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Chapitre 1
Introduction
Il existe de nombreuses conﬁgurations physiques dans lesquelles le transfert radiatif occupe une place
importante. Au sein des incendies les suies, très opaques, sont les principaux vecteurs du rayonnement.
Lorsqu'une sonde superorbitale rentre à pleine vitesse dans une atmosphère, une zone se crée devant elle où
les températures sont élevées et où existent des phénomènes chimiques qui induisent un fort rayonnement.
Si les étoiles ne s'eﬀondrent pas sur elles-mêmes, c'est parce que le rayonnement tend à les faire dilater
et donc contrecarre les eﬀets de la gravité pour permettre un équilibre. Ces trois exemples illustrent la
diversité des régimes physiques mis en jeu. Au chapitre des applications, on pourrait également citer la dé-
tection infrarouge, la physique des plasmas et certains procédés industriels tels que la fabrication de verre.
Dans tous ces cas, on s'intéresse aux échanges d'énergie entre le rayonnement et la matière et il est
nécessaire de considérer le couplage entre l'hydrodynamique et le transfert radiatif. Ce couplage peut être
assez complexe si l'on souhaite mener des simulations multidimensionnelles et prendre en compte des phé-
nomènes non triviaux comme un certain déséquilibre chimique et donc des écoulements multi-espèces par
exemple. Il devient alors nécessaire de disposer de modèles suﬃsemment peu coûteux pour que le calcul
du rayonnement ne se fasse pas au détriment des autres physiques. Ces modèles doivent également être
assez précis pour prédire correctement les eﬀets du transfert radiatif. Cette contrainte est par exemple
importante pour les questions de conception et de dimensionnement de certains objets spatiaux.
Notre étude s'articule ainsi particulièrement sur la construction d'un modèle pour le transfert radiatif
possédant ces qualités. Basé sur les idées du modèleM1 gris [8], on construit un modèleM1 multigroupe.
Ce dernier possède assez de souplesse pour être adapté à toutes les conﬁgurations mentionnées plus haut,
y compris la possibilité de prendre en compte un certain déséquilibre spectral aﬁn de représenter le mieux
possible la réalité de certaines applications. On prendra un soin tout particulier à lui faire respecter les
propriétés physiques les plus fondamentales et à rester consistant. A ce titre, on montrera que l'on peut
obtenir de bons résultats grâce à la possibilité d'eﬀectuer des moyennes d'opacités en accord avec le
modèle. Ceci est particulièrement important quand on connait d'une part l'inﬂuence de ces opacités et
d'autre part la diﬃculté de les évaluer avec précision.
Cette modélisation eﬀectuée, il convient de lui associer des méthodes numériques eﬃcaces. Ces méthodes
doivent se focaliser sur les deux points primordiaux du modèle : garder un faible coût de calcul et pré-
server au niveau numériques toutes les propriétés physiques importantes conservées par le modèle. En
particulier, on fera attention à bien respecter les régimes asymptotiques.
L'axe principal de notre étude sera la construction d'un modèle de transport en déséquilibre spectral
pour résoudre les équations du transfert radiatif. Pour cela, il est essentiel de bien traiter les diﬀérentes
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raideurs induites par le problème : fonctions non analytiques, diﬀérences d'échelles, raideurs physiques,
etc. Ce traitement est capital car non seulement on souhaite une grande souplesse d'utilisation, mais on
veut aussi et surtout maîtriser les coûts de calcul. Bien entendu, le choix des schémas numériques est
d'autant plus important que l'on désire de plus avoir la plus grande précision possible.
Une fois la modélisation et l'approximation numérique de la partie radiative construites, il reste à réaliser
son couplage avec l'hydrodynamique. Les diﬀérences d'échelle d'évolution des phénomènes rendent ce
couplage ardu puisque l'on souhaite être capable de simuler des écoulements dans lesquels l'hydrodyna-
mique et le transfert radiatif possèdent des rôles comparables.
On accordera ainsi une attention toute particulière au couplage entre ce modèle et l'aérodynamique.
Ce couplage s'eﬀectuant sous forme d'une extension d'un code de dynamique des ﬂuides existant, le choix
d'une méthode de type JFNK (ie Newton-Krylov sans jacobienne) présente bien des avantages. Elle per-
met de conserver les caractéristiques à la fois des parties ﬂuide et rayonnement et de fortement coupler
ces deux physiques par le biais d'un schéma totalement implicite. Un gain de temps de calcul apréciable
et une plus grande souplesse sont également apportés par la construction de préconditionneurs spéciﬁques.
Certaines notions concernant le rayonnement sont quasiment indispensables aﬁn de bien comprendre
la suite de ce document. Le troisième chapitre rappelle donc les principaux concepts physiques liés au
transfert radiatif. Au quatrième chapitre, on présente une méthode numérique pour résoudre l'équation
du transfert radiatif au niveau cinétique. Celle-ci servira par la suite de solution de référence en l'abscence
de données expérimentales. Au cours du cinquième chapitre, on introduira un modèle M1 multigroupe
original. Celui-ci constitue l'apport théorique principal de notre étude. On étudiera ses principales pro-
priétés et quelques façons de réaliser son approximation numérique. On décrira ensuite une extension
aux demi-moments qui permet de traiter des déséquilibres directionnels. Le couplage entre le modèle M1
multigroupe et l'hydrodynamique sera accompli au sixième chapitre. Enﬁn, le septième chapitre se foca-
lisera sur les diﬀérentes manières de calculer les opacités moyennes, grandeurs extrêmement importantes
puisque les résultats en dépendent très sensiblement. Le huitième et dernier chapitre sera consacré aux
applications numériques qui viendront illustrer les diﬀérentes caractéristiques de ce modèle et démontrer
sa robustesse et sa précision.
Certaines parties de ces travaux ont fait l'objet de publications. La construction du modèleM1-multigroupe
dans [39], les schémas numériques associés dans [40] et ses premières applications physiques dans [41].
Le couplage avec l'hydrodynamique a été présenté à [42]. L'utilisation du code couplé et la physique
associée a été décrite dans [5], plus particulièrement dans le cas des applications spatiales. Le schéma
numérique pour l'équation du transfert radiatif est introduit dans [6]. Enﬁn, la construction du modèle
M1-multigroupe aux demi-moments ﬁgure dans [37].
Chapitre 2
Déﬁnitions et notations
? Grandeurs globales :
ν fréquence. [s−1]
Ω vecteur direction de propagation des photons.
t temps [s](
x y
) coordonnées spatiales. [m]
? Grandeurs hydrodynamiques :
ε énergie interne. [m2.s−2]
εi énergie interne de l'espèce i. [m2.s−2]
λ conductivité thermique. [W.m−1.K−1]
µ viscosité. [kg.m−1.s−1]
ρ masse volumique. [kg.m−3]
ρi masse volumique de l'espèce i. [kg.m−3]
D coeﬃcient de diﬀusion des espèces1. [m2.s−1]
E énergie totale du ﬂuide. [J ]
H enthalpie totale du ﬂuide. [J.kg−1 ≡ m2.s−2]
Ri constante des gaz parfaits de l'espèce i. [m2.s−2.K−1]
T température du ﬂuide. [K]
T tenseur de viscosité. [Pa]
~V =
(
u v
)> vitesse du ﬂuide. [m.s−1]
ci fraction massique de l'espèce i. [∅]
hi enthalpie de l'espèce i. [J.kg−1]
p pression totale. [Pa]
q =
(
qx qy
)> ﬂux de chaleur. [W.m−2 ≡ kg.s−3]
ω˙i taux de réaction chimique de l'espèce i avec les autres espèces. [mol.s−1]
? Grandeurs radiatives :
χ facteur d'Eddington. [∅]
κ coeﬃcient d'absorption (κ = σ
ρ
). [kg−1.m2]
1basé sur l'hypothèse du nombre de Lewis constant (ie Le = ρDCv/λ ∈ [1; 1.4])
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σ opacité d'absorption. [m−1]
σa opacité moyenne d'absorption. [m−1]
σd opacité de dispersion. [m−1]
σe opacité moyenne d'émission. [m−1]
σext opacité d'extinction (σext = σa + σd). [m−1]
σf =
(
σfx 0
0 σfy
)
opacité moyenne d'absorption du ﬂux radiatif. [m−1]
DR tenseur d'Eddington. [∅]
ER énergie radiative. [J.m−3]
I intensité radiative. [J.sr−1.m−2]
FR =
(
F xR F
y
R
)> vecteur ﬂux radiatif. [W.m−2]
PR tenseur de pression radiative. [J.m−3]
TR température radiative. [K]
fˇ facteur d'anisotropie. [∅]
f ﬂux radiatif normé.
gˇν paramètre d'asymétrie de la dispersion.
hˇ entropie radiative. [m2.s−2.K−1]
nI nombre d'occupation.
pˇν(Ω‘.Ω) fonction de redistribution angulaire de la dispersion.
? Constantes universelles :
a =
8pi5k4
15h3c2
c ' 2.99792458.108 vitesse de la lumière dans le vide. [m.s−1]
~g accélération due à la gravité. [m.s−2]
h ' 6.62607554.10−34 constante de Planck. [J.s]
k ' 1.3806581.10−23 constante de Boltzmann. [J.K−1]
? Déﬁnitions et relations
ε :=
ns∑
i=1
ciεi(T )
εi(T ) :=
∫ T
0
Cvi(T )dT + h0i
Bν(T ) :=
2hν3
c2
[exp(
hν
kT
)− 1]−1
DR :=
PR
ER
=
1− χ
2
Id +
3χ− 1
2
fˇ ⊗ fˇ dans le cas du modèle M1 gris.
ER := < I >
FR := c < ΩI >
H := ε+
p
ρ
+
u2 + v2
2
PR := < Ω⊗ ΩI >
T := −2
3
µdiv(~V )Id + µ( ~∇V + ~∇V >)
ci := ρi/ρ
gˇν :=
∞∫
0
4pi∫
0
Ω‘.Ωpˇν(Ω‘.Ω)dΩdν
hi := εi(T ) +RiT
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hˇ(I) :=
2hν3
c2
[nI ln(nI)− (nI + 1) ln(nI + 1)]
nI :=
c2
2hν3
I
q := −λ ~∇T −
ns∑
i=1
ρDhi(T ) ~∇ci
E = ρ(ε+ u
2 + v2
2
)
f =
FR
cER
p =
ns∑
i=1
(ρiRi)T pour un gaz parfait.
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Chapitre 3
Le transfert radiatif
3.1 Le rayonnement et son interaction avec la matière
On considère que le champ d'énergie du rayonnement est transporté par des particules de masse nulle
appellées photons. A chaque photon on associe une fréquence ν telle que l'énergie de ce photon soit hν
où h est la constante de Planck. Dans le vide, les photons se propagent en ligne droite à la vitesse de la
lumière c.
Lorsqu'ils se trouvent en présence de matière, les photons interagissent avec celle-ci. Ces interactions
sont variées et leurs mécanismes dépendent de l'état de la matière, notamment de la température. Les
trois interactions les plus importantes sont l'émission, l'absorption et la dispersion (ou  scattering ).
Ces phénomènes sont prépondérants dans les cas que nous considérerons, cependant, dans des conditions
extrêmes de températures, d'autres mécanismes peuvent jouer un rôle.
Toute matière se trouvant à une température strictement positive (par rapport au zéro absolu) possède
des atomes dans des états excités, c'est-à-dire que des électrons sont situés dans des niveaux d'énergie
élevés. Dans ce cas, certains de ces électrons reviennent naturellement à des niveaux d'énergie plus faibles.
La perte d'énergie qui en résulte est traduite par l'émission d'un photon de fréquence ν telle que l'énergie
émise est égale à hν. Ce phénomène est appellé émission et est d'autant plus important que la tempé-
rature est élevée. Il est caractérisé par une opacité, l'opacité d'émission. Cette opacité est l'inverse du
libre parcours moyen d'émission qui représente la distance moyenne entre deux émissions d'un photon
d'une certaine fréquence. Si la matière est à l'équilibre thermodynamique local, l'émission est décrite par
la fonction de Planck.
A l'inverse, la matière bombardée de photons capture certains de ceux-ci. Des électrons gagnent alors
un ou plusieurs niveaux d'énergie. Ce phénomène est appellé absorption et est caractérisé par une opa-
cité dite opacité d'absorption. L'opacité d'absorption est l'inverse du libre parcours moyen d' absorption,
distance moyenne parcouru par un photon d'une fréquence donnée avant d'être absorbé. A l'équilibre
thermique local, les opacités d'émission et d'absorption sont identiques. Cette propriété n'est vraie qu'au
niveau microscopique comme on le verra par la suite.
Enﬁn, certains photons sont déviés de leur trajectoire par la matière. Ce phénomène est appellé 
scattering  en anglais. Nous le traduirons par dispersion, même si l'on trouve parfois le terme  diﬀusion
 dans la littérature, aﬁn d'éviter des confusions entre les diﬀérentes acceptions de ce dernier mot. La
dispersion est caractérisée non seulement par une opacité dite de dispersion, qui est l'inverse du libre
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parcours moyen de dispersion, mais également par une fonction de redistribution angulaire décrivant la
manière dont les photons sont déviés. Si cette déviation ne dépend pas de Ω, on dit que la dispersion est
isotrope. Enﬁn, pour donner une idée pratique de ce qu'est la dispersion, on peut donner l' exemple d'un
phare dans le brouillard : l'énergie est peu à peu retirée au faisceau principal pour être redistribuée dans
toutes les directions.
On peut d'ores et déjà noter que ces trois interactions ont des rôles bien précis dans les bilans : ainsi
la dispersion conserve l'énergie du rayonnement alors que l'émission transfère de l'énergie de la matière
vers le rayonnement et l'absoption fait l'inverse. Ainsi, le rayonnement ne conserve pas l'énergie : seule
l'énergie totale est conservée. Pour avoir une propriété de conservation de l'énergie, il faut donc coupler
les eﬀets du rayonnement à ceux de la matière.
3.2 Modèles de transfert radiatif dans diﬀérents régimes
On rappelle ici brièvement les diﬀérents niveaux de modélisation utilisés. On peut les diviser en trois
catégories : les modèles cinétiques, ie les modèles qui prennent en compte les variables angulaires et
spectrale, les modèles de diﬀusion et les modèles aux moments. Ces deux dernières catégories considèrent
une échelle macroscopique, prenant en compte uniquement les variables d'espace et de temps.
3.2.1 L'équation du transfert radiatif
A chaque instant t, il faut six variables pour situer la position d'un photon dans l'espace des phases :
trois positions et trois moments. Par convention, on préfère utiliser trois variables équivalentes aux mo-
ments : la fréquence ν et la direction de propagation du photon Ω (il faut deux variables angulaires pour
décrire Ω). Avec ces variables, on peut déﬁnir la fonction de distribution f :
f = f(t, x,Ω, ν). (3.2.1)
On a alors :
dn = f dxdΩdν, (3.2.2)
dn est le nombre de photons se trouvant à l'instant t dans le volume dx autour du point x, avec une
fréquence ν dans un intervalle fréquenciel de longueur dν et se propageant autour d'une direction Ω dans
un angle solide dΩ.
Pour le transfert radiatif, on préfère utiliser l'intensité radiative spéciﬁque, liée à la fonction de distribution
des photons par la relation :
I(t, x,Ω, ν) = chνf(t, x,Ω, ν). (3.2.3)
Si l'intensité radiative spéciﬁque ne dépend pas de Ω, on dit qu' elle est isotrope. De même, si elle ne
dépend pas de x, on dit qu'elle est homogène. L'exemple le plus important de champ radiatif homogène et
isotrope est celui qui coexiste avec la matière lors d'un équilibre thermique à la température T . L'intensité
spéciﬁque est alors décrite par la fonction de Planck, ou fonction de corps noir B = Bν(T ) avec :
Bν(T ) =
2hν3
c2
[exp(
hν
kT
)− 1]−1, (3.2.4)
où k est la constante de Boltzmann.
Certaines grandeurs macroscopiques sont particulièrement représentatives. On les obtient en intégrant
les grandeurs microscopiques par rapport à la fréquence et à la direction. On retiendra :
3.2. MODÈLES DE TRANSFERT RADIATIF DANS DIFFÉRENTS RÉGIMES 15
• L'énergie radiative : ER = 1
c
∫
S2
∞∫
0
Iν(Ω).dνdΩ
• Le ﬂux radiatif : FR = 1
c
∫
S2
∞∫
0
cΩ.Iν(Ω)dνdΩ
• La pression radiative : PR = 1
c
∫
S2
∞∫
0
Ω⊗ ΩIν(Ω)dνdΩ.
Une propriété fondamentale du transfert radiatif est la limitation du ﬂux. Comme tous les photons se
déplacent à la vitesse de la lumière, il en résulte que :
fˇ =
FR
cER
< 1. (3.2.5)
Cette propriété est très importante aussi cherchera-t-on à la retrouver dans nos modèles par la suite.
Lorsqu'elle est violée par un modèle, des états non physiques sont prédits. Les modèles de diﬀusion, ainsi
que le modèle P1 ne la vériﬁent pas dès lors que l'on est éloigné de l'équilibre radiatif. En revanche, on
verra par la suite que le modèle M1 la conserve.
L'équation du transfert radiatif (ETR) représente le bilan d'énergie liée au rayonnement au niveau mi-
croscopique. Dans un milieu d'indice optique égal à 1, on l'écrit sous la forme :
1
c
∂tIν(Ω) + Ω.∇xIν(Ω) = Sν − σextν Iν(Ω) +
σdν
4pi
∫
S2
pν(Ω
′
.Ω)Iν(Ω
′
)dΩ
′
dν. (3.2.6)
On a noté Sν le terme d'émission. Comme on l'a vu, dans le cas de l'équilibre thermique local, on peutl'exprimer grâce à la fonction de Planck :
Sν = σeνBν(T ). (3.2.7)
La fonction de Planck, ou fonction de corps noir Bν(T ) est isotrope et est déﬁnie par la formule (3.2.4).
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Fonction de Planck adimensionnée
La fonction de Planck, que l'on appellera parfois Planckienne, passe par un maximum que l'on peut
situer grâce à la première loi de Wien :
λT = 2898. (3.2.8)
Ici λ est la longueur d'onde exprimée en µm. En tant que fonction isotrope, la fonction de Planck a
un ﬂux nul. De plus, son énergie a la particularité de s'exprimer en fonction de la température par la loi :
1
c
∫
S2
∞∫
0
Bν(T )dνdΩ = aT 4, (3.2.9)
a =
8pi5k4
15h3c3
est parfois notée sous la forme 4σR
c
où σR est ici la constante de Stefan-Boltzmann1.
On appelle équilibre radiatif l'état de la matière dans lequel l'intensité radiative a la forme d'une
fonction de Planck. Dans ce cas l'énergie radiative vaut donc aT 4 et le ﬂux radiatif est nul. Par analogie,
on déﬁnit la température radiative par :
ER = aT 4R. (3.2.10)
1aﬁn de ne pas confondre cette constante de Stefan-Boltzmann avec les opacités, on préfèrera utiliser par la suite la
constante a.
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On voit immédiatement qu'à l'équilibre radiatif, TR = T .
Déﬁnition 1. Pour des raisons de clarté, on adoptera la notation suivante :
< . >=
1
c
∫
S2
∞∫
0
.dνdΩ.
On a vu que l'énergie du rayonnement n'est pas conservée et qu'il faut considérer l'énergie totale
(radiative+matière) pour avoir conservation. Il faut donc coupler l'équation du transfert radiatif avec
une équation régissant l'évolution de l'énergie de la matière. Lorsque l'on souhaitera s'intéresser essentiel-
lement aux eﬀets du rayonnement, on se contentera d'utiliser une équation d'énergie matière simpliﬁée
ne prenant en compte que les termes d'échanges avec le rayonnement :
ρCv∂tT = c(σaER − σeaT 4). (3.2.11)
Bien entendu, lorsque l'on s'intéressera aux eﬀets du couplage entre le rayonnement et l'hydrodyna-
mique, en particulier dans le chapitre 6, on utilisera des équations décrivant plus précisément l'écoulement,
en général les équations d'Euler ou de Navier-Stokes.
L'équation (3.2.6) est présentée ici avec un certain nombre de simpliﬁcations. Tout d'abord, dans
un milieu d'indice optique diﬀérent de 1, par exemple dans du verre, la vitesse de la lumière devient
égale à nmilieuc si l'on appelle nmilieu l'indice du milieu considéré. Le cas de milieux d'indices optiquesindépendants de la fréquence peut se traiter comme un extension immédiate de tout ce qui sera dit par
la suite si le problème est bien posé. On considère également que la dispersion ne modiﬁe pas l'état des
particules et ne dépend que de l'angle entre les directions initiale et ﬁnale des photons. Cette dernière
assomption est la plus courante. En revanche, à très haute température, il peut exister des phénomènes
de dispersion, comme le scattering Compton, qui modiﬁent l'énergie des particules. Ces eﬀets resteront
toutefois négligeables dans toutes les applications que nous considèrerons. Enﬁn, dans le cas général,
des modiﬁcations interviennent sur l'équation (3.2.6) lorsque l'on a aﬀaire à de très grandes vitesses de
déplacement de la matière. Dans ce cas, on doit traiter le problème soit en ajoutant des termes comobiles
[22],[1], soit en intégrant le paramètre dans le calcul des opacités, qui deviennent alors dépendantes de la
vitesse. Une fois encore, ces phénomènes resteront négligeables pour toutes les applications considérées
par la suite.
Il existe principalement 4 niveaux de résolution spectrale de l'ETR selon le niveau de précision que
l'on souhaite obtenir et les données que l'on possède.
On peut tout d'abord eﬀectuer un calcul raie par raie. De tels calculs ont parfois pu être menés récem-
ment grâce aux progrès de l'informatique. Ils donnent des résultats extrêmement précis, cependant, ils
présentent deux inconvénients majeurs. Le premier est le coût de calcul : il faut résoudre l'ETR pour des
millions de raies. Cet énorme coût de calcul est et restera un obstacle à ce type de résolution car le rayon-
nement n'est en général qu'une partie d'une physique couplée complexe (que ce soit de la combustion ou
de l'hydrodynamique radiative par exemple). De plus, ce genre de calcul ne peut être mené à bien qu'avec
le soutien de bases de données très précises (avec une résolution de l'ordre de 0.01cm−1). Or ces bases de
données ne sont pas disponibles à l'heure actuelle et ne le seront probablement pas dans un futur proche
[24]. Une base de donnée comme HITRAN est en gros limitée à des applications atmosphériques. Son
extension à haute température est une extrapolation. Par conséquent, les calculs raie par raie sont pour
l'instant avant tout utilisés pour valider les autres méthodes.
Les modèles à bandes étroites et assimilés travaillent sur un découpage du spectre en un certain nombre
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de bandes étroites. A l'intérieur de chaque bande, soit on utilise un opacité moyenne, soit on réorganise
les coeﬃcients d'absorption pour obtenir des fonctions régulières faciles à intégrer (méthodes CK). Ces
méthodes s'appliquent diﬃcilement à des milieux non homogènes et possèdent encore un coût de calcul
relativement élevé pour un couplage 3D.
Les méthodes multigroupes calculent des grandeurs sur des bandes spectrales beaucoup plus larges (les
groupes) que les modèles à bandes étroites. Le nombre d'inconnues est relativement peu élevé aussi les
calculs sont-ils plus faciles. Les erreurs dues aux moyennages peuvent atteindre quelques dizaines de
pourcent, cependant les données disponibles ne permettent parfois pas de travailler avec des méthodes
plus précises.
Enﬁn les modèles globaux, dits gris ie intégrés sur tout le spectre de fréquence sont parfois large-
ment suﬃsants puisque dans certains calculs on ne s'intéresse au rayonnement qu'au travers du bilan
d'énergie transportée par le ﬂux radiatif. Bien entendu, ils ne permettent pas de calculer avec beaucoup
de précision certaines grandeurs radiatives.
La façon la plus précise de décrire le rayonnement est de travailler au niveau microscopique et de ré-
soudre l'équation du transfert radiatif dans son ensemble. Cependant, une solution numérique précise de
l'équation du transfert radiatif possède un coût. Elle est basée soit sur une méthode Monte-Carlo, soit
une méthode aux ordonnées discrètes. Dans ce dernier cas, on utilise un nombre ﬁnis de directions de
propagation. Pour des problèmes en 2 dimensions, on a typiquement besoin de quelques dizaines d'incon-
nues par bande de fréquence et par maille spatiale. Cette approche microscopique est généralement trop
coûteuse pour des simulations multidimensionnelles dépendantes de la fréquence couplant le rayonnement
et l'hydrodynamique.
3.2.2 Modèles de diﬀusion
Les modèles de diﬀusion sont des modèles moins coûteux qui dérivent de l'équation du transfert
radiatif dans certains régimes. Ainsi, lorsque l'opacité d'émission est importante, on peut alors par un
scaling montrer que l'ETR dégénère en une équation parabolique. On est proche de l'équilibre et l'intensité
radiative est proche d'une planckienne, aussi ces modèles sont-ils nommés modèles de diﬀusion à l'équilibre
[22]. Pour les obtenir, on fait une mise à l'échelle des grandeurs physiques à l'aide d'un petit paramètre
ε. On considère un temps long et une opacité d'absorption importante, ce qui correspond à :
t˜ = εt, (3.2.12)
σ˜a = εσa. (3.2.13)
L'ETR, couplée avec une équation d'énergie matière simpliﬁée devient alors :
ε2
c
∂t˜Iε + εΩ∇xIε = σ˜a(Bν(Tε)− Iε), (3.2.14)
ε2ρCv∂t˜Tε = −
∫
S2
∞∫
0
σ˜a(Bν(Tε)− Iε)dνdΩ, (3.2.15)
ρCv∂tT = c(σaER − σeaT 4). (3.2.16)
Après développement asymptotique, on obtient alors le modèle de diﬀusion à l'équilibre :
∂t˜(ρCvT + 4aT
4)−∇x
(4acT 3
3σ˜
∇xT
)
= 0. (3.2.17)
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Dans le cas où l'opacité d'émission est quelconque, mais où l'opacité de dispersion est importante, on
peut là encore par un scaling se ramener à une équation parabolique. Ces modèles sont appellés modèles
de diﬀusion hors équilibre. L'intensité radiative sous-jacente est isotrope [19]. Cette fois-ci, le scaling est
le suivant :
t˜ = εt, (3.2.18)
σ˜d = εσd, (3.2.19)
σ˜a =
1
ε
σa. (3.2.20)
Ce qui, une fois reporté donne :
ε2
c
∂t˜Iε + εΩ∇xIε = ε2σ˜a(Bν(Tε)− Iε) + σ˜d(
1
4pi
∫
S2
IεdΩ− Iε), (3.2.21)
ερCv∂t˜Tε = −ε
∫
S2
∞∫
0
σ˜a(Bν(Tε)− Iε)dνdΩ. (3.2.22)
Un développement asymptotique donne alors le système de diﬀusion hors équilibre :
∂t˜E −∇
( c
3σ˜d
∇E
)
= cσ˜(aT 4 − E), (3.2.23)
ρCv∂t˜T = cσ˜(E − aT 4). (3.2.24)
L'inconvénient de ces modèles de diﬀusion est que, s'ils ont un excellent comportement dans les ré-
gimes de limite diﬀusive, ils donnent en revanche de mauvais résultats dans les régimes de transport, car
ils ne respectent pas la proprotété de limitation du ﬂux radiatif. Pour remédier à cet inconvénient des
modèles de diﬀusion à ﬂux limités ont été développés [19]. Cependant, ils peuvent rencontrer certains
problèmes dans des conﬁgurations où des régimes très diﬀérents coexistent dans des cellules voisines [1]
et pour simuler certains régimes.
Les modèles de diﬀusions présentés ici sont gris (ie indépendants de la fréquence), mais il existe leur
équivalent multigroupe. Dans le cas de la diﬀusion hors équilibre, le modèle multigroupe serait :
∂tEq −∇
( c
3σdq
∇Eq
)
= cσ˜q(aθ4q − Eq), 1 ≤ q ≤ Q (3.2.25)
ρCv∂tT = c
∑
q
σ˜q(Eq − aθ4q). (3.2.26)
Le terme θ est déﬁni par aθ4 =< Bν(T ) >q. Eq est l'énergie radiative du qime groupe.
3.2.3 Modèles aux moments
La dernière famille est celle des modèles aux moments. Ils sont obtenus en fermant les équations aux
moments dérivées de l'ETR grâce à une hypothèse de fermeture. Le système aux deux premiers moments,
qui est celui le plus souvent utilisé s'écrit :
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∂tER +∇xFR = σeaT 4 − σaER, (3.2.27)
∂tFR + c2∇xPR = −(σf + (1− gˇν)σd)FR. (3.2.28)
Aﬁn de retrouver ce système à partir de l'équation du transfert radiatif (3.2.7)-(3.2.6), on intègre
celle-ci.
Bilan d'énergie
Si l'on intégre (3.2.7)-(3.2.6) sur l'ensemble des directions, il vient :
∂tE(ν) +∇x.F (ν) = 4picσaB(T, ν)− c(σa + σd)E(ν) + σ
d
4pi
4pi∫
0
4pi∫
0
pν(Ω
′ → Ω)Iν(Ω′)dΩ′dΩ, (3.2.29)
= 4picσaB(T, ν)− c(σa + σd)E(ν) + σd
4pi∫
0
Iν(Ω
′
)
1
4pi
4pi∫
0
pν(Ω
′ → Ω)dΩdΩ′ , (3.2.30)
= 4picσaB(T, ν)− c(σa + σd)E(ν) + cσdE(ν), (3.2.31)
d'où la première équation :
∂tE(ν) +∇x.F (ν) = 4picσa(B(T, ν)− E(ν)). (3.2.32)
On remarque au passage que le terme de dispersion conserve l'énergie : l'énergie retirée au faisceau
principal est entièrement redistribuée.
Bilan de ﬂux
Pour obtenir l'équation relative au deuxième moment -le ﬂux radiatif-, on multiplie (3.2.7)-(3.2.6) par
Ω puis on intègre sur l'ensemble des directions :
∂tF (ν) + c2∇x.P (ν) = 0− c(σa + σd)F (ν) + σ
d
4pi
4pi∫
0
4pi∫
0
cΩpν(Ω
′ → Ω)Iν(Ω′)dΩ′dΩ, (3.2.33)
= −c(σa + σd)F (ν) + σ
d
4pi
4pi∫
0
Iν(Ω
′
)
4pi∫
0
cΩpν(Ω
′ → Ω)dΩdΩ′ . (3.2.34)
Sous l'hypothèse pν(Ω′ → Ω) = pν(Ω′ .Ω), on peut dire que
4pi∫
0
Ωpν(Ω
′
.Ω)dΩ = 4pigˇνΩ
′ . Il vient alors :
∂tF (ν) + c2∇x.P (ν) = −c(σa + σd)F (ν) + cσdgˇνF (ν), (3.2.35)
d'où la seconde équation :
∂tF (ν) + c2∇x.P (ν) = c(−σa + (gˇν − 1)σd)F (ν). (3.2.36)
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Finalement, on peut réécrire le système intermédiaire sous la forme :
∂tU+∇x.F = S+MU, (3.2.37)
avec : U=
(
E(ν)
F (ν)
)
, F=
(
F (ν)
c2P (ν)
)
, S=
(
4picσaB(T, ν)
0
)
et M=
(−cσa 0
0 −c(σa + (1− gˇν)σd)
)
. Le
système aux moments s'obtient alors en intégrant (3.2.37) en fréquence.
Le modèle P1 est un modèle linéaire hyperbolique bien connu de ce type. Dans ce cas, la pression
radiative s'exprime très simplement : PR = 13ERId. Il est donc très peu coûteux et facile à implémentermais ne donne des prédictions correctes que dans des conﬁgurations où les anisotropies sont suﬃsamment
faibles (fˇ ≤ 0.57..). Il existe d'autres fermetures permettant de donner un plus grand domaine de déﬁni-
tion, on pourra par exemple citer les modèles à χ variable [13] [14], le modèle développé par Struchtrup
[35], des modèles à fermeture entropique [23], [4] et le modèle M1 [8], lui-même à fermeture entropique
mais basé sur l'entropie radiative hˇ, que nous utiliserons par la suite.
3.3 Propriétés radiatives de la matière
3.3.1 Généralités sur les opacités
Les opacités σν(t, x) dépendent de l'état de la matière à l'instant t et au point x. Pour être plus précis,elles dépendent des populations de chaque espèce, y compris les niveaux électroniques. A chaque degré
de liberté en rotation ou en translation des molécules présentes correspond en eﬀet une raie d'émission.
Ces raies sont donc très nombreuses et il en faut généralement en considérer plusieurs millions pour un
problème donné. Un fond généré par les transitions lié-libre et d'autres phénomènes absorbants, comme
la présence de suies dans le cas des incendies, viennent s'ajouter à l'absorption dans les raies.
Il existe trois types de transitions qui entrainent un changement d'état énergétique moléculaire par émis-
sion ou absorption dans un gaz : les transitions 'lié-lié' qui sont des transitions entre des états atomiques
ou moléculaires non dissociés (dits 'liés'), les transitions 'lié-libre', qui sont des transitions depuis un état
lié vers un état dissocié (dit 'libre) dans le cas de l'absorption et inversement pour l'émission, enﬁn les
transitions 'libre-libre', entre deux états dissociés [24].
Parmi les facteurs dont dépend l'énergie interne des atomes et des molécules se trouvent les énergies
associées aux électrons qui gravitent autour du noyau atomique et aux atomes au sein d'une molécule qui
vibrent l'un contre l'autre ou gravitent l'un autour de l'autre. D'après la théorie des quantas, ces énergies
sont quantiﬁées, ce qui veut dire que seuls les photons possédant certaines énergies seront absorbés ou
émis. Or, on a vu que ces énergies étaient proportionnelles à la fréquence, par conséquent les transitions
'lié-lié' génèrent un spectre composé de raies d'émission/absorption. Ces dernières ne sont pas exacte-
ment ponctuelles entres autres à cause du principe d'incertitude d'Heisenberg. Elles ont donc un certain
proﬁl, relativement étroit, dont on donnera la forme au chapitre 7. A la largeur naturelle d'une raie
viennent s'ajouter les eﬀets d'élargissement collisionnels, Doppler voire Stark. Il faut beaucoup d'énergie
pour changer l'orbite d'un électron aussi les raies correspondantes se situent-elles entre l'ultraviolet et
l'infrarouge proche. Changer d'état d'énergie vibrationnel demande moins d'énergie et les raies correspon-
dantes se situent dans l'infrarouge moyen. Enﬁn, les changements d'état rotationnels demandent encore
moins d'énergie et les raies correspondantes se situent dans l'infrarouge lointain et les micro-ondes. Il est
à noter que des changements d'état vibrationnels peuvent s'accompagner de transitions rotationnelles,
générant des groupes de raies qui se chevauchent partiellement. Ces groupes sont appellés bandes vibro-
rotationnelles et sont importants pour des calculs en infrarouge.
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Dans le cas de gaz à fortes températures, l'absorption d'un photon peut ioniser ou dissocier les mo-
lécules à cause de vibrations trop importantes résultant d'une transition lié-libre. Dans ce cas, l'état
des molécules ou des ions résultant du processus dépendent de l'énergie cinétique des éléments qui se
sont séparés. Celle-ci n'est pas quantiﬁée, par conséquent, les transitions lié-libre génèrent un spectre
d'absorption continu en fréquence. Cette partie continue apparait dès lors que l'on atteint les énergies
nécessaires à l'ionisation ou à la dissociation des molécules. Ceci est également vrai pour le processus
inverse (l'émission).
A l'intérieur d'un gaz ionisé, les électrons libres peuvent interagir avec le champ électrique des ions.
Ces interactions sont la source de transitions libre-libre. Dans ce cas, l'énergie cinétique des électrons est
modiﬁée par la capture ou la libération de photons : un électron qui libère un photon perd de l'énergie
cinétique, ce qui le freine. Ce processus est appellé Bremsstrahlung (de l'allemand 'casser le rayonne-
ment'). A l'inverse, un photon capturé par un électron lui apporte de l'énergie cinétique, ce qui l'accélère,
on parle alors de Bremsstrahlung inverse. L'énergie cinétique des électrons n'étant pas quantiﬁée, ces
photons peuvent avoir n'importe quelle fréquence. Le spectre résultant des transitions libre-libre est donc
également continu.
Ces trois facteurs n'ont pas la même importance selon les applications considérées. Dans le cas de la
combustion, la température n'est pas assez importante pour qu'il y ait des électrons libres, par consé-
quent les eﬀets des transitions lié-libre et libre-libre sont négligeables. Le spectre est alors essentiellement
composée de nombreuses raies. En revanche, si l'on s'intéresse à des plasmas chauds ou à des écoulements
autour d'un corps de rentrée atmosphérique hypersonique, les eﬀets radiatifs ont lieu dans l'ultraviolet, le
visible et l'infrarouge proche. Les composantes continues du spectre noient alors les raies de faible énergie
et seules les raies les plus importantes subsistent.
Le calcul de ces opacités est souvent très complexe, d'autant plus que certains eﬀets comme le déca-
lage Doppler viennent s'y ajouter. L'une des principales diﬃculté dans le cas général est de connaître la
répartition des diﬀérentes populations, nécessaire à la détermination de l'opacité d'absorption, mais aussi
du terme d'émission. Pour résoudre un problème couplé avec d'autres physiques, il devient nécessaire
de se placer dans des hypothèses simpliﬁcatrices. Nous choisissions de considérer dans la suite soit le
cas de l'équilibre thermique, soit le cas de l'équilibre thermodynamique local. Dans ce dernier cas, la
connaissance de la densité ρ et de la température T suﬃt alors à donner la répartition des populations.
On obtient donc des opacités en fonction de ces grandeurs : σ = σ(ρ, T, ν). On préfère parfois les exprimer
en fonction de la pression et de la température, ce qui est équivalent grâce à la loi d'état considérée. De
plus, sous cette hypothèse, on sait exprimer le terme d'émission de manière simple (3.2.7).
Lorsqu'on considère des modèles macroscopiques, commes les modèles aux moments où les modèles de
diﬀusion, on doit connaître des opacités macroscopiques moyennes. Ces opacités sont déﬁnies par :
σe =
< σB(T ) >
aT 4
, (3.3.1)
σa =
< σI >
E
, (3.3.2)
σfx =
c < σΩxI >
F
, (3.3.3)
σfy =
c < σΩyI >
F
. (3.3.4)
σe est l'opacité d'émission. Son calcul est appellé moyenne de Planck. σa est l'opacité d'absorption,
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on voit d'emblée qu'en général, σa et σe sont diﬀérentes : ainsi, contrairement à ce qui se passe au
niveau microscopique, les opacités macroscopiques d'émission et d'absorption ne sont pas les mêmes.
Enﬁn, σf est l'opacité d'absorption du ﬂux radiatif. Ces opacités découlent directement de l'intégration
de (3.2.6)-(3.2.7). Si l'on intègre par exemple les termes d'émission/absorption, on obtient :
< σ(Bν(T )− Iν) > =< σBν(T ) > − < σIν >, (3.3.5)
=
< σBν(T ) >
< Bν(T ) >
< Bν(T ) > −< σIν >
< Iν >
< Iν >, (3.3.6)
= σeaT 4 − σaER. (3.3.7)
Ces trois grandeurs peuvent être très diﬃciles à calculer. En particulier, leur calcul nécessite une
intensité radiative sous-jacente positive. Ce calcul n'étant pas l'objet de nos travaux, nous ne le dévelop-
perons par davantage dans la plupart des chapitres. Toutefois, des précisions pourront être trouvées dans
le chapitre 7 dans le cas du modèle M1 multigroupe.
3.3.2 Diﬀérents niveaux de modélisation
La détermination des grandeurs physiques, que ce soit au niveau du rayonnement ou de la mécanique
des ﬂuides, passe par la connaissance des distributions de populations sur les niveaux d'énergie quan-
tique. Celles-ci sont plus ou moins ardues à prédire selon les régimes physiques dans lesquels on choisit
de se placer. L'échelle des niveaux de modélisation dépend essentiellement de trois notions d'équilibre :
l'équilibre chimique, l'équilibre thermique et l'équilibre radiatif.
L'équilibre chimique est atteint lorsque la cinétique chimique a atteint son état stationnaire. Toutes
les réactions chimiques sont à l'équilibre et les concentrations de chaque espèce n'évoluent plus. On peut
alors considérer le mélange comme un seul ﬂuide pour les besoins de la résolution numérique.
L'équilibre thermique est atteint lorsque l'on peut déﬁnir une unique température pour toutes les es-
pèces. Il existe néanmoins plusieurs degrés entre l'équilibre thermique et le déséquilibre thermique total.
On appellera équilibre thermique partiel un régime dans lequel les fonctions de répartition des niveaux des
populations sont boltzmaniennes pour chaque degré de liberté. Dans ce cas, il peut exister plusieurs tem-
pératures diﬀérentes (températures de vibration, températures de rotation,...). Bien entendu, l'équilibre
thermique total est un équilibre thermique partiel pour lequel toutes ces températures sont identiques.
Dans le cas du déséquilibre thermique total, tous les niveaux des populations doivent être décrits indi-
viduellement. Enﬁn, on peut également considérer des déséquilibres thermiques partiels dans lesquels les
niveaux les plus énergétiques sont supposés boltzmaniens (comme dans le cas de l'équilbre thermique
partiel), et les niveaux les moins énergétiques sont décrits de manière détaillée.
On se trouve à l'équilibre thermodynamique local (ETL) dès lors que l'on est dans une situation à
la fois d'équilibre chimique et thermique.
L'équilibre radiatif est atteint lorsque la matière est en équilibre avec le rayonnement. Dans le cas de
l'ETL, cela signiﬁe que les photons sont distribués selon une planckienne à la température du ﬂuide.
Ces équilibres déﬁnis, on peut dessiner une première échelle dans la modélisation. On a ajouté les diverses
dépendances de l'opacité σ pour donner une idée de la complexité de chaque étape :
1. Le modèle collisionnel-radiatif se situe au plus haut niveau de la modélisation. Tous les niveaux
sont décrits de manière détaillée par les équations-maîtresses. Cependant, on ne considère qu'une
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seule température électronique et on néglige le couplage radiatif. Des modèles ne faisant pas cette
simpliﬁcation sont extrêmement complexes et peu utilisés. σ = σν
(
(Ci)i, (Ni)i, ..
) : l'opacité dépend
des densités de chaque espèce Ni et des diﬀérentes températures. Son calcul est donc relativementdiﬃcile.
2. Le modèle collisionnel-radiatif avec condition QSS. La condition QSS (pour Quasi-Steady-State)
stipule que la variation de la densité numérique de chaque état est négligeable devant la somme des
taux de toutes les transitions collisionnelles et radiatives qui peuplent ou dépeuplent cet état. Les
populations sont donc toujours dans un état d'équilibre, et leur densité numérique est fournie par
la résolution d'une équation algébrique [28]. Ce modèle permet de résoudre certaines conﬁgurations
en déséquilibre thermique total. σ = σν
(
(Ci)i, (Ni)i, ..
) : l'opacité possède les mêmes dépendances,
mais les densités numériques Ni sont obtenues plus facilement que précédemment.
3. Des modèles hybrides entre le précédent et les suivants permettent de résoudre des conﬁgurations
en déséquilibre thermique partiel ([21]).
4. Les modèles boltzmaniens à plusieurs températures permettent de résoudre des problèmes à l'équi-
libre thermique partiel. σ = σν
(
(Ci)i, ρ, Te, (T vibi )i, (T
rot
i )i, ..
).
5. Les modèles boltzmaniens à une seule température permettent de résoudre des problèmes à l'équi-
libre thermique. σ = σν
(
(Ci)i, ρ, T
) : il n'existe plus qu'une seule température, ce qui simpliﬁe
notablement le calcul de σ.
6. Enﬁn au plus bas de l'échelle se trouvent les modèles à l'ETL. Dans ce cas, σ = σ(ρ, T ) ne dépend
plus que de deux variables.
Dans la suite de ce document, on présentera les modèles en se plaçant à l'équilibre thermique (ce
qui permettra d'écrire la fonction d'émission sous forme planckienne). Cependant, le cas de l'équilibre
thermique partiel est une extension directe qui ne pose pas de problème mathématique.
Comme on le verra au chapitre 7, se placer à un niveau de modélisation élevé nécessite une base de données
qui peut fournir les informations adéquates. Pour les cas les plus simples, y compris le modèle à 2 bandes
de Nicollet et al. [27], on se trouve à l'ETL (niveau 6). HITRAN donne suﬃsemment d'informations pour
se placer hors équilibre chimique, soit au niveau 5. Les codes développés par JM Chevalier au CEA-
CESTA permettent de considérer des applications hors équilibre thermique (niveau 4). Enﬁn, NEQAIR
et PARADE donnent assez d'information pour se placer aux niveaux 2 et 3. Toutes ces bases de données
sont décrites succintement au chapitre 7.
Chapitre 4
Un modèle cinétique
On a vu précédemment que les modèles cinétiques, s'ils pouvaient se révéler coûteux lors de la réso-
lution de certains problèmes, donnent des résultats très précis. Même dans l'optique du développement
de modèles macroscopiques, ils peuvent ainsi se révéler particulièrement précieux en tant que solution de
référence lorsqu'on ne possède pas de solution analytique. On s'attachera dans ce chapitre à présenter une
approximation de l'ETR, développée en une dimension d'espace. Dans tout ce chapitre, σ peut dépendre
de ν, mais pas de l'état de la matière.
4.1 Equation du transfert radiatif discrète
Pour obtenir un modèle numérique à partir de l'équation (3.2.6)-(3.2.7) restreinte à une dimension
d'espace, on introduit un nombre ﬁni de directions de propagation notées {µl}l et un nombre ﬁni defréquences {νq}q (à ne pas confondre avec la notation utilisée dans la présentation du modèle M1 mul-tigroupe). Le rayonnement est alors décrit par l'intensité radiative discrète {Iq,l}q,l où Iq = {Iq,l}l peutêtre vue comme une valeur représentative de l'intensité radiative entre (νq−1 + νq)/2 et (νq + νq+1)/2 (cf[22]). Les quantités macroscopiques sont obtenues en remplacant les intégrations en µ et en ν par une
formule de quadrature. Par exemple,
ER =< I >d=
1
c
∑
q,l
Iq,l ωqθl,
et l'entropie radiative discrète est déﬁnie par
Hd(I) =< hd(I) >d=<
2kν2q
c3
[nq,l ln(nq,l)− (nq,l + 1) ln(nq,l + 1)] >d (4.1.1)
avec nq,l = c
2
2hν3q
Iq,l. (Par souci de simplicité, on omettra par la suite l'indice d dès lors qu'aucune confu-
sion n'est possible).
Aﬁn d'introduire correctement un modèle discret du système considéré, on déﬁnit l'équilibre discret
B grâce au principe d'entropie minimum :
Hd(B) = min{Hd(I), < I >d= aT 4}. (4.1.2)
Cette déﬁnition est évidemment une analogie avec l'équilibre continu, qui n'est autre que la fonction
de corps noir de Planck Bν(T ). Cette dernière est déﬁnie comme vériﬁant le principe d'entropie minimum
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au niveau continu. Par conséquent, si l'on choisit une inﬁnité de directions et de fréquences, la fonction
d'équilibre discret que l'on vient de déﬁnir devient égale à la fonction de Planck.
Théorème 4.1.1. Si T > 0, alors il existe une unique fonction B solution de (4.1.2) qui vaut :
Bq,l =
2hν3q
c2
[exp(
chνqα
k
)− 1]−1 ∀ q, l, (4.1.3)
où α = α(T ), qui est l'unique solution de l'équation non linéaire
< B >= a T 4,
est une fonction décroissante de T .
preuve.
Enﬁn, on note σq les opacités approchées déﬁnies comme étant des opacités moyennes par bande defréquence12. Elles peuvent être obtenues grâce à une procédure similaire au cas multigroupe présenté plus
tard (voir aussi [22] et [29]). On peut alors écrire le système des équations du transfert radiatif discrètes
couplées avec la température matière :
1
c
∂tIq,l + µl∂xIq,l = σq(Bq(T )− Iq,l), (4.1.4)
ρCv∂tT = −
∑
q,l
σq(Bq(T )− Iq,l) ωqθl, (4.1.5)
Iq,l(x, 0) = I0q,l(x), ∀ q, l, (4.1.6)
T (x, 0) = T 0(x). (4.1.7)
Ce système est une approximation de l'équation du transfert radiatif obtenue en utilisant une méthode
standard type Sn ordonnées discrètes pour les directions de propagation, mais basée sur une déﬁnitionnon standard de l'équilibre discret en fréquence. Le principal avantage de cette déﬁnition est de conserver
certaines propriétés fondamentales données dans le théorème suivant
Théorème 4.1.2. Si I0k,l ∈ L∞(IR), T 0 ∈ L∞(IR), alors le système (4.1.4-4.1.5) a une unique solution
dans L∞([0,+∞[×IR) qui vériﬁe
1. Iq,l ≥ 0,∀q, l, T (x, t) ≥
[
1
(T 0)3(x) +
3σ∗at
ρ Cv
]−1
> 0, où σ∗ = max
q,x
σq(x) ;
2. conservation de l'énergie :
∂t(< I >d +ρε) + c ∂x < µlI >d= 0;
3. dissipation locale de l'entropie totale :
∂t
(
Hd(I) + ρCvU
c
)
+ ∂x < µlhd(I) >d≤ 0.
où U = − ∫ T
0
α(T )dT est une fonction convexe de T .
preuve.
Remarque 1. Ce modèle est introduit plus en détails dans l'article [6] et le rapport [38]
Remarque 2. Par la suite, les indices l et q représentant la dépendance en direction et en fréquence
sont omis dès lors qu'aucune confusion n'est possible.
1Dans ce paragraphe, on supposera le terme de dispersion négligeable, c'est à dire gˇν ' 1.2Pour que l'approximation soit valable, il faut que les bandes de fréquence soient suﬃsamment étroites. Ce modèle n'est
pas multigroupe, ce qui sera le cas du modèle M1 multigroupe présenté dans le chapitre 5.
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4.2 Introduction du schéma et premières propriétés
Certains schémas numériques ont été proposés dans [38] pour implémenter ce modèle cinétique, mais
chacun d'eux présente l'inconvénient d'induire une condition CFL très stricte. On va donc chercher ici
un schéma avec les ﬂux implicites qui soit le moins coûteux possible.
On utilise pour cela le schéma implicite non linéaire (INL) suivant :
1
c
In+1i − Ini
∆t
+
Fn+1
i+ 12
−Fn+1
i− 12
∆z
= σ
[
B(Tn+1i )− In+1i
] (4.2.1)
ρCv
Tn+1i − Tni
∆t
= −σ
∑
k,l
[
B(Tn+1i )− In+1i
] (4.2.2)
Ce schéma présente l'avantage de vériﬁer les propriétés les plus importantes, comme l'énoncent les théo-
rèmes suivants :
Théorème 4.2.1. Le schéma (4.2.1)-(4.2.2) assure la positivité de la température et de l'intensité ra-
diative et conserve l'énergie.
Preuve. La positivité est triviale dès lors qu'on a remarqué que l'on obtenait le vecteur In+1 par l'in-
version d'un système linéaire dont la matrice est à diagonale fortement dominante et le second membre
positif (ce sont les In).
Pour obtenir la conservation d'énergie, on somme (4.2.1) sur m, l puis on ajoute (4.2.2) pour obtenir
après réorganisation :
1
∆t
[(
ρCvT
n+1
i +
1
c
∑
q,l
In+1i,m,lωq,l
)
−
(
ρCvT
n
i +
1
c
∑
q,l
Ini,m,lωq,l
)]
+
1
∆z
∑
q,l
[
(µ+(In+1i,m,l − In+1i−1,m,l)− µ−(In+1i+1,m,l − In+1i,m,l)
]
ωq,l = 0
Cette dernière expression est l'égalité de conservation de l'énergie discrète.
Théorème 4.2.2. Le système (4.2.1)-(4.2.2) décroît l'entropie.
Preuve. Commençons par remarquer que dans l'équation (4.2.1), In+1i est une combinaison convexe de
Ini , In+1i−1 , In+1i+1 et Bn+1i . Par convexité de la fonction d'entropie h∗R, on obtient :
h∗R(I
n+1
i ) ≤
1
1 + c|µ|∆t
∆z
+ c∆tσ
[
h∗R(I
n
i ) + c
∆t
∆z
µ+h∗R(I
n+1
i−1 )
− c∆t
∆z
µ−h∗R(I
n+1
i+1 ) + c∆th
∗
R(Bn+1i )
]
En moyennant sur k et l, et en réorganisant, il vient :
< h∗R(I
n+1
i )− h∗R(Ini ) > +c
∆t
∆z
(Gn+1
i+ 12
− Gn+1
i− 12
) ≤< [h∗R(Bn+1i )− h∗R(In+1i )]c∆tσn+1i >
où G est le ﬂux d'entropie discret déﬁni par : Gn
i+ 12
=< µ+h∗R(Ini )+µ−h∗R(Ini+1) >. Comme la fonction h∗R
est convexe, elle vériﬁe l'inégalité :
h∗R(Bn+1i ) ≤ h∗R(In+1i ) + ∂Ih∗R(Bn+1i )(Bn+1i − In+1i )
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Ce qui permet d'aboutir à la relation :
< h∗R(I
n+1
i )− h∗R(Ini ) > +c
∆t
∆z
(Gn+1
i+ 12
− Gn+1
i− 12
) ≤ −αn+1i < σn+1i (Bn+1i − In+1i ) > c∆t (4.2.3)
où αn+1i est la valeur du multiplicateur de Lagrange au point-selle du lagrangien discret. Comme dansle cas semi-discrétisé, on a −αni = ∂Ih∗R(Bni ).
Multiplions maintenant (4.2.2) par −αn+1i pour obtenir :
−αn+1i (ρCv)i(Tn+1i − Tni ) = αn+1i c∆t < (Bn+1i − In+1i )σn+1i > (4.2.4)
En ajoutant cette dernière relation à (4.2.3), on arrive à :
< h∗R(I
n+1
i )− h∗R(Ini ) > +c
∆t
∆z
(Gn+1
i+ 12
− Gn+1
i− 12
)− αn+1i (ρCv)i(Tn+1i − Tni ) ≤ 0 (4.2.5)
Par déﬁnition, α est donnée par l'équation g˜(α) = aT 4.
g˜ est strictement décroissante sur IR∗+ donc bijective. La fonction g˜−1 est donc déﬁnie et strictementdécroissante sur IR∗+. De plus, la fonction Eσeq est croissante en T . Par conséquent, la fonction −α =
−g˜−1 ◦ Eσeq est croissante.
On déduit de cette dernière remarque que la fonction U , déﬁnie par U(T )=T∫
0
−α(η)dη est convexe comme
intégrale d'une fonction croissante. Il en découle l'inégalité :
U(Tn+1i ) ≤ U(Tni )− α(Tn+1i )(Tn+1i − Tni ) (4.2.6)
qui, associée à (4.2.5) donne l'inégalité de décroissance d'entropie.
4.3 Mise en oeuvre
4.3.1 Cas stationnaire avec opacité indépendante de ν
L'une des principales diﬃcultés rencontrées lors de l'implémentation du schéma est de déﬁnir à chaque
itération une initialisation admissible. Aﬁn de régler ce problème, on commence par faire une étape de
réglage de température en résolvant le système :
E∗R − EnR
∆t
= cσ˜
[
a(T ∗)4 − E∗R
] (4.3.1)
ρCv
T ∗ − Tn
∆t
= −cσ˜
[
a(T ∗)4 − E∗R
] (4.3.2)
Ce système est une version simpliﬁée de l'équation de l'énergie radiative couplée avec la matière (on
y a négligé les ﬂux et supposé σ˜ indépendante de ν et de µ). Les valeurs de E∗R ne nous intéressent pas,on se contente donc de calculer T ∗ par substitution. Ensuite, on suit le processus suivant :
• T ∗i est calculé pour tout i par une méthode de Newton sur l'équation :
ρCvT
∗
i +
c∆tσ˜
1 + c∆tσ˜
σ˜a(T ∗i )
4 = ρCvTni +
c∆tσ˜
1 + c∆tσ˜
EnR,i
Cette équation vient directement du système précédent, en substituant dans l'équation matière
le terme E∗R par sa valeur obtenue à partir de l'équation d'énergie radiative en fonction de Tn.C'est une équation locale sur i qui admet toujours une unique solution positive.
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• Ip+1i,m,l est calculé pour tout i,m et l par :
−λµ+l Ip+1i−1,m,l + (1 + λ|µl|+ c∆tσ˜)Ip+1i,m,l + λµ−l Ip+1i+1,m,l = Ini,m,l + c∆tσ˜Bq(T pi )
avec T 0 = T ∗
• puis T p+1i est calculé pout tout i par :
ρCvT
p+1
i +
∑
q,l
σ˜∆tBq(T
p+1
i )ωq,l = ρCvT
n
i +
∑
q,l
σ˜∆tIp+1i,m,lωq,l
Si on obtient la convergence de la boucle en p, la limite obtenue est solution du schéma Implicite Non
Linéaire (4.2.1)-(4.2.2) que l'on appellera INL par la suite. Dans un premier temps, on se contente en
pratique de deux itérations en p pour passer de l'étape n à l'étape n+ 1.
4.3.2 Cas où l'opacité dépend de la fréquence
Dans le système (4.2.1)-(4.2.2), σ˜ ne correspond avec la valeur réelle de l'opacité que si cette dernière
est indépendante de la direction et de la fréquence. Si tel n'est pas le cas, il faut donc la choisir de manière
pertinente. On étudie trois possibilités :
• L'opacité est prise comme étant une moyenne donnée par l'intégrale de l'opacité sur le domaine de
référence divisée par sa longueur. Ce choix est l'un des plus triviaux.
• On choisit de déﬁnir l'opacité comme étant l'opacité de Planck, donnée par la formule σp = < σB >
< B >
.
Cette opacité est l'opacité d'émission habituellement utilisée dans les équations grises.
• On remplace l'équation (4.2.1) par un système d'équations par bande de fréquence de la forme :
1
c
E∗R,ν − EnR,ν
∆t
= σν
[
a(T ∗ν )
4 − E∗R,ν
]
On considère alors que σν ne dépend plus de la fréquence dans la bande considérée. Les valeursde E∗R,ν nous importent peu, aussi la seule modiﬁcation induite par l'introduction de ce systèmeportera sur l'équation à résoudre pour trouver T ∗. Cette dernière devient :
ρCv(T ∗i − Tni ) +
∑
ν
1
1 + c∆tσi,ν
cσ∆t
[
a(T ∗i,ν)
4 − EnR,i,ν
]
ων = 0
4.4 Quelques propriétés intéressantes
Proposition. Propriétés permettant d'encadrer les itérées des températures.
* T ∗i ∈ [min(Tni , TnR,i);max(Tni , TnR,i)]
* Si Tni < T
p+1
R,i alors T
n
i < T
p+1
i < T
p+1
R,i
* Si T p+1i < T
n
R,i et T
n
i < T
p+1
R,i alors T
p+1
i < T
p+1
R,i < T
n
R,i
Remarque 3. Les hypothèses des deux derniers points ne sont pas toujours vériﬁées. Par exemple, dans
le cas test de l'onde de Marshak que l'on utilise, l'hypothèse du deuxième point est vraie, par contre,
celle du troisième n'est pas vériﬁée.
Idée de la preuve. * La fonction ρCvT + c∆tσaT 4 est un polynôme croissant en T , le premier pointdécoule alors directement de l'égalité :
ρCvT
∗
i + c∆tσa(T
∗
i )
4 = ρCvTni + c∆tσa(T
n
R,i)
4
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* La démonstration des deux derniers points est analogue à la première avec la fonction ρCvT +
∆tσ
∑
l,m
Bq(T )wq,l qui est utilisée pour le calcul de T p+1i .
4.5 Résutats numériques
4.5.1 Cas stationnaires
Les premiers tests ont été eﬀectués dans le cas stationnaire. Ces tests correspondent à ceux que l'on a
fait subir aux précédents schémas étudiés, on a donc un moyen de comparaison. Ici, on a une zone opaque
au milieu d'une zone totalement transparente (σ = 108 pour x ∈ [0.4; 0.6] et 0 ailleurs). La température
initiale est de 106 dans la zone opaque et 103 dans la zone transparente. Enﬁn, on impose comme condition
aux limites que les valeurs de l'intensité radiative rentrant dans le domaine correspondent à une demi-
plankienne à la température de 1000K. On compare le schéma INL avec un schéma appellé SINL pour
Semi-Implicite Non Linéarisé. Pour ce dernier, les ﬂux sont gardés explicites alors que le second membre
est implicité, le résultat est alors un schéma aussi simple que le schéma explicite mais où la condition
CFL ne dépend plus de l'opacité. Le schéma INL s'avère performant dans ce cas. Tout d'abord, la limite
est la bonne, comme le montre la ﬁgure ci-dessous.
Températures du cas stationnaire
Il est à noter que pour ce cas test, on a d'abord regardé le comportement du schéma INL sans mettre
de limiteur de pente. Il est donc du premier ordre, et le résultat est surprenant compte tenu de la compa-
raison entre les premiers et second ordre du schéma SINL. En eﬀet, le schéma INL d'ordre 1 donne le bon
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résultat, tout comme le schéma INL d'ordre 2 ou SINL d'ordre 2. Or, le schéma SINL du premier ordre
donne de mauvais résultats dans ce cas à cause d'une convergence trop lente due au décalage temporel
au second membre. Ce défaut est entièrement annulé par le schéma INL.
Ensuite, on peut apparemment utiliser une CFL assez élevée (100 à 1000), ce qui permet d'économi-
ser du temps de calcul. Il est cependant à noter qu'à CFL 1, le schéma SINL reste beaucoup plus rapide
(jusqu'à 3 fois selon les cas). Le tableau ci-dessous résume les performances obtenues à partir du cas-test
avec σ = 108 au centre du domaine et 1 ailleurs. On considère que l'on a convergé lorsque le critère
suivant est vériﬁé : |T − Tm|
Tm
< 10−4
schéma-CFL nb itér. TCPU
SINL 1520 3h24min30s
INL-1 1440 6h08min06s
INL-100 18 5min28s
INL-1000 10 4min48s
Temps et nombre d'itération nécessaires à la convergence des diﬀérents schémas.
Trois essais ont été eﬀectués dans le cas où l'opacité dépend de la fréquence qui reprennent le premier
cas test. Dans ces essais, seule la valeur de σ varie. Dans le premier cas, on prend la moyenne naïve
(intégrale sur le domaine de fréquence considéré). Dans le deuxième cas, on utilise l'opacité moyenne de
Planck, qui est l'une des valeurs communément utilisés (avec l'opacité moyenne de Rosseland). Enﬁn, dans
le dernier cas, on modiﬁe le système (4.2.1) en écrivant l'équation (4.2.1) sur chaque bande de fréquence.
La température T ∗ est alors calculée par une méthode de Newton faisant intervenir une somme de termes.
Le résultat est le suivant :
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Cas stationnaire avec σ variable. Intensité radiative en fonction de la fréquence.
On remarque que les trois courbes sont confondues, de plus, la convergence de chacune des trois a
demandé exactement le même nombre d'itérations (avec une CFL de 100). Deux explications peuvent
être données à ce phénomène. Tout d'abord, la température T ∗ n'est qu'une température d'initialisation.
Il suﬃt donc qu'elle soit suﬃsemment proche de la température exacte pour que le schéma INL donne
un bon résultat. De plus, le cas-test utilisé n'est peut-être pas suﬃsemment éprouvant pour le schéma.
4.5.2 Problèmes instationnaires
Le cas-test présenté ici montre l'évolution de la température matière résultante de la pénétration
d'une onde chaude (1000K) venant de la gauche du domaine dans un milieu initialement froid (300K).
Les opacités valent 1 et on a imposé ρCv = 10−2. Le calcul eﬀectué en évolution avec CFL 10 donnedes résultats qui diﬀèrent de ceux donnés par le schéma SINL dans le sens où l'on constate l'apparition
d'une queue précédant le front de l'onde. Cependant, cette dernière n'est pas un artiﬁce numérique (cf
Mihalas). La courbe est la suivante :
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Courbes d'évolution de la température.
Convergence de la boucle interne :
Il va de soi que dans le cas d'un calcul eﬀectué pour un cas d'évolution, la convergence de la boucle
interne est primordiale. Pour la vériﬁer, on a regardé la valeur d'un résidu sur la température de la
matière, résidu donné par ∑
i
|T p+1i − T pi |
T ∗i
. Les résultats sont les suivants :
CFL 10
Itérations internes/externes 1 10 3510
1 23, 00 0, 376 9, 148
2 1, 530.10−2 6, 255.10−5 9, 855.10−4
3 1, 385.10−6 2, 351.10−8 1, 120.10−6
4 2, 170.10−12 9, 184.10−12 5, 006.10−9
5 3, 638.10−15 4, 555.10−14 2, 993.10−11
CFL 100
Itérations internes/externes 1 10 3510
1 6, 000 0, 809 6, 000
2 21, 14 0, 184 1, 114.10−6
3 1, 813.10−2 8, 261.10−2 4, 991.10−9
4 7, 329.10−5 4, 034.10−2 3, 028−11
5 3, 035.10−7 2, 022.10−2 Nc
valeurs du résidu selon la CFL et le nombre d'itérations
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Note : La dernière colonne du tableau intitulée CFL 100 représente la valeur du résidu donnée pour
la 3511me itération du schéma, itération calculée avec une CFL de 100. Dans ce cas, les 3510 premières
itérations ont été eﬀectuées avec une CFL de 10 (si on l'avait fait avec une CFL de 100, on obtiendrait
une convergence beaucoup plus lente).
On constate qu'à CFL raisonnable (10), la boucle interne converge très rapidement (3 tours de boucle),
ce qui est intéressant car à CFL 10 et avec 3 itérations de la boucle interne, on gagne un temps de calcul
signiﬁcatif par rapport au schéma SINL. Par contre, à plus grande CFL (100), la boucle interne converge
beaucoup plus lentement et le gain de calcul qu l'on devrait avoir grâce à l'augmentation du pas de temps
est annulé par le grand nombre de boucles internes nécessaires à la convergence.
On peut considérer la convergence de la boucle interne comme étant une sorte de mesure de la pré-
cision du schéma numérique. Ainsi, lorsque la boucle interne converge mal, on devra s'eﬀorcer de réduire
le pas de temps.
Chapitre 5
Le modèle M1 et ses déclinaisons
5.1 Introduction
La grande majorité des problèmes que l'on sera amené à considérer ne nécessite pas la connaissance
détaillée des grandeurs radiatives. Dans ces cas, on s'intéresse avant tout à quelques grandeurs macrosco-
piques telle que la température ou les ﬂux radiatifs. Toutes proportions gardées, un peu avec l'esprit avec
lequel on fait appel aux équations d'Euler plutôt qu'à l'équation de Boltzmann, on peut alors utiliser des
modèles aux moments pour décrire l'inﬂuence du rayonnement.
Comme on l'a mentionné en introduction, ces modèles présentent l'intérêt d'un faible coût de calcul,
ce qui les rend appréciables pour la résolution de problèmes couplés multidimensionnels, là où un modèle
cinétique risquerait de monopoliser l'essentiel du temps de calcul. Le modèle M1 [8] est un modèle aux
moments basé sur une fermeture entropique. Il possède quelques propriétés intéressantes (décroissance
de l'entropie, limitation du ﬂux,...) et donne de bons résultats dans tous les régimes si le problème ne
présente ni de variation trop brutale de la fréquence, ni plusieurs directions principales de propagation.
Malgré ses bonnes propriétés, le modèle M1 possède quelques inconvénients dus aux approximations
que l'on fait en intégrant. D'une part, à cause des intégrations en direction, il représente mal certains
phénomènes comme par exemple lorsque l'on est en présence de deux rayons de sens opposé. Pour re-
médier à celà, on peut fabriquer des modèles aux moments partiels, que l'on présentera dans le prochain
paragraphe. D'autre part, le modèle est gris c'est-à-dire qu'il ne tient plus aucun compte des variations
fréquentielles.
5.2 Présentation du modèle M1
La plupart des modèles de ce type couramment utilisés sont construits à partir du système aux deux
premiers moments. Pour obtenir ce dernier, on teste l'ETR (3.2.6)-(3.2.7) avec le vecteurm = (1 cΩ)>,
ie on multiplie l'ETR par m, puis on intègre selon toutes les directions de propagation et toutes les
fréquences1 :
1cf. intégration de l'ETR en annexe
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∂tER +∇x.FR = c(σeaT 4 − σaER) (5.2.1)
1
c
∂tFR + c∇x.PR = −(σf + (1− gˇν)σ˜d)FR (5.2.2)
où ER, FR et PR sont les trois premiers moments à savoir respectivement l'énergie radiative, le vecteur
ﬂux radiatif et le tenseur de pression radiative et gˇν =
+∞∫
0
gˇνdν le paramètre d'asymétrie de la dispersion.
On a supposé que pν(Ω′ → Ω) = pν(Ω′ .Ω), c'est-à-dire que la dispersion ne dépend que de l'angle entrela direction principale de propagation et la direction considérée. Sous cette hypothèse, gˇν s'écrit simple-
ment sous la forme gˇν = 14pi
4pi∫
0
Ω
′
.Ωpν(Ω
′
.Ω)dΩ : c'est le premier moment de la fonction de redistribution
angulaire de la dispersion. On remarquera aussi que l'intégration a fait apparaître les opacités d'émission
et d'absorption (cf. Chapitre 3).
Ce système est la base de plusieurs modèles. En eﬀet, il n'est pas fermé (il y a plus d'inconnues que
d'équations), on doit par conséquent faire une hypothèse de fermeture qui permettra d'exprimer le ten-
seur de pression radiative en fonction de l'énergie radiative et du ﬂux radiatif. Par exemple, on peut
supposer que l'on est proche de l'équilibre radiatif, dans ce cas, la pression radiative s'exprime simple-
ment sous la forme PR = 13Id et l'on retrouve alors le modèle P1.
Le modèle M1 est un modèle basé sur le système (5.2.1)-(5.2.1). Il est construit en choisissant une
intensité radiative sous-jacente d'une forme particulière grâce au principe d'entropie minimum : parmi les
intensités radiatives dont les deux premiers moments sont l'énergie radiative et le ﬂux radiatif considérés,
on choisit celle qui réalise le minimum de l'entropie radiative :
H(I) = min
I
{H(I) =< hˇ(I) > /,< I >= ER et c < ΩI >= FR} (5.2.3)
Cette hypothèse permet d'obtenir explicitement la forme de I :
I = 2hν
3
c2
[
exp(
hν
k
α.m)− 1
]−1 (5.2.4)
où α = (α, β)> est le multiplicateur de Lagrange associée au problème de minimisation. On montre
dans [8] qu'on peut l'exprimer analytiquement en fonction du facteur d'anisotropie fˇ . La pression radiative
qui en découle peut s'écrire sous la forme d'Eddington PR = DRER. DR est le tenseur d'Eddington dontl'expression est ici :
DR =
1− χ
2
Id +
3χ− 1
2
FR ⊗ FR
‖FR‖ (5.2.5)
Le scalaire χ = χ(f) = 3 + 4fˇ2
5 + 2sqrt4− 3fˇ2 est appellé facteur d'Eddington. PR s'exprime donc expli-citement en fonction de ER et de FR. Le système (5.2.1)-(5.2.1) est du premier ordre, quasilinéaire et lafermeture entropique implique qu'il est hyperbolique et disspie l'entropie localement. On voit également
que le choix de la fermeture a ramené toute l'anisotropie du problème dans la direction du ﬂux. Outre
le fait que les calculs multidimensionnels se traitent dès lors exactement comme en 1D, cette propriété
induit plusieurs résultats très intéressants. En premier lieu, le modèle M1 limite naturellement le ﬂux ie
f =
‖FR‖
cER
< 1 (5.2.6)
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On assure donc que l'on ne prédira jamais de conﬁguration dans laquelle certains photons vont plus
vite que la vitesse de la lumière. Ainsi, le modèle M1 est capable de traiter eﬃcacement n'importe quel
niveau d'anisotropie depuis l'équilibre jusqu'à un rayon. Il en résulte qu'il donne de bons résultats dans
tous les régimes que ce soit en transport, en diﬀusion (sous réserve de prendre ses précautions dans le
choix du schéma numérique comme développé dans [1]) ou n'importe quel régime intermédiaire.
5.3 Le modèle M1-multigroupe
On s'intéresse maintenant à la construction d'une extension du modèle M1 capable de prendre en
compte les variations fréquentielles. Celles-ci proviennent avant tout de la forme des opacités. Le spectre
de ces dernières est parfois très chahuté, en particulier avec la présence de nombreuses raies d'émission.
Aﬁn de construire un modèle aux moments dépendant de la fréquence, la première étape consiste à
multiplier le système (3.2.6)-(3.2.7) par m = (1, Ω)T puis à l'intégrer en direction pour obtenir le
modèle intermédiaire :
∂tE(ν) +∇x.F (ν) = cσ(ν)
(
4piB(T, ν)− E(ν)
) (5.3.1)
∂tF (ν) + c2∇x.P (ν) = −c(σ(ν) + σd(1− gˇν))F (ν) (5.3.2)
Ce modèle intermédiaire peut être fermé en utilisant le principe d'entropie minimum. Cette technique
a été introduite par D. Levermore dans le cas de la mécanique des ﬂuides [19]. Dans ce cas, la fermeture
est de la forme I(ν) = 2hν3
c2
[exp(
hν
k
m.α(ν))− 1]−1 où α(ν) est le multiplicateur de Lagrange.
Propriété 5.3.1. Le modèle intermédiaire fermé grâce au principe d'entropie minimum et couplé à
l'équation (3.2.11) est un système hyperbolique symétrisable qui dissipe localement l'entropie totale et
conserve l'énergie. De plus, α(ν) existe et est unique dès lors que (E(ν), F (ν)) est physiquement admis-
sible.
Preuve. Ces propriétés se démontrent de manière similaire aux propriétés du modèle multigroupe énoncées
et démontrées plus loin.
Pour des raisons d'implémentation, on choisit d'utiliser un modèle multigoupe plutôt que le modèle
continu (5.3.1)-(5.3.2). Pour ce faire, on va considérer un nombre ﬁni de groupes de fréquences. On choisit
{νq− 12 }q=1,Q+1 tel que ν 12 = 0 et νQ+ 12 = +∞. Enﬁn, on introduit le système d'équations aux momentsradiatifs multigroupe en intégrant sur un groupe de fréquence :
∂tEq +∇x.Fq = c[σeqaθ4q(T )− σaqEq] 1 ≤ q ≤ Q (5.3.3)
1
c
∂tFq + c∇x.Pq = (−σfq − σdq (1− gˇq))Fq 1 ≤ q ≤ Q (5.3.4)
Avec la notation suivante : θq(T ) = 1
a
(1
c
∫
S2
∫
[ν
q− 12
;ν
q+12
[
B(T )dνdΩ
)1
4
Cette fois-ci, on a :
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Eq =
1
c
∫
S2
∫
[ν
q− 12
;ν
q+12
[
IdνdΩ (5.3.5)
Fq =
1
c
∫
S2
∫
[ν
q− 12
;ν
q+12
[
cΩIdνdΩ (5.3.6)
Pq =
1
c
∫
S2
∫
[ν
q− 12
;ν
q+12
[
(Ω⊗ Ω)IdνdΩ. (5.3.7)
Remarque 4. Dans la formulation du système (5.3.3)-(5.3.4), σaq , σeq , σfq et σdq représentent les valeursmoyennes des opacités sur le groupe considéré. Leur calcul peut se révéler très complexe, et sera traité au
chapitre 7. Par souci de simplicité, dans la suite de ce paragraphe, on introduit et analyse on introduit
un modèle aux moments multigroupe à fermeture entropique en supposant les opacités constantes par
groupes et données.
Déﬁnition 2. Pour des raisons de clarté, on adoptera la notation suivante :
< . >q=
1
c
∫
S2
ν
q+12∫
ν
q− 12
.dνdΩ
Déﬁnition 3. La densité déntropie radiative du système considéré est :
hˇ(I) =
2kν2
c3
[
nI lnnI − (nI + 1) ln(nI + 1)
]
, (5.3.8)
où nI est le nombre d'occupation déﬁni par : nI =
c2
2hν3
I et l'entropie est :
H(I) =< hˇ(I) >=
∑
q
< hˇ(I) >q . (5.3.9)
5.3.1 Choix de la fermeture
Le système (5.3.3)-(5.3.4) est un système multigroupe faisant intervenir dans chaque groupe deux
équations (dont une vectorielle) mettant en jeu les 3 premiers moments de l'intensité radiative. Comme
dans le cas du système gris (5.2.1)-(5.2.2), il faut le fermer. Comme dans le cas gris, on choisit une
fermeture entropique à la Levermore en imposant une forme particulière de l'intensité radiative donnée
par le principe d'entropie minimum, matérialisé par la relation :
H(I) = min
I
{H(I) =
∑
q
< hˇ(I) >q /∀q,< I >q= Eq et c < ΩI >q= Fq} (5.3.10)
Déﬁnition 4. On dit qu'un couple de moments (Eq, Fq) est physiquement réalisable s'il existe une fonc-
tion de distribution I, I ≥ 0, I 6= 0 dans L1(S2 × IR+) telle que Eq =< I >q, Fq =< cΩI >q. Cette
condition est équivalente à dire que :
‖Fq‖
cEq
< 1 et Eq > 0.
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Proposition 5.3.2. Si les couples de moments (Eq, Fq) sont physiquement réalisables, la fermeture dé-
ﬁnie par (5.3.10), si elle existe, a la forme suivante :
I = I(Ω, ν) =
∑
q
1[ν
q− 12
;ν
q+12
[
2hν3
c2
[
exp(
hν
k
m.αq)− 1
]−1
, (5.3.11)
où α est le multiplicateur de Lagrange, déterminé par la contrainte imposée dans la minimisation
(5.3.10) : ∀q,< I(α) >q= Eq et c < ΩI(α) >q= Fq.
Preuve. On introduit le lagrangien du problème :
L(J, λ) = H(J)−
∑
q
[
λ0q(Eq− < I >q) + λq(Fq − c < ΩI >q)
]
,
où J = J(Ω, ν) et Λq = (λ0q, λq) ∈ IR× IR3∀q, 1 ≤ q ≤ Q.
D'après le théorème de Lagrange, si I est solution de (5.3.10) alors il existe α ∈ IR4(Q+1) tel que (I,α) est
point-selle du Lagrangien. De plus, grâce à la convexité de H, on peut dire que si (I,α) est un point-selle
du Lagrangien, alors I est solution de (5.3.10). Aux points-selle de ce Lagrangien, et si L est dérivable
au point J ≥ 0, on a ∂IL(I,α) = 0, donc on a :
∀ϕ ∈ D(S2 × IR+),
∑
q
< hˇ
′
(I)ϕ >q +
∑
q
<m.αϕ >q= 0.
Ce qui permet d'obtenir la forme de la distribution I :
∀ϕ ∈ D(S2 × IR+),
∑
q
< hˇ
′
(I)ϕ >q = −
∑
q
<m.αϕ >q
Cette dernière égalité étant vraie en particulier pour ϕ quelconque dans D(S2 × [νq− 12 ; νq+ 12 ]), on endéduit :
∀ϕ ∈ D(S2 × IR+), < hˇ′(I)ϕ >q = − <m.αϕ > ∀q, 1 ≤ q ≤ Q (5.3.12)
et donc la forme de la fermeture :
hˇ
′
(Iq) = −m.αq sur S2 × [νq− 12 ; νq− 12 ] (5.3.13)
− k
hν
ln(1 +
1
nIq
) = −m.αq sur S2 × [νq− 12 ; νq− 12 ] (5.3.14)
Soit :
Iq = 2hν
3
c2
[
exp(
hν
k
m.αq)− 1
]−1 sur S2 × [νq− 12 ; νq− 12 ] (5.3.15)
et donc :
I = I(α) =
∑
q
1[ν
q− 12
;ν
q+12
[
2hν3
c2
[
exp(
hν
k
m.αq)− 1
]−1 (5.3.16)
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Remarque 5.
• I est déﬁnie et positive car d'après (5.3.14) hνk m.αq > 0.• Soit (Eq, Fq) un couple de moments physiquement réalisables et I la solution de (5.3.10), alors
I = I(α) = I(Eq, Fq) et
Pq =< (Ω⊗ Ω)I >= Pq(Eq, Fq). (5.3.17)
Contrairement au cas gris, la pression radiative n'est en générale pas exprimable de façon explicite.
• On a la propriété suivante :
∂I hˇ(B(T )) = − 1
T
, (5.3.18)
en eﬀet :
∀I, ∂I hˇ(I) = − k
hν
ln(1 +
1
nB
).
Dans le cas de la fonction de Planck :
nB =
c2
2hν3
B =
[
exp(
hν
kT
)− 1]−1.
On retrouve ainsi la relation (5.3.18).
• Les αq sont indépendants les uns des autres et la forme de I sur l'intervalle de fréquence [νq− 12 ; νq+ 12 [est donnée par un principe de minimisation de l'entropie partielle sur ce groupe de fréquence, ie :
< hˇ(Iq) >q= min
I
{< hˇ(I) >q, < I >q= Eq et c < ΩI >q= Fq}. (5.3.19)
5.3.2 Le système M1-multigroupe
Déﬁnitions et propriétés
Le système aux moments (5.3.3)-(5.3.4), compte-tenu de la fermeture donnée par (5.3.11) et de la
remarque 5 s'écrit alors :
∂tEq +∇x.Fq = c[σeqaθ4q(T )− σaqEq] 1 ≤ q ≤ Q (5.3.20)
1
c
∂tFq + c∇x.Pq(Eq, Fq) = (−σfq − σdq (1− gˇq))Fq 1 ≤ q ≤ Q, (5.3.21)
où T est la température de la matière. Pour étudier ce modèle, on considère dans un premier temps
que la temprérature matière est régie par l'équation suivante, très simpliﬁée, où l'on ne prend en compte
que les interactions avec le rayonnement :
ρCv∂tT = −c
∑
q
< σa(B(T )− I) >q, (5.3.22)
Pour traiter des conﬁgurations réalistes, on sera amené à considérer des modèles plus complexes pour
la matière, ce qui sera le cas au chapitre 6.
Le système (5.3.20)-(5.3.21)-(5.3.22) est constitué de Q sous-systèmes 3×3 (en dimension 2 d'espace), cha-
cun associé à un groupe de fréquence, et d'une équation d'énergie matière. Ces diﬀérents sous-systèmes ne
sont couplés que par le terme cσeqaθ4q(T ). En particulier, dans les zones transparentes ils sont totalementindépendants les uns des autres.
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Remarque 6. Dans le cas où l'on ne prend qu'un seul groupe, le modèle multigroupe coïncide avec le
modèle M1 gris. Cette remarque apparemment anodine souligne le fait que le modèle multigroupe que
l'on a construit est bien une extension du modèle M1 gris. On peut dès lors énoncer le théorème suivant :
Théorème 5.3.3.
† Le système (5.3.20)-(5.3.21)-(5.3.22) est hyperbolique symétrisable.
† Le système (5.3.20)-(5.3.21)-(5.3.22) admet une entropie qui est localement dissipée :
∂t
(< hˇ >
c
+
ρCvU
c2
)
+∇x. < Ωhˇ >≤ 0 (5.3.23)
où U = − ln(T ).
Preuve. † Hyperbolicité :
Si l'on fait ﬁ du second membre, qui n'a aucune conséquence sur l'hyperbolicité, les sous-systèmes
se découplent. Etudions alors un sous-système associé à un groupe de fréquence quelconque. Il peut
s'écrire sous la forme :
∂t <mI >q +
∑
j
∂xj < cmΩjI >q= 0. (5.3.24)
En notant I˜(z) = 2hν3
c2
[exp(
hνz
k
)− 1]−1, on a :
<mmT∂zI˜(m.α) >q ∂tαq +
∑
j
< cmmTΩj∂zI˜(m.α) >q ∂xjα = 0, (5.3.25)
que l'on note :
A0∂tα+
∑
j
Aj∂xjα = 0 (5.3.26)
Grâce à la caractérisation de la fermeture, on peut calculer ∂zI˜(z) :
∂zI˜(z) = c
2
2kν2
I(I + 1), (5.3.27)
(5.3.28)
ce qui permet de connaître les Aj :
A0 =<mmT
c2
2kν2
I˜(I˜ + 1) >q, (5.3.29)
Aj =< cmmTΩj
c2
2kν2
I˜(I˜ + 1) >q . (5.3.30)
Si l'on note A(ξ) = (∑
j
ξjAj), on a alors :
A(ξ) =< cmmT (ξ.Ω)
c2
2kν2
I˜(I˜ + 1) >q (5.3.31)
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A0 est symétrique, déﬁnie, positive, on peut donc réécrire (5.3.20)-(5.3.21) sous la forme :
∂tαq +
∑
j
A−10 Aj∂xjαq = 0 (5.3.32)
La matrice A−10 A(ξ) = A− 120 (A− 120 A(ξ)A− 120 )A 120 est semblable à une matrice symétrique qui a sesvaleurs propres réelles, elle a donc également ses valeurs propres réelles. Le système est donc hyper-
bolique symétrisable.
Le système (5.3.20)-(5.3.21)-(5.3.22) est encore hyperbolique symétrisable.
† Décroissance de l'entropie
En multipliant (5.3.20)-(5.3.21) par αq, on obtient :
∂t < α.mI >q +c∇x. < Ωα.mI >q = c < α.mσa(B(T )− I) >q
+ < σdα.m[−I + 1
4pi
∫
S2
p(Ω
′
.Ω)I(Ω′)dΩ′ ] >q (5.3.33)
Le terme relatif à la dispersion est positif. En eﬀet (voir annexe) :
< σdα.m[−I + 1
4pi
∫
S2
p(Ω
′
.Ω)I(Ω′)dΩ′ ] >q =
∫
[ν
q− 12
;ν
q+12
[
αq.
(
0
(gˇν − 1)σdF (ν)
)
dν, (5.3.34)
et en posant α = (α0, α˜)T , on obtient :
< σdα.m[−I + 1
4pi
∫
S2
p(Ω
′
.Ω)I(Ω′)dΩ′ ] >q =
∫
[ν
q− 12
;ν
q+12
[
(gˇν − 1)σdα˜.F (ν)dν
≥ 0 (5.3.35)
En eﬀet σd et 1− gˇν sont deux grandeurs positives et α˜.F (ν) ≤ 0 (cf la propriété (5.3.5)).
Sachant que αq.m = −∂I hˇ(I) (d'après (5.3.12)), il vient dès lors (après multiplication par −1) :
∂t < ∂I hˇ(I)I >q +c∇x. < ∂I hˇ(I)ΩI >q≤ c < σ∂I hˇ(I)(B(T )− I) >q, (5.3.36)
soit :
∂t < hˇ >q +c∇x. < Ωhˇ >q ≤ c < σ(∂I hˇ(I)− ∂I hˇ(B(T )))(B(T )− I) >q
+ c < σ∂I hˇ(B(T ))(B(T )− I) >q . (5.3.37)
hˇ étant convexe, ∂I hˇ est croissante, donc < (∂I hˇ(I)− ∂I hˇ(B(T )))(B(T )− I) >q≤ 0.
On multiplie maintenant l'équation d'énergie matière par −∂I hˇ(B(T )) :
−ρCv∂I hˇ(B(T ))∂tT =
∑
q
< ∂I hˇ(B(T ))σ(B(T )− I) >q . (5.3.38)
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On ajoute cette dernière relation à la somme sur q de (5.3.37) pour obtenir :
∂t
(< hˇ >
c
+
ρCvU
c2
)
+∇x. < Ωhˇ >≤ 0 (5.3.39)
avec U = ∫ hˇ(B(T ))dT . La remarque (5.3.18) permet alors de conclure que U = − ln(T )(+Cte) et
donc U en tant que fonction convexe est bien une entropie.
Ce théorème est d'importance. En eﬀet, le caractère hyperbolique du système va nous permettre de
lui appliquer les méthodes numériques classiques associées aux problèmes hyperboliques. Par exemple, on
pourra utiliser un schéma HLLE (Harten - Lax - van Leer - Einfeldt). Cette dernière demande que l'on
puisse encadrer les valeurs propres du système.
Proposition 5.3.4. Les valeurs propres du système (5.3.20)-(5.3.21) sont toutes de valeur absolue infé-
rieure à c.
Preuve. Avec A(ξ) déﬁnie comme en (5.3.31), il vient :
A(ξ)η.η =< c(ξ.Ω)(m.η)2
c2
2kν2
I˜(I˜ + 1) >q (5.3.40)
On peut encadrer simplement cette expression sachant que |ξ.Ω| ≤ 1 :
−c < (m.η)2 c
2
2kν2
I˜(I˜ + 1) >q ≤ A(ξ)η.η ≤ c < (m.η)2 c
2
2kν2
I˜(I˜ + 1) >q (5.3.41)
−cA0η.η ≤ A(ξ)η.η ≤ cA0η.η (5.3.42)
−c ≤ A(ξ)η.η
A0η.η
≤ c (5.3.43)
Cette estimation sur le quotient de Rayleigh permet de conclure que les valeurs propres du système
sont toutes de module inférieur à c.
Le choix de la fermeture M1-multigroupe donne au modèle certaines propriétés intéressantes :
Proposition 5.3.5.
1. Le ﬂux radiatif est colinéaire à α˜ déﬁni par α = (α0, α˜). De plus, Fq.α˜q ≤ 0
2. Le ﬂux radiatif est un vecteur propre du tenseur de pression radiative.
3. Le tenseur d'Eddington Dq =
Pq
Eq
s'écrit simplement en fonction du facteur d'Eddington χq :
Dq =
1− χq
2
Id +
3χq − 1
2
fˇq ⊗ fˇq (5.3.44)
avec : fˇq =
Fq
‖Fq‖ et χq la valeur propre de Dq associée à fˇq.
Remarque 7. Le tenseur d'Eddington donné par (5.3.44). a déjà été proposé dans la littérature, pour
le cas gris (Q = 1), éventuellement dans des contextes diﬀérents [18], [8].
Preuve. 1.a. L'existence et l'unicité de αq, qui sera démontrée au théorème (5.3.7), permet de dire qu'à
un couple de moments (Eq, 0) correspond un unique αq donné par : αq = (α0q , 0). De plus, α0q =
(Eq
a
)− 14
dans le cas gris. Réciproquement, si α˜q = 0 alors la fonction de fermeture donnée par (5.3.11) est une
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intensité radiative isotrope sur le groupe q et donc Fq = 0. Par conséquent, α˜q est nul si et seulement sile ﬂux radiatif est nul.
1.b. Soient (Eq, Fq) un couple de moments admissibles et αq = (α0q , α˜q) le coeﬃcient de Lagrange
associé. On a vu en a. que Fq est nul ssi α˜q = 0. Si α˜q 6= 0 alors tout Ω ∈ S2 peut s'écrire Ω = Ω′ + Ω′′
avec Ω′ ∈ α˜⊥q et Ω′′ = KΩ′′ α˜q, KΩ′′ ∈ IR.
On calcule alors Fq :
Fq =< cΩI > =
ν
q+12∫
ν
q− 12
∫
S2
ΩIdΩdν (5.3.45)
=
ν
q+12∫
ν
q− 12
∫
S2
Ω
′IdΩdν +
ν
q+12∫
ν
q− 12
∫
S2
Ω
′′IdΩdν (5.3.46)
= F
′
q + F
′′
q (5.3.47)
Ω
′ ∈ α˜⊥q donc Iq(ν,Ω′) = 2hν
3
c2
[exp(
hν
k
αq.m)− 1]−1 avec αq.m = α0q ne dépend plus de la direction
(la fermeture est isotrope dans les directions orthogonales à α˜q). F ′q se calcule alors simplement :∫
S2
Ω
′IdΩ = I
∫
S2∩α˜⊥q
ΩdΩ = 0 (5.3.48)
donc F ′q = 0. On peut alors dire que :
Fq = F
′′
q =
ν
q+12∫
ν
q− 12
∫
Ω
′′IdΩdν (5.3.49)
=
ν
q+12∫
ν
q− 12
∫
KΩ′′ α˜qIdΩdν (5.3.50)
=
( νq+12∫
ν
q− 12
∫
KΩ′′IdΩdν
)
α˜q (5.3.51)
= KF α˜q (5.3.52)
Le ﬂux radiatif est donc proportionnel à α˜q.
Pour montrer que Fq.α˜q ≤ 0, on calcule
1∫
−1
µ
exp(1 + yµ)− 1dµ grâce à un changement de variables :
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1∫
−1
µ
exp(1 + yµ)− 1dµ =
1+y∫
1−y
µ
′ − 1
y2(exp(µ′)− 1)dµ
′ (5.3.53)
=
1
y2
1+y∫
1−y
µ
′ − 1
exp(µ′)− 1dµ
′ (5.3.54)
Cette intégrale est négative si et seulement si y ≥ 0. Or, en une dimension d'espace, le calcul du ﬂux
se ramène, à des constantes multiplicatives positives près (2hν3
c
et hν
k
), au calcul de cette intégrale. Dans
ce cas, la condition y ≥ 0 est équivalente à α˜ ≥ 0. Ainsi F.α˜ ≤ 0. Ce résultat est encore vrai en plusieurs
dimensions d'espace. En eﬀet, la fonction de fermeture donnée par (5.3.11) est isotrope dans les directions
orthogonales au ﬂux. Le calcul de Fq revient donc á une intégrale 1D dans la direction du ﬂux, les autrescomposantes de la fermeture ayant un ﬂux nul.
2. Par déﬁnition : Pq =< Ω⊗ΩI >q. En adoptant la décomposition de Ω utilisée plus haut, on réécritle tenseur de pression radiative sous la forme :
Pq =< Ω
′ ⊗ Ω′I >q + < Ω′′ ⊗ Ω′′I >q (5.3.55)
On calcule alors PqFq :
PqFq =< (Ω
′
.F )Ω
′I >q + < (Ω′′ .F )Ω′′I >q (5.3.56)
Ω
′ étant dans α˜⊥q et d'après ce qui précède Fq étant colinéaire à α˜q, on a donc (Ω′ .F )Ω′ = 0
Ω
′′ et Fq sont colinéaires à α˜q donc (Ω′′ .Fq)Ω′′ est aussi colinéaire à α˜q :
PqFq = 0 +
1
c
∫ ∫
KΩ′′ ,Fq,Eq α˜qIdΩdν (5.3.57)
=
1
KF
(1
c
∫ ∫
KΩ′′ ,Fq,EqIdΩdν
)
Fq (5.3.58)
Fq est donc un vecteur propre du tenseur de pression radiative.
3. Soit v ∈ IR3. On décompose en v = v1 + v2 avec v1 colinéaire à fˇq et v2 ∈ fˇ⊥q , et on calcule
Dqv = Dqv1 + Dqv2. fˇq étant un vecteur propre de Pq, et donc de Dq, en notant χq la valeur propreassociée, on a :
Dv1 = χqv1 (5.3.59)
D'autre part, (fˇq ⊗ fˇq)v1 = (fˇq.v1)fˇq = v1 et donc
Dqv1 = χq(fˇq ⊗ fˇq)v1 (5.3.60)
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Par ailleurs, soit (e1, e2) une base othonormale de fˇ⊥q formée de vecteurs propres de Dq. Calculons :
Dqei = E−1q < (Ω.ei)ΩI >q (5.3.61)
avec les notations précédentes, il vient :
Dqei = E−1q < (Ω
′
.ei)ΩI >q +E−1q < (Ω
′′
.ei)ΩI > (5.3.62)
= E−1q < (Ω
′
.ei)ΩI >q (5.3.63)
= E−1q < (Ω
′
.ei)Ω
′I >q (5.3.64)
En eﬀet :
< (Ω
′
.ei)Ω
′′I > = 1
c
ν
q− 12∫
ν
q− 12
( ∫
S2∩f⊥q
Ω
′
dΩ
′)(∫
Ω
′′I(Ω′′)dΩ′′
)
.ei (5.3.65)
= 0 (5.3.66)
Il reste ainsi :
EqDqei =< (Ω
′
.ei)Ω
′I >q (5.3.67)
=< (Ω
′
.ei)2I >q ei (5.3.68)
=< (1− (Ω′ .ej)2 − (Ω′′)2)I >q ei (5.3.69)
d'après le lemme (5.3.6), il vient :
EqDqei = Eqei − χqEqei− < (Ω′ .ej)2I >q ei (5.3.70)
dans fˇ⊥q , I est isotrope donc < (Ω′ .ej)2I >q=< (Ω′ .ei)2I >q et :
Dqei =
1− χq
2
ei, i = 1, 2 (5.3.71)
et donc
Dqv2 =
1− χq
2
v2 (5.3.72)
Finalement, comme (fˇq ⊗ fˇq)v2 = 0, on a :
Dqv =
1− χq
2
v2 + χqv1 (5.3.73)
=
1− χq
2
v +
3χq − 1
2
(fˇq ⊗ fˇq)v (5.3.74)
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Remarque 8. Les intégrations en fréquence ne jouent pas de rôle particulier dans la démonstration
précédente, c'est pourquoi cette propriété est vraie indiﬀéremment en gris ou en multigroupe.
Lemme 5.3.6. Avec les notations utilisées dans la preuve de la proposition préceédente, on a la relation :
χq =< (Ω
′′
)2I >q (5.3.75)
Preuve. Par déﬁnition, χ est la valeur propre associée à fˇq. Calculons donc Dq fˇq :
Dq fˇq =< (Ω.fˇq)ΩI >q (5.3.76)
=< (Ω
′′
.fˇq)Ω
′′I >q (5.3.77)
comme Ω′′ est colinéaire à fˇq, on peut dire que :
Dq fˇq =< (Ω
′′
)2fˇqI >q (5.3.78)
=< (Ω
′′
)2I >q fˇq (5.3.79)
Donc χq =< (Ω′′)2I >q.
Les deux séries de courbes présentées ci-dessous représentent les valeurs du facteur d'Eddington χ
et des valeurs propres (divisées par c) du système en fonction du facteur d'anisotropie fˇq = Fq
cEq
. Les
valeurs en pointillés correspondent au cas M1-gris pour lequel ces résultats ne dépendent que de fˇ . Les
autres courbes représentent les résultats de diﬀérents calculs où l'on fait varier l'énergie et les groupes
de fréquences. La partition est identique à celle utilisée lors de la deuxième application (cf. chapitre
8) : les trois groupes représentent le visible, l'infrarouge et l'ultra-violet. Les énergies considérées sont
respectivement 1/4, 1 et 4 fois l'énergie de la planckienne à T = 5780 K dans ces groupes.
Courbes du facteur d'Eddington et des valeurs propres en fonction de fˇq pour diﬀérentes valeurs d'énergie.
On remarque que si les grandeurs ne dépendent pas que de fˇ comme dans le cas gris, leur variation
est relativement faible. On pourrait donc raisonnablement penser que dans le cas où les groupes sont
suﬃsamment bien choisis, le facteur d'Eddington du modèle gris serait une bonne première approximation
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de celui donné par le modèle multigroupe. Cependant, à la diﬀérence du cas gris, le facteur d'Eddington
du modèle multigroupe dépend de deux paramètres au lieu d'un seul. On doit donc également regarder
sa dépendance vis-à-vis de l'énergie radiative. La ﬁgure ci-dessous montre ces variations pour 4 valeurs
du facteur d'anisotropie et compare la valeur du facteur d'Eddington du cas gris (les droites horizontales)
avec ceux prévus dans le cas multigroupe dans deux groupes particuliers (on a partitionné le spectre en
deux groupes au niveau de la fréquence donnant le maximum d'une plankienne d'énergie 1) :
Courbes du facteur d'Eddington en fonction de Eq pour diﬀérentes valeurs de fˇq et 3 groupes diﬀérents.
On remarque qu'hormis autour de l'équilibre radiatif (χ ' 13 ), il peut exister de grandes diﬀérencesentre le facteur d'Eddington donné par le modèle gris et celui donné par le modèle multigroupe. En
revanche, les variations de ce dernier, que ce soit en fonction de ER,q ou de fˇR,q sont régulières. Cetteconstatation permet d'envisager une solution économique pour la mise en oeuvre de ce modèle bien qu'il
ne soit pas analytique. On peut en eﬀet, en se donnant un échantillon de valeurs de ER,q et de fˇR,q,précalculer le facteur d'Eddington, et ainsi la pression radiative, correspondant. Ce précalcul peut être
executé une bonne fois pour toutes à partir du moment où l'on ne modiﬁe pas le découpage fréquentiel.
Ensuite, au cours du calcul, il suﬃt d'interpoler la pression radiative. Le résultat est très satisfaisant du
point de vue numérique : on obtient alors des coûts de calculs inférieurs au nombre de groupes fois le
coût de M1 gris. Il est enﬁn à noter que le précalcul est entièrement parallèlisable, ce qui le rend très
compétitif.
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Existence et unicité de αq
On connait la forme de la fonction de fermeture en fonction du vecteur α. Il reste à vériﬁer que le
problème de minimisation (5.3.10) admet bien une unique solution.
On rappelle que les αq sont par déﬁnition indépendants les uns des autres (cf remarque (5)). LeLagrangien associé au groupe q s'écrit alors :
Lq(Iq(Λq),Λq) =< hˇ(Iq(Λq)) > −Λq.
(
Eq− < Iq(Λ) >q
Fq − c < ΩIq(Λ) >q
)
(5.3.80)
Si l'on dérive ce Lagrangien par rapport à Λ, on a (note : on omettra dans la suite de ce paragraphe
les indices q lorsqu'aucune confusion n'est possible aﬁn d'alléger les notations) :
d
dΛ
L(I(Λ),Λ) = ∂IL(I(Λ),Λ)I ′(Λ) + ∂ΛL(I(Λ),Λ) (5.3.81)
∂IL(I,Λ) = 0 est équivalent à I = I(Λ) et ∂ΛL(I(Λ),Λ) = 0 est équivalent à dire que les contraintessont réalisées. Par conséquent, on a :
d
dΛ
L(I(Λ),Λ) = 0 ssi (I(Λ),Λ)est un point-selle du Lagrangien (5.3.82)
Comme la fonction Λ → L(I(Λ),Λ) est concave (la démonstration est faite par la suite), et que
d
dΛ
L(I(α),α) = 0, on caractérise α à l'aide du problème de minimisation sans contrainte :
L(I,α) = sup
Λ
{L(I(Λ),Λ)} (5.3.83)
Avant d'étudier ce problème, on va tout d'abord écrire diﬀéremment le Lagrangien. Remarquons d'une
part que nI ln(nI)− (nI + 1) ln(nI + 1) = nI ln( nI
nI + 1
)− ln(nI + 1), et d'autre part que :
<
2hν3
c2
nI ln(
nI
nI + 1
) >q =<
k
chν
I ln( nI
nI + 1
) >q
=< −I1[ν
q− 12
;ν
q+12
[Λq.m >q
= −Λq <mI >q
On peut donc réécrire l'entropie H sous la forme :
< hˇ(I) >q =< 2hν
3
c2
(nI ln(nI)− (nI + 1) ln(nI + 1)) >q
= −Λq <mI >q − < 2hν
3
c2
ln(nI + 1) >q
En tenant compte de ces remarques, on peut réécrire (5.3.80) sous la forme :
L(I(Λ),Λ) = {< −2hν
3
c2
ln
( 1
exp(
hν
k
Λ.m)− 1
+ 1
)
>q −Λ.
(
Eq
Fq
)
} (5.3.84)
= −Ψ(Λ), (5.3.85)
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où Ψ est une fonction de IRd+1 dans IR (d = 1, 2, 3 est la dimension du problème). Le domaine de
déﬁnition de Ψ est D(Ψ) = {Λ / Λ.m > 0 ∀Ω ∈ S2}. L'existence de αq sera donc obtenue une fois quel'on aura prouvé que le problème de maximisation suivant a une solution unique :
Ψ(α) = min{Ψ(Λ),Λ ∈ D(Ψ)} (5.3.86)
Théorème 5.3.7. Il existe une unique solution du problème de minimisation (5.3.86) dans IRd+1, notée
α.
Preuve. On étudie la coercivité, la continuité et la convexité de la fonction Ψ.
convexité Si l'on note F (x, y) = ∫
S2
ln
[
1 +
1
exp(x+Ω.y)− 1
]
dΩ, on a :
Ψ(Λ) =
ν
q+12∫
ν
q− 12
F (
hν
k
λ0q,
chν
k
λq)−Λq.
(
Eq
Fq
)
. (5.3.87)
Il suﬃt alors de montrer la convexité de F pour obtenir celle de Ψ. Dérivons cette fonction F :
∂xF (x, y) = −
∫
S2
1
exp(x+Ω.y)− 1dΩ
On remarque au passage que x et Ωiyi jouent des rôles symétriques. On dérive une seconde fois pourobtenir :
∂xxF (x, y) =
∫
S2
exp(x+Ω.y)
(exp(x+Ω.y)− 1)2 dΩ
Encore une fois, on remarque les rôles symétriques de x et des Ωiyi. La matrice hessienne de F estdonc :
H(F )(x, y) =
∫
S2
exp(x+Ω.y)
(exp(x+Ω.y)− 1)2
(
1 Ω
Ω Ω⊗ Ω
)
(5.3.88)
Chaque matrice P(Ω) =
(
1 Ω
Ω Ω⊗ Ω
)
peut s'écrire sous la forme :
P(Ω) =
(
1
Ω
)(
1 Ω
)T (5.3.89)
Le rang de P(Ω) est égal à 1. Comme sa trace vaut 2, on déduit que ses valeurs propres sont 0 (de
rang 3) et 2. Ces racines sont positives donc la fonction F est convexe.
Regardons
(
ξ1
ξ2
)
vecteur non nul du noyau de la hessienne de F. Si l'on pose C(Ω) = exp(x+Ωy)
(exp(x+Ω.y)− 1)2 ,on a alors min
Ω
C(Ω) > 0 et :∫
S2
C(Ω)P(Ω)
(
ξ1
ξ2
)(
ξ1
ξ2
)
≥
∫
S2
C(Ω)‖ξ1 +Ωξ2‖2
≥ min
C(Ω) 6=0
C(Ω)
∫
S2
‖ξ1 +Ωξ2‖2
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Puisqu'on est dans le noyau, cette expression est nulle, on doit alors avoir ∀Ω, ξ1 + Ωξ2 = 0. Ce quiest impossible. Donc le noyau de la hessienne de F est réduit à 0. Comme on a déjà montré que F est
convexe, on peut conclure que F est strictement convexe.
coercivité Pour obtenir la coercivité de la fonction étudiée, on considère un point Λ0 quelconque
de D et les droites de la forme (∆) : Λ = Λ0 + λ0
(
1
ζ
)
, et on montre que ∀M ∈ IR+, l'ensemble
A = {Λ/Ψ(Λ) < M} est borné. Deux cas de ﬁgure se présentent alors :
• Si ‖ζ‖ ≥ 1
c
, quelle que soit la valeur de Λ0 ∈ D(Ψ), la droite (∆) va rencontrer la frontière du
domaine de déﬁnition de Ψ : on peut alors trouver un Ω de norme 1 tel que (∆) coupe la droite
d'équation Λ = λ0(1,Ω)>. Dans ce cas, exp(hν
k
Λq.m)− 1→ 0, et ‖Λq‖ est borné, donc la fonction
tend vers l'inﬁni.
• Si ‖ζ‖ < 1
c
, (∆) ne coupe jamais la frontière de D(Ψ) : la norme de Λ peut tendre vers l'inﬁni. Dans
ce cas, exp(hν
k
(λ1q+cΩλ
2
q))→∞, donc ln
( 1
exp(
hν
k
Λq.m)− 1
+1
)
→ 0. Mais ΛqEq = λ1qEq+λ2qFq =
λ0qEq(1 + fζΩ) où f est le facteur d'anisotropie. Ce dernier doit toujours avoir un module inférieurà 1, ce qui entraîne 1 + fζΩ > 0, donc ΛqEq →∞
Quel que soit le cas de ﬁgure, ∀M ∈ IR+∃λ˜(ζ)/ si λ0 > λ˜(ζ) alors Ψ(Λ0 + λ0
(
1
ζ
)
) > M . La fonction
ζ → λ˜(ζ) est continue (d'après le théorème des fonctions implicites puisque Ψ′ reste strictement négative)
et bornée, donc elle admet un maximum, noté λ∗.
Finalement, ∀λ ∈ IR+, si λ > λ∗ alors Ψ(Λ(λ)) > M , donc A est borné et Ψ est coercive.
La continuité de la distribution réalisant la fermeture discrète est assurée dès lors que l'on se restreint au
domaine d'étude, donc le problème de maximisation possède une solution unique.
Remarque 9. La preuve de la coercivité ci-dessus reste valable même lorsque ν tend vers l'inﬁni.
5.3.3 Calcul des grandeurs radiatives macroscopiques
Pour pouvoir implémenter le modèle M1-multigroupe, il faut être capable de calculer numériquement
les multiplicateurs de Lagrange αq en fonction des deux premiers moments (l'energie radiative et le ﬂuxradiatif) dans chaque groupe. Pour cela, on doit calculer ER,q et FR,q en fonction de αq puis inverser lesystème.
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Calcul des énergies et conditions sur Ξ
Remarque 10. Dans cette partie, tous les calculs sont eﬀectués en une dimension d'espace pour alléger
les notations. En dimension supérieure, on peut se ramener à des calculs similaires grâce à la propriété de
la fermeture (5.3.11) d'être isotrope dans les directions orthogonales au ﬂux. On notera µ la projection
de Ω sur l'axe considéré. Avec cette notation, on a :
< . >q=
1
c
1∫
−1
ν
q+12∫
ν
q− 12
.2pidνdµ (5.3.90)
Le modèle M1 gris est très simple à implémenter car on est capable d'en exprimer α en fonction d'un
seul scalaire : le facteur d'anisotropie. Par contre, exprimer les αq en multigroupe est problématique. Eneﬀet, si l'on calcule l'énergie radiative, on aboutit à :
Eq =
1
c
∫
[−1;1]
∫
[ν
q− 12
;ν
q+12
[
2piIdνdµ (5.3.91)
=
∫
[−1;1]
4pik4
h3c3
(α0q + µα
1
q)
−4
(
Ξ(ν
′
q+ 12
)− Ξ(ν′q− 12
)
dµ (5.3.92)
avec ν′ = hν
k
(α0 + µα1) et la fonction Ξ déﬁnie par :
Ξ(ν) =
ν∫
0
η3
eη − 1dη (5.3.93)
On connaît les valeurs de cette fonction Ξ à l'origine et sa limite à l'inﬁni : Ξ(0) = 0 et lim
η→∞Ξ(η) =
pi4/15. Ceci est suﬃsant pour eﬀectuer tous les calculs nécessaires dans le cas gris. En revanche, pour des
valeurs de ν quelconques, Ξ ne peut être calculée explicitement sans utiliser un développement en série
(inenvisageable du point de vue numérique).
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La fonction Ξ
Procéder à des intégrations numériques serait également trop coûteux à cause de l'occurence des
calculs de Ξ. Cependant, la fonction Ξ possèdent de bonnes propriétés : elle est inﬁniment dérivable sur
IR+∗ et 3 fois dérivable à droite en 0. De plus, ses variations sont régulières, on choisit alors de l'approcherpar une fonction que l'on pourra intégrer. La forme retenue est la suivante :
Ξ(η) ' C∞ + exp(−C∗η)
imax∑
i=0
Ciη
i (5.3.94)
Les constantes sont choisies de manière à conserver au mieux les propriétés de Ξ tout en l'approchant
convenablement. Il est crucial en particulier d'avoir un bon comportement à l'origine et à l'inﬁni aﬁn de
ne pas perdre ou créer d'énergie numériquement. On imposera donc :
Ξ(+∞) = pi
4
15
(5.3.95)
Ξ(0) = 0 (5.3.96)
Ξ
′
(0) = 0 (5.3.97)
Ξ
′′
(0) = 0 (5.3.98)
Ξ(3)(0) = 3 (5.3.99)
Ceci impose les valeurs de C∞, C0, C1, C2 et C3 en fonction de C∗. Les autres constantes sont choisiesindiﬀéremment par un algorithme aux moindres carrés ou en imposant certaines valeurs de Ξ ou de sa
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dérivée. En pratique, ﬁxer imax à 5 est suﬃsant. Une valeur plus élevée, tout en permettant une meilleure
précision, augmente le coût de calcul.
Cette approximation eﬀectuée, on est en mesure d'intégrer la fonction Ξ et donc de calculer les éner-
gies, ﬂux et pressions radiatifs en fonction de α.
L'énergie radiative est obtenue en intégrant la fermeture en fréquence et en direction. Avec la forme
de fermeture choisie pour construire le modèle M1-multigroupe, on a :
Eq =
1∫
−1
2k4
h3c3
(α0q + µα
1
q)
−4
[
Ξ(
hνq+ 12
k
(α0q + µα
1
q))− Ξ(
hνq− 12
k
(α0q + µα
1
q))
]
dµ (5.3.100)
=
2k4
h3c3
[
τ(νq+ 12 , α
0
q , α
1
q)− τ(νq− 12 , α
0
q , α
1
q)
] (5.3.101)
où :
τ(νq+ 12 , α
0
q , α
1
q) =
1∫
−1
(α0q + µα
1
q)
−4Ξ(
hνq+ 12
k
(α0q + µα
1
q))dµ (5.3.102)
= (α1q)
−1h
3ν3
q+ 12
k3
η2∫
η1
Ξ(η)
η4
dη (5.3.103)
= (α1q)
−1
[ S(η2)
(α0q + α1q)3
− S(η1)
(α0q − α1q)3
] (5.3.104)
Les valeurs η1 et η2 sont données par les relations :
η1 = (α0q − α1q)
hνq+ 12
k
(5.3.105)
η2 = (α0q + α
1
q)
hνq+ 12
k
(5.3.106)
La fonction S est quant à elle déﬁnie par :
S(η) = η3
η∫
1
Ξ(y)
y4
dy (5.3.107)
Remarque 11. Dans ce paragraphe, et dans la suite, les changements de variables présupposent que α1
est non nul. Lorsque α1 est nul, le calcul des intégrales ne pose aucun problème particulier puisque Ξ ne
dépend alors plus de µ.
Explicitation de S
Si l'on considère son expression telle quelle, S n'est pas calculable car on ne connaît pas de valeur
explicite de Ξ dans le cas général. Cependant, on est en mesure de calculer S dès lors qu'on utilise pour
Ξ la valeur approchée déﬁnie précédemment. Pour plus de clarté, on pose :
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S = C∞S∞ +
imax∑
i=0
CiSi (5.3.108)
On traite alors chaque terme séparément :
• Calcul de S∞ :
S∞(η) = η3
η∫
1
dy
y4
(5.3.109)
=
η3
3
− 1
3
(5.3.110)
• Calcul de S3 :
S3(η) = η3
η∫
1
e−C∗y
y
dy (5.3.111)
= η3(E1(C∗)− E1(C∗η) (5.3.112)
Les fonctions En sont les exponentielles intégrales, déﬁnies par :
En(x) =
∞∫
1
e−xt
tn
dt (5.3.113)
Une relation de récurrence permet de toutes les exprimer en fonction de E1 (cf le paragraphel'exponentielle intégrale). On obtient ainsi les Si pour i < 4.
• Calcul de S4 :
S4(η) = η3
η∫
1
e−C∗ydy (5.3.114)
= η3(
e−C∗
C∗
− e
−C∗η
C∗
) (5.3.115)
On calcule ensuite les Si pour i > 4 grâce à des intégrations par parties.Dans le cas où imax = 5, on obtient la formule suivante :
S(η) =C∞ η
3
3
− C∞ 13 + η
3e−C∗
[C0
3
+
C1
2
− C0C∗
6
+ C2 − C1C∗2 +
C0C
2
∗
6
+
C4 + C5
C∗
+
C5
C2∗
]
− e−C∗η
[C0
3
+
C1η
2
− C0C∗η
6
+ C2η2 − C1C∗η
2
2
+
C0C
2
∗η
2
6
+
C4η
3 + C5η4
C∗
+
C5η
3
C2∗
]
+ η3(E1(C∗)− E1(C∗η))(C3 − C∗C2 + C
2
∗
2
C1 − C
3
∗
6
C0)
Remarque 12. Implémenter le modèle tel quel est dangereux. En eﬀet, en pratique, les erreurs d'arrondi
ne permettent pas toujours de constater les simpliﬁcations qui devraient avoir lieu lorsqu'on diﬀérencie
S (en particulier lorsqu'α1 est petit devant α0).
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Aﬁn de conserver une méthode robuste, on a choisi d'implémenter le résultat de ces diﬀérences entre
deux valeurs de S au lieu de les calculer en machine. On obtient alors en outre un certain gain de temps
de calcul. La forme de S donnée ci-dessus ne prend pas en compte les simpliﬁcations qui proviennent du
choix des constantes Ci. Ces simpliﬁcations sont notables : par exemple, avec la forme de Ξ imposée, ona :
C3 − C∗C2 + C
2
∗
2
C1 − C
3
∗
6
C0 =
1
3
(1 + C0C3∗) (5.3.116)
L'exponentielle intégrale
On vient de voir que S s'exprime en fonction de l'exponentielle intégrale. Ce sera également le cas
d'autres grandeurs par la suite. Cette classe de fonctions est déﬁnie de la manière suivante :
En(x) =
∞∫
1
e−xt
tn
dt (5.3.117)
En est appellée la nieme fonction exponentielle intégrale.
Propriété 5.3.8. Relation de récurrence :
En+1(x) =
1
n
[e−x − xEn(x)] (n = 1, 2, 3, ...)
Cette propriété permet de calculer toutes les exponentielles intégrales dès lors que l'on connaît la
première. Celle-ci peut d'ailleurs également s'exprimer de la manière suivante pour x > 0 :
E1(x) =
∞∫
x
e−t
t
dt (5.3.118)
Propriété 5.3.9. Développements de E1 :
• Développement en série (x > 0) :
E1(x) = γ + ln(x) +
∞∑
n=1
xn
nn!
(5.3.119)
• Développement asymptotique :
E1(x) ' e
−z
z
[1− 1
x
+
2
x2
− 6
x3
+ ...+ (−1)p p!
xp
+ ...] (5.3.120)
Dans la première expression, γ est la constante d'Euler (γ = 0.5772156649...).
La première exponentielle intégrale a, comme on peut le deviner grâce à la proposition précédente, deux
comportements bien distincts à l'origine et à l'inﬁni. C'est pourquoi on utilise deux expressions diﬀérentes
pour l'approcher :
Proposition 5.3.10. Approximation de E1 :
• Si 0 ≤ x ≤ 1
E1(x) = − ln(x) + a0 + a1x+ a2x2 + a3x3 + a4x4 + a5x5 + ε1(x) (5.3.121)
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a0=-0.57721566 a3=0.05519968
a1=0.99999193 a4=-0.00976004
a2=-0.24991055 a5=0.00107857
• Si 1 ≤ x ≤ ∞
xexE1(x) =
x4 + a1x3 + a2x2 + a3x+ a4
x4 + b1x3 + b2x2 + b2x+ b4
+ ε2(x) (5.3.122)
a1=8.5733287401 b1=9.5733223454
a2=18.0590169730 b2=25.6329561486
a3=8.6347608925 b3=21.0996530827
a4=0.2677737343 b4=3.9584969228• erreurs :
|ε1(x)| < 2.10−7
|ε2(x)| < 2.10−8
Remarque 13. La première approximation est due à E.E. Allen, note 169, MTAC 8, 240(1954). La
seconde est extraite de Approximations for digital computers par C. Hastings Jr, Princeton Univ. Press,
Princeton, NJ, 1955.
Calcul du ﬂux radiatif et de la pression radiative
La manière de conduire les calculs pour exprimer le ﬂux radiatif et la pression radiative en fonction
des αiq est similaire à ce qui a été fait pour calculer l'énergie radiative. On obtient les résultats suivants :
Fq =
4pik4
h3c2
(τbis(αq, ν
′
q+ 12
)− τbis(αq, ν′q− 12 )) (5.3.123)
Pq =
4pik4
h3c3
(τter(αq, ν
′
q+ 12
)− τter(αq, ν′q− 12 )) (5.3.124)
avec :
τbis(x, y, ν) =
1
y2
[
(
Sbis(η2)
(x+ y)2
− Sbis(η1)
(x− y)2 )− x(
S(η2)
(x+ y)3
− S(η1)
(x− y)3 )
] (5.3.125)
τter(x, y, ν) =
1
y3
[
(
Ster(η2)
x+ y
− Ster(η1)
x− y )− 2x(
Sbis(η2)
(x+ y)2
− Sbis(η1)
(x− y)2 ) + x
2(
S(η2)
(x+ y)3
− S(η1)
(x− y)3 )
]
(5.3.126)
Sbis(η) = η2
η∫
1
Ξ(z)
z3
dz (5.3.127)
Ster(η) = η
η∫
1
Ξ(z)
z2
dz (5.3.128)
Les fonctions Sbis et Ster sont obtenues en utilisant l'approximation sur Ξ d'une manière similaire àcelle qui nous a permis de calculer S. Ainsi, pour pouvoir exprimer la pression radiative en fonction de
l'énergie radiative et du ﬂux radiatif, on commence par calculer αq à partir de l'expression de ER,q et
FR,q, puis on calcule PR,q(αq).
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Calcul des coeﬃcients αq
Pour obtenir αq à partir de ER,q et FR,q, il convient de prendre quelques précautions. En eﬀet,d'une part, les expressions de ces grandeurs ne donnent pas beaucoup de marge à une méthode de New-
ton 'classique' (le bassin de convergence est parfois très étroit), d'autre part, il convient d'essayer de
ne pas perdre trop de temps de calcul dans le processus (qui se répète de nombreuses fois au cours
d'une simulation). Enﬁn, il faut obtenir αq avec précision aﬁn de ne pas générer d'erreurs sur la pressionradiative (très sensible à αq dans les cas de fortes anisotropies). On choisit d'utiliser la méthode suivante :
Algorithme :
On cherche (α0q , βq) tels que α1q = α0qβ Fq‖Fq‖ . Pour cela, on itère le processus suivant :1. α0q,(i), βq,(i) ﬁxés, on cherche βq,(i+1) tel que f˜q(α0q,(i), βq,(i+1)α0q,(i)) = fˇq par dichotomie sur ]− 1; 0].2. βq,(i+1) ﬁxé, on cherche alors α0q,(i+1) tel que E˜q(α0q,(i+1), βq,(i+1)α0q,(i+1)) = Eq par une méthode deNewton dans IR.
Avec :
E˜q : (α0q , α
1
q)→< I(α0q , α1q) >q donné par (5.3.101), (5.3.129)
f˜q : (α0q , α
1
q)→
< ΩI(α0q , α1q) >q
< I(α0q , α1q) >q
donné par (5.3.123) et (5.3.101). (5.3.130)
Cette méthode se révèle être très robuste et donne de bons résultats. En fait, partant d'un problème
de minimisation sur un ensemble de fonctions possibles (donc un problème de dimension inﬁnie), on se
ramène d`abord, grâce à la forme de la fermeture, à un problème dans IRQ(d+1). En pratique, on résoud
Q(d + 1) problèmes dans IR2, qui peuvent même se ramener à Q problèmes dans IR2 puisque quelle que
soit la dimension, la seule connaissance du scalaire χ dans chaque groupe suﬃt à donner la forme du
tenseur d'Eddington.
5.3.4 Schéma numérique pour le système M1-multigroupe
Schéma numérique
Dans les applications à plusieurs dimensions d'espace, on implémente numériquement le modèle M1-
multigroupe en utilisant un schéma HLLE explicite :
Un+1i − Uni
∆t
+
Fn
i+ 12
−Fn
i− 12
∆x
= C(Uni ) (5.3.131)
avec U =
(
Eq
Fq
)
, F =
(
Fq
c2Pq
)
et C =
(
cσaq (aθ
4
q − Eq)
c(−σaq − (1− gˇq)σd)Fq
)
et le ﬂux numérique donné par :
Fni+ 12 =
b+Fni − b−Fni+1
b+ − b− +
b+b−
b+ − b− (U
n
i+1 − Uni ) (5.3.132)
Les coeﬃcients b+ et b− doivent déﬁnir un intervalle contenant les valeurs propres du système. On
peut donc choisir b+ = −b− = c, cependant, si l'on souhaite réduire la diﬀusion numérique induite par ce
choix, on peut choisir des valeurs plus proches des valeurs propres du système (en calculant ces dernière
numériquement par exemple), en sachant que ces choix vont avoir un coût numérique.
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Le schéma numérique ainsi obtenu est positif, entropique et assure la limitation du ﬂux ((Fq)ni ≤
c(Eq)ni ∀q, i, n) sous une condition CFL assez restrictive :
c
∆t
∆x
+ c∆t(σaq + (1− gˇq)σdq ) ≤ 1 (5.3.133)
On pourrait s'aﬀranchir de la dépendance en σq, qui est très gênante, grâce à un schéma semi-implicite.Cependant, ces schémas peuvent avoir tendance a être inconsistants pour des calculs instationnaires. La
meilleure solution pour éliminer cette condition CFL est donc de construire un schéma totalement im-
plicite. On en proposera un dans le cas du couplage avec les équations de Navier-Stokes dans le chapitre 6.
En 1D, on préfère souvent utiliser un schéma cinétique, qui possède l'avantage de bien prendre en compte
les conditions aux limites.
Mise en oeuvre pratique
En pratique, les calculs peuvent se dérouler de deux manières diﬀérentes.
Première méthode : les calculs sont eﬀectués en ligne :
1. à l'instant n, on connait Uni . On en déduit αnq,i 1 ≤ q ≤ Q.2. On calcule alors Pnq (Enq,i, Fnq,i) d'après αnq,i.3. On calcule Un+1i par le schéma numérique (5.3.131)-(5.3.132).
Seconde Méthode : faire un précalcul. Le calcul des αnq,i en ligne peut s'avérer coûteux. On peut alors
choisir un échantillon de E et de fˇ et précalculer pour chaque couple de valeurs P (si on utilise un schéma
HLLE) ou P+, P−, F+, F− (si on utilise un schéma cinétique). Les calculs se déroulent comme suit :
1. à l'instant n, on connait Uni .2. On calcule alors Pnq (Enq,i, Fnq,i) en interpolant par rapport qux valeurs précalculées.3. On calcule Un+1i par le schéma numérique (5.3.131)-(5.3.132).
Le gros avantage de cette seconde solution est que si l'on exepte le précalcul, la méthode devient
peu coûteuse (moins que le nombre de groupes fois le coût du modèle gris). Le précalcul, quant à lui
n'est nécessaire qu'une seule fois par découpage en fréquence. De plus, il est entièrement parallèlisable.
On indiquera au chapitre 8 des ordres de grandeurs qui montrent que le précalcul est peu coûteux par
rapport à une simulation couplant écoulement et rayonnement.
5.3.5 Conditions aux limites
Le choix des conditions aux limites est crucial dans la plupart des problèmes étudiés. Aﬁn de bien
décrire les ﬂux exacts aux limites, il est nécessaire de les calculer avec soin. Selon les valeurs propres
du système étudié, il est nécessaire et suﬃsant de connaitre le ﬂux entrant, le ﬂux sortant ou les deux.
D'une manière générale, on calcule aux limites le ﬂux comme somme du demi-ﬂux entrant et du demi-ﬂux
sortant :
F+0,q =
∫
S2+
ν
q+12∫
ν
q− 12
ΩI0dνdΩ (5.3.134)
F−0,q =
∫
S2−
ν
q+12∫
ν
q− 12
ΩI1dνdΩ (5.3.135)
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où S2+ = {Ω ∈ S2/Ω.n > 0} et S2− = {Ω ∈ S2/Ω.n < 0}, avec n vecteur normal entrant.
Les valeurs de la fonction de distribution dans la maille ﬁctive (resp. dans la première maille du do-
maine) permettent de déduire le demi-ﬂux rentrant (resp. sortant), on déduit alors le ﬂux total qui donne
la condition aux limites comme étant la somme des demi-ﬂux entrant et sortant.
5.4 Modèles M1 'partiels'
Comme on l'a mentionné au cours des paragraphes précédents, les intégrations en direction peuvent
avoir un eﬀet fâcheux sur les résultats des modèles M1 dans certaines conﬁgurations. Pour se rendre
compte de ce qui peut parfois se produire, prenons un exemple 1D : on chauﬀe à droite et à gauche un
milieu initialement à l'équilibre. Lorsque les deux ondes de chauﬀage se croisent, on obtient le phénomène
suivant :
Température radiative dans l'exemple proposé.
La diﬃculté pour le modèle provient du fait qu'il ne connaît qu'une seule et unique manière de re-
présenter un rayonnement à partir d'une énergie et d'un ﬂux radiatif donnés. Ici, les deux ondes ayant
la même amplitude, il génère donc un équilibre Planckien artiﬁciel incompatible avec le phénomène. Les
résultats prédits sont alors très mauvais. On peut trouver d'autres exemples dans [9].
On peut évidemment circonscrire ce problème en utilisant une méthode d'ordonnées discrètes en di-
rection. Cependant, il existe une possibilité intermédiaire que l'on appelle modèles M1 'partiels' (on
utilisera dès que possible les termes adéquats : demi-M1, quart-M1, etc.). L'idée est de découper la
sphère unité en un certain nombre de sous-domaines. Ce nombre doit rester raisonnable sans quoi une
méthode SN devient un meilleur compromis.
Ces modèles ont d'abord été développés en une dimension d'espace. Il n'y a alors au plus que deux
directions de propagation prioritaires : de la gauche vers la droite ou inversement. Par conséquent, seuls
les modèles aux demi-moments sont utiles. Le modèle demi-M1 gris a été développé dans [9]. Pour l'ob-
tenir, on partage les directions de propagations selon le signe de leur produit scalaire avec l'axe Ox. Le
système s'obtient alors de manière similaire au cas 'classique' (intégré sur toutes les directions), mais en
testant l'ETR par (1+, 1−, µ+, µ−)> et en intégrant sur les espaces directionnels associés. Dans le cas
gris, et en négligeant la dispersion, on obtient le système suivant :
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∂tE
+
R +∇x.F+R = c(σe
1
2
aT 4 − σaE+R ) (5.4.1)
1
c
∂tF
+
R + c∇x.P+R = σe
1
4
aT 4 − σfF+R (5.4.2)
∂tE
−
R +∇x.F−R = c(σe
1
2
aT 4 − σaE−R ) (5.4.3)
1
c
∂tF
−
R + c∇x.P−R = −σe
1
4
aT 4 − σfF−R (5.4.4)
Avec :
< . >+ =
2pi
c
1∫
0
∞∫
0
.dνdµ (5.4.5)
< . >+ =
2pi
c
0∫
−1
∞∫
0
.dνdµ (5.4.6)
E±R =< I >
± (5.4.7)
F±R =< cµI >
± (5.4.8)
P±R =< µ
2I >± (5.4.9)
La partie positive (5.4.1)-(5.4.2) et la partie négative (5.4.3)-(5.4.4) de ce système ne sont couplées
qu'au travers de T . Si l'on souhaite créer un modèle qui soit une extension du modèle M1, on utilise un
principe d'entropie minimum pour trouver la forme de la fermeture. Celle-ci est bien entendu déﬁnie par
demi-espace :
HR(I) = min
I
{
H(I) = (< hR(I) >+ + < hR(I) >−) /
< I >±= E± et c < ΩI >±= F±} (5.4.10)
Ce principe d'entropie minimum permet de déﬁnir de manière unique la fonction de fermeture qui est
de la forme :
I(µ, ν) = 2hν
3
c2
[
exp(
hν
k
(α+(1 + β+µ+) + α−(1 + β−µ−))− 1]−1 (5.4.11)
α+, α−, β+ et β− sont les multiplicateurs de Lagrange. Comme dans le cas du modèle M1 gris
'classique', on peut les exprimer analytiquement en fontion des facteurs d'anisotropie partiels fˇ± =
‖FR±‖/(cE±R ) [9].
En plus de conserver toutes les propriétés qui font l'intérêt du modèle M1, le modèle demi-M1 se révèle
particulièrement satisfaisant à plusieurs points de vue. Non seulement c'est un modèle qui peut résoudre
eﬃcacement tous les cas 1D du point de vue directionnel, mais il est également particulièrement facile
à implémenter numériquement. En eﬀet, les valeurs propres de (5.4.1)-(5.4.2) sont toujours positives et
celles de (5.4.3)-(5.4.4) sont toujours négatives, on peut donc utiliser un schéma décentré amont. Grâce à
cela, il y a de nettes améliorations par rapport au cas 'classique'. La prise en compte des conditions aux
limites ne pose pas de problème, de même, le schéma numérique possède naturellement la bonne limite
diﬀusive. il n'y a donc pas besoin de faire un travail en amont [1].
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Bien entendu, ce modèle se généralise au cas multigroupe en combinant les deux approches. On obtient
alors le système suivant :
∀q, ∂tE+R,q +∇x.F+R,q = c(σe
1
2
aθ4q − σaE+R,q) (5.4.12)
∀q, 1
c
∂tF
+
R,q + c∇x.P+R,q = σe
1
4
aθ4q − σfF+R,q (5.4.13)
∀q, ∂tE−R,q +∇x.F−R,q = c(σe
1
2
aθ4q − σaE−R,q) (5.4.14)
∀q, 1
c
∂tF
−
R,q + c∇x.P−R,q = −σe
1
4
aθ4q − σfF−R,q (5.4.15)
Avec :
< . >+q =
2pi
c
1∫
0
νq+
1
2∫
νq− 12
.dνdµ (5.4.16)
< . >+q =
2pi
c
0∫
−1
νq+
1
2∫
νq− 12
.dνdµ (5.4.17)
E±R =< I >
±
q (5.4.18)
F±R =< cµI >
±
q (5.4.19)
P±R =< µ
2I >±q (5.4.20)
La fonction de fermeture demi-M1 multigroupe est toujours caractérisée par un principe d'entropie
minimum qui s'exprime sous la forme :
HR(I) = min
I
{
H(I) =
∑
q
(< hR(I) >+q + < hR(I) >
−
q ) |
∀q : < I >±q = E±q et c < ΩI >±q = F±q } (5.4.21)
ce qui donne :
I(Ω, ν) =
∑
q
1[ν
q− 12
;ν
q+12
[
2hν3
c2
[
exp(
hν
k
(α+q (1 + β
+
q .Ω
+) + α−q (1 + β
−
q .Ω
−))− 1]−1 (5.4.22)
α±q et β±q sont les multiplicateurs de Lagrange du problème. Ce modèle combine les propriétés desmodèles M1-multigroupe et demi-M1 gris. En particulier, on peut encore utiliser un schéma décentré
amont qui simpliﬁe beaucoup les choses, les multiplicateurs de Lagrange ne s'expriment plus de manière
analytique en fonction des énergies et des ﬂux radiatifs, mais on peut utiliser les outils développés dans
le paragraphe précédent pour remédier à cela [37].
En 2D, un approche similaire reste possible. Toutefois, aucune extension ne permet de résoudre à coup
sûr tous les problèmes directionnels. De plus, les intégrations sont en général relativement complexes à
mener et on ne peut le faire que numériquement. Il est enﬁn à noter que d'autres modèles aux moments
partiels peuvent donner de bons résultats, comme par exemple le modèle quart-P1.
Chapitre 6
Couplage entre le rayonnement et
l'hydrodynamique
6.1 Couplage Navier-Stokes / M1-gris
Aﬁn de présenter la méthode numérique de la manière la plus simple possible, on s'attachera dans un
premier temps à l'expliciter sur le modèle gris, ie totalement intégré en fréquence. Celui-ci peut s'écrire
de manière générale sous la forme :
∂tU + ∂xF(U) + ∂yG(U)− ∂xFv(U)− ∂yGv(U) = S(U) (6.1.1)
avec, si l'on utilise les équations de Navier-Stokes multi-espèces pour gaz parfaits :
U =

(ρi)i=1..ns
ρu
ρv
E
ER
F xR
F yR

F(U) =

(ρiu)i=1..ns
ρu2 + p
ρuv
ρuH
F xR
c2DxxR ER
c2DyxR ER

,G(U) =

(ρiv)i=1..ns
ρuv
ρv2 + p
ρvH
F yR
c2DxyR ER
c2DyyR ER

Fv(U) =

(ρD∂xci)i=1..ns
Txx
Txy
Txxu+ Txyv − qx
0
0
0

,Gv(U) =

(ρD∂yci)i=1..ns
Tyx
Tyy
Tyxu+ Tyyv − qy
0
0
0

63
64 CHAPITRE 6. COUPLAGE ENTRE LE RAYONNEMENT ET L'HYDRODYNAMIQUE
S(U) =

(ω˙i)i=1..ns
−ρugx
−ρvgy
−ρV.g − c(σeaT 4 − σaER)(σeaT 4 − σaER)
−(σf + (1− gˇν)σd)F xR
−(σf + (1− gˇν)σd)F yR

Dans le cas du modèle M1, le tenseur d'Eddington DR = PR/ER est de la forme :
DR =
1− χ
2
Id +
3χ− 1
2
FR ⊗ FR
‖FR‖ (6.1.2)
où le scalaire χ = χ(fˇ) est appellé facteur d'Eddington. La loi d'état considérée ici est une loi des
gaz parfaits pour chaque espèce (pi = ρiRiT ), mais le code que l'on utilise permet de prendre en compted'autre lois. Dans ce système, on a négligé certains termes. La pression radiative est supposée faible par
rapport à la pression totale. On considère qu'émission, absorption et dispersion sont les seuls mécanismes
d'intéraction entre les photons et la matière. De plus, la fonction de redistribution de la dispersion ne
dépend que de l'angle.
Par ailleurs, on a choisi de ne pas écrire les termes comobiles pour le transfert radiatif. Ce choix im-
plique que soit les opacités doivent prendre en compte l'eﬀet Doppler dans leur expression soit on néglige
la vitesse de déplacement des raies. Ces simpliﬁcations sur le rayonnement sont souvent utilisées dans
la littérature pour les applications visées [33],[30]. Pour d'autres applications, comme en astrophysique
ou en physique des plasmas chauds, on trouve des écritures faisant intervenir explicitement les termes
comobiles [1], [22].
Une propriété intéressante de ce système est que la partie du premier ordre (∂tU+∂xF(U)+∂yG(U) = 0)est hyperbolique. En eﬀet, en 1D, sa matrice jacobienne est :
J =

u ρ 0 0 0
u2 + ∂ρp 2ρu+ ∂up ∂Ep 0 0
uH + ρu∂ρH ρH + ρu∂uH ρu∂EH 0 0
0 0 0 0 1
0 0 0 c2(χ− χ′ fˇ) cχ′
 (6.1.3)
Cette matrice J est diagonale par bloc. Le premier bloc (3×3) est la jacobienne des équations d'Euler.
Le second bloc (2×2) celle du systèmeM1. Ceci veut dire que l'hydrodynamique et le rayonnement ne sont
couplés ici que par les termes sources (d'ordre 0). Les valeurs propres du système sont donc u+a, u, u−a,
λ−+ et λ− où a est la vitesse du son et λ±(= ±c[∓3f
√
4− 3f2 + 2√3
√
(−4 + 3f2)(3f2 + 2
√
4− 3f2 − 5]
3(−4 + 3f2)dans le cas gris) sont les valeurs propres du système M1 [8].
Le caractère découplé de la partie hyperbolique de ce système simpliﬁe l'approximation numérique et l'in-
troduction du rayonnement dans un code d'hydrodynamique hypersonique. Cependant, comme on l'a déja
signalé, dans certaines applications il existe un couplage fort entre l'hydrodynamique et le rayonnement.
Ce couplage est pris en compte dans le modèle par les termes sources.
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6.2 Schéma numérique
Les techniques numériques présentées ici sont celles qui ont été utilisées pour introduire le transfert
radiatif dans le code ARES du CEA-CESTA. ARES est un code d'aérodynamique 2D (plan ou axisymé-
trique) qui peut traiter divers degré de modélisation des écoulements : Euler, Navier-Stokes, un peu de
turbulence, chimie simple ou hors équilibre, etc.
6.2.1 Discrétisation spatiale
On se place dans le cadre de maillages structurés multiblocs. Dans ce cas, on déﬁnit le vecteur des
inconnues discrètes par :
U(i+ (l − 1)nfr + (m− 1)lmaxnfr)i=1..nfr,l=1..lmax,m=1..mmax (6.2.1)
Le calcul des ﬂux numériques hyperboliques est eﬀectué :
• par un schéma de Roe pour l'hydrodynamique.
• par un schéma HLLE ou un schéma cinétique pour le transfert radiatif (voir [1], [8], [38]).
Les termes du second ordre sont traités par des schémas centrés.
6.2.2 Limite diﬀusive
Lorsque les opacités sont très élevées, l'équation du transfert radiatif dégénère en une équation para-
bolique. Les régimes obtenus, dits régimes de diﬀusion, doivent être retrouvés en tant que limite asymp-
totique de nos schémas. Pour s'en assurer, on utilise une méthode décrite dans [1]. En utilisant un schéma
numérique de type HLLE, avec des vitesses d'onde égales à ±c et un facteur d'Eddington constant χ = 1/3
en régime de diﬀusion et en considérant les diﬀérentes opacités égales à σa, les équations discrétisées en
1D sont :
En+1R,i − EnR,i
∆t
+
Fn+1R,i+1 − Fn+1R,i−1
2∆x
− c
2∆x
(En+1R,i+1 − 2En+1R,i + En+1R,i−1) = cσa,n+1i (a(Tn+1i )4 − En+1R,i )
(6.2.2)
Fn+1R,i − FnR,i
∆t
+ c2
En+1R,i+1 − En+1R,i−1
6∆x
− c
2∆x
(Fn+1R,i+1 − 2Fn+1R,i + Fn+1R,i−1) = −cσa,n+1i Fn+1R,i (6.2.3)
Par conséquent, les équations résolues par le schéma numérique sont en fait :
∂tER + ∂xFR − c∆x2 ∂
2
xER = cσ
a(aT 4 − ER) (6.2.4)
∂tFR +
c2
3
∂xER − c∆x2 ∂
2
xFR = −cσaFR (6.2.5)
En régime diﬀusif, on peut négliger la variation temporelle du ﬂux radiatif. (6.2.5) donne donc au
premier ordre :
FR ' − c3σa ∂xER (6.2.6)
En substituant cette dernière expression dans (6.2.4), on obtient :
∂tER − c3σa ∂
2
xER +
∆x
2
(
1
σa
∂3xFR − c∂2xER) = cσa(aT 4 − ER) (6.2.7)
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Comme σa est très important, le terme 1
σa
∂3xFR est négligeable devant c∂2xER, l'équation se simpliﬁe
alors :
∂tER − c3σa (1 +
3σa∆x
2
)∂2xER = cσ
a(aT 4 − ER) (6.2.8)
Même si l'on résoud la bonne équation à la limite, ie lorsque ∆x→ 0, on conserve un terme qui peut ne
pas être négligeable dans certains cas. En eﬀet, si l'on se trouve en régime de diﬀusion, σa est important
devant la longueur caractéristique du problème, si bien qu'il faudrait un maillage extrêmement ﬁn pour
l'échantillonner correctement. Dans la plupart des cas, on prend en compte ce terme supplémentaire. Ceci
est pour le moins ennuyeux puisque l'on souhaite avoir un schéma qui donne de bons résultats dans tous
les régimes. Pour pallier à cette diﬃculté, il est nécessaire de bien prendre en compte la petitesse du
libre parcours moyen. On commence par faire un scaling sur le système aux moments en introduisant des
longueurs caractéristiques lx et ly et en déﬁnissant de nouvelles grandeurs :
εx =
1
σalx
εy =
1
σaly
t˜ =
ct
σalxly
x˜ =
x
lx
y˜ =
y
ly
F˜ xR =
F xR
cεx
F˜ yR =
F yR
cεy
Celui-ci devient alors :
∂t˜ER +
ly
lx
∂x˜F˜ xR +
lx
ly
∂y˜F˜
y
R =
1
εxεy
(aT 4 − ER) (6.2.9)
∂t˜F˜
x
R +
1
εxεy
∂x˜Pxx +
1
ε2x
∂y˜Pxy = − 1
εxεy
F˜ xR (6.2.10)
∂t˜F˜
y
R +
1
ε2y
∂x˜Pyx +
1
εxεy
∂y˜Pyy = − 1
εxεy
F˜ yR (6.2.11)
Au vu de l'équation (6.2.10), on s'aperçoit que les vitesses d'ondes dépendent de 1
ε
et tendent par
conséquent vers +∞ quand ε → 0. On cherche à s'émanciper de cette raideur en gardant un système
hyperbolique uniformément borné. Pour cela, on réécrit (6.2.10) de la manière suivante :
∂t˜F˜
x
R + ∂x˜Pxx + ∂y˜Pxy = −
1
εxεy
(
F˜ xR + (1− εxεy)∂x˜Pxx + (1− ε2x)∂y˜Pxy
) (6.2.12)
En procédant de façon similaire sur (6.2.11), le nouveau système composé de (6.2.9) et des deux
équations modiﬁées sera traité comme un système hyperbolique avec un second membre dans lequel on
place la raideur de manière identique à [1]. En pratique, les dérivées présentes au second membre sont
discrétisées de manière centrée de manière à bien reproduire le comportement en régime de diﬀusion. En
régime de transport, ces termes sont négligeables et c'est le membre de gauche, utilisant des décentrages
amont, qui intervient. Du point de vue hyperbolique, on se concentre donc sur le système suivant :
∂t˜ER +
ly
lx
∂x˜F˜ xR +
lx
ly
∂y˜F˜
y
R = 0 (6.2.13)
∂t˜F˜
x
R + ∂x˜Pxx + ∂y˜Pxy = 0 (6.2.14)
∂t˜F˜
y
R + ∂x˜Pyx + ∂y˜Pyy = 0 (6.2.15)
dont la matrice jacobienne est donnée par :
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J =
 0
ly
lx
lx
ly
Dxx +Dxy + E∂ER(Dxx +Dxy)− 2(fx + fy) εx∂fx(Dxx +Dxy) εy∂fy (Dxx +Dxy)
Dyx +Dyy + E∂ER(Dyx +Dyy)− 2(fx + fy) εx∂fx(Dyx +Dyy) εy∂fy (Dyx +Dyy)

(6.2.16)
avec fx = F
x
R
cER
, fy = F
y
R
cER
et PR =
(
Dxx Dxy
Dyx Dyy
)
ER.
Il existe une valeur minimale des ε requise pour conserver des valeurs propres réelles. Pour bien com-
prendre le phénomène, on peut regarder les valeurs propres du système 1D :
λ± =
εχ
′ ±
√
(εχ′)2 + 4(χ− fˇχ′)
2
(6.2.17)
Pour que ces valeurs propres soient réelles, il faut et suﬃt que (εχ′)2 + 4(χ− fˇχ′) ≥ 0, ce qui induit
une contraite sur ε. Si le facteur d'anisotropie est suﬃsamment faible (fˇ < f0 = 2√3/5 en 1D), cettecontraite n'existe pas, cependant, pour des anisotropies importantes, il y existe un minimum strictement
positif pour ε. Ce minimum tend vers 1 avec fˇ , ce qui se justiﬁe par le fait qu'il est impossible de se
trouver en régime diﬀusif avec des anisotropies importantes.
Pour discrétiser le système, on a besoin des valeurs des ε aux interfaces adéquates. En pratique, on
utilise généralement dans chaque maille εx = 1/σa∆x et εy = 1/σa∆y, la valeur à l'interface étantchoisie comme la valeur minimale dans les mailles adjacentes. Comme dans le cas 1D, cette modiﬁcation
donne des résultats satisfaisants.
On peut enﬁn remarquer que l'on a fait dépendre la pression radiative non seulement du facteur d'ani-
sotropie, mais aussi de l'énergie radiative. Dans le cas du modèle M1-gris, cette dépendance par rapport
à l'énergie radiative n'est pas eﬀective, cependant, ce choix permet de prévoir la forme de la matrice
jacobienne dans le cas multigroupe, qui devient alors une extension naturelle.
6.2.3 Schéma implicite en temps
Avec la discrétisation spatiale précédemment déﬁnie, le schéma peut s'écrire :
∂tUl,m(t) +
Fl+ 12 ,m(t)−Fl− 12 ,m(t)
∆xl,m
+
Gl,m+ 12 (t)− Gl,m− 12 (t)
∆yl,m
= Sl,m(t) (6.2.18)
que l'on note :
∂tUl,m(t) = Θl,m(U(t)) (6.2.19)
Pour la discrétisation en temps, on utilise les diﬀérents schémas suivants :
• Schéma explicite :
Un+1l,m − Ul,m −∆tΘ(Un) = 0 (6.2.20)
• Schémas implicites :
 Euler implicite (ordre 1) :
Un+1l,m − Ul,m −∆tΘ(Un+1) = 0 (6.2.21)
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 Méthode de Gear (ordre 2) :
3Un+1l,m − 4Ul,m + Un−1l,m − 2∆tΘ(Un+1) = 0 (6.2.22)
6.2.4 Implémentation
Rappels généraux sur GMRes et les méthodes JFNK
Tous les schémas précédents peuvent s'écrire sous la forme Φ(Un+1) = 0. Pour connaître Un+1, il faut
donc résoudre cette équation. On choisit pour ce faire d'utiliser une méthode de Newton. Dans ce cas, si
l'on pose A(U) = Φ′(U), on doit itérer la résolution du système linéaire :
A(Uk)(Uk+1 − Uk) = −Φ(Uk) (6.2.23)
Pour résoudre ces systèmes, on choisit une méthode de Krylov de type GMRes (Generalized Minimal
Residual). Dans une approche classique, on doit ainsi construire et stocker la matrice jacobienne A,
généralement assez imposante. Cependant, on peut s'aﬀranchir de cette diﬃculté en utilisant une méthode
dite Jacobian-Free, c'est-à-dire qui ne nécessite pas le calcul et le stockage de la matrice jacobienne. Enﬁn,
comme on souhaite souvent utiliser de grands pas de temps, ce qui détériore le conditionnement de la
matrice jacobienne, on développe des préconditionneurs pour accélérer la convergence du GMRes.
Généralités sur les préconditionnements à droite pour GMRes
L'algorithme se présente sous la forme suivante :
Initialisation : : r0 = b−Ax0, : β = ‖r0‖2 : et : v1 = r0
β
Pour : j = 1..m
w = AM−1vj
Pour i = 1..j
hi,j = (w, vj)
w = w − hi,j
hj+1,j = ‖w‖2; vj+1 = w/hˇj+1,j
Vm := [v1..vm], H¯m = {hi,j}i,j
ym = argminy‖βe1 − H¯my‖2 : et : xm = x0 +M−1Vmym
Comme on l'a précisé dans le paragraphe précédent, cet algorithme ne nécessite pas le stockage de la
matrice jacobienne. Les produits Az sont calculés comme suit :
Az = A(Uk)z = lim
ε→0
Φ(Uk + εz)− Φ(Uk)
ε
(6.2.24)
En pratique, on ne peut pas se contenter de choisir ε comme un seul scalaire. En eﬀet, les diﬀérences
d'échelles entre l'hydrodynamique et le rayonnement ne permettent pas de ﬁxer un ε satisfaisant. On
utilise donc au moins 2 ε diﬀérents : l'un pour calculer les dérivées des grandeurs hydrodynamiques,
l'autre pour celles des grandeurs radiatives.
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6.2.5 Préconditionneurs
Aﬁn d'accélérer la convergence de la méthode GMRes, on utilise trois type de préconditionneurs. Ceux-
ci sont empilables c'est-à-dire qu'on peut choisir d'en utiliser autant qu'on le souhaite en déﬁnissant la
matrice de préconditionnement comme les produit des matrices de préconditionnement utilisées.
Préconditionneur diagonal
La première diﬃculté pour la méthode provient des grandes diﬀérences d'échelles qui existent en gé-
néral entre les diﬀérentes grandeurs prises en compte. Parmi les plus courantes, on rencontre : FR ' cERet E >> ρ. Cette raideur numérique peut aisément être supprimée en utilisant un préconditionnement
diagonal très simple.
On déﬁnit la matrice de préconditionnement comme suit :
Md = diag{(urefη )} (6.2.25)
où les valeurs urefη sont des valeurs de référence. On choisit de prendre urefη = max
l,m
u0η,l,mi. En pratique,
ce choix est suﬃsant pour que les valeurs de U soient de l'ordre de 1.
Préconditionneur diagonal par blocs (par physiques)
Outre les diﬀérences d'ordre de grandeur des valeurs prises en compte, on se heurte également à
une diﬀérence d'échelle de rapidité d'évolution des phénomènes. Dans la plupart des cas, l'évolution des
quantités radiatives est beaucoup plus rapide que celle des quantités hydrodynamiques. Ces diﬀérences
d'échelle peuvent conduire à une lenteur de la convergence du GMRes, c'est pourquoi on utilise un
préconditionneur par physiques. Celui-ci est diagonal par blocs et approche le Jacobien en chaque
point. Dans le cas à une seule espèce et en 2D, chaque bloc est de la forme :
(Mφ)l,m =

mφ1,1 m
φ
1,2 m
φ
1,3 m
φ
1,4 0 0 0
mφ2,1 m
φ
2,2 m
φ
2,3 m
φ
2,4 0 0 0
mφ3,1 m
φ
3,2 m
φ
3,3 m
φ
3,4 0 0 0
mφ4,1 m
φ
4,2 m
φ
4,3 m
φ
4,4 0 0 0
0 0 0 0 mφ5,5 m
φ
5,6 m
φ
5,7
0 0 0 0 mφ6,5 m
φ
6,6 m
φ
6,7
0 0 0 0 mφ7,5 m
φ
7,6 m
φ
7,7

(6.2.26)
avec :
mφi1,i2 =
Φ(ui1 + εδui2)− Φ(ui1)
εi2
(6.2.27)
En pratique, on s'aperçoit qu'il est suﬃsant de déﬁnir cette matrice de préconditionnement une seule
fois par pas de temps. En eﬀet, le surcoût de calcul engendré par une remise à jour de cette matrice
à l'intérieur de la boucle de Newton est nettement plus important que le gain occasionné en terme de
convergence. Ce préconditionneur s'avère alors particulièrement eﬃcace dans certaines situations comme
on pourra le voir lors des applications numériques (cf. le choc radiatif par exemple).
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Préconditionneur non diagonal par blocs
Pour de gros maillages, il est nécessaire de pallier la détérioration du conditionnement par un pré-
conditionneur non diagonal. Dans une approche Newton-Krylov classique où l'on stocke la jacobienne
A, les matrices de préconditionnement sont calculées à partir de celle-ci. Dans une approche jacobian
free, on a choisi de ne pas conserver A. On cherche donc une matrice plus simple à déterminer que A,
néanmoins suﬃsamment proche pour améliorer la convergence de GMRes. Ce principe est voisin de celui
proposé dans [26] pour un système diﬀérent. La physique la plus rapide étant le transfert radiatif, le plus
important est de trouver un préconditionneur pour le transfert radiatif.
Si l'on veut résoudre les équations du transfert radiatif sans second membre grâce au modèle M1, on
obtient le système :
Un+1R,l,m − UnR,l,m +
∆t
∆xl
(FR,l+ 12 ,m −FR,l− 12 ,m)
+
∆t
∆ym
(GR,l+ 12 ,m − GR,l− 12 ,m)
= 0 (6.2.28)
avec : UR =
ERF xR
F yR
. En résolvant ce système, on obtiendrait un préconditionneur qui permettrait de
faire converger l'agorithme GMRes en une seule itération (du seul point de vue du rayonnement). Bien
entendu, faire cela serait très coûteux et ne présente donc aucun intérêt. Pour obtenir un compromis
satisfaisant, il faudrait trouver un système linéaire voisin de (6.2.28), obtenu par exemple en ﬁgeant χ ou
par une linéarisation de Roe, qui servirait de préconditionneur. Ceci n'est pas implémenté actuellement.
Initialisation de l'algorithme de Newton
Il est important d'avoir une convergence aussi rapide que possible de la méthode de Newton aﬁn de
réduire le temps de calcul lors des simulations. L'une des manières possibles est de chercher une initia-
lisation dans l'agorithme de Newton qui soit la plus proche possible de la solution. Dans le cas général,
on initialise par les valeurs de U á l'itération précédente. On cherchera parfois à améliorer ce choix en
prédisant une meilleure initialisation
Pour cela, on résoud le système :
∂tU = S(U), (6.2.29)
c'est-à-dire que l'on cherche les solutions U∗ de (6.1.1), mais en négligeant les ﬂux. Les système est
alors très simple à résoudre. En chaque point, on a en eﬀet à résoudre :
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ρ∗ = ρn, (6.2.30)
u∗ = un, (6.2.31)
v∗ = vn, (6.2.32)
∂tE = σaE∗R − σea(T ∗)4, (6.2.33)
∂tER = −σaE∗R + σea(T ∗)4, (6.2.34)
∂tFR = −σfF ∗R. (6.2.35)
(6.2.36)
Les solutions de ce système sont alors utilisés pour initialiser la méthode. Dans les cas où les quantités
varient beaucoup, et par exemple pour des grands pas de temps, cette initialisation peut amèner un
important gain de temps de calcul.
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Chapitre 7
Calcul des opacités
Comme on l'a mentionné en introduction, le spectre du rayonnement d'un gaz à une température de
quelques milliers de K est extrêmement complexe (Fig. 7.1). On se trouve alors dans des conﬁgurations où
coexistent de manière non négligeable les eﬀets des transitions lié-libre et lié-lié. A la composante conti-
nue du spectre générée par les premières viennent s'ajouter une multitude de raies correspondantes aux
degrés de liberté en rotation et translation des molécules. On peut même rencontrer des raies atomiques
pour les températures les plus élevées. Pour chaque espèce, il existe ainsi des centaines de milliers de raies
qu'il n'est donc pas possible de prendre en compte individuellement dans un calcul couplé écoulement-
rayonnement.
Dans les chapitres précédents, on a présenté le modèle M1-multigroupe en considérant les opacités
constantes par groupe. Cependant, pour des applications pratiques, il convient de bien calculer ces valeurs.
Dans ce chapitre, on s'attachera à montrer quelques méthodes qui permettent de calculer les opacités
pour les modèlesM1. On y négligera les termes de dispersion (σd = 0), celle-ci n'étant pas prépondérante
dans les applications considérées par la suite.
7.1 L'absorption spectrale
7.1.1 Proﬁls de raies d'absorption
La mécanique quantique postule qu'un gaz ne peut absorber (ou émettre) des photons que si ceux-ci
possèdent une énergie bien déﬁnie. L'ensemble de ces énergies possibles forme donc un ensemble dis-
cret : le spectre d'absorption. L'énergie d'un photon étant équivalente à sa fréquence (Ephoton = hν), ons'intéressera au spectre en fréquence. En fait, le principe d'incertitude d'Heisenberg implique qu'aucune
transition ne peut avoir lieu avec exactement la même énergie. Par conséquent, la fréquence des photons
absorbés pour une transition donnée varie légèrement. Les raies d'absorption ne sont ainsi pas exactement
ponctuelles, mais possèdent un certain proﬁl. Chaque raie peut alors être caractérisée par :
 son centre ν0, sa demi-largeur à mi-hauteur γ,
 sa hauteur S.
Le proﬁl normalisé F est ﬁxé par l'élargissement. Il existe trois principaux types d'élargissements : (j
est l'espèce, k la raie) :
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Fig. 7.1  Spectre d'un plasma d'air
† l'élargissement Doppler
FDjk(ν − νjk) =
(
ln2
pi
) 1
2 1
γDjk
exp
[
− (ν − νjk)
2 ln 2
γ2Djk
]
, (7.1.1)
avec γDjk = νjkc
(
2kT
m
ln2
) 1
2 .
† l'élargissement collisionnel (proﬁl de Lorentz)
FLjk(ν − νjk) =
γLjk
pi[(ν − νjk)2 + γ2Ljk]
, (7.1.2)
avec γLjk = ppref
ne∑
l=1
xlαjkl
(
Tref
T
)βjkl .
Dans cette dernière expression qui est une corrélation expérimentale [36], l'ordre βjkl est géné-ralement compris entre 0.5 et 1.
† l'élargissement naturel. Ce dernier est le plus souvent négligeable et peut être pris en compte dans
le proﬁl de Lorentz en modiﬁant la demi-largeur à mi-hauteur.
Comme son nom l'indique, l'élargissement collisionnel des raies est dû aux collisions entre les molécules
d'un gaz. La forme du proﬁl est calculée soit à partir de la mécanique quantique, soit à partir de la théorie
de Lorentz de laquelle elle tire son nom. L'élargissement Doppler provient de l'eﬀet Doppler qui prévoit
qu'une onde acoustique ou électromagnétique se propageant vers l'observateur apparaît compressée (si la
source se rapproche également de l'observateur) ou étirée (dans le cas contraire). Jusqu'aux températures
de quelques milliers de K l'essentiel de l'énergie est contenue dans la partie lorentzienne du proﬁl. Ceci
est d'autant plus vrai que la pression est élevée.
Dans le cas général, le proﬁl (dit proﬁl de Voigt) sera le produit de convolution des proﬁls précédents :
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FV =
(
ln2
pi
) 1
2 y
piγD
+∞∫
−∞
e−t
2
dt
y2 + (x− t)2 (7.1.3)
avec : 
x = (ln2)
1
2
ν − ν0
γD
y = (ln2)
1
2
γL
γD
(7.1.4)
7.1.2 Intensité de raie et coeﬃcient d'absorption
L'intensité de raie S12 pour la transition 1→ 2 s'exprime en fonction des caractéristiques des états : des nombres d'occupation ni, du nombre d'états n =∑i ni, des dégénérescences gi, des énergies Ei, du coeﬃcient d'Einstein B12.
S12 = B12
hν12
c
n1
n
(
1− g1
g2
n2
n1
)
. (7.1.5)
La fréquence de la raie est :
ν12 =
E2 − E1
h
. (7.1.6)
Si l'on se place à dans un milieu à l'équilibre thermodynamique local, on connaît la répartition des
populations, ce qui simpliﬁe grandement le problème. On a alors ni = giexp (− EikT ) et n = ∑i ni est lafonction de thermodynamique de partition, souvent notée Q(T ).
D'où :
S12 = B12
hν12
c
g1exp(−E1kT )
Q(T )
[
1− exp
(
−E2 − E1
kT
)]
. (7.1.7)
Le coeﬃcient d'absorption sera alors donné en fonction du proﬁl de raie par :
κν =
ne∑
j=1
xj
nj∑
k=1
,Wjk(T )Fjk(p, T ) (7.1.8)
où Wjk est proportionnel à Sjk et sera déﬁni plus loin. En supposant que le gaz se comporte commeun mélange de gaz parfaits, on en déduit l'expression de l'opacité :
σν = ρκν =
p
RT
ne∑
j=1
xj
nj∑
k=1
Wjk(T )Fjk(p, T ) (7.1.9)
7.1.3 Bases de données
Les paramètres nécessaires au calcul des opacités sont obtenus soit par des calculs soit comme résultats
expérimentaux. Dans les deux cas, leur obtention dépasse de loin le cadre de nos travaux. On les extrait
donc de bases de données. Les deux principales bases de données que l'on utilisera sont HITRAN/HITEMP
et PARADE/NEQAIR.
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HITRAN/HITEMP
Une base de données comme HITRAN/HITEMP [30] contient les données nécessaires au calcul des
opacités, avec les conventions du domaine de la spectroscopie qui utilise les quantités diﬀéremment :
 on donne non les fréquences mais les nombres d'onde ω = νc en cm−1 ; attention cette quantité estsouvent notée ν et appelée frequency !
 les quantités E
kT
deviennent C2ω
T
,
 le coeﬃcient d'Einstein B12 est remplaçé par la force d'oscillateur R12, les deux quantités étantreliées par la relation :
B12 =
8pi3
3h2
R12. (7.1.10)
Cette base de donnée est adaptée aux applications géophysiques. Les valeurs des bases sont données
pour Tref = 296K et pref = 1 atm. Ainsi pour obtenir l'intensité de raie aux conditions d'intérêt, il faututiliser les relations ci-dessous.
S12(T ) = S12(Tref )
Q(Tref )
Q(T )
exp
(−C2ω1T )
exp
(
−C2ω1Tref
) [1− exp (−C2ω12T )][
1− exp
(
−C2ω12Tref
)] , (7.1.11)
ω1 est appelée énergie du niveau 1. La base de données fournit, pour chaque espèce répertoriée,pour chaque isotopomère (conﬁguration décrivant l'ensemble des isotopes de chacun des atomes de la
molécule) de cette espèce :
 le nombre d'onde ω12 (frequency en cm−1), l'intensité à 296K (en cm−1/(molecule · cm−2)),
 le carré pondéré de la force d'oscillateur R12 (en Debye2, 1 Debye2 = 10−49 J ·m3), le nombre d'onde ω1 (lower state energy en cm−1).
On remarquera que la donnée deR12 n'est pas nécessaire, cette quantité étant contenue dans S12(Tref ).
L'opacité d'absorption σν12 sera obtenu de la manière suivante :
 le nombre de moles contenu dans le volume unitaire l3 est ni = pil3RT , le nombre de molécules est donc niNA, et l'absorption du volume niNAS12, d'où l'expression de l'opacitré d'absorption :
σν12 =
niNAS12
l2
= d
pilNAS12
RT
. (7.1.12)
La quantité W12 déﬁnie au 7.1.2 est donc W12 = lNAS12.
Concernant le proﬁl de raie, la base HITRAN/HITEMP, destinée aux aplications géophysiques, sup-
pose un proﬁl lorentzien. La largeur de raie est donnée par :
γ(p, T ) = p [γair(pref , Tref )(1− xi) + γself (pref , Tref )xi]
(
Tref
T
)β
(7.1.13)
La base de données fournit γair, γself et β (dénommé n).
La base HITRAN est la référence en matière de spectroscopie atmosphérique. Elle représente à l'heure ac-
tuelle le nec plus ultra de ce qui existe pour des applications géophysiques. Extraordinairement complète,
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résultat d'années d'eﬀorts de nombreuses équipes de recherche, elle est pourtant limitée. En eﬀet, les
dépendances en température des paramètres sont plus des corrélations que des résultats expérimentaux.
Par conséquent, cette base de donnée est insuﬃsante pour résoudre des problèmes á haute température.
Son extension HITEMP permet de faire des calculs aux alentours de 1000K, mais elle est limitée au
seules expèces CO2, CO, H2O et OH.
PARADE/NEQAIR
PARADE est un code développé par l'ESA [21] qui reprend et améliore le code NEQAIR de la NASA.
Entre autres choses, il permet de calculer l'opacité moyenne de certaines espèces sur des bandes étroites
à partir des données spectroscopiques de celles-ci.
Contrairement à HITRAN, il permet d'obtenir des opacités admissibles même à haute température.
En particulier, il prend en compte la composante continue générée par les transitions lié-libre. Il fournit
également les termes d'émission, même dans certains cas hors équilibre thermodynamique local (NEQAIR
est l'acronyme de Non EQuilibrium AIr Radiation).
7.2 Obtention des opacités pour les modèles M1
Les modèles M1, comme tous les modèles aux moments, nécessitent la connaissance des opacités
moyennes σa, σe et σf . A partir du moment où l'on connaît l'opacité d'absorption microscopique σ,
il est relativement facile de calculer σe qui se trouve être la moyenne de Planck de l'opacité sur le
groupe considéré (ou sur tout le spectre dans le cas gris). En revanche, le calcul de σa et σf nécessite la
connaissance de la fonction d'intensité radiative sous-jacente. On voit d'ailleurs que ces calculs sont plus
complexes car on a σa = σa(T, ν, ER, FR) dans le cas général. L'un des avantages du modèle M1 résidedans le fait que la fonction d'intensité radiative sous-jacente est connue et positive en fonction de ER et
fˇ , on est donc en mesure de calculer σa et σf à partir de σ(ν).
7.2.1 Cas gris, coeﬃcient d'absorption variable
Dans le cas où le coeﬃcient d'absorption dépend de la fréquence, les moments de l'équation de transfert
vont s'écrire :

∂ER
∂t
+ ∇ · FR = c(σeaT 4 − σaER),
1
c
∂FR
∂t
+ c∇ ·DRER) = −σfFR,
σe =
< σνBν >
aT 4
,
σa =
< σνIν >
ER
,
σf =
< σνΩIν >
FR
.
(7.2.1)
Généralement, comme on le mentionnait en introduction de ce paragraphe, seule l'opacité d'émission
σe est calculable car elle ne dépend pas de la solution Iν . On sait cependant trouver une solution dans lecas du modèleM1 grâce à la connaissance de la fonction de fermeture. En particulier, lorsque le coeﬃcient
d'absorption dépend de la fréquence sous forme :
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σ(ν) =
N∑
i=1
Ciν
i−3, (7.2.2)
cette solution, qui a été abordée dans [32] pour traiter le cas des suies dans une ﬂamme, s'écrit :

σe =
15
pi4
N∑
i=1
i! Ci ζ(i+ 1)
(
kT
h
)i−3
,
σa =
45
pi4
N∑
i=1
(i− 1)! Ci ζ(i+ 1)
[
kT
hB(1−A2)
]i−3 i−1∑
l=0
P ila (A),
σf =
45
8pi4
N∑
i=1
(i− 1)! Ci ζ(i+ 1)
[
kT
hB(1−A2)
]i−3 P ifl(A)
A3
,
(7.2.3)
avec :

P ila (A) =
(1 +A)l − (1−A)i−l−1
3 +A2
,
P ifl(A) = (1−A)i(iA+ 1) + (1 +A)i(iA− 1).
(7.2.4)
Le développement est limité aux valeurs de i supérieures à 1. En eﬀet les intégrales font intervenir
des termes en νi, donnant des valeurs indéterminées en ν → 0 lorsque i < 1.
A et B sont les multiplicateurs de Lagrange dans le cas gris (cf. [8], [32]) et s'expriment analytiquement
en fonction de T et de fˇ . Dans le cas de la diﬀusion Rayleigh σ = C1ν, on a :

σe =
360C1ζ(5)kT
pi4h
,
σa =
270C1ζ(5)kTR
pi4h
(C − 1) 14 (fˇ2 − 4 + 2C)fˇ
(fˇ2 − 2C) 12 (C − 2) ,
σf =
90C1ζ(5)kTR
pi4h
(C − 1) 14 (fˇ2 − 4 + 2C)fˇ
(fˇ2 − 2 + C) 12 fˇ ,
(7.2.5)
avec ζ(5) ' 1.03692.
On retrouve une valeur classique pour σa [24]. On notera que ces quantités sont indéterminées lorsque
fˇ = 1. Ceci ne pose cependant aucun problème [32] car dans ce cas : σa = σe TRT , σf = 54σa.
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7.2.2 Cas général
Opacités
Le problème est donc d'exprimer les moyennes de l'équation 7.2.1 dans le cas d'un groupe de fré-
quence1 :
< σνBν >q =
p
RT
∑
j
xj
∑
k
ν
q+12∫
ν
q− 12
∫
S2
WjkFjkBνdΩdν, (7.2.6)
< σνIν(Ω) >q =
p
RT
∑
j
xj
∑
k
ν
q+12∫
ν
q− 12
∫
S2
WjkFjkIν(Ω)dΩdν. (7.2.7)
Ceci ne pose en fait aucun problème dans la mesure où l'on peut supposer que les fonctions Bν ou Iνsont constantes sur la largeur de raie. On a :
σeq = σp,q '
4pip
caθ4
∑
j
xjOqj(T ), (7.2.8)
σaq '
p
RTcER,q
∑
j
xj
∑
k
J (0)νjkWjk, (7.2.9)
σfq '
p
RTcFR,q
∑
j
xj
∑
k
J (1)νjkWjk. (7.2.10)
L'opacité O pour l'espèce j dans le groupe q étant déﬁnie par :
Oqj =
∑
k
Bνjk
Wνjk
RT
. (7.2.11)
Les moments angulaires J (i) de l'intensité radiative étant déﬁnis par :
J (0)ν =
∫
S2
Iν(Ω)dΩ, (7.2.12)
J (1)ν =
∫
S2
ΩIν(Ω)dΩ. (7.2.13)
Comme on peut le voir, on peut calculer ces opacités dans le cas du modèleM1 car on connaît la forme
de l'intensité radiative sous-jacente et que celle-ci est positive. Pour d'autres modèles, on ne pourra pas
les déterminer. Par exemple, l'intensité radiative sous-jacente du modèle P1 n'est plus positive lorsque
l'anisotropie est trop élevée.
Remarque 14. Ce calcul suppose deux approximations. La première, que l'on a mentionnée, est que
les variations de la planckienne sont négligeables sur la largeur de raie. Cette approximation est toujours
très bonne. En revanche, on a également supposé qu'il n'y avait pas recouvrement entre deux raies.
Cette hypothèse peut être mise en défaut. Dans ce cas, l'opacité de la région de superposition des raies
est légèrement inférieure à la somme des deux opacités. On peut alors calculer l'opacité résultante en
utilisant par exemple la méthode de Hottel et Saroﬁm [15].
1Wjk = lNASjk. La déﬁnition de Sjk est donnée par (7.1.7).
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Intégration par bandes étroites
On a supposé que l'on pouvait disposer des paramètres de raie pour pouvoir calculer ces opacités
moyennes. Une base de données comme HITRAN donne accès à ces paramètres. Cependant, HITRAN
est construite pour des applications géophysiques. Pour des calculs à haute température, des bases de
données aussi complètes et détaillées qu'elle ne sont pas disponibles. Toutefois, on peut faire un calcul
similaire à partir d'un spectre provenant d'un modèle à bandes étroites. L'opacité est alors supposée
constante par bande et les formules (7.2.8) à (7.2.10) sont encore applicables. L'opacité résultante sera
alors exacte à une marge d'erreur près. Des codes tels que PARADE ou NEQAIR peuvent générer des
valeurs d'opacités par bandes étroites. Comme σ est supposée constante sur un petit intervalle (la bande),
les intégrations sont relativement simples sous l'hypothèse que les bandes sont assez ﬁnes pour que l'on
puisse y négliger les variations de la planckienne et de l'intensité radiative :
σeq = σp,q '
4pip
caθ4q
∑
j
xjσνjkBνjk , (7.2.14)
σaq '
p
cER,q
∑
j
xj
∑
k
σνjkJ
(0)
νjk
, (7.2.15)
σfq '
p
cFR,q
∑
j
xj
∑
k
σνjkJ
(1)
νjk
. (7.2.16)
J
(0)
νjk et J (1)νjk ont été déﬁnies dans le dernier paragraphe.
7.2.3 Implémentation des opacités
Dans l'absolu, on a besoin des valeurs de σe, σa et σf à chaque instant quelle que soit la conﬁguration
(températures, densités,...). Un calcul en ligne serait bien trop coûteux par conséquent on choisit là encore
de précalculer les opacités. Dans le cas de l'équilibre thermique, ce précalcul se décompose comme suit :
1. On suppose que σi(ρ, T ) = ρiκi(T ).2. On approche κi par une fonction de T (pas souci de simplicité on utilisera la même formule pourtoutes les espèces au cours d'une même simulation). Par exemple :
κi(z) =
A0
z
+A1 +A2 ln(z) +A3z +A4z2 où z = 10000
T
, (7.2.17)
κi(z) =
B0
z
+B1 +B2 ln(z) +B3z +B4z2 +B5exp(z) +B6z8 où z = T1000 . (7.2.18)
3. Pour le calcul de σe, on choisit un échantillon de températures pour déterminer les constantes Aiou Bi.4. Pour le calcul de σa et σf , il faut également échantillonner deux grandeurs radiatives (on choisit
TR et fˇ). Dans ce cas, Ai = Ai(TR, fˇ).Les coeﬃcients Ai ou Bi sont stockés. Lors des calculs en ligne, on obtient directement σeq(T ). Quantà σa et σf , ils sont interpolés à partir des donées précalculées.
Validation du modèle
La mise au point (choix des intervalles spectraux) et la validation de la méthode va se faire sur un
cas où la résolution détaillée est possible. On choisit pour cela une plaque d'épaisseur e contenant un
mélange de gaz à la pression p et à la température T . Toutes ces valeurs sont constantes dans l'épaisseur
et le milieu extérieur est transparent et non émissif. L'équation de transfert stationnaire s'écrit :
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µ
∂I+ν
∂x
= σν(Bν − I+ν ). (7.2.19)
Dans l'équation ci-dessus I+ν (x, µ) est l'intensité du rayonnement de gauche à droite, x l'axe normalà la plaque, ayant pour origine la face arrière. Bν et σν sont des constantes.La solution est immédiate :
I+ν = Bν
1− e−σνxµ
 . (7.2.20)
D'où le ﬂux radiatif :
F+ν = 2piBν
[
1
2
− E3(σνx)
]
. (7.2.21)
Où E3 est la troisième exponentielle intégrale déﬁnie par (cf. chapitre 5) :
E3(x) =
∞∫
1
exydy
y3
. (7.2.22)
C'est cette quantité, intégrée sur un intervalle de fréquence, que l'on comparera à la solution M1 du
problème.
FRq,x =
ν+ 12∫
ν− 12
F+ν (e)dν (7.2.23)
Les résultats de cette application se trouvent dans le chapitre suivant.
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Chapitre 8
Applications
Ce chapitre regroupe un certain nombre d'applications, certaines d'entre elles visent à montrer les
potentialités du modèle M1 multigroupe, les autres sont représentatives de ce que l'on peut simuler à
l'heure actuelle avec nos modèles.
On commencera au paragraphe 8.1 par comparer le modèle M1 avec les modèles de diﬀusion à ﬂux
limités. On verra que si au premier coup d'oeil on pourrait penser que ces modèles ont des qualités si-
milaires, il existe néanmoins des diﬀérences importantes. Au paragraphe 8.2, on regardera les résultats
pour des ondes de Marshak. Cette application est l'une des rares à ne faire intervenir que le transfert
radiatif, les résultats que l'on obtiendra permettront donc de vériﬁer la validité et les performances du
modèle M1-multigroupe en tant que tel.
Le paragraphe 8.3 sera consacré à deux applications qui valideront les méthodes de couplage. Tout
d'abord le choc radiatif est un cas 1D qui possède une certaine raideur au niveau du choc et permettra de
vériﬁer la robustesse du modèle couplé. On regardera également le cas de la convection dans un four. Ici,
les vitesses sont très faibles, ainsi cette application permet de valider le comportement du modèle couplé
dans des conﬁgurations 2D très subsoniques.
Le cas étudié au paragraphe 8.4 a pour objectif de connaître précisémment les performances de notre
modèle lorsque l'on dispose d'une base de donnée suﬃsamment précise. On calcule les eﬀets du rayon-
nement dans une lame de gaz pour laquelle on connaît grâce à la base de données HITEMP/HITRAN
tout le détail du spectre. Ce cas est simpliﬁé de sorte que l'on puisse calculer la solution analytique et la
comparer aux valeurs prédites par le modèle.
Au paragraphe 8.5, préliminaire au paragraphe 8.6, on s'intéresse à un écoulement complexe autour
d'une balle tirée dans un tube à choc. Les résultats obtenus seront comparés avec les résultats et les
expériences présents dans la littérature [33].
Enﬁn, le paragraphe 8.6 montrera sur trois cas l'étendue des possibilités du modèle. Il y sera ques-
tion de calculs autour de sondes spatiales en rentrée atmosphérique terrestre, martienne et vénusienne.
Les simulations prennent en compte une modélisation complexe comprenant de la chimie hors équilibre.
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8.1 Comparaisons entre les modèles M1 et de diﬀusion à ﬂux
limité
A première vue, le modèle M1 et les modèles de diﬀusion à ﬂux limité ont des qualités comparables.
Ce sont deux modèles macroscopiques donc relativement rapides, mais induisant les mêmes inconvénients.
On sait qu'ils ont tous les deux de bons comportement dans les régimes limites : en régime de diﬀusion,
sous réserve que le schéma numérique soit adapté pour le modèle M1 (se référer au paragraphe sur la
limite diﬀusive au chapitre 6) et en régime de transport, sous réserve que le limiteur agisse correctement
pour les modèles de diﬀusion à ﬂux limité. Cette première application a pour but de vériﬁer si leurs
comportements sont vraiment équivalents ou si des diﬀérences peuvent exister.
Les modèles de diﬀusion à ﬂux limité considérés ici proviennent d'un modèle de diﬀusion hors équi-
libre (voir le chapitre 3). Lorsque ses conditions de validité ne sont plus remplies, ce modèle peut violer
la limitation du ﬂux et prédire des solutions incorrectes. Une manière de pallier à cette diﬃculté est de
prévoir un facteur de limitation du ﬂux : dans l'équation (3.2.25), le terme −∇( c
3σdq
∇Eq
) est remplacé
par −∇( cλ
3σdq
∇Eq
). Le paramètre de limitation du ﬂux λ doit être égal à 1 pour les régimes isotropes
pour lesquels le modèle de diﬀusion hors équilibre donne de bons résultats. En revanche, il varie ensuite
pour assurer que le ﬂux ne dépassera pas la limite physiquement admissible. Divers limiteurs sont utili-
sés, on en considèrera quatre, tous introduits ou rappellés dans [18]. Ils dépendent tous d'un facteur R
proportionnel à ∇E :
• Limiteur de Kershaw :
λ =
2
3 +
√
9 + 4R2
, (8.1.1)
• Limiteur de Minerbo :
λ =

2
3 +
√
9 + 12R2
|R| < 3
2
,
1
1 +R+
√
1 + 2R
sinon, (8.1.2)
• Un limiteur proposé par Levermore :
λ =
1
R
(
coth(R)− 1
R
)
, (8.1.3)
• Le limiteur dit 'Levermore-Lorentz' (cf. [18]).
Il faut noter au passage qu'il y a un air de famille entre le modèle M1 et le modèle de diﬀusion avec
limiteur de Levermore-Lorentz puisque dans les deux cas la forme de l'intensité radiative sous-jacente est
identique. Il est donc particulièrement intéressant de comparer ces deux modèles.
Pour ce faire, on choisit une application 1D très simple : on regarde l'évolution d'une onde chaude
qui pénètre dans un milieu initialement froid et à l'équilibre radiatif. Dans tous les cas, la température
initiale du milieu est de 300 K et l'onde qui pénètre par la gauche est une demi-planckienne à 1000 K.
Le but étant de comparer les comportements des modèles, on se placera dans le cas académique d'une
opacité constante σ = 100. L'évolution de la température sera régie par l'équation simpliﬁée (3.2.11) et le
seul paramètre que l'on fera varier entre les diﬀérentes simulations est la densité ρ du milieu. Les résultats
seront comparés avec ceux donnés par le modèle cinétique présenté au chapitre 4 que l'on utilisera dans
ce cas comme solution de référence en lui imposant 80 directions et 60 fréquences.
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On regarde tout d'abord les résultats lorsque ρCv = 10−4. L'évolution des modèles cinétique, M1et de diﬀusion limitée avec un limiteur de Kershaw est donnée pour trois temps : un temps 'court'
(t0 = 1.33.10−9s), un temps 'intermédiaire' (t1 = 1.33.10−8s), et un temps 'long' (t2 = 1.33.10−7s) :
0 0.02 0.04 0.06 0.08 0.1
300
400
500
600
700
800
900
1000
M1
flux−limited diffusion/Kershaw
kinetic model
Figure 1 (a)-Températures Radiatives des 3 modèles
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Figure 1 (b)-Températures matière des 3 modèles
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Figure 1 (c)-Températures matières à t2
Les prédictions du modèle de diﬀusion à ﬂux limité sont clairement en avance sur la solution. Cette
avance se réduit en temps long où l'on attend des résultats très proches. En revanche le modèleM1 donne
des résultats satisfaisants. Sur la ﬁgure (c), on a reporté les résultats de deux autres modèles : le modèle
de diﬀusion avec un limiteur de Levermore-Lorentz et le modèle P1. On rappelle que le modèle P1 peut
être vu comme un modèle aux moments pour lequel la pression radiative est donnée par PR = ER/3. Son
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domaine de validité ne couvre pas les trop grandes anisotropies, c'est pourquoi il donne une mauvaise
forme du précurseur (les anisotropies sont relativement faibles partout ailleurs). Quant au limiteur de
Levermore, même s'il donne des résultats légèrement meilleurs à ceux fournis par le limiteur de Kershaw,
il reste néanmoins très en avance sur la solution à t2.
Regardons maintenant ce qui se passe lorque l'on prend un milieu très peu dense. On impose donc
ρCv = 10−5 et l'on obtient :
Figure 2- Comparaison entre les diﬀérents modèles - deuxième cas
Modèles cinétique (trait plein), M1 (pointillés courts) et de diﬀusion à ﬂux limité avec limiteur de
Kershaw (pointé), Minerbo (trait mixte) et Levermore-Lorentz (pointillés longs).
La ﬁgure de gauche montre les résultats des diﬀérents modèles pour t = 1.3310−7s, celle de droite en
temps plus long. Comme on peut s'y attendre, au bout d'un certain temps, les résultats des modèles M1
et de diﬀusion à ﬂux limité sont quasiment identiques. Cependant, la ﬁgure de gauche est assez révélatrice.
D'une part, on peut constater que les modèleM1 (en pointillés ﬁns sur la ﬁgure) donne une excellente pré-
diction par rapport au modèle cinétique (en trait plein). En revanche, les modèles de diﬀusion à ﬂux limité
sont parfois en avance (c'est le cas avec le limiteur de Levermore-Lorentz, en pointillés longs sur la ﬁgure)
et parfois en retard (c'est le cas des limiteurs de Minerbo, en trait mixte, et de Kershaw, le plus en retard).
Cette conﬁguration simple permet de soulever des diﬀérences entre le modèle M1 d'une part et les
modèles de diﬀusion à ﬂux limité d'autre part. Dans les cas extrêmes, tous donnent des résultats com-
parables, dans les régimes de diﬀusion (ou en temps long) comme dans les régimes de transport (ou en
temps court). Cependant, des diﬀérences notables apparaissent dans les régimes intermédiaires : si le
modèle M1 y donne encore de bonnes prédictions, les modèles de diﬀusion à ﬂux limité y ont un mauvais
comportement. Leurs résultats sont d'autant plus approximatifs dans ce cas que l'on ne peut avoir, quel
que soit le limiteur, aucune idée de l'erreur commise : la solution est parfois plus ou moins en avance,
parfois plus ou moins en retard.
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Par conséquent, il y a une grande incertitude à résoudre des cas instationnaires avec des modèles de
diﬀusion à ﬂux limité. En revanche, pour des cas stationnaires, ils donnent de bons résultats, compa-
rables avec ceux du modèle M1. Des résultats similaires peuvent être trouvés dans [14].
L'une des caractéristiques principales du modèle M1 est de bien représenter l'anisotropie dans ce type
de conﬁguration. On la vériﬁe en la comparant avec l'anisotropie prédite par le modèle cinétique :
Figure 2bis- Comparaison entre les facteurs d'anisotropie prédits par les modèles P1, M1 et par le
modèle cinétique.
La conﬁguration qui a amené ce résultat ressemble aux précédentes. Toutefois, on a imposé une
température entrante très forte (5780K) devant la température initiale (300K) aﬁn d'obtenir un cas
où les facteurs d'anisotropie seraient très importants. Comme il était prévisible, le modèle P1 prédit des
anisotropies assez éloignées de la réalité alors que les modèlesM1 donnent une très bonne approximation,
en particulier si l'on utilise un schéma cinétique. Cette bonne prédiction du facteur d'anisotropie, et donc
des ﬂux radiatifs, est très importante si l'on veut correctement évaluer les pertes radiatives. De ce point
de vue, le modèle M1 est donc également satisfaisant.
8.2 Onde de Marshak multigroupe
On va ici regarder l'évolution d'une onde qui pénètre dans un milieu initialement à l'équilibre radiatif.
Cette application simple, puisqu'on ne s'intéresse qu'au rayonnement en une dimension d'espace, permet
de valider le modèle multigroupe et surtout de montrer son intérêt par rapport au modèle gris.
Dans un premier temps, on considère un milieu à l'équilibre à la température de 1000K et dont l'opacité
est supposée constante par morceaux : relativement opaque dans l'infrarouge et l'ultraviolet (respecti-
vement 4 et 3.2m−1) et transparent dans le visible (10−3m−1). On impose ρCv = 10−4 dans tout ledomaine. A t = 0, on fait pénétrer par la gauche une demi-planckienne à T = 5780K puis on regarde
l'évolution de celle-ci dans le milieu.
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Le premier résultat montre les valeurs calculées par le modèleM1-gris, le modèleM1-multigroupe avec
3 groupes et le modèle cinétique qui servira de référence avec 100 directions et 80 bandes de fréquence.
Sur la ﬁgure, on trouve les solutions à deux temps diﬀérents :
Figure 3-(a)Température radiative des trois modèles en régime instationnaire pour 2 temps diﬀérents
Figure 3-(b)Facteurs d'anisotropie du modèle gris et dans chaque groupe du modèle multigroupe au
premier temps.
Ce cas académique montre bien la diﬃculté que peut éprouver le modèle M1 gris. Devant par la force
des choses faire avec des opacités moyennées sur tout le spectre de fréquence, il surestime les eﬀets dans le
visible pour sous-estimer ce qui se passe en infrarouge et dans l'ultra-violet. Ici, cela résulte en une vitesse
de front un peu trop importante. Les résultats instationnaires sont donc approximatifs. En revanche, le
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modèleM1 à trois groupes peut s'appuyer sur trois moyennes diﬀérentes pour chaque opacité et reproduit
très bien l'évolution.
Malgré la très bonne position du front d'onde donnée par le modèle M1-multigroupe, on peut remarquer
un comportement étrange vers le bord gauche du domaine. Cet artefact numérique provient du schéma
HLLE qui a été utilisé pour cette application. Aﬁn de le vériﬁer, on compare les températures radiatives
prévues pour le même modèle par un schéma HLLE d'une part et un schéma cinétique d'autre part :
Figure 4-Température radiative donnée par un schéma cinétique et un schéma HLLE.
Le schéma cinétique a un très bon comportement sur tout le domaine. La diﬀérence avec HLLE
provient des conditions aux limites : le schéma cinétique est en eﬀet capable de diﬀérencier ce qui vient
de la gauche de ce qui vient de la droite. Par conséquent, il respecte la condition imposée aux limites d'une
demi-planckienne entrante par la gauche. Hormis aux limites, le schéma HLLE a un bon comportement.
Dans la suite, on utilisera donc systématiquement une condition cinétique aux limites, même lorsque l'on
conservera le schéma HLLE à l'intérieur du domaine.
8.3 Validation du modèle couplé
8.3.1 Choc radiatif
Le choc radiatif est un cas 1D couplé et gris. On regarde l'inﬂuence du rayonnement sur un choc
hydrodynamique stationnaire. Si le choc est faible, les eﬀets du rayonnement sont négligeables et le proﬁl
est donné par les relations de Rankine-Hugoniot. Lorsque la vitesse de l'écoulement augmente, le choc
est plus important et la température de l'état haut augmente. Sous l'eﬀet du rayonnement, la zone en
amont du choc est chauﬀée jusqu'à une température T−. Ceci entraîne alors une augmentation de latempérature de l'autre côté du choc et un pic de température se développe en aval. Ce pic n'est pas
un artiﬁce numérique et est relativement diﬃcile à obtenir numériquement. Pour plus de détails, on se
réfèrera à [22]. On calcule ce choc avec les paramètres suivants : ρg = 1.20kg.m−3, ug = 10000m.s−1,
pg = 101325Pa, Tg = 294.153K, et d'après les relations de Rankine-Hugoniot ρd = 7.1577kg.m−3,
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ud = 1676.5m.s−1, pd = 99983112.5Pa et Td = 4866217K. L'opacité vaut 1000m−1. Il n'y a pas dedispersion. Les valeurs radiatives initiales sont ER = aT 4 et FR = 0 pour chaque point d'espace (il y adonc deux valeurs d'énergie radiative selon que l'on soit à gauche ou à droite du choc initial). Le maillage
comporte 400 points d'espace et est raﬃné au voisinage du choc de manière exponentielle (la plus petite
cellule a un diamètre de 1µm).
Figure 5- Choc radiatif-Températures
Les résultats sont comparables avec ceux fournis dans [1] et [2]. Le pic et la zone de préchauﬀage sont
convenablement résolus. Bien qu'académique puisqu'on néglige les variations d'opacité, ce cas permet de
montrer la robustesse de la méthode. Il est à noter que pour obtenir ce résultat stationnaire, on peut
se permettre de prendre des pas de temps de l'ordre de 1020 fois le pas de temps explicite, limité par
la condition CFL radiative. Ceci représente de l'ordre de 107 fois le pas de temps explicite que l'on
obtiendrait pour un cas identique sans rayonnement. Dans ce cas, le préconditionneur diagonal par blocs
permet de gagner un facteur 105 sur le pas de temps par rapport au calcul non préconditionné.
Arrêtons-nous un instant sur les facteurs d'anisotropie prédits par les modèles M1 et P1 sur ce cas-
test.
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Facteur d'anisotropie fourni par les modèles M1 et P1.
On voit clairement que le modèle P1 sous-estime largement les anisotropies dans ce cas. Il est à noter
que le modèle M1 donne des facteurs d'anisotropie très proches de ce que prédit le modèle cinétique.
Avoir un modèle qui prédit correctement l'opacité est d'autant plus important que cela inﬂue directement
sur les échanges d'énergie avec la matière. Cette prédiction est bien entendu plus diﬃcile à eﬀectuer dans
les zones de forte anisotropie, d'où l'importance d'avoir un modèle qui vériﬁe l'hypothèse de limitation
du ﬂux.
8.3.2 Convection dans un four
Pour cette simulation couplée en deux dimensions d'espace, le problème est radicalement diﬀérent
de tous les autres présentés dans ce document. Ici, on considère un four carré rempli d'air (initialement
ρ = 2kg.m−3 et T = 1500 K) et soumis à la gravité terrestre. Ses deux bords verticaux sont maintenus
à température constante, 1000 K à gauche et 2000 K à droite. On supposera que l'opacité est constante
et égale à 50m−1. Enﬁn, l'air est initialement au repos.
Sous l'eﬀet de la gravité, l'air chaud a tendance à s'élever, ce qui génère une circulation d'air dans
le four. Les conditions prises pour cette simulation donnent un nombre de Rayleigh qui nous place dans
un régime très légèrement turbulent : Ra = g∆TL
3Pr
T0µ2
' 1.71109. Le nombre de Rayleigh est donné
ici dans le cas d'un gaz parfait, avec une conductivité qui suit une loi de Prandlt. L est une dimension
caractéristique du problème, ∆T l'écart entre les températures de paroi et Pr le nombre de Prandlt. Lesrésultats obtenus sont similaires à ceux présentés dans [2].
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Figure 6-Température stationnaire (a)Radiative-(b)Matière
Le principal intérêt de cette simulation est de montrer que notre modèle se comporte bien dans des
cas très largement subsoniques. Le rayonnement a une inﬂuence sensible sur l'écoulement. D'une part,
la valeur maximale de la température est augmentée de plus de 100 K à cause de l'apport d'énergie
fournie par le rayonnement des parois. Il se développe également un proﬁl de vitesse presque circulaire
qui n'apparaît pas dans les simulations prenant en compte l'hydrodynamique seule. De plus, la vitesse de
circulation est plus de 10 fois supérieure en présence du transfert radiatif.
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8.4 Validation du calcul des opacités moyennes : cas d'une lame
de gaz
Comme on l'a mentionné au chapitre 3, si l'on regarde le second membre d'un modèle macroscopique,
en particulier M1-multigroupe (5.3.3)-(5.3.4), il apparaît diﬀérentes opacités alors qu'il n'en existe que
deux dans l'équation du transfert radiatif d'où provient le modèle1. Ceci provient des intégrations, on a
en particulier :
σa =
< σI >
ER
(8.4.1)
σe =
< σB >
ER
(8.4.2)
σf =
< cσΩI >
FR
(8.4.3)
L'une des diﬃcultés les plus importantes pour modéliser le transfert radiatif consiste à bien choi-
sir ces opacités moyennes. L'intérêt d'un modèle tel que M1 est que l'on connaît la forme de I et que
l'on peut par conséquent exprimer σa et σf en fonction de ER et FR. Le calcul présent donne une idéede la précision de la méthode et de l'importance de prendre parfois un modèle multigroupe (cf chapitre 7).
On considère une lame de gaz de largeur 1 m et portée à une température de 1400K. Un calcul pré-
liminaire donne la composition du mélange, donnée dans le tableau suivant :
Espèce Fraction massique (%)
N2 69.239
O2 0.000
CH4 1.776
CO 0.100
CO2 18.899
H2O 9.986
Composition du mélange gazeux.
Pour chaque espèce, on construit les spectres d'opacité à partir de la base de données spectroscopique
HITEMP/HITRAN. Le spectre ainsi obtenu est le suivant :
1les opacités d'absorption/émission et de dispersion
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Partie du spectre du mélange gazeux considéré
On a négligé les isotopes de chacune des espèces. Ce spectre regroupe ainsi 1 677 564 raies dont 970
838 raies d'H2O, 687 924 raies de CO2 et 18 802 raies de CO. Même si la plupart d'entre elles ontune intensité négligeable, on les prendra en compte malgré tout pour faire ce calcul. Si l'on suppose que
rien ne pénètre dans le domaine, on peut connaître la solution analytique sous la seule hypothèse d'une
variation lente de la fonction de Planck par rapport aux raies :
ER =
∑
i
Bνi(T )
∞∫
0
(2− E2(σai (ν)x)− E2(σai (ν)(1− x)))dν (8.4.4)
FR =
∑
i
Bνi(T )
∞∫
0
(1− E3(σai (ν)x)− E3(σai (ν)(1− x)))dν (8.4.5)
Les intégrales peuvent être calculées numériquement avec autant de précision que nécessaire2. On
compare alors cette solution avec les résultats de diﬀérentes conﬁguration des modèles M1 : M1-gris,
M1-multigroupe avec 3 ou 15 groupes, demi-M1 gris (voir [9]) et demi-M1 multigroupe (voir [37]) avec
3 ou 15 groupes. Les 15 groupes sont déﬁnis comme suit :
2Les fonctions Ei sont les exponentielles intégrales déﬁnies au chapitre 5.
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Numéro du groupe νq− 12 [cm−1] νq+ 12 [cm−1]1 0 665
2 665 680
3 680 750
4 750 850
5 850 1000
6 1000 1200
7 1200 1600
8 1600 1650
9 1650 1900
10 1900 2140
11 2140 2200
12 2200 2300
13 2300 2350
14 2350 2400
15 2400 +∞
Déﬁnition des 15 groupes.
Pour les calculs à trois groupes, on concatène les groupes 1 à 7, 8 à 10 et 11 à 15. Les résultats,
calculés au point x = 1 sont :
Modèle Température Radiative (K) Facteur d'anisotropie Erreur sur le ﬂux(%)
Calcul analytique 125.0 0.22 n/a
M1-gris 240.2 0.47 290.32
M1-3 groupes 92.8 0.51 42.12
M1-15 groupes 118.2 0.28 5.27
demi-M1 gris 177.4 0.42 241.47
demi-M1-3 groupes 112.4 0.34 0.39
Comparaison des diﬀérents modèles M1 avec la solution analytique en x = 1.
A cause du calcul numérique des intégrales, les résultats du calcul analytique ont une tolérance de
±1%. Le découpage en groupes a été eﬀectué en tenant compte de la forme générale du spectre du
mélange. On remarque que le modèle M1-gris surestime largement les grandeurs alors que les modèles
multigroupes donnent les bons ordres de grandeur. Ceci est dû à la répartition sur le spectre des plus
hautes raies qui sont localisées dans quelques zones privilégiées. Le découpage en 15 groupes, qui respecte
en gros ces zones d'opacités donne de bons résultats. Il est à noter que dans ce cas, les premiers groupes
ont une énergie négligeable, on doit donc pouvoir obtenir un résultat similaire avec une petite dizaine de
groupes. Dans tous les cas, on voit qu'en augmentant le nombre de groupes, on améliore le résultat. Au
moyennage en fréquence s'ajoute une erreur due au moyennage en direction, comme le prouve les résultats
du modèle demi-M1 à nombre de groupes égal. Pour conﬁrmer cette tendance, on regarde l'exemple très
simple où, dans la même conﬁguration par ailleurs, l'opacité est constante égale à 1.
Modèle Température Radiative (K) Facteur d'anisotropie Erreur sur le ﬂux(%)
Calcul analytique 1139.9 0.44878 n/a
M1-gris 1053.9 0.63192 2.97
demi-M1 gris 1141.0 0.42797 4.44
Résultats pour un calcul gris.
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Ici, on voit que le moèle demi-M1 donne de bons résutats généraux alors que le modèle M1 fait
une erreur sur l'énergie. Comme il prédit un ﬂux très correct, cette erreur est reportée sur le facteur
d'anisotropie.
8.5 Ecoulement hypersonique autour d'une sphère
Cette application reproduit une simulation eﬀectuée par Sakai, Tsuru et Sawada [33]. Elle a pour
objectif de valider les codes couplés d'aérodynamique radiative pour des applications spatiales. C'est
donc une première étape avant les écoulements autour des corps de rentrée planétaire présentés dans le
paragraphe suivant. Ici, une balle dont la partie avant est sphérique de rayon 3 mm est tirée dans un tube
à choc à contre-courant pour obtenir des vitesses relatives élevées (v = 13.4 ou 16 km.s−1). L'écoulement
autour de la partie avant reproduit donc à petite échelle celui que l'on pourrait trouver à l'avant d'une
sonde. Les conditions initiales sont celles que l'on trouve dans l'atmosphère terrestre à 57 km d'altitude.
On y trouve un choc hydrodynamique détaché à l'avant duquel l'air est froid. Entre le choc et le corps,
l'air est chauﬀé et on trouve des especes chimiques monoatomiques voire ionisées.
Dans cette application, on va considérer deux modèles pour l'air. Le premier est un modèle à deux
groupes développé par l'équipe de Nicolet [27]. C'est un modèle qui suppose l'équilibre thermodynamique
local et l'air est traité comme un gaz réel du point de vue hydrodynamique. Il est relativement simpliﬁé
mais permet déjà d'obtenir une première approximation intéressante.
Dans un deuxième temps, on utilisera un modèle plus détaillé. On se placera hors équilibre chimique
(mais toujours à l'équilibre thermique). On supposera l'air à température ambiante uniquement composé
de 80% de diazote et 20% de dioxygène en masse. L'ablation du projectile sera négligée. Cependant,
dans l'un des calculs, on supposera la présence d'un peu de carbone provenant des débris. Les espèces
considérées sont : N2, O2, N , O, et NO auxquels s'ajouteront éventuellement C2, C et CN . Les réactionschimiques considérées sont :
N2 +M1 ⇀↽ N +N +M1,
O2 +M2 ⇀↽ O +O +M2,
NO +M3 ⇀↽ N +O +M3,
N2 +N ⇀↽ 3N,
NO +O ⇀↽ N +O2,
N2 +O2 ⇀↽ 2NO,
N2 +O ⇀↽ N +NO,
2CN ⇀↽ C2 +N2,
N2 + C ⇀↽ CN +N,
CN + C ⇀↽ C2 +N,
CN +O ⇀↽ C +NO.
Mi sont ici des catalyseurs. On a choisi de décomposer arbitrairement le spectre en quatre groupespour les simulations associées. Les opacités ont été calculées à partir de PARADE pour les espèces mo-
noatomiques et de bases de données internes au CEA pour les autres [7]. Les bases de données du CEA
fournissent un niveau d'information identique à PARADE si ce n'est qu'elles supposent toujours une
répartition boltzmannienne des populations.
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On présente tout d'abord les températures matière prévues avec ou sans couplage selon une géométrie
2D plane ou axisymétrique à partir du modèle d'air simpliﬁé.
Figure 7-Températures prévues par les calculs (a) couplé axisymétrique-(b) non couplé axisymétrique-(c)
couplé plan-(d) non couplé plan.
Il est très clair ici que le rayonnement inﬂuence beaucoup l'écoulement. Dans le cas couplé, le choc est
plus proche du corps (un peu moins de 0.5 mm contre un peu plus de 0.7 mm) et la partie de l'écoulement
entre ces derniers est notablement modiﬁée. Si les valeurs maximales de températures sont semblables, le
rayonnement a dissipé beaucoup d'énergie dans les calculs couplés. On peut d'ores et déjà conclure que
dans ce cas, il n'est pas raisonnable de découpler les deux phénomènes. Regardons maintenant l'inﬂuence
du modèle choisi pour l'air. La ﬁgure-ci dessous montre les températures prévues dans les deux cas :
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Figure 8-Températures prévues par les calculs couplés avec (a) modèle de Nicollet et al. -(b) modèle de
chimie détaillé.
Le moins que l'on puisse dire c'est que les écoulements ont l'air très proches. On ne voit pratiquement
aucune diﬀérence à l'oeil sur les températures. Avant de pouvoir conclure, il est intéressant de s'intéresser
aux ﬂux à la paroi, non seulement parce qu'ils sont assez sensibles au niveau de modélisation choisie
(plus que la température par exemple), mais aussi parce que leur connaissance est importante pour la
conception des sondes. Des valeurs expérimentales sont fournies dans [33] qui permettent de s'étalonner
raisonnablement. Les résultats sont les suivants :
Modèle Flux à la paroi (W.cm−2)
Expérience 49.6
Sakai et al. 11.8
NS+M1-multigroupe+Modèle d'air simpliﬁé (ETL) 119.7
NS+M1-multigroupe+Modèle d'air multiespèces (HETL) 81.4
Valeurs maximales des ﬂux totaux (hydro+rad) à la paroi.
Les résultats numériques fournis dans [33], qui sont les rares de cette nature, prédisent des ﬂux net-
tement inférieurs à l'expérience. A l'équilibre chimique, on s'attend à ce que les ﬂux à la paroi soient
surestimés. C'est ce que prédit le modèle M1 avec le modèle d'air simpliﬁé. Malgré ces simpliﬁcations,
la prédiction est relativement bonne. Elle est encore meilleure avec un modèle d'air un peu plus réaliste.
Remarquons au passage que même si les températures dépendaient très peu du modèle choisi, c'est loin
d'être le cas en ce qui concerne les ﬂux à la paroi.
Les diﬀérences entre les simulations et l'expérience peuvent provenir de plusieurs facteurs. Tout d'abord,
il peut exister une erreur numérique due au maillage. Le maillage que nous utilisons pour cette simulation
est un peu grossier pour des calculs Navier-Stokes et peut donc induire une légère surestimation du ﬂux
à la paroi. Ensuite, le modèle chimique considéré amène également des imprécisions. Ainsi, nous devons
faire face à deux phénomènes contradictoires : d'une part il est diﬃcile d'évaluer avec précision le taux de
CN présent dans l'écoulement. Or, cette espèce est relativement opaque aux températures considérées.
D'autre part, on n'a pas pris en compte les eﬀets de N+2 . Cette espèce rayonne également beaucoup et doit
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être présente en petite quantité. Cependant, il nous manque certaines données au niveau de la cinétique
chimique pour ajouter cette espèce à la simulation.
A titre indicatif, le précalcul des pressions dans le cas avec quatre groupes a duré 3 min 40s sur une
machine IBM SP2 quadri-processeurs à 375 Mhz. Le temps total de la simulation couplée Navier-Stokes
avec 8 espèces chimiques et 4 groupes de fréquence est quant à lui d'un peu plus de 41 h. Comme on
le sous-entendait dans le chapitre 5, le précalcul n'est pas très coûteux comparé à une simulation complète.
Enﬁn, dans le cas du modèle d'air simpliﬁé, on peut prendre des pas de temps de l'ordre de 1012 fois le pas
de temps explicite, toujours limité par la condition CFL radiative (on a alors un pas de temps de l'ordre
de 106 fois supérieur au pas de temps hydrodynamique explicite). L'algorithme non préconditionné per-
met d'obtenir un facteur 109, quant au préconditionnement diagonal seul, il permet d'obtenir un facteur
1011. En revanche, la prise en compte de la chimie hors équilibre augmente considérablement le coût du
calcul en particulier en détériorant le conditionnement du problème. Pour la simulation correspondante,
on doit se contenter de pas de temps qui varient d'un facteur 106 en début de simulation à un facteur 108
lorsque le choc est bien décollé (soit de l'ordre de 1 à 100 fois le pas de temps hydrodynamique explicite).
Cette limitation provient des raideurs induites par la cinétique chimique.
8.6 Ecoulements autour de corps de rentrée planétaire
La rentrée planétaire d'objets stellaires est un problème important pour les agences spatiales [5]. Selon
les paramètres de cette rentrée, les eﬀets peuvent être radicalement diﬀérents. Ainsi, le retour sur terre
d'une navette spatiale s'eﬀectue dans des conditions dans lesquelles le rayonnement est peu important de-
vant les phénomènes hydrodynamiques. En revanche, dans certains cas, le transfert radiatif peut devenir
prépondérant et les raisons pour cela sont multiples. L'atmosphère planétaire peut, comme sur Vénus,
être très dense ou encore, à l'instar de Titan, contenir des espèces chimiques qui rayonnent beaucoup. La
gravité de la planète peut être élevée, accélérant considérablement la sonde ou la comète s'en approchant.
On peut penser au chapelet de comètes Shoemaker-Levy qui se sont écrasées sur Jupiter ou encore à
la sonde jovienne Galileo pour laquelle 95% de l'énergie provient du rayonnement. Enﬁn, un objet super-
orbital peut entrer dans l'atmosphère à grande vitesse. Ce dernier cas n'est pas réservé aux seuls débris
stellaires puisque l'on choisit parfois pour économiser du carburant d'utiliser l'atmosphère pour freiner
un engin spatial. Par exemple, lors du retour des capsules Appolo, les deux tiers de l'énergie dissipée
étaient dus aux eﬀets radiatifs.
Le calcul d'un écoulement autour d'un corps de rentrée rassemble un certain nombre d'ingrédients qui
rendent nécessaire l'utilisation de codes robustes. Du point de vue du rayonnement, on doit pouvoir trai-
ter à la fois des régimes de transport dans les zones froides et transparentes, des régimes de diﬀusion dans
les zones chaudes et très opaques et tous les régimes intermédiaires. Les opacités dépendent entièrement
d'une chimie qui peut être complexe avec des espèces qui n'existent que dans certaines régions, l'appa-
rition d'éléments ionisés dont certains rayonnent beaucoup et une gamme de température étendue qui
nécessite d'avoir des bases de données adéquates. Enﬁn l'hydrodynamique n'es pas le moindre problème
avec la présence d'un choc détaché et d'une trainée, le tout pouvant être fortement inﬂuencé par les eﬀets
radiatifs.
Diﬀérentes méthodes ont été utilisées pour résoudre ces problèmes [33] [13] [14]. Elles se basent sur
de multiples hypothèses simpliﬁcatrices (il faudra encore de nombreuses années avant de pouvoir coupler
fortement la chimie, l'hydrodynamique et le transfert radiatif chacun pris dans son niveau de modélisation
le plus élevé).
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On s'intéressera ici à trois calculs d'écoulements autour de sondes planétaires, l'une entrant dans la
haute atmosphère vénusienne, une autre dans une conﬁguration de rentrée terrestre hypersonique et la
troisième pénétrant dans l'atmosphère martienne.
8.6.1 Rentrée terrestre d'une sonde superorbitale
Si le retour sur terre des objets en orbite basse ne fait pas intervenir le transfert radiatif de manière
importante, ce n'est pas le cas du retour dans notre atmosphère d'engins superorbitaux. Pour illustrer
cette assertion, on va simuler le retour sur terre de l'orbiter de la mission Mars Sample Return (bien
que ce ne soit pas cet orbiter qui rentrera sur terre en pratique). Celui-ci possède un axe de symétrie,
son bouclier thermique a une forme sphère/cône caractéristique et à l'arrière se trouve la sonde et les
échantillons qu'elle ramène.
Figure 9-schéma de la sonde considérée.
Le scénario simulé est le suivant : l'orbiter se trouve à une altitude de 30 km avec une vitesse corres-
pondant à Mach 46.8. Pour les besoins de cette simulation, on se contentera d'utiliser pour l'air le modèle
simpliﬁé de Nicolet et al. [27]. On utilisera les deux groupes de fréquences qui suivent le découpage ef-
fectué lors de la modélisation de l'air. Le maillage utilisé est curviligne monobloc avec 80× 150 mailles.
Il possède une forme assez particulière vers le haut de l'objet qui induit quelques défauts sur la solution
dans cette zone. Les résultats sont les suivants :
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Figure 10-Températures prédites (a)-cas couplé (b)-cas découplé.
Ces deux cartes de températures sont extrêmement diﬀérentes. La première chose que l'on remarque
est la position des deux chocs détachés. Dans le cas non couplé, le choc détaché se situe à une cinquantaine
de centimètres contre à peine trois centimètres dans le cas couplé. L'écoulement entre le choc et le corps
est également assez diﬀérent, comme c'était le cas des sphères lors du paragraphe précédent. Dans ce cas,
un part importante d'énergie a été dissipée par le rayonnement (transportée loin du corps), comme on
peut le voir sur les ﬁgures suivantes.
Figure 11-Températures (a)-matière (b)-radiative dans le cas couplé.
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Figure 12-(a)-facteur d'anisotropie (b)-opacité d'émission.
Ces ﬁgures permettent de vériﬁer qu'on est quasiment à l'équilibre radiatif entre le corps et le choc.
Les opacités sont importantes à cause des températures élevées et amènent vers un régime de diﬀusion.
En dehors de cette zone, dans les régions froides, on trouve des ﬂux radiatifs très importants et sur-
tout des facteurs d'anisotropie élevés. Dans ces zones, le rayonnement provenant des endroits chauds
est transporté de manière quasiment unidirectionnelle (fˇ ' 0.95 par endroits). Au passage, on notera
l'importance d'avoir un modèle qui possède la propriété de limitation des ﬂux radiatifs. Sans cette pro-
priété, les prédictions dans ces zones seraient complètement fantaisistes. En eﬀet, les pertes d'énergie par
rayonnement, qui expliquent la diﬀérence entre les résultats couplé et découplé, se font par l'intermédiaire
du ﬂux radiatif. Il est donc primordial d'avoir des ﬂux (in extenso des anisotropies) bien calculées. Cette
observation montre la validité de calculs 1D 12  eﬀectués par divers auteurs sur la parite avant de l'objet.Il est évident qu'une telle approche n'est pas généralisable.
La partie importante du calcul en ce qui concerne la conception de la sonde est l'arrière de celle-ci.
En eﬀet, aucune protection n'y est prévue pour protéger l'électronique de bord ou les échantillons. Para-
doxalement, les eﬀets prévus par le modèle couplé sont plus dévastateurs que ceux prévus par le modèle
non couplé. Même si les températures sont plus importantes dans ce second cas, on est beaucoup plus
proche de l'équilibre que dans le cas couplé ou l'anisotropie est proche de 1. Les ﬂux radiatifs à la paroi
sont donc importants, comparables aux ﬂux thermiques. Le ﬂux total est donc très élevé. Si un cas de
ﬁgure tel que celui-ci arrivait lors du scénario de retour de cet orbiter, les parties sensibles de la sonde n'y
survivraient pas. Il est à noter que le projet Mars Sample Return a dû être revu à cause des ﬂux radiatifs
importants qui avaient été négligés dans un premier temps.
8.6.2 Inﬂuence du rayonnement sur le freinage atmosphérique martien
Intéressons-nous maintenant au cas de la rentrée atmosphérique martienne. De nombreux projets
ont été développés par les agences spatiales pour amener des engins sur Mars. Pour des voyages aussi
longs, on cherche à économiser au maximum le carburant et l'une des solutions pour ce faire est d'uti-
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liser l'atmosphère comme frein. On utilise alors les pertes thermiques pour décélérer. Parmi les projets
qui intéressent l'ESA [5] se trouve Mars Sample Return. L'orbiter est celui que l'on a utilisé lors du
paragraphe précédent pour mener une simulation de rentrée terrestre. Cependant, les conditions sont
radicalement diﬀérentes du cas précédent. L'écoulement initial considéré possède les caractéristiques sui-
vantes : ρ = 2.933 10−4 kg.m−3, p = 7.87 Pa, T = 140 K et la vitesse de l'objet est de 5223 m.s−1. La
paroi est maintenue à la température de 1500 K sur la partie avant, 940 K sur l'arrière du bouclier et
500 K sur le culot. En première approximation, on suppose l'atmosphère composée de 97% de dioxyde de
carbone et de 3% de diazote. Pour une simulation très poussée, on pourrait également prendre en compte
les traces de dioxygène et surtout d'argon.
Comme on peut le constater, non seulement l'objet arrive moins vite que dans le cas du paragraphe
précédent, mais l'atmosphère martienne est relativement raréﬁée. Dans une telle atmosphère, les grandes
tempêtes avec des vents de plus de 300 km.h−1 arrivent à peine à soulever les micro-poussières du sol !
Dans de telles conditions, on s'attend à ce que l'inﬂuence du rayonnement sur l'écoulement soit négligeable.
Les espèces chimiques considérées sont CO2, CO, C, O, N , N2, NO, O2 et CN . Les réactions chimiquesprises en compte sont les suivantes :
N2 +M1 ⇀↽ N +N +M1,
O2 +M2 ⇀↽ O +O +M2,
NO +M3 ⇀↽ N +O +M3,
N2 +N ⇀↽ 3N,
NO +O ⇀↽ N +O2,
N2 +O2 ⇀↽ 2NO,
N2 +O ⇀↽ N +NO,
2CN ⇀↽ C2 +N2,
N2 + C ⇀↽ CN +N,
CN + C ⇀↽ C2 +N,
CN +O ⇀↽ C +NO
CO + C ⇀↽ C2 +O
2CO ⇀↽ CO2 + C.
Ces conditions de calcul ont été déﬁnies pas le CNES et l'ESA pour servir de cas-test lors d'un
workshop sur la rentrée atmosphérique [5]. Obtenir des résultats ﬁables dans ce genre de conﬁguration
est aujourd'hui encore un véritable challenge.
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Figure 13- Température matière autour de la sonde. Cas couplé (dessous) et découplé (dessus).
La première constatation au vu des températures est qu'elles sont nettement moins élevées que pour
des rentrées superorbitales terrestres. Ici, on ne dépasse pas les 6500 K et les espèces qui rayonnent
beaucoup sont en quantité très faible. Par conséquent, l'opacité n'est pas très importante, de l'ordre de
1 m−1 dans le sillage avec un maximum de 10 m−1. Ces valeurs sont suﬃsantes pour être proche de
l'équilibre radiatif, mais pas assez élevées pour inﬂuer de manière signiﬁcative sur l'écoulement. Aﬁn de
mieux situer les diﬀérences, on trace la carte des écarts de température :
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Figure 13 bis- Ecarts de température relatifs autour de la sonde, évalués par rapport à la température
couplée (dessous) et découplé (dessus).
Les écarts de température sont particulièrement faibles à la fois à l'avant et derrière le culot de l'objet.
Les diﬀérences les plus importantes se situent au niveau du sillage. Dans ce cas, même si les eﬀets du
rayonnement ne sont pas complètement négligeables, ils ont un faible impact sur les températures. Bien
entendu, la grandeur la plus signiﬁcative est encore une fois le ﬂux radiatif à la paroi.
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Figure 14- Flux radiatif le long de la paroi.
Comme le montre le graphe ci-dessus, le ﬂux radiatif à la paroi reste négligeable devant les ﬂux
convectifs (ces derniers sont de l'ordre de 105 W.m−2). Ce n'est pas très étonnant pour la partie avant
car les températures ne sont pas extrêmement élevées et que l'on est proche de l'équilibre radiatif. En ce
qui concerne la partie arrière, on trouve l'explication en regardant de plus près les ﬂux dans cette zone :
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Figure 15- Vecteurs ﬂux radiatif à l'arrière du corps.
La zone chaude n'est pas très inclinée et ne rayonne donc pas derrière le bouclier. Quant à la partie
des ﬂux qui pourraient arriver sur l'arrière du culot, ils sont nettement diminués par la présence d'une
zone chaude autour de ce dernier.
Dans le cas de cette simulation, le rayonnement a une inﬂuence très faible (que l'on prévoyait au vue de
l'écoulement initial). Les résultats d'un calcul découplés sont donc très bons.
8.6.3 Simulation d'une entrée en atmosphère vénusienne
Autre cas de ﬁgure radiacalement diﬀérent du précédent, on s'intéresse cette fois-ci à une sonde
vénusienne. L'atmosphère de Vénus a en gros la mème composition que l'atmosphère martienne. En re-
vanche, elle est très dense. La conﬁguration de cette simulation est la suivante : on se trouve à environ
80 km d'altitude à une vitesse d'un peu plus de 11 km.s−1. A cette altitude, la température vaut 142 K
et on a une pression d'environ 300 Pa. L'atmosphère de Vénus est 90 fois plus dense que l'atmosphère
terrestre. Au sol, les plus gros ouragans génèrent des vents de 3 km.h−1 qui balaient tout sur leur passage.
L'objet étudié a la forme de la sonde Pionneer qui atteint Vénus en décembre 1978 et les conditions
représentent l'un des points de sa trajectoire. On s'intéressera ici principalement à l'avant. On néglige ici
le diazote présent dans l'atmosphère. Les espèces considérées seront donc CO2, CO, C, C2 et O2.
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Figure 16- Température matière prévues par un calcul (a) couplé (b) découplé.
On constate dès le premier coup d'oeil qu'à l'instar du cas de rentrée terrestre étudié plus haut,
l'écoulement est considérablement modiﬁé par les eﬀets du rayonnement. Cette fois-ci, non seulement la
position du choc est très diﬀérente (3, 7 cm sur l'axe dans le cas couplé contre environ 11 cm dans le
cas découplé), mais les températures maximales sont également largement diﬀérentes : moins de 10500 K
dans le cas couplé contre près de 12500 K sans transfert radiatif. Beaucoup d'énergie est donc dissipée à
cause du rayonnement et d'importants ﬂux radiatifs sont présents dans les zones froides comme le montre
la ﬁgure ci-dessous. Dans ces conditions, il est très important de bien prévoir les pertes radiatives et donc
les ﬂux radiatifs, ce que permet le modèle M1 comme on a pu le voir lors de la première application.
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Figure 17- (a) facteur d'anisotropie (b) Opacité d'émission (échelle logarithmique).
La conﬁguration étudiée ici représente le début de l'entrée atmosphérique. Des résultats encore plus
signiﬁcatifs seraient sans doute obtenus en étudiant des phénomènes à plus basse altitude. Cependant,
en dessous de 60 km, les calculs se compliquent non seulement parce qu'on trouve des nuages d'acide
sulfurique qui modiﬁent la chimie mais aussi parce qu'il faudrait faire des calculs de turbulence évolués.
Cependant, on peut d'ores et déjà conclure sur l'importance de bien prendre en compte les eﬀets du
transfert radiatif dans ce genre de simulation.
Chapitre 9
Conclusion
On a construit un modèle de transport du rayonnement en déséquilibre spectral qui possède les qua-
lités indispensables à son utilisation dans le cadre de simulations multidimensionnelles couplant les eﬀets
du rayonnement à ceux d'autres physiques. Il possède un coût raisonnable, est relativement précis et
souple d'utilisation, ce qui permet de l'adapter à un large panel d'applications diﬀérentes. De plus, il
vériﬁe les propriétés physiques importantes qui lui permettent de conserver un comportement cohérent
dans toutes les conﬁgurations possibles sans avoir recours à un quelconque artiﬁce.
Le couplage de ce modèle avec l'hydrodynamique s'est montré performant et a permis de résoudre des
problèmes concrets faisant appel à une physique complexe. Les méthodes de couplage totalement impli-
cite mises en oeuvre se sont révélées particulièrement eﬃcaces, robustes et stables et permettent la prise
en compte de grands pas de temps. De plus, la méthodologie appliquée ici au couplage avec l'hydrody-
namique peut être aisément utilisée pour des couplages avec des physiques plus compliquée comme la
magnétohydrodynamique ou la physique des plasmas.
Dans le cas où l'on dispose de bases de données suﬃsamment précises, la forme du modèle nous per-
met de calculer des opacités moyennes consistantes. Les estimations sur les grandeurs importantes sont
alors très bonnes, même sur des quantités aussi sensibles que le ﬂux radiatif.
Ce travail peut encore être prolongé sur plusieurs axes. Tout d'abord, on pourrait rajouter les termes
comobiles, comme ce fut le cas en 1D [1]. Ensuite, on pourrait prendre en compte certains déséquilibres di-
rectionnels. Si le modèle aux demi-moments multigroupe existe en une dimension d'espace, il reste encore
à le généraliser au cas de plusieurs dimensions. Ceci pose un problème puisque si toutes les conﬁgurations
directionnelles possibles peuvent être gérées par des demi-moments en 1D, ce n'est plus le cas en 2D où
l'on ne peut représenter plus de directions principales que l'on a de moments. Pour la plupart des cas où
le modèle M1 ne suﬃt pas, un modèle aux quarts de moments M1 ou même P1 fonctionne. Dans le cas
général, on peut envisager une méthode aux ordonnées discrètes plus coûteuse mais plus souple.
On pourrait également développer le modèle pour intégrer un niveau supérieur de déséquilibre ther-
mique, ce qui permettrait d'eﬀectuer des simulations encore plus réalistes dans certains cas de ﬁgure.
Toutefois, le développement du modèle de rayonnement doit se faire en considérant une précision égale
pour les modèles de la matière. Dans le cas du couplage entre le transfert radiatif et la dynamique des
ﬂuides, la prise en compte de grands déséquilibres thermiques pour le rayonnement doit s'accompagner
d'un calcul hydrodynamique HETL. Le coût global est donc d'autant plus important.
Enﬁn, on pourrait envisager de construire un modèle réunissant les caractéristiques du modèle M1-
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multigroupe et des modèles cinétiques en utilisant le modèle M1 sur la majorité du spectre de fréquence
et un modèle cinétique sur quelques bandes étroites dans lesquelles le rayonnement est important.
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