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Resum 
 
El present treball ofereix un estudi teòric de la tecnologia JXTA, enquadrant-la 
dintre de l’actual tendència creixent de les xarxes P2P. JXTA és una 
plataforma molt versàtil que defineix una sèrie d’estàndards d’alta utilitat pels 
desenvolupadors d’aplicacions distribuïdes. En primer lloc s’analitza la 
tecnologia P2P en general i les seves aplicacions, classificant-les per model 
arquitectònic i per aplicació. Seguidament es realitza un anàlisi dels fonaments 
de la plataforma JXTA, centrant-nos en aspectes com l’arquitectura, els 
elements funcionals i els protocols. Per completar l’estudi, es realitza un senzill 
prototipus d’aplicació P2P en llenguatge Java utilitzant la tecnologia JXTA, 
s’analitzen les possibilitats tecnològiques i econòmiques d’una aplicació futura 
de treball col·laboratiu P2P i es fa un esborrany del seu impacte ambiental. Es 
finalitza el treball amb les conclusions del mateix. 
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Overview 
 
The present work offers a theoretical research on JXTA technology, placing it 
into the up-to-date growing trends on P2P networks. JXTA is a very versatile 
platform which defines useful standards for distributed application developers. 
Firstly, we do an overview of the P2P technology and applications, paying 
attention on architecture and functionality concepts. Next, we analyze the 
platform grounds, architecture, elements and protocols. In order to complete 
the research we develop a simple Java JXTA P2P application and give some 
outlines on possible future works, commercial market possibilities and 
ecological impact. Last, the work ends with the conclusions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
“La Biblioteca es ilimitada y periódica. Si un eterno viajero la atravesara en 
cualquier dirección, comprobaría al cabo de los siglos que los mismos 
volúmenes se repiten en el mismo desorden (que, repetido, sería un orden: el 
Orden).” 
 
Jorge Luis Borges 
La Biblioteca de Babel 
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 INTRODUCCIÓ 
 
 
Des de la popularització d’Internet, assistim a un continu moviment de 
tendències que s’adapten a les necessitats humanes i a les possibilitats 
tècniques del moment. L’explosió en l’ús serveis com la missatgeria instantània 
o la compartició de fitxers entre iguals (P2P) no són sinó un reflex d’aquests 
canvis evolutius, que incrementen la descentralització de la xarxa en tots els 
aspectes, donant menys rellevància al model fins ara dominant, el 
client/servidor. L’evolució històrica dels models lògics de xarxes de 
comunicació apunta a que els nodes finals o edge tindran una rellevància cada 
vegada major en tots els serveis d’Internet. D’una banda, el continu increment 
en la potència de càlcul, memòria, velocitat i ample de banda disponibles pels 
usuaris finals possibiliten tècnicament aquest canvi. D’altra banda, la cultura de 
l’ús de dispositius electrònics en línia ha propiciat un canvi de mentalitat en els 
usuaris, que cada vegada aporten més, ja sigui en continguts, en compartició 
de recursos o en necessitats de comunicació amb altres usuaris. 
 
L’objectiu principal d’aquest projecte és analitzar una proposta 
d’estandardització de xarxa P2P que Sun Microsystems va posar sobre la taula 
fa gairebé cinc anys: la plataforma JXTA. Durant aquest temps que ha 
transcorregut, la plataforma ha anat evolucionant fins convertir-se en una 
veritable incubadora d’innovació a la qual participen tant Sun com 
programadors independents, universitats i empreses. La primera part i més 
extensa del treball és un estudi teòric que permetrà posar en clar els conceptes 
més importants. Primer es veurà com han anat evolucionant els models lògics 
de xarxa per després passar a introduir què és i com funciona l’arquitectura 
P2P. A continuació es farà un estudi dels fonaments teòrics i pràctics de la 
plataforma JXTA. 
 
El segon objectiu del present projecte es basa en una proposta realitzada per 
part de l’empresa Disvirtual S.L., interessada en experimentar amb aquesta 
tecnologia i aplicar-la a la petita i mitjana empresa, que constitueix el principal 
motor econòmic de la societat catalana. Per aquesta raó s’ha decidit 
desenvolupar un prototipus d’aplicació de treball en grup que posi de manifest 
les capacitats de la tecnologia. JXTA és una plataforma que permet adoptar les 
principals eines P2P, com la telefonia IP, la missatgeria instantània o la 
compartició de fitxers, per solucionar les necessitats d’un grup de treball 
independentment de la localització geogràfica dels seus membres. La segona 
part d’aquest projecte tracta sobre el desenvolupament pràctic d’aquesta 
aplicació, començant per la fase d’anàlisi de requisits. Es continuarà amb una 
planificació temporal de les tasques a realitzar i es passarà al disseny del 
prototipus, la seva implementació i les proves de funcionament. Seguidament 
es farà un estudi de viabilitat econòmica i impacte ambiental del possible 
producte final. Per finalitzar, es presentaran les conclusions del treball. 
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CAPÍTOL 1.  EL MODEL P2P 
 
 
En aquest capítol s’exposen les línies bàsiques del funcionament P2P, 
començant per una visió històrica dels models de xarxa dominants. Després es 
passa a explicar quins són els tres models arquitectònics bàsics P2P: 
centralitzat, pur i híbrid. Seguidament es realitza una classificació de les 
aplicacions P2P atenent a la seva funcionalitat i a la seva arquitectura. Per 
finalitzar, s’analitzen les característiques bàsiques del model, els avantatges 
que comporta i els reptes que planteja aquesta forma de funcionar. 
 
 
1.1. Evolució dels models de xarxa 
 
ARPANET, la llavor que va donar origen a l’actual Internet, va començar a 
desenvolupar-se als Estats Units dels anys 60. Enmig de la guerra freda i amb 
l’omnipresent fantasma nuclear, es volia crear una xarxa de comunicació que 
pogués mantenir-se en funcionament en un entorn bèl·lic. Per tant, es van 
prendre dues decisions de disseny que van ser decisives: que no hi hagués cap 
node de la xarxa que fos imprescindible i que no hi hagués una ruta predefinida 
per l’enviament de dades. L’objectiu més important era que el resultat fos 
robust, si un node era destruït o una ruta de comunicació trencada, la xarxa 
hauria de poder seguir funcionant amb la resta de recursos disponibles. 
 
L’any 1962, J.C.R. Lickelider, del MIT, va escriure una sèrie d’articles a on 
descrivia una “Xarxa Intergalàctica” de computadors interconnectats. Aquests 
articles van portar a la creació del protocol NCP (Network Control Program), el 
primer protocol de xarxa punt a punt (host-host), que va ser el precursor del 
TCP/IP. El concepte punt a punt va ser crucial: cada node de la xarxa era igual 
a la resta, podia accedir als recursos dels altres i tenir disponibles els seus 
propis recursos. Per tant, el protocol de comunicació original es va concebre 
sobre la base de que tots els nodes tenien les mateixes capacitats d’enviar i 
rebre informació, no es veia cap computador com client o servidor d’un altre. A 
més, es pressuposava que tots tenien un ample de banda similar, que estaven 
sempre encesos i que tenien una adreça fixa. 
 
Les universitats van participar en aquest projecte d’origen militar, connectant-se 
entre si cada vegada més, desplaçant de mica en mica els interessos militars i 
substituint-los pels educatius. Els primers serveis d’aquesta xarxa il·lustren 
aquesta voluntat de que tots els nodes siguin clients i servidors d’informació. 
L’any 1979 es va crear USENET, un servei de connexió punt a punt de 
distribució d’articles sense una autoritat central. En poc menys d’una dècada 
van connectar-se milers de grups de notícies i es podia treballar sobre xarxes 
TCP/IP. Un dels serveis més populars a l’actualitat, el web, va ser concebut 
inicialment perquè els lectors poguessin ser a la vegada publicadors, és a dir, 
actuar a la vegada com a clients i com a servidors d’informació d’hipertext. 
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Un model diferent va aparèixer amb el servei de DNS, que comparteix els 
fitxers named entre els nodes participants. És el model jeràrquic, en el que 
existeix un servidor principal anomenat root server A, i 12 servidors centrals 
que han de contenir tota la informació de les correspondències de nom-IP de 
Internet, la qual es propaga a través de la resta de servidors de DNS de 
qualsevol jerarquia. Altre model és el d’anell, en la que cada node es connecta 
directament només amb els seus dos adjacents i l’últim amb el primer, formant 
un anell lògic. La xarxa Token Ring funciona d’aquesta manera. 
 
Conforme aquesta Internet experimental es va anar desenvolupant, 
popularitzant-se i convertint-se en el que avui coneixem, molts factors han fet 
que aquesta arquitectura node-node s’anés abandonant per donar pas a una 
arquitectura majoritàriament client/servidor. L’èxit del servei web, en el que la 
invenció del navegador Mosaic va tenir gran part de responsabilitat, va fer que 
empreses amb interessos comercials volguessin obtenir beneficis econòmics 
d’Internet. Així, van crear els seus propis nodes web que preveien que fossin 
visitats per molts navegants i dimensionant-los segons aquesta premissa. 
 
D’altra banda, es van popularitzar els ordinadors personals, que, a diferència 
dels computadors dels centres universitaris, tenien una potència de càlcul molt 
limitada. Amb l’explosió d’Internet, els particulars es van poder connectar a una 
xarxa que permet connectar de forma simultània amb varis nodes localitzats a 
qualsevol part del món. Les connexions, però, solen ser asimètriques, no 
permanents i sense adreces fixes. En el cas dels ordinadors que pertanyen a 
una organització, solen tenir adreces privades i estar darrera de tallafocs que 
limiten les possibilitats de connexió per aconseguir a canvi més seguretat. Tot 
això facilita el desenvolupament de serveis client/servidor, el que ens porta a la 
situació prèvia a la popularització dels programes  P2P. 
 
L’arquitectura client/servidor té els seus avantatges i inconvenients propis. 
D’una banda, les capacitats que han de tenir els servidors són proporcionals al 
nombre de clients als que volen servir. Això implica més necessitats de càlcul, 
velocitat de procés, ample de banda, etc per part del servidor. Paral·lelament, 
els clients tenen uns requeriments mínims, molt inferiors als dels servidors, 
però, irònicament, han anat incrementant la seva potència de càlcul i velocitat 
fins nivells que sobrepassen àmpliament les necessitats per les aplicacions de 
xarxa. Al mateix temps, les connexions a Internet han anat millorant, 
incrementant la seva velocitat i fent-se permanents o amb tarifa plana. A més, 
en un futur proper, amb la incorporació del protocol IP v6, el rang d’adreces 
públiques disponibles s’ampliarà radicalment. 
 
El canvi de mentalitat i la difusió de coneixements tècnics bàsics entre els 
usuaris d’Internet han fet que cada vegada més estiguin interessats en la 
comunicació bidireccional, en no actuar merament com a receptors 
d’informació. Totes aquestes raons van propiciar un canvi en el concepte de les 
aplicacions d’Internet que va tenir la seva primera expressió amb la missatgeria 
instantània P2P de ICQ. Però la veritable explosió la va començar el popular 
programa Napster, a finals del anys 90. Amb Napster, els usuaris es 
connectaven a un servidor central a on realitzaven les cerques dels continguts 
i, una vegada localitzat el node que tenia la informació, s’establia una connexió 
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directa entre els dos nodes. Poc després, es va celebrar un judici en el que 
s’acusava als responsables del programa de propiciar l’intercanvi d’arxius 
protegits per drets d’autor, el que va portar a la clausura dels servidors centrals, 
fent no operatiu el servei. Napster va crear un precedent a partir del qual va 
accelerar-se l’evolució i popularització de les eines P2P, que han diversificat les 
seves utilitats més enllà de la compartició d’arxius. Actualment estem a un 
moment en que conviuen aplicacions client/servidor clàssiques i aplicacions 
amb arquitectura P2P, amb un fort creixement de les segones. Això ha 
comportat un gran increment de l’ample de banda consumit per part del client, 
portant alguns mals de cap als proveïdors d’Internet. 
 
1.2. Descripció de l’arquitectura P2P 
 
De manera simple, l’arquitectura P2P es pot descriure com un tipus 
d’interconnexió lògica d’una xarxa, en la qual cada node (anomenat 
específicament peer) té capacitats i  responsabilitats similars a les de la resta. 
El funcionament lògic es podria assimilar a una estructura física completament 
mallada, a on cada node es comunica directament amb qualsevol altre perquè 
té connexió directa. Aquesta forma de funcionar contrasta amb l’arquitectura 
client/servidor, que ha estat de les més esteses fins fa uns pocs anys. Serveis 
tan populars com el www o el ftp es basen en una arquitectura client/servidor, a 
la qual un node centralitzat rep les peticions dels seus clients i ha d’atendre-les. 
Per exemple, en el cas d’un servidor web, la informació està a un servidor 
central i els clients que vulguin visualitzar la informació que pot oferir aquest 
servidor han de connectar-se a ell. Això implica que el node central rebrà un 
nombre elevat peticions i que s’hauran de dimensionar les seves capacitats en 
conseqüència: major capacitat de processament, ample de banda, memòria, 
etc.  
 
 
 
Figura 1.1 Arquitectura client/servidor 
 
 
En el cas d’una arquitectura P2P aquestes necessitats es dilueixen i es 
reparteixen entre tots els membres de la xarxa, ja que, a priori, no hi ha cap 
Capacitats ≈Σ (1..N) 
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node que hagi de treballar més que els altres. La qüestió clau en el cas de 
l’arquitectura P2P és com localitzar els recursos en una xarxa que es 
caracteritza per una alta volatilitat. Els nodes no tenen perquè estar connectats 
de forma ininterrompuda i els recursos disponibles poden ser molt variables en 
quant a la seva localització en els nodes. La primera aproximació és la 
representada per Napster, un sistema de compartició de fitxers. Aquest tipus 
d’arquitectura centralitza les cerques en un node o servidor nucli que conté un 
mecanisme per indexar la informació de la qual es disposa i establir a on està 
localitzada. L’índex s’actualitza cada vegada que un node es connecta o es 
desconnecta de la xarxa. Una vegada localitzada la informació i el node o grup 
de nodes que la tenen disponible, l’accés als recursos es fa punt a punt, sense 
intervenció del servidor central. Aquesta forma de treballar té una alta 
dependència del node central, com es va demostrar quan, per una decisió 
judicial, es va tancar el servidor de cerques de Napster, el que va provocar que 
la resta de nodes quedessin inutilitzats. 
 
 
 
 
Figura 1.2 P2P amb node central (P2P centralitzada) 
 
 
La segona aproximació va ser la proporcionada pel protocol Gnutella. El 
mètode de cerca, en aquest cas, és totalment distribuït. L’adopció d’aquest 
funcionament va generar moltes incògnites: Com poden els nodes proveir de 
serveis de forma anònima i segura? Com es pot premiar la compartició? Com 
distribuir una cerca sense inundar la xarxa? Un node que vulgui localitzar un 
recurs ha de fer consultes a un o més nodes coneguts, que propaguen les 
consultes en cascada fins arribar als resultats desitjats. Es va introduir un 
comptador que limita el màxim nombre de salts entre nodes que una consulta 
pot fer. Una vegada es coneix la localització del recurs, es connecta 
directament amb el node o els nodes que la tenen disponible. Aquest sistema 
és molt més robust, i no té dependència de cap node. Si qualsevol node no 
està disponible, la resta poden continuar treballant. El problema principal 
d’aquest mètode és que les cerques s’han de propagar, possiblement, per un 
nombre elevat de nodes, multiplicant l’ample de banda consumit i allargant 
exponencialment el temps de cerca. 
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Figura 1.3 P2P descentralitzat (P2P pura) 
 
 
La tercera i més moderna aproximació és l’adoptada pel protocol Gnutella2 o el 
protocol eDonkey. Es tracta d’un intermedi entre les dues anteriors, designant 
certs nodes com a súper nodes o ultrapeers, que s’encarreguen d’indexar els 
recursos dels nodes connectats directament amb ells. Els súper nodes es 
comuniquen entre sí i comparteixen aquests índexs de continguts. Els nodes 
poden fer cerques locals, entre els nodes connectats directament amb el mateix 
súper node que ells, o cerques globals, a on entren en joc els índexs importats 
d’altres súper nodes. Aquest funcionament optimitza les cerques de recursos 
respecte al model anterior, encara que per les cerques globals és molt possible 
que el temps d’espera sigui superior al del primer cas. Una vegada s’ha 
localitzat el recurs, l’accés a aquest es fa directament entre cada parell. 
 
 
 
 
Figura 1.4 P2P descentralitzada amb súper nodes (P2P híbrida) 
 
 
Un cas curiós d’aquest tipus d’arquitectura és la que implementa el protocol 
BitTorrent, utilitzat per descarregar arxius de forma eficient. Els servidors de 
cerca, que es diuen trackers, són externs a la pròpia xarxa de nodes P2P i s’ha 
d’accedir a ells a través de servidors HTTP, descarregant uns arxius a través 
de transaccions web que indiquen quin és el servidor de cerca per aquell arxiu. 
Els servidors de cerques indiquen els altres nodes que s’estan descarregant el 
contingut en aquell moment per així compartir les parts d’arxius descarregats 
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entre tots ells. Els trackers no es comuniquen entre ells, així que hi ha N 
servidors de cerca aïllats entre si. 
 
Genèricament, parlant de funcionalitats i serveis, podem definir com a 
centralitzats aquells que depenen d’un node central per funcionar i com a 
descentralitzats aquells als quals l’eliminació de qualsevol node no afecta 
significativament al funcionament o la qualitat del servei. Un servei centralitzat i 
dependent d’un sol node, podríem dir que és centralitzat monolític. Si, en canvi, 
depèn de un nombre N de nodes es podria dir que el servei és centralitzat i 
distribuït entre aquests N nodes. El nombre N, que pot ser entre 1 i infinit, és 
determinant a l’hora de conèixer en quina mesura depèn l’aplicació dels nodes 
centrals: si és baix, a priori, la dependència serà molt alta. Les aplicacions P2P 
poden fer servir tant serveis i capacitats centralitzades com descentralitzades. 
Si considerem que la xarxa P2P pura és aquella que no fa servir serveis 
centralitzats, un dels termes definitoris que se li pot aplicar al resultat intermedi 
és xarxa híbrida.  
 
Podríem dir que, més enllà de si una aplicació és purament descentralitzada o 
no, en realitat, el P2P és una forma de funcionament que fa que les xarxes 
treballin de forma més simètrica. Els computadors personals cada dia tenen 
una capacitat major, més velocitat de procés i més memòria; l’ample de banda 
disponible a les connexions actuals va creixent a bon ritme. Amb una 
arquitectura P2P es poden aprofitar totes aquestes capacitats al màxim, 
descarregant als servidors de molta de la seva feina i rebaixant les necessitats 
d’ample de banda contractat de cara a qui ofereix el servei. Aquest aprimament 
de les necessitats tecnològiques del prestador de serveis pot modificar 
positivament molts models de negoci, abaratint costos econòmics, millorant els 
serveis actuals i creant-ne de nous. 
 
 
1.3. Classificació de les aplicacions P2P 
 
Les aplicacions P2P es poden classificar segons diferents aproximacions. 
Històricament, la primera aproximació va ser la de la seva funcionalitat. Cada 
aplicació té un objectiu per la qual es fa servir i en el moment del seu 
desenvolupament es va crear un protocol de funcionament específic per aquell 
ús que determina quina és la seva arquitectura. La segona aproximació és la 
que es refereix a l’arquitectura en si mateixa, independentment de la funció per 
a la qual es destini. 
 
 
1.3.1. Segons la seva funcionalitat 
 
Mutualitat de capacitats 
 
En aquest cas, l’objectiu dels nodes és compartir les capacitats del maquinari. 
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Mutualitat de procés 
 
Aquesta funcionalitat va ser una de les primeres que es van desenvolupar a la 
Internet moderna. L’objectiu és compartir les capacitats de CPU desaprofitades 
de la gran quantitat d’ordinadors connectats a la xarxa a tot el planeta. Una de 
les primeres aplicacions que va sortir a la llum va ser distributed.net, un 
projecte que va començar el 1997 amb l’objectiu de aconseguir superar el repte 
que RSA Labs planteja periòdicament per tal de millorar els algoritmes 
d’encriptació, es tracta de trobar la clau amb la qual s’encripta una frase. 
Mitjançant la utilització dels ordinadors que fan córrer el client del projecte, es 
fa servir la força bruta per aconseguir trencar la clau. El primer desafiament va 
ser trencar una clau de 56 bits de l’algoritme RC5-32/12/7 56-bit i 
distributed.net ho va aconseguir en 250 dies. El següent desafiament, trencar la 
clau de l’algoritme de 64 bits, es va aconseguir en 1757 dies. 
 
Un altre dels programes pioners en la mutualitat de càlcul és Seti@Home, que 
el 1999 va començar a distribuir un salva pantalles que aprofitava el temps que 
no es feia servir la CPU per processar senyals rebuts del radio telescopi 
d’Arecibo. Els senyals s’analitzen per ajudar a trobar evidències de vida 
extraterrestre i en el seu millor moment va aconseguir arribar a 4,6 milions 
d’usuaris, amb uns 600.000 actius actualment. Des de fa uns anys, el projecte 
funciona dins de l’entorn BOINC (Berkeley Open Infrastructure for Network 
Computing), que aglutina diferents projectes com Rosseta@home, per analitzar 
i crear proteïnes per lluitar contra malalties com el sida, el càncer, l’alzheimer i 
la malària, Climateprediction, per predir el canvi climàtic, o Einstein@home, per 
trobar senyals emeses per púlsars. 
 
Hi ha multitud de projectes d’aquestes característiques, com GIMPS o els de 
l’empresa United Devices sota la plataforma GridMP, usat per la recerca contra 
el càncer. En aquests tipus d’aplicacions, el client es descarrega del servidor o 
servidors un arxiu, que és part d’un projecte més gran, el qual ha de processar. 
Una vegada hagi acabat el seu treball, el client envia els resultats al servidor 
central. Encara que podríem dir que el funcionament no és estrictament P2P, ja 
que no hi ha comunicació directa entre els clients, el cert és que els participants 
ofereixen els seus recursos al grup per assolir un objectiu comú, 
descentralitzant el processament de la informació. D’altra banda, el projecte 
BOINC planeja adoptar un funcionament similar al de BitTorrent per la 
distribució d’arxius per processar, el que li donaria un funcionament netament 
P2P. 
 
 
 
 
Figura 1.5 Esquema de mutualitat de procés 
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Mutualitat de l’ample de banda 
 
En aquest cas, l’objectiu és compartir l’ample de banda disponible entre els 
nodes de la xarxa per tal d’ utilitzar-lo per aconseguir alguna fita comuna. Un 
exemple d’aquesta utilitat és el programa PeerCast, que permet realitzar 
emissions de radio en P2P, prescindint d’un servidor central. PeerCast és un 
projecte que va començar el 2002 amb l’objectiu de crear un programa client 
fàcil d’utilitzar, simple i fiable que permetés a qualsevol usuari distribuir el seu 
flux de dades multimèdia (stream) sense necessitat de tenir un servidor molt 
potent o disposar de gran quantitat d’ample de banda. Els nodes que estan 
escoltant l’emissió es transformen també en servidors, aprofitant l’ample de 
banda que no utilitzen per fer que el stream arribi a més gent. La suma dels 
amples de banda de tots els nodes millora la transmissió de dades i permet 
incrementar sorprenentment la qualitat de recepció. El seu funcionament és 
molt similar al de BitTorrent, ja que els clients automàticament comparteixen el 
que estan rebent, però amb la diferència de que no s’emmagatzema la 
informació al computador del client o del reenviador. La xarxa PeerCast és 
robusta, no té servidor central i cada client pot fer de client, servidor o 
reenviador de fluxos. No hi ha una forma fàcil de trobar qui està servint el flux 
original, així que també ofereix anonimat als participants.  
 
 
Mutualitat de continguts 
 
Aquesta és la funcionalitat més popular, la compartició de continguts. S’ha 
inclòs dintre de l’apartat de mutualitat de capacitats perquè, en realitat, el que 
fan els nodes és compartir la seva capacitat d’emmagatzematge. El resultat de 
tenir tots els nodes amb continguts compartits pot veure’s com un gran servidor 
de continguts, encara que també es comparteix l’ample de banda. L’aplicació 
amb més ressonància dintre d’aquesta classificació va ser Napster, al que van 
seguir Morpheus, Kazaa, Soulseek, etc, tots ells centralitzats, i els protocols 
descentralitzats com Gnutella, eDonkey o Freenet.  
 
Gnutella és un projecte de software distribuït per crear un protocol P2P 
descentralitzat que fa servir taules de cerca distribuïdes i HTTP per transmetre 
la informació. El primer client va ser desenvolupat l’any 2000 per dos 
treballadors de Nullsoft, que anteriorment havia estat comprat AOL l’any 1999. 
El mateix dia de l’alliberació del codi va ser descarregat massivament. Al dia 
següent, AOL va aturar la disponibilitat del codi per problemes legals i va 
prohibir a Nullsoft continuar treballant en el projecte. Però en pocs dies, el codi 
va ser desxifrat mitjançant enginyeria inversa i van aparèixer diferents clons de 
codi obert, que van generar diferents grups de desenvolupament. La seva 
popularitat va créixer encara més degut a la caiguda de Napster l’any 2001. 
Aquest creixement va revelar ràpidament els límits d’escalabilitat del protocol, 
fent que alguns grups de desenvolupament comencessin a millorar el protocol 
per tal de funcionar amb súper nodes que enrutéssin peticions de cerca i 
respostes pels usuaris connectats a ells, creant el protocol Gnutella2. 
 
Altre protocol molt popular és eDonkey, que el fan servir clients com eMule, 
MLDonkey, lphant, etc. El protocol fa servir súper nodes de cerca i enrutament, 
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així que és del tipus híbrid. Els arxius compartits es divideixen en parts, que es 
poden descarregar de qualsevol altre node inclús si aquest no té totes les parts. 
Es genera un hash de cada fitxer, per tal d’identificar-lo unívocament i generar 
eLinks que apunten al fitxer. Durant el mes de setembre de 2005 han aparegut 
notícies de que la RIAA (Recording Industry Association of America) ha 
amenaçat als desenvolupadors de la xarxa eDonkey, l’empresa MetaMachine, 
qui ha decidit fer el seu servei de pagament. Això no significaria el 
desmantellament de la xarxa, ja que hi ha molts súper nodes que fan servir el 
protocol i no depenen d’aquesta empresa. 
 
Freenet inclou algunes diferències, com per exemple que l’usuari no controla 
els arxius que comparteix, sinó que aquests es guarden o eliminen segons la 
seva popularitat. També afegeix la signatura digital per motius d’autoria i 
l’anonimat dels usuaris. Freenet, a l’actualitat, no inclou un mecanisme de 
cerca de continguts, sinó que es troben els continguts mitjançant claus que 
identifiquen els arxius i es coneixen perquè algun usuari les ha fet públiques. 
 
La utilitat més estesa entre les aplicacions de mutualitat de continguts és la 
compartició de fitxers de música, però es poden compartir documents, arxius 
multimèdia, fotografies o qualsevol altre tipus d’arxiu. Algunes aplicacions, 
addicionalment, han afegit recursos de comunicació entre usuaris, com sales 
conversa i eines presencials a on es poden afegir usuaris amics. Al seu 
moment de més utilització, Napster va tenir 70 milions d’usuaris i 1,57 milions 
actius de forma simultània. La gran quantitat d’arxius descarregats ha creat un 
canvi molt gran en el mercat musical. Aquests comportaments dels usuaris, que 
de sobte han descobert un gran interès per la música, haurien de ser entesos 
per les empreses per tal d’adaptar-se a una nova realitat. 
 
 
Comunicació i treball cooperatiu 
 
Les aplicacions de comunicació tenen com a objectiu principal posar en 
contacte a dues o més persones, que esdevenen membres d’un grup, ja sigui 
per raons laborals, familiars o lúdiques. Les aplicacions de treball cooperatiu 
inclouen les anteriors i les amplien en la seva utilitat, fent que els membres del 
grup tinguin una sèrie d’eines mitjançant les quals poden col·laborar i realitzar 
treballs de forma conjunta. Aquests tipus d’aplicacions es van crear 
originàriament amb un funcionament P2P i les eines de les que disposen varien 
segons l’objectiu del grup de treball al que van destinats. Per exemple, un grup 
pot necessitar intercanviar entre ells missatges instantanis i documents, mentre 
altre grup podria necessitar comunicar-se per àudio o vídeo conferència i 
mostrar exemples a través d’una pissarra electrònica. Algunes aplicacions que 
estan orientades al treball cooperatiu poden ser NetMeeting, Linktivity o 
Groove, recentment adquirida per Microsoft. 
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Missatgeria instantània i xat 
 
La missatgeria instantània és una forma de comunicació en la que hi ha una 
pantalla a la qual apareixen els missatges teclejats pels participants de la 
conversa. Les aplicacions independents de xat solen funcionar de forma que 
l’usuari ha d’introduir un usuari i contrasenya per validar-se contra un servidor 
central, que a més d’aquesta funció té constància de qui està connectat i qui 
no. Una vegada els usuaris estan connectats, reben una llista de qui està 
disponible dintre de la seva llista de contactes i poden posar-se en contacte 
directament entre ells. En el cas de la missatgeria instantània el client sol 
formar grups tancats d’usuaris i en el cas d’aplicacions obertes de xat solen 
haver sales obertes a tothom. Hi ha aplicacions que incorporen altres capacitat 
P2P, com la transferència de fitxers i l’àudio i la vídeo conferència. Les 
aplicacions d’aquest tipus més esteses són Windows Messenger, ICQ i Yahoo 
Messenger, les quals són incompatibles entre elles. Una altra xarxa de MI és 
Jabber, que estandarditza la comunicació amb protocols oberts i permet la 
interconnexió amb altres xarxes de missatgeria instantània. També hi ha 
aplicacions que permeten que l’usuari estigui connectat a diferents xarxes a la 
vegada, com Gaim. 
 
 
Transferència d’arxius 
 
Aquesta funcionalitat sol estar integrada dintre de programes col·laboratius més 
amplis. Els usuaris poden enviar i rebre arxius de qualsevol tipus i 
emmagatzemar-los al seu disc dur. Depenent del tipus d’aplicació, els arxius 
rebuts no es comparteixen entre tots els nodes del grup, sinó que es guarden 
de forma privada. També hi ha aplicacions que permeten crear una carpeta 
compartida entre els tots o una part dels membres del grup a on deixen els 
arxius, en la línea de la mutualitat de continguts. 
 
 
Telefonia i videoconferència 
 
Es tracta de comunicar-se entre dos o més usuaris a través de la parla i la visió 
dels altres membres. Necessita d’una targeta de so, un micròfon, altaveus, una 
targeta de vídeo i una càmera. Les aplicacions connecten punt a punt entre tots 
els participants, mitjançant protocols com H.323 o SIP i RTP/RTCP. Per poder 
rebre i enviar la informació necessària per fer àudio i vídeo conferència és 
necessari disposar d’un ample de banda suficient. En aquest aspecte, les 
aplicacions de mutualitat d’ample de banda serien molt útils. El programa més 
recent que ha aparegut que fa servir telefonia P2P és Skype. 
 
 
Pissarra electrònica i compartició d’escriptori 
 
L’objectiu és compartir amb la resta el que està veient un usuari. Pot ser a 
través d’un entorn a on els participants poden dibuixar i escriure per torns a una 
pissarra electrònica o també pot ser que un usuari pugui mostrar el seu propi 
escriptori, assenyalar icones, escriure, compartir aplicacions, etc, per després 
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passar el control a d’altres usuaris que realitzin alguna tasca sobre el que 
estava fent l’usuari anterior. 
 
 
Aplicacions organitzatives 
 
Poden ser compartició d’agendes i calendaris, aplicacions de flux de treball, de 
planificació de projectes, de reserva d’espais i recursos, etc. En aquest cas, 
venen integrades dintre d’una aplicació més àmplia, de funcionament P2P, que 
coordina i jerarquitza la informació generada per cada participant. 
 
 
Jocs 
 
En aquest cas l’objectiu és totalment lúdic i obre un nou camp d’interès per als 
jocs en línea. En comptes de centralitzar el joc en un servidor, es poden crear 
comunitats d’usuaris interessades en jugar conjuntament d’una forma 
descentralitzada. El funcionament podria ser similar al de la distribució 
d’informació mitjançant BitTorrent o PeerCast. 
 
 
1.3.2. Segons la seva arquitectura 
 
En aquest apartat organitzarem algunes de les aplicacions P2P més populars 
segons la seva arquitectura, l’objecte de la compartició i el mecanisme de 
cerca. S’ha considerat que una arquitectura és centralitzada quan el servei 
depèn d’un node central o servidor que, en cas de no existir, deixa sense servei 
a tots els altres nodes. S’ha considerat com una arquitectura descentralitzada 
en el cas de que quan un node deixi de funcionar o d’estar connectat, la resta 
de nodes puguin seguir utilitzant el servei, encara que els recursos que 
proporcionava el  node caigut deixen d’estar disponibles. S’ha considerat que 
una arquitectura és híbrida quan hi ha súper nodes, però conformats de tal 
forma que la caiguda d’un d’ells no representa deixar sense servei la xarxa. 
 
 
Taula 1.1 Classificació de diferents aplicacions P2P 
 
Aplicació Objecte de  compartició primari Cerca dels recursos Arquitectura 
BitTorrent Emmagatzematge Externa Descentralitzada 
BOINC Procés Nodes coneguts Centralitzada 
distributed.net Procés Nodes coneguts Centralitzada 
eDonkey Emmagatzematge Súper nodes Híbrida 
Freenet Emmagatzematge Externa Descentralitzada 
GIMPS Procés Nodes coneguts Centralitzada 
Gnutella Emmagatzematge Índex descentralitzat Descentralitzada 
Gnutella2 Emmagatzematge Súper nodes Híbrida 
GridMP Procés Nodes coneguts Centralitzada 
Groove Treball col·laboratiu Nodes coneguts Centralitzada 
ICQ Missatgeria instantània Nodes coneguts Centralitzada 
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Jabber Missatgeria instantània Nodes coneguts Centralitzada 
Linktivity Treball col·laboratiu Nodes coneguts Centralitzada 
Morpheus Emmagatzematge Súper nodes Híbrida 
Napster Emmagatzematge Servidor central Centralitzada 
NetMeeting Treball col·laboratiu Nodes coneguts Centralitzada 
PeerCast Ample de banda Nodes coneguts Híbrida 
Skype Telefonia Nodes coneguts Descentralitzada 
Soulseek Emmagatzematge Servidor central Centralitzada 
Windows Messenger Missatgeria instantània Nodes coneguts Centralitzada 
Yahoo Messenger Missatgeria instantània Nodes coneguts Centralitzada 
 
 
A través del següent gràfic podem veure com s’agrupen les utilitats i 
l’arquitectura de les aplicacions P2P comentades. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1.6 Classificació visual de les aplicacions P2P 
 
 
1.4. Característiques del model, avantatges i reptes 
 
Característiques 
 
El model P2P permet la construcció de comunitats amb gran quantitat de nodes 
i amb pocs rols a assumir. La comunicació es fa més independent de nodes 
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centrals i es centra en els propis participants que comparteixen els seus 
recursos. El resultat és un equilibri funcional entre els nodes. 
 
Les aplicacions P2P tenen un efecte molt revelador en quant a les preferències 
dels usuaris, que solen agrupar-se segons els seus interessos en comunitats 
que ofereixen els serveis que busquen o que treballen per aconseguir un 
objectiu compartit. En el cas de que l’aplicació tingui una llista d’amics, aquesta 
llista conforma un cercle de relacions afins. 
 
Cada vegada més, els usuaris particulars deixen els seus ordinadors sempre 
encesos, ja sigui perquè instal·len serveis que volen tenir corrent contínuament 
o perquè fan servir programes P2P que continuen treballant mentre ells no hi 
són. Això és degut a la disponibilitat de tarifes planes, que permeten disposar 
d’una connexió més o menys permanent durant tot el dia per un preu fix. Tot i 
això, les connexions no tenen IP fixa i els computadors solen estar darrera de 
NATs, enrutadors, tallafocs i servidors intermediaris (proxies). Aquestes 
característiques imposen a les aplicacions P2P resoldre d’alguna forma l’accés 
als nodes. La solució més habitual és la d’encaminar la informació a través del 
protocol de la pròpia aplicació, amb mecanismes d’alt nivell a la pila TCP/IP. 
 
La mobilitat és un factor que s’ha de preveure com un dels comportaments clau 
en les preferències dels usuaris. Poder connectar-se des de qualsevol 
dispositiu connectat a la xarxa, ja sigui fix o mòbil, i deslligar el node lògic del 
dispositiu físic és una necessitat que s’anirà imposant a les aplicacions futures. 
Les aplicacions P2P actuals encara no tenen resolt el problema de cara a la 
plataforma utilitzada, però sí en quant al funcionament lògic. 
 
 
Avantatges 
 
Les xarxes P2P descentralitzades tenen molts avantatges sobre les xarxes 
client/servidor, sobretot degut a la seva bona escalabilitat. En el cas de xarxes 
híbrides, el límit teòric en nodes és infinit, sense incrementar el temps de cerca 
i sense necessitat d’invertir en cap recurs centralitzat. Els recursos disponibles 
creixen en una proporció equivalent a la del propi creixement en nodes: cada 
node que s’afegeix a la xarxa incrementa el potencial en recursos compartits.  
 
Amb la segona generació de xarxes P2P, és a dir, amb les xarxes híbrides o 
descentralitzades amb índexs distribuïts, es poden arribar a eliminar els costos 
associats a una gran infraestructura centralitzada. La descentralització innata 
de les xarxes P2P redueix la dependència de nodes centrals, augmentant la 
disponibilitat dels serveis en cas de caiguda d’un dels nodes. Els serveis no es 
troben localitzats a un sol lloc, el que genera una redundància que incrementa 
la accessibilitat i la robustesa, possibilitant oferir el servei el més a prop 
possible del demandant, estalviant ample de banda i millorant la velocitat. El 
balanceig de càrrega i de tràfic fa que aquestes aplicacions aprofitin més els 
recursos dels que disposa la xarxa, generant automàticament un estalvi en 
infraestructura. 
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Reptes 
 
De la mateixa manera que la descentralització genera uns avantatges, també té 
els seus inconvenients, plantejant reptes que les aplicacions P2P han de 
resoldre. D’una banda, la descentralització pot incrementar la inseguretat en 
quant a validació d’usuaris, ja que no hi ha una autoritat central en la que tots 
els usuaris confien i la qual assegura l’autenticitat dels usuaris. Una bona 
solució és implementar mecanismes de clau pública i privada. 
 
La possibilitat de que un o més nodes tinguin dades incorrectes o corruptes 
s’està solucionant a moltes aplicacions realitzant un hash de cada fragment de 
dades, el que disminueix aquesta possibilitat. En quant al falsejament d’arxius, 
el problema també s’ha intentat resoldre mitjançant hash, però això no 
impedeix la propagació d’arxius falsejats que no corresponen al que està 
buscant l’usuari. Quan algú se n’adona del falsejament, gairebé totes les 
aplicacions permeten deixar de compartir aquests continguts, afegir comentaris 
o valorar-los negativament. El temps que triga en eliminar-se aquest tipus de 
continguts és molt variable i, possiblement, llarg. En quant a la possibilitat de 
que el software representi l’entrada als computadors de virus, troians, etc, això 
pot representar més feina per l’administrador de sistemes de la xarxa i també 
l’increment en l’ús de solucions antivirus. 
 
Amb respecte a la sincronització, la falta d’un node que centralitzi els canvis 
provoca que aquests canvis es propaguin per la xarxa trigant un temps de 
convergència durant el qual molts nodes poden estar desactualitzats. Igual que 
en el cas anterior, un temps de convergència baix és crucial per solucionar 
aquests problemes. La possibilitat de que tots els nodes estiguin desconnectats 
obre la porta a que el servei no estigui disponible en tot moment. Això es pot 
solucionar amb la implementació de súper nodes que mantinguin el servei 
sempre actiu. 
 
Un altre repte molt important és el problema que s’ha anomenat “la tragèdia 
dels comuns”. Quan un recurs compartit és de lliure accés, sempre es corre el 
risc de que una part dels usuaris n’abusin fins arribar a la destrucció del recurs. 
Aplicat a les xarxes P2P, els recursos varien segons l’aplicació, posem per cas 
que parlem de l’ample de banda i l’emmagatzematge. Si els nodes tenen la 
possibilitat de gaudir dels recursos que comparteixen els altres nodes sense 
compartir ells mateixos els seus recursos, i tothom es comporta d’aquesta 
manera, ningú podria gaudir de la compartició d’arxius. Aquest problema s’ha 
solucionat de diferents formes. Hi ha aplicacions que donen crèdits als usuaris 
en funció de la quantitat de recursos que comparteixen. Aquests crèdits donen 
dret als usuaris a tenir preferència en l’ús dels recursos aliens. Altres 
aplicacions van més enllà i, quan s’han acabat els crèdits dels recursos 
prèviament compartits, ja no es poden utilitzar els recursos comuns. 
 
En referència a l’ample de banda, aquest repte posa l’èmfasi a les connexions 
disponibles pel públic en general i a com calculen la despesa els proveïdors 
d’ample de banda al por menor. Normalment, les velocitats de les línies són 
molt inferiors a les que s’ofereixen en altres països i s’assegura per contracte 
un percentatge molt baix respecte al que es diu a la publicitat. Això representa 
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menys ample de banda efectiu per l’usuari, el que representa un problema 
quan les aplicacions tenen un alt consum emprat en paquets de difusió de 
descobriment. 
 
Respecte a les aplicacions d’intercanvi de continguts, el problema més 
important que es planteja és el de la distribució de continguts emparats sota les 
lleis de la propietat intel·lectual. D’una banda, els partidaris de la llibertat de 
cultura i el coneixement lliure i d’altra banda els beneficiaris d’aquests drets 
mantenen des de fa uns anys una lluita judicial i de valors que està generant 
molts canvis a la nostra societat. Algunes aplicacions han optat per incloure 
mecanismes de control de la propietat intel·lectual dels continguts i d’altres, en 
canvi, han optat per implementar mecanismes d’anonimat dels usuaris i 
d’encriptació de les dades transmeses. 
 
 
Les aplicacions P2P no són sinó el resultat de la popularització de la cultura de 
la xarxa en els usuaris d’Internet, que ha generat una realimentació en la 
tecnologia, donant-li nous objectius per acostar la xarxa al funcionament i a les 
necessitats reals de la societat. La forma en que ens relacionem amb la feina, 
els amics i la informació es veu i es veurà afectada per la irrupció d’aquestes 
tecnologies. Les relacions entre persones es fan més circulars i menys 
jeràrquiques i la informació es torna més accessible. Aquesta nova situació 
planteja molts dilemes de fons respecte a la cultura, el coneixement i la forma 
en que la societat ha de viure-la. També respecte a la funció social del bé 
jurídic que representen la propietat privada i els drets d’autor. En els pròxims 
anys veurem si els poders públics i els interessos econòmics es decanten per 
l’immobilisme o per l’assumpció de que la societat està evolucionant en aquest 
aspecte gràcies a les tecnologies digitals. 
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CAPÍTOL 2. Tecnologia JXTA 
 
 
En aquest capítol s’exposen els fonaments teòrics de la tecnologia JXTA, es 
detallarà quin són els seus objectius com a plataforma, quina és la seva 
arquitectura, els seus components i els protocols que defineix. Finalment es 
repassen qüestions referents a l’entorn JXTA, com la llicència amb la que es 
distribueix, algunes aplicacions comercials ja desenvolupades i una petita 
comparació amb altres plataformes de programació actuals. 
 
 
2.1. Introducció a JXTA 
 
2.1.1. Definició 
 
El terme JXTA és una contracció de juxtapose, fent referència a que JXTA està 
juxtaposat al model client/servidor. Aquesta elecció en el nom ja ens indica una 
mica la intencionalitat de l’invent: no vol reemplaçar les actuals solucions que 
es basen en l’arquitectura client/servidor, sinó coexistir amb elles. 
 
La plataforma JXTA consisteix en un entorn amb una sèrie d’especificacions i 
estàndards definits, orientats a suportar aplicacions P2P destinades a qualsevol 
dispositiu amb connexió a la xarxa. Està desenvolupat per Sun Microsystems 
seguint el model open source de Apache. JXTA no és una aplicació ni defineix 
el tipus d’aplicacions que es poden desenvolupar, només estableix una sèrie de 
protocols que serveixen de base per a les aplicacions. Els protocols definits no 
són rígids i la seva funcionalitat es pot ampliar per aconseguir cobrir necessitats 
específiques no contemplades específicament a la implementació original.  
 
 
2.1.2. Objectius 
 
Encara que les utilitats de les aplicacions P2P són múltiples, els creadors de 
JXTA han estimat que totes comparteixen una sèrie de funcionalitats, com el 
descobriment de nodes, la cerca de continguts o la transferència d’arxius.  
L’objectiu principal de JXTA és crear una plataforma amb suficients 
funcionalitats estandarditzades per permetre desenvolupar serveis i aplicacions 
P2P, ja siguin comercials o no. Els objectius funcionals de la plataforma es 
poden resumir en els següents punts: 
 
- Independència de la plataforma i el llenguatge, no dependre de: 
- Un dispositiu en concret (un PC, una PDA, un telèfon mòbil, ...) 
- La implementació en un llenguatge específic (Java, C/C++,Perl,...) 
- Un protocol de transport concret (TCP/IP, HTTP, Bluetooth,...) 
- Una topologia 
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- Un sistema operatiu 
- Un mètode d’autentificació, de seguretat o d’encriptació. 
 
- Els peers han de poder: 
- Descobrir altres peers. 
- Organitzar-se en grups. 
- Publicar i descobrir recursos de xarxa. 
- Comunicar-se amb els altres peers. 
- Monitoritzar a un altre peer. 
 
 
2.2. Arquitectura 
 
L’arquitectura JXTA es divideix en tres capes, tal i com mostra la figura 2.1.  
 
 
 
 
Figura 2.1 Arquitectura JXTA 
 
 
2.2.1. Nucli 
 
La capa de nucli o JXTACore conté els elements imprescindibles que tots els 
nodes han de compartir per poder comunicar-se. En aquesta capa s’encapsula 
el codi que implementa les primitives que permeten a les aplicacions el 
descobriment i creació de peers i de grups, el transport i la seguretat. Els 
protocols JXTA, encara que estan implementats estructuralment com a serveis, 
s’inclouen al JXTACore i s’anomenen serveis core, per diferenciar-los de les 
solucions implementades a la capa de serveis. Els elements de la capa de nucli 
són: 
- Peers 
- Grups de peers 
- Transport de xarxa: pipes, endpoints, missatges 
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- Avisos o advertisements 
- Identificadors d’entitats 
- Protocols: comunicació, descobriment, monitorització 
- Seguretat i autentificació 
 
 
2.2.2. Capa de serveis 
 
Un servei és una funcionalitat que realitza una tasca en concret basant-se en la 
capa de nucli. La capa de serveis implementa facilitats que poden no ser 
absolutament necessàries per la xarxa, però que són comuns o desitjables per 
a les aplicacions. Hi ha dos tipus de serveis, els imprescindibles i els opcionals. 
Un servei imprescindible és aquell que l’aplicació concreta necessita per 
funcionar. Per exemple, a una aplicació en que un grup d’usuaris volguessin 
interactuar entre ells, una aplicació imprescindible seria el servei de pertànyer a 
un grup, ja que és condició necessària per poder interactuar amb altres nodes 
que tots pertanyin al mateix grup. Alguns exemples de serveis poden ser la 
indexació i cerca de continguts, la compartició d’arxius, autentificació, sistema 
d’arxius distribuït, etc. 
 
 
2.2.3. Capa d’aplicació 
 
La capa d’aplicació inclou la implementació d’aplicacions integrades, com 
missatgeria P2P, compartició de recursos, correu electrònic P2P, etc. No és 
fàcil distingir entre un servei i una aplicació i el límit entre un i l’altra no és rígid, 
ja que la mateixa funcionalitat pot ser vista com un servei per un usuari mentre 
que altre usuari la veu com una aplicació completa. Un exemple d’això és la 
Shell JXTA, que implementa una interfície d’usuari mínima basada en petits 
serveis que accepten les comandes. La Shell en si mateixa es pot veure com 
un servei sobre el qual basar altres aplicacions, però també és una aplicació. 
 
 
2.3. Components 
 
Totes les xarxes P2P, tinguin els seus fonaments en la tecnologia que sigui, 
tenen una sèrie d’elements comuns. Aquests elements han de respondre als 
rols necessaris perquè una sèrie de nodes es connectin de forma que puguin 
interactuar entre si, per exemple compartint informació, recursos i serveis. 
 
En el cas que ens ocupa, la xarxa JXTA consisteix en una sèrie de nodes o 
peers, els quals s’organitzen en grups. Els peers i els grups proveeixen una 
sèrie de serveis, com poden ser la compartició de documents o una aplicació 
de missatgeria. Els peers avisen de la seva existència i dels serveis que 
implementen mitjançant documents XML anomenats advertisements. Aquests 
advertisements permeten als altres peers saber com es pot connectar i 
interactuar amb el peer que els ha generat. La comunicació entre peers es fa a 
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través de pipes, pels quals s’envien missatges. Els pipes són mecanismes de 
comunicació asíncrons i unidireccionals que estan associats a un endpoint de 
forma anàloga a com els ports TCP estan associats a una adreça IP. 
 
Una de les característiques comuns dels peers a una xarxa P2P és que solen 
tenir una adreça dinàmica i connexió intermitent, per tant no es pot arribar a ells 
a través del servei de DNS. La plataforma JXTA proporciona un mecanisme 
independent del servei de noms, fent servir identificadors únics per cada peer. 
Aquesta característica permet als peers canviar de protocol de transport, 
d’adreça o inclòs estar desconnectat temporalment i encara poder ser trobat 
per altres peers. Les característiques clau del funcionament es poden resumir 
en la utilització de documents XML, l’abstracció de les canonades i els punts 
finals que elimina la necessitat de tenir un sistema centralitzat d’adreçament i la 
utilització d’identificadors únics. 
 
 
2.3.1. Nodes o peers 
 
Un peer es defineix com un node de la xarxa P2P, identificat de forma única,  
que és capaç de descobrir, comunicar-se i interactuar amb els altres nodes. 
Qualsevol dispositiu que implementi algun dels protocols JXTA i estigui 
connectat a la xarxa es pot veure com un peer. Això inclou computadors, 
aplicacions distribuïdes entre més d’un computador, dispositius com PDAs, 
sensors, telèfons, etc. Però la definició va més enllà, ja que un mateix dispositiu 
pot constituir més d’un peer a la vegada, així que el concepte de peer no està 
lligat a l’aparell físic o a l’usuari, sinó que depèn de la funció virtual, de 
l’aplicació o aplicacions que estiguin funcionant. 
 
Cada peer funciona de forma independent i asíncrona dels altres peers i està 
identificat de forma unívoca per un identificador peerID. Cada peer pot publicar 
una o més interfícies de xarxa per utilitzar-les amb els protocols JXTA. Cada 
interfície publicada es fa conèixer, mitjançant advertisements, com un endpoint, 
que identifica unívocament la interfície. Els peers utilitzen els endpoints per 
comunicar-se punt a punt amb un altre peer. Això no vol dir que aquests dos 
peers hagin de tenir connexió directa, sinó que es poden fer servir peers 
intermedis per comunicar dos peers separats per l’arquitectura física o lògica 
de xarxa: tallafocs, proxies, NAT, etc. Els peers es solen configurar perquè 
descobreixin de forma automàtica altres peers i per organitzar-se en grups de 
forma temporal o permanent. Més endavant, a l’apartat 2.4, es veuran els 
diferents rols que pot prendre un peer. 
 
 
2.3.2. Grups 
 
Els grups es defineixen com un conjunt de peers i són la forma en la que 
aquests s’organitzen. Un peer pot pertànyer a un o més grups, cadascun d’ells 
identificat per un ID únic, que aglutinen aquells nodes que volen interactuar a 
través dels mateixos serveis. Perquè dos peers puguin interactuar han de 
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pertànyer necessàriament al mateix grup. Els protocols JXTA defineixen la 
forma en que els peers publiquen, descobreixen,  s’uneixen i monitoritzen els 
grups. Basant-se en els protocols de la plataforma, el primer que fan els peers 
al posar-se en funcionament és crear un grup universal de peers, que és una 
instància de la plataforma JXTA identificada amb un PeerGroupID especial. 
Aquest grup universal s’anomena WorldGroup o WorldPeerGroup i és com una 
plantilla que permet definir les capacitats bàsiques d’un peer, però per ell sol no 
permet la interacció P2P. Dintre del WorldGroup es crea el grup NetPeerGroup, 
al qual pertanyen automàticament tots els nodes. Els serveis que implementa 
per defecte aquest grup permeten realitzar cerques, unir-se i crear nous grups 
descendents d’aquest i intercanviar missatges entre els nodes fent servir pipes. 
Tots els peers, per defecte, pertanyen al NetPeerGroup però poden unir-se a 
qualsevol altre grup.  Els grups formen una jerarquia pare a fill, en la qual cada 
grup té només un pare. Això es fa servir, per exemple, a l’hora de propagar 
advertisements, que es publiquen al grup actual i al seu pare.  
 
Les raons per constituir un grup són múltiples, però la més important és la 
d’agrupar els nodes que comparteixen funcionalitats. Les xarxes P2P que 
formen les aplicacions propietàries estan aïllades unes de les altres degut a la 
incompatibilitat dels protocols. Per exemple, per compartir fitxers es pot fer 
servir Gnutella i per missatgeria instantània ICQ, però els usuaris d’una 
aplicació no poden veure als usuaris de l’altra. Aquesta divisió perd sentit en el 
cas de JXTA, ja que, potencialment, tots els peers que estan connectats 
suporten els mateixos protocols bàsics i poden suportar qualsevol tipus de 
servei o aplicació. Així, la constitució d’un grup pot estar motivada per voler 
agrupar als usuaris que estan especialitzats en una tasca. Aquesta tasca pot 
ser qualsevol, des de compartir fitxers a compartir procés de CPU. A més, com 
els avisos i descobriments es limiten al grup i subgrups, això facilita que les 
cerques estiguin enfocades a un àmbit correcte. 
 
Altra motivació per crear grups és la de la privacitat. Creant un grup, es pot 
aplicar una política de seguretat per a tots els membres, per exemple, des d’un 
accés amb usuari i contrasenya a un sistema de criptografia de clau pública. 
Addicionalment, JXTA implementa un servei que permet a un peer monitoritzar 
a d’altres peers que pertanyin al seu mateix grup, així que aquesta es pot afegir 
a les possibles raons per crear un grup. 
 
 
2.3.3. Codats 
 
Codat és una paraula inventada que significa codi i dades. Els protocols JXTA 
assumeixen que hi ha molts tipus de continguts que es replicaran entre nodes, 
ja siguin documents, codi, llibreries, etc, sense limitació de tamanay. Quan un 
contingut es comparteix a la xarxa JXTA dintre d’un grup se li associa un ID 
únic. La combinació de un contingut i un ID s’anomena codat. Si el mateix 
contingut es comparteix en un grup diferent, es creen dos codats diferents, 
encara que representin el mateix contingut. Els codats poden replicar-se entre 
nodes per obtenir major disponibilitat, copiant-se entre els peers de la forma 
que dicti el gestor de continguts dissenyat a les capes superiors.  
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2.3.4. Serveis de xarxa 
 
A la xarxa P2P els nodes cooperen i es comuniquen per publicar, descobrir i 
utilitzar els serveis de xarxa. Aquests serveis són la raó última per constituir la 
xarxa, sense serveis només tindríem un grup de nodes que no poden 
interactuar entre ells. Podem distingir entre dos tipus de serveis, els serveis de 
grup de peers i els de peer. 
 
Serveis de grup de peers 
 
Depenent de la implementació del sistema, els grups poden tenir serveis útils 
per als peers i per les aplicacions. Quan es crea un nou grup hi ha una sèrie 
d’accions que han de realitzar-se perquè els peers puguin descobrir aquest 
grup i als peers membres. Una vegada el peer ha descobert el grup, el que es 
fa a través del servei de descobriment i el Peer Discovery Protocol (PDP), 
aquest grup ha de tenir un servei que permeti al peer fer-se membre. Quan el 
peer ja s’ha unit al grup, una de les seves necessitats és donar-se a conèixer 
als altres membres, que es fa a través del servei de propagació 
d’avertisements. El servei de grup per crear pipes permet la comunicació entre 
nodes. Aquests serveis són del tipus core i estan implementats al JXTACore. 
 
- Descobriment: permet als peers que pertanyen al grup buscar recursos 
d’aquest grup, com altres peers, grups fills d’aquest, pipes i altres serveis. 
- Unió al grup: permet als membres actuals acceptar o denegar una nova 
aplicació d’unió al grup. Si un peer vol entrar a un grup, el canditat haurà de 
trobar a un membre del grup i demanar l’accés. L’aplicació que fa servir per 
unir-se pot ser acceptada o denegada pel col·lectiu de membres. El 
mecanisme d’acceptació pot passar per la votació dels membres o per 
delegar la decisió en un membre.  
- Accés: serveix perquè un peer validi una petició feta per un altre, que envia 
certa informació i credencials que permetran determinar si s’accepta la 
petició o no. No totes les peticions s’han de validar a través d’aquest servei. 
- Pipes: serveix per crear canonades de comunicació o pipes entre els 
membres del grup. 
- Resolució: el servei de resolució es fa servir per enviar consultes 
genèriques a altres peers. Els peers poden definir i intercanviar consultes 
per conèixer qualsevol informació que necessitin, com l’estat d’un servei o 
d’un endpoint. 
- Monitorització: serveix perquè un peer monitoritzi a altres membres del 
grup. 
- Rendezvous: serveix perquè un node faci de punt de trobada entre dos 
nodes que no tenen accés directe. 
-  
No tots els serveis han d’estar implementats a tots els grups. Un grup pot 
implementar només els que consideri útils i confiar en la implementació 
genèrica dels serveis no crítics que fa el grup per defecte. De la mateixa 
manera, un grup pot implementar serveis addicionals específics. 
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Un node no pot tenir accés a un servei de grup a menys que en sigui membre. 
Aquesta restricció té sentit, per una part, per respecte a la resta de nodes que 
no volen rebre informació de grups als quals no pertanyen. Per altra part, no 
tindria sentit tractar d’interactuar amb peers que no tenen les funcionalitats que 
nosaltres volem fer servir. Tot i això, és possible crear serveis que funcionin 
entre grups, però és necessari crear un servei de cooperació. Els serveis del 
grup es publiquen a través dels advertisements del propi grup i, com ja s’ha dit, 
es propaguen només en el grup i els seus descendents. Genèricament, un 
servei de grup es composa d’una sèrie d’instàncies executant-se en diferents 
membres del grup i que poden cooperar entre elles. Si un peer falla, el servei 
no es veu afectat, sempre i quan el servei encara pugui ser accessible 
mitjançant un altre membre del grup. 
 
Serveis de peer 
 
Un peer pot oferir serveis especialitzats que no proveeix el grup. Els peers 
poden publicar múltiples serveis, que són descoberts pels altres peers 
mitjançant el PDP. Per exemple, es podria voler realitzar un sistema de compra 
segura, implementant una passarel·la de pagaments del model SET. Un usuari 
vol comprar a una tenda, però no vol proporcionar el seu número de targeta de 
crèdit al venedor. El venedor, per la seva part, vol assegurar-se de que la 
targeta no és robada. Els bancs del client i del venedor no han de saber detalls 
sobre el producte objecte de la transacció. La passarel·la s’encarrega d’oferir el 
servei de comprovar la validesa de la targeta, fer l’ordre de pagament al banc 
del client perquè ingressi l’import al banc del venedor, i d’expedir les factures 
corresponents. 
 
 
 
 
Figura 2.2 Esquema d’agents SET 
 
 
Aquesta sèrie de serveis serien nominatius del peer passarel·la, no del grup ni 
de qualsevol altre peer. 
 
Els serveis de peer són accessibles només a través del peer que ha publicat el 
servei. Si aquest peer falla o es desconnecta, no es podrà utilitzar el servei. Es 
poden executar múltiples instàncies del servei en diferents peers, però 
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cadascuna d’elles publicarà el seu propi advertisement. Els serveis poden estar 
preinstal·lats a un peer o ser carregats des de la xarxa. Perquè un peer pugui 
executar un servei ha de trobar una implementació adient pel seu entorn 
d’execució. El procés de buscar, descarregar i instal·lar un servei és similar al 
procés de trobar i descarregar una plana web a Internet per després instal·lar 
un connector (plug-in). 
 
 
2.3.5. Mòduls 
 
Un mòdul és una abstracció que es fa servir per representar qualsevol codi que 
implementi una funcionalitat dintre del món JXTA i que pugui ser instanciat. Els 
serveis de xarxa són un exemple de nova funcionalitat que es pot instanciar a 
un peer. L’abstracció mòdul no determina què és aquest codi ni què fa, pot ser 
una classe Java, un .jar, una DLL, un conjunt de documents XML o un script. 
La funcionalitat del mòdul es deixa pels seus implementadors. Per exemple, un 
mòdul es pot fer servir per implementar un servei de xarxa en diferents 
plataformes: Linux, Windows, Solaris... Imaginem que un peer vol unir-se a un 
grup dedicat a compartir fitxers. Aquest grup té un servei de cerca de 
continguts que el peer no implementa, per tant el nou membre voldrà instanciar 
aquest nou servei que li permeti interactuar amb els altres nodes del grup. Els 
mòduls permeten que existeixin diferents implementacions d’aquesta 
funcionalitat, així el peer podrà buscar la implementació d’aquesta funcionalitat 
que més li convingui: la que funcioni per al seu sistema operatiu, la que estigui 
implementada en Java o en C, etc... 
 
La capacitat de tenir funcionalitats independents de la plataforma  és essencial 
a l’hora de formar una xarxa de peers heterogenis. A més, els advertisements 
que descriuen aquests mòduls també són independents de la plataforma 
d’execució. La plataforma JXTA fa servir advertisements de mòdul per 
descriure’s a si mateixa. El mòduls també es fan servir pels serveis de grup i 
per serveis genèrics JXTA. Posem per exemple el servei de descobriment. 
Aquest servei s’ha de definir d’una forma única, que identifiqui de forma 
abstracta què fa. Poden haver moltes formes de funcionament d’aquesta 
classe, són diferents especificacions d’aquest mòdul, possiblement 
incompatibles entre elles. Una especificació pot fer servir estratègies de 
descobriment confeccionades en base a la mida del grup i a la seva dispersió a 
la xarxa mentre que una altra especificació pot experimentar amb noves formes 
de descobriment. Per cada forma de descobriment poden haver diferents 
implementacions, varies parts de codi que facin el mateix de diferent forma, 
adaptades a un entorn concret. Per això, l’abstracció de mòdul inclou: 
 
Classe de mòdul  
 
Es fa servir per conèixer la existència d’una funcionalitat. L’especificació de la 
classe diu quina és la utilitat que s’implementa i les possibles restriccions que 
ha de complir el peer perquè aquesta utilitat funcioni. Cada classe ve 
identificada per un ModuleClassID únic. 
Tecnología JXTA  25 
Especificació de mòdul 
 
Especifica com treballa aquest mòdul i a més conté tota la informació 
necessària per accedir a aquest mòdul i invocar-lo. Per exemple, si es tracta 
d’un servei pot contenir un advertisement del pipe que es fa servir per 
comunicar-se amb el servei. Una mateixa classe de mòdul pot tenir diferents 
especificacions. Cada especificació de mòdul ve identificada per un 
ModuleSpecID únic, el qual conté el ModuleClassID associat. 
 
Implementació de mòdul 
 
És la implementació de l’especificació de mòdul. Una especificació pot tenir 
diferents implementacions, per exemple en diferents llenguatges de 
programació i totes han de contenir el ModuleSpecID associat. 
 
 
2.3.6. Punts finals o endpoints 
 
Un punt final o endpoint és una abstracció que representa un connector a un 
element de comunicació. Un endpoint a un peer es pot definir com una adreça 
d’un peer que implementa un protocol de comunicacions específic. Cada peer 
pot tenir més d’un endpoint, cadascun d’ells identificat amb una adreça, que pot 
variar, i utilitzar protocols diferents. Els punts finals són la forma que té JXTA 
d’adreçar els nodes, la seva forma més simple seria associar un punt final a 
una IP, un port i un protocol de comunicació. Per tal de suportar múltiples 
protocols de comunicacions, un node pot tenir més d’un punt final, així es pot 
comunicar amb el protocol més adient quan li convingui: HTTP, TCP, etc. Els 
punts finals dels peers s’associen als punts finals d’una canonada o pipe, que 
es connecta a través del protocol que suporta l’endpoint.  
 
 
2.3.7. Canonades o pipes 
 
Les canonades són el mecanisme per enviar missatges entre peers. Són 
asíncrones, unidireccionals, poden ser o no confiables i admeten el pas de 
qualsevol tipus d’objecte, incloent codi binari, dades i objectes Java. Els 
extrems de la canonada s’anomenen punts finals de la canonada o pipe 
endpoints. Les canonades són una abstracció que permet no treballar 
directament amb un flux o stream de dades, sinó que la canonada es connecta 
amb el punt final del node i es deixa els detalls de la comunicació a les capes 
inferiors. Des del punt de vista del node receptor, la canonada és d’entrada i 
des del punt de vista del node que envia, la canonada és de sortida. Els punts 
finals de la canonada poden estar o no connectats a un node i poden 
connectar-se a nodes diferents en diferents instants de temps. Per permetre la 
comunicació entre dos nodes s’ha de fer servir una canonada d’entrada i una 
de sortida, ja que aquestes són unidireccionals. Per connectar nodes que no 
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tenen un enllaç físic directe es pot fer a través de nodes intermedis. Les 
canonades tenen dos modes de funcionament: punt a punt i propagació. 
 
 
Canonades punt a punt 
 
Serveixen per connectar un punt final d’un node a un punt final d’un altre node. 
També és possible que dos nodes es connectin a la mateixa canonada 
d’entrada, és a dir, no és necessari que un node creï tantes canonades 
d’entrada com nodes dels que vol rebre. Encara que la implementació Java de 
JXTA fonamenta les canonades sobre el protocol TCP/IP, que és de confiança, 
l’especificació JXTA les defineix com de no confiança, així que altres 
implementacions en altres llenguatges poden crear canonades de confiança o 
de no confiança sense contravenir l’especificació JXTA. 
 
Els passos per crear una canonada punt a punt entre dos peers són els 
següents: 
 
- Al node local: 
- Crear un avís de canonada 
- Publicar l’avís 
- Crear una canonada d’entrada 
- Esperar dades provinents de la canonada, ja sigui mitjançant una 
consulta seqüencial o un escoltador. 
 
- Al node remot: 
- Descobrir l’avís de canonada del node local 
- Construir la canonada de sortida 
- Enviar dades a través de la canonada. 
 
 
 
 
Figura 2.3 Esquema de canonada punt a punt 
 
 
Canonades d’unidifusió segures 
 
Són canonades del tipus punt a punt, però amb la diferència de que el canal és 
segur i de confiança. El funcionament és exactament igual que en el cas de les 
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canonades punt a punt, però amb la diferència de que les dades s’encripten 
abans de ser enviades mitjançant SSL/TLS. 
 
 
Canonades de propagació 
 
Les canonades de propagació serveixen per connectar un punt final d’un node 
a diferents punts finals d’altres nodes, fent-se la comunicació des del punt final 
únic al múltiple. Aquest tipus de canonades són molt útils quan un node vol 
comunicar-se enviant informació a un grup de nodes al mateix temps. Una 
possible solució seria crear un conjunt ordenat de canonades punt a punt i fer 
un bucle que anés enviant per cada canonada la informació. Aquesta solució 
no sembla gaire eficient, així que JXTA implementa una forma molt millor de 
fer-ho, les canonades de propagació, que permeten enviar la informació de 
forma simultània a tots els nodes connectats. Hi ha dos mètodes per connectar 
la sortida de la canonada de propagació a cada node: que el node que envia 
esperi a que arribi un avís de canonada d’entrada del node receptor al que vol 
connectar o que el node de sortida creï la canonada de sortida i esperi un 
temps a que es connectin els nodes receptors. 
 
 
 
 
Figura 2.4 Esquema de canonada de propagació 
 
 
2.3.8. Mecanismes de comunicació bidireccional 
 
A més dels mecanismes unidireccionals, en algunes aplicacions també és 
necessari implementar canals de comunicació bidireccionals i de confiança. Per 
ajudar als desenvolupadors, la plataforma JXTA té tres eines. 
 
- La llibreria de confiabilitat assegura la seqüència dels missatges i l’entrega i  
dóna accés directe al missatges i a les interfícies del flux de dades. 
-  Els objectes JxtaSocket i JxtaServerSocket proporcionen les subclasses 
java.net.Socket i java.net.ServerSocket, respectivament. Es basen en les 
canonades, els punts finals i la llibreria de confiabilitat per donar canals de 
comunicació de confiança i bidireccionals. La interfície està orientada a flux 
(stream). Disposa de una memòria intermèdia (buffer) configurable i un 
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mecanisme de trossejat dels missatges. Els fluxos poden ser eliminats en 
qualsevol moment. 
- Els objectes JxtaBiDiPipe i JxtaServerPipe, igual que els objectes anteriors, 
estan basats en les canonades, els punts finals i la llibreria de confiabilitat 
per proporcionar comunicacions de confiança i bidireccionals. La interfície 
està orientada a missatge. No proporcionen trossejat, així que el 
desenvolupador s’ha d’assegurar que els missatges no superin el límit de 
64KBytes que imposa l’aplicació. 
 
Els objectes JxtaServerSocket i JxtaServerPipe proporcionen una canonada 
d’entrada per processar peticions de connexió i negocien els paràmetres de la 
comunciació. En canvi, els objectes JxtaSocket i JxtaBiDiPipe estableixen 
canonades privades dedicades independentment de la canonada de petició de 
connexió. 
 
 
 
 
Figura 2.5 Esquema de JxtaServerSocket/JxtaSocket   
 
 
 
 
Figura 2.6 Esquema de JxtaBiDiPipe/JxtaServerPipe 
 
 
2.3.9. Missatges 
 
El missatge és la unitat bàsica d’intercanvi de dades entre nodes, tenen un 
node origen i un o més nodes destinataris. Els punts finals i les canonades són 
els encarregats d’enviar-los i de rebre’ls. Normalment, els nodes tracten amb el 
servei de canonades per enviar i rebre missatges, però per motius de depuració 
també poden tractar directament amb el servei de punt final. 
 
Un missatge és una seqüència ordenada d’elements, organitzada en parells 
nom-valor. Hi ha dues parts diferenciades: el sobre i la càrrega útil o contingut.  
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Figura 2.7 Exemple de format d’un missatge 
 
 
El cos del missatge pot ser de qualsevol tipus: text, XML, binari, etc. Els 
missatges es poden representar de dues formes: XML i binària. Els serveis 
poden fer servir el format més adient pel seu protocol de transport. S’ha inclòs 
a l’Annex C del present projecte una especificació detallada de les formes de 
missatges. 
 
La plataforma JXTA implementada en J2SE utilitza un format binari per 
encapsular el contingut útil del missatge. Les dades binàries poden codificar-se 
utilitzant un esquema Base64 al cos d’un missatge XML. Encara que el que es 
voldria és utilitzar sempre un missatge XML, la quantitat de missatges enviats i 
rebuts fan del XML un format massa ineficient, amb moltes etiquetes amb 
respecte al volum total del missatge. Per aquesta raó i a causa de que la 
majoria de missatges s’envien entre aplicacions, és més fàcil enviar el contingut 
del missatge en format binari i la resta en format XML. Utilitzar missatges 
binaris en un protocol XML pot semblar poc intuïtiu, però el cert és que els 
missatges binaris tenen més avantatges a més de la seva mida. El primer d’ells 
és que pot ser comprimit amb tècniques estàndards de compressió de text, el 
que estalvia temps de transmissió. Altra raó és que les dades originals solen 
estar ja en format binari, com per exemple, en l’intercanvi d’arxius binaris. Si 
volguéssim transmetre les dades en XML s’haurien de convertir abans d’enviar-
les i després tornar-les al seu format original. També és útil utilitzar el format 
binari a l’hora d’encriptar, ja que l’encriptació es realitza sobre dades binàries. 
 
Els protocols JXTA estan definits com un conjunt de missatges que 
s’intercanvien entre nodes. Cada implementació de la plataforma descriu com 
es converteix un missatge a i des de l’estructura nativa del llenguatge, que pot 
ser una estructura Java, C, etc. Utilitzar missatges XML per definir els protocols 
permet que participin molts tipus de nodes. Com les dades venen etiquetades, 
cada node pot seleccionar les que tingui implementades i siguin del seu interès 
i ignorar les altres. 
 
 
Versió 
Adreça destí 
Adreça origen 
Digest (tipus, tamany i cos)
Etiqueta de capçalera / mida
Cos del missatge
Etiqueta de capçalera / mida
Cos del missatge
Final opcional 
Sobre 
Sobre 
Càrrega útil 
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2.3.10. Avisos o advertisements 
 
Els avisos són estructures XML que contenen meta-dades i que representen un 
recurs, una entitat o un servei de la xarxa JXTA: peers, grups de peers, 
canonades, mòduls, etc. Els nodes JXTA fan servir els avisos per publicar, 
descriure i conèixer l’existència dels recursos. Els peers troben els avisos fent 
cerques i poden emmagatzemar-los en una memòria cau local. A l’hora de 
publicar-los, s’afegeix un camp de temps de vida, que indica el temps que 
estarà disponible el recurs i permet esborrar els avisos de recursos obsolets 
sense necessitat d’un control centralitzat. Per allargar el temps de vida d’un 
recurs es pot tornar a publicar el seu avís abans que expiri.  
 
Cada avís està representat per un document XML, a on els elements estan 
organitzats de forma jeràrquica: cada element por contenir dades o elements 
addicionals. Els elements poden tenir atributs, representats per parells nom-
valor, i han d’estar en format UTF-8. Els elements són la forma en que els 
avisos descriuen als recursos. 
 
 
2.3.11. Identificadors 
 
Els recursos, serveis i entitats JXTA necessiten ser identificables de forma 
única. La raó és molt senzilla, imaginem que hi ha dues-centes imatges que es 
diuen “logo.jpg” o vint grups que es diuen “Oficina”. Per evitar errors es fan 
servir els identificadors JXTAIDs, que identifiquen unívocament un element i 
serveixen per referir-se a ell de forma canònica. Han de ser: 
 
- Sense ambigüitat: han de ser una referència completa al recurs. 
- Únics: han de referir-se a un únic recurs. 
- Canònics: les referències al mateix recurs han de tenir la mateixa ID. 
- Opacs: el tipus de recurs es pot identificar pel context, no per la ID. 
 
Normalment els JXTAIDs es presenten en forma de URN (Uniform Resource 
Name), que és un tipus de URI (Uniform Resource Identifier) pensat 
específicament per identificar recursos de forma persistent i independent de la 
seva localització.  
 
La sintaxi d’un URN és la següent: 
 
"urn:" <NID> ":" <NSS> 
 
- Els termes entre cometes són literals i obligatoris.  
- El NID és el Namespace IDentifier, l’identificador de l’espai de noms. Per 
evitar possibles confusions, el NID “nid” està prohibit. 
- El NSS és el Namespace Specific String. 
- La part “urn” i el NID no distingeixen entre majúscules i minúscules. 
- En el cas dels identificadors JXTA, el NID és “jxta” i el NSS és un conjunt 
alfanumèric que distingeix entre majúscules i minúscules a més d’alguns 
símbols.  
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La definició completa ABNF es pot consultar a l’Annex B del present projecte.  
 
urn:jxta:uuid-59616261646162614A78746150 \ 
325033F3BC76FF13C2414CBC0AB663666DA53903 
 
Figura 2.8 Exemple de JXTAID 
 
Hi ha tres identificadors reservats: 
 
urn:jxta:jxta-Null 
urn:jxta:jxta-WorldGroup 
urn:jxta:jxta-NetGroup 
 
 
Els identificadors únics estan generats de forma aleatòria per la implementació 
J2SE de JXTA. Hi ha sis tipus d’identificadors definits: 
 
- Nodes: Peer IDs 
- Grups: Peer Group IDs 
- Canonades: Pipe IDs 
- Continguts: Codat IDs 
- Classes de mòdul: Module Class IDs 
- Especificacions de mòdul: Module Spec IDs 
 
L’especificació està oberta a afegir-hi més tipus de JXTAIDs. Només és 
obligatori que les implementacions en JXTA tinguin suport pels IDs de grup. 
 
 
2.4. Arquitectura de xarxa 
 
La xarxa JXTA es ad-hoc, multi-salt i adaptativa i es composa de tots els nodes 
connectats. Com els nodes poden estar connectats o no, no hi ha cap ruta 
predeterminada per arribar a un node. 
 
 
2.4.1. Tipus de nodes 
 
El funcionament de la xarxa JXTA requereix que hi hagin quatre tipus de nodes. 
Cada node de la xarxa pot actuar com un o més d’aquests tipus, el que li 
confereix una sèrie de responsabilitats diferents. 
 
- Node simple o edge: pot enviar i rebre missatges. Si és simple mínim no fa 
cache dels avisos i si és simple complet si que ho fa. 
- Node rendezvous: guarda i reenvia els avisos del grup del que és rdv per 
ajudar a altres nodes a trobar-se. Com a mínim els nodes han d’estar 
connectats a un rendezvous, a on envien les cerques. Quan un node s’uneix 
a un grup, si no en troba cap, pot adoptar aquest paper ell mateix. 
- Node relay: guarda les rutes cap als nodes i encamina els missatges. Quan 
un node vol enviar un missatge, primer mira si té la ruta cap al destí a la 
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seva memòria cau local. Si no la té, envia consultes als nodes relay per 
conèixer aquesta informació. A més, els nodes relay també reenvien 
missatges entre nodes que no poden comunicar-se directament, com en 
entorns NAT. 
 
 
2.4.2. Índex distribuït de recursos compartits 
 
La plataforma JXTA proporciona un mecanisme que permet propagar les 
consultes de forma més eficient dins la xarxa, el índex distribuït de recursos 
compartits o Shared Resource Distributed Index (SRDI). Els nodes rdv 
mantenen un índex d’avisos publicats pels nodes edge. Quan un node edge 
publica un nou avís, aquest és indexat pel servei SRDI al rdv corresponent fent 
servir claus com el ID de l’avís. Aquest rdv, al seu temps, publica aquests 
índexs a la seva llista de rdvs coneguts. Quan algun rdv de la seva llista no 
contesta, l’elimina, formant així una xarxa de consistència fluixa de rdvs 
coneguts. En base a la següent figura, es farà un seguiment de com funcionen 
les consultes amb el SRDI. 
 
 
 
 
Figura 2.9 Consulta amb SRDI 
 
 
El node A utilitza el node R1 com a rendezvous. Quan A vol realitzar una 
consulta, l’envia a tota la seva subxarxa mitjançant difusió selectiva (multicast) 
o difusió massiva (broadcast) i a R1 per obtenir resultats de fora de la 
subxarxa. R1 busca a la seva memòria cau local i, si troba el que estava 
buscant, respon a A directament. Si no és el cas, però conté un índex del 
recurs al seu SRDI, avisa al node que va publicar l’avís i aquest contesta 
directament al node A. Si R1 no té l’índex, es llança un algorisme per defecte 
que busca el rdv que conté l’índex que es busca. Es fa servir un comptador de 
salts per limitar el nombre de vegades que es pot reenviar la consulta.  
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2.4.3. Mecanismes de comunicació 
 
Donant per suposat que tots els nodes treballen amb TCP/IP, els problemes de 
comunicació es redueixen i es solen limitar a les configuracions de les xarxes 
privades d’ordinadors, que no tenen accés directe a Internet o aquest està 
limitat per algun dispositiu. Si un node està darrera un tallafocs podrà posar-se 
en contacte amb el node extern, però és probable que el node extern no pugui 
connectar-se directament amb el primer degut a que la configuració del 
tallafocs filtra tots els intents de connexió externs dirigits a la xarxa interna. En 
el cas de que una xarxa de computadors facin servir NAT, tots tenen la mateixa 
IP externa. Això fa que puguin obrir comunicacions cap a fora de la LAN, però 
un computador extern a aquesta no pugui obrir comunicació cap a un intern, 
degut a que no pot direccionar inequívocament les seves peticions. Si es fa 
servir un proxy, aquest pot limitar el pas de certs tipus de tràfic. Si es fa servir 
DHCP, estem a una situació similar, ja que no hi ha una adreça fixa per trobar 
el node. 
 
Per solucionar aquests problemes es fa servir el protocol HTTP, que funciona 
de la següent forma: 
- El computador que fa la petició obre una connexió TCP al port 80 del 
servidor, processa la petició de l’usuari i envia la petició seguint el format 
HTTP. 
- El servidor processa la petició i retorna la seva resposta al client a través de 
la mateixa connexió TCP. 
- Es tanca la connexió. Les noves versions de HTTP admeten mantenir-la 
oberta més temps. 
 
L’avantatge de fer servir HTTP és que la connexió sempre l’obre el node que 
està darrera l’obstacle, que se suposa que té permís per fer-ho, i el node extern 
aprofita aquesta connexió oberta per realitzar la comunicació. Però el node 
dintre de la xarxa ha de conèixer com trobar al node extern. Per solucionar 
aquest problema, és necessari que el node darrera del tallafocs conegui uns 
nodes relay, que trobaran la ruta al node destí, i que el node i el relay suportin 
la comunicació mitjançant el protocol HTTP. A més, evidentment, el tallafocs o 
el servidor intermediari ha de permetre el pas de HTTP. D’aquesta forma, quan 
un node extern vol posar-se en contacte amb altre que està darrera d’un 
d’aquests obstacles, es posa en contacte amb un node relay que coneix la ruta 
al node destí. Periòdicament, el node destí es connecta al relay, que envia a la 
resposta HTTP els missatges pendents per aquell node. En el cas de que 
l’obstacle sigui doble, els dos nodes fan servir la mateixa estratègia de 
comunicació amb dos nodes relay i els dos relays es comuniquen entre ells. 
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Figura 2.10 Comunicació a través de dos tallafocs 
 
 
2.4.4. Seguretat 
 
La plataforma JXTA té mecanismes per garantir la seguretat en les següents 
vessants: 
- Confidencialitat: garanteix que el contingut del missatge no serà intel·ligible 
per terceres parts alienes a la comunicació. 
- Autentificació: garanteix que la persona és qui diu que és. 
- Autorització: garanteix que qui envia un missatge està autoritzat a fer-ho. 
- Integritat de les dades: garanteix que les dades no han sigut modificades o 
s’han corromput des de que es van enviar. 
- Refutabilitat: garanteix que el missatge va ser enviat per un usuari 
autoritzat. 
 
Aquestes estratègies es basen en les eines estàndar TLS, Bouncy Castle i 
Cryptix, que permeten utilitzar certificats de node, encriptació asimètrica, 
signatura digital, etc. A més, de cara a un atacant local, cada node té una 
contrasenya d’accés que es guarda encriptada. 
 
 
2.5. Protocols 
 
Els protocols JXTA són una sèrie de serveis integrats en el JXTACore que 
faciliten les tasques bàsiques que realitza la xarxa i que, d’altra forma, farien de 
la implementació un procés llarg i complicat. Els protocols dicten les 
interaccions que poden realitzar els nodes a la xarxa: buscar altres nodes, 
grups i serveis, obtenir informació d’un node, invocar un servei, crear, unir-se i 
deixar un grup, crear connexions de dades entre nodes i enrutar missatges. En 
total hi ha sis protocols, basats en missatges XML. Cadascun d’ells està 
enfocat a un aspecte concret de la comunicació i es divideix en dues parts: la 
meitat del node local, encarregada de generar i enviar missatges, i la meitat del 
node remot, encarregada de rebrel’s i processar-los per realitzar una tasca 
concreta. Cada protocol té un cert grau de dependència dels altres, sobretot 
respecte el de la capa immediatament inferior, degut a la seva configuració en 
forma de pila. 
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Figura 2.11 Pila de protocols JXTA 
 
 
2.5.1. Peer Discovery Protocol (PDP) 
 
El PDP ve implementat dintre del servei de descobriment del nucli i es fa servir 
per conèixer l’existència de nodes i recursos mitjançant el descobriment 
d’avisos. El PDP és el protocol de descobriment per defecte, però en la 
implementació d’aplicacions es pot substituir per qualsevol mètode propi. A la 
plataforma JXTA J2SE, el descobriment es fa de tres formes: localment a la 
memòria cau del node, a la xarxa local fent servir difusió selectiva (multicast) 
per arribar a tots els nodes JXTA i per descobrir nodes externs, fent servir el 
protocol PRP —explicat més endavant— i els nodes rendezvous, que guarden i 
propaguen els avisos que els arriben. El servei de descobriment és propi d’un 
grup i l’àmbit de cerca és el dels nodes que pertanyen al grup. La plataforma 
proveeix una sèrie de funcions que permeten encapsular els paràmetres de la 
cerca (clau a cercar,  valor desitjat i nombre de respostes desitjades) en un 
missatge de consulta de descobriment (Discovery Query Message). Els nodes 
que reben aquest missatge cerquen entre els seus avisos algun que encaixi 
amb la cerca i, si en troben, l’envien encapsulat en un missatge de resposta 
(Discovery Response Message) de descobriment. Els avisos rebuts es guarden 
en la memòria cau local, dintre del directori “cm”, ordenats per grups. En el cas 
de fer una consulta a la memòria cau local, es fa servir un paràmetre de temps 
de caducitat, passat el qual es considera l’avís obsolet i s’elimina. Per limitar la 
propagació d’avisos, s’inclou un TTL que es va decrementant cada vegada que 
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el rep un rendezvous i el missatge no es reenvia quan arriba a 0. Això ocasiona 
que els missatges de descobriment tinguin un radi màxim de propagació. Per 
evitar bucles d’enrutament s’inclouen les rutes d’arribada als missatges i els rdv 
descarten enviar els missatges per la mateixa ruta per on van arribar. Els 
formats de missatges de consulta i de resposta de descobriment s’especifiquen 
a l’Annex E. 
 
 
2.5.2. Peer Information Protocol (PIP) 
 
El PIP és un protocol opcional implementat dintre del servei core d’informació 
de node que permet conèixer informació sobre l’estat d’un node, les seves 
capacitats i estadístiques (com quant temps ha estat actiu, quan va enviar 
l’últim missatge o quanta informació ha enviat). Aquest protocol està en 
desenvolupament i té una alta variabilitat, sent diferent en cada nou 
alliberament de la plataforma. El PIP fa servir dos tipus de missatges, el 
missatge de consulta d’informació de node i el missatge de resposta 
d’informació de node, que s’envien a través de canonades no confiables i no 
segures. Si un node rep un missatge de consulta que no és per ell, aquest node 
propaga aquest missatge a tot el grup. Els avisos d’informació de node, com 
tots els altres, expiren passat un cert temps prefixat. Els missatges de consulta 
(Peer Info Query Message) i de resposta (Peer Info Response Message) 
s’especifiquen a l’Annex F. 
 
 
2.5.3. Pipe Binding Protocol (PBP) 
 
El PBP és un protocol implementat al servei de canonades del nucli i que 
defineix el procés d’associar una canonada a un punt final d’un node remot. 
Quan un node rep un avís de canonada i vol connectar amb la canonada per 
comunicar-se a través d’ella, fa servir el PBP per tal de trobar el punt final per 
aquell avís. Una vegada una canonada s’ha associat a un punt final els nodes 
poden enviar missatges a través d’ella. Un aspecte remarcable del 
funcionament de les canonades és que els seus avisos no porten l’identificador 
del node a les que estan associades, degut a que una mateixa canonada pot 
utilitzar-se per diferents nodes per tal d’accedir a un servei. El PBP és el 
protocol capaç de relacionar el node amb la canonada, mitjançant el missatge 
de consulta d’associació de canonada i el de resposta d’associació de 
canonada. Amb el primer, un node consulta a un altre (o a múltiples) si té 
associada una canonada amb un identificador determinat. Amb el segon, els 
nodes que han rebut la consulta poden dir si la tenen associada o no. Hem de 
tenir en compte que a una xarxa P2P pot no ser necessari conèixer el node 
exacte al qual ens estem connectant o potser ens connectem a més d’un node 
a la vegada. Per això la resposta pot portar o no portar l’identificador del node 
que hi ha al darrera. En el primer cas es tracta de canonades cegues i en el 
segon de canonades direccionades a un node. El format dels missatges (Pipe 
Binding Query Message i Pipe Binding Response Message) es detalla a 
l’Annex G. Les canonades es creen a partir dels avisos de canonades, que 
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poden intercanviar-se a través del servei de resolució, propagar-se per la xarxa 
o estar programades estàticament al codi de l’aplicació. La clau d’aquest 
protocol és que permet utilitzar les canonades com recursos que poden 
abstreure’s dels nodes, dels punts finals i del protocol utilitzat. 
 
 
2.5.4. Peer Resolver Protocol (PRP) 
 
El PRP és un protocol que serveix per realitzar consultes genèriques d’un node 
sobre un altre i està implementat al servei core de resolució. És el protocol per 
defecte, però es pot substituir o ampliar a les aplicacions. El PDP i el PIP estan 
basats en el PRP i fan consultes específiques, mentre que el PRP pot realitzar 
qualsevol tipus de consulta que pugui necessitar una aplicació, per exemple 
l’estat d’un servei o d’un punt final i encamina el missatge de consulta fins el 
gestor adient al node remot. El protocol fa servir dos tipus de missatges, els 
missatges de consulta de resolució i els missatges de resposta de resolució. 
Les consultes es poden enviar a un node en concret mitjançant missatges 
unicast o propagar-se a través dels rdv fins arribar a tots els nodes d’un grup. 
El missatge de consulta es fa servir per consultar l’estat d’un servei d’un altre 
node dintre l’àmbit del grup. Conté les credencials del remitent, un identificador 
únic de la consulta, un gestor específic del servei i la consulta en si. Cada 
servei pot registrar un gestor al servei core de resolució, el que li permet 
processar consultes i respondre-les. Quan un node rep un missatge de 
consulta de resolució, intenta reenviar-lo cap al gestor registrat corresponent 
dintre del node, que gestionarà el missatge de resposta. El node propagarà el 
missatge de consulta a altres nodes coneguts. El missatge de resposta de 
resolució és una resposta a una consulta concreta i conté les credencials del 
remitent, l’identificador únic del servei i la resposta a la consulta. Es poden 
enviar i rebre diferents missatges de resposta a una mateixa consulta i es pot 
no rebre cap (algunes raons possibles poden ser que la consulta no arribi al 
destí o que el destí falli a l’enviar la resposta). També es pot rebre un avís de 
consulta invàlida per part d’un node, en aquest cas la consulta no es propaga a 
altres nodes coneguts. Altra possibilitat és que el node que ha rebut la consulta 
decideixi que ell també vol rebre els resultats. Llavors el gestor fa una nova 
consulta de forma que les respostes també li arribin. Els missatges de consulta 
(Resolver Query Message) i resposta (Resolver Response Message) de 
resolució es detallen a l’Annex H. 
 
 
2.5.5. Rendezvous Protocol (RVP) 
 
El RVP està implementat dintre del servei core de rendezvous i proporciona un 
mètode per propagar els missatges dintre d’un grup, el que inclou la subscripció 
dels nodes al servei de propagació i el control de propagació dels missatges, 
tenint en compte els temps d’expiració i evitant possibles bucles 
d’encaminament. Els protocols PRP i PBP fan servir el RVP per propagar els 
seus missatges. Els nodes rendezvous s’encarreguen de propagar missatges 
de part d’un node cap a altres nodes amb els quals el primer no té connexió 
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directa. Un node que vulgui propagar un missatge a través d’un rendezvous ha 
d’obtenir un lloguer (lease), el que permet fer ús del rendezvous fins que el 
lloguer caduqui, moment en el que s’haurà de renovar. Per regular aquest 
lloguer existeixen tres classes de missatges: petició, confirmació i cancel·lació 
de lloguer (Lease Request Message, Lease Granted Message i Lease Cancel 
Message). Aquests missatges venen definits a l’Annex I. El node que vol que 
un rendezvous propagui un missatge en el seu nom enviar el missatge de 
petició de lloguer. El rendezvous pot confirmar o denegar la petició, en el primer 
cas, retorna un missatge de confirmació de lloguer. Una vegada el node té 
aquesta informació, ja pot enviar missatges al rendezvous, el qual el propagarà 
a tots els nodes que tinguin un lloguer amb ell. Si un altre rendezvous és client 
d’aquest primer, el segon rdv propagarà el missatge als seus llogaters. Els 
nodes edge que rebin el missatge el propagaran també, però només entre els 
nodes amb els quals té comunicació directa. Els nodes rdv fan servir un tipus 
de missatge, de propagació de rendezvous, per evitar els bucles 
d’encaminament. Aquest missatge, que es detalla a l’Annex I, conté un 
identificador únic, la informació del servei al qual va dirigit el missatge, un TTL 
que es va decrementant a cada salt i els identificadors dels nodes als quals ja 
ha estat enviat. 
 
 
2.5.6. Endpoint Routing Protocol (ERP) 
 
El protocol ERP està implementat al servei core de punt final, l’únic servei que 
no depèn d’un grup. Està a la base de la pila de protocols, ja que tota la 
comunicació depèn d’ell. El servei de punt final és una abstracció dels diferents 
protocols de comunicació que pot fer servir un punt final (HTTP, TCP, TLS, 
Beep o ServletHTTP). El ERP defineix la forma en que un missatge viatja per la 
xarxa, tenint en compte el protocol de transport, la connectivitat entre nodes, 
etc. i fent servir la implementació adient per cada cas. L’adreça del punt final 
destí conté la informació necessària per l’enrutament del missatge i és de la 
forma: <protocol>://<adreça de xarxa>/<nom del servei>/<parametres del 
servei>.  Aquesta adreça es fa servir a baix nivell, però als protocols de més alt 
nivell es fa servir una més genèrica: jxta://<identificador únic del node>, i el 
servei de punt final s’encarrega de traduir-la en l’anterior. Pels casos en que els 
nodes no estan connectats directament, el ERP juga un paper fonamental, 
trobant una ruta entre dos nodes. S’ha de tenir en compte que la ruta entre dos 
nodes és molt variable, ja que a la xarxa P2P els nodes es poden connectar i 
desconnectar contínuament. El ERP defineix una sèrie de missatges de 
consulta i resposta que permeten trobar aquesta ruta (Route Query Message, 
Route Response Message, Endpoint Router Message, Ping Query, Ping 
Response). Els missatges s’especifiquen a l’Annex J. Quan un node vol enviar 
un missatge a una adreça de punt final concreta, el primer que fa és buscar a la 
seva memòria cau local una ruta per arribar-hi. Si no la troba, farà una consulta 
de resolució de ruta als seus nodes relay coneguts, que li responen amb un 
missatge que conté l’identificador del node origen, el del node final, un temps 
de caducitat de la ruta i una llista ordenada de nodes a través dels quals els 
missatges aniran saltant encaminant-se al destí. La ruta pot no estar completa, 
però com a mínim ha de contenir el primer node relay al qual s’ha d’encaminar 
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el missatge. El ERP afegeix als missatges que surten d’un node una etiqueta 
<jxta:EndpointHeaderSrcPeer> que conté l’identificador del node. Això serveix 
per evitar bucles d’encaminament.  
 
 
2.6. Entorn JXTA  
 
2.6.1. Llicència 
 
Els desenvolupadors poden utilitzar JXTA sense cost. La llicència d’ús és 
Apache Software, així que se’n pot derivar codi sense restriccions, incloent 
programes amb llicències propietàries. 
 
2.6.2. Productes comercials desenvolupats amb JXTA 
 
- Tryllian Agent Development Kit: una plataforma de desenvolupament de 
software. 
- 312 Lean OnMe: còpies de seguretat entre usuaris de confiança. 
- ifreestyle: eina de treball col·laboratiu en grup que conté un gestor 
d’informació personal i grupal, xat i eines d’ajuda a la presa de decisions. 
- EConExplorer: una eina de compartició de continguts basada en un 
navegador. 
- MyPersonalPortal, VistaRepository: eines de replicació, ordenació i gestió 
de continguts. 
- Zhuda Instant Messenger: missatgeria instantània. 
- Topologi: un gestor i editor de documents amb capacitats col·laboratives. 
- Brevient Connect: programa que permet realitzar reunions en línea, 
demostracions sincronitzades i grups de treball. 
 
 
2.6.3. JXTA i altres plataformes 
 
Pot semblar que els objectius de JXTA són similars als de Jini o .NET, però hi 
ha grans diferències. Jini també vol connectar qualsevol dispositiu a la xarxa, 
però només es basa en Java, té un servidor centralitzat i fa servir RMI (Remote 
Method Invocation) i serialització per la comunicació. JXTA, en canvi, és 
independent de la plataforma, utilitza XML i treballa sense servidor central. 
Respecte a .NET, aquesta plataforma té com a llavor una concepció 
client/servidor. És cert que pot evolucionar fins construir una xarxa P2P, però 
s’ha de tenir en compte que no estan definits tots els estàndards, elements, 
transaccions, etc, que són la base de JXTA. 
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CAPÍTOL 3. Desenvolupament d’un prototipus JXTA 
 
 
En aquest capítol es detalla el procés de desenvolupament d’un prototipus 
d’aplicació JXTA, començant per l’anàlisi de requisits, en el qual s’ha seguit un 
model de quatre fases en espiral. Seguidament es realitza un procés de 
disseny del prototipus, en el que s’ha utilitzat el modelatge UML. A continuació 
es fa una planificació temporal aproximada i es compara amb la planificació 
real resultant. Per finalitzar, s’enumeren les eines que s’han utilitzat per la 
implementació i es mostren les pantalles de resultats. 
 
 
3.1. Anàlisi de requisits 
 
Per realitzar l’anàlisi es farà servir el model de quatre fases en espiral 
especificat a [32]. Seguidament es mostren els resultats de la primera iteració. 
En una segona iteració es van validar aquests i es van realitzar noves 
especificacions, les quals es mostren al punt 3.2, ja que van ser les definitives 
per aquesta primera part, en base a les quals es va implementar el prototipus. 
 
 
3.1.1. Primera iteració 
 
Extracció 
 
A la fase d’extracció de requisits es fa una primera aproximació a què es vol 
aconseguir amb el desenvolupament del prototipus. L’eina principal a utilitzar 
és la de l’entrevista personal. En reunió amb el responsable de producte de 
Disvirtual es va decidir que l’objectiu és aconseguir una aplicació de treball en 
grup dirigida a la petita i mitjana empresa. Aquests factors per si mateixos 
impliquen que el cost de desenvolupament de l’aplicació no ha de ser elevat. 
Paral·lelament, el sistema final ha de ser escalable i modular, amb facilitat 
d’afegir noves funcionalitats conforme les capacitats productives i la inversió ho 
permetin. Com exemples d’aplicacions col·laboratives desitjables es van posar: 
sistema de presència, missatgeria instantània, VoIP, compartició d’arxius, 
compartició de recursos físics de xarxa, compartició de pantalla, execució 
remota, etc. Es vol que un usuari administrador sigui el que creï el grup i els 
assistents es puguin unir. 
 
Anàlisi 
 
Es planteja el desenvolupament d’un primer prototipus amb funcions bàsiques 
JXTA i una organització de l’aplicació que permeti la modularitat. Es selecciona 
l’aplicació de missatgeria instantània per ser la base de l’intercanvi de 
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missatges que després es podrà aplicar a la resta de mòduls. Com a requisits 
temporals tenim que la data límit d’entrega ha de ser el dia 18 de gener de 
2006. Com a requisits funcionals tenim: 
 
- Connexió i desconnexió al NetPeerGroup 
- Descobriment de grups i de membres del grup 
- Usuari propietari de grup: creació de grup 
- Pertinença a un grup 
- Intercanvi de missatges entre membres del grup 
 
Especificació 
 
Per desenvolupar els requisits funcionals es realitza una tasca d’especificació 
general del sistema, que comença amb un esquema general a alt nivell de 
l’arquitectura desitjable. 
 
 
 
Figura 3.1 Esquema de blocs del sistema 
 
 
Validació 
 
Es donen per bones les especificacions en aquesta primera iteració. El sistema 
s’anirà ampliant i refinant en les iteracions posteriors. 
 
 
3.2. Disseny del prototipus 
 
El nom del prototipus s’ha decidit que sigui Antaviana. Mitjançant el modelatge 
UML s’especifiquen les accions que pot realitzar un usuari quan té en 
funcionament Antaviana, les fletxes indiquen la precedència dels casos. 
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Figura 3.2 Casos d’ús  
 
 
Seguidament es va realitzar un diagrama de processos orientat a flux, que tot i 
no casar amb la realitat de funcionament de l’aplicació, ens facilita la definició 
de les tasques bàsiques per després organitzar-les en blocs, a més de la 
identificació de components específics. 
 
 
 
 
Figura 3.3 Diagrama de processos 
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S’implementa el patró model-vista-controlador, que permet tenir separats el 
model, la interfície d’usuari i la lògica d’actuació. 
 
- El model de dades és la informació de l’arbre de grups i usuaris. 
S’especifiquen les classes: 
o Peer: contindrà les dades dels nodes trobats 
o MyPeerGroup: contindrà les dades d’un grup i una enumeració 
d’elements Peer 
o ContactList: una enumeració d’elements MyPeerGroup. 
- El controlador és la lògica que manté la coherència entre la xarxa JXTA i 
la vista. S’especifiquen les classes: 
o JxtaControls: són les funcions bàsiques JXTA, que modifiquen el 
model de dades amb les actualitzacions 
o StatusObserver: és l’observador que actua quan es produeix un 
canvi. 
- La vista és la interfície gràfica que veu l’usuari, es defineix la classe GUI. 
 
 
 
 
Figura 3.4 Diagrama de classes MVC 
 
 
La classe JxtaControls exerceix d’intermediari entre el GUI i el model de dades. 
A més, és l’encarregada de tractar amb totes les funcions JXTA. Quan es 
vulgui implementar una funció nova, s’ha d’afegir un nou escoltador a l’element 
corresponent del GUI, que en cas d’acció cridi al mètode corresponent de la 
classe JxtaControls. Cada mètode pot utilitzar les funcionalitats d’altres classes 
dintre del paquet antaviana, aconseguint d’aquesta forma una escalabilitat de 
forma simple. A continuació s’exposen els diagrames de seqüència UML. 
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Figura 3.5 Diagrama de seqüència 
 
 
 
 
Figura 3.6 Diagrama de seqüència per crear grup 
 
 
En aquests diagrames es mostra amb detall quines són les crides que uns 
objectes es fan als altres. 
 
 
3.3. Planificació 
 
La planificació del projecte comença el dia 12 de setembre de 2005. S’ha dividit 
el treball en cinc grans blocs: 
 
- Documentació: l’objectiu és conèixer les tecnologies i redactar la part 
teòrica de la memòria del projecte. Es divideix en tres parts: el model 
P2P, la tecnologia JXTA i  les eines de treball en grup. 
- Anàlisi i disseny: l’objectiu és traçar unes línies generals i establir les 
bases del prototipus que es vol desenvolupar. 
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- Desenvolupament: és la feina de desenvolupament del prototipus, 
consisteix en implementar les classes que s’han definit al bloc anterior i 
realitzar proves de funcionament. 
- Estudi de viabilitat: en aquest bloc es volen analitzar les possibilitats de 
futur tècniques, econòmiques i mediambientals que té la tecnologia 
JXTA aplicada a una eina de treball en grup. 
- Informe de resultats: es volen extreure les conclusions finals del 
projecte. 
 
A cada part se li ha assignat un nombre d’hores estimat, una vegada fet el qual 
s’ha assignat els recursos, donant com a resultat una distribució temporal de 
les tasques. Els recursos de que es disposa són:  
 
- Humans: una persona que realitza les tasques, amb capacitat de 
realitzar 27 hores setmanals. Això implica que no es podran realitzar 
tasques en paral·lel i, que en cas de fer-ho, les tasques s’allarguen i el 
còmput total de temps sempre es manté igual. 
- Equips: xarxa LAN, dos PCs. 
 
 
 
 
Figura 3.7 Planificació inicial 
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La planificació final ha resultat la següent: 
 
 
 
 
Figura 3.8 Planificació real 
 
 
Les hores totals previstes van ser 492 i les hores totals realitzades han estat 
664, el que representa una desviació aproximada del 25%. Encara que els 
objectius del projecte no són netament d’implementació del prototipus, aquesta 
ha estat una de les parts amb més pes en el còmput total d’hores dedicades i el 
que més ha desviat la planificació inicial. 
 
 
3.4. Implementació 
 
La implementació consisteix en la programació del prototipus, escrivint les 
classes que s’han definit al punt de disseny 3.2. 
 
3.4.1. Entorn i eines utilitzades 
 
S’ha treballat en un entorn Windows XP i Windows 2000 Professional. Aquesta 
elecció ha vingut motivada per diversos factors, el més important dels quals és 
l’adaptació al sistema final que faria servir un hipotètic client. Altre factor és la 
immediatesa dels equips, tenint dues estacions de treball ja instal·lades 
prèviament. També s’ha intentat d’executar el prototipus en un entorn Fedora 
Core, però a les llibreries JXTA, en cas de no treballar amb un entorn gràfic, 
s’han de modificar una sèrie de paràmetres per evitar que llanci errors degut a 
que intenta executar llibreries gràfiques del sistema. 
 
Les eines de desenvolupament que s’han fet servir han estat: 
- J2SE Java JDK 5.0 Update 6 
- JXTA 2.3.6 
- Eclipse SDK 3.1.2 
- Ethereal 0.10.14 
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3.4.2. Instal·lació de la plataforma JXTA 
 
Per instal·lar la plataforma JXTA només s’han de copiar els .jar a una carpeta 
de la nostra elecció. Una vegada copiats, quan s’executa per primera vegada 
salta un configurador de node automàticament, que es fa servir per donar els 
paràmetres bàsics de la plataforma. El resultat és un directori de nom .jxta que  
conté l’arxiu PlatformConfig, un exemple del qual es mostra a l’Annex K. 
Bàsicament es tracta d’un document XML que conté tots els paràmetres de 
funcionament necessaris. Quan el node es connecta al NetPeerGroup i 
comença a rebre avisos, aquests són guardats a la memòria cau local, que es 
troba al subdirectori cm, sota .jxta. 
 
 
3.4.3. Proves de funcionament 
 
A continuació es mostra una sèrie de pantalles que il·lustren el funcionament 
del prototipus. El node Astrid fa el rol d’administrador, creant el grup anomenat 
Antaviana, al qual el node Neb s’uneix. Els dos nodes es troben en aquest grup 
i s’intercanvien missatges mitjançant l’obertura d’una finestra de conversa. En 
aquestes pantalles, el missatge enviat es processa per mostrar el text que ha 
introduït l’altre node. 
 
 
 
 
Figura 3.9 Inici de sessió 
 
El primer pas de l’usuari és connectar-se al NetPeerGroup. Ho fa a través del 
menú d’accions. Una vegada arrencada l’aplicació, es triga una mica en 
començar a rebre avisos de grups. Aquest temps pot ser molt variable, entre 
uns segons i alguns minuts. 
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Figura 3.10 Creació de grup 
 
 
A continuació el node Astrid, que fa les funcions d’administrador, crea el grup 
Antaviana mitjançant la opció de crear grup i s’uneix automàticament. El node 
remot Neb descobreix el grup i s’uneix. Quan Astrid rep l’avís de node a través 
del servei de descobriment del grup Antaviana, el GUI mostra a Neb com a 
membre del grup. 
 
 
 
 
 
 
Figura 3.11 Enviar missatges 
 
 
El node Astrid vol obrir una conversa amb Neb. Per això fa servir la opció 
d’enviar missatge, obrint una canonada bidireccional amb el node. A partir 
d’aquí, els nodes poden intercanviar missatge de text a través de la finestra de 
xat. 
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CAPÍTOL 4. Estudi de viabilitat 
 
 
En aquest capítol es donen idees per línies futures d’implementació i posada en 
marxa del servei. Seguidament s’analitza la viabilitat econòmica, mitjançant 
l’anàlisi comercial de les quatre Ps i l’anàlisi cost/benefici. Per finalitzar, es fa 
un petit anàlisi d’impacte mediambiental del projecte. 
 
 
4.1. Línies futures 
 
El prototipus implementat és un sistema molt bàsic d’enviament de missatges 
entre  nodes, el que constitueix la base de la comunicació per qualsevol servei 
que es vulgui implementar. Les línies futures de treball es centren en dos 
aspectes: implementar un sistema complert de presència i un servei de VoIP. 
Per tal d’aconseguir-ho es proposa emprendre les següents línies: 
 
- S’adopta l’arquitectura del sistema SOSIMPLE [17], deixant oberta la 
porta per modificar el que calgui. Aquesta arquitectura proposa un 
sistema P2P de MI i VoIP compatible amb els sistemes i dispositius SIP 
actuals. 
- El disseny ha de permetre afegir fàcilment una pila SIP. S’investigaran 
projectes com JAIN SIP (Java) [35] o ReSIProcate (C) [36] per tal 
d’estudiar la seva possible integració. 
- Es deixa com a possibilitat investigar la integració entre el projecte 
Antaviana i el PBX de codi obert Asterix [34]. La potència i flexibilitat 
d’aquesta centraleta seria un punt clau a l’hora de comercialitzar el 
servei. 
 
 
 
 
Figura 4.1 Arquitectura integrant SIP 
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Figura 4.2 Línies futures 
 
 
Al següent diagrama de pluja d’idees s’apunten les línies bàsiques 
d’investigació per implementar un servei VoIP sota JXTA. Bàsicament 
consisteixen en l’adopció del model SOSIMPLE, la implementació de la pila 
SIP, la integració dels codificadors de veu i la possibilitat d’integració d’Asterisk 
a la xarxa P2P JXTA. DUNDI [37] és un protocol ja implementat per 
descobriment P2P de passarel·les (gateways) SIP. 
 
 
 
 
Figura 4.3 Pluja d’idees per VoIP 
 
 
4.2. Viabilitat econòmica 
 
4.2.1. Anàlisi comercial 
 
Mitjançant l’anàlisi comercial es coneixeran els aspectes relacionats amb el 
màrqueting, els quals ens indicaran quins són els costos derivats de l’acció 
comercial i quins són els punts forts i febles del producte. S’especifiquen les 
quatre P’s del màrqueting: Product, Prize, Placement, Promotion. 
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Producte 
 
- Raons pel llançament: increment de l’ample de banda disponible, de la 
potència dels terminals, moment àlgid del P2P i popularització de la VoIP 
- Clients potencials: petites i mitjanes empreses amb seus distribuïdes 
geogràficament, manteniment remot. Aquests són els nostres clients 
actuals, per tant es redueix el cost de localització de clients. 
- Competència: productes similars: Skype, Groove, Brevient Connect, 
clients gratuïts. S’ha de donar valor afegit. Companyies de veu 
clàssiques a l’aguait. 
- Nivell tecnològic: tecnologia VoIP madura, en espera d’una legislació en 
matèria de regulació de la VoIP. Tecnologia JXTA en desenvolupament, 
però amb aplicacions comercials al mercat. 
- Cicle de vida: la modularitat del programa permet l’actualització de forma 
progressiva. 
 
Preu 
 
S’estableix un servei del tipus proveïdor d’aplicacions en lloguer. Al no haver 
serveis semblants al mercat, és molt difícil establir un preu, però basant-se en 
altres serveis que ofereix l’empresa s’aconsella un preu mig de 75€ mensuals. 
 
Distribució 
 
- Trucades telefòniques als clients de la nostra cartera 
- Ampliació de cartera de clients potencials 
 
Comunicació 
 
- Publicitat boca-orella 
- Web corporativa 
- Anuncis Google pagament per clic 
 
 
 
Figura 4.4 Anàlisi FODA 
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4.2.2. Anàlisi cost/benefici 
 
L’anàlisi de cost/benefici tracta de trobar una estimació de costos d’inversió i de 
beneficis, per després comparar-los. És una eina molt útil per valorar si el 
projecte és viable. 
 
 
Taula 4.1 Estimació de costos 
 
Concepte Cost unitari Cost total Aplicació 
700h feina 10 7000 Única 
4 Equips informàtics 600 2400 Única 
4 telèfons VoIP 50 200 Única 
Ampliació cartera 900 900 Única 
 TOTAL 10500  
Trucades telefòniques  200 Mensual 
 
 
Es suposa que es fa un increment molt moderat fix, de quatre clients nous 
mensualment, a 75€ cadascun. 
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Figura 4.5 Retorn de la inversió 
 
 
4.3. Viabilitat mediambiental 
 
L’impacte mediambiental d’un projecte d’aquestes característiques és difícil 
d’avaluar. Els beneficis que s’obtenen per una banda es poden contraposar a 
alguns mals que la tecnologia Internet pot causar al medi ambient. En la 
següent figura s’intenten resumir alguns punts d’importància. 
Punt 
d’amortització 
Període 
d’amortització: 
3 anys 
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Figura 4.6 Factors ambientals 
 
 
Les línies vermelles indiquen un factor negatiu i les línies verdes un de positiu. 
 
Factors negatius 
- Increment del nombre d’infraestructures: el món virtual té el seu substrat 
físic en infinitat de cables, centres de dades, torres i línies d’alta tensió, 
antenes etc. Tota una sèrie d’infraestructures amb les que hem de 
conviure pel sol fet de tenir la possibilitat (al menys tècnicament) de fer 
servir aquesta tecnologia. 
- Equips obsolets ràpidament: el món del hardware sembla que no ha 
“canviat el xip” respecte al clàssic model de creixement il·limitat i cada 
any les necessitats tècniques dels nostres PCs van creixent. Això 
comporta que els equips antics es llencin, augmentant el nombre de 
residus que aboquem al medi. Afegim que els materials dels equips 
informàtics solen ser plàstics i altres no biodegradables. 
- Encara que no hi ha estudis concloents sobre els efectes sobre la salut, 
el que és cert és que el nombre de radiacions electromagnètiques que hi 
ha a l’ambient cada vegada és superior i s’accelera degut a les 
tecnologies inalàmbriques. 
 
Factors positius 
- Les eines de treball en grup redueixen les necessitats de transport, al 
permetre la comunicació no presencial. Això té un impacte de reducció 
del consum de combustibles fòssils i altres fonts d’energia. 
- Digitalització dels continguts: totes les eines informàtiques ajuden a 
passar una quantitat ingent de documentació a format electrònic, amb la 
conseqüent reducció en la despesa de recursos materials com el paper. 
El correu electrònic i la missatgeria comporten reducció de l’enviament 
de cartes físiques. 
- Difusió del coneixement: amb l’increment de possibilitats de trobar 
solucions a problemes globals. 
- Cultura de les idees i serveis, en contraposició a la cultura dels objectes 
materials. Reducció dels residus. 
- Descentralització dels recursos, qualsevol concentració humana sol 
resultar perjudicial pel medi. 
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CAPÍTOL 5. Conclusions 
 
 
Les arquitectures dominants de xarxes han anat evolucionant des dels primers 
protocols node-node fins arribar a l’actual arquitectura client-servidor. Als 
darrers déu anys, els models descentralitzats de xarxes lògiques es van 
consolidant i millorant, degut principalment a factors tecnològics que 
desencadenen un impacte social que realimenta el procés. Les aplicacions P2P 
cada vegada són més populars, demostrant una vegada més que la societat va 
per davant de les lleis i que adopta alguns models tecnològics per proximitat al 
funcionament grupal. 
 
La tecnologia JXTA és una plataforma molt potent que defineix i proposa uns 
estàndards pels aspectes bàsics de qualsevol aplicació P2P, permetent 
l’abstracció de la plataforma, el llenguatge de programació i el protocol de 
transport. 
 
L’ús de XML als missatges és un arma de doble fil, ja que estandarditza 
l’intercanvi de missatges amb un llenguatge llegible i molt flexible, però pot ser 
un problema degut a la gran càrrega de metainformació que afegeix, reduint 
l’ample de banda disponible per les dades d’usuari. 
 
Al ser JXTA un projecte obert, està en constant evolució, amb els avantatges i 
inconvenients que això pot suposar. Té la capacitat i la flexibilitat per créixer i 
millorar en un futur amb les bases que s’han plantejat. 
 
L’ús de l’índex distribuït de recursos compartits com a mètode de cerca és una 
bona solució, però el seu funcionament pot retardar els resultats en un temps 
apreciable respecte a un recurs de cerca centralitzat. D’altra banda, el 
descobriment mitjançant la distribució d’avisos també pot retardar la visibilitat 
dels nodes entre ells. Aquest retard pot ser important en els casos en que el 
descobriment i la cerca tinguin una restricció temporal important marcada per 
l’aplicació. 
 
L’aplicació del model P2P al treball col·laboratiu obre un camp d’investigació 
sociològica molt interessant, ja que acosta el funcionament tecnològic al 
funcionament social humà. Les eines de treball en grup tenen un ampli 
espectre d’aplicacions que cobreixen tota la matriu espai-temporal, anant des 
de la comunicació síncrona al repositori de dades. El model P2P s’adapta amb 
èxit poc heterogeni a totes les possibilitats. 
 
De cara a la implementació del prototipus, val a dir que la dificultat més notòria 
va ser deguda a que la documentació JXTA disponible és difícilment aplicable a 
les noves versions, havent de navegar per l’API per tal de trobar la informació 
sobre les classes adients. Els llibres i articles tècnics es solen referir a versions 
antigues i els seus exemples  no solen funcionar. 
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La llista de distribució de desenvolupadors JXTA és una bona font d’informació, 
encara que, tal i com el SRDI, no sempre dona la informació que es busca en el 
temps necessari. 
 
A través de l’API JXTA és possible crear fàcilment una aplicació P2P. 
L’arquitectura i definicions de la plataforma permeten aprofitar tot el treball 
subjacent per desenvolupar aplicacions que, d’altra forma, necessitarien una 
inversió de temps i investigació molt superior. A més, les aplicacions resultants 
s’adapten a uns estàndards preestablerts. 
 
Tot i la facilitat de programació, no s’ha de subestimar el temps que se li ha de 
dedicar a l’hora de programar. Aquest projecte també ha servit com una forma 
d’anar refinant l’instint de cara a la planificació prèvia, a l’hora d’establir fites i 
assignar temps a les tasques. Una desviació del 25% respecte de la 
planificació inicial entra dintre dels marges habituals, però en segons quins 
projectes la restricció temporal pot ser molt forta i aquesta desviació resultar 
inacceptable. 
 
Estem en un bon moment comercialment parlant per oferir al mercat eines que 
incloguin veu sobre IP. Els medis de comunicació i la publicitat estan fent que 
aquesta tecnologia es vagi coneixent pel gran públic. El nostre públic objectiu 
sempre veurà interessant tenir una forma de reduir els costos de trucades entre 
els membres de la seva organització, que solen ser una part important de la 
factura telefònica. Que l’eina estigui plantejada amb funcions de treball 
col·laboratiu  dona un valor afegit respecte a la telefonia convencional: donar 
més serveis a més de la veu és una necessitat i un tant. S’ha d’estar molt 
atents a l’evolució de la legislació en matèria de veu sobre IP i saber si la 
nostra aplicació ha de complir una sèrie de requisits aplicables al sector o bé es 
considera dintre d’un àmbit diferent al simple servei de veu. 
 
El concepte d’aplicació informàtica i Internet per si mateix aporta molts factors 
positius respecte a l’impacte mediambiental que pot originar una tecnologia. La 
virtualització dóna independència respecte el món material i redueix els residus, 
però, per altra banda, és necessària una gran infraestructura perquè pugui 
funcionar. Les aplicacions de comunicació i treball col·laboratiu redueixen el 
nombre de desplaçaments i viatges per realitzar reunions, el que és un factor 
positiu de cara al medi ambient. 
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Annex A  XML 
 
 
El llenguatge XML (eXtensible Markup Language) és la base principal dels 
missatges JXTA. En realitat és un meta-llenguatge de text, que defineix 
etiquetes que indiquen el significat de les dades. Les etiquetes també poden 
tenir paràmetres i adoptar una forma curta, com per exemple:  
 
 
<exemple color=”blau” estil=”cursiva”>Text de prova</exemple> 
<etiqueta_curta/> 
 
 
Un exemple de document XML: 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<Persona> 
<Nom>Sherlock HolmesNom> 
<Adreca>221b Baker Street</Adreca> 
<Ciutat>Londres</Ciutat > 
<Pais>Regne Unit</Pais> 
<Telefon Tipus=”Casa”>555-5555</Telefon> 
<Telefon Tipus=”Feina”>555-6666</Telefon > 
</Persona> 
 
 
Mitjançant l’ús de DTDs (Document Type Definitions) es pot forçar a validar una 
sintaxi per comprovar que un document està ben format i segueix l’esquema 
prefixat pel programador. Els DTDs poden indicar quines són les etiquetes 
vàlides a un document, el nombre de vegades que poden aparèixer, el seu 
ordre, atributs opcionals i obligatoris i valors per defecte. 
 
Es va escollir degut a que és una bona forma de representar dades, ja que 
gaudeix de diferents característiques: 
 
- Neutral respecte el llenguatge: qualsevol llenguatge capaç de manipular 
cadenes de text pot interpretar XML. 
- Simple: és molt similar a HTML, organitzat com a llenguatge de 
marques. La seva simplicitat facilita als desenvolupadors el refinament 
del codi. 
- Autodescriptiu: les etiquetes diuen quin és el significat i les dades quina 
és la informació. Mitjançant DTDs s’indica com ha d’estar format el 
document. 
- Extensible: hi ha etiquetes estàndard i es poden definir de noves. 
- Estàndard: reconegut i mantingut pel WWW Consortium (w3). 
 
A més d’aquests avantatges, XML té uns inconvenients que es fan patents a 
l’hora de transmetre gran quantitat d’informació. El més important és que les 
etiquetes, a l’haver d’obrir-les i tancar-les, introdueixen molta informació 
redundant, el que incrementa la quantitat de dades a transmetre i augmenta el 
60         Estudi de la plataforma JXTA 
percentatge de meta-dades respecte al percentatge de dades útils. Un altre 
inconvenient és que, al ser un llenguatge de text, ocupa molt més espai que la 
seva representació binària. Aquest inconvenient es podria solucionar afegint 
compressió, que donaria bon resultat en aplicar-se a text, però incrementaria el 
consum de CPU, el que podria ser un problema pels dispositius petits amb 
poca capacitat. 
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Annex B Definició ABNF pels components JXTA 
 
 
a) ABNF pels missatges binaris 
 
 
msg        ::= "jxmg"             ; signature (0x6a 0x78 0x6d 0x67) 
 
               version            ; One byte. Currently binary "0". 
 
               namespaces 
 
               element_count      ; two bytes (binary) 
 
               1* elm 
 
namespaces ::= namespace_count    ; two bytes (binary) 
 
               0* namespace       ; Each namespace is a string 
 
namespace  ::= string 
                
string     ::= len2               ; two bytes (binary) 
                
               len2 * UTF8 chars  ; characters 
 
elm        ::= "jxel"             ; signature (0x6a 0x78 0x65 0x6c) 
 
               namespaceid        ; one byte (binary) 
 
               flags              ; Indicates which parts follow 
(binary) 
 
               name               ; element name 
 
               [type]             ; Present if (flags & HAS_TYPE) 
 
               [encoding]         ; Present if (flags & HAS_ENCODING) 
 
               len4               ; Four byte binary length of content 
 
               content            ; element content 
          
               [signature]        ; associated signature element 
                                  ; Present if (flags & HAS_SIGNATURE)  
 
type       ::= string             ; Mime Media Type [RFC2046] 
 
encoding   ::= string             ; Mime Media Type [RFC2046] 
 
content    ::= len4 * byte        ; the bytes of the content. 
                     
signature  ::= elm 
 
flags      ::= byte               ; HAS_TYPE      = 0x01; 
                                  ; HAS_ENCODING  = 0x02; 
                                  ; HAS_SIGNATURE = 0x04; 
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b) ABNF pels uuid ID 
 
<JXTAUUIDURN>    ::= "urn:" <JXTANS> ":" <JXTAUUIDFMT> "-" 
                     <(1*(<hex> <hex>)) <JXTAUUIDIDTYPE> 
 
<JXTAUUIDFMT>    ::= "uuid" 
 
<JXTAUUIDIDTYPE> ::= <CODATID> | <PEERGROUPID> | <PEERID> | 
                     <PIPEID> | <MODULECLASSID> | <MODULESPECID> 
 
<CODATID>        ::= "01" 
 
<PEERGROUPID>    ::= "02" 
 
<PEERID>         ::= "03" 
 
<PIPEID>         ::= "04" 
 
<MODULECLASSID>  ::= "05" 
 
<MODULESPECID>   ::= "06" 
 
c) ABNF pels ID 
 
<JXTAURN>    ::= "urn:" <JXTANS> ":" <JXTAIDVAL> 
 
<JXTANS>     ::= "jxta" 
 
<JXTAIDVAL>  ::= <JXTAFMT> "-" <JXTAIDUNIQ> 
 
<JXTAFMT>    ::= 1 * <URN chars> 
 
<JXTAIDUNIQ> ::= 1 * <URN chars> 
 
<URN chars>  ::= <trans> | "%" <hex> <hex> 
 
<trans>      ::= <upper> | <lower> | <number> | <other> | 
                 <reserved> 
 
<upper>      ::= "A" | "B" | "C" | "D" | "E" | "F" | "G" | "H" | 
                 "I" | "J" | "K" | "L" | "M" | "N" | "O" | "P" | 
                 "Q" | "R" | "S" | "T" | "U" | "V" | "W" | "X" | 
                 "Y" | "Z" 
 
<lower>      ::= "a" | "b" | "c" | "d" | "e" | "f" | "g" | "h" | 
                 "i" | "j" | "k" | "l" | "m" | "n" | "o" | "p" | 
                 "q" | "r" | "s" | "t" | "u" | "v" | "w" | "x" | 
                 "y" | "z" 
 
<hex>        ::= <number> | "A" | "B" | "C" | "D" | "E" | "F" | 
                 "a" | "b" | "c" | "d" | "e" | "f" 
 
<number>     ::= "0" | "1" | "2" | "3" | "4" | "5" | "6" | "7" | 
                 "8" | "9" 
 
<other>      ::= "(" | ")" | "+" | "," | "-" | "." | 
                 ":" | "=" | "@" | ";" | "$" | 
                 "_" | "!" | "*" | "'" 
 
Annexes  63 
<reserved>   ::= "%" | "/" | "?" | "#" 
 
 
El format, definit en sintaxi ABNF, és: 
 
 
<JXTAURN>    ::= "urn:" "jxta" ":" <JXTAIDVAL> 
<JXTAIDVAL>  ::= <JXTAFMT> "-" <JXTAIDUNIQ> 
 
 
Tant la part JXTAFMT com la part JXTAIDUNIQ poden ser un conjunt de 
caràcters alfanumèrics més aquests conjunts de símbols: 
 
 
<other>      ::= "(" | ")" | "+" | "," | "-" | "." | 
                 ":" | "=" | "@" | ";" | "$" | 
                 "_" | "!" | "*" | "'" 
 
<reserved>   ::= "%" | "/" | "?" | "#" 
 
 
Altra opció per aquestes dues parts és la representació hexadecimal, que en 
comptes d’aquests caràcters ha de tenir la sintaxi: 
 
"%" <hex> <hex> 
 
<hex>        ::= <number> | "A" | "B" | "C" | "D" | "E" | "F" | 
                 "a" | "b" | "c" | "d" | "e" | "f" 
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Annex C Format dels missatges 
 
 
- XML: A la forma XML els missatges són paquets que contenen una càrrega 
de dades amb format que segueix l’estàndard XML. Els missatges XML els 
fan servir els mecanismes de transport que només suporten text, encara 
que, teòricament, també és la forma general d’enviar un missatge. El format 
de missatge XML consisteix en una etiqueta que encapsula les dades del 
missatge. Cada element té un nom, un tipus mime  i un paràmetre opcional 
de codificació. Canviant el tipus mime i la codificació es pot incloure 
qualsevol tipus de dades dintre de l’etiqueta. Per les dades que no són XML 
es substitueixen els caràcters especials per la seva cadena corresponent en 
HTML. A continuació es mostra un exemple de missatge XML. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura C.1 Exemple d’un missatge XML 
 
 
Com la major part del tràfic entre nodes són missatges, la quantitat de tràfic 
que comporten els missatges XML és molt elevada. Per més detalls sobre 
aquest en particular, veure l’annex A sobre XML. 
 
 
- Binària: Els missatges binaris són paquets compactes d’informació que es 
fan servir per enviar les dades de la forma més eficient possible. Totes les 
cadenes comencen amb un identificador de dos bytes i van seguides dels 
caràcters en UTF-8. Per a tots els valors o identificadors majors de dos 
bytes, s’envia primer el byte de major pes, és a dir, en format Big Endian. El 
format del missatge està definit en sintaxi ABNF, seguint les següents 
taules: 
 
 
 
 
<!DOCTYPE Message> 
<Message version="0"> 
<Element name="jxta:SourceAddress" mime_type="text/plain"> 
tcp://123.456.205.212 
</Element> 
<Element name="stuff" encoding="base64" 
mime_type="application/octet-stream"> 
AAECAwQFBgcICQoLDA0ODxAREhMUFRYXGBkaGxwdHh8gISIjJCUmJygpKissLS4vMDE
yMzQ1Njc4OTo7PD0+P0BBQkNERUZHSElKS0xNTk9QUVJTVFVWV1hZWltcXV5fYGFiY2
RlZmdoaWprbG1ub3BxcnN0dXZ3eHl6e3x9fn+AgYKDhIWGh4iJiouMjY6PkJGSk5SVl
peYmZqbnJ2en6ChoqOkpaanqKmqq6ytrq+wsbKztLW2t7i5uru8vb6/wMHCw8TFxsc= 
</Element> 
</Message>
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Taula C.1 Format dels missatges binaris 
 
Secció Descripció 
“jxmg” Capçalera del missatge 
Version 1 byte, 0 pel format binari 1.0 
namespaces 2 bytes: Nº d’espais de noms 
(namespaces) definits al missatge 
[namespace] (N vegades) 2 bytes: Mida del primer namespace 
Nom del primer namespace 
Element_count 2 bytes, indiquen el número 
d’elements que segueixen 
 
 
Taula C.2 Element d’un missatge binari 
 
Secció Descripció 
“jxel” Identificador d’element 
namespaceid 1 byte que designa l’espai de noms referit a la 
capçalera, començant per 2, ja que 0 indica “” (usuari) 
i 1 indica “jxta” 
Flags 0x00 indica que no hi ha tipus 
0x01 indica que si que n’hi ha 
0x02 indica que hi ha codificació 
0x04 indica que hi ha signatura 
simple_name Nom de l’element. Si l’espai de noms és 0 (“”), és 
directament el nom. Si no, es concatena el nom de 
l’espai de noms, dos punts “:” i el valor d’aquest 
element 
[type] Tipus, opcional 
[encoding] Codificació, opcional 
len4 Mida del contingut, amb 4 bytes 
content Contingut de l’element 
[signatura] Signatura, opcional, és un element 
 
 
Exemple d’un missatge binari: 
 
jxmg 0 1 05 proxy 06 
jxel 2 0 07 request 04 join 
jxel 2 0 02 id 08 MsgGroup 
jxel 2 0 03 arg 08 PaSSwoRd 
jxel 2 0 09 requestId 04 9548 
jxel 1 0 27 EndpointDestinationAddress 84 \ 
  HTTP://127.0.0.1:8080/urn:jxta:uuid- \ 
  DEADBEEFDEAFBABAFEEDBABE0000000E05/CrystalGroup 
jxel 1 0 22 EndpointSourceAddress 95 \ 
  http://JxtaHttpClientuuid-\ 
  59616261646162614A7874615032503384EB6855E3AD46E09696871CC17E/  
 
 
Nota sobre els espais de noms 
 
Cada element ha de tenir un espai de noms assignat, que s’utilitza per 
organitzar els elements d’usuari i els de transport dintre del mateix missatge. 
L’espai de noms predefinit “” (buit) està reservat per les aplicacions d’usuari. 
L’espai de noms predefinit “jxta” està reservat pels protocols i serveis JXTA i no 
s’ha d’utilitzar per l’usuari. L’ús d’un espai de nom diferent a “” és opcional. Els 
espais de noms no necessiten d’una especificació formal, només cal que els 
que els utilitzin estiguin coordinats. 
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Taula C.3 Analitzant l’exemple 
 
jxmg Capçalera del missatge 
0 0 = Format binari 
1  1 espai de noms definit 
05  Mida de l’espai de noms 
proxy  Nom de l’espai de noms 
06 Nombre d’elements que conté el missatge 
  
jxel  Capçalera d’element 
2  Espai de noms al que pertany: proxy  
(0 ? “”, 1 ? jxta, 2 ? proxy) 
0  Flags, no hi ha tipus 
07 Mida del nom (7 caràcters) 
request  Nom 
04  Mida del contingut 
join Contingut 
  
jxel Capçalera de l’element 
1  Espai de noms jxta 
0  No hi ha tipus 
27 Mida del nom 
EndpointDestinationAddress Nom de l’element 
84 Mida del contingut 
HTTP://127.0.0.1:8080/urn:jxta:uuid-  
DEADBEEFDEAFBABAFEEDBABE0000000E05/ 
CrystalGroup 
Contingut 
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Annex D Tipus d’avisos 
 
 
Avís de node 
 
Descriu informació sobre el peer, com el nom, el ID, punts finals disponibles i 
qualsevol tipus d’informació útil pels membres del seu grup. El nom del tipus 
d’avís és Peer Advertisement (PA) dintre de l’espai de noms jxta. 
 
- <PID>: Identificador únic del peer. Obligatori. 
- <GID>: Identificador únic del grup al qual pertany el peer. Obligatori. 
- <Name>: Nom del peer. Opcional. No té perquè ser únic. 
- <Desc>: Paraules clau per descriure el peer. Són opcionals i poden no 
ser úniques. 
- <Svc>: Llistat d’elements, de mida variable i opcional. Indica el llistat de 
serveis dels quals disposa el peer i també s’admet l’opció isOff per dir 
que aquest servei està deshabilitat. Cada servei ha d’estar entre 
etiquetes Svc, i venir identificat pel seu ID de mòdul de classe, dintre de 
l’etiqueta MCID. Dintre de l’etiqueta Param es poden incloure els 
paràmetres necessaris pel funcionament del servei. 
 
 
Avís de grup de peers 
 
Descriu els atributs del grup de peers, com el nom, el ID, la descripció, 
especificació i paràmetres de serveis. El nom del tipus d’avís és 
PeerGroupAdvertisement (PGA) dintre de l’espai de noms JXTA. Els elements 
són molt semblants als de l’avís de peer. 
 
- <GID>: Identificador únic del grup. Obligatori. 
- <MSID>: Identificador de l’especificació de mòdul que proporciona el 
mecanisme de grup. 
- <Name>: Nom del grup. Opcional. No té perquè ser únic. 
- <Desc>: Paraules clau per descriure el grup. Són opcionals i poden no 
ser úniques. 
- <Svc>: Llistat d’elements, de mida variable i opcional. Indica el llistat de 
serveis dels quals disposa el grup i també s’admet l’opció isOff per dir 
que aquest servei està deshabilitat. Cada servei ha d’estar entre 
etiquetes Svc, i venir identificat pel seu ID de mòdul de classe, dintre de 
l’etiqueta MCID. Dintre de l’etiqueta Param es poden incloure els 
paràmetres necessaris pel funcionament del servei. 
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Avís de canonada 
 
Aquest tipus d’avís descriu una canonada i el fa servir el servei de canonades 
per crear els punts finals d’entrada i de sortida. Cada avís de canonada conté 
un ID únic, el tipus de la canonada un nom opcional. El nom de l’avís és 
PipeAdvertisement dintre de l’espai de noms JXTA. 
 
<?xml version="1.0" encoding="UTF-8"?> 
<!DOCTYPE jxta:PipeAdvertisement> 
<jxta:PipeAdvertisement xmlns:jxta="http://jxta.org"> 
  <Id>urn:jxta:uuid-
094AB61B99C14AB694D5BFD56C66E512FF7980EA1E6F4C238A26BB362B34D1F104</Id>  
  <Type>JxtaUnicast</Type>  
  <Name>Talk to Me!</Name> 
</jxta:PipeAdvertisement> 
 
 
- <Id>: Identificador únic de canonada. Obligatori 
- <Type>: Tipus de canonada. Obligatori. Ha de ser JxtaUnicast, 
JxtaUnicastSecure o JxtaPropagate. 
- <Name>: Un nom opcional, pot estar repetit. 
 
 
Avís de mòdul de classe 
 
Descriu un mòdul de classe que s’ha volgut publicar, encara que no és 
obligatori perquè un mòdul de classe sigui vàlid. El seu objectiu principal és 
documentar formalment l’existència d’un mòdul de classe. Inclou el nom, la 
descripció i un ID únic (ModuleClassID). El nom del tipus d’avís és 
ModuleClassAdverstisement (MCA) dintre de l’espai de noms JXTA. 
 
- <MCID>: Identificador únic de mòdul de classe. Obligatori. 
- <Name>: Nom opcional, pot estar repetit. 
- <Desc>: Descripció opcional que pot ser útil per trobar la classe. 
 
 
Avís d’especificació de mòdul 
 
Defineix una especificació de mòdul i té com a propòsit principal donar 
referències sobre què és necessari per crear una implementació de mòdul que 
compleixi l’especificació. També es pot fer servir, opcionalment, per fer 
instàncies executables de forma remota, publicant informació que ho permeti 
(per exemple, un avís de canonada). Inclou nom, descripció, ID únic 
(ModuleSpecID), avís de canonada i un camp que conté paràmetres que 
s’interpreten segons cada implementació. El nom del tipus d’avís és 
ModuleSpecificationAdvertisement (MSA) dintre de l’espai de noms JXTA. 
 
- <MSID>: Identificador únic de l’especificació de mòdul. Obligatori. 
- <Vers>: Versió de l’especificació. Obligatori. 
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- <Name>: Nom associat a l’especificació. Opcional, pot estar repetit. 
- <Desc>: Descripció, paraules clau per les cerques. Opcional. 
- <CRTR>: Creador. Opcional. 
- <SURI>: Spec URI. URI que permet baixar un document que conté 
l’especificació d’aquest avís. 
- <Parm>: Un nombre arbitrari de paràmetres que s’interpreten segons la 
implementació. 
- <jxta:PipeAdvertisement>: Avís de la canonada que es pot fer servir per 
executar la implementació d’aquesta especificació. Aquesta part és 
idèntica a un avís de canonada corrent. 
- <Proxy>: Identificador d’especificació de mòdul d’un proxy que pot ser 
utilitzat per comunicar-e amb els mòduls d’aquesta especificació. 
Opcional. Aquest procés és recursiu, ja que el mateix proxy pot ser 
accessible a través d’una canonada, d’altre mòdul de proxy o d’un mòdul 
d’autenticació, encara que no seria un bon disseny. 
- <Auth>: Identificador d’especificació de mòdul d’autenticació que pot 
necessitar-se per comunicar-se amb els mòduls d’aquesta especificació. 
Pot ser recursiu de la mateixa manera que el punt anterior. 
 
 
Avís d’implementació de mòdul 
 
Defineix una implementació d’una implementació d’una especificació de mòdul 
donada. Inclou nom, la ID de l’especificació associada, codi, paquet i camp de 
paràmetres que permeten a un peer trobar les dades necessàries per executar 
la implementació. El nom del tipus d’avís és 
ModeuleImplementationAdvertisement (MIA) dintre de l’espai de noms jxta. 
 
- <MSID>: Identificador únic de l’especificació de mòdul corresponent. 
Obligatori. 
- <Comp>: Compatibilitat. Descripció de l’entorn en el qual s’ha d’executar 
aquesta implementació, cada entorn capaç d’executar-lo ha de tenir els 
seus propis requisits en aquesta secció. Obligatori. 
- <Code>: Conté qualsevol cosa que sigui necessària a més del paquet 
per carregar i executar el codi d’aquesta implementació. En el cas d’una 
implementació Java, conté el nom complet de classe i els punts 
d’entrada del mòdul. En altres casos pot contenir el codi complert. 
- <PURI>: URI del paquet. Element opcional que conté una URI que 
permet descarregar un paquet que conté el codi d’aquesta 
implementació. 
- <Prov>: Proveïdor d’aquesta implementació. 
- <Desc>: Descripció, camp opcional útil per les cerques. 
- <Parm>: Paràmetres que s’interpreten segons la implementació del codi.  
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Avís de node rendezvous 
 
Descriu un node que actua com a node rendezvous o de trobada per a un grup 
donat. Aquest tipus de node s’explica més endavant. El nom del tipus d’avís és 
RdvAdvertisement dintre de l’espai de noms JXTA. 
 
- <RdvGroupId>: Identificador del grup del qual el node és rendezvous. 
Obligatori. 
- <RdvPeerId>: Identificador del node que és rendezvous. Obligatori. 
- <RdvServiceName>: Identifica a quina vista de peers o PeerView 
(explicat a l’apartat del protocol de trobada) pertany el rendezvous. 
Obligatori. 
- <Name>: Nom opcional associat amb el node rendezvous, normalment 
és igual al del node. 
- <RdvRoute>: Ruta opcional al node rendezvous. Es pot incloure un avís 
de ruta dintre d’aquest element. 
 
 
Avís de ruta, de punt d’accés i de punt final 
 
Aquest tipus d’avís informa de quina és la ruta fins a un node. S’inclou dintre 
dels missatges del protocol d’enrutament de punt final (Endpoint Routing 
Protocol ERP). A l’espai de noms JXTA es diu RouteAdvertisement (RA) i l’avís 
de punt d’accés es diu AccessPointAdvertisement (APA). 
 
- <DstPID>: Identificador del node la ruta del qual ve descrita en aquest 
avís. 
- <Hops>: És una llista semi-ordenada d’avisos de punt d’accés que 
descriu la ruta fins al node. Els avisos de punt d’accés són els seus 
identificadors (URIs) dintre d’una etiqueta EA (EndpointAdvertisement) 
d’avís de punt final. 
- <APA>: Avís de punt d’accés. Conté una llista d’avisos de punt final 
associades amb el node. 
 
 
 
 
Figura C.2 Esquema d’avís de ruta 
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Avís d’informació de node 
 
Dona informació sobre l’estat actual d’un node, com temps de funcionament, 
nombre de missatges entrants i sortints, temps que fa que va rebre l’últim 
missatge i temps que fa que va enviar l’últim missatge. Més que un avís és un 
missatge de resposta a una petició, així que el tractarem a l’Annex F, referent al 
Protocol d’Informació de node (PIP). 
 
A més dels avisos anteriors, es poden implementar avisos nous definits per 
l’aplicació. 
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Annex E Missatges de descobriment 
 
 
Missatge de consulta de descobriment  
 
S’envia a altres nodes per trobar avisos. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:DiscoveryQuery> 
<Type> . . . </Type> 
<Threshold> . . . </Threshold> 
<PeerAdv> . . .</PeerAdv> 
<Attr> . . . </Attr> 
<Value> . . .</Value> 
</jxta:DiscoveryQuery> 
 
 
- <Type>: Un enter que indica el tipus d’avís que es vol trobar (0 – Nodes, 
1 – Grups, 2 – Altres). 
- <Threshold>: Opcional. Indica el màxim nombre d’avisos que es volen 
rebre com a resposta a la consulta. 0 vol dir sense límits. 
- <PeerAdv>: Opcional. Conté l’avís del node que fa la consulta, el que 
facilita la resposta als altres nodes. 
- <Attr> i <Value>: Opcional. Atribut sobre el que es cerca i valor d’aquest 
atribut, pot contenir el caràcter comodí  *. 
 
Missatge de resposta de descobriment 
 
Conté els avisos que coincideixen amb la consulta prèviament feta. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:DiscoveryResponse> 
<Type> . . . </Type> 
<Count> . . . </Count> 
<PeerAdv> . . . </PeerAdv> 
<Attr> . . . </Attr> 
<Value> . . . </Value> 
<Response Expiration=”expiration time”> 
. . . 
</Response> 
</jxta:DiscoveryResponse> 
 
 
- <Type>: tipus d’avisos que es retornen dintre de l’element Response. 
- <Coun>t: nombre total d’avisos que es retornen dintre de l’element 
Response. 
- <PeerAdv>: avís del node que respon la consulta. 
- <Attr>: element usat per realitzar la consulta. 
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- <Value>: valor de l’element usat per realitzar la consulta. 
- <Response>: sèrie de Count nombre d’avisos que coincideixen amb la 
consulta. El paràmetre expiration: temps que aquests avisos es 
consideren vàlids. 
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Annex F Missatges d’informació de node 
 
 
Missatge de consulta d’informació de node 
 
S’envia a altres nodes per conèixer dades sobre ells. Si un node no és el 
destinatari, no respon i reenvia el missatge a altres nodes del grup. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:PeerInfoQueryMessage xmlns:jxta=”http://jxta.org”> 
<sourcePid> . . . </sourcePid> 
<targetPid> . . . </targetPid> 
<request> . . . </request> 
</jxta:PeerInfoQueryMessage> 
 
 
- <sourcePid>: element obligatori que indica l’identificador JXTA del node 
que demana la informació a un node remot. 
- <targetPid>: obligatori, indica l’identificador del node destinatari, al qual 
se li està demanant informació. 
- <request>: element opcional que conté una cadena de text que 
especifica la informació que es demana al node remot. El format no està 
especificat, és responsabilitat del receptor la forma de decodificar-lo. 
 
 
Missatge de resposta d’informació de node 
 
Com a resposta del missatge anterior, dona informació d’estat, orientada a la 
càrrega de tràfic del node que respon. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:PeerInfoResponse xmlns:jxta=”http://jxta.org”> 
<sourcePid> . . . </sourcePid> 
<targetPid> . . . </targetPid> 
<uptime> . . . </uptime> 
<timestamp> . . . </timestamp> 
<response> . . . </response> 
<traffic> 
. . . 
</traffic> 
</jxta:PeerInfoResponse> 
 
 
- <sourcePid>: obligatori, identificador del node que ha demanat la 
informació. 
- <tergetPid>: obligatori, identificador del node al que se li ha demanat la  
informació. 
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- <uptime>: element opcional que conté el nombre de milisegons que fa 
que el node que respón s’ha unit a la xarxa P2P o que el servei 
d’informació s’ha posat en marxa. 
- <timestamp>: element opcional que indica quan s’ha generat la 
informació que s’envia. Està expressada en milisegons desde la data 
epoch (1 de gener de 1970 a les 00:00:00 GMT). 
- <response>: element opcional que conté una cadena de text que 
especifica la informació d’estat que s’ha solicitat al camp <request> de la 
consulta. El format no està especificat, és responsabilitat del receptor la 
forma de decodificar-lo. 
- <traffic>: element opcional que conté detalls del tràfic de xarxa que 
manega el node. El format d’aquest element es mostra al següent llistat: 
 
 
<traffic> 
<lastIncomingMessageAt> . . . </lastIncomingMessageAt> 
<lastOutgoingMessageAt> . . . </lastOutgoingMessageAt> 
<in> 
<transport endptaddr=” . . . “> . . . </transport> 
</in> 
<out> 
<transport endptaddr=” . . . “> . . . </transport> 
</out> 
</traffic> 
 
 
o <lastIncomingMessageAt>: element opcional que conté una 
marca de temps, expressada en milisegons desde la data epoch, 
que especifica quan el node va gestionar un missatge entrant. 
o <lastOutgoingMessageAt>: element opcional que conté una 
marca de temps, expressada en milisegons desde la data epoch, 
que especifica quan el node va gestionar un missatge sortint. 
o <in>: element opcional que conté detalls del tràfic entrant vist pels 
punts finals del node. Pot contenir zero o més elements 
<transport>. 
o <transport>: element opcional que conté el nombre de bytes 
processats per l’adreça de punt final especificada. 
o <out>: conté detalls del tràfic sortint vist pel punt final. Pot contenir 
zero o més elements <transport>. 
 
 
 
 
 
 
 
76         Estudi de la plataforma JXTA 
Annex G Missatges d’associació de canonades 
 
 
Missatge de  consulta d’associació de canonada 
 
L’envia un node per conèixer l’identificador d’un node que ha associat una 
canonada d’entrada amb un identificador específic. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:PipeResolver> 
<MsgType>Query</MsgType> 
<PipeId> . . . </PipeId> 
<Type> . . . </Type> 
<Cached> . . . </Cached> 
<Peer> . . . </Peer> 
</jxta:PipeResolver> 
 
 
- <MsgType>: obligatori, conté una cadena de text que indica quin tipus 
de missatge d’associació és. Per la consulta és “Query”. 
- <PipeId>: obligatori, conté l’identificador de la canonada de la que es 
busca el node. 
- <Type>: obligatori, indica el tipus de canonada a resoldre. Correspon 
amb el camp <Type> de l’avís de canonada i pot ser: JxtaUnicast, 
JxtaUnicastSecure o JxtaPropagate. 
- <Cached>: opcional, especifica si el node remot que rep aquesta 
consulta pot fer servir la seva memòria cau de canonades resoltes per 
respondre la consulta. Si aquest paràmetre no existeix, s’assumeix que 
si que pot fer-ho. 
- <Peer>: opcional, especifica l’identificador de l’únic node que ha de 
respondre a la consulta. 
 
 
Missatge de resposta d’associació de canonada 
 
És la resposta al missatge anterior que fa un node. Les respostes són útils per 
actualitzar la memòria cau local de canonades resoltes. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:PipeResolver> 
<MsgType>Answer</MsgType> 
<PipeId> . . . </PipeId> 
<Type> . . . </Type> 
<Peer> . . . </Peer> 
<Found>false</Found> 
<PeerAdv> . . . </PeerAdv> 
</jxta:PipeResolver> 
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- <MsgType>: obligatori, conté una cadena de text que indica el tipus de 
missatge d’associació de canonada que és. Per la resposta és “Answer”. 
- <PipeId>: obligatori, conté l’identificador de la canonada de la que es 
busca el node. 
- <Type>: obligatori, indica el tipus de canonada a resoldre. Correspon 
amb el camp <Type> de l’avís de canonada i pot ser: JxtaUnicast, 
JxtaUnicastSecure o JxtaPropagate. 
- <Peer>: opcional, especifica l’identificador de l’únic node que respon a la 
consulta. 
- <Found>: opcional, indica si s’ha trobat una canonada amb el mateix 
identificador o no, és a dir, si s’ha resolt. Si no està, es suposa que s’ha 
trobat. 
- <PeerAdv>: opcional, conté l’avís del node que té la canonada. Si no 
s’ha resolt, aquest element no apareix. La informació necessària per 
connectar-se amb el node a través de la canonada s’adjunta en aquest 
avís. 
 
78         Estudi de la plataforma JXTA 
Annex H Missatges de resolució 
 
 
Missatge de consulta de resolució 
 
Les consultes a altres nodes s’encapsulen dintre d’aquest tipus de missatge. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:ResolverQuery xmlns:jxta=”http://jxta.org”> 
<HandlerName> . . . </HandlerName> 
<Credential> . . . </Credential> 
<QueryID> . . . </QueryID> 
<SrcPeerID> . . . </SrcPeerID> 
<Query> . . . </Query> 
</jxta:ResolverQuery> 
 
 
- <HandlerName>: obligatori, conté el nom únic del gestor que ha 
d’invocar el servei de resolució del node final. 
- <Credential>: opcional, conté un testimoni que identifica el node font i la 
seva autorització per enviar la consulta al grup. 
- <QueryID>: opcional, conté un enter codificat com cadena de text que 
defineix un identificador únic per la consulta. 
- <SrcPeerID>: obligatori, conté l’identificador del node que envia la 
consulta. 
- <Query>: obligatori, conté la cadena de text amb la consulta que s’envia 
al node remot. És responsabilitat del gestor entendre el seu contingut, 
processar la consulta i generar una resposta. 
 
 
Missatge de resposta de resolució 
 
És la resposta al missatge anterior. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:ResolverResponse xmlns:jxta=”http://jxta.org”> 
<HandlerName> . . . </HandlerName> 
<Credential> . . . </Credential> 
<QueryID> . . . </QueryID> 
<Response> . . . </Response> 
</jxta:ResolverResponse> 
 
 
- <HandlerName>: obligatori, conté el nom únic del gestor que ha 
d’invocar el servei de resolució del node final. 
- <Credential>: opcional, conté un testimoni que identifica el node que 
respón i la seva autorització per enviar la resposta al grup. 
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- <QueryID>: opcional, conté un enter codificat com cadena de text que 
defineix un identificador únic per la consulta. Ha de coincidir amb el de la 
consulta. 
- <Response>: obligatori, conté la cadena de text amb la resposta que 
s’envia al gestor del node que va enviar la consulta. És responsabilitat 
del gestor entendre el seu contingut. 
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Annex I Missatges del servei de rendezvous 
 
 
Missatge de petició de lloguer 
 
Es fa servir per demanar el “lloguer” d’una connexió a un node rendezvous, del 
qual prèviament s’ha rebut l’avís de rdv i l’avís de node. Una vegada el rdv ha 
acceptat el lloguer, el node queda afegit a una llista d’autoritzats que li permet 
propagar missatges a altres nodes a través del rdv. Per demanar la connexió, 
el node envia el seu propi avís de node dintre d’un element jxta:Connect. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:Connect xmlns:jxta=”http://jxta.org”> 
<jxta:PA xmlns:jxta=”http://jxta.org”> 
// Avís de node 
. . . 
</jxta:PA> 
</jxta:Connect> 
 
 
Missatge de confirmació de lloguer 
 
L’envia un rendezvous per acceptar el lloguer d’un node que prèviament li havia 
demanat. Implica que el rendezvous ha afegit el node a la llista de connectats. 
 
- <jxta:RdvAdvReply>: opcional, conté l’avís del node rdv que confirma el 
lloguer. 
- <jxta:ConnectedPeer>: obligatori, conté l’identificador del node rdv que 
confirma el lloguer. 
- <jxta:ConnectedLease>: obligatori, conté una cadena que representa el 
temps de lloguer en milisegons. 
 
Una vegada expirat el lloguer, el rdv elimina el node de la llista de connectats. 
Els nodes connectats reben missatges propagats pel rdv en nom d’altres 
nodes. Els nodes que estan al mateix segment LAN que el rdv reben els 
missatges duplicats, a través de difusió selectiva TCP i per connexió directa 
amb el rdv. 
 
 
Missatge de cancel·lació de lloguer 
 
Quan un node no vol fer servir més els serveis d’un rendezvous, pot cancel·lar 
el lloguer, fent que s’esborri de la llista de connectats del rdv. Una vegada 
eliminat, el node no pot fer servir més el rdv per propagar missatges ni rebrà els 
missatges propagats al seu través. 
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- <jxta:Disconnect>: avís del node que demana que l’eliminin de la llista 
de nodes connectats. 
 
El rdv no respon a aquests missatges de desconnexió, simplement ho fa. 
 
 
Missatge de propagació de rendezvous 
 
Aquest tipus de missatge dona detalls sobre el servei al qual es propaga i a on 
s’ha propagat ja. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:RendezVousPropagateMessage> 
<MessageId> . . . </MessageId> 
<DestSName> . . . </DestSName> 
<DestSParam> . . . </DestSParam> 
<TTL> . . . </TTL> 
<Path> . . . </Path> 
</jxta:RendezVousPropagateMessage> 
 
 
- <MessageId>: obligatori, conté un identificador únic pel missatge 
propagate. En la documentació de referència és, simplemente, el temps 
en milisegons desde la data epoch, en que el missatge es va propagar. 
Es suposa que dos missatges no es generen mai exactament al mateix 
milisegon. 
- <DestSName>: obligatori, conté el nom del servei destí. 
- <DestSParam>: obligatori, conté paràmetres pel servei destí. 
- <TTL>: obligatori, conté el TTL actual. El rdv descarta el missatge si 
aquest valor és 0. 
- <Path>: opciona, conté l’identificador d’un node al qual el missatge ja ha 
estat propagat. Pot haver més d’un element Path, per tal d’evitar que el 
missatge es propagui dues vegades al mateix node. 
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Annex J Missatges d’encaminament de punt final 
 
 
Missatge de consulta de ruta 
 
Si un node vol enviar un missatge a un altre però no té una ruta directa, envia 
aquest missatge a un o més nodes relay per conèixer la llista ordenada de 
nodes pels quals s’ha de passar per tal d’arribar al destí. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:EndpointRouter> 
<Type>RouteQuery</Type> 
<DestPeer> . . . </DestPeer> 
<RoutingPeerAdv> . . . </RoutingPeerAdv> 
</jxta:EndpointRouter> 
 
 
- <Type>: obligatori, descriu el tipus de missatge d’encaminament de punt 
final. Per la consulta el seu valor és “RouteQuery”. 
- <DestPeer>: opcional, conté l’adreça de punt final del node destí pel 
qual es consulta la ruta. 
- <RoutingPeerAdv>: opcional, conté l’avís de node del node que demana 
la informació de ruta. Els nodes que rebin aquest missatge poden 
conèixer l’existència del node que fa la consulta a través d’aquest camp. 
 
 
Missatge de resposta de ruta 
 
Els nodes relay que reben el missatge de consulta de ruta, si la coneixen, 
poden respondre amb aquest missatge de resposta. Si no la coneixen, no 
envien resposta. 
 
 
<?xml version=”1.0” encoding=”UTF-8”?> 
<jxta:EndpointRouter> 
<Version>2</Version> 
<Type>RouteResponse</Type> 
<DestPeerIdTag> . . . </DestPeerIdTag> 
<RoutingPeerIdTag> . . . </RoutingPeerIdTag> 
<NbOfHops> . . . </NbOfHops> 
<RoutingPeerAdvTag> . . . </RoutingPeerAdvTag> 
<GatewayForward> . . . </GatewayForward> 
</jxta:EndpointRouter> 
 
 
- <Version>: obligatori, és la versió del ERP utilitzat. Actualment és 2. 
- <Type>: obligatori, descriu el tipus de missatge d’encaminament de punt 
final. Per la resposta el seu valor és “RouteResponse”. 
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- <DestPeerIdTag>: opcional, conté l’adreça de punt final del node destí 
pel qual es consulta la ruta. Ha de coincidir amb el de la consulta. 
- <RoutingPeerIdTag>: opcional, conté l’adreça de punt final del node que 
està actuant com a font d’informació, que es diu RoutingPeer. 
- <RoutingPeerAdvTag>: opcional, conté l’avís del node que demana la 
informació. 
- <NbOfHops>: opcional, conté el nombre de salts de xarxa en la ruta fins 
el destí. 
- <GatewayForward>: opcional, conté l’adreça de punt final de un node de 
la ruta. Poden haver múltiples elements GatewayForward, però han 
d’estar ordenats, ja que descriuen la ruta que ha de seguir un missatge 
per arribar al destí. 
 
 
Missatge de ruta de punt final 
 
Dóna la informació que es necessita per encaminar un missatge fins a la seva 
destinació després de que el missatge ha sortit del node emissor. En comptes 
de crear un missatge nou, el de ruta de punt final afegeix la informació al 
missatge original. 
 
 
<jxta:JxtaEndpointRouter> 
<jxta:Src> . . . </jxta:Src> 
<jxta:Dest> . . . </jxta:Dest> 
<jxta:Last> . . . </jxta:Last> 
<jxta:NBOH> . . . </jxta:NBOH> 
<jxta:GatewayForward> . . . </jxta:GatewayForward> 
<jxta:GatewayReverse> . . . </jxta:GatewayReverse> 
</jxta:JxtaEndpointRouter> 
 
 
- <Src>: obligatori, conté l’adreça de punt final del node que va enviar el 
missatge originalment. 
- <Dest>: obligatori, conté l’adreça de punt final del node destinatari. 
- <Last>: opcional, conté l’adreça de punt final del node anterior en la ruta. 
Correspon a qui ha enviat el missatge al node que l’ha rebut. 
- <NBOH>: opcional, conté el nombre de salts de xarxa que conté la ruta 
inversa. Si és 0 indica que el missatge no conté informació de ruta 
inversa. 
- <GatewayForward>: opcional, conté l’adreça de punt final de un node de 
la ruta. Poden haver múltiples elements GatewayForward, però han 
d’estar ordenats, ja que descriuen la ruta que ha de seguir un missatge 
per arribar al destí. 
- <GatewayReverse>: opcional, conté l’adreça de punt final de un node de 
la ruta inversa, cap al node origen. Poden haver múltiples elements 
GatewayForward, però han d’estar ordenats, ja que descriuen la ruta 
que ha de seguir un missatge per arribar a l’origen. 
 
Un node que rep un missatge de ruta de punt final determina quin és el següent 
node en la ruta, modifica el  missatge i l’envia al següent salt de la ruta. El 
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següent node pot determinar quin és el següent seu a través d’un nou missatge 
de consulta de ruta o fent servir els elements de <GatewayForward>, el que 
millora l’eficiència de la xarxa. 
 
 
Missatges de ping 
 
Un servei de punt final pot enviar un missatge de consulta de ping per 
determinar si existeix una ruta entre nodes. En moltes situacions, la connexió 
és directa i no es necessita propagació. Quan un node rep un missatge de 
consulta de ping respon a qui l’ha enviat amb un missatge de resposta de ping, 
el que permet a l’origen saber que, efectivament, existeix una ruta entre els 
nodes. 
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Annex K PlatformConfig 
 
 
<?xml version="1.0" encoding="UTF-8"?> 
<!DOCTYPE jxta:CP> 
<jxta:CP type="jxta:PlatformConfig" xmlns:jxta="http://jxta.org"> 
 <PID> 
  urn:jxta:uuid-
59616261646162614A78746150325033140D6EF0A9014DBE87218DBB88DA293C03 
 </PID> 
 <Name> 
  Astrid 
 </Name> 
 <Desc> 
  Platform Config Advertisement created by : 
net.jxta.impl.peergroup.DefaultConfigurator 
 </Desc> 
 <Svc> 
  <MCID> 
   urn:jxta:uuid-DEADBEEFDEAFBABAFEEDBABE0000000505 
  </MCID> 
  <Parm type="jxta:PSEConfig" xmlns:jxta="http://jxta.org"> 
   <RootCert> 
    <Certificate> 
    
 MIICCDCCAXGgAwIBAgIBATANBgkqhkiG9w0BAQUFADBKMRUwEwYDVQQKEwx3d3cuanh0YS5vcmcx 
EjAQBgNVBAMTCUFzdHJpZC1DQTEdMBsGA1UECxMUMzdGRDMyMDcwODU1QjY1NERCQ0QwHhcNMDYw 
MjIwMTU0NzQ2WhcNMTYwMjIwMTU0NzQ2WjBKMRUwEwYDVQQKEwx3d3cuanh0YS5vcmcxEjAQBgNV 
BAMTCUFzdHJpZC1DQTEdMBsGA1UECxMUMzdGRDMyMDcwODU1QjY1NERCQ0QwgZ8wDQYJKoZIhvcN 
AQEBBQADgY0AMIGJAoGBAI+nmMuXQHBjfPx6aceBhB3zqghRV4i1hdNL0ySOUhOs1VQUwZyq5+uW 
LZHPJ9IC09rJqsWgE25k/AmRgLPL6EkB5Ah7a5e49E44zrh8EVDJ2u8Ua1+yJnH2wv1Z3J2W6O63 
sN/TzqMdQoHJ+OmzPGHZ/o2cf47MB1eIzbTbumHlAgMBAAEwDQYJKoZIhvcNAQEFBQADgYEAGSJs 
13oaW9niQY2raXFL6mbxF/bY9ctK1Vp2+BTdXkyarQY/MUp8G3OuYUUeTGrr9Rth1l2SbUoJMpu5 
SVIUqcVaXxcbf/WBIYFeQTWIYEPHGqieCWAf3o8YTfOF1gAkptZO72pBCZKAvKTDPqLGhIUy4Juo 
XDDj58u2B4DS9Fc= 
    </Certificate> 
    <EncryptedPrivateKey algorithm="RSA"> 
    
 MIICoTAbBgkqhkiG9w0BBQMwDgQIMl30BsKwUzUCAgH0BIICgBtS/3xYcvoyZYCI9X7/fyDxj9cX 
ScDTcTqNQaxTbzeAZA1rLMSk0kex4ojrM7uK3qLGIODhQ0TVeDwmQuH0B/P0fSqLiPhqUnzjuUbQ 
uamWwQyjtUGGehxqmwJ5O+WnrHuWZpuuEMjCoW51J6iZ0jm/stmGC8RG+KmVIwm/mvjK5MGYrFWB 
CMYpt+uIK67Jg1bszU2HBw/GQsizjebneHnbDAUzuJ80ZGpS2xNAoou90TdzpwvOGzEH+JYTUtlx 
OBZm39+fqJroGHkflFWj6bS6LiZswbYC5ixw1gW/B351yVxq9Q7jhYhIlPsC/JZ48vExGuNqSjGh 
Cvrs4yduOuvukTFlI2nJnhzVZxSRexwzl95s/O5/Yr9EUf05IE8yL7sHWMX51PWRcg80Dy6RpX5g 
4zijboCIwqemBsObmkkMnL0viQU80hPjz5+8gGikrixVuk23V3kJmR6czllns7W8Wud3DKBHoEl7 
FU5dnsBA3L+4aamcstLDYNVtFSW/+/IFl3coAww1rKn2bKWfDcwq6ZbYlnOubpH8/W3d5vh26p2Q 
p7Oxw0vaWw14qymBxrlXmZ+89xyN8TlgbfnDcJ81xjmFCEDYCh5Zz00cr9u1tB44qJIhMRbvQXst 
pNTVvnBL0Xm9AlBrYRNVZ39dyuBUGamQ30zGvau3+g8Prfk8oSlu7wd3dp0sVFxJYalXrdKJEs3Y 
AuPDeH/VIFpleJVGEM7dYP397jwTDLoIw7rzNwPXmnKDwY4V4TQ97aByEJPw0KtLJyT/TimJ9tlf 
1NIqNqxXZHON6pHZu3iV5qaPymdmvU4P1gsnJ0lilny0oQl5Id+uhGH521ep4lMgWKA= 
    </EncryptedPrivateKey> 
   </RootCert> 
  </Parm> 
 </Svc> 
 <Svc> 
  <MCID> 
   urn:jxta:uuid-DEADBEEFDEAFBABAFEEDBABE0000000A05 
  </MCID> 
  <Parm> 
   <jxta:TransportAdvertisement xmlns:jxta="http://jxta.org" 
type="jxta:HTTPTransportAdvertisement"> 
    <Protocol> 
     http 
    </Protocol> 
    <InterfaceAddress/> 
    <ConfigMode> 
     auto 
    </ConfigMode> 
    <Port> 
     9700 
    </Port> 
    <ProxyOff/> 
    <ServerOff/> 
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   </jxta:TransportAdvertisement> 
  </Parm> 
 </Svc> 
 <Svc> 
  <MCID> 
   urn:jxta:uuid-DEADBEEFDEAFBABAFEEDBABE0000000E05 
  </MCID> 
  <Parm> 
   <isOff/> 
  </Parm> 
 </Svc> 
 <Svc> 
  <MCID> 
   urn:jxta:uuid-DEADBEEFDEAFBABAFEEDBABE0000000605 
  </MCID> 
  <Parm type="jxta:RdvConfig" config="client" xmlns:jxta="http://jxta.org"> 
   <seeds> 
    <addr seeding="true"> 
     http://rdv.jxtahosts.net/cgi-bin/rendezvous.cgi?2 
    </addr> 
   </seeds> 
  </Parm> 
 </Svc> 
 <Svc> 
  <MCID> 
   urn:jxta:uuid-DEADBEEFDEAFBABAFEEDBABE0000000F05 
  </MCID> 
  <Parm type="jxta:RelayConfig" xmlns:jxta="http://jxta.org"> 
   <client> 
    <seeds> 
     <addr seeding="true"> 
      http://rdv.jxtahosts.net/cgi-
bin/relays.cgi?2 
     </addr> 
    </seeds> 
   </client> 
   <server/> 
   <isOff/> 
  </Parm> 
 </Svc> 
 <Svc> 
  <MCID> 
   urn:jxta:uuid-DEADBEEFDEAFBABAFEEDBABE0000000905 
  </MCID> 
  <Parm> 
   <jxta:TransportAdvertisement xmlns:jxta="http://jxta.org" 
type="jxta:TCPTransportAdvertisement"> 
    <Protocol> 
     tcp 
    </Protocol> 
    <ConfigMode> 
     auto 
    </ConfigMode> 
    <Port> 
     9701 
    </Port> 
    <MulticastAddr> 
     224.0.1.85 
    </MulticastAddr> 
    <MulticastPort> 
     1234 
    </MulticastPort> 
    <MulticastSize> 
     16384 
    </MulticastSize> 
   </jxta:TransportAdvertisement> 
  </Parm> 
 </Svc> 
</jxta:CP> 
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 Annex L Eines de treball en grup 
 
 
Introducció 
 
En aquest annex es fa un repàs de la teoria i les aplicacions del treball en grup 
assistit per ordinador. La intenció és poder identificar i classificar les eines que 
són d’utilitat en el treball col·laboratiu per poder creuar-les amb les aplicacions 
de funcionament P2P. 
 
Treball assistit per ordinador 
 
El treball en grup assistit per ordinador (Computer-Supported Cooperative 
Work, CSCW) és un terme que designa el fet d'aplicar les tecnologies de la 
informació i comunicació per facilitar la interacció d'un grup de persones que 
treballen en col·laboració per aconseguir un objectiu comú. El terme en si es va 
crear l'any 1984 quan, en resposta a una sol·licitud de la DEC (Digital 
Equipment Corporation) i el MIT (Massachusetts Institute of Technology), es va 
reunir a un grup d'experts en diferents matèries per investigar el rol de la 
tecnologia als ambients de treball. L'aplicació de la tecnologia per recolzar 
aquesta feina conjunta entre persones necessita de molta informació d'àrees 
com la sociologia, que estudia les relacions entre els membres del grup, com 
es prenen les decisions, la forma de coordinar la feina, etc. En definitiva, 
conèixer el funcionament d'un grup per poder aplicar les eines assistides per 
ordinador més adients. Als inicis del CSCW van participar-hi activament 
psicòlegs, sociòlegs, economistes i tota la gent que podia aportar un 
coneixement més acurat de la dinàmica de grup. Segons diverses teories 
reconegudes, el procés de presa de decisions d'un grup pot veure's afectat per 
diferents variables, com el tipus de feines, la presència d'un líder, una mala 
relació entre els membres del grup i les normes del grup. D'altra banda, per fer 
efectiu el treball de grup s'ha de tenir en compte les característiques individuals 
dels integrants del grup, com la cohesió, les formes d'arribar acords i altres 
factors molt influents. 
 
Per determinar la contribució de les tecnologies CSCW en la productivitat farem 
servir una eina que es diu Groupware Grid o Arizona Grid de Nunamaker. A 
l'eix horitzontal de la taula tenim tres processos cognitius (comunicació, presa 
de decisions i accés a la informació) que, segons la teoria de la productivitat de 
grup de Briggs, interfereixen amb les altres en els processos de grup. El procés 
de comunicació implica intercanvi de paraules, imatges i accions. En el procés 
de presa de decisions es realitzen activitats per seleccionar quines són les 
accions que s'han de realitzar per tal d'aconseguir l'objectiu comú del grup. En 
el procés d'accés a la informació els membres busquen, emmagatzemen, 
processen i comparteixen informació necessària.  A l'eix vertical de la taula es 
mostra tres estadis entre la feina individual i la feina de grup (feina individual, 
coordinació i dinàmica de grup). La feina individual no requereix cap esforç de 
grup, cada membre del grup realitza la feina necessària per aconseguir els 
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seus objectius individuals sense la necessitat d'interaccionar entre ells.  A la 
coordinació, els esforços individuals han d'ordenar-se i distribuir-se, el que 
requereix un esforç en referència al grup. A la dinàmica de grup, hi ha una meta 
comuna, a on tots volen arribar, tenint en compte als demés i l'ajuda que ens 
poden oferir. A aquesta teoria, els esforços necessaris per realitzar aquests 
processos cognitius es veuen modulats pel grau en que el interessos 
individuals estan en congruència amb l'objectiu del grup. És a dir, si un objectiu 
de treball no ens afecta individualment, l'esforç que ens representa la 
comunicació amb els altres serà una barrera que caldrà superar. La taula 
resultant ajuda a determinar com una certa tecnologia o aplicació pot ajudar a 
rebaixar els esforços entre els membres del grup, per així millorar la seva 
productivitat. 
 
 
Taula M.1 Arizona Grid  
 
 Comunicació Deliberació Accés a la informació 
Dinàmica de grup 
Anonimia  
Contribució en 
paral·lel 
Processos 
estructurats i 
centrats 
Transcripció de sessions, 
classificació automàtica 
Coordinació Comunicació asíncrona 
Horaris i agendes 
d'equip 
flux de treball 
Direcció de projectes
 
Emmagatzematge de 
dades compartides 
Individual Preparació, treball productiu 
Modelatge 
Simulació 
Filtratge de la informació 
Emmagatzematge de 
dades locals 
 
 
Aplicacions de treball en grup 
 
Com aplicacions de treball en grup o col·laboratiu entenem un conjunt d'eines 
dissenyades per satisfer les necessitats d'organització, coordinació i  
col·laboració entre els membres d'un grup de treball, és a dir, entre persones 
que treballen en un mateix projecte però de forma individual per aconseguir una 
meta comuna. L'evolució d'aquest tipus d'aplicacions ha anat parell al 
desenvolupament de les tecnologies de software i hardware i de les 
telecomunicacions. Les aplicacions col·laboratives van oferir un canvi molt 
important en la forma en que un integrant d'un grup interacciona amb els altres, 
donant la possibilitat de conèixer exactament la seva posició en el procés que 
estan realitzant, conèixer la seva càrrega de treball, temps d'execució i terminis 
d'entrega. Hem de tenir en compte que cada dissenyador s'acosta a les 
aplicacions CSCW des d'una perspectiva diferent, influenciada per la seva 
cultura, la geografia, la política, l'economia, etc, això té com a resultat que hi ha 
tota una varietat d'aproximacions a les eines col·laboratives. Les eines més 
habituals de treball en grup poden ser el correu electrònic, els repositoris de 
dades, les videoconferències, el xat, l'edició compartida de documents, etc. 
 
 
Actualment, podríem dir que les necessitats són comunes a tots els grups de 
treball en un 80% i, per aquesta raó, s’han anat desenvolupant una sèrie 
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d’eines genèriques i altres d’especialitzades. Diferenciant la seva 
especialització i filosofia, en sorgeixen diferents classificacions, segons si estan 
enfocades a gent que comparteix el mateix espai físic o no, si pertanyen a la 
mateixa organització, si hi ha varietat d’escales jeràrquiques entre ells, etc. 
L’element comú de totes les eines és la seva utilitat per a un grup que treballi 
envers el mateix objectiu, diferenciant-les clarament dels sistemes multiusuari 
de temps compartit. 
 
Classificació segons la localització geogràfica 
 
- Grups que comparteixen el mateix medi físic: en aquesta classificació 
s’inclouen totes les aplicacions d’intranet, compartició de recursos en 
xarxa local, missatgeria local, etc. El groupware corporatiu s’engloba en 
aquesta classificació. El més populars fins a finals dels anys 90 ha estat 
Lotus Notes, Microsoft Exchange o Novell Groupware. Aquestes eines 
són plataformes residents a la xarxa local, sobre les quals s’ha de 
construir la veritable aplicació.  
 
- Grups en diferent medi físic: aquí es poden englobar les aplicacions 
d’extranet i les clàssiques eines d’Internet com repositoris, missatgeria 
instantània i xat, llistes de correu electrònic, aplicacions web com 
calendaris compartits, organització del flux de treball, etc... 
 
  
Classificació  segons la seva sincronicitat 
 
- Eines síncrones: són aquelles en les que els usuaris interactuen 
comunicant-se al mateix temps. Aquí s’engloben les aplicacions de 
temps real com videoconferència, xat, etc. 
 
- Eines asíncrones: són aquelles en les que la comunicació es produeix 
en temps diferents, com en el correu electrònic, els taulells d’anuncis, 
agendes, espais de treball, etc. 
 
 
Taula M.2 Els paràmetres d’espai i temps a les aplicacions de treball en grup 
 
  TEMPS 
  
Igual Diferent però predictible 
Diferent i 
impredictible 
Igual Aplicació síncrona Sistema multiusuari Sistema multiusuari 
Diferent però 
predictible 
Aplicació síncrona 
distribuïda 
Aplicació asíncrona 
distribuïda  
Aplicació asíncrona 
distribuïda orientada a 
flux ESPAI 
Diferent i 
impredictible 
Aplicació síncrona 
distribuïda amb 
mobilitat 
Aplicació asíncrona 
distribuïda amb 
mobilitat 
Aplicació asíncrona 
distribuïda amb 
mobilitat orientada a 
flux 
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Classificació segons la memòria de grup 
 
- Amb repositori: el repositori és la memòria grupal, un lloc per 
emmagatzemar tota la informació compartida, ja siguin documents, 
històric de feines realitzades o inclús events de les comunicacions 
asíncrones. 
- Sense repositori: són aplicacions en que no es guarda cap tipus 
d’informació o històric compartit. 
 
Classificació segons la visió 
 
- Centrades en l’usuari: l’usuari controla quina informació rep i envia, el 
flux de treball, la realització de les tasques, etc. 
- Centrades en l’objecte: cada objecte té una sèrie de regles que fan que 
es reenvii automàticament, es mostri, es modifiqui, etc. 
- Centrades en el procés: les que asseguren que un procés es compleix. 
 
Segons el tipus d’interfície i el grau de mobilitat 
 
El tipus d’interfície i el grau de mobilitat estan lligats al tipus de feina que cada 
persona ha de fer i a la informació de la que necessitarà disposar. A les 
aplicacions a on el treball individual és de tipus intel·lectual i d’oficina, l’interfície 
habitual serà la pantalla d’un ordinador personal. En canvi, si el treball ha de 
ser, posem per cas, el d’un cambrer que ha d’anar agafant comandes, 
necessitarà un aparell petit i manejable fàcilment. Per una persona que hagi de 
tractar molta quantitat de dades, per exemple fer un control del flux de treball 
d’un grup nombrós, necessitarà una bona presentació gràfica i pantalles grans
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Annex M Terminologia 
 
 
La documentació tècnica JXTA està completament en anglès. La voluntat de 
correcció lingüística, evitant el barbarisme però al mateix temps mantenint el 
text entenedor i fàcilment comparable amb altres fonts, ha portat a tenir certa 
cura a l’hora d’escollir alguns mots emprats en aquest projecte. En comptes 
d’escollir el terme anglès directament s’ha intentat de trobar la paraula 
corresponent en la nostra llengua. En aquest annex s’explica com s’han fet 
servir les fonts lingüístiques disponibles per escollir cada terme amb traducció 
dubtosa, quin ha estat el terme escollit i la raó de la seva selecció. El procés ha 
estat bàsicament el següent: primer es consultava el vocabulari d’Internet 
publicat per l’Institut Joan Lluís Vives [25] i es comparava amb el diccionari de 
la llengua de la Gran Enciclopèdia Catalana (GREC) [24] i el diccionari de 
català Albertí [30] per trobar un terme català acceptat generalment. Si aquesta 
cerca no donava els seus fruïts, es provava amb una traducció directa de 
l’anglès al castellà mitjançant el traductor WordReference [27], es comparava 
amb el Diccionario de la Lengua Española de la RAE [26] i es traduïa al català 
amb el diccionari Sopena [31]. Si el resultat era un terme acceptat o acceptable 
i entenedor es seleccionava. En tots els casos, per donar facilitat de 
comparació amb la documentació anglesa, el text sol acompanyar el terme 
català adoptat amb el seu corresponent en anglès. 
 
 
 
Broadcast: Segons [25], difusió. 
 
 
Buffer: Segons [25], memòria intermèdia. 
 
 
Cache: Segons [25], memòria cau. 
 
 
Chat: A [25] apareix com xat i com conversa interactiva o similars. A [24] i [26] 
no apareix. S’adopta xat. 
 
 
Gateway: Segons [25], passarel·la. 
 
Internet: Internet, amb majúscula, apareix a [25], però no apareix a [24]. A [25] 
s’especifica que internet en minúscula és un conjunt de xarxes connectades 
entre si. S’adopta el terme Internet. 
 
 
Multicast: Segons [25], el terme català és difusió selectiva. 
 
 
92         Estudi de la plataforma JXTA 
Peer: Peer no apareix a [25], però segons [27] la seva traducció és parell o 
igual. Com s’explica a [30], si adoptem el terme “parell” es podria arribar a 
suposar que les comunicacions es realitzen entre parells de màquines, és a dir, 
sempre entre parelles de dispositius. El terme igual tampoc té gaire sentit per 
referir-se a un dispositiu que es connecta a una xarxa i a més pot portar a 
equívocs dintre del significat del text. Provant amb el terme més genèric “node”, 
que en anglès [30] significa qualsevol dispositiu connectat a una xarxa 
informàtica, trobem que està acceptat a [25], en canvi no a [24] ni a [26], a on 
pren significats molt allunyats del que busquem (punts en una òrbita, 
protuberància, etc). De qualsevol forma, s’ha optat en un punt mig pel terme 
node en la majoria de casos.  
 
 
Peer to peer: La traducció de xarxa “peer to peer” presenta la particularitat de 
que a [25] apareix traduït com a xarxa punt a punt. Aquesta definició, encara 
que no sembla del tot acurada, s’ha adoptat en algun cas. Segons [30] també 
es pot traduir com xarxa d’igual a igual, ressaltant el paper d’igualtat que 
adopten els dispositius connectats a la xarxa. Però en l’extensió del treball s’ha 
adoptat l’acrònim anglès P2P. 
 
 
Plugin: Segons [25], connector. 
 
 
Proxy: Segons [25], servidor intermediari. 
 
 
Reliable: A [24] i [30] no apareix, sí a [26]. A [31] la traducció és confiable. 
S’adopta el camí del mig: de confiança o de no confiança. 
 
 
Unicast: Segons [25], unidifusió. 
