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Abstract 
Transform-based coding methods are popular in 
data compression. In the paper, an easily implemented 
method is proposed for the weighting factors of Gabor 
decomposition. The method is based on the least-
mean- squares error (LMSE) approach. The solution 
of the LMSE problem shows that the weighting factors 
can be extracted by simple multiplication between a 
matrix and the vector of data. If the set Gabor 
functions are chosen to be independent of the test 
images, this matrix is constant. Images are recon-
structed by multiplying the matrix of Gabor functions 
and the vector of weighting factors. The choise of 
Gabor functions in the decomposition allows that the 
resulting decomposition has a pyramidal structure. In 
the paper is proposed simple codec system for pyrami-
dal Gabor expansion for image compression. 
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1. Introduction  
 In 1946, D. Gabor [1] suggested the expansion (Ga-
bor expansion) of a one-dimensional signal into a discrete 
set of Gabor elementary functions (GEF) as follows 
( ) ( )∑ ∑=
m n
mnmn tgatf  (1) 
where m, n are integers, amn are Gabor coefficients. Thus, a 
given signal can be expressed by these GEF gmn(t) (Fig. 1) 
using a set of signal-specific weighting coefficients amn 
describing the relative weight of each GEF [2]. 
The GEF are realisation with window function of 
translation in time and frequency [4]  
( ) ( ) )exp( jnWtmDtgtg mn −=  (2) 
where g(t) = exp [-π (t/D)2] is Gaussian function, D deter-
mines the scale of Gaussian in the time domain, W=2π/D is 
the scale in the frequency domain. 
GEF
t
 
Fig. 1  Real part of five GEF 
Window suggested by Gabor minimizes the lowest bound 
on the joint entropy, defined as the product of effective 
time and frequency bandwidth. The product ∆t and ∆ω in 
the combined time-frequency space achieves  the smallest 
value for Gaussian window 
πω 2≥∆∆t  (3) 
Each Gabor function in the frequency domain corresponds 
to a Gaussian window in this domain. The real five typical 
Gabor elementary functions are shown in Fig. 1. 
2. Pyramidal Gabor functions  
The power in natural images is spread more or less 
uniformly within octave frequency bands and octave band 
division is performed in the human visual system [7]. The 
above considerations the use of a pyramidal Gabor expan-
sion, with elementary functions expressed in the time do-
main as: 
( ) ( )[ ]
( )[ ] 01exp
.22
0)(
11
,
≠−
−
=−
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sforWtsjn
mDtg
sformDtg
th sssm  (4) 
where  
( ) ( )ssn s sgn
2
123 1 −∗=
−
 (5) 
for s = -N, …., -1, 0, 1, …, N. 
In these relations, s represents scaling index, D de-
termines the scale of the Gaussian function in the time do-
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g
main, W = 2π / D is the scale in the frequency domain, m 
and n are the spatial and frequency location indices [9]. 
These functions are concentrated in octave bands in 
the frequency domain and are optimally located in both 
domains because each one represents a Gabor function [8]. 
The 2-D Gabor functions have been widely used in compu-
ter vision [7]. These functions have a high degree of loca-
tion in the spatial and spatial-frequency domain, reaching 
the minimum of the uncertainty product in the two domains 
[10]. Therefore, regions of an image can be analysed in the 
joint spatial and frequency domain with minimal interfe-
rence from adjacent regions [3]. 
Fig. 2  Spatial frequency partitioning for 2-D pyramidal GEF 
A 2-D separable Gabor function can be expressed in 
the spatial domain as: 
( ) ( ) ( )22,211,1212,1,2,1 , kgkgkk nmnmnnmm =  (6) 
where 
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For the same reason as in the 1-D case, a 2-D separable 
pyramidal Gabor functions can be defined as: 
( ) ( ) ( 22,211,1212,1,2,1 , khkhkkh smsmssmm = )  (8) 
where (9) 
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Fig. 2 shows how these functions are positioned in the spa-
tial-frequency domain. Each ellipse represents the extent of 
the Gaussian envelope of functions. Note that in the pyra-
midal Gabor expansion presented here, the spatial-frequen-
cy resolution is higher in the horizontal and vertical direc-
tions than in oblique directions and this property is in ac-
cordance with the human visual system [7].  
3. Discrete Gabor expansion  
Consider the sampled 1-D signal f(k) and its discrete 
expansion into a weighted sum of elementary functions 
gl(k): 
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In this relation, l represents the ordering subscript of ele-
mentary functions in the expansion l=(m, n). The above ex-
pansion can be expressed in matrix notation as: 
aGf .= , (11) 
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If N<M, (11) cannot be satisfied exactly [9]. Hence, a cri-
terion should be defined to find the best solution of (11). 
The LMSE criterion is used. Using this criterion, a solution 
to (11) is the vector a = a minimizing (G.a - f)T (G.a - f), 
which can be found as: 
fBa .=  (13) 
where B = (GT G)-1 GT is the pseudo-inverse of G. A N×N 
matrix (GT G) cannot always be inverted. To avoid the pro-
blem of matrix inversion in such situation, singular value 
decomposition can be used. 
Singular value decomposition states that any M×N 
matrix G can be decomposed as the product of a M×N co-
lumn-orthogonal matrix U, a N×N diagonal matrix W with 
positive or zero elements, and the transpose of N×N ortho-
gonal matrix V: 
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with wi ≥ 0 for all i. The solution to (13) is then: 
fU
w
diagVa T
i
⎥⎦
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⎟⎟⎠
⎞
⎜⎜⎝
⎛=− 1  (15) 
If the matrix G is singular or close to singular, the diagonal 
matrix W will contain zero or very small values on its dia-
(2,1) 
(2,0) 
(1,1) (1,1) (2,1)1(0,1) 
(1,0) (1,0 (2,0) 0 
(2,1) (1,1) (0,1) (1,1) (2,1) 
(2,2) (0,2(1,2) (1,2) (2,2) 
π −π π 0 
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gonal. One needs simply to replace the associated diagonal 
elements 1/wi, which are very large or undefined, by zero. 
This automatically eliminates the redundant lines in the G 
matrix [6]. 
It should also be noted that if M=A and the 
elementary functions are independent, the expansion 
becomes an invertible transform in the sense that the 
reconstructed data f = G.a will be the exact reconstruction 
and A = G-1. 
For 2-D case, the expansion of a 2-D signal (image) 
into a set of 2-D Gabor functions is defined as [2]: 
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Here, l1 and l2 represent the ordering subscripts. The Gabor 
functions are separable, then can be written as : 
( ) ( ) ( 2211212,1 , kgkgkkg llll =  (17) 
In this case, eqn. (11) can be written in matrix form as: 
TGAGF 21 ..=  (18) 
where F is the 2-D data matrix and A is the 2-D expansion 
coefficient matrix: 
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and G is the same expansion matrix as in eqn. (12). 
Again, for Ni < Mi the exact relation cannot be always 
satisfied. Here also the two-step LMSE criterion can be 
used to define the best solution (according to this 
criterion), given by: 
( ) ( 12221111 .. −−− = GGGFGGGA TTT  (20) 
The use of singular value decomposition is also valid here 
and the solution is given by: 
( )[ ] ( )[ TiTi VwdiagUFUwdiagVA 222111 /1../1=−  
 (21) 
The solution of the LMSE problem shows that weigh-
ting factors can be extracted by simple multiplication bet-
ween a matrix and the vector of data. 
4. The proposal simple codec system 
Recursive pyramidal expansion is realised as: at first 
the signal is decomposed into a set of Gabor functions and 
then the same operation can be applied recursively to the 
result of the previous operation. The recursive expansion is 
comparable to recursive sub-band decomposition. 
The information about different frequency bands and 
orientations can be extracted using these expansions by one 
simple matrix multiplication applied to the entire image. 
Fig. 3 illustrates a simple codec system, which is used 
to demonstrate the performance of the recursive pyramidal 
Gabor expansion for image compression. 
The input image F(x,y) is first decomposed by matrix 
multiplication BT.F.B to obtain the coefficients of expan-
sion. The resulting coefficients are then uniformly quanti-
zed and thresholded to retain only the most significant 
coefficients. The uniform quantization followed by an 
entropy coder is the best solution in  the LMSE distortion 
sense for a given bit rate. The threshold can be considered 
the dead zone of the above uniform quantizer. The dead 
zone diminishes the bit rate without increasing the sub-
jective quantization noise. 
Fig. 3  The simple codec system used for 2-D compression 
5. Conclusion 
Gabor transform is a useful tool in signal processing. 
Gabor elementary functions are chosen so that the resulting 
decomposition has a pyramidal structure. The use of the 
pyramidal structure is motivated both by the observations 
of the early human visual system and by the fact that it 
lends itself easily to progressive transmission. A technique 
for coding of still image based on a pyramidal Gabor de-
composition is discussed. The GEF of the decomposition 
form a class of basic functions that covers the frequency 
domain in octave bands. 
Entropy 
coder 
A -( x,y) 
A(x,y) 
+
F(x,y) Treshold  
circuit BT.F.B
Decoder G.Ã.GT Channel 
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The choice of GEF in the Gabor decomposition is 
very important. If the set of GEF is chosen to be indepen-
dent of the image, this matrix is constant [5]. GEF are not 
suitable for numerical computations and very expensive to 
compute. GEF are not orthogonal and the computation of 
Gabor transform is complicated.  
Image sequence compression is performed by decom-
position of each individual image and by transmission the 
significant differences between the coefficients of succes-
sive frames. The coefficients of expansion are computed 
frame by frame and the coefficients of each frame are uni-
form quantized, similar to the still image coding method. 
Because the Gabor transform is applied to the entire image 
and GEF have overlapping support, the blocking defects in 
the highly compressed images are reduced. 
Pyramidal Gabor decomposition is very efficient in 
image analysis and coding. 
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