keyes). IPSec is a collection of open standards that work together to establish data confidentiality, data integrity and authentication between site users [2] .
According to the registers that allocate network addresses around the world, the current Internet Protocol version 4 (IPv4) has almost run out of network addresses. Internet Engineering Task Force (lETF) therefore developed a new version of Internet Protocol named IPv6 that not only provides the network addresses to 2 12 \ but also provides many additional benefits that lacks in IPv4, such as auto-configuration, mobility, secure communication and backward compatibility. New versions of operating systems have capability for IPv6 and hardware vendors, software developers and Internet Service Providers (lSP) are moving towards supporting IPv6.
Fedora 15 is the latest Linux operating system and is very popular at the time of this research.
The main objective of this paper is to produce new results for bandwidth for IPSec VPN for both IPv4 and IPv6 using Fedora 15 operating system and wireless Standard-Secure Hash Algorithm), 3DES-MD5, AES256-SHA, DES-SHA, and AES192-SHA encrypted systems. We measured throughput for both TCP and UDP.
The organization of this paper is as follows. In the next section, the related work for IPSec, IPv4 and IPv6 are discussed. Section three covers the experimental setup. Section four covers information regarding the traffic measurement tool and the data generation. Section five covers the results produced and the last sections include the conclusions and future works. 
III. EXPERIMENT SETUP
The test-bed network setup remained constant for all experiments conducted and is shown in Figure 1 . throughput. Most performance evaluation tests were executed for 30 seconds, which usually generated 1 million packets per run. To ensure high data accuracy, each test was repeated at least 30 times and results averaged and runs continued until standard deviation of results was below 0.5% of the average.
V. EXPERIMENTAL RESULTS
Experiments were conducted using test bed of Figure 1 , to evaluate and compare the throughput for TCP and UDP on open system and IPSec, for both IPv4 and IPv6. IPSec encryption methods compared were DES-MD5, DES-SHA, 3DES-MD5, 3DES-SHA, AESI28-SHA, AESI92-SHA and AES256-SHA systems.
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+-���----�----�------�----,-----�
Comparing the 7 IPSec encrypted systems, AES 192-SHA system gave the best UDP throughput performance while 3DES-MD5 system gave the worst UDP throughput performance. Comparing the 7 different IPSec encrypted systems for both IPv4 and IPv6 network for TCP and UDP, it can be observed that if one encryption IPSec system performed well in IPv4 network, it might have a bad performance in IPv6 network. For example, for TCP throughput, the 3DES SHA system performed the best in IPv4 network, whereas this encrypted system performed the worst in IPv6 network.
Comparing the two networks performance of throughput for both TCP and UDP, it can be observed that IPv4 had the higher TCP and UDP throughput than IPv6 for open system and the 7 encrypted systems. The lower throughput gained in IPv6 than in IPv4 is resulted by the drawback of having a larger overhead in IPv6 (which has a 40 Bytes header while IPv4 has a 24 Bytes header) over IPv4 [9] . The overhead increase in IPv6 has implication on the performance of IPv6, resulting in lower bandwidth.
The UDP throughputs are higher than the TCP on both open system and IPSec security enabled systems. This is due to UDP being a connection less protocol and does not use any form of error correction and therefore does not send any acknowledgements. The source does not have to wait to receive any acknowledgements [10] .
The gain in TCP and UDP throughput as the packet size increase is likely due to the amortization of overheads associated with larger user packet sizes [11] .
The lower throughput results obtained when IPSec security is enabled (compared to open system with no security) is due to two reasons. The encryption and decryption take up CPU and memory resource, and the data packets become longer because of overheads associated with encryption. Although IPSec guarantees the security of 978-1-4799-3755-4/13/$31.00 ©2013 IEEE data transmission, it leads to the decrease of throughput for both TCP and UDP [12] .
VI. CONCLUSION
There was a bandwidth decrease when IPSec security was enabled for both IPv4 and IPv6 using Fedora IS. For system studied, enabling IPSec resulted in approximately up to 37.6S Mbps less TCP throughput than open system for IPv4 and up to 37.64 Mbps less TCP throughput than open system for IPv6. For IPv6, DES-MDS encryption system had the highest TCP throughput while 3DES-SHA encrypted system had the lowest TCP throughput.
VII. FUTURE WORKS
In future, we plan to extend this study by incorporating Solaris and Windows 8 systems. In addition, the performance of other VPN technologies, such as SSL, PPTP and L2TP will be investigated.
