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Введение
Бинаризация изображения — преобразование исходного изображе-
ния в градациях серого в бинарное изображение, элементы которого
могут принимать только два значения. Процесс бинаризации представ-
ляет значительный интерес для различных прикладных задач анализа
изображений, поскольку позволяет некоторым образом классифициро-
вать объекты на изображении, выделить полезную информацию. Прак-
тическое применение бинарные изображения находят в цифровой кар-
тографии, геоинформационных системах, пространственном анализе и
других задачах, связанных с распознаванием образов [5], видеонаблю-
дением и видеокодированием [4]. Кроме того, цвет пиксела бинарного
изображения кодируется одним битом информации, что даёт возмож-
ность эффективно сжать исходное изображение, понизив его битовую
глубину.
Известно, что многим алгоритмам обработки изображений присущ
естественный параллелизм, основанный на декомпозиции данных, поз-
воляющий создавать параллельные реализации изначально последова-
тельных алгоритмов. Для таких реализаций широко используются мно-
гоядерные процессоры, гетерогенные многопроцессорные системы, на-
пример, графические процессоры; распределённые системы и т.д. [10]
Учитывая большие временные затраты, необходимые для обработки
массивов изображений, требование к увеличению скорости бинариза-
ции остается весьма актуальным.
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1. Цель работы
• Изучение современных алгоритмов бинаризации и сравнение их
характеристик.
• Параллельная реализация блочного алгоритма бинаризации на
CPU при помощи технологии OpenMP.
• Параллельная реализация блочного алгоритма бинаризации на
GPU при помощи технологии CUDA.
• Сравнение характеристик различных реализаций.
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2. Существующие решения
Существуют различные подходы к бинаризации изображений, услов-
но их можно разделить на две группы:
• пороговые методы,
• методы, основанные на равенстве яркостей.
2.1. Пороговые методы
В пороговых методах ищется некоторая характеристика (порог),
позволяющая разделить пикселы изображения на два класса: фоновые
и объектные. Порог может быть постоянным или адаптивным, зависеть
от различных параметров изображения, например, гистограммы ярко-
стей. Одним из самых быстрых и эффективных по качеству работы
считается метод Оцу [11], основанный на минимизации внутриклассо-
вой дисперсии.
Рис. 1: Исходное изображение. Рис. 2: Бинарное изображение, по-
лученное методом Оцу.
На примере работы алгоритма (рис. 2) видно, что метод Оцу, как
и любые пороговые методы, предназначен в большей степени для за-
дач, связанных с выделением объектов на изображении, распознава-
нием образов. При этом алгоритм игнорирует многие мелкие детали,
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фон и объекты не всегда разделяются адекватно поставленной задаче,
нарушается визуальная непрерывность изменения яркости вдоль изоб-
ражения.
2.2. Методы, основанные на равенстве яркостей
В методах такого типа бинарное изображение строится так, чтобы
его яркость была равна яркости исходного изображения. Под яркостью
цифрового изображения здесь подразумевается сумма значений всех
его пикселов. Такая расстановка позволяет добиться большего визу-
ального сходства с оригиналом, выделить мелкие и слабоконтрастные
детали, которые теряются при применении пороговых методов. Напри-
мер, метод Байера [7] предлагает использовать определённые бинарные
шаблоны с разной яркостью для построения бинарного изображения.
Рис. 3: Исходное изображение. Рис. 4: Бинарное изображение, по-
лученное методом Байера.
При этом разные блоки исходного изображения могут кодировать-
ся одинаковыми шаблонами, что приводит к появлению характерной
структуры – вертикальных или горизонтальных полос на стыке шаб-
лонов (рис. 4). Более качественным с точки зрения визуального вос-
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приятия является метод распространения ошибки [9], который позво-
ляет точнее воспроизводить детали и лишён недостатков метода Байера
(рис. 6).
Рис. 5: Исходное изображение. Рис. 6: Бинарное изображение, по-
лученное методом распростране-
ния ошибки.
Характерной особенностью метода распространения ошибки явля-
ется его последовательное выполнение, так как результат обработки
каждого следующего пиксела зависит от обработки предыдущего. На
изображениях большого разрешения выполнение этого алгоритма мо-
жет занять много времени, поэтому остаётся актуальной задача поис-
ка сравнимого по качеству работы и эффективно распараллеливаемого
метода.
Приведённые алгоритмы хорошо изучены, и для них существуют
эффективные реализации, например, функция пороговой бинаризации
cv::threshold в библиотеке OpenCV для языка C++ и функция DITHER
в MatLab, реализующая метод распространения ошибки.
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3. Блочный алгоритм бинаризации
Основным алгоритмом, рассматриваемым в данной работе, являет-
ся блочный алгоритм бинаризации [6], который относится к методам,
основанным на условии равенства яркостей.
Пусть f = f(x; y), x = 1::m, y = 1::n — исходное полутоновое изоб-
ражение размера m  n, а g = g(x; y) — изображение, полученное в
результате бинаризации.
1. Исходное полутоновое изображение разделяется на N неперекры-
вающихся блоков fi, i = 1::N . Элементам блока, имеющим пу-
стое пересечение с исходным изображением, присваивается нуле-
вое значение. Соответствующий бинарный блок gi имеет тот же
размер, что и fi, на данном этапе он заполняется нулями. Каж-
дый блок после разбиения обрабатывается независимо.
2. В каждом блоке вычисляется суммарная приведённая яркость,
определяющая количество единиц ui в соответствующем бинар-
ном блоке gi:
ui =
66642 k X
x;y2fi
f(x; y)
7775
3. В бинарном блоке gi единицы ставятся на позиции, в которых на-
ходятся ui наибольших значений яркостей f(x; y) блока fi , начи-
ная с максимального значения. При этом если найдено несколько
одинаковых наибольших значений, то среди всех вариантов один
выбирается случайно в соответствии с некоторой вероятностью.
4. Из бинарных блоков gi собирается полное бинарное изображение.
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4. О распараллеливании блочного алгорит-
ма
Рассмотренный алгоритм обладает естественной распараллеливае-
мой структурой, так как обработка каждого блока происходит незави-
симо от остальных.
Важными характеристиками параллельного алгоритма являются вре-
мя его работы на параллельной системе с p вычислительными модуля-
ми и ускорение, получаемое на такой системе [2]:
Tp =
T1
p
+ T0; Sp =
T1
Tp
;
где T1 – время последовательного исполнения, а T0 – накладные затра-
ты, например, на коммуникацию процессов.
При рассмотрении блочного алгоритма можно считать T0 = 0, так
как разные вычислительные модули обрабатывают выделенные им бло-
ки независимо друг от друга. Для оценки времени выполнения остаётся
найти T1. Для обработки изображения размера nm при выбраном зна-
чении длины стороны блока a потребуется
N =
jn
a
k
+ 1
jm
a
k
+ 1

 mn
a2
блоков. Рассмотрим вычислительную систему с p = N процессорами.
В блоке fi выполняется a2 операций сложения для подсчета суммарной
приведённой яркости ui (см. описание алгоритма). После этого выпол-
няется поиск ui максимумов, для чего требуется не более a2ui операций
сравнения. Таким образом, общее время обработки одного блока равно
i = (ui + 1)a
2t;
где t-время выполнения элементарной операции. Для всего изображе-
ния получаем:
T1 =
NX
i=1
i =
NX
i=1
(ui + 1)a
2t =
 
N +
NX
i=1
ui
!
a2t:
10
Тогда справедливо следующее равенство:
Tp =
N

1 +max
i
ui

a2t
p
=

1 +max
i
ui

a2t:
Первое равенство обусловлено тем, что время работы параллельной
системы определяется самым долгим временем обработки одного блока.
Таким образом, можно оценить ускорение, получаемое при распарал-
леливании алгоритма на p вычислительных модулях:
Sp =
T1
Tp
=

N +
NP
i=1
ui

a2t
1 +max
i
ui

a2t
 p:
Из неравенства следует, что если pmaxi ui =
PN
i=1 ui, то ускорение дос-
тигает p, и алгоритм является оптимальным по стоимости, так как T1 =
pTp.
11
5. Параллельная реализация блочного ал-
горитма на CPU
Для проверки справедливости полученных соотношений на практи-
ке были разработаны параллельные CPU и GPU реализации блочного
алгоритма.
5.1. Используемые технологии
Для реализации блочного алгоритма был выбран язык С++ с биб-
лиотекой OpenCV, широко применяемой для решения задач, связан-
ных с обработкой изображений. Она предоставляет удобный программ-
ный интерфейс для работы с изображениями, например, процедуры и
функции для матричного представления изображения в разных форма-
тах, выделения отдельных частей изображения, применения различных
фильтров. Также OpenCV предоставляет широкие возможности для ре-
ализации алгоритмов машинного обучения, видеообработки и компью-
терного зрения [8].
Для организации параллельного выполнения программного кода ис-
пользовалась библиотека OpenMP, предоставляющая набор директив
препроцессора для распараллеливания последовательного алгоритма,
набор переменных окружения и процедур. OpenMP позволяет легко те-
стировать параллельную программу, так как при отключении директив
компилятор игнорирует их и рассматривает программу как последова-
тельную.
Параллельная реализация блочного алгоритма состоит из двух эта-
пов: сначала происходит предобработка, границы исходного изображе-
ния расширяются до значений, кратных длине стороны блока, после
чего в цикле для каждого блока изображения вызывается процедура
обработки, реализующая этапы алгоритма, описанные в разделе 3. Для
распараллеливания независимых итераций цикла используется дирек-
тива #pragma omp parallel num_threads(n), где n - число параллель-
ных потоков.
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5.2. Результаты распараллеливания для разного чис-
ла потоков
Тестирование работы параллельной программы с различными па-
раметрами производилось на компьютере с процессором Intel Core i5-
6200U с двумя физическими ядрами и поддержкой технологии Hyper-
Threading. В качестве исходного полутонового изображения было вы-
брано изображение размера 16200 10500.
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Рис. 7: Время работы алгоритма на n параллельных потоках
По рис. 7 видно, что на двухъядерном процессоре в целом удалось
добиться ускорения в два раза, что подтверждает теоретическую оцен-
ку. Разница между временем работы при разном числе потоков ока-
залась небольшой, так как технология Hyper-Threading не позволяет в
полной мере распараллелить процесс на 4 потока.
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6. Параллельная реализация блочного ал-
горитма на GPU
Значительным недостатком при параллельной реализации для CPU
является наличие малого числа вычислительных модулей в централь-
ных процессорах, даже многоядерных, что не позволяет в полной мере
добиться теоретического ускорения алгоритма. Эту проблему можно
частично решить, используя возможности распараллеливания, предос-
тавляемые современными графическими процессорами.
6.1. Параллельные вычисления на GPU
Изначально GPU (Graphics Processing Unit) использовались непо-
средственно для задач обработки компьютерной графики, трёхмерно-
го ускорения, но, благодаря своей архитектуре, стали активно при-
меняться в параллельных вычислениях. В отличие от CPU, графи-
ческие процессоры обладают массивно-параллельной структурой, со-
держат большое число легковесных вычислительных модулей и име-
ют более сложную иерархию памяти. Для программной реализации
параллельных алгоритмов на GPU используют специально разрабо-
танные средства, такие как кроссплатформенный фреймворк OpenCL
и программно-аппаратную архитектуру CUDA для видеокарт фирмы
NVidia.
Параллельные вычисления на графических процессорах применя-
ются для решения разных задач компьютерного моделирования, мате-
матической физики [3], для нейросетевого обучения [1] и т.д.
Для реализации блочного алгоритма бинаризации использовалась
видеокарта NVidia GeForce GTX 950m, поэтому был выбран программ-
ный интерфейс CUDA. Типичная программа на CUDA представляет
из себя последовательную программу, работающую на CPU (host), ко-
торая вызывает специальные функции, запускаемые на графическом
процессоре (device) и работающие по принципу SIMD (Single Instruction
Multiple Data). При этом, необходимые данные, содержащиеся в опера-
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тивной памяти, должны быть переданы в глобальную память GPU для
дальнейшей обработки. При запуске этих функций программист может
задать число и структуру потоков и блоков, в которые эти потоки объ-
единяются. Блоки задают набор вычислительных модулей, которые бу-
дут обрабатывать конкретные потоки, выделяет для них разделяемую
(shared) память и определяет набор операций, выполняемых в пределах
одного блока, таких как барьерная синхронизация потоков.
6.2. Реализация блочного алгоритма
Подобная программная архитектура хорошо подходит для реализа-
ции блочного алгоритма: каждый пиксель изображения может обра-
батываться одним потоком, все операции суммирования и нахождения
максимума в одном блоке изображения выполняются соответствующим
блоком потоков. Теоретически, эти операции можно выполнять парал-
лельно, используя схему сдваивания [2], однако, на практике оказалось,
что это не даёт никакого выигрыша из-за накладных расходов на ко-
пирование данных в разделяемую память и организацию циклов. По-
этому вместо реализации схемы сдваивания использовались атомарные
операции суммы и максимума, предоставляемые CUDA.
Узким местом при реализации является этап случайной расстанов-
ки пикселов на определённые места в блоке, так как внутри части кода,
выполняемого на GPU, не может быть вызвана стандартная функция
языка C rand(). Это связано с тем, что данная функция использует
некоторые состояния процессора, которые недоступны для видеокар-
ты. Для генерации псевдослучайных чисел в CUDA есть специальная
библиотека curand, но она работает довольно медленно, что значитель-
но увеличивает общее время работы алгоритма. Более эффективным
решением стала расстановка пикселей в том порядке, в котором сраба-
тывают соответствующие им потоки при вызове операции атомарного
уменьшения на 1 для счетчика оставшихся пикселей. Это позволило до-
биться высокой скорости, но ухудшило случайность распределения, так
как потоки одного вычислительного модуля срабатывают одновремен-
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но, из-за чего некоторые атомарные вызовы могут быть сериализованы
в строгом порядке.
Код программы доступен в GitHub репозитории https://github.
com/KostyaVeresh.
6.3. Эффективность распараллеливания
Для тестирования программы использовалась видеокарта NVidia
GeForce GTX 950m, исходное изображение имеет размер 16200 10500.
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Рис. 8: Сравнение времени работы различных параллельных реализа-
ций алгоритма
По рис. 8 видно, что GPU реализация оказалась более эффективной,
алгоритм работает в среднем в 2 раза быстрее чем при реализации на
CPU. Кроме того, время работы GPU алгоритма растёт заметно мед-
леннее при увеличении размера блока. Поэтому при больших размерах
блока ускорение достигает 5.5 раз.
16
7. Примеры работы блочного алгоритма
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Заключение
В процессе работы был рассмотрены основные алгоритмы бинариза-
ции изображений, для блочного алгоритма приведены оценки времени
работы и ускорения, получаемого при распараллеливании на системе
с p вычислительными модулями. Написаны параллельные реализации
данного алгоритма для многоядерного CPU и для графического про-
цессора. На практике было получено значительное ускорение, достига-
ющее 5.5 раз при распараллеливании на GPU.
18
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