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Resumen
Se introducen las nociones elementales de Cuaterniones, algebra de Cliﬀord y grupos
spin. Se construye adema´s empleando el concepto de a´lgebra de Cliﬀord el doble
cubrimiento de SO(n), Spin(n)
1. Introduccio´n
Para n > 2 el grupo ortogonal SO(n) tiene grupo fundamental Z/2Z y de aqu´ı tiene
un cubrimiento universal llamado Spin(n). En este cap´ıtulo se introducira´n formalmente
los conceptos de a´lgebras de Cliﬀord, cuyo objetivo primordial es dar una construccio´n
algebraica del correspondiente grupo Spin(n) para SO(n), dichas construcciones aunque
geome´tricas guardan un profundo signiﬁcado geome´trico. Primero se presentara´ dicha
construccio´n en el caso n = 3, presentando a Spin(3) = SU(2) como un subgrupo
multiplicativo del a´lgebra de los Cuaterniones, que es de hecho un a´lgebra de Cliﬀord,
luego se generalizan las ideas de esta construccio´n en dimensiones superiores. En adicio´n,
aprovechando las herramientas construidas, se construyen representaciones del a´lgebra
de Cliﬀord y se presenta la representacio´n spin compleja, que sera´n de utilidad en el
tratamiento posterior sobre variedades spin. El cap´ıtulo ﬁnaliza, con un tratamiento de-
tallado de las construcciones realizadas en el caso n = 4.
2. Cuaterniones
Consideremos el conjunto de matrices complejas de taman˜o 2× 2:
H =
{(
α β
−β¯ α¯
)
: α, β ∈ C
}
.
Este conjunto es un espacio vectorial real o´ complejo, cuya suma de espacio vectorial es
la suma usual de matrices; adema´s es cerrado bajo la multiplicacio´n de matrices.
S´ı α = x0 + ix1 y β = y0 + iy1, tenemos que:(
α β
−β¯ α¯
)
= x0
(
1 0
0 1
)
+ x1
(
i 0
0 −i
)
+ y0
(
0 1
−1 0
)
+ y1
(
0 i
i 0
)
,
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luego las matrices
I =
(
1 0
0 1
)
, i =
(
i 0
0 −i
)
, j =
(
0 1
−1 0
)
,k =
(
0 i
i 0
)
.
forman una base para H. Luego H es un espacio vectorial real de dimensio´n 4 y todo
elemento de H es de la forma x0 + x1i + yoj + y1k, donde x0, x1, y0, y1 ∈ R o´ de la forma
α + βj = x0 + x1i + (y0 + y1i)j.
Bajo multiplicacio´n de matrices
i2 = j2 = k2 = −I,
ij = −ji = k, jk = −kj = i, ki = −ik = j.
Deﬁnicio´n 1. El conjunto H con la suma y la multiplicacio´n usual de matrices es una
a´lgebra (sobre R o´ C) llamada el a´lgebra de los Cuaterniones .
Sea
H1 = {A ∈ H : det(A) = 1}
este conjunto es homeomorfo a la esfera
S3 = {x ∈ R4 : ‖x‖ = 1}
y en adicio´n le proporciona una estructura algebra a S3.
Proposicio´n 1. El conjunto de matrices especiales unitarias, SU(2), es igual a H1.
Demostracio´n: Por deﬁnicio´n SU(2) = {A ∈M2(C) : A∗A = I, det(A) = 1}. S´ı
A =
(
α β
γ δ
)
∈ SU(2), luego de la deﬁnicio´n de SU(2) se tiene:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
αα¯ + ββ¯ = 1, (1)
αγ¯ + βδ¯ = 0, (2)
γγ¯ + δδ¯ = 1, (3)
αδ − βγ = 1, (4).
Para ver que A ∈ H1 tenemos que probar que γ = −β¯ y δ = α¯.
Por (2) αγ¯ = −βδ¯, luego, α(γ¯γ) = (−βγ)δ¯, por las ecuaciones (3) y (4) se obtiene
α(1 − δδ¯) = (1 − αδ)δ¯, por ende, α − αδδ¯ = δ¯ − αδδ¯, de lo cual, α = δ¯. De la anterior
igualdad y de (2) se tiene que γ = −β¯; por lo tanto A ∈ H1.
Rec´ıprocamente s´ı A =
(
α β
−β¯ α¯
)
∈ H1, entonces se veriﬁca fa´cilmente que A∗A = I ,(
α β
−β¯ α¯
)(
α¯ −β
β¯ α
)
=
(
αα¯ + ββ¯ 0
0 αα¯ + ββ¯
)
=
(
1 0
0 1
)
,
es decir, A ∈ SU(2).
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Corolario 1. El grupo matricial SU(2) es homeomorfo a S3.
Para x = x1 + x2i + x3j + x4k ∈ H, deﬁnimos Re(x) = x1, Im(x) = x2i + x3j + x4k y la
conjugacio´n como x¯ = x1 − x2i − x3j − x4k; esta conjugacio´n es tal que xy = y¯x¯, para
x, y ∈ H.
Proposicio´n 2. El espacio vectorial
H0 = Im(H) = {x ∈ H : Re(x) = 0} = {x ∈ H : x¯ = −x}
es invariante con respecto a transformaciones de conjugacio´n de elementos de H1, i.e,
s´ı q ∈ H1 y x ∈ H0, entonces, qxq−1 ∈ H0.
Demostracio´n: Sea q ∈ H1, s´ı x ∈ H0 entonces qxq−1 = qxq¯ = qx¯q¯ = −qxq−1, luego
adq(x) ∈ H0, ya que adq(x) = −adq(x).
Es conocido que el conjunto de matrices ortogonales de orden n, denotado por O(n) ,
induce una transformacio´n lineal de Rn que es una isometr´ıa y a su vez cualquier isometr´ıa
lineal de Rn es representada por una matriz ortogonal. Un elemento O ∈ O(n), por
deﬁnicio´n de O(n), es tal que OOT = I luego
det(OOT ) = det(O)2 = 1
y por consiguiente det(O) = ±1, por lo tanto
O(n) = O(n)+ ∪O(n)−
donde
O(n)± = {O ∈ O(n) : det(O) = ±1}
estos conjuntos son conexos. Los elementos de O(n)+ son llamados isometr´ıas directas
o rotaciones y los elementos de O(n)− isometr´ıas indirectas. El espacio O(n)+ es
llamado el grupo de matrices ortogonales especiales y es denotado usualmente
como SO(n) .
La transformacio´n lineal T : R3 → H0, dada por T (x, y, z) = xi+ yj+ zk, identiﬁca a H0
con R3 y adema´s es una isometr´ıa lineal. Como H0 posee una estructura de a´lgebra hereda-
da de la del a´lgebra de los cuaterniones, entonces, v´ıa la transformacio´n T , proveemos a
R
3 de una estructura de a´lgebra; es ma´s, R3 puede ser visto como una suba´lgebra de H.
Proposicio´n 3. S´ı q ∈ H1 entonces la funcio´n lineal adq : R3 → R3, dada para x ∈ R3
por adq(x) = T (qT (x)q
−1); es una rotacio´n de R3, i.e, un elemento de SO(3).
Demostracio´n: Por brevedad T (x) sera´ escrito como x, para x ∈ R3. Dado que
‖adq(x)‖ = ‖qxq−1‖ = ‖x‖
la funcio´n adq es una isometr´ıa lineal de R
3. Deﬁnimos
ρ : H1 = SU(2) → O(3)
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por ρ(q) = adq. La funcio´n ρ es continua y ρ(1) = I3; como SU(2) es conexo entonces
ρ(SU(2)) esta´ contenido en la componente conexa de O(3) que contiene al elemento
identidad I3, la cual es SO(3), luego las funciones adq son rotaciones de R
3.
En la proposicio´n anterior se construyo una funcio´n
ρ : SU(2) → SO(3), dada por ρ(q) = adq. (1)
Proposicio´n 4. La funcio´n ρ : SU(2) → SO(3) es un homomorﬁsmo de grupos sobreyec-
tivo y Ker(ρ) = {q ∈ SU(2) : adq = I3} = {I2,−I2}.
Demostracio´n: Una prueba de este resultado sera´ presentada ma´s adelante; vea Proposi-
cio´n 2.
Deﬁnicio´n 2. Sean X, Y dos variedades diferenciables, f : X → Y es una funcio´n
recubridora s´ı:
1. La funcio´n f es no singular, i.e, para todo x ∈M , la aplicacio´n inducida
dfx : TxX → Tf(x)Y es sobreyectiva.
2. Para cada y ∈ Y existe Uj ⊂ Y tal que f−1(Uj) =
⋃
i=1 Vij , es la unio´n disyuntas de
abiertos de X, para los cuales f |Vij : Vij → Uj es un difeomorﬁsmo.
Cuando tal f existe, a la variedad Y se le suele llamar base y a la variedad X el espacio
recubridor de Y .
Deﬁnicio´n 3. Sean X y Y dos variedades diferenciables con una funcio´n cubridora
f : X → Y . S´ı el cardinal del conjunto f−1(y) es m para todo y ∈ Y , el espacio X es un
m-recubrimiento de Y . En el caso en que m = 2, el espacio X se dice que es un doble
recubrimiento de Y y la funcio´n f se dice que es un recubrimiento doble.
Deﬁnicio´n 4. Sea A un grupo de Lie y ρ : A → SO(n) un homomorﬁsmo sobreyectivo
suave, que satisface Kerρ = Z2, entonces, ρ se denomina una funcio´n spin de SO(n)
y A es llamado el grupo spin de orden n y es denotado por Spin(n); el cual es u´nico,
v´ıa homotop´ıa, por ser A un doble cubrimiento de SO(n).
Proposicio´n 5. La funcio´n ρ : SU(2) → SO(3), deﬁnida en la Ecuacio´n 1, es la funcio´n
spin de SO(3) y por lo tanto Spin(3) = SU(2).
La funcio´n spin y el grupo spin de SO(n), para n ≥ 3, sera´n construidos empleando el
concepto de a´lgebra de Cliﬀord. Este es el objetivo primordial de la siguiente seccio´n.
3. Algebras de Cliﬀord
Sea V un espacio vectorial real de dimensio´n n con un producto interno 〈 , 〉, cuya
norma es denotada por ‖ ‖. Consideremos el a´lgebra tensorial
T (V ) = ⊕n≥0 V ⊗ ...⊗ V︸ ︷︷ ︸
n veces
,
donde V ⊗0 = R. El a´lgebra tensorial es una a´lgebra asociativa con unidad 1 ∈ R y cuyo
producto es el producto tensorial ⊗.
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Deﬁnicio´n 5. El a´lgebra de Cliﬀord Cl(V ) generada por V , la cual depende del producto
interno, es el cociente de T (V ) por el ideal generado por todos los elementos de la forma
v ⊗ v + ‖v‖21T (V ) (2)
S´ı V = Rn con su producto interno usual, el a´lgebra de Cliﬀord generada por Rn es
denotada como Cl(n). La multiplicacio´n interna de Cl(V ) es llamada multiplicacio´n de
Cliﬀord .
Deﬁnicio´n 6. Sea E un mo´dulo sobre K, K ∈ {R,C}, E es llamado mo´dulo de Clif-
ford s´ı hay un homomorﬁsmo de K-a´lgebras c : Cl(V ) → End(E). Para simpliﬁcar
escribiremos
c(x)(y) ≡ x · y, (3)
para x ∈ E y y ∈ Cl(V ). El producto x · y en (3) se suele llamar multiplicacio´n de
Cliﬀord sobre E.
Proposicio´n 6. El a´lgebra de Cliﬀord Cl(V ) generada por V es el cociente de T (V ) por
el ideal generado por todos los elementos de la forma
v ⊗ w + w ⊗ v + 2〈v, w〉1T (V ) v, w ∈ V (4)
Demostracio´n: Es una consecuencia inmediata de la ley del paralelogramo
〈v, w〉 = ‖v + w‖
2 − ‖v − w‖2
2
Ejemplos
1. Las primeras ocho a´lgebras de Cliﬀord Cl(n) esta´n resumidas en la siguiente tabla:
Cl(0) R
Cl(1) C
Cl(2) H
Cl(3) H⊕H
Cl(4) M2(H)
Cl(5) M4(C)
Cl(6) M8(R)
Cl(7) M8(R)⊕M8(R)
Cl(8) M16(R)
2. El resto de a´lgebras de Cliﬀord son obtenidas a partir de las ocho primeras, ya que
para n ≥ 0, Cl(n+ 8) = M16(Cl(n)).
Escogiendo una base ortonormal {e1, ..., en} para V , podemos describir a Cl(V ) en te´rmi-
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nos de generadores y relaciones del siguiente modo: los elementos de la base {e1, ..., en},
deben satisfacer la siguiente relacio´n ei · ej + ej · ei = 2δi,j, expl´ıcitamente,{
ei · ej = −ej · ei, i = j,
e2i = −1
,
donde la operacio´n es la multiplicacio´n de Cliﬀord de Cl(V ). De esto tenemos que cada
elemento de Cl(V ) se puede escribir de manera u´nica como suma de productos de la
forma:
ei1 · ... · eil, con 1 ≤ i1 < ... < il ≤ n;
por lo tanto la dimensio´n de Cl(V ), como un espacio vectorial real, es 2n.
Para establecer una Propiedad Universal para las a´lgebras de Cliﬀord, haremos las sigui-
entes convenciones: S´ı j : V → Cl(V ) es la inclusio´n natural de V en Cl(V ) y s´ı
x = x1e1 + ...+ xnen ∈ V , entonces,
[j(
n∑
i=1
xiei)]
2 = −
n∑
i=1
x2i = −‖
n∑
i=1
xiei‖2,
luego [j(x)]2 = −‖x‖2 · 1, para todo x ∈ V .
Teorema 1 (Propiedad universal de las a´lgebras de Cliﬀord). Sea A una a´lgebra
real con unidad. S´ı f : V → A es una transformacio´n lineal para la cual
[f(x)]2 = −‖x‖2 · 1, para todo x ∈ V y 1 ∈ A, (5)
entonces, existe un u´nico homomorﬁsmo de a´lgebras reales F : Cl(V ) → A, para el cual
F ◦ j = f.
V
Cl(V ) A



f


j

∃!F
Demostracio´n: Sea {e1, ..., en} una base ortonormal de V . El homomorﬁsmo
F : Cl(V ) → A
es deﬁnido como F (ei) = f(ei) y es extendido linealmente por
F (ei1 · ... · eil) = f(ei1) · ... · f(eil),
claramente F es u´nico y F ◦ j = f . La Ecuacio´n 5 garantiza que la funcio´n F esta´ bien
deﬁnida.
Corolario 2. Sea on ∈ O(n), una isometr´ıa lineal de Rn. Sea oˇn, oˇn : Rn → Cl(n), deﬁni-
da como oˇn = j ◦ on, entonces, existe una u´nica extensio´n
On : Cl(n)→ Cl(n) de oˇn, la cual es un homomorﬁsmo de a´lgebras.
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Demostracio´n: La transformacio´n on induce una base ortonormal dada por
ei = on(ei), 1 ≤ i ≤ n, donde {e1, ..., en} es la base usual de Rn. S´ı
x = (x1, · · · , xn) ∈ Rn, entonces
on(x) = x1e
1 + · · · + xnen;
y claramente j(on(x)) · j(on(x)) = −‖on(x)‖2 = −‖x‖2, por la propiedad universal de las
a´lgebras de Cliﬀord, existe una u´nica extensio´n On : Cl(n)→ Cl(n) de oˇn.
3.1. El grupo Spin(V)
S´ı α0 : V → Cl(V ), α0 = −j(x), por la propiedad universal de las a´lgebras de Cliﬀord
existe un u´nico automorﬁsmo de a´lgebra α : Cl(V ) → Cl(V ) tal que α(er) = −er y
α ◦ α = ICl(V ). Adema´s, para 1 ≤ i1 < ... < ik ≤ n, tenemos que
α(ei1 · ... · eik) = (−1)kei1 · ... · eik =
{
ei1 · ... · eik , s´ı k es par
−ei1 · ... · eik , s´ı k es impar
Proposicio´n 7. El a´lgebra de Cliﬀord Cl(V ) se descompone como
Cl(V ) = Cl0(V ) ⊕ Cl1(V ), donde Cl0(V ) = {u ∈ Cl(V ) : α(u) = u} y
Cl1(V ) = {u ∈ Cl(V ) : α(u) = −u}. Esta descomposicio´n es multipicativa, en el sentido
de que {
uv ∈ Cl0(V ) s´ı u, v ∈ Cl0(V ) o´ u, v ∈ Cl1(V ),
uv, vu ∈ Cl1(V ) s´ı u ∈ Cl0(V ) y v ∈ Cl1(V )
,
y por consiguinete Cl0(V ) es una suba´lgebra de Cl(V ) y Cl1(V ) es un modulo sobre esta
suba´lgebra. Adema´s Cl(V ) ≈ Cl0(V ⊕ R).
Demostracio´n: Sea v ∈ Cl(V ), deﬁnimos v0 = 1
2
(v + α(v)) y v1 =
1
2
(v−α(v)), los cuales
satisfacen α(v0) = v0, α(v1) = −v1 y v = v0 + v1, adema´s Cl0(V ) ∩ Cl1(V ) = {0},
luego, Cl(V ) = Cl0(V ) ⊕ Cl1(V ). Esta descomposicio´n es multiplicativa ya que α es un
homomorﬁsmo de anillos.
Por u´ltimo, s´ı v = v0 + v1 ∈ Cl(V ) y e = 0 ⊕ 1 ∈ V ⊕ R, deﬁnimos una aplicacio´n β :
Cl(V ) → Cl0(V ⊕R), por β(v) = β(v0+v1) = v0+v1 ·e, donde v0 ∈ Cl0(V ) y v1 ∈ Cl1(V );
β(v) ∈ Cl0(V ⊕ R), ya que α(β(v)) = α(v0) + α(v1) · α(e) = v0 + (−v1) · (−e) = β(v) y
claramente β es un isomorﬁsmo.
Deﬁnicio´n 7. Denotaremos como SV al conjunto de vectores unitarios del espacio vec-
torial V , i.e, SV = {x ∈ V : ‖x‖ = 1}.
S´ı u ∈ SV ⊂ V , entonces, u2 = −‖u‖2 = −1, de modo que u−1 = −u = α(u).
Deﬁnicio´n 8. El conjunto 〈SV 〉 = {u1 · ... · uk : u1, ..., uk ∈ SV }, es el grupo pin de V y
es denotado como Pin(V) .
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Para cada elemento invertible, u, de Cl(V ), sea
adu : V → Cl(V ) ; ρu(v) = α(u)vu−1 para todo v ∈ V . (6)
Con esta funcio´n deseamos generalizar la construccio´n de la funcio´n spin de SO(3). Pero
antes de obtener resultados generales, necesitamos algunos resultados geome´tricos de Rn:
Lema 1. Cada A ∈ O(n) es un producto de reﬂexiones de hiperplano. S´ı el nu´mero de
esos productos es par entonces A ∈ SO(n) e impar s´ı A ∈ O−(n) .
Demostracio´n: Un hiperplano de un espacio vectorial V de dimensio´n n con producto
interno, es un subespacio vectorial de V de dimensio´n n−1. Cada hiperplano H de V tiene
asociada una transforfacio´n lineal θH : V → H llamada reﬂexio´n en el hiperplano H .
Para deﬁnir θH, cada elemento x ∈ V puede ser escrito de manera u´nica como x = xH+x′H,
con xH ∈ H y 〈y, x′H〉 para todo y ∈ H, entonces, θH(x) = xH − x′H. Cualquier reﬂexio´n
de un hiperplano H de Rn es una isometr´ıa indirecta de Rn.
El anterior Lema motiva la siguiente deﬁnicio´n:
Deﬁnicio´n 9. Sea V un espacio vectorial real de dimensio´n ﬁnita con un producto in-
terno. El conjunto de todas las isometr´ıas lineales de V lo denotaremos como O(V ) y
denotaremos por SO(V ) al conjunto de isometr´ıas lineales de V que se pueden expresar
como producto de un nu´mero par de reﬂexiones de hiperplano
Proposicio´n 8. Para todo u ∈ Pin(V ), adu : V → V es una isometr´ıa lineal, adema´s
para u ∈ SV , adu es la reﬂexio´n asociada al hiperplano perpendicular a u.
Demostracio´n: Sea u ∈ SV y x ∈ V ; s´ı 〈u, x〉 = 0 entonces u · x = −x · u ,por la
Proposicio´n 6, y adu(x) = α(u)xu
−1 = −ux(−u) = uxu = −u2x = −(−1)x = x. Por otro
lado, s´ı x = tu, para algu´n t ∈ R, entonces, adu(x) = uxu = tu3 = −tu = −x. Luego para
u ∈ SV ,
adu(x) =
{
x, s´ı 〈u, x〉 = 0,
−x, s´ı x = tu para algu´n t ∈ R
Esto prueba que adu(x) ∈ V y que adu es la reﬂexio´n del hiperplano ortogonal a u.
Para u ∈ 〈SV 〉 = Pin(V ), existen u1, ..., ur ∈ SV tales que u = u1 · ... · ur, luego
adu(x) = u1 · ... · urxur · ... · u1 = adu1 ◦ ... ◦ adur(x),
es decir, adues un producto de reﬂexiones de hiperplanos, entonces, adu es una isometr´ıa
lineal de V .
Deﬁnicio´n 10. El grupo Spin de V esta´ dado por, Spin(V ) ≡ Pin(V )∩Cl0(V ). Cuando
V = Rn, Spin(Rn) es denotado como Spin(n).
Teorema 2. Sea V un espacio vectorial de dimensio´n ﬁnita con un producto interno y
ρ : Spin(V ) → O(V ), deﬁnida como, ρ(u) = adu, para todo u ∈ Spin(n). Entonces,
ρ−1(SO(V )) = Spin(V ) y Ker(ρ) = {1,−1}, por lo tanto ρ y Spin(V ) son la funcio´n y
grupo spin de SO(V ) respectivamente.
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Demostracio´n: Sea v ∈ Pin(V ), luego existen v1, ..., vk ∈ SV ⊂ Cl1(V ), tal que v = v1 · .. ·
vk. S´ı v ∈ Pin(V )∩Cl0(V ) = Spin(V ), por la Proposicio´n 7, k es par, luego adv ∈ SO(V )
y por lo tanto v ∈ φ−1(SO(V ). S´ı v ∈ φ−1(SO(V )), entonces, adv = adv1 ◦ ... ◦ advk , como
adv ∈ SO(V ), k es par, entonces, v ∈ Spin(V ). S´ı φ(u) = IV , entonces, u ∈ R y |u| = 1,
es decir, Ker(φ) = {1,−1}.
Como Spin(n) es el doble cubrimiento de SO(n), entonces, para x ∈ Spin(n) existe una
vecindad abierta U de x tal que ρ : U ⊂ Spin(n) → ρ(U) ⊂ SO(n) es un difeomorﬁsmo y
la derivada en x, dρx : TxSpin(n) → Tρ(x)SO(n), es un isomorﬁsmo lineal. En particular,
la derivada dρ : spin(n)→ so(n) es un isomorﬁsmo de a´lgebras de Lie y
spin(n) = so(n) = {A ∈Mn(R) : AT = −A}
y recordemos que dim{A ∈ Mn(R) : AT = −A} =
(
n
2
)
. A continuacio´n veremos que el
a´lgebra de Lie de Spin(n) puede ser descrita como una suba´lgebra de Cl(n):
Proposicio´n 9. Para n ≥ 2, el a´lgebra de Lie de Spin(n) es
spin(n) =
{ ∑
1≤i<j≤n
tijei · ej : tij ∈ R
}
⊂ Cln.
Demostracio´n: Para 1 ≤ i < j ≤ n y t ∈ R, consideremos la serie
exp(tei · ej) =
∞∑
r=0
tr
r!
(ei · ej)r
Se puede veriﬁcar que
exp(tei · ej) = cos t + sin tei · ej = ei · (− cos tei + sin tej)
es decir,
exp(tei · ej) ∈ Spin(n)
Tomando la derivada en cero de la curva
αij : R → Spin(n)
dada por
αij(t) = exp(tei · ej)
se obtiene que ei · ej ∈ spin(n). Como
dim(spin(n)) =
(
n
2
)
los elementos ei · ej conforman una base para spin(n).
La accio´n de la derivada dρ : spin(n) → so(n) sobre la base ei · ej esta´ dada por
dρ(ei · ej) = 2Eji − 2Eij
donde Eij es la matriz n × n con uno en la entrada ij y cero en las dema´s, ya que los
elementos {Eij − Eji}{1≤i,j≤n} conforman una base de so(n). Similarmente, el efecto del
homomorﬁsmo ρ : Spin(n) → SO(n) sobre exp(tei · ej) es
ρ(exp(tei · ej)) = cos(2t)(In) + sin(2t)(Eji − Eij)
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3.2. Identiﬁcac´ıon del a´lgebra de Cliﬀord con el a´lgebra exterior
Sea V un espacio vectorial real de dimensio´n ﬁnita, dotado con un producto interno 〈, 〉 y
una base ortonormal orientada {e1, ..., en}. Sea ∧V el conjunto de tensores alternantes de
V y V ∗ el conjunto de funcionales lineales reales del espacio lineal V . El producto interno
〈, 〉 de V permite identiﬁcar de manera natural a V con V ∗, para v ∈ V corresponde
w = 〈v, 〉 ∈ V ∗. Por conveniencia de ahora en adelante V = V ∗.
Proposicio´n 10. Sea ∧kV el conjunto de tensores alternantes de orden k sobre V . El
conjunto de todos los ei1 ∧ ... ∧ eik , 1 ≤ i1 < ... < ik ≤ n, es una base para ∧kV y por
lo tanto tiene dimensio´n
(
n
k
)
. Adema´s el conjunto de todos los ei1 ∧ ... ∧ eik , 1 ≤ k ≤ n y
1 ≤ i1 < ... < ik ≤ n, es una base para ∧V y por lo tanto ∧V tiene dimensio´n 2n.
El a´lgebra de Cliﬀord Cl(V ) y ∧V son isomorfos como espacios vectoriales ya que la
aplicacio´n q : ∧V → Cl(V ), q(ei1 ∧ ... ∧ eik) = ei1 · ... · eik, 1 ≤ i1 < ... < ik < ... ≤ n, es
un isomorﬁsmo lineal entre espacios vectoriales. Sin embargo el producto exterior “∧” de
∧V no es una multiplicacio´n de Cliﬀord ya que s´ı lo fuera ei ∧ ei = 1. Una multiplicacio´n
de Cliﬀord para ∧V es generada por:
v ∗ (v1 ∧ ... ∧ vk) ≡ v ∧ (v1 ∧ ...∧ vk)− ι(v)(v1 ∧ ...∧ vk), v, v1, ..., vk ∈ V ; (7)
donde ι(v)(v1 ∧ ...∧ vk) =
k∑
i=1
(−1)k〈v, vi〉v1 ∧ ... ∧ v̂i ∧ ... ∧ vk.
Proposicio´n 11. Para v ∈ V y w ∈ ∧V deﬁnimos una accio´n c : V → End(∧V ) por
c(v)(ω) = v ∗ ω = v ∧ ω − ι(v)ω. La accio´n c : V → End(∧V ), se extiende al a´lgebra de
Cliﬀord Cl(V ).
Demostracio´n: Note que para v1, v2 ∈ V y ω ∈ ∧V , tenemos que
v1 ∧ ι(v2)ω + ι(v2)v1 ∧ ω = 〈v1, v2〉ω, (8)
luego c(v) ◦ c(v) = −‖v‖2IV . Por la propiedad universal de las a´lgebras de Cliﬀord esta
accio´n, extiende de modo u´nico al a´lgebra de Cliﬀord Cl(V ), en particular
c(ei · ej) = c(ei) ◦ c(ej)
Proposicio´n 12. La funcio´n δ : Cl(V ) → ∧V , deﬁnida por δ(a) = c(a)(1∧V ) posee
como inversa a q :
∧
V → C(V ), la cual esta´ dada por q(ei1 ∧ ...∧ eil) = ei1 · ... · eil, para
1 ≤ i1 < ... < ik ≤ n.
Demostracion: Sea ei1 ∧ ...∧ eik, 1 ≤ i1 < ... < ik ≤ n, luego
δ(q(ei1 ∧ ... ∧ eik)) = c(ei1 · ... · eik)(1∧V ) = c(ei1) ◦ ... ◦ c(eik)(1∧V )
= c(ei1) ◦ ... ◦ c(eik−1)(eik ∧ 1∧V − ι(eik)1∧V ) = c(ei1) ◦ ... ◦ c(eik−1)eik
= c(ei1) ◦ ... ◦ c(eik−2)(eik−1 ∧ eik − ι(eik−1)eik)
= c(ei1) ◦ ... ◦ c(eik−2)eik−1 ∧ eik = ... = ei1 ∧ ... ∧ eik .
Por otro lado q(δ(ei)) = q[c(ei)(1∧V )] = q(ei) = ei. Luego q es la inversa de δ.
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En ∧V deﬁnimos la multiplicacio´n de Cliﬀord para η, ω ∈ ∧V como
η ∗ ω = c(q(η))(ω) ∈ ∧V
Corolario 3. El a´lgebra de Cliﬀord (Cl(V ), ·) es isomorfa al a´lgebra tensorial (∧V, ∗).
Demostracio´n: Observe que
δ(a · b) = c(a · b)(1∧V ) = c(a)(c(b)(1∧V )) = c(q(δ(a))(δ(b)) = δ(a) ∗ δ(b)
Por otro lado q es por deﬁnicio´n un homomorﬁsmo entre las a´lgebras (Cl(V ), ·) y (∧V, ∗),
ya que
q(ei1 ∗ ... ∗ eik) = q(ei1 ∧ ... ∧ eik) = ei1 · ... · eik = q(ei1) · ... · q(eik)
para 1 ≤ i1 < ... < ik ≤ n. Luego (Cl(V ), ·) es isomorfa al a´lgebra tensorial (∧V, ∗).
Observacio´n: El producto de Cliﬀord deﬁnido como “∗ ” permite ver al a´lgebra ∧V como
una a´lgebra de Cliﬀord. Note que para i = j
ei ∗ ej = ei ∧ ej − ι(ei)ej = ei ∧ ej = −ej ∧ ei + ι(ej)(ei) = −ej ∗ ei.
Por otro lado ei ∗ ei = ei ∧ ei − ι(ei)ei = −1.
4. La complejiﬁcacio´n del a´lgebra de Cliﬀord
Consideremos la complejiﬁcacio´n Cl(V )⊗C del a´lgebra de Cliﬀord Cl(V ). Sea {e1, ..., en}
una base ortonormal orientada de V , n ≥ 2.
Deﬁnicio´n 11. El operador de quilaridad esta´ dado por ξ : Cl(V ) ⊗ C → Cl(V ) ⊗ C,
donde ξ(w) = Γ ·w, con Γ = i[(n+1)/2]e1 · ... · en ∈ Cl(V )⊗C, donde [(n+1)/2] es la parte
entera de (n + 1)/2.
Proposicio´n 13. El operador de quilaridad Γ satisface
Γ2 = 1Cl(V ), Γv + (−1)nvΓ = 0 para todo v ∈ V . (9)
Adema´s esta´ bien deﬁnido para bases ortonormales que deﬁnan parte de la misma ori-
entacio´n que {e1, ..., en}.
Corolario 4. El operador de quilaridad ξ, induce una descomposicio´n de Cl(V ) ⊗ C,
como:
Cl(V )⊗C = (Cl(V )⊗ C)+ ⊕ (Cl(V )⊗ C)−, (10)
donde (Cl(V )⊗ C)± = {w ∈ Cl(V )⊗C : ξ(w) = Γ · w = ±w}.
Demostracio´n. La prueba es similar a la de la Proposicio´n 7, solo que en este caso α es
reemplazado por ξ.
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Corolario 5. El elemento Γ ∈ Cl(V ) ⊗ C pertenece al centro de Cl(V ) ⊗ C cuando la
dimensio´n de V es impar. S´ı la dimensio´n de V es par, Γ conmuta con Cl0(V ) ⊗ C y
anticonmuta con Cl1(V )⊗ C.
Lema 2. Sea V un espacio vectorial de dimensio´n par junto con un producto interno. Sea
c : Cl(V )⊗ C → End(S) un homomorﬁsmo de a´lgebras, donde S es un espacio vectorial
complejo, entonces, existe una descomposicio´n, inducida por el operador de quilaridad ξ,
S = S+ ⊕ S−
y para cualquier v ∈ V , v = 0, la accio´n de Cliﬀord determina los isomorﬁsmos
c(v) : S+ → S− y c(v) : S− → S+.
Adema´s la accio´n de Cliﬀord c induce acciones
(Cl0(V )⊗ C)+ → End(S+), (Cl1(V )⊗C)− → Hom(S+, S−), (11)
(Cl0(V )⊗C)− → End(S−), (Cl1(V )⊗ C)+ → Hom(S−, S+). (12)
Las acciones de (1.10) y (1.11) se comportan de modo trivial en S− y S+, respectivamente.
Demostracio´n: Sea Γ el operador de quilaridad de Cl(V ) ⊗ C, como la dimensio´n de V
es par, entonces, Γ · v = −v · Γ para todo v ∈ V . S´ı γ+ = (IS + c(Γ))
2
: S → S y
γ− =
(IS − c(Γ))
2
: S → S; γ+ y γ− satisfacen las siguientes relaciones:
γ+ + γ− = IS,
γ+γ− = γ−γ+ = 0,
(γ+)2 = γ+ y (γ−)2 = γ−.
S´ı S+ = γ+(S) y S− = γ−(S); por las relaciones anteriores se tiene que S = S+ ⊕ S−.
S´ı v ∈ V y v = 0, tenemos que:
c(v)γ+ = c(v)
(IS + c(Γ))
2
=
c(v) + c(v · Γ)
2
=
c(v)− c(Γ)c(v)
2
= γ−c(v).
Ana´logamente c(v)γ− = γ+c(v). Lo anterior demuestra que c(v) : S+ → S−, c(v) : S− →
S+ y como c(v) ◦ c(v) = −‖v‖2IS, entonces, la funcio´n c(v) es inyectiva y por ende las
restricciones de c(v) a S± son isomorﬁsmos.
Sea w ∈ (Cl0(V )⊗ C)+, luego Γ · w = w · Γ = w y
c(w)γ+ = c(w)
(IS + c(Γ))
2
=
c(w) + c(w · Γ)
2
=
c(w) + c(Γ · w)
2
=
IS + c(Γ)
2
c(w) =
(I + c(Γ))
2
c(w) = γ+c(w)
Esto prueba que c(w) : S+ → S+; del mismo modo se prueba que c(w)γ− = 0. Las dema´s
aﬁrmaciones se obtienen de manera ana´loga.
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Deﬁnicio´n 12. Una polarizacio´n del espacio vectorial complejo V ⊗ C es un subespacio
P ⊂ V ⊗ C que es isotro´pico , es decir, satisface V ⊗ C = P ⊕ P¯ y para v ∈ P , se
tiene que Q(v, v), donde Q es la extensio´n lineal compleja, de V a V ⊗ C, del producto
interno de V , i.e., Q(a+ bi, c+ di) = 〈a, c〉 − 〈b, d〉+ (〈, bc〉+ 〈a, d〉)i. La polarizacio´n se
dice orientada, s´ı existe una base ortonormal {e1, ...., en} de V , tal que P es generado
por los vectores
{wj = e2j−1 − ie2j√
2
: 1 ≤ j ≤ n/2}
y por lo tanto la componente P¯ es generada por los vectores
{w¯j = e2j−1 + ie2j√
2
: 1 ≤ j ≤ n/2}
Se puede veriﬁcar directamente que los elementos {wj}j=1,...,n/2, satisfacen las siguientes
propiedades:
wi ·wi = w¯i · w¯i = 0, wi · w¯i + w¯i · wi = −2, (13)
para i = j, tenemos
wi · wj = −wj · wi, wi · w¯j = −w¯j ·wi, w¯i · w¯j = −w¯j · w¯i. (14)
Teorema 3. Sea V un espacio vectorial euclideano-orientado de dimensio´n par, luego
existe un u´nico mo´dulo de Cliﬀord S, llamado el mo´dulo spinor , tal que la multipli-
cacio´n de Cliﬀord induce un isomorﬁsmo de a´lgebras
c : Cl(V )⊗C → End(S).
Consecuentemente S posee una descomposicio´n S = S+ ⊕ S−, inducida por el operador
de quilaridad de Cl(V ) ⊗ C; los subespacios S+ y S− son llamados submo´dulo spinor
positivo y el submo´dulo spinor negativo, respectivamente, y dimC(S) = 2dim(V )/2,
dimC(S
+) = dimC(S
−) = 2(
dim(V )
2
−1). Adema´s la accio´n de Cliﬀord induce los isomorﬁs-
mos
(Cl0(V )⊗ C)+ ≈ End(S+), (Cl0(V )⊗ C)− ≈ End(S−),
(Cl1(V )⊗ C)− ≈ Hom(S+, S−), (Cl1(V )⊗ C)+ ≈ Hom(S−, S+).
En adicio´n, S posee un producto interno tal que
〈e · s1, e · s2〉 = 〈s1, s2〉,
para s1, s2 ∈ S y e ∈ V con ‖e‖ = 1, por consiguiente s´ı e ∈ Spin(n), entonces,
c(e) ∈ Aut(S)
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Demostracio´n: Sea P una polarizacio´n orientada de V ⊗ C, se probara´ que S = ∧P .
Cualquier elemento v ∈ V ⊗ C → Cl(V )⊗ C se descompone como v = v1 + v2 ∈ P ⊕ P¯ .
La componente v1 ∈ P actu´a sobre ∧P por producto exterior:
c1(v1)ω =
√
2ω ∧ v1, ω ∈ ∧P.
La componente v2 actu´a sobre ∧P del siguiente modo:
c2(v2)ω = −
√
2κ(v2)(ω), ω ∈ ∧P,
donde
κ(v)(p1 ∧ ... ∧ pk) =
k∑
j=1
(−1)k−j+1Q(v, pj)p1 ∧ ...∧ˆpj ∧ ...∧ pk
para v ∈ V y p1, ..., pk ∈ P , donde Q es la extensio´n lineal del producto interno de V .
La accio´n de cualquier v = v1 + v2 ∈ V ⊗ C sobre ∧P es
c(v1 ⊕ v2)w = c1(v1)w + c2(v2)ω ω ∈ ∧P.
Note que c1(v1)[c2(v2)(ω)] + c2(v2)[c1(v1)(ω)] = −2Q(v1, v2). Para v ∈ V , ‖v‖2 = 〈v, v〉 =
Q(v¯, v) = Q(v, v) = Q(v1 + v2, v1 + v2) = Q(v1, v1) + Q(v2, v2) + 2Q(v1, v2) = 2Q(v1, v2),
por consiguiente c(v)◦c(v)ω = −‖v‖2ω. Por la propiedad universal del a´lgebra de Cliﬀord,
la accio´n c se puede extender a Cl(V ) → End(S), adema´s es posible extender esta accio´n
de Cl(V ) a Cl(V ) ⊗C. Esta accio´n es inyectiva y
dimC(Cl(V )⊗C) = 2n = (2n/2)2 = dimC(S)2 = dimC(End(S)),
por lo tanto, Cl(V ) ⊗ C y End(S) son isomorfos como a´lgebras. La unicidad es conse-
cuencia del Teorema de Wederburn; el resto del teorema es consecuencia del Lema 2.
Deﬁnicio´n 13. Supongamos que n es par. La representacio´n spin , se deﬁne como
la restriccio´n de c a Spin(n) de la accio´n de Cliﬀord de Cl(n) sobre el mo´dulo spinor S
del Teorema anterior. En el caso en que n sea impar la representacio´n spin se deﬁne,
a partir del isomorﬁsmo de a´lgebras β, β : Cl0(n) → Cl(n− 1) de la Proposicio´n 7 y la
accio´n de Cliﬀord c : Cl(n − 1) → End(S), como la restriccio´n a Spin(n) de la funcio´n
c ◦ f . La representacio´n spin es denotada como S : Spin(n) → Aut(S).
Proposicio´n 14. S´ı la dimensio´n de V es par, la representacio´n spin se descompone en
dos representaciones, denotadas por ±S tal que:
±S : Spin(n) → Aut(S±)
4.1. El grupo Spinc(V)
Deﬁnicio´n 14. El grupo multiplicativo generado por Spin(V ) y U(1) = S1 en Cl(V )⊗C
es llamado el grupo Spin complejo y es denotado por Spinc(V ).
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Lema 3. El grupo Spinc(V ) es isomorfo a (Spin(V )× S1)/Z2.
Demostracio´n: Todo elemento de Spinc(V ) es de la forma α · β, α ∈ Spin(V ), β ∈ S1; ya
que S1 pertenece al centro de Cl(V )⊗ C. La funcio´n dada por
f : Spin(V )× S1 → Spinc(V ),
f(α, β) = α · β
es sobreyectiva y Ker(f) = {(α, α−1) : α ∈ Spin(V ) ∩ S1}. Como α ∈ Spin(V ) ∩ S1
entonces α ∈ {±1}, entonces, Ker(f) = {(1, 1), (−1,−1)}.
El anterior lema nos permite deﬁnir la siguiente aplicacio´n:
ρc : Spinc(V ) ≈ (Spin(V )× S1)/Z2 → SO(V )× S1, (15)
como sigue: para [(α, β)] ∈ (Spin(V ) × S1)/Z2, ρc([(α, β)]) = (ρ(α), β2), donde ρ :
Spin(V ) → SO(V ) es la funcio´n spin del Teorema 2. Esta aplicacio´n esta´ bien deﬁni-
da ya que [(α, β)] = {(α, β), (−α,−β)} y ρ(α) = ρ(−α), (β)2 = (−β)2; la aplicacio´n ρc es
claramente sobreyectiva y
Ker(ρc) = {[(1, 1)], [(1,−1)]} ≈ Z2
por lo tanto
Spinc(V )/Z2 ≈ SO(V )× S1
De lo anterior concluimos la siguiente proposicio´n:
Proposicio´n 15. La aplicacio´n ρc : Spinc(V )→ SO(V )×S1 es un doble cubrimiento de
SO(V )× S1.
Proposicio´n 16. La aplicacio´n
π1 ◦ ρc = ρˇ : Spinc(V ) → SO(V ),
donde π1 es la proyeccio´n sobre el primer factor de SO(V ) × S1, es la extensio´n de la
accio´n de conjugacio´n ρ de Spin(V ) sobre V a la accio´n de conjugacio´n de Spinc(V )
sobre V ⊂ Cl(V )⊗C y Ker(π1 ◦ ρc) ≈ S1. Adema´s la accio´n de conjugacio´n de Spinc(V )
deja invariante al a´lgebra de Cliﬀord real Cl(V ). Adema´s hay un natural homomorﬁsmo
de grupos natural denotado como det, det : Spinc(V ) → S1, dado por π2 ◦ ρˇ, donde π2 es
la proyeccio´n sobre el segundo factor de SO(V )× S1.
Demostracio´n: Sea s ∈ Spinc(V ), luego existen α ∈ Spin(V ) y β ∈ S1, tal que s = α · β,
luego sea
ads : V → Cl(V )⊗ C
ads(v) = s · v · s−1 = α · β · v · (β)−1 · (α)−1 = α · v · α−1 = adα(v)
de donde ads = adα. Recordemos que ρ : Spin(V ) → SO(V ), esta´ deﬁnida por ρ(α) =
adα : V → V . Deﬁnimos ρˇ : Spinc(V ) → SO(V ) por ρˇ(s) = ads = adα. De otra parte
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ρc(s) = ρc(α ·β) = (ρ(α), β2), luego, π1 ◦ ρc(s) = ρ(α) = adα = ads = ρˇ(s), lo cual prueba
que π1 ◦ ρc es la extensio´n deseada. Por u´ltimo,
Ker(π1 ◦ ρc) = {s = α · β ∈ Spinc(V ) : ρ(α) = 1} = S1
Por u´ltimo, la representacio´n spin compleja tiene una importante generalizacio´n:
Proposicio´n 17. La representacio´n spin compleja S : Spin(V ) → AutC(S) se extiende
a una representacio´n ˇS : Spinc(V )→ AutC(S).
5. El caso cuatrodimensional
Sea V un espacio vectorial real de dimensio´n 4, con producto interno y {e1, e2, e3, e4} una
base ortonormal de V . Una polarizacio´n orientada P de V es generada por
{w1 = e1 − ie2√
2
, w2 =
e3 − ie4√
2
}.
La base esta´ndar de S = ∧P es {1, w1, w2, w1 ∧ w2} y se puede probar que {1∧P , w1 ∧
w2}, {w1, w2} son los generadores de S+ y S−, respectivamente. En este caso S ≈ C4,
S+ ≈ C2 × (0, 0), S− ≈ (0, 0)× C2 y se tiene una representacio´n
c : Cl4⊗ C → End(S) ≈ End(C4).
Las correspondientes acciones de w1, w2, w¯1, w¯2 sobre S se pueden resumir en la siguiente
tabla:
0 c(w1) c(w2) c(w1) c(w2)
1
√
2w1
√
2w2 0 0
w1 ∧ w2 0 0
√
2w2 −
√
2w1
w1 0
√
2w1 ∧ w2 −
√
2 · 1∧V 0
w2 −
√
2w1 ∧ w2 0 0 −
√
2 · 1∧V
Por lo tanto se obtienen las siguientes representaciones matriciales; para las acciones de
w1, w2, w¯1 y w¯2 sobre S, usando como base el conjunto ordenado {1, w1 ∧ w2, w1, w2}:
w1 =
√
2 ·
⎛⎜⎜⎝
0 0 0 0
0 0 0 −1
1 0 0 0
0 0 0 0
⎞⎟⎟⎠ , w2 = √2 ·
⎛⎜⎜⎝
0 0 0 0
0 0 1 0
0 0 0 0
1 0 0 0
⎞⎟⎟⎠ (16)
w1 =
√
2 ·
⎛⎜⎜⎝
0 0 −1 0
0 0 0 0
0 0 0 0
0 1 0 0
⎞⎟⎟⎠ , w2 = √2 ·
⎛⎜⎜⎝
0 0 0 −1
0 0 0 0
0 −1 0 0
0 0 0 0
⎞⎟⎟⎠ (17)
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Dado que e2i−1 =
wi + w¯i√
2
e2i =
−wi + w¯i√
2i
, se deduce que las representaciones matriciales
para las acciones de e1, e2, e3 y e4 sobre S son:
e1 =
⎛⎜⎜⎝
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
⎞⎟⎟⎠ , e2 =
⎛⎜⎜⎝
0 0 i 0
0 0 0 −i
i 0 0 0
0 −i 0 0
⎞⎟⎟⎠ , (18)
e3 =
⎛⎜⎜⎝
0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
⎞⎟⎟⎠ , e4 =
⎛⎜⎜⎝
0 0 0 i
0 0 i 0
0 i 0 0
i 0 0 0
⎞⎟⎟⎠ (19)
Las anteriores matrices son las matrices de Pauli y las denotaremos simplemente como
e1, e2, e3 y e4, las cuales son la representacio´n matricial de la base ortonormal {e1, e2, e3, e4}
de V ⊂ Cl(V ) en End(S), usando como base el conjunto ordenado {1, w1 ∧ w2, w1, w2}.
Hay otra forma de obtener estas matrices de Pauli, obteniendo expl´ıcitamente el a´lgebra
de Cliﬀord Cl(V ).
Proposicio´n 18. El a´lgebra de Cliﬀord Cl4 es isomorfa, como a´lgebra, a M2(H).
Demostracio´n: Sea x = (x1, x2, x3, x4) ∈ R4 y δ : R4 → M2(H), deﬁnida como
δ(x) = δ(x1, x2, x3, x4) =
(
0 −x1I + x2i + x3j + x4k
x1I + x2i + x3j + x4k 0
)
.
Como δ(x)◦δ(x) = −‖x‖2Id4, por la propiedad universal de las a´lgebras de Cliﬀord existe
una extensio´n δ¯, δ¯ : Cl4 → M2(H), de δ la cual es inyectiva. De otra parte dimR(Cl4) =
16 = dimR(M2(H)), entonces, δ¯ es un isomorﬁsmo de a´lgebras, es decir, Cl4 ≈ M2(H).
Cada elemento (x1, x, x3, x4) ∈ R4 es identiﬁcado en M4(C) mediante la transformacio´n δ
con la matriz: ⎛⎜⎜⎝
0 0 −x1 + x2i −x3 + x4i
0 0 x3 + x4i −x1 − x2i
x1 + x2i −x3 + x4i 0 0
x3 + x4i x1 − x2i 0 0
⎞⎟⎟⎠ ,
Note que s´ı x ∈ {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)}, entonces, δ(x) es una de las
matrices de Pauli. S´ı Qx = x1I + x2i + x3j + x4k, entonces, la representacio´n de x en
M4(C) esta´ dada por: (
0 −Q¯xt
Qx 0
)
Para cada elemento x = x1e1 + x2e2 + x3e3 + x4e4 ∈ V
s+ = s+1 1∧P + s
+
2 w1 ∧ w2 ≈ (s+1 , s+2 ) ∈ S+
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s− = s−1 w1P + s
−
2 w2 ≈ (s
−
1 , s
−
2 ) ∈ S−
S´ı Qx = x1I + x2i + x3j + x4k ∈ H; la accio´n de Cliﬀord de V sobre S± , esta´ dada por:
V ⊗ S+ → S−, x⊗ s+ → Qxs+ (20)
V ⊗ S− → S+, x⊗ s− →−Q¯txs−. (21)
5.1. Dualidad
Sea V un espacio vectorial cuatro dimensional con un producto interno 〈, 〉. Podemos
emplear el producto interno para identiﬁcar a V con su dual V ∗. Sea {e1, e2, e3, e4} una
base ortonormal orientada de V .
Deﬁnicio´n 15 (Operador de Hodge). El operador estrella de Hodge :
 : ∧2V → ∧2V
es deﬁnido por extensio´n lineal como
(ei ∧ ej) = (er ∧ es)
donde (i, j, r, s) es una permutacio´n par de (1, 2, 3, 4). De hecho podemos deﬁnir el opera-
dor  de Hodge,
 : ∧pV → ∧4−pV, p = 0, 1, 2, 3, 4,
por
(1) = e1 ∧ e2 ∧ e3 ∧ e4, (ei) = er ∧ es ∧ et,
donde (i, r, s, t) es una permutacio´n par de (1, 2, 3, 4)
El operador  de Hodge esta´ bien deﬁnido, i.e, no depende de la base ortonormal orientada
con la cual se deﬁne y sobre p-formas satisface la identidad
2 = (−1)p(4−p) = (−1)p, en particular para p = 2 tenemos que 2 = 1.
Proposicio´n 19. El espacio vectorial ∧2V , puede ser descompuesto como la suma directa
∧2V = ∧2+V ⊕∧2−V,
donde ∧+V 2 = {w ∈ ∧2V : w = w} y ∧−V 2 = {w ∈ ∧2V : w = −w}.
Demostracio´n: La prueba es similar a la del Teorema 7.
El espacio vectorial ∧2+V es generado por
f1 =
e1 ∧ e2 + e3 ∧ e4
2
, f2 =
e1 ∧ e3 + e4 ∧ e2
2
, f3 =
e1 ∧ e4 + e2 ∧ e3
2
, (22)
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y ∧2−V es generado por
fˆ1 =
e1 ∧ e2 − e3 ∧ e4
2
, fˆ2 =
e1 ∧ e3 − e4 ∧ e2
2
, fˆ3 =
e1 ∧ e4 − e2 ∧ e3
2
. (23)
Los elementos de ∧2+V y ∧2−V son llamados los tensores alternantes auto-duales (SD)
y los tensores alternantes anti-auto-duales (ASD) respectivamente. Los correspondientes
elementos, en el a´lgebra de Cliﬀord Cl(V ) = ∧V , de los elementos (22) son:
f1 =
e1 · e2 + e3 · e4
2
=
⎛⎜⎜⎝
−i 0 0 0
0 i 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎠ (24)
f2 =
e1 · e3 + e4 · e2
2
=
⎛⎜⎜⎝
0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎠ (25)
f3 =
e1 · e4 + e2 · e3
2
=
⎛⎜⎜⎝
0 −i 0 0
−i 0 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎠ , (26)
Como las matrices −i =
(−i 0
0 i
)
, j =
(
0 1
−1 0
)
,−k =
(
0 −i
−i 0
)
, son una base del
a´lgebra de Lie de SU(2) que es Im(H), se tiene que ∧2+V es justamente el a´lgebra de
Lie de SU(2), representada en End(S+) y adema´s ∧+2(V ) actu´a trivialmente sobre S−.
En particular se construye un isomorﬁsmo de ∧2+V a su(S+) = {A ∈ M2(C) : A∗ =
−A, traza(A) = 0}; este isomorﬁsmo es tal que preserva el producto interno de ∧2+(V ) y
el producto interno en su(S+), deﬁnido para A,B ∈ su(S+) como:
〈A,B〉 = traza(AB)
2
.
Este isomorﬁsmo se extiende a un isomorﬁsmo de a´lgebras complejiﬁcadas:
 : ∧2+V ⊗R C → su(S+)⊗R C = sl(S+) = {A ∈M2(C) : Traza(A) = 0} (27)
∧2+(V ) su(S+)
∧2+(V )C sl(S+)
≈
 

La aplicacio´n
η : S+ ⊗ S¯+ → sl(S+)⊕ C (28)
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,dada por η(φ, η¯) = (φ⊗ η¯− traza(φ⊗η¯)
2
)⊕ ( traza(φ⊗η¯)
2
) = (φ⊗ η¯− 〈η, φ〉
2
)⊕ (〈η, φ〉
2
), donde,
φ⊗ η¯ es la matriz
(
φ1η¯1 φ1η¯2
φ2η¯1 φ2η¯2
)
, es un isomorﬁsmo entre espacios vectoriales, luego,
End(S+) ≈ S+ ⊗ (S+)∗ ≈ S+ ⊗ S¯+ ≈ sl(S+)⊕ C ≈ ∧+VC ⊕ C. (29)
5.2. La funcio´n cuadra´tica
S´ı representamos un elemento ϕ = ϕ11 + ϕ2w1 ∧w2 ∈ S+, ϕ1, ϕ2 ∈ C, simplemente como
ϕ =
(
ϕ1
ϕ2
)
, entonces,
〈ϕ, e1 · e2ϕ〉 = 〈ϕ, e3 · e4ϕ〉 = (ϕ¯1 ϕ¯2)
(−i 0
0 i
)(
ϕ1
ϕ2
)
= −i(‖ϕ1‖2 − ‖ϕ2‖2),
〈ϕ, e1 · e3ϕ〉 = 〈ϕ, e4 · e2ϕ〉 = (ϕ¯1 ϕ¯2)
(
0 1
−1 0
)(
ϕ1
ϕ2
)
= ϕ¯1ϕ2 − ϕ¯2ϕ1 = −2iIm(ϕ1ϕ¯2)
〈ϕ, e1 · e4ϕ〉 = 〈ϕ, e2 · e3ϕ〉 = (ϕ¯1 ϕ¯2)
(
0 −i
−i 0
)(
ϕ1
ϕ2
)
= −i(ϕ¯1ϕ2 + ϕ¯2ϕ1) = −2iRe(ϕ1ϕ¯2),
donde ei · ej representa la accio´n de Cliﬀord de ∧2+(V ) ⊂ Cl(V ) sobre S+.
Lema 4. La expresio´n σ(ϕ) = − i
4
∑
i<j 〈ϕ, ei · ejϕ〉ei · ej, para ϕ ∈ S+, es una 2-forma
real y autodual sobre V .
Demostracio´n. Note que 4iσ(ϕ) = 〈ϕ, f1ϕ〉f1 + 〈ϕ, f2ϕ〉f2 + 〈ϕ, f3ϕ〉f3, donde f1, f2, f3
son la base de ∧2+(V ), escrita en la Ecuacio´n 22, luego, σ(ϕ) es autodual y es real por que
〈ϕ, fjϕ〉, j = 1, 2, 3, es una expresio´n puramente imaginaria.
Sea σ : S+ → ∧+(V ), para ϕ ∈ S+, en te´rminos matriciales tenemos que:
σ(ϕ1, ϕ2) = i
⎛⎜⎝‖ϕ1‖
2 − ‖ϕ2‖2
2
ϕ1ϕ¯2
ϕ¯1ϕ2
‖ϕ2‖2 − ‖ϕ1‖2
2
⎞⎟⎠
Teniendo en cuenta 29, tenemos que
S+ → S+ ⊗ S¯+ → sl(S+)
ϕ → ϕ⊗ ϕ¯ → η(ϕ, ϕ¯) = −iσ(ϕ)
σ(ϕ) = i(ϕ⊗ ϕ¯− ‖ϕ‖
2
2
Id) = i(
(‖ϕ1‖2 ϕ1ϕ¯2
ϕ2ϕ¯1 ‖ϕ2‖2
)
− 1
2
(‖ϕ‖2 0
0 ‖ϕ‖2
)
)
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Corolario 6. Para ϕ ∈ S+, la expresio´n [ϕ ⊗ ϕ∗ − ‖ϕ‖
2
2
Id] es auto-dual, puramente
imaginaria y de traza cero.
Deﬁnicio´n 16. La funcio´n σ : S+ → ∧2+V se le denomina la funcio´n o forma
cuadra´tica del espacio vectorial cuatrodimensional V .
Proposicio´n 20. Sea σ : S+ → ∧2+(V ), para ϕ ∈ S+, se cumple:
‖σ(ϕ)‖2 = ‖ϕ‖
4
4
(30)
〈σ(ϕ)ϕ, ϕ〉 = − i‖ϕ‖
4
2
(31)
〈(w)ϕ, ϕ〉 = −2i〈(w), σ(ϕ)〉, (32)
donde w ∈ ∧2+(V ) y  : ∧2+(V )⊗ C → sl(S+) es la Funcio´n 27.
Demostracio´n: En su(2) la norma es inducida por el producto interno, luego,
〈A,B〉 = 1
2
traza(AB).
‖σ(ϕ)‖2 = −2
∑
i<j 〈ϕ, ei · ejϕ〉2
16
=
(‖ϕ1‖2 − ‖ϕ2‖2)2 + 4Im(ϕ1ϕ¯2)2 + 4Re(ϕ1ϕ¯2)2
4
=
(‖ϕ1‖2 − ‖ϕ2‖2)2 + 4‖ϕ1‖2‖ϕ2‖2
4
(‖ϕ1‖2 + ‖ϕ2‖2)2
4
=
‖ϕ‖4
4
.
Por otro lado
〈σ(ϕ)ϕ, ϕ〉 = 〈− i
4
∑
i<j
〈ϕ, ei · ejϕ〉ei · ejϕ, ϕ〉
= − i
4
∑
i<j
〈ϕ, ei · ejϕ〉〈ei · ejϕ, ϕ〉
=
i
4
∑
i<j
〈ϕ, ei · ejϕ〉〈ϕ, ei · ejϕ〉
=
i
4
∑
i<j
〈ϕ, ei · ejϕ〉2 = − i
2
‖ϕ‖4
Un elemento (w) ∈ ∧2+VC ≈ sl(S+) es de la forma ρ(w) = α1f1 + α2f2 + α3f3 donde
α1, α2, α3 ∈ C, y f1, f2, f3 ∈ su(S+) como en la Ecuacio´n 22 . Como
4iσ(ϕ) = 〈ϕ, f1ϕ〉f1 + 〈ϕ, f2ϕ〉f2 + 〈ϕ, f3ϕ〉f3
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entonces,
〈ρ(w)ϕ, ϕ〉 = ϕ¯ρ(w)tϕ = ϕ¯(−α¯1f1 − α¯2f2 − α¯3f3)ϕ
= −(α¯1ϕ¯f1ϕ + α¯2ϕ¯f2ϕ + α¯3ϕ¯f3ϕ)
= −(α¯1〈ϕ, f1ϕ〉+ α¯2〈ϕ, f2ϕ〉+ α¯3〈ϕ, f3ϕ〉);
por otra parte, como los elementos f1, f2, f3 son ortonorgales y de norma
√
2, entonces,
〈ρ(w), 4iσ(ϕ)〉 = 〈α1f1 + α2f2 + α3f3, σ(ϕ)〉
= α¯1〈ϕ, f1ϕ〉‖f1‖2 + α¯2〈ϕ, f2ϕ〉‖f2‖2 + α¯3〈ϕ, f3ϕ〉‖f3‖2
= 2(α¯1〈ϕ, f1ϕ〉+ α¯2〈ϕ, f2ϕ〉+ α¯3〈ϕ, f3ϕ〉);
luego, 〈ρ(w)ϕ, ϕ〉 = −2i〈ρ(w), σ(ϕ)〉.
5.3. Representacio´n spin compleja
Proposicio´n 21. La representacio´n spin S : Spin(4) → Aut(C4), de la Deﬁnicio´n 13,
env´ıa a Spin(4) en SU(2) × SU(2).
Demostracio´n: El grupo matricial SU(2) es generado, como grupo multiplicativo, por las
matrices de la forma: (
cos θ sin θ
− sin θ cos θ
)
,
(
cos θ i sin θ
i sin θ cos θ
)
,
(
cos θ − i sin θ 0
0 cos θ + i sin θ
)
,
para θ ∈ [0, 2π].
Como Spin(4) = 〈{cos t + sin teiej : t ∈ [0, 2π], 1 ≤ i < j ≤ 4}〉 ⊂ Cl4, los elementos
S(ei), i ∈ {1, 2, 3, 4}, son las matrices de Pauli, entonces, por ca´lculo directo tenemos
que:
S(cos t + sin te1e2) =
⎛⎜⎜⎝
cos t− i sin t 0 0 0
0 cos t + i sin t 0 0
0 0 cos t+ i sin t 0
0 0 0 cos t− i sin t
⎞⎟⎟⎠
S(cos t + sin te3e4) =
⎛⎜⎜⎝
cos t+ i sin t 0 0 0
0 cos t− i sin t 0 0
0 0 cos t+ i sin t 0
0 0 0 cos t− i sin t
⎞⎟⎟⎠
S(cos t+ sin te1e3) =
⎛⎜⎜⎝
cos t sin t 0 0
− sin t cos t 0 0
0 0 cos t − sin t
0 0 sin t cos t
⎞⎟⎟⎠ ,
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S(cos t+ sin te2e4) =
⎛⎜⎜⎝
cos t sin t 0 0
− sin t cos t 0 0
0 0 cos t sin t
0 0 − sin t cos t
⎞⎟⎟⎠
S(cos t+ sin te1e4) =
⎛⎜⎜⎝
cos t −i sin t 0 0
−i sin t cos t 0 0
0 0 cos t i sin t
0 0 i sin t cos t
⎞⎟⎟⎠ ,
S(cos t + sin te2e3) =
⎛⎜⎜⎝
cos t −i sin t 0 0
−i sin t cos t 0 0
0 0 cos t −i sin t
0 0 −i sin t cos t
⎞⎟⎟⎠ .
Este ca´lculo junto con la observacio´n inicial, implica la proposicio´n deseada.
Como Cl4 ⊗ C es isomorfo al espacio vectorial M4(C) (de matrices 4 × 4 con entradas
complejas), entonces, la representacio´n spin compleja S, en te´rminos matriciales de
un elemento u ∈ Spin(4) esta´ dada por
u =
(
A+ 0
0 A−
)
∈M4(C),
donde A± ∈ SU(2).
Como S+ = C2 × (0, 0) y S− = (0, 0) × C2, u actu´a sobre s+ ∈ S+, y s− ∈ S− como
S
(
A+ 0
0 A−
)
(s+) = A+s+, S
(
A+ 0
0 A−
)
(s−) = A−s−.
Las matrices A± ∈ M2(C), son las representaciones matriciales de las transformaciones
±S deﬁnidas sobre End(S+).
Recordemos que en te´rminos matriciales todo elemento x = (x1, x2, x3, x4) ∈ R4 ⊂ Cl4 ⊗
C ≈ M4C es de la forma
x =
(
0 Q¯x
t
Qx 0
)
,
donde Qx = x1I + x2i + x3j + x4k ∈ H.
La funcio´n spin ρ : Spin(4) → SO(4), esta´ dada por ρu(x) = uxu−1, para
u = (A+, A) ∈ Spin(4) = SU(2)× SU(2) y x ∈ R4.
Tenemos que
ρu(x) = uxu¯ =
(
A+ 0
0 A−
)(
0 Q¯tx
Qx 0
)(
A¯t+ 0
0 A¯t−
)
=
(
0 A+Q¯
tA¯t−
A−QA¯t+ 0
)
=
(
0 A−QA¯t+
t
A−QA¯t+ 0
)
,
luego, el representante matricial de ρu(x) en el a´lgebra de los Cuaterniones H es A−QA¯t+.
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5.4. El grupo Spinc(4)
Recordemos que Spinc(4) = (Spin(4) × S1)/Z2 = (SU(2)× SU(2) × S1)/Z2.
Sea f : SU(2)× SU(2)× S1 → U(2)× U(2), dada por f(A+, A−, λ) = (λA+, λA−), para,
(A+, A−, λ) ∈ SU(2) × SU(2) × S1; Ker(f) = {(A+, A−, 1), (−A+,−A−,−1)} ≈ Z2.
Luego Spinc(4) = (SU(2) × SU(2) × S1)/Z2 = f(SU(2) × SU(2) × S1) =
{
(Aˇ+, Aˇ−) ∈
U(2) × U(2) : det(A+) = det(A−)
}
= {(λA+, λA−) : A+, A− ∈ SU(2), λ ∈ U(1) = S1} =
Spinc(4) =
{(
λA+ 0
0 λA−
)
: A+, A− ∈ SU(2), λ ∈ U(1) = S1
}
(33)
La funcio´n ρ : Spin(4) → SO(4) puede ser extendida a una funcio´n ρˇ : Spinc(4) → SO(4)
deﬁnida como:
ρˇ
(
λA+ 0
0 λA−
)
(Q) = A−Q(A+)−1;
la cual coincide con la presentada en el caso general.
Tambie´n existe un homomorﬁsmo de grupos det : Spinc(4) → U(1), dado por det(λA+, λA−) =
λ2. Por u´ltimo, el grupo Spinc(4) actu´a sobre S+ y S− como:
ˇS
(
λA+ 0
0 λA−
)
(s+) = A+s+, ˇS
(
λA+ 0
0 λA−
)
(s−) = A−s−.
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