Regularization of Mellin-type inverse problems with an application to oil engineering  by Hansen, Olaf et al.
Linear Algebra and its Applications 391 (2004) 125–147
www.elsevier.com/locate/laa
Regularization of Mellin-type inverse problems
with an application to oil engineering
Olaf Hansen a, Silva Fischer b, Ronny Ramlau b,∗
aDepartment of Mathematics, California State University San Marcos, 333 S. Twin Oaks Valley Road,
San Marcos, CA 92096-0001, USA
bUniversität Bremen, Zentrum für Technomathematik, Postfach 330440, D-28334 Bremen, Germany
Received 5 August 2003; accepted 24 March 2004
Submitted by P. Maass
Abstract
In this paper we present a novel method for the stable inversion of Mellin convolution
operators. Although the inverse operator is explicitly known for this class of operators, reg-
ularization techniques have to be used due to the ill-posedness of the problem. Considering
operators which are continuously invertible between the space L2[0,∞] and a Mellin–Sobo-
lev space Hs∗ [0,∞], we propose a combination of a data smoothing algorithm and an exact
inversion for the order optimal regularization of the equation. As application, we derive the
Mellin transform of the capillary pressure operator and analyze its mapping properties. Finally,
we present some numerical results.
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1. Introduction
The numerical solution of an operator equation
Ax = y (1.1)
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with A being an operator between (infinite dimensional) Hilbert spaces has been of
constant interest for many years. In case of an ill-posed operator equation, a numeri-
cal method for the approximation of the solution x∗ of (1.1) has to use some regulari-
zation technique in order to guarantee convergence. This is in particular important if
only an approximation yδ of of the true data y is known (e.g. if the data stems from
measurements). For a good overview on regularization methods we refer to [2,9].
In general, for a given linear operator A, almost all regularization methods can be
used for a stable inversion of Eq. (1.1). However, these methods will differ in the
reconstruction quality and the numerical effort for the computation of the approx-
imation to the solution. To obtain a fast and accurate inversion algorithm it seems
sensible to use as much information on the operator and the solution as possible.
Thus we will propose a regularization method for a class of integral operators that
uses the knowledge of a fast inversion formula for the operator as well as its mapping
properties. In the following, we will study the solution of integral equations of the
first kind on the half line [0,∞):
(Bx)(t) :=
∫ ∞
0
g(t, s)x(s) ds = y(t), s  0, y ∈ L2[0,∞). (1.2)
Only integral operators with a special structure of the kernel
g(t, s) = k
(
t
s
)
1
s
, k : [0,∞) → R, (1.3)
are considered. These operators are non compact integral operators in L2[0,∞)
if k /≡ 0. The problem to solve Eq. (1.2) is ill-posed. This means that even if B :
L2[0,∞) → L2[0,∞) is injective the range B(L2[0,∞)) is not closed in L2[0,∞).
To study the order of ill-posedness of Eq. (1.2) we apply the Mellin transform
which reduces the integral operator B to a multiplication operator with the function
k̂, the Mellin transform of k. The asymptotic behavior of k̂ along a certain line in
the complex plane determines the mapping properties of B in a scale of weighted
Sobolev spaces on [0,∞). This connection facilitates the application of a regulari-
zation method, which was developed by Ramlau and Teschke [12]. It is based on the
regularization of the embedding operators between Sobolev spaces.
Our article was inspired by an integral equation from petroleum engineering. To
determine the capillary pressure from centrifuge data one has to solve approximately
a Volterra integral equation of the first kind; see [7,11]. We will denote this Vol-
terra operator as capillary operator. There are already several articles dealing with
the numerical solution of this Volterra integral equation, i.e. [8,11]. In these articles
numerical methods for the solution of integral equations and Tikhonov-regulariza-
tion are used for the approximate solution. In contrast to this we will use the Mellin
structure of the kernel of the Volterra operator to analyze the equation and to define
a numerical algorithm for its solution. We are able to calculate k̂ explicitly for the
capillary operator and this allows the application of the results in [12].
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In Section 2 we give a short introduction to Mellin convolution operators and the
corresponding weighted Sobolev spaces. Then we show that the capillary operator
is an example of such an operator. We calculate the Mellin transform k̂ and estimate
the behavior of k̂ on the line (z) = 1/2 in the complex plane. At the end of Section
2 we define regularization and Morozow’s discrepancy principle.
In Section 3 we describe the regularization of Mellin convolution operators and
show that it is essential to regularize imbedding operators between weighted Sobolev
spaces on the half line. One advantage of this method is that we do not solve sys-
tems of linear equations to fulfill Morozow’s discrepancy principle. Only the numer-
ical calculation of a Mellin transform and its inverse is necessary to determine the
regularized solution.
In the final section we apply our method to the numerical solution of the capillary
equation. Numerical results are presented.
2. Problem definition and function spaces on [0,∞)
2.1. Mellin convolutions and functions spaces on the half axis
We introduce function spaces on the half line [0,∞) which are suitable for the
analysis of Mellin convolution equations in the later sections. For a function u ∈
L2[0,∞] the Mellin transform Mu(z) := û(z) is given by
û(z) :=
∫ ∞
0
tz−1u(t) dt, (z) = 1/2, (2.1)
and well defined in the L2 sense. Furthermore we have the following equality:
‖u‖20 :=
∫ ∞
0
u2(t) dt
= 1
2π
∫ ∞
−∞
|̂u(1/2 + is)|2 ds, (2.2)
see [13, Theorem 71]. The Mellin transform is just the Fourier transform of the
function s → u(e−s)e(−s/2). This relation also proves the following formula for the
inverse Mellin transform M−1:
u(t) = 1
2π i
∫

t−zû(z) dz, t  0, (2.3)
[13, Section 1.5], where we introduced the notation  := {z ∈ C|(z) = 1/2}. We
denote by L2() the space of square integrable functions on  with the norm
‖v‖2
L2() :=
1
2π
∫

|v(z)|2 dz, v ∈ L2(). (2.4)
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Now the Mellin transform M : L2[0,∞] → L2() is an isometry.
For a function u ∈ Cl0[0,∞], with compact support, the following formula holds:
M
[(
t
d
dt
)j
u
]
(z) = (−z)j û(z), j = 0(1)l. (2.5)
This is proved by j partial integrations, see also [3, Formula 6.1(11)] or [1]. Now
we introduce Sobolev spaces Hl[0,∞], l > 0, on [0,∞) in the following way:
Hl[0,∞] := Cl0[0,∞]
‖·‖,l
with the norm
‖u‖2,l :=
∑l
j=0
∥∥∥∥(t ddt )j u∥∥∥∥2
0
 . (2.6)
Formula (2.4) and (2.5) show that the norm is also given by
‖u‖2,l =
l∑
j=0
‖zj û‖2
L2()
=: ‖û‖2,L2l (). (2.7)
The norm ‖·‖,L2l () is a weighted L2-norm for functions on . If we denote this
function space by L2,l() we get the isometry
M : Hl[0,∞] → L2,l(). (2.8)
That the mapping is really surjective follows by differentiation of formula (2.3) with
respect to t .
Now it is natural to extend the definition of L2,l , l ∈ N0, to
L2,l , for l ∈ R+0 . (2.9)
Therefore we first introduce the norm
‖v‖2
L2s ()
:= 1
2π
∫

(1 + |z|2)s |v(z)|2 dz, s  0, (2.10)
and we denote the corresponding space by L2s (), s  0. For s ∈ N0 the spaces
L2,s() and L2s () carry equivalent norms. The next step is to generalize the spaces
Hl with the help of the Mellin transform
Hs∗ :=M−1(L2s ()), with norm
‖u‖s := ‖Mu‖L2s ()
}
. (2.11)
Again we get for s ∈ N0 equivalent norms ‖·‖s ∼ ‖·‖,s .
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For a measurable function κ :  → C with
|κ(z)|  c(1 + |z|2)α/2, z ∈ , (2.12)
c > 0, α ∈ R, the multiplication operator
Mκ : v → κv, v ∈ L2(), (2.13)
is a continuous operator
Mκ : L2s () → L2s−α(), s  max{0, α}. (2.14)
If the function also fulfills
|κ(z)|  c(1 + |z|2)α/2, z ∈ , c > 0, (2.15)
the operator Mκ is invertible with inverse (Mκ)−1 = Mκ−1 .
Mκ−1 : L2s → L2s+α, s  max{0,−α}. (2.16)
If a function κ fulfills (2.12) and (2.15) for some number α ∈ R, which is unique,
we will call α the order of the operator Mκ . Because of relation (2.11) we can define
a continous operator Kκ by
Kκ :M−1 ◦Mκ ◦M : Hs∗ → Hs−α∗ . (2.17)
For two functions u, v ∈ L2[0,∞] the (Mellin) convolution is given by
(u v)(t) :=
∫ ∞
0
u(t/s)v(s)
ds
s
, t ∈ [0,∞). (2.18)
This motivates the definition of the so called Mellin convolution operators
(Bu)(t) :=
∫ ∞
0
k(t/s)u(s)
ds
s
, t  0, (2.19)
with kernel k ∈ L2[0,∞]. We get
B = Kk̂, (2.20)
[13, 2.1.18]. Formula (2.20) shows that Mellin convolution operators are examples
of operators of the form (2.17).
Operators of the form I +Kk̂ , where k̂ is defined in a strip around  in the com-
plex domain, were studied in several papers, see e.g. [1,4]. In this case one can also
derive regularity results for the solution of the integral equation (I −Kk̂)u = f and
extend the definition of Kk̂ to Lp spaces.
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In the present paper we will study equations of the form Kk̂u = f , where the
order of the multiplication operator Mk̂ is negative (−1). Even if Kk̂ is injective this
operator is not continuous invertible in any Hl∗. So the problem is ill-posed. First we
present some examples where this integral equation of the first kind appears.
2.2. Examples of Mellin convolution equations of the first kind
Mellin convolution operators appear in different applications. A prominent exam-
ple comes from LIDAR (Light Detection and Ranging), which is used to obtain infor-
mation on the distribution of aerosols within the atmosphere [5].
An important task in petroleum reservoir engineering is the determination of the
pore size distribution of drilling cores. This can be done by a NMR-technique or by
a centrifuge experiment. In the first case, the measured data is given by
g(t) =
∫ b
a
e−t/su(s) ds =
∫ ∞
0
e−t/s u˜(s)ds
s
,
u˜(s) := χ[a,b]u(s) · s, where the second operator is of Mellin convolution type. To
obtain the pore size distribution by the centrifuge experiment, one needs to compute
the capillary pressure curve by solving a linear equation with the capillary operator
A1: It is defined by
(A1u)(t) := 1
t
∫ t
0
(
1 − τ s
t
)−1/2
u(s) ds, t > 0, (2.21)
u is the capillary pressure curve, and τ ∈ (0, 1) a positive constant; see [11, Formula
(8)]. In the following, we will focus our attention on the capillary operator. We
rewrite the integral equation in the following way:
(A1u)(t)=
∫ t
0
s
t
(
1 − τ s
t
)−1/2
u(s)
ds
s
=
∫ ∞
0
1[0,t](s)
(
t
s
)−1/2 (
t
s
− τ
)−1/2
u(s)
ds
s
=
∫ ∞
0
1[1,∞]
(
t
s
)(
t
s
)−1/2 (
t
s
− τ
)−1/2
u(s)
ds
s
=
∫ ∞
0
k1
(
t
s
)
u(s)
ds
s
, (2.22)
where the kernel k1 is given by
k1(t) := 1[1,∞](t) 1
t1/2 (t − τ)1/2 . (2.23)
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The support of k1 is bounded away from zero and k1(t) = Ot→∞(t−1). This
shows that the Mellin transform k̂1 of k1 is a holomorphic function in the domain
{z ∈ C|(z) < 1}. To analyze the behavior of k1 as a function on  we calculate the
Mellin transform more explicitly
k̂1(z)=
∫ ∞
0
sz−11[1,∞](s)
1
s1/2 (s − τ)1/2 ds
=
∫ 1
0
s−z 1
(1 − sτ )1/2 ds (2.24)
For s ∈ [0, 1] we get the uniformly convergent Taylor series
1
(1 − sτ )1/2 =
∞∑
n=0
 n∏
j=1
2j − 1
2
 τn 1
n! s
n
=
∞∑
n=0
 n∏
j=1
(
1 − 1
2j
) τnsn
=
∞∑
n=0
αnτ
nsn, (2.25)
where
αn :=
n∏
j=1
(
1 − 1
2j
)
. (2.26)
Using the Taylor series (2.25) in (2.24) and interchanging integration and sum-
mation shows
k̂1(z)=
∞∑
n=0
αnτ
n
∫ 1
0
sn−z ds
=
∞∑
n=0
αnτ
n 1
n− z+ 1 s
n−z+1
∣∣∣1
0
=
∞∑
n=0
αnτ
n
n− z+ 1 , (z) < 1. (2.27)
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For z = p′ + it , p′ < 1 and t ∈ R, this implies
k̂1(p
′ + it)=
∞∑
n=0
αnτ
n 1
n+ 1 − p′ − it
=
∞∑
n=0
αnτ
n n+ 1 − p′
(n+ 1 − p′)2 + t2
+ it
∞∑
n=0
αnτ
n 1
(n+ 1 − p′)2 + t2
:= σ1(t)+ itσ2(t). (2.28)
Here σ1 and σ2 are even and positive functions. We further know
σ1(t) 
1 − p′
(1 − p′)2 + t2 ,
σ2(t) 
1
(1 − p′)2 + t2 .
But we can also estimate σ1 and σ2 from above
σ1(t) 
1
(1 − p′)2 + t2
∞∑
n=0
αnτ
n(1 − p′ + n),
σ2(t) 
1
(1 − p′)2 + t2
∞∑
n=0
αnτ
n.
Both sums converge. Therefore there are constants c1, c2 > 0 such that
c1
1 + t2  σ1(t), σ2(t) 
c2
1 + t2 (2.29)
holds. The inequalities in (2.29) prove
k̂(p′ + it) /= 0, t ∈ R, and (2.30)
k̂(p′ + it) ∼ i
t
, |t | → ∞. (2.31)
We collect the conclusions of the last two inequalities in the following lemma.
Lemma 2.1. The capillarity operator A1 is a Mellin convolution operator Kk̂1 , see
(2.17), where the kernel function k1 and its Mellin transform k̂1 are given by (2.22)
respectively (2.27). The corresponding multiplication operator Mk̂1 , see (2.13), has
order −1 and is invertible. This implies
A1 = Kk̂1 : Hs∗ [0,∞]
1:1→Hs+1∗ [0,∞].
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In the next section we will only consider the case p′ = 1/2. Because of this we
give a more precise estimate of the operator norm of A1 and A−11 . Let p′ = 1/2 and
z = 1/2 + it . Then we get
|σ1(t)+ iσ2(t)t |
∣∣∣∣ 1/2(1/2)2 + t2 + it(1/2)2 + t2
∣∣∣∣
=
∣∣∣∣ 1/2 + it(1/2 + it)(1/2 − it)
∣∣∣∣
= 1|z|
 (1 + |z|2)−1/2.
On the other side we estimate
∞∑
n=0
αnτ
n,
∞∑
n=0
αnτ
n(1/2 + n)
∞∑
n=0
τn(1 + n)
= d
dτ
( ∞∑
n=0
τn+1
)
= d
dτ
(
τ
1 − τ
)
= 1
(1 − τ)2 .
This shows
|σ1(t)+ iσ2(t)t | 2
(1 − τ)2
1
|z|
 2
√
5
(1 − τ)2 (1 + |z|
2)−1/2, z = 1/2 + it. (2.32)
So we proved:
Lemma 2.2. The capillarity operator A1, see (2.21),
A1 : Hs∗ [0,∞] → Hs+1∗ [0,∞]
fulfills
‖u‖s  ‖A1u‖s+1  2
√
5
(1 − τ)2 ‖u‖s . (2.33)
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2.3. Regularization methods for linear inverse problems
In this subsection we might summarize some well known results on regularization
methods for ill-posed linear problems. For a good overview on the topic, we refer to
the monographs [2,9]. Let A : X → Y be a linear, injective operator between Hilbert
spaces, and assume we are looking for a solution of the equation
Ax = y. (2.34)
If the range of A, R(A), is not closed, then A−1 is an unbounded operator. If the
right-hand side in (2.34) stems from measurements, then we can only hope for noisy
data yδ with
‖yδ − y‖  δ. (2.35)
In this case, yδ might not even belong to D(A−1). To obtain a stable solution, one
has to use regularization methods:
Definition 2.3. Let A : X → Y be a linear operator. A family of operators {Tα}α∈R+
is called a regularization for A, if there exists a map
α : R+ × Y → R+, (2.36)
such that for all y ∈ R(A) and all yδ ∈ Y with ‖y − yδ‖  δ holds
lim
δ→0 Tα(δ,yδ)y
δ = A−1y, (2.37)
where the regularization parameter α is chosen such that
lim
δ→0α(δ, y
δ) = 0 (2.38)
holds.
With given parameter choice rule, the convergence of xδα = Tαyδ to a solution x∗
of (2.34) might be arbitrary slow. To get error estimates, one has to use additional
information to the solution x∗. A common assumption is
x∗ = (A∗A)ν/2ω, (2.39)
ν > 0, ω ∈ X.
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Definition 2.4. Let Tα be a regularization of A with parameter choice rule α(δ, yδ),
and assume x∗ fulfills (2.39). Tα is called an order optimal regularization method,
if the error estimate
‖x∗ − xδα‖ = O(δν/(ν+1)) (2.40)
holds.
In this paper, we will only use Tikhonov-regularization. The regularized solution
for given α is computed as minimizing function of the Tikhonov-functional
Jα(x) = ‖yδ − Ax‖2 + α‖x‖2. (2.41)
It is easy to see that the minimizing function xδα can be obtained as the solution
of the linear system
(A∗A+ αI)x = A∗yδ, (2.42)
and the operator Tα is therefore given by
Tα = (A∗A+ αI)−1A∗. (2.43)
Parameter choice rules for Tikhonov-regularization are well studied. We will use
Morozov’s discrepancy principle, where the regularization parameter α is chosen
such that
‖yδ − Axδα‖ = cδ, (2.44)
c  1 holds. For a numerical realization, the following modification is used [6,9,10]:
Choose c1, α0 > 0, 0 < q < 1, αj = qjα0, and compute xδα
j
until
δ  ‖yδ − Axδαj ‖  c1δ (2.45)
holds. It is well known that Tikhonov-regularization combined with Morozov’s dis-
crepancy principle, is an order optimal method:
Theorem 2.5. Let the solution x∗ of the equation Ax = y fulfill a smoothness condi-
tion x∗ = (A∗A)ν/2ω, ω ∈ X, 0 < ν  1. If the regularization parameter for Tikho-
nov-regularization is chosen according to (2.45), then the method is order optimal:
‖xδα − x∗‖ = O(δ
ν
ν+1 ).
For a proof, we refer e.g. to [2].
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3. Regularizing Mellin-convolution operators
The computation of the minimizer of the Tikhonov functional requires the solu-
tion of the linear operator equation (2.42). If Morozov’s discrepancy principle is
used to obtain a suitable regularization parameter, (2.42) has to be solved several
times, which might cause a high computational effort. Therefore, we will propose
a method for Mellin convolution operators that finds the regularization parameter
without solving a linear equation. The method is based on the regularization of the
Mellin–Sobolev embedding operator, which was already used in [12] in a classical
Sobolev space setting.
Let
A : Hs−t∗ [0,∞] → Hs∗ [0,∞] for all s and some 0 < t (3.1)
be a Mellin convolution operator with bounded inverse operator
A−1 : Hs∗ [0,∞] → Hs−t∗ [0,∞].
If we aim to solve the operator equation
Ax = y (3.2)
with noisy data yδ , i.e. from measurements, then yδ might not belong to Hs∗ [0,∞]
but to Hs−t∗ [0,∞] only. As a consequence, we have to consider A as operator from
Hs−t∗ [0,∞] to Hs−t∗ [0,∞]. As we have seen in Section 2, A might have no bounded
inverse operator anymore, and Eq. (3.2) has to be regularized. To keep the notation
simple, we will restrict our attention to the case s = t , i.e.
A : L2[0,∞] → Hs∗ [0,∞] s > 0; (3.3)
the case t /= s can be derived similarly. If
is : Hs∗ [0,∞] → L2[0,∞] (3.4)
denotes the Mellin–Sobolev embedding operator, the operator A˜ : L2[0,∞] →
L2[0,∞] can be defined by
A˜ : L2[0,∞] A→Hs∗ [0,∞] is→L2[0,∞]. (3.5)
As A has a bounded inverse operator, the ill-posed part of solving A˜x = y is the
inversion of the embedding operator is .
Our strategy will be as follows. First, we will use Tikhonov-regularization for the
inversion of the embedding operator, meaning that we want to compute an
approximation yδα ∈ Hs∗ [0,∞] to the solution of the equation isy = y from noisy
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data yδ ∈ L2[0,∞]. If i∗s denotes the adjoint operator of is , the minimizing element
of the Tikhonov-functional is given by
yδα = (i∗s is + αI)−1i∗s yδ, (3.6)
where I denotes the identity. As an approximation to the solution of Ax = y we will
then take
Tαy
δ := xδα = A−1yδα, (3.7)
which is now well defined as yδα ∈ Hs∗ [0,∞]. In the following, we will derive repre-
sentations for i∗s and (i∗s is)ν , and give a convergence rate result.
Lemma 3.1. Let is be defined as in (3.4). Then its adjoint operator
i∗s : L2[0,∞] → Hs∗ [0,∞] (3.8)
is defined in the Mellin space by
(̂i∗s y)(z) =
yˆ(z)
(1 + |z|2)s
∣∣∣∣(z)=1/2 . (3.9)
If we have for y ∈ Hs∗ [0,∞] only given noisy data yδ with ‖yδ − y‖  δ, then
the minimizer yδα of the Tikhonov-functional
Jα(y) = ‖isy − yδ‖2 + α‖y‖2s
is given by
ŷδα(z) =
ŷδ(z)
1 + α ((1 + |z|2)s)
∣∣∣∣∣(z)=1/2 . (3.10)
Proof. Let x ∈ Hs∗ [0,∞] and y ∈ L2[0,∞] be given. Then we have∫
(z)=1/2
xˆ(z)yˆ(z) dz= 〈isx, y〉L2 = 〈x, i∗s y〉Hs
=
∫
(z)=1/2
(1 + |z|2)s xˆ(z)(̂i∗s y)(z) dz.
Thus we obtain∫
(z)=1/2
xˆ(z)
(
(1 + |z|2)s (̂i∗s y)(z)− yˆ(z)
)
dz = 0 (3.11)
for all x ∈ Hs∗ [0,∞], i.e.
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(̂i∗s y)(z) =
yˆ(z)
(1 + |z|2)s .
The minimizer of the Tikhonov-functional is given by the solution of the equation
(i∗s is + αI)y = i∗s yδ.
Using i∗s is = i∗s we get by (3.9)
yˆ(z)
(1 + |z|2)s + αyˆ(z) =
ŷδ(z)
(1 + |z|2)s ,
which is equivalent to (3.10). 
Setting
σ(z) = 1
(1 + |z|2)s , (3.12)
we obtain by (3.9)
i∗s is =M−1(MσM), (3.13)
i.e. i∗s is is a pseudo-differential operator of Mellin type with symbol σ . As a function
of a pseudo-differential operator is usually defined via its symbol,
f (i∗s is) :=M−1(Mf (σ)M),
the operator (i∗s is)ν/2 is defined by
M((i∗s is)ν/2y)(z) =
yˆ(z)
(1 + |z|2)sν/2 , (z) = 1/2. (3.14)
Now we can characterize the range condition (2.39) by a smoothness condition
in terms of a Sobolev scale.
Lemma 3.2. Let is denote the embedding operator (3.4). Then a smoothness
condition y = (i∗s is)ν/2x holds if and only if y ∈ Hs+sν∗ [0,∞].
Proof. It is
yˆ(z) =M((i∗s is)ν/2x)(z) =
x̂(z)
(1 + |z|2)sν/2 ,
or equivalently,
xˆ(z) = yˆ(z)(1 + |z|2)sν/2. (3.15)
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As x ∈ Hs∗ [0,∞], i.e.∫
(z)=1/2
(1 + |z|2)s |xˆ(z)|2 dz < ∞,
we have with (3.15)∫
(z)=1/2
(1 + |z|2)sν(1 + |z|2)s yˆ2(z) dz < ∞, (3.16)
which is equivalent to y ∈ Hs+sν∗ [0,∞]. 
Now we are able to estimate the regularization error:
Theorem 3.3. LetA be a Mellin-convolution operator with (3.3), x∗ be a solution of
(3.2) fulfilling x∗ ∈ Hsν∗ [0,∞], and let the regularization operator Tα : L2[0,∞] →
L2[0,∞] be defined by (3.7). Moreover, let yδ denote a noisy version of y ∈
L2[0,∞] with ‖y − yδ‖ ≤ δ, and xδα = Tαyδ. If the regularization parameter is
determined via Morozov’s discrepancy principle, i.e.
δ  ‖ATαyδ − yδ‖  cδ, c  1, (3.17)
then we obtain the error estimate
‖xδα − x∗‖ = O(δν/(ν+1)). (3.18)
Proof. From x∗ ∈ Hsν∗ [0,∞] follows by (3.3) Ax∗ = y ∈ Hs+sν . Thus, a smooth-
ness condition
y = (i∗s is)ν/2x (3.19)
is fulfilled. According to (3.7), ATαyδ = yδα with yδα defined in(3.6), and the discrep-
ancy principle (3.17) reduces to Morozov’s discrepancy principle for the inversion of
the embedding operator is : Hs∗ [0,∞] → L2[0,∞]. Thus we obtain with y = Ax∗,
(3.6) and (3.19)
‖yδα − y‖s  cδν/(ν+1). (3.20)
In particular holds yδα ∈ Hs∗ [0,∞], and as A : L2[0,∞] → Hs∗ [0,∞] has a
bounded inverse operator, we finally get the estimate
‖xδα − x∗‖ = ‖A−1yδα − A−1Ax∗‖
 ‖A−1‖Hs∗ [0,∞]→L2[0,∞]‖yδα − y‖s
(3.20)
 ‖A−1‖Hs∗ [0,∞]→L2[0,∞]cδν/(ν+1). 
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Next, we will provide a simple formula for the computation of xδα:
Theorem 3.4. Let A : L2[0,∞] → Hs∗ [0,∞] be a continuously invertible Mellin-
convolution operator with kernel k. For given data yδ and regularization parameter
α, the approximation xδα = A−1Tαyδ to the solution of the equation Ax = y is given
by
x̂δα(z) =
ŷδ(z)
kˆ(z)(1 + α(1 + |z|2)s)
∣∣∣∣∣(z)=1/2 . (3.21)
Proof. As A is a Mellin-convolution operator with kernel k, the Mellin-transform
of Ax is given by
Âx = kˆ · xˆ.
Thus, the inverse operator (on R(A)) is given by
Â−1y = yˆ
kˆ
. (3.22)
As we have seen in (3.10), yδα is computed by
ŷδα(z) =
ŷδ(z)
1 + α ((1 + |z|2)s)
∣∣∣∣∣(z)=1/2 ,
and together with (3.22) we obtain (3.21). 
We might stress that our approach for the inversion of (3.2) is numerically cheap:
The computation of yδα for fixed α requires only one Mellin transform, a division and
an inverse Mellin transform.
At the end of this section we wish to remark on the determination of a regulari-
zation parameter fulfilling (3.17). As we have stated before, this is usually done by
choosing α0 > 0, 0 < q < 1, setting αj = qjα0 and computing xδαj until
δ  ‖yδ − Axδαj ‖  c1δ (3.23)
holds. Generally, the computation of xδαj requires to solve a linear equation for every
αj . For our approach, finding α with (3.17) is much cheaper: As we have seen in the
above proof holds
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‖yδ − Axδα‖2L2[0,∞] = ‖yδ − yδα‖2L2[0,∞]
(2.4)= 1
2π
‖ŷδ − ŷδα‖2
= 1
2π
∫

∣∣∣∣̂yδ(z)− ŷδ(z)1 + α(1 + |z|2)s
∣∣∣∣2 dz
= 1
2π
∫

|̂yδ(z)|2
(
α(1 + |z|2)s
1 + α(1 + |z|2)s
)2
︸ ︷︷ ︸
g(α,z)
dz. (3.24)
The function g(α, z) is easily computed for every α, and in order to compute
‖yδ − Axδα‖, only the integral (3.24) has to be computed. The numerical effort for
finding a regularization parameter fulfilling Morozov’s discrepancy principle is small
if (3.24) has to be computed for few αk , e.g. if α0 is well chosen. Because of
1
2π
∫

|̂yδ(z)|2g(α, z) dz= α
2
2π
∫

|̂yδ(z)|2
 1
1
(1+|z|2)s + α
2 dz

(
α
1 + α
)2
‖yδ‖20 (3.25)
we can choose α0 such that
δ2 =
(
α0
1 + α0
)2
‖yδ‖20. (3.26)
Thus,
α0 = δ‖yδ‖0 − δ , (3.27)
and we have δ  ‖yδ − yδα0‖L2[0,∞]. On the other hand, if ŷδ decays not to slowly,
then the right hand side of (3.25) might be a good estimate for ‖yδ − yδα0‖L2[0,∞],
meaning that either α0 or a parameter close to α0 fulfills Morozov’s discrepancy
principle.
4. A numerical example
In this section we will give some numerical results from reconstructions for the
capillary operator A1 (2.21). As we have seen in Section 2.2, this operator is a Mel-
lin-convolution operator and bounded invertible as operator between Hs∗ [0,∞] and
Hs+1∗ [0,∞]. Its inverse has the operator norm
‖A−11 ‖  1
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Fig. 1. Mellin transform kˆ1 of the kernel k1: kˆ1 and kˆ1 (left), |kˆ1| (right) (τ = 0.6).
for all s (see Lemma 2.2 and (2.33)). It is not quite often that one can exactly com-
pute the Mellin transform of the kernel of a Mellin-convolution operator, but in this
case it was possible, see formula (2.27). Of course, kˆ1 is computed by an infinite
series, but the sum converges especially for small τ rather fast, so that a very good
approximation to the Mellin transform of the kernel is available (Fig. 1). With given
noisy data, we are left with the computation of the Mellin transform of yδ and the
inverse transform of
x̂δα(z) =
ŷδ(z)
k̂1(z)(1 + α(1 + |z|2))
.
As we have considered the Mellin transform Mx(z) of a function x only for
arguments z = 12 − iτ , τ ∈ R, the Mellin transform of x for those arguments can be
effectively computed by Fourier transform: Setting t = es , we find
Mx(z)=
∫ ∞
0
t−1/2−iτ x(t) dt (4.1)
=
∫ ∞
−∞
e−iτses/2x(es) ds, (4.2)
i.e. by setting x˜(s) := es/2x(es) we have
Mx(1/2 − iτ) =Fx˜(τ ). (4.3)
Thus, we can use the fast Fourier transform both for the computation of the Mellin
transform and its inverse operator. For our first test computations, we have chosen
the function
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x(s) := 1
s + γ
which has the typical behaviour of a capillary pressure curve. In this case, A1x is
explicitely computable.
It is
A1x(t)= y(t) = 1√
t2 + tτγ
×
[
ln
(
t
√
1 − τ −√t2 + tτγ
t
√
1 − τ +√t2 + tτγ
)
− ln
(
t −√t2 + tτγ
t +√t2 + tτγ
)]
.
The data has been contamined with additive random noise, and the Mellin trans-
forms of x, y and yδ have been computed. Fig. 2 show the Mellin transforms of
true and noisy data with approximately 8% additive random noise. It seems that the
imaginary part of the Mellin transform of the noisy data is in particular contaminated
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Fig. 2. Mellin transform of exact and noisy data y, yδ with 8% additive random noise.
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Fig. 3. Mellin transform of the solution x and the reconstruction Myδ(z)/Mk1(z).
with noise. However, as it can be seen in the upper part of Fig. 3, after the reconstruc-
tion, e.g. after the division by the kernel k1, the absolute value of the reconstruction
with noisy data does highly oscillate, which is due to the ill-posedness of the operator
equation. We have performed reconstructions with noisy data and different noise lev-
els. The regularization parameter was obtained by Morozov’s discrepancy principle;
it was chosen such that
δ  ‖yδ − Axδα‖  2δ
holds. As the regularized data yδα is computed by
ŷδα(z) =
ŷδ(z)
1 + α(1 + |z|2) ,
it means that the high frequencies in the data (which usually belong to the noise) will
be damped by the regularization. This fact can be seen in the lower part of Fig. 3.
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Fig. 4. Reconstructions without and with regularization: Myδ(z)/Mk1(z) (upper plot) and
Myδα(z)/Mk1(z) (lower plot).
Applying the inverse Mellin transform to the reconstruction ŷδα(z)/k̂1(z), we get
the reconstruction xδα(t) (lower part of Fig. 4). For comparison, we have also plotted a
reconstruction for x without regularization (upper part of Fig. 4). Clearly, the recon-
struction without regularization is heavily oscillating, in particular in a neighborhood
of zero. On the other hand, the reconstruction xδα seems to be quite close to the true
solution x, even with 8% data error. It can be seen that the graph of the reconstruction
lies always below the graph of the solution and has therefore a smaller L1-norm.
This defect can be interpreted as a loss of energy within the reconstruction, which is
caused by dividing the noisy data by 1 + α(1 + |z|2). Finally, in Fig. 5, a plot for the
convergence rate of our method can be seen. We have plotted the square of the data
error ‖x − xδα‖2 as a function of the absolute data error δ for the relative errors of
1%, 2%, . . . , 15%. The square of the data error has an almost linear behaviour. This
indicates a convergence rate of O(δ1/2), which is the best possible convergence rate
for Tikhonov-regularization.
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