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During the crossing of the place field of a pyramidal cell in the rat hippocampus, the firing phase of the cell decreases with respect to the
local theta rhythm. This phase precession is usually studied on the basis of data in whichmany place field traversals are pooled together.
Here we study properties of phase precession in single trials. We found that single-trial and pooled-trial phase precession were different
with respect to phase-position correlation, phase-time correlation, and phase range. Whereas pooled-trial phase precession may span
360°, themost frequent single-trial phase rangewas only180°. In pooled trials, the correlation betweenphase andposition (r0.58)
was stronger than the correlation between phase and time (r0.27), whereas in single trials these correlations (r0.61 for both)
were not significantly different. Next, we demonstrated that phase precession exhibited a large trial-to-trial variability. Overall, only a
small fraction of the trial-to-trial variability inmeasures of phase precession (e.g., slope or offset) could be explained by other single-trial
properties (such as running speed or firing rate), whereas the larger part of the variability remains to be explained. Finally, we found that
surrogate single trials, created by randomly drawing spikes from the pooled data, are not equivalent to experimental single trials: pooling
over trials therefore changes basic measures of phase precession. These findings indicate that single trials may be better suited for
encoding temporally structured events than is suggested by the pooled data.
Introduction
The temporal relation of action potentials of CA1 pyramidal cells
to the theta oscillation in the local field potential (LFP) is one of
the few known examples of correlation coding in the brain
(Dayan and Abbott, 2001). To relate spike times to the LFP, each
spike is assigned a theta phase between 0° and 360°, where 0°
corresponds to the trough of the theta oscillation. The CA1 spike
phases decrease from theta cycle to theta cycle during the crossing
of the place field of a pyramidal cell (O’Keefe and Recce, 1993).
Hence, the spike phase is negatively correlated with both the
position of the animal within the place field (“phase-position
correlation”) and the time that has passed since the animal en-
tered the place field (“phase-time correlation”) (Huxter et al.,
2003). This phenomenon is called phase precession.
Phase precession interestingly leads in effect to the temporal
compression of behavioral sequences: within one theta cycle
(125ms), the order of activity among a group of place cells with
overlapping place fields corresponds to the order in which the
animal crosses the place fields (Skaggs et al., 1996); in particular,
the spatial distances between place field centers are encoded in
the time lag between the activity of respective place cells within
one theta cycle (Dragoi and Buzsa´ki, 2006; Diba and Buzsa´ki,
2008; Lenck-Santini and Holmes, 2008). Thus, phase precession
allows the compression of temporal sequences from a behavioral
timescale of seconds to the timescale of a theta cycle (Mehta et al.,
2002), a timescale relevant for spike-timing-dependent plasticity
(Levy and Steward, 1983; Gerstner et al., 1996; Markram et al.,
1997; Bi and Poo, 1998; Kempter et al., 1999). This compression
could provide a basic mechanism for a neural representation of
temporal order relevant for episodic memory (Buzsa´ki, 2005).
Phase precession is usually studied on the basis of data in
which many place field traversals are pooled together (O’Keefe
and Recce, 1993; Skaggs et al., 1996; Huxter et al., 2003). How-
ever, functional hypotheses on phase precession, including tem-
poral coding (Harris et al., 2002; Mehta et al., 2002; Huxter et al.,
2003; Leibold et al., 2008; Thurley et al., 2008), sequence learning
or recall (Hasselmo and Eichenbaum, 2005; Lisman et al., 2005),
and spatial navigation (Burgess et al., 1994; Koene et al., 2003;
Lengyel et al., 2005), rely on experiences occurring in single
trials. Pooling data over trials may lead to a biased estimate of
properties of phase precession and neglects potential trial-to-
trial variability.
In this study, we analyze properties of phase precession in
single trials and compare them with properties of pooled-trial
phase precession. We find that phase-position correlations,
phase-time correlations, and phase ranges are different in single
trials and pooled trials. Furthermore, we quantify trial-to-trial
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variability in phase precession and examine whether external fac-
tors, such as a variable running speed, can account for it. Finally,
we demonstrate, on the basis of surrogate data, that pooling
phase precession over trials changes basic measures of phase pre-
cession. Our findings indicate that single trials may be better
suited for encoding temporally structured events, such as epi-
sodic memories, than is suggested by the pooled data.
Materials andMethods
General
Experimental data has been used in a different study (Diba and
Buzsa´ki, 2008) in which experimental procedures have been de-
scribed in detail. Briefly, three male Sprague Dawley rats were trained
to run back and forth 20 times on a linear track (170 cm long) to
retrieve water rewards at both ends. Then the track was shortened (to
100 cm) and the rat ran another20 times back and forth. Changes in
place field activity attributable to shortening of the track have been
described in detail by Diba and Buzsa´ki (2008). All protocols were
approved by the Institutional Animal Care and Use Committee of
Rutgers University. After learning the task, the rats were implanted
with 32- and/or 64-site silicon probes in the left dorsal hippocampus
under isoflurane anesthesia. The silicon probes, consisting of four or
eight individual shanks (spaced 200 m apart) of eight staggered
recording sites (20 m spacing) (Csicsvari et al., 2003), were lowered
to CA1 and CA3 pyramidal cell layers. After recovery from surgery
(1 week), the animals were tested again on the track. The position of
the animals was tracked with a light-emitting diode and later linear-
ized along the long axis of the track. For this study, all units and LFPs
were taken from CA1 recording sites. Spikes that occurred near re-
ward sites were excluded from the analysis by checking whether the
position of the rat corresponds to one of the two reward platforms.
This exclusion was done to ensure that spikes during non-theta states,
e.g., sharp wave-ripple events during sequence replay (Foster and
Wilson, 2006; Diba and Buzsa´ki, 2007), did not enter the analysis. All
major results were reproduced in an analysis, including spikes at
reward sites. We also used the running speed of the rat as a criterion
for spike selection (see below).
Place fields
Place fields were determined by a firing-rate criterion. The peak firing
rate had to be at least 2 Hz. The borders of the place fields were set at
the location where the firing rate dropped below 10% of the place field
peak firing rate. All results were also reproduced with a 20% criterion.
Spikes outside the place fields were discarded. For each cell, place
fields were determined separately for the long and short tracks and for
leftward and rightward runs along the linear tracks. Place fields were
also determined separately for each recording session. For rat 1, there
were 12 recording sessions yielding 118 place fields, for rat 2, there
were 11 sessions and 158 place fields, and for rat 3, there were 33
sessions and 890 place fields. In total, 1166 place fields with overall
20,602 single trials were analyzed. Animal position within a place field
was normalized to values between 0 and 1. Only CA1 place fields with
a significant negative linear correlation of at least 0.4 between spike
phase and relative position in the place field were used in the analysis.
A trial consisted of a single crossing of a place field. In some trials, if
animals stopped within a place field, then theta oscillations in the LFP
typically disappeared and the theta phase of a spike could not be reliably
determined. Therefore, spikes that occurred when the instantaneous
running speed was smaller than 10 cm/s were discarded. In addition,
trials in which the average running speed was smaller than 10 cm/s were
excluded from both the single-trial and pooled-trial analyses. Further-
more, single trials were required to span at least two theta cycles, with at
least three spikes in total, to be included in the analysis. However, exclu-
sion of such trials did not affect the overall results.
Quantifying phase precession
For spike phase estimation, the CA1 LFPwas bandpass filtered between 6
and 10 Hz and the Hilbert transform was applied. We always refer to the
LFP in the CA1 pyramidal cell layer theta, and 0° corresponds to troughs
in the filtered LFP.
Correlation coefficient. Phase precession was quantified with a linear
correlation coefficient to allow comparison with previous studies. To
reduce problems arising from the circularity of phase, for each place field,
the phase was shifted to minimize the linear correlation coefficient
(O’Keefe and Recce, 1993; Mehta et al., 2002).
Phase range. Phase ranges of spikes were estimated by fitting a line in
phase-position plots using a circular–linear fit described below (for al-
ternativemethods, see supplemental Results, available at www.jneurosci.
org as supplemental material). The slope of the line times the spatial
range of the trial (defined below) determined the single-trial phase range.
For the estimation of the range of phase precession, the slope was limited
to the interval [4, 0]. This restriction avoided fitting lines with arbi-
trary high slopes that could cross all data points. Positive slopes were also
excluded because we were interested in the range of phase precession
with negative values. For example, a slope of2 and a spatial range of
0.5 yields a phase range of . For analyses other than the phase range
(e.g., estimating slope or phase offset), the slope was limited to the
interval [4,4].
Phase offset and slope. To avoid inappropriate linear fits (see Fig. 1 and
supplemental Fig. 1, column 5, row 4, available at www.jneurosci.org as
supplemental material), a circular–linear fit (see below) was used to es-
timate the slope and the phase offset of phase precession (see Figs. 3–5).
The phase offset was assessed by the phase value of the fitted line at
relative position zero.
Circular–linear fit.Given a random sample of data (1, x1),…, (n, xn)
on the surface of a cylinder where j is an angular and xj is a linear
measurement ( j 1, …, n), a linear model was fitted:
  2 a X  0.
The two parameters of this model are the slope a and the phase
offset 0. The model allows prediction of the mean angle  given the
position X. To obtain an estimate of the slope a, the mean resultant
length,
Ra   1n j1n cosj  2 a xj
2
 1nj1
n
sinj  2 a xj2,
was maximized. Because it is independent of ˆ0, the estimate aˆ of the
slope a is aˆ  arg maxa R(a), which demands numerical methods. The
estimate ˆ0 for the phase offset then follows from (Gould, 1969; Fisher,
1995)
ˆ0a  arctan*
j sinj  2 a xjj cosj  2 a xj,
where the function arctan* is the quadrant-specific inverse of the
tangent.
Other single-trial properties
In addition to the above measures that quantify phase precession, we
calculated nine other single-trial properties (see Fig. 4).
We took into account (1) the number of spikes and (2) the firing rates
within single trials. The firing rates were determined by the number of
spikes within the place field minus 1, divided by the time passed between
the first and last spike in that run. (3) Theta cycles per trial were counted
by the number of theta cycles between the first and the last spike of the
trial, including the border cycles. Theta cycles started and ended at the
peaks of the filtered LFP. (4) Running speed was estimated by the dis-
tance between the animal position at the first and the last spike divided by
the time passed between the first and last spike in the place field. Further-
more, each spike was assigned a theta frequency and amplitude with
respect to the LFP at the time the spike occurred. Trial-specific (5) theta
frequency estimates were obtained by calculating themean overall spikes
in a trial. (6) Single-trial skewness was determined with respect to the
relative location of the spikes within the place field. Formally, sample
skewness is defined as
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1/m
i1
m
 xi  x
3	1/m
i1
m
 xi  x
2

3
2,
where xi denotes the relative location of spike i in the place field, m is
the number of spikes in a single trial, and x is the sample mean.
Negative skewness corresponds to a greater number of spikes toward
the end of the place field. (7) The spatial range is the fraction of the
place field covered by a single trial. It was calculated as the difference
between the relative position in the place field of the first and the last
spike in a trial. (8) The theta amplitude was estimated for each spike as
the difference between the maximum and the minimum of the filtered
LFP signal in the corresponding theta cycle divided by two. The mean
overall amplitude values of all spikes in a trial yielded the trial-specific
theta amplitudes. Finally, we considered (9) the trial index (lap num-
ber) in a recording session.
Variance decomposition
Variance decomposition was used to determine the contributions of
within-cell variance and between-cell variance to the total variance
present in a population ofN cells. For example, if the firing rate of a place
cell is similar across trials but very different across cells, the within-cell
variance will be small and the between-cell variance large. Formally, the
population variance Pop
2 can be decomposed into the sum of within-cell
and between-cell variances: Pop
2  within
2  between
2 . The within-cell
variance within
2 is given by the weighted mean of cell-specific variances
n
2 for n 1, …, N cells. The weighting occurs according to the number
of trials Tn in cell n and the population mean number of trials T:
T 
1
Nn1N Tn
within
2 
1
N n1
N Tn
T
n
2.
The cell-specific variance is n
2  1/Tn t1
Tn xn,t  xn
2 with the
single-trial property xn,t of cell n in trial t and a cell-specific mean
xn  1/Tn t1
Tn xn,t. The between-cell variance is given by theweighted
variance across cell means:
between
2 
1
N n1
N Tn
T
xn  x
2,
with the population mean x  1/NT  n1N t1
Tn xn,t.
For the circular variable “phase offset,” we used a variance decompo-
sitionmethod based on themean resultant length (Harrison et al., 1986):
r 
1
NT

n1
N 
t1
Tn
cosn,t  ,
with the phase offset n,t in cell n and trial t, and the circular population
mean of the phase offset. Theweighted average of cell-specific variation
measures is given by r 2  1/N n1N Tn/T r n2 with the cell-specific
mean resultant length rn  1/Tn t1
Tn cosn,t   n and the cell-
specific circular mean  n. The measure of the population variance was
decomposed into between and within variance through
1  r2  	r2  r2
  	1  r2
,
where [r 2 r 2] is themeasure for the circular between-cell variance, and
[1 r 2] the measure for the circular within-cell variance.
Correlation analyses
Shown correlation coefficients are usually Pearson’s product-moment
correlation coefficients. For the correlation analyses (see Fig. 4B) that
included the phase offset and another linear variable, a circular–linear
correlation coefficient was calculated instead.
The correlation analyses can be done in two different ways. For each
place field, the correlations between pairs of single-trial properties are
calculated, and afterward an average correlation across the population is
determined; alternatively, pairs of single-trial properties are pooled
across cells and animals, and then the correlation coefficient is calculated
for the pooled data. For the analyses in Figure 4B, the latter method was
used. Thematrix for the othermethod is shown in supplemental Figure 5
(available atwww.jneurosci.org as supplementalmaterial). Inmost cases,
the two methods yielded comparable results.
Figure 1. Pooled-trial (A) and single-trial (B) phase precession. Each dot represents a spike at a certain relative position in the place field (x-axis, normalized position with range from 0 to 1) at
a certain theta phase in degrees ( y-axis, full range of 360°; unlabeled tick at 180°). The top row shows five example cells with phase precession pooled over up to 20 trials. The gray lines are linear
fits, and the inset numbers give corresponding correlation coefficients. The four bottom rows depict robust phase precession in sample single trials from the respective cells.
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Surrogate data
Surrogate single trials were generated by randomly drawing spikes from
the pooled place field data. The phase and position of these spikes were
kept. These surrogate single trials had the same number of spikes as the
corresponding experimental trials. In the basic version (used in Fig. 5),
spikes were drawn without replacement: each spike from the place field
could only be used in one surrogate trial. We also created surrogate
methods with additional constraints to closer match the properties of
experimental trials (see supplementalResults, available atwww.jneurosci.
org as supplemental material).
Results
Experimental data on phase precession were obtained from three
rats running back and forth on a linear track to retrieve water
rewards at both ends. Electrophysiological recordings were done
in the hippocampal CA1 region using silicon probes. To quantify
phase precession in single trials, we used spikes from CA1 pyra-
midal cells with place fields on the linear track together with the
LFP in the CA1 pyramidal cell layer.
Differences between single-trial and pooled-trial
phase precession
Single trials exhibit phase precession
Phase precession is commonly quantified through the correlation
coefficient between spike phase and animal position; in previous
approaches, data from different trials (place field traversals) was
pooled. Figure 1A shows five example place fields exhibiting
phase precession, evident from a significant negative correlation
between spike phase and animal position. In addition, examples
of single trials from the same cells are shown (Fig. 1B). For quan-
titative analyses, we determined phase-position and phase-time
correlation coefficients for single trials and pooled trials of 1166
place fields.
Phase-position correlations
The distribution of phase-position correlation coefficients of our
20,602 single trials contained a large fraction with negative values
(mean SEM,0.61 0.0023) (Fig. 2A). Furthermore, signif-
icant correlation coefficients were almost exclusively negative
(0.75  0.0015). Trials were labeled significant when the p
value of the linear correlation was below 0.05 and the corre-
sponding trial had at least five spikes. The distribution of pooled-
trial correlation coefficients (0.58 0.0032) was different from
that of the single-trial correlation coefficients.
Phase-time correlations
Similar to the phase-position correlations, the distribution of
single-trial phase-time correlations had a large fraction with neg-
ative values (0.61  0.0023), especially the significant ones
(0.74  0.0015) (Fig. 2B). The distribution of pooled trials
(0.27  0.0058) was different from that of single trials and
reflected a weaker mean correlation. Because in time-based mea-
sures pooling faster and slower trials combines “steep” and “flat”
phase precession slopes, this likely produced aweaker phase-time
correlation comparedwith the phase-position correlation. In line
with this argument, the SD of single-trial running speed across
trials in a place field correlated with the phase-time correlation in
pooled trials (r  0.31; p  5  1027). Also, the difference
between the phase-time and the phase-position correlations corre-
lated with the SD of the running speed (r 0.23; p 7 1015).
Thus, place fields with a strong negative pooled phase-time correla-
tion were those which the rat usually crossed with similar running
speeds. Moreover, we found that the position of the animal and the
time that has passed since the animal entered the place field were
more strongly correlated in single trials (0.98  0.0005) than in
pooled trials (0.47 0.0081) (Fig. 2C). Comparing the distributions
of correlation coefficients for single trials inFigure 2,A andB, wedid
not find a significant difference between phase-position and phase-
time correlations (Kolmogorov–Smirnov test, p 0.60).
Trial-to-trial variability
How does single-trial phase precession vary from trial to trial? To
answer this question, we specified several measures for phase
precession. Besides the phase-position correlation, we also used
the phase offset, the slope, and the phase range to quantify phase
precession (see Materials and Methods) (Fig. 3A1–D1, insets).
Variability of measures for phase precession
The overall distributions of phase-position correlation, phase
offset, slope, and phase range suggest that there is substantial
variability in the overall population of single trials (Fig. 3A1–D1).
These distributions were different from the corresponding distri-
butions frompooled trials (Fig. 3A2–D2). In particular, we found
single-trial phase ranges of 191.2  0.8° (mean  SEM) (Fig.
3D1), which were considerably shorter than the pooled-trial
Figure 2. Correlation coefficients for pooled-trial and single-trial phase precession. A, His-
tograms of correlation coefficients of spike phasewith relative position in the place field. Single
trials show stronger negative correlations than pooled trials. Only place fields with a pooled-
trial phase-position correlationof at least0.4were included in the analysis (seeMaterials and
Methods). B, Histograms of correlation coefficients of spike phase with time passed since the
animal entered the place field. Correlations are considerably strong in single trials but weak in
pooled trials. The histograms of single trials (n 20,602) in A and B include the shown signif-
icant trials (n 11,516 for phase position and n 11,984 for phase time). C, Correlation
coefficients betweenposition and timepassed since the animal entered the place field illustrate
strong single-trial but weak pooled-trial correlations. Note that the last bin contains values in
the interval [0.9, 1.0].
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phase ranges of 296.8  3.2° (Fig. 3D2). This difference was
mostly attributable to the fact that only a fraction of the full place
field was covered inmost single trials (for details, see supplemen-
tal Results, available at www.jneurosci.org as supplemental ma-
terial).Moreover, the relative position of the first spike in the field
in a trial correlated weakly with the theta phase of this spike (r
0.06) but stronger with the phase offset of that trial (r 0.20).
Thus, place cells started firing at a similar phase even if the first
spike in a trial occurred at a later position in the place field, which
contributes to the variability of phase precession.
What is the origin of the observed variability? In general, all
trials from the same cell could have the same phase-position cor-
relation, phase offset, slope, and phase range. In this case, all
variability originates from variability between cells and not from
variability within cells. Alternatively, the mean values for the
measures of phase precession could be the same for all cells, but,
in each cell, there may be a lot of variability across trials. In that
case, variability originates from within cells and not from vari-
ability between cells.
We found that the distributions reflect trial-to-trial variability
rather than variability between cells. To quantify the trial-to-trial
variability, we determined the contributions of within- and
between-cell variance in our dataset through variance decompo-
sition (see Materials and Methods). We identified that indeed a
large fraction of the variance originated from within-cell vari-
ance: 85% for the phase-position correlation, 72% for the offset,
87% for the slope, and 74% for the phase range.We illustrate this
result for 60 sample place fields in Figure 3A3–D3. In conclusion,
considerable trial-to-trial variability of phase precession exists in
the phase-position correlation, phase offset, slope, and phase
range.
Evidence for inherent trial-to-trial variability
Given the trial-to-trial variability with respect to phase-position
correlation, phase offset, slope, and phase range, it is important to
ask whether the variability in any of these measures is inherent or
is controlled by an external factor. For example, does “running
speed” determine the slope of phase precession? Does the phase-
position correlation become stronger over trials? To answer such
questions, we determined the extent to which measures of phase
precession can be predicted from a linear model based on other
single-trial properties.
We examined the following single-trial properties (Fig. 4A)
(median SD): (1) number of spikes (10 8.7 spikes), (2) firing
Figure 3. Variability of phase precession. We considered variability of the measures phase-position correlation (A), phase offset (B), slope (C), and phase range (D) for single trials
(A1–D1) and pooled trials (A2–D2). Insets in A1–D1 show an example single trial (same as in Fig. 1, column 3, row 4) with the corresponding values of the measures. Note that
considerable variability exists in all four measures. Positive slopes fitted to single trials (C1) can be attributable to bimodal phase distributions (Kjelstrup et al., 2008) (supplemental Fig.
1, available at www.jneurosci.org as supplemental material). A3–D3, Trial-to-trial variability within randomly selected example place fields. Single-trial values of the four measures
(black bars) are shown for 60 place fields (rat 1, place field index 1–20; rat 2, 21– 40; rat 3, 41– 60). Large variability exists within a given place field, whereas the variability of pooled-trial
values (gray circles) is comparatively small across place fields.
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rate (18.2 12.2 Hz), (3) number of theta cycles (5.0 5.4), (4)
running speed of the rat (68.2 22.6 cm/s), (5) theta frequency
(8.3 0.4Hz), and (6) skewness (0.08 0.6). Furthermore, we
considered (7) the spatial range (0.61 0.21) (supplemental Fig.
2A, available at www.jneurosci.org as supplemental material),
(8) the theta amplitude, and (9) the trial index, or lap number, in
that recording session (data not shown). Together with the four
measures of phase precession in Figure 3, we have 13 properties.
For each pair of properties, we calculated the correlation coeffi-
cient (Fig. 4B) (see Materials and Methods). We found, for ex-
ample, a highly significant ( p  1.6  1073) but weak (r 
0.13) correlation between the running speed and the phase-
position correlation coefficient (supplemental Fig. 5A, available
at www.jneurosci.org as supplemental material). Therefore, as-
suming a linear relationship, running speed alone could explain
only r2 1.69% of the variance in the phase-position correlation
in single trials. None of the nine examined single-trial properties
exhibited a strong correlation with the phase-position correla-
tion, the slope, or the offset, although
these three measures were correlated to
each other to some extent. The phase
range correlated with the spatial range
(see supplemental Results, available at
www.jneurosci.org as supplemental ma-
terial), the number of theta cycles, and the
number of spikes. Thus, more theta cy-
cles in a trial allow a larger phase range
as well as a larger number of spikes. We
conclude that, according to this analy-
sis, most of the trial-to-trial variability
in phase precession is inherent unless it
is controlled by another factor that we
have not identified.
Single trials are not equivalent to
randomly drawn spikes from the
pooled data
So far, we have revealed the existence of
substantial trial-to-trial variability in
phase precession, which could not be ex-
plained by the other single-trial proper-
ties. A large fraction of this variability
appears to be independent of these prop-
erties. Pooling trials with different run-
ning speeds, etc., would be valid if all
spikes/trials are drawn from the same
joint probability distribution of spike
phase and position. However, it is un-
known whether the pooled data actually
serves as a proper predictor for single
trials.
If all spikes from a given place field are
drawn from the same joint probability
distribution, this distribution can be esti-
mated by the pooled data. Furthermore,
randomly drawn spikes from the pooled
data should have similar properties as
experimental trials. We tested this hy-
pothesis using surrogate trials consist-
ing of spikes randomly picked from the
pooled data (Fig. 5A) (see Materials and
Methods).
We found that surrogate single trials
exhibited lower correlations between spike phase and animal
position than did the original experimental single trials (Kol-
mogorov–Smirnov test, p  2  1050) (Fig. 5B). The pooled-
trial phase precession was, naturally, the same in experimental
and surrogate data. The higher correlation coefficients observed
in single trials relative to surrogate trials indicates that single-trial
phase precession showed less phase variance than expected from
the pooled data alone.
We further established the validity of these results by using
several different surrogate methods and other quantifications of
phase precession. For example, there is oftenmore than one spike
in a theta cycle, and spikes from the same burst within a cycle are
separated into different surrogate trials by the above surrogate
methods. It couldwell be that this burst structure is important for
the single-trial phase-position correlations and that a separation
of bursts causes the found difference between experimental and
surrogate data. We therefore looked at circular mean phases of
spikes in the same theta cycle (supplemental Methods, available
Figure 4. Properties and correlations between properties of single trials. A, Properties. Values were derived from place-field
crossings, i.e., from the time between the first and the last spike within the place field. Note that, for some properties, few values
were outside the range shown here (0.36%of the values for number of spikes, 0.13% for firing rate, and 1.6% for number of theta
cycles) and were thus collapsed into the last histogram bin. Trials with average running speeds below 10 cm/s, less than three
spikes, or less than two theta cycles were excluded from the analysis. B, Matrix of correlation coefficients of pairs of single-trial
properties. Shown are correlations between phase-position correlation (R), slope (Slope), phase offset (Offset), phase range
(PhaRa), spatial range (SpaRa), number of spikes (Spikes), mean firing rate (Rate), number of theta cycles (Cycles), running speed
(Speed), theta frequency (Freq), theta amplitude (Amp), skewness (Skew), and within-session trial index (Trial). In the top right
triangle, correlation coefficients are color coded; in the bottom left triangle, numerical values are given. Highly significant corre-
lation coefficients ( p 0.0001) are written in black, and others are in gray. Note that, for the circular variable phase offset, a
circular–linear correlation coefficient is shown.
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at www.jneurosci.org as supplemental
material) instead of single spike phases
(for examples, see supplemental Fig. 3,
available at www.jneurosci.org as supple-
mental material). Using circular mean
phases instead of spike phases to create
surrogate trials also lead to a significant
difference ( p 4 1088) (supplemental
Fig. 4, available at www.jneurosci.org as
supplemental material). Several addi-
tional surrogate methods were tested to
include other characteristics of single tri-
als, such as running speed or spatial range
(supplemental Results, available at ww-
w.jneurosci.org as supplemental mate-
rial), which are not accounted for by the
very simple surrogate method we used
here. However, all of our surrogate meth-
ods based on pooled data failed to explain
the correlations observed in experimental
trials.
In addition to the phase-position cor-
relation, we found that other measures of
phase precession (slope, phase offset,
phase range, and spatial range) were dif-
ferent in the surrogate data. The histo-
grams in Figure 5C–F reveal that
surrogate trials underestimated slope and
phase-position correlations but overesti-
mated the phase range and the spatial
range. Whereas the differences between
experimental and surrogate trials ap-
peared to be rather small but significant
for phase offset, slope, and phase range,
the differences in phase-position correla-
tion and spatial range were clearly visible.
We conclude that single trials are not
equivalent to randomly drawn spikes
from the pooled data. Thus, analyzing
phase precession based only on pooled
data might lead to a blurred picture of its
basic properties.
We finally note that differences in phase-position correlations
between experimental and surrogate trials are well explained by
the substantial trial-to-trial variability. Surrogate trials are com-
posed of spikes originating from trials with different slopes, phase
offsets, and phase-position correlations, which weakens their
phase-position correlation. We provide supporting evidence
for this idea by showing that even pooling only trials with very
strong phase-position correlations reduces the corresponding
pooled-trial phase-position correlations (Fig. 6).
Discussion
Our data show that CA1 place cells of rats exhibit clear phase
precession in single trials. Phase-position and phase-time corre-
lations were very similar in single trials but different in pooled
trials in which phase-time correlations were considerably weaker
(O’Keefe and Recce, 1993; Huxter et al., 2003).
This difference may arise from the adjustment of phase pre-
cession to the running speed of the animal (O’Keefe and Recce,
1993; Tsodyks et al., 1996; Bose and Recce, 2001; Geisler et al.,
2007). A direct comparison of measures of phase precession ob-
tained from single trials and pooled data might be tricky because
the distributions of these measures are generated in different
ways. Still, it is crucial to understand how measures of phase
precession change when data are pooled over trials, especially
because this is common practice. For example, pooling over trials
increases the phase range of phase precession because few single
trials span the entire place field. As an alternative method for
comparing single trials with pooled data, we created surrogate
single trials with the same number of spikes as in the experimen-
tal trials by randomly drawing spikes from the pooled data. We
found that phase-position correlations in the resulting surrogate
trials were considerably weaker than in the corresponding exper-
imental trials. Because the strength of the phase-position corre-
lation determines how well behavioral sequences are represented
on a theta timescale (Dragoi and Buzsa´ki, 2006; Foster and Wil-
son, 2007), our findings demonstrate that phase precession is
better suited for encoding temporally structured events than is
suggested by the pooled data.
These results have implications for mechanisms underlying
phase precession and corresponding computational models
(Tsodyks et al., 1996; Kamondi et al., 1998; Booth andBose, 2001;
Magee, 2001; Harris et al., 2002;Mehta et al., 2002; Hasselmo and
Figure 5. Surrogate single trials.A, Illustration of themethod to create surrogate single trials. Black dots represent spikes from
an example place field (rat 2, cell 195). Blue dots indicate spikes from a single trial (phase-position correlation, r0.49). Red
dots are spikes randomlypicked fromthepopulationof theblackdotswith the spikenumberbeingequal to thebluedots. Thus, the
red dots form a surrogate single trial (phase-position correlation, r0.59). B–F, Distributions of single-trial measures from
surrogate and experimental trials. Colored numbers give median value for experimental and surrogate distribution, respectively.
For phase offset, the circular mean is given instead of the median. Black numbers give p values for Kolmogorov–Smirnov tests.
Insets show the difference between the distributions, and the gray scale bars give the respective number of trials. Note that
experimental trials have stronger phase-position correlations than surrogate trials (B).
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Eichenbaum, 2005; Lisman et al., 2005; Thurley et al., 2008). A
variety of models are typically justified on the basis of compari-
sons of simulations with phase precession from pooled data
rather than single trials. Our results provide stricter constraints
for models of phase precession: single-trial, rather than pooled-
trial, features should be reproduced. Especially, the single-trial
phase range of only 180° provides a strong new constraint formech-
anistic models of phase precession (Thurley et al., 2008).
Phase precession exhibited a considerable trial-to-trial vari-
ability. We quantified this trial-to-trial variability in terms of the
slope, the offset, the phase range, and the phase-position correla-
tion of a linear model.Within a single trial, spike phases were not
independent but depended on previous spike phases in this trial.
However, despite our best efforts to identify the source of the
trial-to-trial variability, we found that it could not be accounted
for by any obvious extrinsic parameters, such as firing rate or
running speed. Instead, we found that a large part of the variabil-
ity in pooled-trial phase precessionwas apparently attributable to
intrinsic trial-to-trial variability. The source of this intrinsic vari-
ability remains unknown. Studies of noise in single neurons in-
dicate that it is likely synaptic in origin (Diba et al., 2004;
Jacobson et al., 2005).
Our analysis of phase precession in
single neurons cannot reveal the vari-
ability and interdependence of phase pre-
cession across neurons. An assembly of
neurons (Harris et al., 2003; Pastalkova
et al., 2008) with very similar but non-
identical properties might, for example,
cover a phase rangemuch larger than 180°
in every single trial. Moreover, the vari-
ability of phase precession across neurons
within a single trial might be much smaller
than the trial-to-trial variability in one
neuron. In this case, the trial-to-trial vari-
ability of an assembly of neurons may be
considerably smaller than that of single
members. Part of the unaccounted vari-
ability can derive from the lack of moni-
toring an assembly.
Previous studies on the phase
precession in single trials
Many previous studies on phase preces-
sion showed single trials only in illustra-
tive examples (O’Keefe and Recce,
1993; Harris et al., 2002; Mehta et al.,
2002; Huxter et al., 2003; Zugaro et
al., 2005; Maurer et al., 2006; Hafting
et al., 2008; Kjelstrup et al., 2008; Lenck-
Santini and Holmes, 2008). Quantitative
analysis was in most cases restricted to
pooled trials, especially for the estimation
of basic properties, such as phase-position
and phase-time correlations, or phase
ranges. In these pooled-trial analyses,
stronger phase-position than phase-time
correlations supported a spatial func-
tional role of phase precession, such as
spatial navigation. The equivalence of the
two measures in single trials is in agree-
ment with a broader functional role of
phase precession in which encoding time
may be as relevant as encoding space. Additionally, this supports
the implication of phase precession in sequence learning and
episodic memory (Jensen and Lisman, 1996; Redish and
Touretzky, 1998; Buzsa´ki, 2005; Hasselmo, 2005; Yamaguchi et
al., 2007; Pastalkova et al., 2008).
To study the functional role of phase precession, other recent
studies used two different approaches. First, spikes were shuffled
across trials (Foster and Wilson, 2007), which is similar to the
method we used to create surrogate single trials. They studied
how well the firing order of cells within a theta cycle (a “theta
sequence”) corresponded to the order of place fields through
which the rat passed. Foster and Wilson (2007) found that, after
shuffling, single-trial theta sequences were reduced, but phase
precession was preserved. We note that only the pooled-trial
phase precession was preserved in their study; it is likely that the
reduced prevalence of theta sequences was a result of reduced
phase precession in single trials. In the second approach, Dragoi
and Buzsa´ki (2006) jittered spike phases to reveal coordination
among cell assemblies, and they analyzed the rising and falling
portions of the place field separately. However, their phase-
jittering method was based on the phase variance determined
from pooled trials, and they did not assess the effect of phase
Figure 6. Effect of pooling trials on the phase-position correlation coefficient. A, Single-cell examples. In the top row, the four
trials from each place field with the strongest phase-position correlation coefficient have been pooled. The remaining four rows
give respective single trials separately. Colored lines are circular–linear fits. Numbers denote linear phase-position correlation
coefficients of pooled data (top row) and single trials (bottom rows). B, Population data. From each place field with at least 15
trials, the four trialswith the strongest phase-position correlation coefficienthavebeen selected. For each cell, thearithmeticmean
phase-position correlation coefficient of those four trialswas calculated (white bars). In addition, for eachplace field, the same four
trials were pooled, and a corresponding pooled-trial phase position correlation coefficient was determined (black bars). The two
distributions differ significantly from each other ( p 1.5 1055, Kolmogorov–Smirnov test).
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jittering on single-trial phase precession. Indeed, the phase-
position correlation on a single-trial basis may have been consid-
erably weakened. Thus, single-trial phase precession may in fact
play a fundamental role for theta sequences.
Finally, Mehta et al. (2002) looked at single-trial phase-
position correlations as a function of trial number. They found
that the phase-position correlation and skewness became stron-
ger with increasing trials. In our data (Fig. 4B), this effect was
significant only for the phase-position correlation but compara-
bly small in scale to the correlation with other factors, such as
running speed or theta frequency. Furthermore, in line with
Hafting et al. (2008), single-trial skewness did not increase over
trials in our data, failing to support a causal role for the asym-
metric expansion of place fields in phase precession (Huxter et
al., 2003).
Phase range, spatial range, and temporal range of single trials
Our findings show that the phase range in single trials is smaller
than previously assumed on the basis of pooled trials (O’Keefe
and Recce, 1993; Skaggs et al., 1996; Tsodyks et al., 1996; Booth
and Bose, 2001; Bose and Recce, 2001; Yamaguchi et al., 2002;
Maurer et al., 2006;Geisler et al., 2007) (but seeHarris et al., 2002;
Mehta et al., 2002; Huxter et al., 2003, 2008). Most single trials
also had a smaller spatial extent than did the place field, and the
phase range correlated with this spatial extent. These findings are
independent of the definition of the boundaries of place fields. By
defining a place field, we excluded spikes outside the place field
on the basis of a firing-rate criterion. However, this exclusion
concerned only a few spikes and thus occurred in very few trials.
Given the substantial differences we observed between pooled-
trial and single-trial phase range, it seems unlikely that this dif-
ference was attributable to place field boundaries. Similarly, by
excluding spikes in the reward areas, we might have cut off the
beginning or end of phase-precessing place fields and thereby
artificially reduced the phase range. However, this would have
also affected the pooled-trial phase range, which in our dataset is
the same as reported in previous studies.
The phase range could be influenced by the methods for esti-
mating the theta phase of spikes. Because of bandpass filtering of
the LFP, we ignored certain aspects of the wave shape (Buzsa´ki,
2002). If theta phases are estimated through, for example, linear
interpolation between local minima and maxima, asymmetric
theta waveforms (i.e., sawtooth shapes) affect the phase estima-
tion. With our phase-estimation method, the phase ranges told
us something about the temporal fraction of the theta cycle that
was used by phase precession. Thus, a phase range of180° in a
single trial can be interpreted as a temporal range of phase pre-
cession of62.5 ms for 8 Hz theta. This temporal range is inde-
pendent of the method used for phase estimation.
The phase range of phase precession has implications for
functional interpretations. From a sequence-learning perspective
(Skaggs et al., 1996; Melamed et al., 2004), the sequential activity
of place cells in the hippocampus can imprint asymmetric
changes in the synaptic matrix through spike-timing-dependent
plasticity (Markram et al., 1997). Synapses from neurons acti-
vated earlier in the sequence to neurons activated later in the
sequence are strengthened, whereas synapses in the other direc-
tion are weakened. A phase range of 360° can lead to strengthen-
ing of synapses in the “other” direction because a cell fires spikes
at the entry of its place field only a few milliseconds before the
spikes of another cell at the end of its place fields. The resulting
problem of a distorted sequence representation can be avoided
with only 180° of phase precession, as observed in single trials.
Concluding remarks
The brain computes information online and typically does not
have the opportunity to pool over trials. Compared with pooled
data, our account of the ongoing neural activity in single trials
provides a richer perspective of the spiking behavior in CA1. In
the case of phase precession, pooling over trials blurs properties
of single trials and suggests more variability than is actually ob-
served in the data. In particular, the precise coding of time in
single trials further supports a functional role of phase precession
in sequence learning and episodic memory.
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