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ABSTRACT 
Fox, Elizabeth Lynn. Ph.D., Department of Psychology, Human Factors and Industrial-
Organizational Psychology Program, Wright State University, 2019. Neurobehavioral Effects of 
Multi-tasking. 
 
The progression of technology and adaptive automation has shown tremendous promise 
in reducing both physical and mental task demands, while allowing the maintenance or 
improvement of overall performance. Consequently, a user is able to maintain task performance 
with relatively more ease and reallocate spare time and energy to additional tasks. Quantifying 
the resources that one has left is an ongoing, relatively open, research objective for human 
factors psychologists. Here, we created a standardized, individual-level metric to serve as an 
estimate of multi-tasking efficiency.  We go beyond just rank-order, or categorical labels of 
suffering from, benefiting from, or adequately maintaining performance in multiple tasks. We 
quantify the extent that participants could sufficiently take on additional tasks by comparing their 
observed performance to what their performance would be assuming they were an efficient 
multi-tasker.  
A multi-task context necessarily has more task demands and assuming that each single-
task is relatively challenging in isolation, is predicted to cause performance decrements. The 
degree that performance decrements occur may vary depending on the characteristics of the 
single-tasks. Specifically, multiple resource theory (MRT; Wickens, 1984) provides a theoretical 
modeling framework to make predictions about what tasks will produce more (or less) 
performance decrements when paired together. In Chapter 2 we used a computational 
characterization of MRT to compute multi-task conflict in a three dual-task subsets of a larger 
relatively complex multi-tasking environment. We used the MRT measure of conflict to make 
rank-order hypotheses about which specific dual-task pairs should cause more (or less) 
performance decrements relative to the others.  
 
 iv 
In Chapter 3 we develop a measure of multi-tasking throughput (MT) and test MRT 
hypotheses by computing and comparing participant’s MT coefficients across several multi-
tasking combinations. In Chapter 4 we argue that increasing the temporal precision of MT will 
extent it’s usefulness beyond offline analyses and into real-time estimation of multi-tasking 
performance, at the individual-level. To capture the fluctuations in MT over time we developed a 
Bayesian model of MT to estimate performance efficiency for smaller segments of time. We 
found participants’ performance statistically significantly varied across time, and the pattern of 
change was unique across individuals and for particular multi-task conditions.  
In Chapter 5 we used a machine-learning approach, specifically support vector machines, 
to predict the class of neural activation in two demand manipulations. We tested the accuracy of 
each within-subjects model to predict particular task demands, given one’s neural activity, in the 
same-day and in a different day. We compared the accuracy of several subsets of different 
electrodes and bandwidths pairs, to a set that contained all pairs. We found across individuals, 
task demand manipulations, and days that the model provided the full set of electrode and 
bandwidth pairs outperformed all subsets.     
In Chapter 6 we wanted to further investigate whether there was a pattern by which the 
machine classification model was making mistakes, i.e., when it misclassified a particular neural 
data point. Specifically, we were interested in whether the pattern of misclassification was 
correlated with the pattern of structural resource competition (MRT) we quantified in Chapter 2, 
and/or performance conflict (MT) that we quantified in Chapter 3. Our data did not support our 
hypotheses that the degree of separation between each single task condition in a neural MDS 
representation would correlate with resource competition (MRT predictions) and dual-task MT.  
 
 v 
Further, we did not find that those who exhibited more performance deficits, also exhibited more 
neural similarity in those conditions relative to others.  
In multiple Chapters we tailored a discussion that situated our findings relative to the 
field and provided a plethora of fruitful routes to take in future research endeavors. 
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1. INTRODUCTION 
Multi-tasking, that is, attempting two or more functionally independent tasks, is 
beneficial for people to maintain adequate levels of arousal and to simultaneously complete more 
achievements (Atchley & Chan, 2011; Watson & Strayer, 2010; Young & Stanton, 2002). 
However, it objectively increases cognitive demands and may produce mental strain, reduce 
efficiency, and increase errors (Norman & Bobrow, 1975). Although multi-tasking is frequently 
studied, better performance metrics are needed to assess multi-tasking efficiency (Borghini, 
Astolfi, Vecchiato, Mattia, & Babiloni, 2014; Phillips, Repperger, Kinsler, Bharwani, & Kender, 
2007).  
One goal of our current work was to establish multi-tasking throughput (MT): a theory-
driven quantitative and individual-level estimate of the degree to which cognitive processes 
slow-down, speed-up, or stay the same while attempting to multi-task. The MT coefficient is 
useful for system designers because it quantifies the amount and extent that multi-tasking 
influences an individual’s performance relative to completing each task in an isolated and 
independent fashion. MT is standardized such that multi-tasking efficiency is comparable across 
multi-task environments (i.e., different numbers and types of tasks), performance metrics (e.g., 
RT, RMSE), and individual abilities. We complemented our behavioral analysis with an in-depth 
exploration of passive neural measures. 
 
The Need for Measurement: Humans as the Task Manager 
Humans can attempt to self-regulate and maintain maximal productivity without 
sacrificing their performance, i.e., multi-tasking homeostasis. Theoretically, one can achieve 
multi-tasking homeostasis by continuously monitoring their own cognitive state and performance, 
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making continuous external (i.e., environment) and/or internal (i.e., self) adjustments as 
necessary (Nijboer, Taatgen, Brands, Borst, & van Rijn, 2013). However, this responsibility 
requires much more than an accurate self-perception of multi-tasking ability; it also requires 
several laborious decisions and actions. For example, one must successfully identify the type and 
amount of necessary changes needed to reach homeostasis and then have the necessary means 
and ability to implement the desired modification (Hart & Wickens, 1990). To achieve multi-
tasking homeostasis one must maximize the external demands that they attempt to accommodate 
at once while not exceeding their internal abilities.  
Self-assessed judgments alone cannot allow humans to act as a proficient “task manager” 
(Kaber & Riley, 1999). Humans are limited in their ability to anticipate when and how 
augmentation (e.g., reduce number of tasks) or automation (e.g., implementation of a computer 
aid) is useful. Self-monitoring performance and making decisions for augmentation have 
cognitive costs. For instance, participants less accurately provided self-assessments of their 
driving safety (perceived multi-tasking ability) when they were simultaneously talking on a cell-
phone; the use of a cell-phone while driving impairs participants’ awareness of the actual 
safeness of their driving behavior (Sanbonmatsu, Strayer, Biondi, Behrends, Moore, 2016).  
There is a lack of agreement in peoples’ actual ability to multi-task, perceived ability to 
multi-task (Finley, Benjamin, & McCarley, 2014), and frequency of engaging in multiple tasks at 
once (Gorman, & Green, 2016; Ophir, Nass, & Wagner, 2009). People inflate their judgments of 
perceived multi-tasking ability, with more perception inflation in those who frequently multi-task 
and use a cell phone while driving (Sanbonmatsu, Strayer, Medeiros-Ward, & Watson, 2013). 
There is value to understand how the overall well-being, personality, and self-reflective 
experience of a person while multi-tasking influences whether they choose to frequently engage 
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in multi-tasking activities (Ralph, Thomson, Cheyne, Smilek, 2014). But self-report perceived 
abilities and the frequency to which people engage in multiple tasks rarely correspond to any 
actual ability. 
 
Estimation of Multi-Tasking Ability 
Accurately measuring multi-tasking ability is necessary to reliably assess individual 
differences and capture the effectiveness of an intervention, such as human-machine teaming, 
that targets multi-tasking enhancement. But, the definition and measurement of multi-tasking 
ability varies across research. For instance, perceived multi-tasking ability fails to align with 
observed multi-tasking ability, as measured by the OPSAN task (Sanbonmatsu et. al, 2013). The 
OPSAN task is traditionally used as a measure of working memory capacity. However, it does 
meet the criteria of a multi-tasking task: multiple tasks, distinct goals and stimuli, separate 
processes, and independent responses. Nonetheless, the OPSAN task is not a standard 
experimental paradigm used in multi-tasking literature. A more typical, complex multi-task 
environment may activate unique processes and ability, not represented within a simplistic 
laboratory task structure (Donohue et al., 2012; Chiappe, Conger, Liao, Caldwell, & Vu, 2013).  
 
Multiple Attribute Task Battery. The Multiple Attribute Task Battery (MAT-B; 
Comstock & Arnegard, 1992) captures the nature of a realistic, multi-tasking scenario and allows 
for a high degree of experimental rigor and laboratory control. Various research studies have 
employed the original design of MAT-B, or slightly revised versions, for over 25 years. MAT-B 
includes four tasks. We provide an example of the Air Force developed version of MAT-B 
(Miller, Schmidt, Estepp, Bowers, & Davis, 2014) in Figure 1-1. The upper right quadrant is the 
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tracking task (T), where the participant uses a joystick to control a green, circular reticle (can be 
thought of as a computer mouse cursor) and follows the center yellow crosshair (a moving 
target) as closely as possible. The upper left quadrant in Figure 1-1 illustrates the monitoring task 
(M) where the participant identifies malfunctions that occur in gauges and lights. The lower left 
quadrant illustrates the communications task (C) where the participant waits for a designated 
auditory ‘callsign’ and changes the specified channel to the correct frequency. The lower right 
quadrant of Figure 1-1 illustrates the resource management task (RM) where the participant uses 
eight pumps and four supply tanks to ensure the fill of two consumption tanks remain within a 
specified range. 
 
Figure 1-1. A static depiction of the AF-MATB experiment (developed by Miller, Schmidt, 
Estepp, Bowers, & Davis, 2014). 
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Single-Task Performance versus Multi-tasking Integration 
Training in a multi-tasking environment could transfer to others contexts and facilitate 
better performance in more applied scenarios. These improves in performance could result from 
performance enhancement in subtasks that possess characteristics that are analogous to those in 
the training task or from more efficient integration of multiple tasks. Careful experimental 
control is required to distinguish between subtask enhancement and increases in multi-task 
integration. Hence, observed performance improvements in a subtask(s) component does not 
imply simultaneous improvements to multi-task integration (Salas, Tatlidil, & Gobet, 2018).   
For example, Chiappe et al. (2013) investigated the effects that action videogame play 
have on improving multi-tasking ability, and whether acquired skills of video game transfer to a 
realistic task environment, i.e., MAT-B. Indeed, those who played action video games had 
performance improvements in secondary tasks (communications and monitoring tasks) while 
maintaining primary task performance (resource management and tracking tasks); those who 
forwent action video games did not demonstrate performance enhancements. Chiappe et al. 
(2013) conclude that videogame play increases attentional resources, extends the attentional 
visual field, and improves one’s multi-tasking ability in real-world scenarios. However, they do 
not account for the possible enhancements that may have occurred for each single-task, 
independently; hence, the resources demanded in each single-task may decrease after training 
and account for the performance boosts.  
The effect of video game play has illustrated mixed results depending on the environment 
used to test multi-tasking ability (Shipstead, Redick, & Engle, 2012).  Moreover, we provide an 
alternative, plausible explanation to Chiappe et al.’s (2013) data that may deter one from 
concluding that video games improve one’s multi-tasking efficiency; rather, video games may 
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improve one’s performance in each subtask component, independently. Action video games may 
offer the fidelity to provide a high degree of transfer of learning to completing particular subtask 
components of the MAT-B environment.  
Indeed research supports our alternative interpretation of Chiappe et al.’s data. Action 
videogame play increases single-task performance; videogame play decreases the amount of 
resources dedicated to primary task performance (Maclin, Mathewson, Low, Boot, Kramer, 
Fabiani, & Gratton, 2011). Therefore, one may dedicate more resources toward the secondary 
task. An accurate estimate of multi-task efficiency requires a measure that controls for how well 
one can complete each task in isolation.   
Chiappe et al.’s (2013) research is just one example of how conventional evaluations 
convolve subjective bias and lack the standardization that is necessary to rule out extraneous 
phenomena with multi-tasking efficiency. Assessment of one’s performance in a multifaceted, 
multi-tasking environment is critical for personnel selection, intervention and training 
assessments, and adaptive automation. The measure we develop in this research is a 
generalizable performance estimate that may serve as one way to characterize one’s multi-
tasking efficiency, or multi-task integration, and may provide the means to compare various 
situations and individuals.  
 
2. Resource Theory 
 
To make assumptions about how and why multi-tasking performance may change we 
must understand the mechanisms that drive one’s ability to accommodate to several, potentially 
competing, tasks. For instance, as the external task demands increase  (e.g., number of tasks), 
higher demands are placed on the cognitive system and performance in each task may decrease 
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(Kahneman, 1973; Sarno & Wickens, 1995). “Mental workload” reflects the task demands 
imposed on a human’s limited information processing mechanisms in the same way “physical 
workload” describes energy demands on the body.  
To complete mental work the human cognitive system supplies resources (energy) that 
fuel information processing mechanisms. Further, we can estimate the amount of total resources 
the cognitive system has relative to the amount of resources demanded from a task environment 
to predict performance. One view, resource theory (Kahneman, 1973; Norman & Bobrow, 1975), 
posits two regions of workload: A “reserve capacity” region and an “overload” region. The 
reserve capacity region is the supply of available resources exceeds the amount of resources 
demanded from the task environment. Therefore, performance remains constant, and is 
unchanged by the differences in the demands (Figure 1-2); i.e., the system has the energy to 
carry out what is needed to complete the task(s). However, as external task demands increase the 
total reserve supply decreases. Once the demands exceed the supply, performance decrements 
will occur, i.e., too much energy is required to adequately complete the task(s). The critical range, 
or “red zone”, is the point at which mental workload crosses from the reserve capacity to the 
overload capacity region (Wickens, Hollands, Banbury, & Parasuraman, 2015).  
Strategy will influence spare resources and alter the critical range of task demands (x-axis 
of Figure 1-2) where a system will have depleted all spare resources (y-axis of Figure 1-2) and 
cross over to the overload capacity region. Systems may have different strategies to process task 
demands, such as prioritization of subtask goals, and strategies may vary within a system over 
time. An efficient processing strategy may require less from the resource supply and reduce 
performance decrements, or perhaps, liberate decrements entirely enabling the system to take on 
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additional task demands. Alternatively, an inefficient strategy will require more system resources 
and introduce performance decrements or elevate those that already exist.   
 
Figure 1-2. A resource investment model. The relative increase in resources expended is relative 
to the total amount of resources available as the task demands (i.e., resources demanded) 
increase. In a “reserve capacity region” of mental workload performance improves as task 
demands increase. In an “overload region” of mental workload performance decrements occur.  
Figure recreated based on Wickens et al. (2015).  
 
Structural Similarity 
Multiple resource theory (MRT; Wickens, 1984) is a framework that predicts that as the 
cognitive properties of each independent task become more similar, multi-tasking performance 
declines in a systematic, predictable fashion. MRT posits that tasks may vary in their degree of 
overlap and amount of competition across four independent dimensions (Figure 1-3). Each pool 
of resources along a dimension has a finite, limited amount of resources available to allocate 
toward task demands. Here, “multiple” implies parallel, relatively independent processing of 
particular types of cognitive resources that are available. Interference between tasks, and the 
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subsequent performance decrements, depends on the degree to which the tasks demand resources 
from similar dimensions of the model. 
 
Figure 1-3. The separable dimensions of the multiple resource theory model (Wickens, 1984). 
 
MRT defines distinct resources for processing stages: perceptual-central (recognition and 
interpretation of stimuli, decision-making), and response (selecting and planning a response).  
Processing codes divide into two resource categories: spatial (e.g., navigation) and verbal (e.g., 
language interpretation). The model includes a separate resource pool for visual, auditory, and 
tactile input (van Engelen, 2011).  Visual input information is further divided into two 
independent pools of resources including focal (e.g., fine detail and color) and ambient vision. 
Output modalities describe how the operator responds in the environment, with separate resource 
pools to allocate toward making both manual and speech responses (Wickens, 2002). 
Theory strongly suggests a limited capacity system with a limited amount of available 
resources (Kahneman, 1973; Wickens, 1984). Competition for common processing resources 
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leads to interference and ultimately performance decrements. Hence, as the demands of the tasks 
separate among the dimensions of MRT the likelihood of obtaining efficient time-sharing 
increases and performance decrements decrease (Wickens, et al., 2015). MRT makes valuable 
performance predictions across high workload, multi-tasking environments, where performance 
decrements are predicted and observed. Further, MRT predicts multi-tasking efficiency, 
quantified by our performance metric, MT, to decrease relative to the degree that the tasks 
compete for common resources.   
More competition for cognitive resources may result from an increase in the number of 
tasks, overall task demands (i.e., task difficulty), or the degree of structural similarity amongst 
the tasks. Resource theory strongly posits a limited capacity system with a limited amount of 
available resources. Therefore resource theory predicts the limited supply of resources may be 
allocated to multiple tasks performed simultaneously – where each demonstrates variable 
performance (i.e., resource limited tasks; for further explanation of data versus resource limited 
tasks see Norman & Bobrow, 1975). Multi-tasking results in performance decrements that 
coincide with how resources are strategically allocated, in a degraded fashion (Kahneman, 1973; 
Wickens, 1984).  
However, cognitive demands may increase without subsequent performance decrements 
due to efficiency strategies such as time-sharing or facilitatory cognitive phenomena (Young & 
Stanton, 2002).  In addition, the task demands of a second task may bolster one’s processing 
efficiency in an environment that may typically induces low degrees of cognitive arousal and 
alertness, such as tasks with low target prevalence (Atchley & Chan, 2011). In this research, we 
seek to carefully assess the underlying processing efficiency across individuals and task 
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combinations while also allowing the quantitative assessment of various, plausible performance 
outcomes.  
 
Quantitative MRT Predictions 
The qualitative use of MRT allows designers to make better decisions that are grounded 
in cognitive theory for best practice in how to facilitate efficient communication between a 
system and an operator. For instance, determining when voice controls are better than manual 
controls or when spatial information is better represented as a graphical display rather than text. 
Given resource-limited tasks, MRT predicts each combination of two subtasks within the MAT-
B task (described previously) will compete for common resources, task demands will exceed 
resource supply, and performance decrements will occur. In Table 1-1 we characterize the task 
demands of each MAT-B subtask within the 4-D MRT model. In Table 1-2 each column 
represents a dual-task pair and a checkmark indicates the MRT dimensions where subtask 
demands will compete for common resources. Finally, we use a computational model of MRT 
(cMRT; Horrey & Wickens, 2003) to make rank-order predictions of multiple dual-task pairs 
such that as total conflict increases, performance decreases.  
To assign dependence values the developers of cMRT encouraged us to use our expertise 
of the task environment to perform a cognitive task analysis. The authors suggest characterizing 
the demands of each subtask independently using a scale of 0-3: 0 = “no dependence”, 1 = “some 
dependence”, 2 = “significant dependence” and 3 = “extreme dependence” across each of the 11 
dimensions in the MR model (Table 1-1). We use cMRT to make predictions by ranking the task 
pairs relative to their total degree of conflict: a weighted sum of overlapping resource demands 
(Table 1-4, 1-5 and 1-6). In the cMRT framework a task pair with a high degree of competition 
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for common resources corresponds to a lower rank than a task pair with fewer competing task 
demands. Hence, cMRT predicts at the group-level participants completing a task pair that 
received a low cMRT rank will exhibit more performance decrements than when completing a 
task pair with a high rank.  
cMRT requires the experimenter to construct a conflict matrix for each task pair of 
interest. The conflict matrix determines the extent to which tasks compete for common resources. 
We choose to adopt the cMRT framework, to make quantitative MRT predictions in each of the 
dual-task combinations of MAT-B. In Chapter 3 we test the correlation between the extent to 
which tasks compete for common resources and the extent to which one exhibits multi-tasking 
(in)efficiency.  
 
Methods 
In this research, we focused on high workload environments, where MRT makes 
meaningful predictions in the degree to which alternative environments compete for more 
common resources and result in more performance deficits.  We compare predictions of MRT to 
results of the performance measure we developed, multi-tasking throughput, as we manipulate 
the structural similarity (i.e., types of tasks) and amount (i.e., increasing the number of tasks) of 
resource demands. 
Assuming various degrees of high workload, MRT predicts performance patterns to 
follow such that more competition for common resources leads to more performance decrements. 
Further, MRT predicts the degree of limited capacity MT to increase (i.e., more limited) as the 
amount of structural similarity increases across the task components.  
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For these reasons we wanted to ensure the baseline subtask difficulty was roughly equal 
across tasks, and each was difficult enough to result in dual-task decrements when paired 
together.  Further, we conducted pilot testing across five parameter manipulations of each 
subtask that ranged from easy (1) to hard (5). We assessed subjective feedback, subjective 
workload assessment, and measured performance. We used this data, along with our expertise 
with the task environment to choose parameter values that are challenging enough to induce 
dual-task performance decrements. The General Methods section at the end of this document 
provides an in-depth description of all tasks, procedures, and manipulations. 
Next, we compute cMRT using current, detailed guidelines (e.g., van Engelen, 2011; 
Wickens, 2008).  First, we developed an adequate degree of confidence in our understanding of 
each MRT dimension and the inherent demands of each MAT-B subtask. Then, we conducted a 
cognitive task analysis.   
 
Task demands 
We created a Demand Vector for each subtask. We filled the vector with values to reflect 
how much the subtask required each resource type; each cell corresponded to a type of resource - 
there were eleven unique resource types in the 4-D MRT.  
Demand values could range from 3 to 0. Horrey & Wickens (2003) suggested the value 
of 3 for only special, extreme circumstances and Wickens (2008) discarded the use of 3 
altogether by utilizing a scale only ranging from 0 (automated) – 2 (difficult). We chose to 
integrate two scales that conceptually converged on a similar characterization of task demands. 
Horrey and Wickens (2003) characterized the amount of dependence one had on each resource 
type to adequately perform the task: “none” (0), “some" (1), “significant” (2), or “extreme” (3).  
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Similarly, van Engelen (2011) characterized the degree that each resource type contributed to the 
overall task difficulty, independent of performance: “insignificant" (0), “easy" (1), “moderate" 
(2),”difficult (3)”. Task difficulty was the nominal sum of the demand vector. We characterized 
the demand vector for each task of MAT-B in Table 1-1 and provide a description of the 
resource demands for each below.  
Tracking task demands. Tracking requires participants to continuously allocate some 
resources: they had to maintain awareness of where the target was positioned in space (i.e., the 
gauges in the monitoring task and the reticle in the tracking task); this required visual-spatial-
focal resources. Additionally, participants could attempt to retain the position of the reticle at the 
crosshair using visual-spatial-ambient resources while fixating their eyes in a different quadrant 
on the screen.  The wind-like perturbations of the reticle required the participant to repeatedly 
assess the location of the reticle relative to the crosshair and make many dynamics changes in 
their direction and degree of reticle movement using the joystick. This leads to continuous 
monitoring and systematic adjustments to the current tracking situation and requires tactile-
spatial and response-spatial resources.  
Monitoring task demands. Monitoring the state of four gauges requires participants to 
estimate the location of the arrows relative to the center of the appropriate gauge (visual-spatial-
focal, visual-spatial-ambient) and take notice when it falls outside of a specified bound from 
center (cognitive-spatial resources). When the arrow fluctuates to any point outside of the bounds, 
i.e., one notch above/below center, the participant uses their left-hand fingers to locate the 
correct keyboard button (tactile-spatial resources). Once verified they have found the correct 
button (visual-spatial-focal resources), they press corresponding keyboard button (response-
spatial resources).   Additional visual-spatial-ambient resources are used to recognize when one 
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of the two lights changes to their respective “alert” color (i.e., red-to-black, green-to-red) and 
tactile-spatial and response-spatial resources are required to correctly locate and press the 
corresponding keyboard buttons to reset the lights to their appropriate state. 
 
Communication task demands. Communications involved an auditory interruption that 
required one to listen, retain, and follow a series of instructions. The primary resource demands 
of this task were auditory-verbal (listen for the information), cognitive-verbal (interpret and 
rehearse instructions), and response-spatial (submit a response) resources. Visual-spatial-focal 
and visual-verbal resources were required for the participants to change and correctly assess the 
channel and frequency dials matched those conveyed in the instruction. Cognitive-spatial 
resources were required for participants to determine how many spaces away the correct channel 
was located relative to the current location and response-spatial resources were required for the 
participant to use the keyboard arrow keys and enter key to manually make adjustments and 
finalize a response to end each trial.  
 
Task similarity 
The degree of structural similarity of two tasks quantified dual-task conflict; we 
identified the dimensions of overlapping demands for each task pair, respectively (Table 1-2).  
For instance, both the communications and tracking tasks required visual-spatial-focal (Vsf) 
resources; however, the communications task did not require visual-spatial-ambient (Vsa) 
resources, while the Tracking does required Vsa resources. Furthermore, the Tracking and 
Communications task competed for Vsf resources, but not for Vsa resources. In sum, Tracking 
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and Monitoring task demands overlapped more than the Communications and Monitoring pair or 
the Tracking and Communications pair.  
 
Table 1-1. A characterization of the demand vector for each subtask of the AF-MATB: Tracking 
(T), Monitoring (M), and Communications (C). 
   
Resource T M C 
Visual-Spatial-Focal 1 1 1 
Visual-Spatial-Ambient 1 3 0 
Visual-Verbal 0 0 1 
Auditive-Spatial 0 0 0 
Auditive-Verbal 0 0 2 
Tactile-Spatial 3 1 0 
Tactile-Verbal 0 0 0 
Cognitive-Spatial 0 1 1 
Cognitive-Verbal 0 0 1 
Response-Spatial 2 1 1 
Response-Verbal 0 0 0 
Total Demand 7 7 7 
Demand Scalar 0.64 0.64 0.64 
 
Note: Ratings vary from 0 to 3. The  “Demand Scalar” (DS) is ratio of the total resource 
demands for a given subtask (TD) by the number of resource types represented in the MR model 
(i.e., 11) such that DS = TD/N where N = the total number of resources dimensions where 
conflict may occur in a dual-task environment.  
 
Dual-task conflict 
We combined the amount of resource demands (Table 1-1) and degree of resource 
competition (Table 1-2) to estimate dual-task conflict.  
There were eleven resource types in the 4-D MRT model; we constructed an 11 x 11 conflict 
matrix where the x- and y-axis corresponded to the demand vectors of Task 1 and Task 2, 
 
17 
respectively. MRT made dual-task conflict predictions that could range from 0.0 (perfect 
resource sharing) to 1.0 (the tasks cannot share resources at all). We used the total conflict value 
to form our hypotheses about the degree of observed dual-task performance deficits across 
different task pairs.  
 
 
Table 1-2. Structural similarity of MAT-B dual-task combinations. 
 
Resource T + M T + C C + M 
Visual-Spatial-Focal ✔ ✔ ✔ 
Visual-Spatial-Ambient ✔   
Visual-Verbal    
Auditive-Spatial    
Auditive-Verbal ✔   
Tactile-Spatial    
Tactile-Verbal   ✔ 
Cognitive-Spatial    
Cognitive-Verbal ✔ ✔ ✔ 
Response-Spatial    
Response-Verbal ✔ ✔ ✔ 
Number of Similar 
Dimensions 5 3 4 
Abbreviations: Tracking (T), Monitoring (M), and Communications (C) 
Note: Structural similarity between two tasks may have equaled 0 “no similarity”, indicated by a 
blank cell, or 1 “similarity”, indicated by a checkmark, ✔. We tallied the total number of 
overlapping resource dimensions for each dual-task combinations.  
 
A baseline “cost of concurrence” was added to every cell in the matrix such that some 
resources of each type were utilized to manage dual-tasks (Horrey & Wickens, 2003).  The 
baseline matrix is initially computed irrespective of the specific subtask components. The 
number of dimensions in the MRT model that were shared by the two intersecting resource types 
determined the amount of additional interference in a cell: each shared MRT dimension required 
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0.2 additional costs at baseline. Therefore, a cell may represent the intersection of two resource 
types 
We tweak the baseline as suggested in previous research: increased two speech responses 
to 1.0; as this was not physically possible (i.e., speaking), and cognitive and response values 
(Wickens, 2002; van Engelen, 2011). In some research, the modeler will use their expertise to 
make even more “tweaks” to the standard conflict matrix that better capture the unique 
constraints of the task framework. However, we did not make additional adjustments to the 
conflict matrix provided the simplicity and straightforward nature of each subtask in the AF-
MATB environment. Therefore, we had a single conflict matrix that we used as the baseline for 
all dual-task combinations (Table 1-3). 
 
Table 1-3. A characterization of the conflict matrix for the 4-D MRT model with standard 
adjustments.  
 Vsf Vsa Vv As Av Ts Tv Cs Cv Rs Rv 
Vsf 1 0.8 0.6 0.6 0.4 0.6 0.4 0.75 0.47 0.4 0.2 
Vsa 
 
1 0.6 0.6 0.4 0.6 0.4 0.75 0.47 0.4 0.2 
Vv 
  
0.8 0.4 0.6 0.4 0.6 0.50 0.67 0.2 0.4 
As 
   
0.8 0.6 0.6 0.4 0.65 0.47 0.4 0.2 
Av 
    
0.8 0.4 0.6 0.45 0.67 0.2 0.4 
Ts 
     
0.8 0.6 0.65 0.47 0.4 0.2 
Tv 
      
0.8 0.45 0.67 0.2 0.4 
Cs 
       
0.8 0.6 0.6 0.4 
Cv 
        
0.8 0.4 0.6 
Rs 
         
0.8 0.6 
Rv 
          
1.0 
 
Note: Vsf = Visual-Spatial-Focal, Vsa = Visual-Spatial-Ambient, Vv = Visual-Verbal, As = 
Auditive-Spatial, Av = Auditive-Verbal, Ts = Tactile-Spatial, Tv = Tactile-Verbal, Cs = 
Cognitive-Spatial, Cv = Cognitive-Verbal, Rs = Response-Spatial, Rv = Response-Verbal. 
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Results 
Below we provided each conflict matrix. Despite forgoing additional “tweaks” to the 
conflict matrix, the degree of resource conflict varied for each dual-task pair of the three AF-
MATB subtasks: Tracking and Monitoring = 11.15 (Table 1-4), Tracking and Communications = 
11.36 (Table 1-5), and Monitoring and Communications = 13.96 (Table 1-6). 
 
Table 1-4. The conflict matrix for the Tracking (y-axis) and Monitoring (x-axis) task of AF-
MATB. 
 
 Vsf Vsa Vv As Av Ts Tv Cs Cv Rs Rv 
 Demands 1 3 0 0 0 1 0 1 0 1 0 
Vsf 1 1.0 1.0 0.6 0.6 0.4 0.8 0.4 0.95 0.47 0.6 0.2 
Vsa 1 
 
1.0 0.6 0.6 0.4 0.8 0.4 0.95 0.47 0.6 0.2 
Vv 0 
  
0.8 0.4 0.6 0.4 0.6 0.50 0.67 0.2 0.4 
As 0 
   
0.8 0.6 0.6 0.4 0.65 0.47 0.4 0.2 
Av 0 
    
0.8 0.4 0.6 0.45 0.67 0.2 0.4 
Ts 3 
     
1.0 0.6 0.85 0.47 0.6 0.2 
Tv 0 
      
0.8 0.45 0.67 0.2 0.4 
Cs 0 
       
0.8 0.6 0.6 0.4 
Cv 0 
        
0.8 0.4 0.6 
Rs 2 
         
1.0 0.6 
Rv 0 
          
1.0 
Note: Highlighted cells (gray) represent the conflict matrix components that were demanded by 
both tasks and incorporated into the total resource conflict of 11.15. Vsf = Visual-Spatial-Focal, 
Vsa = Visual-Spatial-Ambient, Vv = Visual-Verbal, As = Auditive-Spatial, Av = Auditive-
Verbal, Ts = Tactile-Spatial, Tv = Tactile-Verbal, Cs = Cognitive-Spatial, Cv = Cognitive-
Verbal, Rs = Response-Spatial, Rv = Response-Verbal. 
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Table 1-5. The conflict matrix for the Tracking (y-axis) and Communications (x-axis) task of 
AF-MATB. 
 
 
 Vsf Vsa Vv As Av Ts Tv Cs Cv Rs Rv 
 Demands 1 0 1 0 2 0 0 1 1 1 0 
Vsf 1 1 0.8 0.8 0.6 0.6 0.6 0.4 0.95 0.67 0.6 0.2 
Vsa 1  1 0.8 0.6 0.6 0.6 0.4 0.95 0.67 0.6 0.2 
Vv 0   0.8 0.4 0.6 0.4 0.6 0.5 0.67 0.2 0.4 
As 0    0.8 0.6 0.6 0.4 0.65 0.47 0.4 0.2 
Av 0     0.8 0.4 0.6 0.45 0.67 0.2 0.4 
Ts 3      0.8 0.6 0.85 0.67 0.6 0.2 
Tv 0       0.8 0.45 0.67 0.2 0.4 
Cs 0        0.8 0.6 0.6 0.4 
Cv 0         0.8 0.4 0.6 
Rs 2          1 0.6 
Rv 0           1 
 
Note: Highlighted cells (gray) represent the conflict matrix components that were demanded by 
both tasks and incorporated into the total resource conflict of 11.36. Vsf = Visual-Spatial-Focal, 
Vsa = Visual-Spatial-Ambient, Vv = Visual-Verbal, As = Auditive-Spatial, Av = Auditive-
Verbal, Ts = Tactile-Spatial, Tv = Tactile-Verbal, Cs = Cognitive-Spatial, Cv = Cognitive-
Verbal, Rs = Response-Spatial, Rv = Response-Verbal. 
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Table 1-6. The conflict matrix for the Monitoring (y-axis) and Communications (x-axis) task of 
AF-MATB. 
 
 
 Vsf Vsa Vv As Av Ts Tv Cs Cv Rs Rv 
 Demands 1 0 1 0 2 0 0 1 1 1 0 
Vsf 1 1 0.8 0.8 0.6 0.6 0.6 0.4 0.95 0.67 0.6 0.2 
Vsa 3 
 
1 0.8 0.6 0.6 0.6 0.4 0.95 0.67 0.6 0.2 
Vv 0 
  
0.8 0.4 0.6 0.4 0.6 0.50 0.67 0.2 0.4 
As 0 
   
0.8 0.6 0.6 0.4 0.65 0.47 0.4 0.2 
Av 0 
    
0.8 0.4 0.6 0.45 0.67 0.2 0.4 
Ts 1 
     
0.8 0.6 0.85 0.67 0.6 0.2 
Tv 0 
      
0.8 0.45 0.67 0.2 0.4 
Cs 1 
       
1 0.6 0.8 0.4 
Cv 0 
        
0.8 0.4 0.6 
Rs 1 
         
1 0.6 
Rv 0 
          
1.0 
 
Note: Highlighted cells (gray) represent the conflict matrix components that were demanded by 
both tasks and incorporated into the total resource conflict of 13.96.  Vsf = Visual-Spatial-Focal, 
Vsa = Visual-Spatial-Ambient, Vv = Visual-Verbal, As = Auditive-Spatial, Av = Auditive-
Verbal, Ts = Tactile-Spatial, Tv = Tactile-Verbal, Cs = Cognitive-Spatial, Cv = Cognitive-
Verbal, Rs = Response-Spatial, Rv = Response-Verbal. 
 
Summary 
 
We found the amount of resource conflict varied for each dual-task pair of the three AF-
MATB subtasks. The tracking and communications tasks competed for less common resources 
than both the tracking and monitoring tasks and the communications and monitoring tasks. 
Additionally, the tracking and monitoring tasks competed for less common resources than the 
communications and monitoring tasks. For the case of triple-task combinations, MRT suggests 
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greater competition as additional demands are added. Therefore, we hypothesize that there are 
more triple-task decrements, than any dual-task combination.  
In the next Chapter, we introduce our performance measure of multi-tasking throughput 
and test seven hypotheses that reflect the MRT computations reported here across each dual- and 
triple-task combination. Specifically, we hypothesize 1) the competition for common resources 
will lead to performance decrements in all multi-task combinations, 2) the combination of the 
tracking and communications tasks to result in less performance decrements than the tracking 
and monitoring tasks, 3) the combination of the tracking and communications tasks to result in 
less performance decrements than the communications and monitoring tasks, 4) the combination 
of the tracking and monitoring tasks to result in less performance decrements than the 
communications and monitor tasks, and 5-7) the combination of all three tasks together to result 
in more performance decrements than any dual-task combination. 
 
3. Behavioral Estimates of Multi-tasking Efficiency 
There are many reliable and sensitive methods to evaluate performance. Ideally, different 
metrics converge to make more robust conclusions (Wierwille & Eggemeier, 1993). However, to 
compare performance across tasks often requires combining multiple units of measurement; 
metrics may diverge and each may characterizes the data in a unique way. This leads to a 
convoluted and incompetent representation of the data; even more drastically in applied, 
complex environments (Matthews, Reinerman-Jones, Barber, & Abich IV, 2015). Precise 
estimates of multi-tasking performance in various complex environments is one of the pertinent 
research question in our current research; therefore, we develop a metric that is standardized and 
may untangle the often times, divergent conclusions in real-world contexts. 
 
23 
A standardized performance-based metric eradicates the subjectivity in determining how 
to combine multiple measures and provides a common language to compare data sets. We form a 
single coefficient that captures the overall trends in performance with multiple tasks, multi-
tasking throughput (MT). MT is flexible in nature; it can accommodate to multiple types of 
performance metrics, amounts of task demands, priority strategies, and accounts for individual 
differences in the performance of each single-task.  
 
Multi-tasking Throughput 
First, we create a theory-driven model to predict one’s performance assuming they are an 
“efficient multi-tasker” (defined below). We compare one’s observed performance when multi-
tasking to our model prediction. The result of Multi-tasking throughput (MT) is a single 
coefficient that describes the extent that multi-tasking efficiency improves, stays the same, or 
decreases, compared to our individual-level model of how one would perform assuming they are 
an efficient multi-tasker (i.e., performs just as well in multi-task context as single-task context).  
The MT framework is versatile and can estimate multi-tasking efficiency in all types of 
environments, high or low levels of demands, dual-task up to any number of tasks. Existing 
quantitative predictions of resource theory, specifically, cMRT, makes apriori hypotheses about 
the expected degree of conflict in high workload environments, specific to only dual-task 
environments. For each dual-task pair, we computed the cMRT hypotheses in Chapter 2. 
Furthermore, we test cMRT hypotheses using estimates of MT as we manipulate the structural 
similarity (i.e., types of tasks) and amount (i.e., increasing the number of tasks) of resource 
demands. In general, when each subtask is resource limited, as opposed to data limited (Norman 
& Bobrow, 1975), cMRT predicts a limited capacity MT.  Hence, cMRT predicts the degree of 
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limited capacity MT will increase (i.e., more limited) as a function of the degree of resource 
conflict (as calculated by cMRT in Chapter 2).  
 
Workload Capacity 
MT captures the efficiency of multi-task processes by determining the extent to which 
processing of each task changes as more demands are added in a multi-tasking environment.  
Resource theory suggests an efficient multi-tasker can accommodate task demands using an 
amount of resources equivalent to or under the limited supply available as the number of tasks 
increase above one.  
A more specific efficient cognitive system, used in workload capacity analysis 
(Townsend & Nozawa, 1995), assumes unlimited capacity, and independent, parallel processing 
of all tasks (UCIP). The unlimited capacity (UC) assumption implies as the number of tasks 
increase, an equivalent amount of resources are available for use to complete each task as were 
deployed toward each single-task in isolation. Independent processes (I) means for each subtask 
the other(s) influence neither processes, nor performance, of the ongoing scenario. Processing 
multiple tasks in parallel (P) means all tasks are processed simultaneously, as opposed to 
sequentially (serial). We use the UCIP model to form our efficient baseline model. MT 
quantitatively compares UCIP model performance to observed multi-tasking performance. 
The MT coefficient is the degree that one actually completes multi-tasks simultaneously 
to what we modeled their performance would be if they were an “efficient multi-tasker” (i.e., 
UCIP baseline). For ease of discussion and to talk about group-level results, we also categorize 
the MT coefficient in 3 classes: unlimited capacity MT (MT = 1) – The efficient processing of 
the multi-task information; the availability of spare resources thereby not yet reaching or exactly 
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at the limit, limited capacity MT (MT < 1) – The decrement in multi-tasking efficiency, 
compared to UCIP predictions; the extent that the cognitive system has used all of the resources 
available and needs additional supply to accommodate to the multi-task environment or super 
capacity MT (MT > 1) – The extent that the combination of multiple tasks has led to the more 
efficient processing of the multi-task combination than predicted given the observed processing 
efficiency of each task in isolation.  
There is a relationship between resource theory and each MT result. Alternative workload 
environments may foster super or unlimited capacity predictions. Specifically, we are interested 
in comparing MRT predictions of performance decrement and the degree to which we observe 
decrements with MT. We strategically aim to only observe inefficient multi-tasking performance. 
Nonetheless, we may find alternative to limited capacity processes in these data – Below we 
make the theoretical connections between resource theory and MT for each type of potential 
outcome: limited, unlimited, and super capacity.  
 
MT and Resource Theory 
MT indicates where one’s processes lie relative to the reserve and overload regions of 
mental workload.  The type of resources demanded may change depending on various task 
characteristics but the amount of resources available within those pools remains relatively 
constant. Alternatively, one could suggest a variable pool of resources that internal (e.g., fatigue) 
and external (e.g., number of tasks) factors could influence (Atchley & Chan, 2011; Kahneman, 
1973; Young & Stanton, 2002). Although the relative pool of resources may slightly vary due to 
internal, or external factors (e.g., arousal), we make our predictions and conclusions assuming a 
relatively fixed, stable amount of resources.   
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Unlimited capacity. An unlimited capacity system will not exhibit changes in the speed 
of processing each task component as the workload increases. An unlimited capacity system 
either has spare resources available or is exactly at the limit of resources and can dedicate an 
adequate amount towards each task in a multi-task environment as to each task individually. 
Unlimited capacity is illustrated in Figure 2-1. The cognitive system is in the “reserve capacity 
region” of workload estimation when the dual-task demands do not exceed the maximum 
available. 
 
Figure 2-1. An example of an unlimited capacity model. For a given set of individual tasks, 1 
and 2, neither requires more than the maximum available resources independently or in a dual-
task combination. 
 
A system that efficiently processes two tasks with unlimited capacity, independent, and 
parallel mechanisms will result in a multi-tasking throughput coefficient equal to 1. Because the 
addition of task complexity, structural similarity, or number of tasks increases the resources 
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demanded the relative amount of spare resources decreases. This implies a higher level of mental 
workload.  
Mental workload is measured by the amount of resources demanded relative to the total 
supply of remaining resources available to allocate towards more task demands if necessary. 
Unlimited capacity MT implies mental workload may either remain constant with the maximum 
of the two independent tasks, or increase. An unlimited capacity model implies task demands do 
not exceed 100%; where 100% indicates all available resources are used and no spare resources 
remain (Figure 2-2). 
  
Figure 2-2.  The combination of the tasks demanded the same amount of attentional resources as 
a UCIP model would predict, the supply increased relative to the amount demanded, resulting in 
unlimited processing efficiency and observed MT = 1.  
 
MRT can explain evidence for structural interference and performance patterns that 
illustrate unlimited capacity performance (i.e., no decrement). Each task is relatively easy 
thereby not requiring many resources and leaving an adequate amount to account for each task 
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alone. This explanation, even in the most extreme case of complete resource overlap means the 
pool of resources that each task is taking from does not exceed the maximum available in the 
dual-task combination.  
 
Limited capacity. A limited capacity system has less resource supply available than 
demanded in the multi-task environment (Figure 2-3). MRT predicts the observed decrement 
depends on the degree to which the tasks compete for overlapping resources. The more that two 
tasks compete for common resources, the greater the observed performance decrement (Figure 2-
4).   MRT predicts that between two limited capacity multi-task conditions, whichever competes 
more will have more inefficient processes (more limited MT) than the tasks that compete for 
resources, but to a lesser extent.  
 
 
Figure 2-3. A limited capacity system. The combination of the tasks, 1 and 2 demand more than 
the maximum supply leading to an increase in mental workload and a cross into the “overload 
region. 
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Figure 2-4. The supply of available resources to allocate toward each task was less in 
combination than UCIP model predictions given the observed availability of resources in each 
task alone, resulting in limited processing efficiency and observed MT < 1.  
 
Super capacity. A super capacity system processes task component more efficiently than 
the UCIP model predictions. A super capacity system demands less from resource supply to 
complete the dual-task combination, than one or both individual tasks in isolation (Figure 2-5).  
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Figure 2-5. An example of a resource model of super capacity processes, with a fixed maximum 
number of available resources. The dual-task combination demands fewer resources to process 
the combination of the tasks than either one or both individual tasks in isolation.  
  
Many task factors may influence performance. MRT proposes task demands and 
structural similarity have systematic and predictable effects because of resource work. However, 
alternative processing mechanisms that are specific to shared resource theory may result in super 
capacity processes: 1) The combination of the tasks combine to a unified single-task suggesting 
no cost of co-occurrence but rather a speed-up from overlapping task demands, 2) An increase in 
the resource pools available to complete multiple, as opposed to single, tasks simultaneously 
(Figure 2-6). The later suggest the mobilization of additional resources will yield more efficient 
processing of single-task information with an increasing number of tasks. 
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Figure 2-6. A super capacity system with a variable maximum amount of resources available. 
The combination of the tasks demanded fewer resources than UCIP model predictions and MT > 
1. 
 
Understanding why and to what extent performance decrements occur (or do not occur) 
provides additional insight to the underlying cognitive mechanisms involved with multi-tasking. 
In the current work, we expand from a measure of systems factorial technology (SFT; Townsend 
& Nowaza, 1995), the capacity coefficient – an estimate of one’s efficiency to process multiple 
sources of information as the number of sources increases.    
We build a model of performance assuming that one has UCIP processes; achieve equal 
processing efficiency (i.e., use an amount of resources equivalent to or under the limited supply 
available) as the number of tasks increase above one. We assess the first assumptions of the 
UCIP model, unlimited capacity and independence, by manipulating the number of tasks from 
one to three and estimating MT for each dual- and triple-task combination. The latter assumption 
of parallel processing is primarily assessed using an additional measure of SFT, the survivor 
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interaction contrast (SIC), by speeding-up (easier task) and slowing-down (harder task) the 
processing of each task in a factorial design. Each serial and parallel model provides specific 
performance predictions that can be evaluated against observed performance. The SIC analysis is 
not yet developed for multi-task environments and is therefore not included here.  
We used the cumulative reverse hazard function, K(t), to calculate MT. K(t) is analogous 
to the integrated hazard function, H(t), where H(t) = ℎ t  and h(t) = !(!)
!!!(!)
.  Therefore, if we 
assume the reverse hazard function is the density over the distribution function, k(t) = !(!)
!(!)
,  then 
the cumulative reverse hazard, K(t) = 𝑘 t .  When one has an unlimited capacity system to 
processes multiple tasks their reverse cumulative hazard function, K(t), for a single task stays 
consistent regardless of the number of other tasks they must process concurrently (Blaha & 
Houpt, 2015; Houpt & Townsend, 2012; Townsend & Wenger, 2004); i.e., MT = 1. We compute 
one’s UCIP model performance, using a weighted additive combination of their performance of 
each task in isolation. 
Our baseline prediction extends to any subtask and any number of: e.g., !! !
!!(!) !
=
1 and !! !
!!(!) !
= 1.  Formally, for a multi-task environment with three tasks, MT123 is defined as 
the weighted sum of UCIP predictions for each task, respectively: 
 
MT!"# t = w!×
!! !
!! !" !
+ w!×
!! !
!! !" !
+  w!×  
!! !
!! !" !
  (2.1) 
 
The weight vector (w) quantifies the priority allocated to each task; where the sum of the 
weights is equal to 1, w!!!!! = 1. A constant weight value is assumed when tasks are equally 
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emphasized, w = 1/N, where N is the total number of subtasks. When 3 subtasks are of equal 
importance Equation 2.1 reduces to:  
 
MT!"# t =
!
!
!! !
!!(!") !
+ !! !
!!(!") !
 + !! !
!!(!") !
 .    (2.2)  
 
A MT coefficient reflects the degree of violation of our unlimited capacity assumption: 
increases (super capacity, MT(t) > 1), decreases (limited capacity, MT(t) < 1), or no change 
(unlimited capacity, MT(t) = 1) in processing efficiency.  
MT is a measure for overall multi-tasking capacity, not individual task capacity. A 
decrement observed in task 1, may result in MT < 1, even when no decrement is observed in task 
2. Depending on the severity of decrement in Task 1, unlimited or limited multi-tasking 
efficiency occurs.  Examining the components of MT more closely identifies the source driving 
the overall change in efficiency in a multi-tasking context. 
 
Drivers of dual-task performance 
Performance in each subtask does not necessarily correlate across conditions and time. 
For instance, in a dual-task: An individual may maintain efficient processing performance 
(i. e. , !! !
!!(!) !
= 1) in one subtask while performance suffers in a second subtask (i. e. , !! !
!!(!) !
< 1). 
For a dual-task environment, different patterns of subtask performance can lead to the same MT 
coefficient.  
 
Unlimited Capacity (MT = 1). 
1. Both subtasks follow UCIP model predictions. 
 
34 
!! !
!!(!) !
= 1 and !! !
!!(!) !
= 1       (2.3) 
2. Subtask 1 is super capacity to the same extent that subtask 2 is limited capacity.   
!! !
!!(!) !
= 1 > 1 and !! !
!!(!) !
< 1 and !! !
!!(!) !
− 1 =  !! !
!!(!) !
− 1           (2.4) 
 
Limited Capacity (MT < 1). 
1. Both subtasks are limited capacity.  
!! !
!!(!) !
< 1 and !! !
!!(!) !
< 1       (2.5) 
2. Subtask 1 is limited capacity and subtask 2 is unlimited capacity. 
!! !
!!(!) !
< 1 and !! !
!!(!) !
= 1       (2.6) 
3. Subtask 1 is super capacity to a lesser extent that subtask 2 is limited capacity.   
!! !
!!(!) !
> 1 and !! !
!!(!) !
< 1 and !! !
!!(!) !
− 1 <  !! !
!!(!) !
− 1     (2.7) 
 
Super Capacity (MT > 1). 
1. Both subtasks are super capacity. 
!! !
!!(!) !
> 1 and !! !
!!(!) !
> 1       (2.8) 
2. Subtask 1 is super capacity and subtask 2 is unlimited capacity. 
!! !
!!(!) !
> 1 and !! !
!!(!) !
= 1       (2.9) 
3. Subtask 1 is super capacity to a greater extent that subtask 2 is limited capacity.   
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!! !
!!(!) !
> 1 and !! !
!!(!) !
< 1 and !! !
!!(!) !
− 1 >  !! !
!!(!) !
− 1     (2.10) 
 
 Current research. We instructed and assumed participants provided equal priority 
across all tasks. If one chooses an alternative strategy, whether willingly or not, our data has the 
potential to estimate appropriate weight vector that better predicts one’s performance. However, 
this is not the focus of our current research.  
Our theory extends to any multi-tasking environment: in our research we assess one’s 
efficiency in the factorial dual-task combinations of 3 different subtasks of MAT-B; further we 
compare how processing efficiency changes from each dual-task pair to a triple-task 
environment; where the triple-task condition encompasses 3 of the MAT-B subtasks together.  
For MT calculations, we collected performance in all single-task and multi-task 
conditions on each day. We used the single-task performance to calculate the UCIP baseline; we 
calibrated the baseline using individuals’ subtask performance on each day. 
 
Hypotheses 
Specifically, MRT predicts the degree that efficiency change depending on the structural 
similarity of the time-shared tasks and the total task demand. Our estimate of multi-tasking 
efficiency may violate MRT predictions in a few ways. For instance, one may have limited 
capacity processing of a set of dual-tasks; the degree that dual-task processes are limited may not 
change when a third task is added; i.e., MTDual-Task = MTTriple-Task. Unique resources, not utilized 
in processing the dual-task information can allow one to maintain an equal (or lesser; MTTriple-Task 
> MTDual-Task) degree of limited capacity; even with the additional demands of the third task. 
Alternatively, in line with MRT predictions, a third may slow-down processes of the other tasks, 
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i.e., MTTriple-Task < MTDual-Task. Our standardized approach gives us the ability to assess how 
processes may change with different amounts of and types of resource demands. 
 
Dual-tasks 
Outcome 1: Super capacity, MT12 > 1, MT13 > 1, MT23 > 1. 
Outcome 2: Unlimited capacity, MT12 = 1, MT13 = 1, MT23 = 1. 
Outcome 3: Limited capacity, MT12 < 1, MT13 < 1, MT23 < 1. 
 
Triple-tasks 
Outcome 1: Higher capacity than dual-tasks, MT12 < MT123, MT13 < MT123, MT23 < 
MT123. 
Outcome 2: Equal capacity to dual-tasks, MT12 = MT123, MT13 = MT123, MT23 = MT123.  
Outcome 3: Lower capacity than dual-tasks, MT12 > MT123, MT13 > MT123, MT23 > 
MT123. 
We test hypotheses of dual-task efficiency based on theory of multiple resources and 
cMRT calculations of conflict. Given our cMRT analysis in Chapter 2, we conclude all of the 
tasks require some shared resources; hence we predict performance will always be worse than 
the UCIP baseline. 
 
H1: MT < 1. Limited capacity processing of all multi-tasking. 
 
Given cMRT analysis in Chapter 2 we found the amount of resource conflict varied for 
each dual-task pair of the three AF-MATB subtasks: Tracking and Monitoring = 11.15, Tracking 
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and Communications = 11.36, and Monitoring and Communications = 13.96. Therefore, we 
hypothesize the tracking and communications MT will be less limited than the tracking and 
monitoring MT and the communications and monitoring MT. Additionally, we hypothesize 
tracking and monitoring MT will be less limited than the communications and monitoring MT.  
 
H2: MTTM < MTTC. Completing the tracking and communications (T+C) subtasks 
together slow-down processes to a lesser extent than completing the tracking and monitoring 
(T+M) tasks. 
 
H3: MTCM < MTTC. T+C slow-down processes to a lesser extent than the 
communications and monitoring (C+M) subtasks. 
 
H4: MTCM < MTTM. T+M subtasks slow-down processes to a lesser extent than C+M 
subtasks.  
 
For the case of triple-task combinations, we did not quantify cMRT; however, MRT 
suggested greater competition as additional demands are added. Therefore, we hypothesize that 
triple-task MT will always be more limited than dual-task MT.  
 
H5-H7: MTTCM < MTTC, MTTCM < MTTM, and MTTCM < MTCM. Triple-tasking slows 
down processes to a greater extent than any dual-task combination. 
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Individual differences  
Individuals vary in the degree to which processing efficiency changes in multi-task 
environments. We predict processing efficiency will vary in a unique way depending on the 
participant’s ability to cope with competing task demands, e.g., multi-tasking experience.  There 
are numerous interdependent factors that may influence one’s ability to efficiently multi-task. 
For a comprehensive review see Rothbart and Posner (2015); a few individual differences 
include: video game experience (Chiappe, Conger, Liao, Caldwell, & Vu, 2013), cognitive 
control (Fischer & Plessow, 2015; Anguera, Boccanfuso, Rintoul, Al-Hashimi, Faraji, Janowich, 
& Gazzaley, 2013), age (Pope, Bell, & Stavrinos, 2017; Tsang, 2006), motivation (Szumowska 
& Kossowska, 2017), working memory capacity (Pollard & Courage, 2017), self-regulation 
(Szumowska, Poplawska-Boruc, Kus, Osowiecka, & Kramarczyk, 2018), spatial ability 
(Todorov, 2017), expertise (Tsang, 2006), and fluid intelligence (Redick, Shipstead, Meier, 
Montroy, Hicks, Unsworth, Kane, & Hambrick, 2016). 
Specifically, in the introduction we discussed the misalignment between perceived multi-
tasking performance and observed multi-tasking performance (Sanbonmatsu et. al, 2016). 
Therefore, we hypothesize those who perceive themselves has having a higher multi-tasking 
ability, compared to others, will not predict their actual multi-tasking ability, as measured by MT.  
 
Results 
We adopted Sanbonmatsu et. al’s (2016) survey to estimate one’s perceived multi-tasking 
ability (outlined in General Methods). A score of 50 was “exactly average”; we combine two 
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rank estimates (0%-100%), M = 62.6, SD = 13.6, range = [37.5, 85.0]. A mean comparison 
indicated that our participants’ ranked their multi-tasking ability as significantly higher than 
average, t(19) = 4.15, p < .05. Two participants estimated that their ability was below average, 5 
estimated that they were exactly average, and 13 estimated that they were above average.  
Our participants perceived their multi-tasking ability (Question 1) and multi-tasking 
difficulty (Question 2) to be fairly similar to the general population.  The number of participants 
that estimated that their multi-tasking ability was better than average is no different than what 
would be expected by chance (binomial test; x = 13, N = 20, p > .05, P(x) = 0.65). 
 
Training Performance 
We began the study with a supervised training session. We watched and instructed the 
participant to 1) correctly perform each task, 2) prioritize each task equally, and 3) develop a 
consistent multi-tasking strategy. Two participants misunderstood the instructions and performed 
a particular task incorrectly – but only for a single trial. We refreshed these participants on task 
instructions and eliminated confusion in subsequent trials. However, we did not have data for 
these trials and must exclude Participant 10 (tracking task) and Participant 1 (communications 
task) from the group-level assessment of training data. We did not prevent these participants 
from finishing the full study and their data are included in all other analyses.  
In summary, participants maintained or improved their performance with practice. We 
focus particularly on single-task performance such that: Participants improved their degree of 
tracking error from Trial 1 (M = 60.22, SD = 42.23) to Trial 3 (M = 44.05, SD = 27.81), F(2, 36) 
= 31.76, p < .05, ηG2 = 0.27, their speed (F(2, 38) = 30.75, p < .05, ηG2 = 0.37) and accuracy (F(2, 
38) = 16.39, p < .05, ηG2 = 0.125) in detecting and responding to malfunctions, from Trial 1 (RT: 
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M = 2.46, SD = 1.76; Accuracy: M = 79.30, SD = 40.54) to Trial 3 (RT: M = 1.76, SD = 1.25; 
Accuracy: M = 90.30, SD = 29.66), and their accuracy F(2, 36) = 61.53, p < .05, ηG2 = 0.45. 
Participants were not statistically significantly faster in the communications task after training 
(F(2, 36) = 2.05, p = 0.14, ηG2 = 0.08), from Trial 1 (RT: M = 7.97, SD = 1.91; Accuracy: M = 
27.64, SD = 44.80) to Trial 3 (RT: M = 7.60, SD = 2.10; Accuracy: M = 59.18, SD = 49.25).  
 
Single-task Performance (Post-Training) 
We provide an individual- and group-level description of subtask performance in Table 
2-1: tracking accuracy (i.e., RMSD; reticle distance from crosshair target), RT to 
communications and monitoring events and their variability in performance, respectively. These 
data demonstrate subtask performance in a single-task, isolated environment, where no other 
subtasks are competing for resources. Participant’s performance relative to the group varies 
across subtasks. For example, a participant may perform in the top 25th percentile (green) for one 
subtask and the bottom 25th percentile (red) for another. 
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Table 2-1. Individual- and group-level descriptive statistics (M, SD) of subtask performance  
 
Tracking - RMSD |SD| 
 
Communications - RT |SD| 
 
Monitoring - RT |SD| 
Subject Day 1 
 
Day 2 
 
Day 1 
 
Day 2 
 
Day 1 
 
Day 2 
P01 43.80 26.23 
 
41.41 25.34 
 
5.03 3.88 
 
5.65 3.32 
 
1.49 1.16 
 
1.55 1.02 
P02 35.63 22.44 
 
36.32 21.52 
 
2.40 4.32 
 
5.14 4.12 
 
1.42 1.69 
 
1.21 1.21 
P03 46.43 24.84 
 
47.64 27.21 
 
4.71 4.23 
 
5.58 3.69 
 
2.16 1.66 
 
1.88 1.45 
P04 91.76 45.19 
 
91.14 45.24 
 
3.61 4.89 
 
4.01 4.29 
 
1.76 2.76 
 
1.44 2.40 
P05 52.42 35.79 
 
54.63 28.70 
 
5.33 4.47 
 
4.93 3.95 
 
1.83 1.77 
 
1.80 1.34 
P06 68.70 45.34 
 
65.19 35.69 
 
4.41 4.72 
 
3.39 4.63 
 
1.66 2.24 
 
1.46 1.67 
P07 65.22 38.73 
 
47.16 25.81 
 
4.65 4.18 
 
5.65 3.72 
 
1.95 1.85 
 
1.89 1.91 
P08 59.44 30.86 
 
52.35 29.44 
 
6.30 3.13 
 
5.32 3.50 
 
1.62 1.37 
 
1.49 1.29 
P09 38.41 21.73 
 
39.15 23.59 
 
5.26 4.03 
 
5.79 3.47 
 
1.72 1.49 
 
1.59 0.93 
P10 47.91 24.79 
 
56.55 33.06 
 
5.77 3.62 
 
5.65 3.62 
 
1.35 0.64 
 
1.32 0.99 
P11 66.56 36.49 
 
60.06 33.04 
 
5.99 4.21 
 
6.54 3.29 
 
0.19 1.46 
 
1.24 1.42 
P12 31.39 19.01 
 
28.69 16.19 
 
5.61 3.53 
 
5.35 3.55 
 
1.53 1.31 
 
1.03 0.86 
P13 61.25 35.24 
 
59.36 29.72 
 
3.62 4.70 
 
4.25 4.57 
 
2.12 1.41 
 
1.85 1.37 
P14 35.91 20.83 
 
36.13 18.16 
 
5.53 3.59 
 
5.49 3.60 
 
1.70 1.20 
 
2.10 1.22 
P15 43.63 23.19 
 
43.50 24.91 
 
5.74 3.71 
 
4.87 3.96 
 
1.69 1.60 
 
1.48 0.87 
P16 46.78 26.91 
 
45.84 27.81 
 
4.06 4.21 
 
3.84 4.44 
 
1.40 0.95 
 
1.72 1.37 
P17 53.32 26.37 
 
53.27 26.96 
 
6.60 3.23 
 
6.11 3.14 
 
1.65 1.86 
 
1.42 1.14 
P18 39.18 23.28 
 
42.10 23.59 
 
5.47 3.44 
 
5.40 3.59 
 
1.54 1.38 
 
1.51 1.13 
P19 70.17 38.33 
 
79.65 39.02 
 
5.79 3.64 
 
5.32 3.43 
 
1.59 1.37 
 
1.34 1.16 
P20 38.66 22.22 
 
34.68 19.89 
 
5.67 3.55 
 
6.01 3.04 
 
1.75 1.60 
 
1.29 1.20 
Group 
(M) 51.83 29.39  50.74 27.74  5.08 3.96  5.21 3.75  1.61 1.54  1.53 1.30 
 
Note. M = average performance, SD = standard deviation. Tracking: RMSD = Root mean 
squared deviation, distance of reticle from target; Communications and Monitoring: RT = 
response time, lapse time from target onset to response. SD = variability in performance, for each 
respective task. Performance is separated by each day of data collection (post-training) indicated 
as D1 (Day 1) and D2 (Day 2). Green highlight = top 25th percentile, relative to the group. Red 
highlight = bottom 25th percentile, relative to the group. 
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Multi-tasking Performance (Post-Training) 
We wanted to collapse data across the two days to increase the power for estimating 
within-subjects estimates of MT. Before collapsing the data, we ensured multi-tasking efficiency 
was consistent in Day 1 and 2.  
Below we take the traditional way to statistically assess changes in performance across 
multiple sessions: mean-level differences in participants’ tracking error, response times, and 
accuracy across days and conditions using separate repeated-measures, 2 (Day: 1 & 2) x 4 
(Condition: e.g., T, T|C, T|M, T|C + M) ANOVAs. We assessed mean-level changes in participants’ 
tracking error rate (T task), response times (C and M tasks) and accuracy (C + M tasks) across 
experimental sessions and condition type using five 2 (Day) X 4 (Condition) ANOVAs.  
 
Tracking. Tracking error varied by condition, day, and their interaction, Day: F(1,19) = 
15.93, p < .05, ηG2 = 0.017, Condition: F(3,57) = 60.87, p < .05, ηG2 = 0.342, and Day X 
Condition: F(3, 57) = 4.59, p < .05, ηG2 = 0.009. There was a slightly larger effect of condition on 
Day 1 than Day 2 (as shown in Figure 2-7).  
 
 
Figure 2-7. Group-level tracking RMSE by condition in Day 1 (left) and Day 2 (right). 
 
 
 
43 
Monitoring. Monitoring RTs varied by condition, F(3,57) = 38.26, p < .05, ηG2 = 0.442. 
We did not find evidence that monitoring RTs statistically significantly varied across day F(3,57) 
= 0.22, p = .64, ηG2 = 0.000 or by the interaction of day and condition, F(3, 57) = 2.32, p = 0.09, 
ηG2 = 0.018. Monitoring accuracy did statistically significantly vary by condition, day, and their 
interaction (Figure 2-8), Condition: F(3,57) = 57.84, p < .05, ηG2 = 0.327, Day: F(1,19) = 16.69, 
p < .05, ηG2 = 0.029, and Day X Condition: F(3, 57) = 2.70, p < .05, ηG2 = 0.016.   
 
 
Figure 2-8. Group level monitoring accuracy by condition in Day 1 (left) and Day 2 (right).  
 
Communications. Communications RTs varied by condition, F(3,57) = 170.94, p < .05, 
ηG2 = 0.751. Communications RTs did not statistically significantly vary by day or by the 
interaction of day and condition, Day: F(1, 19) = 2.99, p = .0.10, ηG2 = 0.135 and Day X 
Condition: F(3,57) = 1.30, p = .28, ηG2 = 0.012.  Communications accuracy varied by condition, 
F(3,57) = 19.99, p < .05, ηG2 = 0.199 and day, F(1,19) = 15.32, p < .05,  ηG2 = 0.056. 
Communications accuracy did not statistically significantly vary by the interaction of day and 
condition, F(3,57) = 0.56, p = 0.64, ηG2 = 0.003.  
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Summary of Single-task Comparisons. Multiple tests involving response times, 
accuracy, and tracking error did not provide consistent evidence for how multi-tasking 
performance may vary across days, conditions, or both. Thus far, we have demonstrated the need 
to directly estimate MT for each individual on each day and to obtain a single, comparable 
estimate of performance. Next, we estimated MT using a single statistic; overall, MTs did not 
statistically significantly vary across days.  
 
Multi-tasking Throughput. We use one repeated-measure, 2 (Day: post-training 1 & 2) 
x 4 (Condition: MTT+C, MTT+M, MTC+M, MTT+ C + M) ANOVA to test the variation in MT across 
conditions and days.  As expected, the efficiency to which participants’ combined multiple tasks 
(MT) significantly varied depending on condition (Figure 2-9); that is, the nature (e.g., T, C, 
and/or, M task) and the number (e.g., dual- or triple-task) of subtask components, F(3, 57) = 6.16, 
p < .05,  ηG2 = 0.611. We did not find evidence for variation in multi-tasking efficiency across 
days, F(1, 19) = 3.79, p = .0.07, ηG2 = 0.012 or their interaction, F(3,57) = 0.56, p = .65, ηG2 = 
0.004. 
 
Figure 2-9. Group level MTs by condition averaged across Day 1 and Day 2. 
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Resource Competition and MT 
We tested each of our MRT driven hypotheses of one’s multi-tasking efficiency, given 
the degree that the subtasks compete for common resources (MRT:H1 – MRT:H7). We 
summarize our findings in regards to support for MRT predictions, at the group-level and by 
participant in Table 2-2; we report individual-level statistics in Table C.1 – Table C.4 in 
Appendix C.  
 
MRT: H1 MT < 1. Hypothesis 1 was confirmed for only five participants. We computed 
independent t-test statistics for each of the 4 multi-task conditions; MT was significantly limited 
for 3 of the 4 conditions.  
 
MRT: H1.1. T+M, MT < 1. Hypothesis 1.1 was confirmed for all participants. We found 
limited capacity processes at the group-level, t(19) = -11.17, p < .05.  
 
MRT: H1.2. T+C, MT < 1. Hypothesis 1.2 was confirmed for all participants. We found 
limited capacity processes at the group-level, t(19) = -8.83, p < .05. 
 
MRT: H1.3. C + M, MT < 1. Hypothesis 1.3 was confirmed for 5 participants. We found 
unlimited capacity processes at the group-level, t(19) = -1.05, p = 0.153. 
 
MRT: H1.4. T+C+M, MT < 1. Hypothesis 1.4 was confirmed for all participants. We found 
limited capacity processes at the group-level, t(19) = -16.73, p <.05. 
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MRT: H2 MTTC > MTTM. Recall the degree of MRT conflict was greater in the tracking 
and monitoring dual-task combination than the tracking and communications dual-task 
combination. Hypothesis 2 was confirmed for sixteen participants. At the group-level, MT was 
significantly higher when completing tracking and communications tasks than when completing 
the tracking and monitoring dual-task combination, t(19) = 3.24, p < .05.  
 
MRT: H3 MTTC > MTCM. Recall the degree of MRT conflict was greater in the 
communications and monitoring dual-task combination than the tracking and communications 
dual-task combination. Hypothesis 3 was confirmed for only one participant.  At the group-level, 
MT was not significantly higher when completing tracking and communications tasks than when 
completing the communications and monitoring dual-task combination, t(19) = -7.73, p = 1.000.  
 
MRT: H4 MTTM > MTCM. Recall the degree of MRT conflict was greater in the tracking 
and monitoring dual-task combination than the communications and monitoring dual-task 
combination. Hypothesis 4 was confirmed for no participants. At the group-level, MT was not 
significantly higher when completing the tracking and monitoring tasks than when completing 
the communications and monitoring dual-task combination, t(19) = -10.21, p = 1.000.  
 
Recall cMRT did not make quantitative predictions about the degree of decrement that a 
third task would add to an already limited capacity dual-task. However, MRT does predict a 
triple-task combination will should result in a more limited capacity than any dual-task 
combination. The next three results (MRT:H5-MRT:H7) describe whether or not the triple-task 
was more limited compared to each dual-task pair.  
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MRT: H5 MTTC > MTTCM. Hypothesis 5 was confirmed for sixteen participants. At the 
group-level, MT was significantly higher when completing the tracking and communications 
tasks than when completing the tracking, communications, and monitoring triple-task 
combination, t(19) = -3.87, p < .05.   
 
MRT: H6 MTTM > MTTCM. Hypothesis 6 was confirmed for ten participants. At the 
group-level, MT was significantly higher when completing the tracking and monitoring tasks 
than when completing the tracking, communications, and monitoring triple-task combination, 
t(19) = 0.390, p = 0.65. 
 
MRT: H7 MTCM > MTTCM. Hypothesis 7 was confirmed for all participants. At the 
group-level, MT was significantly higher when completing the communications and monitoring 
tasks than when completing the tracking, communications, and monitoring triple-task 
combination, t(19) = -13.60, p < .05. 
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Table 2-2. Support for MRT predictions at the group-level and by individual.  
 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
H1          ✔  ✔      ✔   ✔   ✔  
H2 ✔  ✔  ✔   ✔   ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔   ✔  ✔  ✔   
H3                   ✔   
H4                     
H5 ✔  ✔  ✔   ✔  ✔  ✔  ✔  ✔   ✔  ✔  ✔  ✔  ✔   ✔   ✔  ✔  
H6    ✔   ✔  ✔      ✔  ✔   ✔  ✔  ✔   ✔  ✔  
H7 ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  
 
Note. A check mark (✔) illustrates support for the hypothesis. Hypothesis 1 (H1): For all multi-
task combinations, MT < 1, Hypothesis 2 (H2): MTTC > MTTM, Hypothesis 3 (H3): MTTC > 
MTCM, Hypothesis 4 (H4): MTTM > MTCM, Hypothesis 5 (H5): MTTC > MTTCM, Hypothesis 6 
(H6): MTTM > MTTCM. Hypothesis 7 (H7): MTCM > MTTCM.  
 
cMRT & MT 
 We hypothesized the extent that the total conflict (cMRT) of two subtasks would 
negatively correlate with MT such that more total conflict would predict more limited MT. We 
found support for a significant positive correlation between total interference and MT 
coefficients, r = 0.36, p < .05. Additionally, we found a significant positive relationship between 
interference and MT, t(33) = 3.35, p < .05 such that as interference increased, multi-tasking 
efficiency increased; this is the opposite relationship of cMRT predictions. It is clear from Figure 
2-10 that this is driven by higher than predicted MT for CM relative to the other two pairs. 
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Figure 2-10. Plot of total interference (cMRT) and observed multi-tasking performance (MT) of 
three dual-tasks. Note: Our linear model included continuous values for both cMRT and MT; we 
just used a boxplot to better visualize the data here. Interference values (calculated in CH01) 
were: TC = 11.15, TM = 11.36, and CM = 13.96.  
 
Perceived Multi-tasking Ability and MT 
We hypothesized participant’s perceived multi-tasking ability would not correlate with 
observed MT. At the group-level, MT was not statistically significantly correlated with perceived 
multi-tasking ability, t(18) = -0.31, p = .76, r = -0.07. Further exploring each dual- and triple-task 
condition, MT performance was not statistically significantly correlated with perceived multi-
tasking ability for the tracking and communications dual-task combination, r = -0.15, t(18) = -
0.67, p = .52, the tracking and monitoring dual-task combination, r = -0.09, t(18) = -0.27, p = .72, 
or the triple-task condition, r = -0.07, t(18) = -0.31, p = .76. However, MT performance was 
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statistically significantly correlated with perceived multi-tasking ability for the communications 
and monitoring dual-task combination, r = -0.45, t(18) = 2.11, p < .05. 
We display each participant’s perceived multi-tasking ability and observed MT 
coefficients for each multi-task combination, separated by day in Table 2-3. We highlight those 
who’s MT fell into the top 25th percentile, relative to the group, in Green and those who’s MT 
fell into the bottom 25th percentile, relative to the group, in Red.   
 
Table 2-3. Group- and individual-level perceived ability and observed MT by multi-task 
combination and day. 
  MTT + C MTT + M MTC + M MTT + C + M 
Subject 
Perceived  
Ability Day 2 Day 3 Day 2 Day 3 Day 2 Day 3 Day 2 Day 3 
P1 63% -3.13 -5.95 -19.61 -12.72 0.90 0.57 -12.77 -11.61 
P02 55% -11.74 -9.40 -16.02 -17.02 0.38 0.35 -12.34 -10.42 
P03 50% -4.84 -2.07 -7.86 -7.01 0.26 1.09 -8.46 -4.65 
P04 80% -9.26 -4.30 -8.46 -7.21 2.45 1.49 -5.16 -5.94 
P05 50% -4.76 -1.38 -11.42 -9.70 0.72 -0.36 -8.10 -9.16 
P06 70% -8.15 -10.39 -6.40 -9.85 2.31 1.51 -12.89 -9.78 
P07 50% -1.45 -4.68 -3.55 -5.12 0.19 0.43 -3.15 -6.56 
P08 63% -0.44 -2.63 -3.92 -9.20 1.69 1.13 -6.55 -5.93 
P09 75% -8.35 -6.25 -18.29 -11.63 0.67 0.02 -9.06 -11.18 
P10 65% -6.60 -7.18 -7.38 -8.51 -0.21 -0.31 -6.83 -4.83 
P11 45% -2.61 -1.58 -6.18 -5.95 -2.61 0.37 -5.41 -4.22 
P12 80% -4.03 -4.40 -6.17 -8.10 1.15 0.19 -8.35 -8.64 
P13 50% -4.86 -4.85 -5.62 -6.83 0.26 0.41 -8.42 -5.47 
P14 78% -7.83 -7.90 -12.29 -11.87 2.51 2.88 -11.47 -8.38 
P15 68% -8.46 -7.83 -9.83 -8.41 0.46 0.05 -8.73 -9.34 
P16 38% -8.52 -9.32 -8.253 -4.96 -1.59 1.11 -8.60 -6.56 
P17 50% -4.07 -4.81 -17.79 -11.19 0.44 0.30 -11.12 -11.80 
P18 85% -7.31 -10.40 -10.21 -9.43 -0.55 0.16 -7.38 -6.54 
P19 75% -2.44 6.32 -10.77 -2.07 -0.07 0.13 -6.56 -4.27 
P20 65% -9.02 -5.91 -3.57 -6.19 -0.34 -0.86 -8.77 -7.28 
Group 
(M) 63% -5.89 -5.25 -9.68 -8.65 0.45 0.53 -8.51 -7.63 
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Note. T = Tracking task, C = Communications task, M = Monitoring task, e.g., MTT + M = MT 
while completing the tracking and monitoring tasks concurrently. Green = Top 25th percentile, 
relative to the group. Red = Bottom 25th percentile, relative to the group. 
 
Discussion 
We found support for our hypothesis that variation in MT depended on the subtask 
components, but individuals’ rank order of MT across conditions was relatively stable, hence 
MT did not vary across days.  
In general, about half of the MRT hypotheses were supported. At the group-level we 
found unlimited capacity processes in one dual-task condition: the communications and 
monitoring dual-task condition; alternatively, we found support for limited capacity processes in 
all other dual- and triple-task conditions. Further, we found support that the tracking and 
communications processes were statistically significantly less limited than those in the tracking 
and monitoring dual-task combination and all dual-tasks were significantly less limited than the 
triple-task condition.  
Lastly, we predicted we would not find support that multi-tasking ability significantly 
correlated with MT; we found support for such correlation for only one multi-task condition: the 
communications and monitoring task. Interestingly, the communications and monitoring task 
combination was the only dual-task condition that was correlated with perceived multi-tasking 
ability and had unlimited capacity processes. 
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Estimates of Perceived Multi-tasking Ability  
We asked participants four different questions where two assessed their perceived multi-
tasking ability relative to the general population, and two assessed their perceived multi-tasking 
ability relative to other college students. In line with Sanbonmatsu et al. (2016), our participants 
consistently estimated their perceived multi-tasking ability relative to the two different 
populations. Contrary to their findings, we did not find evidence that our participants statistically 
significantly overestimated their ability to multi-task relative to others. This discrepancy may 
stem from our sample of participants: college students and recent graduates. Dunning, Heath, and 
Suls (2004) report college students receive frequent and specific feedback regarding the results 
of their work; perhaps making them more objective in evaluating their own multi-tasking ability, 
compared to the general population. 
 
Multi-tasking Efficiency is Consistent Across Two Days  
We found support for our hypothesis that individual subtask performance varied across 
days. We also found support for our hypothesis that we would not find multi-tasking ability 
(observed MT) to statistically significantly vary across days.  
First, we used traditional methods of analysis to assess how performance changes in 
context of different multi-task conditions, across days, and across individuals. We used multiple 
analyses of variance for an independent evaluation of subtask performance (i.e. mean RMSD, 
accuracy percentages, mean RTs). Generally, we found performance in some, but not all, 
conditions varied across sessions. From these data we could discern whether changes were 
consistent within a particular task component(s) for all single- and multi-task types or, more 
importantly, changes occur in the efficiency to which multiple tasks were concurrently 
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performed, irrespective of single-task performance. On the other hand, MT controlled for the 
former, and directly estimated the later. Therefore, our analytic approach was critical to 
accurately assess multi-tasking efficiency across days, conditions, and individuals. 
MT standardizes multi-tasking efficiency, given a particular set of subtask components. 
The measure captured the essence of subjects’ ability to accurately perform multiple subtasks 
together, in a single metric. Additionally, MT controlled for the extraneous day-to-day variability 
in subtask performance. From these data, we could conclude that multi-tasking efficiency, as 
measured by MT, only differed between task conditions and did not significantly vary across 
days.  
 
Individual Differences in Multi-task Efficiency 
MT accounts for the inherent nature of individual differences in subtask performance and 
provide an isolated estimate of the efficiency that one can combine multiple tasks simultaneously. 
As we hypothesized we find individual differences in MT that warrant further exploration in 
future research. 
We display each MT coefficient by participant and day in Table 2-3. We highlight those 
who’s MT fell into the top 25th percentile, relative to the group, in Green. We highlight those 
who’s MT fell into the bottom 25th percentile, relative to the group, in Red.   
For some, their multi-tasking efficiency was consistently in the top 25th (green) or bottom 
25th (red) percentile, relative to the group across conditions. For example, Participant 08’s multi-
tasking efficiency consistently fell in the top 25th percentile across all conditions and Participant 
02’s multi-tasking efficiency consistently fell in the bottom 25th percentile across all conditions.  
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On the other hand, some more efficiently completed the multi-task demands in some 
combinations but less efficiently in others; e.g., Participant 06’s MT was in the top 25th 
percentile when dual-tasking the communications and monitoring tasks, but in the triple-task 
condition their MT fell to the bottom 25th percentile with the additional demands of the tracking 
task.  
In general, we found consistent patterns of MT across participants. However, this does 
not negate the argument for an individualized metric, such as MT, in favor of mean-level, group 
statistics. Instead, we posit that our sample came from a subset of the population that does not 
vastly differ in multi-tasking efficiency. In future research, we may make an explicit effort to 
exploit individual differences by recruiting and comparing exceptionally more efficient (e.g., 
supertaskers; Watson & Strayer, 2010) or less efficient multi-taskers to the “average” multi-
tasker.  
In future research we can introduce individual differences by manipulating participant’s 
bias to prioritize particular subtask components over others. In the current research we instructed 
participants to allocate equal priority across all task components. Instructing participants to adopt 
a particular prioritization of subtasks may uncover more individual differences in the degree that 
one can adequately adhere to the appropriate priority strategy, as opposed to equal allocation of 
resources. 
 
Additional Task Demands Increases Multi-task Decrements 
The communications task demanded visual-spatial focal, visual-verbal, auditory-verbal, 
cognitive-verbal, and response-spatial (manual) resources. The monitoring task required visual-
spatial-focal, visual-spatial-ambient, cognitive-spatial, and response-spatial (manual) resources. 
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The tracking task required visual-spatial-focal, visual-spatial-ambient, tactile-spatial, and 
response-spatial (manual) resources. The competition for common resources comparison is 
evident across all task pairs. Using the cMRT framework, we hypothesized participants would 
exhibit a dual-task decrement, as evidenced by a limited capacity MT for all dual-task pairs. We 
found participants consistently exhibited limited capacity in all but one multi-task condition: the 
communications and monitoring task.  
For only this combination participant’s perceived multi-tasking ability positively 
correlated with their observed MT. Likewise, this combination did not involve the tracking task. 
Below we discuss these findings further. 
 
Subtask Differences in Processing Efficiency  
We chose parameters outlined in previous research to balance the difficulty levels across 
subtasks (Bowers, 2012). We also conducted a pilot study using 5 levels of difficulty ranging 
from easy to hard (based on the suggested parameters of Bower, 2012) and collected subjective 
ratings and performance scores at each level. For each single task, a moderate level of difficulty 
evoked similar patterns of subjective ratings and performance scores across three pilot subjects.  
However, we found, at the group-level, the decrease in efficiency was greater when the 
tracking task was added to a dual-task, as opposed to the monitoring or communications task. 
We found a significant correlation between tracking and monitoring efficiency and triple-task 
efficiency. Further, tracking efficiency decreased more compared to the other subtasks in all 
multi-task combinations, dual- and triple-task.  
Continuous versus discrete demands. A few relevant multi-tasking strategies may have 
impacted dual-task efficiency that was not accounted for in the cMRT model predictions. 
 
56 
Specifically, cMRT does not take into account how the continuous versus discrete nature of task 
demands may introduce variation in performance. Understanding the inherent constraints of each 
subtask may suggest a particularly efficacious management strategy to accommodate to 
competing demands.  
Participants had to maintain awareness of where the reticle target was positioned in space 
in the tracking task. To some extent participants had to continuously monitor the position of the 
arrows in each gauge relative to the center in the monitoring task. Lastly, in the communications 
task participants had to continuously listen for an audio transmission and, once conveyed, 
promptly decide if the series of letters and numbers matched their designated callsign “NGT504”. 
If the callsign matched, the participant was forced to acknowledge and retain the subsequent 
auditory information. One strategy a participant could take is to interrupt any ongoing endeavors 
and adjust the radio channel and frequency dials straightaway. Alternatively, if the participant is 
confident in their ability to retain the instruction, they may choose to carry out other subtask 
demands before reallocating the necessary resources to act on the communications task 
requirements. The second strategy requires more demands from the participant in two ways: 1) 
they must retain the information longer and 2) they must employ appropriate time management 
to respond before the allowed response time expired (10 seconds).  
The combination of higher prospective memory demands creating a “remembering to 
check” strategy that often fails in high demand situations (Norman, 1988) and the need to 
rehearse information may have increased one’s motivation to reallocate any relevant resources 
from the tracking or monitoring task, primarily visual-focal and manual resources, to promptly 
complete the communications task, relieve working memory, and return to completing other 
subtask requirements (Lu, Wickens, et al. 2011).  
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Urgency and duration interact such that the auditory transmission demanded rehearsal of 
instruction and participants were provided a short time period between signal and response. A 
correct response was “all or nothing” such that one had to exactly enter channel and frequency 
information – there were no measures of “close to correct” or “attempted but time ran out.” 
Therefore, reducing urgency to promptly retain instruction before quickly responding may not 
necessarily help performance in the communications task.  
The visual input and the manual response of the tracking task were continuous; neither 
required a prompt reallocation of resources or timely response. If one did not visually attend to 
the task, they attempted to retain the position of the reticle at the crosshair. However, if one 
abandoned the task completely the frequent and random “wind-like” perturbations would 
inevitably cause the reticle to drift to the outermost bounds of the tracking quantile.  The 
continuous nature and absence of deadlines in tracking task may have caused one to have no 
hesitation when considering whether resources are better allocated toward a competing subtask 
that possessed discrete event onsets and the risk of a missed critical event.  
Thus the particular strategy one adopts for accommodating discrete and time sensitive 
task demands of the communications and monitoring tasks may depend on the urgency and 
duration of the particular pattern of events that occur. An emphasis on their completion may 
result in substantially less limited capacity in discrete, versus, continuous tasks. Hence, providing 
an explanation for finding a more efficient MT in the relatively discrete, communications and 
monitoring task combination than either dual-task that included the continuous, tracking task. 
Despite receiving instruction to allocate equal priority across all subtasks, participants may have 
implicitly adopted an unequal priority weighting such that discrete tasks were emphasized over 
continuous tasks.  
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Individual Differences in 3+ Task Environments  
The degree that one’s processing efficiency decreased from dual- to triple-task 
environments varied across individuals; specifically, the degree to which the tracking task further 
reduced multi-tasking efficiency in the triple-task combination. In addition to individual 
differences in dual-tasking efficiency we suggest another construct differs at the individual-level: 
the function that efficiency decreases as more tasks are added (i.e., dual- to triple-task).  
 
Model Limitations and Future Development 
Accuracy is an important performance metric for many real-world subtasks. Specific to 
MAT-B, accuracy is an informative metric of communications and monitoring task performance, 
in addition to response times. RT alone does provide information about “good” vs. “bad” and 
that is conveyed through the use of MT: a speed-up in processing efficiency is “good” 
performance whereas slow-downs are “bad” performance.  
In the current form, MT is limited such that we use correct responses. In these data, we 
do find a tradeoff in speed versus accuracy performance in the communications and monitoring 
tasks. An MT coefficient that includes a joint model of accuracy and response times will capture 
additional information about processing efficiency of these two subtasks than a model including 
RT-alone. Specifically, how the emphasis one places on each performance metrics within a 
single task may influence overall MT.   
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In the current research, we do not include accuracy in the model of MT. We plan to 
include a weighted combination of multiple performance metrics per subtask as one next step in 
our development of MT. 
 
4. Estimates of MT Across Time 
The application of MT so far has been offline.  Data were fully collected before analysis 
an interpretation.  In applied settings, it may also be valuable to estimate MT and use the 
information in real time.  For instance, a user that is given online feedback of MT may choose to 
adjust and evaluate several different multi-tasking strategies across time to maximize efficiency. 
Additionally, online estimates of MT may inform time sensitive task augmentation (Wickens, 
2002) and offer a way to more efficiently deploy adaptive automation (Wilson, Lambert, & 
Russell, 2000) or human enhancement (Nelson, McKinley, McIntire, & Goodyear, 2015). 
As a first step toward this approach, we examine MT as it varies across time.	Here, we 
describe how our modeling framework may extend to make multiple estimates of MT across 
time. We segment each condition into multiple, one-minute intervals and demonstrate how MT 
may serve as a passive online estimate of workload. 
The primary concern of real-time, “online”, measures is the their relative intrusiveness. 
Detrimental outcomes may occur if the measure requires an interruption or augmentation that 
interferes with the primary task(s). For instance, subjective inquiries and secondary tasks are 
intrusive and often require frequent interruptions or unrelated distraction to evaluate the users 
experience and cognitive state (Wickens, et al., 2013). Alternatively, MT compares the current, 
multi-tasking performance to the participant’s previously collected single-task performance. MT 
does not add any additional demands of the user nor does it augment or suspend the natural task 
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environment. MT can be estimated online in multi-tasking environments across time; a feat 
necessary to boost the temporal precision of adaptive system design.   
A single estimate of MT across a longer window of time increases statistical precision, at 
the cost of temporal precision.  Here, we increase the temporal precision of MT and compute 
multiple estimates across time to capture potential fluctuations in performance. As each time 
segment decreases, temporal precision increases, but the number of observed data points also 
decreases. In discrete tasks, the number of performance observations available to estimate MT is 
directly determined by the number of events that occur within a period of time; a single response 
time is collected when an operator responds to an event in the task. In continuous tasks, the 
length of time multiplied by the sampling rate determines the number of observations. Therefore, 
statistical precision of MT depends on the number of samples, and hence, depends on the length 
of time.   
 
 
Analytic Approach  
 
Recall that MT is a measure based on cumulative reverse hazard functions. To estimate 
MT in smaller segments of time, we need to make stronger parametric assumptions without over 
constraining the analysis. Dependent observations of stochastic human behavior (i.e., response 
time, tracking error) have similar underlying distributional properties to a Weibull distribution, 
often used to parametrically describe survival data.  We used the Weibull distribution to 
characterize the underlying distributional properties of the observed function to increase the 
temporal precision of our estimates given a relatively small number of observed samples. By 
building this modeling framework, we could characterize the dynamic fluctuations in MT across 
time.  
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The Weibull distribution has two parameters, shape, β, and scale, θ. For t > 0, the reverse 
hazard function of the Weibull is given by k (t, β, θ) = !
!!
!!!!
!
!
!
!
!!
 and the first derivative of the 
reverse hazard function of the Weibull is: 
 k’(t, β, θ) = !!
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!
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!
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!
!
!
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To simplify estimation of the shape and scale parameters, we choose a conjugate prior. If 
we use a Weibull likelihood function then the algebraic form of a conjugate prior is the same as 
the posterior. A conjugate prior provides a closed-form expression; therefore, calculating the 
distribution requires much less computation. The Weibull distribution with a known shape 
belongs to the exponential family therefore a conjugate prior exists.  
The conjugate prior, 𝜋, for the scale (θ) parameter of the Weibull function with a known 
shape, β, is an inverse gamma distribution with parameters a and b. Therefore, the conjugate 
prior is 𝜋 θ  𝑎, 𝑏) =  !
!!!!
!!
!
!(!!!)!!
.  The probability density function (PDF) of the inverse-gamma at 
time, t, is f(𝑡, a, b) = !
!
! !
(!
!
)!!!𝑒
!!
! , where Γ a  represents the gamma function. The cumulative 
distribution function (CDF) of the inverse-gamma distribution is F(𝑡, a, b) =  
! !,!!
! !
.  Further, we 
used the observed data and known shape (β) to update the prior parameters and obtain the 
posterior, 𝜋 θ  𝑎′, 𝑏′) such that a’ = a + n, and b = b’ + 𝑥!
! !
!!! , where n is the number of 
responses (or samples of tracking error) in the time bin, β is the known shape of the given 
subtask, and x is the observed multi-task performance data within a time bin. The relationship of 
the Weibull to its conjugate prior means we can use the mode of the inverse gamma, ( !
!!!
), to 
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estimate our scale parameter of the Weibull distribution. Therefore, we estimate the mode scale 
of the Weibull distribution, for an individual, for given subtask, in a one-minute window of time.  
We chose a fixed shape parameter of the Weibull for each single-task, at the group-level 
(details in Appendix A). We estimated a maximum likelihood scale parameter for each subtask, 
given the fixed shape parameter, at the group-level (details in Appendix A). We updated the 
estimate of the scale parameter to account for the change in one’s performance, given a particular 
multi-task condition. We updated the scale parameter using the observed data within a one-
minute time window from the multi-tasking condition, for an individual.  We used the inverse 
gamma mode, ( !
!!!
), as the scale value of the Weibull function. We used the fixed shape and 
estimated scale as the two parameters of the Weibull function, for t > 0, to directly estimate K(t), 
for each individual, subtask in the environment, and time window, respectively.  
We segmented that data into time windows (e.g., 60 seconds) and only used events 
occurring within each respective time segment to calculate the posterior function of both the 
single-task and multi-task scale parameter. We gauged the fewest number observed trials that 
may adequately capture the functional form of the distribution when utilizing all samples from a 
single participant for the full duration of the condition (6-minutes). We varied the number of 
observed samples taken into account depending on the total number of samples available (i.e., 
tracking = most, communications = least). The tracking and monitoring tasks had many more 
samples than the communications task to estimate K(t), even in a smaller window of time. 
However, we necessarily kept the window size estimates consistent across all tasks to estimate 
MT, which was comprised of the single-target, self-terminating (STST) estimates for a given 
time window, for all subtasks involved in the multi-tasking environment.  
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Summary. We fixed the shape, β, parameter of the conjugate prior to the maximum 
likelihood estimate of the group-level data, for each subtask. We used the group-level maximum 
likelihood θ parameter (for each task type) as the scale parameter of the inverse gamma 
distribution; i.e., the conjugate prior of the Weibull distribution to inform our cumulative reverse 
hazard function for each task type.  
To estimate a scale parameter, we combined the prior of each task type with the observed 
data, i.e., the likelihood distribution, for the same task type. The likelihood distribution was 
estimated using performance of the single-task of interest, within the context of multiple, 
competing tasks. We used Bayesian updating to combine the prior and likelihood; the result was 
the posterior distribution of scale (θ) parameters, for an individual and multi-task type. We used 
the fixed shape parameter and the mode of the posterior distribution of scale parameters for each 
subtask, and each individual, for a particular time window to estimate the cumulative reverse 
hazard function, and hence calculate MT. 
 
Methods 
The statistical precision for each task differed depending on the frequency of an “event” 
that occurred. For the tracking task, RMSE was sampled at a high rate per 60-second time 
window: MT = 435 samples per window. Events in the communications task occurred 
infrequently by design because the auditory signal required 6 seconds to transmit and the user 
was provided 10 seconds to enter a response. Therefore, if every auditory transmission was a 
“true communications” event, then at a maximum a communications event was recorded at a rate 
of one every 16 seconds: MC = 3 samples per window. The monitoring task had 4 gauges and 2 
lights, each of which could occur at a rate of 5 to 10 seconds. In theory, a signal could occur in 
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each gauge and light (6 different events) only infinitesimally spaced in time. Therefore, events 
occurred at a higher rate than the communications task, but there were fewer samples than the 
continuous tracking task, MM = 15 samples per window.  
In sum, we estimated MT across five, nonoverlapping, 60-second time windows (e.g., 
Figure 3-1). We calculated a Bayesian estimate of MT for every multi-tasking condition across 
both days – and more specifically, for every 60-second time window (0-60, 60-120, 120-180, 
180-240, 240-300). We control for individual task load in both single-task and dual-task 
estimators such that they were unique for each day, and each time segment. 
We hypothesized that individual-level estimates of MT will vary across time. In addition 
to this hypothesis, we demonstrate the ability to use the measure online and to create a profile 
that demonstrates how MT fluctuates over time. Lastly, we explore the nature of the variation in 
MT by mapping our data to well-established performance predictions of how cognitive resources 
and attention vary across time in multi-tasking environments.  
 
Figure 3-1. An example of non-overlapping MT across time for the triple-task condition. 
 
Results 
At the group-level estimates of MT varied across time, where trends differed depending 
on the multi-task condition (Figure 3-2).  We show an example (Participant 10) of how MT 
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varies across condition, day, and time within multi-task condition in Figure 3-3. Overall, 
participants’ processing efficiency ranged from limited capacity to super capacity processes 
across all multi-task conditions. 
We hypothesized that the time series profile of MT for each condition would vary, and 
would have a unique pattern of variation, across time (i.e., a Time by Condition interaction). 
Additionally, we hypothesized we would not find support for a difference in MT across days, 
while controlling for time and condition (i.e., a main effect of Day).  We used a repeated-
measure, within-subject 5 (Time) by 2 (Day) by 4 (Condition) way ANOVA to test our 
hypotheses.  
We found a significant 3-way interaction between time, condition, and day, F(12, 228) = 
2.31, p < .05, ηG2=  0.02, a 2-way interaction between time and condition, F(12, 228) = 3.59, p 
< .05, ηG2=  0.03, and a 2-way interaction between time and day F(4, 76) = 5.03, p < .05, ηG2=  
0.03, but we did not find support for a 2-way interaction between condition and day, F(3, 57) = 
1.19, p = .32, ηG2=  0.00. Additionally, we found a main effect of condition, F(3, 57) = 54.46, p 
< .05, ηG2=  0.44, and a non-significant main effect of time, F(4, 76) = 2.10, p = .09, ηG2=  0.00,  
and day, F(1, 19) = 2.83, p = .10, ηG2=  0.01.  In the next paragraphs and figures we explain how 
MT differs across time, condition, and day. Specifically, we discuss how particular conditions 
(days) altered the extent that MT varied and the unique, sometimes stable, patterns of individual-
level analyses of MT across time.   
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Figure 3-2. Group-level parametric estimates of MT five 60-second time windows and the full 
multi-task duration (6 minutes). 
 
 
Tracking and Communications 
When dual-tasking tracking and communications tasks, across all time windows, at the 
group-level MTTC ranged from -10.26 to 2.98. Participants’ processing efficiency varied across 
time, such that the group-level mean amount of change of MT across time was	5.33 (SD  = 2.01). 
Specifically, Participant 06’s processing efficiency varied the most where their maximum 
amount of change in MT was 11.30. Participant 17’s processing efficiency varied the least where 
their maximum change in MT was 2.95 across the five 60-second estimates of MT.  
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Tracking and Monitoring 
When dual-tasking tracking and monitoring tasks, across all time windows, at the group-
level MTTM ranged from -9.05 to 3.79. Participants’ processing efficiency varied across time, 
such that the group-level mean amount of change of MT across time was 5.31, (SD = 1.45). 
Specifically, Participant 19’s processing efficiency varied the most, where their maximum 
amount of change in MT was 9.83 and Participant 15’s processing efficiency varied the least 
where their maximum amount of change in MT was 3.10 across the five 60-second estimates of 
MT. 
 
Communications and Monitoring 
When dual-tasking communications and monitoring tasks, across all time windows, at the 
group-level MTCM ranged from -2.90 to 2.03. Participants’ processing efficiency varied across 
time, such that the group-level mean amount of change of MT across time was 2.87 (SD = 0.76). 
Specifically, Participant 17’s processing efficiency varied the most where their maximum 
amount of change in MT was 4.42 and Participant 12’s processing efficiency varied the least 
where their maximum amount of change in MT was 2.11 across the five 60-second estimates of 
MT. 
 
Tracking, Communications, and Monitoring 
When triple-tasking tracking, communications, and monitoring tasks, across all time 
windows, at the group-level MTTCM ranged from -9.63 to 2.21. Participants’ processing 
efficiency varied across time, such that the group-level mean amount of change of MT across 
time was 6.05 (SD = 1.61). Specifically, Participant 03’s processing efficiency varied the most 
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where their maximum amount of change in MT was 9.12 and Participant 17’s processing 
efficiency varied the least where their maximum amount of change in MT was 2.73 across the 
five 60-second estimates of MT. 
 
 
Figure 3-3. Parametric estimates of MT across multi-task conditions for a single participant 
(Participant 10). Data were separated by day: lighter colored lines = 1st day and darker colored 
lines = 2nd day. Recall, both single-task and dual-task estimators were unique for each day, and 
each time segment. The solid line demonstrates the parametric estimate of MT for 0-60 seconds, 
60-120 seconds, 120-180 seconds, 180-240 seconds, and 240-300 seconds. The dashed lines 
represent the non-parametric estimate of MT for the full duration of the condition (6 minutes) 
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Discussion 
Our model of MT increased the temporal precision of efficiency estimates with relatively 
few samples of observed data. Fluctuations may have occurred from 1) an external change in 
task demands, and/or 2) an internal adjustment of accommodating to task demands.  External 
multi-tasking demands may change as a function of the number of simultaneous subtasks, the 
difficulty of subtasks, or the degree to which subtasks compete for common resources.  In 
general, as external demands increase spare resources are depleted; increases to external task 
demands notably create or increase one’s observed behavioral decrements.  
In our analyses, we sliced each condition into 60-second segments and computed 
estimates of MT.  Within each multi-task condition, we kept the event likelihood roughly 
equivalent across time. However a particular pattern of events that occurred within each window 
of time was not constant and these differences in event workload may have caused, in part, the 
fluctuations we found in participant’s multi-tasking efficiency across time.  In the next few 
paragraphs we describe individuals’ MT and identify key trends in how multi-tasking efficiency 
changed as a function of time (5, 60-second blocks within each condition). 
Increasing temporal precision of MT revealed individuals vary in their multi-tasking 
efficiency “profile”, or pattern of fluctuation, over time.  For some, multi-tasking efficiency 
remained consistent or steadily increased or decreased across time. For others, efficiency steadily 
increased to a point then decreased, or vice versa. For the majority, MT fluctuated across time in 
a relatively non-predictable manner, at least at the surface. Next, we further discuss how our data 
may inform participant strategy; however, future research with a priori prediction is necessary to 
make generalizable conclusions about fluctuations in MT.  
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Multi-tasking Strategies 
A few relevant multi-tasking strategies may have impacted performance efficiency; 
hence, explaining the random-looking fluctuations of MT across time. Understanding the 
inherent constraints of each subtask may suggest a particularly efficacious management strategy 
to accommodate to competing demands.  
Each subtask required participants to allocate resources to monitor event onset and 
incoming information: they had to maintain awareness of where the target was positioned in 
space (i.e., the gauges in the monitoring task and the reticle in the tracking task) and decide 
whether they should acknowledge and retain or disregard the incoming auditory information (i.e., 
the audio transmissions in the communications task).  
Freed (2000) proposed the interplay of urgency, importance, and duration of subtasks 
may dictate the strategy one chooses to adopt.  In our study, we instructed participants to allocate 
equal importance across all subtasks; therefore, we do not consider importance in our discussion 
of multi-tasking strategies. Nonetheless, researchers interested in strategy under various unequal 
structures of subtask priority may consider how a fusion of all three features (importance, 
urgency, and duration) may impact (in)efficient strategy formation.   
The modality and cognitive requirements of the subtask played a role in the urgency that 
one attended to and processed pertinent incoming information. After a critical event happened, 
the amount of time one allowed to pass before they made a response depended on the duration of 
the subtask; i.e., maximum response time to ensure the critical event did not “expire”.  
The communications task involved an auditory interruption that required one to listen and 
retain a series of instructions. Then, one had to rehearse these instructions until they submitted a 
response; potentially increasing the demands placed on working memory. The need to rehearse 
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information may have increased one’s motivation to reallocate any relevant resources from the 
tracking or monitoring task, primarily visual-focal and manual resources, to promptly complete 
the communications task, relieve working memory, and return to completing other subtask 
requirements (Lu, Wickens, et al. 2011). 
Perhaps coupling the communications events with a simultaneous visual display of 
critical information or enabling audio “playback” could reduce urgency in the communications 
task. Some researchers have suggested subtle signals that do not demand one’s full attention, 
called “pre-attentive alerting” (Woods, 1995), can help reduce abrupt interference and task 
abandonment (Ho, Nikolic, et al., 2004). However, by design these alerts are not salient and 
hence would result in a high miss rate. Moreover, this design places demands on one’s 
prospective memory, and a “remembering to check” strategy often fails in high demand 
situations (Norman, 1988).  
Urgency and duration interact such that the auditory transmission demanded rehearsal of 
instruction and participants were provided a short time period between signal and response. A 
correct response was “all or nothing” such that one had to exactly enter channel and frequency 
information – there were no measures of “close to correct” or “attempted but time ran out.” 
Therefore, reducing urgency to promptly retain instruction before quickly responding may not 
necessarily help performance in the communications task.  
The visual input and the manual response of the tracking task were continuous; neither 
required a prompt reallocation of resources or timely response. If one did not visually attend to 
the task, they attempted to retain the position of the reticle at the crosshair. However, if one 
abandoned the task completely the frequent and random “wind-like” perturbations would 
inevitably cause the reticle to drift to the outermost bounds of the tracking quantile.  The 
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continuous nature and absence of deadlines in tracking task may have caused one to have no 
hesitation when considering whether resources are better allocated toward a competing subtask 
that possessed discrete event onsets and the risk of a missed critical event. Thus the particular 
strategy one adopts for a particular window of time may depend on the urgency and duration of 
the particular pattern of events that occur and hence, result in fluctuations in MT across time.  
 
Future Investigations 
Strategically accommodating to task(s) as time passes could have caused decision fatigue 
such that the relative pool of available resources decreased over time, called sustained attention 
(e.g., Matthews, Warm, Reinerman-Jones, Langheim, Washburn, & Tripp, 2010). MT estimates 
processing efficiency using the combination of one’s performance in several single-task 
conditions (UCIP model), and one multi-task condition; therefore, changes in MT may result 
from sustained attention independently hindering performance in each condition. MT compares 
the performance of one multi-task condition and each single-task component; one may 
experience performance decrements in one, a few, or all conditions. More extensive investigation 
of MT in sustained attention experiments may reflect whether single- and dual-task performance 
varies in a consistent (consistent MT) or unbalanced (decreases/increases in MT) fashion across 
time.  
The impact that sustained attention had on single- versus multiple-task performance 
could directly alter MT as time on task increased. Over time decision fatigue may impact multi-
tasking efficiency to a larger extent than isolated, single-task efficiency; i.e., MT decreases over 
time. In our experiment performance of the isolated tasks, used to form the UCIP model, either 
did not change or declined to a lesser extent than multi-task performance.  
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One alternative is that attentional resources could deplete to the same extent in a multi-
task and a single-task condition across time; hence, if all components are equally affected by 
sustained attention, MT would remain constant across time.  
Lastly, one may experience more deficits when completing the single-task components 
than the composite, multi-task condition; i.e., MT increases over time. Typically, an increase in 
performance over time seems like a counter argument to theories of sustained attention. However 
increases in the processing efficiency of multiple-tasks relative to single-tasks over time suggests 
the facilitatory relationship that a “variable resource pool” may have in multi-tasking, but not 
single-task, scenarios.  
The combination of multiple tasks necessarily led to an increase in task demands. 
Increasing task demands may have mobilized additional resources and expanded the pool of 
resources (Young & Stanton, 2002). Following this theory, sustained attention could have a more 
prominent effect on single-task performance, as “it is harder to try hard on an easier task, than a 
hard one” (Kahneman, 1973). A greater supply of resources with multiple tasks, than UCIP 
model predictions, could reduce or mitigate the detrimental effects of sustained attention in 
multi-tasking environments.  
In sum, performance in both single- and multi-task environments could decline over time. 
Variable resource pool theories suggest additional resources are provided to accommodate to 
higher demands, i.e., more tasks, and may have reduced or mitigated effects of “time on task” in 
multi-task environments. Furthermore, these additional resources may not support relatively 
simple, single-task environments.  
A variable resource pool could in part reduce the effect of sustained attention on 
performance; specifically, reduced deficits across time in the more demanding, multi-tasking 
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environments.  Further, fluctuations may occur relative to one’s motivation to invest effort into 
the task. For example, Matthews & Davies (2001) suggested one might temporarily have a 
greater resource supply, or have greater control of resource allocation; these individuals are 
deemed “high energy people”.   
In our data, we found individuals varied in the extent that MT changed over time. Some 
illustrated a steady decrease, some increased. Others demonstrated an MT profile that steadily 
increased, then decreased, or vice versa. In future research we hope to investigate the extent to 
which strategy and event patterns are correlated with fluctuations in MT.  
 
Model Improvements 
All data we used for our model were estimated using observed samples from a single-task 
performance and updated using observed multi-task performance. Overall, our model is simple in 
nature and equipped to implement as an online assessment of multi-tasking efficiency. In future 
research we can improve this model by using other distributions, rather than just the Weibull that 
may better fit the particular task distribution (see Appendix B for group-level visualizations). In 
particular, the Weibull function did not fit to the faster responses in the communications task; 
perhaps a mixture of multiple distributions would better capture communications performance 
for the fast and slow responses. We can also increase the strength of our model by collecting 
more observed samples to utilize in choosing parameter values of our distribution; these were 
especially lacking for the communications task. 
  
Significance  
 
We designed our analytic approach such that we could alter the size of the time window 
to better cater to the experimental paradigm and data set. We found estimates of individuals’ 
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multi-tasking ability are stable across separate days of data collection, but vary within a single-
day across time. The pattern of how MT fluctuations on a minute-to-minute basis differs across 
participants: some steadily increase in efficiency, some steadily decrease, and show no particular 
pattern but rather hover around their overall mean efficiency across time. Our Bayesian model of 
MT offers many benefits, including more precise estimates at smaller time windows where there 
are fewer observations of behavior (i.e., response times, samples of tracking error). 
 
5. Complementing MT with Neural Measures 
Neurological measures of brain activity are passive in nature and may serve as an online 
metric that does not require augmentation of the primary task, interruption, or add additional task 
demands to the user. Additionally, research indicates relatively high correlations with 
performance (Andreassi, 2013; Gawron, 2008; Gevins & Smith, 2000; Kramer, 1990; Kramer & 
Weber, 2000; Parasuraman & Rizzo, 2006). We measured the extent that brain activity predicted 
MT in several multi-tasking scenarios. A predictive relationship between neural activity and MT 
could suggest a framework to estimate one’s efficiency in less-constrained environments where 
performance metrics are relatively ill defined or omitted altogether.  
 
Neuroergonomics 
Human factors psychology involves the investigation of cognitive and perceptual 
mechanisms involved with multi-tasking, stress, and/or mental workload. Neuroergonomics is a 
branch within human factors whereby researchers use brain-based measures to reveal the source 
of individual and task differences between people and environments (Parasuraman & Rizzo, 
2007). A neuroergonomic approach characterizes mental workload similar to the amount of 
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energy demands placed on the brain. As Charles Sherrington suggested over a century ago, 
“mental work is brain work,” and blood flow is necessary as a response to the neural demands 
for processing cognitive tasks. Previous multi-tasking research have shown neurological 
measures correlate highly with performance measures and mental workload; specifically, an 
electroencephalogram (EEG) - a tool that estimates the amount of, and change in, brain 
activation and is particularly recognized for its high degree of temporal resolution (Kramer, 
1990; Smith, Gevins, Brown, Karnik, and Du, 2001). The strength and variation in neural 
activity systematically varies as a function of task load, performance, and subjective levels of 
workload (Andreassi, 2013; Gawron, 2008; Gevins & Smith, 2000; Kramer & Weber, 2000). 
 
Mental Workload 
Numerous multi-task demand manipulations can influence mental workload, performance, 
and neural activity. A few task demand manipulations include: a simultaneously change in the 
level of difficulty for the entire environment (i.e., all subtasks), the addition (subtraction) of a 
subtask(s), and the degree of task similarity where subtasks compete for more (less) common 
resources. Typically, neural predictors of multi-tasking performance involve one manipulation. 
Different manipulations of task demands, for instance – the latter two examples, may activate 
different patterns of neural activity; thereby altering which neural indices are most informative to 
measure mental workload and predict current, or future, performance. Hence, we investigated 
how brain activity varies as a function of 2 types of task demands, i.e., number of tasks, 
competition for common resources.  
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Machine Learning 
A typical EEG system may record activity from just a few to hundreds of electrodes; each 
electrode site offers information across all frequency bandwidths with high temporal resolution. 
With this type of framework, numerous comparisons are required to draw conclusions about 
whether neural activity changes across task demands, a similar problem to utilizing multiple 
metrics to estimate performance. As it stands, the connection for how neural activity predicts 
performance across different types of task demands is, at best, constrained to a specific task 
manipulation. We took a step-back to assess a larger range of possible neural correlates in hopes 
to provide insight for how to better equip and progress the development of adaptive systems.  
Machine learning and multivariate statistics provide a way to pull together multiple 
characteristics of a neural signal to maximally differentiate between multiple datasets, collected 
from different environments. The classification approach bypasses the caveats of multiple 
comparisons that are common in traditional analyzes with high-dimensional physiological data.  
We adopted a machine-learning approach to investigate the stability in the relationship between 
different components (i.e., bandwidths, electrodes) of neural activity (e.g., frontal-theta) as we 
manipulated task demands. Generally, our research advanced the field in three ways:  
1. We made two manipulations to task demands: the number of tasks and the degree of 
competition that existed amongst the dual-tasks for common resources.  
2. We created and compared 10 different sets of electrode-frequency bandwidths to 
inform the machine-learning model, at the individual-level. We defined each subset, 
and the supporting research, in sections below.   
3. We assessed the generalizability of each model by training on one subset of data and 
using the model to classify a different subset.  
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Neural Predictors of Task Demands 
Past findings suggest that neural activity in particular electrodes and frequency 
bandwidths fluctuate in response to the amount of resources demanded from the task 
environment to maintain adequate performance.  Fourier analysis, a mathematical procedure 
where any continuous signal can be separated into component sine waves at different frequencies, 
divides a continuous EEG data stream into simple sine wave components of frequency, 
amplitude, and phase. Combining these sine waves together reproduces the original signal.  
Cognitive-related, rhythmic EEG activity typically occurs in a few segmented 
bandwidths of these sine waves, with frequencies ranging from 1-40 Hz (Andreassi, 2013). Sine 
waves that have a frequency within a particular bandwidth are grouped together with designated 
terminology. Each of these bandwidths (i.e., delta, theta, alpha, beta, gamma) is associated with 
cognitive and/or biological significance. Specifically, theta (4-7 Hz), alpha (8-13 Hz), and beta 
(14-25 Hz) wave activity consistently vary in correspondence with the level of task demands.  
We subset the full set of electrode-bandwidth components (320) and those outlined as 
significant predictors of task demands in previous research. In total, we tested the full electrode-
bandwidth set, and 9 subsets; each is outlined in Table 4-1. We tested the degree that neural 
activity in each subset informed a machine-learning model. We assessed the machine learning 
models predictive accuracy of task condition, where task conditions consisted of two types of 
demand manipulations: numbers of tasks and competition for common resources. Next, we 
further discussed each of these previous studies and their conclusions about neural activity 
variations in response to changes in task demands. 
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Table 4-1. We assessed the accuracy of 10 electrode-bandwidths sets. Model accuracy was 
computed based on the ability of the model to categorize the neural patterns amid seven different 
single- and multi-task conditions, each varying the either the type of and/or amount of task 
demands.  
Set # # of Features Electrode-Bandwidth Pairs Previous Suggestion of Indices  
1 320 All electrodes (δ, θ, α, β, γ)  
2 10 F7(α, θ), Fz(α, θ), Pz(α, θ), P7(α, 
β), O2(α, β) 
e.g., Cannon, Krokhmal, Lenth, & 
Murphey (2010) 
3 2 Fz(θ), Pz(α) e.g., Gevins & Smith (2003) 
4 64 All electrodes (δ)  
5 64 All electrodes (θ) e.g., Antonenko, Paas, Grabner, & 
van Gog (2010) 
6 64 All electrodes (α) e.g., Smith, Gevins, Brown, Karnik, 
& Du (2001) 
7 64 All electrodes (β) e.g., Prizel, Pope, Freeman, Scerbo, & 
Mikulka (2001) 
8 64 All electrodes (γ)  
9 128 All electrodes (α, θ)  
10 64 All electrodes ( α / ( β + θ ) ) e.g., Pope, Bogart, & Bartolome 
(1995) 
Note: The set of electrodes directly corresponds to those provided for the BioSemi-64 EEG 
system; bandwidths correspond to a specified frequency range, i.e., delta (δ): 2-4 Hz, theta (θ): 4-
7 Hz, alpha (α): 8-14 Hz, beta (β): 15-25 Hz, and gamma (γ): 25-40 Hz. 
 
Previous Research 
In general, theta band activity varies with the relative degree of concentration one 
provides to completing task requirements.  For instance, Smith et al. (2001) had participants 
complete a computer-based flight simulator task at various difficulty levels; they found task load 
consistently predicted theta activity such that as task load increased, theta activity increased task 
load. Numerous additional studies in similar multi-tasking domains provide data to support the 
linear relationship between task demands and frontal midline theta activity (e.g., Antonenko, 
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Paas, Grabner, and van Gog, 2010; Korpela, Lukander, Sallinen, Müller, 2009).  Alternative to 
theta activity, increases in alpha wave activity are associated with subjective relaxation, such that 
alpha power has an inverse relationship with task difficulty; increases in mental effort correlate 
with suppression of alpha activity (e.g., Freeman, Mikulka, Prinzel, & Scerbo, 1999).   
The relationship between beta wave activity and engagement is discussed in the literature, 
but is disputable: as task demands increase, subjective engagement and beta activity increases 
(Pope, Bogart, & Bartolome, 1995; Prinzel, Pope, Freeman, Scerbo, & Mikulka, 2003). However 
these changes in beta wave activity may stem from electromyographic (EMG) activity, like eye 
or muscle movement, rather than neurological activity (Spydell, Ford, & Sheer, 1979; Spydell & 
Sheer, 1982). Even if the later is correct, EEG measured beta activity that is facilitated by EMG 
data rather than direct brain activity, EEG beta activity may still be a proxy for predicting 
performance: a high degree of mental workload may correlate with higher eye or muscle 
movements – hence lower MT.   
Combining overall alpha, beta, and theta activity, Pope et al. (1995) developed an EEG 
index that correlates with task demands and performance (Pope, Bogart, & Bartolome, 1995; 
Prinzel, et al., 2003). A rise in cognitive demands facilitates more beta (+) activity than the sum 
of alpha (-) and theta (+) activity (i.e., Index = beta/(alpha + theta); Brookings, Wilson, & Swain, 
1996).  
Further specificity for which neural indices are sensitive to task demands exist: for 
instance, frontal (Fz) theta activity increases and parietal (Pz) alpha activity decreases as the task 
difficulty increases in a multi-tasking environment relative to a passive watching condition 
(Gevins & Smith, 2003). Cannon, Krokhmla, Lenth, and Murphy (2010) recommend a standard 
set of electrode and frequency pairs. Cannon et al. outline scalp sites for EEG electrodes that 
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characterize task demands for complex cognitive tasks including: EOG data (theta), F7 (alpha, 
theta), Fz (alpha, theta), Pz (alpha, theta), T5 (alpha, beta), and O2 (alpha, beta). But again, these 
features tend to be evaluated for the full task environment. Each subtask component alone may 
encompass a more task-specific list of features, depending on the nature of the subtask 
component. 
Some suggest particular brain areas will elicit more activity only in multi-task 
environments; this activation systematically increases as more tasks are added and is not 
evidence if difficulty is increased in a single-task environment (Adcock, Constable, Fore, & 
Goldman-Rakic, 2000; Cudmore, Segalowitz, & Dyman, 2000; D’Esposito, Detre, Alsop, Shin, 
Atlas, & Grossman, 1995; Sigman & Dehaene, 2008). Specifically, D’Esposito et al. (1995) 
found increases in unique neural activity located around the dorsolateral prefrontal cortex 
(DLPFC) when completing two, generally unrelated tasks, simultaneously. Therefore, they 
characterize the DLPFC as a primary source for maintaining multiple tasks and filtering relevant, 
versus distractor, information in a multi-tasking environment.  
The generalizability of multi-task specific brain areas is questionable; some demanding 
multi-task combinations that elicit task performance decrements and overall neural activity 
increases/decreases in specific bandwidths often associated with mental workload do not 
illustrate the corresponding differences in DLPFC activation. Rather, the neural activity of these 
multi-task combinations that will change in accordance with task demands is representative of 
the electrode-bandwidth activity evident when each subtask is performed in isolation at various 
levels of difficulty (e.g., Brookings, Wilson, & Swain, 1996; Ke, Qi, He, Liu, Zhao, Zhang, & 
Ming, 2014).  
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Overall, some research has suggested an overadditive effect in multi-tasking 
environments such that higher theta and beta band activity and lower alpha activity occur 
(Adcock, et al., 2000). Others suggested when multi-tasking demands superseded an operator’s 
mental limit, they transitioned to the “overload region”, where specific features of neural activity 
declined (Just, Carpenter, Keller, Emery, Zajac, & Thulborn, 2001). Subsequent research 
consistently demonstrated the increases and decreases in neural activity over time as 
hypothesized by previous research. However, there was not a reliable correlation between 
changes in neural activity and observed changed in performance (Serrien, Pogosyan & Brown, 
2004).  We hypothesized changes in brain activity operate such that the amount of task demands, 
and the degree that tasks compete for common resources alter different underlying neural 
mechanisms thereby influencing overall mental workload, multi-tasking efficiency, and the 
magnitude of such decrements is observable in multi-tasking performance.  
 
Current Approach 
 In previous research, neural data were subset to specific electrode and frequency pairs 
based on specific hypotheses. However, model reliability and specificity suffered when a priori 
bounds were assumed as to which types of neural activity were informative to assist in operator 
support efforts (e.g., adaptive automation, user enhancement). We forewent specific hypotheses 
of particular bandwidths and electrodes, as these are highly disputed and relatively unexplored in 
manipulating number of, and types of, multi-task combinations. We adopted an exploratory 
machine learning approach to produce a relatively unconstrained model that could take 
advantage of the abundance of EEG data. Here the model chose what electrodes, and the 
bandwidths within electrodes, best captured the differences between task demands to accurately 
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classify task demands and, in turn, predict performance; we created models at the individual-
level.  
 
Decoding. Our goal was to use neural activity to establish a model that could delineate 
unique patterns of brain activity amongst multiple levels of task demands.  We tested this model 
by providing the model new data, from the same participant, and assessing the model’s accuracy 
in correctly identifying the source of task demands. Multivariate pattern analysis (MVPA) is a 
machine learning approach to analyze neuroimaging data that takes into account the relationship 
between multiple variables (e.g., channels of the EEG) instead of treating them each as 
independent variables measured in relative activation strength (power).   
Linear discriminant analysis (LDA), k-nearest neighbors (KNN), and support vector 
machine learning (SVM) are common MVPA approaches (Cannon, et al., 2010; Gevins & Smith, 
2003; Ke, Oi, He, Liu, Zhao, Zhou, Zhang, & Ming, 2014; Yin & Zhang, 2014; Zhang, Yin, & 
Wang, 2015).  Other approaches involve neural networks such as MultiLayer Perceptron, 
Bayesian networks (Besson, et al., 2012; Besson, et al., 2013) and adaptive differential evolution, 
or nonlinear Bayesian classifiers. Lotte, et al. (2007) discuss the strengths and weaknesses of five 
machine learning approaches that are most useful for brain-computer interface (BCI); they 
suggest a combination of classifiers is most efficient. However, they describe SVMs as the 
leading stand-alone classifier. SVMs are 1) highly generalizable: accommodate to non-
stationarity and variability through normalization, 2) simplistic in nature: require minimal 
parameter specifications, 3) insensitive to overtraining, and 4) robust against the “curse of 
dimensionality”. Other classifiers are faster to execute than SVMs, but the computational speed 
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of an SVM model is still efficient enough for real-time adaptive automation or intervention 
(Lotte, 2007).  
Our approach extended current research by investigating the sensitivity and 
generalizability of machine learning models in a few ways. 1) Typical decoding of neural data is 
limited to a binary choice such as high and low cognitive activity (e.g., Baldwin & Penaranda, 
2012). We developed two models that successfully distinguished among 3 and 7 conditions, 
respectively. 2) Difficulty in multi-tasking studies is primarily manipulated by increasing the 
demands of the full environment, equally balanced between subtasks (e.g., Cannon, Krokhmal, 
Lenth, & Murphey, 2010); we manipulated task difficulty in two ways: the nature of and number 
of the subtask components. 3) We estimated the decision boundaries of each model, for each 
participant; the decision boundaries were set to maximally differentiate the participant’s neural 
activity in each of the different task demand levels. In summary, we developed multiple, 
individual-level classification models, referred to as a classifier, where each was specific to a 
participant and type of demand manipulation (i.e., the similarity between the subtasks, the 
number of total subtasks). 
 
Pipeline. The first step of decoding was to use the algorithm of choice (e.g., SVM) to 
place decision boundaries in a higher-dimensional space that best separated the patterns of brain 
activity that corresponded to each experimental condition of interest. Following the 
recommendations of Brownlee (2019) in a Python Machine Learning Course, we fit the model 
using a random sample subset (67%) of data, referred to as the training data. In a recent review, 
Nalepa and Kawulok (2018) thoroughly discussed the extensive body of research on selecting 
training sets SVMs and stated that random sampling is simplistic and easy to implement, does 
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not depend on time, and is a practical choice for real-time BCI. The drawback of random 
sampling is the propensity to require laborious outlier and noise reduction before randomly 
selecting the training set.  
After fitting our model to a random subset of neural data, the model was subsequently 
evaluated using the remaining third of the data. We assessed classifier performance relative to 
chance performance. We defined chance accuracy as that which would be predicted by uniform 
random labeling across possible category labels. For example, we provided a classifier three 
categories whereby decision bounds were set to maximally separate neural data between each; 
therefore the level of chance for a classifier with three categories was 1/3 or ~33%. If the 
classifier performed higher than predicted by chance on the new set of data there was evidence 
that the classifier generalized the learned associations to labeling new brain response data 
patterns.  
We tested the classifier with the data that was partitioned out before training the model 
(33%), such that the category label was unknown to the classifier. To assess the accuracy of the 
classifier, we recorded the category that the algorithm identified as appropriate for the testing 
data, given the model fit to the training data, and compared it to the true category label. 
Therefore, in order to assess classifier accuracy it was necessary to have access to the true 
category label for all data used for testing purposes. We recorded the accuracy of the classifier to 
correctly or incorrectly classify data.  
 
Methods 
We established 3 criteria to evaluate classifier performance and chose the “best” 
parameters and model customization, accordingly. We evaluated model performance in two 
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different classification decisions (number of tasks, nature of tasks), for a single participant. A 
rigorous and sophisticated approach where we compared numerous algorithms and parameter 
spaces is desirable and would lend interesting findings; however, the full exploration of 
modeling alternatives (e.g., k-means clustering, linear discriminant analysis, etc.) was beyond the 
scope of this dissertation. 
We established 3 criteria to make an overall evaluation of model performance; we created 
and evaluated each model. We defined our criteria with the intention to adequately capture the 
characteristics we found most valuable in a decoding algorithm: consistency, accuracy, and 
propensity to over fit.  
Consistency was the degree to which the accuracy of the model stayed the same when 
trained on different random subsets that were sampled from the same overarching data set. A 
high degree of consistency indicated the algorithm was resilient to sporadic noise that is often 
littered throughout raw EEG data.   
Accuracy was the degree to which the model identified data as coming from the category 
that corresponds to the true (known) category label. We assessed the accuracy of the model in 
categorizing the data in which it was trained on, and a subset of data that the model was “blind” 
to during the training phase (33%).   
If we over-fit the model to a subset of data, we decreased the ability for the trained 
classifier to generalize and make accurate category predictions using new data. We determined 
the propensity for a model to overfit to the training data by calculating the change in accuracy 
when testing the algorithm on the training data and the testing data set. If accuracy substantially 
decreased when the model was used to predict the testing data, as opposed to the training data, 
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then we concluded the algorithm, for our purposes, had a higher propensity to overfit. Based on 
these criteria, we chose use SVM for analyzing our data.  
SVMs accommodate a high volume of features; we had 320 features. Additionally, SVM 
models typically performed well (i.e., high accuracy) in classifying data across multiple days in a 
complex multi-tasking environment, compared to alternative machine learning models 
(Christensen, et al., 2012).  
 
Model Prediction 
We split the data in two parts: training and testing data. We used cross-validation such 
that the model was blind to the test data. We computed model accuracy for each classifier, for 
each individual. The “number of tasks” classifier modeled the bounds of 3 categories:  single-
task, dual-task, and triple-task; predictive accuracy of the model was compared to chance 
performance, i.e., 33%.   The “type of tasks” classifier modeled the bounds of 7 categories: T, C, 
M, T+C, T+M, C+M, and T+C+M; chance performance for this model was 14.3%.  
We calculated the accuracy of the model to predict data across multiple levels of 
generalizability (Table 4-2). The training data were the subset of data that were used to estimate 
the model bounds. The within-day testing data were a subset not used for training but were 
collected on the same day. Between-day testing were a subset of neural data (same participant 
and task demands) collected 1-3 days before or after the training set (Note: “before” or “after” 
was dependent on which data set, Day 1 or Day 2, the model was trained on).   
We constructed and tested models for each participant, for each of the two model types, 
at each level of generalization. In Table 4-2 we provided a summary of the 4 ways we defined 
and tested each model. We trained and tested a separate set of models for each of the 10 subsets 
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of electrode-bandwidth features (Table 4-1). We swapped the data set used for training and 
testing such that Training: Day 2 (67%), Within Day: Day 2 (33%), Between Day: Day 1 (33%) 
and repeated these analyses a second time. 
 
Table 4-2. Summary of individuals’ classifier accuracy to predict number of tasks (single-task, 
dual-task, triple-task).  
 Training Data (67%) Testing Data (33%) 
Index Level Day Level Day 
1 Individual Day 1 Individual Day 1 
2 Individual Day 2 Individual Day 2 
3 Individual Day 1 Individual Day 2 
4 Individual Day 2 Individual Day 1 
 
Linear vs. Nonlinear Model Comparisons 
We tested whether or not to restrict our model to only fitting linear functions. A linear 
model typically was implemented as a single support vector that distinguishes the respective data 
from data of all other categories; this is called a “one-vs-the-rest” approach. We tested a linear 
model against a “one-against-one” approach (Knerr, Personnaz, & Dreyfus, 1990) that allowed 
for nonlinear modeling between categories. In a nonlinear model, each support vector was 
trained on data between two categories; the number of constructed support vectors was Nc * (Nc-
1) /2 where Nc equals the number of categories. 
We fixed two parameters of the SVM model that generally correspond to the tradeoff 
between model specificity and generalizability. We randomly selected a single participant’s data, 
normalized their data (mean  = 0, variance = 1) and did a parameter sweep across a range of 
values, for both SVM models: one that found the bounds between numbers of tasks and one that 
found the bounds between each task condition.  
 
89 
We computed the accuracy (% correct) of the two classification models (number of tasks, 
type of task).  We examined the additional benefit of using a nonlinear SVM function for our 
model over and above linear SVMs.  
Results 
Linear versus Nonlinear Models 
In sum, we found the nonlinear function, i.e., the radial basis function (RBF), to 
outperform a model based on linear SVMs to accuracy predict training data, within-day data 
withheld from training for both multi-class decisions. The nonlinear model was also superior for 
classifying the number of tasks between-days; however, the models performed equally well at 
classifying the type of tasks, a 7-class decision (Table 4-3). Furthermore, we fixed the best RBF 
parameter values (2 parameters specific to the numbers of tasks and 2 values specific to the types 
of task models) when we trained all participants’ SVM models.  
 
Table 4-3. Linear versus nonlinear model comparisons for a single-subjects data.  
Predicting the Number of Task(s) 
  Training Data  Within Day Between Day 
Training Chance Linear  RBF  Linear  RBF  Linear  RBF  
Day 1  33.3% 89.6.8% 100.0% 78.1% 86.9% 47.7% 52.4% 
Day 2 33.3% 92.6% 100.0% 82.5% 89.9% 46.1% 51.2% 
Predicting the Type of Task(s) 
  Training Data  Within Day Between Day 
Training Chance Linear  RBF  Linear  RBF  Linear  RBF  
Day 1  14.3%  93.4% 100.0% 76.5% 87.6% 38.2% 37.6% 
Day 2 14.3% 93.8% 100.0% 79.3% 86.6% 36.5% 35.3% 
 
Note: We compared a linear and nonlinear SVM for two types of classifiers (numbers and types 
of tasks) on the training data, data held-out from the same day (“Within Day”), and data that was 
collected on a different day (“Between Day”).  Models predicted the number of tasks or types of 
tasks, respectively. 
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Model Prediction 
We trained and tested 1600 models (N x T x F x I): N = total number of subjects (20), T = 
number of demand manipulations (2: number of tasks, types of tasks), F = number of input 
neural feature sets (10: Table 4-1), and I = model generalizability index (4: Table 4-2). In Table 
4-4 and Table 4-5 we reported the average percent correct between using Day 1 or Day 2 for 
training the model. We computed the average predictive accuracy of the individualized SVM 
models to classify data at multiple levels of generalizability: 1) data used to train the model, 2) 
untrained data collected on the same day, and 3) untrained data collected on a separate day.    
 
Table 4-4. Summary of individuals’ classifier accuracy to predict number of task(s): single-task, 
dual-task, triple-task. 
 Train Test 
Set #  Same Day Different Day 
1 99.84% 87.68% 48.23% 
2 51.76% 48.42% 40.62% 
3 38.50% 38.34% 38.64% 
4 84.10% 63.71% 40.98% 
5 85.71% 63.60% 40.14% 
6 83.68% 67.37% 43.11% 
7 90.90% 77.26% 45.47% 
8 93.53% 85.54% 46.38% 
9 97.59% 73.06% 42.33% 
10 96.17% 43.71% 34.56% 
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Note: Chance performance was 1 of 3 (33%). A gray cell represents the feature set that informed 
the SVM model that outperformed others in accurately classifying neural data, for each level of 
generalizability, respectively. Set number refers to the electrode and bandwidth pairs included in 
the feature set used for classification 1) All electrodes (δ, θ, α, β, γ), 2) F7(α, θ), Fz(α, θ), Pz(α, θ), 
P7(α, β), O2(α, β), 3) Fz(θ), Pz(α), 4) All electrodes (δ), 5) All electrodes (θ), 6) All electrodes (α), 
7) All electrodes (β), 8) All electrodes (γ), 9) All electrodes (α, θ), 10) All electrodes ( α / ( β + 
θ ) ). Same day refers to the average score across both classifier Index 1 and 2 (Table 4-2) such 
that Day 1 or Day 2 was both used for training and testing the model. Different day refers to the 
average score across both classifiers Index 3 and 4 (Table 4-2). In model Index 3, Day 1 was 
used for training and Day 2 was used for testing. In model Index 4, Day 2 was used for training 
and Day 1 was used for testing.  
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Table 4-5. Summary of individuals’ classifier accuracy to predict type of task(s): T, C, M, T+C, 
T+M, C+M, T+C+M.  
 
 Train Test 
Set #  Same Day Different Day 
1 99.38% 84.16% 30.52% 
2 37.26% 29.76% 24.19% 
3 23.54% 22.54% 19.84% 
4 68.44% 49.40% 21.54% 
5 70.90% 49.75% 21.41% 
6 71.05% 55.18% 25.11% 
7 83.00% 69.44% 25.88% 
8 90.00% 82.09% 28.55% 
9 92.29% 62.01% 23.63% 
10 92.52% 21.12% 15.67% 
 
Note: Chance performance was 1 of 7 (14.3%). Set number refers to the electrode and bandwidth 
pairs included in the feature set used for classification 1) All electrodes (δ, θ, α, β, γ), 2) F7(α, θ), 
Fz(α, θ), Pz(α, θ), P7(α, β), O2(α, β), 3) Fz(θ), Pz(α), 4) All electrodes (δ), 5) All electrodes (θ), 6) 
All electrodes (α), 7) All electrodes (β), 8) All electrodes (γ), 9) All electrodes (α, θ), 10) All 
electrodes ( α / ( β + θ ) ). Same day refers to the average score across both classifier Index 1 and 
2 (Table 4-2) such that Day 1 or Day 2 was both used for training and testing the model. 
Different day refers to the average score across both classifiers Index 3 and 4 (Table 4-2). In 
model Index 3, Day 1 was used for training and Day 2 was used for testing. In model Index 4, 
Day 2 was used for training and Day 1 was used for testing. 
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Discussion 
In general, we were interested assessing how the classifier performs at the individual- and 
group-level (N = 20 participants), across two types of demand manipulations (T = 2; number of 
tasks, nature of tasks). For each, we constructed multiple models using different subsets of 
electrode and bandwidth pairs and compared their classification accuracy to the accuracy of a 
model with all features.   
The subset of data we used for training and testing were drawn at the individual-level and 
varied whether it was drawn from the Day 1, Day 2. Factorially manipulating the source of the 
input data changed the specificity of the training data, and the testing data. Practically, a 
classifier could change in specificity, depending on the available dataset; hence the reason to 
systematically vary the training data. Likewise, one may classify individuals or a group, a single 
day or multiple days (e.g., Christensen, et al., 2012); hence the reason to systematically vary the 
testing data. For these reasons, we used a step-by-step evaluation of classifiers across various 
levels of generalizability; where each provided insights to model design (availability of data) and 
implementation (situational fidelity).  
Hogervorst, Brouwer, & Van Erp (2014) found a model trained on only Pz activity was 
comparable to a model containing all EEG activity; they conclude that a model that is provided a 
single channel could suffice to classify one’s EEG data. We did not directly compare Pz activity 
(all bandwidths) to all electrode-bandwidth pairs; however, we did find a substantial benefit to 
providing all of the available information, rather than a model informed by some bandwidths of 
Pz (α, θ) paired with additional features (Set 2 & 3 in Table 4-1). Thus if we had trained the 
model on all bandwidths of Pz activity we could have boosted model performance above Pz (α, 
θ) alone. However, we found a large difference in accuracy between the full set and the subset of 
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Pz (α, θ) features in classifying the number of tasks and types of tasks, for both within- and 
between-day predictions. Thus we doubt any additional boost in performance with all Pz 
bandwidths would have trained a model that was comparable to that which included all features.  
There were substantial methodological differences between our studies; each may have 
contributed to our discrepancy in conclusions. To name a few: 1) The amount and type of neural 
data provided to the model: their data were sampled at 256Hz and segmented in 1 second 
intervals after stimulus onset, further they computed overall spectral power, theta, alpha, and 
ERP waveforms; our data were sampled at 1024 Hz and segmented in 2-second windows with a 
1-second shift across the duration of the condition, further we computed the activity of five 
frequency bandwidths, for each segment. 2) Model: they used an artificial neural network; we 
used support vector machines.  3) Classifier specificity: their model distinguished 2 classes 
(high/low); we train and test two different multi-class models, i.e., numbers of task(s) and types 
of task(s). 4) Task: they used a series of simple N-back tasks; we used a relatively complex, 
multi-tasking environment. 
In future research, we hope to systematically explore these four factors to better 
understand when a single electrode may perform as adequately as a model that is provided all of 
the data. Some situations offer the ability to collect data at a high sampling rate and over a large 
array of electrodes with relatively little pitfalls; other, more constrained and applied 
environments rarely offer such a luxury.  
To know what models are appropriate, or necessary, to satisfy particular expectancies one 
has for the model will inform practitioners on the degree of efforts that they should invest in 
accommodating sophisticated models and systems to collect neural activity. For instance, a 
practitioner that constructed a well-trained, individual specific model using a single electrode 
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and only hopes to make relatively simple neural classifications might be satisfied with their 
model’s performance. However, the bounds of  “well-trained” and “simple” are extremely vague. 
This area of research warrants extensive review before we may suggest any practical 
recommendations.  
In field applications, one is forced to tradeoff between focusing on model specificity 
versus implementation. Conducting systematic research to explore this space may offer a general 
prescriptive set of guidelines. Such a protocol may help one to make a scientifically informed 
decision about what methodological approach to emphasize, given their goals. For example, one 
may question whether one electrode would suffice for training a model to make multi-class 
decisions or would this degree of complexity require a multi-dimensional array of electrodes and 
bandwidths. These types of investigations can improve our understanding of the connections 
between neural classification methods; it can also improve system design and boost the success 
rate of choosing the appropriate classification models to implement in environments that require 
mobility and versatility.  
 
Linear versus Nonlinear Models 
We found a nonlinear SVM (radial basis function) consistently outperformed a linear one. 
Alternatively, Christensen, Estepp, Wilson, Russell (2012) found the linear model was 
significantly better at classifying data across multiple days, at the individual-level. To better 
understand the discrepancy in these data we hope to explore the bounds of generalizing nonlinear 
versus linear SVMs.  Specifically, we are interested in establishing a single, composite model 
that contains several support vectors. Each support vector is trained and evaluated on 
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distinguishing two categories (e.g., T+M, T+C), but for each classification the model as a whole 
is makes a decision between classifying any number of categories.  
A nonlinear SVM may better suit the complex nature of multi-class problems; a linear 
model for two-class decisions. Additionally the model we used to compare nonlinear and linear 
SVM was for a single participant, where the parameters were chosen specifically for their data. 
This individual-level parameter fitting may have bolstered the nonlinear SVM performance in 
classifying data between-days. Individual parameter fitting comes at a relatively low 
computational cost; therefore, this approach could offer better model accuracy and perhaps, a 
higher degree of transfer to new tasks, participants, and time.  
 Classifiers overfit to the training dataset often times cannot predict data collected at 
another point in time. However, there is a relatively straightforward approach that has shown 
some promise to better equip a model to generalize when exposed to new data. First, train the 
model in a standard fashion. For example “standard fashion” training may have involved a SVM 
model that was exposed to brain activity (64 electrodes, 5 bandwidths) over a 5-minute time span 
in each condition. Our model used a single support vector to map the bounds between each 
pairwise comparison of neural data from 4 different conditions, all at the individual level. The 
model was tested and classified within-day for the same individual, performing with nearly 
ceiling level accuracy.  
A day passes and the individual comes back. Here, is the critical step: the individual 
performs the same task conditions again, but for a shorter duration. This data is used to “retrain 
the model.” It provides additional information that is “noise” in classifying data between-days, 
specific to that individual. Repeatedly introducing the model to more sources of noise may offer 
a type of learning that is specific, flexible to accommodate to the idiosyncrasies that is highly 
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characteristic of one’s brain activity, and predictive of subsequent behaviors, given a particular 
type of environmentally imposed constraints. 
 
Future Research 
We formed a relatively compressive list of ways to test the generalizability of 
classification models (Table 4-6). For our research reported here, we choose to focus on models 
that both were trained and tested on an individual’s data, for a particular day (i.e., Index 1 and 
Index 2) and models that were trained on an individual’s data, for a particular day and was tested 
on the same individual’s data from a different day (i.e., Index 3 and Index 4). Note that each of 
these 4 model types were run for 20 subjects (N), 2 demand manipulations, (T) and 10 neural 
input feature sets (F); we created and evaluated the performance of 1600 SVMs. In future 
research, we plan to use Table 4-6 to inform how we may further assess model generalizability in 
a systematic fashion.    
Table 4-6. A systematic way to test the generalizability of classification models. 
 Training Data  # of Classifiers Testing Data Total # of Tests 
Index Level Day  Level Day  
1 Individual Day 1 𝑁 × 𝑇 × 𝐹 = 400 Individual Day 1 𝑁 × 𝑇 × 𝐹 = 400 
2 Individual Day 2 𝑁 × 𝑇 × 𝐹 = 400 Individual Day 2 𝑁 × 𝑇 × 𝐹 = 400 
3 Individual Day 1 𝑁 × 𝑇 × 𝐹 = 400 Individual Day 2 𝑁 × 𝑇 × 𝐹 = 400 
4 Individual Day 2 𝑁 × 𝑇 × 𝐹 = 400 Individual  Day 1 𝑁 × 𝑇 × 𝐹 = 400 
5 Individual Both 𝑁 × 𝑇 × 𝐹 = 400 Individual  Day 1 𝑁 × 𝑇 × 𝐹 = 400 
6 Individual Both 𝑁 × 𝑇 × 𝐹 = 400 Individual  Day 2 𝑁 × 𝑇 × 𝐹 = 400 
7 Individual Both 𝑁 × 𝑇 × 𝐹 = 400 Individual  Both 𝑁 × 𝑇 × 𝐹 = 400 
8 Group Day 1 𝑇 × 𝐹 = 20 Individual Day 1 𝑁 × 𝑇 × 𝐹 = 400 
9 Group Day 2 𝑇 × 𝐹 = 20 Individual Day 2 𝑁 × 𝑇 × 𝐹 = 400 
10 Group Both 𝑇 × 𝐹 = 20 Individual Day 1 𝑁 × 𝑇 × 𝐹 = 400 
11 Group Both 𝑇 × 𝐹 = 20 Individual Day 2 𝑁 × 𝑇 × 𝐹 = 400 
12 Group Both 𝑇 × 𝐹 = 20 Group Day 1 𝑇 × 𝐹 = 20 
13 Group  Both 𝑇 × 𝐹 = 20 Group Day 2 𝑇 × 𝐹 = 20 
    14 Group Both 𝑇 × 𝐹 = 20 Group  Both  𝑇 × 𝐹 = 20 
Note: Our current research involved Index 1-4 (colored gray). The subset of data we used for 
training and testing was modeled at the individual-level and varied in whether it was randomly 
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drawn from the Day 1 or Day 2. N = 20 (total number of participants), T = number of demand 
manipulations (i.e., 2: number of tasks, types of tasks), F = number of input neural feature sets 
(10). 
 
6.  Bring it all together – A Neurobehavioral Approach  
  Accuracy describes the overall capabilities of a particular machine-learning model. 
However, accuracy alone does not provide information about why a model performs better or 
worse, especially in the case of a multi-class model.  In other words, a model may more often 
misclassify neural activity when categories posses more similar neural representations – overall 
accuracy is a general statistic of how often data was misclassified. In CH05 we exploit our rich 
dataset to query how mistakes were made and what categories were more confusable than others.   
We assumed the mistakes a classifier made was a representation of one’s neural 
similarity. To relate the structure of neural activity across conditions we constructed a 
dissimilarity matrix where we quantified the extent that the neural model confused each pairwise 
category as the other, each cell represented an opportunity for confusion. For comparison – the 
structure of a dissimilarity matrix is that of a cMRT confusion matrix and a performance 
modeling correlation matrix. 
  
Using MDS to quantify neural similarity 
We used a weighted conflict matrix to quantify the degree of confusion between 
categories. Multidimensional scaling (MDS) places each category in a 2D-space where their 
location is based on the degree of confusability with other categories. We used MDS to estimate 
the category separation; visually we represented the amount of separation as distance between 
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points on a 2-D plane. We used the Euclidean distance between categories in MDS space as our 
representation of neural dissimilarity. Two categories that were closer together in MDS space 
(smaller distance) were more often confused for one another than two categories that were 
further separated in MDS space.  
Ultimately, we examined the extent that computational, behavioral, and neural measures 
converged, at the individual-level. In other words, we identified whether neural similarity did, or 
did not, occur in accordance with performance decrements and/or resource competition.    
 
Hypotheses 
In general, we hypothesized that the relative degree of neural similarity between tasks 
would correlate with one’s efficiency to complete the tasks simultaneously (i.e., MT) and 
correlate with the relative degree of resource competition between the tasks (i.e., cMRT).  We 
outline each specific hypothesis pertaining to the relationship of neural similarity with task load, 
MT, and cMRT below.  
 
Single- to Dual-Task Neural Similarity 
 We predicted that the subtask components of a dual-task would have more neural 
similarity than the subtasks that were not part of the dual-task. Specifically, we predicted the 
brain activity of TC was more similar with T and C than M (SD-H1 and SD-H2), the brain 
activity of TM was more similar with T and M than C (SD-H3 and SD-H4), and the brain 
activity of CM was more similar with C and M than T (SD-H5 and SD-H6). 
Note that in all the defined hypotheses we mention below “closer” was short-hand for the 
neural data of two categories were more often confused; hence, categories that are closer in 
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similarity space made the classification model confuse the categories more often than categories 
that were further away from one another.  
SD-H1: T and TC closer than M and TC 
SD-H2: C and TC closer than M and TC 
SD-H3: T and TM closer than C and TM 
SD-H4: M and TM closer than C and TM 
SD-H5: C and CM closer than T and CM 
SD-H6: M and CM closer than T and CM 
 
MT and Neural Similarity  
In Chapter 3, we assumed the order that processing efficiency slowed in dual-task pairs 
reflected the degree of dual-task conflict that caused performance deficits. Recall that at the 
group-level, we found more limited MT with particular dual-tasks: MTTM < MTTC, MTTM < 
MTCM, and MTTC < MTCM. Thus we characterized dual-task pairs that had more limited MT as 
also having more performance related conflict than dual-task pairs with less limited MT 
performance.  
Here, we hypothesized dual-task conflict, as measured by MT, would correlate with the 
degree of similarity in neural activity between the two tasks. Therefore, using the rank of MT for 
each dual-task pairwise comparison we made three hypotheses: T and M were closer than T and 
C (MT-H1), T and M were closer than C and M (MT-H2), T and C were closer than C and M 
(MT-H3). Specifically,  
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MT – H1: recall that MTTM < MTTC. Therefore, we hypothesized T and M had more 
neural similarity than T and C.   
MT - H2: recall that MTTM < MTCM. Therefore, we hypothesized T and M had more 
neural similarity than C and M.   
MT - H3: recall that MTTC < MTCM. Therefore, we hypothesized T and C had more 
neural similarity than C and M.   
 
Also, recall that at the group-level we found the additional task demands of the 
communications task impacted MT the least MTTMC  - MTTM = 3.17, compared to the monitoring 
task, MTTMC  - MTTC  = 3.93, and the tracking task MTTMC  - MTCM = 5.17. Further, we 
hypothesized the single-task condition that evoked a larger degree of additional conflict (i.e., 
lower MT) above each dual-task alone would have more neural similarity to the triple task 
condition than a single-task that evoked less additional conflict than the dual-task alone. 
Specifically, we hypothesized that TCM and T were closer than TCM and M, TCM and T were 
closer than TCM and C, TCM and M were closer than TCM and C.  
 
MT – H4: TCM & T closer than TCM & M. 
Recall that the change in MT between TCM and TC was less than the change in MT between 
TCM and CM. Therefore, we hypothesized TCM and T had more neural similarity than TCM 
and M.  
MT – H5: TCM & T closer than TCM & C. 
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Recall that the change in MT between TCM and TM was less than the change in MT between 
TCM and CM. Therefore, we hypothesized TCM and T had more neural similarity than TCM 
and C. 
MT – H6: TCM & M closer than TCM & C. 
Recall that the change in MT between TCM and TM was less than the change in MT between 
TCM and TC. Therefore, we hypothesized TCM and M had more neural similarity than TCM 
and C. 
 
Given these MT data reported in the previous paragraph, we hypothesized neural 
similarity to also reflect the reverse implications: the additional task demands of a third task 
added to a dual-task pair that resulted in little change in processing efficiency would have more 
neural similarity than a dual-task pair and the triple-task where the additional demands of the 
third task changed processing efficiency to a larger extent. Specifically, we hypothesized TCM 
and TM were closer than TCM and TC, TCM and TM were closer than TCM and CM, TCM and 
TC were closer than TCM and CM.  
 
MT – H7: TCM & TM closer than TCM & TC. 
Recall that the change in MT between TCM and TM was less than the change in MT between 
TCM and TC. Therefore, we hypothesized TCM and TM had more neural similarity than TCM 
and TC. 
 
MT – H8: TCM & TM closer than TCM & CM. 
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Recall that the change in MT between TCM and TM was less than the change in MT between 
TCM and CM. Therefore, we hypothesized TCM and TM had more neural similarity than TCM 
and CM. 
 
MT – H9: TCM & TC closer than TCM & CM. 
Recall that the change in MT between TCM and TC was less than the change in MT between 
TCM and CM. Therefore, we hypothesized TCM and TC had more neural similarity than TCM 
and CM. 
 
cMRT and Neural Similarity  
Recall our cMRT model from Chapter 2 for each task pair predicted more structural 
overlap with particular dual-tasks: cMRTCM > cMRTTC,, cMRTCM > cMRTTM, and cMRTTM > 
cMRTTC. Further, we hypothesized more structural overlap between two tasks would correlate 
with the degree of neural similarity between the two tasks. Specifically, we hypothesized that T 
and M were closer than T and C (cMRT-H1), C and M were closer than T and M (cMRT-H2), C 
and M were closer than T and C (cMRT-H3). 
 
Recall that cMRTTM had more structural overlap than cMRTTC. Therefore, we 
hypothesized T and M would have more neural similarity than T and C (cMRT – H1). Similarly, 
cMRTCM had more structural overlap than cMRTTM.  Therefore, we hypothesized C and M would 
have more neural similarity than T and M (cMRT – H2). Lastly, cMRTCM had more structural 
overlap than cMRTTC. Therefore, we hypothesized C and M would have more neural similarity 
than T and C (cMRT – H3). 
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We could not have used current cMRT framework to make predictions about the extent 
that an additional tasks would compete for resources above and beyond that of the dual-task pairs. 
Therefore, we did not form cMRT hypotheses about the degree of neural similarity we expected 
to find between brain activity single- and triple-tasks, or dual- and triple-tasks. However, cMRT 
predictions were at the group-level; therefore, we predicted that the degree of neural similarity 
would be consistent across individuals.   
 
Competing MT and cMRT Hypotheses  
 MT and cMRT made two divergent predictions.  
1) H2: MT predicted T & M would be closer than C & M (MT-H2) and cMRT-H2 
predicted the reverse: C & M would be closer than T & M (cMRT-H2).  
2) H3: MT predicted T & C would be closer than C & M (MT-H3) and cMRT-H3 predicted 
the reverse: T & C would be closer than C & M (cMRT-H3).  
 
 
 
Summary 
In CH05, we defined a dissimilarity matrix that defined the representational distance 
between subtasks and dual-tasks, subtasks and the triple-task, and dual-task and the triple-task 
environments. We constructed three dissimilarity matrices and tested their correlation, for each 
individual: 
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1. A neural-based DM. We used the pattern of SVM misclassifications (i.e., degree that 
conditions were confused) to inform a 2D representation that quantified the distance, i.e., 
degree of separability, between conditions using only neural activity.   
2. A performance-based DM. We used our parametric model of MT to quantify the degree of 
multi-tasking (in)efficiency of each dual-task and triple-task condition (CH03). The change 
in MT from each dual- to triple-task condition was quantified as the degree that each 
single-task influenced processing of the composite triple-task; e.g., MT123 - MT12  = MT3(1) 
+ MT3(2) + MT1(3)  + MT2(3).. 
3. A resource-based DM. We used the competition for common resources quantified by 
cMRT (CH01).   
We hypothesized higher degrees of competition (MRT), would have closer proximity in 
MDS space, compete for common resources, and hence, result in lower MT scores.  
 
Methods 
Representational Similarity Analysis (RSA) 
We used representational similarity analysis (RSA; Kriegeskorte, Mur, & Bandettini, 
2008) as a framework to compare neural similarity, resource competition, and multi-tasking 
performance. RSA is an approach to quantify the separation between categories in a 
representational space and compare these across one or several evaluation methods (neural: 
SVMs, behavioral: MT, computational: cMRT). RSA provided us a universal platform to 
compute and compare dissimilarity matrices across domains (neural, behavioral, 
computationally). We investigated the correlation between the amount of similar resource 
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demands (cMRT), degree of similar brain activity (SVMs), and multi-tasking performance (MT), 
for each individual.  
 
Neural Similarity 
We constructed a confusion matrix result from the types of task classifier performance 
for a single participant’s data at the within-day level. The conditions were labeled for each type 
of single-, dual-, and triple-task, accordingly. Each cell represented an opportunity for the 
classifier to have confused the two categories directly to the left (y-axis) and down (x-axis). The 
value within each cell was the amount that this confusion occurred when the model attempted to 
predict the category of new data. The diagonal in the confusion matrix were all instances that the 
model placed the data in the correct category (“Hits”), the off-diagonal in the confusion matrix 
were all instances that the model placed the data in the incorrect category.  
In these model results, we found incorrect responses were rare; i.e., few trials were 
classified on the “off-diagonal” in the confusion matrix. Further, we could not investigate where 
more/less confusion occurred with these data. To assess patterns model confusion, we 
necessarily needed to induce errors. Therefore, we combined the data across days; however, the 
classifiers were still responding with an AUC > 90%, i.e., very few errors.  
In CH04 we showed that all models were less accurate in classifying data between days. 
Therefore, we trained and tested the model on data from separate days to induce more category 
confusion. This model provided us the data necessary to then identify patterns in the model’s 
erroneous performance. In Figure 5-1 we provided an example confusion matrix of the between-
day model evaluation using a single participant’s neural data collected on two separate occasions.  
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Figure 5-1. A “between-day” weighted confusion matrix for classifying the types of tasks, for a 
single participant. Note: These data were from a model that was using the neural data of 
Participant 16 for a single day and tested on the same participant’s data that was collected on a 
separate day. In CH04 we referred to this as the “between-day” evaluation. 
 
Multi-dimensional Scaling (MDS) 
Next, We used metric-MDS to calculate the distance between categories, given the rate of 
misclassification quantified in the confusion matrix. We provided an example of an MDS 
pictorial representation, for a single participant’s data in Figure 5-2. When patterns of neural 
activity were highly similar the model more often mismatched the categories, and there was little 
distance between the categories in the pictorial representation of MDS space.  When patterns of 
neural activity were less similar, for a participant, the model more often classified them 
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appropriately, and there was a sizable distance between the categories in the pictorial 
representation of MDS space.   
Note that we used a simple metric-MDS model, “absolute MDS”, where the distance was 
directly defined by the similarities. An alternative, nonmetric-MDS would have prioritized 
preserving the order of distances to reflect the ranked order in the similarity matrix, i.e., more 
similarity always equals less distance; we did not explore the differences between these two 
alternative MDS models. 
 
 
Figure 5-2. An example of the MDS visualization for Participant 16, where data were trained on 
Day 1 and tested on Day 2. 
 
 
Results 
Single- to Dual-Task Neural Similarity 
SD-H1. T and TC closer than M and TC for six participants (35%). At the group-level, 
neural activity observed during the tracking task was not significantly closer to the neural 
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activity observed during the dual tracking and communications multi-task condition than the 
monitoring task, t(16) = -0.71, p > .05. 
 
SD-H2. C and TC were closer than M and TC for ten participants (59%). At the group-
level, neural activity observed during the communications task was not significantly closer to the 
neural activity observed during the dual tracking and communications multi-task condition than 
the monitoring task, t(16) = -0.40, p > .05. 
 
SD-H3. T and TM were closer than C and TM for six participants (35%). At the group-
level, neural activity observed during the tracking task was not significantly closer to the neural 
activity observed during the dual tracking and monitoring multi-task condition than the 
communications task, t(16) = -0.60, p > .05. 
 
SD-H4. M and TM were closer than C and TM for three participants (18%). At the 
group-level, neural activity observed during the monitoring task was not significantly closer to 
the neural activity observed during the dual tracking and monitoring multi-task condition than 
the communications task, t(16) = -1.69, p > .05. 
 
SD-H5. C and CM were closer than T and CM for ten participants (59%). At the group-
level, neural activity observed during the communications task was not significantly closer to the 
neural activity observed during the dual communications and monitoring multi-task condition 
than the tracking task, t(16) = 0.54, p > .05. 
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SD-H6. M and CM were closer than T and CM for nine participants (53%). At the group-
level, neural activity observed during the monitoring task was not significantly closer to the 
neural activity observed during the dual communications and monitoring multi-task condition 
than the tracking task, t(16) = 0.35, p > .05.  
 
Table 5-1. Support for single- to dual-task predictions by individual. 
 
 02 03 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 
SD-H1 ✔  ✔   ✔     ✔       ✔    ✔  
SD-H2 ✔  ✔    ✔  ✔   ✔  ✔    ✔   ✔  ✔   ✔  
SD-H3 ✔    ✔  ✔      ✔   ✔     ✔   
SD-H4 ✔   ✔           ✔      
SD-H5  ✔   ✔  ✔  ✔  ✔   ✔  ✔   ✔    ✔   ✔  
SD-H6   ✔   ✔  ✔  ✔   ✔  ✔   ✔  ✔   ✔    
Total 4 3 2 3 4 3 2 2 3 3 0 4 2 2 3 1 3 
 
Note. A check mark (✔) illustrates support for the hypothesis.  
 
MT and Neural Similarity  
MT - H1. T & M were closer than T & C for ten participants (59%). At the group-level, 
the similarity of neural activity between the tracking and monitoring tasks was not significantly 
closer than the neural activity between the tracking and communications tasks, t(16) = 0.77, p 
> .05.  
MT - H2. T & M were closer than C & M for eight participants (47%). At the group-
level, the similarity of neural activity between the tracking and monitoring tasks was not 
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significantly closer than the neural activity between the communications and monitoring tasks, 
t(16) = 0.31, p > .05. 
MT - H3. T & C were closer than C & M for seven participants (41%). At the group-
level, the similarity of neural activity between the tracking and communications tasks was not 
significantly closer than the neural activity between the communications and monitoring tasks, 
t(16) = -0.36, p > .05. 
MT – H1:H3.  At the group-level, we did not find support that the relative degree neural 
similarity between single-tasks significantly predicted the degree of dual-task decrement (Figure 
5-3), t(33) = 0.24, p > .05.  
 
Figure 5-3.  Plot of the observed dual-task decrement (x-axis) and relative degree of subtask 
similarity (y-axis). Each point was a different individual; each color was a different dual-task.   
 
MT – H4. TCM & T were closer than TCM & M for nine participants (53%). At the 
group-level, the similarity of neural activity between the triple-task and tracking task was not 
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significantly closer than the neural activity between the triple-task and monitoring task, t(16) = -
0.81, p > .05. 
MT – H5. TCM & T were closer than TCM & C for eight participants (47%). At the 
group-level, the similarity of neural activity between the triple-task and tracking task was not 
significantly closer than the neural activity between the triple-task and communications task, 
t(16) = -0.57, p > .05. 
MT – H6. TCM & M were closer than TCM & C for eight participants (47%). At the 
group-level, the similarity of neural activity between the triple-task and monitoring task was not 
significantly closer than the neural activity between the triple-task and communications task, 
t(16) = 0.16, p > .05. 
MT – H4:H6. At the group-level, we did not find support that the relative degree of 
neural similarity between triple-tasks and single-tasks significantly predicted the degree of dual- 
to triple-task decrement (Figure 5-4), t(33) = -0.19, p > .05. Note, we use the amount of change 
in MT from each dual-task to triple-task to quantify the additional decrement (facilitation) due to 
the additional subtask demands. 
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Figure 5-4.  Plot of the observed dual- to triple-task decrement (x-axis) and relative degree of 
single- and triple-task similarity (y-axis). Each point was a different individual; each color was a 
different dual- to triple-task change.    
 
MT – H7. TCM & TM were closer than TCM & TC for ten participants (59%). At the 
group-level, the similarity of neural activity between the triple-task and dual tracking and 
monitoring task condition was not significantly closer than the neural activity between the triple-
task and the dual tracking and communications task condition, t(16) = 1.68, p > .05. 
MT – H8. TCM & TM were closer than TCM & CM for eleven participants (65%).  At 
the group-level, the similarity of neural activity between the triple-task and dual tracking and 
monitoring task condition was not significantly closer than the neural activity between the triple-
task and the dual communications and monitoring task condition, t(16) = 0.98, p > .05. 
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MT – H9. TCM & TC were closer than TCM & CM for eight participants (47%). At the 
group-level, the similarity of neural activity between the triple-task and dual tracking and 
communications task condition was not significantly closer than the neural activity between the 
triple-task and the dual communications and monitoring task condition, t(16) = -0.58, p > .05. 
MT – H7:H9. At the group-level, we did not find support that the relative degree of 
neural similarity between triple-tasks and dual-tasks significantly predicted the degree of dual- to 
triple-task decrement (Figure 5-5), t(33) = 1.41, p > .05.  
 
Figure 5-5.  Plot of the observed dual- to triple-task decrement (x-axis) and relative degree of 
dual- and triple-task similarity (y-axis). Each point was a different individual; each color was a 
different dual- to triple-task change.    
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Table 5-2. Support for MT predictions by individual.  
 
 02 03 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 
MT-H1 ✔   ✔  ✔  ✔  ✔    ✔  ✔  ✔   ✔     ✔  
MT-H2 ✔   ✔  ✔  ✔      ✔    ✔    ✔  ✔  
MT-H3 ✔  ✔   ✔    ✔        ✔   ✔  ✔  
MT-H4 ✔  ✔   ✔  ✔    ✔   ✔   ✔     ✔  ✔  
MT-H5 ✔  ✔   ✔  ✔      ✔  ✔  ✔     ✔   
MT-H6 ✔   ✔   ✔  ✔  ✔   ✔  ✔  ✔        
MT-H7 ✔  ✔  ✔    ✔  ✔   ✔  ✔    ✔    ✔  ✔  
MT-H8 ✔  ✔  ✔   ✔  ✔   ✔  ✔     ✔  ✔  ✔  ✔   
MT-H9 ✔  ✔    ✔    ✔    ✔   ✔  ✔  ✔    
Total 9 6 5 5 7 4 3 3 4 6 4 2 5 3 2 6 5 
 
Note. A check mark (✔) illustrates support for the hypothesis.  
 
cMRT and Neural Similarity  
cMRT - H1. T and M closer than T and C for ten participants (59%). At the group-level, 
the similarity of neural activity between the tracking and monitoring tasks was not significantly 
closer than the neural activity between the tracking and communications tasks, t(16) = 0.77, p 
> .05. 
cMRT - H2. C and M closer than T and M for nine participants (53%). At the group-
level, the similarity of neural activity between the communications and monitoring tasks was not 
significantly closer than the neural activity between the tracking and monitoring tasks, t(16) = -
0.31, p > .05. 
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cMRT - H3. C and M closer than T and C for ten participants (59%). At the group-level, 
the similarity of neural activity between the communications and monitoring tasks was not 
significantly closer than the neural activity between the tracking and communications tasks, t(16) 
= 0.36, p > .05. 
MT – H1:H3.  At the group-level, we did not find support that the relative degree neural 
similarity between single-tasks significantly predicted the degree of dual-task decrement (Figure 
5-6), t(33) = 0.10, p > .05.  
 
Figure 5-6. Plot of total interference (cMRT) and observed neural similarity of three dual-tasks. 
Note: Our linear model included continuous values for both cMRT and neural similarity; we just 
used a boxplot to better visualize the data here. Interference values (calculated in CH01) were: 
TC = 11.15, TM = 11.36, and CM = 13.96.  
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Table 5-3. Support for cMRT predictions by individual.  
 
 02 03 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 
cMRT-H1 ✔   ✔  ✔  ✔  ✔    ✔  ✔  ✔   ✔     ✔  
cMRT-H2  ✔     ✔  ✔  ✔  ✔   ✔  ✔   ✔  ✔    
cMRT-H3   ✔   ✔  ✔   ✔  ✔  ✔  ✔  ✔  ✔   ✔    
Total 1 1 2 1 2 3 1 2 3 2 3 2 2 1 2 0 1 
 
Note. A check mark (✔) illustrates support for the hypothesis.  
 
Competing MT and cMRT Hypotheses  
We found roughly equal support for the two hypotheses where MT and cMRT diverged. 
Specifically, we assessed H2 where MT predictions were supported for 8 individuals and cMRT 
for 9 individuals, and H3 where MT predictions were supported for 7 individuals and cMRT for 
10 individuals.  
 
Discussion 
In this Chapter, we assumed that an individually trained SVM model would more often 
erroneously characterize the neural activity of categories with similar neural patterns. When the 
model misclassified data, the incorrect category that was chosen could inform us about the 
underlying brain activity and cognitive mechanisms of the human in different multi-tasking 
environments. We suggested categories that were located closer in multi-dimensional space had 
more overlap in their patterns of neural activity than other, more distant categories.   
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We assessed the extent that our cMRT characterization of dual-task conflict and one’s 
observed multi-tasking efficiency predicted the misclassification patterns within neural activity. 
For each multi-task condition we predicted the relative degree of resource competition and one’s 
individual estimate of MT would correlate with the extent that the SVM model of one’s neural 
activity would erroneously mismatch the subtask conditions. We used the distance between two 
subtasks in MDS space to test our hypotheses; we predicted the further apart two tasks were 
(larger distance), the less they would compete for common resources and hinder multi-tasking 
efficiency.  
We did not find evidence that the distance between each single task condition in a neural 
MDS representation predicted resource competition or dual-task MT.  Further, we did not find 
support those conditions where participant’s exhibited similar processing deficits, exhibited more 
neural similarity than other conditions.   
 
Limitations and Future Research 
We did not assess whether the “between-day” model misclassified the data in the same 
way as each “within-day” model. If the models were relatively independent across days, the 
models trained “within-day” would each have a unique pattern of misclassifying the data. Further, 
for a particular learned pattern of neural activity that appropriately characterized a condition on 
one day, may have been more similar to another condition than to itself on the following day. 
Hence, the correlation of neural activity by condition matters in using the “between-day” model 
to build a MDS representational space.  
We learned that we must ensure the misclassification patterns are similar between two 
models before assessing the “between-model" predictive accuracy, and the pattern of errors. In 
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the current research, we used a distance metric, standardized Euclidean distance, between points 
in a dissimilarity matrix such that the higher dissimilarity the lower the similarity, and hence, the 
less the overlap in similar neural activity. In terms of SDT, the d’ of our SVM was extremely 
high, such that few errors occurred. The individual-level, single-day SVM models rarely 
responded incorrectly when provided all of the electrode-frequency pairs. This occurred even 
though the model was “blind” to the testing subset of data. We could not evaluate pattern of 
typical incorrect responding to assess the biases of the model. After, we combined the data 
across days, the classifiers were still responding with an AUC > 90%, very few errors. In sum, 
within a single day, and both days, we could not get a good understanding for when the model 
messed-up, what it was misclassifying the data as instead; SVM accuracy was too high even after 
combining days across each individual.  
We wanted to assess these models at the individual level; but needed to introduce 
incorrect responses to measure biases. Therefore, we kept the day within individuals separate and 
instead we use the data from one day to train the model, and used the model to predict the second 
day. This introduced an adequate number of trial errors for us to assess how the model made 
mistakes.  
In future research we will reassess our data and build two neural-informed MDS 
representations for an individual, Day 1 and Day 2. We will test whether the MDS dissimilarity 
matrices correlate across two separate days of data collection. If we find a significant correlation, 
we suggest that the SVM model would similarly confuse within- or between-day neural activity. 
However, if we do not find a correlation, we will reanalyze our cMRT and MT predictions with a 
“within-day” test of the model.  
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 In our research, the “within-day” models achieved near ceiling level accuracy which 
made it difficult to characterize errors; hence, the need to introduce the “between-day” models. 
In future research we can instead train models on a subset of features; specifically, the features 
important to subtasks identification.  We can use one of the subsets outlined in Table 4-1 or a 
statistical reduction of feature space, such as principle components analysis (PCA). Here, we 
may observe more errors than a model with all features but control for the day-to-day variance in 
one’s neural activity.  We may find that the underlying 2D representation of neural similarity 
between task conditions is consistent across day, when measured independently. The SVM 
model strategically places decision boundaries between categories using the training data. How 
the “noise” influences these boundaries will change from day-to-day, thereby influencing the 
model’s decisions and rate of category confusion.  Further, we will assess the degree that 
categories are equally separated in MDS space across multiple days, and individuals.  
 
7. General Discussion and Conclusion 
One of our goals was to define a comprehensive metric of multi-tasking efficiency. We 
developed MT: an individualized measure to assess the extent the multi-tasking influences 
performance relative to completing each task independently.  We applied our measure to assess 
the multi-tasking efficiency of 20 participants in the factorial dual-task combinations of 3 
different subtasks of MAT-B. We compared how processing efficiency changed from each dual-
task pair to the triple-task environment; where the triple-task condition was a combination of the 
3 MAT-B subtasks together.  
We found participants’ performance relative to the group varied across subtasks. Some 
performed substantially better relative to the group for one subtask and substantially worse than 
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the group in another. Traditional analyses of mean-level performance did not provide consistent 
information about whether multi-tasking efficiency varied (or not) across conditions and 
occasions (across two days). Alternatively, we found consistent variation in MT depending on 
the subtask components; individuals’ rank order of MT across conditions was relatively stable. 
Further, individual’s MT did not vary across days.  
We developed a parametric model of MT and demonstrated that multi-tasking efficiency 
fluctuated within a day, even when task demands were constant. We found overall multi-tasking 
efficiency was constant, day-to-day, but may fluctuate over the period of a single session.  
Another goal of ours was to determine unique patterns of one’s neural activity that may 
reliably classify new data to the appropriate type of task demands. We used support vectors as a 
machine-learning tool to analyze neuroimaging data and take into account the relationship 
between multiple variables (e.g., channels of the EEG) instead of treating each as independent 
variable.   
We developed two models that successfully distinguished between 3 and 4 conditions, 
respectively. Our models successfully distinguished difficulty in two real-world environmental 
demand manipulations that are often overlooked in neuroergonomic investigations mental 
workload: we manipulated the nature of and number of the subtask components. We developed 
and demonstrated the success of multiple, individual-level classification models where each was 
specific to a participant and type of demand manipulation (i.e., the similarity between the 
subtasks, the number of total subtasks). In addition, we assessed the degree of within- and 
between-day generalizability each model accurately classified untrained data. The full electrode-
frequency feature model consistently outperformed all competing subset models.  
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Lastly, we investigated how a SVM misclassified one’s neural data; we predicted the 
degree of confusion between two categories mapped back to the construct of neural similarity 
and would correlate with the degree of performance decrements and resource competition.   We 
assumed the mistakes a classifier made were a representation of one’s neural similarity.  
Ultimately, we connected the computational, behavioral, and neural measures, at the individual-
and group-level. In sum, we identified that our characterization of neural similarity did not occur 
in accordance with performance decrements or resource competition.    
We assumed that an individually trained SVM model would more often erroneously 
characterize the neural activity of categories with similar neural patterns. When the model 
misclassified data, the incorrect category that was chosen could inform us about the underlying 
brain activity and cognitive mechanisms of the human in different multi-tasking environments. 
We suggested categories that were located closer in multi-dimensional space had more overlap in 
their patterns of neural activity than other, more distant categories.  We did not find evidence that 
the distance between each single task condition in a neural MDS representation predicted 
resource competition or dual-task MT.  Further, we did not find support those conditions where 
participant’s exhibited similar processing deficits, exhibited more neural similarity than other 
conditions. We discussed the limitations of our approach and how we may better characterize 
and estimate neural similarity in future research.  
 
8. General Methods 
Participants 
Twenty participants (18 Caucasian; 2 Asian), 12 female (Age: M = 25, range = [18, 34]) 
and 8 male (Age: M = 25.6, range = [18, 31]), completed three sessions. Each session lasted no 
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longer than 2 hours (Session 1) or 3 hours (Session 2 & 3) for any participant. Participants were 
compensated $10/hour after each session ($80 in total). The duration of the full study ranged 
from 3 to 10 days depending on the availability of the participant and laboratory space; each 
session was separated by 1-3 days.  
All participants’ primary language was English and all indicated they were fluent in their 
ability to read, write, and comprehend the English language. All participants had normal color 
vision and normal (20/20) or corrected to normal (glasses/contacts) visual acuity.  
Participants were provided a definition of multi-tasking, “dealing with more than one task 
at the same time,” followed by a request for four responses regarding their multi-tasking 
behaviors compared to others. We adopted Sanbonmatsu et al.’s (2016) questionnaire to assess 
one’s perceived multi-tasking ability. Two responses requested the participant rank their multi-
tasking abilities compared to other college students (R1) or adults in the general population (R2) 
on a scale of 0-100%, where 0% = “very bottom”, 50% = “average”, and 100% = “very top.” In 
regards to other college students (R1), 2 participants chose 25%, 7 chose 50%, 9 chose between 
60-75%, and 2 chose above 75%; compared to other adults in the general population (R2), 6 
participants chose 50%, 11 chose between 60-75%, and 3 chose above 75%. The remaining two 
responses requested the participant rank the level of difficulty they experience in performing 
multiple tasks simultaneously compared to other college students (R3) or adults in the general 
population (R4) on a scale of 1-5, where 1 = “much less”, 3 = “same”, 5 = “much more.” 
Compared to other college students (R3), 1 participant chose a rank of 1 (“much less”), 2 chose a 
rank of 2, 14 chose a rank of 3 (“same”), and 3 chose a rank between 3 and 4. Compared to other 
adults in the general population (R4), 1 participant chose a rank of 1 (“much less”), 5 chose a 
rank of 2, 12 chose a rank of 3 (“same”), and 2 chose a rank between 3 and 4. 
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AF-MATB Description 
Participants performed the Multple-Attribute Task Battery (MAT-B; developed by 
Comstock & Annegard, 1992 and adapted in the AF-MATB by Miller et al., 2014). In the current 
experiment, we utilized three subtasks while “blacking-out” the remaining tasks.  Below we 
provide details pertaining to the goal and extraction of performance metrics for each subtask, 
respectively.  
 
Monitoring task (M). Participants had to identify and “fix” malfunctions that occurred 
in four gauges (Figure M-1) and two lights (Figure M-2 and Figure M-3) using keyboard 
responses (i.e., F1-F6). The participant watched each gauge and judged the extent to which each 
slider fluctuations above and below the center dash, a slightly longer dashed line indicated the 
center. A ‘malfunction’ occurred when the slider moved outside of an acceptable range: one tick 
mark above or below the center dash. During the malfunction the slider would alternate between 
the malfunctioning and normal range of tick marks. If the participant identified and corrected the 
malfunction within the allowed amount of time (10 seconds) the slider returned to the center of 
the gauge and began alternating above and below the center range once again. A yellow bar at 
the bottom of the gauge was presented to signal to the participant that their response was 
detected and correct.  
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Figure M-1. The Gauges used in the Monitoring (M) subtask of AF-MATB. 
 
The participant had to monitor two lights. The light on the left was green, “ON”, and the 
light on the right was black, “OFF”, during normal operations. A malfunction occurred when 
either the left light turned black, “OFF”, or the right light turned red, “ERROR”.  
 
Figure M-2. The Lights used in the Monitoring (M) subtask of AF-MATB, both properly 
functioning (Left = Green, Right = Black). 
 
Figure M-3. The Lights used in the Monitoring (M) subtask of AF-MATB, both signaling a 
malfunction (Left = Black, Right = Red). 
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Performance evaluation. The response time, measured as the time from malfunction 
onset to a button press, was recorded for all correct fixes. If the participant did not respond in the 
allowed time, the gauge (10 second limit) or light (5 second limit) automatically reset to normal 
functioning and a miss was recorded. If a button was pressed for a gauge or light that was not 
malfunctioning a false alarm was recorded.  
 
Communications task (C). Participants listened for an auditory transmission that first 
announced their assigned callsign, “NGT504”, followed by a particular radio channel (4 possible 
channels) and a specific frequency (illustrated in Figure M-4). The callsign, “NGT504”, was 
fixed for all participants and sessions; it was visible at all times.  
Participants used their left hand to press the keyboard arrow buttons and navigate through 
channels (up/down arrows) and frequencies (left/right arrows). Participants again used their left 
hand to press the enter key and submit a response; the visual “Enter” flashed green to signal to 
the participant that their response was submitted, regardless of whether it was a correct or 
incorrect response.  
Two types of events could occur: True communications events (TC) and false 
communications events (FC). Each type of event demanded a particular participant response. TC 
events occurred when the audio transmission addressed the participant’s designated ‘callsign’. 
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Figure M-4. The Communications (C) subtask in the AF-MATB environment. 
 
Performance evaluation. For a correct response to a TC event the participant used their 
left hand to change the frequency of the instructed radio channel and press “Enter” within the 
allotted time (10 seconds). Accuracy (hit/miss) and response times were recorded for each TC 
event. Alternatively, FC events occurred when the audio transmission addresses any other 
‘callsign’ than that specified for the participant. FC demanded the participant withheld their 
response. If the participant made a response, a false alarm and the incorrect response time was 
recorded. 
 
Tracking task (T). The participant used a joystick to control the movement of a green, 
circular reticle (illustrated in Figure M-5). The objective was to steer the reticle as close to the 
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center yellow crosshair as possible. The AF-MATB software included three default levels of 
difficulty where each increase in difficulty corresponded to more frequent changes in direction 
and faster movement of the reticle. For the analyses reported here, we utilized the “Low”, 
“Medium” and “High” levels of difficulty.  
 
Figure M-5. The Tracking (T) subtask in the AF-MATB environment. 
 
Performance evaluation. Alternative to response times and accuracy, performance in the 
tracking task was based on the ability to maintain the reticle position at the center of the 
crosshair target. Therefore, we used the root mean standard deviation (RMSD) of the Euclidian 
distance between the reticle and crosshair (Equation M.1). To calculate the RMSD we first 
calculated the sampling rate (SR):  
   SR =  !"#$ (!"#$%&!)
!"# !"#$%&'( (!"#$%&!)
.    (M.1) 
The RMS Interval is governed by experimental parameters and time in seconds refers to 
the length of the experimental block.  We used the SR and the measurement of Euclidian 
distance between the reticle and crosshair to calculate Target RMSD:  
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Target RMSD Euc.Dist. =  (!"#$%&%'( !"#$%&!" !"#$ !"#$%&)
!!"
!!!
!"
  (M.2) 
 
The Euclidean distance is used for RMSD to account for the both horizontal (x-axis) and 
vertical (y-axis) deviations the reticle from the crosshair.  
 
Experimental sessions 
Training session. The purpose of the first experimental session (a maximum of 2-hours) 
was to train and familiarize participants with each single-task alone, dual-task pair, and the 
triple-task combination. We pseudo-randomized 3-minute trials for each of the seven trial types 
(T-alone, C-alone, M-alone, T+C, T+M, C+M, T+C+M); this set of seven trials was repeated 3 
times for each participant split with an optional break between each set (21 trials in total). All 
task components were set to a moderate level of difficulty, using both pilot testing and parameter 
settings suggested in previous research (Bowers, 2013).  
 
Post-training sessions. The remaining two sessions had a pseudo-randomized, factorial 
design of single- to triple-task combinations. In total these post-training data were collected 
across two days, each containing thirteen (each 6 minutes) trial types. Task demands for a given 
task could vary from low (indicated by a subtext of 1; e.g., T1), moderate (indicated by a subtext 
of 2; e.g., T2), or high (indicated by a subtext of 3; e.g., T3). Trial types included each factorial 
combination of single- to triple-tasks at a moderate level of difficulty (i.e., T2, C2, M2, T2C2, 
T2M2, C2M2, T2C2M2), and six, triple-task conditions where two of the three task demands 
systematically increased or decreased in task demands (i.e., T1C1M2, T3C3M2, T1C2M1, T3C2M3, 
T2C1M1, T2C3M3). After training, we recorded EEG and performance data across two identical 
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sessions, per participant. Participants used a keyboard and joystick; audio transmissions came 
through external speakers.   
 
Materials 
Hardware. The AF-MATB was run using 2GB of RAM, 2GHz dual-core processor, a 
15-inch monitor, a keyboard, a mouse, a joystick, and speakers (Figure M-6). These were 
requirements for the tasks to function properly as intended by the software development team. A 
keyboard and joystick were necessary for the participant to respond to experimental stimuli and 
we, as the experimenter, used a mouse to press the start button to begin the session. Speakers 
allowed the participant to hear the audio transmissions of the Communications task. To protect 
our EEG recording from exposure to excessive noise, we collected all data inside a Faraday cage. 
As the experimenter, we sat outside of the Faraday cage, where we could monitor the subject 
directly via a small webcam placed in front of them. We also viewed the EEG data and the 
participant monitor in real-time for the duration of the experiment (Figure M-7). 
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Figure M-6. An example image of our post-training laboratory set-up. Here we collected EEG 
data during the last two sessions (post-training) of the experiment.  
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Figure M-7. An example of the experimenter’s view to monitor the participant via webcam, EEG 
data stream via ActiView, and the participant’s monitor screen in real-time.  
 
The EEG signals were recorded in two experimental session by a 64 Ag-AgCl pintype 
active electrodes (ActiveTwo, BioSemi) mounted on an elastic cap (ECI) according to the 
extended 10-20 system, and from two additional electrodes placed on the right/left mastoids, and 
an electrode on the tip of the nose (example in Figure M-8). Eye movement and blinks were 
monitored using EOG electrodes. The EEG and EOG were sampled at 1024 Hz with 24-bit 
resolution and an input range from -262 to +262 mV/bit. EEG data were saved and processed 
offline.  
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Figure M-8. An example of the 64-electrode BioSemi system on a human subject using an ECI 
and external mastoid and EOG electrodes. 
 
Software. The AF-MATB software we used required Windows 7, MATLAB Compiler 
Runtime 7.8, and Microsoft Office 2007. The AF-MATB software were directly downloaded 
from shared Google Drive folder (i.e., Hyperlink to AF-MATB Software). These materials 
included an in-depth, updated user manual, which were greatly appreciated, as it significantly 
alleviated many pains that could have occurred in our attempts to implement the software and 
customize the experimental protocol (Miller, Schmidt, Estepp, Bowers, & Davis, 2014). 
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We used a combination of Python and R for processing the data; each provided unique 
strengths to facilitate processing models of performance data, neural data and the implementation 
of machine learning algorithms. We used ActiView to monitor participant’s brain activity during 
the experiment in real-time. Additional software, provided by National Instruments (NI-DAQmx 
and NI-MAX), were necessary for the AF-MATB to pass triggers, i.e., information about what 
events happened in the participant’s task environment, to the BioSemi USB2 receiver.  
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10. Appendix A: Choosing the Parameters of the Conjugate Prior 
 
In this Appendix, we provide a summary of how we chose parameters values that 
informed our conjugate prior, with a known shape value.  
First, we estimated the maximum likelihood parameters values (β, θ) unique to each 
individual, in each day of data collection. In this step, we had two free parameters; we fit both 
shape (β) and scale (θ) to the single-task data. We record the group-level mean of the β value. 
Next, we fixed the shape (β) parameter value to the group-level mean and estimate the 
maximum likelihood scale parameter, for each task type respectively, again at the individual-
level.  We found a statistically significant correlation between the scale optimization values from 
each model, i.e., fixed versus free shape (β). Therefore, we fixed the group-level shape to 
estimate the mode scale, for each task type respectively 
 
Results 
From these analyses we found the maximum likelihood β parameter was slightly variable 
across tasks, but fairly consistent across individuals (N = 20) within each task type. Further, we 
simplified our model by fixing β for each subtask, respectively, at the group level.  Next, we fit a 
model to the observed data a second time; now we fixed the β parameter to the group-level mean 
value of each task type (N = 20) found in the previous model fit, such that: M (βT) = 1.58, βT 
(range) = [0.43, 1.93], M (βC) = 4.92, βC (range) = [3.48, 7.44], and M (βM) = 1.58, βM (range) = [1.40, 
2.03].  
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In this model fit we manipulated only the scale, θ, value and found the maximum 
likelihood parameter value that best fit our estimated Weibull distributions of individual-level, 
single-task data. Therefore, for each task type we estimated one parameter value, θ, per task and 
individual i.e., tracking (θT), communications (θC), and monitoring (θM).  
Next, for each task type we compared how individuals’ optimal scale values (θ) changed 
across the two model fits: free versus fixed shape (β), parameter. The fixed shape parameter was 
set to the group-level mean β from the model when both shape and scale were free parameters. 
We found a correlation in the optimal estimates for individual-level scale (θ) parameter values 
across the two models: free versus fixed shape (β), for all task types.  
We found a significant correlation in scale parameters for the tracking task (MFree β = 
54.41, MFixed β = 55.60), r = 0.75, n = 20, p < .05, communications task (MFree β = 7.94, MFixed β = 
7.94), r = 0.96, n = 20, p < .05, and the monitoring task (MFree β = 2.17, MFixed β = 2.16), r = 0.99, 
n = 20, p < .05. Hence, the scale parameter (θ) did not statistically significantly vary between a 
model with a fixed shape parameter and a model with a free shape parameter.  
 In Table A.1 we provide the group-level mean and range of the scale parameter values 
for the entire duration of a condition (360 seconds), for each of the multi-task combinations: 1) 
tracking, βT(C), and communications, βC(T),  2) tracking, βT(M), and monitoring, βM(T), 3) 
communications, βC(M), and monitoring, βM(C),  and 4) tracking, βT(CM), communications, βC(TM), 
and monitoring βM(TC). To estimate MT for each participant, in each condition, we estimated the 
mode scale parameter from the parametric model distribution.  For our modeling purposes, we 
estimated K(t) for each task, in context of each multi-task condition, at the individual-level and 
obtained separate estimates for each day and for each 60-second time window.  
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Table A.1 Group-level scale parameter estimates for each subtask, in context of each multi-task 
combination across the full duration of the condition and within each of the 60-second time 
windows of a condition. 
µβ 
[Minβ, Maxβ] 
Task Full Duration 0-60 secs 60-120 secs 120-180 secs 180-240 secs 240-300 secs 
T(C) 872.7 
[310.5, 2755.7] 
970.2 
[367.6, 4244.5] 
810.7  
[331.7, 2085.0] 
826.6 
[334.4, 3631.5] 
749.7  
[263.2, 2084.8] 
708.8 
[339.5, 1461.5] 
C(T) 24545.2 
[23203.9, 
25631.4] 
24471.3 
[24109.4, 
24981.3] 
24587.1  
[24262.7, 
25210.8] 
24392.0 
[24051.1, 
25158.0] 
24534.8  
[24207.5, 
25092.3] 
24334.0  
[23983.9, 25234.3] 
T(M) 1018.3 
[373.6, 2329.4] 
875.4 
[370.6, 1663.6] 
935.0  
[421.1, 1718.1] 
929.4  
[399.8, 2072.1] 
958.9  
[369.9, 2540.7] 
961.3  
[354.1, 2914.5] 
M(T) 3.1 
[2.5, 4.3] 
3.0 
[2.8, 3.4] 
3.0  
[2.8, 3.6] 
3.0  
[2.8, 3.4] 
3.1  
[2.8, 3.4] 
3.0  
[2.8, 3.4] 
C(M) 21791.3 
[21004.0, 
23163.9] 
23903.3 
[23335.0, 
24419.3] 
24153.7  
[23864.9, 
24419.3] 
23732.0  
[23508.9, 
24231.7] 
24002.6  
[23685.7, 
24231.8] 
23780.3  
[23685.5, 24231.7] 
M(C) 3.7 
[3.0, 4.5] 
3.2 
[2.9, 3.8] 
3.1 
[2.9, 3.4] 
3.2  
[2.9, 3.6] 
3.2  
[2.8, 3.5] 
3.2  
[2.9, 3.5] 
T(CM) 3198.6 [ 
880.2, 5623.1] 
2039.2 
[453.3, 5265.4] 
1756.9 
[453.3, 5114.2] 
1944.0  
[453.4, 5569.7] 
1717.5  
[453.3, 5552.2] 
1538.3 
[453.3, 4379.3] 
C(TM) 22021.8 
[21004.2, 
23334.8] 
23957.8 
[23335.1, 
24419.3] 
24186.2  
[23865.0, 
24419.3] 
23839.2  
[23509.0, 
24231.7] 
24089.1  
[23685.7, 
24419.3] 
23771.4 
[23685.5, 24231.7] 
M(TC) 3.8 
[3.3, 4.5] 
3.3 
[2.9, 3.8] 
3.2  
[2.9, 3.5] 
3.2  
[2.9, 3.5] 
3.2  
[2.9, 3.7] 
3.2  
[2.9, 3.7] 
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11. Appendix B. Group-Level Visualization of Model Fit Across Time 
 
Each Figure illustrates group-level K(t) estimates for each task, in each multi-task combination, 
for a different 60-second segment of time. The following applies to each: The solid line 
represents the K(t) estimate from observed data; each color represents the task in context of a 
different multi-task environment. The dashed lines represent the estimated transformation of the 
Weibull distribution to K(t) using the fixed shape parameter, which is specific to a task, and the 
mean of the individuals’ estimated mode of the posterior distribution of scale parameters using a 
parametric model of the Weibull distribution with a conjugate prior. 
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Figure B.1-3. K(t) estimates for each task, in each multi-task combination across time window 1 
(0-60 seconds) of the condition. Top: tracking task. Middle: communications task. Bottom: 
monitoring task. 
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Figure B.2. 
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Figure B.3. 
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Figure B.4-6. K(t) estimates for each task, in each multi-task combination across time window 2 
(60-120 seconds) of the condition. Top: tracking task. Middle: communications task. Bottom: 
monitoring task. 
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Figure B.5. 
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Figure B.6. 
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Figure B.7-9. K(t) estimates for each task, in each multi-task combination across time window 3 
(120-180 seconds) of the condition. Top: tracking task. Middle: communications task. Bottom: 
monitoring task. 
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Figure B.8. 
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Figure B.9. 
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Figure B.10-12. K(t) estimates for each task, in each multi-task combination across time window 
4 (180-240 seconds) of the condition. Top: tracking task. Middle: communications task. Bottom: 
monitoring task. 
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Figure B.11. 
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Figure B.12. 
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Figure B.13-15. K(t) estimates for each task, in each multi-task combination across time window 
5 (240-300 seconds) of the condition. Top: tracking task. Middle: communications task. Bottom: 
monitoring task. 
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Figure B.14. 
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Figure B.15. 
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12. Appendix C. Precision Estimates of MT 
 
We calculated MT using a combination of the z-score for each term, respectively. The 
precision of the z-score, and how much weight it had on the overall MT, depended on the 
number of samples within the estimate. A continuous task, such as a tracking task, was sampled 
at a much higher frequency than a event related task, such as an auditory task that demanded a 
single response every 6-10 seconds. When a task had a higher number of samples to estimate the 
cumulative reverse hazard function, K(t), the estimate was more precise and led to a higher 
degree of certainty, lower variability, in the corresponding z-score; hence, the combination of 
STST was bias such that MT was heavily skewed toward the task that provided more samples to 
estimate K(t).  
Biasing the MT coefficient based on precision of individual-task STST z-scores could be 
desirable for some circumstances. For instance, if an observer was suffering in a particular task 
that occurred infrequently, it may not have had much influence on the overall state of the 
environment as heavily as the continuous task; hence, the less frequent task should not be given 
as much emphasis in the estimate.  
However, we emphasized in our instruction to participants that all tasks should be equally 
prioritized, regardless of the multi-tasking environment. For our paradigm, the number of 
samples we collected of their observed performance in each task should not have had influence 
on the degree to which the processing efficiency coefficient, MT, reflected performance in each 
subtask component.  
To account for the dependence between the number of samples and the nature of the 
subtask, we balanced the degree to which each STST term (e.g., STST!(𝑡) =  
!! !
!! !…! !
) 
influenced MT. First, we calculated the z-score, z, coefficient for each subtask. The z coefficient 
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described the magnitude to which subtask processing efficiency was super (z > 1) or limited (z  < 
1) capacity when comparing performance of the task in isolation to the same task in a multi-task 
environment: z1 = 
!"!"! ! ∗ !!"!"!
!!"!"!
 where 𝜇!"!"! =  
!"!"!(!)!!!!
!
, n was the number of samples 
across time, t, and 𝜎!"!"! =  
(!"!"! ! !!!"!"!)
!!
!
!
.   
The fewer number of samples that were collected to estimate STST, the lower the 
precision of the z-score; the higher the number of total samples, the higher the precision of the z-
score. We included a precision term to inflate z of less precise estimates and reduce the z of the 
more precise estimates.  
Precision, τ, of z depended on the total degree of variability in the estimate, across a 
window of time. Therefore, the precision for each subtask (i) was calculated by: 𝜏! =
!
!!"!"!
.  We 
weighted the z coefficient by the precision, τ, of the estimate for each subtask: 𝑧!" =  (𝜏!  ×!!!!
 𝑧!). We compared the MT coefficient across the two calculations: 1) the method of calculating 
MT described above balances the influence that each subtask has by the precision of the estimate, 
and 2) the method of calculating MT where more influence was provided to the overall MT 
coefficient from the task-specific STST estimates with lower variability, as calculated by 
standard deviation incorporated in the z-statistic. 
For computing the precision-weighted MT, we utilized the difference form of the STST 
instead of the ratio for computational ease to incorporate the additional term. The form of the 
STST did not change our conclusions of multi-tasking throughput. It merely changed from a 
ratio to a difference between terms. For example, the difference form is STST!(!) =  K!(!) t −
 K! t  and the ratio form was STST1(2) = 
!! !
!!(!) !
. Here, the UCIP predictions extended to all 
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subtasks such that for a dual-task environment: !! !
!!(!) !
= 1and !! !
!!(!) !
= 1.Importantly, negative 
values, MT(t) < 0, indicated worse multi-tasking performance (i.e., limited capacity), MT(t) = 0 
indicated no change in multi-tasking efficiency (i.e., unlimited capacity), and positive values 
indicated better processing efficiency, MT(t) > 0 (i.e., super capacity).    
 
Comparing MT coefficients. We compared estimates of MT across: 1) the method of 
calculating MT that rebalanced the influence that each subtask had by standardizing each task-
specific STST component by the precision of the z-score estimate, and 2) the method of 
calculating MT where more influence was provided to the overall MT coefficient from the task-
specific STST estimates with lower variability, as calculated by standard deviation incorporated 
in the z-statistic.  
We expected the magnitude of each MT estimate to differ when utilizing the precision-
weighted, Bayesian MT. However, the extent to which each task component influenced the 
estimate would not vary, because the Bayesian estimates were produced for each task with a 
fixed number of observations such that NT = NC = NM = 1000 samples. 
 
Estimates of Precision MT 
We compared estimates of MT across: 1) the method of calculating MT that rebalances 
the influence that each subtask has by standardizing each task-specific STST component by the 
precision of the z-score estimate, and 2) the method of calculating MT where more influence is 
provided to the overall MT coefficient from the task-specific STST estimates with lower 
variability, as calculated by standard deviation incorporated in the z-statistic.  
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As a reminder, we had two separate days of data collection where we had participants 
complete every condition; our data includes two estimates for each participant across all 
conditions. Hence, for each participant we had two MT and precision MT estimates in each 
multi-task condition: T+C dual-tasking results were reported in Table C1, T+M dual-tasking 
results were reported in Table C.2, C+M dual-tasking results were reported in Table C.3, and 
T+C+M triple-tasking results were reported in Table C.4.  
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Table C.1. MT coefficients for each participant, for each day of data collection in the dual-task 
conditions including the tracking and communications task (i.e., TC). The original estimates of 
MT are represented under the “MTTC” header, the precision corrected estimates of MT are 
represented under the “Precision MTTC” header, and the Bayesian MT is represented under the 
“Bayesian MTTC” header. 
 
 MTTC Precision  
MTTC 
Bayesian MTTC 
Participant Day 2 Day 3 Day 2 Day 3 Day 2 Day 3 
P01 -3.13 -5.95 -0.12 0.05 -3.57 -4.95 
P02 -11.74 -9.40 -0.23 -0.18 -7.99 -4.53 
P03 -4.84 -2.07 -0.05 0.00 -1.59 -0.14 
P04 -9.26 -4.30 -0.14 0.05 -4.18 -1.44 
P05 -4.76 -1.38 0.03 0.04 -3.01 -3.01 
P06 -8.15 -10.39 -0.10 -0.26 -2.75 -5.61 
P07 -1.45 -4.68 -0.13 -0.10 -1.49 -1.49 
P08 -0.44 -2.63 0.13 -0.01 -1.42 -0.77 
P09 -8.35 -6.25 -0.13 -0.10 -4.41 -2.09 
P10 -6.60 -7.18 -0.14 -0.17 -3.65 -1.30 
P11 -2.61 -1.58 0.08 -0.01 -0.52 -1.31 
P12 -4.03 -4.40 0.01 -0.10 -2.42 -1.93 
P13 -4.86 -4.85 -0.09 -0.16 -2.03 -1.89 
P14 -7.83 -7.90 0.08 0.17 -3.54 -2.97 
P15 -8.46 -7.83 -0.04 -0.11 -5.17 -3.99 
P16 -8.52 -9.32 -0.14 -0.08 -3.41 -3.39 
P17 -4.08 -4.81 -0.01 0.11 -3.72 -2.81 
P18 -7.31 -10.40 -0.18 -0.14 -2.55 -3.75 
P19 -2.44 6.32 0.04 0.03 -1.81 1.82 
P20 -9.02 -5.91 -0.04 0.03 -3.70 -3.14 
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Table C.2. MT coefficients for each participant, for each day of data collection in the dual-task 
conditions including the tracking and monitoring task (i.e., TM). The original estimates of MT 
are “MTTM”, the precision corrected estimates of MT are “Precision- MTTM”, and the Bayesian 
estimates of MT are “Bayesian MTTM”. 
 
 MTTM Precision MTTM Bayesian MTTM 
Participant Day 2 Day 3 Day 2 Day 3 Day 2 Day 3 
P01 -19.61 -12.72 -0.23 -0.13 -8.10 -5.52 
P02 -16.02 -17.02 -0.16 -0.15 -5.41 -6.81 
P03 -7.86 -7.01 -0.06 -0.06 -2.27 -1.73 
P04 -8.46 -7.21 -0.10 -0.10 -3.48 -2.52 
P05 -11.42 -9.70 -0.17 -0.12 -2.73 -4.86 
P06 -6.40 -9.85 -0.11 -0.18 -2.25 -3.99 
P07 -3.55 -5.12 0.01 -0.05 1.29 -1.40 
P08 -3.92 -9.20 -0.05 -0.13 -3.13 -2.67 
P09 -18.29 -11.63 -0.27 -0.20 -8.05 -6.01 
P10 -7.38 -8.51 -0.12 -0.14 -3.62 -2.26 
P11 -6.18 -5.95 -0.16 -0.07 -1.77 -1.84 
P12 -6.17 -8.10 -0.10 -0.13 -1.33 -4.07 
P13 -5.62 -6.83 -0.12 -0.14 -2.68 -1.98 
P14 -12.29 -11.87 -0.18 -0.11 -5.23 -6.76 
P15 -9.83 -8.41 -0.15 -0.06 -2.90 -3.56 
P16 -8.25 -4.96 -0.16 -0.05 -2.28 -1.80 
P17 -17.79 -11.19 -0.22 -0.13 -6.63 -3.69 
P18 -10.21 -9.43 -0.17 -0.10 -4.02 -4.67 
P19 -10.77 -2.07 -0.16 -0.07 -2.77 -2.15 
P20 -3.57 -6.19 -0.02 -0.14 -2.46 -3.94 
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Table C.3. MT coefficients for each participant, for each day of data collection in the dual-task 
conditions including the communications and monitoring task (i.e., CM). The original estimates 
of MT are “MTCM”, precision corrected estimates of MT are “Precision MTCM”, and the 
Bayesian estimates of MT are “Bayesian MTCM”. 
 
 MTCM Weighted MTCM Bayesian MTCM 
Participant Day 2 Day 3 Day 2 Day 3 Day 2 Day 3 
P01 0.90 0.57 0.02 0.05 -0.89 -2.35 
P02 0.38 0.35 -0.02 0.06 -0.90 -1.46 
P03 0.26 1.09 -0.05 0.08 -0.54 0.90 
P04 2.45 1.49 0.16 0.22 1.91 0.32 
P05 0.72 -0.36 0.06 -0.07 -1.99 -1.89 
P06 2.31 1.51 0.11 0.10 -0.13 -0.89 
P07 0.19 0.43 0.04 0.13 -1.28 -0.53 
P08 1.69 1.13 0.42 0.15 -1.38 0.62 
P09 0.67 0.02 0.11 -0.12 -3.43 -2.26 
P10 -0.21 -0.31 -0.10 -0.01 -3.43 -2.35 
P11 -2.60 0.37 -0.07 0.11 -3.40 -2.68 
P12 1.15 0.19 0.05 0.07 -1.09 -1.95 
P13 0.26 0.41 -0.10 0.00 -2.58 -0.55 
P14 2.51 2.88 0.34 0.37 -3.41 -1.70 
P15 0.46 0.05 0.04 -0.06 -3.10 -1.81 
P16 -1.59 1.11 -0.22 0.05 -1.79 -1.25 
P17 0.44 0.30 0.11 0.02 -2.99 -2.82 
P18 -0.55 0.16 -0.14 -0.01 -1.63 -1.34 
P19 -0.07 0.13 0.04 0.10 -1.34 -1.28 
P20 -0.34 -0.86 0.01 -0.12 -1.58 -1.75 
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Table C.4. MT coefficients for each participant, for each day of data collection in the triple-task 
conditions including the tracking, communications, and monitoring task (i.e., TCM). The 
original estimates of MT are “MTTCM”, the precision corrected estimates of MT are “Precision 
MTTCM”, and the Bayesian estimates of MT are “Bayesian MTTCM”. 
 
 MTTCM Precision MTTCM Bayesian MTTCM 
Participant Day 2 Day 3 Day 2 Day 3 Day 2 Day 3 
P01 -12.77 -11.61 -0.06 -0.01 -9.00 -9.89 
P02 -12.34 -10.42 -0.18 -0.08 -6.10 -7.30 
P03 -8.46 -4.65 -0.04 0.06 -8.42 -4.77 
P04 -5.16 -5.94 0.06 0.06 -1.90 -1.75 
P05 -8.10 -9.16 -0.08 -0.14 -4.78 -6.87 
P06 -12.89 -9.78 -0.05 -0.08 -4.30 -7.57 
P07 -3.15 -6.56 0.00 -0.14 -2.07 -5.19 
P08 -6.55 -5.93 0.00 -0.05 -7.74 -4.21 
P09 -9.06 -11.19 -0.05 -0.19 -8.69 -8.18 
P10 -6.83 -4.83 -0.04 0.04 -8.61 -7.83 
P11 -5.41 -4.22 -0.04 0.17 -6.01 -4.87 
P12 -8.35 -8.64 -0.14 -0.13 -6.85 -5.70 
P13 -8.42 -5.47 -0.10 -0.11 -5.83 -7.00 
P14 -11.47 -8.38 0.01 0.14 -7.89 -8.25 
P15 -8.73 -9.34 0.01 -0.11 -9.21 -7.66 
P16 -8.60 -6.56 -0.05 -0.06 -7.93 -8.88 
P17 -11.12 -11.80 0.03 0.03 -9.35 -10.35 
P18 -7.38 -6.54 -0.10 -0.10 -6.90 -6.76 
P19 -6.56 -4.27 -0.02 -0.09 -5.79 -3.72 
P20 -8.77 -7.28 -0.09 -0.19 -7.23 -7.36 
 
 
We assessed changes in the precision corrected MT (P-MT) using the same one repeated-
measure 2 (Day: 2 & 3) x 4 (Condition: MTT+C, MTT+M, MTC+M, MTT+ C + M) ANOVA design as 
with the original MT. In line with previous assessments of MT the efficiency to which 
participants’ combined multiple tasks (P-MT) significantly varied depending on condition; that is, 
the nature (e.g., T, C, and/or, M task) and the number (e.g., dual- or triple-task) of subtask 
components, F(3, 57) = 20.75, p < .05,  ηG2 = 0.287.  
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Testing MRT Predictions using the Precision-Weighted MT 
Next, we assessed MRT predictions using the precision corrected MT. We used 
hypothesis testing against our baseline model (MT = 1) to test MRT:H1; we used paired-samples 
t-tests to assess the remaining MRT predictions (MRT:H2 – MRT:H7). In Table C.5 we show a 
general representation of our findings in regards to support for MRT predictions, by participant. 
A checkmark, ✔, symbolizes the participant’s data provided support in favor of the associated 
MRT hypothesis.  
 
MRT: H1. For all multi-task combinations, MT < 0. Three participants exhibited 
limited capacity processes for all multi-task combinations. Group-level t-test statistics indicated 
participants observed MT was significantly limited for 2 of the 4 conditions and 3 of 20 
participants satisfied MRT-H1: all multi-tasking conditions had limited capacity performance. 
More specifically, all participants in the dual-task, T+M condition, t(19) = -12.31, p < .05 and 7 
participants in the dual-task, T+C condition, t(19) = -1.92, p < .05. In the dual-task C+M 
condition, t(19) = 2.23, p < .05, we found 6 participants’ MT performance was less than 0, at the 
mean-level (i.e., limited capacity).  In the triple-task condition (i.e., T+C+M), more than half of 
participants (12) MT coefficient was limited capacity, at the group-level triple-task MT was 
unlimited capacity, t(19) = -1.02, p > .05; contrary to the findings with the original MT 
(significantly limited at the group-level).  
 
MRT: H2. MTTC > MTTM. Thirteen participants’ performed better in the tracking task 
and communications task condition than the tracking task and the monitoring task condition; at 
the group-level, we found support for MRT:H2: t(19) = 3.15, p < .05.  
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MRT: H3. MTTC > MTCM. Three participant’s performed better in the tracking task and 
communications task condition than the communications task and monitoring task condition; at 
the group-level, we did not find support for MRT:H3: t(19) = -6.18, p > .05.  
 
MRT: H4. MTTM > MTCM. One participant performed better the tracking and 
monitoring multi-tasking condition than the communications and monitoring multi-tasking 
condition; at the group-level, we did not find support for MRT:H4: t(19) = -6.18, p > .05.  
 
MRT: H5. MTTC > MTTCM. In the triple-task condition seven participants’ multi-tasking 
inefficiency increased above and beyond that observed in the tracking and communications dual-
task condition. We did not find support for MRT:H5 at the group-level, t(19) = 1.29, p > .05.  
The original analyses indicated MTTC > MTTCM for sixteen participants and was significant at the 
group-level. However, after controlling for precision, we did not find the same extent of 
performance deficit with the additional monitoring task.  
 
MRT: H6. MTTM > MTTCM. In the triple-task condition three participants’ multi-tasking 
inefficiency (more limited capacity) increased relative to MT in the tracking and monitoring 
dual-task condition, however at the group-level we did not find support for MRT: H6: t(19) = 
5.10, p > .05. 
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MRT: H7. MTCM > MTTCM. In the triple-task condition sixteen participants’ multi-
tasking inefficiency increased relative to Mt in the communications and monitoring dual-task 
condition; at the group-level we did find support for MRT: H7: t(19) = -3.28, p < .05.  
 
The Xs in Table C.5 demonstrated one’s data that were first categorized as falling in line 
with MRT predictions but no longer follow these predictions after controlling for precision in 
MT. A ✔+ indicated the reverse: one’s data that were first categorized as contrary to MRT 
predictions did follow MRT predictions after controlling for precision in MT. For both estimates 
of MT, At the group-level, performance with dual-tasks TM and TC were substantially less 
limited than the triple-task condition before controlling for precision in MT. After controlling for 
precision, a large proportion of the group did not fall in line with MRT predictions. Specifically, 
9 of 16 no longer indicated MTTC > MTTCM and 8 of 10 no longer indicated MTTM > MTTCM.  
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Table C.5. Support for MRT predictions by participant.  
Subject H1 H2 H3 H4 H5 H6 H7 
P01  ✔   X  ✔ 
P02  X   X ✔+ ✔ 
P03  ✔   X  X 
P04  ✔+    X ✔ 
P05  ✔ ✔+   ✔  ✔ 
P06      X X ✔ 
P07  X   X X ✔ 
P08  ✔   ✔  ✔ 
P09  ✔   X  ✔ 
P10 X X     X 
P11 X ✔ ✔+  ✔  X 
P12  ✔   ✔ ✔ ✔ 
P13 ✔+ X   X X ✔ 
P14  ✔   ✔  ✔ 
P15  ✔   X X ✔ 
P16 ✔   ✔+  X X 
P17  ✔   X X ✔ 
P18 ✔ X     ✔ 
P19  ✔ X  ✔ X ✔ 
P20 X ✔+ ✔+  ✔ ✔ ✔ 
∑(X) 3 5 1 0 9 8 4 
∑(✔+) 1 2 3 1 0 1 0 
∑(✔) 2 11 0 0 7 2 16 
 
 
In Figure C.1 we demonstrated a ratio of the tracking to communications task STST z-
score where the magnitude was smaller after controlling for precision of the estimate. We further 
demonstrated the importance of precision in our estimate such that the ratio of the tracking to 
monitoring STST changed, but to a lesser extent than the T+C when controlling for precision; 
hence, the tracking and monitoring tasks were closer in sampling rate (both had high precision) 
than the tracking and communications. Lastly, the relative magnitude of the difference between 
the monitoring and communications STST statistics did not change much as a function of 
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whether the estimate was precision-weighted or equally-weight; this was due to the two tasks 
having a fairly matched rate of precision.   
 
 
  
 
Figure C.1. Relative change in magnitude of MT after controlling for the precision of K(t)STST 
estimate for each individual task component. Top Left: Tracking and Communications, Bottom 
Left: Tracking and Monitoring, Bottom Right: Communications and Monitoring. 
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13. Appendix D. Alternative Characterization of Task Demands 
We re-characterized the task demands of MAT-B using a task analysis that slightly 
differed from that demonstrated in the main text body. Here, we redistribute the demands that 
were characterized as tactile input demands across different dimensions of the MRT model 
(Table D.1).  
 
Table D.1. A characterization of the demand vector for each subtask of the AF-MATB: Tracking 
(T), Communications (C), and Monitoring (M).  
   
Resource Track Montr Comms 
Visual-Spatial-Focal 2 2 1 
Visual-Spatial-Ambient 1 2 0 
Visual-Verbal 0 0 1 
Auditive-Spatial 0 0 0 
Auditive-Verbal 0 0 2 
Tactile-Spatial 0 0 0 
Tactile-Verbal 0 0 0 
Cognitive-Spatial 2 2 1 
Cognitive-Verbal 0 0 1 
Response-Spatial 2 1 1 
Response-Verbal 0 0 0 
Total Demand 7 7 7 
Demand Scalar 0.64 0.64 0.64 
 
Note: Ratings vary from 0 “Automated and No Dependence” to 3 “Difficulty and Extreme 
Dependence.” The  “Demand Scalar” (DS) is ratio of the total resource demands for a given 
subtask (TD) by the number of resource types represented in the MR model (i.e., 11) such that 
DS = TD/N where N = the total number of resources dimensions where conflict may occur in a 
dual-task environment.  
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Task similarity 
The degree of structural similarity of two tasks quantified dual-task conflict; we 
identified the dimensions of overlapping demands for each task pair, respectively (Table D.2). 
The number of overlapping dimensions did change depending on the task analysis, however the 
rank order did not change: Tracking and Monitoring task demands overlapped more than the 
Communications and Monitoring pair or the Tracking and Communications pair.  
 
Table 1.2. Structural similarity of MAT-B dual-task combinations. 
 
Resource T + M T + C C + M 
Visual-Spatial-Focal ✔ ✔ ✔ 
Visual-Spatial-Ambient ✔   
Visual-Verbal    
Auditory-Spatial    
Auditory-Verbal    
Tactile-Spatial    
Tactile-Verbal    
Cognitive-Spatial ✔ ✔ ✔ 
Cognitive-Verbal    
Response-Spatial ✔ ✔ ✔ 
Response-Verbal    
Number of Similar 
Dimensions 4 3 3 
 
Note: Structural similarity between two tasks may have equaled 0 “no similarity”, indicated by a 
blank cell, or 1 “similarity”, indicated by a checkmark, ✔. We tallied the total number of 
overlapping resource dimensions for each dual-task combinations.  
 
Conflict between dual-task pairs varied in the three AF-MATB subtasks: Tracking and 
Monitoring = 8.90 (Table D.4), Tracking and Communications = 11.44 (Table D.5), and 
Monitoring and Communications = 11.84 (Table D.6). However, the rank-order in the degree of 
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dual-task conflict changed such that with this characterization of task demands MRT 
hypothesizes the tracking and communications task to have more competition, and more 
performance decrements, than the tracking and monitoring dual-task condition.  
 
Table D.4. The conflict matrix for the Tracking (y-axis) and Monitoring (x-axis) task of AF-
MATB. 
 
 Vsf Vsa Vv As Av Ts Tv Cs Cv Rs Rv 
 Demands 2 2 0 0 0 0 0 2 0 1 0 
Vsf 2 1.0 1.0 0.6 0.6 0.4 0.8 0.4 0.95 0.47 0.6 0.2 
Vsa 1 
 
1.0 0.6 0.6 0.4 0.8 0.4 0.95 0.47 0.6 0.2 
Vv 0 
  
0.8 0.4 0.6 0.4 0.6 0.50 0.67 0.2 0.4 
As 0 
   
0.8 0.6 0.6 0.4 0.65 0.47 0.4 0.2 
Av 0 
    
0.8 0.4 0.6 0.45 0.67 0.2 0.4 
Ts 0 
     
1.0 0.6 0.85 0.47 0.6 0.2 
Tv 0 
      
0.8 0.45 0.67 0.2 0.4 
Cs 2 
       
1 0.6 0.8 0.4 
Cv 0 
        
0.8 0.4 0.6 
Rs 2 
         
1.0 0.6 
Rv 0 
          
1.0 
Note: Highlighted cells (gray) represent the conflict matrix components that were demanded by 
both tasks and incorporated into the total resource conflict of 8.90. Vsf = Visual-Spatial-Focal, 
Vsa = Visual-Spatial-Ambient, Vv = Visual-Verbal, As = Auditory-Spatial, Av = Auditory-
Verbal, Ts = Tactile-Spatial, Tv = Tactile-Verbal, Cs = Cognitive-Spatial, Cv = Cognitive-
Verbal, Rs = Response-Spatial, Rv = Response-Verbal. 
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Table D.5. The conflict matrix for the Tracking (y-axis) and Communications (x-axis) task of 
AF-MATB. 
 
 
 Vsf Vsa Vv As Av Ts Tv Cs Cv Rs Rv 
 Demands 1 0 1 0 2 0 0 1 1 1 0 
Vsf 2 1 0.8 0.8 0.6 0.6 0.6 0.4 0.95 0.67 0.6 0.2 
Vsa 1  1 0.8 0.6 0.6 0.6 0.4 0.95 0.67 0.6 0.2 
Vv 0   0.8 0.4 0.6 0.4 0.6 0.5 0.67 0.2 0.4 
As 0    0.8 0.6 0.6 0.4 0.65 0.47 0.4 0.2 
Av 0     0.8 0.4 0.6 0.45 0.67 0.2 0.4 
Ts 0      0.8 0.6 0.65 0.47 0.4 0.2 
Tv 0       0.8 0.45 0.67 0.2 0.4 
Cs 2        1 0.8 0.8 0.4 
Cv 0         0.8 0.4 0.6 
Rs 2          1 0.6 
Rv 0           1 
 
Note: Highlighted cells (gray) represent the conflict matrix components that were demanded by 
both tasks and incorporated into the total resource conflict of 11.44. Vsf = Visual-Spatial-Focal, 
Vsa = Visual-Spatial-Ambient, Vv = Visual-Verbal, As = Auditory-Spatial, Av = Auditory-
Verbal, Ts = Tactile-Spatial, Tv = Tactile-Verbal, Cs = Cognitive-Spatial, Cv = Cognitive-
Verbal, Rs = Response-Spatial, Rv = Response-Verbal. 
 
 
 
 
 
 
 
 
 
182 
Table D.6. The conflict matrix for the Monitoring (y-axis) and Communications (x-axis) task of 
AF-MATB. 
 
 
 Vsf Vsa Vv As Av Ts Tv Cs Cv Rs Rv 
 Demands 1 0 1 0 2 0 0 1 1 1 0 
Vsf 2 1 0.8 0.8 0.6 0.6 0.6 0.4 0.95 0.67 0.6 0.2 
Vsa 2 
 
1 0.8 0.6 0.6 0.6 0.4 0.95 0.67 0.6 0.2 
Vv 0 
  
0.8 0.4 0.6 0.4 0.6 0.50 0.67 0.2 0.4 
As 0 
   
0.8 0.6 0.6 0.4 0.65 0.47 0.4 0.2 
Av 0 
    
0.8 0.4 0.6 0.45 0.67 0.2 0.4 
Ts 0 
     
0.8 0.6 0.65 0.47 0.4 0.2 
Tv 0 
      
0.8 0.45 0.67 0.2 0.4 
Cs 2 
       
1 0.6 0.8 0.4 
Cv 0 
        
0.8 0.4 0.6 
Rs 1 
         
1 0.6 
Rv 0 
          
1.0 
 
Note: Highlighted cells (gray) represent the conflict matrix components that were demanded by 
both tasks and incorporated into the total resource conflict of 11.84.  Vsf = Visual-Spatial-Focal, 
Vsa = Visual-Spatial-Ambient, Vv = Visual-Verbal, As = Auditory-Spatial, Av = Auditory-
Verbal, Ts = Tactile-Spatial, Tv = Tactile-Verbal, Cs = Cognitive-Spatial, Cv = Cognitive-
Verbal, Rs = Response-Spatial, Rv = Response-Verbal. 
 
Results 
Given this characterization of the subtask demands in the MAT-B environment we found 
the amount of resource conflict were slightly different for each dual-task pair than that 
characterized in Chapter 2 of the main document: Tracking and Monitoring = 8.90, Tracking and 
Communications = 11.44, and Monitoring and Communications = 11.84. Therefore, one 
hypothesis differs such that in Chapter 2 we hypothesize the tracking and monitoring MT would 
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be less limited than the tracking and communications; here we hypothesize the reverse: the 
tracking and communications task would be less limited than the tracking and monitoring task.  
 
H2: MTTC < MTTM. Completing the tracking and monitoring (T+M) subtasks together 
slow-down processes to a lesser extent than completing the tracking and communications (T+C) 
tasks. 
 
MRT: H2 MTTM > MTTC. Recall the degree of MRT conflict was greater in the tracking 
and communications dual-task combination than the tracking and monitoring dual-task 
combination. Hypothesis 2 was confirmed for four participants.  
 
