We consider the following second order impulsive differential equation with delays:
Introduction
Impulsive differential equations have attracted an attention of a number of recognized mathematicians and have applications in many spheres of science from physics, biology, medicine to economical studies. The following well-known books can be noted in this context [35, 41, 44, 54] . In Ref. [4] , the concept of the general theory of functional differential equations was presented. In the frame of this concept finite fundamental system, the Wronskian and Green's functions can be introduced. On the basis of this concept nonoscillation for the first order impulsive functional differential equations was considered in [10] , where positivity of the Cauchy and Green's functions of the periodic problem was firstly studied. Nonoscillation for the first order impulsive differential equations is also considered in the book [1] . The positivity of Green's function of one-and two-point boundary value problems for impulsive functional differential equations of the first order was considered in [10] and of the second order in [2, 11, 12, 14, 19, 24, 28, 29, 36, 38] .
The study of nonlocal boundary value problems has its own history (see, for example, its description in [8] ). Multi-point and integral boundary conditions are widely studied in the case of ordinary differential equations. Maybe the work by Picone [42] , where the multi-point boundary conditions are studied, is the first one. Note the review by Whyburn [52] of 1942 on problems with the Stieltjes integral in boundary conditions. Note also the works by Ma [37] , Ntouyas [39] , Webb and Infante [50, 51] . The positivity of solutions to non-impulsive ordinary differential equations with nonlocal boundary conditions was studied in Refs. [32, 50, 51] . The existence of positive solutions for nonlocal functional differential boundary value problems was studied in [31] and then in [30] . For example, in [31] the nonlocal boundary value problem
was considered. Positivity of Green's functions for the first order impulsive functional differential equations with nonlocal boundary conditions was studied in [15] [16] [17] . Nonlocal boundary value problems for systems of impulsive functional differential equations were considered in [6] . Functional differential equations of second order with nonlocal conditions were considered in [8] .
Various applications with nonlocal problems for ordinary and partial differential equations were presented in the known works by Skubachevskii [45, 46] . Ordinary differential equations with integral boundary conditions arise in the theory of turbulence [47] , in the theory of Markov processes [18] , in heat flow problems [22, 25, 27, 48, 49] , in the study of the response of a spherical cap [3, 5, 40] . In the references in [7] , one can find works on applications of nonlocal problems in modeling of thermostats, beams and suspension bridges.
Questions of representation solutions and solvability of nonlocal problems for functional differential equations were considered in [4, 23, 33, 34] . The positivity of solutions for nonlocal boundary value problems for ordinary differential equations was studied in [20, 21, 50, 51, 53] . The method is to reduce nonlocal boundary value problems to the Hammerstein integral equation and then scrupulous analysis of Green's functions leads researchers to estimates (of the norm or spectral radii in linear case and the fact of a contraction in nonlinear one) of integral operators and conclusions about positivity of solutions. It seems that some of these results can be generalized also on particular cases of delay or functional differential equations, where Green's functions of ordinary differential equations could be used [1, 16, 17, 20, 21, 23] . For functional differential equations, forms of Green's functions are essentially more complicated. That is why quite a different approach was proposed for nonlocal problems with functional differential equations [1, 9] , where various results on positivity/negativity of Green's functions were obtained. One of the main ideas is to obtain a connection between sign-constancy of Green's functions for different problems with functional differential equations. This approach presents a basic method for analysis of the solution's positivity (see, for example, Theorem 15.3 in [1] ). The main results are obtained in the form of theorems about differential inequalities. Choosing the test functions, researchers can get coefficient tests for positivity of Green's functions. Note that all these works concern positivity of solutions to nonlocal problems only for scalar differential equations and not for systems. There are almost no results on positivity of solutions of nonlocal problems in the case of systems. Among the results we can note results on the existence [7, 26, 33, 34, 43] and results on the positivity of solution-vectors in [26] .
In our paper, we consider the following impulsive equation:
2)
where f , a j , b j : [0, ω] → R are summable functions and τ j , θ j : [0, ω] → [0, +∞) are measurable functions for j = 1, 2, . . . , p, p and r are natural numbers, γ k and δ k are real positive numbers. Let D(t 1 , t 2 , . . . , t r ) be a space of functions x: [0, ω] → R such that their derivative x (t) is absolutely continuous on every interval t ∈ [t i , t i+1 ), i = 0, 1, . . . , r, x ∈ L ∞ , we assume also that there exist the finite limits
In this paper we obtain new results on sign-constancy of Green's functions of nonlocal boundary value problems. Comparing our results with [25-27, 50, 51] , we study an essentially more general object: impulsive differential equations with delays. Note that combining the approach of [25] [26] [27] and our results, nonlinear nonlocal impulsive functional differential boundary value problems can be considered in future research. Thus, the technique we proposed in this paper opens new opportunities in the study of positivity/negativity of solutions for a wide class of impulsive functional differential equations.
Preliminaries
The general solution of (1.2)-(1.4) can be represented in the form [10] 
3)
4)
with the initial conditions x(0) = 1, x (0) = 0. • C(t, s), called the Cauchy function of (2.2)-(2.4), is the solution of the equation
6)
where m is a number, such that t m-1 < s ≤ t m ,
satisfying the initial conditions C(s, s) = 0, C t (s, s) = 1 and C(t, s) = 0 for t < s. Below the following definition will be used. In Ref. [11] for (1.2)-(1.4) the following assertion was proven.
(2) The Cauchy function C 1 (t, s) of the first order impulsive equation
is positive for 0 ≤ s ≤ t ≤ ω. Then the Cauchy function C(t, s) of the second order impulsive equation (1.2)-(1.4) and its derivative C t (t, s) are positive in 0 ≤ s ≤ t ≤ ω.
In the lemma below, we formulate the results of [10] on the conditions of positivity of Cauchy function of the first order impulsive differential equation
. . , r and the following inequality be fulfilled:
Then the Cauchy function of the first order impulsive differential equation
In the case when the number of terms with delays p > 1 the following sufficient condition of nonnegativity of the Cauchy function C 1 (t, s), proven in [10] , can be used.
then the Cauchy function of the first order impulsive differential equation
3 Sign-constancy of Green's function for nonlocal boundary value problem in the case of b j (t) ≤ 0
For (1.2)-(1.4) we consider the following nonlocal boundary conditions:
where l : D(t 1 , t 2 , . . . , t r ) → R 1 is a linear bounded vector-functional. Let us consider the following particular case of boundary conditions:
If the boundary value problem (1.2)-(1.4), (3.2) is uniquely solvable, then its solution can be represented as
where G 1 (t, s) is Green's function of problem (1.2)-(1.4), (3.2). Using general representation of the solution, the following formula for Green's function can be written:
For the boundary value problem (1.2)-(1.4), (3.2) the following lemma can be obtained. 
5)
and γ k ≥ 1, δ k ≥ 0, k = 1, 2, . . . , r, then the Green's function G 1 (t, s) exists and there exists an interval (0, s ), such that G 1 (t, s) < 0 for t ∈ (0, s ).
Proof It is clear that
According to Lemma 2.1, C(t, s) ≥ 0, then
This means that there exists an interval (0, s ), such that G 1 (t, s) < 0 for t ∈ (0, s ). l : D(t 1 , t 2 , . . . , t r ) → R 1 is positive functional and l < 1.
(3.8) Theorem 3.1 Assume that the following conditions are fulfilled:
(2) The Wronskian W (t) of the fundamental system of solutions of a homogeneous equation In order to prove Theorem 3.1, we will need the following lemmas from [14] .
Lemma 3.2 Assume that the following conditions are fulfilled:
(1) a j (t) ≥ 0, b j (t) ≤ 0, j = 1, . . . , p, t ∈ [0, ω]. Proof of Theorem 3.1 Let us assume that G 1 (t, s) changes its sign. This means that there exists a right-hand side f (t) ≥ 0 such that the solution x(t) changes sign (see Fig. 1 ). According to Lemma 3.1, x(t) < 0 for t which are close to 0. Thus, there exist the points η and ξ , such that x(η) = 0, x (ξ ) = 0, 0 < η < ξ < ω, and x(t) > 0 for t ∈ (η, ξ ). It is clear that our solution x(t) of (1.2)-(1.4), (3.2) has the following representation:
where X(t) is the solution of the homogeneous impulsive equation (2.2)-(2.4), satisfying the conditions (3.9). The first term
. We see that all the conditions of Lemma 3.2 are fulfilled. This means that the interval [0, ω] is a semi-nonoscillation interval of (2.2)-(2.4). The solution X(t) of homogeneous equation (2.2)-(2.4) cannot change its sign. Thus, the solution x(t) is nonnegative as the sum of two nonnegative terms.
We got the contradiction with the assumption about changing sign of the solution x(t). This proves that G 1 (t, s) should be nonpositive. (t, s) . Tests of the nonnegativity of Green's function G ξ (t, s) were obtained in [12, 14] . Example 3.1 Let us consider the following differential equation: Let us assume that the deviation of the argument h(t) has the following form:
According to [14] , the Cauchy function of the first order impulsive equation (t kt k-1 ) < 1, (3.16) where t 0 = 0, t 3 = 1.6. In our example, the condition (3.16) holds. Solving the homogeneous impulsive equation with the same left-hand side as in (3.11) with the initial conditions x 1 (0) = 1, x 1 (0) = 0 and x 2 (0) = 0, x 2 (0) = 1, we obtain Calculating the Wronskian, we obtain
see Fig. 2(b) . Thus, the conditions (1)-(3), (5) of Theorem 3.1 are fulfilled. According to Theorem 3.1, for each A(t), satisfying the condition (3.5), the Green's function G 1 (t, s) is nonpositive.
Sign-constancy of Green's function for nonlocal boundary value problem in the case when b j (t) can change sign
For the case when b j (t) changes its sign, there can be considered an auxiliary impulsive differential equation:
2) The solution for the boundary value problems (4.1)-(4.3), (3.2) can be written in the form
The given equation (1.2) can be written as
After substituting (4.5) into (4.6) we obtain
Let us denote its spectral radius by ρ(K).
We prove the assertion about the nonpositivity of the Green's function of (1.2)-(1.4), (3.2) without the assumption about the sign-constancy of b j (t). We have noted above, in Eq. (4.7), that b + j (t) ≥ 0. Together with the fact that G -1 (t, s) ≤ 0, this implies that the operator K is positive.
If the condition ρ(K) < 1 holds, then Eq. (4.8) can be written as follows:
It follows from the inequality G -1 (t, s) ≤ 0 that all operators K j are positive and, consequently, for this case, the operator ∞ j=0 K j is positive. The solution x(t) of the given boundary value problem (1.2)-(1.4), (3.2) can be written in the form
where the Green's operator for the problem (1.2)-(1.4), (3.2) can be presented in the form
The operator G 1 is nonpositive, if the condition ρ(K) < 1 holds.
In order to verify the condition (6) we can use the results obtained in [13] . This condition is satisfied when the following inequality is fulfilled:
Example 4.1 Let us consider the following differential equation: Let us assume that the deviation of the argument h(t) has the following form: t k+1 ), k = 0, 1, 2. (4.16)
According to [14] , the Cauchy function of the first order impulsive equation where t 0 = 0, t 3 = 1.6. In our example, the condition (4.19) holds. Solving the homogeneous impulsive equation with the same left-hand side as in (4.14) with the initial conditions x 1 (0) = 1, x 1 (0) = 0 and x 2 (0) = 0, x 2 (0) = 1, we obtain Let us verify, whether the condition ρ(K) < 1 is satisfied. For our example, after substitution into (4.13), this inequality has the form 0.965 < 1. Thus, the spectral radius ρ(K) < 1.
Thus, the conditions (1)-(3), (5)-(6) of Theorem 4.1 are fulfilled. According to Theorem 4.1, for each A(t), satisfying the condition (3.5), the Green's function G 1 (t, s) is nonpositive.
