Introduction
Modern chemical measurements are often multivariate in nature, taking the form of vectors (e.g. mass spectra, NMR spectra, chromatograms, lists of protein abundances), matrices (e.g. 2D NMR spectra, LC-MS data, hyperspectral images) or higher order tensors. To understand the complex relationships among different sets of measurements (e.g. samples), simplification is often sought through visualization of the high-dimensional data in lowdimensional spaces, sometimes referred to as exploratory data analysis. Two methods that are widely used for this purpose are hierarchical cluster analysis (HCA) [1] [2] [3] and principal components analysis (PCA) [1] [2] [3] [4] [5] . HCA is a nonlinear mapping technique that renders the information about the distance among objects (samples) in a high-dimensional space into a twodimensional representation known as a dendrogram. Often these are used in conjunction with so-called heat maps to display the characteristics of variables, such as the expression levels of genes or proteins. PCA is a linear projection technique that projects the multivariate data into a two-or three-dimensional space while preserving information about the relationships among objects. These projections, commonly known as scores plots, are often used to determine which samples group together and can therefore be considered to represent a cluster or class.
Both HCA and PCA are extensively used in chemical applications that include proteomics [6, 7] , metabolomics [8] [9] [10] , food science [11, 12] , forensics [13] [14] [15] , medical diagnostics [16, 17] , and threat detection [18] . An important goal of both techniques in these and other applications is to either identify or confirm groupings of samples that are consistent with external classifications that are based on other factors, such as disease state (medicine), geographic origin (food analysis), provenance (forensics) and biological species (chemotaxonomy). The widespread use of these tools is based, in part, on the fact that they are D r a f t unsupervised methods, which means that the visualization uses no prior knowledge of the class structure. This is in contrast to supervised methods, such as partial least squares discriminant analysis (PLSDA) [19, 20] , which actively employ class information to build a model and therefore require careful validation to avoid overfitting. Because no class information is employed in HCA and PCA, they have gained acceptance as suitable methods for hypothesis confirmation where the key question is whether the data contain sufficient information to distinguish different groups of samples, especially when the number of samples is small and the number of variables is large. This is often a critical question in research and can determine whether a line of inquiry continues or is abandoned. This accounts for the pervasive application of these methods across all areas of chemistry.
While HCA and PCA are powerful and useful techniques, they can be subject to serious limitations when applied to problems where the data do not meet certain criteria. HCA is based on the calculation of Euclidean distances among objects in higher dimensions, while PCA creates a subspace that maximizes the amount of variance retained in the data. Both of these methods are sensitive to the scale of the data, which means that variables which have a larger range will be weighted more heavily in mapping the high-dimensional data to lower dimensions, even if the information content is greater for variables with a smaller range. For example, a small mass spectral or NMR peak that contains important information for the separation of classes may be eclipsed by larger peaks with a variability that does not correlate with class separation, resulting in a projection that does not reveal the critical relationships. In some cases, this problem may be mitigated by appropriate pretreatment of the data (e.g. variable scaling, log transformation) but this may give rise to other problems [2, 21, 22] . For example, scaling of variables that are predominately associated with noise (e.g. baseline regions) increases their influence in the D r a f t 5 mapping process even though they have no relevance in classification. This problem is further exacerbated by complex measurement noise structures which may include non-uniform error variance among variables (referred to as heteroscedastic noise) or correlated errors [23] .
The principal weaknesses of HCA and PCA for unsupervised clustering with multivariate chemical data are: (1) lack of a criterion to distinguish meaningful chemical variance in a data set from the noise variance, and (2) a reliance on variance and distance metrics to develop interesting and useful projections of the data. In this paper, two alternative approaches are presented to address these shortcomings. The first is the use of maximum likelihood principal components analysis (MLPCA), which directly incorporates prior information about the measurement error variance into the decomposition process, thereby more effectively distinguishing the chemical variance from the noise variance [23] [24] [25] . The second approach employs a new implementation of an old idea known as projection pursuit analysis (PPA) which is not based on variance or distance metrics [26] [27] [28] [29] [30] [31] . To demonstrate these methods, nearinfrared (NIR) reflectance spectra, which exhibit a heteroscedastic and correlated noise structure, are employed to show how the new approaches provide superior clustering information.
Background

PCA and HCA
Since PCA and HCA are widely used techniques, only a brief description will be provided here to place them in the context of the lesser known methods, and the reader is referred to more detailed treatments in standard texts [1, 2, 4] . If the measurement data are represented by the matrix X (m x n) consisting of n variables (measurement channels) for m objects (samples), then the PCA decomposition results in an orthogonal rotation of the original variable space such that the data matrix can be represented as:
Here T (m x p) is the scores matrix, which gives the coordinates of the objects in the new space, and the rows of P (p x n) represent the eigenvectors (or loadings), which define the rotation of the original space (i.e. the linear combinations of the original variables giving rise to the new variables). The dimension p will be the smaller of m or n, and defines the mathematical rank of
X.
There are an infinite number of possible rotations of the original space, but PCA provides the solution which maximizes the variance accounted for by each subsequent dimension (principal component or factor). The q-dimensional estimation of the data is given by:
where q ≤ p, and T q (m x q) and P q (q x n) are the truncated scores and loadings matrices, consisting of the first q columns of T and the first q rows of P. For a given q, the decomposition minimizes the sum of squared residuals, SSR q :
where the notation "ij" indicates the measurement at row i and column j. Equivalently, this maximizes the amount of total variance retained in X . If q is chosen to be 2 or 3, the columns of T q can be plotted against one another as a scores plot. Ideally, this yields an optimal visualization of the relationships among objects.
In HCA, the concept is to measure the distances among objects in the data set and group the objects (rows of X) that are closest together. Starting with the same matrix, X, the Euclidean distance between each pair of objects, i and j, is first calculated according to:
This leads to a symmetric distance matrix, D (m x m) with diagonal elements of zero. In the next step, the two objects with the shortest distance are identified and combined to form a new object which replaces the former objects, and a new distance matrix is calculated. Because the new object is a combination of the original objects, there is a variety of options (called linkage methods) to represent the new distance, such as using the average distance to the group or the distance to the nearest original object, but these will not be discussed in detail here. This process is then repeated, incrementally reducing the number of objects present at each iteration until only a single connection remains to be made. The hierarchy of these connections is finally displayed as a tree structure (a dendrogram) with the relationships between objects represented as a chain of branch points where the vertical height of each branch point represents the distance between the connected objects (a measure of "dissimilarity"). Those objects (most often samples)
emanating from a common branch point are considered to be most closely related (a cluster) with their similarity related to the height of the branch point.
While they are different approaches, both PCA and HCA are based on measuring the squared differences among objects. These differences include both chemical variations and measurement noise. Both methods are designed to provide an optimal representation of the chemical variance when the measurement noise is independent and identically distributed with a normal distribution, often referred to as iid normal noise. This means that it is assumed that all of the measurements in the data set have the same error variance and there is no relationship among the errors for different variables (i.e. they are uncorrelated). While this is an implicit assumption in many data analysis methods (e.g. univariate regression), it is violated more often than not and can lead to suboptimal results [23, [32] [33] [34] .
Measurement Error Structures
For univariate measurements, the uncertainty can be fully described by the error variance, Likewise, many measurement systems exhibit noise that is highly correlated. This includes baseline offset noise and multiplicative offset noise, the latter of which is typically the limiting noise source in NIR reflectance spectroscopy [vide infra], arising from variations in path length due to sample heterogeneity. Low frequency noise, also known as pink noise or 1/f noise, also falls into this category and is sometimes referred to as source flicker noise or drift noise in the context of analytical measurements [35] [36] [37] [38] [39] [40] [41] .
A common method to characterize multivariate measurement errors is the error covariance matrix (ECM) [23, 24, 32, 33] . If we consider a measurement vector, x (1 x n), which is an observation of a true (error-free) vector, x o , the error vector, e, is defined as the difference between these vectors, e = x -x o . The error covariance between measurement channels i and j of the vector is defined as the expectation of the product of the corresponding errors:
Here the summation is over multiple realizations of measurement vector x and x i and x j are elements of that measurement vector. When i = j, the corresponding quantity is the error variance, signified as 2 i σ rather than σ ii . The collection of all of these error covariances is described by the ECM (Σ Σ Σ Σ) defined as the outer product of the expectation of the error vectors:
The ECM is a symmetric (n x n) matrix, where the diagonal elements represent the error variance of each of the n variables and the off-diagonal represents the error covariances of the corresponding elements. The ECM is one of the most complete ways to describe the errors in a vectorial measurement with stationary characteristics. A related method is the error correlation matrix, R, which normalizes the off-diagonal elements by their corresponding standard deviations such that:
This removes the effects of scale (diagonal elements are unity) and allows more direct visualization of correlation. Errors with ρ ij = 1 are perfectly correlated.
In practice, the true measurement vector is unknown, so the experimental ECM is normally estimated by making replicate observations of the measurement vector and subtracting the sample mean vector ( x ). If r experimental replicates of the measurement vector (e.g. a spectrum) are made, the ECM is estimated as:
It should be noted that the definition of the replicate is very important in this context, since it needs to capture all of the sources of variation one wishes to consider as measurement errors.
Consequently, the ECM can be quite different depending on whether it is to include, for example, only technical replication or also sampling variability.
The ECM estimated by the replication procedure above is likely to be quite noisy itself when the number of replicates is relatively small [23, 32] and therefore of limited practical utility.
Two approaches are commonly used to improve the quality of the ECM. The first is to pool (average) the ECMs obtained for different measurement vectors, each with a limited number of replicates [32] . This results in an averaging effect that leads to a smoother ECM, but makes the implicit assumption that measurement vectors for different samples have the same ECM. While not strictly valid, this assumption is reasonable where measurements exhibit similar characteristics. The second approach is to develop an empirical model of the ECM [32, 33, 42] .
For many kinds of measurements, the ECM can be represented using a model characteristic of that particular technique using a limited number of parameters. Where this can be done, the result is a smoother, more reliable ECM that can be calculated separately for each measurement vector.
Knowledge of the measurement error characteristics through the ECM is key to improving data analysis methods since it allows better extraction of the chemical variance from the associated noise variance. By implicitly describing the information associated with each measurement, the ECM allows more optimal results to be obtained.
Maximum Likelihood Principal Components Analysis (MLPCA)
MLPCA was developed as a tool to provide better subspace estimation for multivariate data when assumptions of iid normal errors are no longer valid [23] [24] [25] . It can be viewed as a D r a f t more generalized form of PCA in which the ECM is incorporated into the decomposition procedure to yield a more optimal solution. Rather than simply minimizing the residual variance of the truncated q-dimensional solution, MLPCA uses a weighted objective function that attempts to match the residual variance to the characteristics of the ECM for each measurement vector. The approach is analogous to using weighted least squares in univariate regression. The specific objective function used depends on the complexity of the error structure and there are six general categories, ranging in complexity from the trivial case of iid normal errors (where MLPCA and PCA are equivalent) to general error heteroscedasticity and correlation that can exist within both the rows and columns of a data matrix. One of the most common implementations is where error correlation exists only within the rows of a data matrix. Under these conditions, the objective function to be minimized is defined as:
Here, x i represents measurement vector i (row i of X), ˆi x is the estimate of the vector based on the MLPCA decomposition, and Σ Σ Σ Σ i is the ECM for the vector. In the general case, this objective function is optimized by an alternating least squares (ALS) algorithm, but in the special case where Σ Σ Σ Σ i is the same for all row vectors, a direct solution can be obtained through rotation and scaling of the original data. Another difference between MLPCA and PCA is that, where PCA uses an orthogonal projection of the measurement vector onto the subspace to obtain the scores
, MLPCA employs a maximum likelihood projection:
This oblique projection uses the information in the error covariance matrix to ensure that the projection uses the measurements in x that minimize the uncertainty in the low dimensional projection.
In principle, MLPCA should result in the optimal subspace estimation assuming that the intrinsic dimensionality of the data (also called the pseudorank, q) and the ECM are exactly known. In practice, q is often uncertain and only an estimated ECM is available, so this can limit the optimality of the solution. There can also be complications from rank deficiency of the ECM (which needs to be inverted) when it is estimated from a limited number of replicates, although there are strategies to address this [25, 43] . Despite these limitations, however, MLPCA has demonstrated superior performance to PCA in a variety of applications ranging from multivariate calibration [44, 45] to curve resolution [46, 47] .
Projection Pursuit Analysis (PPA)
An inherent limitation of PCA and HCA is an assumption that the largest source of chemical variation in a data set is associated with the characteristic we are interested in, specifically, in the current context, the classification of samples into two or more groups. For example, in the detection of a disease state, it is hoped that the dominant source of difference is in a set of chemical compounds that are associated with the presentation of the disease, often referred to as biomarkers. However, the differences among these compounds may be obscured by other natural variations in the data set, resulting in an exploratory visualization that does not reveal clustering according to the anticipated characteristics. To overcome these limitations, it is necessary to use visualization methods that do not rely solely on variance metrics.
The concept of projection pursuit was first advanced nearly five decades ago, originally proposed by Kruskal [26] and named by Friedman and Tukey [27] , who further developed the
idea. The strategy proposed is simply to look for linear projections of the multivariate data that are interesting based on a measure of "interestingness" as quantified by a projection index.
Although the concept is simple, implementation has been complicated by: (1) how to define "interesting", (2) how to quantify a projection index consistent with this definition, and (3) how to optimize the projection index once it is defined. A common criterion for interesting projections is those that exhibit non-Gaussian behavior, but this can be difficult to quantify, especially in chemical applications where the number of samples tends to be small.
Consequently, PPA has not gained much traction in chemical research. Recently, however, PPA algorithms have been developed that are both effective and efficient for chemical data [28] [29] [30] [31] and have been applied to problems that include forensics, metabolomics and provenance [28] [29] [30] 48] . These algorithms are based on the use of kurtosis, the fourth statistical moment, as the projection index. For univariate measurements, including projections into a one dimensional space, the kurtosis can be defined as:
Here κ is used to represent the kurtosis and the summations are over N measurements.
Alternative definitions are also employed for multivariate kurtosis and the reader is referred to the original reference for a more complete description [28] . Kurtosis is a simple and useful measure for assessing the normality of data, taking on a value of 3 for a normal distribution, with higher values for heavily tailed distributions and lower values for flatter distributions. In particular, minimizing the kurtosis of projected data will emphasize naturally occurring clusters.
Minimization of the projection index is a non-linear optimization problem, but can be performed efficiently through the use of a quasi-power method [28] .
Although a variety of PPA algorithms have been developed based on these principles, the most effective for clustering is often the stepwise univariate kurtosis PPA algorithm, which successively partitions the data into binary groups. Because it is not based on variance, PPA can often reveal clusters in the data that are not apparent with PCA and HCA, as will be demonstrated in this work.
Experimental
Computational Aspects
All calculations were carried out within the MatLab programming environment (Mathworks, Natick, MA). Programs for carrying out MLPCA and PPA were written in-house and are available from the corresponding author, as are the data.
Species Selection
The broad objective of this research, of which this study is a part, is the development of instrumental methods to distinguish wood species, with a particular emphasis on discriminating high value species such as mahogany. Species were selected based on the book "Similar woods to mahogany (Swietenia macrophylla King.): An illustrated key for anatomical field identification" [49] , edited by the Brazilian Forest Service. From the 15 species listed, the three species that were the most difficult to distinguish, based on the appearance and macroscopic wood characteristics, were chosen for this study. These were Carapa guianensis, Cedrela odorata, and Micropholis melinoniana, along with mahogany itself, Swietenia macrophylla King. 
Sampling and Sample Preparation
Acquisition of Spectra
Samples were measured on a handheld spectrometer, Phazir RX (Polychromix). Four replicate spectra were obtained for each sample, two on each radial face, measured on distinct spots, resulting in a total of 432 spectra. Spectra were measured in the diffuse reflectance mode between 939.5 and 1796.6 nm with 9 nm of resolution. Resultant spectra, shown in Figure 1 , consisted of 100 data points per spectrum and were converted to log(1/R) scale for the data analysis. Figure 1(a) shows the mean spectrum for each of the four species, while Figure 1(b) shows all 432 spectra, with each of the replicates displayed individually. The data used in this study are provided as supplementary material.
Results and Discussion
D r a f t
PCA and HCA of NIR Spectra
It is clear from Figure 1 that spectra of the four species exhibit a strong similarity and that the variation between individual samples is quite large, making the discrimination of the four classes a challenging problem. To determine if the usual data visualization methods would be able to distinguish the classes, PCA and HCA were applied to the NIR spectra. To improve the quality of the measurements and simplify the visualization, the mean of the four replicate spectra were used for each sample, resulting in a data matrix of 108 samples by 100 wavelength channels. Initially, only column mean centering was applied to the data. The paired scores plots for the first four principal components from PCA are presented in Figure 2 , where the different species are represented by different symbols as indicated in the legend. Based on the distribution of samples in the scores plots, there is no apparent separation of the species based on the NIR spectra. While there is some suggestion of separation of classes 2 and 4 (Cedrela odorata and Swietenia macrophylla King) using the third and fourth PCs, there is still strong overlap and no clear clustering is evident. Higher PCs did not improve separation.
In many cases of multivariate analysis, it is necessary to preprocess data to obtain satisfactory results, so a variety of common preprocessing methods were employed here to see if the class separation could be improved. These included autoscaling, multiplicative signal correction (MSC) and the standard normal variate (SNV). MSC and SNV are widely used in NIR spectroscopy to account for multiplicative offset noise [17, 21] . None of the methods were observed in all cases with no strong evidence of clusters related to species.
Error Structure of NIR Spectra
A central premise of this work is that exploratory analysis by HCA and PCA can be adversely affected by non-iid error structures. It is therefore necessary to examine the measurement error characteristics of the NIR spectra which are the focus of this study. any between-sample differences. The similarity of the spectra in this study is evident from Figure 1 , so pooling was a viable option.
Initial pooling of the ECMs was carried out within each of the four species investigated.
This was done as a preliminary evaluation to confirm the similarity of the ECMs within each group prior to global pooling, which is normally done. It was anticipated that the four ECMs would show very similar characteristics which were consistent with NIR spectra. While this was true for three of the groups (classes 1, 2 and 4), the remaining group (class 3) was distinctly different from the others, as shown in regions. This is typical for offset/multiplicative offset noise in NIR spectra and shows a strong interdependence of measurement errors. MLPCA is only guaranteed to provide an optimal visualization of the data when the intrinsic rank is equal to the dimensionality of the space into which the data are projected (called the projection rank), which can only be realized when the intrinsic rank is less than or equal to three [51] . In cases where the intrinsic rank exceeds the projection dimensionality, the advantages of MLPCA are less certain, but its application may provide a more useful visual projection of the data than PCA. In general, a definitive determination of the intrinsic rank (q) is difficult, so the application of MLPCA is typically carried out using different values to assess the projections empirically.
MLPCA of NIR Spectra
The application of MLPCA requires a specification of the data matrix, the corresponding ECMs, and the dimensionality of the subspace to be estimated. Based on the results of the previous section, which showed that the ECMs were not homogeneous among the different sample classes, it was decided to assign the ECM for each measurement vector based on its class membership (species), using the pooled ECM for the corresponding class. This error structure is representative of Case E for the MLPCA algorithms [23, 25] for general row-correlated errors.
The objective function in this case is given by Equation 9 and is minimized through the ALS method. The data matrix consisted of 108 rows corresponding to the sample mean spectra (column mean-centered) and an initial rank of two was selected. Although the ALS algorithm is slower than the direct solution which can be obtained when all of the ECMs can be assumed to be the same, it is considered to be more reliable when this assumption is violated, and the execution time was only about 20 s in this case.
The scores plot obtained through the application of MLPCA(E) (with a specified rank of 2) in this manner is shown in Figure 6 Figure 2 ). This supports the hypothesis that there is sufficient information in the NIR spectra to distinguish among the four species. More importantly, in the context of the current work, it supports the broader hypothesis that the visualization of data by PCA can be impeded by non-iid measurement error structures and that this problem can be mitigated through the application of MLPCA. By incorporating information about the measurement error variance and covariance into the decomposition of the data, MLPCA can more effectively separate the variability originating from chemical differences from that arising from measurement noise, thereby giving a more useful picture of the relationships among samples.
A potential argument that can be made to counter the conclusions drawn above is that, by defining the ECM according to class membership, indirect information related to class membership is being provided to the MLPCA algorithm and therefore biasing the outcome. This is a legitimate argument, since a truly unsupervised method should not include any information that could indirectly be associated with class membership. While it cannot be concluded that the results in Figure 6 (a) are biased, this possibility cannot be excluded, so further evidence is needed. There are three possible ways to exclude bias. The first would be to provide an individual ECM for each sample based on its replicates. However, since there are only four
replicates measured for each sample, the ECMs would be unreliable, as well as rank deficient due to the small number of replicates (rank = 3). Under these circumstances, anomalously small variances (due to limited replication) tend to drive the optimization, giving excessive weight to a few samples. This was confirmed by using the individual ECMs, resulting in a scores plot with a tight central cluster and a few dispersed samples (results not shown). A second possibility is to use a parameterized model for the ECM developed from multiple samples [32, 42] . This can then D r a f t be employed to calculate individual ECMs with greater reliability. In this case, however, it is clear that the same model could not be applied to all samples due to the differing characteristics of one of the classes. The third option would be to employ the globally pooled ECM, shown in Figure 5 (a), to all of the samples. Although it is expected that the MLPCA solution obtained in this way would be suboptimal, it eliminates the possibility of bias and may produce projections superior to PCA.
To implement this third option, MLPCA (Case D, common row covariance) was applied to the 108 sample mean spectra (column mean-centered) using the global pooled ECM with a specified rank of two and three. The scores plot for the rank two solution is shown in Figure   6 (b). This result shows a clear separation of classes 2 and 3 (C. odorata and M. melinoniana)
but strong overlap of the other two classes. However, the three dimensional projection, presented in Figure 6 (c), shows a distinct separation of all four classes. As might be expected, the separation observed here is not as clear as for Figure 6 (a) since a common ECM is erroneously assumed for all samples, but the results are far more informative than PCA. These results also exclude the possibility of an unintended bias and support the premise that class information can be more clearly extracted by incorporating measurement error information into the data analysis.
It should be noted that, in all of these cases, higher rank MLPCA solutions were also avoid this problem by examining other criteria to obtain the optimal low dimensional projection.
In this work, kurtosis-based PPA was implemented using a stepwise univariate algorithm and orthogonal scores, with a two-dimensional projection space. This algorithm uses a stepwise procedure that first minimizes the univariate kurtosis along one projection dimension, optimally resulting in a binary separation of the data. After "deflation" of the data to remove the extracted dimension, the process is repeated in an attempt to provide a binary separation in subsequent dimensions, ultimately resulting in scores and loadings of selected dimensions analogous to PCA (although the loadings are not required to be orthogonal in this case). In this application, all 432 spectra (mean centered) were employed, since PPA works best when the ratio of samples to variables is high. The algorithm uses a nonlinear optimization method that is significantly slower than PCA, and random initial starting points are used to ensure a global optimum. In this implementation, 1000 initial guesses were used and the execution time was about 20 min.
The scores plot resulting from PPA of the raw data is shown in Figure 7 (a) and shows clear clustering of the four species, although there are a few samples that are grouped incorrectly.
For a more direct comparison with earlier figures (Figures 2 and 6 ), the 108 sample mean spectra D r a f t have been projected into the same subspace in Figure 7 (b) and exhibit no overlap, as might be expected due to the smaller error variance. It is important to note that no class information was provided implicitly or explicitly to the algorithm, so the natural clustering on the basis of species was discovered solely on the basis of the observed spectra, supporting the hypothesis that the multivariate information available in the NIR spectra can be used to distinguish among the classes. No preprocessing of the data was necessary other than column mean-centering, and no measurement error information was provided to the algorithm.
Although PPA is an extremely powerful tool for exploratory studies, it is not without its limitations. Current algorithms are best suited for balanced data sets (approximately equal numbers of samples in each class) with more samples than variables, and are most effective for 2, 4 or 8 classes. Ongoing work is directed at removing some of these limitations.
Loading Vectors
Although it is sometimes asserted that loading vectors associated with scores plots can be interpreted to provide information on which variables are most important for classification or regression, such interpretation has been shown to be dubious at best because of the complexity of the linear relationships embodied in the loading vectors [52] . In the current work, comparisons are further limited by the nature of the methods used, since MLPCA does not use orthogonal projections of the data to generate scores and PPA does not result in orthogonal loading vectors.
Nevertheless, for the sake of completeness, the loading vectors generated by the various methods are presented for qualitative comparison in Figure 8 . Although differences are readily apparent, the most noteworthy contrast is in the low wavelength regions (<1000 nm) for PPA and MLPCA(E) (Figures 8(b) and (c)) when compared to the other cases. These were the most effective techniques for separation of the species in two dimensions, implying that these methods D r a f t 25 are able to effectively exploit information in this region. However, further attempts at interpretation would be purely speculative.
Conclusions
The results of this study can be summarized by five main conclusions. Fourth, it was clearly demonstrated through Figure 7 that the implementation of data visualization methods such as PPA that do not rely strictly on variance as a criterion for low dimensional projection could be extremely beneficial in studies involving multivariate data.
Finally, with regard to the specific experimental data employed in this work, there is clear evidence that NIR spectroscopy has the capability to distinguish similar species of wood using the procedures described.
The alternative methods described here are not without their limitations. The application of MLPCA requires the availability of information on the measurement error structure, which D r a f t 26 may be difficult to obtain in certain studies where extensive replication is challenging. However, recent work has demonstrated that it is possible to develop measurement error models for analytical systems that minimize or eliminate the need for replication [32, 34, 42] . A better understanding of measurement error structures will certainly be advantageous in developing improved multivariate tools. In contrast, PPA does not require measurement error information, but is less susceptible to non-iid error structures than PCA or HCA because it is not variance based. Nevertheless, PPA can be challenged by data sets that have a low-sample-to-variable ratio or have unbalanced classes. The former problem has been addressed through variable compression, selection and regularization [28, 30, 31] , while a re-centering strategy can mitigate the latter issue [29] . Further algorithmic developments will no doubt extend the applications of PPA to exploratory analysis.
Many areas of modern scientific discovery are initiated by testing an initial hypothesis that a complex multivariate data set contains information relevant to a desired goal, such as disease detection or forensic classification. Such studies often involve a limited number of samples and a large number of variables. While supervised classification methods (by design) are well-suited to building classification models, they are poorly suited to test an initial hypothesis based on limited samples due to their need for extensive validation. Unsupervised (exploratory) methods play a key role in this workflow, since they do not have such strict validation requirements, but are currently limited to two dominant techniques, HCA and PCA.
As demonstrated here, these methods can fail to reveal important information in certain circumstances, and failure to support an initial hypothesis can impede the advance of research.
Therefore, it is important to expand the toolbox available to researchers for exploratory analysis, 
