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Аннотация. В работе рассматриваются методы консолидации научных сервисов цифровой платформы для 
интеграции совокупности научных услуг из различных областей науки для проведения междисциплинарных 
исследований. Решения для создания консолидированных сервисов могут найти широкое применение для 
многоуровневого, многомасштабного моделирования в области материаловедения, предусматривающего 
комплексное моделирование на нескольких уровнях иерархии. В настоящее время эта задача решается 
созданием многокомпонентных иерархических программных комплексов на корпоративных вычислитель-
ных средствах. С появлением высокопроизводительных облачных вычислительных платформ появится 
возможность получать услуги по решению частных задач моделирования в виде научных сервисов. Задачи 
комплексного иерархического моделирования в этом случае будут решаться консолидированным сервисом 
— сервисом, обеспечивающим последовательно-параллельное выполнение компонентов комплексного 
моделирования в виде специализированных научных сервисов. Описание процессов выполнения научного 
сервиса основано на методике исследования и представляет собой план исследования (технологическую 
карту исследования), описывающий необходимый для выполнения сервиса взаимоувязанный по времени 
набор операций и перечень ресурсов для их выполнения. В современных условиях развития микросервисного 
подхода к созданию вычислительных систем, эволюции сервис-ориентированных архитектур и децентрали-
зации корпоративных интеграционных шин проблемам эффективной интеграции платформенных сервисов 
уделяется особое внимание. В работе предлагается дополнить существующее описание научного сервиса 
возможностью заказа стороннего сервиса на основе механизмов гибкой (agile) интеграции. Этот подход 
позволит на современном этапе развития сервисных архитектур преодолеть недостатки централизованных 
систем типа корпоративных интеграционных шин и воспользоваться преимуществами эластичности облачных 
вычислений и микросервисного подхода к созданию информационно-вычислительных систем.
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Введение
Концепция	многомасштабного	моделирования,	
интегрирующая	разноуровневые	методы	моделиро-
вания	поведения	материалов,	широко	используется	
в	материаловедении	и	технологии	новых	материа-
лов	 [1].	Необходимость	комплексного	моделирования	
на	нескольких	уровнях	иерархии	требует	создания	
многокомпонентных	иерархических	программных	
комплексов	для	решения	задач	многомасштабно-
го	 компьютерного	моделирования	 структурных	
свойств	различных	материалов.	В	комплексах	ис-
пользуются	различные	программные	инструмен-
ты,	обеспечивающие	эффективное	моделирование	
свойств	материалов	на	определенном	уровне.	Важ-
ной	задачей	в	этих	комплексах	является	развитие	
технологий	связывания	программных	инструментов	
и	комплексной	интерпретации	результатов	моде-
лирования	[2].	Одновременно	с	процессом	создания	
иерархических	программных	комплексов	многомас-
штабного	моделирования	идет	развитие	технологии	
цифровых	платформ,	предлагающих	сервисы,	в	том	
числе	в	области	математического	моделирования	
свойств	материалов.
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Одним	из	способов	комплексирования	инстру-
ментов	многомасштабного	моделирования	являет-
ся	использование	 свойств	цифровой	платформы	
в	 среде	 облачных	вычислений.	Платформенным	
подходом	для	интеграции	совокупности	научных	
услуг,	направленных	на	комплексное	решение	на-
учной	задачи	с	использованием	серии	инструментов,	
является	объединение	научных	сервисов	в	рамках	
одного	консолидированного	сервиса.
В	целом,	проблемам	интеграции	ресурсов	для	
научных	исследований	и	сервисов	в	рамках	цифро-
вой	платформы,	в	частности,	представлению	процес-
сов	научного	исследования	в	виде	облачного	сервиса	
цифровой	платформы,	не	уделяется	достаточного	
внимания.	Большинство	провайдеров	предлагают	
несвязанные	 средства	моделирования	по	 техно-
логии	SAAS	 (software-as-a-service)	для	решения	
одной	задачи	моделирования.	В	настоящей	работе	
предлагаются	методы	представления	консолидиро-
ванных	сервисов	в	среде	облачных	вычислений	на	
основе	теоретической	и	практической	проработки	
цифровой	процессной	модели	представления	про-
цессов	многомасштабного	моделирования	 в	 виде	
научных	сервисов	цифровой	платформы.	В	качестве	
основного	инструмента	интеграции	сервисов	моде-
лирования	предлагается	гибкая	(agile)	интеграции	
сервисов	[3],	которая	позволяет	в	современных	усло-
виях	развития	 сервис-ориентированной	модели	
взаимодействия	программных	компонентов	преодо-
леть	недостатки	корпоративной	шины	предприятия	
и	в	полной	мере	воспользоваться	достоинствами	об-
лачных	вычислений	[4].
Консолидированный	научный	сервис
Под	научным	сервисом	цифровой	платформы	
понимается	 совокупность	 процессов	 и	 ресурсов	
для	выполнения	работ	научно-исследовательского	
характера	путем	предоставления	потребителю	обо-
рудования,	расходных	материалов,	информационно-
коммуникационных	и	обеспечивающих	ресурсов,	
продуктов	интеллектуальной	научной	деятельно-
сти,	человеческих	ресурсов,	результатом	которых	
является	научная	(исследовательская)	услуга	[5].
Для	описания	процессов,	 связанных	с	выпол-
нением	научного	 сервиса,	платформой	предусма-
тривается	инструмент,	обеспечивающий	формиро-
вание	технологической	карты	исследования	с	пере-
числением	необходимых	для	выполнения	сервиса	
операций,	их	длительности,	последовательности	
выполнения	и	потребляемых	ресурсов,	а	также	ин-
формационные	формы	для	оформления	заявки	на	
выполнение	научного	сервиса	и	его	заказа.	В	про-
стейшем	случае	процесс	исследования	описывается	
диаграммой	Ганта	 (или	ее	аналогом)	 с	указанием	
графика	выполнения	операций	и	необходимых	для	
их	выполнения	ресурсов	—	оборудования,	материа-
лов	и	трудозатрат.	В	настоящее	время	множество	
цифровых	платформ	этим	и	ограничивается.	Од-
нако,	очевидно,	что	сложное	исследование	исполь-
зует	результаты	работы	нескольких	коллективов	
исследователей,	которые	можно	оформить	в	виде	
отдельных	научных	сервисов	и	интегрировать	их	в	
консолидированный	сервис.	Для	этого	предлагается	
предусмотреть	в	технологической	карте	исследо-
вания	указание	ссылок	на	используемые	научные	
сервисы.
С	развитием	архитектур	информационных	си-
стем	от	монолитных	систем	до	микросервисных	[6,	
7]	решениям	для	интеграции	облачных	сервисов	и	
проблемам	описания	консолидации	сервисов	в	ин-
формационной	системе	уделяется	повышенное	вни-
мание.	В	современных	условиях	успех	моделирова-
ния	(и	исследования	в	целом)	зависит	от	способности	
информационной	системы	качественно	и	заданный	
срок	обрабатывать	объемные	потоки	информации	
эволюционирующей	структуры.	Модели	извлекают	
информацию	из	множества	источников,	интегрируя	
ее	для	необходимой	предметной	обработки	и	полу-
чения	требуемого	результата.	Вместе	с	развитием	
модели	сервис-ориентированной	архитектуры	 [8]	
развиваются	инструменты	интеграции	информа-
ционных	систем.	В	настоящее	время	наблюдается	
постепенный	переход	от	концепции	централизован-
ной	сервисной	шины	предприятия	(ESB,	Enterprise	
Service	Bus)	[9]	к	концепции	гибкой	интеграции	[10].
Основу	концепции	гибкой	интеграции	составля-
ет	децентрализация	ESB,	использование	современ-
ных	инструментов	интеграции	сервисов	на	основе	
программных	интерфейсов	 (API),	применяемых	в	
микросервисных	архитектурах	(REST,	gRPC	и	др.)	
[11].	Среда	интеграции	при	этом	создается	в	соот-
ветствии	передовыми	контейнерными	технологиями	
виртуализации	и	управления	инфраструктурой	об-
лачных	вычислений.	Основными	свойствами	гибкой	
интеграции	являются:
-	 контейнерная	среда	интеграции	—	каждая	
интеграция	приложений	использует	преимущества	
многослойной	архитектуры	микросервисов,	выпол-
няется	отдельными	контейнерами	со	своей	средой	
выполнения,	настроенной	на	эту	интеграцию;
-	децентрализованная	интеграция	—	интегра-
ционные	контейнеры	функционируют	независимо	
друг	от	друга,	что	повышает	надежность	функцио-
нирования	комплексной	системы	интеграции;
	многокомпонентная	интеграция	—	контейнер	
интеграции	взаимодействует	с	множеством	микро-
сервисов,	что	повышает	 гибкость	и	масштабируе-
мость	информационной	системы.
Используя	 свойства	 гибкой	интеграции,	 об-
лачная	цифровая	платформа	должна	обеспечить	
комплексные	сетевые	формы	организации	научной,	
научно-технической	и	инновационной	деятельно-
сти.	Цифровая	платформа,	в	данном	случае,	это	со-
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вокупность	автоматизированных	процессов	взаимо-
действия	участников	научно-технического	процесса	
на	основе	использования	научных	сервисов	и	мето-
дов	их	консолидации,	обеспечивающих	повышение	
эффективности	 научных	 исследований	 за	 счет	
применения	цифровых	технологий,	оптимизации	и	
стандартизации	данных	процессов	и	обеспечения	
общего	информационного	пространства.
Система	консолидации	сервисов		
в	цифровой	платформе
По	результатам	анализа	процессов	многомас-
штабного	моделирования	можно	предложить	следу-
ющую	методику	для	организации	работ	по	созданию	
консолидированного	научного	сервиса.
Шаг 1. Разработка	целевой	функции	для	по-
требителя	консолидированного	научного	сервиса,	
которая	содержит	описание	того,	что	требуется	от	
научного	сервиса	с	точки	зрения	его	потребителя.	
На	этом	этапе	необходимо:
–	определить	основные	цели	потребителя	моде-
лирования	(и	исследования	в	целом);
–	специфицировать	задачи,	требующие	реше-
ния;
–	сформулировать	предложения	по	консолида-
ции	существующих	облачных	сервисов.
Шаг 2. Разработка	модели	организации	работ	
для	получения	результата,	структуры	потребления	
ресурсов	и	затрат.	Модель	должна	содержать	реше-
ния	по	использованию	основных	ресурсов	—	персо-
нала,	используемых	технологий,	оборудования,	ин-
формационных	ресурсов,	каналов	взаимодействия	
с	партнерами	и	потребителями	и	т.д.	Помимо	этого	
в	модели	должны	быть	представлены	решения	по	
ключевым	процессам	организации	исследования,	
направленные	на	то,	чтобы	можно	было	постоянно	
в	требуемом	объеме	предлагать	научный	сервис	в	
соответствии	с	определенной	системой	функцио-
нальных	показателей,	правилами	и	нормами	орга-
низации	процессов.
Шаг 3. Анализ	разработанной	модели	функцио-
нирования	консолидированного	научного	сервиса,	
сравнение	 с	 существующей	моделью	проведения	
исследований.	Обоснование	решения	о	том,	что	на-
учная	услуга	может	быть	оказана	в	существующей	
организационной	структуре	цифровой	платформы,	
либо	проработанная	альтернатива	формирования	
новой	структуры	в	цифровой	платформе	для	оказа-
ния	консолидированной	научной	услуги.
В	этих	условиях	комплексной	обработки	боль-
ших	 потоков	 информации	 в	 рамках	 цифровой	
платформы	облачных	вычислений	для	связывания	
одного	или	нескольких	сервисов	в	один	консолиди-
рованный	научный	сервис	возможны	два	способа.
В	первом	случае	процесс	подачи	заявки	на	ока-
зание	консолидированной	услуги	осуществляется	
от	имени	ее	потребителя	по	всем	научным	сервисам,	
входящим	в	 состав	консолидированного	научного	
сервиса.	Потребитель	заполняет	формы	заказа	и	
согласует	план	исследования	с	каждым	из	постав-
щиков	услуг	самостоятельно.
Второй	способ	предоставления	консолидиро-
ванного	сервиса	предусматривает	разработку	для	
него	обобщенной	формы	заказа	с	тем,	чтобы	про-
цесс	согласования	составляющих	научных	сервисов	
велся	от	имени	поставщика	консолидированного	
сервиса	в	рамках	согласования	плана	исследования	
между	потребителем	и	поставщиком	консолидиро-
ванного	сервиса.
Первый	способ	консолидации	научных	сервисов	
не	предполагает	серьезных	изменений	в	алгоритмах	
заказа,	отслеживания	процессов	оказания	услуг	и	
получения	результатов	исследования.	Однако,	этот	
метод	обеспечения	выполнения	консолидирован-
ного	 сервиса	 требует	 от	потребителя	 обладания	
компетенциями	для	заказа	всех	научных	сервисов,	
входящих	в	состав	консолидированного	сервиса	и	
связывания	их	результатов	в	единое	исследование.	
В	этом	случае	достаточно	просто	решаются	вопро-
сы	 организации	исследований	и	 распределения	
ответственности	между	поставщиками	и	потре-
бителем	услуг	консолидированного	сервиса.	Один	
потребитель	консолидированного	 сервиса	имеет	
организационные	отношения	со	всеми	поставщика-
ми	научных	сервисов,	входящих	в	состав	консоли-
дированного	сервиса.
При	втором	способе	 организации	предостав-
ления	консолидированного	 сервиса	потребитель	
сервиса	 взаимодействует	 только	 с	 поставщиком	
этого	сервиса.	С	поставщиками	научных	сервисов,	
входящих	в	 состав	консолидированного	 сервиса,	
взаимодействует	поставщик	консолидированного	
сервиса,	который	должен	обладать	компетенциями,	
необходимыми	для	заказа	этих	научных	сервисов.	
Это	метод	организации	консолидированного	науч-
ного	сервиса	предполагает	большую	степень	свя-
зывания	консолидированного	сервиса	с	сервисами,	
входящими	в	его	состав	в	части	анализа	результатов	
предоставления	этих	сервисов	и	формирования	ис-
ходных	данных	для	их	заказа.
Таком	образом,	каждый	из	способов	интеграции	
научных	сервисов	имеет	свои	достоинства	и	недо-
статки.	Для	цифровой	платформы	научных	иссле-
дований	целесообразно	использовать	оба	способа.	
Для	обоих	методов	формирования	консолидирован-
ных	услуг	цифровая	платформа	должна	обладать	
адекватными	инструментами	описания	консоли-
дированного	сервиса	и	управления	процессом	его	
предоставления.
Технологическая	карта	научного	сервиса	долж-
на	позволять	включать	в	нее	операции	предостав-
ления	 стороннего	 научного	 сервиса	 с	 указанием	
метода	консолидации	и	атрибутов	заказа	сервиса	
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и	получения	 его	результатов,	 а	 также	процессы	
использования	этих	результатов	при	выполнении	
консолидированного	сервиса.
С	учетом	приведенных	рассуждений	цифровая	
платформа,	консолидирующая	научные	сервисы,	
должна	создаваться	как	иерархия	микросервисов,	
функционирующих	в	среде	облачной	интеграцион-
ной	платформы.	Это	позволяет	использовать	преи-
мущества	облачных	вычислений,	обеспечивая	эла-
стичность	интеграционной	информационной	систе-
мы,	высокую	степень	адаптивности	к	меняющимся	
условиям	функционирования,	для	снижения	сроков	
моделирования	и	повышения	его	эффективности.
С	учетом	вышеизложенных	аспектов	опреде-
лим	состав	цифровой	платформы	многомасштаб-
ного	моделирования	как	совокупности	следующих	
компонентов:
–	система	описания	научного	сервиса;
–	система	публикации	научного	сервиса;
–	система	классификация	научных	сервисов;
–	система	поиска	научного	сервиса;
–	система	заказа	научного	сервиса;
–	система	планирования	и	учета	ресурсов;
–	 система	 учета	 результатов	 и	 экспертных	
оценок;
–	система	доступа	пользователей;
–	интеграционная	подсистема.
Система	описания	научного	сервиса	является	
основой	системы	предоставления	научных	серви-
сов	и	предназначена	для	спецификации	шаблона	
научного	 сервиса,	 определяющей	следующие	его	
основные	характеристики:
–	идентификационные	данные;
–	данные	поставщика	сервиса;
–	форму	заказа	сервиса;
–	технологическую	карту	(методику,	основные	
процессы)	выполнения	исследования	с	указанием	
потребляемых	ресурсов	и	использования	других	
научных	сервисов;
–	процедуры	заказа	 сервиса	и	 согласования	
изменений	в	технологической	карте	(методике)	ис-
следования.
Система	публикации	научного	сервиса	в	рамках	
портала	получает	доступ	к	реестру	научных	серви-
сов,	доступных	для	заказа,	обеспечивает	системати-
зацию	«близких»	научных	сервисов.
Система	 классификации	 научных	 сервисов	
предназначена	для	группировки	научных	сервисов	
в	соответствии	с	заданными	критериями	 (область	
исследования,	методики	исследования,	приборная	
база,	территориальная	и	организационная	принад-
лежность	и	т.	д.)	с	целью	обеспечения	быстрого	реле-
вантного	поиска	и	систематизации	научных	серви-
сов.	С	учетом	динамичности	научных	исследований	
систему	классификации	целесообразно	создавать	
с	изменяемым	списком	критериев	и	динамически	
перестраиваемой	системой	группировки.
Система	поиска	научного	сервиса	предназна-
чена	для	нахождения	«близких»	научных	сервисов	
с	использованием	системы	классификации	науч-
ных	сервисов	и	данных	систем	описания	научного	
сервиса,	учета	результатов	и	экспертных	оценок.	В	
системе	целесообразно	спроектировать	блоки	по-
иска	«близких»	сервисов	с	использованием	методов	
искусственного	интеллекта	с	элементами	самообу-
чения.
Система	заказа	научного	сервиса	предназначе-
на	для	оформления	договорных	отношений	на	ока-
зание	научной	услуги	в	ходе	выполнения	процесса	
выбора	и	заказа	научной	услуги	во	взаимодействии	
с	системами	публикации,	поиска,	описания	научного	
сервиса,	планирования	и	учета	ресурсов.
Система	планирования	и	учета	ресурсов	пред-
назначена	для	ведения	реестра	ресурсов	(персонала,	
приборной	базы,	расходных	материалов)	и	их	со-
стояния,	а	также	календаря	загрузки	и	резервиро-
вания	ресурсов.
Система	учета	результатов	и	экспертных	оце-
нок	предназначена	для	накопления	научных	резуль-
татов,	получаемых	пользователями	платформы,	а	
также	для	объективного	расчета	их	наукометриче-
ских	показателей.
Система	доступа	пользователей	предназначена	
для	учета,	идентификации	и	авторизации	пользо-
вателей.
Интеграционная	подсистема	предназначена	для	
реализации	сквозных	бизнес-процессов	в	едином	
информационном	пространстве	цифровой	платфор-
мы	и,	в	том	числе,	для	обеспечения	функционирова-
ния	консолидированных	сервисов.
Последняя	подсистема	является	базисом	циф-
рой	платформы,	 связывающим	все	ее	 системы,	а	
также	обеспечивающим	функционирование	цифро-
вой	процессной	модели	представления	ряда	процес-
сов	научного	исследования	в	виде	облачного	сервиса	
или	комплекса	сервисов,	интегрированного	в	кон-
солидированный	сервис.	Предлагаемый	механизм	
комплексирования	научных	сервисов	обеспечивает,	
в	частности,	потребности	многомасштабного	модели-
рования	в	высокопроизводительной	вычислитель-
ной	среде	цифровой	платформы	 [12,	13].	Достоин-
ством	подхода	является	использование	концепции	
гибкой	интеграции,	которая	позволяет	в	современ-
ных	условиях	развития	сервис-ориентированной	
модели	взаимодействия	программных	компонентов	
в	полной	мере	воспользоваться	свойствами	эластич-
ности	облачных	вычислений.
Заключение
Предоставление	консолидированного	сервиса,	
предназначенного	для	решения	научной	 задачи,	
требует	комплексного	подхода,	который	включает:	
описание	атомарных	микросервисов;	метаданные,	
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описывающие	способы	получения	сервисов	и	пере-
дачи	результатов;	 средства	оркестровки	взаимо-
действия	 сервисов.	Предложенная	 архитектура	
цифровой	платформы	и	ее	система	интеграции	сер-
висов	может	быть	базовой	основой	для	создания	кон-
солидированного	сервиса.	Использование	единого	
реестра	сервисов,	средств	управления	интеграцией	
обработки	и	внутреннего	обмена	данными	позволя-
ют	создавать	цепочки	сервисов.	Такие	цепочки	или	
сети	сервисов	могут	предоставлять	принципиально	
новую	услугу	по	обработке	данных	и	получению	на-
учных	результатов.
В	частности,	в	области	математического	много-
масштабного	моделирования	свойств	материалов	
представленная	технология	позволяет	проводить	
многоуровневые	иерархические	расчеты	с	использо-
ванием	специализированных	программных	инстру-
ментов	различными	коллективами	исследователей	в	
индивидуальной	среде	исполнения	производитель-
ных	виртуальных	вычислительных	средств.
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Abstract. The article discusses methods of consolidating scientific services of a digital platform for integrating a set of 
scientific services for various fields of science for conducting interdisciplinary research. Solutions for creating consolidated 
services can be widely used for multilevel, multiscale modeling in the field of materials science, which provides complex 
modeling at several levels of the hierarchy. Currently, this problem is being solved by creating multicomponent hierarchical 
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software systems on corporate computing systems. With the advent of high-performance cloud computing platforms, it 
will be possible to order services for solving particular modeling problems as a scientific service. In this case, the tasks of 
complex hierarchical modeling will be solved by a consolidated service - a service providing sequential-parallel execution 
of complex modeling components in the form of specialized scientific services. The description of the processes for the 
provision of scientific services is based on the research methodology and is a research plan (the work process mapping), 
which describes a set of operations related to time and includes a list of necessary resources for their implementation. In 
modern conditions of the development of a microservice approach to the creation of computing systems and the evolution 
of the Service Oriented Architecture and of the Enterprise Service Bus integration, special attention is paid to the problems 
of efficient integration of platform services. The paper proposes to supplement the existing description of a scientific serv-
ice with the possibility of ordering a third-party service based on agile integration. This approach will allow at the present 
stage of development of service architectures to overcome the shortcomings of centralized systems such as Enterprise 
Service Bus and take advantage of the elasticity of cloud computing and a microservice approach to creating information 
and computing systems.
Keywords: consolidated service, multiscale modeling, multilevel modeling, digital platform, сloud сomputing, scientific 
service, service integration
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