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Introduction
In this paper we study the abstract quasi-linear evolution equation of second order 
ud(t) l A(t, u(t), uh(t)) u(t) for t ? [0, T ]
u(0) l φ, uh(0) l ψ (1.1) in a general Banach space Z. It is well-known that the abstract quasi-linear theory due to Kato [10, 11] is widely applicable to quasi-linear partial differential equations of second order and that his theory is based on the theory of semigroups of class (C ! ). (For example, see the work of Hughes et al. [9] and Heard [8] .) However, even in the special case where A(t, w, ) l A is independent of (t, w, ), it is found in [2] and [14] that there exist linear partial differential equations of second order for which Cauchy problems are not solvable by the theory of semigroups of class (C ! ) but fit into the mould of well-posed problems where the solution and its derivative depend continuously on the initial data if the initial condition is measured in the graph norm of a suitable power of A. (See also work by Krein and Khazan [13] and Fattorini [6, Chapter 8] .) This kind of Cauchy problem has recently been studied extensively, using the theory of integrated semigroups or regularized semigroups. The theory of integrated semigroups was studied intensively by Arendt [1] and that of regularized semigroups was initiated by Da Prato [3] and renewed by Davies and Pang [4] . For the theory of regularized semigroups we refer the reader to [5] and [16] .
The second-order equation (1.1) is converted into the first-order system (u(t), (t))h l A g u (t) (u(t), (t)) for t ? [0, T ] and (u(0), (0)) l (φ, ψ) in a suitable Banach space X g , where for each solution w of equation (1.1) the matrix operator A g w (t) in X g is defined by A g w (t) (u, ) l ( , A(t, w(t), wh(t)) u). We are here interested in studying the case where each matrix operator A g w (t) is the (complete infinitesimal) generator of a regularized semigroup on X g . In Section 3 we set up basic hypotheses on the operators appearing in equation (1.1), and prove a fundamental existence and uniqueness theorem (Theorem 3.6) for the Cauchy problem (1.1). The proof is based on the theory of regularized evolution operators developed by the author [15] , and a method of successive approximations proposed by Kobayasi and Sanekata [12] is applied to construct a unique twice continuously differentiable function u satisfying equation (1.1). , by using the result obtained in Section 3. In Section 2 we summarize some results on the generation of a regularized evolution operator associated with the linearized equation of (1.1), under the ' regularized stability ' condition, and show that the family of matrix operators used to solve the linearized equation (1.2) satisfies the regularized stability condition. This fact will be useful for our arguments in Section 4.
Regularized e olution operators
In this section we consider a pair of real Banach spaces (X g , Y g ) satisfying the following condition (2.1) :
Y g is densely and continuously embedded in X g .
(2.1)
The norms of X g and Y g are denoted by R:R X g and R:R Y g respectively. The symbol B(Y g , X g ) denotes the set of all bounded linear operators on Y g to X g . This section is devoted to an exposition on the generation of a regularized evolution operator associated with a given family oA g (t):t ? [0, T ]q of closed linear operators in X g .
We begin by stating the following conditions (1)-(3) for the family oA g (t):t ? [0, T ]q of closed linear operators in X g .
(1) There exist an injective operator C g in B(X g ) with dense range and two constants M 1 and β 0 such that if λ 0 satisfies λβ 1 then the following conditions are satisfied.
(
with 0 t " … t m T and m with 0 λm T.
Condition (1) is called the regularized stability condition, and the set of all families oA g (t):t ? [0, T ]q of closed linear operators in X g satisfying the two conditions (1)(i) and (1)(ii) is denoted by RS(X g , M, β, C g ). We are now in a position to state the generation theorem of regularized evolution operators. T 2.1. Under assumption (2.1) and conditions (1)-(3), there exists a unique family oU g (t, s)q in B(X g ) defined on the triangle ∆ l o(t, s):0 s t T q with the following properties. 
) is dense in Y g is deduced from the assumption that S g C g S g −" l C g and C g has dense range. We state here the following relation, which will be used in Section 3.
This relation has already been obtained in [15, 
T 2.2. Assume that A is a nonnegati e selfadjoint operator in a real Hilbert space H and that a(t) is a nonnegati e and nondecreasing continuous function on
Proof. It is easily seen that all the other conditions except conditions (1)(i) and (1)(ii) are satisfied. We begin by checking condition (1)(i). To this end, let λ 0 and t ? [0, T ] and assume that (u, )
Since a(t) is nonnegative we find l 0 by substituting equation (2.3) into the equality above. It follows from (2.3) once again that u l 0, and so condition (1)(i) is satisfied.
To check condition (1)(ii), we use a family oa ε (t):ε ? (0, 1]q of auxiliary functions defined by a ε (t) l a(t)jε for t ? [0, T ], and note that the operator A g
has the property that for each λ 0, IkλA g ε (t) is injective and R(IkλA g ε (t)) l X g . The proof of this property of A g ε (t) is immediate, since a ε (t) ε for t ? [0, T ] and A is a maximal monotone operator in H. Now, we show that condition (1)(ii) is satisfied. For this purpose, let
for 1 i j. By (2.6) we have
for 1 i j. To obtain the last inequality we have used the fact that a(t) is nondecreasing. Addition of (2.7) and (2.8) gives
We sum the inequalities above from i l 1 to i l j, and use the fact that a(t) is nonnegative. This yields the estimate
Let α j denote the right-hand side of the inequality above. Clearly,
Q# λα j , which we solve to obtain
for 0 j m. Here we have used the fact that (1kt) −" exp(2t) for t ? [0, 1\2].
 
Next, we take the inner products of equations (2.5) and (2.6) with a ε (t i ) Au ε i and ε i respectively, and add the two resulting equalities. This yields
from which it follows that
Q# for 1 i m. Substituting (2.9) into the right-hand side of the inequality above and summing the resultant inequalities from i l 1 and i l j ( m), we find that
Combining this inequality with (2.9) and (2.10), we obtain for 1 j m, Qu
where M ! is a positive constant depending only on T and supoa(t):t ? [0, T ]q, which is nondecreasing with respect to T. By the reflexivity of [D(A" /# )] and H there exists a null sequence oε(n)q such that for 1 j m, ou ε (n) j q and o ε (n) j q converge weakly to u j and j in [D(A" /# )] and H respectively, as n _. From (2.11) it is easily seen that
We take the inner product of (2.6) with w and the limit as n _. This yields
shows that condition (1)(ii) is satisfied with the operator C g .
A class of quasi-linear e olution equations of second order
In this section we consider a triplet of real Banach spaces Y 9 X 9 Z, with inclusions that are continuous and dense, and assume the following condition.
There exists an isomorphism S of X onto Z satisfying the property that
and an injective operator C in B(Z) satisfying
By the assumption of C, the linear operator C g in X g defined by The aim of this section is to find a function u in the class
satisfying equation ( 
This condition implies that there exists M A 1 such that
The main theorem in this paper can now be stated. 
To prove the theorem we use the method of iterations proposed by Kobayasi and Sanekata [12] . Since D( ρ, τ ρ ) 6 we choose w ! ? D( ρ, τ ρ ) and then define
It is clear that w
. Thus we have the following lemma.
L 3.7. There exists τ-! ? (0, τ ρ ] such that the set E(τ) is nonempty for each
Now, we set Y g l YiX, and define an operator S g from Y g into X g by
Condition (2.1), stated in Section 2, is clearly satisfied. (i) There exist M 1 and β 0, independent of w and τ, such that
Proof. Since E(τ) 9 D( ρ, τ), assertion (i) follows immediately from Hypothesis 3.3. Assertion (ii) is easily checked. It is seen that all the other conditions of (iii) except the fact that S g ? B(Y g , X g ) are satisfied by a straightforward argument. The closed graph theorem implies that S g ? B(Y g , X g ), by showing that S g is a closed linear operator from Y g into X g . The first half of assertion (iv) is obvious, and assertion (v) is proved as follows. Let t ? [0, τ] and (u, ) ? Y g . Since
(t, w(t), wh(t)) ukA(t, z(t), zh(t)) u),
we have, by Hypothesis 3.5,
This means that the desired inequality holds. Similarly to the preceding argument, we easily see that the second half of assertion (iv) is true.
By Lemma 3.8 we can apply Theorem 2.1 to the family oA g w (t):t ? [0, τ]q. This procedure, together with relation (2.2), yields the following lemma. (
It should be noted that M is the constant appearing in Lemma 3.8, which is independent of w ? E(τ) and τ ? (0, τ-! ].
L 3.10. For each w, z ? E(τ) and τ
for yg ? Y g and (t, s) ? ∆(τ).
 

Proof. Let yg ? Y g and (t, s) ? ∆(τ). By Lemma 3.9 we have
which is obtained by differentiating U g w (t, σ) U g z (σ, s) yg in σ and then integrating the resultant derivative over σ ? [s, t] . Property (i) of Lemma 3.9 and assertion (v) of Lemma 3.8 together imply that the integrand of equality (3.4) is estimated by
it is seen that u belongs to the class
and satisfies u(0) l φ, uh(0) l ψ and ud(t) l A(t, w(t), wh(t)) u(t) for t ? [0, τ]. This fact enables us to consider a mapping
. By the preceding argument we have (Φw) (0) l φ, (Φw)h (0) l ψ and
(Φw)d (t) l A(t, w(t), wh(t)) (Φw) (t) for t ? [0, τ].
(3.5) Equation (3.5) is written as
By the definition of Φ it is evident that
It will be shown that the lemma is true with this number τ. Let T ? (0, τ] and w ? E(T ), and then set l Φw. By equation (3.7) we have ( (t),
, by property (ii) of Lemma 3.9. Using the relation that S g C g S g −" l C g in assertion (iii) of Lemma 3.8 we obtain
, and the right-hand side is written as
by means of yg ? Y g satisfying inequality (3.8). Moreover, it is deduced from Lemma 3.9 that
Here we have used the estimate that
for w g ? C g (Y g ), it is seen from the choice of τ and yg that
Furthermore, we use inequality (3.2) to estimate (3.5) and find, by the second half of Hypothesis 3.4, that
, and so it is concluded that is an element of E(T ), by the choice of ρ (see expression (3.3)).
Now, let us choose
By Lemma 3.7, the set E(T ) is nonempty. This fact enables us to choose u ! ? E(T ). Since the set E(T ) is invariant under the mapping Φ by Lemma 3.11, we can define a sequence ou n q in E(T ) by u n l Φu n−" for n l 1, 2, … . L 3.12. The sequence o(u n (t), u n (t))q con erges in XiZ uniformly on [0, T ], as n _.
Proof. Since (u n (t), u n (t)) l U g u n−"(t, 0) C g −" (φ, ψ) for n l 1, 2, … (by equation (3.7) ), we have, by Lemma 3.10,
and hence, by (3.10),
, and since α 1 the right-hand side tends to zero as m _, which proves the desired assertion. L 3.13. The sequence oU g u n(t, s):(t, s) ? ∆(T )q of regularized e olution operators on X g is strongly con ergent in B(X g ) uniformly on ∆(T ), as n _.
 
Proof. For xg ? X g , yg ? Y g and 1 m n, we have
R X g , and we see from Lemma 3.10 that the right-hand side is bounded by
Proof of Theorem 3.6. Let ou n q be the sequence defined in the paragraph before Lemma 3.12. We have, by the definition of u n and equation (3.7), 
It will be proved that the limit
gives a unique solution to equation ( 
. It is deduced from Hypothesis 3.5 that A(t, u n−" (t), u n−" (t)) converges to A(t, u(t), uh(t)) in B(Y, Z) uniformly on [0, T ] as n _. By equation (3.5) and Hypothesis 3.4 we have
, and estimate the equality above by using assertion (v) of Lemma 3.8. This yields the inequality of Gronwall type
, and so we conclude that u l on [0, T ].
Application to wa e equations of Kirchhoff type
Let us consider the abstract wave equation of Kirchhoff type 
