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Introduction 
ANDREWG. TOROK 
THET H E M E  O F  ‘‘ORGANIZINGTHE INTERNET’’ brings to mind the late 
1950s folk-rock singer Jimmie Rodgers’s song titled “The World I Used to 
Know.”A great many developments have transpired in the world of infor- 
mation science since the seminal works of S. C. Bradford, Claude Shan- 
non, Vannevar Bush, and numerous other pioneers. To those of us who 
have been in the information science field for several decades, the peek-a- 
boo devices such as Termatrex, Mortimer Taube’s Uniterm cards, and dis- 
cussion of pre- and postcoordinate indexing have given way to the world 
of browsers, HTML, XML, and numerous other ways of coding text and 
multimedia. The Internet and the World Wide Web have had a profound 
impact on how we go about storing and retrieving information. Document 
integrity has become transient, with little assurance that the location, exis- 
tence, or even the content of a publication will be the same tomorrow as 
even a few minutes ago. We are often hard-pressed to determine if the fail- 
ure to retrieve a publication is one associated with network infrastructure 
or the publisher. The dream of universal bibliographic control seems quite 
remote. By being able to bypass traditional publication channels, anyone 
can publish virtually at will. The situation becomes more chaotic when we 
consider the increasing redundancy of knowledge and the rampant pro- 
liferation of misinformation and disinformation, to say nothing of social 
concerns with pornography, copyright violations, and other flagrant obtru- 
sions into personal rights. Nevertheless, it behooves the information 
worker and the information user to make some sense of order if good 
information is to remain the basis of learning and decision making, and if 
documents are to continue as an archive of human knowledge. 
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As I reflected on writing this introduction, I began to ask myselfjust 
how far have we come from the world I used to know. The biggest para- 
digm change has not been that of technological development. Rather, 
the Internet has enabled virtually anyone with access to a computer to 
become intimately involved with the entire information cycle, namely, pub- 
lishing, acquiring, organizing, and retrieving information, thereby bypass- 
ing information intermediaries such as indexers, reference librarians, and 
publishers. There is no question that the technology is vastly different from 
the early days of information retrieval. At the same time, the paperless 
office never materialized, nor are libraries being phased out as a result of 
the public’s ability to access information directly from the desktop. More 
importantly, we still do not understand what constitutes information or 
how people make relevancejudgments. Information retrieval (IR) to most 
searchers consists of character string matching between a query posed to 
a data source. In some ways, IR has evm regressed, since now the trained 
search intermediary is no longer needed. The Internet consists of a vast 
unchecked sea and searching is referred to as “surfing.” The issue is fur- 
ther complicated by the proliferation of document formats, incompatibil- 
ity between generations of hardware, and questionable scalability of 
software. Even in doctoral seminars that I teach, I find the need to explain 
Boolean logic and patiently teach students how to develop search strate- 
gies, formulate queries, and even how to compute the precision of 
searches. While the Internet has empowered the general public to perform 
tasks once done by professionals, it has also created a large body of knowl- 
edge needing organization. Vocabulary control is extremely limited at 
best. The average Web searcher has little understanding of the search 
process much less a fundamental ability to determine the effectiveness or 
exhaustivityof a search. People rely on a limited set of search tools, espe- 
cially general search engines such as Google, not realizing that less than 
20 percent of all indexable documents are being accessed. Beyond that, 
there are many electronic text and multimedia publications that are not 
indexed at all by Web crawler software. This part of the Internet is called 
by many names, such as the Invisible Web, the Opaque Web, the Hidden 
Web, the Dark Web, and so on. 
In all fairness, the Internet, especially the Web, is still in its infancy. 
Techniques for publishing, organizing, and accessing content are chang- 
ing rapidly as a result of new technological developments, the competitive 
information marketplace, and the growing sophistication of searchers. As 
always, libraries are instrumental in promoting access to online publica- 
tions, especially to those that belong to the invisible Web. Librarians are 
also educating users through the cooperative development known as infor- 
mation literacy. Developed by AECT (the Association for Educational 
Communications and Technology) and AASL (American Association of 
School Librarians) electronic information literacy standards are being 
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taught to children and teachers alike. The ACIU (Association of College 
and Research Libraries) supports similar standards for higher education. 
The dynamic nature of the Internet is going to require methods of orga- 
nization way beyond the relatively static classification schemes that have 
served libraries for many years. New methods of organization must take 
into consideration more sophisticated techniques for content description 
in order to minimize such problems as retrieving pornography or to be 
able to detect plagiarism and copyright violations. Eventually the expo- 
nential growth of the Web will itself subside. The Internet is not free. Mar- 
ket regulations will eventually restrict the free ride enjoyed by Web 
publishers. Publication patterns will be easier to recognize as publication 
activity becomes more linear. The end result will be that users will be able 
to discriminate in terms of specifylng what they want or avoiding the 
retrieval of unwanted items. 
In terms of what “organization” means, I took a fairly broad approach. 
As in many natural systems, information on the Internet is self-organizing. 
For example, some search engines determine what is important to index or 
in what order items are viewed from a search based on link counts that point 
to a site. Other knowledge bases define themselves by document type, such 
as usenets, or come into existence by their uniqueness-blogs (Web Logs) 
come to mind. It seems that for many Web users, ease of use and access 
appear to dictate knowledge sources. At the same time, there are more orga- 
nized efforts to identify and make Internet sources accessible. These efforts 
may simply be a subject sampler of links to relevant sites supporting a sub- 
ject, area, field, or discipline. For example, the invisibleweb.com site 
provides classified links to Web-based databases that are not indexed 
by general search engines. Other sources, such as the Internet Public 
Library (http://www.ipl.org/ or http://www.libraryspot.com/), are por- 
tals that offer classified access to information on a much broader basis. The 
Open Directory project, also referred to as DMOZ, attempts to create a 
definitive catalog of the Web. The Open Directory is the most widely dis- 
tributed database of Web content classified by humans. The Open Direc- 
tory powers the core directory services for the Web’s largest and most 
popular search engines and portals, including Netscape Search, AOL 
Search, Google, Lycos, HotBot, DirectHit, and hundreds of others. 
Ad hoc classification systems are offered by directory search engines 
such as Yahoo, and other search engines like Google permit users to search 
by media type or document format, such as newspapers. Efforts are under- 
way to improve basic document description beyond the limitations of 
HTML. Xtensible Markup Language (XML) and various permutations are 
but one example. In the library field, the Dublin Core Metadata Initiative 
(DCMI) is a notable example. Beyond large-scale efforts to identify and 
organize Internet content, many local efforts structure learning tools that 
provide quality information filtering of relevant Web information. They go 
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by names such as WebQuests, scavenger hunts, and Tracer Bullets. Perhaps 
someday these efforts will fuse into clear-cut methods of organization that 
lead to the development of information standards by which Web content 
can be created. At this time, all such projects can be construed as efforts 
to organize the Internet. 
The purpose of this issue of Library lrends is to describe some of these 
efforts. Leading educators, librarians, and researchers have contributed 
articles that represent an integrated set of ideas but also serve to reflect the 
diversity embodied in the theme of“0rganizing the Internet.” The articles 
consist of general surveys designed to inform as well as in-depth investiga- 
tions of specific issues and services. 
It is appropriate to have the first article by John Carlo Bertot address 
the contributions and activities of libraries in a networked environment. 
Ever since ancient times, libraries have acted as organizers and caretakers 
of recorded knowledge. In addition to creating and maintaining major 
classification schemes such as Dewey, Library of Congress, and UDC (Uni- 
versal Decimal Classification), libraries also pioneered the first major foray 
into electronic information retrieval. The Dialog system at the Lockheed 
facility in Palo Alto laid the groundwork for online searching and related 
software utilities that provide unique indexing capabilities for electronic 
files. Libraries have also contributed to knowledge organization through a 
variety of OPACs (Online Public Access Catalogs) and other public and 
technical services innovations. As libraries move away from these tradi- 
tional systems grounded in service quality and outcomes frameworks, Pro- 
fessor Bertot discusses the challenges information professionals Face in the 
networked environment. 
To continue on the track developed by Bertot, the contribution from 
Adrienne Franco focuses on finding quality information on the Internet. 
She makes the point that librarians have long sought to select, organize, 
and evaluate information on the Internet. Her discussion includes the 
initial production of “webliographies” by librarians and then focuses on 
librarian-produced portals and portals with a high level of librarian par- 
ticipation. 
Jerry D. Campbell examines portals from a more theoretical perspec- 
tive. He discusses the Scholar’s Portal project that builds on the need for 
a research library portal. Essentially, a scholar’s portal (SP) describes 
efforts to create specialized subject portals for researchers, until such time 
as the Web becomes a digital library with seamless access to scholarly infor- 
mation. He builds on an earlier article by outlining the larger context 
within which SP falls. 
As mentioned earlier, document organization is often by media type 
or even by domain name. A particularly good example of this is govern- 
ment information. Greg R. Notess provides a history of the government on 
the Web. He makes the point that the government is not only a major con- 
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tent provider on the Internet but also a source for the organization of the 
content. Patricia Diamond Fletcher continues the discussion of the gov- 
ernment’s involvement in organizing the Internet by providing a firsthand 
analysis of FirstGov.com based on a recent National Science Foundation- 
funded research project. FirstGov is the portal to U.S. government infor- 
mation and services. Her case study analyzes the reasons leading to the suc- 
cess of the portal. 
Quite often the value of portals is to expose users to sources that they 
might not normally encounter in using general search engines. Even the 
best search engines index less than 20 percent of what is termed the index- 
able or “visible” Web. Many persons, even professional researchers, are not 
familiar with the invisible Web. Any discussion of organizing the Internet 
needs to address the invisible Web. The invisible Web consists of major 
databases and document formats that are not indexed by most general 
search engmes. Less familiar, even to experienced searchers, are terms 
such as the “opaque Web” and the “Private Web.” Chris Sherman and Gary 
Price discuss various permutations of the invisible Web. Their article 
should be of interest especially to end-users of the Web. 
Classification of Web-based information is often determined by popu- 
larity, thus user preferences often prompt new methods of organization 
and access. Amanda Spink provides an overview of recent research explor- 
ing what we know about how people search the Web. Her paper reports 
selected findings from studies conducted from 1997 to 2002 using large- 
scale Web user data provided by Excite, AskJeeves, and Alltheweb. The 
results of the research will have an impact on subsequent methods of orga- 
nizing the Web according to use. 
Any discussion of publication activity or use cannot avoid the topic of 
copyright. More than ever before, Web publishers are blatantly ignoring 
intellectual property rights, especially with respect to multimedia. This leads 
one to ask if organizers of Web publications are also contributing to copy- 
right violations by inadvertently facilitating access to questionable material. 
Part of the problem lies in attempting to interpret current legislation regard- 
ing ownership of electronic publications. Rebecca P. Butler discusses impli- 
cations for organizing the Internet from the viewpoints of both the 
owners/publishers and users. She analyzes several strands within the 
dilemma of the Internet and copyright. Web-based copyright issues are also 
addressed by Jane L. Hunter in the context of XML-based vocabularies 
developed to define usage and access rights associated with digital resources. 
The next two contributions focus on specific aspects of organization, 
including discussion of metadata standards and issues oE access based on 
document structure and content. Jane L. Hunter provides an overview of 
key metadata research issues and current projects and initiatives for 
improving our ability to discover, access, retrieve, and assimilate informa- 
tion on the Internet. Of particular interest to the end user is her review of 
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metadata search engine research. Kevin Crowston and Barbara H. Kwas-
nik continue the issue of vocabulary control in a somewhat different light. 
Their paper discusses the possibility of improving information access in 
large digital collections through the identification and use of document 
genre as a Facet of document and query representation. They begin with a 
framework ofthe information retrieval problem with respect to genre and 
finish by outlining a research protocol that would provide guidance for 
identifjing, using, and representing Web document genres. 
Sometimes the larger efforts to make Internet documents available fail 
to fit the local needs of individuals. For example, a teacher in the class- 
room may have his/her own idea of appropriate resources to complement 
a lesson plan. Also, traditional methods of classification fail to reflect the 
constructivist paradigm popular in some educational environments. The 
belief is that, in order to engage students for maximum learning, there 
must be some way to not only identify relevant Web sites but also develop 
ways to explore them. Thus, educators and librarians like to develop cus- 
tomized resource lists that are then also made accessible to other Web 
users. Don E. Descy describes a variety of tools and techniques that essen- 
tially represent an ad hoc method of organizing Internet resources. He 
makes the point that teachers can construct Web learning en\ wonmen ts' 
containing safe sites for students. These can also act as quality information 
filters similar to the current awareness services as implemented in special 
libraries in the early days of automation. 
In summary, the authors have addressed several dimensions sur- 
rounding efforts to organize the Internet. The contributions are of par- 
ticular value because the content should be of interest to a wide spectrum 
of' users, including librarians, educators, and academic researchers. Fur- 
thermore, many of the topics are treated in a fashion that ensures their rel- 
evance for a significantly longer period of time than that associated with 
most activities in a rapidly changing technological world. 
World Libraries on the Information Superhighway: 
In te rne t-base d Library Services 
JOHN CARLOBERTOT 
ABSTRACT 
THE INTERNET I S  N O  LONGER a technology with which libraries experi- 
ment, dabble, or observe from afar. Rather, it is an integral part of library 
service that can take many forms-an extension of library collections and 
resources through licensed and/or digitized content, a gateway service 
through public access workstations, or a means through which customers 
can interact with the library through such services as digital reference. The 
advent of the Internet requires a reconceptualization of the information 
creation, dissemination, and consumption processes-and the role of 
libraries in these processes. Moreover, there is a need to examine our abil- 
ity to engage in the assessment of network-based information services 
and resources as we move away from input/output evaluation approaches 
to those grounded in service quality and outcomes frameworks. Infor- 
mation professionals, and those relying on information professionals, face 
a number of challenges in the networked information resources and 
services environment. Meeting these challenges requires libraries to con- 
sider a variety of issues and strategies, several of which are presented in this 
article. 
INTRODUCTION 
The networked environment is complex and has multiple dimensions. 
This article focuses on selected issues that libraries face regarding service 
and resource delivery, management, organization, professional develop- 
ment, and assessment in the networked environment. It is an overview 
article and thus cannot address the full complexity of the impact of network- 
John Carlo Bertot, Associate Professor, School of Information Studies, Florida State Univer- 
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based services and resources on the library as an institution and librarian- 
ship as a profession. 
For the purposes of this article, the author defines the networked envi- 
ronment as the myriad of public, private, organizational, and other net- 
works, systems, and applications used to provide iisers with access to 
electronic services and resources. These services and resources could be as 
simple as an online document viewed via a Web page or as complex as an 
electronic commerce/e-government interaction through which a user can 
purchase products and/or attain services such as renewal of a driver’s 
license. In libraries, network-based services and resources can take many 
forms, including: 
Searching library holdings; 
Placing a hold or recalling library material; 
Making an interlibram loan request; 
Licensing online databaqes, e-journals, and e-books for customer access; 
Digitizing library collections for online access; 
Providing organized Web pages that lead customers to library/nonli- 
brary content; and 
Providing real-time and asynchronous digital reference services. 
Depending on the nature of the services or resources that libraries 
wish to provide their customers, libraries will need to invest in technology 
infrastructures that range in ability and expense and staff and customer 
training, in addition to considering a number of management and orga- 
nizational issues that best enable the library to take advantage of such ser- 
vices and resources. Moreover, libraries will need to engage in evaluation 
activities that truly reflect the complexity of the networked environment 
in general and library network-based services and resources in particular. 
CONNECTIVITY DATABACKGROUND 
This article is not about the digital divide. It is important, though, to 
provide some background data regarding library, school, and societal 
Internet connectivity and involvement: 
95.7 percent of US .  public libraries have an Internet connection, and 
95.3 percent provide public access to the Internet (Bertot & McClure, 

2002, p. 5); 

50 percent of US.  public libraries have Internet connectivity speeds of 

T1 (1.5 mbps) or greater (Bertot & McClure, 2002, p. 7); 

99 percent of U.S. public schools hdve Internet connectivity, with 87per-

cent of instructional rooms having access to the Internet (National Cen- 

ter for Education Statistics, 2002, p. 3 ) ;  
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85 percent of U.S. public schools have broadband access to the Internet 
(National Center for Education Statistics, 2002, p. 4);l 
95 percent of academic libraries have Internet connectivity according 
to the most recently available national data from 1998 (National Cen- 
ter for Education Statistics, 2001, p. 9). 
54 percent of the U.S. population uses the Internet, though disparities 
exist by age, ethnicity, income, and education (National Telecommuni- 
cations and Information Administration, 2002) ;and 
Recent research suggests that there are between 85,000 and 144,000 
public computing sites across the United States, through which indi- 
viduals might have access to the Internet (Williams, 2003). 
Together, these data point to a nation that is increasingly online in the 
home and through a number of publicly accessible outlets such as libraries. 
There are multiple dimensions to library Internet connectivity, from 
which a number of issues for libraries emanate. On the one hand, libraries 
need to pause for a moment and reflect upon a major accomplishment. In 
1994, just 21 percent of U.S. public libraries were connected to the Inter- 
net (McClure, Bertot, & Zweizig, 1994). In less than ten years, public 
libraries have attained near 100 percent connectivity. This deserves some 
perspective: there are approximately 9,074 public library systems in the 
U.S. that have a total of 16,298 service outlets (typically branches, but also 
bookmobiles). This is a major accomplishment-one about which the 
library community should be proud. 
Some additional, and final, statistics provide perspective on the impli- 
cations for connectivity and network-based services and resources-this 
time from the Association of Research Libraries (ARL,2002a, 2002b):2 
Expenditures for electronic resources account for an average of 16.3 
percent of ARL library materials budgets; 
Collectively,ARL libraries expend more than $132 million on electronic 
resources, with an additional $14.66 million spent on their behalf for 
electronic resources through consortia purchasing arrangements; 
Expenditures for electronic serials have increased by nearly 900 percent 
since the 199495 reporting year; and 
Reference transactions have declined substantially since 1997 (down 
from 158,294 in 1997 to 105,087 in 2001), and circulation (of print 
material) is on the decline as well, down from 508,633 in 1999 to 
459,335 in 2001. 
One final data point may be of interest. The author conducted inter- 
views with several database vendors and aggregators that provide services 
to both academic and public libraries during June 2003. These interviews 
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sought to determine the extent to which academic and public libraries 
subscribe to licensed resources. In particular, the interviews asked the ag- 
gregate expenditures (for licensed resources) for the top twenty-five indi- 
vidual academic and public libraries (exclusive of consortia and statewide 
licensing agreements). The findings: public libraries spend as much, if not 
more, on licensed resources as do academic libraries. 
To be sure, network-based services and resoiirces are an integral-and 
substantial-portion of ARL libraries. Though there may be a number of 
factors that contribute to the decline in use of traditional library services, 
it is likely the case that user access to networked information resources and 
services-library and nonlibrary (e.g., Coogle) -are having an impact on 
print material circulation and reference services. While difficult to extrap- 
olate to other library types, one would expect similar data and trends. 
The networked environment provides the opportunity to develop new 
services and resources, and to provide access to those services on a global 
scale. For example, libraries can digitize special, rare, or unique collec- 
tions; collaborate with museums, archives, and historical societies to cre- 
ate unique digital content; engage in collaborative digital reference 
services; create electronic libraries; and expand collections without the 
need for additional physical space-and make these services available to 
the world and not just those individuals who walk into the building(s) 
housing such collections. 
By marrymg the connectivity, collections, and expenditure data with 
the service potential aspects of the networked environment, some substan- 
tive issues emerge. Library networked information senice and resource 
provision require 1.assessment techniques that evaluate specifically library 
networked resources and services rather than approaches that combine tra- 
ditional and network-based services and resources into a single form of 
assessment; 2. significant capital investments in technology, networking 
infrastructure, and continual operational costs for licensing/purchasing 
network-based content, services, and resources; 3. continual learning strate- 
gies and programs for library staff and users; and 4. new library manage- 
ment structures that include collections development, reference services, 
resource sharing, and other library activities. 
ASSESI N G  LIBRARYNETwORK- BASEDSERVICES 
A N D  RESOURCES 
In 1999, Lakos (1999) used the phrase “culture of assessment” in his 
discussion of the need for libraries to develop and sustain coherent and 
pervasive evaluation strategies regarding library service and resource pro- 
vision. Briefly, Lakos argued that libraries need to create an organizational 
culture in which assessment is a key component to understanding the 
meeting space of users and libraries. This type of culture is one in which 
library services are under an ongoing evaluation system so as to foster con- 
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tinued improvement in meeting both library and customer needs. As will 
be discussed in ensuing sections of this article, such a culture requires dif- 
ferent librarian attitudes and perceptions of library services and resources 
provision, different library management and working group structures, 
continual librarian training and education in a number of areas, and a dif- 
ferent type of librarian than what library schools produced through their 
M.L.S. programs in the past. 
The 1980s formalized the notion of input/output assessment tech- 
niques in librarianship (Van House et al., 1987; Van House, Weil, & 
McClure, 1990). This approach continues today in the networked envi- 
ronment as well (Bertot, McClure, & Davis, 2002; Shim et al., 2001; Bertot, 
McClure, & Ryan, 2000) and is in the process of incorporation of various 
national and international standards reviews (see, for example, the 
National Information Standards Organization’s 239.7 LiFrary Statistics stan-
dards document at http://www.niso.org/emetrics). Indeed, entire library 
data collection systems center on this approach to library use, uses, and 
performance. For example, the Federal State Cooperative System (FSCS) 
managed by the National Center for Education Statistics (NCES) collects 
annual public library data focused on approximately fifty data elements; 
NCES also manages data collection activities for academic and school 
libraries through its library statistics program; AlU, collects annual statis- 
tics from its members and so too does the Association of College Libraries 
( A C E ) ;  and, as a final example, the Public Library Association collects 
annual statistics from a sample of public libraries through its Public Library 
Data Service (PLDS) program. 
More recently, however, there is a push to move libraries towards ser- 
vice quality and outcomes assessment techniques (Hernon & Dugan, 2002; 
Cook & Heath, 2001). Service quality and outcomes assessment ap- 
proaches differ substantially from input/output assessment but are none- 
theless dependent on library inputs/outputs. Briefly (see Figure 1): 
Inputs are the resources that libraries invest (e.g., money, staff, work- 
stations, online commercial databases) ; 
Activities are the library services/resources that the inputs actually gen- 
erate (e.g., licensed resources availability, story hours, training ses- 
sions); 
Outputs are the service/resource results of library investments (e.g., 
number of users of the workstations, number of database content down- 
loads, circulation of material) ; 
Outputs assessment involves the identification of the number of library 
activities that patrons use (e.g., number of database sessions, number of 
database items examined, number of training sessions conducted, etc.) ; 
Quality assessment involves determining the degree to which users find 
the library services/resources (outputs) to be satisfactory; and 
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Outcomes assessment seeks to determine the impact of the library's ser- 
vices/resources (again, outputs) on the library service and resource 
users; or benefits, changes in skill/knowledge that library users derive 
from library services/resources. 
Libraries that desire a comprehensive user-based assessment picture 
of library services/resources, therefore, need to use several evaluation 
strategies simultaneously-all of which are based on measures of outputs. 
Libraries often base their assessment strategies on trying to discover the 
reasons for service use/lack of use. Libraries need to know what invest- 
ments (inputs) produce what services (outputs) in order to determine the 
perceived quality (quality assessment) and impacts (outcomes) of those 
services/resources. Depending on the assessed outcome and quality, 
library managers will want to modify their resource investment to attempt 
to achieve, or sustain, the desired service outcome(s). Finally, while this 
article focuses on issues in outcomes and service quality assessment, there 
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are other approaches to library services/resource evaluation that may be 
more appropriate (e.g., balanced scorecard) given the library’s data needs 
and situational factors. 
There are several issues associated with service quality and outcomes 
assessment in general and in the networked environment in particular. A 
more detailed discussion of these issues is available in Bertot & McClure 
(2003). This article, however, focuses on a high-level discussion of service 
quality and outcomes assessment in the networked environment. Figure 2 
demonstrates the complexity of library network-based service and resource 
provision. At their core, service quality and outcomes assessments focus on 
user-based perceptions of a. the quality of library services/ resources, and 
b. the impacts of those services/resources on users. However, as Figure 2 
shows, a vast majority of <network-based services/resources that libraries 
provide are not under the control of the library. For example: 
Libraries are often not the content creators/managers for network- 
based services and resources: 
OPACS and other internal operational software are most often 
purchased/leased from specific vendors and are proprietary; 
Licensed content (e.g., databases, e-books, and the interfaces used 
to access vendor content) are the property of the vendor(s), and 
libraries typically lease that content through annual licensing 
agreements (though libraries can in fact purchase permanent 
access to e-book holdings and other resources) ; 
A new, and likely to increase in use, vendor-based product is that 
of a cross-resource search and retrieval interface (think Google) 
that libraries can purchase for the purpose of enabling customers 
to search across vendor, Web, and library online resources through 
a single interface. This interface, which sits in-between the user 
and various other resources, is a proprietary vendor product not 
under the control of libraries; and 
Various technology infrastructures are not part of the library net- 
work/equipment. Customers can access “library content” from a num- 
ber of locations (e.g., office, home, dorm room, other) with a wide 
range of computing technology and connectivity (including wireless 
connectivity and mobile devices). Moreover, external library connectiv- 
ity has many parties involved from leased-line providers (e.g., academic 
computing, county information technology services, bell operating 
companies) to ISPs, phone lines, and wireless technologies. 
To summarize, then, libraries do not control a vast majority of their 
network-based services and resources. Therefore, any service quality and 
outcomes assessment techniques will need to take that into account and 
ensure the account assessment of librarv services and resources. 
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“An earlier rcrsion of this t1i;igr;im first appc-al-rdin Bertot, McClurr, & Davis (2001). 
This is a particularly problematic issue with currently promoted ser- 
vice quality and outcomes assessment products. For example, ARL’s 
LibQUAL+ initiative (Cook, Heath, & Thompson, 2002) and the outcomes 
assessment approach promoted by Hernon and Dugan (2002) use or rec- 
ommend the use of survey instruments and other data collection tech- 
niques that mix online and print/ traditional library services and assume 
library ownership ofcollections, services, and resources. These approaches 
can be quite useful at gauging library service quality/outcomes in the 
aggregate. Research indicates, however, that the print/traditional and 
electronic environments differ dramatically in important key areas such as 
user information-seeking behavior (Cool & Spink, 2002; Ke et al., 2002) 
and the ability of users to engage and extract content (Brophy, Fischer, & 
Clark, 2002). Lumping together traditional and networked services, there- 
fore, leads to confounded variables, data, and results-and potentially 
erroneous conclusions regarding customer perceptions of outcomes and 
service quality. 
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There is a substantial need for service quality and outcomes assess- 
ment tools to probe deeper into the specifics of the services/resources they 
are assessing rather than continue to ask generalized questions. The gen- 
eral questions are helpful to provide libraries, at a glance, successful and 
less than successful areas of library services according to users. They do 
not, however, provide specific reasons for the success or lack of success of 
such services. Thus, libraries need to consider what the subsequent evalu- 
ation effort will be to enable in-depth probing into particular service/ 
resource areas. 
Moreover, it is likely the case that customers may actually provide feed- 
back regarding a “library service” that is not actually provided by the 
library, such as online leased content. In most instances, libraries simply 
serve as gateways to content that resides with, and is owned by, external 
entities. This begs the question: Upon what, exactly, would libraries mea- 
sure service quality and outcomes? For example, when a user provides 
feedback regarding the level of satisfaction with an online journal, is that 
user assessing the connectivity that leads to the journal? the interface that 
leads to the journal? the authentication system for access to the journal? 
the search interface forjournal content? thejournal content’s format (e.g., 
HTML, PDF), etc.? Almost none of the above are actual services/resources 
provided by the library. Rather, they are particular to the various vendor 
systems to which the library subscribes. Asking users what they “think about 
a library service,” therefore, is quite complex in the networked environ- 
ment and points to a number of methodological problems that require res- 
olution. Simply put, the outcomes and service quality evaluation tools of 
today are not adequate to engage in meaningful assessment activities for 
library network-based services and resources. There is much research 
required in this area. 
CustomersMay Be Right, But Won’tAlways Get Their Way 
Hernon (2002) criticizes non-user based measures of library services 
(e.g., input/output type measures) and strongly promotes a customer sat- 
isfaction approach to measuring the success of library services. Such a 
framework, adopted also by the LibQUAL+ approach, suggests that cus- 
tomer feedback will make its way into the resource allocation, decision- 
making processes, and planning activities of a library. There are two issues 
that emerge from this: 
1. Some library services will not go away or be modified substantially 
regardless of user ratings. For example, the Federal Depository Library 
Program (FDLP) was created, among other reasons, to promote dem- 
ocracy and bring government closer to the people through more local 
dissemination and access points to government information. In the 
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creation of the FDLP, Congress did not specify a usage quota or user 
satisfaction level for such collections. This does not mean that FDLPs 
(or other public good-type collections such as archives and records 
agencies) could not benefit from user-based input. The context for such 
evaluation efforts, however, is important and can influence the inter- 
pretations of'the results from such studies. 
a. Tangential to this issue is the notion that the Web would render 
the print-based FDLP program obsolete. In effect, some consider 
federal agency Web sites as a form of FDLP. However, since Sep- 
tember 11th, increasing amounts of federal Web site content has 
been removed systematically because of national security interests. 
It may in fact be the case that the print-based FDLP collections, 
though perhaps less accessible and on a lower technology rung, are 
of increased significance in this era. As Patricia Diamond Fletcher 
discusses in this issue of Library Trends, FirstCov is a single point of 
access to online government information that continues to 
improve in its usability, searching, and retrieving capabilities. How- 
ever, as good as FirstGov gets in terms of technology, its value 
decreases in direct proportion to the decrease in content to which 
it provides access. 
2. 	Customer (end-user) input may have little specific impact on certain key 
network-based services and resources.3 A number of key vendors have 
various online products and services-Elsevier has ScienceDirect, Ebsco 
has EbscoHost, Thompson/Gale has InfoTrac, etc. Each of these prod- 
ucts has proprietary technolocq, enterprise systems, applications, inter- 
faces, search capabilities, usage tracking capabilities, and more. The 
probability that a user satisfaction survey conducted on a campus library 
will affect the look, feel, and capabilities of each of these vendor prod- 
ucts and services is likely remote. 
While a customer-centered approach to library services in general and 
library network-based services in particular is desirable, it may not always 
yield the type of results one generally considers appropriate in a customer 
focus model. 
BriefDiscussion of Network Statistics 
Much research has emerged since 1998regarding library network sta- 
tistics-essentially an input/output model for electronic library services 
and resources use and uses. This article does not review this work; however 
readers interested in such efforts should review Bertot, McClure, and Davis 
(2002), Shim et al. (2001),and Bertot, McClure, and Ryan (2000).For the 
latest in terms of network statistics data elements, definitions, and method- 
ologies, readers are encouraged to review the NISO 239.7 Library Statistics 
standard Web site at http://www.niso.org/emetrics. 
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What is of significance, however, is the notion of compliance. There 
are a number of forms that compliance can assume when considering 
network-based services and resources: 
Definitional. Groups, organizations, corporations, and individuals have 
expended a substantial amount of effort on the identification of network 
service/resource data elements and the definitions that accompany such 
elements. Researchers, vendor representatives, librarians, and others 
have worked collaboratively over the last several years through such enti- 
ties as the International Standards Organization (ISO), NISO, the Inter- 
national Coalition of Library Consortia (ICOLC) ,and the Information 
Institute in the School of Information Studies at Florida State University 
to solicit library, vendor, and consortia compliance to key data elements 
regarding databases, online journals, and e-books. 
Reporting. Based on agreed-upon definitions, libraries and other enti- 
ties (e.g., vendors) are asked to report the data regarding selected data 
elements in a uniform way through often centralized data reporting sys- 
tems (discussed above). In general, the collection and reporting of data 
are executed through a decentralized process left in the hands of par- 
ticipating libraries with the understanding that all will adhere to the 
definitions as closely as possible. This approach provided various 
degrees of flexibility for libraries as no two libraries operate in exactly 
the same manner-particularly when it comes to electronic services. 
Methodological. Most library data collection and reporting efforts rely 
on accepted research methodologies such as focus groups, interviews, 
and surveys used with appropriate approaches such as sampling. 
Libraries are, however, left to create those surveys and/or focus group 
protocols to best fit the library environment in which the libraries 
reside-albeit with the accepted definition of elements as described 
above. The LibQUAL+ effort discussed before, however, requires 
libraries to use the same survey instrument and methodology across 
libraries. Thus, libraries that use the LibQUAL+ protocol also engage 
in methodological compliance. 
Technical. In order for libraries to offer and/or participate in the pro- 
vision of various services/resources, they need to adopt a variety of tech- 
nical standards such as the 239.50 search and retrieval standard. Other 
standards exist or are under development-particularly in the area of 
metadata-that libraries will need to monitor so as to enable other ser- 
vices/resource provision based on those standards in the future. 
To this multidimensional view of compliance, one now needs to add 
two more-data and configuration. 
A new compliance effort-Project COUNTER (http:// 
www.projectcounter.org/)-concentrates solely on the issue of vendor/ 
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publisher online data compliance. Through Project COUNTER efforts, 
vendors and publishers have begun to adhere to a Code of Practice (http:// 
www.projectcounter.org/code-practice. html) that will require participants 
to provide their usage data to a third party for data normalization efforts. 
The intent is to allow libraries to receive online resource usage data in a 
standardized format that allows comparability of data across vendors and 
publishers. 
The COUNTER effort is a significant step forward regarding vendor/ 
publisher online resource usage data. COUNTER largely adheres to the def- 
initions as put forth in the IS0  and NISO standards and concentrates its 
efforts on standardizing vendor/publisher data. The problem with 
COUNTER, however, is that it is quite conceivable that libraries will only be 
able to compare usage data within the library and not ucms libraries. Why? 
Just as no two libraries operate in the same way, no two libraries have con- 
figured their various systems and applications in the same way. While this 
permits a valuable degree of customization at the local institutional level that 
reflects a number of operational issues, it also impacts significantly what the 
vendors/publishers collect in terms of usage statistics (as discussed in the 
Investments in Terhnoloaund Content section of this article below). Thus while 
libraries may have faith in the quality of the data provided them by 
COUNTER-compliant vendors/publishers, comparing different library 
usage data (i.e., benchmarking) will likely remain the equivalent of com- 
paring apples and oranges. Intra-library comparisons should not be a prob-
lem. If libraries want to engage in benchmarking and peer coniparison 
activities, they will likely have to consider systems and application confiigu~a-
tion compliance. 
INVESTMENTSI N  TECHNOLOGYA N D  CONTENT 
The nature of the networked environment is one of rapid technolog- 
ical change that will necessitate continual investments in new technologies 
and upgrades to existing technology infrastructure. One-time capital 
investments for information technolo<gy in libraries are not a viable strat- 
egy. Libraries that wish to provide high-quality network-based services and 
resources to their service communities will need to develop a rational strat- 
egy and budget for the purchase, installation, maintenance, and replace- 
ment of information technology. Libraries are only beginning to recognize 
adequately the ongoing nature of information technology costs and to 
develop funding strategies to support those costs. 
Beyond the need to engage in continual and regular technolocgy 
investments and updates, libraries also need to consider three critical fac- 
tors regarding technology and network-based services and resources: 
1. The types and nature of network-based services and resources desired 
by libraries may require that various library technologies/systems adhere 
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to existing and/or emerging technical standards. For example, a library 
may need to comply with 239.50 search and retrieval capabilities to pro- 
vide a cross-resource search and retrieval capability (e.g., OPAC, Web, 
and vendor databases). This may require upgrading, the purchase of a 
module, or even the purchase of an entirely new OPAC so that such a 
system might be used by the library. This is particularly important if such 
a cross-resource search and retrieval system is to function in a consortia 
or statewide network. 
2. To a large extent, library network-based resources and services are limited 
by the technology infrastructure of the library. For example, a library Web 
site requires minimally a Web server, a registered domain name, some con- 
tent, and an incoming connection. If, however, libraries want to digtize 
and make available diptized collections via their Web sites, offer interac- 
tive services such as a “MyLibrary” feature, or conduct Web-based user sur- 
veys, libraries will need a host of additional software and equipment to 
engage in these activities (or at least contract with external entities for 
such services). It is imperative that libraries understand the relationship 
between their technology infrastructure and the service/resource limita- 
tions and/or capabilities that such infrastructure imposes upon the library. 
3. The technolo<gy and networking infrastructures of a library determine 
what libraries can know about the use and uses of their network-based 
services and resources (Bertot, McClure, & Ryan, 2000; Shim et al., 
2001).The ability of libraries to assess the use of their Web sites, as well 
as the ability of vendors to report the uses of database (or other) con- 
tent is entirely dependent upon the library’s technology installation and 
configuration. The use of firewalls, time-out features on workstations, 
and a number of other locally determined features significantly affect 
the nature and kinds of usage reports, and the meaning of those data, 
that libraries can receive and/or generate. 
The above indicates the need for libraries to develop an information 
technology infrastructure that enables the types of network-based services 
and resources that they wish to provide their customers and maintain and 
upgrade that infrastructure regularly. Moreover, libraries need to review 
their technology infrastructure’s capabilities continually in light of new 
service/resource, standards, and other developments over time. The abil- 
ity for libraries to provide network-based services and resources is neither 
inexpensive nor a one-time proposition. It is also the case that, as tech- 
nologies change, this will necessitate a change in assessment techniques 
that describe the use and uses of technology-based services and resources. 
Content Costs and Issues 
If ARL libraries are any indicator of what is happening in libraries in 
terms of electronic materials expenditures, then libraries are in the process 
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of dramatically altering their collections to the point of redefining collections 
development and acquisitions processes. It is not unusual for materials 
expenditures to change over time as new media are introduced. For exam- 
ple, “books/CDs on tape,” video cassettes, or DVDs only became expense 
items for libraries as the technologies developed. The same holds true for 
online resources such as e-books, e-journals, and databases. Thus, there are 
at least three key issues regarding licensed network-based resources: 
1.  	Libraries are increasing their licensed resources. This may occur for any 
number of reasons-space considerations, a way to increase collection 
size without significant difficulty, and/or a means through which to meet 
distributed customer content demand through senices that are accessi- 
ble from many locations. Whatever the reason, libraries are increasing 
the number of electronic resources to which they subscribe-and that is 
likely coming at the expense of other types of library material. 
2. Libraries do not own many of their network-based resources. The tra- 
ditional model of library collections was one of ownership-libraries 
bought materials that were housed in their facilities for the purpose 
of circulation and/or browsing by users. Until collection weeding 
occurred, these resources were part of a permanent collection that the 
library maintained. The network-based collection works quite differ- 
ently, with libraries leasing content in most cases rather than owning 
material.4 Thus, the expansion of electronic collections in libraries may 
come at the expense of collection permanency. 
3. Leased collections require ongoing licensing fees. This is not a new eco- 
nomic model for libraries for serial-type publications that are subject to 
annual renewable fees.3 However, this differs substantially as an eco- 
nomic model from other types of print materials, such as books, that are 
subject to one-time purchase fees (perhaps with periodic repurchases 
as material gets lost or is worn). An interesting research question that 
requires study is to what extent are library collections becoming leased 
(not owned)? Moreover, how does that evolve over time? According to 
the ARL data presented above, nearly 20 percent of library materials 
budgets is for electronic resources. It is not clear what percentage is for 
ongoing expenditures or what the trajectory of that expense item is- 
though the data point to an upward trend. 
The above indicate the differing nature of materials costs and the 
implications for such cost considerations in the networked environment. 
LIBRARYPROFESSIONALA N D  USERSKIL.LS 
A key question facing the library profession is “What is a librarian in 
the networked environment?” This seemingly simple question forces a 
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complex answer. While librarianship as a profession has never been mono- 
lithic in nature, the networked environment creates a situation that 
expands the functions of a librarian substantially. Take digital reference 
services as an example. Digital reference adds a series of technological, 
organizational, management, and knowledge layers to the reference func- 
tion (Lankes et al, 2002). The library professional in the networked envi- 
ronment, therefore, is one who is a(n): 
Information expert, someone who has a fundamental understanding of 
information retrieval, knowledge management, information organiza- 
tion, information architecture and presentation, and information 
resource location and retrieval; 
Communicator, someone who has the ability to foster and exist within 
numerous partnerships and collaborative ventures. Librarians will also 
need to engage in effective communications through a variety of 
non-face-to-face computer mediated (CMC) forms of communication 
as projects may span institutions and time zones-e-mail is prevalent, 
but increasingly project teams use various online white board/meeting 
programs (e.g., Microsoft’s NetMeeting) ,online chat, and other forms 
of communications technologies; 
Instructor; someone who can instruct users and other library staff 
through both formal and informal training sessions on a number of 
network-based services and resources (e.g., computer use, Web search- 
ing, online database use), as well as aspects of information literacy; 
Managq someone who can manage varied and numerous projects, 
envision the possibilities of the networked environment, see the “big 
picture” of a project, and delegate responsibility to others; 
Technologist, someone who is technology savvy, is aware of new and 
emerging technologies, is aware of the various technology standards in 
existence or under development, can consider the service potential of 
emerging technologies, and understands a library’s technology infra- 
structure and its implications for the ability of the library to provide var- 
ious services and resources and collect use and usage data regarding 
those services; 
Negotiator, someone who is able to engage in informed contract negotia- 
tions with a number of content and resource providers such as database 
vendors/aggregators and systems providers. Particularly key is the abil- 
ity to negotiate favorable terms for access to content (e.g., simultaneous 
use licenses, particular databases, desired journals/e-books) and use 
reporting elements and features (e.g., session counts, items accessed, 
searches, other);6 
Strategist/Plannq someone who thinks strategically, strives toward a 
vision, and can develop and implement strategic planning initiatives. 
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Librarians also need to engage in strategic planning activities that 
extend beyond the library to the larger communities that they serve, 
such as a university, city, county, etc.; and 
Eunluntoi; someone who is willing to benchmark and assess various ini- 
tiatives-both qualitatively and quantitatively-so as to ensure project 
oljective/goal attainment, anticipated outcomes, and senice quality 
goals. Moreover, as evaluators, librarians will need to know the various 
assessment techniques available to them (e.g., network statistics/out- 
puts, mitcoines assessment, service quality), the ways in which to use 
these techniques so as to benefit the library’s understanding of their ser- 
vices/resources, data analysis of the evaluation project collection activ- 
ities, the interpretation of the results of such assessment approaches, 
and ways in which to feed the results of the evaluation projects into the 
library’s provision of‘services and resources and planning activities. 
While some of these qualities have long existed in the library profes- 
sion, many are new and evolving. The library professional of the future is, 
increasingly, an information expert with a myriad of technology, manage- 
ment, communications, and assessment capabilities. 
hiore significantly, perhaps, is that the education process for librarians 
is continual arid ongoing-it is not the case that, upon graduation from 
a degree program, the librarian is complete in I-iis/her education. With 
technology changes, new assessment tools, and various other issues, 
libraries need to build a continuing education process for librarians to 
work effectively in the evolving field of librarianship. A library degree is a 
necessary, but no longer sufficient, qualification for a library career. C’,iveii 
the skills required as outlined above, it may also be the case that “librari- 
ans” in the networked environment are more appropriately trained in dis- 
ciplines (e.g., instructional design, information systems, business) other 
than librarianship through M.L.S. degree programs for certain library 
functions. 
Customer Instruction 
It is not possible to cover all topics in this article. It is important to men- 
tion, however, that library customers also require continual training and 
education regarding the networked environment in general and library 
network-based services and rewurces in particular. Indeed, libraries of all 
types participate in educational services that fall broadly under the header 
of “information literacy.” Bertot and McClure (2002, p. 13) found that 42 
percent of public libraries offer formal Internet/computer training 
courses on a variety of topics (this does not include the five- or ten-minute 
point-of-use sessions requested by users seeking help). Academic librari- 
ans are generally considered faculty, have teaching requirements, and 
often offer a wide range of “information literacy” courses that span tech- 
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nology and information content (Ratteray, 2002; Chiste, Glover, & West-
wood, 2000). 
IMPACTON ORGANIZATIONALSTRUCTURE 
New forms of library services require new library organizational struc- 
tures (Liu, 2001). Libraries may find that function-based hierarchical 
structures no longer work well for library service in the networked envi- 
ronment. Increasingly, libraries need to consider, and in some cases are 
moving toward, a variety of work models, such as: 
Team-based/group activities that focus on a particular project (e.g., 
designing a Web site, digitizing a collection, providing a comprehensive 
electronic library-based collection) ; 
Cross-functionalapproaches to service development and provision that 
reflect the reach of network-based services. This may mean more and 
frequent collaboration across libraries and external library partners 
such as historical societies, academic units, archives, museums, and 
records management agencies; and 
Fluid, matrix-like structures that can quickly form to work on a project, 
may include a number of project subteams, and then disband upon pro- 
ject completion. 
As such, library organizations need to consider organizational struc- 
tures and management methods that better reflect their changing operat- 
ing environment. 
CONCLUDINGCOMMENTS 
Libraries have moved beyond the use of the Internet as a novel exper- 
iment into the use and provision of network-based resources and services 
as a substantial-and increasing-aspect of library services. The evolution 
from dabbling to entrenchment has a number of library institutional, orga- 
nizational, management, professional, and assessment implications that 
this article discussed selectively. The real work has begun, and libraries are 
working diligently to accommodate the new reality in innovative, strategic, 
and visionary ways. 
This article suggests, however, that we have much to learn about library 
involvement with and use of network-based resources. So, too, do we have 
much to learn regarding customer perceptions of network-based service 
quality and outcomes. It is important for librarians and information pro- 
fessionals to focus on the capabilities enabled by the networked environ- 
ment rather than the complications brought forth by the complexity of 
network-based information resources and services. The profession’s and 
researcher’s understanding of the networked environment will evolve 
through experimentation and study. 
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NOTES 
1. 	“Broadband,” in the National Center for Education Statistics survey of. public schools, 

includes cable modem servicr, T1, Fractional Tl/TS, and T3/DS3 seivicc. 

2. 	 -4RL has approximately 120 academic library members. Additional information on ARL 
is available at http://~\1\~\..al.l.org. 
3. 	 This article is not a critique ofvrndoi- svstems, products, or services. Any mention of spe-

cific products/services is illustrative only. 

4. 	 Some e-book vendors do allow lihi-arics t o  purchase the electi-onic hook and add those 
titles to their permanent collections. 
.5. Even in the case of.sei-ials, tioweve1-, the library owns the back issues that it purchased. 
6. 	 Readers should rmiew the network statistics and thrir definitions found in the NISO Z39.7 
/ h a r p  Stoti.r/irsstandard found at http://~\1\~\-.nisc).org/emetricsfor additional infornia- 
tion IXgal-diIlg the data clcmeiits that they may-w ~ n tvendors to report. 
REFERENCES 
Asyociation of  Research Libraries (ARL). (2002a). AM. snpplemrntorp stalisticc 2000-2001. 
LVashington, D.C.: Association of Resrarch Libraries. Retrieved March 30, 2003, from 
http://~~.ai-l.org/stats/pitbpdf/supOl.pdf. 
Association of. Rrscarch Libraricy (,a). 2000-2001. Washington,(2002b). AKL s t a t z h  
D.C.: .4ssociation o f  Research Libraries. Retrieved March 30, 2003, from 
http://~\7cl\..arl.org/ stats/pubpdf/arlstatOl .pdf. 
Bertot. ,I. (:., & McClure, (:. R. (2002). Pubhr lib7 mid  /hc infernel 2002: Internrt c o n n ~ c -
l iu i /p crnd nrfzoorkrd s ~ r 7 1 7 c e . ~Washington, D Institute of Museum and Library 
Services. Retrieved Mai-ch 23, 2003, from ://u~~~~.ii.fsu.ed~1/Projects/2002pli/ 
2002.pliriternet.st~idy.ptlf. 
Bcrtot,J. C., & McClure, (:, R. (2003). Outcomes assessment in the networked environment: 
Research qucstions, issues, considerations. and moving forward. Libror~Yi-rnds, 51(4), 
590-613. 
Bertot,J.C;., Mc(:lure, C. R., 8c Davis, D. (2001). i)cweloping n national data collection modrlf o r  
public. librctrj nrtworkrd s /u l i~ / i c . sund perforniancr invosirrrs: In tmm rrport. Washington, D.C.: 
Institiite of Musc~iniand Librai-y Services. Retrievcd March 23,  2003, from http:// 
~*~~~~.ii.fsu.edu/Prc!jects/IMI.S/i~iterini.report.niay2O~Jl.pdf. 
Bri-tot,J. C. ,Mc(;lure, C. R., & Davis, D. (2002). Urvrlt$ing a notiond data rollrctiorr modrlfor 
public. librurp netuiorkd slu/islirs and pnformnncr m~oasurrs:Anal  r?port. Washington, D.C.: 
Institute of Museurn and Library Services. 
Bertot, J. C., McClure, C. R., & Ryan, J. (2000). tistics and performance meuswes for public 
librury nrtruorkrd smic.r.\. Chicago: American Library Association. 
Brophy, P., Fisher, S., & Clark, Z. (2002).I,ibraries ?uilhout walls 4: 7‘hr drliuery of librury .services 
to distant users. London: Facet Publishing. 
Chiste, K. B., Glover, A, & Westwood, C;. (2000). Infiltration and entrenchment: Capturing 
and securing information literacy territory in academe.,fournnl qfAcadpmic Librarianship, 
26(3),202-208. 
Christensen, C. M. (1997). The innovator’s dilrmma. Boston: Harvard Business School Press. 
Cook, C., & Heath, F. M. (2001). Users’ perceptions of library service quality. Library Trrnds, 
4 9 ( 4 ) ,538-584. 
Cook, C., Heath, F. M., & Thompson, B. T. (2002).Score norms for improving library service 
quality: A LibQUAL+TM study. Portal: 1,zbrories and thr Academy, 2(l ) ,  13-26. 
Cool, C., & Spink, A. (2002). Issues of context in information retrieval (IR): An introduction 
to the special issue. Infr,rmationProcessing &? Munqement, 38(3),605-61 1. 
Hernon, P. (2002). Outcomes arc key hiit not the whole story. Jonrnol of Academic Libmrian-
.ship, 28(1-2), 54-55, 
Hernon, P., & Dugan, R. E. (2002).A n  rictionplrrnfoi  outromr.\ mSAXmf27Il in~ourlzhrary.Chicago: 
American Library Awlciation. 
Ke, H. R., Kwakkelaar, R., Tai, Y M.,& Chcn, L,, C. (2002). Exploring behavior of ejournal 
users in science and technology: Transaction log analysis of Elsevier’s ScienceDirect 
OnSite in Taiwan. Library and ir$mnulion Sriencp &search, 24(3),265-291. 
BERTOT/INTERNET-BASED LIBRARY SERVICES 227 

Lakos,A. (1999). The missing ingredient: Culture of assessment in libraries. Performance Mea-
surment and Metrics, 1(1),3-7. Retrieved March 20, 2003, from http://m.aslib.com/ 
pnim/l999/aug/opinion.pdf. 

Lankes, R. D., McClure, C. R., Gross, M., & Pomerantz,J. (2002). Zmplemrntingd@tal reference 
services: Srtling standards and making it real. New York: Neal-Schuman Publishers. 
Liu, L. G. (2001). The role and impact of the Internet on library and information services. Westport, 
CT: Greenwood Press. 
McClure, C. R., Bertot, J.C., & Zweizig, D. L. (1994).Public libraries and thelnlernet: Study results, 
policy issues, and recommendations. wdshington, D.C.: National Commission on Libraries 
and Information Science. 
National Center for Education Statistics. (2001). Academic libraries: 1998. [NCES 2001-3411. 
Washington, D.C.: U.S. Department of Education, National Center for Education Sta- 
tistics. Retrieved March 10, 2003, from http://nces.ed.gov/pubs2001/2001341.PDF. 
National Center for Education Statistics. (2002). Internel access in  US.  public schools and class- 
rooms: 1994-2001. Washington, D.C.: U.S. Department of Education, National Center 
for Education Statistics. Retrieved March 10, 2003, from http://nces.ed.gov/ 
pubs2002/2002018.pdf. 
National Telecommunications and Information Administration. (2002).A nation online: How 
Amm'runs are expanding their use o/ the Internet. Washington, D.C.: Department of Com- 
merce, National Telecommunications and Information Administration. Retrieved Janu- 
ary 15, 2003, from http://~.ntia.doc.gov/ntiahome/dn/html/anationonline2.htm. 
Ratteray, 0.M. (2002). Information literacy in self-study and accredication. Journal o/Acade- 
mic Librarianship, 28(6),368-375. 
Shim,J. W., McClure, C .  R., Fraser, B. T., Bertot, J. C., Dagli, A,, & Leahy, E. H. (2001). Mea-
sures and statistics for research library nrtworkrd servicrs: Proredurrs and issurs: A H ,  e-metria 
phase ZZ report. Washington, D.C.: Association of Research Libraries. Retrieved February 
15,2003, from http://www.arl.org/stats/ne~eas/emeti-ics/index.html. 
Van House, N. A., Lynch, M.J., McClure, C. R., Zweizig, D. L., & Rodger, E.J. (1987). Output 
measuresforpublic libraries: A manual of standordized procedures. 2nd ed. Chicago: American 
Library hsociation. 
Van House, N. A., Weil, B. T., & McClure, C. R. (1990). Measuringacadrmic libraryperformance: 
A practical approach. Chicago: American Library Association. 
Williams, K. (2003).Research note: Across the United States, 85,000 to 144,000 public com- 
puting sites. Fint Monday, 8(4). Retrieved April 8, 2003, from http://firstmonday. 
org/issues/issue8-4/williams/index.html. 
Gateways to the Internet: Finding Quality 
Information on the Internet 
ADRIENNEFRANCO 
ABSTRACT 
Librarians have long sought to select, evaluate, and organize information 
on the Internet. Efforts began with individual librarians sharing bookmark 
files of favorite sites and progressed to increasingly large, collaboratively 
produced general and subject/discipline-specific gateway Web sites or 
megasites. Megasites list major resources usually in a particular subject area 
or discipline. Library portals that review, evaluate, and sometimes rate and 
rank resources grew from some of these Web sites. Both megasites and por- 
tals serve as gateways to the Internet. Many portals have developed from 
relatively small static files into large, dynamically generated databases pro- 
viding descriptive annotations of selected resources and are increasingly 
overseen as global projects with formal policies and procedures. Portals 
now provide increasingly complex and sophisticated browse and search 
capabilities with a multitude of access points, often including call numbers 
and subject headings. These are described and compared. Future trends 
such as increased collaboration among portals; automated location, selec- 
tion, and cataloging of resources; integration of multiple resource types; 
and increased access to full-content and virtual library services are also 
discussed, 
INTRODUCTION 
Librarians have long been involved in efforts to select, organize, 
describe, and evaluate Internet resources. Librarian-produced Internet 
tools have much to offer that commercial search engines and other tools 
lack: 
Adrienne Franco, Refcrcnce and  Instructional Services Librarian, lona College Libraries, 
715 North Avenue, New Rochester, NY 10801-1890 
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While these search engines [Yahoo and Alta Vista] and others like 
them have strengths, their weaknesses are well known: a high per- 
centage of nonauthoritdtive content mixed with quality content that, 
when indexed together, makes locating relevant information seren-
dipitous at best. (Wells et al., 1999,p. 347) 
Early on, individual librarians compiled bookmark files that listed 
favorite sites. These lists often reflected institutional priorities and usually 
had a limited geographical focus as well. In fact, the well-respected Librar- 
ian’s Index to the Internet began as then Berkeley Public Library librarian 
Carole Leita’s gopher bookmark file (Buchwald, 2002, p. 38).As the Inter- 
net grew in size and audience and became more accessible, librarians 
worked collaboratively to create and maintain resource sites and mega- 
sites. These might be multidisciplinary, as in selections of general refer- 
ence resources, or subject or discipline specific. Initially, following print 
models of bibliographic control, these guides were essentially Web bibli- 
ographies or “Webliographies.” Megasites (sometimes called “metasites”) 
are larger and more comprehensive. Webliographies and megasites 
became increasingly sophisticated, providing descriptive annotations. Por- 
tals are larger still and often evaluate and sometimes rate megasites and 
other Internet resources. 
The LITA Internet Portals Interest Group 
defines a portal as a service (and related systems and approaches to 
organization) that facilitates organized knowledge discovery via infor- 
mation accessible through the Internet. (American Library Associa- 
tion. Library and Information Technology Association, n.d.) 
Portals are now often supported as independent projects and are fre- 
quently underwritten financially through state, local, or national govern- 
ments or private philanthropic funding (cf., for example, Ansdell, 2000; 
Buchwald, 2002, p. 38;Wells et al., 1999,p. 347). 
As portals became more established and grew larger, librarians took 
advantage of software advances to convert them into databases that are 
browsable and searchable by multiple access points, frequently including 
call numbers and subject headings. 
S C O P E  
This article will focus primarily on librarian-produced portals or por- 
tals with a high level of librarian participation. Sites described and dis- 
cussed are freely available on the Web. These portals will be described and 
compared. Excluded or de-emphasized are sites created and maintained 
primarily outside the library community, print resources including books 
and articles, information available only in fee-based subscription data- 
bases, and search engines. 
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A R T I C L E  BACKGROUND 
This article grew out of a presentation given on October 14, 1999, by 
the author and a colleague, Richard Palladino, at the 10th Annual Meet- 
ing of the International Information Management Association (IIMA) 
held at Iona College. An invitation to participate in this conference was 
extended to Iona College faculty and staff. The concept of information 
management seemed especially pertinent to librarians and the opportu- 
nity to present before an audience of nonlibrarians was especially intrigu- 
ing and attractive. Aware of widespread concern about the quality (or lack 
of quality) on the U’orld Wide Web, thoughts of librarians extending bib- 
liographic and quality control from print to the Web came to mind, arid 
so we decided to share this with our fellow information professionals. The 
Web page “Finding Quality Information on the World Wide Web” (http:// 
mw.iona.edu/faculty/afranco/iima/webliog.htm)was created for pre- 
sentation at the conference and has been maintained since then and most 
recently updated on April 4, 2002. M7e were the only librarians to present 
at this conference. Information professionals from around the world 
attended, and their feedback was overwhehningly positive. Some took 11s 
aside and said they had been unaware of librarians’ attempt to select, orga- 
nize, and evaluate Internet resources. 
FINDINGSUBJECTGUIDESA N D  MEGASITES 
Finding the Ne7mt Qu,alitj Sites 
Although subject guides and megasites are included in the portals dis- 
cussed in this article, newer resources may not yet be included. Methods 
that are described here are often also used by librarians at portal sites to 
find resources to be considered for review and inclusion. 
Subject guides and megasites are often created under the auspices of 
organizations such as college and university academic departments, gov- 
ernment agencies, nonprofit organizations, professional associations, trade 
associations, and corporations, as well as libraries. Some are the product of 
special, highly structured projects while others may represent the efforts of 
individuals or informal groups. For example, a university biology faculty 
member or librarian may create a Webliography of favorite sites. 
Methods used to find quality sites include: 
Mailing lists and discussion groups for resource announcements and 
recommendations; 
Print sources such as books and journal, magazine, or newspaper 
articles; 
Search engines, using carefully constructed search queries. Such 
queries may include terms that describe a discipline or broad subject 
area as well as words such as “resources,” “megasites,” “Webliography,” 
“Internet,” etc. For example: 
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biology t megasites 
biology t “internet resources” 
biology t “information resources” 
biology twebliography (or, biology t bibliography) 
It may be helpful to limit searches to the titles of Web pages only and pos- 
sibly to domains such as .edu, .gov, or .org to retrieve megasites produced 
by academic institutions, libraries, nonprofit organizations, or govern- 
ment agencies. One can exclude domains if desired as well, e.g. exclude 
“.com.’’ Of course, you will have to screen search results yourself. 
Other strategies for locating megasites include the following: 
C: 	 Determine which academic institutions have degree programs in a 
particular field or discipline. (Tohelp you identify which institutions 
have programs in a particular field, consult print or electronic direc- 
tories, e.g., College Blue Book or Peterson’s college guides); 
C) Once you’ve identified an appropriate institution, try using the 
url: “www.universityname.edu”(for U.S. universities), or use a Web 
directory such as: American Universities (http://www.clas.ufl.edu/ 
CLAS/american-universitieshtml); 
o Look for appropriate academic department page(s) as well as 
library page (s); 
o Look for Web documents that may include such title words/ terms 
as “Links,” “Resources,” “Web Sites,” etc. 
MAJORWEB RATINGAND EVALUATIONPORTALSITES 
Eventually, quality megasites will be accessible through portals such as 
the Librarian’s Index to the Internet and Infomine. Specific portals that 
are described and compared in this article include Librarians’ Index to the 
Internet, Infomine, Internet Public Library, MEL (Michigan Electronic 
Library), BUBL Link 515, Internet Scout Project, and Academic Info. 
These are described and compared in Tables 1-7. 
Comparing the data in these tables, we see commonalities but also sig- 
nificant differences. For example, most provide at least basic keyword 
search capabilities and at least minimal annotations. Most also began in 
the early to mid-1990s and provide selected sites, though criteria are not 
always explicitly stated on their Web sites. 
Differences among them, however, are significant, so users are advised 
to not limit their searches for quality resources to a single portal. Exam- 
ples of major differences include: primary audience, level of detail in 
records, number of access points, presence or absence of controlled vocab- 
ulary and classification system numbers, degree of searchability and brows- 
ability, and comprehensiveness of annotations. 
For example, primary audiences range from public library users 
(Librarians’ Index to the Internet) to academics (Infomine and Academic 
Info) and all the Internet community (Internet Public Library, MEL). 
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Thble I .  
















Sites Rated? (e.g., with 

































Librarians Index to the Internet 
http://lii.org 
“The mission of Iihrarians’ Index to the Internet is to 
provide a well-organired point of access for reliable, 
ti-ustwoi-thy librarian-selected Internet resources, serv- 
ing Califoi-nia, the nation, and the world.” 
1990 
Began as librarian Carol Leita’s gopher bookmai-k file 
Over 10,000 as of end of 2002 
Detailed criteria described at: http://lii.org/search/ 
file/pubcriteria. Free sites or sites that offer significant 
free content o n l y  are included. Evaluation criteria 
include authoi-ity, scope and audience, content, design, 
fiinction, and shelf life. 
YES 
NO 
By hiemi-chical terms, general to specific. By LC subject 
headings from advanced search screen. 




4 part-time staff incliiding a cataloger, 2 editors, and a 
computer programmer plus more than 100volunteer 
indexer librarians 
Libran, of California, Karen G. Schneider 
Library of California, grants such as LSTA 
UC Berkeley SunSTTE 
http://lii.org/search/file/about 

Although emphasis is on public libraries, resources and 
annotations are usefid for academics as well. 
FRANCO/GATEWAYS T O  T H E  I N T E R N E T  233 
Table 2. 





















Sites Rated? (e.g., with 





















Funding and Support: 
Hosted by: 
Prime URL for “about” 
information: 
COMMENTS: 
INFOMINE: Scholarly Internet Resource Collections 
http://infomine.ucr.edu/ 
“INFOMINE is a virtual library of Internet resources 
relevant to faculty, students, and research staff at the 
university level. It contains useful Internet resources such 
as databases, electronicjournals, electronic books, bul- 
letin boards, mailing lists, online library card catalogs, 
articles, directories of researchers, and many other types 





Begun by librarians at the University of California, River- 

side. Librarians from other academic institutions now 





Over 40,000; half selected by librarian “experts”; the 

other half by robot crawlers (Mitchell, 2003). 











From main screen by hierarchical subject-specific data- 

base (e.g., Business & Economics). From advanced 










“Librarians from The University of California, Wake For- 
est University, California State University, The University 
of Detroit-Mercy, and other universities and colleges” 
(cf. http://infomine.ucr.edu/about/). Other libraries 
invited to participate. 
Primarily University of California, Riverside 
State, federal, and other grants 
University of California, Riverside 
http://infomine.ucr.edu/about/ 

Now part of LOOK (Libraries of Organized Online 
Knowledge, formerly Fiat Lux), a collaborative project of 
multiple portal sites. 
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Sites Rated? (e.g., with 

































Internet Puhlic Libran. 
http://wvw.ipl.org/ 
“The first public library of and for the Internet 
cornmunity” (cf. http://M~~-.ipl.org/div/ahout/ 
iplfaq.html). However, audience is not “public library” 
user’s but all members of the Internet community as well 
as librarians. Designed on a library model, IPL provides 
lihrary services and resources such as Reference and 
liuks to free online hooks and articles. Primary focus 
does not seem to he M’eb site evaluation 
1995 
Began in winter 1995as a project of the School of Info--
matiou and Library Studies at the University of Michigan 
Not found at site 
Not found at site 
YES, hut seem to appear only when browsing rather than 
searching. Brief and often are quoted from the site itself. 
NO 
Yes, hy hierarchical terms general to specific. Browses do 
retricve records with annotations. 

Yes, hut simple searches only. Searches do not retrieve 







Not found at site 

Sue Davidsen, Managing Director, and two other staff 





University of Michigan School of Information 

University of Michigan School of Information. Actively 

secking other firnding. 





Also includes original content pathfinders and docu- 

ments created for IPL. Includes records formerly in the 
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Table 4. 



















Sites Rated? (e.g., with 

































MEL: Michigan Electronic Library Best of the Internet 
Selected by Librarians 




URL for “Best of the Internet”: http://mel.org/ 
melindex.html 
“Michigan’s virtual library will link all Michigan residents 
to the information they need, when they need it, where 
they need it, and in the format they desire.” 
1992 
Began as GoMLink gopher service 
Over 20,000 
Sites are selected that meet the needs of Michigan’s 
libraries and citizens. The Web site alludes to specific 
selection criteria followed by their selectors but does 
not include them. “Collection Policy for the Michigan 
elibrary-Best of the Internet,” http://mel.org/about/ 
melcollection. html 
Y E S , but very brief and not for all records. Some are 
quotes from linked sites. 
NO 
Y E S , by hierarchical terms general to specific 
Y E S , but simple search only. Seems to be keyword access 





Michigan State Library 
Michigan State Library, LSTA “via the Institute of 
Museum and Library Services (IMLS),” and other grants 
State of Michigan 
http://mel.org/about/aboutmel.html 

Best of the Internet is only a small part of MEL, which is 
a virtual library. 
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Table 5. 















Sites Rated? (e.g., with 























Funding and Support: 

BUBI, / Link 515, catalog of Internet resources (part of 
BUBL) 
http://bubl.ac.uk/link/ddc.htnil (Dewey) 
http://bubl.ac.uk/link/ (alternative subject interface) 
“Aimed towards the UK higher education academic and 
research community” and librarians; “a cataloguc. of 
selected Internet resources covering all academic subject 
areas and catalogued according to DDC.” 
BUBL 5:15 began in March 1997. Original BUBL began 
in 1990. 
BCBL founded as BUlletin Board for Libraries, aimed at 
librarians. LINK stands for Libraries of Networked 
I(now1edgr. 
Over 1 1.000 resources 
“Academic relevance, up-to-date information and com- 
pleteness” (cf. Williamson, 2000). Williamson also lists 
specific types of resources that are given priority, e.g., 
online books and book collections. 
YES, descriptive 
NO 
By BUBL subjert tree (hierarchical subjects, from gen- 
eral to specific) and by Dewey classification numbers 
Fully cataloged with multiple access points. Simple and 
advanced search available. Fielded searching and sophis- 




Update information available on “lis-link” mailing list 
(archive and subscription instructions available at 
http://www,jiscmail.ac.uk/lists/LIS-LINKhtml)
. 
Update bulletins also available at http://bubl.ac.uk/ 
news/updates/ 
2 full-time staff and 1 part-time staff member 
hdersonian Library, Strathclyde University, 101 St. 
James Road, Glasgow G4 ONS, Scotland 
Joint Information Systems Committee UISC) of the 
Higher Education Funding (hiincils of England, Scot- 
land and Wales and the Department of Education for 
Northern Ireland 
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Table 5. (continued) 
Hosted by: BUBL has own server 
Prime URL for “about” http://bubl.ac.uk/admin/ 
information: 
COMMENTS: Can also limit search by file type, e.g., sound 
Some are stand-alone portals (e.g., Librarians’ Index to the Internet) 
while others are part of larger virtual libraries (e.g., Internet Public 
Library). It appears that the stand-alone portals are more likely to provide 
in-depth records, multiple access points, and more sophisticated search 
options than those that are only part of a virtual library. This is true, for 
example, when one compares Librarians’ Index to the Internet to the 
Internet Public Library. 
CURRENT RENDS 
It is well documented that search engines cover only a small fraction 
of resources available on the Web (cf. Lawrence & Giles, n.d.). Portals 
cover even a smaller percentage of resources. Internet users are less aware 
of the portals discussed in this article and if they are aware may use them 
less frequently than search engines because they retrieve fewer records 
with each search. It is easy to confuse volume with quality of search results. 
The portals can offer quality that search engines, even those that increas- 
ingly use “intelligent” search algorithms, are less able to provide. Still, por- 
tal leadership has recognized the need to cover more resources. This has 
resulted in many trends and developments that are both current and 
developing. These current and developing trends are discussed below. 
AUTOMATIONA N D  SOFTWARE 
Creation and development of sophisticated software has allowed por- 
tal sites to automate almost every aspect of their sites from collection 
development to record creation, search, and retrieval of information. For 
example, Infomine uses crawlers to find, evaluate, and select resources for 
inclusion. Half of their database consists of resources that are machine- 
selected. Other tasks increasingly automated include record creation, 
indexing, and even brief descriptive annotations. Automation has played 
a major role in virtually all of the trends that follow. 
GROWTH 
Portals such as Infomine and Librarians’ Index to the Internet have 
been rapidly increasing the number of resources included. Consistent with 
increased diversity of Internet resources, portals now cover not only HTML 
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‘Ihble 6. 











Sites Rated? (e.g., with 
graphics such as stars) 
Browsable? 
Searchable? 




Alerts for New Sites Added? 
Staffing: 
-
Internet Scout Project 

(offering access to weekly Scout Report, Scout Report 







Rcport, current issue) 

http://scout.wisc.edn/archives/ (Scout Report, archives) 

http://scout.wisc.edu/nsdl-reports/ (NSDL Scout 

Reports-National Science Digital Iibrary) 

“Toprovide timely information to the education 

community about raluablc Internet resources.” 

Audience: “I(-1 2 and higher education faculty, staff, and 

students, as well as interestrd members of the general 

public” (cf. http://scout.wisc.edu/about/). 

1994 
Subject-specific scout reports for Business 8i Economics, 
Social Sciences 8c Humanities, and Science XC Engiiieer-
ing discontinued in 2001 due to lack of funding (cf. 
Search engines, 2001). 
Over 11.000 
Content, Authority, Information Maintenance, Presenta- 
tion, Availability, and Cost. Detailed criteria listed at 
http://scout.wisc.edu/report/sr/critcria.html 







Fully cataloged with multiple access point$. Simple and 
advanced search available. Fielded searching and 
sophisticated search features (e.g., Boolean, truncation, 
phrase searching, etc.) are available. 
Broad LC class only, e.g., %, RG, etc. Xot searchable or 
browsable. 
LCSH 
YES. Can subscribe by going to http://scout.wisc.edu/ 
report/sr/srsubscribe.html 

17 staff including 2 librarian catalogers. Sites selected 
by “professional librarians, educators, and content 
specialists.” 
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Table 6. (continued) 
Responsible Person@)/ Department of Computer Science, University of 
Institution(s): Wisconsin-Madison 
Funding and Support: 	 National Science Foundation 
Hosted by: 	 University of Wisconsin 
Prime URL for “about” http://scout.wisc.edu/about/ 
information: 
COMMENTS: 	 Links regularly checked and updated. Scout Portal 
Toolkit software information available at 
http://scout.wisc.edu/research/SPT/. 

but other file types as well, including PDF, images, and multimedia. Half 
of Infomine’s 40,000 records are machine generated, with the other half 
created by librarian experts. 
Stalic Files to Databases 
As content has increased, most portals have converted from static files 
to databases with multiple access points and sophisticated searching capa- 
bilities to facilitate searching and retrieval of records. 
ORGANIZATIONA N D  STRUCTURE 
Portals have developed into highly organized and structured projects 
increasingly supported by government and philanthropic agencies. Many 
have become independent organizations financed separately from any 
particular library. They now consist of paid staff as well as volunteers from 
not one but multiple libraries. Policies and procedures have become 
increasingly detailed and complex. 
Collection Development Policies and Criteria 
Portals have created, developed, and refined specific collection devel- 
opment policies and selection criteria. This information may be available 
on their sites. Site selectors and reviewers often have access to additional 
and even more detailed guidelines and criteria. 
STANDARDIZATION 
Site Design, Record Content, Indexing, and Abstracting 
Overall design of portal sites is becoming more uniform. Initial 
screens usually display top hierarchical subjects and a search box. Simple 
and advanced search screens are available in most portals. Increasingly, 
they resemble the interfaces of subscription databases. 
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7hbG 7. 






















Sites Rated? (e.g., with 



































“lbprovide students, educators, and librarians with an 
easy to use online subject directory to access quality, rel- 
evant, and current Internet resources on each academic 
discipline” (cf. http://www.academicinfo.net/). Focus is 
on students in high school and above. 
1998 
Began as a for-profit site. In 2002, it was registered in the 
State of U’ashington as a non-profit organization. 
Not found on site 
Specific collection development policy with criteria is avail- 
able on-site, currently at http://U’UW.academicinfo.net/ 
cdp.htnil. 
Mostly quotes from sites themselves 
NO 
YES, by hiel-archical classification, general to specific 
YES, by keyword only. Boolean operators supported 
Default operator is “or.” 
N O  
NO 
W.S, monthly list. 
iMike Madin, President of Academic Info 
Mike Madin 
(hrporate and individiral sponsors 
Site has its own server 
http://wuw.acadeniicinfo.net/cdp.html 

“Academic Info relies on donations and sponsors to ful- 
fill its mission.” 
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Indexable Fields 
Standardization of indexable fields in database records will allow por- 
tals to exchange information more freely and, if 239.50 compliant, to facil- 
itate searches across multiple portals. Standardization is important 
whether existing portals merge to form a single large database resource or 
whether they continue to exist separately. 
BIBLIOGRAPHIC A N D  CONTROLCONTENT 
Enhanced Record Content with Multiple Access Points 
Increasingly, database records include distinct fields that provide mul- 
tiple access points including personal or corporate author, title, descrip- 
tion, subject headings, and in some cases even classification numbers 
(usually Dewey or LC) . 
Sophisticated Search Features 
Most portals now offer sophisticated browse and search capabilities. 
Increasingly, complex searches are available utilizing Boolean operators, 
phrase searching, truncation, and more. Previously, such features were 
found primarily in subscription databases. 
INTERACTIVITY 
Features now commonly available-including e-mail alerts, comment 
and feedback buttons, and forms to suggest resources for inclusion-allow 
users to both contribute to and provide feedback to portals. 
COoPERATI oN 
Recruitment of Libraries and Librarian Contributors 
Some portal sites, such as Infomine, are actively recruiting libraries 
and librarians to contribute records. This is an extension of interactivity, 
noted earlier. 
CURRENTISSUESA N D  FUTURETRENDS 
Many library groups and professional associations including the Library 
of Congress, Association of Research Libraries, the American Library Associ- 
ation’s LITA Internet Portals Interest Group, and “Libraries of Organized 
Online Knowledge” (or LOOK, formerly FIAT LUX) are actively involved in 
encouraging and sponsoring research and planning for future portal devel- 
opment (cf. Library of Congress, 2003;American Library Association Library 
and Information Technology Association, n.d.; Association of Research 
Libraries 2003; Infomine, n.d.). 
Mary E. Jackson, ARL Senior Program Office for Access Services, 
describes an intriguing vision of a “dream portal”: 
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Imagine one web site that can combine the powerful searching ofweb 
resources with the searching of local catalogs, online journals, or 
locally digitized resources. Add to this the ability to initiate a reference 
question, submit an interlibrary loan (ILL) request, and transfer into 
course management systems a citation or portion of ajournal article, 
all without leaving that web site. (Jackson, 2002) 
Jackson also shares the vision of Sarah Michalak, director of the Uni- 
versity of Utah Libraries and a member of the ARIAScholars Portal Work- 
ing Group, of a dream portal as 
a super discovery tool that specializes in high-quality content. The 
dream portal is fast and powerful. It searches across formats and 
resources and returns results that are deduped and relevancy ranked. 
It is more than a discovery tool because it delivers full text or infor- 
mation objects whenever avdilable. The dream portal integrates 
appropriate applications such as course management software. Finally, 
the dream portal supports authentication and permits customization 
and personalization, e.g., alerts, saved hits or searches, and custom 
tiews of resources. (Jackson, 2002) 
Key elements in these visions include a single point of access to high 
quality resources and databases (something commercial search engines 
and portals are less equipped to offer), integration of information in mul- 
tiple formats, integration with other portals and software, interactivity 
including access to library services such as reference and interlibrary loan, 
provision of full-text whenever possible, and customization by users. 
Towards these ends ARL, LC, LITA/IPIG, and other groups are devel- 
oping or promoting “best practices,” standards, cooperative projects, and 
sophisticated software to aid libraries and library groups in creating their 
own portals. They have met at ALA conferences and hope to chart the 
future course of librarian-created portals. Additional trends are noted and 
discussed below. 
Content Access to Content Production 
Initially, portals sought to index resources available externally. Many 
portals now either produce their own content or make content available on 
site. These include Internet Public Library and MEL. In the case of MEL, it 
provides significant amounts of copyrighted materials available only to 
Michigan constituents and so now are also, in a sense, subscription data- 
bases. Some, like IPL, MEL, and BUBL are now virtual libraries in addition 
to portals. This trend will continue. 
Single Portal or Multiple Portals 
Mason (2000) outlines several possible future directions for portals. 
Choices that are yet to be made include whether or not portals will merge 
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into a single resource or whether they will continue existing separatelywith 
increased cooperation and even interconnectivity. However, efforts by 
ARL, LC, and LITA definitely point not only to continuation of intercon- 
nected multiple portals but even to creation of new ones. 
Resource Sharing 
Some portals (notably Infomine) have developed open software made 
available to libraries and consortia who may wish to create their own 
portals. LC lists vendors of portal software on its Web site (Library of Con- 
gress, 2003). Some, like MEL, are considering making broad-based non- 
Michigan oriented content available to regional MELs, which would then 
provide their own local content. 
FulFText Capture 
In an article about Librarians’ Index to the Internet, Buchwald (2002) 
talks about LII and by implication other portals being able to “have some 
type of crawler like a regular search engine . . . [which] would need to cap- 
ture the text of the selected homepage, and any meta tags and other key- 
words to build a useful fulltext index.” These may include invisible 
information added to Web pages using “the Dublin Core, a means of build-
ing catalogue information into Web pages by using metatags, labels which 
exist in the unseen ‘head’ area of every online page” (Ansdell, 2000). 
Buchwald (2002) points out this may be more difficult, “since more and 
more, university, library, and newspaper sites are having areas of their sites 
blocked off from search engines’ robots and crawlers.” If such information 
could be captured, it would allow for more precise indexing, searching, 
and retrieval of Internet resources. 
Broad us. Highly Selective Resource Coverage 
Infomine is seeking more comprehensive coverage of resources while 
BUBL:Link focuses more on including fewer yet highly selective resources 
(Dawson, 199’7,p.18). 
CONCLUSION 
In less than a decade, librarian-created portals have changed dramat- 
ically in terms of growth, content, accessibility, interactivity, and organiza- 
tion. Many serve as virtual libraries, in some cases providing copyrighted 
content like subscription databases to specific clientele/constituents. 
Some have focused on substantially increasing resource coverage to com- 
pete more with commercial directories and search engines while others 
are less focused on growth and more on highly relevant resources. 
Major issues include: 
Single, cooperatively produced and maintained portal vs. multiple por- 
tals increasing their interconnectivity and standardizing their content; 
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Dramatic increase in the number of resources vs. a limited number of 

resources but of high quality; 

Development and sharing of sophisticated software to find, select, eval- 
uate, index, and describe Web content as well as to provide biblio- 
graphic control within portals (cf. Schneider 2002a); 
Cooperative efforts to fund portal development (cf. Schneider 2002a); 
Increased efforts to globalize content. 
As Schneider (2002a) aptly states: “We aren’t going to blow the com- 
mercial portals out of the water. But we can be to the Internet what public 
radio and television are for these other media: a single place for local and 
global content that our public can trust.” 
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Access in a Networked World: Scholars Portal 
in Context 
JERRY D. CAMPBELL 
ABSTRACT 
SINCETHE 196os, L I B R A R I A N S  HAVE projected a vision of a digital 
library that offers seamless access to a vast world of scholarly information 
of all types. Until the 199Os,however, digital technologies lacked the power 
and capacity to deliver on the vision. During the 199Os, technology plat- 
forms, networking technoloves, electronic resources, and the evolution of 
standards matured sufficiently to lay the foundation for the vision to be ful- 
filled. As this maturation was taking place, the rapid growth of electronic 
resources was based on numerous proprietary systems making access across 
such systems impossible. The scholars portal project is an effort to create a 
search and retrieval tool that will provide an interim solution to this prob- 
lem until such time as those systems are built on a unified set of standards 
and data formats. 
Since the publication of the Association of Research Libraries (ARL) 
white paper on the need for a research library portal (Campbell, Z O O O ) ,  
the concept of a scholars portal (SP) has generated much interest. Illustra- 
tive of this interest are what might be described as several independent 
demonstration projects sponsored by a number of entities including indi- 
vidual libraries, ARL,’ the Ontario Council of University Libraries (“What’s 
New,”2002), and the Council of Australian University Librarians2 
Interest in an SP also generically characterizes a number of efforts to 
create specialized subject portals for researcher^.^ Initially described as 
“the place to start for anyone seeking academically sound information” 
(Campbell, 2000, p. 211), the SP concept has been widely explored, devel- 
oped, and refined.4 
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The purpose of this essay, therefore, is not to reiterate the definition 
of the now well-published concept of an SP but rather to outline the larger 
context within which SP exists. It is often our tendency to place exagger- 
ated expectations on new technologies and thereby diminish the value of 
their eventual impact. Alone, SP constitutes only one small but vital step 
in the much larger jigsaw puzzle of the evolving digital library. Thus, it is 
important to place SP in this larger context and to understand the nature 
of the contribution it will make to the advancement of digital libraries. 
GRANDVISION 
Sirice the earliest days of digital technology, we have been sharing 
grand visions about how it would transform the things we do. These 
dreams, of course, have included speculations about how libraries might 
be changed. By their nature, such visions often do not deal with details 
but rather focus on the larger dream. After the first decade of serious 
speculation about technolo<gy and libraries,3 one study suggested that 
technolo<gy would transform the structure and function of libraries of the 
1980s by storing materials in new formats, by making “obsolete the con- 
cept of the catalog and the book stack as they were then known, and 
by linking them by means of a nationwide network (Conference Board, 
1972, pp. 116-117). One of the best recent statements of the \<ision is 
equally elegant in its simplicity and challenging in its scope: “The dream 
to which we need to aspire is that all scholarly and research piiblications 
(including university governmental, research, and museum sites) be uni- 
versally available on the Internet in perpetuity” (Hawkins, 2000). Taken 
together, such recurring projections of the technology empowered library 
of the future have kept before us the vision of a slowly emerging digital 
library. 
At almost any point over the past four decades, however, the challenge 
of these visions has outstripped the actual capacity of digital technology to 
deliver the dream. With hindsight, we can see that over the years virtually 
every aspect of the technology, from power and capacity to programming 
language, has been unequal to the challenge. Absent also have been the 
required infrastructures of connectivity and data standards necessary for 
the dreamed digital library to function. Mie now know that an operating 
digital library requires a vast number of elements functioning flawlessly 
together. Glimpsing the vision, it turns out, has been far easier than bring- 
ing it to reality. 
ALLTHINGSNECESSARY 
Only recently have we begun to have in prospect all things necessary 
to implement the library envisioned for a generation. Among the vast num- 
ber of improvements in computer technology, the following categories are 
key for the development of digital libraries. 
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Perfecting the Platforms 
Sometime during the 1990s the persistence of the Moore’s Law phe- 
nomenon produced computing hardware platforms of sufficient speed 
and memory to begin to implement the long-articulated vision. Amidst 
constantly improving machine specifications, it is not possible to isolate the 
moment it happened. Indeed, it is not possible to articulate exactly what 
speed and memory capacity were necessary. It is only possible to look back 
and recognize that during that decade we began to have access to hard- 
ware platforms of sufficient capacities to develop functional, if still rudi- 
mentary, digital libraries. 
Similarly, these capable computers were accompanied by the develop- 
ment of other necessary components. Among these were 
the evolution of online storage systems with the capacity to hold and 
make available quickly massive amounts of information pertinent to dig- 
ital libraries; 
the availability of increasingly sophisticated programming languages 
and software platforms; 
the introduction of improved systems for authentication and autho- 
rization. 
This is not to argue that the computer platforms reached an end point 
or even slowed in their evolution in the 1990s. To the contrary, Moore’s 
Law continues unabated (Kurzweil, 1999, pp. 20-25). It is only that they 
achieved sufficient capacities to allow implementation of digital libraries 
to begin in earnest. 
Achieving the Connectivity 
Even with the early Internet at our disposal, the possibility of highly 
networked libraries could not be realized as the 1990s arrived. Unlike 
with platforms, however, it is clear when a world-changing advance in 
connectivity occurred. In 1993 Tim Berners-Lee introduced the World 
Wide Web (the Web), which provided the infrastructure for flexible use of 
the Internet, thereby transforming connectivity (Berners-Lee & Fischetti, 
1999). The Web rapidly became the mechanism by which libraries (and 
everything else) sought to achieve giant strides in the networking of 
resources. 
Soon thereafter, the Internet itself was challenged to meet the grow- 
ing bandwidth requirements stimulated by the Web as the so-called “com- 
modity” Internet was born. As aconsequence, Internet2 (12) was launched 
to provide much greater bandwidths in a separate network environment 
for the research community. I2 technology made possible the rapid 
exchange of large files and empowered libraries to move from text to 
larger files such as those containing graphic materials. 
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A5 with platforms, the technology of connectivity continues to 
improve. Effoi ts are already underway to develop even higher speed opti- 
cal networks. In addition, wireless data networks have recently added much 
needed nomadic flexibility for network uyers. Though wireless networks 
are comparatively slow shared environments, they, too, are rapidly increas- 
ing in bandwidth. 
Euolving a Critical Mass of E-Rtwtirces 
The 1990s also saw an amazing growth in the amount of information 
available on the Web (Lyman & Varian, 2000, p. 5). The surge in online 
information included journal literature from both for-profit and not-for- 
profit publishers as well as a rich sampling of archival resources principally 
from universities and national libraries. In addition, the decade brought a 
phenomenal surge in the production of raw data from the growth of com- 
putational science. In the panoply of published information, only mono- 
graphic literature lagged behind, priniarily because monographic 
publishers were slow to embrace the technology and because copyright 
restrictions served as an impediment (Lynch, 2002). All in all, therefore, 
the 1990s witnessed an extraordinary growth in the availability of digital 
information. 
Creating Containvrs and Hooks 
Unfortunately, the rapid growth of information available in digital 
format was marked by a significant problem from the standpoint of library 
users: it was characterized by a niiiltitude of formats that did not offer a 
uniform means by which it might be found. In other words, the rapid 
growth of digital information began before we had developed common 
standards for data and metadata. As a result, users have not had an easy 
way to identify and retrieve information with thoroughness and precision. 
In this situation, users, especially neophytes, have had a difficult time iden- 
tifying pertinent information, and thorough research has often been dif- 
ficult even for experienced users. In addition, as the wealth of digital 
information continued to grow, the problem only worsened because the 
variety of formats and lack of metadata persisted. 
Thus, the 1990s saw significant efforts to address the need for 
common formats for data and metadata. Centering on the Web environ- 
ment, a number of data formats were introduced, chief among them being 
SGML (on which HTML is based) and more recently XML (Berners-Lee, 
2002). Similarly, a number of metadata formats were developed, including 
Dublin Core, W,METS, and MODS (Tennent, 2002). These efforts, 
however, are ongoing and cannot be said to be fully mature. Thus, while 
they have had a positive impact by slowing the proliferation of data and 
metadata variations, they have not fully resolved the problems associated 
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with what might be described as islands of disconnected data and infor- 
mation. 
The Rise of Search Enpnes 
With the early rise of information contained in data sources (databases 
and data repositories) in the 1960s came the need to provide tools for its 
retrieval. Such tools were first developed in connection with specific data 
sources. To function, information or objects in a data source first had to 
be described or indexed in a manner that could be interpreted by 
machine. These are the descriptions we now generally refer to as metadata. 
A “search engine” was then developed and customized to the indexing 
scheme, making it possible to retrieve data. Depending upon the quality 
of the indexing and search engine, such tools allowed users to find and 
retrieve specific data objects from data sources with speed and precision. 
Most significant data sources were accompanied by customized, unique 
search engines. 
Later, as database architecture became better developed, a number of 
major providers offered the capacity to search across large amounts of 
information as long as it was stored in their proprietary syntax for express- 
ing structure in data. This improved the general situation, but still left it 
difficult to work with information spread among different proprietary solu- 
tions. The economics of information and the mechanism of copyright law 
have provided significant disincentives for solving this problem of stand- 
alone data sources. 
With the introduction of the Web and the vast amount of information 
located there (or, perhaps, lost there) came the urgent need to develop 
tools for retrieval in the Web environment. Thus, in the mid-l990s, a num- 
ber of agencies developed search engines designed specifically for the 
Web. These engines, commonly referred to as portals, primarily searched 
for keywords and phrases and applied relevancy ranking schemes to deter- 
mine validity. They also developed their own indexes from keywords and 
phrases in order to carry out searches quickly. As they have improved, they 
have become sophisticated, powerful, and amazingly adept at locating 
information on the Internet. 
The sophistication and power of evolving search engines notwith- 
standing, however, certain limitations still confronted library users. The 
data sources served by specific search engines were still a disconnected sea 
of information islands whose contents could not be discovered and 
retrieved by a single search tool. These unique search engines character- 
ized most digital information and data licensed by libraries. Furthermore, 
the extraordinary Web search engines could not see the actual data 
beneath such search engine-driven data sources even when those data 
sources were Web enabled because the Web only provided access to the 
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unique search engines themselves. Indeed, the Web itself became another 
information island (albeit from the standpoint of size, continent might be 
a more accurate metaphor) and compounded the problem for those seek- 
ing information. 
Scholars Portal 
It was with respect to the context outlined above that the concept of 
an SPwas developed. The growing plethora of high-quality E-resources cre- 
ated a clear need for a tool that could, with a single search interface with 
a multitude of unique search engines (including Web engines), discover 
and retrieve relevant information from each, and present a single, merged 
set of results to the researcher. While other desirable features have been 
included in the Association of Research Libraries SP Project, this is its fun- 
damental purpose and the need that drove its conceptualization there and 
elsewhere. The combination of capable platforms, high bandwidth con- 
nectivity, maturing data and metadata formats, and sophisticated hut 
target-limited search engines was sufficient to indicate that such a portal 
was possible and, moreover, suggested where it should fit in the panoply 
of information technology. 
Specifically, an SP would serve as an aggregator of search engine-dri- 
ven data sources. Initially, it would necessarily be limited in scope because 
it would require that interfaces be created (programmed) and kept up-to- 
date for each data source. In their first implementations, therefore, SPswill 
be institution- or agency-specific with a defined set of data sources identi- 
fied as targets to he aggregated. They might be thought of as offering 
second-level search engines in that an SP engine would sit above other 
search engines. In many cases, the nature of license restrictions on data 
sources suggests this approach. Even when local SPs become linked via the 
Web, certain limitations on the retrieval of information may be required 
at each location, based on the number and nature of institution- or agency- 
specific licenses. Nonetheless, by searching across even a limited set of data 
sources, SPs will vastly improve the prospect that digital library users will 
be able to discover and retrieve high-quality information. 
Glimpsing the Future 
As much as they are needed, SPs constitute a poor solution to a com- 
plex problem. They are poor solutions because they represent yet another 
layer of technology necessary to solve problems created by earlier layers of' 
technology and because they must be adjusted each time underlying tech- 
nology changes. Thus, SPs may best be thought of as an interim but nec- 
essary step in the evolution of tomorrow's digital library, a step that will be 
made obsolete upon the eventual emergence and utilization of accepted 
standards for data and metadata along with a new generation of tools for 
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searching. Such standards and new tools could both reduce the number 
of technology layers and increase the ease of information discovery and 
retrieval. 
It should be noted that the perfection of standards and new discovery 
and retrieval tools will not alone alter the impact of economic incentives 
for providers to continue to maintain separate data sources. Only if the 
habits of scholars come to express a preference for standards-based 
sources and tools to the exclusion of separate data sources will the eco- 
nomic incentives be reversed. 
Such standards and tools are only now being developed and will be 
some time in development. Until the Web is supplanted, they will also be 
Web-based technologies. In addition to the continued evolution of the 
standards for data and metadata noted above, an example of a new 
approach is the OpenURL effort (Stern, 2001). This solution would func- 
tion by running data mining processes (so-called “smart agents”) against a 
generic, public syntax (OpenUlU) resource identification system, by uti- 
lizing an identified local “resolver” machine to validate and give the loca- 
tion of items, and by employing extensible metadata syntax to standardize 
and store query data from a variety of metadata formats. While such a sys- 
tem is feasible, as the previous sentence indicates, it is complex and 
requires not only agreement on the OpenURL syntax but the development 
of viable smart agents and “resolver” machines loaded with appropriate 
data. It will also require time. 
Indeed, given the current situation and in spite of our considerable 
technological prowess, no ultimate solution to the fragmentation of data 
sources is likely to be simple or quick in its development. And compared 
to any ultimate solution, scholars portals are much simpler and already 
available in first-generation versions. This indicates that efforts to test 
scholars portals, even if only as interim solutions to the problem, are nec- 
essary andjustifiable. Not onlywill they move us a little closer to the dream 
of a universal, networked digital library, they will also give our users some- 
thing they urgently need today. 
As for the grand vision of the digital library of the future, it will even- 
tually come to pass. In time, “all scholarly and research publications 
(including university, governmental, research, and museum sites) ” will 
indeed “be universally available on the Internet in perpetuity” (Hawkins, 
2000). It may be hard today to believe that such an outcome will be 
achieved, but a scant decade ago it would have been equally hard to 
believe that something called “the Web” would transform not only the 
distribution of knowledge but the habits of the workplace as well. It is 
important, therefore, that we continue to believe in the vision and that 
we continue to articulate it. It is also important that we work to make it a 
reality. 
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NOTES 
1. See “SevenARI,Libraries” (2002) and Quint (2002). 
2. See http://library.qiieensu.ca/lib~iides/da~b~es/scholarspor~.h~;http://anu.edu.au/ 
caul/caul-doc/caul20022~arlin.doc. 
3.  See Halbert (2002). See also Technical Issues ad hoc Committee (2002). 
4. See the substantivc article b y  rhc ARL Portal Project manager M. E.JackSon (2002). See 
also Thomas (2000a). 
.5. See the summary in Fussler (1973, pp. 1-11). 
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Government Information on the Internet 
GREGR. NOTESS 
ABSTRACT 
THEU.S. FEDERAL G O V E R N M E N T  HAS B E E N  A MAJOR P U B L I S H E R  O N  
THE INTERNLT.Its many agencies have used the Internet, and the Web 
most recently, to provide access to a great quantity oftheir information out- 
put. Several agencies such as the Library of Congress and the Government 
Printing Office have taken a leading role in both providing information 
and offering finding aids, while other endeavors such as FirstGov and sub- 
ject gateways offer other avenues of access. A brief look back at the history 
of the government on the Web and the continuing concerns and chal- 
lenges show how the government is not only a major content provider on 
the Internet but also a source for the organization of the content. 
INTRODUCTION: INFORMATIONGOVERNMENT 
DISSEMINATIONA N D  THE INTERNET 
The United States federal government produces a great quantity of 
information and has been one of the largest publishers in the world. 
Throughout the twentieth century the amount of information from the 
federal government has increased enormously. Consider just the number 
of physical volumes published for each of the decennial censuses and how 
with each census until the most recent the number of print volumes has 
grown tremendously. The rest of the government's corpus increased in a 
similar fashion. 
The ideal of the free flow of government information to the people 
grew into the Federal Depository Library Program (FDLP), with libraries 
in every state as a means to achieve that ideal. The FDLP certainly provided 
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unprecedented access to government documents to a significant portion 
of the country's citizens. In the latter part of twentieth century, the Paper- 
work Reduction Act and other legislative and regulatory efforts showed a 
significant concern with the cost to the government of both the printing 
of all of these documents and the expense of disseminating them to so 
many libraries. 
Meanwhile, another government effort, ARPANET from the Ad- 
vanced Research Projects Agency (ARF'A, later known as the Defense 
Advanced Research Projects Agency or DARPA) , was creating the begin- 
nings of the Internet. Cold War fears led the researchers to look into using 
packet switching technology for the network to survive nuclear bombing 
attacks taking out large sections of the network. 
As the Internet developed, the information dissemination capabilities 
of a large network became apparent to those involved in the research. Net- 
work developers used it themselves to communicate with each other, and 
electronic mail became one of the principal means of electronic commu- 
nications. In addition to brief messages, researchers began sharing docu- 
ments and then databases. Basically, the Internet became a way to share 
information. 
The federal government certainly has made great use of the Internet 
for the dissemination and organization of its publications. Since the early 
days of the Internet, government information resources have grown and 
expanded in scope. From the Library of Congress to the Government 
Printing Office and many others, a great quantity of information content 
has been made available online, and a variety of finding aids and search 
engines help provide access. While there remain gaps, concerns, and chal- 
lenges, the government is a major provider of quality, substantial content 
on the Internet. 
LIBRARYOF CONGRESS 
The Library of Congress (LC) has been organizing print resources for 
decades. The Library of Congress Classification System and Subject Head- 
ings are staples of library organization. While they have not brought the 
same level of organization to the Internet, they have certainly contributed 
some major resources. A look back at the brief history of LC on the Inter- 
net provides an example on a large scale of what many other government 
agencies have done. 
Start with the April 30, 1993, announcement from LC. On that date, 
the Library announced its accessibility on the Internet when it made the 
Library of Congress Information System (LOCIS) available via telnet con- 
nections. LC had joined the hundreds of other libraries who freely offer 
their catalogs via the Internet. 
Library catalogs occupy a unique role in the growth of information 
resources on the Internet. Internet availability on college campuses and at 
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government research labs in the 1980s meant that telnet was widely avail- 
able arid that it created new possibilities for information dissemination. 
And recently automated libraries had freely available online databases that 
they were happy to share. Lynch and Preston (1990) note that, by 1989, 
the Colorado Association of Research Libraries (CARL) catalogs and the 
University of California system catalog (MELWL) were available on the 
Internet via the telnet protocol. The number of library catalogs rapidly 
expanded from there so that, by October 16, 1992, Billy Barron (1992) 
offered a listing of 482 Internet-accessible library catalogs. 
But with the 1993 LC launch, the largest government library provided 
not only its catalog but a collection of other important federal informa- 
tion. Notess (1993) describes the various databases that LC made available 
\la telnet, including a database of copyright registrations and another with 
information about federal legislation. This became one of the first free 
sources for information on federal proposed and passed legislation. The 
database was notjust for current bills. It even covered legislation back to 
1973. 
The Library of Congress’ offering of LOCIS, even back in 1993, demon- 
strates several trends and approaches to presenting and organizing gov- 
ernment inforination on the Internet. IK data was available online even 
before LOCIS, but when LC opened up LOCIS to Internet users, it went 
well beyond descriptive agency information or agency-specific databases. 
First of all, consider the I,C catalog itself. Much of the data within the 
LC catalog had long been accessible online. Fee-based bibliographic utili- 
ties such as OCLC, RLIN, and MrLN offered LC cataloging records to sub- 
scribers. And all three utilities were Internet-accessible by 1993. 
More significant for the general Internet user was the Digital Research 
Associates’ (DRA) service, which was often referred to as the “LC catalog.” 
DRA was a library automation vendor, and before the Library of Congress 
itself opened up LOCIS via the Internet, DRA provided telnet access (orig- 
inally at dra.com and still available at lcmarc.dra.com/lcmarc) to the LC- 
MARC bibliographic file and authority file (Rogers, 1992). 
Before 1993 was over, LC moved on from the telnet-based LOCIS 
to using the newer menu-driven gopher technology and introduced 
LC MARVEL (Library of Congress Machine-Assisted Realization of the Vir- 
tual Electronic Library). MARVEL prefigured much of the kind of infor- 
mation content that most government agencies put online even today. It 
included sections for inforination about LC and MARVEL, links to LOCIS, 
press releases, library hours, information on how to obtain an ISBN or 
ISSN, and congressional information (“Library of Congress Goes Online,” 
1993). 
The next year, LC announced plans to digitize some of its collections, 
such as photographs, maps, pamphlets, and speeches. It then planned to 
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make them accessible on the Internet and in particular wanted to promote 
education by making the collections accessible at schools and local 
libraries (DeLoughry, 1994). The great success of the American Memory 
Project (http://memory.loc.gov) grew out of this laudable goal. 
By the beginning of 1995, LC had also announced the launch of its 
new Congressional Web site, THOMAS, at thomas.loc.gov/ (Library of 
Congress, 1995). THOMAS brought the full text of legislation, the House 
calendar, summaries of floor proceedings, and additional resources to the 
growing Web-using public. This move from telnet to gopher to the Web 
was mirrored by many other government agencies. 
LC has come a long way since 1995, and its Web site is a gateway to 
THOMAS, American Memory, the LC Catalog, and much more. Yet this 
brief overview of its early history on the Internet highlights several trends 
seen elsewhere in online government resources including: that informa- 
tion is first put online by a nongovernment agency, the use of new tech- 
nologies to disseminate information, and the digitization of documents. 
PUSHFROM THE OUTSIDE 
Some of the other major government information resources were like- 
wise first made available through the efforts and servers of nongovern- 
mental entities before the government itself made the move. 
The Internet Town Hall, a nongovernmental Internet site, was an 
active proponent of making the Security and Exchange Commission’s 
(SEC) Electronic Data Gathering, Analysis, and Retrieval (EDGAR) filings 
available for free to the public. And while the SEC was busy pushing com- 
panies to file via EDGAR, thus ensuring that the SEC would have the infor- 
mation in electronic format, the Internet Town Hall influenced the SEC 
to then make the filings available to the public (Notess, 1994). Eventually, 
the SEC developed its own system and process, so that it now makes all the 
EDGAR filings available on its Web site. 
Full-text US.  patents are another well-known example. Several other 
nongovernmental companies also offered free access to full-text patents 
and related patent information (Santo, 1995). Two private organizations, 
Micropatent and Source Translation and Optimization, offered some very 
useful free search services with access to patent abstracts and even some 
full-text patents. The Internet Town Hall also offered an experimental 
Internet publication of patent information in 1994. It provided free access 
to the full-text of recent patents. Shortly before their experiment ended 
officially, the Patent and Trademark Office (PTO) finally announced (Sep- 
tember 26,1995) that they would provide patent information on their Web 
site and that it would be available for free to the public. Yet Kaiser (1998) 
reports that the PTO was just announcing that the data would not be avail- 
able until late in 1998 and early in 1999. 
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GOVERNMENT OFFICEPRINTING 
As the LC example showed, government agencies have continued to 
use new technologies to disseminate, organize, and present their infor- 
mation. The Government Printing Office (GPO) went through a similar 
transformation. But it had another factor affecting its changes. 
The rise of the Internet and its incredible transformation in the 1990s 
from a technoIoL7 experiment of limited interest to becoming one of the 
primary means of disseminating information occurred at the same time as 
a growing concern over government expenditures. The timing of the Inter- 
net’s growth coincided with efforts to reduce the expense for the govern- 
ment of printing and disseminating publications and the expense of 
producing them. So the GPO and the Superintendent of Documents had 
great incentive to explore various options for transforming government 
publications into electronically disseminated documents. 
Indeed, GPO has been in the forefront of government agencies in 
effectively using the Internet as a dissemination medium and has made sig- 
nificantly more efforts at proLiding bibliographic control of its output than 
many other government agencies. The recently relaunched GPO Access 
(now at http://www.gpoaccess.gov) has been one of the major sources of 
government information on the Internet for a decade. It also provides sev- 
eral important tools for the organization of online government informa- 
tion from other agencies. 
GPO first began electronic disseniination by sending floppy disks 
and CD-ROMs to depository libraries in the 1980s. However, disks still 
share the same production and expense problems that print sources face. 
Multiple copies of each disk are produced and then sent to the depository 
libraries. Another approach from the 1980s was using an electronic bul- 
letin board (BBS) for dissemination. Data could be produced just once, 
placed online at the BBS, and then users would dial into the BBS via 
modem (and perhaps long-distance charges) to retrieve the data. Yet most 
BBS interfaces were not easy to use and retrieving specific data could get 
quite complex. The long-distance phone charge also discouraged most 
general interest use. 
With the rise in access to the Internet by the public and libraries, GPO 
then moved on to the Internet. Originating from the GPO Access Act, or 
more officially, the Government Printing Office Electronic Information 
Access Enhancement Act of 1993 (Public Law 103-40,107 Stat. 112,June 
8, 1993), GPO created publicly accessible and searchable access to major 
government publications like the ConLqessionalRecord and the FederalReg-
istm As Minahan (1994) notes, GPO had the documents up on the Inter- 
net by the following year. Searchable access relied on Wide Area 
Information Service (WAIS), a sophisticated and free full-text search sys-
tem with relevancy ranking developed by Brewster Kahle (1992) at Think- 
ing Machines Corporation. 
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Although the law allowed a charge for access (except at depository 
libraries), the GPO Access databases soon became freely available to all 
through GPO Access Gateway sites set up by depository libraries (“GPO 
Access,” 1995), and then by December 1995 GPO decided to waive the fees 
for GPO Access (Gordon-Murnane, 1999). 
As of April 2003, GPO Access lists over ninety distinct databases, all 
accessible via the GPO Access site. Of those databases, several are particu- 
larly important in providing some level of bibliographic control over elec- 
tronically published documents. The Catalog of U.S. Government 
Publications (http://www.gpoaccess.gov/cgp),the online successor to the 
venerable print Monthly Catalog of U.S. Government Publications, is a biblio- 
graphic catalog of print and electronic publications created by federal 
agencies from 1994 through the present. 
The records for online documents include links to the online full-text 
publications when possible, but the GPO also provides another database, 
New Electronic Titles (http://www.access.gpo.gov/su-docs/locators/ 
net), that focuses exclusively on Web-accessible federal government pub- 
lications. Organized by month, New Electronic Titles actually does a spe- 
cialized search in the Catalog of U.S. Government Publications for online 
documents. 
The continued cataloging by the GPO of online documents, especially 
those that no longer have a print version, means that there is better 
descriptive and subject information about the documents than there is for 
most Web pages. GPO also decided to use Permanent Uniform Resource 
Locators (PURLs) rather than the more standard URLs. 
The idea of PURLs is certainly worthy. URLs can and do change 
frequently. A document that used to be at http://agency.gov/ 
latestreport.htm1 may soon be moved to http://agency.gov/archive/ 
crypticstringt.htm1. A GPO PURL will look more like purl.access.gpo.gov/ 
GPO/LPS25. The PURL is then redirected to the appropriate URL. The 
permanence is achieved by having a PURL resolver that always has the 
updated UlU.  For libraries, this greatly eases record maintenance work. 
Only the PURL resolver needs to be updated, not every single library that 
has the record in their catalog. 
On the negative side, PURLs do not provide the same level of infor- 
mation that a URL can. For example, the PURL for Prague, NATO, and 
European Security is http://purl.access.gpo.gov/GPO/LPSl2869,which 
redirects to the URL of http://www.carlisle.army.mil/ssi/pubs/1996/ 
prague/prague.pdf. A close look at the URL shows that this is a 1996 pub- 
lication, from an army site, and it is in PDF format, none of which is obvi-
ous from the PURL. In addition, even the PURLs sometimes fail to have a 
functioning URL in the resolver database. At least the full record in the 
Catalog of US.  Government Publications usually includes the URL as well 
as the PURL. 
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GOVERNMENTALSITE ORGANIZATION 
Many agencies went from BBS to gopher to the Web but, once they 
arrived on the Web there was still plenty of development and a concern 
with how best to present and organize the information on their site or sites. 
The US.  federal government had been closely involved with the creation 
of the Internet, so it was natural that the government would also want to 
be a savvy user of the network. As government agencies began to make sys- 
tems available via telnet, FTP, gopher, and eventually and most successfully 
on the Web, there was an obvious organizational structure already in place: 
the structure of the government 
Thus, the typical first move online for a government agency has been 
to set up an agency Web page arranged hierarchicallyjust like the agency. 
In the mid-1990s government departments set up Web pages that were 
often organized to mirror their internal structure. It certainly made sense 
to those within the agency, who knew the structure, but Web designers 
soon realized that it confused most other users. 
Several alternative approaches have developed and, even though some 
Web sites are still primarily organized around the hierarchy of the agency, 
the government now has a wide diversity in the types of Web sites available. 
One of the first approaches was to build a site organized by groups of 
users. The Library of Congress site (http://wv.loc.gov) even has a sec- 
tion like this now, with separate entry points for Researchers, Law 
Researchers, Librarians & Archivists, Teachers, Kids & Families, Publish- 
ers, Persons with Disabilities, Blind Persons, and Newcomers. NASA's site 
(http://wnv.nasa.gov) highlights fcmr target audience groups: Kids, Stu- 
dents, Educators, and Media and Press. 
Another approach that started around 1998 was the construction of 
cross-agency, subject-specific sites. These subject-oriented gateways also had 
keyword-derived domain names rather than agency-related domains. For 
example, Healthfinder at http://www.healthfinder.gov was designed to 
assist consumers in finding government health information on the Internet. 
Recreation.gov offers information from all of the federal land management 
agencies that have recreational use on their lands. The US. Business Advi- 
sor (http://www.business.gov)aims to give businesses a central access point 
to government services, transactions, regulations, and opportunities. 
The FEDSTAT site (http//www.fedstats.gov) follows this approach. It 
tries to provide quick and easy access to the broad range of statistics offered 
by more than one hundred federal agencies. With topic links, statistics by 
geography, and a multi-Web site search function, it offers several access 
points to the statistics. Yet, with the huge number of statistical reports cov- 
ered, it can still be difficult to identify exactly the most pertinent report 
without having some knowledge of the whole universe of government-pro- 
duced statistics. 
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FINDINGGOVERNMENT SOURCESINTERNET 
The problem with the voluminous publications from the government 
and the corresponding voluminous number of Web sites is that, with so 
much information available, it can be quite difficult to know where to find 
an answer to a specific question. Fortunately, there are a number of find- 
ing aids and search tools that can make the task at least somewhat easier. 
Many search and retrieval systems focused on U.S. government infor- 
mation resources have come and gone. In the early era of the Web, direc- 
tories of government Web sites and gopher servers were the best entryways 
into the online government resources because they provided some kind of 
hierarchical agency access. 
The government section of the well-known Yahoo! directory was 
updated relatively frequently in the early years and was fairly comprehen- 
sive. It also included sections at the federal, state, local, and international 
government levels. While useful for finding agencies, it did not work very 
well at finding government information by subject. 
By 1997, the Federal Web Locator from the Villanova Center for Infor- 
mation Law and Policy was one of the most frequently used general direc- 
tories of U.S. federal government agency Web sites. It was arranged by 
agency hierarchies that roughly mirrored the arrangement of the U.S. 
Government Manual. Although it did have a basic keyword search ability, it 
was still primarily a directory by agency rather than by subject. It has 
moved around between various URLs but can now be found at 
h ttp :/ /www.infoc tr.edu/fivl. 
Many other specialized directories have been created to help people 
find government Web sites. Almost all of them relied heavily on hierar- 
chical agency access. At the same time, developments in search engines 
that would index all the words on Web pages and make them searchable 
were being developed and getting increasingly popular. On the govern- 
ment side of things, there were a few specialized search engines just for 
US. federal government sites. 
GovBot, from the Center for Intelligent Information Retrieval (CIIR) 
at the University of Massachusetts, was one early example. GovBot used the 
Inquery software developed at the CIIR to search Web pages in the .gov and 
.mil domains. However, for some searches, general Web search engines 
such as HotBot or AltaVista using a .gov or .mil domain limit could be more 
effective. GovBot lasted for several years but was eventually retired. 
Another interesting search engine solution was launched by Northern 
Light in the spring of 1999. USGOVSEARCH was the result of a partner- 
ship between the Web search engine Northern Light and the Commerce 
Department’s National Technical Information Service (NTIS) . 
As Hane (1999) reports, USGOVSEARCH included over 20,000 U.S. 
government agency and military Web sites with almost 4 million pages, 
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along with the 2 million abstracts from NTIS. Because the initial May 1999 
announcement included access pricing details, the search engine met with 
several protests about the pricing structure. 
Yet, USGOVSEARCH offered some real advantages and features that 
differentiated it from other government-oriented search engines. It 
included the full NTIS abstracts database, which was available nowhere else 
on the Web for free. The advanced search included the subject limits 
derived from a Northern Light-created, government-oriented taxonomy. 
While it only listed the more general upper-level hierarchical terms, the 
more specific subject terms would be found in the folders within search 
results (Notess, 2000). 
Unfortunately, the deal with NTIS eventually ended. The NTIS data-
base was removed. And eventually, as Northern Light itself was bought out 
and then abandoned by Divine, Inc., USGOVSEARCH went the way of 
GovBot. 
Within the government itself, several initiatives were underway to cre- 
ate a central, government-specific portal or search engine. GPO Access was 
one approach, but other agcncies also tried developing their own. NTIS’s 
FedWorld crossed agency boundaries. LC had its own directory. And then 
there was the WebGov initiative. Announced in September 1998,WebGov 
was supposed to be a central government-wide portal and was going to be 
up and running in thirty days. Due in part to fighting between agencies 
and in part to lack of funding, it never got off the ground (Brown, 2000). 
It was not until two years later, in September 2000, that FirstGov rose 
out of the ashes of WebGov as a live, viable site. As O’Leary (2001) 
describes it in an early relieu: the initial version did have its problems and 
inaccuracies but, for the first time, the government had its own portal and 
search engine. Certainly, one major reason for this was that Eric Brewer of 
Inktomi had donated some of the technologc 
FirstGov has become the most prominent government-sponsored, 
central access point for government information. And many other gov- 
ernment sites link back to FirstGov. For a more detailed view of FirstGov, 
see Patricia Diamond Fletcher’s article “Creating the Front Door to Gov- 
ernment” in this issue of Library Trends. 
CONCERNSA N D  CHALLENGES 
One significant concern with the move away from multiple copies of 
print documents at many libraries to one electronic copy on an agency’s 
Web site is that the loss of redundancy can easily lead to the permanent 
loss of the information content. If that one copy is removed, lost in a com-
puter crash, or forgotten in a site upgrade, there is an increased potential 
that all future users will permanently lose access to it. 
In the same vein, if an online copy is changed, due to necessary cor- 
rections or to political leadership changes, there may not be an archived 
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record of the original Web page. Without that, future historians, journal- 
ists, and others may not be able to identify what changes have been made 
and when they were made. Will a new administration in Washington try to 
purge Web pages from a previous administration? So far in the Internet 
age, we have only had the change from the Clinton administration to the 
Bush administration. And already there have been several efforts to 
remove older material. 
Davis (2002) reports on an internal memo in the Department of Edu-
cation that called not only for the department to remove outdated pages 
but also to remove items that might not reflect the current administration’s 
political philosophy. While that process is still ongoing and the eventual 
fate of all the old pages is yet to be determined, this is exactly the kind of 
situation that is likely to become more frequent as the Web ages and as 
administrations change. 
On another front, the Office of Management and Budget (OMB) pro- 
posed major changes to the requirement for government agencies to use 
GPO for printing publications (Procurement of Printing, 2002). Although 
the requirement to send publications to the Depository Library Program 
remains, great concerns have been raised about potential loss of many doc- 
uments. Helfer (2003) argues that the fugitive documents problem will be 
made worse by this weakening of the Federal Depository Library Program 
and GPO. And the requirements in the OMB proposal that the Superin- 
tendent of Documents would bear the costs that have been legislatively 
mandated to be borne by the agencies themselves certainly could exacer- 
bate the problem of fugitive and lost documents. 
The nature of the Web makes it difficult for the government to keep 
many secrets because public information can be posted by almost anyone 
with a Web site. But if the information is never published or posted, that 
risk is averted. And even though most government agencies have moved 
toward putting many of the publications online, there are still other areas 
in which the government is reticent to publish certain documents or has 
actively removed them. 
With the greater concern about terrorism since the September 11, 
2001, attack on the World Trade Center, many government sites have actu- 
ally removed information that was formerly available on the Internet. OMB 
Watch, another nongovernmental organization, has documented many 
such incidents on its Access to Government Information Post September 
1lth pages at http://www.ombwatch.org/article/archive/104/. 
Yet even before September 1lth, the military had expressed concern. 
The Deputy Secretary of Defense (1998) issued a memoranldum calling for 
a department-wide review of information vulnerability on the Web. “All 
DoD components that establish publicly accessible Web sites are responsi- 
ble for ensuring that the information published on those sites does not 
compromise national security or place DoD personnel at risk (p. 1 ) .  
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In another unusual situation completely separate from the Defense 
Department, the Department of the Interior was ordered to disconnect its 
systems from the Internet by a federal judge on December 5, 1999,due to 
IUlnerdbilltieS in Indian trust-fund databases. This meant that many sites 
such as the National Park Service, the Land Management and Reclamation 
Bureau, the Fish and Miildlife Service, the Minerals Management Service, 
and the Surface Mining Office all suddenly had no information or only 
very abbreviated information on their sites (Dizzard, 2002). The various 
agencies slowlywere able to get approval from the court to bring their sites 
back up but, as Lisagor (2002) notes, 6 percent of the department’s sys- 
tems were still disconnected as of November 2002. 
Unfortunately, no private organizations have mirrors of all the infor- 
mation that was on the vanished sites. Any information that was only acces- 
sible via an interactive database search is gone. But some of the more static 
pages have been available from services like the Internet Archive’s Way- 
back Machine (h t tp : / /~~~~, .a rch ive .org)as long as a user knew the appro- 
priate URL. 
CONCI,U s 10N 
There is no doubt that the quantity and quality of government infor- 
mation on the Internet is a substantial resource for many kinds of users, 
from everyday U.S. citizens to advanced researchers of social trends. Gov- 
ernment sites provide detailed data sets, satellite imagery, weather records 
and trends, tax forms, contractor opportunities, hazardous waste disposal 
pamphlets, elementary history lesson plans, consumer guides, proposed 
regulations, laws, court cases, speeches, testimonies, and so much more. 
Compared to so much else on the Web that is of widely varying qual- 
ity and often more concerned with selling something than providing accu- 
rate content, government sites offer a great wealth of information. Despite 
some of the concerns and challenges with documents not being published 
or even removed, there is still a vast quantity of government information 
freely available on the Web that is of great importance for scholars and 
researchers. 
The desktop availability of the data in a wide variety of formats and 
from many different agencies is a boon for researchers who want access to 
data at their time of need rather than waiting for delivery of documents 
many days later. Finding the appropriate material can still be difficult, but 
search engines like FirstGov and directories and subject-oriented gateways 
are a great help. 
Through the efforts of government agencies like the Library of Con- 
gress, the Government Printing Office, and many others, the Internet pub- 
lic is fortunate to have a substantial body of valuable information content 
available at the desktop for free, and at any time of the day from all over 
the world. 
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Creating the Front Door to Government: 
A Case Study of the Firstgov Portal 
PATRICIADIAMONDFLETCHER 
ABSTRACT 
FIKSTC~OVT H F  U.S. F F D E R A L  to government information I S  PORTAL 
and services. It was conceived by the Clinton administration in June of 
2000 and launched in September 2000. A case study of the development 
of Firstgo71indicated that top-level leadership, a small and committed pro- 
ject team, and the very condensed timeframe of the project were factors 
that contributed to the success of the portal. Another reason cited for the 
success of the Firstgou development was the US.  federal information pol- 
icy environment, a robust and evolving framework creating the climate for 
electronic government. An unusual feature of the project development 
was the donation of the Inktomi search engine for three years, an event 
that further enabled Fzrstgou to open its door on time and on budget. The 
portal continues today with funding and resources designed to ensure its 
future. 
INTRODUCTION 
The creation of the FzrstGov federal Web portal represents a dramatic 
new way of doing business for government. The portal itself represents a 
major change in how the government will interact with its customers-cit- 
izens, businesses, and other governments. The longstanding oxymoron, 
“technical innovation in government,” has been challenged with the devel- 
opment of FirstGov. This application, created during the Clinton adminis- 
tration, has paved the way for the e-government strategy of the Bush 
administration. The goal is for FirstGov to serve as the gateway to all US .  
government information. It provides the most comprehensive search of 
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government documents and services anywhere on the Internet. The cre- 
ation of this portal was informed by policy designed to create an electronic 
government. It was forged by a unique partnership between the public and 
private sectors, which enabled it to be up and running in ninety days-a 
major feat for government. The story of this development was captured in 




Policy is a critical tool for framing the operational environment for 
government (Dawes et al., 1999; Fletcher & Westerback, 1999). Policy 
related to information and the management of information resources has 
had a defining influence on the evolution from a paper-based, to a com- 
puter-based, to an electronic government in the United States. When 
viewed from the perspective that the U.S. federal government is the world’s 
largest creator, disseminator, and user of information, the criticality of hav- 
ing a strong policy framework is obvious. Harlan Cleveland (1986) asserted 
that “government is information.” The importance and value of informa- 
tion to government mandates a high level of attention to ensure that it will 
be utilized for the public good. This policy framework serves to highlight 
and unify information issues such as management, planning, privacy, secu- 
rity, access, property rights, and electronic commerce. 
POLICYCREATINGA N  ELECTRONICGOVERNMENT 
The Government Paperwork Elimination Act (GPEA) (P.L. 105-277), 
signed into law October 21, 1998, represented the Clinton administra- 
tion’s intent to move quickly to a federal government that offered com- 
prehensive electronic access and services. GPEA was a major legislative 
endorsement of electronic government. It required the federal executive 
agencies, no later than October 21, 2003, to allow individuals and busi- 
nesses that interact with federal agencies the opportunity to do so elec-
tronically. GPEA more importantly mandated that electronic records 
and their electronic signatures were to have the full force of legal effect 
and validity. It encouraged federal agencies to promote an electronic 
information-management environment more akin to electronic com- 
merce models, including electronic transactions, recordkeeping, filing, 
maintenance, submission, and archiving. This opened up a wide array of 
possible types of electronic information interactions between government 
and the public. The submission of bids and proposals for government 
contracts; applications for licenses, loans, and benefits; requests for gov- 
ernment records; receipt of benefits such as social security; online pro- 
curement; and citizen interaction in legislation are but a few examples of 
the new applications for which GPEA created the policy environment. 
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The high-level management policy environment for electronic gov- 
ernment is set forth in S.803, the E-Government Act of 2001, introduced 
by Senator Joseph Lieberman (D-CT). While it was not successful in 2001, 
an amended version of the act was reintroduced and reported out of com- 
mittee on March 21,2002. With strong congressional support, this bill was 
passed by the Scnate on November 15, 2002, mere hours after the House 
had approved the measure. The amended version of the E-Government 
Act (P.L. 107-30) sets up a broad policy framework for an electronic gov- 
ernment strategy that will enable citizens to access their government infor- 
mation and services electronically, over the Internet. The act recognizes 
the effect the Internet has already had on U S .  society and seeks to avail 
both government and citizens of the benefits already being realized by 
businesses and individual Internet users. The act further includes the cre- 
ation of a federal chief information officer (CIO) housed in the Executive 
Office of Management and Budget (OMB) and the establishment of an 
Office of Electronic Government housed in OMB. The federal chief infor- 
mation officer is to be appointed by the president with the advice and con- 
sent of the Senate. The creation of an Office of Electronic Government is 
to ensure that electronic initiatives are sound investments and, more 
importantly, that these new e-government initiatives are cross-agency in 
nature. This is a serious effort to dismantle the unwieldy “stovepipe” struc- 
ture that is predominant today across government. Cross-agency initiatives 
are seen as reducing the information burden on the public, while making 
access simplified, universal, and not time limited. 
A critical aspect of the act is funding. It appropriates $45 million for 
funding of electronic government initiatives in the current fiscal year 
(Executive Office of the President, 2003). In subsequent years, the Office 
of Electronic Government will have a total of $345 million to be expended 
over five years. This is a needed shot-in-the-arm for electronic government 
development, which had been appropriated a mere $5 million for fiscal 
year 2002. Some of the funds will go to improvements on the FirstGov por-
tal. The development of a subject-based taxonomy for users is a vital com- 
ponent of the changes envisioned for FirstGov. This will move the portal, 
and the federal government, away from the current agency-based locus of 
information. 
There are many other laws that frame the electronic government envi- 
ronment. The development of an information resources management envi- 
ronment has been a slow and deliberate process in federal government, and 
it created the framework for an electronic government to flourish. The 
Commission on Federal Paperwork, created under the Ford administra- 
tion, was the bellwether for the development of many of the follow- 
ing laws related to the electronic management of information. Some of 
the key laws that have enabled an electronic government to evolve are the 
following: 
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The Paperwork Reduction Act of 1995 (44 U.S.C. chapter 35); 
The Clinger-Cohen Act of 1996 (40 U.S.C. 1401(3)); 
The Government Information Security Reform Act of 2000 (P.L. 
106-398): 
The Computer Security Act of 1987, as amended (P.L. 100-235, 15 
U.S.C.); 
The Privacy Act of 1974 (5 U.S.C. 552a); 
The Computer Matching and Privacy Protection Act of 1988 (P.L. 
100-503); and 
The Telecommunications Act of 1996 (P.L. 104-104). 
Another defining policy statement in support of electronic govern- 
ment was set out in the President’s Management Agenda of 2001. The Bush 
administration developed five government-wide goals for its tenure, one of 
which is the expansion of an electronic federal government. Thus, the 
imprimatur for continuing evolution of an electronic government was set. 
A high-level task force was created from an July 18, 2001, memo (OMB- 
01-28) which called for the task force, informally named “quicksilver,” to 
develop the priority strategic actions needed to enable electronic govern- 
ment. The group was in service by August of 2001, and it quickly set out an 
ambitious agenda for electronic government. This agenda was reported to 
the President’s Management Council on October 3,  2001-truly Internet 
speed! The initial electronic government agenda was further refined and 
formalized in the February 2’7, 2002, release of the E-Government Strategy 
(Executive Office of the President, 2002). This strategy created avision that 
is citizen centered, results oriented, and market based in nature. It man- 
dates cross-agency sharing of data to simplify access to government and 
to reduce information resources expenses across government agencies. 
The strategy focuses on four groups of end-users-government-to-citizen, 
government-to-business, government-to-government, and intragovern-
mental-to improve internal efficiency and accountability of federal agen- 
cies. An initial thirty-four projects were singled out for the first round of 
funding, with completion dates scheduled no later than eighteen to twenty- 
four months. All approved projects represented cross-agency applications. 
The haste to get then1 online is a further measure of the importance of elec- 
tronic government to the administration’s overall policy. 
POLICYCREATINGTHE FIRSTGOVPORTAL 
The use of the FirstGov portal as an anchor for these more agency- or 
senice-based applications is a key component of the electronic government 
strategy outlined above. The portal both complements and enables the 
information policy framework of the federal government. Firstgou is seen 
today as a key player in the continued management and development of 
the e-government initiatives. The Clinton administration’s strong support 
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of the use of information technology in government set the stage for the 
eventual adoption of a portal model of Internet use. Clinton, in the instan- 
tiation of the National Performance Review (later renamed the National 
Partnership for Reinventing Government1) created an Internet-enabled 
environment for government early on in his first term of office. Through 
the adoption of increasingly sophisticated information technology, the 
federal government was poised to utilize the lnternet in its daily practice. 
The December 17, 1999, presidential memo on “Electronic Govern- 
ment” was the first policy-level indication that the then Clinton admini- 
stration wanted to create a “one-stop’’ access point for government 
information and services. This commitment was reaffirmed in the first 
presidential Internet address on June 24, 2000. In his address, President 
Clinton stated that a government portal for information and sen.‘ ‘ices was 
to be open for business within ninety days of the Intcrnet address, thus giv- 
ing the policy not only “teeth” but also a major challenge. It was clear that 
Clinton saw F’rstGov as a legacy he wanted to leave the American public 
when he stepped down from office in January of 2001. The above detailed 
laws-coupled with the strong presidential support and direction-cre- 
ated a policy environment that was predisposed to the successful develop- 
ment of a federal information arid service portal. 
THECASESTUDY 
A case study approach to understanding the FzrstGou implementation 
was seen as providing the richest data. This project was the first of its kind 
in the federal government and spanned both public and private sectors in 
a new model of partnership. By approaching FirstGov as a case, we were 
able to investigate six dimensions of a preliminary conceptual model of 
electronic government collaborative developments. The dimensions in- 
cluded in the model are: 
Political, social, economic, and cultural environment; 
Institutional, services sector, and technological environment; 
Characteristics and objectives of public and private partners; 
The collaboration process; 
The collaboration methods; and 
Performance.“ 
The case study interviews were conducted by a team of researchers at 
the University of Maryland, Baltimore County, in the summer of 2001. We 
interviewed the key participants in the development of the portal-both 
public and private sector partners and stakeholders. The enabling policies 
were analyzed, along with any relevant documentation on the project com- 
plied by the FzrstGou team. The testimonies from the House Subcommittee 
on Government Management, Information, and Technology hearing on 
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FirstGov (October 2, 2000) were part of the documentation analyzed for 
the case. The development process for FirstGov received considerable 
attention by the federal information community press as well, and relevant 
articles from magazines such as Federal Computer Week and Government Com-
puter News were scanned on a regular basis for stories about the project. 
Data were coded based on a scheme developed and pretested by the 
research team at the Center for Technology in Government at SUNY 
Albany. 
THECREATIONA N D  IMPLEMENTATIONOF FIRSTGOV 
FirstGouwas launched September 22,2000, with an initial size of 47 mil-
lion US.  federal government Web pages. FirstGov, the only official US .  gov-
ernment Web portal, is described as a single, trusted point-of-service for 
US.  citizens and businesses to gain entry to federal services and informa- 
tion resources. The initial vision for FirstGovwas to be a high-speed, twenty- 
four hours a day, seven days a week, user-friendly entry point to every 
online resource, be it information, data, or service, offered by the federal 
government of the United States. Firstgov was also envisioned as the vehi- 
cle to reduce government bureaucracy substantively, create a more respon- 
sive and customer-focused government, and enable new and more active 
citizen participation in democratic processes. 
FirstGov serves as an example of a unique public-private partnership to 
provide electronic government services and information to the public. This 
project represented an entirely new venture for the US. federal govern- 
ment. It was created to cut across agency and departmental stovepipes and 
to centralize the location for retrieval of government information and ser- 
vices, with government agencies traditionally being averse to either activity. 
While a number of portal-type applications were developed under the 
National Performance Review (e.g., http://www.students.gov, http://www. 
seniors.gov, and http://www.workers.gov) ,FirstGov represented a project on 
a much larger scale, with its scope being the entire federal government. 
To provide ongoing direction to the project, the President’s Manage- 
ment Council(PMC) established a FirstGov.gov Board of Directors, which 
consisted of eight members from the PMC and three members of the 
Federal Chief Information Officers (CIO) Council. The board was 
charged with responsibility for coordinating project issues across the exec- 
utive, legislative, and judicial branches of government. The daily develop- 
ment and management of the portal were turned over to the U.S. General 
Services Administration (GSA), which staffed a FirstGov project team 
to lead the effort. This team, in turn, managed a $4 million, two-year 
contract to create, operate, and maintain the Web site. The GSA was a 
key partner in the development process. It provided the wherewithal, the 
organizational resources, and a good number of the people to work 
on FirstGov. The FirstGov team was created as a collateral model of the 
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organization, one that used the resources of the larger agency but worked 
outside standard operating procedures as needed. Thus, team expertise 
and enthusiasm were not hampered by the red tape of bureaucracy. 
The then CIO at the CSA was credited with being a driving force behind 
the project's success. He tvas referred to as an advocate, a proselytizer, 
and a very visible champion for FirctGov throughout its development and 
irnplemen tation. 
The above-mentioned contract did not cover services such as redesign- 
ing the Web site or changing its hosted location. It also did not cover the 
developnient or use of an electronic search function-a critical aspect of 
this project. That search fiinction was offered free of charge for an initial 
three-year period by the Federal Search Foundation (Fed-Search) . Fed-
Search was the nonprofit corporation developed by Dr. Eric Brewer, 
cofounder and chief scientist for the Inktomi Corporation, to channel the 
donated search engine to ArstGov. In setting Lip this corporation, Dr. 
Brerver also envisioned that it would attract other private sector partners 
who would be eager to donate some technology component or service to 
this innovative and potentially profitable project. A memorandum of 
understanding with the GSA, on behalf of the PMC; and the FirstCov.gov 
Board, and Dr. Brewer cemented this generous donation of a world-class 
search engine. It was believed by members of the project team that this 
donation was one of the key critical elements that enabled the project to 
be completed on time. It is interesting to note here that this same dona- 
tion was the cause of considerable angst in the software industry, which 
feared that, when the three-year donation period was over, Inktomi would 
have an unfair competitive advantage over other potential vendors vying 
for the contract. 
The Federal CIO Council was also a partner in the project. It was used 
as a source of knowledge and expertise on government agencies and infor- 
mation technology. The agency CIOs were also coopted to be change 
agents to convince agency personnel of the necessity of being a part of 
FirstGov and not a protagonist. Thus, the CIOs were able to provide sup- 
port for the cross-agency approach to information presentation and dis- 
semination-a vital characteristic of the FirstGo~iportal. The Federal CIO 
Council also assisted the project by providing some funding for the first- 
year development and maintenance of the portal. They literally passed the 
hat among twenty-two federal agencies to keep the project alive. 
Everyone involved in the development and implementation of First-
Gov expressed a sense of dedication to and belief in what they were doing. 
The sense of importance, high-level commitment, and urgency was trans- 
mitted through all the partners, who pulled together to make the project 
a success. This was not a typical government project, mired in procurement 
and acquisition regulations and constrained by the federal budget, 
although it was noted repeatedly that the small initial budget was a hin- 
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drance to the development team. The ArstGovproject was much more like 
that of a start-up “dot-com” fueled by the energy and engagement of its 
members and their belief in the project’s goals and objectives. 
Another important motivator for the partners was that FirstGov was 
seen as a necessary and important public service. The strong information 
policies of the federal government focused on information creation, dis- 
semination, and records management and archiving. The development of 
a government-wide portal was but one step in the move to an electronic 
government-a government that would facilitate the access and dissemi- 
nation of information. 
CRITICALSUCCESSFACTORSFOR THE PROJECT 
Leadership was from the very top, the president of the United States. 
Clinton was a champion for using information technology to enable bet- 
ter, smarter, faster government services and information dissemination. 
The top-level attention from the Executive Office of the President was one 
of the critical success factors that enabled the portal to be “open for busi- 
ness” in such an unprecedented amount of time-ninety days. The criti- 
cality of such top-level support has long been addressed in the research 
literature (Kraemer & King, 1977; Fletcher et al., 1992; Norris & Kraemer, 
1994; Norris & Kraemer, 1996; Fletcher, Holden, & Norris, 2001). The per- 
vasive impact of this variable and its effect on the success of such a monu- 
mental information technology project was well demonstrated by the 
FirstGov project. 
The management of the project, in the hands of the U.S. General Ser- 
vices Administration, was a facilitating factor in the project’s perceived suc- 
cess. The GSA team members were tirelessly dedicated to the project 
because “they knew it was right.” And many saw the small size of the team 
as a success factor. The size enabled it to be fast and flexible. All of the peo- 
ple interviewed credited the following as well to the successful launch of 
FirstGov: 
The president’s memo of December 17, 1999, on “Electronic Govern- 
ment”; 
The passage of the Government Paperwork Elimination Act in 1998; 
The donation of the Inktomi search engine for a three-year period; 
The small size of the project team; and 
The compressed time frame-ninety days-in which to develop and 
implement FirstGov. 
These factors created the necessary top-level support, the policy frame- 
work, and the sense of commitment and urgency to have a successful pro- 
ject. A general theme heard echoed among the respondents was that 
FirstGov was successful because of personality, commitment, and a good 
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team. While many of the noted critical success factors come as no surprise, 
the fact that the very brief development schedule was seen as positive rep- 
resented something new for the federal government. Unlike most infor- 
mation technology projects in government, where procurement and 
acquisition law often contribute to lengthy, drawn-out, and costly infor- 
mation technolocgy developments, FirstGovwas not subject to many of these 
instances of red tape. The requirement of a ninety-day project develop- 
ment meant that, to he successful, the team had to creatively, while legally, 
procure the necessary technology to launch the portal on time. This cre- 
ated a sense of urgency that spurred the team to exceed their performance 
expectations. 
The critical success Factors sum up the components of the partnership 
and the development actkities well. There was a policy environment in 
place that was conducive to creating an electronic government portal. 
There was presidential support and a committed project team. The dona- 
tion of a search engine significantly cut down the time and expense needed 
to assess and procure or create a search engine with the necessary capabil- 
ities for the portal. This was a very Lisihle, high-impact project, and there 
was considerable scrutiny from stakeholders and from the press. These 
pressures served to motivate the team to work harder and faster than many 
anticipated. Firstgov was launched on time and on budget to visible fanfare. 
ASSESSMENTOF THE PORTAL 
The FirstCov initiative was seen by many as transformational to the con- 
duct of government. It has received numerous awards since the portal went 
live in 2000. It has also been embraced by the Bush administration, with 
Vice President Cheney launching the redesigned portal in February of 
2002. Among the awards it has been given are: 




Pioneer Award, E-Gov 2002,June 2002, and April 2001; 

Industry Advisory Council, E-Gov, and the Federal Chief Information 

Officer Council’s Excellence.Gov Award Finalist, January 2002; 

Government Executive magazine’s 2001 Grace Hopper Government Tech- 

nology Leadership Award, Decembcr 2001; 

2001 Innovations in American Government Award Finalist, August 2001 

and Semifinalist, April 2001; 

Federation of Government Information Processing Council’s Intergov- 

ernmental Solutions Award, June 2001; 

2001-2002 Golden Web Award, May 2001; 

Azimuth Award for supporting federal information technology went to 

Dave Barram, former GSA administrator, and Eric Brewer, for their part 

in FirstGov.gov, March 2001; 
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FOSE and Chief Information Officers Council of Excellence Award, 
March 2001; 
Vice President’s Hammer Award for Reinventing Government, January 
2001. (Awards and recognition of FirstGov, n.d.) 
Today (December 2002), there are more than 51 million Web pages at 
FirstGov from more than 2,000 Web sites, not only from the federal gov- 
ernment but also from the District of Columbia, state governments, and 
the U S .  territories. Pages accessible on FirstGov are, by-and-large, not avail- 
able on other commercial Web sites. The redesigned Web site is arranged 
by three gateways: citizen, business, and government. It is informational 
and transactional, enabling users to conduct business with government via 
the Internet. Transactions are available for citizen-to-government, busi- 
ness-to-government, and government-togovernment processes. You can 
find and apply for governmentjobs, electronically pay an employee’s child 
support obligation, electronically file for patent and trademarks, purchase 
government supplies, apply for federally guaranteed student loans, buy 
stamps, change your address, and a whole host of other activities that used 
to require bricks-and-mortar, paper-and-pencils. This is the twenty-
four-hour access and convenience that was the goal of FirstGov when it 
went online. 
In a study conducted by Stowers (2002), the author noted that the 
design and content of the site were both well thought-out and effective for 
the end user. Stowers described FirstGov as “strongly citizen focused” and 
gave high marks to its portfolio-type user gateways. The portal meets one 
of the most important criteria that users ask for in a government Web site- 
the ability to communicate with elected officials (Matthews, 2002), which 
is in line with Stowers’s assessment above that FirstGov has a strong citizen 
orientation. 
Firstgov has done some of its own soul-searching as well. In a survey 
administered to gauge customer satisfaction (May 2002) first-time users of 
the portal indicated that they were much more likely to revisit FirstGov than 
they had been prior to its February 2002 redesign. This was the most sig- 
nificant finding of the survey. Return users to the portal noted that it was 
easier to find information and that they more often now recommended 
FirstGov to others as a search engine. 
Of course, as with anything done by the government, not all reviews of 
FirstGov have been favorable. The portal has been criticized as not accessi- 
ble to end-users, little more than a table of contents to government, not 
meeting many project deadlines and, most recently and visibly, it has 
received much adverse publicity for awarding the new search engine con- 
tract to a Norwegian company. This award was greeted with dismay and 
outright antagonism, as many felt the search engine for the premier US.  
government Web site should be a US .  company. However, FirstGov has 
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gone ahead with this award arid Fast Search and Transfer will provide the 
search services for the next five years at a projected cost of $1.85 million a 
year (Federal Computer Week, 2002). The selection of the Oslo-based com- 
pany did, however, dispel the fear of many in the software industry that Ink- 
tomi, with its initial donation of the ArstChv search engine, had an unfair 
competitive advantage. While Inktonii bid for the new procurement, it was 
not chosen. 
Probably one of the most cogent comments that can be made about 
FirstGo71at this time is that it is a work in progress, as are all government Web 
sites today. With the completion of the $350,000 site redesign, and the 
$85,000 contract to Userb’orks to test the usability of the site extensively, 
FirstGov appears to be ready to learn from its past. The newly reorganized 
operating structure for the FirstGov staff is another indication that the 
administration is supporting major changes in operating procedures to bet- 
ter offer information and service access through this portal. The General 
Senices Administration has reorganized the FirstGou office into a consoli- 
dated customer-focused unit-the Office of Citizen Services and Commu- 
nications. Fzrslgou is an integral part of this new office, enabling the GSA to 
act as a front door to the services and inforination sought by US.  citizens. 
In support of this focus, the GSA has designated their e-government acthi- 
ties as one of their three 2003 budget themes, thus probiding the needed 
resources. The president’s e-government strate<g, with its recent funding of 
twentyfour new cross-agency initiatives, also lends considerable support to 
the future of FirstCov. The portal is to be a inajor player in the development 
and implementation ofthe e-government strategy. It has also been awarded 
a portion of OMB’s innovative e-government projects fund (Federal Com-
puter Week, 2002), with a focus on e-authentication and content manage- 
ment of the portal. Fzrstgovwill also receive a significant portion of the fiscal 
year 2003 information technology budget, set at $52 billion. 
The recently enacted E-government Act of 2002 also creates a rosy 
future for FirstGou. The act sets aside a fund of $345 million to be admin- 
istered by the GSA over the next four years in support of e-government pro- 
jects. As noted abovc, the oversight of First(;ov is in the GSA, a fortuitous 
location for the e-government portal. Thus, the future for this portal is 
bright. The top-level support for electronic government has carried over 
from the Clinton to the Bush administration. The policy environment sup- 
ports its continued development and maintenance. The American public 
is online and taking advantage of government Web sites. A recent report 
from the Council for Excellence in Government (Hart-Teeter, 2002) indi- 
cated that 76 percent of all Internet users and 51 percent of Americans 
have accessed a government Web site. It also noted that, overall, Americans 
are more positive in their outlook toward electronic government than 
they were in the previous year, and that they had high expectations for gov- 
ernment as it went online. Government Web sites that duplicate the ease 
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and usability of the “dot-coms” are expected, and FirstGov,with its redesign 
and its responses to user surveys, is well aware of this expectation. Further, 
FirstGovhas won numerous awards over the past three years and has strong 
visibility and usage. It is poised to play a critical role in both the imple- 
mentation of the President’s Management Agenda and the electronic govern- 
ment initiatives funded in the 2003 budget of the United States. The 2003 
budget recognizes that the U.S. government will mix its use of Internet and 
physical assets to become a “click and mortar” enterprise. The agencies 
that serve citizens, businesses, internal federal government functions, and 
intergovernmental needs will thus become more accessible, effective, and 
efficient. In adopting a “click and mortar” model, the federal government 
will use the best practices of industry. The Bush administration’s goal is that 
services and information sought by citizens will rarely be more than three 
clicks away from end users. 
CONCLUSION 
A final thought here has to do with the imperative of access to govern- 
ment information. This principle has been the drive behind information 
policy and management in federal government. But it is hindered by the 
perpetual inefficiencies of data redundancy, data duplication, and data 
error that abound in government information systems. The creation of 
FirstGov does not remediate these age-old problems with access to data. It 
does not mean that all government information will reside in one format, 
in one location. Rather, FirstGov makes use of existing federal agency data- 
bases for its content. It is no secret that these agency Web sites are often less 
than optimal (McClure, Sprehe, & Eschenfelder, 2001). Federal agency 
Web site development began with the agencies putting their paper prod- 
ucts online and is only now slowly moving toward a reengineering orienta- 
tion for the online environment. Thus, in many instances, we are receiving 
the electronic version of our paper government rather than seeing gov- 
ernment reengineered for an electronic environment and citizenry. 
There are further complications and complexities when we add into this 
mix the state and local government Web sites. All U.S. state governments 
have Web sites, many of these being all-inclusive gateways to state govern- 
ment. One need only go to North Star, the official home of Minnesota gov- 
ernment (http://www.state.mn.us/) or AccessWashington (http://access. 
wa.gov/) to see innovative and diverse approaches to online information 
access and service delivery. Cities such as New York and Chicago are also 
making use of the portal concept, offering a “mygov.gov” approach for their 
users. In respect to the diffusion curve, the state and local governments 
appear to be in the lead, and FzrstGov can take some lessons learned and best 
practices from these innovative and citizen-centric applications. 
An additional complexity in creating an all-inclusive U.S. govern- 
ment portal is that state and local governments operate under different 
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information-management policies and environments when it comes to pub- 
lic records, privacy, security and infrastructure concerns. There are many 
important questions to be thought through and problems to be resolved as 
we move forward in our electronic world. Access and usability need to be 
kept in the forefront of development goals-maybe not always compatible 
with state and local needs, but essential to the success of FirstGov. Our por-
tal to electronic government has been constructed-what remains to be 
seen is how it will develop into our front door to government. 
NOTES 
1. 	For a inore robust desci-iption and assessment of the information policy environment that 
framed the National Pel-formance Review, see Fletcher & Westerback (1999). 
2. 	 h detailed explanation o f  the model and the major research x-esults can be found at 
http://\i~~~.cefrio.qc.ca/english/activiLes-synip.cfni,from an International Conference 

on Public-Private Partnerships for Improved Government Pel-foi-mance,October “2.5, 

2002, Quebec (;it?, Cknada. 
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The Invisible Web: Uncovering Sources Search 
Engines Can’t See 
CHRIS SHERMAN A N D  GARYPRICE 
ABSTRACT 
THEPAR.4DOX O F  THE INVISIBLEWEBis that it’s easy to understand why 
it exists, but it’s very hard to actually define in concrete, specific terms. In 
a nutshell, the Invisible Web consists of content that’s been excluded from 
general-purpose search engines and Web directories such as Lycos and 
Looksmart-and yes, even Google. There’s nothing inherently “invisible” 
about this content. But since this content is not easily located with the 
information-seeking tools used by most Web users, it’s effectively invisible 
because it’s so difficult to find unless you know exactly where to look. 
In this paper, we define the Invisible Web and delve into the reasons 
search engines can’t “see” its content. We also discuss the four different 
“types” of inhisibility, ranging from the “opaque” Web which is relatively 
accessible to the searcher, to the truly invisible Web, which requires spe- 
cialized finding aids to access effectively. 
The visible Web is easy to define. It’s made up of HTML Web pages 
that the search engines have chosen to include in their indices. It’s no 
more complicated than that. The Invisible Web is much harder to define 
and classify for several reasons. 
First, many Invisible Web sites are made up of straightforward Web 
pages that search engines could easily crawl and add to their indices but do 
not, simply because the engines have decided against including them. This 
is a crucial point-much of the Invisihle Web is hidden becausp search ~nginrs 
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have deliberately chosen to exclude some types of Web content. We’re not talking 
about unsavory “adult” sites or blatant spam sites-quite the contrary! Many 
Invisible Web sites are first-rate content sources. These exceptional 
resources simply cannot be found using general-purpose search engines 
because they have been effectively locked out. 
There are a number of reasons for these exclusionary policies, many 
of which we’ll discuss. But keep in mind that, should the engines change 
their policies in the future, sites that today are part of the Invisible Web will 
suddenlyjoin the mainstream as part of the visible Web. In fact, since the 
publication of our book The Invisible Web: Uncovm‘ng Information Sources 
SearchEngines Can’t See (Medford,NJ: CyberAge Books, 2001,O-910965-51-
X/softbound), most major search engines are now including content that 
was previously hidden-we’ll discuss these developments below. 
Second, it’s relatively easy to classifji some sites as either visible or invis- 
ible based on the technology they employ. Some sites using database tech- 
nology, for example, are genuinely difficult for current generation search 
engines to access and index. These are “true” Invisible Web sites. Other 
sites, however, use a variety of media and file types, some of which are eas- 
ily indexed and others that are incomprehensible to search engine 
crawlers. Web sites that use a mixture of these media and file types aren’t 
easily classified as either visible or invisible. Rather, they make up what we 
call the “opaque” Web. 
Finally, search engines could theoretically index some parts of the 
Invisible Web, but doing so would simply be impractical, either from a cost 
standpoint, or because data on some sites is ephemeral and not worthy of 
indexing-for example, current weather information, moment-by-
moment stock quotes, airline flight arrival times, and so on. However, it’s 
important to note that, even if all Web engines “crawled” everything, an 
unintended consequence could be that, with the vast increase in informa- 
tion to process, finding the right “needle” in a larger “haystack might 
become more difficult. Invisible Web tools offer limiting features for a spe- 
cific data set, potentially increasing precision. General engines don’t have 
these options. So the database will increase but precision could suffer. 
INVISIBLEWEB DEFINED 
The Invisible Web: Text pages, files, or other often high-quality author- 
itative information available via the World Wide Web that general-purpose 
search engines cannot, due to technical limitations, or will not, due to 
deliberate choice, add to their indices of Web pages. Sometimes also 
referred to as the “deep Web” or “dark matter.” 
This definition is deliberately very general, because the general-pur- 
pose search engines are constantly adding features and improvements to 
their services. What may be invisible today may suddenly become visible 
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tomorrow, should the engines decide to add the capability to index things 
that they cannot or will not currently index. 
Let’s examine the two parts of this definition in more detail. First, we’ll 
look at the technical reasons search engines can’t index certain types of 
material on the Web. Then we’ll talk about some of the other nontechni- 
cal but very important factors that influence the policies that guide search 
engine operations. 
At their most basic level, search engines are designed to index Web 
pages. Search engines use programs called crawlers (a.k.a., “spiders” and 
“robots”) to find and retrieve Web pages stored on servers all over the 
world. From a Web server’s standpoint, it doesn’t make any difference if a 
request for a page comes from a person using a Web browser or from an 
automated search engine crawler. In either case, the server returns the 
desired Web page to the computer that requested it. 
Akey difference between a person using a browser and a search engine 
spider is that the person can manually type a URL into the browser win- 
dow and retrieve the page the URL points to. Search engine crawlers lack 
this capability. Instead, they’re forced to rely on links they find on Web 
pages to find other pages. If a Web page has no links pointing to it from 
any other page on the Web, a search engine crawler can’t find it. These 
“disconnected” pages are the most basic part of the Invisible Web. There’s 
nothing preventing a search engine from crawling and indexing discon- 
nected pages-but without links pointing to the pages, there’s simply no 
way for a crawler to discover and fetch them. 
Disconnected pages can easily leave the realm of the invisible and join 
the visible Web in one of two ways. First, if a connected Web page links to 
the disconnected page, a crawler can discover the link and spider the page. 
Second, the page author can request that the page be crawled by submit- 
ting it to “search engine add URL” forms. 
Technical problems begin to come into play when a search engine 
crawler encounters an object or file type that’s not a simple text document. 
Search engines are designed to index text and are highly optimized to per- 
form search and retrieval operations on text. But they don’t do very well 
with nontextual data, at least in the current generation of tools. 
Some engines, like AltaVista and Google, can do limited searching for 
certain kinds of nontext files, including images, audio, or video files. But 
the way they process requests for this type of material are reminiscent of 
early Archie searches, typically limited to  a filename or the minimal alter- 
native (ALT) text that’s sometimes used by page authors in the HTML 
image tag. Text surrounding an image, sound, or video file can give addi- 
tional clues about what the file contains. But keyword searching with 
images and sounds is a far cry from simply telling the search engine to “find 
me a picture that looks like Picasso’s ‘Guernica”’ or “let me hum a few bars 
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of this song and you tell me what it is.” Pages that consist primarily of 
images, audio, or video, with little or no text, make up another type of 
Invisible Web content. While the pages may actually be included in a 
search engine index, they provide few textual clues as to their content, 
making it highly unlikely they will ever garner high relevance scores. 
Researchers are working to overcome these limitations. Google, for 
example, has experimented with optical character recognition processes 
for extracting text from photographs and graphic images, in its experi- 
mental Google Catalogs project (Google Catalogs, n.d.). While not particu- 
larly useful to serious searchers, Google Catalogs illustrates one possibility 
for enhancing the capability of crawlers to find Invisible Web content. 
Another company, Singingfish (owned by Thompson) indexes audio 
streaming media and makes use of metadata embedded in the files to 
enhance the search experience (Singmg$sh, n.d.). ShadowTV performs 
near real-time indexing of television audio and video, converting spoken 
audio to text to make it searchable (Shadow TV n.d.). 
While search engines have limited capabilities to index pages that are 
primarily made up of images, audio, and video, they have serious problems 
with other types of nontext material. Most of the major general-purpose 
search engines simply cannot handle certain types of formats. When our 
book was first written, PDF and Microsoft Office format documents were 
among those not indexed by search engines. Google pioneered the index- 
ing of PDF and Office documents, and this type of search capability is 
widely available today. 
However, a number of other file formats are still largely ignored by 




Executables (programs), and 
Compressed files (.zip, .tar, etc.). 
The problem with indexing these files is that they aren’t made up of 
HTML text. Technically, most of the formats in the list above can be indexed. 
AlltheWeb.com, for example, recently began indexing the text portions of 
Flash files, and Google can follow links embedded within Flash files. 
The primary reason search engines choose not to index certain file 
types is a business judgment. For one thing, there’s much less user demand 
for these types of files than for HTML text files. These formats are also 
“harder” to index, requiring more computing resources. For example, a sin- 
gle PDF file might consist of hundreds or even thousands of pages, so even 
those engines that do index PDF files typically ignore parts of a document 
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that exceed lOOK bytes or so. Indexing non-HTML text file formats tends 
to be costly. In other words, the major Web engines are not in business to 
meet every need of information professionals and researchers. 
Pages consisting largely of these “difficult” file types currently make up 
a relatively small part of the Invisible Web. However, we’re seeing a rapid 
expansion in the use of many of these file types, particularly for some kinds 
of high-quality, authoritative information. For example, to comply with 
federal paperwork reduction legislation, many U.S. government agencies 
are moving to put all of their official documents on the Web in PDF for- 
mat. Most scholarly papers are posted to the Web in Postscript or corn- 
pressed Postscript format. For the searcher, Invisible Web content made 
up of these file types poses a serious problem. We discuss a partial solution 
to this problem later in this article. 
The biggest technical hurdle search engines face lies in accessing 
information stored in databases. This is a huge problem, because there are 
thousands-perhaps millions-of databases containing high-quality infor- 
mation that are accessible via the Web. Web content creators favor data- 
bases because they offer flexible, easily maintained development 
environments. And increasingly, content-rich databases from universities, 
libraries, associations, businesses, and government agencies are being 
made available online, using Web interfaces as front-ends to what were 
once closed, proprietary information systems. 
Databases pose a problem for search engines because every database is 
unique in both the design of its data structures and its search and retrieval 
tools and capabilities. Unlike simple HTML files, which search engine 
crawlers can simply fetch and index, content stored in databases is trickier 
to access, for a number of reasons that we’ll describe in detail below. 
Search engine crawlers generally have no difficulty finding the inter- 
face or gateway pages to databases because these are typically pages made 
up of input fields and other controls. These pages are formattedwith HTML 
and look like any other Web page that uses interactive forms. Behind the 
scenes, however, are the knobs, dials, and switches that provide access to 
the actual contents of the database, which are literally incomprehensible 
to a search engine crawler. 
Although these interfaces provide powerful tools for a human 
searcher, they act as roadblocks for a search engine spider. Essentially, 
when an indexing spider comes across a database, it’s as if it has run smack 
into the entrance of a massive library with securely bolted doors. A crawler 
can locate and index the library’s address, but because the crawler cannot 
penetrate the gateway it can’t tell you anything about the books, maga- 
zines, or other documents it contains. 
These Web-accessible databases make up the lion’s share of the Invis- 
ible Web. They are accessible via the Web but may or may not actually be 
on the Web. To search a database you must use the powerful search and 
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retrieval tools offered by the database itself. The advantage to this direct 
approach is that you can use search tools that were specifically designed to 
retrieve the best results from the database. The disadvantage is that you 
need to find the database in the first place, a task the search engines may 
or may not be able to help you with. 
There are several different kinds of databases used for Web content, 
and it’s important to distinguish between them. Just because Web content 
is stored in a database doesn’t automatically make it part of the Invisible 
Web. Indeed, some Web sites use databases not so much for their sophis- 
ticated query tools, but rather because database architecture is more 
robust and makes it easier to maintain a site than if it were simply a col- 
lection of HTML pages. 
One type of database is designed to deliver tailored content to indi- 
vidual users. Examples include MyYahoo!, Personal Excite, Quicken.com’s 
personal portfolios, and so on. These sites use databases that generate “on 
the fly” HTML pages customized for a specific user. Since this content is 
tailored for each user there’s little need to index it in a general-purpose 
search engine. 
A second type of database is designed to deliver streaming or real-time 
data-stock quotes, weather information, airline flight amval information, 
and so on. This information isn’t necessarily customized, but it is stored in a 
database due to the huge, rapidly changing quantities of information 
involved. Technically, much of this kind of data is indexable because the infor- 
mation is retrieved from the database and published in a consistent, straight 
HTML file format. But because it changes so frequently, and has value for 
such a limited duration (other than to scholars or archivists), there’s no point 
in indexing it. It’s also problematic for crawlers to keep up with this kind of 
information. Even the fastest crawlers revisit most sites monthly or even less 
frequently (other than news crawlers, which are designed to track rapidly 
changing news sites). Staying current with real-time information would con- 
sume so many resources it is effectively impossible for a crawler. 
The third type of Web-accessible database is optimized for the data it 
contains, with specialized query tools designed to retrieve the information 
using the fastest or most effective means possible. These are often “rela- 
tional” databases that allow sophisticated querying to find data that are 
“related based on criteria specified by the user. The only way of accessing 
content in these types of databases is by directly interacting with the data- 
base. It is this content that forms the core of the Invisible Web. 
Let’s take a closer look at these elements of the Invisible Web and 
demonstrate exactly why search engines can’t or won’t index them. 
WHY SEARCHENGINESCAN’T SEE THE INVISIBLEWEB 
Text-more specifically hypMext-is the fundamental medium of 
the Web. The primary function of search engines is to help users locate 
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hypertext documents of interest. Search engines are highly tuned and opti- 
mized to deal with text pages and, even more specifically, text pages that 
have been encoded with the HyperText Markup Language (HTML). As 
the Web evolves and additional media become commonplace, search 
engines will undoubtedly offer new ways of searching for this information. 
But for now, the core function of most Web search engines is to help users 
locate text documents. 
HTML documents are simple. Each page has two parts: a “head” and 
a “body” which are clearly separated in the source code of an HTML page. 
The head portion contains a title, which is displayed (logically enough) in 
the title bar at the very top of a browser’s window. The head portion may 
also contain some additional metadata describing the document, which 
can be used by a search engine to help classify the document. For the most 
part, other than the title, the head of a document contains information 
and data that helps the Web browser display the page but is irrelevant to a 
search engine. The body portion contains the actual document itself. This 
is the meat that the search engine wants to digest. 
The simplicity of this format makes it easy for search engines to 
retrieve HTML documents, index every word on every page, and store 
them in huge databases that can be searched on demand. Problems arise 
when content doesn’t conform to this simple Web page model. To under- 
stand why, it’s helpful to consider the process of crawling and the factors 
that influence whether a page either can or will be successfully crawled and 
indexed. 
The first thing a crawler attempts to determine is whether access to 
pages on a server it is attempting to crawl is restricted. Webmasters can use 
three methods to prevent a search engine from indexing a page. Two 
methods use blocking techniques specified in the Robots Exclusion Protocol 
that most crawlers voluntarily honor and one creates a technical roadblock 
that cannot be circumvented (Robots Exclusion Protocol, n.d.). 
The Robots Exclusion Protocol is a set of rules that enable a Webmas- 
ter to specify which parts of a server are open to search engine crawlers, 
and which parts are off-limits. The Webmaster simply creates a list of files 
or directories that should not be crawled or indexed and saves this list on 
the server in a file named robots.txt. This optional file, stored by conven- 
tion at the top level of a Web site, is nothing more than a polite request to 
the crawler to keep out, but most major search engines respect the proto- 
col and will not index files specified in robots.txt. 
The second means of preventing a page from being indexed works in 
the same way as the robots.txt file, but it is page-specific. Webmasters can 
prevent a page from being crawled by including a “noindex” metatag 
instruction in the “head” portion of the document. Either robots.txt or the 
noindex metatag can be used to block crawlers. The only difference 
between the two is that the noindex metatag is page specific, while the 
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robots.txt file can be used to prevent indexing of individual pages, groups 
of files, or even entire Web sites. 
Password protecting a page is the third means of preventing it from 
being crawled and indexed by a search engine. This technique is much 
stronger than the first two since it uses a technical barrier rather than avol- 
untary standard. 
Why would a Webmaster block crawlers from a page using the Robots 
Exclusion Protocol rather than simply password protecting the pages? Pass- 
word protected pages can be accessed only by the select few users that know 
the password. Pages excluded from engines using the Robots Exclusion 
Protocol, on the other hand, can be accessed by anyone e x c q t  a search 
engine crawler. The most common reason Webmasters block content from 
indexing is that a page changes far more frequently than the engines can 
keep up with. 
Pages using any of the three methods described above are part of the 
Invisible Web. In many cases, they contain no technical roadblocks that 
prevent crawlers from spidering and indexing the page. They are part of 
the Invisible Web because the Webmaster has opted to keep them out of 
the search engines. 
Once a crawler has determined whether it is permitted access to a 
page, the next step is to attempt to fetch it and hand it off to the search 
engine’s indexer component. This crucial step determines to a large 
degree whether a page is visible or invisible. Let’s examine some variations 
crawlers encounter as they discover pages on the Web, using the same logic 
they do to determine whether a page is indexable or not. 
Case 1 
The crawler encounters a page that is straightforward HTML text, pos- 
sibly including basic Web graphics. This is the most common type of Web 
page. It is visible and can be indexed, assuming the crawler can discover it. 
Case 2 
The crawler encounters a page made up of HTML, but it’s a form, con- 
sisting of text fields, check boxes, or other components requiring user 
input. It might be a sign-in page, requiring a user name and password. It 
might be a form requiring the selection of one or more options. The form 
itself, since it’s made up ofsimple HTML, can be fetched and indexed. But 
the content behind the form (what the user sees after clicking the submit 
button) may be invisible to a search engine. There are two possibilities 
here: 
The form is used simply to select user preferences. Other pages on the 
site consist of straightforward HTML that can be crawled and indexed 
(presuming there are links from other pages elsewhere on the Web 
290 LIBRARY T R E N D S / F A I . I ,  2003 
pointing to the pages). In this case, the form and the content behind it 
are visible and can be included in a search engine index. Quite often, 
sites like this are specialized search sites for specific types of content. A 
good example is Hoover’s Business Profiles, which provides a form to 
search for a company, but presents company profiles in straightforward 
HTML that can be indexed (Hoouer’sOnline, n.d.). 
The form is used to collect user-specified information that will generate 
dynamic pages when the information is submitted. In this case, 
although the form is visible, the content “behind” it is imisible. Since 
the onlyway to access the content is by using the form, how can a crawler, 
which is simply designed to request and fetch pages, possibly know what 
to enter into the form? Since forms can literally have infinite variations, 
if they function to access dynamic content they are essentially road- 
blocks for crawlers. A good example of this type of Invisible Web site is 
the World Bank Group Economics of Tobacco Control Country Data 
Keport Database, which allows you to select any country and choose a 
wide range of reports for that country (Economics qf Ilbbncco-CountryData 
Report, n.d.). It’s interesting to note here that this database is just one 
part of a much larger site, the bulk of which is fully visible. So even if the 
search engines do a comprehensive job of indexing the visible part of 
the site, this valuable information still remains hidden to all but those 
searchers who visit the site and discover the database on their own. 
In the future, forms will pose less of a challenge to search engines. Sev- 
eral projects are underway aimed at creating more intelligent crawlers that 
can fill out forms and retrieve information. One approach uses prepro- 
grammed “brokers” designed to interact with the forms of specific data- 
bases. Other approaches combine brute force with artificial intelligence to 
“guess” what to enter into forms, allowing the crawler to “punch through” 
the form and retrieve information. It’s not a trivial problem: In a conver- 
sation with Google’s Chief Technology Officer, Craig Silverstein, he esti- 
mated that it may take as long as fifty years before Google has the capability 
to index all Invisible Web content. And even if general-purpose search 
engines do acquire the ability to crawl content in dalabases, it’s likely that 
the native search tools provided by each database will remain the best way 
to interact with most databases. 
Case 3 
The crawler encounters a dynamically generated page assembled and 
displayed on demand. The telltale sign of a dynamically generated page is 
the “?” symbol appearing in its URL. Technically, these pages are part of 
the visible Web. Crawlers can fetch any page that can be displayed in a Web 
browser, regardless of whether it’s a static page stored on a server or gen- 
erated dynamically. A good example of this type of Invisible Web site is 
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Compaq’s experimental SpeechBot search engine, which indexes audio 
and video content using speech recognition and converts the streaming 
media files to viewable text (SfeechBot, n.d.). Somewhat ironically, one 
could make a good argument that most search engine result pages are them-
selves Invisible Web content, since they generate dynamic pages on the fly 
in response to user search terms. 
Dynamically generated pages pose a challenge for crawlers. Dynamic 
pages are created by a scmpt, a computer program that selects from various 
options to assemble a customized page. Until the script is actually run, a 
crawler has no way of knowing what it will actually do. The script should 
simply assemble a customized Web page. Unfortunately, unethical Web- 
masters have created scripts to generate literally millions of similar but not 
quite identical pages in an effort to “spamdex” the search engine with 
bogus pages. Sloppy programming can also result in a script that puts a spi- 
der into an endless loop, repeatedly retrieving the same page. 
These “spider traps” can be a real drag on the engines, so most have 
simply made the decision not to crawl or index URLs that generate 
dynamic content. They’re “apartheid” pages on the Web-separate but 
equal, making up a big portion of the “opaque” Web that potentially can 
be indexed but is not. Inktomi’s FAQ about its crawler, named “Slurp,” 
offers this explanation: 
Slurp now has the ability to crawl dynamic links or dynamically gener- 
ated documents. It will not, however, crawl them by default. There are 
a number of good reasons for this. A couple of reasons are that dynam- 
ically generated documents can make up infinite URL spaces, and that 
dynamically generated links and documents can be different for every 
retrieval so there is no use in indexing them. (Slurp, n.d.) 
As crawler technology improves, it’s likely that one type of dynamically 
generated content will increasingly be crawled and indexed. This is content 
that essentially consists of static pages that are stored in databases for pro- 
duction efficiency reasons. As search engines learn which sites providing 
dynamically generated content can be trusted not to subject crawlers to spi- 
der traps, content from these sites will begm to appear in search engine 
indices. It’s important to note that even as search engines learn which con- 
tent is acceptable, they still may not index everything, as evidenced by this 
statement from Google’s Webmaster tips page: “We are able to index 
dynamically generated pages. However, because our web crawler can easily 
overwhelm and crash sites serving dynamic content, we limit the amount of 
dynamic pages we index” (GoogleInformation for Webmasters, n.d.). 
Another development that has reduced the barriers for dynamic con- 
tent is the increasing adoption of paid inclusion programs by the major 
search engines. These programs are designed to allow Webmasters to spec- 
ify specific pages for crawling and guaranteed indexing, in exchange for 
an annual fee. The search engines give no preferential treatment to these 
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pages beyond guaranteed indexing, and spam rules still apply. Any pages 
that violate search engine spam policies, whether crawled or submitted via 
paid exclusion, are subject to removal from the index. Paid inclusion is a 
means for search engines to trust dynamic content, on the theory that 
nobody would willingly pay just to have their content removed anyway. 
CQSP4 
The crawler encounters an HTML page with nothing to index. There 
are thousands, if not millions, of pages that have a basic HTML framework, 
but which contain only Flash; images in the .gif, jpeg, or other Web graph- 
ics format; streaming media; or other nontext content in the body of the 
page. These types of pages are truly parts of the Invisible Web because 
there’s nothing for the search engine to index. Specialized multimedia 
search engines are able to recognize some of these nontext file types and 
index minimal information about them, such as file name and size, but 
these are far from keyword searchable solutions. 
Case 5 
The crawler encounters a site offering dynamic, real-time data. There 
are a wide variety of sites providing this kind of information, ranging from 
real-time stock quotes to airline flight arrival information. These sites are 
also part of the Invisible Web, because these data streams are, from a prac- 
tical standpoint, unindexable. While it’s technically possible to index many 
kinds of real-time data streams, the value would only be for historical pur- 
poses, and the enormous amount of data captured would quickly strain a 
search engine’s storage capacity, so it’s a futile exercise. A good example 
of this type of Invisible Web site is Cheap Ticket’s FlightTracker, which pro- 
vides real-time flight arrival information taken directly from the cockpit o f  
in-flight airplanes (FZzghtTracker,n.d.) . 
Case 6 
The crawler encounters a PDF or Postscript file. PDF and Postscript 
are text formats that preserve the look of a document and display it iden- 
tically regardless of the type of computer used to view it. While many search 
engines index PDF files, most do not index the full text of the documents. 
Google stops indexing after 120KB;Alltheweb stops indexing after 110KB. 
An experimental search engine called ResearchIndex, created by com- 
puter scientists at the NEC Research Institute, not only indexes the full text 
of PDF and Postscript files, it also takes advantage ofthe unique features 
that commonly appear in documents using the format to improve search 
results (Citeseer, n.d.). For example, academic papers typically cite other 
documents and include lists of references to related material. In addition 
to indexing the full text of documents, ResearchIndex also creates a cita-
tion index that makes it easy to locate related documents. It also appears 
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that citation searching has little overlap with keyword searching, so com-
bining the two can greatly enhance the relevance of results. 
Case 7 
The crawler encounters a database offering a Web interface. There are 
tens of thousands of databases containing extremely valuable information 
available via the Web. But search engines cannot index the material in 
them. Although we present this as a unique case, Web-accessible databases 
are essentially a combination of cases 2 and 3. Databases generate Web 
pages dynamically, responding to commands issued through an HTML 
form. Though the interface to the database is an HTML form, the data- 
base itself may have been created before the development of HTML, and 
its legacy system is incompatible with protocols used by the engines, or they 
may require registration to access the data. Finally, they may be proprietary, 
accessible only to select users, or users who have paid a fee for access. 
Ironically, the original HTTP specification developed by Web inventor 
Tim Berners-Lee included a feature called format negotiation that allowed 
a client to say what kinds of data it could handle and allow a server to return 
data in any acceptable format. Berners-Lee’s vision encompassed the infor- 
mation in the Invisible Web, but this vision, at least from a search engine 
standpoint, has largely been unrealized. 
These technical limitations give you an idea of the problems encoun- 
tered by search engines when they attempt to crawl Web pages and com- 
pile indices. There are other, nontechnical reasons why information isn’t 
included in search engines. We look at those next. 
FOURTYPESOF INVISIBLE 
Technical reasons aside, there are other reasons that some kinds of 
material that can be accessed either on or via the Internet are not included 
in search engines. There are really four “types” of invisible Web content. 
We make these distinctions not so much to make hard and fast distinctions 
between the types, but rather to help illustrate the amorphous boundary 
of the Invisible Web that makes defining it in concrete terms so difficult. 
The four types of invisible are: 
The “Opaque” Web, 
The Private Web, 
The Proprietary Web, and 
The Truly Invisible Web. 
THE“ O P A Q U E ”  WEB 
The “Opaque” Web consists of files that can be, but are not, included 
in search engine indices. The Opaque Web is quite large and presents a 
unique challenge to a searcher. Whereas the deep content in many truly 
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Invisible Web sites is accessible if you know how to find it, material on the 
Opaque Web is often much harder to find. 
The biggest part of the Opaque Web consists of files that the search 
engines can crawl and index, but simply do not. There are a variety of rea- 
sons for this; let’s look at them. 
Depth of Crawl 
Crawling a Web site is a resource-intensive operation. It costs money 
for a search engine to crawl and index every page on a site. In the past, 
most engines would merely sample a few pages from a site rather than per- 
forming a “deep crawl” that indexed every page, reasoning that a sample 
provided a “good enough” representation of a site that would satisfy the 
needs of most searchers. Limiting the depth of crawl also reduced the cost 
of indexing a particular Web site. 
In general, search engines don’t reveal how they set the depth of crawl 
for Web sites. Increasingly, there is a trend to crawl more deeply, to index 
as many pages as possible. As the cost of crawling and indexing goes down, 
and the size of search engine indices continues to be a competitive issue, 
the depth of crawl issue is becoming less of a concern for searchers. 
Nonetheless, simply because one, fifty, or five thousand pages from a site 
are crawled and made searchable, there is no guarantee that every page 
from a site will be crawled and indexed. This problem gets little attention 
and is one of the top reasons why useful material may be all but invisible 
to those who only use general-purpose search tools to find Web materials. 
Frequency of Crawl 
The Web is in a constant state of dynamic flux. New pages are added 
constantly, and existing pages are moved or taken off the Web. Even the 
most powerful crawlers typically visit only about 10 million pages per day, 
a fraction of the entire number of pages on the Web. This means that each 
search engine must decide how best to deploy its crawlers, creating a sched- 
ule that determines how frequently a particular page or site is visited. 
Web Search researchers Steve Lawrence and Lee Giles, writing in the 
July 8, 1999, issue of Nature, state that “indexing of new or modified pages 
by just one of the major search engines can take months” (Lawrence and 
Giles, 1999). While the situation appears to have improved since their 
study, most engines only completely “refresh” their indices monthly or 
even less frequently. 
It’s not enough for a search engine to simply visit a page once and then 
assume it’s still available thereafter. Crawlers must periodically return to a 
page to not only verify its existence, but also to download the freshest copy 
of the page and perhaps fetch new pages that have been added to a site. 
According to one study, it appears that the half-life of a Web page is some- 
SHERMAN AND PRICE/THE INVISIBLE WEB 295 
what less than two years and the half-life of a Web site is somewhat more 
than two years. Put differently, this means that if a crawler returned to a 
site spidered two years ago it would contain the same number of URLs, but 
only half of the original pages would still exist, having been replaced by 
new ones (“Graph Structure in the Web,” n.d.; “Altavista, Compaq, and 
IBM,” n.d.). 
New sites are the most susceptible to oversight by search engines 
because relatively few other sites on the Web will have linked to them com- 
pared to more established sites. Until search engines index these new sites, 
they remain part of the Invisible Web. 
Muximum Number of ViewableResults 
It’s quite common for a search engine to report a very large number of 
results, sometimes into the millions of documents. However, most engines 
also restrict the total number of results they will display for a query, typically 
between 200 and 1,000 documents. For queries that return a huge number 
of results, this means that the majority of pages the search engine has deter- 
mined might be relevant are inaccessible, since the result list is arbitrarily 
truncated. Those pages that don’t make the cut are effectively invisible. 
Good searchers are aware of this problem and will take steps to cir- 
cumvent it by using a more precise search strategy and the advanced fil- 
tering and limiting controls offered by many engines. However, for many 
inexperienced searchers this limit on the total number of viewable hits can 
be a problem. What happens if the answer you need is available (with a 
more carefully crafted search) but cannot be viewed using your current 
search terms? 
Disconnected UTES 
For a search engine crawler to access a page, one of two things must 
take place. Either the Web page author uses the search engine’s “Submit 
URL” feature to request that the crawler visit and index the page, or the 
crawler discovers the page on its own by finding a link to the page on some 
other page. Web pages that aren’t submitted directly to the search engines, 
and that don’t have links pointing to them from other Web pages, are 
called “disconnected URLs and cannot be spidered or indexed simply 
because the crawler has no way to find them. 
Quite often, these pages present no technical barrier for a search 
engine. But the authors of disconnected pages are clearly unaware of the 
requirements for having their pages indexed. A May 2000 study by IBM, 
AltaVista, and Compaq discovered that the total number of disconnected 
URLs makes up about 20 percent of the potentially indexable Web, so this 
isn’t an insignificant problem (“Graph Structure in the Web,” n.d.; 
“Altavista, Compaq, and IBM,” n.d.). 
296 L I B R A R Y  T R E N D S / F A L L  Z O O 3  
In summary, the Opaque Web is large, but is not impenetrable. Deter- 
mined searchers can often find material on the Opaque Web, and search 
engines are constantly improving their methods for locating and indexing 
Opaque Web material. 
The three other types of invisible are more problematic, as we’ll see. 
THEPRIVATEWEB 
The Private Web consists of technically indexable Web pages that have 
deliberately been excluded from inclusion in search engines. There are 
three ways Webmasters can exclude a page from a search engine: 
Password protect the page. A search engine spider cannot go past the 
form that requires a username and password; 
Use the robots.txt file to disallow a search spider from accessing the 
page;

Use the “noindex” metatag to prevent the spider from reading past the 

head portion of the page and indexing the body. 

For the most part, the Private Web is oflittle concern to most searchers. 
Private Web pages simply use the public Web as an efficient delivery and 
access medium, but in general are not intended for use beyond the peo- 
ple who have permission to access the pages. 
There are other types of pages that have restricted access that may be 
of interest to searchers, yet they typically aren’t included in search engine 
indices. These pages are part of the “Proprietary” Web, which we describe 
next. 
THEPROPRIETARYWEB 
Search engines cannot for the most part access pages on the Propri- 
etary Web, because these pages are only accessible to people who have 
agreed to special terms in exchange for viewing the content. Proprietary 
pages may simply be content that’s only accessible to users willing to reg- 
ister to view them. Registration in many cases is free, but a search crawler 
clearly cannot satisfy the requirements of even the simplest registration 
process. 
Other types of proprietary content are available only for a fee, whether 
on a per-page basis or via some sort of subscription mechanism. Examples 
of proprietary fee-based Web sites include Hoover’s and the Wall Street 
Journal Interactive Edition. 
Proprietary Web services are not the same as traditional online infor- 
mation providers, such as Dialog, Lexis-Nexis, and Dow Jones. These ser- 
vices offer Web access to proprietary information but use legacy database 
systems that existed long before the Web came into being. While the con- 
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tent offered by these services is exceptional, they are not considered to be 
Web or Internet providers. 
THETRULYI N V I S I B L EWEB 
Some Web sites or pages are truly invisible, meaning that there are 
technical reasons that search engines can’t spider or index the material 
they have to offer. A definition ofwhat constitutes a truly invisible resource 
must necessarily be somewhat fluid, since the engines are constantly 
improving and adapting their methods to embrace new types of content. 
But at the time of writing truly invisible content consisted of several types 
of resources. 
The simplest, and least likely to remain invisible over time, are Web 
pages that use file formats that current generation Web crawlers aren’t pro- 
grammed to handle. These file formats include PDF, postscript, Flash, 
Shockwave, executables (programs), and compressed files. There are two 
reasons search engines do not currently index these types of files. First, the 
files have little or no textual context, so it’s difficult to categorize them, or 
compare them for relevance to other text documents. The addition of 
metadata to the HTML container carrying the file could solve this prob- 
lem-but it would nonetheless be the metadata description that got 
indexed rather than the contents of the file itself. 
The second reason certain types of files don’t appear in search indices 
is simply because the search engines have chosen to omit them. They 
can be indexed, but aren’t. You can see a great example of this in action 
with the Research Index engine, which retrieves and indexes PDF, Post- 
script, and even compressed files in real time, creating a searchable data- 
base that’s specific to your query. AltaVista’s Search Engine product for 
creating local site search services is capable of indexing more than 250 
file formats, but the flagship public search engine includes only a few of 
these formats. It’s typically lack of willingness, not an ability issue with file 
formats. 
More problematic are dynamically generated Web pages. Again, in 
some cases, it’s not a technical problem but rather unwillingness on the 
part of the engines to index this type of content. This occurs specifically 
when a noninteractive script is used to generate a page. These are static 
pages, and generate static HTML that the engine could spider. The prob- 
lem is that unscrupulous use of scripts can also lead crawlers into “spider 
traps” where the spider is literally trapped within a huge site of thousands, 
if not millions, of pages designed solely to spam the search engine. This is 
a major problem for the engines, so they’ve simply opted not to index 
URLs that contain script commands. 
Finally, information stored in relational databases, which cannot be 
extracted without a specific query to the database, is truly invisible. 
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Crawlers aren’t programmed to understand either the database structure, 
or the command language used to extract information. 
CONCLUSION 
The Invisible Web is a vast portion of cyberspace, and offers invaluable 
resources that should not be overlooked by serious searchers. Although 
search engine technology continues to improve, the Invisible Web is 
largely an intractable problem that will be with us for some time to come. 
Although it’s a vast and useful resource, it’s important not to get bogged 
down in the semantics. An information professional should treat these 
types of resources like traditional reference tools. Learn what’s available 
and have them ready to go. The best way for searchers to access the Invis- 
ible Web is to build and bookmark a personal collection ofresources, treat- 
ing them as a personal “reference library,” and using them when needed, 
rather than relying on search engines that in many cases simply cannot 
access the content residing on the Invisible Web. 
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Web Search: Emerging Patterns 
AMANDASPINK 
ABSTRACT 
THISARTICLE E X A M I N E S  the public searching of the Web and provides 
an overview of recent research exploring what we know about how people 
search the Web. The article reports selected findings from studies con- 
ducted from 1997to 2002 using large-scale Web user data provided by com- 
mercial Web companies, including Excite, AskJeeves, and AlltheWeb.com. 
We examined what topics people search for on the Web; how people search 
the Web using keywords in queries during search sessions; and the differ- 
ent types of searches conducted for multimedia, medical, e-commerce, 
sex, etc., information. Key findings include changes and differences 
in search topics over time, including a shift from entertainment to 
e-commerce searching by largely North American users. Findings show lit- 
tle change in current patterns of Web searching by many users from short 
queries and sessions. Alternatively, we see more complex searching behav- 
iors by some users, including successive and multitasking searches. 
INTRODUCTION 
People are spending increasing amounts of time working with elec- 
tronic information. Web searching services such as Alta Vista and Google 
are now everyday tools for information seeking. 
The research that explores such issues as the organization of the Web 
or Web searching trends is becoming more important for users and Web 
search engines alike. There are many overlapping and related levels of 
a user’s context that are relevant to Web research, including the informa- 
tion environment/social level, organizational level, information-seeking 
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level, human-computer interaction level, and query level. In order to 
better understand how to organize the Web, we also need to understand 
more about how people interact with and use the Web at these different 
levels. 
For many users, Web interactions are often frustrating and con-
strained. A growing body of large-scale quantitative or qualitative studies is 
exploring these issues, including the effectiveness and limitations of 
Web search engines (Lawrence & Giles, 1998) and how users search the 
Web (Silverstein et al., 1999; Wolframn et al., 2001). One outgrowth ofWeb 
research is better support for human information behaviors and the devel- 
opment of a new generation of Web tools, such as Web meta-search 
engines, to help users persist in electronic information seeking and help 
people resolve their information problems. 
This article reports selected results from a large-scale and ongoing 
series of studies of searching behavior on commercial Web search engines 
by a diverse range of users. The research reported in this article is focused 
at the human-computer interaction and query level of Web user behavior. 
Selected results are reported from studies of Web query data from Excite, 
AlltheWeb.com, and Ask Jeeves. The researchers were not able to obtain 
data from the major Web company Google, but further analysis is being 
conducted on Web query data from Alta Vista. The goal of these studies is 
to track trends in the public searching of the Web and explore how the 
public searches the Web (Spink, Wolfram,Jansen, & Saracevic, 2001). 
WEB QUERYDATASETS 
The analysis was conducted on various large sets of Web query data 
provided by various Web companies from 1997 to 2001. All users were 
anonymous and could not be identified in any way. But we could identify 
each user’s sequence of queries. 
Each transaction record contained three fields. With these three 
fields, researchers were able to locate a user’s initial query and recreate the 
chronological series of actions by each user in a session: 
Time of Day: measured in hours, minutes, and seconds; 
1JserIdentiJication: an anonymous user code assigned by the Web server; 
Query Terms: exactly as entered by the given user. 
We focused on three levels of data analysis-sessions, queries, and temns. 
This large-scale study provides insights into Web searching with implica- 
tions for developing better search engines and services. 
WEB SEARCHPATTERNS 
Selected findings, summarized below, provide interesting insights into 
current patterns of public Web searching, including how7 people structure 
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their Web searches, what they search for, and search behavior in special 
topic areas. 
Web Queries 
How long are general Web queries? The mean length of Excite queries 
increased steadily from 1.5 words in 1996 to 2.6 in 1999, and the mean 
number of terms in unique queries was 2.4. The mean query length for 
U.S./U.K. users in 1996 was 1.5 and mean query length for European users 
in 1997 was 1.5-in 1999 U.S./U.K. users mean query length was 2.6, and 
for European users it was 1.9. English language queries increased in length 
more quickly than European language queries. Jansen, Spink, and Sarace- 
vic (2000) report that Web queries were short and most users did not enter 
many queries per search. The mean number of queries per user was 2.8 
in 1997. 
However, a sizable percentage of users did go on to either modify their 
original query or view subsequent results. On average, a query contained 
2.21 terms in 1997. About one in three queries had one term only, two in 
three had one or two terms, and four in five had one, two, or three terms. 
Fewer than 4 percent of the queries were comprised of more than six 
terms. Spink, Jansen, Wolfram, and Saracevic (2002) reported the mean 
terms per query had increased slightly to 2.6 by 2001. Overall, general Web 
queries are still short. 
Use of Boolean Operators 
How frequently are Boolean operators used during Web searching? 
The use of Boolean operators (AND, OR, NOT, t,-) increased from 22 per-
cent of queries in 1997 to 28 percent of queries in 1999. From the 1996-99 
data set, approximately 8 percent of searches included proximity searching. 
Jansen, Spink, and Saracevic (2000) found that Boolean operators were sel- 
dom used. One in eighteen users used any Boolean capabilities and, of the 
users employing them, every second user made a mistake, as defined by 
Excite rules. The ‘t’and ‘-’ modifiers that specify the mandatory presence 
or absence of a term were used more than Boolean operators. About one 
in twelve users employed them. About one in eleven queries incorporated 
a ‘t’or ‘-’ modifier. But a majority of these uses were mistakes (about two 
out of three). Spink, Jansen, Wolfram, and Saracevic (2002) reported that 
by 2001 some 10 percent of Web searches contained Boolean operators. 
Overall, we see that Boolean search is still in limited use. 
Web Query Reformulation 
Do Web search engine users reformulate their queries? Spink, Jansen, 
and Ozmultu (2000) found that most users searched one query only and 
did not follow with successive queries. The average session, ignoring iden- 
tical queries, included 1.6 queries. About two in three users submitted a 
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single query, and six in seven did not go beyond two queries. Spink, Jansen, 
Wolfram, and Saracevic (2002) reported that in 2001 some 44 percent of 
users modified their queries with 25 percent of users entering three or 
more queries. Overall, most users still enter only one or two queries and 
conduct little query reformulation. 
Question and &guest Format Web Queries 
Do users enter queries in question or request format? Spink and 
Ozmutlu (2002) report that only 50 percent of AskJeeves users entered 
queries in question format. Most questions began with the words “Where 
do I find . . . ?” Some 25 percent of users phrased their queries as requests, 
most commonly “Get me information. . . .” Overall, most general Web 
queries are in query rather than question format. 
Search %ms: Distribution 
What is the distribution of search terms? Jansen, Spink, and Saracevic 
(2000) report the distribution of the frequency of use of terms in queries 
as highly skewed. A few terms were used repeatedly and many terms were 
used only once. On the top of the list, the sixty-three subject terms that had 
a frequency of appearance of 100 or more represented only one-third of 1 
percent of all terms, but they accounted for about one of every ten terms 
used in all queries. Terms that appeared only once amounted to half of the 
unique terms. By 2001, 615 terms were not repeated in the dataset, as 
reported by Spink, Jansen, Wolfram, and Saracevic (2002). Overall, Web 
searching involves a small percentage of high-frequency terms and many 
low-frequency terms. 
Use of Releuance Feedback 
How frequently are relevance feedback commands used? Analysis of 
Web searches shows that, when available, relevance feedback is rarely used. 
About one in twenty queries used the feature “More Like This.” Spink, 
Jansen, and Ozmultu (2000) found that one-third of Excite users went 
beyond the single query, with a smaller group using either query modifi- 
cation or relevance feedback or viewing more than the first page of results. 
They exaniined the occurrence of each query type (unique, modified, rel- 
evance feedback, view a results page, etc.) in a large sample of user ses- 
sions. The distribution of query type changes as the length of the user 
session increases. For the user sessions of two and three queries, the rele- 
vance feedback query is dominant. As the length of the sessions increase, 
the occurrences of relevance feedback as a percentage of all query types 
decreases. Some 63 percent of relevance feedback sessions could be con- 
strued as being successful. If the partially successful user sessions are 
included, then more than 80 percent of the relevance feedback sessions 
provided some measure of success. 
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Viewing Results 
How many pages of ten hits do users view? This is a very interesting 
question for users and Web industry people alike. From 1996 to 1999, for 
more than 70 percent of the time, a user only viewed the top ten results. 
On average, users viewed 2.35 pages of results (where one page equals ten 
hits). Over half the users did not access results beyond the first page. 
Jansen, Spink, and Saracevic (2000) found that more than three in four 
users did not go beyond viewing two pages.By 2001, only roughly one-third 
of users looked beyond the second page of Web sites retrieved (Spink, 
Jansen, Wolfram, 8c Saracevic, 2002). 
WEBSEARCHTOPICS 
Users search the Web on an infinite variety of topics. The next section 
focuses on what we know about how users search on particular topics such 
as sex, e-commerce, and medical information. Spink, Jansen, Wolfram, and 
Saracevic (2002) report a shift in Web search topics from entertainment 
and sex in 1997 to commerce, travel, employment, economy, people, 
places, and things in 2001. Search topics have shifted from entertainment 
to e-commerce as the content of the Web has shifted more toward business. 
Sexually Related Searching 
Jansen, Spink, and Saracevic (2000) found searching about sex on 
Excite represents only a small proportion of all searches. When the top fre- 
quency terms are classified as to subject, the top category is “Sexual.”As to 
the frequency of appearance, about one in every four terms in the list of 
sixty-three highest used terms can be classified as sexual in nature. But 
while sexual terms are high as a category, they still represent a very small 
proportion of all terms. Many other subjects are searched and the diversity 
of subjects searched is very high. 
Spink, Ozmultu, and Lorence (in press) found that sexually related 
searches were longer than general searches and involved viewing more 
pages of Web sites. Overall, sexual Web searchers are more persistent and 
likely to be seeking images. 
Medical and Health-related Web Searching 
Medical and health-related information is proliferating on the Web. 
Spink, Yang, Nykanen, Lorence, Ozmutlu, and Ozmutlu (in press) found 
that a small percentage of Web searching is medical or health-related. The 
top five categories of medical or health advice sought were general health, 
weight issues, reproductive health and puberty, pregnancy/obstetrics, and 
human relationships. Trends show that medical and health queries have 
declined as a proportion of Web queries as the use of specialized med- 
ical/health Web sites and e-commerce-related queries has increased, but 
e-commerce-related searching has increased substantially. 
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E-Cornmure Searching 
E-commerce queries are increasing on the Web (Spink & Guner, 
2001). Web queries are a primary means for translating people’s business 
product, service, and information needs for e-commerce. Spink and 
Guner (2001) found that business queries often include more search terms 
than other types of queries, are less modified, lead to fewer Web pages 
viewed, and include less advanced search features. Company or product 
name queries were the most common form of business. The most common 
business-related query submitted to AskJeeves was “Where can I buy. . . ” 
or the request “I want to buy. . . ” Spink, Jansen, Wolfram, and Saracevic 
(2002) found that by 2001 the largest category ofWeb searcheswere e-com- 
merce related. 
Multinzedin Searrhing 
Goodrum and Spink (2001) conducted a specific analysis of image 
queries 1.vithin the 1.2 million queries. Provisions for image searching by 
Web search engines are important for users. Users seeking images input 
relatively few terms to specifj their image information needs on the Web. 
Users seeking images interact iteratively during the course of a single ses- 
sion but input relatively few queries overall. Most image ternis are used 
infrequently with the top term occurring in less than 9 percent of queries. 
Jansen, Spink, and Saracevic (2000) found that many terms were 
unique in the large data sets, with over half of the terms used only once. 
Terms indicating sexual or adult content materials appear frequently in 
image queries. They represented a quarter of the most frequently occur- 
ring terms but were a small percentage of the total terms. Overall, multi- 
media searching is shifting as the content of the Web changes (Jansen, 
Goodrum, & Spink, 2000; Ozmutlu, Spink, & Ozmutlu, 2002). 
LONGITUDINAL PATTERNSSEARCH 
Despite the generally short nature of user Web queries and search ses- 
sions, recent studies are also showing that some users are engaging in more 
complex Web search interactions. 
Surressive Searching 
How many Web searches do users conduct on a particular topic? 
Spink, Bateman, and Jansen (1999) conducted an interactive survey of 
over three hundred Excite users and found that many had conducted two 
searches or three or more related searches using the Excite search engine 
over time when seeking information on a particular topic. Successive 
searches often involved a refinement or extension of the previous searches 
as new databases were searched and search terms changed as the Excite 
users’ understanding and evaluation of results evolved over time from one 
successive search to the next. 
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Multitasking Search 
How many topics are users searching for? Spink, Ozmutlu, and 
Ozmutlu (2002) found that many Web searches involved users seeking 
information on two or more topics concurrently. Overall, we see some 
users moving toward more complex searches that involve multiple related 
interactions and multiple topics. 
DISCUSSION 
The research we conducted over the last five years shows some inter- 
esting patterns and trends in general Web searching. In summary, most 
Web queries are short, without much modification, and simple in struc- 
ture. Few queries incorporate advanced search techniques and, when they 
are used, many mistakes result. However, advanced search features are 
slowly growing in use. Many people retrieve a large number of Web sites, 
but view few results pages and tend not to browse beyond the first or sec- 
ond results pages. Overall, a small number of terms are used with high fre- 
quency and many terms are used once. Web queries are very rich in subject 
diversity, and some are unique. The subject distribution of Web queries 
does not seem to map to the distribution of Web sites’ subject content. 
Some users are engaging in more longitudinal Web searching practices 
during their information-seeking processes that are not well supported by 
Web search technologies. We can see that Web searching is growing as a 
huge public challenge, but it is an imprecise and challenging skill. 
Insights into Web searching trends and patterns have implications for 
the organization of the Web. A key problem for Web organization is that 
people in general do not really understand how Web search engines work 
or the structure of the Web. The Web is a creature of interaction, yet many 
Web interactions are subject to limitations due to a lack of information and 
training by users. In general, Web search engines do not explain the Web 
to users and do not tell users that their search engines only cover a limited 
number of Web sites. Web culture is based on a “quick and dirty” approach 
to searching, rather than an exploratory, interactive approach. Web orga- 
nizational issues and search issues are related. The success of users’ search 
interactions depends on the intersection of more effective search tech- 
niques and self-user training. 
CONCLUSIONA N D  FURTHER RESEARCH 
Our ongoing study of Web searching is examining a number of large- 
scale Web query transaction logs. These studies, using large-scale log data, 
are showing some interesting trends and patterns in general Web search- 
ing and helping to answer some interesting questions about Web search- 
ing. Due to the nature of the data, the research cannot address the results 
of users’ queries or assess the performance of different search engines. 
However, the findings do provide a snapshot for comparison of public Web 
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searching that can help improve Web search engines and services. Further 
research is currently being conducted, using query data from Alta Vista, to 
explore Web search including the similarities and/or differences between 
North American and European users. Ongoing Web user behavior 
research is further identifying trends and impacting the development of 
new types of user training, interfaces and software agents, and new orga- 
nizational schenias to aid users in better Web searching. 
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Copyright Law and Organizing the Internet 
REBECCAP. BUTLER 
ABSTRACT 
UNITEDSTATESINTELLECTUAL LAW, specifically that cov- PROPERTY 
ering copyright, has important implications for American libraries. This 
article considers the following: fair use and the Internet; current and 
prospective law and electronic media, especially concerning interlibrary 
loan and online reserves; publishers and users; and the impact that copy- 
right law has on the role of the library and the issue of free access. 
1N T  RO DU C TI 0 N 
Did you know that every e-mail you write, every Web page you create, 
anything that you generate in a tangible form is automatically copyrighted 
by United States law-whether you officially register it with the U.S. Copy-
right Office or not (Bruwelheide, 1995, p. 7)? Because the readers of 
Libruy Trendstend to be those of us associated with libraries, probably, yes, 
you do know this. Yet copyright law, especially that associated with elec- 
tronic communications, continues to be a quagmire from which it is diffi-
cult to extract oneself, one’s employment environment (library), or one’s 
patrons. 
Copyright is a serious matter that carries implications for organizing 
the Internet from both the viewpoints of the owners and publishers of a 
work to the work’s users. This article will discuss several strands within the 
dilemma of the Internet and copyright: the law, including fair use; public 
domain; the Digital Millennium Copyright Act; the Technology, Educa- 
tion, and Copyright Harmonization Act; the Sonny Bono Extension Act; 
owners and users of copyrighted works and how the library and its role with 
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respect to access comes into play; what we as librarians can do to make 
intellectual property a “smoother sell” to those with whom we work; and 
other intellectual property issues that may impact our interpretations 
of copyright law. Indeed, copyright law and organizing the Internet is a 
conundrum. 
CURRENTLAW 
Below is a discussion of some important areas (for those of us in 
libraries) of the current copyright law, along with examples.’ 
Please note that, in reference to this article, all examples will include 
some use of the Internet. 
Fair Use 
Those who work with and/or study copyright are well aware of the 
vagueness within the law. It is never more clear/unclear than when deter- 
mining how much one can reproduce from a copyrighted work before 
being considered in violation of copyright law. Section 107 of the 1976 
Copyright Act states that the amount of material we borrow from a copy-
righted work depends on four factors: 
Purpose and character of use, 
Nature of the work, 
Part being copied, and 
Work’smarketability.* 
These four fair use factors must all be in place for a portion of an item 
to be considered to fall under fair use restrictions. 
The first of the four fair use factors, purpose and character of use, cov- 
ers what the borrower wants to do with the copied material. “Copying for 
nonprofit, educational, or personal reasons leans in favor of fair use . . .” 
(Butler, 2001, p. 35).Thus, if you are an academic librarian, sending a per-
sonal e-mail with a paragraph from Statistical Methodsfor the Social and 
Behavioral Sciences (Marascuilo & Serlin, 1988) to a group of interested sta- 
tistics students, you should be all set with factor one! 
The second fair use factor, nature of the work, deals with the charac- 
teristics of the work one wishes to copy; in other words, “whether the work 
is fact or fiction, published or unpublished” (Butler, 2001, p. 35). Nonfic-
tion and published media is most likely to fit this second factor. Thus, the 
academic librarian above is still in compliance, since Statistical Methods is 
nonfiction and was published in the 1980s. 
The part of the work being copied, the third fair use factor, is a little 
more subject to debate. While the less amount one copies, the better, this 
factor is measured both quantitatively and qualitatively. Generally speak- 
ing, quantity is based on how much needs to be copied to achieve the objec- 
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tive and how much such an amount is in comparison to the total of the 
original. In addition, there is the issue of quality. Here the “heart” of the 
work comes into play. The heart of a work can vary from a tiny slice of an 
item to a huge portion. Therefore, if one sentence is the “heart” of Statis-
tical Methods, copying it can be in violation (Butler, 2001, p. 35). Luckily for 
our academic librarian above, this does not seem to be the case with this 
particular copying example. 
The fourth fair use factor is concerned with the marketability of the 
work, should copying of it occur. Chances are that e-mailing a group of col- 
lege statistics students a paragraph out of Statistical Methods will not affect 
the sales of this book negatively, so here again our academic librarian is 
probably safe. 
Remember, if you are not sure if you are in copyright law compliance 
when borrowing, it is still best to contact the owner of the work for per- 
mi~s ion .~  
Sonny Bono Copyright Term Extension Act (CTEA) 
In an effort to maintain consistency between the United States and the 
other members of the Berne C~nvent ion,~ in 1998 Congress passed the 
Sonny Bono Copyright Term Extension Act (CTEA). So named because 
Congressman Bono was working on this at the time of his death, CTEA 
extends the duration of copyright in the United States retroactively from 
the life of the author plus fifty years to the life of the author plus seventy 
years and, in the case of works for hire and those under a corporate own- 
ership, from seventy-five to ninety-five years or one hundred twenty years 
(whichever comes first) (Hoffman, 2001; Wikipedia, 2003b). This act was 
challenged as unconstitutional (Eldred v. Ashcroft) and brought before the 
Supreme Court in 2002. In January 2003, the Supreme Court found it con- 
stitutional (Wikipedia, 2003a). For libraries providing information via the 
Internet, CTEA means that we will have to get copyright clearance for 
much of what our patrons request for a longer period of time. 
Public Domain 
If all materials created were in the public domain, there would be no 
need for copyright law and litigation. Public domain determines that the 
owner of a copyrighted work has given up that ownership to the general 
public to use in any way that it pleases. Thus, someone creating a Web page 
can access a public domain electronic clip art Web site; borrow a graphic; 
place this on another Web page; modify the object in size, or color, or by 
adding or subtracting characteristics, whatever-all without worrying 
about obtaining permission to borrow or create a derivative work.5 
Media in the public domain does not need to state that it is so. How-
ever, without that statement, interpreting whether or not an item is in the 
public domain is a somewhat complicated activity. General interpretation 
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is that content is in the public domain if itwas published before 1923. Addi- 
tionally, any work created afterJanuary 1, 1978, will be in copyright until 
seventy years after the death of the last author or one hundred twenty years 
from the date of creation (in the case ofworks-for-hire) (Gasaway, 2001; 
Prqject Gutenberg, 2002). For the years in between, things can get a little 
complicated. For example, works published between 1964 and 1977, if they 
have a copyright notice, have a twenty-eight-year copyright term with an 
automatic extension of sixty-seven more years. An informative table, enti- 
tled “When Works Pass into the Public Domain,” by Lolly Gasaway is avail- 
able at http://www.unc. edu/-uriclung/public-d.htm.It explains the 
various rules of public domain in regard to the year an item was published. 
For those librarians concerned with electronic interlibrary loan and 
online reserves, public domain can be a wonderful thing. There is then no 
need to search for owners of works, ask for permissions, etc. 
IXptnl Mzllmnium Copjright Act (DMCA) 
According to Gretchen McCord Hoffman in Copyright in Cyberspace: 
Questions and Answers for Librarians (2001), the Digital Millennium Copy- 
right Act (DMCA) has far-reaching effects on copyright law, in a number 
of areas ranging from electronic communications to international copy- 
right law, to exemptions for library reproductions, to anticircumvention 
technologies, to  distance education, among others. For example, the 
DMCA can provide protection for libraries that are online service 
providers (OSP) in the instance of copyright violations, if the library/ 
provider registers an agent and develops policies for notification and ter- 
mination of the service use should copyright violations be discovered 
(Hoffman, 2001). 
For those of’us concerned with libraries and the Internet, the DMCA 
is difficult to summarize, and several articles could be written in this area 
alone. It is possible that this law may end up influencing libraries in such 
arenas as “services, research, website development, distance education, 
and Internet access” (Crews, 2000, p. 116). For the purposes of this par- 
ticular article, the points below illustrate some of the ways that the DMCA 
may affect those of us in libraries in terms of the Internet. 
Given the WIPO Copyright Treaties section of the DMCA, 
‘‘ [C]opyright owners [can] impose technological controls and other 
restrictions on the use of their works, and . . . constrain the use of mate- 
rials for research and teaching in a manner more restrictive than may 
be established under existing copyright law” (Crews, 2000, p. 117). 
Thus, the owner of a copyrighted Web page could attach charges or 
restrictions to the use of his/her work by a library, even if the library’s 
use was under fair use. 
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“[Tlhe restrictions [in the first point above] may not apply to particu- 
lar classes of works and to particular persons, if the restrictions would 
‘adversely affect’ the ability to make ‘noninfringing uses’ of those works, 
as determined by the U S .  Copyright Office”; 
0 Libraries may circumvent protections if they are evaluating a work for 
prospective purchase; 
0 Every three years, the Librarian of Congress will “conduct proceedings 
to examine and review the effect of the restrictions on the availability 
and use of copyrighted works, especially for education and libraries”; 
0 Reverse engineering and encryption research of software may take 
place in libraries (Crews, 2000, p. 117). 
Under the Online Service Provider Liability section of the DMCA, 
libraries (if they are an OSP): 
May not be held liable for copyright infringement committed by those 
using their online services; 
0 Must remove or disable access to infringing media; 
Must adopt a policy terminating the service of those users who do not 
abide by copyright law; 
Need to designate an agent to deal with copyright infringements 
(Crews, 2000, p. 118). 
Because there is so much in the DMCA that can influence libraries in 
terms of the Internet, whether it is as an online service provider, use of 
interlibrary loan, distance education, etc., it is best to study the DMCA to 
determine where it effects your specific library setting and how.6 
Technology, Education, and Copyright Harmonization (TEACH) Act 
While the TEACH Act only indirectly affects most libraries, it is 
mentioned here due to its currency as one of the newest of our copyright 
laws. In effect, the TEACH Act gives institutional users (faculty, staff, and 
students) more rights to use and borrow materials for use in distance 
education than those previously provided under the 7 976 copyright law. 
The TEACH Act, which became law in the later part of 2002, provides 
for fair use portions of a variety of instructional works in a distance 
education setting, if the providing institution follows a number of rules. 
These rules include that the institution is educational, nonprofit and 
accredited; works copied are lawfully obtained; materials are required for 
instruction, etc. Prior to its passage, remote classrooms, such as those con- 
nected through online education, television, and other means, had very 
few rights in comparison to face-to-face classrooms. The TEACH Act does 
not provide for “digital delivery of supplemental reading materials” 
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(Harper, 2002). Thus, in libraries, we will still need to abide by the fair use 
guidelines. 
UCITA 
In early 2003, the American Bar Association rejected the Uniform 
Computer Information Transaction Act (UCITA, 2003). While this is good 
news for libraries nationwide, the fact that UCITA is actually contract law 
means that every state has the option ofwhether to pass it or not. Currently, 
only two states, Maryland and Virginia, have passed UCITA. UCITA is a 
controversial and confusing law for those of us in libraries and for our 
patrons. It  is a threat to the fair use doctrine as it applies to electronic 
media in that it validates both shrink and click-wrap licenses and replaces 
copyright law with contract law, thus allowing users to “click away their fair 
use rights” (Hoffman, 2001, p. 55; Kunze, 2000). In simple terms, the pas- 
sage of UCITA in a particular state could mean that a library which owns 
a book arid computer software purchased as a package might find itself 
being able to lend out the book but not the corresponding software. This 
could affect not only regular library circulation but also interlibrary loan: 
‘‘.its consequence would be to preempt copyright law with un-negotiated 
contract law, that is, to replace user rights under the copyright law, such as 
fair use, with agreements to give up those rights that users never have the 
opportunity to negotiate” (Hoffman, 2001, p. 147). 
Othpr 
Currently in the House arid Senate a variety of federal copyright 
legislation is waiting for discussion, support, passage into law, etc. While 
these ach represent possible Future legislation, we only look in this article to 
copyright law as it currently stands. However, be aware of new legislation as 
it occurs by keeping current in professional print journals; online sources, 
such as those provided by the ALAWeb site; and professional organizations. 
OWNERSA N D  USERS:LIBRARIESA N D  INTERNETACCESS 
InterlibraryLoan (KIA)  
Because no library is able to have everything that its patrons will need 
at every point in time, interlibrary loan (ILI,) is necessary. In the past this 
involved either copying print material or sending the original and mailing 
these items lo the receiving library through snail mail. In the world of elec- 
tronic communications, ILL can be much quicker (just scan and send the 
item electronically) and much more difficult (how do the sending and 
receiving libraries work within copyright guidelines, since electronic copy- 
ing and sending may mean a minimum of four extra copies being available 
at one time) ?’ 
[The use of a fax or scanner to transmit copyrighted material is resolved 
if the library only uses these tools as transmission devices] (Martin, 2003). 
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Section 108 of the U.S. Copyright Law works with ILL within certain 
lender and borrower limits. For example, a lending library may send only 
one copy of one article from a specific journal or periodical issue. (Patrons 
who wish for a copy of more than one article from a specific journal should 
purchase the journal issue, subscribe to the journal, or pay a copyright 
fee.) Additionally, the Commission on New Technological Uses of Copy- 
righted Works (CONTU) Interlibrary Loan Guidelines state that a patron 
may borrow up to five copies of articles (but no more) from a specific jour- 
nal within a given year. Therefore, whether the transmission is electronic 
or print, there is a limit to how much may be borrowed. In addition, the 
borrowing library must certify that its requests fit within the CONTU 
guidelines and must retain records to that effect for at least three years. It 
is also possible for ILL to occur through the use of URLs to access posted 
articles or databases for which a library has a license (Besenjak, 1997,pp. 
156-157; Martin, 2003). 
Online Reserves 
Electronic reserves are often viewed with unease by those working in 
academic, special, public, and many other library settings due to the poten- 
tial for unrestricted access, piracy, and violation of the fourth fair use fac- 
tor (marketability). While print reserves in many libraries are traditionally 
offered under the fair use guidelines, electronic reserves may provide users 
with the ability to transmit copies to others as well as printout copies of 
works that are still under copyright law. What does this mean for libraries- 
those providers of reserves? Well, it actually means a great deal. The library 
involved needs to develop a series of checks and balances to protect itself 
from copyright violation and litigation and to protect its users as well. This 
is done in a number of ways. What libraries should do in terms of materi- 
als, electronic reserve, and copyright is described below. Libraries need to: 
Check that the material they put on reserve, which is not owned by them 
(for example, it may have been provided by an instructor), has been 
obtained in a lawful manner; 
0 Obtain appropriate permissions, if necessary; 
Pay royalties as needed; 
Follow the fair use guidelines, if no permission has been sought; 
Limit access;8 
Put on reserve as little an amount of the material as is feasible to satisfy 
course and user needs; 
Include a reference section and copyright notice from the original work 
on the electronic reserve item; 
Keep works on electronic reserve as short a time as possible (for exam- 
ple, one semester per class); 
Avoid putting problem items on electronic re~erve ;~  
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0 Limit use of audio and video 
0 Link to databases, instead of scanning items, if library licenses or sub- 
scriptions permit this; 
Remove access to the work once the course is over (Hoffman, 2001;Mar-
tin, 2003). 
Thus, online reserves can be an easy way to provide materials to 
patrons-under the proper guidelines. 
MORE INTELLECTUAL ISSUESTO CONSIDERPROPERTY 
TWOother issues involving intellectual property and the Internet 
require some time at this point: privacy and piracy. While not actually part 
of copyright law, these two areas are influential to libraries working in an 
electronic, i.e., Internet environment. They are briefly covered below. 
Pm’uacy 
illustrate the dilemma librarians face in protecting patron 
confidentiality. Because one reads controversial literature does not nec- 
essarily mean that one is a threat to national security or society” (Weiner, 
199’7).“Broadly defined, privacy is regarded as information about oneself 
that is kept from others. In the library setting, right to privacy refers to the 
lack of availability of information about oneself” (Winter, 1997). Wlat 
this means, in the library/information-seeking setting, is that a patron’s 
personal circulation records, online reserves, reference questions, In-
ternet access, and interlibrary loan requests should not be available to 
more than those library personnel who need the information in order to 
provide the patron with what s/he needs. As early as 1939, the American 
Library Association “recognized the right to privacy . . . in its Code 
of Ethics for Librarians” (Mitchell, 2003b). Mitchell (2003b) also states 
that “the right to privacy in a library is also implicit in the AIA’s Library 
Bill of Rights, which guarantees free access to library resources for all users 
and opposes any limitations on the right to an individual’s exercise of free 
expression. . . . Through the Library Bill of Rights and the Code of Ethics, 
librarians fight to protect patron privacy and preserve our democratic 
society.” 
The potential for concerns with privacy issues comes from three major 
areas: “1)protecting libraries records; 2) making patrons aware of records 
that others can create based on their interactions while on library com- 
puters or networks; and 3 )  requiring vendor partners to adhere to an 
appropriate level of privacy protection” (Mitchell, 2003a). Perhaps be- 
cause new legislations, such as the U.S.A. Patriot Act, may disagree with the 
idea of privacy in American libraries, abuse to privacy appears to be grow- 
ing. Thus, privacy remains another topic, besides copyright law, which 
affects patrons’ use of and access to library materials. 
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Piracy 
Piracy is a term used to identify the unlawful use or borrowing of a 
copyrighted item. It is in violation of copyright law. The term is most often 
used in connection with the illegal use or copying of computer software 
and is considered a felony (Simpson, 2001, pp. 9,84). It can also be applied 
to such things as intercepting satellite video transmissions (p. 74).Like pri- 
vacy, piracy is not actually regulated by copyright law, but it is a closely 
related issue. 
WHATSHOULDWE Do? 
Given the discussion above, what should we do when confronted with 
Internet copyright infringement by our colleagues and/or clientele? Cer- 
tainly, neither pointing out their lack of integrity or ignorance in obeying 
copyright law will be popular stances. However, there are some ways to 
make such instances win/win or, at least, learn/learn situations. We, as the 
copyright experts, can: 
0 	 Educate our audience through such venues as copyright workshops, in- 
services, classes, DVDs, videos, and teleconferences; 
Keep abreast of the most current changes in the law;ll 
0 Be available for consultation by patrons and colleagues; 
0 Obtain support from those in our organization’s administration; 
0 Be calm and understanding when confronting an infringement; 
Encourage correct action; 





Encourage users to read documentation; 

0 Encourage citing of information obtained from another source; 

0 Retain an intellectual properties attorney; 

Use original sources; 

Demonstrate ethical behavior; 

0 	 Remind our colleagues and clientele that we are all liable for our own 
actions. 
CONCLUSION 
In terms of copyright violations, ignorance is not bliss. This message 
alone is worth repeating to those who assume that because they are 1. edu-
cators, 2. not copying “much,” 3. unable to find the owner of the work, 
4. and other excuses, that they are not “really” in violation and/or will 
“never” get caught. While there are no “copyright police” commonly run- 
ning from library to library, there are people willing to report violations 
and companies willing to pay for these reports (Butler, 2002, p. 42).Thus, 
it is imperative that those of us in libraries, whether working with patrons 
or behind the scenes, abide by copyright law. 
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NOTES 
1. 	Caveat:This article covers the U.S. law and issues in using Internet materials published in 
the United States. International issues are a separate subject and will not be addressed 
here, unless needed for definition purposes. 
2. 	 Although for this article’s purposes we are addressing the Internet, this discussion applies 
to all sorts of media, not,just those accessible via the Internet. 
3. 	 Copyright permission information is not included in this article. A wide variety of print 
and electronic soiircrs arc- availablr on this subject, however. The following references 
support such information: About SKS.4(;; I-ctrievcd August 1.5, 2001, from http:// 
~\?y.seSdc.com/aboUtsesac/aboiitsesac1 .html; An~erican Society of Composers, Authors, 
and Publishers, retrieved June 26, 2001, from littp://~\?\.W.ascap.coin/licensing/ 
about.html; AS(,’AI’ Liwrising: FreqzientZ~Asked Qtreslion\ About Licmcing, (2001), retrieved 
June 25,2001, from http://ascap.corn/licensiiig/licensingfa~.html;Association of h e r -
ican Publishers, How to f i p e s /  Cop~nght Pfwnitrion fr07n Puhlishrrc, (1998), retrieved.]une 
25,2001, from http://Mu7c..publishers,org/lioriie/about a/highered/howtopg.htm; BMI 
and Performing Rights, reti-ieved August 1.5, 2001, from http://u7~.W.bmi.com/ 
licensing/; Brad Templeton, (n.d.) ,  10blig,M\./hsAbozr/ Cofqright Explainrd, retrieved Jiine 
25, 2001, from h t tp : / /~~~~~~. te inple t~~ns .com/b~ad/copyniy ths .h tn i l :J .  H. Bruwelheide, 
(1995j ,  7 % ~Cofijright I’nmm for T,ibmria/i,Trrrrrl Edumlorx, 2nd ed. (Chicago: American 
Librarv Association); ( thP \l’qfor Your-Rights,(1999), retrieved June 26, 2001, from 
http://~t727\,.pr-eaeritati n/create/organi~/l999/06/31_fI_cop~04,html; O’op~right 
Pmniic7on T A f q  (199(i), 1-ctrieved June 26, 2001, from ht tp : / /~ .b l lam.wedi ie t .edu/  
copyperm.htm; Fuir 1‘cr: Obtrrining Prrmisyioric, Georgia Harper, (1997), SaintJle Lr t t r r  
Rrgursting Prrmirsiott, retrieved June  1, 2001, from http://\~1?1..iitsystem.edii/ogc/ 
intellcctualproprrt)../periri~iini.htm;Fulcrum Publishing, (n.d.),Hoirr to Apf~lyfor Prrmzs-
sion, retrieved June 25, 2001, from http://fulcrum-books.com/html/permissions.html: 
“Getting Permission,” retrieved June 25, 2001, from http://~2?1.u..iitsystem.edii/ogc/ 
intellectualproperty/per-rnissn.htm; Illinois Association of School Boards, (1999, Febru-
ary), Geiieral Pm.wnnel: Ex:xhibi/-Rrquest to Reprint M a t m d ,  5.170-E: 1; Motion Picture 
Licensing Corporation, retrieved August 1.5, 2001, from http://~cu7~.mplc.coni/ 
index2.htm; “Organiying Your Message: Getting Copyright Permission,” retrieved 
June 26, 2001, from h t tp : / /~~~~~ .p rese i i t a t ions . com/c rea t e /o rgan i~ / l  

cop-04.htnil; O’ReillyX Associates, Inc., (2001),I ’WY~L~~~MJU 
Gtrzdehe~ ,rcti-ievedJune 25, 
2001, from ht tp://ww. oreilly.coni/oreilly;/author/permission/; R. S. Fdhlb, (2001, 
Mdy/June), “Permissions, ‘Fair Use’, and Production Resources for Educators and 
Librarians, Part 1of 11,” Tpch‘lrends, 45(3),8 ;  Krqur.isting Pwmission, (n.d.), retrieved Jiine 
25, 2001, from http://depts.~’ashington.edii/iiwcopy/use/obtainingrights/5.shtml; 
“Zip Through Permissions as Never Before-Over the Web!”retrieved,]une 26,2001, from 
http://M~~v.copyright.coni. 
4. 	 The Berne Convention is one of two major international copyright treaties (the other is 
the Universal Copyright Convention) to which the United States adheres. Because there 
is no c ~ m m o ncopyright law in the world, these two conventions’ members agree to abide 
by and give each other the sanie copyright protection that is given in their own countries 
(Besenjak, 1997, p. 48). 
5. 	 This is, of course, assuming that the clip art site really is in public domain. It is possible 
for a site creator to claim that all clip art (or other works) are in public domain when, in 
fact, some or all of these items are borrowed from copyrighted sites (Butler, 2000). 
6. 	 The Digital Millcnniuni Copyright Act can be found in full at http://www.loc.gov/ 
copyright/legislation/dmca.pdf. Another helpfiil site for libraries in terms of the DMGA 
and the Sonny Bono Copyright Term Extension Act is Arnold P. Lutzker’s site, entitled 
“Primer on the Digital Millennium: U5at the Digital Millenninni Copyright Act and the 
Copyright Term Extension Act Mean for the Librdn/ Commimity.” I t  is found at 
http://~~v.arl.or~/iiifo/frn/copy/prinier.Iitml. 
7. 	 These extra copies could bc 1. the copy scanned from the print version and placed on the 
hard drive of the library providing the copy; 2. the copy on the hard drive of the receiv- 
ing library’s computer; 3. the copy sent onward electronically to the patron; and 4. the 
copy the patron prints off of his/her computer. 
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8. 	 Electronic access can be limited in a number of ways. For example, a library system may 
require a password from the user to enter the online reserve area. Access can also be lim- 
ited with the use of class membership lists and/or retrieval by course number or the 
instructor’s name (Martin, 2003). 
9. 	“Problem” items might include student papers, unpublished pieces, course packs, text- 
books, sample tests, etc. (Martin, 2003). 
10.According 	 to Charlie Morris in “Streaming Audio,” http://wdvl.com/Multimedia/ 
Sound/Audio/streaming.html,audio and video streaming occur when audio and vidco 
files are able to play on your computer while you are still downloading them. 
11.Professionaljournals and Internet sites for major library organizations, such as the Amcr- 
ican Library Association, represent excellent ways to remain current. 
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A Survey of Metadata Research 
for Organizing the Web 
JANE L. HUNTER 
ABSTRACT 
THISAKTlCLE A T T E M P T S  TO PROVIDE an overview of the key metadata 
research issues and the current projects and initiatives that are investigat- 
ing methods and developing technologies aimed at improving our ability 
to discover, access, retrieve, and assimilate information on the Internet 
through the use of metadata. 
1 .  INTRODUCTION 
The rapid expansion of the Internet has led to a demand for systems 
and tools that can satisfy the more sophisticated requirements for storing, 
managing, searching, accessing, retrieving, sharing, and tracking complex 
resources of many different formats and media types. 
Metadata is the value-added information that documents the admin- 
istrative, descriptive, preservation, technical, and usage history and char- 
acteristics associated with resources. It provides the underlying foundation 
upon which digital asset management systems rely to provide fast, precise 
access to relevant resources across networks and between organizations. 
The metadata required to describe the highly heterogeneous, mixed- 
media objects on the Internet is infinitely more complex than simple meta- 
data for resource discovery of textual documents through a library 
database. The problems and costs associated with generating and exploit- 
ing such nietadata are correspondingly magnified. 
Metadata standards, such as Dublin Core, provide a limited level of 
interoperability between systems and organizations to enable simple re- 
source discovery. But, there are still many problems and issues that remain 
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to be solved. Cory Doctorow (2001) believes that the vision of an Internet in 
which everyone describes their goods, services, or information using con- 
cise, accurate, and common or standardized metadata that is universally 
understood by both machines and humans is a “pipedream, founded on 
self-delusion, nerd hubris and hysterically inflated market opportunities.” 
Other people cite the popularity and efficiency of Google as an example of 
an extremely successful search engine that does not depend on expensive 
and unreliable metadata. Google combines PageRanking (in which the rel- 
ative importance of a document is measured by the number of links to it) 
with sophisticated text-matching techniques to retrieve precise, relevant, 
and comprehensive search results (Brin & Page, 1998). 
Some of the major disadvantages of metadata are cost, unreliability, 
subjectivity, lack of authentication, and lack of interoperability with respect 
to syntax, semantics, vocabularies, languages, and underlying models. 
However, there are many researchers currently investigating strategies to 
overcome different aspects of these limitations in an effort to provide more 
efficient means of organizing content on the Internet. Other researchers 
are investigating metadata to describe the new types of real-time stream- 
ing content being generated by emerging broadband and wireless appli- 
cations to enable both push and pull of this content based on users’ needs. 
The goal of this article is to provide an overview of some of the key meta- 
data research underway that is expected to improve our ability to search, 
discover, retrieve, and assimilate relevant information on the Internet 
regardless of the domain or format. 
2. THEKEY RESEARCHAREAS 
In this section I have identified what I consider to be some of the key 
metadata research areas, both now and over the next few years. The fol- 
lowing subsections provide a brief description of the work being under- 
taken and some key citations for each of the research areas summarized in 
the list below: 
0 	 Extensible Markup Language (XML)-XML and its associated tech- 
nologies-XML Namespaces, XML Query languages, and XML Data- 
bases-are enabling implementers to develop metadata application 
profiles (XML Schemas) that combine metadata terms from different 
namespaces to satisfy the needs of a particular community or applica- 
tion. Large-scale XML, descriptions of content are being stored in XML 
Databases and can be queried using XML Query Language. These are 
key technologes to enabling the automated computer processing, inte- 
gration, and exchange of information. 
Semantic Web technologies-“The Semantic Web is an extension of the 
current Web in which information is given well-defined meaning, better 
enabling computers and people to work in cooperation” (Berners-Lee, 
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Hendler, 8c Lassila, 2001). There are two main building blocks for the 
semantic Web: 
Formal languages-RDF (Resource Description Framework), 
DAMLtOIL, and OWL (Web Ontology Language), which is being 
developed by the Wvb Ontology Working Group of the W3C. 
Ontologies-communities will use the formal languages to define 
both domain-specific ontologies and top-level ontologies to enable 
relationships between ontologies to be determined for cross-
domain searching, exchange, and information integration. 
Web Services-using open standards such as WSML, UDDI, and SOAP, 
Web services will enable I he building of software applications without 
having to know who the users are, where they are, or anything else about 
them. 
Metadata Harvesting-the Open Archives Initiative ( O M ) provides a 
protocol for data providers to make their metadata and content acces- 
sible-enabling value-added search and retrieval senices to be built on 
top of harvested metadata. 
Multimedia metadata-there will be a further move away from textual 
resources to new multimedia formats that support better quality and 
higher compression ratios, e.g., images (JPEG2000), video (MPEG4), 
audio (MP3), 3D (VRML, Web3D), multimedia (SMIL, Shockwave 
Flash), and interactive digital objects. All of these new media types will 
require complex fine-grained metadata, extracted automatically where 
possible. 
Rights metadata-new emerging standards such as MPEG21 and XrML 
are designed to enable automated copyright management and services. 
Automatic metadata extraction-technologies to enable the automatic 
classification and segmentation of digital resources. In particular, auto- 
matic image processing, speech recognition, and video-segmentation 
tools will enable content-based querying and retrieval of audiovisual 
content. 
Search engines: 
8:; Smarter agent-based search engines; 
t j Federated search engines; 
~i Peer-to-peer search engines; 
c Multimedia search engines; 
(~~ Multilingual search engines; 
New search interfaces-search interfaces that present results 
graphically; 
8:~) Automatic/dynaniic aggregation and generation of search results 
into hyperniedia and multimedia presentations. 
Personalization/custoniization-autonomous agents that push rele- 
vant information to the user based on user preferences that may be per- 
sonally configured or learned by the system. 
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Broadband networks-multigigabit-capable networks for high-quality 
video-conferencing and visualization applications: 
0 Grid computing-distributed computing and communications 
infrastructures for data intensive computing applications; 
0 The Semantic Grid-the combination of semantic Web technolo- 
gies with grid computing to provide large scale data access and 
integration to the e-Science community. 
Mobile and wireless technologies-delivery of information to mobile 
devices or appliances based on users’ current context or location. 
0 Authentication-technologies to ensure trust and record the prove- 
nance of metadata. 
0 Annotation systems-enable users to attach their own subjective notes, 
opinions, and views to resources for others to access and read. 
0 	 Preservation metadata-metadata to support long-term preservation 
strategies for all types of digital resources. 
2.1 XnilL Technologes and Metadata 
XML and its associated technologies-XML Namespaces, XML Query 
languages, and XML Databases-are enabling implementers to develop 
metadata schemas, application profiles, large repositories of XML, meta- 
data, and search interfaces using XML Query Language. These technolo- 
gies are key to enabling the automated computer-processing, integration, 
and exchange of information over the Internet. 
2.1.1 Extensible Markup Language (XkfL). XML (W3C XML, 2003) is a 
simple, very flexible text format derived from SGML (IS0  8879). Origi- 
nally designed to meet the challenges of large-scale electronic publishing, 
XML is playing an increasingly important role in the exchange of a wide 
variety of data on the Web and elsewhere. Because XML makes it possible 
to exchange data in a standard format, independent of storage, it has 
become the de facto standard for representing metadata descriptions of 
resources on the Internet. 
2.1.2 XlML Schema Lang-uage. XML Schema Language (W3C XML 
Schema, 2003) provides a means for defining the structure, content, and 
semantics of XML documents. It provides an inventory of XML markup 
constructs, which can constrain and document the meaning, usage, and 
relationships of the constituents of a class of XML documents: datatypes, 
elements and their content, attributes and their values, entities and their 
contents, and notations. Thus, the XML Schema Language can be used to 
define, describe, and catalog XML vocabularies for classes of XML docu- 
ments, such as metadata descriptions of Web resources or digital objects. 
XML Schemas have been used to define metadata schemas for a num- 
ber of specific domains or applications-such as METS (Library of Con-
gress, 2003), MPEG7 (Martinez, 2002), MPEG21 (Bormans & Hill, 2002), 
and NewsML (IPTC, 2001). An additional major metadata development 
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has been the employment ofW3C’s XML Schemas and XMI, Namespaces 
to combine inetadata elements from different domains/namespaces into 
“application profiles” or metadata schemas that have been optimized for 
a particular application. For example, a particular community may want to 
combine elements of Dublin Core (DCMT, 2003), MPEG-7 (Martinez, 
2002), and IMS (IMS, 2003) to enable the resource discovery of audio- 
visual learning objects. 
2.1.3XML Quuy The mission of the XML Query Working Group (W3C 
XML Query, 2003) is to provide flexible query facilities to extract data from 
real and virtual docurnen ts on the Web, thereby providing the needed inter- 
action between the Web world and the database world. Ultimately, collec- 
tions of XML files will be accessed like databases. The new query language, 
XQuery, is still evolving, but it will provide a functional language comprised 
of several kinds of expressions that can be nested or composed with full gen- 
erality. A working draft version of XQuery and a list of current XQuery 
implementations is available at http://www.w3.org/XML/Query.html. 
2.1.4 XML Databnsrs. There is a large amount of research and develop- 
ment going on in the area of XMI, databases. Ronald Bourret provides an 
excellent overview of the current state of this work and a comparison of cur- 
rent XML database technologies (Bourret, 2003a; Bourret, 2003b). Bour- 
ret divides XML Database solutions into the following categories: 
Middleware-software you call from your application to transfer data 

between XML documents and databases; 

XML-enabled databases-databases with extensions for transferring 

data between XML documents and themselves; 

Native XML databases-databases that store XML in “native” form, gen- 

erally as some variant of the DOM mapped to an underlying data store. 





XML servers-XML-aware J2EE servers, Web application servers, inte- 

gration engines, and custom servers. Some of these are used to build 

distributed applications while others are used simply to publish XML 





Content Management Systems (CMS)-applications built on top of 

native XML databases and/or the file system for content/document 

management and which include features such as check-in/check-out, 

versioning, and editors; 





XML data binding-products that can bind XML documents to objects. 

Some of these can also store/retrieve objects from the database. 
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2.1.5 Metadata Schema Regutries. A number of groups have been tack- 
ling the issue of establishing registries of metadata schemas to enable the 
reuse and sharing of metadata vocabularies and to facilitate semantic inter- 
operability. In particular the CORES project (CORES, 2003), which builds 
on the work of SCHEMAS (SCHEMAS, 2002), is exploring the use of meta- 
data schema registries in order to enable the reuse of existing schemas, 
vocabularies, and application profiles that have been “registered.” 
2.2 The Seman,tic Web and Interoperability 
According to Tim Berners-Lee, director of the World Wide Web Con- 
sortium (W3C), the Semantic Web is “an extension of the current one, in 
which information is given well-defined meaning, better enabling com- 
puters and people to work in cooperation. . . .The Semantic Web will bring 
structure to the meaningful content of Web pages, creating an environ- 
ment where software agents roaming from page to page can readily carry 
out sophisticated tasks for users” (Berners-Lee, Hendler, & Lassila, 2001). 
But the Semantic Web has a long way to go before this dream is realized. 
The real power of the Semantic Web will be realized when programs and 
applications are created that collect Web content from diverse sources, 
process the information, and exchange the results with other programs. 
Two of the key technological building blocks for the Semantic Web are: 
0 	 Formal languages for expressing semantics, such as the Resource 
Description Framework (RDF),DAML+OIL, and OWL (Web Ontology 
Language), which have been/are being developed within the W3C’s 
Semantic Web Activity (W3C Semantic Web Activity, 2002); and 
The ontologies that are being constructed from such languages. 
2.2.1Formal Languages: RDEDAML+OIL, OWL. The general consensus 
appears to be that while XML documents and schemas are ideal for defin- 
ing the structural, formatting, and encoding constraints for a particular 
domain’s metadata scheme, a different type of language is required for 
defining meaning or semantics. 
The Resource Description Framework (RDF) (W3C, RDF Syntax, & 
Model Recommendation, 1999; W3C RDF Vocabulary Description Lan- 
guage, 2003) uses triples to makes assertions that particular things (peo- 
ple, Web pages, or whatever) have properties (such as “is a sister of,” “is the 
author of‘) with certain values (another person, another Web page). The 
triples of RDF form webs of information about related things. Because RDF 
uses URIs to encode this information in a document, the URIs ensure that 
concepts are not just words in a document but are tied to a unique defin- 
ition that everyone can find on the Web. This work is being undertaken by 
the RDF Core Working Group of the W3C. 
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The W3C Web Ontology Working Group (W3C Web Ontology, 2003) 
is building upon the RDF Core work to develop a language for defining 
structured Web-based ontologies that will provide richer integration and 
interoperability of data among descriptive communities. This is the Web 
Ontology Language (OWL) (W3C, OWL, 2003),which in turn is building 
upon the DAML+OIL (DAML+OIL, 2001) specification developed by 
DARF’A. 
2.2.2 Ontolopes. An ontology consists of a set of concepts, axioms, and 
relationships that describes a domain of interest. An ontology is similar to 
a dictionary or glossary but with greater detail and structure and expressed 
in a formal language (e.g., OWL) that enables computers to process its 
content. Ontologies can enhance the functioning of the Web to improve 
the accuracy of Web searches and to relate the inforniation in a resource 
to the associated knowledge structures and inference rules defined in the 
011tology. 
Upper ontologies provide a structure and a set of general concepts 
upon which domain-specific ontologies (e.g., medical, financial, engi- 
neering, sports, etc.) could be constructed. An upper ontology is limited 
to concepts that are abstract and generic enough to address a broad range 
of domain areas at a high level. Computers utilize upper ontologies for 
applications such as data interoperability, information search and re-
trieval, automated inferencing, and natural language processing. 
A number of research and standards groups are working on the devel- 
opment of common conceptual models (or upper ontologies) to facilitate 
interoperability between metadatd vocabularies and the integration of 
information from different domains. The Harmony project developed the 
ABC Ontology/Model (Lagoze & Hunter, 2001)-a top-level ontology to 
facilitate interoperdbility between metadata schemas within the digital 
library domain. The CIDOC CRM (CIDOC CKM, 2003) has been devel- 
oped to facilitate information exchange in the cultural heritage and 
museum community. The Standard Upper Ontology (SUO, 2002) is being 
developed by the IEEE SUO Working Group. 
Many communities are developing domain-specific or application- 
specific ontologies. Some examples include biomedical ontologies such as 
OpenGALEN (OpenGALEN, 2002) and SNOMED CT (SNOMED CT, 
2003), financial, and sporting ontologies such as the soccer, baseball, or 
running ontologies in the DAML Ontolocgy Library (DAML Ontology 
Library, 2003). 
A large number of research efforts are focusing on the development of 
tools for building and editing ontologies (Denny, 2002)-these are moving 
towards collaborative tools such as OntoEdit (Sure et al., 2002) and built- 
in support For RuleML to enable the specification of inferencing rules. 
2.2.4 TopicMaps. Topic Maps (Topic Maps, 2000) is a new IS0  standard 
for a system describing knowledge structures and associating them with 
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information resources. They provide powerful ways of navigating large and 
interconnected corpora. Instead of replicating the features of a book 
index, the topic map generalizes them, extending them in many directions 
at once. The difference between Topic Maps and RDF is that Topic Maps 
are centered on topics while RDF is centered on resources. RDF annotates 
the resources directly whilst topic maps create a “virtual map” above the 
resources, leaving them unchanged. 
2.2.5 Ontology Storage and Querying. A number of research groups are 
currently working on the development of inferencing tools and deductive 
query engines to enable the deduction of new information or knowledge 
from assertions or metadata and ontologies expressed in formal ontology 
languages (RDF, DAMLtOIL, or OWL).A technical report on “Ontology 
Storage and Querying,” published recently by ICS FORTH in Crete, pro- 
vides a very good survey of the current state of ontology storage and query- 
ing tools (Magkanaraki et al., 2002). 
2.3 Web Services 
Web services (W3C Web Services Activity, 2003) are a relatively new 
concept, expected to evolve rapidly over the next few years. They could be 
the first major practical manifestation of Semantic Web-based thinking. 
Detailed definitions vary, but Web services will enable the building of soft- 
ware applications without having to know who the users are, where they 
are, or anything else about them. In the next few years, Web services may 
be developed that can be understood and used automatically by the com- 
puting devices of users and of public libraries. External Application Ser- 
vices Providers (ASPs) may also provide such services. Web services are 
based on open, Internet standards. The core standards and protocols for 
Web services are being developed and are expected to be finalized by 2003. 
They include (in addition to XML) : 
Web Services Description Language (WSDL) (WSDL, 2003), which 
enables a common description of Web Services; 
Universal Description, Discovery, and Integration (UDDI) (OASIS, 
2003) registries, which expose information about a business or other 
entity and its technical interfaces; 
Simple Object Access Protocol (SOAP)/XML Protocol (W3C XML Pro- 
tocol Working Group, 2003), which enables structured message ex- 
change between computer programs. 
The concept of Web services is currently being developed under the 
banner of e-commerce. However, there do appear to be potential applica- 
tions for public sector service providers. For example, search interfaces 
could be accessed or provided as Web services by public libraries or by 
Application Service Providers (ASPs) on their behalf. 
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2.4 Metadata Hnrvesting-The Open Archives Initiative (OAI) 
The Open Archives Initiative (OM) (OAI, 2003) is a community that 
has defined an interoperability framework, the Open Archives Initiative 
Protocol for Metadata Harvesting (OAI-PMH), to facilitate the sharing of 
metadata. Using this protocol, data providers are able to make metadata 
about their collections available for harvesting through an HTTP-based 
protocol. Service providers then use this metadata to create value-added 
services. OAI-PMH Version 2.0 was released in February 2003 (OAI-PMH, 
2003). 
To facilitate interoperability, data providers are required to supply 
metadata that complies to a common schema, the unqualified Dublin Core 
Metadata Element Set. Additional schemas are also allowed and are dis- 
tinguished through the use of a metadata prefix. 
Although originating in the E-Print community, OM data providers 
now include a number of multimedia collections such as the Library of Con- 
gress American Memory collection (Library of Congress, 2002), Open-
Video (Openvideo, 2002), and University of Illinois historical images (UIL, 
2002). DSpace at MIT (DSpace, 2002) is also a registered data provider. HP 
Labs arid MIT Libraries have also made the DSpace software available-it 
is an open-source, digital asset management software platform that enables 
institutions to capture and describe digital works using a submission work- 
flow module; distribute an institution’s digital works over the Web through 
a search and retrieval system; and store and preserve digital works over the 
long teim. And it supports OAI-PMH Version 2.0. 
To date, OAI service providers have mostly developed simple search 
and retrieval services (OAI Registered Service Providers, 2002). These 
include Arc, citebasesearch, and my.OAI. Scirius searches and retrieves 
specifically scientific data-from the Web, proprietary databases, and 
Open Archives. One of the more interesting services is DP9, a gateway ser- 
vice that allows traditional Web search engines (e.g., Google) to index oth- 
erwise hidden information from OAI archives. The DSTC’s MAENAD 
project developed a search, retrieval, and presentation system for OAI that 
searches for and retrieves mixed-media resources on a particular topic, 
determines the semantic relationships between the retrieved objects, and 
combines them into a coherent multimedia presentation, based on their 
relationships to each other (Little, Guerts, & Hunter, 2002). 
2.5 Multimedia Metadata 
Audiovisual resources in the form of still pictures, graphics, 3D mod-
els, audio, speech, and video will play an increasingly pervasive role in our 
lives and, because of the complex information-rich nature of such content, 
value-added services such as analysis, interpretation, and metadata creation 
become much more difficult, subjective, time consuming, and expensive. 
Audiovisual content requires some level of computational interpretation 
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and processing in order to generate metadata of useful granularity effi- 
ciently. Standardized multimedia metadata representations that will allow 
some degree of machine interpretation will be necessary. The MPEG-’7 and 
MPEG21 standards have been developed to support such requirements. 
2.5.1 W E G 7  Multimedia Content Description Interface. MPEG-7 (Mar- 
tinez, 2002), the “Multimedia Content Description Interface,” is an 
ISO/IEC standard for describing multimedia content, developed by the 
Moving Pictures Expert Group (MPEG). The goal of this standard is to pro- 
vide a rich set of standardized tools to enable both humans and machines 
to generate and understand audiovisual descriptions that can be used to 
enable fast, efficient retrieval from digital archives (pull applications) as 
well as filtering of streamed audiovisual broadcasts on the Internet (push 
applications). MPEG7 can describe audiovisual information regardless of 
storage, coding, display, transmission, medium, or technology. It addresses 
a wide variety of media types including still pictures, graphics, 3D models, 
audio, speech, video, and combinations of these (e.g., multimedia pre- 
sentations). The MPEG7 specification provides: 
A core set of Descriptors (Ds) that can be used to describe the various 
features of multimedia content; 
Predefined structures of Descriptors and their relationships, called 
Description Schemes (DSs). 
MPEG7 Multimedia Description Schemes enable descriptions of mul- 
timedia content, including: 
0 	 Information describing the creation and production processes of the 
content (director, title, short feature movie) ; 
Information related to the usage of the content (copyright pointers, 
usage history, broadcast schedule) ; 
0 Media information on the storage features of the content (storage for- 
mat, encoding) ; 
0 	 Structural information on spatial, temporal, or spatio-temporal com- 
ponents of the content (scene cuts, segmentation in regions, region 
motion tracking) ; 
0 Information about low-level features in the content (colors, textures, 
sound timbres, melody description); 
0 Conceptual, semantic information of the reality captured by the con- 
tent (objects and events, interactions among objects); 
0 Information about how to browse the content in an efficient way (sum- 
maries, views, variations, spatial and frequency sub-bands) ; 
0 	 Organization information about collections of objects and models that 
allow multimedia content to be characterized on the basis of probabil- 
ities, statistics, and examples; 
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0 	 Information about the interaction of the user with the content (user 
preferences, usage history). 
Until now research in this area has primarily focused on developing 
efficient, lowlevel, digital signal processing methods to extract values for 
image, video, and audio Descriptors such as color, shape, texture, motion, 
volume, and phonemes. Algorithms have been developed to automatically 
segment video into scenes and shots for faster browsing and retrieval or to 
automatically transcribe speech and video content. Multimedia metadata 
research is now focusing on how to automatically generate semantic 
descriptions of multimedia (machine recognition of objects and events) 
from combinations of lowlevel descriptors such as color, texture, and 
shape and audio descriptors to enable natural language querying and 
higher-level knowledge extraction. 
Additional research efforts are investigating how to combine ontolo- 
gies for specific domains, e.g., sports, medical, bio-informatics, and nan- 
otechnology with MPEG7 to describe multimedia content in terms 
relevant to the particular domain or to relate and integrate multimedia 
information from across domains or disciplines. 
2.5.2 MPEG-21-Multimedia Framework. The goal of MPEG’s latest ini- 
tiative, MPEGPl (ISO/IEC 18034-1) (Bormans & Hill, 2002), the Multi- 
media Framework, is to define the technology needed to support Usws to 
exchange, access, consume, trade, and otherwise manipulate multimedia 
Diptal Items in an efficient, transparent, and interoperable way. Users may 
be content creators, producers, distributors, service providers, or con- 
sumers. They include individuals, communities, organizations, corpora- 
tions, consortia, governments, and other standards bodies and initiatives 
around the world. The fundamental unit of content is called the Diptal 
Item, and it could be anything from a textual document or a simple Web 
page to a video collection or a music album. 
At its most basic level, MPEG21 provides a framework in which one 
Userinteracts with another Userand the object of that interaction is a Dig-
ital Item commonly called content. Some such interactions are creating 
content, providing content, archiving content, rating content, enhancing 
and delivering content, aggregating content, delivering content, syndicat- 
ing content, retail selling of content, consuming content, subscribing to 
content, regulating content, facilitating transactions that occur from any 
of the above, and regulating transactions that occur from any of the above. 
The current MPEG21 Work Plan consists of nine parts: 
0 	 Part I: \’ision, Technologies, and Strategies-a technical report that 
describes MPEG2l’s architectural elements together with the func- 
tional requirements for their specification; 
HUNTER/SURVEY OF METADATA RESEARCH 329 
Part 2-Digital Item Declaration-a flexible model for precisely defin- 
ing the scope and components of a Digital Item; 
Part 3-Digital Item Identification-a specification for uniquely identi- 
fying Digital Items and their components; 
Part 4-Intellectual Property Management and Protection (1PMP)-to 
provide interoperability between IPMP tools, such as MPEG4’s IPMP 
hooks; 
Part 5-Rights Expression Language-a machine-readable language 
that can declare rights and permissions using the terms as defined in 
the Rights Data Dictionary (XrML); 
Part &Rights Data Dictionary-definitions of terms to support Part 5; 
Part 7-Digital Item Adaptation-adaptation may be based on user, 
terminal, network and environmental characteristics, resource adapt- 
ability, or session mobility; 
Part 8-Reference Software-used to test conformance with require- 
ments and the standard’s specifications; 
Part 9-File Format-this is expected to inherit many MPEG4 con-
cepts, since it will need to be able to encapsulate digital item informa- 
tion, still and dynamic media, metadata, and layout data in both textual 
and binary forms. 
Future work plans for MPEG21 include developing functional 
requirements and solutions to the persistent association of identification 
and description with Digital Items; scalable, error-resilient content repre- 
sentation; and the accurate recording of all events. 
2.6 Rights Metadata 
The Internet has been characterized as the largest threat to copyright 
since its inception. Copyrighted works on the Internet include news sto- 
ries, software, novels, screenplays, graphics, pictures, usenet messages, and 
even e-mail. The reality is that almost everything on the Internet is pro- 
tected by copyright law. This can pose problems for both hapless surfers as 
well as the copyright owners. 
A number of XML-based vocabularies have been developed to define 
the usage and access rights associated with digital resources-XrML (XrML, 
2003), developed by ContentGuard, and ODRL (ODRL, 2003), developed 
by IPR Systems are the two major contenders. XrML has been adopted by 
MPEG21 as its Rights Expression Language, and ODRL was recently selected 
by the Open Mobile Alliance as its rights language for mobile content. 
In addition there are a number of researchers investigating the devel- 
opment of well-defined, underlying, interoperable data models for rights 
management that is necessary for facilitating interoperability and the inte- 
gration of information (indecs Framework, 2000; Delgado et al., 2002). 
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Project KoMEO (Rights MEtadata for Open archiving) (ROMEO, 
2003) is investigating the rights issues surrounding the “self-archiving” of 
research in the U.K. academic comniunity under the Open Archive Ini- 
tiative’s Protocol for Metadata Harvesting. Academic and self-publishing 
authors who make their works available through Open Archives are more 
concerned with issues such as plagiarism, corruption, or misuse of the text 
than financial returns to the author or publisher. 
The “Indigenous Collections Management Project” being undertaken 
by Distributed Systems Technology Centre (DSTC),University of Qtieens- 
land, in collaboration with the Smithsonian’s National Museum of the 
American Indian, has also been investigating nietadata for the rights man- 
agement arid protection of traditional knowledge belonging to indigenous 
communities, in accordance with customary laws regarding access 
(Hunter, 2002; Hunter, Koopman, & Sledge, 2003). 
2.7 Automatic Metadatn Extraction, 
Because of the high cost and subjectivity associated with human-gen- 
erated metadata, a large number of research initiatives are focusing on 
technologies to enable the automatic classification and segmentation of 
digital resources-i.e., computer-generated metadata for textual docu- 
ments, images, audio, and video resources. 
2.7.1 Automcitir Ilocumerit Indpxin~/./ClnssiJcntion.Automatic-categoriza-
tion software (Reamy, 2002) uses a wide variety of techniques to assign doc- 
uments into subject categories. Techniques include statistical Bayesian 
analysis of the patterns of words in the document; clustering ofsets of doc- 
uments based on similarities; advanced vector machines that represent 
every word and its frequency with a vector; neural networks; sophisticated 
linguistic inferences; the use of preexisting sets of categories; and seeding 
categories with keywords. The most common method used by autocatego- 
rization software is to scan every word in a document and analyze the fre- 
quencies of patterns ofwords and, based on a comparison with an existing 
taxonomy, assign the document to a particular category in the taxonomy. 
Other approaches use “clustering” or “taxonomy building” in which the 
software is pointed at a collection of documents (e.g., 10,000-100,000) 
and it searches through all the combinations of words to find clumps or 
clusters of documents that appear to belong together. Some systems are 
capable of automatically generating a summary of a document by scanning 
through the document and finding important sentences using rules like 
the first sentence of the first paragraph is often important. Another com- 
mon feature of autocategorization is noun phrase extraction-the 
extracted list of noun phrases can be used to generate a catalog of entities 
covered by the collection. 
Autocategorization cannot completely replace a librarian or informa- 
tion architect, although it can make them more productive, save them 
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time, and produce a better end-product. The software itself, without some 
human rules-based categorization, cannot currently achieve more than 
about 90 percent accuracy. While it is much faster than a human catego- 
rizer, it is still not as good as a human. 
2.7.2 Image Indexing. Image retrieval research has moved on from the 
IBM QBIC (query by image content) system (QBIC, 2001), which uses col- 
ors, textures, and shapes to search for images. New research is focusing on 
semantics-sensitive matching (DCSE, 2003; Barnard, 2003) and automatic 
linguistic indexing (Wang & Li, 2003), in which the system is capable of 
recognizing real-world objects or concepts. 
2.7.3 Speech Indexing and Retrieval. Speech recognition is increasingly 
being applied to the indexing and retrieval of digitized speech archives. 
Dragon Systems (Dragon Systems, 2003) has developed a system that cre- 
ates a keyword index of spoken words from within volumes of recorded 
audio, eliminating the need to listen for hours to pinpoint information. 
Speech recognition systems can generate searchable text that is indexed 
to time code on the recorded media, so users can both call up text and 
jump right to the audio clip containing the keyword. Normally, running a 
speech recognizer on audio recordings doesn't produce a highly accurate 
transcript because speech-recognition systems have difficulty if they 
haven't been trained for a particular speaker or if the speech is continu- 
ous. However, the latest speech recognition systems will work even in noisy 
environments, are speaker-independent, work on continuous speech, and 
are able to separate two speakers talking at once. Dragon is also working 
on its own database for storing and retrieving audio indexes. 
2.7.4 Natural Language and Spoken Language Querying. Dragon has also 
developed systems that allow users to retrieve information from databases 
using natural language queries. Such systems are expected to become 
more commonplace in the future (Oard, 2003). 
2.7.5 Video Indexing and Retrieval. Commercial systems such as Virage 
(Virage, 2003), Convera (Convera Screening Room, 2003), and Artesia 
(Artesia, 2003) are capable of parsing hours of video, segmenting it, and 
turning it into an easily searchable and browsable database. 
The latest video-indexing systems combine a number of indexing 
methods-embedded textual data, (SMPTE timecode, lineup files, and 
closed captions), scene change detection, visual clues, and continuous- 
speech recognition to convert spoken words into text. For example, CMU's 
Informedia project (Informedia, 2003) combines text, speech, image, and 
video recognition techniques to segment and index video archives and 
enable intelligent search and retrieval. The system can automatically ana- 
lyze videos and extract named entities from transcripts, which can be used 
to produce time and location metadata. This metadata can then be used 
to explore archives dynamically using temporal and spatial graphical user 
interfaces, e.g., mapping interfaces or date sliders. For example-"give me 
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all kideo content on air crashes in South America in early 2000” (Ng et al., 
2003). 
Current research in this field is concentrating on the difficult problem 
of extracting metadata in real-time from streaming video content, rather 
than during a postprocessing step. 
2.8 Search Engine Research and Ihelopment 
2.8.1 Smarter Agent-based Search Enpnes. One of the major advances in 
search engines in the future will be in the use of “intelligent agents” and 
expert systems that apply artificial intelligence (AI),ontologies, and knowl- 
edge bases to enable all relevant information on a particular subject to be 
retrieved and integrated. Improved user interfaces will become available 
through the incorporation of-expert systems into online catalog searching, 
i.e., “intelligent” sophisticated online systems that incorporate AI,knowl-
edge bases, and ontologies. In the future librarians will use “intelligent 
agent kits” that will crawl over the Web retrieving relevant information and 
will analyze and interpret it to create a body of knowledge for a specific 
purpose. Periodic resamplirig will automatically keep it up-to-date. How- 
ever, human intervention will still be needed to customize, supervise, and 
check the computer-generated results (Virginia Tech, 1997; Nardi & 
O’Day,1998). 
2.8.2 Federated Search Enpnes. Quite a large number of metadata re- 
search projects are focusing on the problems of federated searching across 
distributed, heterogeneous, networked digital libraries and the interoper- 
ability problems that need to be overcome (Gonplves et al., 2001; Liu 
et al., 2002). For example, the MetaLib project, at the University of East 
Anglia, implements a single integrated environment and cross-searching 
portal for managing and searching electronic resources, whether these be 
abstracting and indexing databases, full-text e-journal services, CD-ROMs, 
library catalogs, information gateways, or local collections (Lewis, 2002). 
2.8.3 Peer-to-PeerJXTA-based Search Engines. Peer-to-peer (P2P) search 
engines are based on the idea of decentralized metadata provided by net- 
worked peers rather than clients accessing centralized metadata reposito- 
ries sitting on a server. Sam Joseph at the University of Tokyo has written 
an excellent overview of Internet search engines based on decentralized 
metadata (Joseph, 2003). 
JXTA (short for Jxtapose) is a peer-to-peer interoperability framework 
created by Sun. It incorporates a number of protocols, but the most rele- 
vant to the idea of decentralized metadata is the Peer Discovery Protocol 
(PDP). PDP allows a peer to advertise its own resources and discover the 
resources from other peers. Every peer resource is described and pub- 
lished using an advertisement, which is an XML document that describes 
a network resource. JXTASearch operates over the lower-level JXTA pro-
tocols (JXTA, 2003). 
HUNTER/SURVEY OF METADATA RESEARCH 333 
Edutella (Edutella, 2002) is an RDF-based Metadata Infrastructure for 
P2P Applications based on JXTA. The first application developed by 
Edutella focuses a P2P network for the exchange of educational resources 
between German universities (including Hannover, Braunschweig, and 
Karlsruhe), Swedish universities (including Stockholm and Uppsala) , 
Stanford University, and others. 
2.8.4 Multimedia Search Engznes. More and more search engines are 
becoming multimedia-capable-even allowing users to specify media types 
(images, video, or audio) and formats (e.g., JPEG, MP3, SMIL). Examples 
include the FAST Multimedia Search Engine (FAST, 2000), Alta Vista 
(AltaVista, 2003), Google Image Search (Google, 2003), Singingfish Mul- 
timedia Search (SingingFish, 2002), Friskit Music Streaming Media Search 
(Friskit, 2002), and the Fossick Online Multimedia and Digital Image 
Search (Fossick, 2003). 
2.8.5 Cross-lingual Search Engznes. In the future, universal translators will 
automatically translate a query in one particular language into any num- 
ber of other languages and also translate the results into the original query 
language. There are a number of research projects and search engines 
focusing on cross-lingual search engines, e.g., SPIRIT-W3, a distributed 
cross-lingual indexing and search engine (Fluhr et al., 1997), and the 
TITAN Cross-Language Web search engine (TITAN, 2003). 
2.9 Graphical/Multimedia Presentation of Results 
2.9.1 Graphical Presentation of Search Results. More search engines are 
going to present search results in more innovative graphical ways other 
than simple lists of URLs. Interfaces like Kartoo (Kartoo, 2000) and Web- 
Brain (WebBrain, 2001) illustrate the relationships between retrieved dig- 
ital resources graphically. Kartoo uses Flash to provide a graphical 
representation of the results. The results are displayed in a 2-3D map rep- 
resenting sites that match your query as nodes on the map, and relation- 
ships between nodes are represented as labeled arcs. WebBrain presents 
search results in a graphical browse interface that allows users to navigate 
through related topics. 
TouchGraph GoogleBrowser (TouchGraph, 2001) is a tool for visually 
browsing the Google database by exploring links between related sites. It 
uses Google’s database to determine and display the linkages between a 
URL that you enter and other pages on the Web. Results are displayed as 
a graph, showing both inbound and outbound relationships between 
URLS. 
“Friend of a Friend” or foaf (foaf, 2000) is an RDF vocabulary for 
describing the relationships between people, invented by Dan Brickley and 
Libby Miller of RDF Web. foafCORP (foafCORP, 2002) is an interesting 
semantic Web visualization of the interconnectedness of corporate Amer- 
ica based on the foaf RDF vocabulary. It provides a simple graphical user 
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interface to trace relationships between board members of major compa- 
nies in the United States. 
2.9.2Automatic A~~~~[c l t ion /Compi ln t ionTools. The rapid growth in mul- 
timedia content on the Internet, the standardization of machine-process- 
able, semantically rich (RDF-based) content descriptions, and the ability 
to perform semantic inferencing have together led to the development of 
systems that can automatically retrieve and aggregate semantically related 
multimedia objects and generate intelligent multimedia presentations on 
a particular topic, i.e., knowledge-based authoring tools (Little et al., 2002; 
CWI, 2000; Conlan et al., 2000; Andre, 2000). 
Automatic information aggregation tools that can dynamically gener- 
ate hypermedia and multimedia learning objects will be extremely relevant 
to libraries in the future. Such tools will expedite the cost-effective creation 
of value-added learning objects and will also ensure that any relevant con- 
tent only recently made available by content providers will be automatically 
incorporated in the dynamically generated learning objects. 
2.10 Metadntnfor Personalization/Customizutaon 
The individualization of information, based on users’ needs, abilities, 
prior learning, interests, context, etc., is a major metadata-related research 
issue (Lynch, 2001a). The ability to push relevant, dynamically generated 
information to the user, based on user preferences, may be implemented 
either by explicit user input of their preferences; 
0 	 or learned by the system by tracking usage patterns and preferences and 
adapting the system and interfaces accordingly. 
The idea is that users can get what they want without having to ask. The 
technologies involved in recommender systems are information filtering, 
collaborated filtering, user profiling, machine learning, case-based retrieval, 
data mining, and similarity-based retrieval. User preferences typically 
include information such as the user’s name, age, prior learning, learning 
style, topics of interest, language, subscriptions, device capabilities, media 
choice, rights broker, payment information, etc. Manually entering this 
information will produce better results than system-generated preferences, 
but it is time consuming and expensive. More advanced systems in the future 
will use automatic machine-learning techniques to determine users’ inter- 
ests and preferences dynamically rather than depending on user input. 
Some examples of “personalized current awareness news services” are 
Net2one (NetPone, 2003), MSNBC News Filters (MSNBC, 2003), and the 
eLib Newsagent project (eLib Newsagent, 2000). These services allow users 
to define their interests and then receive daily updated relevant reports. 
Filtering of Web radio and TV broadcasts will also be possible in the future, 
based on users’ specifications of their interests and the embedding of stan- 
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dardized content descriptions, such as MPEG-7, within the video streams 
(Rogers et al., 2002). 
2.1 I Metadatafor Broadband/Grid Applications 
The delivery and integration of information is shifting to wireless 
mobile devices and high-performance broadband networks. To support 
research and development in advanced grid and networking services and 
applications, a number of broadband multigigabit advanced networks 
have been established throughout the world and made accessible to the 
research and higher education communities of these regions: 
Internet2-US. broadband research network (Internet2, 2003) ; 
0 GrangeNet-Australian broadband network (GrangeNet, 2003) ; 
0 Canarie-Canadian broadband network (Canarie, 2002) ; 
0 DANTE-European broadband research network (DANTE, 2003) ; 
APAN-Asia Pacific Advanced Network (APAN, 2003). 
Related research projects are focusing on real-time, collaborative, dis- 
tributed applications that require very high-quality video or high-speed 
access to large data sets for remote collaboration and visualization. Exam- 
ples of applications include remote telemicroscopy, remote surgery, 3D 
visualization of large datasets (e.g., bio-informatics, astronomy data), col- 
laborative editing of HDTV-quality digital video, and distributed real-time 
music and dance performances. 
2.11.1 Grid Computing. Computational Grids enable the sharing, selec- 
tion, and aggregation of a wide variety of geographically distributed com- 
putational resources (such as supercomputers, computer clusters, storage 
systems, data sources, instruments, people) and presents them as a single, 
unified resource for solving large-scale compute and data-intensive com- 
puting applications (e.g., molecular modeling for drug design, brain activ- 
ity analysis, climate modeling, and high-energy physics) (Grid Computing, 
2000). Wide-area distributed computing, or “grid” technologies, provide 
the foundation to a number of large-scale efforts utilizing the global Inter- 
net to build distributed computing and communications infrastructures. 
A list of current grid initiatives and projects can be found at http://www. 
gridforum.org/L-Involved-Mktg/init.htm (GGF, 2003). 
2.11.2 The Semantic Grid. This term refers to the underlying computer 
infrastructure needed to support scientists who want to generate, analyze, 
share, and discuss their results/data over broadband Grid networks-basi- 
cally it is the combination of Semantic Web technologies with Grid com- 
puting for the scientific community (Semantic Grid, 2003). 
In particular, the combination of Semantic Web technologies with live 
information flows is highly relevant to grid computing and is an emerging 
research area-for example, the multiplexing (embedding) of live metadata 
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with multicast video streams raises the issue of Quality of Service (QoS) 
demands on the network. 
Archival and indexing tools for collaborative video conferences held 
through Access Grid Nodes are going to be in demand. In typical access 
grid installations, there are three displays with multiple views. There is a 
live exchange of information. Events such as remote camera control and 
slide transitions could be uced to segment and index the meetings for later 
search and browsing. Notes and annotations taken during the meeting 
provide additional sets of metadata that can be stored and shared. Meta- 
data schemes to support collaborative meetings and collaboratories will be 
required. 
Scientists collaborating on grid networks are going to require meth- 
ods and tools to build large-scale ontologies, annotation services, inference 
engines, integration tools, and knowledge discovery services for Grid and 
e-Science applications (De Roure et al., 2001). 
2.12 Metadntnfor  Wirelm A$fhhihwis 
Infrared detection and transmission can be used in libraries to beam 
context-sensitive data or applications to users’ PDAs, depending on where 
they are physically located (Kaine-Krolak & Novak, 1995). Similarly, GPS 
inforniation can be used to download location-relevant data to users’ PDAs 
or laptops when they are traveling, e.g., scientists on field trips. Such con- 
text-sensitive applications require location metadata to be attached to 
information resources in databases connected to wireless networks. 
The ROADNet (ROADNet, 2002) project on HPWREN (HPWREN, 
2001), a high-performance wireless network, is a demonstration of the col- 
lection and streaming of real-time seismic, oceanographic, hydrological, 
ecological, geodetic, and physical data and metadata via a wireless network. 
Real-time numeric, audio, and video data are collected via field sensors 
and researchers connected to HPWREN and posted to discipline-specific 
servers connected over a network. This data is immediately accessible by 
interdisciplinary scientists in near-real time. Extraction of metadata from 
real-time data flow, as well as high-speed metadata fusion across multiple 
data sensors, are high-priority research goals within applications such as 
ROADNet. 
2.13 Metndata Authentication 
Manually generated rnetadata for Web resources cannot be assumed 
to be accurate or precise descriptions of those resources. The metadata 
and/or the Web page may have been deliberately constructed or edited so 
as to misrepresent the content of the resource and to manipulate the 
behavior of the retrieval systems that use the metadata. Basically, anyone 
can create any metadata they want about any object on the Internet with 
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any motivation. There is an urgent need for technologies that can vouch 
for or authenticate metadata so that Web indexing systems that crawl 
across the Internet developing Web index databases know when the asso-
ciated metadata can be trusted (Lynch, 2001b). 
Hence there are a number of research projects investigating methods 
for explicitly identifjmg and validating the source of metadata assertions, 
using technologies such as XML Signature. Search engines give higher 
confidence weightings to metadata signed by trusted providers, and this is 
reflected in the retrieved search results. 
The XML Signature Working Group, a joint working group of the 
IETF and W3C (W3C XML Signature, 2003), has developed an XML com- 
pliant syntax for representing signatures of Web resources (or anything 
referenceable by a UFU) and procedures for computing and verifying such 
signatures. Such signatures can easily be applied to metadata and used by 
Web servers and search engines to ensure metadata’s authenticity and 
integrity. The XML Signature specification is based on Public Key Cryp- 
tography in which signed and protected data is transformed according to 
an algorithm parameterized by a pair of numbers-the so-called public 
and private keys. Public Key Infrastructure (PKI) systems provide man- 
agement services for key registries-they bind users’ identities to digital 
certificates and public/private key pairs that have been assigned and war- 
ranted by trusted third parties (Certificate Authorities). 
Another approach is the Pretty Good Privacy (PGP) system (PGP, 
2002) in which a “Web ofTrust” is built up from an established list of known 
and trusted identity/key bindings. Trust is established in new unfamiliar 
identity/key bindings because they are cryptographically signed by one or 
more parties that are already trusted. 
2.14 Annotation Systems 
The motivation behind annotation systems is related to the issue of 
metadata trust and authentication-users can attach their own metadata, 
views, opinions, comments, ratings, and recommendations to particular 
resources or documents on the Web, which can be read and shared with 
others. The basic philosophy is that we are more likely to value and trust 
the opinions of people we respect than metadata of unknown origin. 
The W3C’s Annotea system (W3C Annotea, 2001) and DARPA’s Web 
Annotation Service (DAFWA, 1998) are two Web-based annotation systems 
that have been developed. Current research is focusing on annotation 
systems within real-time collaborative environments (Benz and Lijding, 
1998), annotation tools for film/video and multimedia content (IBM 
VideoAnnEx, 2001; Ricoh MovieTool, 2002; ZGDV VIDETO, 2002; DSTC 
FilmEd, 2003 j ,  and tools to enable the attachment of spoken annotations 
to digital resources (PAXit, 2003) such as images or photographs. 
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2.15 bVeblogpn,g Metadata 
Weblogging or Blogging (Sullivan, 2002; Reynolds et al., 2002) is avery 
successful paradigm for lightweight publishing, which has grown sharply 
in popularity over the past few years and is being used increasingly to facil- 
itate communication and discussion within online communities. The idea 
of semantic blogging is to add additional semantic structure to items 
shared over blog channels or RSS feeds to enable semantic search, navi- 
gation, and filtering of blogs or streaming data. 
BliLg (Blizg, 2003) and RlogChalking (BlogChalking, 2002) are two 
examples of Weblog search engines that use metadata to enable searching 
across Weblog archives and the detection of useful connections between 
and among blogs. 
2.16 Metadata for Preservation 
A number of initiatives have been focusing on the use of metadata to 
support the digital preservation of resources. Such initiatives include: Ref- 
erence Model for an Open Archival Information System (OAIS,2002), the 
CURL Exemplars in Digital Archives project (CEDARS, 2002), the 
National Library of Australia (NIA)  PANDORA project (PANDORA, 
2002), the Networked European Deposit Library (NEDLIB, ‘LOOl) ,  and the 
Online Computer Library Centei-/Research Libraries Group (OCLC/ 
RLG) Working Group on Preservation Metadata (OC;LC/RI.G, 2003). 
These initiatives rely on the preservation of both the original 
bytestream/digital object, as well as detailed metadata that will enable the 
preserved data to be interpreted in the future. The preservation metadata 
provides sufficient technical information about the resources to support 
either migration or emulation. Metadata can facilitate the long-term access 
of the digital resources by providing a complete description of the techni- 
cal environment needed to view the work, the applications and version 
numbers needed, and decompression schemes, as well as any other files 
that need to be linked to it. However, associating appropriate metadata 
with digital objects will require new workflows and metadata input tools at 
the points of creation, acquisition, reuse, migration, etc. This will demand 
initial effort to be made the first time a particular class of digital resource 
is received into a collection. However, assuming many of the same class of 
resource are received, economies of scale can be achieved by reusing the 
same metadata model and input tools. 
The Library of Congress’s Metadata Encoding and Transmission Stan- 
dard (METS) (Library of‘ Congress, 2003) schema provides a flexible 
mechanism for encoding descriptive, administrative, and structural meta- 
data for a digital library object and for expressing the complex links 
between these various forms of metadata. 
Other research initiatives are investigating extensions to METS to 
enable the preservation of audiovisual content or complex multimedia 
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objects such as multimedia artworks (Avant Garde, 2003; DSTC NewMe- 
dia, 2003). These approaches involve the association of ancillary and con- 
textual information such as interviews with artists and the use of the Bit 
Stream Description Language (BSDL) (Amielh and Devillers, 2002) to 
convert objects preserved as bit streams into formats that can be displayed 
on the current platforms. 
3. CONCLUSIONS 
In this paper, I have attempted to provide an overview of some of the 
key metadata research efforts currently underway that are expected to 
improve our ability to search, discover, retrieve, and assimilate information 
on the Internet. The number and extent of the research projects and ini- 
tiatives described in this paper demonstrate three things: 
1. The resource requirements and intellectual and technical issues associ- 
ated with metadata development, management, and exploitation are far 
from trivial, and we are still a long way from IlletaUtopia; 
2. 	Metadata means many different things to many different people, and its 
effectiveness depends on implementers resolving key issues, including: 
Identifying the best metadata models, schemas, and vocabularies 
to satisfy their requirements; 
Deciding on the granularity of metadata necessary for their 
needs-this will involve a trade-off between the costs of developing 
and managing metadata, the desired search capabilities, potential 
future uses, and preservation needs; 
Balancing the costs and subjectivity of user-generated metadata 
with the anticipated error rate of automatic metadata extraction 
tools; 
Ensuring the currency, authenticity, and integrity of the metadata; 
Choosing between decentralized, distributed metadata architec- 
tures and centralized repositories for the storage and management 
of metadata. 
3. Despite its problems, metadata is still considered a very useful and valu- 
able component in organizing content on the Internet and in enabling 
us to find relevant information and services effectively. 
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Can Document-genre Metadata Improve 
Information Access to Large Digital Collections? 
KEVINCROWSTONA N D  BARBARAH. KWASNIK 
ABSTRACT 
WE DISCUSS THE ISSUES OF RESOLVING the information-retrieval prob- 
lem in large digital collections through the identification and use of doc- 
ument genres. Explicit identification of genre seems particularly important 
for such collections because any search usually retrieves documents with a 
diversity of genres that are undifferentiated by obvious clues as to their iden- 
tity. Also, because most genres are characterized by both form and pur- 
pose, identifymg the genre of a document provides information as to the 
document’s purpose and its fit to the user’s situation, which can be other- 
wise difficult to assess. We begin by outlining the possible role of genre iden- 
tification in the information-retrieval process. Our assumption is that genre 
identification would enhance searching, first because we know that topic 
alone is not enough to define an information problem and, second, 
because search results containing genre information would be more easily 
understandable. Next, we discuss how information professionals have tra- 
ditionally tackled the issues of representing genre in settings where topical 
representation is the norm. Finally, we address the issues of studying the 
efficacy of identifylng genre in large digital collections. Because genre is 
often an implicit notion, studying it in a systematic way presents many prob- 
lems. We outline a research protocol that would provide guidance for iden- 
tifymg Web document genres, for observing how genre is used in searching 
and evaluating search results, and finally for representing and visualizing 
genres. 
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INTRO nucT I oN 
Current computerized information-access systems face a fundamental 
limitation: they know what documents say but not what they mean or for 
what purposes they might be usefid. Extracting and representing the 
meaning of documents is difficult and time consuming, and automatic sys-
tems still have significant limitations. We note, though, that humans rarely 
have to read every word of a document to understand its purpose. Instead, 
people take a shortcut: they start by identifjing the kinds of documents 
they are faced with (i.e., the document’s genre), and then use different 
types of documents in appropriate ways. For example, a grant proposal is 
used differently from a syllabus, a product brochure, or a bank statement. 
Accordingly, differences in an information situation are often reflected in 
the k indo f  document that is considered helpful (e.g., a problem set, a les- 
son plan, and a tutorial about mathematics are all about math but useful 
in different situations). Information-access systems would be more useful 
for many tasks if they could similarly distinguish the purpose of documents 
and handle them in appropriate ways. 
In this paper we discuss the possibility of improving information access 
in large digital collections through the identification and use of document 
genre as a facet of document and query representation. First, we provide 
some historical background on the concept of genre and the approach it 
provides to the problem of incorporating context into information 
retrieval. We outline the framework of the information-retrieval problem 
with respect to genre and some traditional resolutions that have been 
attempted. Finally, we outline a research agenda that addresses some of the 
questions and issues that investigating genre entails. 
THEORY: GENREDOCUMENT 
Rhetoricians since Aristotle have attempted to classify communica- 
tions with similar form or purpose into types or “genres.” Numerous defi- 
nitions of genre, or discourse type, have been suggested (e.g., Longacre, 
1983;Miller, 1984;Swales, 1990).In our discussion, we draw on the defin- 
ition of genre proposed by Orlikowski and Yates (1994), who describe 
genre as “a distinctive type of communicative action, characterized by a 
socially recognized communicative purpose and common aspects of form” 
(p. 543). For instance, this document is an example of thejournal article 
genre. It has a form familiar to most researchers and practitioners and is 
monitored by thejournal’s editorial policies as well as the profession’s com- 
munication practices. There are many document genres: some common, 
such as a report or a newsletter, and others restricted to specific domains, 
such as the course syllabus or a problem set in higher education. Genre is 
applicable to electronic as well as physical documents. For example, in a 
study of Web documents, Crowston and Williams (2000) were able to iden- 
t i 9  documents of many familiar genres and of a few genres that seemed to 
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be new to the Web, such as the home page (Dillon & Gushrowski, 2000) 
or the hotlist. 
Genre is useful because it makes documents more easily recognizable 
and understandable to recipients, thus reducing the cognitive load of pro- 
cessing them (Bartlett, 1932 [19671).Yates and Sumner (1997) argue that, 
on the Web genres help in both the production and consumption of doc- 
uments because genre adds “fixity” in a medium that does not otherwise 
distinguish very well between text types (say, a book and a Post-it). In our 
preliminary studies of people searching the Web (Roussinov, Crowston, 
Nilan, Kwasnik, Liu, & Cai, 2001), we observed that the genre of the doc- 
ument was one of the clues used in assessing document relevance, value, 
quality, and usefulness. 
TheProblems of Infomation Acces.s 
To explain how genre can be useful, we will first briefly review the 
problems faced by an information-access system. An information-access 
system has three components: 1. the users, who approach the system with 
contextually based information needs; 2. a store of information (e.g., the 
documents or databases) ;and 3.  an intermediating mechanism to connect 
needs and information. The intermediary may be a person, a search algo- 
rithm, a browsing environment, or a summarizer, among others. 
The basic process of matching users’ needs to potentially useful infor- 
mation in the system is complicated by many factors. First, problems may 
occur due to improper or incomplete representations of the information 
itself. When the information-access system is created, the documents or 
texts must be represented in such a way that they can be retrieved again as 
needed. Librarianship has occupied itself for over a centurywith systematic 
approaches to organizing and representing information in systems. In cre- 
ating bibliographic records, we call this process cataloging; in organizing 
actual documents or topics for meaningful retrieval, we call it classification; 
in providing access to bibliographic databases, we call the representation 
process indexing. 
There are similar processes of information representation on the Web 
and in many other applications in which large stores of information are 
prepared for eventual use in the future. Many of the schemes are adapta- 
tions of traditional schemes, such as that used on Yahoo.com, the Dublin 
Core Project, or the GEM Metadata Project for educational materials 
(http://www.thegateway.org/) . Others comprise grassroots, emergent 
sorts of organization and representations, such as the evolving classifica- 
tion on eBay.com or amazon.com (Kwasnik & Liu, 2000; Kwasnik, 2002). 
An increasingly popular approach relies solely on the full text of the 
documents. 
Another problem that may arise is that the process itself of matching 
users’ queries to the document representations may be inadequate or 
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faulty. Much effort on the part of information scientists has been spent in 
developing and perfecting search strategies, including various matching 
algorithms, probabilistic techniques, citation mapping, and natural lan- 
guage processing. These efforts struggle with many obstacles-among 
them the difficulties of evaluating search results in real environments, as 
well as problems of scaling, reliability, and the representation bottleneck. 
On the user side, we have people in need of information. Often, though, 
users are unable to precisely specify what it is they need and, even if they do, 
the ways in which humans articulate their needs produces a great variety of 
expression. The problem of appropriate representation of users’ queries is 
notjust a question of finding the correct representation according to some 
absolute criteria. Because information use is situated in specific contexts, 
there is also the need to be able to represent the information in such a way 
that a match can be made not only on the level of physical description and 
topic, for example, but also in terms of matching the information with a 
potential use. For example, consider a person approaching a system with the 
query, “I want to prepare a Passover dinner.” At a certain level we can see 
that there is a need for concrete information in the form of actual recipes. 
We might even interpret this as a “known item search.” However, recipes may 
satisfy the need only partially, since the person may want to know much more 
about the rituals and meanings of a Passover dinner and not just the food 
itself. The information need may be either broader than what is asked for or 
much narrower and more specific. Furthermore, we know that people ask 
for what they expect they can get that most closely matches what they rralh 
want, and thus their requests are often presented in a compromised form. 
Thus, we can see that topic alone is not enough to define an informa- 
tion problem because different users may require different solutions to 
seemingly similar information problems. Indeed, even the same user may 
require di€ferent information at different times. These different needs 
arise because the situation (or context) of a user determines not onlywhat 
topics are requested and what strategies are invoked in searching and eval- 
uating output but also what types of resources are considered relevant and 
useful. While we know that it is important to understand the situation of 
the user, the representation of the situation and then its implementation 
in a system is a difficult problem. Our efforts to create user profiles, uni- 
versal situation grammars, and so on suffer from limitations of scope to 
specific domains and lack of extensibility and flexibility. 
Why We Think Identzficution of Genre Would Be Useful 
We suggest that enhancing document representations by incorporating 
nontopical characteristics of the documents that signal their purpose-that 
is, their genre-will enrich document (and queiy) representations in such 
a way that they resonate more truly with the information need of a user as 
situated in a particular context. 
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Because most genres are characterized by both form and purpose, 
identifying the genre of a document provides information as to the docu- 
ment’s purpose and its fit to the user’s situation, which can be otherwise 
difficult to assess. For instance, a university professor looking for infornia- 
tion about computer database systems for the class that she teaches would 
most likely be interested in documents of educational genres (e.g., syllabi, 
assignments, class notes). On the other hand, when working on a research 
paper in the database area, the same professor would more likely appreci- 
ate scholarlywork (e.g., papers, annotated bibliographies, calls for papers). 
The relevant documents for these two searches would be quite different, 
even though the topic and query keywords might be nearly the same. 
Explicit identification of genre seems particularly important for large 
digital collections because any search of these collections usually retrieves 
documents with a diversity of genres and, what is worse, these genres are 
undifferentiated by obvious clues to their identity. This is in contrast to 
nondigital information-seeking situations in which the searcher generally 
has an idea of what sorts of documents exist in the collection. Even if he 
or she does not, clues of physical form and location increase the chances 
that a document’s genre is recognized. For example, a user searching in a 
library can visually distinguish CDs from monographs, encyclopedias, or 
newspapers. Similarly, a user searching a database containing only journal 
articles has already implicitly restricted the search to that genre of docu- 
ments. On the Web, however, a search of a large and diverse document col- 
lection will usually retrieve some documents of relevant genres along with 
many documents of irrelevant genres-a low-precision result-even if all 
retrieved documents conform to search specifications regarding the topi- 
cal content of the document. 
Recognition of genre also has implications for automated methods of 
representing documents, such as automated summarization and indexing. 
A one-size-fits-all approach to summarizing or evaluating Web documents 
without regard for their form and function is likely to misrepresent many 
of them. For example, a newspaper article can be summarized by the first 
few sentences of the document, but such an approach will not work for a 
home page or a frequently-asked-questions document (FA&) (Marcu, 
1997).When medical information is sought, it makes a difference to the 
evaluation whether the document retrieved is a newsletter, a personal 
home page, or a hospital’s patient information site. 
How Librarians Have Addressed the Notion of Creme 
in Libray Infomation Systems 
We do not mean to imply that information science has never addressed 
the notion of genre, or that genre has not been incorporated into any 
information-representation schemes. Indeed, several classification systems 
allow some articulation of genre, and many metadata standards, including 
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the Dublin Core, include a field for genre. The treatment of genre is lim- 
ited or not very well defined, however. Our understanding of the nature 
and role of document genre is still nascent, and so the use of this kind of 
information is underdeveloped in information-retrieval systems. Further- 
more, it is not clear whether the extension of genre designations originally 
designed for physical collections will export well to digital ones. 
Historically, most library information systems took genre for granted 
since most collections contained only a limited array of document types. 
The exceptions are literary genres (such as poetry) and publication types 
(such as almanacs or newspapers), which have had a lively existence in 
explicit document representation for several centuries. Aside from these, 
the primary facets of- access to documents in traditional systems are 
descriptive components and subject, while genre is relatively rare. The 
descriptive access points derive from traditional ways of talking about 
books and book-like documents, and include: title, author, place and name 
of publisher, edition, date, series, physical description in terms of pages, 
size, volumes, and sometimes information about components, which are 
called analytics. The subject analysis of a document captures what a docu- 
ment is about-that is, its topic. 
Librarians and information scientists have recognized that the topical 
approach is extremely important but insufficient in some situations and com- 
pletely inappropriate in others. Not every document is necessarily about 
something. Sometimes the document’s nature as a document represents the 
most important or useful aspect of it. For instance, on the one hand we can 
say that a book may be about symphonies-their history or structure-but 
what is Beethoven’s Fifth about? It simply is. A symphony has a form and iden- 
tifiable characteristics but it does not have a readily identifiable topic, per se, 
except that which can be attributed to it through subtle and nonconsensual 
processes of interpretation. As the notion of document becomes broader and 
more diverse, as it does in the environment of the Web, we can see how the 
concept of subject does not stretch verywell to cover all types of information. 
In response to the need to identify a document’s form or genre in 
addition to its subject, librarians have created auxiliary tools in the form 
of tables and subdivisions to be used with existing topically based classifi- 
cation and subject-heading schedules. Here are a few examples: 
The Dauq Decimal Clussijcation (DDC) (Dewey, Mitchell, Beall, 
Matthews,& New, 1996)provides several ways to denote a document’s form 
or genre. The first is to incorporate a designation in the number itself. This 
is used in the 800s, which cover belles lettres. The first part of the number 
designates country/language, and the final digits represent the genre-1 
for poetry, 2 for drama, 3 for fiction, 5 for speeches . . . 7 for humor and 
satire, and so on (Table 1). 
These genre designations are limited to the genres generally accepted 
by Western literary scholars and do not necessarily do a good job of 
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Table 1, 
English poetry 821 
English drama 822 
English fiction 823 
English speeches 825 
English humor and satire 827 
Bulgarian poetry 891.81 
Bulgarian drama 891.82 
Bulgarian fiction 891.83 
Bulgarian speeches 891.85 
Bulgarian humor and satire 891.87 
describing emerging, culturally diverse, or hybrid genres. Still, it is a way 
of privileging genre in the organization of literary works. It is interesting 
to note, however, that most public libraries do not make use of this formal 
system for fiction and arrange such works by author, with the ad hoc tra- 
dition of separating out popular genres into separate sections for easy 
access and browsability: Mysteries, Romances, Science Fiction, and so on. 
Another technique in the DDC is to use suffixes from the Tables. The 
number for the topic is established, and then suffixes from some Table are 
added to denote the form or genre. For example: 
Table 2. 
Middle Eastern Cooking 641.5956 
Middle Eastern Cooking Encyclopedia 641.5956+03 
(dictionaries & encyclopedias) 
Middle Eastcrn Cooking Magazine 641.5956t05 
(serial publication) 
In physical collections, the suffixes serve to distinguish materials on 
the same topic but in different publication formats. This notion of 
form/genre evolved from the physical distinctions of publication and doc- 
ument types and thus is grounded in publishing practices and realities. 
The further interpretation of how such documents will be used remains 
implicit in the nature of the forms themselves but has practical implica- 
tions for collections. For instance, many dictionaries and encyclopedias 
comprise the noncirculating reference collection, magazines are indexed 
and stored differently than are books, and so on. In terms of digital col- 
lections, however, where the physical clues of publication format are 
largely absent, these suffixes might provide useful indicators for sorting 
and filtering search results. 
Another way in which subject is indicated on the bibliographic record 
is through the use of subject terms from a thesaurus or list, such as the 
352 LIBRARY TRENDS/FALL Z O O 3  
Library of Congress Subject Headings (LCSH). The LCSH comprises an evolv- 
ing list of terms used by catalogers to assign subject designations to a work. 
Terms can denote topics, such as “sonnets,” in which case this would be a 
work ahout sonnets, not the sonnets themselves. Proper names may also be 
subjects. For example, a document about William Shakespeare will be 
assigned Shakespeare’s name as a subject, while a work by William Shake- 
speare would not. Modern cataloging practices abound in confusions 
about topic, creative responsibility, and genre/form, since in many docu- 
ments these three are inextricably fused. This confusion extends to 
searchers as well, who do not realize that searching for a genre using LCSH 
is problematic at best. 
This distinction of reserving subject headings for topics/subjects only 
is somewhat moderated by the addition of a subdivision. There are several 
kinds of subdivisions that can be used to “subdivide” a subject by time, geo- 
graphical location, and further topical aspects. For example: 
Witchcraft-Sweden 
Witchcraft-1 5th Century 
Witchcraft-Biblical teaching 
The subdivisions of interest here, though, are the ones from the Form 
Subdivisions list. This type of subdivision allows the cataloger to further 
describe a work by its form or literary genre. This list is limited to several 
hundred well-established types. The genres included have literary warrant, 
sirice every subject heading and division in the LCSHwas developed for an 




Witchcraft-Handboo ks, manuals, e tc. 
Witchcraft-Periodicals 
Wi tc’hcraft-Poe try 
The fact remains, however, that form and genre are not, as a rule, an 
important finding aid in traditional systems. For instance, the work Final 
Environmental Impact Statement for the Green Mountain and Finger Laks 
NationalForests Land ResourceL2rlunagementPlan is assigned the folloning sub-
ject headings from the LCSH: 
Forest reserves-Vermont Green Mountain National Forest 
Forest reserves-New York (State)-Finger Lakes National Forest 
Forest management-Vermont Green Mountain National Forest 
Forest management-New York (State)-Finger Lakes National Forest 
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Green Mountain National Forest (Vt.) 
Finger Lakes National Forest (N.Y.) 
Thus, this work can be retrieved by the names of either of the two 
national forests covered in the report and by two topics: forest reserves and 
forest management. It is not possible to retrieve this work as an environmental 
impact statement except for the coincidence that the terms appear in the title 
and would come up on a keyword search. There are many genres such as 
this one that serve a useful purpose as templates and are of interest in their 
own right, aside from the specific topic, but since this work is an example 
of an environmental impact statement, rather than a work about one, there 
is no subject heading assigned for this important aspect of the document. 
Some libraries recognize that genre and form are often perceived as 
“topical” and have made some additional access points to accommodate 
this. For instance, the Rare Book, Manuscript, and Special Collections 
Libraiy at Duke University (http://scriptorium.lib.duke.edu.genre-head-
ings.htm1) has an interesting set of auxiliary tools for searching its collec- 
tion. One of these is a Genre/Form list from which genre terms can be 













It is immediately obvious how very helpful such a list might be in study- 
ing the communicative forms of the cultures represented in the collection. 
HOWTO STUDYGENRE 
Having presented our case for understanding more about document 
genres in order to enhance retrieval of information from large digital col- 
lections, we turn now to the issues of precisely how we might study this phe- 
nomenon. Because genre is often an implicit and subtle notion, studying 
it in a systematic way presents many problems. Our overarching question 
is, Would identification of document genres improve information access 
technologies in large digital collections such as digital libraries and the 
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Web? This question cannot be answered directly, given the current under- 
standing of genre or of genre’s role in information retrieval. Thus, we envi- 
sion a research agenda for investigating genre that proceeds through a 
series of componential studies, each of which we see as necessary for a full 
understanding. Thus, in answering the central question with respect to 
genre, it is necessary to investigate the following: 
The identification of Web document genres from the users’ perspective 
and articulated in the users’ own terms; 
The creation of a faceted (i.e., multidimensional) classification of these 
genres that can be used for controlled investigations in later stages of 
study; 
An investigation of how users integrate genre metadata into their own 
searching, evaluation, and use of documents; 
An evaluation of the degree to which incorporation of genre metadata 
in information-access systems makes a difference to the effectiveness of 
searching, sorting, ranking, and eventual use of documents; and 
An evaluation of various interfaces for visualidng and presenting genre 
metadata once it has been identified. 
We also recognize that studying genre cannot be a once-and-for-all 
endeavor, since new genres are emerging all the time and old ones are 
being used in ways that are different than originally conceived. Thus, we 
propose that any study of genre must also establish a conceptual franie- 
work from within which to design continuing investigations. That is, we 
need a set ofworking hypotheses based on what we know about genre as a 
social construct. How are genres recognized? How do they evolve and 
change? How are they used and understood? 
Studying Genwfrom the Urers’Perspectiue 
We take it as a given that studies of genres must be based in real situa- 
tions with real users. Since traditional designations of document genres 
will probably not adequately or accurately describe all the document types 
present and emerging on the Web and in digital libraries, it would make 
no sense to use such designations as a checklist against which digital gen- 
res are compared. Such a comparison would inevitably miss genres new or 
unique to the Web or, even more confusing, mistake traditional genres that 
have been adapted to new uses on the Web. 
Thus, we see the first step as a descriptive phase of inductively extracting 
from what people say about their terminology and sense of genres. At the 
same time, we recognize that studying the entire range of possible document 
genres and the tasks for which identification might be useful is not realistic. 
Furthermore, genres can be specific to a particular discourse community, so 
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too broad a scope may make it difficult to identify a useful set of genres in 
a manageable time with limited resources. Thus, as a first step we suggest 
that document genres be studied for a particular set of users, such as 
lawyers, educators, city planners, real estate agents, and so on. 
If the right population is chosen, limiting the scope does not neces- 
sarily mean that only a small subset of genres will emerge. For instance, 
teachers can potentially search for a wide range of topics and utilize doc- 
uments of many genres, including a number that are particular to educa- 
tion, e.g., “lesson plans” and “academic standards.” This diversity means 
there would be a wide range of potential document types to study. On the 
other hand, in the domain of education there is a core set of tasks that pro- 
vides a base on which to study the impact of genre identification. Such tasks 
and situations for teachers include, for instance, writing a lesson plan, cre- 
ating a reading list, adapting an existing class, or developing tests and 
assignments. For administrators it might include conforming to educa- 
tional standards, managing human resources, writing reports, and com- 
municating with students and parents. Limiting the domain of inquiry will 
help focus a study, establish a reasonable scope, and provide a manageable 
set of situations with which to work and on which to test the impact of 
genre identification. 
We realize that limiting a study in this way also limits the ability to gen- 
eralize, but initially the aim is to show that genre identification is of value 
for certain tasks. Having demonstrated the basic concept for educators, for 
instance, we expect that it would be possible to then extend the principles 
beyond the domain of education. 
Iden tzjication of Genres 
In order to design effective empirical studies to investigate people’s 
use of genre, it is necessary to identify, describe, and categorize the range 
of document genres used by the target population and the tasks associated 
with these documents. There is a substantial body of work on analyzing 
genre in printed documents and some work studying them on the Web 
(e.g., Bretan, Dewe, Hallberg, & Wolkert, 1998; Crowston & Williams, 
2000; Dillon & Gushrowski, 2000; Furuta & Marshall, 1996;Karlgren, Bre- 
tan, Dewe, Hallberg, &Wolkert,1998;Stamatatos, Fakotakis, &Kokkinakis, 
2000). However, these studies have typically been top-down, that is, they 
analyzed a set of documents based on theoretical principles or according 
to a priori classifications. For example, Crowston and Williams (2000) 
based their classification on the Art and Architecture Thesaurus (Petersen, 
1994), and a number of studies used the categories of the Brown Corpus. 
A top-down approach to genre is problematic for two reasons. First, 
genres are socially constructed, so different social groups using documents 
with similar structural features may think about them and describe them 
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differently.A document may be unfamiliar and difficult to understand for 
someone outside of the community in which the genre is used. Therefore, 
it is important to capture the users’ own language and understanding of 
these genres. Second, it is imperative to extend any investigation to genres 
that are not necessarily vetted by traditional schemes, such as those that 
come out of domain-specific work (e.g., “block-scheduled curriculum 
plans”).As pointed out by Dillon and Gushrowski (2000, p. 202), genres 
are no longer necessarily “slow-forming, often emerging only over gener- 
ations of production and consumption.” Thus, we assume that a traditional 
typology of genre or docunient forms will not be sufficient to describe the 
emerging and dynamic genres identifiable by users in general and our 
community in particular. 
Some researchers have attempted to identify genres bottom-up 
through relatively small-scale user studies (e.g., Dewe, Karlgren, & Bretan, 
1998;Nilan, Pomerantz, & Paling, 2001). However, we do not as yet have 
a fully articulated set of data that reveals what genres people recognize nor 
for what tasks they find documents of specific genres useful. 
In investigating the range of genres identified by users, we suggest that 
the following questions should be addressed: 
How do people talk about the genre of documents? 
Does the naming and identification of digital-document genres corre- 
spond to the naming of traditional nondigital genres? 
How do people understand and make use of new, unnamed, emcrging, 
and “colonized” genres (Beghtol, 2000) in digital collections? 
What clues do people use to identifji genre when engaged in informa- 
tion-access activities? 
What facets (basic attributes) of genre do people perceive? 
Creation of a Faceted (i.e., i2ilultidimensional) Classijication of Genres 
If genre is to be used as another facet of description for documents 
and queries, we are still left with the issue of how to describe genre itself 
in such a way that it can be implemented in a system. Genre itself is a mul- 
tidimensional phenomenon, incorporating form, function, and the nu- 
merous clues and components that allow us to discriminate one genre 
from another. Toward this cnd we see the need to create a rich and flexi- 
ble description of document genres that will do justice to their complexity 
while at the same time providing a structured tool for systematic inquiry. 
One way to achieve this is through a faceted classification. 
A classification will help determine the level of granularity that can be 
achieved in genre identification. Genre complexity can be managed by 
organizing the genres in a classification from more general to more spe- 
cific. By picking appropriate levels of specificity it might be possible to 
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avoid having to identify hundreds of detailed genres, while still providing 
a basic level of distinction in areas of particular interest. 
Most organized lists of genres are structured as hierarchies. The criti- 
cism of traditional hierarchies is that they rely on a single organizing prin- 
ciple, which may not be useful for all cases. To overcome this problem we 
suggest using the facet analysis approach. Facet analysis identifies multiple 
fundamental dimensions along which objects, such as genres, can be 
described and then clustered. For example, a genre such as a “lesson plan” 
can be identified by its source, its purpose, its structural features, and so 
on. Each facet, or basic dimension, can be articulated following its own 
logic and subsequently can be used for its own type of clues for classifica- 
tion. In suggesting the use of facet analysis we follow the example of pre- 
vious genre-identification studies such as Paivarinta (1999),Tyrvainen and 
Paivarinta (1999), and Karjalainen, Paivarinta, Tyrvainen, and Rajala 
(2000), who looked at the management of enterprise documents, and 
Kessler, Nunberg, and Schuetze (1997), who sought to identify a limited 
set of facets for communicative purposes. 
A faceted approach to classification is pragmatic and not dependent 
on any one conceptual perspective. It allows for the development of 
description and clustering using a number of fundamental dimensions, 
rather than just one. The results of this process yield a classification that is 
flexible, expressive, and hospitable to new genres and genre combinations. 
It also allows a view of genres at a variety of conceptual levels, from the gen- 
eral and inclusive to the very specific, which will be useful in simulations 
in later phases of inquiry. 
How would a faceted approach to genres work? In principle, this 
approach requires several passes. The first pass identifies and labels facets 
that seem to be important. These might include form, content, style, 
implied use, and the relationship of that document to others. These facets 
serve as starting points, and new facets may emerge. After identifylng the 
basic facets, one must again review the entire corpus repeatedly to see 
the range of categories on which these facets are revealed-for instance, 
what do people use to describe “source”? The process continues until sat- 
uration is reached (i.e., no new categories emerge). If necessary, more data 
are collected. 
Once the Web genres are identified, it might be interesting to com- 
pare them to the more traditional sources of genres for overlaps of struc- 
ture and coverage. We expect that there will be a significant amount of 
redundancy among the genres identified in this way. The aim is to gener- 
ate a classification that reflects not only currently identified genres but will 
also flexibly accommodate identification of emerging and future genres 
(Beghtol, 2000; Kwasnik, 1999),thus providing a basis for future work in 
this area. 
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How Users Integrate Genre Metadata into ThPir Own Searching Evaluation, 
and Use of DocurnPnts 
Besides identifymg genres and their attributes, any study of genre 
effectiveness must also establish how people in fact utilize genre in search- 
ing, in generating queries, and in their evaluation of documents. To 
accomplish this, further observations are necessary in order to answer the 
following questions: 
In what contexts and for what tasks is the identification of genre useful? 
To what extent are documents of various genres specific to certain tasks 
as opposed to being generally useful? 
To what extent are people interested in documents of genres specific to 
their domain and environment vs. those used more widely? 
In summary, the results of the necessary initial phases of studying gen- 
res on the Web would be a better understanding of how users in the com- 
munity of interest describe the genre of documents and how they use 
genre when they work with documents to solve information problems. This 
phase should also provide a database of documents categorized according 
to their user-specified genre, genre features, user evaluations, and related 
information tasks. Such a database can be used as the baseline for simula- 
tions and evaluation studies in subsequent phases. It would also provide an 
inductively derived faceted classification scheme for usefully clustering 
genres and features and for determining granularity. 
Evaluating the Eflectiveness of Genre Identzjication 
Using the basic information discovered in the preliminary phases, it 
should then be possible to carry out controlled user studies whereby vari- 
ous aspects of genre use can be manipulated to see the differences in 
retrieval effectiveness associated with each manipulation. Thus, in this 
phase one can study how genre metadata can best be utilized in informa- 
tion-access tasks. By “best” we mean initially improving users’ performance 
(e.g., time, accuracy, or perceived usability) in information searching, fil- 
tering, and evaluation tasks. Ultimately, of course, “best” means improving 
the performance in the kinds of information tasks people face in their day- 
to-day work lives. 
This phase in the research plan must address several questions: 
How best to use genre metadata in information-access systems? 
To what extent does providing genre metadata improve performance 
and utility? 
Which specific facets of genre improve performance most? 
To what extent does using genre metadata to cluster and/or rank doc- 
uments improve performance and utility? 
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Can genre metadata be used to inform other aspects of the process of 
searching, summarizing, or evaluating documents? 
To answer these questions, one approach would be to develop simu- 
lated information-access system interfaces that incorporate genre meta- 
data and then to conduct evaluations of the efficacy of these interfaces in 
controlled laboratory experiments. Depending on resources and available 
design expertise, one could implement these prototypes in various ways, 
starting with storyboards and paper mockups, scripted interfaces and, if 
possible, by implementing them on a real search engine. The following are 
some suggestions for scenarios in which genre information could be imple- 
mented in order to test its efficacy: 
Provide aids for query construction using genre metadata; 
Cluster documents based on genre metadata (explicitly labeled vs. 
labeled using other techniques vs. unlabeled) ; 
Show genre information in combination with other metadata; 
Raise or lower a document’s rank based on genre metadata; or 
Incorporate genre-specific information-access processes. 
The method of presentation of genre information will inevitably influ- 
ence its efficacy. For this reason, before any retrieval evaluation can take 
place, this aspect of genre must also be investigated. Specifically, studies 
should investigate: 
How best to represent and display genre metadata to the user and 
receive feedback? 
What level of granularity of genre metadata improves performance 
most (i.e., how specific should the description of genre be)? Is there, 
perhaps, a basic level of genre that is neither too general and abstract, 
nor too specific? 
To what extent does combining genre metadata with other kinds of 
metadata (e.g., subject) improve performance? For example, is it more 
useful to identify documents as “fifth-grade science lesson plans” or just 
as “lesson plans”? 
To what extent is the user’s performance degraded by miscategorization 
of documents based on genre? 
In answering these questions there are some general interface design 
issues that must also be addressed. For example, it is important to decide on: 
The choice between opaque and transparent modes of presentation 
(Roussinov et al., 2001). In transparent mode, the system will expose its 
identification of genre to the user by labeling or otherwise identifying 
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it. In opaque mode, results will make use of genre metadata, e.g., for 
ranking, but the user will not be made explicitly aware of it; 
If the transparent mode is used, then one must make a choice between 
interfaces that explicitly name genres and those that use other methods 
of labeling (e.g., by providing example documents). 
A typical experiment might for instance contrast two interfaces. Par- 
ticipants could use one interface in the first half and a different interface 
in the second half of the experiment, with the order of presentation coun- 
terbalanced across subjects. An example task might be to find a relevant 
Web page for a given problem scenario. 
ANSWERINGTHE BIG QUESTION: DOESGENREHELP? 
Identifying Web document genres, observing how genre is used in 
searching and evaluation of search results, the multifaceted representation 
of genres, and finally the design of presentation and visualization tech- 
niques allows a systematic exploration of'the overall effectiveness and util- 
ity of genre information for Web documents. 
We know that people use genre information and that for many appli- 
cations it is perhaps the single most important piece of inforniation that 
can be provided. Nevertheless, the extent to which the general inclusion 
of genre information will enhance information access on the Web is an 
open question. There is much to understand before such information can 
be practically implemented. On the other hand if, as we suspect, genre 
information is helpful, then studying it in a systematic way, as we propose 
above, can provide the initial baseline understanding that must precede 
any automatic implementation. 
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Web-based Organizational Tools and Techniques 
in Support of Learning 




P A R T I C U L A R L Y  THE WEB,is awonderful free source of 
information that can vastly improve the array of resources available to 
library patrons. Unfortunately, not all information is honest and accurate, 
and some of it is not suitable for certain age groups. Students using the Web 
for research often come upon unsuitable sites. We can get around this by 
constructing Web learning environments containing safe sites for students. 
These learning experiences include WebQuests, Pathfinders, Treasure 
Hunts, Scavenger Hunts, and Tracks. 
As librarians, we pride ourselves on providing our clients with open and 
free access to uncensored information. We have always been at the forefront 
in the fight against censorship and threats to individual privacy rights. We 
realize that these two civil rights are important components at the base of a 
free society. Granted, we do pick and choose the materials that we place in 
our libraries. With limited budgets and space we cannot include everything 
in our holdings. We do pick and choose and, in doing so, may limit materi- 
als that may be deemed “controversial” by some. Saying this, we do not limit 
materials and opinions just on the basis of controversy. We also try to take 
advantage of services that expand our holdings in the most cost-effective way 
we can. We form partnerships and cooperatives to purchase materials and 
services. We share our materials through interlibrary loan and other coop- 
erative efforts. As good stewards of our monies and the public trust, we take 
advantage of as many opportunities as we can to stretch our budget and 
acquire accurate and unbiased information for our patrons. 
Don E. Descy, Ediicational Technology Prograni Director, 313 Armstrong Hall, Minnesota 
State University, Mankdto, MN 56001 
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One such opportunity for expanding our horizons is the Internet in gen- 
eral and the World Wide Web (WWW) in particular. The WWW allows us to 
access amounts of information that we never dreamed possible even just a 
few short years ago. I remember saying years ago that the effect of the Inter- 
net on the world would be greater than that of the printing press. People 
thought that I was crazy back then, but it seems that this has come to pass. 
The Internet is not without its problems though. Everything seems to 
be out there and available to our patrons withjust a few keystrokes or clicks. 
Everything: honest information, dishonest information, biased informa- 
tion, and information that may be just plain inappropriate for the cus- 
tomer because of age or ability to understand. This can be a particular 
problem for librarians working in our schools. How can we have free and 
open access to information and yet screen this information to insure its 
availability in an age-appropriate form? The answer very simply is that we 
can’t. Many schools rely on student trust that self-limits access to inappro- 
priate sites. Many politicians and others have touted Internet filters as a 
panacea. Most of these individuals have good intentions. 
Unfortunately, filters don’t work as well as people claim. A 2001 study 
reported in Consumer Reports (2001) found that most filtering software 
packages failed to block one out of five undesirable sites. Many times sites 
that would be appropriate sources of information are denied to students. 
Klauck (1999) studied common Web filtering software and, using search 
terms common in school settings, found results that were undesirable for 
students. 
So, what can be done? How can we give our students the opportunity 
to use the Web or Web-based information and yet stay in a safe environ- 
ment? This is not as difficult as it may seem. We do this by guiding each 
step of their Web experience to assure that their keystrokes and clicks get 
them to the information they need with no chance of them going astray. 
We do this by constructing WebQuests and Pathfinders and using lists 
of specific sites and information that we construct or are available on 
the Web. 
WEBQUESTs 
Bernie Dodge and Tom March first developed WebQuests at San 
Diego State University in 1995. A WebQuest is a self-contained, inquiry-ori- 
ented activity constructed in the form of a Web page. Some or all if the 
information the students will interact with comes from the Web. Informa- 
tion found in other library resources may also be used along with films, 
television, and other technologies. From this central page the student is 
prompted to read or view other information, and visit other Web pages 
constructed by the instructor, and other Web pages of supplemental infor- 
mation around the world. The information they gather from other sources 
and these Web pages is used by the students to complete their tasks. 
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The main page of the WebQuest contains several parts: introduction, 
task, process, evaluation, conclusion, and resources. Links to a separate 
teacher page may also be included. The introduction, though short in itself, 
is one of the most important parts of the M’ebQuest. This portion introduces 
the student to the activity. It is designed to “hook the student and make the 
student want to go on. The task concisely states the outcome of the quest. It 
is usually short and to the point. WebQuests may be of short or long dura- 
tion, to be completed individually or with a group. The process lists the steps 
the students will follow to achieve the desired outcome. A well-designed 
WebQuest is different and interesting. Students don’t write reports and par- 
rot information. Rather, they may write a play, give a presentation, have a 
debate or construct a final project. The fourth area is muluution. Here, stu- 
dents see how their perforniance will be evaluated. Many times assessment 
rubrics are used. Students learn about individual and/or group grading The 
conclusion summarizes and brings closure to the activity It also encourages 
students to extend their studies in or near the area covered by the 
MJebQuest. Additional examples of project3 or topics to explore may be 
introduced. And finally, the resourcessection may contain links to other use- 
ful sites containing supplemental and enrichment information. WebQuest 
etiquette allows teachers three choices. It is perfectly acceptable to use 
someone else’s WebQuest that may be found posted on a site. Of course, 
permission should be asked as comnion courtesy. Posted WebQuests may be 
changed to more closely meet the needs of the curriculum. Again, it would 
be courteous to send a copy of this to the originator of the WebQuest. And, 
of course, the instructor can also make aM’ebQuest from scratch. Many tuto- 
rials and templates can be found with a simple Web search. 
PATHFINDERS 
Pathfinders are guides to information resources on a specific topic. They 
are designed to provide a path for students to follow that focuses on their 
areas of research and specifically targets the most appropriate resources avail- 
able. General Pathfinders may contain print resources such as books and 
periodicals; nonprint resources such as videos, CD-ROMs, and audiotapes; 
and Internet sources such as Web sites and discussion groups. Many librari- 
ans have constructed Pathfinders or subject guides for their patrons. This is 
a good way to have a list of prescreened sources for students to use. As long 
as librarians can use a word processor, they can turn a Pathfinder into a 
Web page by just saving it in that form or utilizing such Web construction 
tools as Netscape Composer, available free as a part of the Netscape Web 
browser. There is even a Pathfinder for constructing Webbased pathfinders 
easily located on the Web (http://home.wsd.wednet.edu/pathfinders/ 
path.htm) ! Webbased Pathfinders allow our students the easy access to 
online resources such as Web sites, online community resources, library cat- 
alogs, encyclopedias, newspapers, and magazines. 
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Many of the better resources such as online databases are not easily 
found through the use of regular Web searching. This vast pool of virtually 
searchable information, called the Invisible Web (discussed elsewhere in 
this issue) contains some of our best resources. A simple search using the 
term Invisible Web will yield many lists of these resources to add to and 
increase the value of our Pathfinders. 
Bookmarks are sometimes called “pathfinders” without a sense of 
direction. They are collections of seemingly unrelated sites. Many teach- 
ers use their collection of bookmarks asjumping-off points in history and 
English classes. A well-constructed group of bookmarks can be an extra- 
ordinary resource for teachers and students for safe surfing through trou- 
bled Web waters. 
WEBTREASURE HUNTSHUNTS/SCAVENGER 
Web Treasure Hunts, sometimes called Scavenger Hunts, are just like 
regular treasure hunts except that the students use the Internet to find 
answers to questions. Many great sites are available to help the teacher find, 
construct, and utilize Treasure Hunts in their classroom (http://www. 
ctnba.org/ctn/k8/treasure.html,for example). Treasure hunts focus on a 
particular theme that a teacher in interested in using in class. They 
do require much more time online than WebQuests, since the students 
must take more time finding the sites and digesting the information. 
Unlike Pathfinders, Treasure Hunts may be designed to introduce stu- 
dents to searching and search engines to find the information they need. 
This may introduce variables that can’t be controlled but, by using search 
engines designed for student use, these variables can be minimized. Other 
Treasure Hunts rely on carefully collected and evaluated sites and ques- 
tions related to the topic under study so students will have a more con- 
trolled environment to work in. One of the fun aspects of Treasure Hunts 
is that they are often timed. This is a great way to keep students occupied 
and on task. 
TRACKS 
A Track is a collection of sites about a similar topic. They can be used 
by teachers and students to create their own Scavenger Hunts or Treasure 
Hunts. Many times it is worthwhile for students to actually construct their 
own hunt. A search of many of the popular teacher Web sites will yield many 
lists of sites on similar subjects. These lists are a good place to get started 
while the teacher and students construct their own tracks and hunts. 
The Web is a wonderful place. The more we use it, the more we 
marvel at the vast collection of information that is out there available with 
just the click of amouse or the pushing ofa few keys. It is also a minefield. 
Hazards abound. Sites with wrong, misleading, and biased information 
abound. Through the careful use of some of the resources that we have 
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discussed, it is possible to help our students navigate this minefield and 
find good, useful information quickly and easily. 
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