Introduction
Allison (1999) argues that we are often interested in comparing how the effects of variables differ across groups (e.g. is the effect of education on income greater for men than it is for women?). HOWEVER, when doing logistic regression, there is a potential pitfall in cross-group comparisons that, Allison claims, has largely gone unnoticed. Unlike linear regression coefficients, coefficients in binary regression models are confounded with residual variation (unobserved heterogeneity). Differences in the degree of residual variation across groups can produce apparent differences in slope coefficients that are not indicative of true differences. He proposes a procedure by which these problems can be corrected, and argues that "routine use [of this method] seems advisable" and that "it is hard to see how [the method] can be improved."
In this paper, we argue that heterogeneous choice (also known as location scale) models provide a superior means for dealing with the problems Allison presents. We show that Allison"s solution actually involves a special case of these models, the heteroskedastic logit model. While this more limited method works well in some situations, in other cases it can produce biased and inefficient estimates and can lead researchers to either overstate or understate the statistical and substantive significance of the differences that are found. With heterogeneous choice models, the determinants of heteroskedasticity can be better modeled, dependent variables can be ordinal in addition to binary, and widely available commercial software can be used.
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II
The problem with comparing logit and probit coefficients across groups, and
Allison's proposed solution
Allison illustrates his concerns via the analysis of a data set of 301 male and 177 female biochemists (for a detailed description of the data, set Long, Allison and McGinnis 1993 ; the description provided here is adapted from Allison"s 1999 paper). These scientists were assistant professors at graduate universities at some point in their careers. Allison uses logistic regressions to predict the probability of promotion to associate professor. The units of analysis are person-years rather than persons, with 1,741 person-years for men and 1,056 person-years for women 1 .
In his analysis, the dependent variable is coded 1 if the scientist was promoted to associate professor in that person-year, 0 otherwise. (After promotion no additional person-years are added for that case.) Duration is the number of years since the beginning of the assistant professorship, undergraduate selectivity is a measure of the selectivity of the colleges where scientists received their bachelor"s degrees, number of articles is the cumulative number of articles published by the end of each person-year, and job prestige is a measure of prestige of the department in which scientists were employed. His results are reprinted in Table 1 .
Table 1 About Here
As Table 1 shows, the effect of number of articles on promotion is about twice as great for males as it is females. If accurate, this difference suggests that men get a greater payoff from their published work than do females, "a conclusion that many would find troubling" (Allison 1999, p. 186 ).
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BUT, Allison warns, this difference could be an artifact of differences in the residual variances.
Women may have more heterogeneous career patterns, and unmeasured variables affecting the chances for promotion may be more important for women than for men. If the residual variance for women is greater, the female slope coefficients will be lowered, possibly creating the false impression that number of articles has less impact on women than on men.
Allison explains why the problem exists (we briefly summarize his argument here, but see his paper for a more complete explanation). One rationale for the logit and probit models is that there is an underlying latent variable y* 2 . As individuals cross a threshold on y*, their values on the observed variable y change. y tells us that y* falls within a particular range but does not The last term represents a random disturbance that is assumed to be independent of the x variables. The ζ parameter allows the variance to be adjusted upward or downward. (Note that ζ is NOT the variance of the residual itself, but an adjustment factor for the variance.)
The observed dichotomy is governed by the logit model 3 . If we let g stand for the link function (in this case logit), the model can be written as Note that, in a logistic regression, what we actually estimate are the βs rather than the αs. As Allison (1999 , citing Amemiya 1985 notes, the αs and the βs are related this way:
As the above equations imply, we cannot actually estimate the αs and ζ separately; all we can estimate are their ratios, the βs.
A problem arises when residual variances differ across groups. Two groups could have identical values on the αs -but if their residual variances differ, their βs will differ as well. Similarly, the α values could be larger in one group; but if the residual variance is also greater for that group, the β values for the two groups could be equal. It is even possible for the α values to be larger for one group, but if its residual variance is large enough its βs could be smaller than the other group"s.
To further clarify, we can think of this as being very similar to the well-known problems with comparing standardized OLS regression coefficients across groups (Duncan 1968) . In OLS, variables are often standardized by rescaling them to have a variance of one and a mean of zero.
If variances differ across groups, the standardization will also differ across groups, making coefficients non-comparable. For example, the non-standardized effects of education can be compared across groups in OLS regression, because education is measured the same way in both groups. But, if the variance of education differs across groups, the standardized coefficients will not be comparable because education will get rescaled differently in the two groups.
Although less obvious, the same problem exists in probit and logit models. As Long and Freese (2006, p. 134) In order to deal with this problem, Allison says we first need to determine if residual variances differ across groups; and if they do, we have to adjust the slope coefficients to reflect those differences. His procedure is as follows.

Step 1 (Shown in Table 1 above): Separate logistic regression models are estimated for each group (which are numbered 0 and 1). This allows the coefficients for all variables to differ across groups. The log likelihoods from the two separate models are added together 4 .
Step 2: A model (without interaction terms) is estimated for the entire sample. A dummy variable for group membership is included. This constrains all coefficients (except the intercepts) to be the same for both groups 5 .
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Step 3 (shown in the first half of Table 2 below): A parameter called δ is added to the model from Step 2 6 . Let G i = 0 for men (group 0) and 1 for women (group 1). The underlying model (Allison 1999:192) then becomes
δ is implicit in the above model because the scaling factor ζ is a function of δ:
Equivalently, the formula for δ is
Once this is done, ζ Group 0 is fixed at 1 while ζ Group 1 is free to vary. δ, then, is an estimate of how much the disturbance standard deviation differs by group. So, for example, a δ of 1 would indicate that the disturbance variance of group 0 is 100% higher (i.e. double) the disturbance variance of group 1. A δ of -.5 indicates that the disturbance variance for group 0 is only half as large as the variance for group 1. A δ of 0 means that there are no differences in residual variation across groups. By including δ in the model, the differences in residual variation that distort cross-group comparisons are presumably controlled for. Note that this model continues to be estimated under the assumption that the underlying αs for both groups are equal.
Step 4: A series of hypotheses are then tested; and based on these results, additional models may be estimated 7 .
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o Second, if the residual variances are found to differ, a global test is done of whether any αs differ across groups. This involves a chi-square contrast between the models of Step 3 and Step 1. A significant chi-square value supposedly indicates that at least one coefficient differs across groups, even after controlling for differences in residual variation.
o Third, if it is found that at least one coefficient differs across groups, additional models can be estimated to identify the specific variables whose effects differ.
This is done by adding interaction terms to the model from Step 3 and doing a chi-square contrast with the Step 3 model. (This is shown in the second half of Table 2 below.) In order to conduct these tests, however, at least one set of coefficients must be assumed to be equal across groups. A model with all possible group interactions and a parameter for differences in residual variation would not be identified. Again, we will see that this is a critical and potentially problematic assumption.
The results from this procedure are presented in Table 2 . Allison has illustrated a critical problem that researchers need to be aware of 8 . In assessing his proposed solution, it is useful to realize that his approach involves (but is not limited to) a reparameterization of the heteroskedastic logit model. The heteroskedastic logit model, in turn, is part of a larger class of models that is variously known as location-scale models (McCullagh & Nelder 1989) and heterogeneous choice models (Alvarez & Brehm, 1995; Keele & Park, 2006) .
Because the term "heterogenous choice" has recently become popular in the social sciences literature, we will use it throughout the rest of this paper, but readers should remember that the terms "heterogeneous choice" and "location-scale" are interchangeable and that other authors prefer the latter.
With heterogeneous choice models, the dependent variable can be ordinal or binary. For a binary dependent variable, the model (Keele & Park, 2006) can be written as
In the above formula,  g stands for the link function (in this case logit; probit is also commonly used, and other options are possible, such as the complementary log-log, log-log and cauchit).
 x is a vector of values for the ith observation. The x"s are the explanatory variables and are said to be the determinants of the choice, or outcome.
 z is a vector of values for the ith observation. The z"s can define groups with different error variances in the underlying latent variable, e.g. the z"s might include dummy variables for gender or race. But, the z"s can also include continuous variables that are related to the error variances, e.g. as income increases, the error variances may increase. The z"s and x"s need not include any of the same variables, although they can.
 β and γ are vectors of coefficients. They show how the x"s affect the choice and the z"s affect the variance (or more specifically, the log of ζ) 9 .
Using Table 2 of his paper 12 . We then estimated a heteroskedastic logit model using oglm (Ordinal Generalized Linear Models), a Stata 9 routine written by Williams (2006b) . Table 3 shows the results.
Table 3 About Here
For both models, a Wald test of the hypothesis that the coefficients for the choice coefficients all equaled zero yielded a chi-square value of 181.39 with 6 degrees of freedom. The differences between the models are trivial. Allison"s model includes a parameter for δ while oglm includes a parameter for the variance. These are simply two equivalent ways of parameterizing the same concept. 13 In the heteroskedastic logit model, the variance scaling factor for each case is .3022305) * exp( Hence, for males (who have a value of 0 on female), the residual variance scaling factor is exp(0) = 1. For females, the residual variance scaling factor is exp(.3022305) = 1.352873. Using formula (5) for the δ parameter, we get 2608 . 1.352873
which is the same value that is reported by Allison in his paper.
IV Strengths and Weaknesses of Allison's Approach
As a special case of the heterogeneous choice model, Allison"s approach has some obvious limitations. With Allison"s method, the dependent variable can only be binary, not ordinal. The variance equation can only include a single binary grouping variable, rather than a vector of grouping and continuous variables. Allison"s approach requires specialized software (presented in the Appendix of his paper), whereas many major statistical software packages already have the routines needed to estimate heterogeneous choice models.
However, Allison, of course, has done more than simply propose a re-parameterization of the heteroskedastic logit model. He has extended previous work by explaining the potential pitfalls in group comparisons and by proposing a sequence of models and tests for assessing group differences in coefficients. While his approach seems highly logical, how well does it actually work? Two recent simulation studies have directly or indirectly addressed this issue, and a third set of analyses will be presented here. These simulations suggest that, under some circumstances, Allison"s procedure works fairly well -but under other plausible sets of circumstances it is highly, and sometimes unnecessarily, problematic. Allison"s method accurately detected differences in residual variation and false differences in coefficients, and that it also accurately detected true differences in coefficients.
While Hoetker does raise some concerns 14 , overall his simulations would seem to provide powerful support for Allison"s method. A closer examination reveals, however, that almost all of his simulations assumed that (a) there really were differences in residual variation across groups, and (b) the effects of heteroskedasticity were captured by a single grouping variable. In other words, they showed that Allison"s method worked well when the model was correctly specified. Allison"s assumptions, however, that there are differences in residual variation, and that only one grouping variable is needed to capture these differences, may be highly problematic in practice. Keele and Park (2006) do not specifically discuss Allison"s paper, but they do look at the closely related case of the heteroskedastic probit model. Their analysis was motivated by the observation (p. 4) that
While heterogenous choice models can be used for either "curing" probit models with unequal error variances or for testing hypotheses about heterogenous choices, there is little evidence, analytical or empirical, about how well these models perform at either task. We now consider how well Allison"s method works under a third plausible set of conditions:
effects of one or more variables differ across populations, but residual variances are the same across groups and no adjustment for heteroskedasticity is needed. Under these conditions,
Allison"s method (or any other method with a similar goal) should ideally indicate that conventional methods for group comparisons using interaction effects are not problematic.
Conversely, the method should NOT lead the researcher to make adjustments that make things worse rather than better (although as we will see, this is exactly what happens).
Therefore, in these simulations 16 , we allowed the effects of independent variables to differ across populations while the residual variances did not. In equation form, the models for these simulations can be written as
where the variances of the residuals and the X"s are identical across groups, and c is a constant that was varied between .5 and 3.0. Specifically,  we created two groups (numbered 0 and 1) with equal residual variances, i.e. δ = 0.
 There was a dichotomous dependent variable Y, and two independent normally distributed variables, X1 and X2.
 X1 and X2 were sampled from hypothetical populations where their variances were 1 and their correlations were 0.
 For group 0, the X1 and X2 α coefficients always equaled 1. For group 1, the α for X2 always equaled 2, i.e. was twice as large in group 1 as it was in group 0. The constants were always fixed at 1 for both groups.
 We varied the value for α 1 in group 1, starting it at .5 and increasing it gradually to 3.0,
i.e. α 1 was sometimes smaller in group 1 than in group 0, and sometimes larger 17 .
 Each simulation involved 1,000 cases, with 500 members in each group.
 For each simulation, we tested (a) the hypothesis that the residual variances were equal, i.e. δ = 0, and (b) the hypothesis that one or more coefficients still differed across groups even after allowing for differences in residual variation.
 We also estimated a model in which an interaction term was added, allowing the effect of X2 to differ across groups.
The results of these simulations are presented in Table 4 . When viewing these results, keep in mind that the true conditions are (a) the residual variances do not differ across groups and δ = 0 (b) the coefficients do differ, and (c) the interaction term for X2 is equal to 1. Ideally the results from the simulations would reflect this. simulations, and because the coefficients are constrained to be equal across groups, the only way to adjust for differences across groups is by allowing the residual variances to differ. As the average value of δ indicates, as the simulated value of α 1 in group 1 gets larger and larger, δ gets bigger and bigger. That is, the larger the true difference is between the coefficients in the true groups, the larger the estimate of δ is to compensate for these differences.
Therefore, the test for equality of residual variances is not very informative, and indeed it really doesn"t test what it claims to. A significant test statistic could indicate that residual variances differ across groups, but it could just as easily indicate that coefficients differ across groups.
Second, the sequence in which hypotheses are tested can affect the conclusions reached. In
Allison"s example, he first added the δ parameter to his model, noted that it was significant, and then added the interaction term for gender and articles, which he concluded was insignificant.
However, as Table 2 shows, the δ term also becomes insignificant once the interaction term is entered. If instead the interaction term for articles is added first, it is significant, and the δ term is insignificant when it is next added to the model. In other words, the sequence of models gives Third, Table 4 shows that, when α 1 in group 1 is smaller than α 1 in group 0, the hypothesis that the coefficients are equal is usually rejected. This makes sense, since it is highly implausible that differences in residual variation could account for a situation in which some coefficients were larger in one group while others were smaller. However, in the next several simulations, as α 1 increases, we become increasingly less likely to correctly reject the hypothesis that the coefficients are equal.
Again, why does this happen? Because in the model that includes δ, true differences in coefficients are falsely attributed to differences in residual variation. Hence, when the model that contains δ is contrasted with the model that allows all coefficients to differ across groups, the differences in coefficients appear to be smaller than they really are, and the statistical significance of the difference is understated. Allison noted that his procedure would have problems when the coefficients for one group all differed by a scale factor from the other groupa situation simulated here when α 1 is 2 for group 1 -but as these simulations show, the test for equal coefficients can have problems under a much broader range of conditions.
The last few columns of Table 4 show what happens when an interaction term is added that allows the effect of X2 to differ across groups. Recall that tests for interactions must be done under the assumption that at least one X (in this case X1) has the same effect in both groups. In only one of these simulations is that assumption true. In that case -where α 1 = 1 in both groups -the interaction term is estimated almost perfectly (average estimated value is 1.063, compared to the true value of 1.0). When α 1 is smaller in group 1, the value of the interaction term is
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Again, this occurs because the model is estimated under the false assumption that the effect of X1 is the same in both groups. As a result, the inclusion of the δ parameter erroneously causes some of the true differences in coefficients to be attributed to differences in residual variation.
When the αs all happen to be larger in one group than the other, the result is a downward bias in the estimated interaction term. It is not hard to think of situations where this could occur, e.g.
men might benefit more from their education and job experience than women do.
To sum up: Allison"s procedure requires critical assumptions at two points, and when these assumptions are incorrect the results can be highly misleading. The test of equal residual variances requires the assumption that the coefficients are the same in both groups. When this assumption is wrong, differences in coefficients are erroneously attributed to differences in residual variance. The test of equal residual variances therefore isn"t very meaningful, and it requires that we assume the very thing we eventually want to prove or disprove. The erroneous inclusion of the δ parameter further biases subsequent tests of whether coefficients differ across groups. The procedure also requires that, if we want to test whether specific coefficients differ across groups, we must assume that at least one coefficient is the same in both populations.
When this assumption is correct, the estimates of across-group differences in the other coefficients are good, but when the assumption is wrong the estimates of other coefficients are biased upward or downward. In particular, when the coefficients are all larger in one group than the other, there is a downward bias in the estimated differences across groups.
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Taken together, these findings imply that routine use of Allison"s procedure can lead to serious mistakes. For example:
In the above simulations, the procedure doesn"t just lead to falsely rejecting the hypothesis that the αs are equal; it also leads to belief in an alternative hypothesis, which in this case is false, i.e.
the difference between the residual variances appears to be highly significant when in reality it is not. Suppose omitted variables and/or differences in residual variability were themselves of substantive interest to the researcher. For example, a researcher might believe that omitted variables, such as discrimination, have much more impact on women than they do on men. Or, the researcher might believe that chance & random factors play a larger role in women"s lives than they do men"s. Results like the above would seemingly support her position.
It is also important to remember that, even when the null hypothesis of equal effects is correctly rejected, there is still often going to be a downward bias in the estimated differences between coefficients, again because part of the real differences that exist are incorrectly attributed to differences in residual variation. Researchers generally do not just look at significance tests; they also make substantive evaluations of what the coefficients mean. In the above example, the real difference of 1 in α 2 across groups might be considered very important; but an estimated difference of .1 (after incorrectly adjusting for differences in residual variation) might be considered a fairly minor matter.
Consider the implications for the non-simulated analysis of the Biochemist data. Here, the coefficients for number of articles differed by .0397 in the separate logistic regressions for men and women reported in Table 1; in Table 2 , the interaction was only .03064, a 23 percent decline.
If Allison"s assumption that residual variance is different for men and women is wrong, then his
Using Heterogeneous Choice Models to Compare Logit & Probit Coefficients Across Groups -Page 21 approach has underestimated how much more men benefit from articles than do women. Of course the mistake would be even worse if a researcher decides to go with the significance tests (which are very borderline) and say there are no differences whatsoever. This is not to say that Allison"s model is wrong, but researchers should realize that if it is wrong the mistake has nontrivial consequences. A source of gender inequality that Allison says (p.186) "many would find troubling" would suddenly seem to become non-existent because of a procedure based on incorrect assumptions.
In short, the problem isn"t just that Allison"s methods are "conservative," as both he and Hoetker claim. In some plausible situations, the tests appear to be "conservative" not because of a lack of statistical power, but because the parameter estimates are biased downward. least, researchers need to be aware of its limitations, and realize that procedures that make some mistakes less likely can also make perhaps-equally serious mistakes more likely. Further, researchers should also be aware that superior alternatives are often available.
V A Superior Alternative: Heterogeneous Choice Models
As noted before, the heteroskedastic logit model, with a single dichotomous variable in the variance equation, is a special case of the larger class of models that are variously known as location-scale models and heterogeneous choice models. These models allow for ordinal dependent variables and a much more flexible specification of the variance equation. Turning to this larger class of models offers several ways to improve on Allison"s approach and hopefully overcome its most significant weaknesses.
We begin with an example that will illustrate many of our points. Long and Freese (2006) present data from the 1977/1989 General Social Survey. Respondents are asked to evaluate the following statement: "A working mother can establish just as warm and secure a relationship with her child as a mother who does not work." Responses were coded as 1 = Strongly Disagree (1SD), 2 = Disagree (2D), 3 = Agree (3A), and 4 = Strongly Agree (4SA). Explanatory variables are yr89 (survey year; 0 = 1977, 1 = 1989) , male (0 = female, 1 = male), white (0 = nonwhite, 1 = white), age (measured in years), ed (years of education), and prst (occupational prestige scale).
Table 5 About Here
In Table 5 , we present a series of models for these data, all estimated with the oglm (Williams 2006b 
where M is the number of categories of the ordinal dependent variable (in this case 4). A key assumption of the model is that, while the thresholds differ across values of j, the βs do not. This is referred to as the parallel lines assumption. One of the key advantages of the ordered logit model is that there are well-established tests for whether the parallel lines assumption is violated;
and as Long and Freese (2006) point out, if the parallel lines assumption is violated, alternative methods for ordinal regression should be considered. Both Long and Freese (2006) and Williams (2006a) find that the assumptions of the ordered logit model are indeed violated with these data. In particular, a Brant test (Brant 1990; Long and Freese 2006) selection procedure also identifies yr89 and male as statistically significant variables for inclusion in the variance equation. This implies that residual variability in attitudes toward working mothers differed by year and by gender, both of which are substantively plausible.
Model 3 therefore is a heterogeneous choice model, allowing for heteroskedasticity for both year and gender. The negative coefficients for these variables in the variance equation tell us that, after controlling for other variables, the residual variability in attitudes towards working mothers declined across time, and that there was less residual variability in men"s attitudes than there was for women. The addition of the two heteroskedasticity parameters improves the model fit significantly (29.3 chi-square with only 2 d.f.). The values of the BIC statistics (Raftery, 1995) also favor the heterogeneous choice model.
Contingent on the thresholds being the same for both men and women, we can further test whether any of the coefficients for the choice equation differ by gender. Model 4 adds interaction terms for gender to Model 3. As was the case with the ordered logit model, none of the interaction terms for gender are significant. Further, the chi-square contrast between the two models is 7.04 with 5 d.f., which is also insignificant.
In this case, the interaction effects involving group membership are not significant. Nonetheless, the heterogeneous choice model yields important insights into the effects of gender and year that would be overlooked in a mis-specified ordered logit model. An examination of marginal effects
helps to clarify what the substantive differences are between the two models. With marginal effects, all variables except one are set equal to their means, and we see how changes in the remaining variables affect the probability of each possible outcome occurring. For a dichotomous explanatory variable, we measure the effect as the variable changes from 0 to 1.
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For continuous variables, the instantaneous rate of change is measured. (See Long and Freese 2006 for a more detailed discussion of marginal effects in categorical models.) Table 6 presents the marginal effects for the ordered logit and heterogeneous choice models that did not include the insignificant interaction terms (models 1 and 3 from Table 5 ) 18 . The table illustrates important differences and similarities for the two models.
Table 6 About Here
Let us begin by noting the similarities. The marginal effects for white, age, ed and prst are very similar in both models and for all outcomes. These are the four variables that were not included in the variance equation of the heterogeneous choice model. It is not surprising that both models therefore largely agree on the effects of these four variables.
The story is very different for the variables yr89 and male. Both models agree that there was a shift toward more positive attitudes between 1977 and 1989, but they describe that shift differently. The ordered logit model provides the smallest estimate of the decline in strong disagreement (4.99% as opposed to 7.86%) and the largest estimate of the increase in strong agreement (7.35% versus a little over 4%). That is, the heterogeneous choice model says that the main reason attitudes became more favorable across time was because people shifted from extremely negative positions to more moderate positions; there was only a fairly small increase in people strongly agreeing that women should work. The ordered logit model, on the other hand, understates how much people moved from an extremely negative position and overstates how much they became extremely positive.
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The models also provide different pictures of the effect of gender on attitudes. The ordered logit model provides a much larger estimate of how much men strongly disagree with a mother working (7.46% versus 3.55%). However, it also provides the smallest estimates of how much less likely men are to strongly agree that a woman should work. Again, the ordered logit model is creating a misleading image of why men were less supportive of working mothers; it isn"t so much that men were extremely negative in their attitudes, it is more a matter of them being less likely than women to be extremely supportive.
The advantages of the heterogeneous choice model can now be summarized as follows:
 Even when coefficients do not differ across groups, as in our example, heterogeneous choice models can yield insights into the effects of group characteristics that would be overlooked in mis-specified models. That is, the estimated effects of group characteristics (as well as other variables) can differ once heterogeneity is taken into account.
 There is no need to limit the variance equation to a single dichotomous grouping variable.
Multiple grouping variables can be used. Indeed, the variables in the variance equation need not even be a subset of the variables in the choice equation. This hopefully reduces or even eliminates problems caused by specification error in the variance equation.
 Note further that, while we have primarily focused on group differences in residual variances, group differences are only one possible source of heteroskedasticity. For example, heteroskedasticity can be a concern with continuous variables like income, where it may be unreasonable to assume that errors are the same in magnitude no matter how large the value of the independent variable is. Unfortunately, unlike OLS, uncorrected heteroskedasticity in a model with dichotomous or ordinal dependent variables results in biased parameter estimates
Using Heterogeneous Choice Models to Compare Logit & Probit Coefficients Across Groups -Page 27 (Yatchew & Griliches 1985; Greene 2003; Keele & Park, 2006) , for reasons similar to those as already described for group differences, e.g. if the residual variances differ by income, then the standardization of coefficients will also differ by income. Therefore, researchers who are concerned about biased parameter estimates should not confine themselves to the special case of group differences in residual variances; they should worry about any source of heteroskedasticity and its possible biasing effects. Indeed, in the Biochemist data, the only variable that enters into the variance equation using oglm"s stepwise selection procedure is number of articles. This is not surprising: there may be little residual variability among those with few articles (with most getting denied tenure) but there may be much more variability among those with more articles (having many articles may be a necessary but not sufficient condition for tenure). Hence, while heteroskedasticity may be a problem with these data, it may not be for the reasons originally o Also, as our example showed, with ordinal variables (that have three or more categories) it is not necessary to make the questionable assumption that at least one coefficient is the same across groups; the multiple cutpoints make it possible to identify the model and allow coefficients to differ across groups. It is, however, necessary to make the assumption that the cutpoints are the same for both groups. This is a less questionable assumption, in that it implies that both groups interpret the question the same way 20 .
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and compute other quantities of interest such as the predicted probabilities for each case that are implied by the model. With oglm it is also possible to do stepwise selection of variables in either the choice or variance equations, easily estimate a sequence of nested models, and do survey data analysis of data sets with complicated sampling schemes.
VII Conclusions
Allison (1999) has alerted researchers to an important problem that has gone unnoticed by many.
Unfortunately, under plausible conditions, his procedure can produce biased and inefficient estimates, and may be worse than doing nothing at all. Luckily, heterogeneous choice models provide a powerful, and often more appropriate, way for addressing these issues. Dependent variables can be ordinal or binary, sources of heterogeneity can be better modeled and controlled for, and insights can be gained into the effects of group characteristics on outcomes that would be missed by other methods.
At the same time, researchers need to realize that even with these methods, mis-specified models can be problematic. As Keele and Park (2006) show, ordinal models can also produce misleading results when the variance equation is mis-specified. The greater flexibility of heterogeneous choice models (which allow multiple variables in the variance equation) make omitted variable bias less likely, but it is still up to researchers to think through their models carefully. The inclusion of extraneous variables in the variance equation could still potentially distort estimates of group differences. Again, this seems less likely with a well thought-out model involving multiple variables, but it could still happen. Researchers should therefore estimate models both with and without controls for heteroskedasticity, and consider whether model mis-specification could be the cause of any seemingly-major differences in conclusions.
As part of this process, researchers may wish to vary the sequence in which they estimate nested models. As noted before, it can be difficult to distinguish between group differences that are due to differences in residual variation and differences that are due to real differences in effects; the sequence of models should therefore not automatically give preference to one possibility over the other. If the sequence of models does affect the conclusions reached, i.e. if the final model differs depending on whether heteroskedasticity or interaction effects are tested first, researchers should at least acknowledge this in their discussion if not rethink their models altogether.
In short, comparisons of logit and probit coefficients across groups pose challenges to researchers. However, well thought out models, modern statistical software, and the methods described here can make those challenges manageable.
group membership interaction terms for all variables. Which method is used is purely a matter of personal preference. 5 Allison does not show this model in his paper but its log-likelihood is -838.53.
6 This model cannot be estimated via conventional logistic regression routines. Allison (1999) provides the necessary computer code in the appendix to his paper.
7 As Allison (1999:195) notes, these tests should ideally be done "with some sort of correction for multiple comparisons", e.g. Bonferroni adjustments.
8 As of March 2009, the Social Science Citation Index lists Allison"s paper as having been cited 67 times, perhaps suggesting that it has been influential but that many are still not aware of the important issues it raises.
9 Estimating the log of ζ guarantees that ζ itself will always have a positive value. 10 We thank J. Scott Long for graciously making the data available to us. approaches that avoid the assumption of equal residual variation entirely. 15 An implication of this is that bootstrapping can be used to obtain more accurate standard errors. However, this can be computationally intensive and time-consuming. Keele and Park (2006, p. 25) used "a nonparametric random-X bootstrap with 1000 bootstrap resamples to calculate the standard errors and confidence intervals." 16 The simulations were done in Stata 9.1. The code for the simulations is available on request.
17 Values lower than .5 produced highly volatile estimates that varied greatly from one simulation to the next. This probably reflects the extreme implausibility of the heteroskedastic logit model when some coefficients are much larger in one group while others are much smaller. 21 SPSS PLUM uses the location-scale terminology for its models, while oglm lets the user choose whichever terminology they prefer.
22 oglm allows for the logit, probit, complementary log-log, log-log and Cauchit links. SPSS PLUM allows for the same links but uses different names for some of them. Norusis (2005) and the help file for oglm provide brief discussions of when different links are appropriate. Reprinted from Allison (1999, p. 195) Using Heterogeneous Choice Models to Compare Logit & Probit Coefficients Across Groups -Page 39 
