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We develop a theory for the optical conductivity of doped multilayer graphene including the effects
of electron-electron interactions. Applying the quantum kinetic formalism, we formulate a set of
pseudospin Bloch equations that governs the dynamics of the nonequilibrium density matrix driven
by an external a.c. electric field under the influence of Coulomb interactions. These equations reveal
a dynamical mechanism that couples the Drude and interband responses arising from the chirality
of pseudospin textures in multilayer graphene systems. We demonstrate that this results in an
interaction-induced enhancement of the Drude weight and plasmon frequency strongly dependent
on the pseudospin winding number. Using bilayer graphene as an example, we also study the
influence of higher-energy bands and find that they contribute considerable renormalization effects
not captured by a low-energy two-band description. We argue that this enhancement of Drude
weight and plasmon frequency occurs generally in materials characterized by electronic chirality.
PACS numbers: 81.05.ue, 78.67.Wj, 71.10.-w, 78.67.Pt
I. INTRODUCTION
Galilean invariance is generally broken in solids due to
the presence of a lattice background. For typical semi-
conductor materials however, Galilean symmetry is pre-
served for low-energy states near the band edge where
the only remaining effect of the underlying lattice is a
renormalization of the electron mass from its bare value1.
In a Galilean-invariant system, interaction effects do not
affect electronic transport which is only carried by the
center-of-mass motion of the electron liquid. The ab-
sence of interaction corrections to Drude weight in con-
ventional two-dimensional electron gas (2DEG) has been
demonstrated in several experiments2,3.
On the other hand, electronic transport in multilayer
graphene systems is incompatible with Galilean invari-
ance symmetry due to the chiral pseudospin texture of
their low-energy states. Electronic states in the Brillouin
zone are not only characterized by their respective crys-
tal momenta, but also by their pseudospin orientations
that originate from the underlying lattice structure. A
Galilean boost in graphene systems will not only shift
the momentum of the occupied quantum states but also
change their average pseudospin orientations. As a re-
sult, electronic states in chiral multilayer graphene do not
respect Galilean symmetry. Therefore, unlike conven-
tional 2DEG, optical properties of graphene systems can
be subject to renormalization effects from many-body in-
teractions4,5.
The above theoretical expectations receive reasonable
support from the experiments but remain an open issue
to date. In single-layer graphene, several measurements
of the Drude weight indeed observe a deviation from its
free-carrier behavior, though the experimental interpre-
tations are not yet fully conclusive. In two earlier optical
spectroscopy experiments6,7, the results suggest an up
to 40% suppression of the Drude weight. However, in a
recent cyclotron-resonance absorption experiment8, the
measured Drude weight is reported to be in quantitative
agreement with the prediction in Ref. 5. Optical Drude
weight in bilayer graphene is less studied experimentally.
To date, most optical absorption measurements on bi-
layer graphene focus on the higher-frequency absorption
features in the spectrum such as interband absorption
thresholds as well as the asymmetry between electron-
and hole-doped regions9–20. Additional studies are im-
perative to better understand the intraband absorption
processes represented by the optical Drude weight in bi-
layer and multilayer graphene.
In this paper, we present a quantum kinetic theory for
the renormalization of the Drude weight and plasmon
frequency in multilayer graphene. The current work gen-
eralizes the theory developed in Ref. 4 for the case of
bilayer graphene. The quantum kinetic approach21 cap-
tures important quantum coherence effects among en-
ergy bands beyond the semiclassical Boltzmann theory.
We first build our theory on the low-energy two-band
description of multilayer graphene and study the effects
of chirality on the interaction-induced renormalization.
Using the full four-band Hamiltonian, we then focus on
bilayer graphene as an example to illustrate the effects of
higher energy bands ignored in the two-band model. In
these two calculations, we obtain a set of generalized opti-
cal Bloch equations that govern the dynamical frequency
dependence of the nonequilibrium density matrix under
the influence of an optical field and electron-electron in-
teractions. We obtain leading-order solutions to these
equations and demonstrate that the Drude weight and
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2plasmon frequency are enhanced, with substantial cor-
rections from higher-band contributions that are ignored
in the two-band calculations.
We organize the rest of our paper as follows. We first
develop the formalism of our kinetic theory for multilayer
graphene using the two-band model in Section II and III.
Then in Section IV we lay out the necessary ingredients
for a more elaborate theory for bilayer graphene using the
four-band description. In Section V we proceed to obtain
the leading-order solution to the theory and obtain the
optical Drude weight of bilayer graphene. In Section VI
we compare and discuss the results obtained using the
two-band and four-band models of bilayer graphene, as
well as the renormalization of the plasmon frequency. Fi-
nally, Section VII summarizes our main results.
II. QUANTUM KINETIC FORMALISM
We make use of a quantum kinetic equation21 to study
the influence of electron-electron interactions on the op-
tical conductivity. Such an approach is well established
in connection with studies of the carrier and exciton ki-
netics in conventional semiconductors under optical ex-
citation22. While fully equivalent to the Bethe-Salpeter
equation, the advantage of the present approach lies in
the gauge invariance structure of the kinetic equation,
in which electron self-energy effects as well as excitonic
effects are built in consistently in a conserving approxi-
mation. The density matrix ρ is the central quantity in
our theory. In the presence of an a.c. electric field E,
the dynamics of the density matrix ρ = ρ(k) is governed
by the following quantum kinetic equation4
−iωρ+ eE · ∂ρ
∂k
+ i[H, ρ] = 0, (1)
where ω is the frequency of the a.c. field and [Aˆ, Bˆ] ≡
AˆBˆ − BˆAˆ denotes the commutator between operators Aˆ
and Bˆ. The system Hamiltonian H generally comprises a
noninteracting part H0 and a self-energy correction due
to many-body interactions. In linear response, the den-
sity matrix is given by ρ = ρ0 + ρ1, where ρ0 is its equi-
librium value and ρ1 the first-order correction due to the
external electric field. Keeping only terms up to the first
order in electric fields, we write Eq. (1) as
−iωρ1 + eE · ∂ρ0
∂k
+ i[H, ρ0 + ρ1] = 0. (2)
Our focus is on obtaining the Drude weight from the op-
tical conductivity. Because the Drude weight is obtained
from the residue of the ω = 0 pole in the real part of the
optical conductivity in the absence of disorder, we can
limit our discussions to the clean limit ωτ  1, where col-
lision terms in the kinetic equation can be ignored. The
optical conductivity σ(ω) can then be obtained from the
average total current J = σ(ω)E, which is the quantum
mechanical average of the current operator j
J = gsgve
∑
k
tr(ρ1j). (3)
In the above equation, gs, gv = 2 arise from the spin and
valley degeneracies respectively in multilayer graphene
systems and ‘tr’ denotes trace over the pseudospin de-
grees of freedom. In the following, we will solve for the
nonequilibrium density matrix ρ1 from Eq. (2) both in
the absence and presence of electron-electron interaction.
To clearly delineate these two limits, we separate ρ1 into
two parts ρ1 = ρ
(0)
1 + ρ
(e)
1 , with the first term ρ
(0)
1 be-
ing the noninteracting result and the second term ρ
(e)
1
containing corrections from interaction effects.
III. CHIRAL MULTI-LAYER GRAPHENE
In this section, we generalize the method used for ob-
taining the Drude weight renormalization developed in
Ref. 4 from the case of bilayer to multilayer graphene.
By focusing our interest on the two lowest energy bands
around the charge neutrality point, one can write23–25
the effective Hamiltonian for an l-layer ABC-stacked
multilayer graphene system as H0 = knˆ · σ, where
nˆ = (cos lφk, sin lφk) is the pseudospin vector respon-
sible for the chirality of the band structure, σ is a vector
comprising the set of Pauli matrices acting on the pseu-
dospin degrees of freedom, k ≡ Alkl is the band energy
dispersion, with Al = (~v0)l/γl−11 . In this low-energy de-
scription, the pseudospin degrees of freedom correspond
to the outermost top and bottom layers in multilayer
graphene (including bilayer graphene) and the two sub-
lattice sites for single-layer graphene. As the electronic
wave vector undergoes one full rotation around the Dirac
point, the pseudospin vector also undergoes l number of
rotations. In other words, the pseudospin winding num-
ber is equal to the number of layers26. We note that this
two-band model is valid within a limited energy range; in
particular for bilayer and multilayer graphene it does not
capture either the higher-energy bands or the low-energy
remote hopping processes that can lead to trigonal warp-
ing effects27.
A. Pseudospin Bloch Equation
In equilibrium, the density matrix in the band basis is
diagonal with the elements nF (ξkλ), where nF (x) is the
Fermi-Dirac distribution function, ξkλ = λk − εF is the
quasiparticle energy measured from the Fermi energy εF ,
and λ = +(−) labels the conduction (valence) band. For
clarity we denote nF (ξkλ) simply by nλ(k) in the follow-
ing. The equilibrium density matrix ρ0 can be obtained
by transforming the above diagonal matrix from the band
3basis to the pseudospin basis yielding
ρ0 =
1
2
∑
λ=±
nλ(k)(1− λσ · nˆ). (4)
To obtain the nonequilibrium density matrix ρ, we first
express it in the complete basis of a set of transformed
Pauli matrices (see Appendix A)
ρ1 = i(σ × nˆ)zP (k) +Q(k)σz +R(k)σ · nˆ+ S(k). (5)
Such a decomposition carries a clear physical meaning:
the 1, σ · nˆ, (σ × nˆ)z, and σz components describe the
total density change, interband polarization, interlayer
coherence, and interlayer polarization respectively.
We insert the above ansatz for ρ1 into the quantum ki-
netic equation in Eq. (2) and obtain the following equa-
tions for the functions P , Q, R, and S. In particular,
R(k) and S(k) have the following closed form solutions
S(k) = − ie(E · kˆ)
2ω
[
n′+(k) + n
′
−(k)
]
,
R(k) =
ie(E · kˆ)
2ω
[
n′+(k)− n′−(k)
]
, (6)
while P (k) and Q(k) satisfy the following coupled inte-
gral equations,
ωP (k) + δkQ(k) = (n+ − n−) [δΣ+− + eE · A+−] ,
δkQ(k) + ωP (k) = −(n+ − n−)δΣ−+, (7)
where δk = 2k + Σ
(0)
+ (k) − Σ(0)− (k) is the interband ex-
citation energy, and
Σ
(0)
λ (k) = −
∑
λ′=±,k′
Vkk′nλ′(k
′) [1 + λλ′ cos(lφk′k)] /2
is the equilibrium self-energy for band λ = ±. The elec-
tric dipole term consists of a coupling between the elec-
tric field and a gauge potential A+−. Here Aλλ′ is the
non-Abelian Berry connection28,
Aλλ′(k) = i〈uλ(k)| ∂
∂k
|uλ′(k)〉, (8)
with uλ(k) denoting the wave function for the band λ.
A+− is therefore the off-diagonal matrix element of A(k)
between the conduction and valence band states, and for
multilayer graphene we have A+− = (l/2k)φˆ in Eq. (7).
Finally, the right-hand side of Eq. (7) arises from changes
in the self-energy from the nonequilibrium density matrix
δΣ+−(k) =
∑
k′
Vkk′Q(k
′), (9)
δΣ−+(k) =
∑
k′
Vkk′ [cos lφk′kP (k
′)− i sin lφk′kR(k′)].
Eqs. (6)-(7) comprise a set of pseudospin Bloch equa-
tions, reminescent of the optical Bloch equations com-
monly used in two-level atoms29 and conventional two-
band semiconductors22,30. Importantly, Eqs. (6)-(7) are
also different from the conventional optical Bloch equa-
tions in the following way. First we note that the so-
lutions of R(k) and S(k) in Eq. (6) describe the Drude
responses of the total density and interband polarization.
Eq. (7) determines the interband response from the cou-
pled dynamics of the coherence and polarization in the
layer degrees of freedom. An important observation is
that the interband response is coupled to the Drude re-
sponse through the nonequilibrium self-energy δΣ−+(k)
in Eq. (9) due to its dependence on R(k). This Drude-
interband coupling is the central piece of physics that
gives rise to the renormalization effects on the optical
conductivity and plasmon frequency we discuss in this
paper. It arises from the exclusive φˆ dependence in the
Berry connection A+− in Eq. (7) that reflects the chiral-
ity of the graphene bandstructure.
Solutions of Eq. (7) yield the interaction corrections to
the density matrix ρ1. To obtain the optical conductivity,
we need to compute the current induced by an applied
a.c. electric field. We decompose the current density
operator in the following way
jk =
∂H0
∂k
=
∂H0
∂k
kˆ +
1
k
∂H0
∂φ
φˆ ≡ jkkˆ + jφφˆ, (10)
where kˆ and φˆ are the unit vector for the radial and
azimuthal direction, respectively. The current density
along the x-direction is then jx = jk cosφ − jφ sinφ. As
a result, in the linear response regime, the total current
induced by an electric field in the x direction reads
Jx = 4e
∫
dk Tr(ρ1jx) ≡ J1 − J2, (11)
with J1 and J2 defined as
J1 = 4e
∫
dk Tr(ρ1jk) cosφ, J2 = 4e
∫
dk Tr(ρ1jφ) sinφ.
For the two-band model we find that the current operator
jx = ∂H0/∂kx is evaluated as jx = lAlkl−1{σx cos[(l −
1)φk] + σy sin[(l − 1)φk]}. As a result, the total current
of the system is given by
Jx =
2e
pi2
lAl
∫ ∞
0
dkkl
∫ 2pi
0
dφk [R(k) cosφk + iP (k) sinφk] ,
(12)
from which we can find the interaction corrections to the
conductivity.
B. Leading-order interaction-induced Drude weight
renormalization
We now use the above formalism to obtain the leading-
order interaction-induced Drude weight renormalization
D¯ in multilayer graphene. The integral equations (5)-
(7) can be solved numerically to obtain the nonequilib-
rium density matrix ρ1 to all orders of interaction poten-
tial within our theory. To maintain analytic tractability,
4however, in this work we will only solve these couped
integral equations perturbatively up to first order and
obtain the corresponding interaction corrections to the
Drude weight. In addition, as we are concerned only
with the Drude weight, it is sufficient to evaluate terms
with an ω−1 dependence in Eq. (12).
First, the noninteracting contribution to the Drude
weight only comes from R(k) in Eq. (6), yielding
D(0)(εF ) = e
2
pi
lAlklF =
e2
pi
lεF , (13)
where kF is the Fermi wave vector. The interaction con-
tributions to the Drude weight are contained in the P (k)
term from Eq. (12), originating from the nonequilibrium
self-energy δΣ−+(k) due to Drude-interband coupling.
To leading order in the interaction potential, we find that
the part of P (k) having a ω−1 dependence (denoted by
a subscript ‘Drude’ below) is given by
P
(e)
Drude =
e(E × kˆ)z(n+ − n−)
4k
×∑
k′
Vkk′ sinφk′k sin lφk′k(n
′
− − n′+). (14)
The leading-order interaction correction to the Drude
weight then follows from substituting the above into
Eq. (12).
To illustrate the behavior of the Drude weight correc-
tion in the presence of screening effects, we assume static
screening for the Coulomb potential
Vkk′ =
2pie2
κ(|k − k′|+ ηkTF) , (15)
where κ is the effective dielectric constant of the environ-
ment in which the multilayer graphene sheet is embed-
ded, kTF is the Thomas-Fermi screening wave vector,
kTF =
gsgve
2
lκ
A−1l k2−lF , (16)
and η is a control parameter that can be adjusted to
represent the weaker screening at high frequencies. In
the following we first consider two limits where analyt-
ical expressions for the Drude weight correction can be
obtained. We first study the long-range interaction limit
corresponding to negligible screening by ignoring the kTF
in Eq. (66). In the opposite limit when the interaction
is heavily screened, the Thomas-Fermi screening length
kTF will be much larger than typical values of |k − k′|.
Thus, we use a constant V0 interaction to represent Vkk′ .
Finally we evaluate the Drude weight correction numeri-
cally in the full Thomas-Fermi approximation [Eq. (66)]
and compare the results from the three cases.
1. Long-range interaction limit
In the limit of long-range Coulomb potential, the ex-
pression for P
(e)
Drude(k) reads
P
(e)
Drude(k) =
e3(E × kˆ)zkF (n+ − n−)
16piωkκ
×[Φl−1(k, kF )− Φl+1(k, kF )],
from which we obtain the following correction to the
Drude weight from Eq. (12)
D(e) = e
4lkF
8pi2κ
∫ kc/kF
1
dx[Φl−1(x, 1)− Φl+1(x, 1)], (17)
where the function Φl is defined in Appendix E. In ad-
dition, we have defined the dimensionless variable x =
k/kF , and kc is the momentum cutoff for which the two-
band description for the low-energy multilayer graphene
model remains valid, which is dependent on the number
of layers. For Fermi energies with kF  kc where the
two-band description holds to a good approximation, the
upper limit of the integral above becomes large and the
value of the integral becomes independent of kF . There-
fore, unlike the noninteracting Drude weight, the power-
law dependence on kF of the leading-order D(e) is inde-
pendent of the number of layers l. We define the Drude
weight renormalization factor D¯ by D¯ − 1 = D(e)/D(0),
and find that in the long-range limit
D¯ − 1 = α
∗
8pi(~v0kF /γ1)l−1
×
∫ kc/kF
1
dx[Φl−1(x, 1)− Φl+1(x, 1)], (18)
where α∗ = e2/κ~v is the effective fine structure constant
in graphene, and κ is the dielectric constant from the
environment. Among graphene systems, we note that
single-layer graphene (l = 1) is special because the Drude
weight renormalization factor is independent of electron
density in this long-range interaction limit,
D¯ − 1∣∣
SLG
=
α∗
8pi
∫ kc/kF
1
dx[Φ0(x, 1)− Φ2(x, 1)]. (19)
This agrees with results obtained from the diagrammatic
formalism up to the same leading order5. For bilayer
graphene (l = 2), we have
D¯ − 1∣∣
BLG
=
α∗γ1
8pi~vkF
∫ kc/kF
1
dx[Φ1(x, 1)− Φ3(x, 1)],
(20)
which agrees with the result previously obtained in Ref. 4.
2. Short-range interaction limit
We now turn to the limit of short-range interaction
where electron-electron interaction is assumed to be a
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FIG. 1. Comparison of DIC in monolayer graphene in the
long-range limit and short-range limit. We also include the
numerical evaluation with the whole screened potential for
comparison. Here we again use η = 0.1, and a dielectric
constant of κ = 2.5.
constant V0. The expression for P
(e)
Drude(k) in this limit is
P
(e)
Drude =
e(E × kˆ)z(n+ − n−)kFV0
32pi2ωk
×
∫ 2pi
0
dφ {cos[(l − 1)φk]− cos[(l + 1)φk]} .
Interestingly, we note that when the number of layers
l > 1, the above expression vanishes due to azimuthal
symmetry. This finding generalizes our previous result4
for bilayer graphene to l > 2 multilayer graphene. There-
fore D¯ vanishes in the short-range interaction limit for
pseudospin winding number l ≥ 2. Single-layer graphene
(l = 1) is special as only it has a nonzero leading-order
D¯ in the short-range limit. If we let the effective interac-
tion strength to be V0 = 2pie
2/κηkTF, the Drude weight
correction is then
D(e)∣∣
SLG
=
e4kF
4piκηkTF
(kc − kF ) = e
2~v
16piη
(kc − kF ), (21)
and the corresponding D¯ is
D¯ − 1∣∣
SLG
=
η
16
(
kc
kF
− 1
)
, (22)
in agreement with the result obtained in Ref. 5.
3. Thomas-Fermi Screening
We now evaluate the Drude weight renormalization nu-
merically for finite static screening. The expression for
the Drude weight correction for finite kTF is given by
D(e) = e
4l
4pi2κ
∫ kc
kF
dkIl(k), (23)
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FIG. 2. Interaction-induced Drude weight renormalization in
few-layer graphene [see the definition in Eq. (25)]. Here we
use η = 0.1, and the dielectric constant κ = 2.5.
with
Il(k) =
∫ 2pi
0
dφ
kF
|k − kF |+ ηkTF sinφ sin lφ. (24)
from which we obtain the Drude weight renormalization
factor as
D¯ − 1 = α
∗
4pi(~v0kF /γ1)l−1
∫ kc/kF
1
dxIl(x), (25)
In Fig. 1, we show the numerical result from Eq. (25) and
the analytical results in the long-range [Eq. (19)] and
short-range limits [Eq. (22)]. We note that the short-
range limit result drastically overestimates the Drude
weight renormalization as compared to the Thomas-
Fermi screening result, which is better approximated by
the long-range limit.
Our theory further predicts that Drude weight renor-
malization effects become smaller with increasing num-
ber of layers, as shown in Fig. 2. Also, an increase in
electron density will tend to weaken the Drude weight
renormalization.
IV. GENERALIZATION TO FOUR BANDS
In this section we generalize our kinetic equation for-
malism to more than two bands, using the 4 × 4 bilayer
graphene model as a prototypical example. This serves
to extend the validity of our theory to a wider frequency
range encompassing higher frequency optical excitations,
and to include the interband coherence effects between
the two conduction bands as well as the two valance
bands. Our starting point is the four-band continuum de-
scription of Bernal-stacked bilayer graphene, in which we
only include the in-plane hopping energy and the nearest-
neighbor interlayer coupling. The resulting Hamiltonian
6E
/ 
1
~vk/ 1
-2 -1 0 1 2
-2
-1
0
1
2
FIG. 3. Bandstructure of bilayer graphene. In this figure
γ1 = 0.4 eV is the interlayer hopping energy, which is also
equal to the energy difference between the two conduction
bands as well as that between the two valence bands.
is given by31
H0 =

0 v~ke−iφ −γ1 0
v~keiφ 0 0 0
−γ1 0 0 v~ke−iφ
0 0 v~keiφ 0
 , (26)
where v = 1.0×106 m/s is the Fermi velocity of the Dirac
fermions in single-layer graphene, φ = tan−1(ky/kx), and
γ1 = 0.4 eV is the interlayer hopping energy. We will set
~ = 1 and v = 1 hereafter and only restore them in
our final results. The four bands derived from the above
Hamiltonian are
ε1(k) =
1
2
(√
4k2 + γ21 + γ1
)
= −ε4(k),
ε2(k) =
1
2
(√
4k2 + γ21 − γ1
)
= −ε3(k), (27)
which is shown in Fig. 3, and the corresponding wave-
functions will be denoted as ui(k). For convenience, we
will adopt the notation ∆k ≡
√
4v2k2 + γ21 in this paper.
A. The density matrix and its dynamics
At equilibrium, the density matrix for the Hamiltonian
H0 can be written in the energy band basis as follows,
ρ0 =
n1 0 0 00 n2 0 00 0 n3 0
0 0 0 n4
 . (28)
At zero temperature, each of the distribution functions
is a step function ni = Θ(εF − εi(k)), where εF is the
Fermi energy.
With Eq. (2) as our starting point, ρ1 is again com-
posed of two parts, ρ1 = ρ
(0)
1 + ρ
(e)
1 , where ρ
(0)
1 is the
density matrix in the absence of interaction while ρ
(e)
1 is
the correction due to electron-electron interaction. Be-
cause of the 4×4 matrix structure of Eq. (2), we introduce
a complete set of 16 Γ matrices [see Appendix A] and ex-
pand the density matrix in the basis of these Γ matrices.
Specifically, the density matrix ρ1 is written as
ρ1 =
16∑
i=1
fiΓi = ρ
(0)
1 + ρ
(e)
1 , (29)
and the two terms are
ρ
(0)
1 =
16∑
i=1
f
(0)
i Γi, ρ
(e)
1 =
16∑
i=1
f
(e)
i Γi, (30)
where we have fi = f
(0)
i +f
(e)
i for each i. In this way, the
above matrix equation will be reduced to a set of coupled
equations for these expansion coefficients.
In addition, such a decomposition of the density ma-
trix enables us to rewrite the current in Eq. (11) in a
convenient form: the explicit expressions for jk now read
jk ≡ ∂H0
∂k
=
γ1
∆k
Γ1 − 2k
∆k
Γ5,
jφ ≡ 1
k
∂H0
∂φ
=
−iγ1
∆k
Γ7 +
2k
∆k
Γ14, (31)
and the two currents J1 and J2 become
J1 = 16e
∫
dk cosφ
(
γ1
∆k
f1 − 2k
∆k
f5
)
,
J2 = 16e
∫
dk sinφ
(
iγ1
∆k
f7 +
2k
∆k
f14
)
. (32)
Note that only four expansion coefficients f1, f5, f7, and
f14 contribute to the current.
B. Nonequilibrium density matrix ρ1 in the
noninteracting limit
We first solve the nonequilibrium density matrix ρ1 in
the absence of electron-electron interaction. Such a solu-
tion is obtained by using the noninteracting H0 [Eq. (26)]
in the quantum kinetic equation [Eq. (2)]. The resulting
density matrix is just ρ
(0)
1 , according to our convention in
Eq. (30). The corresponding 16 coefficients f
(0)
i are given
below. First of all, four coefficients are proportional to
the derivatives of the distribution functions:
f
(0)
5
f
(0)
8
f
(0)
9
f
(0)
16
 =
iβ1(k)
4ω

(n′1 − n′2 + n′3 − n′4)
−i(n′1 − n′2 − n′3 + n′4)
−(n′1 + n′2 − n′3 − n′4)
−(n′1 + n′2 + n′3 + n′4)
 , (33)
7where the prime denotes partial derivatives, i.e., n′i(k) ≡
∂ni(k)/∂k. Secondly, we have the following coefficients,
f
(0)
6
f
(0)
7
f
(0)
10
f
(0)
11
 =
γ1β1(k)
2∆2k(∆
2
k − ω2)

−ω(n1 − n2 − n3 + n4)
−i∆k(n1 − n2 − n3 + n4)
∆k(n1 + n2 − n3 − n4)
iω(n1 + n2 − n3 − n4)
 ,

f
(0)
1
f
(0)
4
f
(0)
12
f
(0)
15
 =
β2(k)
2∆k(γ21 − ω2)

γ1(n1 − n2 − n3 + n4)
ω(n1 − n2 + n3 − n4)
ω(n1 − n2 − n3 + n4)
γ1(n1 − n2 + n3 − n4)
 ,
and finally,
f
(0)
3 =
ikβ2(k)
∆k
[
n1 − n4
ω2 − (∆k + γ1)2 +
n2 − n3
ω2 − (∆k − γ1)2
]
,
f
(0)
13 =
kβ2(k)
∆k
[
n1 − n4
ω2 − (∆k + γ1)2 −
n2 − n3
ω2 − (∆k − γ1)2
]
,
f
(0)
2 =
ωβ2(k)
4k∆k
[
(n1 − n4)(∆k − γ1)
ω2 − (∆k + γ1)2 +
(n2 − n3)(∆k + γ1)
ω2 − (∆k − γ1)2
]
,
f
(0)
14 =
iωβ2(k)
4k∆k
[
(n1 − n4)(∆k − γ1)
ω2 − (∆k + γ1)2 −
(n2 − n3)(∆k + γ1)
ω2 − (∆k − γ1)2
]
.
In the above expressions β1(k) and β2(k) are given by
β1(k) = e(E · kˆ), β2(k) = e(E × kˆ)z. (34)
They represent two different couplings to the electric
field. The total current in the noninteracting limit is then
obtained by inserting the above results into the general
equation Eq. (32).
C. Interaction corrections to the nonequilibrium
density matrix ρ1
In the presence of electron-electron interaction, the
nonequilibrium density matrix ρ1 will be further modi-
fied. The effect of interaction is incorporated by a quasi-
particle exchange self-energy term in the Hamiltonian,
which is given by
Σ(k) = −
∑
k′
Vkk′ρ(k
′), (35)
where Vkk′ is the Coulomb potential. The property that
the self-energy matrix at one wave vector is simply an
interaction-weighted average of the density matrix at dif-
ferent wave vectors can be attributed to the model’s
pseudospin-independent interaction Vkk′ .
The quantum kinetic equation in Eq. (2) now reads
−iωρ1 + eE · ∂ρ0
∂k
+ i [H0, ρ1] + i
[
Σ(0)(k), ρ
(0)
1
]
= i
∑
k′
Vkk′
[
ρ
(0)
1 (k
′), ρ0
]
, (36)
where Σ(0)(k) is the equilibrium self-energy matrix,
Σ(0)(k) = −
∑
k′
Vkk′ρ0(k
′). (37)
In the band basis, the diagonal entries of this matrix
Σ
(0)
λ ≡ 〈uλ|Σ(0)|uλ〉 (where λ = 1, 2, 3, 4) represent the
electron self-energy in each band. In addition, in the
presence of an applied electric field and electron-electron
interaction, the quasiparticles are no longer in the same
band eigenstates as the noninteracting electrons. As
such, the equilibrium self-energy acquires off-diagonal en-
tries in the band basis. We find that four off-diagonal
self-energies are nonzero, Σ
(0)
13 ≡ 〈u1(k)|Σ(0)|u3(k)〉 =
(Σ
(0)
31 )
∗, and Σ(0)24 ≡ 〈u2(k)|Σ(0)|u4(k)〉 = (Σ(0)42 )∗, and
the other entries vanish because of azimuthal symme-
try. This is to be contrasted with the two-band model,
where the self-energy matrix only contains diagonal en-
tries4. The explicit expressions for these matrix elements
are given in Appendix C.
Directly substituting the expansion in Eq. (29) and
rewriting the above matrix Eq. (36) yields a set of cou-
pled 16 equations that is quite cumbersome and lacks
transparency to their underlying physical meaning. We
have found a better way to organize the coupled 16 equa-
tions with the following. We define a new set of variables
from fi as follows, A± = f2 ± if14, B± = if3 ± f13,
C± = f1 ± f15, D± = f4 ± f12, E± = f6 ± if11,
F± = f10 ± if7, G± = f8 ± if9, and H± = if5 ± if16.
With these new variables, the equations greatly simplify,
and can be expressed as
ωA+ + δ23B+ − (n2 − n3)eE · A23 (38)
− Σ(0)13 C+ − Σ(0)24 C− = δΣ23,−,
δ23A+ + ωB+ − Σ(0)13 D+ + Σ(0)24 D− = δΣ23,+, (39)
ωC+ + δ21D+ − Σ(0)13 A+ − Σ(0)24 A− = δΣ21,+, (40)
δ21C+ + ωD+ − (n2 − n1)eE · A21 (41)
− Σ(0)13 B+ + Σ(0)24 B− = δΣ21,−,
ωE+ + δ13F+ − i(n1 − n3)eE · A13 = δΣ13,−, (42)
δ13E+ + ωF+ − 2Σ(0)13 G+ = δΣ13,+, (43)
ωG+ − 2Σ(0)13 F+ = e(E · kˆ)(n′1 − n′3)/2, (44)
ωH+ = e(E · kˆ)(n′2 + n′4)/2; (45)
ωA− + δ14B− − (n1 − n4)eE · A14 (46)
− Σ(0)13 C− − Σ(0)24 C+ = δΣ14,−,
δ14A− + ωB− − Σ(0)13 D− + Σ(0)24 D+ = δΣ14,+, (47)
ωC− + δ34D− − Σ(0)13 A− − Σ(0)24 A+ = δΣ34,+, (48)
δ34C− + ωD− − (n3 − n4)eE · A34 (49)
− Σ(0)13 B− + Σ(0)24 B+ = δΣ34,−,
ωE− + δ42F− − i(n4 − n2)eE · A42 = δΣ42,−, (50)
δ42E− + ωF− − 2Σ(0)24 G− = δΣ42,+, (51)
8ωG− − 2Σ(0)24 F− = e(E · kˆ)(n′4 − n′2)/2, (52)
ωH− = −e(E · kˆ)(n′1 + n′3)/2. (53)
where δij = εi(k) + Σ
(0)
i − εj(k) − Σ(0)j is the energy
needed to create a vertical interband excitation between
band i and j. The right-hand-side of Eqs. (38)-(53) rep-
resent the nonequilibrium self-energy changes, whose de-
tailed expressions are presented in Appendix D.Aij is the
non-Abelian Berry connection defined in Eq. (8). This
set of pseudospin Bloch equations generalize Eqs. (6)-(7)
we obtained for the two-band Hamiltonian in Section III
to the four-band case. Eq. (7) for the case of bilayer
graphene (m = 2) can be reproduced by Eqs. (38)-(39)
in the limit of large interlayer hopping energy (γ1 →∞),
with A+(B+) in Eqs. (38)-(39) given by A+ → P and
B+ → Q.
Let us comment briefly on the physical meaning of the
non-Abelian Berry connection appearing in our equa-
tions. It was shown in the context of semiclassical
wavepacket dynamics28,32 that such a coupling between
the electric fieldE and the non-Abelian Berry connection
Aij governs the redistribution of the electron occupations
among different bands. These terms in our equations play
a similar role. To see this, note that such a coupling can
be written explicitly as
eE · Aij(k) = iβ1(k)〈ui(k)| ∂
∂k
|uj(k)〉
+ iβ2(k)〈ui(k)|1
k
∂
∂φ
|uj(k)〉, (54)
where β1(k) and β2(k) are given by Eq. (34). Interest-
ingly, the six coupling terms in our equations fall natu-
rally into two categories: eE · A13(k) and eE · A42(k)
are proportional to β1(k), while the other four couplings
are proportional to β2(k). This correspondence is strik-
ingly similar to the off-diagonal elements of the equilib-
rium self-energy matrix, where only Σ
(0)
13 = (Σ
(0)
31 )
∗ and
Σ
(0)
24 = (Σ
(0)
42 )
∗ are nonzero [see Appendix C].
We now explain the physical meaning of this set of cou-
pled equations. The functions G±, H± in Eqs. (44)-(45),
(52)-(53) describe Drude intraband dynamics for the four
bands, whereas A±, B±, C±, D±, E±, F± in other equa-
tions describe interband dynamics. Coupling between
intraband and interband responses in these equations can
be seen clearly as follows. We first note that the source
terms E · k and (E × k)z in the kinetic equations re-
spectively drive the intraband and interband responses;
the appearance of the Berry connection A13 ∝ E · k
[A42] in Eqs. (42)-(43) [(50)-(51)] therefore corresponds
to a direct coupling of the interband transitions between
bands 1 and 3 [4 and 2] with the Drude intraband re-
sponse. Due to exchange interaction, an indirect mech-
anism of Drude-interband coupling also occurs through
the equilibrium Σ
(0)
13 [Σ
(0)
24 ] and nonequilibrium δΣ
(0)
13,+
[δΣ
(0)
42,+] self-energies. It is this interaction-induced
Drude-interband coupling that gives rise to the renormal-
ization of the optical Drude weight. The interband re-
sponses A±, B±, C±, D± in Eqs. (17)-(20), (25)-(28) cou-
ple to intraband responses only through the nonequilib-
rium self-energies δΣ23,+, δΣ21,+, δΣ14,+, δΣ34,+ through
exchange effects.
These coupled equations can be solved numerically to
yield ρ
(e)
1 , the interaction correction to the nonequilib-
rium density matrix ρ1. We then invert the equations to
find the original coefficients fi and insert f
(e)
1 , f
(e)
5 , f
(e)
7 ,
and f
(e)
14 into Eq. (32) to obtain the interaction correc-
tions to the optical conductivity and Drude weight.
V. OPTICAL DRUDE WEIGHT IN BILAYER
GRAPHENE
In this section, we adopt the above formalism to ob-
tain the optical Drude weight for bilayer graphene. We
will first compute the optical conductivity in the non-
interacting limit and show that it agrees with existing
results. We will then turn on electron-electron interac-
tion and study how it modifies the Drude weight. From
now on, we will assume for concreteness that the Fermi
energy εF > 0 is above the charge neutrality point.
A. Noninteracting results for the Drude weight
In the noninteracting limit, the optical conductivity
of bilayer graphene is obtained by inserting the nonin-
teracting density matrix ρ
(0)
1 found in Section IV B into
Eq. (32). As a result, the real and imaginary parts of the
conductivity are given explicitly by
Re[σ(Ω)]
σ0
=
Θ(Ω− 1)
4Ω2
[Θ(Ω− 2µ− 1) + Θ(Ω− 2µ+ 1)] + Θ(Ω− 2µ)
[
Ω + 2
4(Ω + 1)
+ Θ(Ω− 2) Ω− 2
4(Ω− 1)
]
+D(0)1 δ(Ω) +D(0)2 δ(Ω− 1),
Im[σ(Ω)]
σ0/pi
=
1
4Ω2
[
ln
∣∣∣∣1− Ω1 + Ω
∣∣∣∣Θ(1− µ) + (ln ∣∣∣∣1 + 2µ− Ω1 + 2µ+ Ω
∣∣∣∣+ 4Ω(µ+ 1)2µ+ 1
)
−Θ(µ− 1)
(
ln
∣∣∣∣1− 2µ− Ω1− 2µ+ Ω
∣∣∣∣+ 4Ω(µ− 1)2µ− 1
)]
+
D(0)1
Ω
+
2ΩD(0)2
Ω2 − 1 −
1
4
[
r(Ω, 1)− r(Ω,−µ) + Θ(µ− 1)(r(Ω, µ)− r(Ω, 1))], (55)
9where σ0 = e
2/~. In the above results, µ ≡ εF /γ1 and
Ω ≡ ω/γ1 are the Fermi energy and optical frequency
normalized by interlayer hopping energy γ1, respectively.
In addition, the function r(Ω, µ) is given by
r(Ω, µ) =
Ω + 2
Ω + 1
ln |Ω + 2µ| − Ω− 2
Ω− 1 ln |Ω− 2µ|
− 2Ω
Ω2 − 1 ln |2µ− 1|. (56)
Finally, the coefficients in front of the two delta functions
are the optical weight for the ω = 0 and ω = γ1 peak,
respectively,
D(0)1 (µ) =
2µ(µ+ 1)
2µ+ 1
+
2µ(µ− 1)
2µ− 1 Θ(µ− 1),
D(0)2 (µ) =
1
4
[ln(2µ+ 1)−Θ(µ− 1) ln(2µ− 1)]. (57)
This result agrees with previous studies9–12,15,33, and has
been discussed extensively in the literature. Here we just
want to emphasize that only D(0)1 arises from intraband
contributions, and is the Drude weight we are looking
for. The D(0)2 peak ω = γ1 arises from optical transitions
between the two conduction bands, and its delta function
dependence is due to the constant energy difference γ1
between the two bands in our model. When a band gap
is opened10 or remote hopping parameters are taken into
account34, the two bands will no longer be energetically
equidistant and the sharp peak at ω = γ1 will then be
broadened.
B. Interaction corrections to the Drude weight
Now we are going to study how electron-electron inter-
action modifies the Drude weight in bilayer graphene. In
general, the Eqs. (38)-(53) can be solved numerically to
obtain the nonequilibrium density matrix ρ1 to all orders
of interaction potential. However, this is quite compli-
cated, and we will introduce some simplifications.
First, we will only solve these coupled equations per-
turbatively and obtain lowest order interaction correc-
tions to the Drude weight. Therefore, we will keep terms
up to first order in the interaction potential in these equa-
tions, which allows us to obtain closed-form solutions for
the coefficients f
(e)
1 , f
(e)
5 , f
(e)
7 , and f
(e)
14 as follows,
f
(e)
1 =
iγ1(δΣ21,− − δΣ34,−) + iω(δΣ21,+ + δΣ34,+)
2(ω2 − γ21)
, f
(e)
7 =
−i∆k(δΣ13,− + δΣ42,−)− iω(δΣ42,+ − δΣ13,+)
2(∆2k − γ21)
, f
(e)
5 = 0,
f
(e)
14 = [2(ω
2 − (∆k + γ1)2)(ω2 − (γ1 −∆k)2)]−1
[
2iωγ1∆k(δΣ21,− − δΣ34,−) + iγ1(γ21 −∆2k − ω2)(δΣ23,+ + δΣ14,+)
− i∆k(γ21 + ω2 −∆2k)(δΣ23,+ − δΣ14,+) + iω(∆2k + γ21 − ω2)(δΣ14,− − δΣ23,−)
]
. (58)
Here, to first order in the interaction potential, the
nonequilibrium self-energy changes in the above expres-
sion are given by Appendix D with A± to H± taking
their noninteracting values given in Sections IV B-IV C.
In addition, because we are only concerned with the
Drude weight, it is sufficient to extract the ω−1 depen-
dence in these coefficients. We then note that f
(e)
5 van-
ishes, and hence does not contribute to the conductivity.
In addition, neither f
(e)
1 nor f
(e)
7 contains an overall ω
−1
dependence. Therefore, only the f
(e)
14 term matters. We
can then extract the coefficient in front of ω−1 as
f
(e)
14 ∼
{
(n1 − n2 + n3 − n4)∆k [2γ1(S1 + S3) + 8kS2]
−(n1 + n2 − n3 − n4)
[
(∆2k + γ
2
1)(S1 + S3) + 8kγ1S2
] }
× (16∆kk2)−1, (59)
where the functions S1(k), S2(k) and S3(k) are
S1(k) =
∑
k′
Vkk′f
(0)
5 (k
′) sin 2φk′k,
S2(k) =
∑
k′
Vkk′f
(0)
9 (k
′) sinφk′k
k′
∆k′
,
S3(k) =
∑
k′
Vkk′f
(0)
9 (k
′) sin 2φk′k
γ1
∆k′
, (60)
and φk′k is the angle between momenta k and k
′. For
future convenience, we also define
sj = 16piSj/ie
2β2(k), (j = 1, 2, 3). (61)
Note that the ω−1 dependence of f (e)14 comes from f
(0)
5
and f
(0)
9 only [see Eq. (33)]. The explicit expressions
for s1(k), s2(k) and s3(k) will depend on the form of
Coulomb potential we adopt in the calculation. Other
than this choice, Eqs. (59)-(61) represent the most gen-
eral form for the ω−1 dependence in f (e)14 and hence ρ
(e)
1 ,
which can then be inserted into Eq. (32) to obtain its
contribution to the conductivity as follows
σ(e) =
ie4γ1
32pi2ω
∫ k˜c
0
dk˜
G(k˜)
4k˜2 + 1
. (62)
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Here the integration cutoff is set by the Brillouin zone
boundary kc = 1/a = 7.0× 109 m−1, where a = 1.43 A˚
is the carbon-carbon distance. This corresponds to an
energy scale of Λ = ~vkc ≈ 11.50γ1. Also, we have
changed the integration variable to a dimensionless one
k˜ ≡ ~vk/γ1, and similarly k˜c ≡ ~vkc/γ1. The function
G(k˜) in the integrand is given by
G(k) = ω[8ks2(k) + (4k2 + 2)(s1(k) + s3(k))]
× (n1 + n2 − n3 − n4)
− ω
√
4k2 + 1
[
2(s1(k) + s3(k)) + 8ks2(k)
]
× (n1 − n2 + n3 − n4). (63)
Because the functions sj(j = 1, 2, 3) are all proportional
to ω−1 by virtue of Eqs. (33), (60), and (61), G(k˜) is
independent of ω. If we then replace ω−1 by −iδ(ω) and
restore ~ and v in Eq. (62), the leading order interaction
correction to the Drude weight now reads
D(e)1 =
e2
~
α∗γ1
32pi
∫ k˜c
0
dk˜
G(k˜)
4k˜2 + 1
. (64)
It was shown in Ref. 4 that broken Galilean invariance
gives rise to a peculiar mechanism that couples the Drude
response to the interband response in bilayer graphene.
This is the very reason why electron-electron interaction
can modify the Drude weight in bilayer graphene. The
importance of such a coupling can be quantified by the
interaction-induced Drude weight renormalization D¯,
D¯ − 1 = D
(e)
1
D(0)1
=
α∗
32piµ
∫ k˜c
0
dk˜
G(k˜)
4k˜2 + 1
2(µ+ 1)
2µ+ 1
+
2(µ− 1)
2µ− 1 Θ(µ− 1)
. (65)
The rest of the section will be devoted to calculations
of D¯. Before presenting the results, however, we note
that in this work we will only include static screening
effects, and use the following Coulomb potential
Vkk′ =
2pie2
|k − k′|+ kTF , (66)
where kTF is the Thomas-Fermi screening length [see Ap-
pendix B for derivations] given by
kTF =
2α∗
v
[2εF + γ1 + Θ(εF − γ1)(2εF − γ1)] . (67)
Also note that there is a discontinuity in kTF at εF = γ1,
i.e., when the Fermi energy moves into the higher conduc-
tion band. In the limit of small Fermi energy εF  γ1,
this result correctly reduces to 2α∗γ1/v, the result de-
duced from a two-band model of bilayer graphene35.
In what follows, we first consider two limits where an-
alytical expressions for D¯ can be obtained. When the in-
teraction is weakly screened, we can neglect the kTF term
in the Coulomb potential [see Eq. (66)]. This corresponds
to the limit of long-range interaction. In contrast, when
the interaction is heavily screened, the Thomas-Fermi
screening length kTF will be much larger than typical
values of |k − k′|. Thus, we can keep only the kTF term
in the denominator of the Coulomb potential, which cor-
responds to the limit of short-range interaction. Finally,
we will compare these two results to exact numerical eval-
uations of Eq. (65) using the full Coulomb potential in
Eq. (66).
1. Long-range interaction limit
In this limit, we ignore screening effects entirely and
set kTF in Eq. (66) to zero. We then obtain analytical
expressions for the functions si in Eq. (60) as follows
s1(k) =
kF+
ω
[Φ3(k, kF+)− Φ1(k, kF+)]
− kF−
ω
Θ(εF − γ1)[Φ3(k, kF−)− Φ1(k, kF−)],
s2(k) =
k2F+
ω∆+
[Φ2(k, kF+)− Φ0(k, kF+)]
+
k2F−Θ(εF − γ1)
ω∆−
[Φ2(k, kF−)− Φ0(k, kF−)],
s3(k) =
γ1kF+
ω∆+
[Φ3(k, kF+)− Φ1(k, kF+)] (68)
+
γ1kF−Θ(εF − γ1)
ω∆−
[Φ3(k, kF−)− Φ1(k, kF−)].
where ∆± =
√
4k2± + γ21 . In addition, kF+ (kF−) is the
Fermi wave-vector at which the Fermi energy intersects
with the lower (upper) conduction band, defined as
kF− = Θ(εF − γ1)
√
εF (εF − γ1),
kF+ =
√
εF (εF + γ1). (69)
The special functions Φi(k, k
′) arise from the integration
of the long-range Coulomb potential over φk′k, and their
expressions are given in Eq. (E3).
Before the numerical evaluation of D¯, we want to show
that our result correctly reduces to the one obtained by
a two-band model of bilayer graphene4 in the εF  γ1
limit, which proceeds as follows. First, in the limit of
εF → 0, the two Fermi wave-vectors satisfy k˜F− ≡
~vkF−/γ1 → 0 and k˜F+ ≡ ~vkF+/γ1 '
√
εF /γ1 =
√
µ.
The three special functions si(k) in this limit thus satisfy
s1 = γ1s3 and s2 = 0. In addition, ∆k can be approx-
imated by γ1. As a result, the integrand of Eq. (65)
reduces to
G(k˜)
4k˜2 + 1
→ −8ωs1(k˜)Θ(k˜ − k˜F+). (70)
We further note that the function s1(k) in the limit of
11
εF  γ1 can be written as
ωs1(k˜) ≡ k˜F+[Φ3(k˜, k˜F+)− Φ1(k˜, k˜F+)] = −4R
(
k˜
k˜F+
)
,
where the function R(y) is given by
R(y) = 4(y + 1)(y
4 − y2 + 1)
15y3
E
(
4y
(y + 1)2
)
−4(y
2 + 1)(y − 1)2(y + 1)
15y3
K
(
4y
(y + 1)2
)
, (71)
and K(z) [E(z)] is the complete elliptic integrals of the
first (second) kind [see Eq. (E4)]. Finally, in the limit of
µ 1, the denominator in Eq. (65) reduces to a constant
2. Putting everything together we can obtain D¯ in the
limit µ 1 as follows,
D¯ − 1 = 1
2
α∗
piµ
∫ k˜c
√
µ
dk˜ 32R(k˜) =
α∗
∫ k˜c√
µ
1
R(y)dy
2pi
√
µ
. (72)
This result agrees with the one obtained in Ref. 4, which
confirms the validity of our theory in the µ 1 limit.
We now evaluate D¯ in the long-range interaction limit,
which is shown in the black solid line in Fig. 4. Several
comments are in order. First, the Drude weight correc-
tion D¯ − 1 ∼ 10% − 40% [Fig. 4(b)], which indicates
that the interaction correction to the Drude weight is at
least one order of magnitude smaller than the noninter-
acting Drude weight. This shows that our perturbative
solutions to the quantum kinetic equation is well con-
trolled, even the expansion parameter α∗ ≡ e2/κv may
not be small. In addition, the evaluation of D¯ in this
long-range limit yields a convergent result, in contrast
to the short-range limit, which has a logarithmic depen-
dence on the cutoff Λ [see Eq. (74) below]. In contrast,
D¯ in single-layer graphene has a logarithmic dependence
on the cutoff Λ in the long-range limit and a linear de-
pendence in the short-range limit5. Finally, although the
Drude weight renormalization D¯ in our theory can be
reduced to the one obtained by the two-band model in
the limit of µ  1, the latter tends to underestimate
the interaction corrections when the electron density is
higher [Fig. 4(b)]. This is expected because the analy-
sis based on the two-band model cannot account for the
contributions from the higher energy bands ε1 and ε4.
2. Short-range interaction limit
We now consider the opposite limit where the electron-
electron interaction is heavily screened and hence effec-
tively short-ranged, so that we can ignore the momentum
dependence in the Coulomb potential in Eq. (66). There-
fore, Vkk′ is now a constant and no longer subject to the
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FIG. 4. (a) Interaction corrections to the Drude weight in
bilayer graphene [see Eq. (64)]. We compare the long-range
limit (black solid line), short-range limit (dashed line), and
the numerical result (red solid line). Here µ ≡ εF /γ1, and
dielectric constant κ = 1. The discontinuity in the short-
range and numerical results is due to the discontinuity of kTF
at µ = 1 (see the discussions in Appendix B). (b) Interaction-
induced Drude weight renormalization D¯ [see Eq. (65)]. As
a comparison, we also show the leading-order (in interaction
strength) D¯ in the long-range limit obtained previously by the
two-band model (gray dotted line) in Ref. 4. Note that the
leading-order short-range D¯ in the two-band model vanishes.
angular integration over φk′k. As a result, both s1(k)
and s3(k) vanish, while s2(k) becomes
s2(k) = −2pi
[
k˜F+
∆˜+
kF+
kTF
+ Θ(εF − γ1) k˜F−
∆˜−
kF−
kTF
]
, (73)
where k˜F± ≡ ~vkF±/γ1 and ∆˜± ≡
√
4k˜2F± + 1. The D¯
in this limit is given by
D¯−1 =
α∗γ1
[
k˜F+
∆˜+
kF+
kTF
+ Θ(µ− 1) k˜F−
∆˜−
kF−
kTF
]
16pi
[
2µ(µ+ 1)
2µ+ 1
+
2µ(µ− 1)
2µ− 1 Θ(µ− 1)
] (74)
×
[
ln
4k˜2c + 1
4k˜2F+ + 1
−Θ(µ− 1) ln 4k˜
2
c + 1
4k˜2F− + 1
12
−2(√4k˜2F+ + 1− 1)+ 2Θ(µ− 1)(√4k˜2F− + 1− 1)].
where Λ is the energy cutoff introduced in Eq. (64). In
the limit that the Fermi energy is much higher than the
bottom of the higher conduction band (εF  γ1), this
result can be simplified to
D¯ − 1 ' γ1
64piεF
[ln(~vkc/εF )− 1] , εF  γ1. (75)
We find that this result approximates the full expression
in Eq. (74) within 1% when εF ≥ 2γ1.
The short-range result in Eq. (74) is shown by the black
dashed line in Fig. 4. Several comments are in order.
First, this result is much smaller than D¯ in the long-
range limit. This is because the Thomas-Fermi screening
length kTF is actually fairly large in bilayer graphene [see
Eq. (67)]. In fact, when the Fermi energy exceeds γ1, kTF
can be much larger than the momentum cutoff Λ intro-
duced in Eq. (74). Secondly, we note that this is a new
result that cannot be obtained by the two-band model
of bilayer graphene, as Ref. 4 predicts a vanishing D¯ in
this short-range interaction limit. This further suggests
that interaction corrections to the optical conductivity
may not vanish even in the short-range limit. Finally,
the short-range D¯ in Eq. (74) is actually independent of
the effective fine-structure constant α∗, as the α∗ in the
numerator will cancel the α∗ dependence in kTF in the
denominator. This suggests that this short-range result
is not affected by the interaction strength of the system.
3. Comparison with numerical results
Having studied the interaction corrections to the
Drude weight in the above two limits, we now compare
them with numerical evaluations [red solid lines in Fig. 4].
We note that the short-range limit [Eq. (74)] gives a very
good approximation to the numerical result. To shed
light on this result, note that the Thomas-Fermi screen-
ing wavevector kTF is extremely large in bilayer graphene.
From Eq. (67), we can see that the kTF does not vanish
even when the Fermi energy is at the charge neutral-
ity point εF = 0. This reflects the constant density of
states in bilayer graphene, even at the charge neutrality
point. We therefore find the lower bound for kTF to be
2α∗γ1/κv = 2.65× 109 cm−1. Such a momentum cor-
responds to a band energy of about 4γ1, which is four
times the interlayer coupling energy. The large screening
wavevector thus makes the electron-electron interaction
effectively short-ranged, which explains why the numeri-
cal calculation of D¯ can be approximated reasonably well
by the short-range limit.
VI. DISCUSSIONS
In regular semiconductors with a parabolic band dis-
persion, Galilean invariance also prevents plasmon fre-
quency ωp from long-wavelength interaction renormal-
ization36. One may wonder whether ωp is also modified
in graphene. We argue that because the Drude weight is
closely related to the plasmon frequency, the latter should
also be modified in graphene. To show this, we start from
the well-known relation between the conductivity and the
polarizability,
σ(ω) = lim
q→0
ie2ω
q2
Π(q, ω), (76)
which indicates that the real part of the polarizability in
the limit of vq  ω and ω  εF is given by
Re Π(q, ω) =
γ1D˜1
pi
( q
ω
)2
. (77)
The renormalized plasmon frequency ωp is thus given
by the zero of the dielectric function (q, ω) = 1 −
V (q)ReΠ(q, ω) = 0. For bilayer graphene we find that
ω2p = 2e
2γ1D˜1q. (78)
One can see immediately that the plasmon frequency ω2p
is directly proportional to D¯, the Drude weight renor-
malization. Our prediction of interaction-modified plas-
mon frequency can be verified experimentally by using
electron energy-loss spectroscopy of suspended bilayer
graphene samples.
We mention that the theory presented in this work is
applicable for Fermi energies εF > εc ≡ γ1(γ3/γ0)2/2 ∼
10 meV37. For a smaller carrier density, the effects of
trigonal warping and electron-hole asymmetry become
non-negligible14–17,27 and can be easily incorporated into
our theory through the Hamiltonian in Eq. (26). We ex-
pect such effects will give rise to quantitative differences
in the renormalized Drude weight, but do not alter our
main qualitative conclusions.
In addition, we wish to emphasize that some effects
can only be captured by the full four-band model but
not the two-band model, even at relatively low doping
levels εF < γ1. The reason is two-fold. First of all, our
full four-band calculation can capture the additional in-
terband transitions involving the higher conduction and
lower valence bands, as well as the transitions between
the two conduction (valence) bands. These ingredients
cannot be included in the two-band treatments4. Sec-
ondly, even the low energy bands are not well captured in
the two-band description of bilayer graphene, because the
dispersion quickly deviates from being parabolic when
εF >∼ γ1/437. Indeed, our calculations show that these
effects give rise to important differences. For example,
in the long-range limit the interaction corrections to the
Drude weight are qualitatively different in both cases.
In addition, in the short-range limit the interaction cor-
rections to the Drude weight completely vanish in the
two-band calculation, while we find finite corrections in
the four-band treatments [see Fig. 4(b)].
One of the interesting properties of bilayer and mul-
tilayer graphene systems is the opening of a band gap
13
achieved by breaking the symmetry of the layer degrees
of freedom with an applied out-of-plane voltage. We ex-
pect that the effects of Drude weight and plasmon fre-
quency renormalization to be suppressed by a band gap.
The physical reason is that the renormalization effects
arise from the coupling between the interband and the
Drude intraband responses. Such a coupling is dimin-
ished by an increasing value of the band gap as the Dirac
sea of valence-band electrons at k > kF moves farther
apart from the conduction-band Fermi surface. Another
way to look at this is by noting that the pseudospins be-
come increasingly aligned with the out-of-plane z direc-
tion with an increasing band gap. The pseudospin tex-
ture of all states therefore become more uniform, with
the pseudospin of each quantum state becoming more
similar. When an external electric field is applied under
transport conditions, the degree to which the Galilean
invariance symmetry is broken will be less severe, sup-
pressing the interaction-induced renormalization effects.
VII. CONCLUSIONS
In this paper we have developed a theory for the op-
tical conductivity of chiral multilayer graphene based
on a quantum kinetic approach including the effects of
electron-electron interaction. Our theory is first ap-
plied to the two-band model of chiral multilayer graphene
and then generalized to the four-band model of bilayer
graphene. We have obtained the equations of motion for
the pseudospin components of the density matrix, which
generalizes the semiconductor Bloch equation in conven-
tional parabolic band electron systems to chiral electron
systems with pseudospins. From these equations we have
calculated the interaction-induced corrections to the op-
tical Drude weight, quantified by the Drude weight renor-
malization D¯. We find that D¯ increases with decreasing
number of layers and hence pseudospin winding number,
reaching the largest value in single-layer graphene. D¯
is also found to increase with decreasing electron den-
sity. Finally, we note that the renormalization effects
of Drude weight and plasmon frequency are not limited
to graphene systems. Our work has direct implications
on the optical properties of other materials whose elec-
tronic states are also chiral or helical. In many topo-
logical states of matter, Galilean invariance of electronic
states near the nodal points is explicitly broken due to the
helicity of the low-energy electrons. As a result, we ex-
pect interaction-induced renormalization effects of Drude
weight and plasmon frequency also in chiral systems such
as monolayer MoS2
38–40, topological insulators41–44, and
topological crystalline insulators45–48.
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Appendix A: The unitary transformation that
diagonalizes the noninteracting Hamiltonian
In our discussions of the two-band models, we intro-
duced a set of generalized Pauli matrices in Eq. (5). In
fact they are obtained from a unitary transformation,
σ˜i =MσiM†, (A1)
whereM is the unitary transformation that diagonalizes
the two-band Hamiltonian H0 = knˆ · σ, given by
M = 1√
2
(
e−ilφ e−ilφ
−1 1
)
. (A2)
The explicit expressions for the generalized Pauli matri-
ces are the following
σ˜x =MσxM−1 = σz, σ˜y =MσyM−1 = (σ × nˆ)z,
σ˜z =MσzM−1 = −σ · nˆ, σ˜0 =Mσ0M−1 = σ0. (A3)
Similar generalization can be applied to the set of 16
Γ matrices (see, for example Ref. 49) in the four-band
description of bilayer graphene. The unitary transforma-
tion that can diagonalize the noninteracting Hamiltonian
for bilayer graphene in Eq. (26) is given by
M =

cos θ√
2
sin θ√
2
− sin θ√
2
cos θ√
2
e−iφ sin θ√
2
e−iφ cos θ√
2
e−iφ cos θ√
2
−e−iφ sin θ√
2
− cos θ√
2
sin θ√
2
sin θ√
2
cos θ√
2
−eiφ sin θ√
2
eiφ cos θ√
2
−eiφ cos θ√
2
−eiφ sin θ√
2
 ,
(A4)
where θ ≡ 12 tan−1
(
2vk
γ1
)
, and φ = tan−1(kykx ). The
above unitary matrix satisfies
M†H0M =
ε1(k) 0 0 00 ε2(k) 0 00 0 ε3(k) 0
0 0 0 ε4(k)
 . (A5)
The four energy bands εi(k) are given in Eq. (27).
In addition, We will frequently use a set of modified
Γ matrices in our calculation. If the standard set of 16
Γ matrices (see, for example Ref. 49) are denoted by Γi,
then the ones we employ are
Γ˜i =MΓiM†, i = 1, 2, . . . , 16, (A6)
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where theM is the unitary transformation introduced in
Eq. (A4). For future convenience, we will drop the tilde
hereafter and it shall be understood that by Γ matrices
we always refer to this set of modified matrices. The
density matrices encountered in our calculations will all
be expanded in this transformed set of Γ matrices.
Appendix B: Thomas-Fermi screening wavevector in
bilayer graphene
The screening properties of an electron gas depend on
the density of states D0 at the Fermi level. If we use
the simple Thomas-Fermi screening theory, the screening
wavevector is given by
kTF =
2pie2
κ
D0 =
2pie2
κ
∂n
∂εF
, (B1)
where κ is the dielectric constant, εF is the Fermi energy,
and n is the electron density. In the four-band descrip-
tion, the electron density of bilayer graphene is
n =
εF (εF + γ1)
pi~2v2
+ Θ(εF − γ1)εF (εF − γ1)
pi~2v2
, (B2)
where we have considered the four-fold spin-valley degen-
eracy. Therefore, the density of states D0 is given by
D0 =
(2εF + γ1)
pi~2v2
+ Θ(εF − γ1) (2εF − γ1)
pi~2v2
. (B3)
This result directly leads to the expression for kTF in
Eq. (67). It is interesting to note that when the Fermi
energy moves into the higher conduction band (εF ≥ γ1),
the electron density n is continuous, whereas the density
of states has a jump of γ1/pi~2v2. Such a discontinuity is
responsible for the jump at εF = γ1 in Fig. 4.
Appendix C: The equilibrium self-energy
It is instructive to write down explicitly the equilib-
rium self-energy in our model [see Eq. (37) for defini-
tions]. In the band basis, the diagonal entries Σ
(0)
λ ≡
〈λ|Σ(0)(k)|λ〉 represent the electron self-energy of each
band. In addition, four of the off-diagonal entries are
nonzero. The explicit expressions for these entries are
presented below.
Σ
(0)
1 =−
∑
k′
Vkk′
{
1
8
[(n1 + n3)(3 + cos 2φ) + (n2 + n4)(1− cos 2φ)] + t
8∆k′
(1− cos 2φ)(n1 + n2 − n3 − n4)
+
t2
8∆k∆k′
[(n1 − n3)(3 + cos 2φ)− (n2 − n4)(1− cos 2φ)] + t
8∆k
(1− cos 2φ)(n1 − n2 + n3 − n4) + 2kk
′ cosφ
∆k∆k′
(n1 − n3)
}
,
Σ
(0)
2 =−
∑
k′
Vkk′
{
1
8
[(n1 + n3)(1− cos 2φ) + (n2 + n4)(3 + cos 2φ)] + t
8∆k′
(1− cos 2φ)(n1 + n2 − n3 − n4)
+
t2
8∆k∆k′
[(n1 − n3)(cos 2φ− 1) + (n2 − n4)(3 + cos 2φ)] + t
8∆k
(1− cos 2φ)(n1 − n2 + n3 − n4) + 2kk
′ cosφ
∆k∆k′
(n2 − n4)
}
,
Σ
(0)
3 =−
∑
k′
Vkk′
{
1
8
[(n1 + n3)(3 + cos 2φ) + (n2 + n4)(1− cos 2φ)] + t
8∆k′
(1− cos 2φ)(n1 + n2 − n3 − n4)
+
t2
8∆k∆k′
[(n3 − n1)(cos 2φ+ 3) + (n2 − n4)(1− cos 2φ)]− t
8∆k
(1− cos 2φ)(n1 − n2 + n3 − n4)− 2kk
′ cosφ
∆k∆k′
(n1 − n3)
}
,
Σ
(0)
4 =−
∑
k′
Vkk′
{
1
8
[(n1 + n3)(1− cos 2φ) + (n2 + n4)(3 + cos 2φ)]− t
8∆k′
(1− cos 2φ)(n1 + n2 − n3 − n4)
+
t2
8∆k∆k′
[(n1 − n3)(1− cos 2φ)− (n2 − n4)(3 + cos 2φ)]− t
8∆k
(1− cos 2φ)(n1 − n2 + n3 − n4)− 2kk
′ cosφ
∆k∆k′
(n2 − n4)
}
,
Σ
(0)
13 ≡〈1|Σ(0)|3〉 = −
∑
k′
Vkk′
{
vkγ1
4∆k∆k′
[(n2 − n4)(1− cos 2φ)− (n1 − n3)(3 + cos 2φ)] + vk
′γ1
∆k∆k′
(n1 − n3) cosφ
15
− vk
4∆k
(n1 − n2 + n3 − n4)(1− cos 2φ)
}
= (Σ
(0)
31 )
∗, (C1)
Σ
(0)
24 ≡〈2|Σ(0)|4〉 = −
∑
k′
Vkk′
{
vkγ1
4∆k∆k′
[(n2 − n4)(3 + cos 2φ)− (n1 − n3)(1− cos 2φ)]− vk
′γ1
∆k∆k′
(n2 − n4) cosφ
+
vk
4∆k
(n1 − n2 + n3 − n4)(1− cos 2φ)
}
= (Σ
(0)
42 )
∗.
Note that the Fermi distribution functions ni inside the
integrals are all functions of k′.
Appendix D: Nonequilibrium self-energy changes
One of the main results of this paper is the set of 16
equations in Eqs. (38)-(53) in the main text. They com-
pletely determine the dynamics of the nonequilibrium
density matrix ρ1 under an applied electric field. The
right-hand-side of these equations are quite complicated
and thus not given in the main text. In fact, they are
non-equilibrium self-energy changes, which we list below:
δΣ23,− = [n3(k)− n2(k)]
∑
k′
Vkk′
{B+ −B−
2∆k∆k′
(4v2kk′ cosφ+ γ21) +
B+ +B−
2
+
vγ1(C+ − C−)
∆k∆k′
(k′ − k cosφ)
− vk(F+ + F−)
∆k
sinφ
}
,
δΣ14,− = [n1(k)− n4(k)]
∑
k′
Vkk′
{B+ −B−
2∆k∆k′
(4v2kk′ cosφ+ γ21)−
B+ +B−
2
+
vγ1(C+ − C−)
∆k∆k′
(k′ − k cosφ)
− vk(F+ + F−)
∆k
sinφ
}
,
δΣ23,+ = [n3(k)− n2(k)]
∑
k′
Vkk′
{A+ +A−
4∆k∆k′
[
γ1(γ1 −∆k) + γ1(∆k + γ1) cos 2φ+ 8v2kk′ cosφ
]
+
H+ +H−
4∆k
(∆k + γ1) sin 2φ
− A+ −A−
4∆k
[(γ1 −∆k)− (γ1 + ∆k) cos 2φ] + D+ +D−
2∆k∆k′
v [k′(γ1 −∆k) + k′(γ1 + ∆k) cos 2φ− 2kγ1 cosφ]
+
G+ −G−
4∆k∆k′
[
γ1(γ1 + ∆k) sin 2φ+ 8v
2kk′ sinφ
]
+
E+ − E−
2∆k∆k′
v [2kγ1 sinφ− k′(γ1 + ∆k) sin 2φ]
}
,
δΣ14,+ = [n4(k)− n1(k)]
∑
k′
Vkk′
{A+ +A−
4∆k∆k′
[
γ1(γ1 −∆k) + γ1(∆k + γ1) cos 2φ+ 8v2kk′ cosφ
]
+
H+ +H−
4∆k
(∆k + γ1) sin 2φ
− A+ −A−
4∆k
[(γ1 −∆k)− (γ1 + ∆k) cos 2φ] + D+ +D−
2∆k∆k′
v [k′(γ1 −∆k) + k′(γ1 + ∆k) cos 2φ− 2kγ1 cosφ]
+
G+ −G−
4∆k∆k′
[
γ1(γ1 + ∆k) sin 2φ+ 8v
2kk′ sinφ
]
+
E+ − E−
2∆k∆k′
v [2kγ1 sinφ− k′(γ1 + ∆k) sin 2φ]
}
,
δΣ21,+ = [n1(k)− n2(k)]
∑
k′
Vkk′
{A+ +A−
2∆k∆k′
γ1v [k(1 + cos 2φ)− 2k′ cosφ]− A+ −A−
2∆k
vk(1− cos 2φ) + D+ −D−
2
cosφ
+
D+ +D−
2∆k∆k′
[
2v2kk′(1 + cos 2φ) + γ21 cosφ
]− E+ + E−
2∆k′
γ1 sinφ− E+ − E−
2∆k∆k′
(2v2kk′ sin 2φ+ γ21 sinφ)
− G+ +G−
∆k′
vk′ sinφ− G+ −G−
2∆k∆k′
γ1v(2k
′ sinφ− k sin 2φ) + H+ +H−
2∆k
vk sin 2φ
}
, (D1)
δΣ34,+ = [n3(k)− n2(k)]
∑
k′
Vkk′
{A+ +A−
2∆k∆k′
γ1v [k(1 + cos 2φ)− 2k′ cosφ]− A+ −A−
2∆k
vk(1− cos 2φ)− D+ −D−
2
cosφ
+
D+ +D−
2∆k∆k′
[
2v2kk′(1 + cos 2φ) + γ21 cosφ
]
+
E+ + E−
2∆k′
γ1 sinφ− E+ − E−
2∆k∆k′
(2v2kk′ sin 2φ+ γ21 sinφ)
16
+
G+ +G−
∆k′
vk′ sinφ− G+ −G−
2∆k∆k′
γ1v(2k
′ sinφ− k sin 2φ) + H+ +H−
2∆k
vk sin 2φ
}
,
δΣ21,− = [n1(k)− n2(k)]
∑
k′
Vkk′
{C+ + C−
2
cosφ+
C+ − C−
2∆k∆k′
(4v2kk′ + γ21 cosφ) +
F+ − F−
2
sinφ+
F+ + F−
2∆k
γ1 sinφ
+
B+ −B−
∆k∆k′
γ1v(k − k′ cosφ)
}
,
δΣ34,− = [n4(k)− n3(k)]
∑
k′
Vkk′
{C+ + C−
2
cosφ− C+ − C−
2∆k∆k′
(4v2kk′ + γ21 cosφ) +
F+ − F−
2
sinφ− F+ + F−
2∆k
γ1 sinφ
− B+ −B−
∆k∆k′
γ1v(k − k′ cosφ)
}
,
δΣ13,− = [n1(k)− n3(k)]
∑
k′
Vkk′
{C+ + C−
2
sinφ+
C+ − C−
2∆k′
γ1 sinφ− F+ − F−
2
cosφ− F+ + F−
2
cosφ
− B+ −B−
∆k′
vk′ sinφ
}
,
δΣ42,− = [n2(k)− n4(k)]
∑
k′
Vkk′
{C+ + C−
2
sinφ− C+ − C−
2∆k′
γ1 sinφ− F+ − F−
2
cosφ+
F+ + F−
2
cosφ
+
B+ −B−
∆k′
vk′ sinφ
}
,
δΣ13,+ = [n1(k)− n3(k)]
∑
k′
Vkk′
{A+ +A−
2∆k∆k′
γ1v(2k
′ sinφ− k sin 2φ)− A+ −A−
2∆k
vk sin 2φ− D+ −D−
2∆k
γ1 sinφ
− D+ +D−
2∆k∆k′
(2v2kk′ sin 2φ+ γ21 sinφ)−
E+ + E−
2∆k∆k′
(4v2kk′ + γ21 cosφ)−
E+ − E−
2∆k∆k′
[2v2kk′(1 + cos 2φ) + γ21 cosφ]
− H+ +H−
2∆k
vk(1− cos 2φ) + G+ +G−
∆k∆k′
γ1v(k − k′ cosφ) + G+ −G−
2∆k∆k′
γ1v[k(1 + cos 2φ)− 2k′ cosφ]
}
,
δΣ42,+ = [n2(k)− n4(k)]
∑
k′
Vkk′
{A+ +A−
2∆k∆k′
γ1v(2k
′ sinφ− k sin 2φ)− A+ −A−
2∆k
vk sin 2φ+
D+ −D−
2∆k
γ1 sinφ+ γ
2
1 sinφ)
− D+ +D−
2∆k∆k′
(2v2kk′ sin 2φ+
E+ + E−
2∆k∆k′
(4v2kk′ + γ21 cosφ)−
E+ − E−
2∆k∆k′
[2v2kk′(1 + cos 2φ) + γ21 cosφ]
− H+ +H−
2∆k
vk(1− cos 2φ)− G+ +G−
∆k∆k′
γ1v(k − k′ cosφ) + G+ −G−
2∆k∆k′
γ1v[k(1 + cos 2φ)− 2k′ cosφ]
}
.
In the above expressions, the functions inside the inte-
gral, A±, B±, C±, D±, E±, F±, G±, and H± are all
functions of k′.
Appendix E: Definition of some auxiliary functions
The long-range Coulomb potential is given by
Vkk′ =
2pie2
qkk′
, qkk′ =
√
k2 + k′2 − 2kk′ cosφ, (E1)
where φ is the angle formed by the two vectors k and k′.
When k′ 6= 0, the angular integral over φ is nontrivial,
which have been discussed in more detail in Ref. 50. Here
we just list the relevant ones below (assuming k′ 6= 0).
We define Φn(k, k
′) to be the following integral,
Φn(k, k
′) ≡
∫ 2pi
0
dφ
cosnφ
qkk′
, (E2)
with the understanding that cos(0φ) ≡ 1. We then have
Φ0(k, k
′) = 4K(z)/(k + k′),
Φ1(k, k
′) =
2(k2 + k′2)K(z)− 2(k + k′)2E(z)
kk′(k + k′)
,
Φ2(k, k
′) = 4
[ (k4 + k2k′2 + k′4)K(z)
3k2k′2(k + k′)
− (k + k
′)2(k2 + k′2)E(z)
3k2k′2(k + k′)
]
, (E3)
Φ3(k, k
′) = 2
[ (8k6 + 7k4k′2 + 7k2k′4 + 8k′6)K(z)
15k3k′3(k + k′)
− (k + k
′)2(8k4 + 7k2k′2 + 8k′4)E(z)
15k3k′3(k + k′)
]
,
where we have defined the dimensionless parameter z =
4kk′/(k + k′)2. The K(z) (E(z)) is the complete elliptic
17
integrals of the first (second) kind, defined as
K(z) =
∫ pi/2
0
1√
1− z sin2 θ
dθ,
E(z) =
∫ pi/2
0
√
1− z sin2 θdθ. (E4)
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