Up until a few years ago, the dispersion parameter of Poisson-gamma models has been assumed to be invariant of the characteristics of the observations under study, but recent research in highway safety has shown that the dispersion parameter can potentially be dependent upon the covariates of the model. To account for this dependence, some researchers have reported that the dispersion parameter should solely be modeled as a function of segment length. The primary objective of this research was to empirically examine whether the dispersion parameter should only be characterized using the length of the segment. If not, the secondary objective consisted of determining alternative parametrizations using other covariates that would offer a better approach for characterizing the variance function of Poisson-gamma models. To accomplish the study objectives, ten different parametrizations describing the varying dispersion parameter were estimated using three different datasets collected in Texas, California and Washington. Flow-only models were used for comparing the parametrizations. The Akaike Information Criterion (AIC) and other related goodness-of-fit (GOF) measures were used for evaluating and comparing the different models. The results of this study show that there is no single functional form or parametrization that is suitable for all the datasets. Traffic flow was more significantly associated with the structured variation observed in the data than segment length. It is therefore recommended that transportation safety analysts evaluate different parametrizations and select the most appropriate one using a combination of GOF criteria, including the significance of the model's coefficients.
INTRODUCTION
The Poisson-gamma (negative binomial or NB) distribution is the most common probabilistic distribution used by transportation safety analysts for modeling motor vehicle crashes (1, 2, 3, 4) . Since crash data have often been shown to exhibit overdispersion (see 5) , meaning that the variance is greater than the mean, NB models are usually preferred over traditional Poisson regression models. (Note: in some cases, the modeling results may show signs of under-dispersion when the observations are modeled conditional upon the mean, as documented in 6, and 7). The NB distribution offers a simple way to accommodate the over-dispersion, since the final equation has a closed form and the distribution contains two parameters, the mean μ and the dispersion parameter α or its inverse 1 φ α = . Furthermore, the mathematics to manipulate the relationship between the mean and the variance functions are relatively simple (8) .
Up until a few years ago, the dispersion (or shape) parameter of Poisson-gamma models has been assumed to be invariant of the characteristics of the observations under study, but recent research in highway safety has shown that the dispersion parameter can potentially be dependent upon the covariates of the model and could vary from one observation to another (2, 3, 5, 9 , 10) (we refer to this term from now on as the varying dispersion parameter). This characteristic has been shown to be important especially when the mean function is mis-specified, such as models that only incorporate entering traffic flows (11) . In previous studies, the varying dispersion parameter has been shown to influence empirical Bayes (EB) estimates, since the dispersion parameter plays an important role in the weight factors assigned to the predicted and observed values of this estimate (2, 12, 13) . Others have reported that Poisson-gamma models with a varying dispersion parameter provide better statistical fit (9, 13, 14) and also influence the computation of confidence intervals of the gamma mean and the predictive response compared to the fixed dispersion parameter (3) .
There exist a large number of different parametrizations that have been proposed for estimating the dispersion parameter that varies across observations (see references above). One of them consists of modeling the dispersion parameter as a function of segment length. Using a hypothetical example, Hauer (9) noted that shorter segments are subjected to greater variation than longer segments and unduly influence the long-term estimate of the segment (when estimated using the maximum-likelihood method). He suggested the following parametrization to model the variance function, in which the inverse dispersion parameter for observation i is equal to the length of the segment multiplied by a fixed constant, 1 , but reported that this parametrization suffered from important limitations. Given the recent studies that showed the dispersion parameter to be dependent not only on segment length, but other covariates, especially traffic flow, there is a need to examine how the segment length plays a role in the estimation of the varying dispersion parameter and whether there is a single or unique parametrization that should be used for modeling the varying dispersion parameter for different datasets.
The primary objective of this research was to examine empirically whether the dispersion parameter should be characterized using the length of the segment. If not, the secondary objective consisted of determining alternative parametrizations that would offer a better approach for characterizing the variance function of Poisson-gamma models. This study expands on the work initiated by Hauer (9) on this subject. To accomplish the study objectives, ten different parametrizations describing the varying dispersion parameter were estimated using three different datasets: Texas undivided highways, California undivided highways, and Washington divided highways. Flow-only models (often referred to as general Annual Average Daily Traffic or AADT models) were used for comparing different parametrizations. Although traffic-flow only models could suffer from omitted variables bias as well as model mis-specification, they are still the most popular type of models used by transportation safety analysts (8, 15 16 ).
This paper is organized as follows. The first section provides a brief overview about the characteristics of Poisson-gamma models, and the fixed and varying dispersion parameters. The second section describes the methodology for estimating and comparing the models. The third section presents the summary statistics of the three datasets. The fourth section presents the results of the analysis. The fifth section describes a few important discussion points about these results. The last section provides a summary of the research and outline avenues for further work. Po Y μ μ i = 1, 2, …, I and t = 1, 2, …, T
BACKGROUND
The mean of the Poisson is structured as:
where, 
Where, The term α is usually defined as the "dispersion parameter" of the Poisson-gamma distribution or model (Note: that in some published documents, the variable α has also been defined as the "over-dispersion parameter"). This term has traditionally been assumed to be fixed and a unique value applied to the entire dataset in the study. As described above, the dispersion parameter plays an important role in safety analyses, including the computation of the weight factor for the EB method and the estimation of confidence intervals around the gamma mean and the predicted values of models applied to a different dataset than the ones employed in the estimation process.
Hauer (9) first raised the issue that the dispersion parameter α (or 1 φ ) of Poissongamma models is not fixed and should be dependent upon the length of the highway segment. He proposed two parametrizations (Models 3 and 8 below), but noted that other parametrizations may be possible. On the other hand, Heydecker and Wu (10) noted that the dispersion parameter could be modeled as a function of sites' covariates, such as AADT, lane and shoulder widths among others. They asserted that the Poisson-gamma model with a varying dispersion parameter can better represent the nature of the crash data than the traditional Poisson-gamma model with a fixed dispersion parameter. Miaou and Lord (2) have also noted that the dispersion parameter can be dependent upon the entering flows of crash-flow predictive models, suggesting that the variance function has an unobserved structure. Mitra and Washington (11) confirmed the results presented by Miaou and Lord (2) and indicated that a model with a mis-specified mean function will make the variance function dependent upon the covariates of the models. They concluded that the varying dispersion parameter may not be needed when the functional form describing the mean function contains several covariates.
More recently, Miranda-Moreno et al. (12) reported that Poisson-gamma models with a varying dispersion parameter performed better than traditional models for identifying hazardous sites. El-Basyouny and Sayed (14) , on the other hand, indicated that this type of model offered a better statistical fit, but did not improve the hazardous site identification process. Lord and Park (13) supported the findings of Miranda-Moreno et al. (12) and noted that Poisson-gamma models with a varying dispersion parameter influenced the EB estimates for multi-year analyses as well as for the identification of hazardous sites.
Poisson-gamma models with a varying dispersion parameter use the same PDF shown in Equation (3) and estimate the same number of crashes for each observation, similar to the traditional Poisson-gamma model. However, instead of estimating a fixed dispersion parameter, these models use a varying dispersion parameter that can be estimated using the following expression (21):
where, With Equation (4), the model can be used for estimating a different dispersion parameter according to the sites' attributes (i.e., covariates) and can be used to capture sources of variation in the data (22) . If there are no significant secondary covariates for explaining the systematic dispersion structure, the dispersion parameters will only contain a fixed value (i.e., constant term), resulting in a traditional Poisson-gamma regression model.
METHODOLOGY
For this research, the mean function was estimated using the following functional form
, where i μ corresponds to the mean of observation i ; i L and i F are the segment length and traffic flow, respectively; 0 β is the model intercept and 1 β is the regression coefficient associated with the traffic flow. It should be noted that flow-only models are often preferred over models that include several covariates because they can be easily re-calibrated when they are applied from one jurisdiction to another (23, 24) .
Several functional forms or parametrizations were used for estimating the dispersion parameter that allows the parameter to vary from site to site according to its characteristics. As initially documented in Miaou and Lord (2) and later confirmed by Mitra and Washington (11), flow-only models are often subjected to a structured variance. Thus, the structure of the variance can be captured using the same covariates as the ones used for mean function. Although the mean function remained the same, different parametrizations were used to model the dispersion parameter. The model parameters were estimated using the PROC NLMIXED procedure in SAS (25) , which employs the maximum-likelihood method. The default algorithm (i.e., a dual quasiNewton algorithm) was chosen for this method. The following eleven parametrizations, including the fixed dispersion parameter, were then evaluated: For this research, the Akaike Information Criterion (AIC) and other related GOF meaures were used to evaluate the models and parameteraziations. The AIC is a common measure that can be used to compare models estimated from the same data, but with different covariates or functional form (see 11). This measure penalizes models with an increasing number of parameters. To better appreciate the comparison between a series of models, the Akaike weights were calculated for each model ( j w ). The point of the Akaike weights is to place the differences in AIC values between models on a more interpretable scale (27) . The Akaike weights can be interpreted as probabilities -the probability that the given model is the best model. For example,
for model i would mean that if one goes back and obtains more data from the original population and re-estimate the same models again, model j would be ranked as the best model 80% of the time. The calculation procedure and terminology used in the subsequent tables were as follows (27):
Step 1: Calculate AIC for all models. AIC values for each model are directly available from the output of the PROC NLMIXED in SAS (25).
Step 2: Identify the model with the smallest AIC and denote its AIC as AIC min . Basically, this would be defined as the best model.
Step 3. Calculate the AIC differences, j Δ for each model.
Step 4: Compute the relative likelihoods for each model.
Step 5: Calculate Akaike weights for each model by normalizing the relative likelihoods
DATA DESCRIPTION
For evaluating and comparing the performances of the models, this research used three different datasets: Texas undivided highways, California undivided highways and Washington divided highways. The summary statistics of the three datasets are provided in Table 1 . Table 1 shows that the raw crash data exhibit over-dispersion. Furthermore, one can observe that the variation for the segment length variable for the Texas dataset is larger than those observed for the other two datasets, as seen by the coefficient of variation (COV). On the other hand, the variation seen for the flow variable for the California dataset was larger than the variation seen in other two datasets. Finally, the Washington dataset has the highest average flows, with an average around 15,500 veh/day.
ANALYSIS RESULTS
This section describes the results of the analysis. The results are presented for each dataset separately.
TEXAS DATA Table 3 tabulates the results of the GOF analysis for the Texas data. This table shows that Model 3, the generalized parametrization proposed by Hauer (9) , provides the best performance, but is closely followed by Models 2 and 5, respectively. For this model, the parametrization of the varying dispersion parameter is only dependent on segment length. Furthermore, the variance becomes greater as the segment length decreases, since the coefficient 1 γ is negative. Looking at Figure 1 , one can see that the value of the fixed dispersion parameter is very close to the median value of the distribution for Model 3 as well as for the two flow-only dependent dispersion parameter models (Models 9 and 10). Recall that Model 3 was considered the best among the ten models. It is interesting to note that all three models exhibit a normal-or lognormal-shaped distribution. Table 5 summarizes the results of the GOF analysis for the California data. This table shows that the two models with the flow-only dependent dispersion parameter provide the best performance (however, the coefficients are not significant for Model 10). This is closely followed by the model with a fixed dispersion parameter. This is not surprising given the fact that many models did not include significant variables. Table 6 summarizes the modeling results for the Washington data. This table shows that many parametrizations are feasible, including Models 7 and 8. As opposed to the Texas and California datasets, the β s vary greatly among the different models. This attribute is a cause of concern and should be examined more closely, but is beyond the scope of the paper. Table 7 tabulates the results of the GOF analysis for the Washington data. This table shows that Model 9 provides the best performance, as seen with the three measures of fit. This model is closely followed by Models 10 and 4, respectively. Figure 3 shows the distribution of the varying dispersion parameters across various observations for the Washington models. Although Model 4 was found to be the second best model, more than half of the observations have a dispersion parameter greater than 1. Models 9 and 10 also provide similar results as the previous two datasets for the flowonly dependent dispersion parameter models. 
DISCUSSION
The results of this paper showed very interesting and important results. First, they indicate that no single parametrization of the variance function is unique to every dataset. Interestingly, the fixed dispersion parameter was even considered a viable option (second best model for the Washington data), even though other studies have shown that flowonly models are usually characterized by a mis-estimated mean function and structured variance function (2, 11, 13) . The results support the work of Lord and Park (13) who suggested that transportation safety analysts should evaluate different functional forms describing the mean and variance functions, respectively. The selection of the best functional form or parametrization should be based on a combination of different GOF measures, as documented above (see also 22, who discussed how to select Poissongamma models with a varying dispersion parameter).
Second, the results point out that the principal parametrization proposed by Hauer (9) (constant × L) did not work very well for the three datasets. In some cases (here and datasets used in other studies conducted by the authors), it was considered among the worst parametrizations, although the coefficients of the models were significant at the 5% level. Furthermore, the dispersion parameter and its inverse simultaneously showed a positive relationship with segment length, when the latter was used as an offset. This means that the variance (
Var Y μ αμ = + ) can simultaneously increase or decrease as a function of segment length. If the variance was always decreasing as the segment length increases, the coefficients for Model 7 for instance would always be non-significant, which was not observed in this study.
The third discussion point is closely related to the second one. An important question is related to how would the increasing or decreasing variance as a function of segment length alone influence the value of the variance and empirical Bayes (EB) estimates. Given the results above, whether one chooses the dispersion parameter or its inverse as the function of segment length (Models 3, 6, 7 or 8) should have an influence on both estimates. Although not shown here (for space constraints), the value of the variance and EB estimates were actually not very different for segment lengths less than 1.0 mile (note: the EB estimate is also strongly influenced by the mean value μ ). For instance, the difference for the EB estimates for segments less than 1.0 mile was less than 15% for the three datasets. This suggests that modeling the dispersion or its inverse for datasets that only includes segment length less than 1.0 mile may not significantly affect the final outcome of the analysis. Obviously, the final model selection should still be governed by the GOF analysis.
Fourth, as discussed by Hilbe (22) , a varying dispersion parameter can be used to differentiate sources influencing parameter estimates versus sources influencing overdispersion. Based on the three datasets, the results clearly show that traffic flow plays a more significant role in describing the characteristics of variation observed in the data than segment length, as seen with Models 9 and 10. Furthermore, examining Models 1 to 4, the coefficient linked to traffic flow was more frequently significant at the 5% level than for the segment length. This suggests that length may not have a direct relationship with the variance (or at least not always), as suggested by Hauer (9) . Since this author has not examined the role of flow on the dispersion parameter, it is possible, using a different example in which the length is used as a fixed entity, that traffic flow will have a greater effect on the structure of the variance. [note: preliminary results show that using the same example described in Hauer (9) , but making the length constant, the inverse dispersion parameter could potentially be adjusted using the following equation: 
SUMMARY AND CONCLUSIONS
The primary objective of this research was to examine empirically whether the dispersion parameter should solely be characterized using the length of the segment. If not, the secondary objective was to determine alternative parametrizations that would offer a better approach for characterizing the variance function of the Poisson-gamma model as a function of length and/or traffic flow. To accomplish the study objectives, eleven different parametrizations (including the fixed dispersion parameter) describing the varying dispersion parameter were estimated using three different datasets. Flow-only models were used for comparing different parametrizations. Various GOF measures were used for evaluating and comparing the models.
The results of this study show that there is no single functional form or parametrization that is suitable for all the datasets; the primary parametrization proposed by Hauer (9) (constant × L) did not perform well for all three datasets. Traffic flow was more significantly associated with the variation in the data than segment length. It is therefore recommended that transportation safety analysts evaluate different parametrizations and select the most appropriate one using a combination of GOF criteria, including the significance of the model's coefficients (see 22) . This evaluation process would help indentify sources of dispersion in the data. It should be noted that this modeling approach was in fact implicitly suggested by Hauer (9) (p. 807). Further work includes looking more closely at the role of traffic flow on the characteristics of the dispersion for highway segment. It is also possible that a spatial component could influence the varying dispersion parameter, as suggested by Hauer (9) and Miaou and Lord (2) .
