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Abstract. Optical Coherence Tomography Angiography (OCTA) has
been widely used by ophthalmologists for decision-making due to its
superiority in providing caplillary details. Many of the OCTA imaging
devices used in clinic provide high-quality 2D en face representations,
while their 3D data quality are largely limited by low signal-to-noise ratio
and strong projection artifacts, which restrict the performance of depth-
resolved 3D analysis. In this paper, we propose a novel 2D-to-3D vessel
reconstruction framework based on the 2D en face OCTA images. This
framework takes advantage of the detailed 2D OCTA depth map for pre-
diction and thus does not rely on any 3D volumetric data. Based on the
data with available vessel depth labels, we first introduce a network with
structure constraint blocks to predict the depth of blood vessels in other
cross-domain en face OCTA data with unavailable labels. Afterwards, a
depth adversarial adaptation module is proposed for better unsupervised
cross-domain training, since images captured using different devices may
suffer from varying image contrast and noise levels. Finally, vessels are
reconstructed in 3D space by utilizing the estimated depth map and 2D
vascular information. Experimental results demonstrate the effectiveness
of our method and its potential to guide subsequent vascular analysis in
3D domain.
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1 Introduction
Optical Coherence Tomography Angiography (OCTA) is a novel 3D imaging
technique that has the ability to acquire rich blood flow details at capillary-level
in a short time, as shown in Fig. 1 (a). Compared with fluorescein angiography
(FA) that is traditionally used to detect ocular diseases, OCTA is non-invasive
and does not expose patients with side effects such as nausea or anaphylaxis.
As a result, this budding technology has shown considerable potential in the
diagnosis of various eye-related diseases such as diabetic retinopathy (DR), age
related macular degeneration (AMD), and glaucoma [1,2].
Recently, several studies have been conducted to analyze retinal vessels in
OCTA images. Hwang et al. [4] used a quantification method to analyze the cor-
relation between OCTA features and DR. Arrigo et al. [5] applied OCTA images
for the detection of the choroidal neovascularization area, in participants with
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Fig. 1. Visualization of (a) an example 3D OCTA original volume. (b) 2D en face
angiogram. (c) Color encoded depth map of (b). (d) Vessel 3D reconstruction by an
existing method [3], and (e) reconstruction result by our method.
AMD. Xie et al. [6] estimated the vascular topology, and classified the retinal
vessels into artery and vein from en face image. Some studies [7,8,9] have de-
veloped automatic methods for vessel segmentation in OCTA images. However,
all the above-mentioned works are only performed on 2D en face angiograms
(Fig. 1 (b)), and the 3D spatial information of the vessels are not utilized.
3D analysis and visualization of blood vessels can provide additional spatial
information that is not available in 2D images, and are very useful for observ-
ing vascular changes [10,11,12]. Zhang et al. [3] built a 3D microvascular shape
modeling framework based on the original volume of OCTA. Although this work
provides a reliable 3D visualization and effective vascular analysis framework, it
still suffers from projection artifacts as shown in Fig. 1 (d), and requires direct
processing of 3D data. 3D vessel reconstruction from an OCTA volume faces sev-
eral challenges: overlaps during the projection, complex topological structures,
poor contrast, and high computational demand. Some public datasets such as
ROSE [9] does not provide 3D data which makes it impossible to achieve 3D
reconstruction of vessels through existed methods. Consequently, analysis and
visualization of the OCTA images in 3D space still remain a challenge.
With the development of OCTA imaging technology, the dedicated depth-
resolved information becomes available in current devices such as the CIRRUS
HD-OCT 5000 System (Carl Zeiss Meditec Inc., USA), which is equipped with
an AngioP lexTM OCT Angiography software with an additional color-coded en
face OCTA image (we refer it as a depth map in this paper) as shown in Fig. 1
(c). The depth map is intrinsically a combination of the retinal layers shown
in Fig. 1 (a). Similar to range images in computer vision, a depth image refers
to an image whose pixel value is the distance from the imaging sensor to each
position in the scene. For a depth map obtained by CIRRUS HD-OCT 5000, the
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red color indicates that the vessels are closer to the imaging sensor whilst blue
represents vessels that are further away.
In this work, we propose a framework to reconstruct the 3D structure of blood
vessels from 2D OCTA images, while 3D data is utilized for verification. Firstly,
we introduce a cross-domain depth estimation network with structure constraint
blocks (SCB) in a depth adversarial adaptation (DAA) module, so as to reduce
domain discrepancies and obtain improved results. Secondly, the 3D vessel are
reconstructed by integrating 2D vascular information with the predicted depth
maps. The comparison and ablation study based on two datasets demonstrate
the effectiveness of our method. Compared to our previous work [], this work
employed the concept of domain adaptation.... is the first attempt to achieve 3D
microvascular visualization from multi-domain 2D OCTA data including images
acquired by Cirrus HD-OCT and RTVue XR Avanti SD-OCT.
This framework can be generalized to 2D enfaceOCTA images from a variety
of imaging devices.
To our best knowledge, this is the first work to generate and visualise 3D
vessel structures from 2D en face OCTA angiograms based on the depth map
prediction. It is worth noting that while achieving reconstruction accuracy equal
to that of the existing state-of-the-art method, our method can also avoid the
interference of projection artifact as illustrated in Fig. 1 (e), and is not limited
by data domains.
2 Proposed Method
In this section, we detail the proposed 3D vessel reconstruction method in two
steps: depth map prediction and 3D reconstruction.
2.1 Cross-domain Depth Estimation Network
Network Architecture: In view of the excellent performance of the U-shaped
network [13] in biomedical images, we apply it as the backbone of our model.
However, direct skipping connections between encoder and decoder in [13] will
transmit redundant information. In our depth prediction task, the accuracy of
depth for image regions with blood vessels is particularly important for the subse-
quent reconstruction, subject to very complex vascular topology structural con-
straints. To this end, we employ a structure branch to process only vessel-related
information by means of our carefully designed SCB and local supervision.
As illustrated in Fig. 2, SCB is enforced after each encoder block and con-
nected to the corresponding decoder block. Let et (t ∈ 2, ..., 5) denotes the
output of tth encoder block, and st̃ denotes the corresponding intermediate rep-
resentations of the structure branch. We first obtain an attention map at−1 by
concatenating et and st̃ followed by convolution, batch normalization and non-
linear activation layers. Given the attention map at−1, an element-wise product
is applied between et and at−1 to acquire a weighted map. Note that upsampling
is employed on et before concatenation to ensure that et and st̃ have the same
size. Since they contain rich edge information, the low-level features from the
first block of the encoder are used to obtain the initial weighted map. Intuitively,
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Fig. 2. Architecture of the proposed cross-domain depth estimation network.
at−1 can be seen as an attention map that weights more important areas with
vasculature. The filtered feature maps by SCB (i.e., output2 in Fig. 2) are cas-
caded with the corresponding decoder feature maps to provide refined structure-
related information, and the output of the last SCB is subject to upsampling
and convolution operations to finally obtain the vessel prediction map.
To optimize the capability for domain adaptation, a DAA module is then
attached to narrow the domain discrepancies. Formally, the source domain and
target domain are denoted as S and T, respectively. The input images from S are
denoted as Xs ∈ RC×H×W while those from T are denoted as Xt ∈ RC×H×W ,
where C is the channel dimension, H and W are spatial dimensions. Ms and
Mt represent the predictions of S and T, while Ys denotes the label of the
source image. We first feed Ms and Mt into the patch discriminator Dadv for
adversarial training, so as to make the distribution of Mt closer to that of Ms.
In addition, we make full use of the prior knowledge of vascular continuity and
employ continuity self-correction (CSC) to obtain final outputs.
CSC first multiplies Mt, and its segmented image includes a pixel by pixel
depth map Mt̃ in effective vessel areas. As an ordered topology, in fact the
depths of adjacent blood vessels are continuous in physical space. Based on this
important prior knowledge, we then use a sliding overlapping patch to traverse
Mt̃. In each infinitesimal patch size, we minimize the variance of the depth of
blood vessels so that the continuity of vascular depth can be guaranteed, and
the outliers can be corrected. The overlapping part is set to make adjacent blood
vessels in the same vascular tree continuous in depth.
Loss Functions: In this work, the loss function consists of four parts Lseg,
Lacc, Ladv and Lcontinuity, to be defined below. We first use the cross-entropy
(CE) loss Lseg on the predicted segmentation maps predseg:
Lseg = LCE (predseg s , gtseg s) + LCE (predseg t , gtseg t), (1)
where gtseg s ∈ RC×H×W and gtseg t ∈ RC×H×W denote the groundtruths of
the source domain and target domain, respectively. In order to improve the
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accuracy of the predicted depth map at both pixel- and overall structure- level,
we combine MSE and SSIM [14] loss as Lacc between Ms and Ys:
Lacc = LMSE (Ms ,Ys) + LSSIM (Ms ,Ys). (2)





E[logD(Ms)] + E[log(1−D(G(Xt)))], (3)
where G is the generator (i.e. G(Xt) = Mt) and D is the patch discriminator
Dadv. Ladv is designed to train the network and to deceive Dadv by maximizing
the probability of T being considered as S.
Additionally, a continuity self-correction loss Lcsc is defined to ensure the





in which Var[·] denotes the variance of input · and Patch(i) denotes the ith
sliding patch of Mt̃ (the patch size is set to 8 × 8 and the sliding step is 4 in
this paper). The final loss function Ltotal of the proposed method is thus:
Ltotal = λ1Lacc + λ2Lseg + λ3Ladv + λ4Lcsc, (5)
where λ1, λ2, λ3 and λ4 are empirically set in this paper to 100, 7, 1 and 1,
respectively.
2.2 3D vessel reconstruction via depth map
The 3D reconstruction of blood vessels can be regarded as a mapping problem
from 2D to 3D with the availability of 2D segmented vessels and depth maps. In
this step, we remove artifacts in OCTA, so that the final reconstructed surface
can be used for subsequent 3D feature extraction and analysis.
3D Centerline Point Cloud Extraction Given an OCTA segmentation im-
age, the vessel centerlines as well as diameters can be extracted using the skele-
tonization method [15], and the bifurcation points of the vessel network can
be detected by locating intersection points (pixels with more than two neigh-
bours). All the intersection points and their neighbours may then be removed
from the centreline map, in order to obtain an image with clearly separated ves-
sel segments. The depth of each centerline point depends on the corresponding
position of its depth map and is shifted downward by a distance of radius of
vessel. Therefore, a 3D point cloud comprising the centerline points is obtained,
as shown in Fig. 3 (a), where adjacent segments are linked according to the
topology consistency using bilinear interpolation.
Vessel Surface Reconstruction Using the previously obtained centerline
point cloud, a center-to-surface method is employed to convert centerline to
surface. Taking each center point as the centroid of a circle and the line be-
tween two adjacent points as the normal vector, a circle is then generated with
a predefined radius .
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(a) centerline point cloud (b) dense surface point cloud (c) triangular mesh result
Fig. 3. Illustration of vascular reconstruction from point cloud to mesh surface.
Next, we obtain sampling points at equal intervals for each circle, and traverse
all segments to obtain a dense surface point cloud, as shown in Fig. 3 (b).
Furthermore, we adapted a constrained Poisson-disk sampling [16] to refine the
surface so as to obtain a more uniform point cloud, while ensuring that the
objects of a certain size can be distributed according to the sampling scheme,
without overlapping. Finally, a Ball-pivoting algorithm [17] is utilized to generate
the final 3D triangular mesh, as shown in Fig. 3 (c).
3 Experiments
In this section, we validate the performance of the proposed method in terms of
depth map prediction and 3D vessel reconstruction.
3.1 Datasets and Evaluation Metrics
Datasets: Two OCTA datasets each containing 80 pairs of images were ob-
tained from a CIRRUS HD-OCT 5000 system (Carl Zeiss Meditec Inc., USA)
and an RTVue XR Avanti system (Optovue, Fremont Inc., USA). The former
was selected as the source domain as it is associated with depth maps, the latter
was selected as the target domain. The scan area was 3mm× 3mm× 2mm cen-
tered on the fovea, and both of the source and target images used in this work
were resized to 512× 512 pixels.
56 of 80 images in the source domain were used for training, and the rest
for testing. 56 of 80 images in the target domain were used for training, and
the rest for validation. It is worth noting that a state-of-the-art OCTA vessel
segmentation model, OCTA-Net [9], was used to extract vessels from the training
set, and an image analysis expert further refined the vessel segmentation results
as the ground truth, i.e., gtseg s in Eq.(1). The target domain data include the
corresponding segmentation annotations, i.e., gtseg t in Eq.(1).
The method utilized in [3] was employed to obtain a 3D vessel segmentation
result from the raw 3D volume. A centerline point cloud was obtained by taking
the upper surface of the vessel as the depth, and moving downward with a
distance of the corresponding radius. Finally, the aforementioned method was
applied to obtain the surface as the ground truth. For comparison purposes, the
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Fig. 4. Illustrative results of depth prediction in terms of source and target domain
images, and 3D vessel reconstruction.
ground truth point cloud was mapped to the same spatial depth range (0-255)
as that reconstructed via the predicted depth map in the target domain.
Metrics: A total of five metrics were employed to verify the performance of
the proposed method in both the source and target domains. For the source
domain, the accuracy (ACC) metric δ [18] was used to validate the predicted




) < T , where Di and D
∗
i
are the estimated depth and the corresponding depth of the i -th pixel of the
ground truth, respectively. As suggested in [19], a threshold T = 1.25 was used
in this metric. The Absolute Relative Difference (ARD) and Root Mean Squared
Error (RMSE), two most commonly-used metrics in evaluating monocular image
depth estimation, were also used in this work. For the target domain, Chamfer
Distance (CD)[20] and Hausdorff Distance(HD)[21] were utilized to measure the
similarity between two sets of points.
3.2 Experimental Results
Fig. 1(d-e) illustrate the 3D vessel reconstruction results by method [3] and the
proposed method, where we can observe the projection artifact along big vessels.
This problem has been certainly addressed based our method, and thus it will
be more useful to ophthalmologists in the diagnosis and treatment of retinal
diseases. More visual results can be found in bottom row of Fig. 4. To further
verify the superiority of our method, the following comparative and ablation
studies were also carried out.
Comparison with previous methods Table 1 reports the performances of
the proposed method compared with state-of-the-art depth predicting meth-
ods [19,22,23,24] and the most commonly-used domain adaptation algorithms
[25,26,27]. For the source domain, it can be seen that our method is able to
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Table 1. Comparison of the proposed method with the state-of-the-art methods.
Source Domain Target Domain
Methods ACC ARD RMSE CD HD
Eigen et al.[22] 0.596 0.310 0.343 5.266 6.913
Laina et al.[19] 0.925 0.138 0.213 3.452 6.874
Chen et al.[23] 0.973 0.114 0.138 2.921 5.147
Yu et al.[24] 0.971 0.058 0.107 2.624 3.502
Tzeng et al.[25] 0.795 0.241 0.293 1.892 4.730
Yue et al.[26] 0.983 0.056 0.098 1.549 4.088
Li et al.[27] 0.971 0.125 0.187 1.463 4.279
Proposed method 0.984 0.049 0.096 1.375 4.107
Table 2. Ablation study of the proposed method.
SCB Dadv CSC CD HD
3.413 6.610
X 1.897 4.662
X X 1.764 4.575
X X X 1.375 4.107
generate a depth map similar to the ground truth as shown in top row of Fig. 4:
this is confirmed by ACC, ARD and RMSE in Table 1. For the target domain,
both CD and HD show the similarity between the reconstructed point cloud
and corresponding ground truth. Overall, the proposed method outperforms the
previous methods in terms of almost all the metrics by significant margins for
both depth prediction and domain adaptation.
Ablation study To understand the roles of different components in the pro-
posed method, an ablation study is performed. Table 2 summarizes the results
of the proposed method with different combinations of components. Dadv sig-
nificantly decreases the value of CD from 3.413 to 1.897, and HD from 6.610 to
4.662. The addition of SCB and CSC, separately and in combination, also effec-
tively improves the network capacity. A combination of the SCB, Dd and CSC
provides significant improvements, which confirms that the proposed method
produces the best results.
4 Conclusion
In this work, we have proposed a novel method for the 3D reconstruction of
vessels in OCTA images via depth map estimation, which is suitable for OCTA
images obtained from a variety of devices. The remarkable significance of this
work is that it successfully demonstrates the effective use of 2D OCTA en face
angiograms alone for 3D vessel reconstruction, and that it is applicable to im-
ages in two different data domains. Moreover, it effectively solves the projection
artifact problem. The high evaluation performance demonstrates the effective-
ness of our method both qualitatively and quantitatively. It reveals considerable
potential to exploring the subsequent vessel analysis in 3D space, and to assist
clinical research in the future.
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