In this paper, we suggest and analyze a new inexact proximal point method for solving general variational inequalities, which can be considered as an implicit predictor-corrector method. An easily measurable error term is proposed with further relaxed error bound and an optimal step length is obtained by maximizing the profit-function and is dependent on the previous points. Our results include several known and new techniques for solving variational inequalities and related optimization problems. Results obtained in this paper can be viewed as an important improvement and refinement of the previously known results. Preliminary numerical experiments are included to illustrate the advantage and efficiency of the proposed method.
Introduction
Let H be a real Hilbert space, whose inner product and norm are denoted by ·,· and · , let I be the identity mapping on H , and F, g : H → H be two operators. Let Ω be a nonempty closed convex subset of H . We consider the problem of finding x * ∈ H such that g(x * ) ∈ Ω and GVI(Ω, F ) g(x) − g x * , F x * 0 ∀x ∈ H : g(x) ∈ Ω.
(1.1) Problem (1.1) is called the general variational inequality, which was first introduced and studied by Noor [18] in 1988. For the applications, formulation and numerical methods of general variational inequalities (1.1), see [18] [19] [20] [21] [22] [23] [24] [25] and references therein. If g ≡ I , then problem (1.1) is equivalent to finding x * ∈ Ω such that VI(Ω, F ) F x * , x − x * 0 ∀x ∈ Ω, (1.2) which is the classical variational inequality problem. For the applications, numerical methods and generalizations of variational inequalities, see and references therein. A popular formulation for GVI(Ω, F ) is the variational inclusion 0 ∈ T (x) := F (x) + N Ω g(x) , (1.3) where N Ω (·) is the normal cone operator to Ω, that is, In recent years, several proximal-point methods have been developed for solving variational inequalities (1.2), see [3, 4, [21] [22] [23] [24] [25] [26] [27] [28] . In this paper, we consider a new inexact proximal method for solving general variational inequalities (1.1). This new method can be considered as an predictorcorrector method. It is shown that this new proximal point methods includes the various proximal methods, which have been considered and studied in [26] [27] [28] . As a special case, we obtain a new proximal point method for solving variational inequalities (1.2). To illustrate the efficiency and performance of the method, we have given some numerical results.
A classical method to solve this problem is the proximal point algorithm [26] can be extended for general variational inequalities, which is as follows: Algorithm 1.2. For a given x 0 ∈ H : g(x 0 ) ∈ Ω, find x k+1 by the iterative schemes (PPA) g x k ∈ g x k+1 + β k T x k+1 , (1.5) where {β k } ∞ k=0 ⊂ [β, ∞), β > 0, is a given sequence of scalars.
Note that such exact x k+1 is unique and the mapping (I + β k T ) −1 is nonexpansive [26] . Since in many cases solving problem (1.5) exactly is either impossible or as difficult as solving the original problem, various forms of inexact PPA have been developed, see [2, 11, [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] and references therein.
For given x k ∈ H : g(x k ) ∈ Ω and β k > 0, let g(x k ) and ε k satisfy the following variational inclusion: 6) where {ε k } is regarded as an error sequence and usually obeys the following rule:
It is well known that several existing inexact proximal point algorithms [3] [4] [5] 9, [26] [27] [28] can be extended to general variational inequalities and which can be expressed as
(1.8)
Notice that the error ε k (which is measurable) here is different from the term
) is impossible to measure since it involves the exact solution. Note that (1.6) can be rewritten as
Since the mapping (I + β k T ) −1 is nonexpansive, we have
It appears that the inexact criteria posed upon ε k is similar to those in [26] . Namely, for global convergence, {ε k } should satisfy
and for linear convergence, the sequence {ν k } should satisfy
Indeed, such criteria occurred in most earlier literature. Han and He [9] proved the convergence of IPPA (1.8) under the assumption
Since the major computational cost occurs in solving each subproblem, it is of great advantage if the error bound in each iteration can be relaxed. Recently, a modified inexact proximal point algorithm has been proposed by Solodov and Svaiter [27, 28] . They have significantly relaxed the restriction of the inexact criterion so that ν k is not required to approach to zero. However, when the method is applied to monotone inequality equations [27, Algorithm 2], the error form employed there is an upper bound of ε k .
In Section 3, we illustrate the error term ε k can be easily computed during inner iterating. This implies that the more natural (and smaller) error form ε k can be employed. Further, we show that the error bound can be relaxed to the form
Secondly we also improve the choice of the step length. In [27] , the step length is set to be one. We note that error term is not computed directly in [27] . This shows such step length cannot be applied to their algorithm. On the other hand, Noor [19] and Noor and Noor [24] proposed a step length which is different to one. In this paper, we consider a different step-length, which is not equal to one and this is the main motivation of our algorithm.
Throughout this paper, we make following assumptions.
Assumptions.
• H is finite-dimensional space.
• g is homeomorphism on H , i.e., g is bijective, continuous and g −1 is continuous.
• F is continuous and g-pseudomonotone operator on H , i.e.,
• The solution set of problem (1.1) denoted by Ω * , is nonempty.
Preliminaries
In this section, we state some basic concepts for the variational inequality that are useful in later analysis. Lemma 2.1. For a given z ∈ H , u ∈ Ω satisfies the inequality
if and only if u = P Ω (z), where P Ω is the projection of H onto Ω.
It follows from Lemma 2.1 that
and
3)
Using Lemma 2.1, one can show that the general variational inequality (1.1) is equivalent to the fixed-point problem and this is motivation of the following result.
Lemma 2.2. For any
From Lemma 2.2, it follows that GVI(Ω, F ) is equivalent to finding a zero point of the residue function
It has been shown [2] that e(u, β) is a nondecreasing function with respect to β . For given x k ∈ H : g(x k ) ∈ Ω and β k > 0, when the exact PPA is applied to GVI(Ω, F ), the new iterate is the unique solution of the following:
From Lemma 2.2, we see that the solution point g(x k+1 ) satisfies
Since the unknown vector x k+1 occurs on the both sides of (2.8), using the terminology in numerical analysis, PPA can be viewed as an implicit method.
Iterative method
In this section, we suggest and consider the new inexact proximal point method for solving general variational inequality (1.1). We consider such conditions under which this method applicable. For a given g(x k ) ∈ Ω, each iteration of the proposed method consists of three steps. The first step offers a predictor g(x k ), the second step makes g(x k ) and the third step produces the new iterate g(x k+1 ).
Step 2. Set
where
Step 3.
Algorithm 3.1 can be viewed as predictor-corrector proximal point method for solving general variational inequalities. For g = I, the identity operator, Algorithm 3.1 reduces to new two-steps proximal point method for solving variational inequalities (1.2), see Algorithm 5.1.
Remark 3.1. Clearly (3.2) implies that
Remark 3.2. For GVI(Ω, F ), according to (1.3) and (1.4), g(x k ) is the solution of (3.1) means that it is the solution of the set-valued equation
It follows from Lemma 2.2 that g(x k ) is the solution of (3.1) if and only if it is the solution of the following projection equation:
Comparing (3.9) with (2.8), we see that g(x k ) can be viewed as a predictor produced by an inexact proximal point algorithm. Also g(x k ) (see (3. 3)) can be obtained by setting β k := α k β k and x k+1 :=x k in the right-hand side of (2.8). The proposed method uses the PPA formula in both Step 1 and Step 2.
The main task of each iteration of the proposed method is to find a pair of g(x k ) and ε k which satisfies (3.1) and (3.2). Proof. We show how to find a pair of g(x k ) and ε k satisfying (3.1) and (3.2). When the exact PPA is applied to GVI(Ω, F ), for given g(x k ) ∈ Ω and β k > 0, x k+1 exact is the unique solution of the following projection equation:
Note that any convergent iterative methods for (2.7) will generate a sequence, say {g(x l )}, which converges to g(x k+1 exact ). For any given ν k > 0, since
exact ), after a finite number of inner-iterations, the procedure will produce an g(x) ∈ {g(x l )} which satisfies (see (3.10))
The above inequality holds because the left-hand side of (3.12) is closed to 0 while the right-hand side is closed to ν k g(
it follows from (3.11) and (3.12) that
This pair of g(x k ) and ε k satisfies (3.9) and (3.2). The proof is complete. 2
Under the assumption that F is pseudomonotone we have
It follows from (3.17) and (3.7) that
Consequently, from (3.16) and (3.18) we obtain (3.13). Hence,
We now consider the criteria of τ, which ensures that g(x k+1 (τ )) is closer to the solution set than g(x k ). For this purpose, we define 20) where
Proof. It follows from (2.2) and (3.6) that
Using the following identity 
where 25) and
From (3.21) and (3.26), we have
Applying (3.16) to the last term in the right side of the above inequality, we obtain
Using a 2 2 a, b − b 2 and from (3.25), we have
Substituting (3.28) into (3.27) we obtain
Now we consider the last term in the right side of (3.29). Setting z := g(
, it follows from the above inequality that
The next result shows that both α k and Υ (α k ) are bounded away from zero. and
Proof. It follows from (3.2) and (3.5) that
Otherwise, we have
and the theorem is proved. 2
Using Lemma 3.3, Theorems 3.1 and 3.2, we get
Convergence analysis
Λ(τ k ) measures the progress obtained in the kth iteration. It is natural to choose a step length τ k which maximizes the progress. Note that Λ(τ k ) is a quadratic function of τ k and it reaches its maximum at
Then, we get
For fast convergence, we take a relaxation factor γ ∈ [1, 2) and the step-size τ k by τ k = γ τ * k . Simple calculations show that
Theorem 4.1. Let x * ∈ H be a solution of (1.1) and let x k+1 be the sequence obtained from Algorithm 3.1. Then x k is bounded and
Proof. Let x * ∈ H be a solution of (1.1). Then, from (3.34), (4.4) and (4.3), we have
Since γ ∈ [1, 2) and ν ∈ (0, 1), we have
Since g is homeomorphism, it is easy to verify that the sequence x k is bounded. 2
We now consider the convergence criteria of Algorithm 3.1.
Theorem 4.2.
The sequence {x k } generated by Algorithm 3.1 converges to a solution of the general variational inequality (1.1).
Proof. It follows from (4.5) that
which means that
Since g is homeomorphism, we have
consequently {x k } is also bounded. Since e(x k , β) is a nondecreasing function of β, it follows from β k β that
and from (4.6), we get
Letx be a cluster point of {x k } and the subsequence {x k j } converges tox. Since e(x, β) is a continuous function of x, it follows from (4.7) that
From Lemma 2.2, it follows thatx is a solution of problem (1.1). Note that inequality (4.5) is true for all solution point of problem (1.1). Hence we have
Therefore, for any k k l , it follows from (4.8) and (4.9) that
and thus the sequence {g(x k )} converges to g(x). Using g is homeomorphism, we obtain {x k } converges tox.
We now prove that the sequence {x k } has exactly one cluster point. Assume thatx is another cluster point and satisfies
Sincex is a cluster point of the sequence {x k } and g is homeomorphism, there is a k 0 > 0 such that
On the other hand, sincex ∈ S * and from (4.5), we have
This contradicts the assumption thatx is cluster point of {x k }, thus the sequence {x k } converges tox ∈ S * . 2
Relationship to some existing methods
If g = I (the identity operator) and τ = 1, Algorithm 3.1 reduces to the following iterative method for solving the variational inequalities (1.2) and appears to be a new one. ∈ Ω * do: Step 1. For given x k , choose a β k ∈ [β, +∞) and a ν k ∈ [0, ν], find a pair ofx k and ε k which satisfies
Extra-gradient method of Korpelevich [15] For VI(Ω, F ), the extra-gradient method introduced by Korpelevich [15] can be viewed as a prediction-correction method. For a given x k ∈ Ω, the method applies the Goldstein-LevitinPolyak algorithm [8, 16] to make a prediction 6) where β k is selected to satisfy
Then it uses the PPA formula (2.8) (an implicit method) to make a correction (i.e., substituting the x k+1 on the right side of (2.8) withx k obtained by the prediction formula (5.6))
It was proved [15] that the sequence {x k } generated by the Korpelevich method satisfies
In fact, the Korpelevich method can be viewed as a variant of Algorithms 3.1 and 5.1. Let
wherex k is the predictor of (5.6). We can rewrite the prediction step (5.6) as
and the correction step (5.8) is
Step 2 in our framework (5.3) with α k = 1. Especially, when F is Lipschitz continuous with a constant L > 0 and the given sequence
, for x k ∈ Ω and β k > 0; and consequently Korpelevich method can be written as:
It follows from (5.14) that
The pair ofx k and ε k satisfies (5.1) and (5.2) . This implies that the Korpelevich extra-gradient method is a special case of Algorithm 3.1.
Method of Solodov and Svaiter [27]
One can easily show that the method of Solodov and Svaiter [27] is a special case of Algorithm 3.1.
For given x k and β k > 0, denote
It is known that Solodov and Svaiter's method [27, p. 385, Algorithm 2] consists of the following steps: Algorithm SS.
Step 1. Find a y k which is an approximate solution of 15) such that
Note that the term y k in Algorithm SS plays the same role as the termx k in our method. Now let us observe the differences between Algorithm SS and our framework.
First we compare the error restrictions of the two methods. Since y k ∈ Ω, it follows from (2.1) that
In order to satisfy condition (5.16), one needs at least
, and usually F (x * ) = 0. Therefore, as x k → x * , it follows from (5.16) that
Notice thatx k generated from our method (see (3.9)) can be written as
and it requires at most
It is worthy to discuss the relation between ε k and e k :
Note that y k =x k . Hence according to (5.20) we have
Since the projection is nonexpansive, we have e k ε k . Therefore compared with Algorithm SS, the method proposed has a much relaxed error restriction.
Next we compare the step lengths employed in the correction step. In Algorithm SS, the step length is α k = 1, which is different from (5.3) in our framework. In [28] the authors have proposed a range of step length which is similar to (5.4). (The v k in [28] , when k is taken to be zero, is the same as d k defined by (5.5).) However, since v k is defined after the correction step [26, p. 386 ], such step length cannot be applied to Algorithm SS.
Finally we should indicate that the correction step in our proposed method is different from Step 3 of Algorithm 2.1 proposed in [28] , when k is taken to be zero. There the correction step is
where v k ∈ T (y k ) (hence it is the same as d k ) and the step length is similar to (5.4) . This formula is equivalent to
On the other hand, note that u ∈ v + N Ω (v) if and only if v = P Ω (u), the correction step (5.3) is equivalent to (y k =x k )
where A is an n × n matrix, Π is a simple closed convex set in R n , 0 < p ∈ R n is a parameter vector. It has been shown [2] In the test we let v ∈ R n be a randomly generated vector, v j ∈ (−0.5, 0. Table 2 The numerical results for problem (6.3) with n = 300 In all tests we take ν = 0.95 and γ = 1.95. The calculations are started with a vector u 0 , whose elements are randomly chosen in (0, 1), and stopped whenever e(u, β) ∞ 10 −7 .
Since u * is known, we also report the distance u k − u * after e(u, β) ∞ 10 −7 . All codes are written in Matlab and run on a P4-2.00G notebook computer. We test the problem with dimensions n = 200 and n = 300. We compared the proposed method with that of Noor and Noor [24] . The iteration numbers and the computational time for the proposed method and the method in [24] with different dimensions and initial parameter β are given in Tables 1-2. 
