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Abstract 
In this note, using a power series appro& [lo, 11, 141 
we describe design procedure applicable to analytic 
nonlinear plants. our  technique is a generalization of 
the linear HdO theory. We can now use this theory to 
solve the full standard problem in robust control theory 
in the nonlinear framework. 
shift) implies causality. For analytic functions on the 
n-disc (n > l ) ,  this is not necessarily the case. For 
dynamical system control design and for any physical 
application, this is of course major drawback for such 
an approah. 
Hence for a dilation result in H2(Dn)  we need to in- 
clude the causality constraint explicitly in the set-up of 
the dilation problem. It is precisely this problem which 
motivated the mathematical operator-theoretic work of 
[14] and [lo] which incorporated Arveson theory [l] into 
the dilation, commutant lifting framework. In our pa- 
per [ll], we show how these ideas lead to an explicit 
solution of a nonlinear extension of the weighted sensi- 
tivity minimization problem in linear H w  control. 
1 Introduction 
In this note, we extend our work on finding a suit- 
able, implementable nonlinear extension of the linear 
H- design methodology to the full standard problem. 
terns, even though the described below carry 
over to the continuous-time setting as well. 
In what follows, we will just consider discrete-time sys- While, the general method explicated in this note is 
based on a causal extension of the commutant lifting 
theorem, for the purposes of the operators and spaces 
which appear in control we will give a direct simple 
method for finding the optimal causal compensators. 
In fact, we will show that the computation of an opti- 
mal causal nonlinear compensator may be reduced to  a 
classical linear dilation problem whose solution is given 
by  the Commutant Lifting Theorem. 
approach is valid for systems described by analytic 
input/output operators. As in [12,13,11, lo], our tech- 
dque involves the expression of ea& n-linear term of a 
suitable Taylor expansion of the given operator as an 
equivalent linear operator acting on a certain associ- 
ated tensor space which allowed us to iteratively apply 
the classical commutant lifting theorem in designing a 
compensator. (Our class of operators includes Volterra 
series.) 
More precisely, in our approach we are reduced to ap- 
plying the Classical (linear) Cm-" tan t ,  lifting i h ~ r e m  
to an H2-sPace defined On Some D" (where D d~-~oteS 
the unit disc)- Now when one applies the C k i ~ i C a l  re- 
sult to Dn (n 2 2), even though time-invariance is 
preserved (that is, commutation with the appropriate 
shift), causality may be lost. Indeed, for systems de- 
scribed by analytic functions on the disc D (these cor- 
respond to stable, discrete-time, 1-D systems), time- 
invariance (that is, commutation with the unilateral 
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2 Preliminaries on  the Causal Commutant 
Lifting Theorem 
In order to make the presentation as self-contained as 
possible, we recall in this section the classical Classical 
Commutant Lifting Theorem [19] as well as the causal 
version [12], [io]. 
We let S and U denote isometries on the complex 
separable Hilbert spaces B and IC, respectively. Let 
3c C K denote a U" invariant (closed) subspace. Let 
P : IC + 3c denote orthogonal projection, and set 
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T = PUl7-t. For the convenience of the reader, we 
state the classical Commutant Lifting Theorem [19]: 
Theorem 1 Let A : Q -+ 3-1 be a bounded linear oper- 
ator such that AS = T A .  Then there exists a bounded 
linear operator B : Q + K such that 
BS = U B ,  A = P B ,  llAll= lIBl1. 
Such an operator B is called an intertwining dilation 
(or lifting) of A. We now define causality in this frame- 
work. Roughly, causality means that for a given in- 
put/output system the past output is independent of 
the future inputs. This may be given precise mathe- 
matical formulation in terms of a family of projections 
which we shall now do. See also [l] and [9]. 
Let Pj, j 2 1 be a sequence of orthogonal projections 
on Q satisfying the following conditions: 
Pl 5 P2 5 ... (1) 
5 I - s J S ‘ ~  j = 1 , 2 ,  ...’ (2) 
Pj+lS(I - Pj)  = 0 j = 1,2 , .  . . . (3) 
We call such a family of projections a causal structure 
on 8. 
Next U : X: + K will denote a minimal isometric dila- 
tion of T .  Without loss of generality (see [19]), we can 
take 
K = 7-t 63 DT 63 DT 63 DT 6 3 . .  . 
and 
U(h63el @e263 ...) = T h @ D T h @ e l  @e2 .... 
(Note that VT := ( D T ~ ) ,  where DT := ( I  - T*T)1 /2 .  
DT is the defect operator of T ,  and VT the defect spuce.) 
We will identify 31 with the subspace 31 63 (0) 63 { 0) e. . . 
of IC. 
Let B : B + K: intertwine S with U, that is 
U B  = BS. (4) 
Note that this implies U j B  = BSj (j 2 l), hence 
uju*jgsjs*j = BSfS*j ,  and so 
(I-UjU*j)B = (I-UjU*j)B(I-SjS*j) j = 1,2,. . . . 
(5) 
We now make the following key definition: 
Definition 1. An operator B satisfying (4) is called 
(Pl ,  P2,. . .)-causal (and if the sequence { P j } g l  is 
fixed, causa0 if 
(6) ( I  - UjU*j)B = (I  - UjU*j)BPj j 2 1 
or equivalently, 
Note by (5) that B is allways (I - SS*, I - S 2 S * 2 , .  . .)- 
causal. In what follows the sequence PI, Pz, . . . will be 
fixed and causality willl always be defined relative to 
this causal structure. 
We now set 
llAllc := inf{llBll : B is a causal intertwining dilation of A}. 
By using the weak operator topology, we can easily 
prove that the infimum in (8) is actually a minimum. 
Finally, let 9 denote the minimal unitary extension of 
S o n  3 Q, and 
(8) 
G, := (Ugo3*:iGj) c c, s, := SlG,. (9 )  
We now recall the following result from [lo]: 
Theorem 2 (Causal Commutant Lifting Theorem) 
1. If T is invertible, dt$ne 
A,. := T‘jAgj, (10) 
for  5 = S*jg , ,  where g j  E Q, ( j  = O , l , .  . .). Then the 
causal commutant lifting problem is solvable if and only 
if A, is bounded. In this case 
A c S c  = T . 4 ,  IlAIIc = IlAcIl. 
2. In general (i.e., we do not assume T is invertible), 
the causal commutant lifting problem is solvable if and 
only if there exists a linear, bounded operator 
A‘ : GC + 31, AI’S, = TA‘, A’IG = A. (11) 
If such an operator A‘ exists, then 
llAlle = min,(llA’II : A’ as in (11)). (12) 
As we will see in the next section, the standard problem 
in robust control theory has a special structure which 
allows a direction construction of an operator A’ as 
above. For completeness, we will give a direct proof 
based on [lo] for the reduction of the “causal” standard 
problem to the “classical” standard problem. 
3 Control Version of Causal Commutant 
Lifting Theorem 
For the standard problem in robust control theory (see 
our discussion in Section 5 below), we may extract 
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the following mathematical set-up. We are given com- 
plex separable Hilbert spaces E l ,  E2 , 31, 3 2  equipped 
with the unilateral shifts Scl, Sc2,  SF^,  SF^, respec- 
tively. Let 0 1  : &I -+ 3 1  be a co-isometry inter- 
twining s~~ with s~~ (i.e., 01S&, = S.F,~I), and let 
e2 : FZ + E2 be an isometry intertwining SE, with 
SFl* We let U t 1 ,  be the minimal unitary dilation of 
Scl on ICE, , and similarly for Uc1 on G2, U F ~  on ICF~, 
and U F ~  on K F ~ .  
Now let 
P(,) E l  := ( I  - S" El s*,) Ea 1 ~ g )  := ( I - S~~S;:), n 2 0. 
We let the sequence Pit' define the causal structure 
on EZ,  and similarly the causal structure of 3 2  is de- 
fined by the sequence PZ'. Moreover, the causal struc- 
ture on &I is defined by a general sequence of operators 
PPI, n 1 0 satisfying the causal structure conditions 
given by (1, 2,3), and similarly the causal structure on 
3 1  is defined by a sequence of operators Pin), n 2 0 
satisfying these conditions as well. We assume that the 
two input/putput operators 81, Q2, are causal with re- 
spect to the above structures. In Section 4 below, we 
will give precise definitions of the sequences Pp', PPI 
for the relevant spaces appearing in the nonlinear HbO 
control problem. 
We let W : &I + E2 denote a causal operator intertwin- 
ing Sc1 with Sc2. Thus causality for W means that 
P ( ~ ) w P . )  Ea = P~Y'W, tln 2 0. 
Finally, Q : F1 -+ 3 2  will denote a causal operator 
intertwining SF, with S,, . 
Define now 
E,(") := ( I  - P?) )E~ ,  vn 2 0. 
( I  - s & s g ) W l & p  = 0, 
w, := S;;WI&,(n), 
S&Wn := wl&p, w, : &,(,I -+ &2. 
Since by the causality of W we have 
it follows that 
is also unquely define by 
Clearly, 
wns&,JE,(n) = s,wn, 
wn = wn+lS&l lsg'. 
Now let 
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where 
00 
&l(co) := U U;;@' c IC&, , sp := UE1 I€,("). 
j=O 
Finally, we define W, : El(") -+ &z, by 
wcg := w n g n ,  
for g = uE:gn, gn E E,("), n 3 0. 
Note that we can make a similar construction on 
the spaces & 2 , 3 1 , & .  In particular, for a causal Q : 
3 1  -+ 3 2 ,  such that QS7, = S,,Q, we can define 
Qc : 3p) -+ 32, where 
- 
j = O  
Next, it is easy to see both W, and Qc extend by - con- 
tinuity to the closure E,("), respectively Fp)  = Fp). 
Clearly, we also have 
Ilwcll = IlWll, WCFl = w, wcsp = S&,WC, 
and 
Now set 
IlW - &Q@lll= II(W - @zQ@l),l(- (13) 
This corresponds to the classical standard control prob- 
lem. We also set 
This is the causal standard control problem. 
Let Q1 : IC&, -+ KF, denote the extension of the co- 
isometry 01 : &I -+ r ~ ,  that is uniquely defined by 
61~::~ = UGyOlel, Vel E &I. 
Note that Q1 is also isometric and 6 1 U ~ ~  = U ~ ~ 6 1 .  
We can now state the following result: 
Theorem 3 Notation as above. 
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Finally, let us recall how the classical standard problem 
can be solved using the Commutant Lifting Theorem. 
Set 
311 := &,(e) e ( e l  I&p)*&p, 
3c2 := E2 e e 2 3 - 2 .  
Let P : E2 + 'Ti2 denote orthogonal projection. Then 
we define the operator 
bY 
Ah := PWch, h E 311. (15) 
Then using the Commutant Lifting Theorem, one may 
show (see [19]) that 
11A11 = P(Wc,&IE1(C),Q2). 
Thus from the above theorem, we have the following 
result: 
We will identify & as a bounded linear map from 
H2(D", CK) + H2(D,  Cm) via the canonical isomor- 
phism (16). Then we say that 4 is time-invariant if 
4nS(n) = S(l)+n, Vn L 1. (17) 
(We will also say each +, is time-inuariant.) Equiva- 
lently, this means that S(l)+ = 4 o Sp) on some open 
ball about the origin in which I$ is defined. 
We say that 4" : H2(Dn,CK) -+ H m  is causal if for 
F(z1, . . . ,zn) E H 2 ( ~ " ,  cK),  
Corollary 1 Notation os above. Then 
4 Causality in H2(Dn) 
In this section, we specialize the discussion on causal- 
ity of the previous sections to the Hardy spaces which 
appear in the nonlinear control problem that we wish 
to study. 
We first define the class of nonlinear input/output op- 
erators in which we will be interested. In order to do 
this, we will first need to discuss a few standard results 
about analytic mappings on Hilbert spaces. See [2], 
[3], [12], [13], and the references therein for complete 
details. 
Let H2(D", Ck) denote the standard Hardy space of 
Ck-valued analytic functions on the n-disc Dn (D de- 
notes the unit disc) with square integrable boundary 
values. We denote the shift on H2(D",Ck) by S(,,). 
Note that S(,,) is defined by multiplication by the func- 
tion (21 . * 2"). (By abuse of notation, we will denote 
the shift on H2(D", C k )  by S(") for any k.) 
We now consider an analytic map 4 with B = 
H 2 ( D ,  Ck) =: H k ,  and 31 = H2(D", Cm) =: H,. Note 
that 
H k @ * * * @ H k  = (Hk)@" E H2(Dn,CK) with K = k" 
(16) 
where we map 1 @ e  
to zi, i = l , . -a ,n .  
@ z €3 - . a  €3 1 ( z  in the i-th place) 
F(Z1, ..., Z") = Fil, ..., in zfl * * 
max(i1, ..., in}>p 
we have that 
It is easy to show that if Q and R are causal, then so 
is Q €3 R. 
5 Standard Nonlinear Problem 
We will now describe the physical control problem in 
which we are interested. First, we will need to consider 
the precise kind of input/output operator we will be 
considering. As above, H k  denotes the standard Hardy 
space of Ck-valued functions on the unit disc. We now 
make the following definition. 
Then we say an anakytic input/output operator 4 : 
Hk + H,,, is admissible if it is causal, time-invariant, 
majorizable, and +(O) = 0. We denote 
Cl := {space of admissible operators}. 
Since the theory we arse considering is local, the notion 
of admissibility is sufficient for all of the applications 
we have in mind. Again by abuse of notation, C.1 will 
denote the set of admissible operators for any k and m. 
We now begin to formulate our control problem. Re- 
ferring to the standard feedback configuration, G rep- 
resents the generalized plant which we assume is mod- 
elled by an admissible operator, and K the compen- 
sator. Let F(G, K) denote the input/output operator 
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from 20 to z. Then we want to minimize the "size" 
of F(G, K) over all inputs of bounded energy (of fixed 
given bound) in the sense which will be given below. 
One can show that K stabilizes the closed loop if and 
only if 
for some admissible operator Q. We will call such a Q, 
a compensating parameter. Then via this parametriza- 
tion, we have 
C = Q o ( I  - P O  Q)-', (19) 
3 ( G ,  K )  = W - P o Q o R, 
for admissible operators W, P, R which depend only on 
the generalized plant G. We now will say in what Sense 
we wish to minimize the size of the operator W - P o 
Q o R taken over all Q. We follow here our convention 
that for given I$ E Cl, I$n will denote the bounded linear 
map on the space (H,")@n p! H2(Dn,CK)  (with K = 
le") associated to the n-linear part of 4 which we also 
denote by I$,, (and which we always assume without 
loss of generality is symmetric in its arguments). The 
context will always make the meaning of & clear. We 
can now state the following definitions: 
Definitions 2. 
(i) For W, P, R E Cr, set 
~ w , P , R ) ( Q ) ( P )  := T(Q)(P) := Pnll(W-poQoR)nll 
for all p > 0 such that the sum converges. 
(ii) We write T(Q) 5 T(Q), if there exists a po > 0 
such that T(Q)(p) I T(Q)(p)  for all p E [O,p,]. If 
T(Q) 5 T(Q) and T(Q) 5 T(Q), we write T(Q) E 
T(Q). This means that T(Q)(p) = T(Q)(p)  for all 
p > 0 sufficiently small, i.e., T(Q) and T(Q) are equal 
as germs of functions. 
(iii) If T(Q) 5 T(Qj, but T(Q) $ T(Q), we will say 
that Q ameliomtes Q. Note that this means T(Q)(p) < 
7 ( Q ) ( p )  for all p > o sufficiently small. 
n= 1 
Now with Definitions 2, we can define a notion of "op- 
timality :" 
Definitions 3. 
(i) Qo E Cl is called optimal if T(Q,) 5 T(Q) for all 
Q E G. 
(ii) We say Q E C[ is optimal with respect to its n-th 
term Q,, if for every n-linear Qn E Cl, we have 
6 Iterated Causal Lifting Procedure for the 
Standard Problem 
In this section, we discuss a construction from which 
we will derive partially optimal compensators relative 
to the closed loop operator 7 given in Definitions 3 
above. As before, we are given the admissible operators 
W, P, R. We always suppose that (the linear part of 
P) is an isometry, and that R1 is a co-isometry. 
Using the notation of Section 4, we take E1 := 
H2(Dn, Ckl), &2 := H 2 ( D ,  Cka), 3 1  := H 2 ( D n ,  Ck3), 
and F2 := H2(D,  Cc). 
We begin by noting the following key relationship: 
( P ~ Q ~ R ) ,  = P ~ ( Q ~ ~ ( R @ ' ) ,  . . . , Q ~ ~ ( R @ ~ ~ ) ;  
1<k<n i l + . . . + i k = n  
Note that we may in term write that 
Qj(R@j) = Qj(Rk1 8 8 Rkj). 
k i ,  ..., kj  
Thus we see that 
(W - P 0 Q 0 R)n = - PIQn(RPn), 
where 
f i n  = Wn + A(Qi, .  . . , Qn-i), 
and A(Q1,. . . , Qn-l) is an explicitly computable func- 
tion of &I,. . . ,&,,-I. 
We are now ready to formulate the iterative cawal  com- 
mutant lifting procedure. jF'rom the classical Commu- 
tant Lifting Theorem, we may choose Q1 causal such 
that 
IlWl - ~ l & l R l l I  = l l ~ w l , ~ l , ~ l ) l l .  
Now given this Q1, using Theorem 4, we choose a causal 
Q2 such that 
Ilw2-4QiRz-P2(QiRi @QiRi)--PiQz(Ri@~i)Il 
= I I A( ( Wz -pi Q 1 R2 - p2 (Q 1 RI @Q 1 RI) c , R i Z R i  le,'.), Pi ) I I .  
Inductively, given causal Q1, . . . , Qn-l, we may choose 
Qn causal such that 
IlWn - plQn(Ryn)II =z l l ~ ( ( l @ n ) c , ~ I ~ ~ c ' , P ~ ) I l .  
(20) 
Note that in each step of the procedure, the new 
"weight" Wn is determined by Wn,P1,Ryn, and the 
optimal causal parameters chosen. Thus, the iterative 
commutant lifting procedure is determined by the op- 
erator A((l@n)c, Rynlfic), Pi), and so may be reduced 
to a classical dilation problem. 
T(Q1+- .+Qn+Qn+1 * -1 5 T(Q1+. -+Qn+Qn+l+. . .>e 
If Q E Ci is optimal with respect to all of its terms, 
then we say that it is partially optimal. 
h 
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The following facts can be proven just as in [12] and 
[13] to which we refer the reader for the proofs. (See 
in particular [13], pages 849-853 .) First the causal 
iterative commutant lifting procedure converges. Next 
given any Q E Cf,  we can apply the causal iterative 
commutant lifting procedure to W - P o Q o R. Now 
set 
Tc(q)(p) := ~ ~ ~ ~ ~ ( ( ~ n ) c , ~ ~ ~ ~ c ’ , p ~ ) ~ ~ .  
n=l 
Then we have, 
Proposition 1 Given Q E Cl, there exists Q E Cl, 
such that 7(Q) = 7c(Q). Moreover Q may be derived 
from the causal itemted commutant lifting procedure. 
Moreover, as in [13] we have the following results: 
Proposition 2 Q is partially optimal if and only if 
‘U&) 7dQ)- 
Theorem 4 For given P, R and W as above, any Q E 
Cl is either partially optimal or can be ameliorated by  
a partially optimal compensating parameter. 
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