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Abstract
This paper studies a block-structured double-ended queue, whose block structure
comes from two independent Markovian arrival processes (MAPs), while its stability is
guaranteed by customers’ impatient behavior. We show that such a queue can be ex-
pressed as a new bilateral quasi birth-and-death (QBD) process. For this purpose, we
provide a detailed analysis for the bilateral QBD process, including the system stabil-
ity, the stationary probability vector, the sojourn time, and so forth. Furthermore, we
develop three effective algorithms for computing the performance measures (i.e., the
probabilities of stationary queue lengths, the average stationary queue lengths, and
the average sojourn times) of the block-structured double-ended queue. Finally, nu-
merical examples are employed to verify the correctness of our theoretical results, and
illustrate how the performance measures of this queue are influenced by key system
parameters. We believe that the methodology and results described in this paper can
be applicable to deal with more general matching queues via developing their corre-
sponding bilateral block-structured Markov processes (e.g., bilateral Markov processes
of GI/M/1 type and those of M/G/1 type), which are very useful in analyzing many
practical issues, such as those encountered in sharing economy, organ transplantation,
intelligent manufacturing, intelligent transportation, and so on.
∗Corresponding author: Q.L. Li (liquanlin@tsinghua.edu.cn)
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1 Introduction
Since the double-ended queue was first proposed by Kendall (1951), it has received high
attention from many practical applications. Important examples include organ transplan-
tation by Zenios (1999), Boxma et al. (2011), Stanford et al. (2014), and Elalouf et al.
(2018); taxi issues by Giveen (1961, 1963), Kashyap (1965, 1966, 1967), Bhat (1970), Shi
and Lian (2016), and Zhang et al. (2019); sharing economy by Cheng (2016), Sutherland
and Jarrahi (2018), and Benjaafar and Hu (2019); transportation by Browne et al. (1970)
and Baik et al. (2002); assembly systems by Hopp and Simon (1989), Som et al. (1994),
and Ramachandran and Delen (2005); inventory management by Sasieni (1961), Porteus
(1990), and Axsa¨er (2015); health care by Pandey and Gangeshwer (2018); multimedia
synchronization by Steinmetz (1990) and Parthasarathy et al. (1999), and so on.
Recently, an emerging hot research topic focuses on ridesharing platform, which is
used to match customers with servers in a bilateral market, for example, transportation,
housing, eating, dressing, and so forth. Planty of research has been conducted in this area,
including Azevedo and Weyl (2016), Duenyas et al. (1997), Hu and Zhou (2015), Banerjee
and Johari (2019) and Braverman et al. (2019), and so forth. Meanwhile, many ridesharing
companies in these areas spring up as a result of rapid development of mobile networks,
smart phones and location technologies, such as Uber in transportation, Airbnb in housing,
Eatwith in eating, and Rent the Runway in dressing. Observing the ridesharing platform
reveals that the match process works as follows: If a customer is in demand of service and
makes a request by using his/her smart phone, then the ridesharing platform will try to
match the customer with a server. Once such a match is successful, the functioning of
the ridesharing platform for this customer is finished immediately. Therefore, the double-
ended queue is an effective mathematical method for studying ridesharing platforms, as
it is a bilateral matching system or market. Normally, the matching process follows the
First-Come–First-Match principle.
Although the double-ended queue seems simple as it contains only a few random fac-
tors, its analysis is actually very challenging due to the fact that the Markov process corre-
sponding to the double-ended queue has a bidirectional state space {. . . ,−2,−1, 0, 1, 2, . . .}.
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Therefore, up until now, there is still lack of effective methods for conducting performance
analysis of double-ended queues. In the early study of double-ended queues, by apply-
ing the Markov processes, Sasieni (1961), Giveen (1961), and Dobbie (1961) established
the Chapman-Kolmogorov forward differential-difference equations with a bidirectional
state space. Also, they introduced customers’ impatient behavior to guarantee system
stability. It is well-know that the customers’ impatient behavior further makes analysis of
the double-ended queues more difficult and challenging in performance evaluation of the
systems due to the structural generalization of corresponding Markov processes.
When the two waiting rooms of double-ended queue are both finite, Jain (1962) and
Kashyap (1965, 1966, 1967) applied the supplementary variable method to deal with the
double-ended queue with a Poisson arrival process and a renewal arrival process. Takahashi
et al. (2000) considered a double-ended queue with a Poisson arrival process and a PH-
renewal arrival process. In addition, Sharma and Nair (1991) used the matrix theory to
analyze the transient behaviour of a double-ended Markovian queue.
When the two waiting rooms are both infinite, Latouche (1981) applied the matrix-
geometric solution to analyze several different bilateral matching queues with paired in-
put. Conolly et al. (2002) applied the Laplace transform to discuss the time-dependent
performance measures of the double-ended queue with state-dependent impatience. Di
Crescenzo et al. (2012, 2018) discussed the transient and stationary probability laws
of a time-nonhomogeneous double-ended queue with catastrophes and repairs. Diamant
and Baron (2019) analyzed a double-sided matching queue with priority and impatient
customers, and derived exact formulae for the stationary queue length distribution and
several useful performance measures.
When one waiting room is finite while the other one is infinite, Xu et al. (1990)
discussed a double-ended queue with two Poisson inputs, a PH service time distribution
and a matching proportion 1 : r. They applied the matrix-geometric solution (see Neuts
(1981)) to obtain the stable condition of the system, and to analyze the stationary queue
lengths of both classes of customers. Yuan (1992) applied Markov chains of M/G/1 type
(see Neuts (1989)) to consider a double-ended queue with two Poisson inputs, a general
service time distribution and a matching proportion 1 : r. Li and Cao (1996) further
applied Markov chains of M/G/1 type to deal with a double-ended queue with two batch
Markovian arrival processes (BMAPs), a general service time distribution and a matching
proportion 1 : r.
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In a double-ended queue, if the two classes of customer arrivals are both general re-
newal processes, then the ordinary Markov methods (for example, continuous-time Markov
chains, the supplementary variable method, the matrix-analytic method and so on) will not
work well any more. In this case, the fluid and diffusion approximations become an effective
(but approximative) mathematical method to deal with the more general double-ended
queues. Jain (2000) applied diffusion approximation to discuss the GX/GY/1 double-
ended queue. Di Crescenzo et al. (2012, 2018) discussed a double-ended queue by means
of a jump-diffusion approximation. Liu et al. (2014) discussed diffusion models for the
double-ended queues with renewal arrival processes. Bu¨ke and Chen (2017) applied fluid
and diffusion approximations to study the probabilistic matching systems. Liu (2019)
analyzed diffusion approximations for the double-ended queues with reneging in heavy
traffic.
Kim et al. (2010) provided a simulation model for a more general double-ended
queue. Jain (1995) proposed a sample path analysis for the double-ended queue with
time-dependent rates. Afe`che et al. (2014) applied the level-cross method to analyze the
double-sided batch queue with abandonment.
Hlynka and Sheahan (1987) analyzed the control rates in a double-ended queue with
two Poisson inputs. Gurvich and Ward (2014) discussed dynamic control of the matching
queues. Bu¨ke and Chen (2015) analyzed stabilizing admission control policies for the
probabilistic matching systems. Lee et al. (2019) discussed optimal control of a time-
varying double-ended production queueing model.
One of the main purposes of this paper is to provide a computational method for
analysis of the double-ended queue with two MAP inputs, which is more general than those
queues considered in existing studies. We also develop some effective RG-factorization
algorithms which are able to numerically analyze performance measures of the double-
ended queue. On the one hand, the MAP is a useful mathematical tool, for example, for
describing bursty traffic and dependent arrivals in many real systems, such as computer
and communication networks, manufacturing systems, transportation networks and so on.
Readers may refer to, such as Neuts (1979), Chapter 5 in Neuts (1989), Lucantoni (1991),
Narayana and Neuts (1992), Chakravarthy (2001), Chapter 1 in Li (2010), Cordeiro and
Kharoufeh (2010) and references therein. On the other hand, the RG-factorizations were
discussed in Li (2010), Li and Cao (2004), Li and Liu (2004) and Li and Zhao (2004).
We summarize the main contributions of this paper as follows:
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(1) We describe and analyze a more general double-ended queue through introducing
the two MAP inputs, compared with existing studies. Note that the MAP is a key
generalization of the Poisson process as well as the PH-renewal process, and also
it can further describe bursty traffic and dependent arrivals. Under the two MAP
inputs, the double-ended queue is expressed as a new bilateral level-dependent QBD
process, which is given a detailed analysis by means of the RG-factorizations (see
Li (2010)). It is worthwhile to note that the framework of RG-factorizations is
necessary and useful because they can be applied to deal with more general bilateral
block-structured Markov processes in analyzing, for example, a double-ended queue
with one MAP input and another renewal-process input, and a double-ended queue
with two BMAP inputs.
(2) We provide three effective algorithms for computing performance measures of the
double-ended queue, in which the bilateral level-dependent QBD process is decom-
posed into two unilateral level-dependent QBD processes that are specifically linked
in Level 0. From the unilateral level-dependent QBD processes, we can effectively
compute the R-, U - and G-measures by means of those approximate algorithms given
in Bright and Taylor (1995, 1997). Based on this, we can numerically compute the
stationary probability vector and the sojourn time of the bilateral QBD process, and
further provide sharp results for performance analysis of the double-ended queue.
(3) We use some numerical examples to verify the correctness of our theoretical results,
and indicate how the performance measures of the double-ended queue are influenced
by key system parameters. In addition, the numerical results are also given a simple
but interesting discussion by means of the coupling method of Markov processes.
The structure of this paper is organized as follows. Section 2 describes a double-ended
queue with two MAP inputs and customers’ impatient behaviors. Section 3 shows that
the double-ended queue can be expressed as a new bilateral QBD process. By using
the bilateral QBD process, we obtain some stable conditions for the double-ended queues.
Section 4 studies the stationary probability vector of the bilateral QBD process, so that we
can compute the probabilities of stationary queue lengths and the average stationary queue
lengths. Section 5 discusses the sojourn time of any arriving A-customer, and provides a
computational method by means of the PH distribution of infinite sizes, which is applied
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to dealing with the average sojourn time. Section 6 uses some numerical examples to
indicate how the performance measures of the double-ended queue are influenced by key
system parameters, where three effective algorithms are developed. Finally, Section 7 gives
some concluding remarks.
2 Model Description
In this section, we describe a more general double-ended queue with two MAP inputs
and customers’ impatient behaviors, and also introduce operational mechanism, system
parameters and basic notation
In the proposed queue, there are two types of customers, called A-customers and B-
customers. Once an A-customer and a B-customer enter their corresponding buffers, they
match each other to constitute a pair and leave the queueing system immediately. Figure
1 provides a physical illustration for such a double-ended queue.
Once an A-customer is matched by a B-customer 
both of them immediately leave this system 
A-Customers
The second MAP
       of order  !2 2,C D 2m
1 
2
 
The first MAP
       of order  !1 1,C D 1m
B-Customers
Figure 1: A physical illustration of the double-ended queue
Now, we provide a more detailed description for the double-ended queue as follows:
(1) The A-customers arrive at the queueing system according to a MAP with irreducible
matrix representation (C1,D1) of order m1, where D1  0, each diagonal element of
C1 is negative while its nondiagonal elements are nonnegative, (C1 +D1) e = 0, and
e is a column vector of ones with a suitable size. We assume that the Markov process
C1 +D1 is irreducible and positive recurrent. Let α1 be the stationary probability
vector of the Markov process C1 +D1. Then λ1 = α1D1e is the stationary arrival
rate of the MAP with irreducible matrix representation (C1,D1).
Similarly, the B-customers arrive at the queueing system according to a MAP with
irreducible matrix representation (C2,D2) of order m2. We also assume that the
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Markov process C2+D2 is irreducible and positive recurrent. Let α2 be the stationary
probability vector of the Markov process C2+D2. Then λ2 = α2D2e is the stationary
arrival rate of the MAP with irreducible matrix representation (C2,D2).
(2) If an A-customer (resp. a B-customer) stays in the queueing system for a long time,
then she will show some impatience. To capture this phenomenon, we assume that
the impatient time, which is defined as the longest time that a customer stays in
the buffer before leaving, of an A-customer (resp. a B-customer) is exponentially
distributed with rate θ1 (resp. θ2), which is hereafter called impatient rate, θ1, θ2 > 0.
(3) Once an A-customer and a B-customer match as a pair, both of them immediately
leave the queueing system. The matching process follows a First-Come-First-Match
discipline. We assume the waiting spaces of A-customers and of B-customers are all
infinite.
(4) We assume that all the random variables defined above are independent of each
other.
Finally, we provide some practical interpretations for the double-ended queue as fol-
lows:
(a) The impatient behavior given in Assumption (2) is used to ensure the stability of
the double-ended queue, which can be widely found in the real-world situations, such as
transportation, housing, eating and so forth.
(b) The matching discipline given in Assumption (3) indicates that the A- and B-
customers cannot simultaneously exist in their corresponding waiting spaces, while such
a phenomenon can also be widely found in the real-world situations.
3 A Bilateral QBD Process
In this section, we show that the double-ended queue can be expressed as a new bilateral
QBD process with bidirectional infinite sizes. By using the bilateral QBD process, we
obtain some stable conditions of the double-ended queue.
We denote by N1 (t) and N2 (t) the numbers of A- and B-customers in the double-
ended queue at time t ≥ 0, respectively. Let J1 (t) and J2 (t) be the phases of two MAPs
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for the A- and B-customers at time t, respectively. Then the double-ended queue can be
modeled as a four-dimensional Markov process {(N1 (t) , J1 (t) ;N2 (t) , J2 (t)) , t ≥ 0}.
For t ≥ 0, we write all the possible values of (N1 (t) , N2 (t)) as
{. . . , (0, 3) , (0, 2) , (0, 1) , (0, 0) , (1, 0) , (2, 0) , (3, 0) , . . .} .
Based on the First-Come-First-Match discipline, it is easy to see that at least one of N1 (t)
and N2 (t) is zero at any time t ≥ 0. Let N (t) = N1 (t) − N2 (t). Then all the possible
values of N (t) for t ≥ 0 are described as
{. . . ,−3,−2,−1, 0, 1, 2, 3, . . .} .
Thus, the state transition relations of the Markov process {(N (t) , J2 (t) , J1 (t)) , t ≥ 0} is
depicted in Figure 2. It is easy to see from Figure 2 that the Markov process {(N (t) , J2 (t),
J1 (t)), t ≥ 0} is a new bilateral QBD process on a state space, given by
Ω = {. . . ,−2,−1, 0, 1, 2, . . .} × {1, 2, 3, . . . ,m2} × {1, 2, 3, . . . ,m1} .
2 
0 1 2 3-1-2-3
A-customer arrivals Impatient process 
of A-customers
1 2  !11 D,C  !22 D,C
 !11 D,C  !11 D,C  !11 D,C  !11 D,C  !11 D,C  !11 D,C  !11 D,C  !11 D,C
 !22 D,C !22 D,C !22 D,C !22 D,C !22 D,C !22 D,C !22 D,C !22 D,C
22 23 
1 1
2 
13 14 
2
4 
B-customer arrivals Impatient process 
of B-customers
Figure 2: The state transition relations of the bilateral QBD process
Based on Figure 2, the infinitesimal generator of the bilateral QBD process {(N (t) , J2 (t),
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J1 (t)), t ≥ 0} is given by
Q =


. . .
. . .
. . .
B
(−3)
0 B
(−3)
1 B
(−3)
2
B
(−2)
0 B
(−2)
1 B
(−2)
2
B
(−1)
0 B
(−1)
1 B
(−1)
2
B
(0)
0 B
(0)
1 +A
(0)
1 A
(0)
0
A
(1)
2 A
(1)
1 A
(1)
0
A
(2)
2 A
(2)
1 A
(2)
0
A
(3)
2 A
(3)
1 A
(3)
0
. . .
. . .
. . .


(1)
where
A
(0)
1 = I ⊗ C1, B
(0)
1 = C2 ⊗ I,
A
(k)
0 = I ⊗D1, k ≥ 0,
A
(k)
1 = C2 ⊕ C1 − kθ1I, A
(k)
2 = D2 ⊗ I + kθ1I, k ≥ 1,
B
(k)
0 = D2 ⊗ I, k ≤ 0,
B
(k)
1 = C2 ⊕ C1 + kθ2I, B
(k)
2 = I ⊗D1 − kθ2I, k ≤ −1.
where ⊕ is for the Kronecker sum of matrices, and ⊗ is for the Kronecker product of
matrices.
Now, the key is how to discuss the new bilateral QBD processQ, which is an interesting
issue in the study of stochastic models. Note that such a bilateral QBD process was first
introduced in Latouche (1981) and further analyzed in Li and Cao (2004).
To analyze the double-ended queue, it is observed that Level 0, together with the suit-
able block decomposition B
(0)
1 +A
(0)
1 , plays a key role. By using the block decomposition
B
(0)
1 +A
(0)
1 , we divide the bilateral QBD process Q into two unilateral QBD processes: QA
and QB, both of which are interlinked from two different state space directions (upward
and downward, respectively) by means of Level 0 with the blocks A
(0)
1 and A
(0)
0 , and the
blocks B
(0)
1 and B
(0)
0 , respectively. Thus the infinitesimal generators of the two unilateral
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QBD processes are respectively given by
QA =


A
(0)
1 A
(0)
0
A
(1)
2 A
(1)
1 A
(1)
0
A
(2)
2 A
(2)
1 A
(2)
0
A
(3)
2 A
(3)
1 A
(3)
0
A
(4)
2 A
(4)
1 A
(4)
0
. . .
. . .
. . .


and
QB =


B
(0)
1 B
(0)
0
B
(−1)
2 B
(−1)
1 B
(−1)
0
B
(−2)
2 B
(−2)
1 B
(−2)
0
B
(−3)
2 B
(−3)
1 B
(−3)
0
B
(−4)
2 B
(−4)
1 B
(−4)
0
. . .
. . .
. . .


.
In the remainder of this section, we analyze the stability of the double-ended queue
by means of that of the two unilateral QBD processes QA and QB , because the bilateral
QBD process Q can be divided into those with QA and QB .
The following lemma provides useful relations of stability among the bilateral QBD
process Q and the two unilateral QBD processes QA and QB . Its proof is quite straight-
forward and is omitted here for brevity.
Lemma 1. For the stability of the bilateral QBD process Q, we have
(a) The bilateral QBD process Q is positive recurrent if the two QBD processes QA
and QB are both positive recurrent.
(b) The bilateral QBD process Q is null recurrent if the QBD process QA is recurrent
and the QBD process QB is null recurrent; or the QBD process QA is null recurrent and
the QBD process QB is recurrent.
(c) The bilateral QBD process Q is transient if at least one of the two QBD processes
QA and QB is transient.
It is worth noting that the impatience of the two classes of customers plays a key role
in guaranteeing the stability of the double-ended queue (or bilateral QBD process), in
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which we consider three different cases: (θ1, θ2) > 0; (θ1, θ2) = 0; and either θ1 > 0, θ2 = 0
or θ1 = 0, θ2 > 0. From the three cases, we use Lemma 1 to conduct some simple analysis.
The following theorem provides a necessary and sufficient condition for the stability
of the double-ended queue with (θ1, θ2) > 0.
Theorem 1. If (θ1, θ2) > 0, then the bilateral QBD process Q must be irreducible and
positive recurrent. Thus the double-ended queue is stable.
Proof. It is easy to see the irreducibility of the bilateral QBD processQ through observing
Figure 2, and using the two MAP inputs as well as the two exponential impatient times
with (θ1, θ2) > 0.
Note that the bilateral QBD process Q is positive recurrent if and only if the two
unilateral QBD processes QA and QB are positive recurrent, thus it is key to find some
necessary and sufficient conditions for the stability of the two unilateral QBD processes
QA and QB by means of Neuts’ method (i.e., the mean drift technique).
For the QBD process QA, let Ak = A
(k)
0 +A
(k)
1 +A
(k)
2 . Then for k ≥ 1 we obtain
Ak = I ⊗D1 + C2 ⊕ C1 − kθ1I +D2 ⊗ I + kθ1I
= I ⊗D1 + C2 ⊕ C1 +D2 ⊗ I
= I ⊗D1 + I ⊗C1 + C2 ⊗ I +D2 ⊗ I
= I ⊗ (C1 +D1) + (C2 +D2)⊗ I
= (C2 +D2)⊕ (C1 +D1) ,
which is independent of the positive integer k ≥ 1. Obviously, Ak is the infinitesimal
generator of the continuous-time Markov process with m1m2 states.
Note that α1 and α2 are the stationary probability vectors of the Markov processes
C1+D1 and C2+D2, respectively. Thus, α1 (C1 +D1) = 0, α1e = 1; and α2 (C2 +D2) =
0, and α2e = 1. For each k ≥ 1, we get
(α2 ⊗ α1)Ak = (α2 ⊗ α1) [(C2 +D2)⊕ (C1 +D1)]
= (α2 ⊗ α1) [(C2 +D2)⊗ I] + (α2 ⊗ α1) [I ⊗ (C1 +D1)]
= [α2 (C2 +D2)]⊗ (α1I) + (α2I)⊗ [α1 (C1 +D1)]
= 0
and
(α2 ⊗ α1) (e⊗ e) = (α2e)⊗ (α1e) = 1.
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Therefore, α2 ⊗ α1 is the stationary probability vector of the Markov process Ak for each
k ≥ 1.
Now, we compute the (upward and downward) mean drift rates of the QBD process
QA. From Level k to Level k + 1, we obtain
(α2 ⊗ α1)A
(k)
0 e = (α2 ⊗ α1) (I ⊗D1) (e⊗ e)
= (α2Ie)⊗ (α1D1e) = λ1.
Similarly, from Level k to Level k − 1, we get
(α2 ⊗ α1)A
(k)
2 e = (α2 ⊗ α1) [D2 ⊗ I + kθ1I] e
= (α2 ⊗ α1) (D2 ⊗ I) e+(α2 ⊗ α1) kθ1Ie
= λ2 + kθ1.
Since k is a positive integer and θ1 > 0, it is easy to check that if k > max {1, (λ1 − λ2) /θ1},
then (α2 ⊗ α1)A
(k)
0 e < (α2 ⊗ α1)A
(k)
2 e. Therefore, the QBD process QA must be positive
recurrent due to the fact that the positive integer k goes to infinity.
On the other hand, we can similarly discuss the stability of the QBD process QB. Let
Bk = B
(k)
0 +B
(k)
1 +B
(k)
2 . Then we obtain
Bk = D2 ⊗ I + C2 ⊕ C1 + kθ2I + I ⊗D1 − kθ2I
= (C2 +D2)⊕ (C1 +D1) ,
which is independent of the negative integer k ≤ −1, and Bk is the infinitesimal generator
of a continuous-time Markov process with m1m2 states.
For k ≤ −1, we obtain
(α2 ⊗ α1)Bk = (α2 ⊗ α1) [(C2 +D2)⊕ (C1 +D1)]
= (α2 ⊗ α1) [(C2 +D2)⊗ I] + (α2 ⊗ α1) [I ⊗ (C1 +D1)]
= [α2 (C2 +D2)]⊗ (α1I) + (α2I)⊗ [α1 (C1 +D1)]
= 0
and
(α2 ⊗ α1) (e⊗ e) = (α2e)⊗ (α1e) = 1.
Therefore, α2 ⊗ α1 is the stationary probability vector of the Markov process Bk for each
k ≤ −1.
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Now, we compute the (upward and downward) mean drift rates of the QBD process
QB . From Level k to Level k + 1, we yield
(α2 ⊗ α1)B
(k)
2 e = (α2 ⊗ α1) [(I ⊗D1)− kθ2I] e
= (α2Ie)⊗ (α1D1e)− (α2 ⊗ α1) kθ2Ie
= λ1 + (−k) θ2.
Similarly, from Level k to Level k − 1, we have
(α2 ⊗ α1)B
(k)
0 e = (α2 ⊗ α1) (D2 ⊗ I) (e⊗ e)
= (α2D2e)⊗ (α1Ie) = λ2.
Since k is a negative integer and θ2 > 0, it is easy to check that if k < max {−1,− (λ2 − λ1) /θ2},
then (α2 ⊗ α1)B
(k)
0 e < (α2 ⊗ α1)B
(k)
2 e. Therefore, the QBD process QB must be positive
recurrent due to the fact that the negative integer k goes to infinity.
Based on the above analysis, the two QBD processes QA and QB are all positive recur-
rent, so that the bilateral QBD process Q is irreducible and positive recurrent. Therefore,
the double-ended queue is stable. This completes the proof. 
Now, for θ1 = θ2 = 0 we discuss the stable conditions of the bilateral QBD process
related to the double-ended queue.
Corollary 2. Suppose θ1 = θ2 = 0.
(1) If λ1 6= λ2, then the bilateral QBD process Q is transient, and the double-ended
queue is also transient.
(2) If λ1 = λ2, then the bilateral QBD process Q is null recurrent, and the double-ended
queue is also null recurrent.
Proof. (1) Since λ1 6= λ2, we shown only the case with λ1 > λ2; while the case with
λ1 < λ2 can be dealt with similarly.
Note that, when θ1 = θ2 = 0 and λ1 > λ2, it is easy to see that the QBD process QA is
transient and the QBD process QB is positive recurrent. Thus the bilateral QBD process
Q is transient, so that the double-ended queue is also transient.
(2) Note that, when θ1 = θ2 = 0 and λ1 = λ2, it is easy to see that the QBD processes
QA and QB are both null recurrent. Thus the bilateral QBD process Q is null recurrent,
so that the double-ended queue is also null recurrent. This completes the proof. 
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Finally, we consider the case with either θ1 > 0 and θ2 = 0 or θ1 = 0 and θ2 > 0.
The following Corollary only considers the case with θ1 > 0 and θ2 = 0, while the case
with θ1 = 0 and θ2 > 0 can be analyzed similarly and is omitted for brevity.
Corollary 3. Suppose θ1 > 0 and θ2 = 0.
(1) If λ1 = λ2, then the bilateral QBD process Q is null recurrent, and the double-ended
queue is also null recurrent.
(2) If λ1 > λ2, then the bilateral QBD process Q is positive recurrent, and the double-
ended queue is also positive recurrent.
(3) If λ1 < λ2, then the bilateral QBD process Q is transient, and the double-ended
queue is also transient.
Proof. (1) If λ1 = λ2, θ1 > 0 and θ2 = 0, then the QBD process QA is positive
recurrent while the QBD process QB is null recurrent. Thus, the bilateral QBD process
Q is null recurrent, so that the double-ended queue is also null recurrent.
(2) If λ1 > λ2, θ1 > 0 and θ2 = 0, then the QBD processes QA and QB are both
positive recurrent. Thus, the bilateral QBD process Q is positive recurrent, so that the
double-ended queue is also positive recurrent.
(3) If λ1 < λ2, θ1 > 0 and θ2 = 0, then the QBD process QA is positive recurrent while
the QBD process QB is transient. Thus, the bilateral QBD process Q is transient, so that
the double-ended queue is also transient. This completes the proof. 
4 The Stationary Queue Length
In this section, we first provide a matrix-product expression for the stationary probability
vector of the bilateral QBD process by means of the RG-factorization. Then we provide
some stationary performance measures of the double-ended queue.
We write
pk;i,j (t) = P {N (t) = k; J2 (t) = i, J1 (t) = j} .
Since the bilateral QBD process is stable, we have
πk;i,j = lim
t→+∞
pk;i,j (t) .
For any integer k = . . . ,−2,−1, 0, 1, 2, . . ., we write
πk = (πk;1,1, πk;1,2, . . . , πk;1,m1 ;πk;2,1, πk;2,2, . . . , πk;2,m1 ; . . . ;πk;m2,1, πk;m2,2, . . . , πk;m2,m1)
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and
π = (. . . , π−2, π−1, π0, π1, π2, . . .) .
To compute the stationary probability vector of the bilateral QBD process Q, we first
need to compute the stationary probability vectors of the two unilateral QBD processesQA
and QB . Then we use Levels 1, 0 and −1 to determine the stationary probability vectors
on the interaction boundary (i.e., Levels 1, 0 and −1) of the bilateral QBD process Q.
Note that the two unilateral QBD processes QA and QB are level-dependent, thus
we need to apply the RG-factorization given in Li (2010) to calculate their stationary
probability vectors. To this end, we need to introduce the U -, R- and G-measures for the
two unilateral QBD processes QA and QB , respectively. In fact, such a level-dependent
QBD process was given a detailed analysis in Li and Cao (2004).
For the unilateral QBD process QA, we define the UL-type U -, R- and G-measures as
Uk = A
(k)
1 +A
(k)
0
(
−U−1k+1
)
A
(k+1)
2 , k ≥ 0, (2)
Rk = A
(k)
0
(
−U−1k+1
)
, k ≥ 0,
and
Gk =
(
−U−1k
)
A
(k)
2 , k ≥ 1.
On the other hand, it is well-known that the matrix sequence {Rk, k ≥ 0} is the min-
imal nonnegative solution to the system of nonlinear matrix equations
A
(k)
0 +RkA
(k+1)
1 +RkRk+1A
(k+2)
2 = 0, k ≥ 0, (3)
and the matrix sequence {Gk, k ≥ 1} is the minimal nonnegative solution to the system
of nonlinear matrix equations
A
(k)
0 Gk+1Gk +A
(k)
1 Gk +A
(k)
2 = 0, k ≥ 1. (4)
Once the matrix sequence {Rk, k ≥ 0} or {Gk, k ≥ 1} is given, for k ≥ 0 we have
Uk = A
(k)
1 +A
(k)
0
(
−U−1k+1
)
A
(k+1)
2
= A
(k)
1 +RkA
(k+1)
2
= A
(k)
1 +A
(k)
0 Gk+1.
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For the unilateral QBD process QA, by following the method described in Chapter 1
of Li (2010) or Li and Cao (2004), the UL-type RG-factorization is given by
QA = (I −RU )UD (I −GL) , (5)
where
UD = diag (U0, U1, U2, U3, . . .) ,
RU =


0 R0
0 R1
0 R2
0
. . .
. . .


, GL =


0
G1 0
G2 0
G3 0
. . .
. . .


.
Let πA =
(
πA0 , π
A
1 , π
A
2 , . . .
)
be the stationary probability vector of the unilateral QBD
process QA. Then by applying RG-factorization and using the R-measure {Rk : k ≥ 1},
we have
πAk = π
A
1 R1R2 · · ·Rk−1, k ≥ 2. (6)
By conducting a similar analysis to that shown above, we then discuss the stationary
probability vector, πB =
(
πB0 , π
B
1 , π
B
2 , . . .
)
, of the unilateral QBD process QB . Here,
we only provide the R-measure {Rk : k ≤ 0}, while the U -measure {Uk : k ≤ 0} and G-
measure {Gk : k ≤ −1} can be given easily and is omitted for brevity.
Let the matrix sequence {Rk, k ≤ 0} be the minimal nonnegative solution to the system
of nonlinear matrix equations
B
(k)
0 + RkB
(k−1)
1 + RkRk−1B
(k−2)
2 = 0, k ≤ 0, (7)
By using the R-measure {Rk : k ≤ −1}, we obtain
πBk = π
B
−1R−1R−2 · · ·Rk+1, k ≤ −2. (8)
Remark 1. In the above analysis, one of the main purposes of applying the RG-factorizations
is to show that our computational procedures can be easily extended and generalized to deal
with more general bilateral block-structured Markov processes, such as bilateral Markov
processes of M/G/1 type, bilateral Markov processes of GI/M/1 type and so on. See
Chapter 1 in Li (2010) for more details.
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The following theorem expresses the stationary probability vector π = (. . . , π−2, π−1,
π0, π1, π2, . . .) of the bilateral QBD process Q in terms of the stationary probability vectors
πA =
(
πA2 , π
A
3 , π
A
4 , . . .
)
given in (6) and πB =
(
πB−2, π
B
−3, π
B
−4, . . .
)
given in (8).
Theorem 4. The stationary probability vector π of the bilateral QBD process Q is given
by
πk = cπ˜k, (9)
and
π˜k =


π˜−1R−1R−2 · · ·Rk+1, k ≤ −2,
π˜−1,
π˜0,
π˜1,
π˜1R1R2 · · ·Rk−1, k ≥ 2,
(10)
where the three vectors π˜−1, π˜0, π˜1 are uniquely determined by the following system of linear
equations 

π˜−1R−1B
(−2)
2 + π˜−1B
(−1)
1 + π˜0B
(0)
0 = 0,
π˜−1B
(−1)
2 + π˜0
(
B
(0)
1 +A
(0)
1
)
+ π˜1A
(1)
2 = 0,
π˜0A
(0)
0 + π˜1A
(1)
1 + π˜1R1A
(2)
2 = 0,
(11)
and the positive constant c is uniquely given by
c =
1∑
k≤−2 π˜−1R−1R−2 · · ·Rk+1e+ π˜−1e+ π˜0e+ π˜1e+
∑∞
k=2 π˜1R1R2 · · ·Rk−1e
. (12)
Proof. The proof is easy through checking that π satisfies the system of linear equations
πQ = 0 and πe = 1. To this end, we consider the following three different cases:
Case one: k ≥ 2. In this case, we need to check that
πk−1A
(k−1)
0 + πkA
(k)
1 + πk+1A
(k+1)
2 = 0. (13)
Since πk−1 = cπ˜k−1 = cπ˜1R1R2 · · ·Rk−2, πk = cπ˜k = cπ˜1R1R2 · · ·Rk−1 and πk+1 =
cπ˜k+1 = cπ˜1R1R2 · · ·Rk, we obtain
πk−1A
(k−1)
0 + πkA
(k)
1 + πk+1A
(k+1)
2
= cπ˜1R1R2 · · ·Rk−2A
(k−1)
0 + cπ˜1R1R2 · · ·Rk−1A
(k)
1 + cπ˜1R1R2 · · ·RkA
(k+1)
2
= cπ˜1R1R2 · · ·Rk−2
(
A
(k−1)
0 +Rk−1A
(k)
1 +Rk−1RkA
(k+1)
2
)
= 0
by means of (3).
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Case two: k ≤ −2. In this case, we need to check that
πk+1B
(k+1)
0 + πkB
(k)
1 + πk−1B
(k−1)
2 = 0. (14)
Note that πk+1 = cπ˜k+1 = cπ˜−1R−1R−2 · · ·Rk+2, πk = cπ˜k = cπ˜−1R−1R−2 · · ·Rk+1 and
πk−1 = cπ˜k−1 = cπ˜−1R−1R−2 · · ·Rk, we have
πk+1B
(k+1)
0 + πkB
(k)
1 + πk−1B
(k−1)
2
= cπ˜−1R−1R−2 · · ·Rk+2B
(k+1)
0 + cπ˜−1R−1R−2 · · ·Rk+1B
(k)
1 + cπ˜−1R−1R−2 · · ·RkB
(k−1)
2
= cπ˜−1R−1R−2 · · ·Rk+2
(
B
(k+1)
0 +Rk+1B
(k)
1 + Rk+1RkB
(k−1)
2
)
= 0
in terms of (7).
Case three: k = 1, 0, −1. In this case, we can check that

π0A
(0)
0 + π1A
(1)
1 + π2A
(2)
2 = 0,
π−1B
(−1)
2 + π0
(
B
(0)
1 +A
(0)
1
)
+ π1A
(1)
2 = 0,
π−2B
(−2)
2 + π−1B
(−1)
1 + π0B
(0)
0 = 0.
(15)
by means of π0 = cπ˜0, π1 = cπ˜1, π2 = cπ˜2 = cπ˜1R1, π−1 = cπ˜−1 and π−2 = cπ˜−2 =
cπ˜−1R−1.
Let Z be the set of all integers, i.e., Z = {. . . ,−2,−1, 0, 1, 2, . . .}. Note that πe = 1,
we compute ∑
k∈Z
πke = 1 (16)
by means of πk = cπ˜k = cπ˜1R1R2 · · ·Rk−1 for k ≥ 2, π1 = cπ˜1, π0 = cπ˜0, π−1 = cπ˜−1 and
πk = cπ˜k = cπ˜−1R−1R−2 · · ·Rk+1 for k ≤ −2. Thus we have
1 =
∑
k∈Z
πke =
∑
k≤−2
πke+π−1e+π0e+π1e+
∞∑
k=2
πke
=
∑
k≤−2
cπ˜−1R−1R−2 · · ·Rk+1e+cπ˜−1e+cπ˜0e+cπ˜1e+
∞∑
k=2
cπ˜1R1R2 · · ·Rk−1e
= c

∑
k≤−2
π˜−1R−1R−2 · · ·Rk+1e+ π˜−1e+ π˜0e+ π˜1e+
∞∑
k=2
π˜1R1R2 · · ·Rk−1e

 ,
which gives the positive constant c in (12). This completes the proof. 
In the remainder of this section, we provide some stationary performance measures
of the double-ended queue by means of the stationary probability vector of the bilateral
QBD process.
18
Note that the double-ended queue must be stable for (θ1, θ2) > 0. Thus, we denote by
Q,Q(1) and Q(2) the stationary queue lengths of the double-ended queue, the A-customers
and the B-customers, respectively.
By using Theorem 4, we can provide some useful performance measures as follows:
(a) A stationary queue length is zero
The stationary probability that there is no A-customer is given by
P
{
Q(1) = 0
}
=
∑
k≤0
πke.
The stationary probability that there is no B-customer is given by
P
{
Q(2) = 0
}
=
∞∑
k=0
πke.
The stationary probability that there is neither A-customer nor B-customer is given
by
P {Q = 0} = P
{
Q(1) = 0 and Q(2) = 0
}
= π0e.
(b) The average stationary queue lengths
E [Q] =E
[
Q | Q(1) > 0,Q(2) = 0
]
P
{
Q(1) > 0
}
+ E
[
Q | Q(2) > 0,Q(1) = 0
]
P
{
Q(2) > 0
}
=E
[
Q(1)
]
P
{
Q(1) > 0
}
+E
[
Q(2)
]
P
{
Q(2) > 0
}
,
where
E
[
Q(1)
]
=
∞∑
k=1
kπke =
∞∑
k=1
kcπ˜ke
= cπ˜1e+
∞∑
k=2
kcπ˜1R1R2 · · ·Rk−1e,
P
{
Q(1) > 0
}
=
∞∑
k=1
πke =cπ˜1e+
∞∑
k=2
cπ˜1R1R2 · · ·Rk−1e,
and
E
[
Q(2)
]
=
∑
k≤−1
(−k)πke =
∑
k≤−1
(−k) cπ˜ke
= cπ˜−1e+
∑
k≤−2
(−k) cπ˜−1R−1R−2 · · ·Rk+1e,
P
{
Q(2) > 0
}
=
∑
k≤−1
πke = cπ˜−1e+
∑
k≤−2
cπ˜−1R−1R−2 · · ·Rk+1e.
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5 The Sojourn Time
In this section, we analyze the sojourn time distribution of each arriving A-customer in
the double-ended queue, which can be regarded as a phase-type distribution of infinite
sizes. While the sojourn time distribution of each arriving B-customer can be analyzed
by means of a similar method.
When the double-ended queue is stable, we denote by W the sojourn time experienced
by each arriving A-customer.
Now, we compute the probability distribution of the sojourn time W
FW (t) = P {W ≤ t} .
If the number of B-customers is more than 1, then it is clear that W = 0. Thus it
follows from Theorem 4 that
P {W = 0} =
∑
k≤−1
πke = cπ˜−1e+
∑
k≤−2
cπ˜−1R−1R−2 · · ·Rk+1e. (17)
Thus, the probability distribution of the sojourn time W is expressed as
FW (t) = P {W ≤ t} = P {W = 0} δ0 (t) + P {0 < W ≤ t} , t > 0, (18)
where δ0 (t) = 1 for t = 0 or 0 for t > 0. Hence, we only need to compute P {0 < W ≤ t}
in the following analysis.
If 0 < W ≤ t, then an arriving A-customer immediately observes that the number
of B-customers must be 0. Note that the sojourn time of the arriving A-customer is
regarded as the time interval from its arrival epoch to its departure time, the probability
distribution of which can be expressed as the stationary probability that the QBD process
{(N (t) , J2 (t) , J1 (t)) , t ≥ 0} on a state sub-space
{0} ∪ {{1, 2, 3, . . .} × {1, 2, 3, . . . ,m2} × {1, 2, 3, . . . ,m1}}
begins from state (k, i, j) with probability πk;i,j for k ≥ 1 until it finally enters the absorp-
tion state 0. In this case, a new QBD process with the absorption state 0 is depicted in
Figure 3. Thus the infinitesimal generator of the new QBD process with the absorption
state 0 is given by
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Figure 3: The State transition relations of the QBD process
Θ =


0 0 0 0 0 0 · · ·
A
(1)
2 e A
(1)
1 A
(1)
0
A
(2)
2 A
(2)
1 A
(2)
0
A
(3)
2 A
(3)
1 A
(3)
0
A
(4)
2 A
(4)
1 A
(4)
0
. . .
. . .
. . .


(19)
where A
(k)
2 = D2 ⊗ I + kθ1I, A
(k)
1 = C2 ⊕ C1 − kθ1I, A
(k)
0 = I ⊗D1, k ≥ 1.
Let
T =


A
(1)
1 A
(1)
0
A
(2)
2 A
(2)
1 A
(2)
0
A
(3)
2 A
(3)
1 A
(3)
0
A
(4)
2 A
(4)
1 A
(4)
0
. . .
. . .
. . .


, T o =


A
(1)
2 e
0
0
0
...


.
Then (19) can be rewritten as
Θ =

 0 0
T o T

 . (20)
Here, Te+ T 0 = 0.
Let (α0,
−→α ) denote the initial probability distribution of the QBD process Θ with the
absorption state 0, where −→α = (π1, π2, π3, ...) and α0 = 1−
−→α e =
∑
k≤0 πk.
The following theorem uses the phase-type distribution of infinite size to provide ex-
pression for the probability distribution of the sojourn time W ∈ (0, t].
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Theorem 5. If the initial probability distribution of the QBD process Θ with the absorption
state 0 is (α0,
−→α ), then the probability distribution of the sojourn time W ∈ (0, t] is phase-
type with an irreducible representation (−→α , T ), that is,
P {0 < W ≤ t} = 1−−→α exp (T t) e, t ≥ 0.
Proof. For n = 1, 2, 3, . . ., we write
qn;i,j (t) = P {N (t) = n; J2 (t) = i, J1 (t) = j} ,
qn (t) = {qn;1,1 (t) , . . . , qn;1,m1 (t) ; qn;2,1 (t) , . . . , qn;2,m1 (t) ; . . . ; qn;m2,1 (t) , . . . , qn;m2,m1 (t)} ,
and
q (t) = (q1 (t) , q2 (t) , q3 (t) , . . .) .
For the probability vector q (t), it follows from the Chapman-Kolmogorov forward equation
that
d
dt
q (t) = q (t)T, (21)
with the initial condition
q (0) = −→α . (22)
It follows from (21) and (22) that
q (t) = −→α eTt. (23)
Thus, we obtain
P {W > t} = q (t) e
P {0 < W ≤ t} = 1− q (t) e = 1−−→α exp (T t) e, t ≥ 0. (24)
This completes the proof. 
By using (17) and (24), we obtain
FW (t) = FW=0(t)δ0 (t)+F0<W≤t(t) =
∑
k≤−1
πkeδ0 (t)+ [1−
−→α exp (T t) e] . (25)
In the remainder of this section, we compute the mean E [W ] of sojourn timeW of each
arriving A-customer by means of the Laplace-Stieltjes transform and the RG-factorization.
We denote by f (s) the Laplace-Stieltjes transform of the distribution function FW (t)
or the random variable W . Thus, we have
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f (s) =
∫ ∞
0
e−stdFW (t) =
∫ ∞
0
e−stdF0<W≤t(t)
= 1−−→α e+−→α (sI − T )−1min T
0, (26)
where I denotes an identity matrix of infinite size, and (sI − T )−1min is the minimal non-
negative inverse of the matrix sI−T of infinite size. See Li and Cao (2004) and Li (2010)
for more details. It is easy to see that
E [W ] = −
d
ds
f (s)|s=0 =
−→α
[
(sI − T )−2min
]
|s=0
T 0 = −→α (−T )−1min e, (27)
by using Te+ T 0 = 0 and (−T )−1min (−T ) e = e.
In computation of the mean E [W ], it is easy to see that the key is how to deal with
the minimal nonnegative inverse (−T )−1min of the matrix −T of infinite size. To this end,
we develop an effective procedure to compute the minimal nonnegative inverse (−T )−1min
by means of the RG-factorization.
For the QBD process T , we define the UL-type U-, R- and G-measures as
Uk = A
(k)
1 +A
(k)
0
(
−U−1k+1
)
A
(k+1)
2 , k ≥ 1, (28)
Rk = A
(k)
0
(
−U−1k+1
)
, k ≥ 1, (29)
and
Gk =
(
−U−1k
)
A
(k)
2 , k ≥ 2. (30)
On the other hand, note that the matrix sequence {Rk, k ≥ 1} is the minimal non-
negative solution to the system of nonlinear matrix equations
A
(k)
0 +RkA
(k+1)
1 +RkRk+1A
(k+2)
2 = 0, k ≥ 1,
and the matrix sequence {Gk, k ≥ 2} is the minimal nonnegative solution to the system
of nonlinear matrix equations
A
(k)
0 Gk+1Gk +A
(k)
1 Gk +A
(k)
2 = 0, k ≥ 2.
Once the matrix sequence {Rk, k ≥ 1} or {Gk, k ≥ 2} is given, then for k ≥ 1 we have
Uk = A
(k)
1 +A
(k)
0
(
−U−1k+1
)
A
(k+1)
2
= A
(k)
1 +RkA
(k+1)
2
= A
(k)
1 +A
(k)
0 Gk+1. (31)
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Based on this, we can provide the UL-type RG-factorization of the matrix T of infinite
size as follows:
T = (I −RU )UD (I −GL) , (32)
where
I −RU =


I −R1
I −R2
I −R3
I
. . .
. . .


, (33)
UD = diag (U1,U2,U3, . . .) , (34)
I −GL =


I
−G2 I
−G3 I
−G4 I
. . .
. . .


. (35)
By using the R-measure {Rk : k ≥ 1} and the G-measure {Gl : l ≥ 2}, we write
X
(k)
k = I,
X
(k)
k+l = RkRk+1 · · ·Rk+l−1, k ≥ 1, l ≥ 1,
Y
(k)
k = I,
Y
(k)
k−l = GkGk−1 · · ·Gk−l+1, k > l ≥ 1.
The following lemma provides the inverses of the three matrices I − RU , UD and
I −GL, while their proofs are easy by means of (I −RU ) (I −RU )
−1 = I, UDU
−1
D = I
and (I −GL) (I −GL)
−1 = I.
Lemma 2. The matrices I −RU , UD and I −GL are invertible, and
(I −RU )
−1 =


X
(1)
1 X
(1)
2 X
(1)
3 X
(1)
4 . . .
X
(2)
2 X
(2)
3 X
(2)
4 . . .
X
(3)
3 X
(3)
4 . . .
X
(4)
4 . . .
. . .


, (36)
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U−1D = diag
(
U−11 ,U
−1
2 ,U
−1
3 ,U
−1
4 , . . .
)
, (37)
(I −GL)
−1 =


Y
(1)
1
Y
(2)
1 Y
(2)
2
Y
(3)
1 Y
(3)
2 Y
(3)
3
Y
(4)
1 Y
(4)
2 Y
(4)
3 Y
(4)
4
...
...
...
...
. . .


. (38)
Note that the RG-factorization given by (32), we have
(−T )−1min = − (I −GL)
−1 U−1D (I −RU )
−1 .
Let
(−T )−1min = −


t
(1)
1 t
(1)
2 t
(1)
3 t
(1)
4 . . .
t
(2)
1 t
(2)
2 t
(2)
3 t
(2)
4 . . .
t
(3)
1 t
(3)
2 t
(3)
3 t
(3)
4 . . .
t
(4)
1 t
(4)
2 t
(4)
3 t
(4)
4 . . .
...
...
...
...
. . .


,
Then, it follows from Lemma 2 that
t(m)n =


n∑
i=1
Y
(m)
i U
−1
i X
(i)
n , n < m,
n∑
i=1
Y
(m)
i U
−1
i X
(i)
n , n = m,
m∑
i=1
Y
(m)
i U
−1
i X
(i)
n , n > m.
Thus, it follows from (27) that
E [W ] = −→α (−T )−1min e = −
−→α (I −GL)
−1U−1D (I −RU )
−1 e
= −
∞∑
i=1
∞∑
j=1
πit
(i)
j e. (39)
By summarizing the above analysis, we give the following theorem for the sojourn time
of each arriving A-customer in the double-ended queue.
Theorem 6. If the double-ended queue is stable, then the probability distribution of the
sojourn time W of each arriving A-customer is given by
FW (t) =
∑
k≤−1
πkeδ0 (t)+1−
−→α exp (T t) e,
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and the mean of the sojourn time W of each arriving A-customer is given by
E [W ] = −
∞∑
i=1
∞∑
j=1
πit
(i)
j e.
6 Numerical Examples
In this section, by applying the RG-factorizations, we use some numerical examples to
verify the correctness of our theoretical results, and analyze how performance measures
of the double-ended queue are influenced by key system parameters. At the same time,
we also apply the coupling method to provide some interesting interpretations on the
numerical analysis.
In the numerical implementations, we shall discuss two groups of interesting issues:
(1) The stationary performance measures, and (2) the sojourn time.
6.1 The stationary performance measures
In this subsection, our numerical implementations are to analyze the stationary probabil-
ities P
{
Q(1) = 0
}
, P
{
Q(2) = 0
}
and P {Q = 0}, and to discuss the average stationary
queue lengths E
[
Q(1)
]
, E
[
Q(2)
]
and E [Q]. To compute the stationary performance mea-
sures, the key is to first calculate the R-measure {Rk : k ≥ 1} for the A-customers, and
the R-measure {Rk : k ≤ −1} for the B-customers.
Note that the bilateral level-dependent QBD process Q can be decomposed into two
unilateral level-dependent QBD processes QA and QB , as explained in Section 3. There-
fore, we can use the approximately truncated method, proposed by Bright and Taylor
(1995, 1997) for infinite series, to determine a key truncation level K. In general, the
truncation level K needs to be large enough such that the stationary probability of being
at a state in or above level K is approximately zero.
For the QBD process QA, it follows from Bright and Taylor (1995, 1997) that
Rk =
∞∑
l=0
U lk
l−1∏
i=0
Dl−1−i
k+2l−i
, k ≥ 1, (40)
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where
U0k = A
(k)
0
(
−A
(k+1)
1
)−1
, k ≥ 1,
D0k = A
(k)
2
(
−A
(k−1)
1
)−1
, k ≥ 1,
U l+1k = U
l
kU
l
k+2l
[
I − U l
k+2l+1D
l
k+3·2l −D
l
k+2l+1U
l
k+2l
]−1
, l ≥ 0,
Dl+1k = D
l
kD
l
k−2l
[
I − U lk−2l+1D
l
k−2l −D
l
k−2l+1U
l
k−3·2l
]−1
, l ≥ 0.
In addition, the R-measure {Rk : k ≥ 1} can be recursively computed by
Rk = A
(k)
0
(
−A
(k+1)
1 −Rk+1A
(k+2)
2
)−1
. (41)
Similarly, for the QBD process QB, we have
Rk =
∞∑
l=0
Ulk
l−1∏
i=0
Dl−1−i
k−2l−i
, k ≤ −1, (42)
where
U0k = B
(k)
0
(
−B
(k−1)
1
)−1
, k ≤ −1,
D0k = B
(k)
2
(
−B
(k+1)
1
)−1
, k ≤ −1,
Ul+1k = U
l
kU
l
k−2l
[
I − Ul
k−2l+1D
l
k−3·2l − D
l
k−2l+1U
l
k−2l
]−1
, l ≥ 0,
Dl+1k = D
l
kD
l
k+2l
[
I − Ul
k+2l+1D
l
k+2l − D
l
k+2l+1U
l
k+3·2l
]−1
, l ≥ 0.
Also, the R-measure {Rk : k ≤ −1} can be recursively computed by
Rk = B
(k)
0
(
−B
(k−1)
1 − Rk−1B
(k−2)
2
)−1
. (43)
Now, our basic task is to determine a suitable truncation level K. To this end, we take
a controllable accuracy ε = 10−20, and choose a sequence {ζk : k ≥ 1} of positive integers
with 2 ≤ ζ0 < ζ1 < ζ2 < · · · , for example, ζk = 10 (k + 1) for k ≥ 0.
To determine the truncation level K, we first design Algorithm 1 to give an iterative
approximation by means of (40), (41), (42) and (43). Then we design Algorithm 2 to
compute those stationary performance measures given in the end of Section 4.
Algorithm one: Determination of a suitable truncation level K∗
Step 0: Initialization
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Set the initial value of n as n=0.
Step 1: Determination of rate matrices RK and R−K
Let K = ζn. Compute the rate matrix RK by means of (40), and the rate matrix R−K
by means of (42).
Step 2: Determination of other rate matrices via iterative computation
(a) Based on the rate matrix RK determined in Step 1, iteratively compute the rate
matrices RK−1, RK−2, . . . , R2, R1 by means of (41).
(b) Based on the rate matrix R−K determined in Step 1 , iteratively compute the rate
matrices R−(K−1),R−(K−2), . . . ,R−2,R−1 by means of (43).
Step 3: Determination of the vectors π˜−1, π˜0 and π˜1
Based on the rate matrix R1 and R−1 determined in Step 2, determine the vectors
π˜−1, π˜0 and π˜1 through solving a system of linear equations

π˜−1R−1B
(−2)
2 + π˜−1B
(−1)
1 + π˜0B
(0)
0 = 0,
π˜−1B
(−1)
2 + π˜0
(
B
(0)
1 +A
(0)
1
)
+ π˜1A
(1)
2 = 0,
π˜0A
(0)
0 + π˜1A
(1)
1 + π˜1R1A
(2)
2 = 0,
π˜0e+ π˜1e+ π˜−1e = 1.
Step 4: Determination of a normal constant
Using the vectors π˜−1, π˜0 and π˜1, theR-measure {Rl : 1 ≤ l ≤ K} and {Rl : −K ≤ l ≤ −1},
we calculate
c =
1∑
−K−1≤k≤−2 π˜−1R−1R−2 · · ·Rk+1e+ π˜−1e+ π˜0e+ π˜1e+
∑K+1
k=2 π˜1R1R2 · · ·Rk−1e
.
Step 5: Checking convergence
If there exists a positive integer K = ζn such that
π−K−1 + πK+1 < ε,
(called a stop condition), where π−K−1 = cπ˜−1R−1R−2 · · ·R−K and πK+1 = cπ˜1R1R2 · · ·RK ,
then K∗ = ζn, and go to Step 6. Otherwise, let n=n+1, and go to Step 1.
Step 6: Output
The algorithm stops, and the suitable truncation level is obtained as its output, i.e.,
K∗ = ζn.
Algorithm two: Computing the stationary performance measures
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Step 0: Initialization
Using Algorithm one, determine a suitable truncation level K∗, the R-measure
{Rl : 1 ≤ l ≤ K
∗} and {Rl : −K
∗ ≤ l ≤ −1}, the vectors π˜−1, π˜0 and π˜1, and the nor-
mal constant c.
Step 1: Computing the stationary probability vector
For 2 ≤ k ≤ K∗ + 1, we compute
π−k = cπ˜−1R−1R−2 · · ·R−k+1
and
πk = cπ˜1R1R2 · · ·Rk−1.
At the same time, we have
π−1 = cπ˜−1, π0 = cπ˜0, π1 = cπ˜1.
Step 2: Computing the stationary probabilities
Using the given stationary probability vector {πl : −K
∗ − 1 ≤ l ≤ K∗ + 1}, we obtain
P
{
Q(1) = 0
}
=
0∑
l=−K∗−1
πle,
P
{
Q(2) = 0
}
=
K∗+1∑
l=0
πle
and
P {Q = 0} = π0e.
Step 3: Computing the average stationary queue lengths
Using the given stationary probability vector {πl : −K
∗ − 1 ≤ l ≤ K∗ + 1}, we obtain
E
[
Q(1)
]
=
K∗+1∑
l=1
lπle,
E
[
Q(2)
]
=
−1∑
l=−K∗−1
(−l)πle,
E [Q] =
K∗+1∑
l=1
lπle ·
K∗+1∑
l=1
πle+
−1∑
l=−K∗−1
(−l)πle ·
−1∑
l=−K∗−1
πle.
Step 4: Output
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(a) The stationary probabilities: P
{
Q(1) = 0
}
, P
{
Q(2) = 0
}
and P {Q = 0}.
(b) The average stationary queue lengths: E
[
Q(1)
]
, E
[
Q(2)
]
and E [Q].
In the remainder of this section, by using Algorithms one and two, we use some
numerical examples to analyze how the stationary performance measures are influenced by
the two key system parameters θ1 and θ2, i.e., the impatient rates of A- and B-customers,
respectively. In addition, we apply the coupling method to further explain the numerical
results.
For the two types of customers, we respectively take their MAPs with irreducible
matrix representations as follows:
C1 =

 −10 0
1 −1

 , D1 =

 9 1
0 0

 ;
C2 =

 −5 1
2 −7

 , D2 =

 0 4
2 3

 .
It is easy to compute that α1 = (1/2, 1/2) and α2 = (4/9, 5/9), hence, their stationary
arrival rates λ1 = α1D1e = 5 and λ2 = α2D2e = 4
5
9 .
We first analyze the probabilities of stationary queue lengths for A-customers, B-
customers and the total system, respectively.
From Figure 4, it is observed that the stationary probability P
{
Q(1) = 0
}
increases
as θ1 increases, while it decreases as θ2 increases.
From Figure 5, it is seen that the stationary probability P
{
Q(2) = 0
}
decreases as θ1
increases, while it increases as θ2 increases.
A coupling analysis: The two numerical results can be intuitively understood by
means of the coupling method. As θ1 increases, more and more A-customers are quickly
leaving the system due to their impatient behaviors, thus P
{
Q(1) = 0
}
increases. On the
other hand, as θ2 increases, more and more B-customers are quickly leaving the system so
that the chance that an A-customer can match a B-customer will become smaller, hence
this leads to the decrease of P
{
Q(1) = 0
}
.
From Figure 6, we observed an interesting phenomenon: The stationary probability
that there is no either A-customer or B-customer, P {Q = 0}, increases as θ1 or θ2 increase.
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Figure 4: P
{
Q(1) = 0
}
vs θ1 and θ2
In what follows we discuss the average stationary queue lengths for A-customers, B-
customers and the total system, respectively. Figure 7 shows that the average stationary
queue length E
[
Q(1)
]
decreases as θ1 increases, while it increases as θ2 increases. From
Figure 8, we observe that the average stationary queue length E
[
Q(2)
]
increases as θ1
increases, while it decreases as θ2 increases.
A coupling analysis: The two numerical results are intuitive. As θ1 increases, more
and more A-customers are quickly leaving the system so that E
[
Q(1)
]
decreases. On the
other hand, as θ2 increases, more and more B-customers are quickly leaving the system so
that the chance that an A-customer can match a B-customer will become smaller. Thus,
E
[
Q(1)
]
increases as θ2 increases.
From Figure 9, it is seen that the average stationary queue length E [Q] decreases as
θ1 increases. But, E [Q] is diversiform as θ2 increases.
6.2 The sojourn time
In this subsection, we develop an algorithm to compute the average sojourn time E [W ],
and use some numerical examples to indicate how E [W ] depends on the two impatient
rates θ1 and θ2. Note that our analysis focuses on the A-customers, thus we need to use
the QBD process QA.
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Algorithm three: Computing the average sojourn time
Step 0: Initialization
Give an initial truncation level K = K∗, which is larger enough and is given in Algo-
rithm one.
Step 1: Compute the initial rate matrix
Using K, compute the rate matrix RK as follows:
RK =
∞∑
l=0
UlK
l−1∏
i=0
Dl−1−i
K+2l−i
,
where
U0K = A
(K)
0
(
−A
(K+1)
1
)−1
,
D0K = A
(K)
2
(
−A
(K−1)
1
)−1
,
Ul+1K = U
l
KU
l
K+2l
[
I −UlK+2l+1D
l
K+3·2l −D
l
K+2l+1U
l
K+2l
]−1
, l ≥ 0,
Dl+1K = D
l
KD
l
K−2l
[
I −Ul
K−2l+1D
l
K−2l −D
l
K−2l+1U
l
K−3·2l
]−1
, l ≥ 0.
Step 2: Compute the R-, U - and G-measures
(a) Using the given rate matrix RK , we compute
UK = A
(K)
1 +RKA
(K+1)
2 ,
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Figure 6: P {Q = 0} vs θ1 and θ2
and iteratively compute the U -measure
Ul = A
(l)
1 +A
(l)
0
(
−U−1l+1
)
A
(l+1)
2 , 1 ≤ l ≤ K − 1.
(b) Using the given U -measure {Ul : 1 ≤ l ≤ K, }, compute the R-measure
Rl = A
(l)
0
(
−U−1l+1
)
, 1 ≤ l ≤ K − 1.
(c) Using the given U -measure {Ul : 1 ≤ l ≤ K, }, compute the G-measure
Gl =
(
−U−1l
)
A
(l)
2 , 2 ≤ l ≤ K.
Step 3: Compute three matrices
I −RU (K) =


I −R1
I −R2
. . .
. . .
I −RK−1
I


,
UD (K) = diag (U1,U2, . . . ,UK) ,
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I −GL (K) =


I
−G2 I
−G3 I
. . .
. . .
−GK I


.
Step 4: Compute the average sojourn time
E [W ] = −−→α (K) [I −GL (K)]
−1 [UD (K)]
−1 [I −RU (K)]
−1 e,
where
−→α (K) = (π1, π2, . . . , πK−1, πK) .
Note that πK+1e < ε, since πK+1e < πK+1e + π−(K+1)e and πK+1e + π−(K+1)e < ε, as
guaranteed by Algorithm one.
Step 5: Output
Obtain the average sojourn time E [W ].
By using Algorithm three, we use some numerical examples to indicate how E [W ]
depends on the two impatient rates θ1 and θ2. Figure 10 indicates that, when θ2 =
0.1, 1, 10, E [W ] decreases as θ1 increases for θ1ǫ [0.01, 0.55]. Figure 11 shows that, when
θ1 = 0.05, 0.1, 1, E [W ] increases as θ2 increases for θ2ǫ [1, 5].
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7 Concluding Remarks
In this paper, we describe a double-ended queue with two MAP inputs and customers’ im-
patient behaviors, and show that such a queue can be expressed as a new bilateral QBD
process. Based on this finding, we provide a detailed analysis for the block-structured
double-ended queue, including the system stability, the stationary probability vector, the
sojourn time, and so forth. At the same time, we develop three effective algorithms
for numerically computing performance measures of the double-ended queue, such as the
probabilities of stationary queue lengths, the average stationary queue lengths, and the
average sojourn time. Finally, we use some numerical examples to verify the correctness
of our theoretical results, and indicate how the performance measures of this queue are
influenced by key system parameters. We believe that the methodology and results pro-
posed in this paper can be applicable to deal with more general matching queues that can
be considered as some new bilateral block-structured Markov processes.
Along these lines, we will continue our future research on the following directions:
– Consider more general double-ended queues, for example, a double-ended queue with
two BMAP inputs, a double-ended queue with a BMAP input and a renewal-process input,
and a double-ended queue with matching ratio m : n.
– Develop more bilateral block-structured Markov processes, for example, bilateral
Markov processes of GI/M/1 type, bilateral Markov processes of M/G/1 type, and so on.
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Figure 9: E [Q] vs θ1 and θ2
– Develop effective algorithms for analyzing bilateral block-structured Markov pro-
cesses and provide numerical analysis for more general matching systems in practice.
– Develop stochastic optimization and control, Markov decision processes and stochas-
tic game theory in the study of double-ended queues. In this case, developing effective
algorithms for dealing with the optimal and control issues in the matching queues.
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