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In wireless multimedia surveillance networks (WMSNs), the 
sensors generate continuous data streams which are saved on 
cloud servers for processing and future use. Large-scale security 
and monitoring decisions are based on the video data fed back to 
the cloud by the visual sensors. Internet of Things (IoT) 
networks are deployed in certain resource constrained scenarios 
where edge computing is not available for data analytics and 
security considering the IoT devices have also limited resources 
such as memory, power and processing capabilities. In this 
paper, the problems of limited resources and data security are 
addressed by the proposal of a secure model for video 
surveillance systems working in resource constrained IoT 
assisted scenarios. The suggested approach comprises of the 
following four main stages: i) save only those video frames in 
which any activity is detected, ii) encrypt the saved frames for 
secure transmission, iii) synchronize the encrypted frames 
between cloud and sensor node and iv) remove the transmitted 
frames from sensor and decrypt the stored data on cloud. The 
performance of the encryption process for resource constrained 
devices is analyzed on different types of sensor nodes during 
experimentation. The results prove that the proposed method 
automates and speeds up the process of live video data 
extraction and occupies less space on cloud when compared to 
the conventional approach for saving surveillance videos. 
Furthermore, adding encryption to video frames ensures 
integrity of video data during their journey from sensor to the 
cloud. 
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1. INTRODUCTION
The development of embedded devices with 
computing capabilities has resulted in the emergence of the 
internet of things (IoT), where smart sensors gather data from 
their surroundings and communicate it over the internet for 
processing, storage and large-scale decision making [1]. These 
ubiquitous intelligent IoT devices provide services in different 
fields of life ranging from healthcare, industry, transport, 
military and academia to the everyday home chores [2]. 
Wireless multimedia surveillance networks (WMSNs) can be 
visualized as subnets of IoT-assisted networks, comprising of 
visual sensors that monitor and record activities in their 
surroundings continuously, thereby generating extensive amount 
of visual data [3]. In a recently conducted survey it is estimated 
that there will be around 45 billion cameras by 2022 collecting 
the information from their surroundings [4]. The British Security 
Industry Authority (BSIA) published a thorough report in 2015 
that approximated the number of closed-circuit television 
cameras in the United Kingdom (UK) to be around 5.9 million, 
out of which 750,000 cameras are in sensitive areas like 
hospitals, schools and places of worship [5]. The BSIA report 
also estimated that there is one camera for every 14 people in 
UK. The rapidly increasing trend of security cameras can lead to 
serious problems including privacy breach and storage 
difficulties for preserving the large amount of video data 
generated by the smart devices. The IoT sensor nodes are 
designed to work in remote conditions, therefore they are 
equipped with limited resources such as memory, power and 
processing capabilities. 
The recording of continuous video streams utilizes 
extra processing resources and then sending this large amount of 
data over the network occupies additional bandwidth which can 
lead towards data congestion and resource scarcity. The research 
community has consensus on developing intelligent ways to 
reduce the excessive use of resources like storage space. For 
instance, storing large amount of redundant visual data on cloud 
would not be a rational approach. Several schemes are proposed 
to somehow improve the methods of storing humungous amount 
of video data generated by IoT devices. A CouchDB data server-
based storage infrastructure is proposed for heterogeneous 
multimedia data in IoT [6]. A data management system for 
massive IoT data is introduced using NoSQL for increased 
performance and availability [7]. There are several other 
solutions that suggest improvement in data storage systems for 
large volume of IoT data [8-10], but alongside enhancing the 
data storage systems, it is also important to reduce the amount of 
redundant data that is injected to the cloud for storage. Some 
important pre-requisites for ideal working of WMSN-based 
monitoring systems include efficient resource utilization and 
assurance of data security [11]. It is crucial to preserve the 
integrity of the data generated by the IoT sensors as the large-
scale decisions solely rely on them. 
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In this paper, the previously outlined shortcomings are 
addressed through a combined solution for video surveillance 
systems that would only record essential information from the 
video stream and ensure safe transmission of video data to the 
destination for storage. The proposed model design allows the 
visual sensor nodes to pipe the live stream video to the display 
system but save only those frames that contain any difference in 
information between two consecutive frames using OpenCV 
tool. The frames are saved with respective date and time stamp 
on them and secured using encryption for transmission. The 
results and analysis prove that the proposed model provides a 
secure solution with efficient resource utilization for 
surveillance cameras with limited resources, such as processing 
and memory capabilities. The suggested model is also scalable 
in nature hence the best fit for scenarios with more than one 
surveillance camera recording video streams. The rest of the 
paper comprises the following sections: Section II summarizes 
the related work, Section III presents the proposed model, 
Section IV illustrates experiments and results, and Section V 
concludes the paper and future work. 
2. RELATED WORK 
WSMN-based networks are often confronted with 
resource limitations due to inherent characteristics of IoT 
devices; simultaneously they also face security vulnerabilities 
when the video data is transmitted wirelessly on the public 
channels. For efficient resource allocation in cloud based live 
video streaming applications, a game winning strategy was 
introduced in [12] that uses Nim game approach to pair the users 
and cloud resources. The results show that the suggested 
approach is quite efficient in terms of resource allocations to 
users, but the authors did not consider any security measures to 
safeguard the live stream video hosted at the cloud server. 
During the transmission of video data from visual sensor to the 
cloud, it can be manipulated by man in the middle attacks and 
the data sent to cloud might not be in its genuine form.  
An efficient encryption method was introduced for 
video streaming which relies on low-cost FPGA devices to 
encrypt only half of the most significant video data bits [13]. 
The authors claimed that the proposed method reduces the 
resource utilization as only half of the most significant bits were 
encrypted. This encryption algorithm might perform faster and 
utilize less processing resources, but in terms of memory 
footprint, the cipher text generated for continuous video stream 
would be very large in size, which would not be viable to 
transmit and store. A study on securing video data streams using 
permutation-based encryption was conducted for improved 
efficiency and security [14]. The comparison of the proposed 
scheme was done with Hénon chaotic map system and phase 
modulation approach. The results indicated that the proposed 
method takes almost the same time during encryption as Hénon 
chaotic systems, and thereby not increasing the efficiency for 
live stream videos. A design of smart home security systems for 
intrusion detection was done using object recognition and PIR 
sensors [15]. The suggested model captures the image of the 
intruder and triggers the alarm when it receives the signal from 
the motion sensor. Even though it is a model for home-based 
security system, no safety method was applied to the picture of 
the intruder that is captured. The intruder might reach the 
camera and remove it somehow if he gains access inside the 
house. Othman et al. also introduced a similar approach, using 
computer vision-based security scheme for combined body 
detection of people [16]. The picture of the detected person is 
sent to the owner’s mobile phone but no encryption method is 
used to ensure that the picture received over the network is 
genuine or manipulated by man-in-the-middle attack [17]. 
Another method based on motion detection technique was 
introduced to identify the presence of people which uploads 
specific video frames instead of the whole video stream to the 
cloud [18].  
The suggested scheme utilizes lesser processing resources 
but needs improvement in the storage method for saving the 
video frames. There should be a mechanism to remove the 
detected frames from the sensor device after they have been 
successfully uploaded to the cloud. As an extension of this 
previous work, a robust and resource effective model for live 
video streaming application is proposed in this paper. The 
detailed architecture and working of proposed model are 
discussed in the following section. 
3. THE PROPOSED SECURITY MODEL 
FOR RESOURCE CONSTRAINED 
LIVE VIDEO STREAM 
The hierarchy of the proposed framework can be visualized 
from the network diagram shown in Figure 1. The camera sensor 
projects the live video stream to the display system for live 
monitoring and surveillance. The displayed video is analyzed for 
any change in the activities and only the video frames that detect 
the happening of any event are extracted from the video stream. 
The detected video frames undergo encryption process to ensure 
the security of video data. In the next phase, an automated 
synchronization tool is used to send the encrypted video frames 
to the cloud and remove them from the sensor node, this in turn 
frees up space for new video frames on the sensor node. Finally, 
the frames that recorded activities are decrypted and stored on 
cloud with respective date and time stamp for future use. The 
proposed framework is assumed to be working in resource 
constrained scenario in which the edge computing facility is not 




















The flow of steps for the process of detecting activity 
and securing data in resource constrained live stream videos is 
shown in Figure 2. Once the video stream is initialized, we use 
OpenCV to grab each frame from the live stream for processing. 
The frames are resized, converted to grayscale, and Gaussian 
smoothing [19] is applied to reduce the uneven distribution of 
pixel intensities due to noise, which might result in false activity 
detection. The weighted average of the frames Fav is calculated 
and if it is the start of the video and no previous frame is in the 
 
 
 Figure 1. Network diagram of the proposed framework. 
pipeline then the current frame Fc is initialized as Fav. In next 
stage, difference between the frames Fd is calculated to detect 
any activity occurrence in video frames using equation (1). 
 
                              Fd (av,c) = | Fav –Fc |                                 (1) 
 
Ideally, the difference between the frames should be 
zero if there is no change in pixels, but practically it is not 
possible due to variable pixel intensity values, and changes in 
light conditions. Therefore, thresholding is applied on frames to 
convert them into binary which would ease the process of edge 
detection in upcoming steps. A suitable value of threshold T is 
selected (T = 25 in this case) depending on the lighting 
conditions to reduce the false positives that might occur due to 
noise or lighting conditions. If Fd is greater than threshold value 
T, the particular pixel is set to white, and it is assumed to be 
foreground of the image. Whereas, if Fd is lesser than threshold 
than the pixel is discarded and set to black, which appears as 
background of the image. The contour detection method is 
applied on the thresholded frame for edge detection. The 
minimum area Amin is the minimum pixel area (Amin = 4000 in 
this case) which is set as criterion to detect any activity and 
ignore false detections. If the contour area Ac is greater than the 
minimum area Amin, consider it as a change in activity otherwise 
loop over contours unless the condition is satisfied.  
This method detects and saves frames from a 
continuous live stream video that contain the information about 
some happening that does not convey redundant information. 
The frames extracted from video stream contain important data 
that cannot be directly sent over the wireless link publicly, as it 
could be easily accessed by the attackers. Therefore, in the next 
step symmetric encryption is applied using a private key to 
secure the video frames from the exposure to the un-intended 
audience. The private key is derived from the password chosen 
by the sender, and the key is shared through any other safe 
channel instead of the same channel carrying video data. Public 
key encryption could have been used instead to share the key 
publicly but as we are assuming the availability of resources is 
limited, private key encryption serves quite efficiently in that 
case. The encryption of frames is performed using equation (2), 
where sym_enc shows the function for symmetric encryption, F 
is the frame to be encrypted and K is the secret key that is used 
by encryption algorithm to produce encrypted frame Fe . 
 
                              Fe = sym_enc (F, K)                               (2) 
   
In this study, Advanced Encryption Standard (AES) 
algorithm is used to encrypt the video frames with 256-bit key 
length and 128-bit block size in cipher block chaining (CBC) 
mode. The hashing function SHA-256 is used to generate hash 
digest for secure key derivation from the chosen password, in 
order to ensure the integrity of the secret key for decryption. 
OpenSSL version 1.1.1d is an open source linux library, used for 
the implementation of the symmetric encryption function using 
AES-256 and SHA-256. The encrypted frames are synchronized 
using Rsync Linux tool for synchronization of the sensor node 
and the cloud. Rsync uses the delta-transfer algorithm to send 
reduced amount of data and avoid any file duplication. The 
feature that makes Rsync suitable in the proposed model is that 
it automatically removes the frames once successfully 
transferred to the cloud server. This method frees up the 
memory space on the sensor node, making it available for new 
data to be stored in case of live stream videos. Finally, on the 
cloud server the encrypted frames are decrypted using equation 
(3), where sym_dec is the method for decryption cryptographic 
algorithm, Fe is the encrypted frame received from the sensor 
node, K is the secret key for decryption and F is the recovered 
original video frame. The recovered frames are saved with 
respective date and time stamp which can be later accessed if 
required. 
 









Figure 2. Flow of steps used during the process of 
securing resource constrained live stream videos. 
4. RESULTS & DISCUSSION 
The proposed algorithm is tested on real-time video 
stream generated by 8 megapixel Sony IMX219 Raspberry Pi 
official camera but for fair analysis a publicly available dataset 
by the computer vision research lab in École polytechnique 
fédérale de Lausanne (EPFL) is used for experimentation [20]. 
The dataset contains video clips of varying duration recorded by 
multi-cameras in a variety of situations, with variable number of 
pedestrians and different light conditions. The frame rate form 
videos used here is 25fps and is encoded using MPEG-4 codec 
and Indeo 5. Figure 3 (a) shows a frame detected from one of the 
video clips in the data sets. An activity is recorded as soon a 
person walked in the camera view due to change in the pixel 
values. The difference between the average of the previous 
frames and the current frame is represented in Figure 3 (b), but it 
is difficult to detect activity from this due to variation in the 
intensity values. The edges of the image containing frame 
difference have been sharpened by thresholding for contour 
detection as shown in Figure 3 (c). The original image is 
encrypted so that attackers cannot extract information, as shown 
in Figure 3 (d).  
 Experiments are performed to analyze the resource 
utilization in video streams without the use of any optimization 
technique to record, store and transmit video frames when 
compared with the proposed method. Table 1 shows the 
comparison in terms of number of frames detected and the 
memory footprint occupied by the saved frames when using the 
proposed model. The results clearly show that the number of 
frames detected by the proposed method for storage is much 
lesser in number of frames that are conventionally extracted by 
video streams without using activity detection method. As 
shown in Table 1, the proposed method outperforms the 
conventional method of storing frames, even in worst case 
scenarios. For instance, in the video clip ‘Campus Sequences 
Seq.1, cam.0’, there is little movement of pedestrians in the 
video while most part of the video clip shows the still view of 
the campus entrance. Thereby, the proposed model detects only 
699 useful frames containing activity information and skips 
1020 redundant frames which contribute to almost 59 percent 
reduction in memory footprint required by the conventional 
method. Whereas, the video sequence ‘Laboratory sequences, 
Cam 0’ comprises of video recorded in a laboratory where 
continuous activity is taking place, motion was detected in a 
total of 3914 frames out of 3693. In this case the percentage 
difference in number of frames detected between proposed and 
conventional method was about 5.6 percent, which is not a very 
significant difference, but still proposed method saves 4.3 
percent of the memory footprint required by the conventional 
approach. It can be deduced from these results that the proposed 



























takes place, for instance classrooms, hospital rooms and smart-
home surveillance, compared to the traffic on a highway or a 
busy marketplace where continuous events are happening.       
Keeping in view the heterogeneous and scalable 
nature of IoT network, experiments are conducted on devices 
with different characteristics, such as memory and processing 
capabilities. The comparative analysis of the time required by 
two different sensor nodes to encrypt increasing number of 
video frames is shown in Table 2. The sensor nodes used during 
experimentation are computing devices equipped with limited 
resources namely, Raspberry pi zero W and Raspberry pi 3B+. 
Raspberry pi 3B+ encrypts 1000 frames almost five times faster 
than raspberry pi zero W. This fact is very important to consider 
when processing video data streams. During experimentation 
Raspberry pi zero W lags processing of videos as it has only a 
single processing core whereas, Raspberry pi 3b+ performed 
better for the video processing task as it has four processing 
cores and uses pipelining simultaneously. But in terms of 
memory storage both Raspberry pi devices had limited memory 
space (maximum available 32 giga bytes). The proposed 
algorithm performs effectively to accommodate new incoming 
frames, as the Rsync tool removed the encrypted frames from 
the sensor node once they were successfully transferred to the 
cloud data storage. 
File Name Duration 
(seconds) 
 No. of frames          Memory footprint(megabytes) 
 Conventional Proposed Percentage 
difference (%) 
Conventional    Proposed Percentage   
difference (%) 
Campus (Seq.1,cam.0) 80 1719 699 59.34 118 48 59.32 
Passageway (Seq.1,cam.0) 100 2500 810 67.60 160 54 66.25 
Laboratory (Cam 0) 156 3914 3693 5.65 322 308 4.35 
Terrace (Seq.1,cam.0) 200 5010 4261 14.95 341 307 9.97 
Basketball (Seq.1,cam.2) 374 9368 6550 30.08 675 456 32.44 
Figure 3. Shows (a) activity detection in the frame, 
(b) difference between the average and current frames, 
(c) contour detection applied, and (d) encrypted bitmap 
of the frame 
Table 1. Video frames recorded and memory footprint occupied by video data using conventional approach and proposed model 
on different samples of video data 
 
 
Table 2. Time taken to encrypt video frames using 
Raspberry pi zero W and Raspberry pi 3B+ 
Frames 





   Percentage 
difference (%) 
1 0.191 0.069 63.87 
10 1.566 0.287 81.67 
100 16.781 2.575 84.74 
1000    171.997 30.224 82.43 
 
5. CONCLUSION 
The smooth working of WMSN IoT system is hindered due to 
common problems such as resource limitations and security 
weaknesses. This study addresses these issues by providing a 
joint solution for an efficient resource utilization framework that 
serves securely in constrained video surveillance scenarios.  
The results during the experimentation prove the proposed 
model to be useful in terms of scalability of the network, lower 
memory footprint, useful data extraction, lower processing 
needs, and secure data transmission. The results also showed 
that the proposed framework is best suited for video surveillance 
in an environment with fluctuations in activity levels, for 
example a classroom that has periods of peak activity followed 
by periods of little-to-no activity. In future work, hardware 
friendly encryption algorithms like Adiantum [21] will be 
considered to improve efficiency and reduce the memory 
footprint generated by encryption algorithms. 
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