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Resumo 
Com o aumento das taxas transmissão de dados em redes, novos tipos de ataques e suas 
quantidades têm aumentado. Sistemas de detecção de intrusão são ferramentas essenciais 
para a segurança de redes de computadores. Esses sistemas, quando implementados em 
redes com altas taxas de tráfego e ataques, processam muitas informações e podem gerar 
grandes volumes de evidências de tentativas de ataques através de alertas. Torna-se 
portanto necessário um sistema que produza, de forma resumida, evidências para análise 
por um humano. Esse trabalho descreve um sistema de correlacionamento distribuído de 
alertas, chamado Nariz. O Nariz baseia-se em duas fases de correlacionamento, com pré-
processamento local e pós-processamento distribuído. O correlacionamento distribuído 
de alertas é uma técnica nova de correlacionamento de alertas. O sistema Nariz visa 
correlacionar alertas de forma distribuída em uma rede de alta velocidade, através de 
sub-sistemas de correlacionamento que podem ser executados em computadores com custo 
menor do que em sistemas centralizados. O correlacionamento distribuído utiliza troca 
de mensagens entre seus correlacionadores, que estão espalhados pela rede. O alerta é 
encaminhado ao administrador da rede quando o sistema tem vários indícios sobre uma 
tentativa de ataque. Mostramos em resultados experimentais que com esse mecanismo o 




The ever increasing network transmission rates give rise to new forms of attack as well as to 
an increase in their frequency. Intrusion detection systems (IDS) are essencial to computer 
network security. When these systems operate in networks with high traffic densities, and 
therefore under frequent attacks, they must process a big amount of information and thus 
may produce large number of reports of intrusion attempts. It is important that an IDS 
generate reports in a volume that are suitable for analysis by a human being. 
A distributed alert correlation system, named Nariz (nose) is described. This system 
is composed by several instances of alert correlators, and these correlate intrusion alerts 
in two steps, first locally and then accross all Narizes. 
The distibuted correlation of alerts is a new technique that is well suited to high speed 
networks since it can be implemented on machines with lower computing power than it 
would be possible with centralized correlation. Lower power machines are normally also 
lower cost machines. 
The individual correlators exchange messages to correlate intrusion alerts and a mes-
sage is sent to a human manager whenever the distributed system collects enough infor-
mation regarding an intrusion attempt. In this way, we show through experimental results 
that the Nariz system can reduce the number of messages sent to the human overseers, 




0 avanço da tecnologia de redes de computadores proporciona maiores velocidades de 
conexão e aumento da interconectividade de redes. Essas duas tendências acarretaram 
também novos problemas para projetistas de redes de computadores, incluindo má con-
figuração de ambientes interconectados, erros de programação de aplicativos de redes, 
capacidade técnica limitada de administradores de redes e erro na especificação de proto-
colos de comunicação. Todos esses problemas resultam em constantes ameaças virtuais. 
Essas ameaças se manifestam através de vários tipos de ataques a redes de computadores, 
tais como vírus de computadores, aproveitamento de falhas de protocolos/aplicativos e 
sobrecarga em sistemas computacionais, sendo que estes correspondem a uma parcela 
pequena dos ataques que atualmente ocorrem na Internet [1]. 
Para reagir a essas ameaças foram desenvolvidos duas abordagens, uma abordagem 
proativa e uma abordagem reativa [38]. A abordagem proativa é aplicado através de 
políticas de segurança para tentar minimizar as ameaças às redes de computadores [30]. 
A abordagem reativa é aplicado depois que a política de segurança é violada, sendo 
conhecido como resposta a incidente. Tanto a política de segurança, como a resposta 
a incidente, são abordagens que devem ser integrados para haver trocas de informações 




Este capítulo está organizado da seguinte forma. Primeiro é apresentada uma breve 
introdução de sistemas de detecção de intrusão e a arquitetura empregada para detecção 
de intrusão em redes de alta velocidade. Em seguida, discute-se o correlacionamento de 
alertas providos de sistemas de detecção, e também o problema da quantidade de alertas 
em redes de alta velocidade e como este pode ser resolvido. Então, é apresentado um 
sistema de correlacionamento de alertas para detecção de intrusão distribuída em uma 
rede de alta velocidade. 
1.1 Sistemas de Detecção de Intrusão 
Sistemas de Detecção de Intrusão vêm sendo muito utilizados em grandes organizações 
como uma das abordagem proativas de segurança de redes. Esses sistemas são essenciais 
em políticas de segurança, e colaboram para a resposta a incidentes através de alertas 
emitidos pela detecção das tentativas de ataques. Os alertas possuem informações so-
bre a tentativa de ataque e são emitidos por Sistemas de Detecção de Intrusão quando 
estes suspeitam de alguma tentativa de ataque. Essas suspeitas são geradas a partir de 
informações obtidas de ações dos atacantes [15]. 
Existem dois tipos principais de Sistemas de Detecção de Intrusão [14]: sistemas que 
detectam tentativas de ataques através de ações suspeitas em uma rede. e sistemas que 
detectam tentativas de ataques através de ações em um máquina (host). Existem variações 
nesses tipos de sistemas de detecção de intrusão, bem como combinações desses dois 
tipos de sistemas. Nos sistemas de detecção podem ser usadas três técnicas capazes de 
identificar ações que revelam ser tentativas de ataques, que são a (1) técnica de detecção 
de intrusão baseada em ações conhecidas de ataques, (2) detecção de intrusão através de 
heurísticas e cálculo de probabilidade, e (3) detecção de intrusão híbrida, baseada nas 
duas técnicas anteriores. 
Redes de alta velocidade estão se tornando cada vez mais comuns. Sistemas de 
detecção de intrusão detectam atividades hostis através de evidências ou suspeitas de 
ataques. Em uma rede de alta velocidade os Sistemas de Detecção de Intrusão podem 
se tornar ineficazes por causa do elevado tráfego que os sistemas de detecção têm que 
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processar nessa rede. A alternativa que pode ser adotada para contornar esse problema 
é distribuir o tráfego para sistemas de detecção de intrusão distribuídos pela rede. Em 
cada um dos sub-sistemas é analisada uma parcela do tráfego da rede. podendo ocorrer 
que mais de um sub-sistema de detecção descubra a mesma tentativa de ataque. Essa 
abordagem de detecção de intrusão distribuída pode detectar uma grande quantidade de 
tentativas de ataque, gerando assim maior quantidade de alertas sobre essas tentativas. E 
possível melhorar a qualidade dos alertas através de processamento mais sofisticado dos 
alertas recebidos. 
1.2 Correlacionamento de Alertas 
Quanto mais rápida a conexão de rede, possivelmente mais tentativas cie ataques em 
sistemas de detecção distribuídos são evidenciadas, e portanto mais alertas são gerados. 
Quando os alertas são gerados por sistemas de detecção, o administrador deve ser capaz 
de analisar os alertas e extrair deles os comportamentos que ameaçam a segurança da 
rede. 
Quando há uma grande quantidade de alertas, é necessário que um sistema os relacione 
mais rapidamente do que é possível com a análise manual dos alertas. Estes sistemas se 
baseiam no correlacionamento de alertas provindos de sistemas de detecção de intrusão, 
com o intuito de minimizar a quantidade de alertas que devem ser analisados. Em uma 
rede de alta velocidade o processamento dos alertas pode ser mais custoso devido à quan-
tidade de alertas que os sistemas de detecção podem emitir por causa do elevado tráfego. 
1.3 Sistema de Correlacionamento Distribuído de Alertas 
Para detectar as ameaças às redes, o sistema de detecção de intrusão utilizado neste 
trabalho é o Snort [59, 50]. Para relacionar os alertas é utilizado um sistema de cor-
relacionamento de alertas distribuído, chamado Nariz, baseado em uma arquitetura de 
detecção de intrusão distribuída. 
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O Nariz utiliza alertas estruturados de suspeitas de ataques para relacioná-las na busca 
de suspeitas mais concretas. Esse relacionamento é executado por dois módulos: um que 
relaciona os alertas localmente e outro que distribui tais alertas, para um relacionamento 
posterior. A concretização do correlacionamento de alertas consiste da avaliação de regras, 
onde cada regra é avaliada para auxiliar o julgamento de uma suspeita, diminuindo desta 
forma o número de alertas e o número de alertas de suspeitas infundadas. 
1.4 Organização do Trabalho 
O restante deste trabalho está organizado da seguinte maneira. O capítulo 2 apresenta 
conceitos mais detalhados de sistemas de detecção de intrusão, como seu histórico, tipos de 
sistemas de detecção e como se detectam as tentativas de ataques. O capítulo 3 descreve 
a implementação de um sistema de detecção de intrusão com desempenho otimizado. 
Também são apresentados resultados de experimentos realizados com sistemas de detecção 
em redes de alta velocidade. O capítulo 4 apresenta o sistema desenvolvido nesse trabalho 
de correlacionamento distribuído de alertas. As conclusões seguem no capítulo 5. No 
Apêndice A está descrito o algoritmo utilizado para correlacionamento distribuído de 
alertas, e o Apêndice B contém os resultados detalhados dos experimentos descritos no 
capítulo 4. 
Capítulo 2 
Sistemas de Detecção de Intrusão 
Com o aumento da popularidade da Internet, tem aumentado a incidência de ataques 
explorando vulnerabilidades em sistemas computacionais conectados [71], e todo sistema 
computacional conectado a uma rede é um alvo em potencial para atacantes [38]. As 
possibilidades de ataques são: (1) acesso não autorizado a informações ou serviços, (2) 
manipulação não autorizada dessas informações ou serviços, e (3) meios que tornem essas 
informações ou serviços indisponíveis a seus usuários. Como existem diversas formas de 
ataques, é imprescindível a utilização de um mecanismo de prevenção dessas ameaças. 
Contudo, o uso desses mecanismos não previne todos os ataques. Existem diversos 
mecanismos para maximizar a prevenção e a detecção de ataques, que são discutidos 
em [8, 46, 49] e os mais listados a seguir: 
Firewall: um firewall é uma ferramenta que aplica políticas/regras de segurança ao 
tráfego entre uma rede confiável e uma rede não confiável [51]. Essas regras contro-
lam o tráfego que passa entre essas duas redes, negando-o ou aceitando-o, conforme 
as regras adotadas [24]. 
Análise de logs: logs são arquivos que mantém registro de eventos que ocorrem em uma 
máquina (host). A análise de logs é executada através de ferramentas ou procedi-




Patch: um patch é um trecho de código que visa corrigir um aplicativo que possui alguma 
vulnerabilidade. Esse mecanismo pode ser eficiente em aplicativos ou em sistemas 
operacionais se houver a freqüente atualização do sistema por patches, mas essa 
atualização só é realizada e conhecida depois que a vulnerabilidade é descoberta. 
Cifragem de dados: Cifragem de dados é uma técnica que utiliza a criptografia para 
"embaralhar'' os dados de modo que intrusos não possam decifrá-los [31]. 
Lista de controle de acesso: uma lista de controle de acesso é um conjunto de regras 
que é usada para permitir ou negar certas atividades, acessos ou conexões em uma 
rede. Lista de controle de acesso pode ser implementado, por exemplo, em do firewall 
ou em um roteador, 
Os firewalls, em sua maioria, têm duas desvantagens: (1) usar regras estáticas, e (2) 
não possuírem descrição (informações) das tentativas de acesso não autorizados que foram 
bloqueadas [49]. Isso quer dizer que, caso seja negado algum acesso, o firewall não tem 
informações suficientes para julgar se foi ou não uma tentativa de ataque. Outro problema 
é que quando o acesso é autorizado, mas com intenções de ataque, o firewall não examina 
o resultado desse acesso. 
A análise de logs torna-se ineficaz quando há uma grande quantidade de registros nos 
arquivos de registro, pois o longo tempo de análise pode tornar o mecanismo inviável [49]. 
Além dessa ineficiência, a análise de logs pode prover somente o estado em que o sistema 
se encontra. 
Há constantes descobertas de vulnerabilidades em sistemas computacionais. Torna-se 
com isso necessário um mecanismo de reconhecimento dessas vulnerabilidades e correção 
de forma automatizada através de patches. 
Apesar de o mecanismo de encriptação de dados prover uma maior segurança dos dados 
e dos recursos computacionais, esse mecanismo pode falhar diante de três situações: (1) 
ataques em que não há interesse no acesso aos dados, e sim na indisponibilidade dos dados; 
(2) ataques para a quebra de senhas criptografadas; (3) ataques aos dados quando forem 
descriptografados, ou antes de serem criptografados. As listas de controle de acesso têm 
•7 
os mesmos problemas que as regras estáticas apresentam nos firewalls. 
Enfim, não há mecanismo que forneça total segurança a um sistema computacional. 
Existe então a necessidade de desenvolver meios que detectem, analisem e reajam de 
forma adequada, ao maior número de tentativas de ataques. Esses meios de prevenção de 
ataques são chamados de Sistemas de Detecção de Intrusão (SDIs, ou Intrusion Detection 
Systems) [65]. 
SDIs são ferramentas automatizadas para detecção de intrusão que podem ser imple-
mentados em software ou hardware [54], Sua finalidade é detectar atividades incomuns, 
impróprias ou anômalas, e conseqüentemente, detectar ataques. Um SDI procura iden-
tificar evidências de ataques e essas evidências podem caracterizar um ataque, ou um 
conjunto de ataques. Se não houverem informações suficientes, ou se as informações 
não forem confiáveis, o SDI não consegue concluir se as evidências disponíveis indicam a 
ocorrência de um ataque [46], 
Um SDI pode analisar o tráfego de entrada e de saída de uma rede, ou dados locais de 
uma máquina na qual é executado, à procura de tentativas de ataques que têm diversas 
naturezas. 
Os Sistemas de Detecção de Intrusão permitem que organizações se previnam contra 
as ameaças que o aumento da conectividade entre redes provê e também proporcionam 
um aumento na confiança nas informações trocadas via rede. Em várias organizações 
os sistemas de detecção de intrusão estão tornando-se mecanismos essenciais em suas 
infra-estruturas de segurança. 
Há diversas razões para utilizar Sistema de Detecção de Intrusão para aumentar a 
segurança, incluindo: (1) aumentar a capacidade de percepção de riscos de ataques e a 
descoberta de ataques, (2) detectar erros que administradores e usuários do sistema podem 
cometer, e (3) a identificação de vulnerabilidade de aplicativos e do sistema operacional. 
Um SDI efetua o registro de todas as tentativas de ataques, e com isso pode ser implemen-
tada uma correlação entre a freqüência e os tipos de tentativas de ataques. Essa correlação 
pode ser útil para prevenir novos ataques ao sistema que o SDI protege. Um SDI tem três 
funcionalidades principais, e a primeira delas é o monitoramento de informações. O SDI 
•8 
pode monitorar diferentes origens de informações à procura de evidências de ataques em 
aplicações, máquina, ou uma rede de computadores. A segunda funcionalidade é efetuar a 
análise para detectar os eventos "suspeitos" nas fontes de informação. Essa análise pode 
ser através de regras ou detecção de anomalias. A terceira funcionalidade é a resposta ao 
incidente: quando os eventos evidenciam um ataque, então um conjunto de ações pode 
ser executado [14]. 
Nesse capítulo é apresentado um breve histórico dos S Dis. O processo de identificação 
de ataques é descrito, bem como uma classificação dos SDIs quanto aos meios utilizados 
para a detecção de ataques. 
2.1 Breve Histórico de Sistemas de Detecção de Intrusão 
O método mais popular e antigo de detecção de ataques é através de auditoria em arquivos 
de log de máquinas. A auditoria de logs foi o marco inicial para os Sistemas de Detecção 
de Intrusão atuais. O National Computer Security Center, no livro A Guide to Under-
standing Audit in Trusted Systems1, define auditoria como "uma análise independente e 
exame de logs e atividades do sistema" [21]. No final da década de 70, administradores 
de redes faziam auditoria em logs de forma manual, o que consumia muito tempo além do 
elevado custo para armazenamento [46]. Em 1980, Anderson publicou um artigo que deu 
origem aos sistemas de detecção, intitulado Computer Security Threat Monitoring and 
Surveillance [11]. Neste artigo James Anderson introduz noções de auditoria de logs para 
detectar comportamento anômalo e noções sobre eventos específicos de usuários (com-
portamento) [16]. Entre 1984 e 1986, Dorothy Denning e Peter Neumann pesquisaram 
e desenvolveram o primeiro modelo de SDI de tempo-real. Em 1987, Denning publicou 
um artigo explicando a correlação entre detecção de anomalias e usos maliciosos dos sis-
temas. Seu protótipo de sistema de detecção é chamado de Intrusion Detection Expert 
System (IDES) [21, 16]. Em 1988, o projeto Haystack do Laboratório Lawrence Live-
more da Universidade da Califórnia em Davis (UC Davis), desenvolveu outra versão de 
'Da série de livros Rainbow do Departamento de Defesa Norte-Americano que descrevem e especificam 
vários aspectos de segurança computacional para o Governo Norte-Americano. 
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sistema de detecção para a Força Aérea Americana baseado em comparações de padrões 
pré-definidos. No final dos anos 80, os desenvolvedores do projeto Haystack criaram a 
empresa Haystack Labs e lançaram um SDI chamado Stalker [64], com novas tecnologias 
de análise de padrões para máquinas. No começo de 1990 a UC Davis introduziu a idéia de 
detecção de intrusão para redes, e Heberlein, da mesma universidade, foi o principal au-
tor e desenvolvedor do Network Security Monitor (NSM), o primeiro SDI para redes [42], 
Nos anos 90 a Science Applications International Corporation (SAIC) desenvolveu um 
SDI para máquina chamado de Computer Misuse Detection System (CMDS) [4]. Nessa 
mesma época o Cryptologie Support Center da Força Aérea Americana desenvolveu o 
Automated Security Measurement System (ASIM), um SDI para monitorar o tráfego da 
rede da Força Aérea Americana [28]. Posteriormente em 1994, desenvolvedores do ASIM 
formaram a empresa Wheel Group e lançaram, o NetRanger, um SDI para redes. 
Desde então os SDIs começaram a ganhar popularidade, e em 1997 a Internet Security 
System (ISS) desenvolveu um SDI chamado de RealSecure [58]. No ano seguinte, a Cisco 
Systems comprou a Wheel Group para também entrar no mercado de SDIs. Desenvolve-
dores do CMDS e a Haystack Labs formaram a empresa chamada Centrax Corporation 
com uma versão de seu SDI. Desde então, várias empresas entraram no mercado de SDI 
e de segurança computacional [16]. 
2.2 Técnicas de Detecção de Intrusão 
Os Sistemas de Detecção de Intrusão podem ser classificados em dois tipos, Sistemas de 
Detecção de Intrusão Baseados em Regras, e Sistemas de Detecção de Intrusão Baseados 
em Detecção de Anomalias. Ambos têm vantagens e desvantagens, e estas são discutidas 
no que segue. 
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2.2.1 Sistemas de Detecção de Intrusão Baseado em Regras 
Nos Sistemas de Detecção de Intrusão Baseados em Regras, os dados, que podem ser 
o tráfego de uma rede ou arquivo de registro (logs) de uma máquina, são analisados 
á procura de padrões já conhecidos de um Banco de Regras (BR). O BR contém um 
conjunto de regras que definem padrões de ataques conhecidos, e esses padrões são forma-
dos por assinaturas de ataques, cada assinatura contendo uma descrição de um tipo de 
ataque. O sistema compara as assinaturas de ataques com os dados que estão em análise 
no momento. Essa comparação é executada através de cadeia de caracteres dos dados 
analisados com uma assinatura do BR. Se essa comparação for bem sucedida, então uma 
tentativa de ataque foi detectada, e um alerta é disparado ou uma ação é gerada em re-
sposta ao incidente. Se essa comparação não for bem sucedida, então os dados analisados 
são comparados com a assinatura seguinte do BR, até que todas as assinaturas sejam 
comparadas aos dados analisados. Se nenhuma comparação for bem sucedida, então os 
dados analisados são processados pelo destino, sob a premissa de que estão "livres" de 
ataques. Essa técnica é similar à técnica utilizada em programas anti-vírus. 
Sistemas de Detecção de Intrusão Baseados em Regras possuem algumas desvantagens. 
Quando há uma tentativa de ataque cujo padrão não é conhecido pelo BR, o ataque não 
é detectado. Portanto, para que o SDI seja efetivo, há a necessidade de uma constante 
atualização de regras para o BR. Se o BR for sempre atualizado existirão muitas regras 
a serem comparadas e com isso, o sistema perderá desempenho. Por outro lado, este 
sistema tem a vantagem de dificilmente indicar tentativas de ataques que não ocorreram. 
Pode-se utilizar um Sistema Especialista [13] como mecanismo de busca por ataques 
conhecidos. A busca é dividida em duas fases: a fase de comparação de padrões de regras 
e a fase de ação. A fase de comparação consiste de auditoria de eventos, e a fase de ação 
é a resposta da fase anterior, e determina qual a é a ação que deve ser tomada quando as 
regras assemelham-se ao evento. O Sistema Especialista deve ser formulado por alguém 
que tenha conhecimento e experiência em segurança de computadores. 
Um outro mecanismo é o Monitoramento de Teclas (Keystroke Monitoring) [65], que 
consiste em monitorar a atividade no teclado durante a sessão do usuário ou do atacante, 
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à procura de padrões de ataques conhecidos. A desvantagem deste mecanismo é que o 
usuário, ou atacante, pode criar atalhos para utilizar programas suspeitos com outros 
nomes. Só seria possível detectar esses atalhos se fossem analisadas a semântica dos co-
mandos e as chamadas do sistema, para então analisar os programas que serão executados 
pelos usuários [65]. 
2.2.2 Sistemas de Detecção de Intrusão Baseado em 
Detecção de Anomalia 
Sistemas de Detecção de Intrusão Baseados em Detecção de Anomalia detectam tentativas 
de intrusão através da observação de comportamento considerado anômalo. A distinção 
entre o "comportamento normal" e o "comportamento anômalo" requer conhecimento 
estatístico [35]. Um "comportamento normal" é expressado por perfis que representam 
o comportamento normal de usuários do sistema, de máquinas, ou de conexões de rede. 
Esses perfis são criados através de eventos coletados em um período considerado normal 
de utilização do sistema, e esse processo é chamado de treinamento, quando os perfis 
podem registrar o número de falhas no logon do sistema, a utilização de processamento e 
de memória, e uma lista de arquivos acessados [65]. Uma vez definidos os perfis normais, 
pode-se identificar violações destes [46]. 
Os perfis também podem ser definidos por um modelo que permite gerar variância 
de perfis já definidos. Tendo mais de um perfil, é possível fazer combinações de perfis e 
com isso o Sistema de Detecção de Intrusão Baseado em Detecção de Anomalias pode ser 
treinado gradualmente [65]. 
Uma outra maneira de definir perfis é através do modelo de previsão de eventos, que 
consiste em tentar prever eventos futuros com base em eventos ocorridos. Por exemplo, a 
regra de previsão de eventos: [ El -> E2 -> (E3 = 80%, E4 = 15%, E5 = 5%) ] define que 
caso já tenham ocorrido os eventos El e E2, e se E2 ocorreu depois do evento El. então 
há 80% de chance que o evento E3 ocorra após o evento E2 ter ocorrido, ou 15% de chance 
que o evento E4 ocorra, ou há 5% de chance que E5 ocorra depois do evento E2. Com essa 
abordagem, se acontecer algum evento que não está previsto, este será considerado como 
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uma tentativa de ataque [65]. Esse modelo permite uma fácil detecção de atividades ou 
eventos anômalos, e pode-se associá-lo á técnicas de Inteligência Artificial, como Redes 
Neurais. 
A desvantagem de SDIs Baseados em Detecção de Anomalias é o tempo de treina-
mento necessário para definir perfis, seja perfis de usuários, de conexões de rede ou de 
máquinas. 
Sua principal vantagem está no reconhecimento de novas tentativas de ataques indepen-
dentes de BR, o que pode ser utilizado para criar novas assinaturas de ataques para SDIs 
Baseados em Regras. Nesses sistemas de detecção de anomalias pode-se utilizar técnicas 
de Inteligência Artificial para reconhecer e aprender padrões [12], Sua desvantagem é a 
quantidade de falsos positivos que, em determinadas situações, pode ser elevada, momen-
taneamente tornando seu uso pouco confiável. 
Falso positivo é a detecção ou registro de um evento que não ocorreu, o falso positivo 
ocorre porque o sistema que gera esse evento conclui que uma determinada atividade foi 
executada. Na figura 2.1 é ilustrado um diagrama de veracidade de um evento ocorrido. 
Na esquerda superior da figura, é representado eventos normais que não são de ataques 
(verdadeiro negativo), já na esquerda inferior são ataques que não foram detectados (falso 
negativo). No lado direito superior do diagrama, representa ataques reais que foram 
detectado (verdadeiro positivo) e no lado direito inferior representa situação normal que 
é identificada como ataque (falso positivo). 
Em Sistemas de Detecção de Intrusão, um falso positivo é um alerta relatado sobre 
uma suspeita infundada de ataque, como por exemplo um usuário de uma rede abre uma 
porta de comunicação de uma máquina para uma determinada ferramenta, o qual a porta 
aberta corresponde a uma utilizada em um ataque conhecido. O SDI gera então, um 
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Figura 2.1: Diagrama de veracidade de alarmes. 
Há também Sistemas de Detecção de Intrusão que são ao mesmo tempo, Baseados em 
Regras e Baseados em Detecção de Anomalias [12]. 
2.3 Classificação de Sistemas de Detecção de Intrusão 
Os SDIs também podem ser classificados quanto a origem dos dados. Essa origem pode ser 
uma rede, no qual o SDI analisa o seu tráfego ou uma máquina, verificando os seus dados 
locais. Os Sistemas de Detecção de Intrusão que analisam tráfego de rede são chamados 
Sistema de Detecção de Intrusão para Rede (SDIR ou Network-based Intrusion Detection 
System) e os SDIs que analisam dados ou arquivos de registro locais em uma máquina 
são chamados de Sistema de Detecção de Intrusão para Máquinas (SDIM, ou Host-based 
Intrusion Detection System). Ambos têm vantagens e desvantagens, que são discutidas a 
seguir. 
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2.3.1 Sistemas de Detecção de Intrusão para Redes 
Um SDIR examina o tráfego em um segmento da rede ou em toda rede. 0 tráfego é 
analisado através de uma interface de rede em modo promíscuo à procura de qualquer 
tipo de evidência de tentativa de ataque. Se for encontrada evidência, o sistema de 
detecção de intrusão cria um registro, em arquivos log, em forma de um alerta. 
Uma técnica importante de detecção de intrusão baseada em Regras é através da análise 
de um protocolo específico para verificar se o tráfego do protocolo adere ao especificado no 
seu RFC (Request For Comment). Exemplos mais comuns desses protocolos são HTTP 
(Hyper Text Transfer Protocol), SMTP (Simple Mail Transfer Protocol) e Telnet. Qual-
quer violação do padrão descrito da RFC do protocolo é considerada como tentativa de 
ataque. 
Sistemas de Detecção de Intrusão para redes modernas analisam também a camada 7 (ca-
mada de aplicação) do modelo OSI, e enquanto os SDIs antigos só analisavam a camada 3 
(camada de rede) e a camada 4 (camada de transporte) do modelo OSI, que contém os 
protocolos IP (Internet Protocol), TCP ( Transmission Control Protocol) e UDP ( User 
Datagram Protocol). 
Em um SDIR deve ser mantido um histórico das tentativas de ataques detectadas, 
para que seja feito um controle preventivo de possíveis ataques futuros. As principais 
características de SDIRs são: 
• Análise de eventos da rede de forma independente da máquina ou conjunto de 
máquinas monitoradas; 
• Ser executado em uma máquina dedicada à detecção de intrusão: 
• Permite definir estratégias de análise em pontos críticos da rede, observando o 
tráfego destinado a um conjunto de máquinas; 
• Ao contrário de um SDIM, não é possível que uma terceira parte altere os indícios 
de tentativas de ataques, já que a análise do tráfego é feita em tempo-real. 
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São duas as arquiteturas de SDIR: centralizada com um SDIR central, ou distribuída, 
que pode consistir em sensores, um balanceador de tráfego e um gerenciador desses sen-
sores. 
Os SDIRs possuem as seguintes desvantagens [14]. Quando há uma grande quantidade 
de tráfego a ser analisado, um SDIR centralizado pode falhar ao tentar detectar tentativas 
de ataques. Em uma rede segmentada por comutadores (swicths) não há grande eficiência 
do SDIR pois a maioria dos comutadores não possuem sistema de monitoramento de portas 
(este aspecto é tratado no capítulo 3) e assim o SDIR. monitora uma quantidade limitada 
de tráfego, apenas de um segmento. O SDIR não pode analisar tráfego criptografado e 
muitos SDIRs não são capazes de concluir se uma tentativa de ataque foi ou não bem 
sucedida. 
2.3.2 SDIRs Baseado em Sensores 
Sensores, ou sensores SDIR, são Sistemas de Detecção de Intrusão distribuídos que anal-
isam o tráfego da rede destinado especificamente a eles, ao contrário de um SDIR, que 
analisa todo o tráfego da rede. Esse tipo de SDIR pode ser empregado em redes de alta 
velocidade, em que um SDIR de arquitetura centralizada pode não ter a capacidade para 
analisar o tráfego da rede, sendo então necessária a distribuição do tráfego de modo que 
os sensores o analisem. 
Sensores SDIR geralmente possuem duas partes: sensores propriamente ditos, re-
sponsáveis por analisar passivamente o tráfego destinado a eles, e um sistema de geren-
ciamento que é responsável pela resposta a um incidente e pelo controle dos sensores [8]. 
Nesse sistemas espera-se que reduzam o tempo e recursos computacionais envolvidos [71]. 
2.3.3 Sistemas de Detecção de Intrusão para Máquina 
Sistemas de Detecção de Intrusão para Máquina são projetados para monitorar e detectar 
atividades inapropriadas em uma máquinas específica. Uma máquina alvo pode ser, por 
exemplo, um servidor crucial de uma rede. Como nos SDIRs, existem também dois 
tipos de SDIMs, Baseados em Regras e Baseados em Detecção de Anomalias. Os SDIMs 
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Baseados em Regras fornecem auditorias e suporte à evidências conhecidas, e é pressuposta 
a existência de uma BR. Todo SDIM pode desempenhar as seguintes tarefas: (1) detectar 
tentativas de conexões em portas não autorizadas, (2) monitorar e detectar acesso remoto 
indevido, (3) monitorar ações e horários de acesso do super-usuário. (4) monitorar arquivos 
de registro (log) de uma máquina e (5) monitorar o desempenho da máquina. Com 
essas cinco tarefas um SDIM pode gerar estatísticas que podem ser úteis para prevenir 
atividades maliciosas, tais como ataques do tipo negação de serviço local. 
As duas principais desvantagens de um SDIM são: a possibilidade ser atacado e 
desabilitado como parte do ataque, e a sua execução pode interferir no processamento 
da máquina que ele está monitorando. 
Há dois tipos de SDIM que serão descritos seguir, SDIM Baseado em Pilha de Protocolo 
e o SDIM Baseado em Aplicativos. 
2.3.3.1 SDIM Baseado em Pilha de Protocolos 
SDIM Baseado em Pilha de Protocolos é projetado para monitorar o tráfego entre a pilha 
TCP/IP e o sistema operacional ou aplicação, permitindo que o tráfego seja analisado 
na pilha TCP/IP. Desta forma o SDIM detecta tentativas de ataques antes que o tráfego 
chegue ao sistema operacional ou para a aplicação [49]. 
2.3.3.2 SDIM Baseado em Aplicativos 
Um SDIM Baseado em Aplicativos é projetado para analisar eventos de um aplicativo 
específico, detectando atividades do aplicativo e a interação do usuário com o aplicativo, 
à procura de evidências de ações que possam comprometer á segurança do sistema com-
putacional. Este tipo de SDIM pode monitorar a interação entre (a) o aplicativo e o 
usuário, (b) o aplicativo e o sistema operacional, e (c) o aplicativo e a quantidade de 
memória utilizada. SDI Baseado em Aplicativos fornece maior proteção a aplicativos por 
definir um perfil do uso comum da aplicação utilizando técnicas de Detecção de Anomalia, 
descrita na seção 2.2.2. Na fase de geração do perfil, o usuário tem que procurar utilizar 
todos os recursos do aplicativo de modo que o perfil seja treinado com a maior variedade 
de interações entre o usuário e o aplicativo, evitando assim uma elevada taxa de falsos 
positivos [28]. Uma solução interessante para aumentar a segurança em uma Intranet, é 
utilizar SDI Baseado em Aplicativos combinado com SDIM, desta forma pode-se aumentar 
a proteção do sistema operacional e de aplicativos essenciais à Intranet [14]. 
2.3.4 Alertas Centralizados - Meta-SDI 
Atualmente muitas organizações possuem vários Sistemas de Detecção de Intrusão, fire-
walls, sistemas de registro de log, cada qual com funcionalidades diferentes. Com o au-
mento na diversidade do tipo e no número de ataques, nenhum SDIR pode prover toda 
a segurança de uma rede [47]. Para se ter controle de todos os alertas reportados por 
diferentes SDIRs, SDIMs, diferentes logs de firewalls. há a necessidade de centralizar e 
padronizar alertas/logs em uma única base de dados. 
O Meta-SDI gerencia os alertas/logs e extrai informações que revelam evidências de 
tentativas de ataques. Nele estão contidas as informações extraídas de alertas/logs em 
um padrão uniforme. Tentativas de ataques podem ser feitas a todos os pontos da rede, 
e o Meta-SDI visa correlacionar tentativas, por vezes isoladas, de ataques. Quanto mais 
informações forem enviadas ao Meta-SDI, mais eficiente ele se torna [47]. 
A figura 2.2 mostra um exemplo de arquitetura de Meta-SDI, consistindo de um SDIR, 
um sensor SDIR e um SDIM, todos eles centralizando seus alertas em uma só base de 
dados. Esses alertas são correlacionados pelo Terminal de Administração do Meta-SDI, 
que é responsável por extrair informações desses alertas. Os SDIs da figura 2.2 não 
precisam estar conectados diretamente ao Meta-SDI, mas devem ter algum mecanismo 
para que o Meta-SDI tenha acesso aos alertas reportados pelos SDIs. Uma possibilidade 
de padronização de alertas emitidos pelos SDIs é o formato descrito na seção 2.3.5, que 
proporciona a uniformidade dos alertas reportados ao Meta-SDI. 
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de Alertas 
Figura 2.2: Exemplo de arquitetura com Meta-SDI. 
2.3.5 IDEMF — Intrusion Detection Exchange 
Message Format 
Organizações que empregam diferentes tipos de SDIs podem correlacionar alertas provin-
dos desses SDIs para aumentar a segurança e prover respostas mais seguras e precisas aos 
incidentes. Há um formato padrão de troca de mensagens e alertas que permite que esses 
SDIs interajam. 
O grupo IDWG (Intrusion Detection Exchange Format Working Group) da Internet 
Engineering Task Force [23, 37], desenvolveu uma especificação para formatos de alertas 
de SDIs. 0 intuito do IDWG é especificar um formato e procedimentos padrões para 
a troca de informações de interesse entre SDIs, ou entre SDIs e sistemas de resposta a 
incidentes. 
O formato Intrusion Detection Exchange Message Format (IDEMF) é baseado em 
XML (extensible Markup Language) [52] e independe de protocolo de comunicação. O 
IDWG também propôs o IDXP (Intrusion Detection eXchange Protocol) [47], para servir 




Armadilhas (Deceptive Systems) são sistemas projetados para detecção de intrusão em 
uma simulação real de um ambiente virtual. Essas Armadilhas foram primeiramente dis-
cutidas no International Symposium on Recent Advances in Intrusion Detection (RAID) 
de 1998 [3]. Armadilhas são sistemas que visam enganar o atacante de uma rede. de forma 
que, quando a política de segurança de uma rede é violada por um atacante, é realizado 
um redirecionamento do seu tráfego (sessão) pelo SDI para as Armadilhas [28]. Há vários 
tipos de Armadilhas, como Padded Cell Systems, decoys, lures, fly-traps, e Potes de Mel 
(.honeypots) [40, 14, 63]. 
Atualmente, existem sistemas que implementam redes de Pote de Mel (honeynets) [10]. 
e esses sistemas simulam uma rede com serviços falsos, que serve como uma Armadilha 
para o atacante [40]. Assim, o atacante pensa que está danificando uma rede "real" em 
um ambiente de produção, mas na verdade está em uma Armadilha, fornecendo com a 
tentativa de ataque, informações para auxiliar a resposta ao incidente e a identificação 
do atacante. A figura 2.3 mostra um exemplo de uma arquitetura de uma rede de Pote 
de Mel, com um firewall/SDI analisando o tráfego vindo da Internet. Quando o tráfego 
provindo da Internet é identificado como uma tentativa de ataque, o SDI redireciona esse 
tráfego para a rede simulada (rede de Pote de Mel), não afetando, assim, o ambiente de 
produção da rede. O tráfego que não compuser uma tentativa de ataque não é afetado. 
Uma Armadilha pode conter simulações de vários tipos de serviços, desde serviços básicos 
como FTP, ou HTTP, até aplicações de mais alto nível como servidores de banco de dados. 
Red« simulada (honeynet) 
Figura 2.3: Honeynet: rede simulada 
2.4 Conclusão 
Sistema de Detecção de Intrusão são sistemas que analisam dados. Nesse capítulo foi 
introduzido as técnica que um SDI pode utilizar para detectar ataques, também foi ap-
resentado tipos de SDI de acordo com a origem que analisa dados. No final do capítulo 
foi apresentado tópicos mais especializado em detecção de intrusão, como os sistemas 
Armadilhas. 
Capítulo 3 
Implementação de um Sistema de 
Detecção de Intrusão para Redes 
Para implementar um SDIR, diversos aspectos devem ser considerados, destacando-se 
dentre aqueles o tipo de meio de conexão na qual se pretende implementar o SDIR, a 
quantidade de tráfego a ser analisada, políticas de segurança existentes, e a definição de 
novas políticas. Esta tarefa pode ser facilitada pelo entendimento das limitações do SDIR, 
das técnicas de detecção, bem como a capacidade de detecção do SDIR. 
Esse capítulo está organizado da seguinte forma. Primeiramente são tecidas consid-
erações sobre os meios e arquiteturas em que SDIRs podem ser implementados, e regras 
são descritas para a otimização de desempenho em um SDIR. No final do capítulo é de-
scrita a distribuição de tráfego para uma arquitetura de detecção de intrusão distribuída 
e são apresentados experimentos com sobrecarga de SDIs. 
3.1 Análise de Tráfego em um Meio Compartilhado de Conexão 
Um meio compartilhado de conexão é uma rede no qual o meio físico é compartilhado entre 
todos os nodos da rede. Um concentrador (hub) é o dispositivo onde são conectados os 
nodos de uma rede com meio compartilhado. A implementação de um Sistema de Detecção 
de Intrusão para Redes em um meio compartilhado de conexão, através do uso de hubs. 
é efetuada simplesmente conectando o SDIR em uma das portas do concentrador. Com 
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isso, o SDIR pode analisar todo o tráfego da rede em que o concentrador está conectado. 
3.2 Análise do Tráfego em uma Rede Segmentada 
Uma rede segmentada é uma rede onde um comutador (switch) estabelece a ligação entre 
a porta de entrada (origem) e a porta de saída (destino) de forma dinâmica. 0 comutador 
é um dispositivo com características funcionais diferentes de um concentrador. No comu-
tador a rede é segmentada em enlaces criados sob demanda. Com o uso de um comutador, 
a rede é segmentada por pares de portas, reduzindo o número de colisões1, e aumentando 
a segurança e a privacidade. 
Como um comutador segmenta a rede, a análise do tráfego por um SDIR pode ser com-
prometida, pois o SDIR somente pode verificar o tráfego da porta na qual está conectado. 
Para que SDIRs possam analisar todo o tráfego de uma rede segmentada é necessário uti-
lizar um dos três mecanismos seguintes: concentrador, porta de espelhamento (mirroring 
port) e test access port (tap) [49], descritos a seguir. 
3.2.1 Coletando Tráfego Através de um Concentrador 
0 concentrador pode auxiliar na coleta de todo o tráfego de uma rede segmentada para 
um SDIR analisar. Conecta-se o SDIR ao concentrador e pode-se conectar o concentrador 
entre dois comutadores, entre um servidor e um comutador, ou ainda entre um roteador e 
um comutador. Qualquer uma destas possibilidades permite que o tráfego que passa entre 
dois dispositivos seja copiado, chegando ao SDIR que está conectado no concentrador. 
Este tipo de coleta tem a desvantagem de apresentar uma alta taxa de colisões [49]. 
Na figura 3.1 é mostrada a utilização de um concentrador entre um roteador e um 
comutador. Conectado ao concentrador, está o SDIR que faz análise de todo o tráfego 
que passa entre o roteador e a rede que está conectada ao comutador. 
1 Quando um pacote é transmitido em em um meio compartilhado de conexão, o meio compartilhado 
entrega esse pacote para todos outros nodos. Caso dois nodos, que estam conectados ao meio, enviem 
pacotes ao mesmo tempo, os seus pacotes colidirão, resultando que em os nodos terão que retransmitir 
seu pacote. 
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Figura 3.1: Uso de um concentrador para análise do tráfego em rede segmentada. 
3.2.2 Porta de Espelhamento 
Outra maneira de coletar todo o tráfego de uma rede segmentada é através do uso de 
uma porta de espelhamento nos comutadores, chamada também de porta span (switch 
port analyzer) [49]. A porta de espelhamento faz com que o comutador envie todo o 
tráfego da rede, ou de portas específicas, para uma porta de espelhamento configurada 
para receber este tráfego. Com isso, um SDIR pode ser ligado a esta porta e analisar todo 
o tráfego da rede segmentada. Esta maneira de coleta apresenta desvantagem semelhante 
àquela dos concentradores. Como a porta de espelhamento pode ter a mesma capacidade 
que as outras portas do comutador, o SDIR não é capaz de coletar todo o tráfego da rede, 
por sua limitação de capacidade. A porta de espelhamento também tem a desvantagem 
de não receber informações de VLAN ( Virtual LAN) ou de pacotes de erros, além de 
somente receber fluxo de uma conexão full-duplex [49], Estas desvantagens fazem com 
que o seu uso seja inadequado para a análise do tráfego por um SDIR. 
3.2.3 Test Access Port 
Test acess port (tap) é um dispositivo da camada 1 do modelo TCP/IP, que permite uma 
monitoração passiva do tráfego em um dispositivo de rede [49]. Para um SDIR coletar 
todo o tráfego de uma rede segmentada, pode ser utilizado um tap para obter passivamente 
todo o tráfego da rede. A implementação de dispositivo tap não requer modificação nas 
configurações da rede; um tap é um dispositivo separado de um comutador, mas também 
existem implementações de comutadores com taps embutidos. Taps têm a habilidade 
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de receber conexões full-duplex, de reduzir a perda de pacotes, além da possibilidade de 
coletar todo o tráfego transmitido em uma rede segmentada. 0 tap é utilizado também 
para aumentar a segurança de SDIRs, por ser um dispositivo passivo sem endereço IP, um 
tap pode receber diretamente todo o tráfego, e enviá-lo diretamente para a interface de 
rede do SDIR. Como não usam endereço IP, um tap previne ataques contra SDIRs pois 
esconde a existência de um SDIR na rede [33]. 
3.3 Melhoria de Desempenho de Sistemas de Detecção de 
Intrusão para Redes 
Em redes de alta velocidade, desempenho é um fator essencial. Para que um SDIR possa 
garantir a confiabilidade do tráfego da rede analisada, são necessários procedimentos que 
visem otimizar a análise do tráfego por um SDIR. 
Para a otimização do desempenho em SDIRs, deve-se levar em consideração: (1) o 
tráfego analisado, (2) a atividade das máquinas e (3) as tentativas de ataques que podem 
causar os maiores danos à rede. Também deve-se considerar a duração e a persistência da 
tentativa de ataque, pois como regra, quanto mais tempo a tentativa de ataque persistir, 
maior poderá ser o dano causado [21]. Há várias alternativas para aumentar o desempenho 
de um SDIR. Serão apresentadas algumas a seguir [27]. 
3.3.1 Políticas 
Uma boa implementação de um SDIR depende da política de análise utilizada. Para 
otimizar a análise de tráfego, é comum o uso de políticas de análise, tais como não detectar 
tentativas de ataques a um serviço de FTP (File Transfer Protocol) em uma rede que não 
o disponibilize [26]. Detectar todas as tentativas de ataques ao sistema operacional Linux 
[56], em uma rede baseada no sistema operacional Windows [57], é um exemplo de uma 
política que pode ser considerada mal definida, pois há perda de tempo na análise pelo 
SDIR das tentativas de ataques ao sistema operacional Linux, quando essas tentativas 
não podem danificar a rede baseada no sistema operacional Windows. 
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3.3.2 Filtros 
Filtros podem otimizar o desempenho de um SDIR porque evitam a análise de tráfego 
inofensivo, e o SDIR não perderá tempo de processamento com tráfego que não compro-
mete a segurança da rede. Um cenário para filtragem de tráfego é, por exemplo, uma 
rede em que há uma máquina que emita grande quantidade de tráfego; este montante 
de tráfego não causa danos à rede, pois se trata de tráfego normal. Desta forma, cria-se 
um filtro para que o SDIR não analise o tráfego gerado por essa máquina, otimizando 
o desempenho do SDIR. Outro cenário para a filtragem de tráfego é uma rede com um 
conjunto de máquinas que se comunicam apenas por tráfego criptografado, através dos 
protocolos SSH (Secure Shell) ou SSL (Secure Socket Layer). Neste caso, não há necessi-
dade do SDIR analisar este tráfego criptografado, pois o Sistema de Detecção de Intrusão 
não pode decodificá-lo. 
3.3.3 Filtro para Interface de Rede 
Geralmente, quando se implementa um SDIR, uma interface de rede adicional é utilizada 
para seu gerenciamento. Em uma rede segmentada por um comutador ou em meio com-
partilhado de conexão, pode-se ter vários pacotes irrelevantes que chegam à interface de 
gerenciamento do SDIR. Por exemplo, conforme o padrão 802.2 [67], o comutador pode 
enviar pacotes multicast e broadcast para todas as interfaces de rede do seu domínio [27]. 
Todas as interfaces de rede conectadas ao comutador devem examinar endereço MAC 
(Medium Access Control) destino para saber o que fazer com o mesmo (ignorar ou passar 
para a pilha TCP/IP) . Isso poderia resultar em tráfego adicional irrelevante para o SDIR. 
Pacotes multicast podem ser distribuídos erroneamente por um comutador para a 
interface de gerenciamento do SDIR caso a rede sofra uma sobrecarga de tráfego. Pacotes 
multicast têm conteúdo geralmente maior que pacotes broadcast ocasionando desta forma, 
perda de tempo na análise realizada pelo SDIR [27]. 
Pacotes do protocolo ARP (Address Resolution Protocol) do tipo request são menores 
que pacotes multicast, mas a maneira como são processados consome mais tempo. Isto 
poderia prejudicar o desempenho do SDIR em uma rede na qual haja grande quantidade 
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de ARP requests. Todos os pacotes ARP request são aceitos por todos os nodos da rede. 
cada um destes nodos traduz estes pacotes ARP para saber se o endereço IP do pacote 
ARP é o mesmo do nodo. Se o ARP request não for para o nodo específico, este é 
descartado, caso contrário, o nodo irá responder com ARP reply. 
Dependendo do comutador empregado na rede, pode-se configurá-lo para bloquear ou 
limitar estes tipos de tráfego (multicast, broadcast e unicast), reduzindo assim o tráfego 
na interface de gerenciamento do SDIR. 
3.3.4 Modificação de Temporizadores Padrão 
O protocolo TCP têm temporizadores (timeouts) de retransmissão. Protocolos como 
UDP e TCP, ou protocolos mais específicos como HTTP (Hypertext Transfer Protocol). 
DNS (Domain Name System) e SMTP (Simple Mail Transfer Protocol), podem ter seus 
temporizadores codificados para prevenir a retransmissão TCP e, com isso, não há des-
perdício de tempo para a retransmissão. Podem ser atribuídos diferentes temporizadores 
para diversos protocolos. Por exemplo, no protocolo HTTP, o temporizador poderia ser 
reduzido, pois seu tráfego geralmente é alto, enquanto o protocolo Telnet poderia ter um 
temporizador maior, devido a seu baixo tráfego [27]. Fazendo uma análise da quantidade 
de retransmissão de pacotes TCP que ocorre em uma rede, torna-se mais apropriada a 
definição de temporizadores para diferentes protocolos, além de diminuir o tráfego para 
o SDIR. Também é diminuído a quantidade de falsos positivos que seriam gerados pelo 
SDIR, pois se a quantidade de retransmissões TCP for elevada o SDIR poderá classificá-la 
como uma tentativa de ataque do tipo DoS (Denial of Service) [17]. 
3.4 Sobrecarga em SDIR Centralizado 
Muitos Sistemas de Detecção de Intrusão para Redes falham sob condições extremas ou 
quando estão sobrecarregados, possibilitando a não detecção de alguns ataques. Sob alto 
tráfego, o SDIR não consegue lidar com todo o tráfego passado por ele, ficando incapaz 
de efetuar uma análise precisa dos dados. Isto ocorre porque a carga de processamento do 
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SDIR é proporcional ao tráfego analisado. Como o SDIR analisa o tráfego passivamente, 
ele não comprometerá o tráfego, mas sim a sua própria confiabilidade. 
A velocidade das redes cresce mais rápido que a capacidade dos processadores [48]. 
Desempenho é um dos pontos cruciais em um SDIR, portanto devem ser levados em 
consideração fatores [32], tais como: 
• Sistema operacional e hardware utilizado no qual o SDIR está sendo executado; 
• Tamanho do pacote: o padrão é 1500 bytes, pacotes menores causam sobrecarga, 
pois há um consumo maior de processamento na leitura do cabeçalho, dados, check-
sum., do pacote; 
• Quantidade de tráfego criptografado, pois o SDIR não pode analisar dados crip-
tografados: 
• Escolha de políticas de segurança. Em um Sistema de Detecção de Intrusão Baseado 
em Regras seu desempenho também está associado a sua BR, quanto mais regras a 
serem analisadas, mais tempo de processamento será consumido. 
Há vários pontos que determinam o desempenho de um SDIR. Experimentos reporta-
dos em [32] indicam que em redes de 10/100Mbps somente de 60 a 80% tráfego de entrada 
é analisado por um SDIR. Já em uma rede Gigabit, a taxa cai para 40-60% do tráfego. 
Champion e Denz, em [20] apresentam uma comparação entre dois SDIRs, comparando 
as quantidades de ataques registrados por eles. Na realização dos testes, foram utilizados 
um SDIR comercial Baseado em Regras e um SDIR não comercial baseado em técnicas 
estatísticas (Detecção de Anomalias), desenvolvido pelo DARPA2 e denominado Ebayes. 
Os ataques simulados foram do tipo negação de serviço, e para incitar os ataques foi 
usado um sistema que simula ataques por várias máquinas. Dessa forma construiu-se um 
ambiente que fornece uma simulação de situação real do ataque. A detecção dos ataques 
foi registrada utilizando o método que consiste em um aumento no número de máquinas 
atacantes por intervalo de tempo, e quanto maior o número de máquinas atacando os dois 
2Defense Advanced Research Projects Agency 
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SDIRs, maior o intervalo entre os ataques. A consistencia dos testes varia de acordo com 
a quantidade de ataques por faixa de tempo. 
Na tabela 3.1 há uma cópia dos resultados relatados em [20]. Na primeira coluna 
indica o número de máquinas atacantes na simulação, a segunda o intervalo em segundos 
dos ataques. As duas últimas colunas, da tabela, demonstram a fração média detectada 
(média de seis experimentos) dos dois SDIRs, sem a presença de tráfego que não fosse do 
ataque. A tabela ?? demonstram que os dois SDIRs tendem a falhar quando há várias 
máquinas os atacando ao mesmo tempo. Ebayes consegue identificar com mais eficiência 
os ataques efetuados a partir de 40 máquinas simultânea. Acima deste número os dois 
SDIRs praticamente não conseguem identificar os ataques. 
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# Máquinas Ataques / segundo Comercial 
Fração média de 
detecção 
Ebayes 
Fração média de 
detecção 
10 2,50 0,200 0,700 
10 3,33 0,050 0,833 
10 5,00 0,033 0,517 
10 6,00 0,000 0,367 
15 3,75 0,175 0,422 
15 4,95 0,100 0,700 
15 7,50 0,025 0,567 
15 9,00 0,012 0,144 
30 7,50 0,033 0,300 
30 15,00 0,021 0,478 
30 18,00 0,011 0,000 
40 10,00 0,050 0,325 
40 13,32 0,000 0,708 
40 20,00 0,005 0,000 
40 24,00 0,011 0,000 
60 15,00 0,033 0,000 
60 20,00 0,025 0,000 
60 30,00 0,008 0,000 
60 36,00 0,000 0,000 
Tabela 3.1: Experimentos de detecção de ataques por dois SDIs. 
São descritos em [48], dois experimentos utilizando o Snort. Os experimentos foram 
realizados utilizando o tráfego produzido por Mit Lincoln Labs [55]. O log do tráfego foi 
injetado em uma rede Gigabit com a ferramenta tcpreplay [7]. 0 primeiro experimento 
foi executado utilizando 18 regras no BR, com tráfego que varia de 20Mbps a 200Mbps. 
O número de tentativas de ataques foi constante. Quando o tráfego atingiu a faixa de 
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130-150 Mbps houve decréscimo no número de alertas emitidos pelo Snort. No segundo 
experimento o fator variante foi o número de regras do BR, a um tráfego de 100Mbps, 
também com um número fixo de tentativas de ataques. Constatou-se que ao aumentar o 
número de regras para a detecção de intrusão houve queda no número de alertas repor-
tados. Este segundo experimento demonstra que quanto mais assinaturas no BR, menor 
será o desempenho de um SDIR que o utiliza. 
Um conjunto de experimentos foi realizado por nós para avaliar a eficiência de SDIRs 
para diferentes quantidades de tráfego, em um SDIR centralizado. 
Os experimentos descritos abaixo empregam o SDIR de domínio público Snort [50] e 
fazem parte da contribuição deste trabalho. As tentativas de ataque foram realizadas em 
intervalos aleatórios, mas com o tráfego constante. A arquitetura utilizada é ilustrada 
na figura 3.2, a qual mostra o uso de um comutador como meio de interligação entre o 
"Atacante", que é responsável pelo ataque e pela geração do tráfego, e o servidor proxy, 
que é responsável pelo redirecionamento de requisições HTTP e pelo Sistema de Detecção 
de Intrusão. Conectado ao proxy está o servidor HTTP, que aceita as requisições HTTP 
do atacante. O ataque consiste em tentativa de acesso a conteúdo proibido do servidor 
HTTP. Para executar os testes foram utilizados dois servidores conectados em uma rede 
de 100Mbps. Como servidor proxy foi utilizado um servidor Intel Pentium III de 800Mhz 
com 256 MB RAM, e como servidor HTTP um computador Intel Pentium IV de 2Ghz 
com 256 MB RAM. 
Switch 10/100/1000Mbps 
Figura 3.2: Arquitetura utilizada para a realização dos experimentos. 
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! O tráfego utilizado foi induzido pela ferramenta hping2 [44]. O Snort foi configurado 
com apenas uma regra. Visando avaliar o impacto da freqüência dos ataques, não houve 
requisições de abertura de conexão TCP falsa de forma a isolar os problemas causados 
pela velocidade da rede. Foram utilizadas cinco taxas diferentes de velocidade de rede. 
A figura 3.3 ilustra os resultados obtidos. Observou-se que nas taxas entre 28Mbps a 
50Mbps o Snort funcionou adequadamente, e conseguiu reportar as tentativas de ataques 
com quase 80% de eficiência. Nos testes a 80Mbps o Snort não funcionou adequadamente, 
pois não reportou mais do que 30% das tentativas de ataque. Na faixa de 90-100Mbps o 
Snort se mostrou praticamente inoperante, pois não detectou nenhum ataque. 
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Figura 3.3: Demonstração da ineficiência do Snort. 
Os experimentos descritos acima demonstram que uma análise de alto tráfego por um 
SDIR centralizado requer um poder de processamento que acompanhe esse tráfego. Isto 
implica que é necessária a distribuição desse tráfego para que seja feita a análise deste, 
evitando desta forma a sobrecarga em somente um SDIR centralizado. 
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3.5 Balanceamento de Carga 
Com o aumento da velocidade das redes, com o aumento de utilização de sistemas com-
putacionais paralelos um fator importante em sistemas distribuídos é a maximização de 
processamento por balanceamento de carga [60]. 
Balanceamento de carga é um mecanismo que tem como objetivo maximizar o desem-
penho de uma certa aplicação, através da divisão da carga de forma igualitária, para que 
os nodos efetuem a fração da carga. 
O balanceamento de carga pode aumentar o desempenho de uma aplicação, dis-
tribuindo o processamento desta em (a) diversos nodos que fazem parte do sistema de 
balanceamento de carga, ou (b) para um nodo com poder de processamento maior, ou (c) 
para um nodo que tenha recursos que outros nodos não disponham [19, 53]. A melhora 
no desempenho de uma aplicação que o balanceamento de carga possa proporcionar, é 
provida por julgamentos (escalonamentos) da distribuição ou redistribuição de cargas. 
Esses julgamentos são executados por algoritmos de balanceamento de carga que desem-
penham a decisão da distribuição de carga para nodos de uma rede. Os algoritmos para 
balanceamento de carga podem ser classificados em dinâmicos e estáticos. Um algoritmo 
dinâmico para balanceamento de carga utiliza informações dos nodos para distribuição de 
tarefas; como por exemplo, informações quanto à carga de processamento de um nodo. 
Um algoritmo estático para balanceamento de carga não utiliza tais informações. As van-
tagens do balanceamento de carga são maior desempenho, disponibilidade e escalabilidade 
[53, 70]. 
3.5.1 Arquitetura de uma Rede com Balanceamento de Carga 
A arquitetura de um sistema de balanceamento de carga para rede consiste em três ele-
mentos básicos: 
• Usuários - são clientes que fazem requisições ao balanceador de carga; 
• Balanceador de carga - é um servidor que executa o algoritmo de balanceamento 
de carga das requisições provindas dos usuários para os servidores reais que fazem 
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parte do sistema de balanceamento de carga; 
• Servidores reais - são servidores que atendem às requisições dos usuários, distribuídas 
pelo balanceador de carga. 
Esta arquitetura tem a vantagem de prover redundância: se um dos servidores reais 
falhar, não haverá comprometimento total da aplicação; na falha de um servidor real, o 
serviço provido terá alguma diminuição no seu desempenho. Caso a aplicação exija alta 
capacidade de processamento, ou recursos somente disponíveis no servidor real falho, a 
aplicação ficará comprometida. Na figura 3.4 é mostrada uma arquitetura que utiliza 
balanceamento de carga. O usuário faz uma requisição ao balanceador de carga, e este irá 
distribuir a carga imposta pela requisição entre seus servidores reais. O círculo pontilhado 
ao redor de Balanceador de Carga, Servidor 1, Servidor 2 e Servidor 3, que representam os 
servidores reais, inclui todo o sistema de balanceamento de carga e que pode ser chamado 
de Servidor Virtual. Todo o conjunto de balanceador de carga e servidores que atendem 
às requisições será visto por seus usuários como sendo um servidor virtual. 
Figura 3.4: Arquitetura de uma rede com balanceamento de carga. 
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Em uma arquitetura com um sistema com o balanceamento de carga existe também a 
vantagem de se poder adicionar novos servidores reais de forma transparente aos usuários 
[25]. Existem algoritmos de balanceamento de carga os quais utilizam "pesos" em cada 
um dos servidores reais, diferenciando servidores reais com maior capacidade de proces-
samento, ou com recursos diferentes, de outros servidores reais. Para exemplificar este 
algoritmo utilizando pesos, na figura 3.4, supondo que o Servidor i, tenha o dobro da 
capacidade de processamento dos outros dois servidores reais, existe a possibilidade de 
atribuir ao Servidor 1 um peso que indique que ele pode suportar maior carga ao atender 
às requisições provindas dos usuários. Uma aplicação do algoritmo de balanceamento de 
cargas é o balanceamento de tráfego, que é discutida na próxima seção. 
3.5.1.1 Balanceamento de Tráfego 
O balanceamento de tráfego é uma das aplicações do balanceamento de carga. Pode-se 
obter o balanceamento de tráfego através de comutadores, ou através de roteadores, que 
implementem algoritmos para balanceamento de tráfego. Existem comutadores/roteadores 
que trabalham até a camada de aplicação do modelo TCP/IP. Com isso, podem segmentar 
ou rotear o tráfego de acordo com o protocolo da aplicação. Estes dispositivos, permitem 
distribuir o tráfego para enviá-lo diretamente a sensores SDIR. Com essa facilidade, pode-
se distribuir o tráfego de forma que cada sensor receba a mesma quantidade de tráfego 
independente dos protocolos/serviços, ou divide-se o tráfego por serviço ou por protocolo. 
A figura 3.5 mostra uma rede com três serviços, e o tráfego é dividido na mesma pro-
porção por um comutador para sensores SDIR. Nesta divisão, todos os sensores executam 
as mesmas políticas (regras e filtro) e, assim, são capazes de detectar as mesmas tentativas 
de ataques. 
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Switch (300 Mbps) 
HTTP, SMTP, FTP 
Sensor (100Mbps) 
HTTP, SMTP, FTP Sensor (100Mbps) 
HTTP, SMTP, FTP 
Sensor (100Mbps) 
HTTP, SMTP, FTP 
Figura 3.5: Distribuição igual de tráfego para sensores SDIR. 
A figura 3.6 mostra a segunda abordagem, na qual o tráfego é dividido de acordo com 
o protocolo. Na figura é ilustrado o tráfego do protocolo HTTP, redirecionado para o 
Sensor 1, o tráfego dos protocolos FTP e SMTP são redirecionados para o Sensor Se o 
tráfego do protocolo RPC (Remote Procedure Call) é analisado pelo Sensor 3. Assim, cada 
sensor tem políticas e regras diferentes de acordo com o protocolo ou serviço analisado, e 
cada um detectará os tipos de ataques do tráfego do protocolo. 
Sensor 1 Sensor 2 Sensor 3 
HTTP SMTP, FTP RPC 
Figura 3.6: Distribuição de tráfego por protocolo para sensores SDIR. 
A divisão de tráfego por protocolo pode-se tornar ineficaz. Quando há uma grande 
quantidade de tráfego de um protocolo específico e de outros um quantidade pequena 
de tráfego, pode haver uma sobrecarregar em um SDIR. Na divisão igual do tráfego se 
acontecer uma sobrecarga, acontecerá em todos SDIRs, que fazem parte dessa análise 
distribuída, ficando necessário a inclusão de um ou mais SDIRs para tal análise. 
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3.5.1.2 Experimentos com Balanceamento de Tráfego 
para SDIR Baseado em Sensores 
Experimentos descritos em [9] demonstram a eficiência do balanceamento de tráfego na 
detecção de tentativas de ataques por sensores SDIR. Os experimentos mostram que à 
medida que o tráfego aumenta, é preciso que haja um número maior de sensores SDIR para 
o analisar. Nos experimentos foram utilizados de 1 a 9 sensores. Cada número de sensores 
foi testado com tráfego composto por pacotes de diferentes tamanhos, 50% do total de 
tráfego foi produzido com pacotes de tamanho de 1514 bytes, 40% com pacotes de 512 
bytes e 10% com tamanho de 64 bytes. O tráfego total varia de 100 Mbps até próximo de 
1000 Mbps. Tais experimentos foram feitos com um SDIR Baseado em Sensores chamado 
RealSecure Network Sensor da ISS [58]. 
O resultado desse experimento mostrou a relação da quantidade de tráfego distribuído 
por eficiência na detecção de ataques, foi mostrado que, o valor da eficiência da detecção é 
proporcional ao número de sensores analisando o tráfego distribuído. Para uma detecção 
de ataques simulados a uma velocidade 1000 Mbps foi necessário distribuir esse tráfego a 
9 sensores para conseguir uma taxa de 84% da detecção dos ataques simulados. 
3.6 Conclusão 
Nesse capítulo foram vistos algumas considerações sobre a implementação de um SDIR. 
como o meio o qual o SDIR analisa o tráfego, pontos relevantes sobre a melhoria no 
desempenho de um SDIR para aumentar sua chance de detecção e confiabilidade. Foi 
também demonstrando experimentos de sobrecarga de um SDIR centralizado analisando 
o tráfego de uma rede de alta velocidade. No final desse capítulo foi apresentado soluções 
para analise do montante de tráfego em uma rede de alta velocidade. 
Capítulo 4 
Nariz — Um Sistema de 
Correlacionamento Distribuido de 
Alertas 
A detecção de intrusão em redes de alta velocidade tem se mostrado eficiente em ambientes 
de detecção distribuída Baseados em Sensores [48, 9]. Nestes sistemas, cada sensor é 
responsável por analisar passivamente uma fração do tráfego e por emitir um alerta caso 
um sensor detecte uma tentativa de ataque. 
Em redes de alta velocidade sensores SDIR tendem a emitir uma quantidade de alertas 
maior que em redes locais, pois o tráfego é maior, e portanto, estas redes podem sofrer 
mais tentativas de ataques por unidade de tempo. A vazão elevada pode produzir uma 
quantidade maior de alertas provindas de repetições e de uma taxa mais elevada de falsos 
positivos [22]. 
Neste capítulo é apresentado um sistema de correlacionamento de alertas de SDIRs 
em uma rede de alta velocidade TCP/IP, utilizando dois modos de correlacionamento, 
o correlacionamento de eventos e o correlacionamento de alertas, que são introduzidos 




4.1 Correlacionamento de Eventos 
0 correlacionamento de eventos é uma técnica utilizada na gerência de redes para moni-
torar o comportamento de uma rede ou de componentes da rede, objetivando identificar 
padrões de eventos que possam significar ataques, intrusões ou falha em algum sistema 
[45, 41], Componentes de redes geralmente emitem dados que informam o seu estado 
atual e tais informações de estado são armazenadas em arquivos de registro (logs). Esses 
componentes e os dados produzidos por eles podem ser, por exemplo: 
• Servidores web, que podem emitir dados a cada requisição a uma página, como 
também podem emitir dados a cada erro de requisição; 
• Aplicações na rede, que podem gerar logs indicando erros, avisos ou falhas na própria 
aplicação; 
• Firewalls, que podem emitir dados em forma de arquivo registro, indicando uma 
tentativa de acesso não autorizado; 
• Roteadores podem emitir informações em logs quando chega à rede uma determinada 
quantidade de tráfego; 
• Comutadores e concentradores, que podem informar algum erro de configuração. 
Os dados emitidos por esses componentes são chamados de eventos e cada evento in-
forma uma mudança de estado de um determinado componente em um dado instante. Em 
uma rede existem outros componentes que também emitem eventos, como por exemplo, 
servidores de banco de dados, SDIs ou até mesmo o próprio sistema operacional de algum 
servidor que faça parte da rede. 
Um administrador de rede humano não consegue acompanhar uma grande quanti-
dade de eventos, devido ao processo manual que o humano teria que realizar e devido 
às limitações físicas. O objetivo principal do correlacionamento de eventos é reduzir a 
quantidade de eventos produzidos pela rede e condensá-los para que o administrador da 
rede possa analisar a informação contida nos eventos [68]. A diminuição na quantidade de 
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eventos pode ser atribuída a quatro técnicas principais de correlacionamento de eventos, 
que são a compressão, a priorização, a generalização e o correlacionamento baseado em 
tempo [45]. Na técnica de correlacionamento por compressão são descartadas as várias 
ocorrências do mesmo evento, eliminando assim as informações redundantes dos eventos 
"duplicados" [62]. A técnica de correlacionamento por priorização depende da atribuição 
de prioridade a eventos considerados mais importantes, e que devem ser examinados 
primeiramente. Na técnica de correlacionamento por generalização, o correlacionamento 
é realizado através da análise de eventos do mesmo tipo, mas de diferentes componentes 
da rede, consolidando esses eventos em uma mensagem constituída de informações rel-
evantes aos diferentes componentes. A técnica de correlacionamento baseado em, tempo 
depende da hora em que diferentes eventos ocorrem. Essa técnica é utilizada para obter 
informações de potenciais eventos (causa) que foram associados a uma falha, ataque ou 
intrusão, em um dado momento. 
Para entender melhor as quatro técnicas de correlacionamento, aplicaremos cada uma 
delas nos eventos gerados por um servidor de hospedagem de páginas. Os eventos mostra-
dos na Figura 4.1 apresentam exemplos de registros de eventos gerados nesse servidor por 
serviços de SSH (Secure Shell - acesso remoto criptografado), FTP e Web (servidor de 
páginas). Os eventos são apresentados na seguinte organização: número identificador do 
evento, serviço e descrição do evento gerado, hora e data do acontecimento do evento. Os 
eventos de número 11, 15, 18 e 19, representam um tipo de ataque ao serviço de SSH, 
descrito em [34]. 
Utilizando a técnica de correlacionamento por compressão, por exemplo, seriam descar-
tadas as várias ocorrências do evento "WEB: Falha de acesso - usuário: thiago" - eventos 
12, 13, e 14, e estes três seriam comprimidos em um só evento. Aplicando a técnica de 
correlacionamento por priorização seria atribuída ao evento de número 20, por exemplo, 
uma prioridade mais alta que a dos demais, assim este seria analisado primeiramente. Us-
ando a correlação por generalização poderiam ser agrupados todos os eventos de "Falha 
de acesso", eventos 12, 13, 14, 16 e 17, em somente um evento contendo informações sobre 
os tipos de eventos e as diferenças entre eles. Utilizando a técnica de correlacionamento 
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baseado em tempo pode-se observar quais foram os eventos que ocorreram entre as 17 e 
18 horas, que são todos os eventos listados na figura 4.1. 
11 - SSH: Usuário inválido: 'AAAA.7.24$08X'01ocalhost — 17:17-06/05/2004 
12 - WEB: Falha de acesso - usuário: thiago — 17:37-06/05/2004 
13 - WEB: Falha de acesso - usuário: thiago — 17:37-06/05/2004 
14 - WEB: Falha de acesso - usuário: thiago — 17:37-06/05/2004 
15 - SSH: Usuário inválido: 'AAAA.yo24$08X'<31ocalhost — 17:39-06/05/2004 
16 - FTP: Falha de acesso - usuário: roberto — 17:38-06/05/2004 
17 - WEB: Falha de acesso - usuário: roberto — 17:38-06/05/2004 
18 - SSH: Usuário inválido: 'AAAA.7.24$08X'®localhost — 18:27-06/05/2004 
19 - SSH: Usuário inválido: 'AAAA.'/t24$08X'®localhost — 18:27-06/05/2004 
20 - SSH: CRÍTICG - Não responde - CRÍTICO — 18:27-06/05/2004 
Figura 4.1: Exemplo de registro de eventos gerados pelo um servidor de hospedagem de 
páginas. 
O correlacionamento de eventos é utilizado também na área de tolerância a falhas, 
gerenciamento de segurança e detecção de intrusão. Na detecção de intrusão a correlação 
é realizada através de alertas emitidos por SDIRs [26]. 
4.2 Correlacionamento de Alertas Emitidos por Sensores SDIRs 
Uma estratégia para diminuir a quantidade de alertas emitidos por sensores SDIR é a 
utilização de um sistema que correlacione alertas provindos de diferentes sensores SDIR 
com intuito de reduzir o número de alertas e de falsos positivos, permitindo ainda que se 
obtenha mais informações sobre uma suspeita de ataque [43, 15]. 
Toda vez que um sensor emite um alerta, o sistema de correlacionamento obtêm esse 
alerta e o grava em uma base de dados. Antes de o sistema gravar o alerta é executada uma 
rotina de correlacionamento que implementa umas das técnicas mencionadas na seção 4.1. 
Como exemplo de uma regra de correlacionamento de alertas, suponha que o atacante 
tentou enviar um vírus para todos os servidores de uma rede x .y . z . Como o tráfego 
é particionado de modo que cada sensor analise uma porção do tráfego (seção 3.5.1.1). 
cada sensor identifica a tentativa de ataque pelo mesmo atacante e cada um dos sensores 
emite um alerta. 0 sistema de correlacionamento de alertas, após inserir em sua base um 
alerta emitido por um dos sensores, evitará a duplicidade de alertas com a detecção desta 
mesma tentativa de ataque, reduzindo-se assim o número de alertas que o administrador 
da rede terá de analisar [22]. 
Sistemas de correlacionamento de alertas também podem utilizar técnicas de análise 
estatística utilizando características como endereço IP destino e origem, ou porta TCP. 
Uma outra técnica emprega sistemas especialistas que podem aprender através de alertas 
que sempre ocorrem e que são falsos positivos [22, 66]. 
A quantidade de alertas emitidos por SDIRs em uma rede de alta velocidade pode ser 
elevada. Um sistema de correlacionamento de alertas pode ter dificuldades para relacionar 
um número elevado de alertas em tempo real da mesma forma que um SDIR centralizado 
perde desempenho ao analisar todo o tráfego de uma rede de alta velocidade, como dis-
cutido na seção 3.4. Para o correlacionamento dos alertas emitidos por sensores em uma 
rede de alta velocidade, em tempo real, é necessário que o sistema de correlacionamento 
de alertas trabalhe de forma distribuída. Esse trabalho de forma distribuída é realizado 
por dois processos de correlacionamento, o correlacionamento local, e o correlacionamento 
distribuído de alertas. 
A correlação de alertas local já é utilizada em ambientes comerciais, como o correla-
cionador chamado RealSecure SiteProtector Fusion Module da ISS [2, 29]. Existem vários 
estudos sobre este tipo de correlacionamento, como por exemplo, o sistema de correla-
cionamento de alertas por probabilidade descrito por Alfonso Valdes et al. em [69]. A 
correlação distribuída de alertas é uma técnica nova e é o objeto deste trabalho. Esta 
técnica é descrita na próxima seção. 
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4.3 Arquitetura de sensores SDIRs Baseados no Nariz 
A arquitetura de correlacionamento distribuído de alertas é composta por três compo-
nentes principais, que são o espalhador, os sensores e os correlacionadores de alertas. O 
espalhador é o componente responsável pelo particionamento do tráfego, e o roteamento 
deste para os sensores. Os sensores são sistemas de detecção de intrusão para redes que 
analisam o tráfego que é direcionado a eles pelo espalhador. Os correlacionadores são 
sistemas que correlacionam alertas emitidos pelos sensores. Os alertas são correlaciona-
dos em duas fases, na primeira, é executado o correlacionamento local, e na segunda 
fase é realizado o correlacionamento distribuído através da troca de mensagens entre os 
correlacionadores. 
A figura 4.2 mostra a utilização de três sensores analisando o tráfego, que é distribuído 
pelo espalhador. Cada um dos três sensores contém um Nariz para correlacionar alertas 
do próprio sensor (correlacionamento local) e correlacionar as mensagens emitidas pelos 
outros Narizes (correlacionamento distribuído). Os Narizes se comunicam através do 
canal de comunicação, que é representado pela linha vertical, e quando necessário, enviam 
mensagens ao administrador da rede, representado no canto superior direito da figura. A 
figura também mostra a ligação entre os sensores/Narizes. 
canal de comunicacao 
A t -: •> ft* 
sensor 1 « administrador da rede 
sensor 3 msp 
Nariz i 
V 
Figura 4.2: Arquitetura de sensores com o sistema Nariz. 
4.3.1 Espalhador 
Para permitir que SDIRs analisem o tráfego de redes de alta velocidade, o tráfego é divi-
dido em "porções", e cada porção é analisada por um sensor SDIR ou por um conjunto 
de sensores. A divisão do tráfego é implementada no espalhador, por meio de distribuição 
de tráfego circular (Round Robin). Utiliza-se o espalhador de tráfego de redes de alta 
velocidade para sensores SDIRs descrito em [48]. Esse espalhador garante que o parti-
cionamento do tráfego mantêm a detecção de todos os tipos de ataques especificados. 
Cada porção de tráfego corresponde a uma sessão, e com isso o tráfego distribuído é 
baseado em conexões [9]. 
Modelo Lógico O modelo lógico do espalhador é constituído de um tap, um espal-
hador e distribuidores de tráfego. 0 tap é responsável por obter passivamente o tráfego 
de uma rede de alta velocidade e enviá-lo para o espalhador. A função do espalhador é 
dividir esse tráfego em seqüências de quadros e cada uma dessas seqüências é transmitida 
para um distribuidor diferente. Os distribuidores possuem a função de rotear os quadros 
que eles recebem para os sensores ligados a um ou mais canais de saída através de um 
comutador. Os canais de saída são associados a um conjunto de sensores que analisam os 
quadros transmitidos. O espalhador e os distribuidores são implementados por processos 
em um computador. 
A figura 4.3 contém um diagrama do modelo lógico do espalhador. Na esquerda 
da figura é mostrado o tráfego da Internet, e os quadros são representados por Qs. O 
tap obtém o tráfego para o espalhador, que por sua vez particiona o fluxo de quadros 
circularmente em seqüências. Os distribuidores de tráfego, representados por dO a d5, 
recebem essas subseqüências de quadros (Qj) e roteiam os quadros para um conjunto 
de canais de saída (QCi). O quadrado no centro da figura contém o espalhador e os 
distribuidores, que são implementados como processos sendo executados em uma máquina. 
As saídas dos distribuidores (seqüência de quadros) são enviadas aos sensores ligados às 
portas do comutador, uma para cada canal de saída. Um ou mais sensores são ligados a 
cada canal de saída e estes são configurados para detectar certas classes de ataques. 
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Com a quebra do fluxo de quadros em seqüências, o tráfego a ser analisado por um 
sensor é apenas uma fração do fluxo original. Esta redução do tráfego possibilita o uso 
de um algoritmo mais sofisticado nos sensores, ou o emprego de máquinas de menor 
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Figura 4.3: Modelo lógico do espalhador. 
4.3.2 Sensores 
Os sensores empregam o SDIR de domínio público chamado Snort [59, 50], que é baseado 
na biblioteca pcap [6]. O Snort pode emitir alertas de tentativas de ataques em tempo 
real e em diversos formatos. Seu mecanismo de detecção utiliza uma arquitetura modular, 
possibilitando aos usuários utilizarem suas próprias extensões de pré-processadores de 
detecção, e regras de detecção [61]. As regras utilizadas pelo Snort permitem gerar alertas 
de tentativas de ataques, ou copiar os pacotes suspeitos (log), por exemplo. A arquitetura 
de correlacionamento distribuído utiliza sensores autônomos espalhados para a detecção 
de intrusão, e cada sensor reporta seus alertas ao Nariz local. 
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4.3.3 Nariz 
O sistema de correlacionamento de alertas Nariz é constituído de três componentes: 
(1) correlacionamento de alertas local, que é executado no sensor SDIR em que o Nariz 
está implementado, (2) correlacionamento distribuido de alertas, cuja execução é baseada 
em troca de mensagens pelos Narizes e (3) base de alertas, onde são armazenados os aler-
tas recebidos pelo Nariz local. O sistema possui regras simples de correlação de alertas 
emitidos por sensores. Os alertas não correlacionados são inseridos na base como alertas 
novos. 
Conforme ilustra a figura 4.4, os correlacionadores obtém os alertas dos sensores SDIR, 
correlacionam localmente em sua base de alertas e se comunicam para executar o correla-
cionamento distribuído através de troca de mensagens. A troca de mensagens é realizada 
através do canal de comunicação, e são enviadas mensagens do emissor para todos os 
Narizes que fazem parte do sistema de correlacionamento. de modo que todos os Narizes 
recebam as mesmas mensagens. O correlacionamento dos alertas é realizado através de 














Figura 4.4: Relacionamento entre sensor e correlacionador. 
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Variáveis de Correlacionamento Os alertas emitidos pelo Snort podem conter 
as seguintes informações: data, hora, tipo do ataque, protocolo utilizado, endereços IP 
origem e destino, porta origem e porta destino da tentativa do ataque. Um alerta emitido 
pelo Snort tem a seguinte aparência1: 
0 9 / 1 1 - 1 1 : 1 4 : 2 6 . 2 5 2 9 0 5 [**] [ 1 : 0 : 0 ] WEB-MISC c r o s s s i t e s c r i p t i n g attempt [**] 
[ P r i o r i t y : 0] {TCP} 1 9 2 . 1 6 8 . 0 . 1 2 9 : 4 7 5 0 3 -> 1 9 2 . 1 6 8 . 0 . 9 5 : 8 0 
As variáveis utilizadas pelo Nariz são: (1) endereço IP origem, (2) endereço IP destino, 
(3) porta destino, (4) classe do ataque, (5) hora do ataque e (6) data, provenientes das 
informações geradas pelo alerta do Snort. 
As variáveis hora e data do ataque serão utilizadas futuramente com regras de cor-
relacionamento de alertas baseado em tempo. Atualmente, essas variáveis não são usadas 
em nenhuma regra de correlacionamento. No caso do alerta mostrado acima, os valores 
das variáveis seriam preenchidos da seguinte forma: 
1. endereço IP origem: 192.168.0.95; 
2. endereço IP destino: 192.168.0.129; 
3. porta destino: 80; 
4. classe do ataque: WEB-MISC; 
5. hora do ataque: 11:14:26; 
6. data: 09/11. 
Além dessas variáveis, outras três variáveis são utilizadas, duas a partir de suposições 
sobre os endereços de rede origem e destino, removendo o último octeto dos endereços 
IP origem e destino, respectivamente. A outra variável é o limiar, que determina ações 
a serem executadas, como o correlacionamento distribuído e o envio de mensagens para 
o administrador da rede. Essas ações são iniciadas através de comparações do valor do 
limiar com valores definidos em um arquivo específico. O limiar é uma variável numérica, 
não negativa, que é incrementada caso um alerta satisfaça a regra de correlacionamento 
f l e r t a emitido pelo Snort com a opção de alerta resumido, opção -A fast 
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com alerta previamente armazenado. O valor inicial da variável limiar é zero, essa variável 
expressa o grau de coincidência entre alertas. 
Regras de Correlacionamento As regras de correlacionamento de alertas são 
baseadas no modelo descrito em [43]. As variáveis descritas acima são agrupadas em 
uma tabela chamada de Tec (Tabela de Endereços e Classe), mostradas na figura 4.5. As 
regras de correlacionamento consistem de operações binárias para relacionar alertas com 
características semelhantes. 
ipDestino ipOrigem portaDestino redeDestino redeOrigem classe hora data limiar 
Figura 4.5: Tabela Tec. 
Há dois tipos básicos de regras, as regras de endereço (REs) e a regra de classe de 
ataque (RCA). As regras de endereço são formadas por cinco cláusulas, REI, RE2, RE3, 
RE4 e RE5, e baseadas nas variáveis ipDestino,ipOrigem, portaDestino, redeDestino e 
redeOrigem, respectivamente. Uma cláusula das REs é avaliada como verdadeira se 
o conteúdo de uma das variáveis de um alerta, previamente armazenado, for igual ao 
conteúdo dessa mesma variável em um novo alerta. A regra RCA é formada pela variável 
classe, essa regra é avaliada como verdadeira se o conteúdo da variável classe de um alerta 
já armazenado for igual ao conteúdo dessa mesma variável em um alerta que está sendo 
avaliado. Para cada avaliação verdadeira das REs e da regra RCA, o valor da variável 
limiar é incrementado, e caso um alerta satisfaça todas as regras de correlacionamento, 
o limiar desse alerta será incrementado seis vezes. Toda vez que um alerta é obtido pelo 
Nariz, são avaliadas as RE s e a RCA, sendo a variável limiar incrementada por qualquer 
das regras que avalie como verdadeira. 
As regras RE e RCA são consolidadas em uma regra chamada REC. A avaliação da 
regra REC é verdadeira se a avaliação da seguinte expressão for verdadeira: 
REC = ({REI V RE2 V RE3 V REA V RE5) A RCA) (4.1) 
A regra REC é utilizada para a concatenação de alertas, e será descrita adiante. Para 
eliminar alertas duplicados, o sistema de correlacionamento avalia a chamada Regra de 
Duplicata (RD). A avaliação da regra RD é verdadeira, se todas as avaliações das REs 
forem verdadeiras e a avaliação da RCA for verdadeira: 
RD = (REI A RE2 A RE3 A REi A RE5 A RCA) (4.2) 
As regras de correlacionamento RD e REC são utilizadas nos correlacionamentos local e 
distribuído do Nariz. 
4.3.3.1 Correlacionamento local 
No correlacionamento local, toda vez que um novo alerta é obtido pelo Nariz, é realizada 
a avaliação das regras RD e REC. Caso a avaliação das regras RD e REC retornar falso, 
o novo alerta é inserido na base dos alertas. Se a avaliação da regra RD for verdadeira, 
então a variável limiar do alerta da base que satisfez a regra RD é incrementada e o 
novo alerta é descartado. Se a avaliação da regra REC for verdadeira, então a variável 
limiar do alerta também é incrementada e ao invés de descartar o novo alerta é real-
izada uma "junção" do novo alerta com o alerta pré-existente. Quando é realizado o 
correlacionamento distribuído, isto é, quando um alerta é obtido através de um Nariz 
remoto, o incremento do limiar pode ser maior, para se diferenciar alertas correlacionados 
remotamente, que podem ter maior importância (gravidade) que alertas correlacionados 
localmente. Alertas de vizinhos, de outros Narizes, expressa inúmeros correlacionamentos 
já detectados pelo vizinho. O correlacionamento distribuído é descrito na seção 4.3.3.2. 
Para exemplificar o correlacionamento local e suas regras vamos supor que um ataque 
do tipo PortScan [36] foi detectado por um sensor, que gerou o seguinte alerta: 
09 /03-15:18:29 .156466 [**] [117:1:1] (spp_portscan2) Portscan d e t e c t e d from 
192 .168 .1 .22 : 6 t a r g e t s 6 ports in 2 seconds [**] 
{TCP} 1 9 2 . 1 6 8 . 1 . 2 2 -> 1 9 2 . 1 6 8 . 0 . 3 
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O Nariz obtém o alerta do sensor e tenta correlacionar esse alerta com algum outro 
alerta de sua base. Supondo que não exista outro alerta na base do Nariz que satisfaça as 
regras RD e REC, o Nariz então insere o alerta na base e inicializa com zero o valor da 
variável limiar. Supondo que depois de um minuto o sensor emita outro alerta do mesmo 
tipo de ataque (Portscan) mostrado abaixo: 
09/03-16:19:22 .491698 [**] [117:1:1] (spp_portscan2) Portscan d e t e c t e d from 
192 .168 .1 .22 : 6 t a r g e t s 6 ports in 0 seconds [**] 
{TCP} 192 .168 .1 .22 -> 1 9 2 . 1 6 8 . 0 . 3 
O Nariz extrai esse novo alerta do sensor e tenta correlacionar esse alerta com outro já 
armazenado em sua base. Para correlacionar os alertas, o Nariz avalia a regra RD. Se esta 
avaliar como falsa, será testada a regra REC. No caso, os alertas exemplificados satisfazem 
a regra RD, pois a base de alertas do Nariz já possui um alerta com características idênticas 
(exceto as varáveis data e hora.). E incrementada a variável limiar e o novo alerta é 
descartado por ser uma duplicata de um alerta já registrado na base. 
Vamos supor que o sensor identificou outro ataque. O ataque identificado é do tipo 
DDoS (Distributed Denial of Service) [39, 18] e o seguinte alerta é emitido pelo sensor: 
11/30-14:18:16 .323155 [**] [1:1855:2] DDOS TFN Probe [**] 
[ C l a s s i f i c a t i o n : Attempted Denial of S e r v i c e ] 
[ P r i o r i t y : 2] {TCP} 192 .168 .100 .28 -> 6 1 . 1 3 4 . 3 . 1 1 [**] 
Supondo que não seja encontrado nenhum alerta na base do Nariz que satisfaça as regras 
RD e REC, o alerta é então inserido na base, e a variável limiar é inicializada com zero. 
Posteriormente, o sensor identificará outro ataque do tipo DDoS e emite um novo alerta: 
11/30-14:25:10 .321113 [**] [1:1855:2] DDOS TFN Probe [**] 
[ C l a s s i f i c a t i o n : Attempted Denial of Serv ice ] 
[ P r i o r i t y : 2] {TCP} 1 9 2 . 1 6 7 . 1 0 . 2 -> 6 1 . 1 3 4 . 3 . 1 1 [**] 
O Nariz obtém o novo alerta e avalia as duas regras de correlacionamento. A regra 
avaliada verificação de alertas duplicados (RD) falha porque os alertas não têm todas as 
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variáveis Tec iguais. A regra REC é então avaliada como verdadeira, pois a base já contém 
um alerta com pelo menos uma variável com o valor igual ao do novo alerta (variáveis 
classe e ipDestino). Como a regra REC é satisfeita, a variável limiar é incrementada e o 
novo alerta é unido ao alerta que satisfez a regra REC. Duas RE s satisfizeram a avaliação 
nas variáveis classe e ipDestino, e portanto o limiar é incrementado duas vezes. Na união, 
as variáveis do novo alerta que não satisfizeram as regras de endereço são concatenadas às 
variáveis do alerta pré-existente e as variáveis hora do ataque e data. são atualizadas com 
os valores do novo alerta. Nesse esquema perde-se o histórico de detalhado de hora e data, 
um esquema que podia ser empregado era guardar essas informações para um histórico 
detalhado da tentativa. Para o exemplo visto acima dos dois alertas com o mesmo tipo 
de ataque DDoS, o alerta resultante da união teria o seguinte conteúdo das variáveis: 
1. endereço IP origem: 192.168.100.28, 192.168.10.2; 
2. endereço IP destino: 61.134.3.11; 
3. endereço de rede origem: 192.168.100, 192.168.10; 
4. endereço de rede destino: 61.134-3] 
5. porta destino: NULL; 
6. classe do ataque: DDOS; 
7. limiar. 2; 
8. hora do ataque: 14:25:10; 
9. data: 11/30. 
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4.3.3.2 Correlacionamento Distribuído 
A função do correlacionamento distribuído de alertas é compartilhar informações sobre 
possíveis ataques entre correlacionadores e enviar uma mensagem de alerta para o ad-
ministrador da rede quando necessário. Esse compartilhamento de informações e o envio 
da mensagem para o administrador da rede é realizado com base no valor da variável 
limiar. Quando um alerta é primeiramente inserido na base do Nariz, o valor do limiar 
é zero. Conforme os alertas forem sendo correlacionados, o limiar é incrementado e pode 
atingir um dos dois valores de gatilho CONVERSA2 e PANICO3 , que são valores numéricos 
e não negativos. Toda vez que a variável limiar de um alerta é incrementada, seu valor 
é comparado com esses valores de gatilho, que são determinados previamente. Quando o 
valor do gatilho CONVERSA é ultrapassado, o Nariz envia mensagens aos outros Narizes, 
que correlacionam este alerta em suas bases. Quando o valor de PANICO é ultrapassado 
uma mensagem é enviada ao administrador. 
Limiar A definição de valores de gatilho pode ser determinada pelo usuário através 
de um arquivo chamado limiar, conf. Esse arquivo tem a estrutura mostrada na figura 
4.6. Na coluna Classe do Ataque é definida a classe do ataque, na coluna CONVERSA é 
definido o valor de limiar para o envio de mensagens entre os Narizes, e na coluna PANICO 
é definido um valor de limiar que dispara o envio de mensagens ao administrador da rede. 
Classe do Ataque CONVERSA PANICO 
Figura 4.6: Estrutura do limiar, conf. 
Se o arquivo de configurações contiver um único registro com [PADRAO, C, P], os 
valores de C e P serão usados para todos as classes de ataque. O usuário pode definir 
valores para o gatilho de CONVERSA que provoca a troca de mensagens entre os Narizes, e 
para o valor de gatilho PANICO que cause o envio de uma mensagem ao administrador. E 
2 Conversa, troca de mensagens entre os Narizes 
3Pânico, envio de mensagem ao administrador da rede. 
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possível limitar o correlacionamento a certas classes de alertas, sendo as demais ignoradas. 
O valor do limiar de um alerta ao longo do tempo é definido pelo número de cláusulas 
RCA e RE s avaliadas como verdadeiras, vezes o valor do degrau local (incremento), caso 
seja um alerta correlacionado localmente; caso seja um alerta obtido remotamente de um 
vizinho, o valor do limiar é definido pelo degrau remoto multiplicado pelo número de 
cláusulas RCA e RE s avaliadas como verdadeiras. O degrau remoto é o valor definido 
para o incremento do limiar de um alerta que é correlacionado com um alerta de outro 
Nariz. O valor do degrau remoto pode ser superior ao incremento local, para aumentar a 
gravidade de um alerta correlacionado remotamente. A equação 4.4 formaliza o valor do 
limiar. 
limiar[t] = (#cláusulas RCA\t] + #cláusulasi?E[t]) x degrau¿oca/ (4.3) 
+ a\ert3sVizinh0S x (^cláusulas RCA[t] + #cláusulasi?i?[í]) x degrauremoto 
Para exemplificar a definição dos valores dos gatilhos com relação a tipos de ataques, 
vamos supor que um usuário somente definiu no arquivo limiar, conf a classe de ataque 
VIRUS, com os valores de gatilho CONVERSA e PANICO, como 40 e 70, respectivamente 
([VIRUS, 40, 70]). O Nariz descartará todo alerta que não tiver como conteúdo da variável 
classe com valor de VIRUS. Quando a quantidade de alertas recebidos da classe VIRUS 
for tal que o limiar atinge 40 será enviada uma mensagem em forma de alerta para 
o(s) Nariz (es) que faz(em) parte do correlacionamento distribuído. Após receber (em) a 
mensagem, aquele(s) realizará(ão) o correlacionamento local do alerta. Quando o valor 
do limiar chegar a 70 em um dos Narizes, o correlacionador enviará uma mensagem para 
o administrad or da rede. Caso o usuário tivesse acrescentado ao arquivo um registro 
[PADRAO, 30, 50], o sistema correlacionaria todas as classes de alertas com valores de 
gatilho CONVERSA e PÂNICO sendo 30 e 50, exceto os alertas cuja classe de ataque seja 
de VIRUS, que seriam correlacionados com valores de limiares definidos para a classe 
VIRUS. 
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Toda vez que um alerta é correlacionado a variável limiar é incrementada. 0 incre-
mento da variável limiar de um alerta que for recebido de outro Nariz pode ser maior que 
aquele efetuado no correlacionamento local. A figura 4.7 mostra um diagrama de tempos 
com o comportamento do limiar de um alerta armazenado na base. Quando o limiar de 
um alerta é incrementado, o sistema de correlacionamento verifica se o valor do limiar 
desse alerta alcançou um dos dois gatilhos, CONVERSA ou PANICO. A inclinação da reta 
na figura 4.7 é proporcional ao tamanho do incremento a cada novo correlacionamento. O 
ponto A da figura mostra que o limiar alcançou o gatilho CONVERSA e emite alertas aos 
Narizes vizinhos. O salto no valor do limiar mostrado no ponto B representa o aumento 
devido ao recebimento de um alerta de outro Nariz. Esse salto é proporcional ao valor do 
degrau para o correlacionamento distribuído. O Nariz da figura 4.7 envia uma mensagem 
ao administrador no ponto C, e decrementa o valor do limiar fazendo com que o valor 
do limiar fique abaixo do gatilho CONVERSA. O decremento é calculado pela seguinte 






Figura 4.7: Comportamento do limiar devido às ações dos gatilhos. 
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Quando o limiar de um alerta ultrapassa o valor de CONVERSA, O Nariz envia este 
alerta para os outros Narizes. Quando o limiar atinge o valor de PANICO uma mensagem é 
enviada ao administrador da rede e o limiar é decrementado. O número mínimo de alertas, 
com características semelhantes, para enviar mensagem ao administrador é representado 
pelo valor do gatilho PANICO, que pode ser configurado pelo usuário do Nariz. Se o 
decremento for pequeno, o limiar resultante ficará acima de CONVERSA e o Nariz não 
emitirá novas mensagens para outros Narizes. A figura 4.8 mostra esta situação, que 






Figura 4.8: Diferença entre valores de gatilho e decremento. 
O decremento de round (limiar/3) do limiar foi escolhido com base nos resultados de 
experimentos realizados na fase inicial de desenvolvimento do Nariz. Foram avaliadas 






limiar = pânico/10 
limiar = conversa/10 
limiar = round (limiar/3) 
limiar = (pânico — conversa) — degrau 
limiar = 0 
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O decremento da equação 4.7 coloca o limiar logo abaixo de CONVERSA, causando 
freqiiêntes trocas de mensagens entre os Narizes (na simulação isso ocorreu porque só um 
Nariz foi simulado). Com os valores de CONVERSA e PANICO utilizados, as equações 4.4 
e 4.5 tem comportamento similar porque PANICO/CONVERSA<10. A equação 4.6 produz 
números relativamente baixos de mensagens ao administrador. A equação 4.8 tem o 
menor número de mensagens ao administrador, dentre dessas 5 fórmulas, devido ao corte 
do limiar em 0. 
Note que a diferença entre os valores de CONVERSA e PANICO é inversamente proporcional 
ao número de mensagens enviadas ao administrador. 
Um outro modelo para o arquivo limiar, conf é baseado no seguinte esquema, após 
a definição para o gatilho PANICO no arquivo, seriam utilizadas mais 8 colunas. Dessas 
8 colunas incrementadas, as 6 primeiras seriam utilizados para determinar o valor incre-
mento do limiar para cada uma das seis regras de correlacionamento, REs e R.CA. As duas 
últimas colunas seriam utilizadas para configurar o valor do degrau remoto e identificar 
uma, de uma possível lista de fórmulas de decremento do limiar. 
Configuração de Narizes O correlacionamento de alertas tem por finalidade re-
duzir a quantidade de informação que deve ser processada pelo administrador da rede. 
Neste sentido, o correlacionamento funciona como um filtro que elimina informação re-
dundante e consolida as informações relevantes. O sistema de correlacionamento Nariz 
pode ser configurado, permitindo ajustes finos na filtragem da informação. A seguir são 
discutido três problemas de configurações que devem ser resolvidos quando o sistema é 
configurado. 
Problema 1: Podem ocorrer situações quando uma seqüência de alertas similares 
sejam distribuídos entre Narizes, mas em nenhum deles é atingido o valor do gatilho 
CONVERSA, e portanto, o administrador da rede não é avisado da tentativa de ataque. 
Para evitar que isso ocorra, os valores para os gatilhos de CONVERSA e de PANICO devem 
ser estabelecidos na proporção inversa ao número de Narizes: 
CONVERSA oc l / (número de Narizes), PANICO oc 1/(número de Narizes). 
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Problema 2: Quanto maior for o degrau de incremento do limiar, mais rápido um 
alerta será emitido ao administrador da rede. O valor do degrau influi diretamente no 
número de mensagens transmitidas pelos Narizes, fazendo com que o gatilho de PANICO 
seja atingido rapidamente, causando assim o envio de mensagens repetidas ao admin-
istrador. A solução neste caso é escolher um degrau pequeno para o incremento do limiar 
por conta da correlação distribuída, e um valor elevado para o gatilho do PANICO. 
Problema 3: As soluções para os Problemas 1 e 2 são conflitantes. O administrador 
da rede deve definir valores para os gatilhos de CONVERSA e PANICO tais que um número 
relativamente pequeno de alertas dispare o correlacionamento distribuído. O valor do 
degrau tem um efeito multiplicativo com relação ao correlacionamento local. Se o degrau 
for igual a N, cada mensagem recebida de outro Nariz equivale a N alertas correlacionados 
localmente, um para cada Nariz no sistema. No outro extremo, se o degrau for igual 
a CONVERSA, cada mensagem recebida de outro Nariz equivale ao número de alertas 
correlacionados localmente que dispararia a emissão de mensagens aos demais Narizes, 
compondo um efeito multiplicativo do degrau. 
A diferença entre os valores de PANICO e CONVERSA, juntamente com o degrau, de-
terminam o número de mensagens enviadas ao administrador da rede. Quanto maior 
a diferença de CONVERSA e PANICO e menor o degrau, mais demora para o sistema de 
correlacionamento enviar mensagens ao administrador. 
#msgsAdmin oc degrau + (PÂNICO - CONVERSA) (4.9) 
4.3.3.3 Base de Alertas 
Para armazenar os alertas é utilizada a biblioteca de banco de dados de domínio público 
SQLite [5]. Essa biblioteca disponibiliza um conjunto de classes para gerenciamento e 
acesso a dados na base. A SQLite é executada no mesmo espaço de endereçamento da 
aplicação, dispensando a comunicação entre processos ou comunicação através da rede. 
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Cada base de alertas dos correlacionadores utiliza a biblioteca SQLite para servir de 
repositorio de alertas, e a base de alertas é mantida na memoria principal para aumentar 
a velocidade do correlacionamento de alertas. 
Desempenho Para inserir e correlacionar 9 mil registros diferentes de alertas na base 
o espaço alocado foi de 12 Mb. O tempo utilizado para alocar esse espaço em memória 
secundária (disco rígido) foi de 5 minutos. Já utilizando memória principal o tempo caiu 
para 15 segundos. 
Remoção de Alertas Velhos E necessário utilizar um mecanismo para eliminar 
alertas considerados "velhos". O mecanismo de remoção de alertas considerados velhos 
não foi implementado. Quando a base de alerta estiver utilizando 70% da memória prin-
cipal deve ser executada uma rotina para remover alertas velhos. A rotina executa um 
"envelhecimento" dos alertas, onde seriam envelhecidos metade do total de alertas em 
ordem decrescente por data e hora. Esse envelhecimento poderia ser de 3 formas, ou 
descarregar metade de alertas para a memória secundária, para um base central de aler-
tas, ou simplesmente apagá-los. Uma outra rotina de remoção de alertas, apaga até 50% 
dos alertas mais velhos e com limiar abaixo de CONVERSA. 
4.3.3.4 Sobrecarga no Nariz 
Foi realizado um experimento para demonstrar a sobrecarrega no sistema de correlaciona-
mento de alertas foi utilizado, como o Nariz, um computador Intel Pentium III de 500 Mhz 
com dois processadores e com 256 MB de memória RAM. Ao correlacionar 192 mil aler-
tas diferentes em aproximadamente 5 minutos o Nariz não funcionou devido à limitação 
da memória RAM. pois 192 mil alertas correspondem a 251 MB de memória na base de 
alertas, que por sua vez pode ser implementada na memória principal. Esse experimento 
não utilizou nenhum intervalo entre os 192 mil alertas correlacionados. 
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Para contornar essa sobrecarga 3 soluções podem se empregadas: ou (1) aumentar a 
memória RAM, ou (2) criar a base de alertas do Nariz na memória secundária ou (3) 
distribuir esses alertas para mais de um Nariz. A solução de número 3 foi testada e 
obteve o seguinte resultado. Quando o número de alerta foi divido entre 2 Narizes, cada 
um correlacionou 96 mil alertas ocupando um espaço de 126 Mb na memória principal. 
Na divisão de alertas para 3 Narizes, cada Nariz correlacionou 64 mil alertas, onde ocupou 
84 Mb em cada base de alertas na memória, portanto ao dividir o total de alerta a mais 
dois Narizes, o correlacionamento foi realizado com êxito e sem sobrecarregar o sistema. 
4.4 Experimentos no Correlacionamento Distribuído 
Para avaliar o comportamento de um Nariz, foram realizados experimentos com 500 alertas 
iguais. O desempenho de cada uma das fórmulas de decremento é medido pelo número 
de mensagens enviadas ao administrador. O degrau tem valor 3, e quando o limiar de 
CONVERSA e atingido, o Nariz envia uma mensagem para si próprio. Os valores de 
CONVERSA e PANICO foram (20, 40), (20, 60) e (20, 80). A figura 4.9 mostra o resultado 
de simulações com o uso das 5 fórmulas (equação 4.4, 4.5, 4.6, 4.7 e 4.8). Os testes da 
figura demostram o uso de cada uma das fórmulas associados a valores para os gatilhos 
CONVERSA e PANICO. 
Fórmulas por mensagens ao administrador 
diferença entre gatilhos 
Figura 4.9: Utilização de 5 fórmulas diferentes de decremento no correlacionamento. 
A tabela 4.1 contém informações utilizadas para ilustrar a figura 4.9. A primeira 
coluna representa a fórmula de decremento utilizada, o restante das colunas indicam a 
quantidade de mensagens emitidas para o administrador em razão das diferenças entre o 
gatilhos PÂNICO e CONVERSA. 
Fórmula 20 40 60 
C O N V E R S A / 1 0 20 59 44 
round (limiar/3) 129 76 56 
(PANICO- CONVERSA) - DEGRAU 157 134 133 
P A N I C O / 1 0 88 55 40 
0 83 53 39 
Tabela 4.1: Dados obtidos de experimentos com 4 fórmulas diferentes de decremento. 
Para evidenciar a relação entre os três parâmetros de configuração foram efetuados 
3 experimentos, os dois primeiros experimentos correlacionam 100 alertas idênticos e 3 
Narizes. Foram correlacionados 100 alertas quando foi utilizado 1 Nariz, 50 para cada um 
de dois Narizes e 34, 33 e 33 alertas quando se utilizou três Narizes. O valor do degrau 
foi 1 e a fórmula de decremento round (limiar/5/ 
No primeiro experimento o valor do gatilho CONVERSA se manteve constante em 40 
e foi testado com 6 valores diferentes de gatilho PANICO (50, 60, 70, 80, 90 e 100). A 
figura 4.10 mostra o efeito de filtragem que o Nariz realiza. Nesse experimento quando foi 
aumentado o número de Narizes, o número de alertas emitido ao administrador diminuiu. 
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Número de Narizes por mensagens ao administrador 
1 2 
Número de Narizes 
gatilhos: 40,50 — i — 
gatilhos: 40,60 ---x---
gatilhos: 40,70 » 
—gati lhos: 40,80 — o 
gatilhos: 40,90 - - » — 
gatilhos: 40,100 - -o---
Figura 4.10: Mensagens emitidas ao administrador variando o valor de PÂNICO. 
O gráfico 4.10 ilustra os dados da tabela 4.2 obtidos pelo experimento realizado. A 
primeira coluna contém os valores de gatilhos de CONVERSA e PANICO, respectivamente. 
A segunda coluna os alertas emitidos para o administrador da rede quando foi utilizado 1 
Nariz, na terceira coluna as mensagens quando foi utilizado 2 Narizes e na quarta coluna 
contém o número de mensagens quando foi utilizado 3 Narizes. 
Gatilhos 1 2 3 
40,50 18 18 18 
40,60 15 14 13 
40,70 12 11 10 
40,80 11 10 9 
40,90 10 9 9 
40,100 9 8 7 
Tabela 4.2: Número de mensagens obtidas pelo administrador com o valor de PANICO 
variando. 
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No segundo experimento foi testado diferentes valores de gatilho CONVERSA (40. 50, 
60, 70, 80 e 90) com PANICO constante em 100. Os resultados obtidos por esse experimento 
são demonstrados pela figura 4.11, que também evidencia o efeito de filtragem. Os val-
ores obtidos nesse experimento demonstram que para os parâmetros escolhidos (gatilhos, 
decremento e degrau) os resultados obtidos ficaram bem próximos. 







Número de Narizes 
Figura 4.11: Mensagens emitidas ao administrador variando o valor de CONVERSA. 
Na tabela 4.3 está contido os dados usados para ilustrar a figura 4.11. Nessa tabela 
o valor de PANICO foi constante e o de CONVERSA foi variado, como mostra a primeira 
coluna. As três outras colunas contém dados que representam o número de mensagens 
recebidas pelo administrador quando se correlacionou alertas para 1, 2 e 3 Narizes. 
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Gati lhos 1 2 3 
40,100 9 8 6 
50,100 9 8 7 
60,100 8 8 7 
70,100 8 8 6 
80,100 9 8 7 
90,100 8 8 6 
Tabela 4.3: Mensagens recebidas administrador com variando o valor de CONVERSA. 
No terceiro experimento foram efetuados testes com 500 alertas idênticos e 3 Narizes. 
Os 500 alertas foram emitidos para um Nariz, 250 alertas para cada um de dois Nar-
izes, e 166, 166, 167 alertas para cada um de três Narizes. Nos três casos os valores dos 
gatilhos CONVERSA e PANICO (C,P) foram (50,60), (50, 70) e (70,100) e o decremento é 
round(limiar/5',). Em todos estes casos o degrau foi de 3, para alertas recebidos remota-
mente, os resultados são mostrados na figura 4.12, que demonstra claramente a redução 
no número de mensagens ao administrador como uma função dos valores dos gatilhos. 







l imiares: 50.60 — x -
limiares: 50,70 - - -* - -
limiares: 70,100 s 
40 
Número de Narizes 
Figura 4.12: Relação entre Narizes, gatilhos e mensagens ao administrador. 
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Os dados da tabela 4.4 foram utilizados para a figura acima que demonstra a razão 
entre Narizes, gatilhos e mensagens enviadas ao administrador da rede. 
Número de Narizes Msgs Admín Gatilhos 
1 141 50,60 
2 82 50,60 
3 79 50,60 
1 106 50,70 
2 72 50,70 
3 70 50,70 
1 61 70,100 
2 53 70,100 
3 48 70,100 
Tabela 4.4: Experimentos com 500 alertas iguais variando o número de Narizes. 
A queda do número de mensagens para o administrador representa o filtro obtido com 




Sistemas de Detecção de Intrusão para Redes são sistemas capazes de detectar e relatar 
atividades consideradas ofensivas a uma rede. Esses relatos são formados por alertas, que 
possuem informações de atividades consideradas ofensivas. A detecção de intrusão é re-
alizada por análise de tráfego, quanto mais alto o tráfego, mais o Sistema de Detecção de 
Intrusão para Redes tem necessidade de processamento analisá-lo. Uma alternativa para 
melhorar o desempenho deste sistema é distribuir o tráfego na rede. Cada módulo desse 
sistema distribuído é responsável por analisar uma fração do tráfego, e gerar alertas, caso 
suspeite de alguma atividade ofensiva. Nessa arquitetura pode haver grande quantidade 
de alertas, por poder relatar os mesmos alertas em mais de um sistema, relatar alertas de 
forma infundada, ou relatar alertas legítimos. Toda vez que um alerta é relatado, o ad-
ministrador da rede deve ser capaz de analisá-lo, para realizar alguma ação em resposta ao 
incidente. O correlacionamento de alertas permite reduzir o número de alertas remetidos 
ao administrador bem como o número de alertas infundados. 
Este trabalho apresenta um sistema de correlacionamento distribuído de alertas, chamado 
Nariz. Esse sistema visa correlacionar os alertas relatados pelos Sistemas de Detecção de 
Intrusão distribuídos, de modo a diminuir o número de mensagem que o administrador 
da rede deve analisar. Em cada um desses sistemas de detecção é implantado um Nariz 
para relacionar alertas distribuídos. Esse relacionamento distribuído pode ser realizado 
em máquinas de menor processamento do que um correlacionamento centralizado, onde 
64 
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o gargalo de um correlacionamento centralizado é o processamento da máquina. 
O correlacionamento de alertas é realizado através de aplicação de regras simples de 
relacionamento de informações de alertas. O correlacionamento de alertas é executado em 
duas fases, na primeira fase são aplicadas regras de correlacionamento a alertas locais. A 
segunda fase é a fase de correlacionamento distribuído, nela é realizada a aplicação das 
regras a alertas remotos. Os alertas remotos são distribuído entre os Narizes, que fazem 
parte do sistema, através de troca de mensagens. 
Nessas duas fases de correlacionamento são aplicadas as mesmas regras, tanto para 
alertas locais, como para alertas remotos. As regras fazem comparações com alertas 
recebidos pelo Nariz com alertas já inseridos na base do Nariz. Se um alerta não for 
avaliado como verdadeiro por uma das regras de correlacionamento, então este é inserido 
como um novo alerta na base do Nariz que o recebeu. Toda vez que um alerta é avaliada 
como verdadeiro é assinalado um incremento em uma variável chamada limiar no alerta da 
base, que satisfez junto ao alerta correlacionado por uma das regras de correlacionamento. 
Quando limiar é incrementado, o valor resultante desse incremento é comparado com dois 
valores definidos de gatilhos, gatilho CONVERSA e gatilho PANICO. Cada gatilho executa 
uma função diferente, o gatilho CONVERSA envia alertas para os Narizes do sistema e o 
gatilho PANICO envia para o administrador. Se o valor da variável limiar de um alerta for 
igual ao gatilho CONVERSA, então é disparado esse alerta em forma de uma mensagem 
para outros Narizes que fazem parte do sistema de correlacionamento. Se o valor do 
limiar de um alerta for igual ao gatilho PANICO, é enviada uma mensagem do alerta ao 
administrador da rede. Através desse sistema é diminuído o número de alertas para o 
administrador, como um efeito de filtro. 
Entre as contribuições deste trabalho está a segunda fase de correlacionamento de 
alertas, o correlacionamento distribuído, que correlaciona alertas remotos. A utilização 
de gatilhos para o envio de mensagens entre os Narizes e para o administrador, e o arquivo 
de configuração do Nariz que permite ajustar o correlacionamento, também estão entre 
as contribuições. 
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O ajuste dos parâmetros do Nariz é uma tarefa que requer um ajuste fino no seu arquivo 
de configuração, requer decisões quanto ao número de mensagens a ser emitidas para os 
Narizes e o administrador, e especificar as classes de ataques que serão correlacionados. 
O sistema foi testado com 3 número de correlacionadores, e percebeu-se que de um Nariz 
até três Narizes, os alertas emitidos ao administrador foi diminuindo. O Nariz também foi 
testado com diferentes valores de gatilhos, evidenciando que com o gatilho PANICO alto e 
o degrau com valor baixo, o número de mensagens emitidas ao administrador é reduzido. 
Trabalhos futuros incluem a definição de regras de correlacionamento baseado em 
tempo e o envelhecimento nos alertas da base de Narizes. Um novo arquivo de con-
figuração que permita mais ajustes ao correlacionamento, também está incluído em tra-
balhos futuros. 
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Apêndice A 
Algoritmo do Sistema de Correlacionamento Distribuído Nariz 
Este apêndice contém o algoritmo usado no sistema de correlacionamento desenvolvido 
neste trabalho, juntamente com seus devidos comentários. 
/ / INICIALIZAÇÕES DE VARIÁVEIS 
/ / V a r i á v e i s booleanas para checagem de informações do a l e r t a corrente 
/ / com o a l e r t a que e s t á cont ido na base , campos do a l e r t a : IP Origem, 
/ / IP Des t ino , Rede Origem, Rede Dest ino , Porta Dest ino e C las se , 
/ / respect ivamente . Todos i n i c i a l i z a d o s com f a l s o . 
booleana IPO, IPD, RO, RD, PD, C; 
/ / V a r i a v e i s booleanas para saber se as pesquisas por determinado campo 
/ / f o i bem sucedida se todas nao foram bem sucedida, a l e r t a novo. Todos 
/ / i n i c i a l i z a d o s com f a l s o . 
booleana pesqu i saClasse , pesquisalpOrigem, pesquisa lpDest ino , pesquisaRedeOrigem, 
pesquisaRedeDestino. pesquisaPortaDest ino; 
/ /Va lore s de PANICO e CONVERSA é obt ido do l imiar . conf 
PANdvICO=limiar.conf(PANICO); 
CONVERSA=limiar.conf(CONVERSA); 
/ / REGRAS DE CORRELACIONAMENTO 
/ / V e r i f i c a se tem a l e r t a no arquivo de a l e r t a do Snort 
Enquanto t e m A l e r t a s ( a l e r t ) f aca 
{ 
/ /Correlacionamento de c l a s s e do ataque 
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/ / a l e r t a C o r r e n t e é o a l e r t a anal i sado no momento 
Se (PesquisaBD(a ler taCorrente . c lasse , a l e r t a s B D . c l a s s e ) == OK) 
{ 
/ /Não se t r a t a de um a l e r t a novo 
pesquisaClasse = verdadeiro; 
/ / S e entrou aqui e s s a v a r i á v e l é verdadeiro 
C = verdadeiro; 
/ / p a r a cada a l e r t a que a pesquisa f o i bem sucedida 
Para cada a l e r t a faca 
{ 
Se ( a l e r t a B D [ i ] . l i m i a r = PANICO - 1) 
e n v i a ( a l e r t a , administrador); 
Se Nao 
Se ( a l e r t a B D [ i ] . l i m i a r = CONVERSA - 1) 
e n v i a ( a l e r t a , l i s t a N a r i z e s ) ; 
/ / a l e r t a B D [ i ] é um vetor de a l e r t a que retornou da pesqu i sa 
a l e r t a B D [ i ] . l i m i a r = l imiar + 1; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p o r i g e m , a ler taCorrente . ipor igem) ) 
IPO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p d e s t i n o , a l e r t a C o r r e n t e . i p d e s t i n o ) ) 
IPD = verdadeiro; 
Se( pesqu i sa (a l er taBD[ i ] . r edeor igem, a lertaCorrente .redeor igem) ) 
RDO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . r e d e d e s t i n o , a l e r t a C o r r e n t e . r e d e d e s t i n o ) ) 
RD = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . p o r t a d e s t i n o , a l e r t a C o r r e n t e . p o r t a d e s t i n o ) ) 
PD = verdadeiro; 
/ / a t u a l i z a as informações d i f e r e n t e do a l e r t a do banco 
/ / a t u a l i z a também hora e data do a l e r t a do banco 
escolheUpdate(IPO, IPD, RO, RD, PD, C); 
prox imo(a ler taBD[ i ] ) ; 
} 
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/ /Correlacionamento de IP origem do ataque 
/ / a l e r t a C o r r e n t e é o a l e r t a anal i sado no momento 
Se (PesquisaBD(alertaCorrente . iporigem, a lertasBD.iporigem) == OK) 
{ 
//Não se t r a t a de um a l e r t a novo 
pesquisalpOrigem = verdadeiro; 
/ / S e entrou aqui e s s a v a r i á v e l é verdadeiro 
IPO = verdadeiro 
/ / p a r a cada a l e r t a que a pesquisa f o i bem sucedida 
Para cada a l e r t a faca 
{ 
Se ( a l e r t a B D [ i ] . l i m i a r = PANICO - 1) 
e n v i a ( a l e r t a , administrador); 
Se Nao 
Se ( a l e r t a B D [ i ] . l i m i a r = CONVERSA - 1) 
e n v i a ( a l e r t a , l i s t a N a r i z e s ) ; 
/ / a l e r t a B D [ i ] é um ve tor de a l e r t a que retornou da pesquisa 
a l e r t a B D [ i ] . l i m i a r = l imiar + 1; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . c l a s s e , a l e r t a C o r r e n t e . c l a s s e ) ) 
C = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p d e s t i n o , a l e r t a C o r r e n t e . i p d e s t i n o ) ) 
IPD = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . r e d e o r i g e m , a lertaCorrente .redeorigem) ) 
RDO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . r e d e d e s t i n o , a l er taCorrente . rededes t ino ) ) 
RD = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . p o r t a d e s t i n o , a l er taCorrente .por tades t ino ) ) 
PD = verdadeiro; 
/ / a t u a l i z a as informações d i f e r e n t e do a l e r t a do banco 
/ / a t u a l i z a também hora e data do a l e r t a do banco 
escolheUpdate(IPO, IPD, RO, RD, PD, C); 




/ /Correlacionamento de IP des t ino do ataque 
/ / a l e r t a C o r r e n t e é o a l e r t a anal isado no momento 
Se (PesquisaBD(a ler taCorrente . ipdes t ino , a l e r t a s B D . i p d e s t i n o ) == OK) 
{ 
/ /Não se t r a t a de um a l e r t a novo 
pesquisa lpDest ino = verdadeiro; 
/ / S e entrou aqui e s s a v a r i á v e l é verdadeiro 
IPD = verdadeiro; 
/ / p a r a cada a l e r t a que a pesquisa f o i bem sucedida 
Para cada a l e r t a faca 
{ 
Se ( a l e r t a B D [ i ] . l i m i a r = PANICO - 1) 
e n v i a ( a l e r t a , administrador); 
Se Nao 
Se ( a l e r t a B D [ i ] . l i m i a r = CONVERSA - 1) 
e n v i a ( a l e r t a , l i s t a N a r i z e s ) ; 
/ / a l e r t a B D [ i ] é um ve tor de a l e r t a que retornou da pesquisa 
a l e r t a B D [ i ] . l i m i a r = l imiar + 1; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p o r i g e m , a ler taCorrente . ipor igem) ) 
IPO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . c l a s s e , a l e r t a C o r r e n t e . c l a s s e ) ) 
IPD = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . r e d e o r i g e m , a lertaCorrente .redeor igem) ) 
RDO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . r e d e d e s t i n o , a l e r t a C o r r e n t e . r e d e d e s t i n o ) ) 
RD = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . p o r t a d e s t i n o , a l e r t a C o r r e n t e . p o r t a d e s t i n o ) ) 
PD = verdadeiro; 
//atualiza as informações diferente do alerta do banco 
//atualiza também hora e data do alerta do banco 
escolheUpdate(IPO, IPD, RO, RD, PD, C); 
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proximo(a lertaBD[i ] ) ; 
> 
> 
/ /Correlacionamento de rede origem do ataque 
/ / a l e r t a C o r r e n t e é o a l e r t a anal i sado no momento 
Se (PesquisaBD(alertaCorrente.redeorigem, alertasBD.redeorigem) == OK) 
{ 
//Não se t r a t a de um a l e r t a novo 
pesquisaRedeOrigem = verdadeiro; 
/ / S e entrou aqui e s s a v a r i á v e l é verdadeiro 
RO = verdadeiro; 
/ /para cada a l e r t a que a pesquisa f o i bem sucedida 
Para cada a l e r t a faca 
{ 
Se ( a l e r t a B D [ i ] . l i m i a r = PANICO - 1) 
e n v i a ( a l e r t a , administrador); 
Se Nao 
Se ( a l e r t a B D [ i ] . l i m i a r = CONVERSA - 1) 
e n v i a ( a l e r t a , l i s t a N a r i z e s ) ; 
/ / a l e r t a B D [ i ] é um ve tor de a l e r t a que retornou da pesqu i sa 
a l e r t a B D [ i ] . l i m i a r = l imiar + 1; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p o r i g e m , a ler taCorrente . ipor igem) ) 
IPO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p d e s t i n o , a l e r t a C o r r e n t e . i p d e s t i n o ) ) 
IPD = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . c l a s s e , a l e r t a C o r r e n t e . c l a s s e ) ) 
RDO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . r e d e d e s t i n o , a l e r t a C o r r e n t e . r e d e d e s t i n o ) ) 
RD = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . p o r t a d e s t i n o , a l e r t a C o r r e n t e . p o r t a d e s t i n o ) ) 
PD = verdadeiro; 
//atualiza as informações diferente do alerta do banco 
//atualiza também hora e data do alerta do banco 




/ /Correlacionamento de rede d e s t i n o do ataque 
/ / a l e r t a C o r r e n t e é o a l e r t a ana l i sado no momento 
Se (PesquisaBD(aler taCorrente .rededest ino , a l er tasBD.rededes t ino) == OK) 
{ 
/ /Não se t r a t a de um a l e r t a novo 
pesquisaRedeDestino = verdadeiro; 
/ / S e entrou aqui e s s a v a r i á v e l é verdadeiro 
RD = verdadeiro; 
/ / p a r a cada a l e r t a que a pesquisa f o i bem sucedida 
Para cada a l e r t a faca 
{ 
Se ( a l e r t a B D [ i ] . l i m i a r = PANICO - 1) 
e n v i a ( a l e r t a , administrador); 
Se Nao 
Se ( a l e r t a B D [ i ] . l i m i a r = CONVERSA - 1) 
e n v i a ( a l e r t a , l i s t a N a r i z e s ) ; 
/ / a l er taBD [ i ] é um ve tor de a l e r t a que retornou da pesquisa 
a l e r t a B D [ i ] . l i m i a r = l imiar + 1; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p o r i g e m , a ler taCorrente . ipor igem) ) 
IPO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p d e s t i n o , a l e r t a C o r r e n t e . i p d e s t i n o ) ) 
IPD = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . r e d e o r i g e m , a lertaCorrente .redeorigem) ) 
RDO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . c l a s s e , a l e r t a C o r r e n t e . c l a s s e ) ) 
RD = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . p o r t a d e s t i n o , a l er taCorrente .por tades t ino ) 
PD = verdadeiro; 
//atualiza as informações diferente do alerta do banco 
//atualiza também hora e data do alerta do banco 
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escolheUpdate(IPO, IPD, RO, RD, PD, C); 
prox imo(a ler taBD[ i ] ) ; 
> 
} 
/ /Correlacionamento de porta des t ino do ataque 
/ / a l e r t a C o r r e n t e é o a l e r t a anal i sado no momento 
Se (PesquisaBD(alertaCorrente .portadest ino , a l er tasBD.por tades t ino ) == OK) 
{ 
/ /Não se t r a t a de um a l e r t a novo 
pesquisaPortaDest ino = verdadeiro; 
/ / S e entrou aqui e s s a v a r i á v e l é verdadeiro 
PD = verdadeiro; 
/ / p a r a cada a l e r t a que a pesquisa f o i bem sucedida 
Para cada a l e r t a faca 
{ 
Se ( a l e r t a B D [ i ] . l i m i a r = PANICO - 1) 
e n v i a ( a l e r t a , administrador); 
Se Nao 
Se ( a l e r t a B D [ i ] . l i m i a r = CONVERSA - 1) 
e n v i a ( a l e r t a , l i s t a N a r i z e s ) ; 
/ / a l e r t a B D [ i ] é um vetor de a l e r t a que retornou da pesquisa 
a l e r t a B D [ i ] . l i m i a r = l imiar + 1; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p o r i g e m , a ler taCorrente . ipor igem) ) 
IPO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . i p d e s t i n o , a l e r t a C o r r e n t e . i p d e s t i n o ) ) 
IPD = verdadeiro; 
Se( pesqu i sa (a l er taBD[ i ] . r edeor igem, a lertaCorrente .redeor igem) ) 
RDO = verdadeiro; 
Se( p e s q u i s a ( a l e r t a B D [ i ] . r e d e d e s t i n o , a l er taCorrente . rededes t ino ) ) 
RD = verdadeiro; 
Se( pesquisa(alertaBD[i].classe, alertaCorrente.classe) ) 
PD = verdadeiro; 
•81 
/ / a t u a l i z a as informações d i f e r e n t e do a l e r t a do banco 
/ / a t u a l i z a também hora e data do a l e r t a do banco 
escolheUpdate(IPO, IPD, RO, RD, PD, C); 
proximo(alertaBD [ i ] ) ; 
> 
} 
/ / NOVO ALERTA ? 
/ / S e tudo der f a l s o , t r a t a - s e de um novo a l e r t a 
Se( (pesquisaClasse , pesquisalpOrigem, pesqu i sa lpDes t ino , pesquisaRedeOrigem, 
pesquisaRedeDestino. pesquisaPortaDest ino) == f a l s o ) 
insereBD(banco, a l er taCorrente ) ; 
> 
