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PSF field learning based on Optimal Transport distances
F. Ngole`1 and J.-L. Starck1
Abstract. Context: in astronomy, observing large fractions of the sky within a reasonable amount of time
implies using large field-of-view (fov) optical instruments that typically have a spatially varying
Point Spread Function (PSF). Depending on the scientific goals, galaxies images need to be corrected
for the PSF whereas no direct measurement of the PSF is available.
Aims: given a set of PSFs observed at random locations, we want to estimate the PSFs at galaxies
locations for shapes measurements correction.
Contributions: we propose an interpolation framework based on Sliced Optimal Transport. A
non-linear dimension reduction is first performed based on local pairwise approximated Wasserstein
distances. A low dimensional representation of the unknown PSFs is then estimated, which in turn
is used to derive representations of those PSFs in the Wasserstein metric. Finally, the interpolated
PSFs are calculated as approximated Wasserstein barycenters.
Results: the proposed method was tested on simulated monochromatic PSFs of the Euclid space
mission telescope (to be launched in 2020). It achieves a remarkable accuracy in terms of pixels
values and shape compared to standard methods such as Inverse Distance Weighting or Radial Basis
Function based interpolation methods.
ey words. Optimal transport, Wassertein barycenter, point spread function, interpolation, metric learning
AMS sub ect classifications. Numerical methods; Algorithms; Mathematical programming, optimization and
variational techniques
1. Introduction..1. C ntext. The Point Spread Function (PSF) modeling is an essential step in a wide
range of imaging applications in science, as the PSF translates instrument related distortions
that have to be taken into account for quantitative analysis of images. An exciting example is
found in cosmology. Indeed, it is possible to get precise knowledge of the Universe geometry
and dynamic at large scales from observed galaxies shapes, provided that those shapes are
corrected from the PSF. This is precisely one of the main goals of the ESA’s Euclid mission
[13], to be launched in 2020. For wide field-of-view (fov) instruments such as the Euclid
telescope, the PSF varies substantially across the focal plane. Assuming that the PSF can be
modeled locally as a convolution kernel, we use ”PSF field” to refer to a continuous function
mapping each point in the instrument focal plane surface to the corresponding convolution
kernel. In astronomy, unresolved sources images like isolated stars give a measurement of those
kernels. In [33], a method for restoring a PSF field at the available degraded measurements
locations was proposed. This work rather focuses on interpolating a PSF field at arbitrary
locations from a set of perfectly known PSFs spread out across the fov. This problem has
driven a lot of attention within the astronomers community over the last decade[16], especially
due to the strengthening of accuracy requirements in the recent and future spatial surveys.
Indeed future missions such as Euclid will require an extraordinary accuracy on the galaxies
shape measurements, which implies to use the most advanced mathematical tools, if we want
to meet the requirements.
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2 PSF field interpolation
1.2. State-of-the-art. Most of the PSF interpolation methods fall into one of the two
following categories:
• optical model based methods which derives the PSF from a physical model of the
instrument itself;
• data driven methods which estimate the PSFs at given locations in the fov based on
local measurements extracted from real images.
In the first category, we can mention the work in [22]. The authors built a parametric model
of the PSF shape and size by modeling individually the main physical causes which make
the PSF variable; they found that this model is able to reproduce a substantial part of the
PSF anisotropy and size for the ground based telescope Blanco telescope. In [39], the authors
simulate the PSF temporal variations due to thermal drift, jitter and structural vibrations,
using the method of ray tracing, for the SNAP telescope. However, these methods require
making assumptions on the instrument physic, and not all the phenomena at play in the image
forming process can be satisfactorily modeled. Thus, we only consider model-free methods for
comparisons in the numerical experiments.
The data driven approaches rely on the fact that in practice, unresolved stars images in
the observed field give a measurement of the PSFs at those stars locations. One recurrent
scheme consists in first expanding the observed unresolved stars over some given analytic
function basis. This gives a more compact representation of the data (and potentially allows
denoising). The PSF field is then obtained through a 2D polynomial fitting typically, of the
representation coefficients for each element of the chosen basis. In [38], this scheme is applied
to model the PSF of the Large Binocular Cameras, using the Shapelets basis ([37, 30]).
However, it might not be possible to capture all the PSF structures through a finite expansion
over an analytic function basis. One can instead learn the representation basis from the data
themselves. For example in [23], a principal components analysis (PCA) is performed over
hundreds archival images of stars from the Hubble Space Telescope (HST) Advanced Camera
for Surveys (ACS), from different exposures. The optimal representation basis is then chosen
as the first principal components and the representation coefficients are fitted in each exposure
separately with a bivariate polynomial. In [21], the PSF modeling also relies on a PCA, not of
the images themselves, but instead of a set of features (for example a shape parameter). In the
two aforementioned methods, fitting a global polynomial model can yield an oversmoothing
of the PSF field, or instead a Runge phenomenon, if the polynomial’s degree is too high [12].
In [16], the PSF modeling is recast as a spatial interpolation problem. In general statistics,
the spatial interpolation methods aim at interpolating a field exploiting the spatial correlation
of the data. Some of these methods, for example the Kriging, are presented and applied to
PSF interpolation in the previously mentioned work. We consider the two best performing
approaches tested in [16] for comparisons in the numerical experiments. More recently a PSF
interpolation scheme has been proposed in [40] based on compressive sampling (CS) ideas. The
method aims at computing the PSF ellipticity parameters at every points over an uniform
grid using the available randomly distributed measurements. This yields an ill-posed inverse
problem which is regularized by assuming that the shape parameters constitute a compressible
field in frequency domain. However, this approach has a narrow scope of applications since
the ”full” PSF itself is not estimated.
Let finally mention a somehow hybrid approach. Indeed in [35], the authors propose to
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build an accurate polynomial model of the PSF of the ”Pi of the Sky” telescope from detailed
laboratory measurements of optical PSF, pixels sensitivity and pixels response. This model
is then tuned to real sky data.
In this paper, we propose a non-parametric interpolation method that relies on geomet-
ric tools. We propose an intuitive framework for learning a PSFs set underlying geometry
using Optimal Transport distances. In Section 2, we introduce and motivate the mathemat-
ical framework; we describe the proposed method and algorithm in Section 3; we present
some numerical experiments and discuss the results in Section 4; the interpolation algorithm
parameters and some numerical considerations as discussed in Section 5.
1.3. Notations. We adopt the following notation conventions:
• we use bold low case letters for vectors;
• we use bold capital case letters for matrices;
• the vectors are treated as column vectors unless explicitly mentioned otherwise.
Each PSF is treated either as a matrix X = (xij) 1≤i≤n
1≤j≤n
or as a vector in Rn
2
, x = (xk)1≤k≤n2 .
For N ∈ N, we denote ΣN the set of permutations of J1, NK. We denote P(Rd) the set of
discrete probability measures over Rd. We denote 1n the column vector of n ones. We denote
Ip the identity matrix of size p× p.
2. Introduction to Optimal Transport and motivation.1. M tivation. In this work, we consi er a field of monochromatic PSFs. The only
factor of variability is the unresolved object’s position in the FOV. Formally, the optical PSF
h[p] at a location p in the FOV takes the following form [17]:
(2.1) h[p](u, v) ∼ |
∫ ∫
R2
P [p](x, y)ej
2pi
λ
W [p](x,y)e−j
2pi
λc
(xu+yv)dxdy|2
where c is a constant, λ the light wavelength, P [p] is the space-dependent pupil function and
the phase term W [p] represents the optical aberrations effect at p. This translates into a
non-linear variation of the PSF intensity distribution that is illustrated in Fig. 1.
It can be interpreted as the curvature in Rn2 of the PSFs manifold, occurring between
distant PSFs in the FOV. As Fig. 2 shows, we want to combine available PSFs measurements
given by unresolved objects images to estimate the PSF at galaxies locations in the FOV.
Optimal Transport (OT) appears to be suitable to tackle this problem. Indeed, it gives a
way of measuring distances between PSFs which accounts for the aforementioned curvature.
Besides, it comes with a recipe for computing geodesics (see Section 2.2) which is interest-
ing for interpolation purpose. Moreover, it is classical to assume that a PSF has an unitary l1
norm. This implies a constraint of mass conservation in the interpolation which is naturally
integrated in the OT framework.
In the next section, we precise the OT tools and concepts we use.
2.2. General notions.1. Sliced Wassertein Distance. We consider two points matrices X = [x1, . . . ,xN ]
and Y = [y1, . . . ,yN ] in Rd×N , for some integers d and N . By abuse of language, we do not
distinguish these matrices and the point clouds in Rd they represent, where there is no risk
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which is the so-called Wasserstein Distance p of the two distributions. The norm ‖.‖p is often
referred to as the ground metric and is an important parameter of the Transport Distances
in practical applications. Examples of theoretical and computational applications of optimal
transport can be found in [34].
Displacement interpolation.Let consider a point xi in the first point cloud and the assigned
point yσ∗(i) in the second point cloud. Let γi : [0, 1] 7→ Rd a curve verifying γi(0) = xi and
γi(1) = yσ∗(i). The action on a material particle moving from xi to yσ∗(i) along γi between
time s and time t might be defined as
(2.3) As,tp (γi) =
∫ t
s
‖γ˙i(τ)‖pdτ,
where γ˙i(τ) is the particle velocity at time τ . We define the set Γi = {γ : [0, 1] 7→ Rd, γ(0) =
xi, γ(1) = yσ∗(i)}. An action minimizing path between xi and yσ∗(i) is a solution of
(2.4) min
γ∈Γi
As,tp (γ).
Interestingly, it has been shown that a geodesic path between the distributions µX and
µY in P(Rd) equipped with the Wassertein distance can be computed by advecting particles
along action minimizing paths between pairs of assigned points in the two point clouds [42].
Concretely, let γi∗ denotes an action minimizing path between xi and yσ∗(i). For t ∈ [0, 1],
we define the discrete distribution
(2.5) µt =
N∑
i=1
1
N
δγi∗(t).
Then the parametric curve
(2.6) ΓXY : [0, 1] 7→ P(Rd), t→ µt
is a geodesic path in P(Rd) between the distributions µX and µY. This realizes a displacement
interpolation of the two considered distributions; this powerful notion has been introduced
in [31]. For a given t, the distribution µt can be seen as the barycenter of the two end
distributions with the barycentric weights 1− t and t respectively in the Wasserstein metric.
For d = 1, i.e. in the 1D case, σ∗ is known in closed form: if we consider two permutations
σX and σY in ΣN verifying
xσX(1) ≤ . . . ≤ xσX(N)(2.7)
xσY (1) ≤ . . . ≤ xσY (N),(2.8)
then σ∗ = σY ◦ σ−1X , where σ−1X is a permutation verifying σ−1X ◦ σX = Id. For d > 1, there
is no known closed-form expression for σ∗. Various methods have been proposed for solving
Problem 2.2; in particular, it can be recasted as a linear program. Yet, the fastest known
algorithms have a running time of O(N2.5log(N)) [4], which is prohibitive for large scale
image processing applications. This has motivated the introduction of the sliced Wasserstein
6 PSF field interpolation
Distance [36, 2], which consists in the sum of 1D Wassertein distances of the projected point
clouds:
(2.9) SWp(µX, µY)
p =
∫
Sd−1
Wp(µXu , µYu)
pdu,
where p ≥ 1, Sd−1 = {x ∈ Rd/‖x‖= 1}, Xu = {uTxi, i = 1...N} ⊂ RN and Yu is similarly
defined.
2.2.2. Sliced Wassertein Barycenter. We consider a family {X1, . . . ,XK} of point clouds
in Rd: for k ∈ J1,KK, Xk = [xk1, . . . ,xkN ] ∈ Rd×N . The associated distributions µXk are
defined as previously. A barycenter of these distributions in the Wasserstein metric is defined
as
(2.10) µBar = argmin
µ
K∑
k=1
wkWp(µ, µXk)
p,
for some positive weights wk verifying
∑K
k=1wk = 1. Somehow, this generalizes the concept of
displacement interpolation for an arbitrary finite number of distributions. In various applica-
tions Wasserstein barycenters appear to be more suitable than Euclidean or more sophisticated
barycenters ([8],[19]); in particular they are robust to shifts and ”elastic” deformations. As
previously, in 1D (i.e. d = 1) and for p = 2, this barycenter is known in closed-form. It is the
uniform discrete probability measure defined over the set
(2.11) {xBari =
K∑
k=1
wkxk[σk(i)], i = 1 . . . N},
where σk is a permutation in ΣN which sorts xk entries (i.e. xk[σk(1)] ≤ . . . ≤ xk[σk(N)]).
For d > 1, computing this barycenter is in general intractable[15]. Therefore in this paper
we consider the Sliced Wasserstein Barycenter defined by replacing the Wasserstein distance
by its sliced counterpart in the Wasserstein barycenter definition:
(2.12) µSBar = argmin
µ
K∑
k=1
wkSWp(µ, µXk)
p.
We use p = 2 in the following and in practice.
2.. ata representation in the ransport ramewor . We consider a Nl × Nc gray
levels image. We denote x = (xi)1≤i≤N the vector of pixel intensities rearranged in lines
lexicographic order, with N = NlNc. The image is treated as a point cloud defined as
(2.13) X = [v1, · · · ,vN ],with vi = [xi, b i− 1
Nc
c, (i− 1(modNc))]T .
This point cloud can be viewed as a representation of the considered image as a discrete
surface in R3. Given a set of unresolved objects images, the idea in the following section will
be to match and or compute barycenters of the associated surfaces based on sliced transport.
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We use a ground metric C taking the following form: for two vectors p = [p1, p2, p3]T and
q = [q1, q2, q3]
T in R3,
(2.14) C2(p,q) = (p1 − q1)2 + β2 ∗ ((p2 − q2)2 + (p3 − q3)2),
where β is a strictly positive real. As a reminder, in the applications, the first components p1
and q1 will be pixel intensities and the two other components will be pixel positions. For two
images x = (xi)1≤i≤N and y = (yi)1≤i≤N , let X and Y be the associated point clouds and σ∗
an optimal assignment of Y’s points to X’s points: then
(2.15)
W2(µX, µY)
2 =
N∑
i=1
(xi − yσ∗(i))2
+ β2 ∗ ((b i− 1
Nc
c − bσ
∗(i)− 1
Nc
c)2 + ((i− 1(modNc))− (σ∗(i)− 1(modNc)))2).
Thus, if σ∗ is the identity, W2(µX, µY) = ‖x−y‖2. Therefore, we can consider W2 (and SW2)
as a generalization of the euclidian distance in the pixels domain.
Conversely, from a given point cloud Z ∈ R3×N , we can go backward to an image by
discretizing the 2D function Φ[Z] defined as
(2.16) Φ[Z](x, y) =
N∑
i=1
Z[1, i]δZ[2,i],Z[3,i](x, y).
 lternative ima e re istrati n framew rksNumerical optimal transport can be
casted as a non-rigid registration tool and has been used for this purpose in medical imaging for
instance (see [20]). It is somehow close to optical flow estimation based registration methods;
a comprehensive review of which can be found in [14]. Indeed in the latter framework, the
registration relies on the estimation of a motion field which transforms a reference image into
a target image. However optical flow estimation methods classically assume pixels brightness
constancy as they move or ”high order” constancy to account for illumination changes between
the reference and the target images. These hypothese are relevant whenever the warping can
be described as resulting from locally rigid shifts i.e. when there are solid objects moving in
a scene. This is not true in the present application since the PSFs evolution across the FOV
consists in a complex warping in intensity and space directions.
However authors have proposed to replace the brightness constancy constraint with a
”mass” preservation constraint which is better suited for fluids-like motions (see [5, 26, 32, 6]).
In this framework, the optical flow estimation problem turns into an optimal transport problem
if the chosen regularization of the motion field consists in minimizing the associated kinetic
energy.
3. Transport based PSF field interpolation. We consider a set ofK PSFs S = (xk)1≤k≤K ,
located at the positions (uk)1≤k≤K in the fov. We note (Xk)1≤k≤K the associated point clouds
as defined in Section 2.3. We want to estimate the PSF at a new location u. We note this
PSF xu and we note Xu the associated point cloud:
(3.1) xu ≡ Φ[Xu],
8 PSF field interpolation
where the operator Φ is defined in Eq. 2.16. We want to estimate Xu as a Wassertein barycen-
ter of a subset of PSFs indexed by I(u) in the neighborhood of u in the fov:
(3.2) Xu = argmin
X
∑
k∈I(u)
wk(u)SW2(µX, µXk)
2,
with wk(u) ≥ 0 and
∑
k∈I(u)wk(u) = 1. I(u) simply indexes the nearest neighbors of u in
the set of locations (uk)1≤k≤K . The question of the size of this neighborhood is postponed to
Section 5.1.
The weights (wk(u))k∈I(u) can be seen as generalized barycentric coordinates of Xu rela-
tively to the clouds (Xk)k∈I(u), in the Wassertein metric.
These weights are calculated in three steps that we detail in the following sections:
• Embedding: we calculate the pairwise approximated Wasserstein 2 distances over the
set (Xk)k∈I(u) and determine an Euclidean embedding of (Xk)k∈I(u) that preserves
the Wasserstein distances; we get a set of coordinates (rk)1≤k≤|I(u)|, where |I(u)| is
the number of elements in I(u);
• Interpolation: we estimate the representation ru of Xu in the previously calculated
embedding by interpolating the set (rk)1≤k≤|I(u)| coordinates-wise;
• Weights setting: the weights (wk(u))k∈I(u) are calculated as the Euclidean barycentric
coordinates of ru relatively to (rk)1≤k≤|I(u)|.
3.1. Local non-linear dimension reduction. We recall that we want to estimate the PSF
at a position u in the fov, given the PSFs located at the positions (uk)1≤k≤K . We consider
the p nearest neighbors of u in (uk)1≤k≤K . This defines the set I(u) aforementioned.
As we will see in the Numerical experiments Section, the parameter β in Eq. 2.15 is set
so that for the closest PSFs in the fov, the Wassertein distance is equal to the euclidian
distance. Indeed, the Euclidean distance is usually assumed to be a good approximation of
the geodesic distance between close points on a given Manifold (see for example [41, 10]).
However, the more two PSFs are distant in the fov, the more the PSFs manifold curvature
manifests through the relative warping of their structures. By minimizing the amount of work
needed to push one of the PSFs toward the other, the Wasserstein metric can keep track of
the warping to a certain extent, thus unfolding locally the Manifold. For this reason, the
Wasserstein distance can potentially give a faithful approximation of the geodesic distances,
on broader neighborhoods than the Euclidean distance. We define the p × p local pairwise
distance matrix MW (u) as:
(3.3) MW (u)[i, j] ≈W2(µXI(u)[i] , µXI(u)[j])2, (i, j) ∈ J1, pK2.
Then we apply the Multidimensional Scaling (MDS) procedure to calculate the embedding[1].
The first step consists in converting the distance matrix MW (u) into a Gram matrix Xi i.e.
whose entries are given by Xi[i, j] = 〈ri, rj〉, so that MW (u)[i, j] = ‖ri − rj‖2. The vector ri
is the low dimensional embedding of XI(u)[i].
For this purpose we introduce the ”centering matrix” [29] defined as
(3.4) C = Ip − 1
p
1p1
T
p ,
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where 1p is a row vector made of p ones. Multiplying a matrix by C on the left has the effect
of subtracting to each column its mean; C being symmetric, multiplying a matrix by C on
the right subtracts to each line its mean.
The Gram matrix is calculated as
(3.5) Xi = −1
2
CMW (u)C,
where MW (u) is squared entry-wise. We define the embedding coordinates matrix R =
[r1, . . . , rn]. Assuming that such an embedding exists and R has null lines and columns
means, one can show that Xi = R
TR (see appendix A). Under this hypothesis, Xi is a
symmetric matrix and therefore can be orthogonally diagonalized:
(3.6) Xi = V
TSV,
where VTV = VVT = Ip and S is a non-negative diagonal matrix. It follows that R can be
calculated as
(3.7) R = QS
1
2V,
where Q can be any orthogonal matrix; we set it to the identity in practice [9]. Depending
on neighborhood’s size p, the last diagonal values of S can be neglected so that the last
lines of V can be discarded; besides this represents a way of analyzing locally the Manifold
dimensionality [41].
We note d the dimensionality of the calculated embedding in Algorithm 1.
3.2. Field-of-view mapping. In this section, we estimate the local low dimensional em-
bedding of the unknown PSF located at u in the fov. We note this embedding ru. We note d
the dimension of the vectors (ri)1≤i≤p determined in the previous section, and ru. To compute
the ith component of ru we determine an interpolating function
(3.8) fi : R2 → R /fi(uj) = rj [i], ∀j ∈ J1, pK.
This is a standard surface interpolation problem that we solve using the so-called thin-plate
spline[11] which is appealing because of its physical interpretation: it is the exact interpolating
function that minimizes the ”bending energy” defined as:
(3.9) E(f) =
∫
R2
(
∂2f(x, y)
∂2x
)2 + 2 ∗ (∂
2f(x, y)
∂x∂y
)2 + (
∂2f(x, y)
∂2y
)2dxdy.
Thus, the function fi takes the following form:
(3.10) fi(x) = ax+ by + c+
p∑
j=1
aij‖x− uj‖22ln(‖x− uj‖2),
with x = (x, y) and the coefficients a, b, c and aij are calculated so that fi takes the prescribed
values at the control points (uj)1≤j≤p. This way, each component of ru can be estimated.
10 PSF field interpolation
3.3. Barycentric coordinates. The embedding of the PSF at the position u in the fov
has been determined. Now, we want to estimate the point cloud Xu from this embedding and
the neighbor PSFs. In other terms, we need to determine the weights wk(u) in Eq. 3.2. In
Section 3.1, we calculated an isometric embedding of the matrices (Xk)k∈I(u). Because of this
isometry, for a set of positive weights (wi)1≤i≤p verifying
∑p
i=1wi = 1, the problem
(3.11) min
x
p∑
i=1
wi‖x− ri‖22
is equivalent to the following
(3.12) min
X
p∑
i=1
wiSW2(µX, µXI(u)[i])
2.
This provides a mean for computingXu from ru. Indeed, we first can consider the following
barycentric coordinates problem:
(3.13) min
w1,...,wp
1
2
‖ru −
p∑
i=1
wiri‖22 s.t. wi ≥ 0 and
p∑
i=1
wi = 1.
We note (w∗i )1≤i≤p the optimal tuple and we define r
∗
u =
∑p
i=1w
∗
i ri. ru ≈ r∗u and r∗u is
solution of the Problem 3.11, with the weights (w∗i )1≤i≤p. Therefore, we compute Xu as
(3.14) Xu = argmin
X
p∑
i=1
w∗i SW2(µX, µXI(u)[i])
2.
This approach is in a way similar to the procedure described in [18]. The final image is
obtained by discretizing the function Φ[Xu] defined by Eq. 2.16. This step is discussed in
Section 5.
3.4. Algorithm. We want to estimate D PSFs at random locations (vi)1≤i≤D from a set
of K PSFs at known locations in the fov (see Section 3). The whole procedure is summarized
in Algorithm 1 and illustrated in Fig. 3.4.
This procedure is generic in the sense that the Wassertein metric can be replaced by an
arbitrary metric provided that one is able to compute geodesic distances and geodesics as we
will see in Section 5.
4. Numerical results. We tested the proposed method on a set of 550 simulated Euclid
telescope optical PSFs as in [33]. The PSFs are distributed in the fov according to Fig. 4. We
split the data into a ”learning set” made of 300 observed PSFs and a ”test set” corresponding
to 250 unknown PSFs.
4.1. Quality assessment. Astronomical imaging applications such as weak lensing and
galaxies classification rely on characterizing galaxies shape and luminosity[7]. Therefore the
PSF’s shape is crucial. We recall the definition of the central moments of an imageX = (xij)i,j :
(4.1) µs,t(X) =
∑
i
∑
j
(i− ic)s(j − jc)txij
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Algorithm 1 Transport Interpolation (TraIn)
1: Inputs: K PSFs (xk)1≤k≤K , K observations locations (uk)1≤k≤K , D interpolation loca-
tions (vk)1≤k≤D, number of neighbors p, local dimensionality d ≤ p
2: Compute the weighting parameter β (see Eq. 2.15)
3: Compute the p neighbors of each location vi in the set (uk)1≤k≤K ; this results in a
collection of sets of indices (I(vi))1≤i≤D
4: Transform the PSFs into point clouds (see Eq. 2.13): (xk)1≤k≤K  (Xk)1≤k≤K
5: Compute the approximated Wassertein 2 distances between pairs of point clouds
(Xl,Xm) /(l,m) ∈ I(vi)2 for some i ∈ J1, DK
6: for i = 1 to D do
7: Form the pairwise Wasserstein distances matrix over the set (Xj)j∈I(vi) and compute
a local euclidian embedding; the result is a set of vectors (rj)1≤j≤p in Rd
8: Estimate the embedded coordinates at the location vi using a thin-plate spline inter-
polation coordinate-wise ; this results in a vector rvi
9: Compute the barycentric coordinates of rvi relatively to the vectors (rj)1≤j≤p
10: Compute the approximate Wassertein barycenter of (Xj)j∈I(vi) using the previously
calculated barycentric coordinates as weights
11: Compute the interpolated PSF xvi from this barycenter (see Eq. 2.16)
12: end for
13: Return: (xvi)1≤i≤D.
with (s, t) ∈ N2, (ic, jc) being the image centroid coordinates.
The PSF’s shape can be characterized by the so-called ”ellipticity parameters”[24] defined
as follows:
e1(X) =
µ2,0(X)− µ0,2(X)
µ2,0(X) + µ0,2(X)
(4.2)
e2(X) =
2µ1,1(X)
µ2,0(X) + µ0,2(X)
.(4.3)
The vector γ(X) = [e1(X), e2(X)]
T tells how much X departs from an isotropic distribu-
tion of luminosity and gives one the main direction of elongation.
Additionally, the PSF’s morphology can be characterized by the average intensity-weighted
distance of the pixels to the image centroid. We refer to this quantity as the PSF’s size and
it is calculated as follows:
(4.4) S(X) = (
∑
i
∑
j((i− ic)2 + (j − jc)2)xij∑
i
∑
j xij
)1/2.
We note (Imi)1≤i≤D the set of test PSFs and (Îmi)1≤i≤D the set of corresponding PSFs
interpolated with a given method. The reconstruction quality is accessed through the following
quantities:
• the average error on the ellipticity vector: Eγ =
∑D
i=1‖γ(Imi)− γ(Îmi)‖2/D;
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e
r
p
lo
t
d
is
t
r
ib
u
t
io
n
in
t
o
t
h
e
P
S
F
s
s
p
a
t
ia
l
d
is
t
r
ib
u
t
io
n
.
I
n
t
h
is
c
a
s
e
,
m
o
r
e
c
o
n
t
r
o
l
p
o
in
t
s
a
r
e
r
e
q
u
ir
e
d
fo
r
t
h
e
R
B
F
in
t
e
r
p
o
la
t
io
n
t
o
b
e
r
o
b
u
s
t
t
o
fa
s
t
lo
c
a
l
v
a
r
ia
t
io
n
s
.
T
h
e
s
c
a
t
t
e
r
p
lo
t
s
o
f
F
ig
.
9
a
r
e
n
o
t
h
in
g
b
u
t
o
r
t
h
o
g
o
n
a
l
p
r
o
je
c
t
io
n
s
o
f
t
h
e
P
S
F
s
m
a
n
if
o
ld
o
v
e
r
t
h
e
v
e
c
t
o
r
p
la
n
s
s
p
a
n
n
e
d
b
y
t
h
e
r
e
s
p
e
c
t
iv
e
p
a
ir
s
o
f
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
s
.
A
s
t
h
e
in
d
e
x
e
s
o
f
t
h
e
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
s
in
c
r
e
a
s
e
,
t
h
e
m
a
n
if
o
ld
c
o
m
p
le
x
it
y
b
e
c
o
m
e
s
m
o
r
e
a
p
p
a
r
e
n
t
a
n
d
m
a
n
if
e
s
t
s
in
fa
s
t
s
p
a
t
ia
l
v
a
r
ia
t
io
n
s
o
f
t
h
e
r
e
p
r
e
s
e
n
t
a
t
io
n
c
o
e
ffi
c
ie
n
t
s
.
T
h
u
s
,
w
h
e
n
a
fe
w
c
o
n
t
r
o
l
p
o
in
t
s
a
r
e
u
s
e
d
,
t
h
e
R
B
F
in
t
e
r
p
o
la
t
io
n
a
c
c
u
m
u
la
t
e
s
e
r
r
o
r
s
o
n
t
h
e
”
h
ig
h
in
d
e
x
e
s
”
c
o
m
p
o
n
e
n
t
s
r
e
s
u
lt
in
g
in
a
p
o
o
r
a
c
c
u
r
a
c
y
in
t
e
r
m
s
o
f
p
ix
e
ls
v
a
lu
e
s
.
T
r
a
I
n
a
n
d
I
D
W
in
s
t
e
a
d
in
t
e
r
p
o
la
t
e
g
lo
b
a
ll
y
t
h
e
P
S
F
s
in
t
h
e
s
e
n
s
e
t
h
a
t
t
h
e
in
t
e
r
p
o
la
t
io
n
is
n
o
t
c
o
m
p
o
n
e
n
t
-
w
is
e
;
t
h
is
im
p
li
e
s
le
s
s
d
e
p
e
n
d
e
n
c
y
o
f
p
ix
e
l-
w
is
e
a
c
c
u
r
a
c
y
o
n
t
h
e
n
u
m
b
e
r
o
f
c
o
n
t
r
o
l
p
o
in
t
s
a
n
d
in
p
a
r
t
ic
u
la
r
a
b
e
t
t
e
r
a
c
c
u
r
a
c
y
c
o
m
p
a
r
e
d
t
o
t
h
e
R
B
F
in
t
e
r
p
o
la
t
io
n
w
h
e
r
e
a
fe
w
c
o
n
t
r
o
l
p
o
in
t
s
a
r
e
u
s
e
d
.
H
o
w
e
v
e
r
,
t
h
is
d
o
e
s
n
o
t
h
o
ld
t
r
u
e
fo
r
t
h
e
e
ll
ip
t
ic
it
y
.
T
o
u
n
d
e
r
s
t
a
n
d
t
h
e
s
e
c
h
a
n
g
e
s
o
f
p
e
r
fo
r
m
a
n
c
e
s
,
o
n
e
n
e
e
d
s
t
o
c
o
n
s
id
e
r
t
h
e
s
h
a
p
e
p
a
r
a
m
e
t
e
r
s
s
e
n
s
it
iv
it
y
r
e
la
t
iv
e
ly
t
o
t
h
e
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
s
.
S
p
e
c
ifi
c
a
ll
y
,
fo
r
e
a
c
h
P
S
F
X
i
t
r
e
a
t
e
d
a
s
a
n
N
l
×
N
c
m
a
t
r
ix
,
w
e
c
a
lc
u
la
t
e
t
h
e
16 PSF field interpolation
F
ig
u
r
e
9
.
S
p
a
ti
a
l
d
is
tr
ib
u
ti
o
n
s
o
f
th
e
c
o
e
ffi
c
ie
n
ts
o
f
th
e
P
S
F
s
u
s
e
d
fo
r
th
e
e
x
p
e
r
im
e
n
ts
r
e
la
ti
v
e
to
4
p
r
in
-
c
ip
a
l
c
o
m
p
o
n
e
n
ts
c
a
lc
u
la
te
d
o
v
e
r
th
e
”
le
a
r
n
in
g
”
P
S
F
s
s
e
t;
th
e
to
p
p
a
n
e
l
c
o
r
r
e
s
p
o
n
d
s
to
th
e
fi
r
s
t
a
n
d
s
e
c
o
n
d
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
ts
a
n
d
th
e
c
o
e
ffi
c
ie
n
ts
s
c
a
tt
e
r
p
lo
t;
th
e
b
o
tt
o
m
p
a
n
e
l
c
o
r
r
e
s
p
o
n
d
s
to
th
e
6
th
a
n
d
7
th
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
ts
a
n
d
th
e
c
o
e
ffi
c
ie
n
ts
s
c
a
tt
e
r
p
lo
t
a
s
w
e
ll
.
d
e
r
iv
a
t
iv
e
o
f
e
a
c
h
e
ll
ip
t
ic
it
y
p
a
r
a
m
e
t
e
r
a
lo
n
g
t
h
e
li
n
e
s
p
a
s
s
in
g
t
h
o
u
g
h
X
i
a
n
d
p
a
r
a
ll
e
l
t
o
e
a
c
h
o
f
t
h
e
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
s
P
j
a
ls
o
t
r
e
a
t
e
d
a
s
m
a
t
r
ic
e
s
:
d
e
k
(
X
i
+
t
P
j
)
d
t
,
k
=
1
,
2
.
T
h
e
a
n
a
ly
t
ic
e
x
p
r
e
s
s
io
n
s
c
a
n
b
e
fo
u
n
d
in
A
p
p
e
n
d
ix
C
.
F
o
r
e
a
c
h
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
P
j
,
w
e
n
o
t
e
d
is
p
j
t
h
e
d
is
p
e
r
s
io
n
o
f
t
h
e
P
S
F
s
s
e
t
p
r
o
je
c
t
e
d
o
n
t
h
e
li
n
e
p
a
s
s
in
g
t
h
r
o
u
g
h
0
a
n
d
d
ir
e
c
t
e
d
b
y
P
j
.
W
e
d
e
fi
n
e
t
h
e
s
e
n
s
it
iv
it
y
o
f
t
h
e
e
ll
ip
t
ic
it
y
c
o
m
p
o
n
e
n
t
e
k
,
k
=
1
,
2
w
it
h
r
e
s
p
e
c
t
t
o
t
h
e
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
P
j
a
s
fo
ll
o
w
s
:
(
4
.5
)
V
(
e
k
,
P
j
)
=
d
is
p
j
(
D
+
K
)
∑
i
|
d
e
k
(
X
i
+
t
P
j
)
(
0
)
d
t
|.
I
t
m
e
a
s
u
r
e
s
h
o
w
m
u
c
h
s
m
a
ll
p
e
r
t
u
r
b
a
t
io
n
s
a
lo
n
g
e
a
c
h
o
f
t
h
e
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
is
s
u
s
c
e
p
t
ib
le
t
o
m
a
k
e
t
h
e
e
ll
ip
t
ic
it
y
v
a
r
y
.
I
n
o
t
h
e
r
w
o
r
d
s
,
it
m
e
a
s
u
r
e
s
t
h
e
s
e
n
s
it
iv
it
y
o
f
t
h
e
e
ll
ip
t
ic
it
y
t
o
e
r
r
o
r
s
o
n
t
h
e
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
s
c
o
e
ffi
c
ie
n
t
s
.
T
h
e
s
e
n
s
it
iv
it
ie
s
fo
r
t
h
e
4
0
fi
r
s
t
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
s
a
r
e
p
lo
t
t
e
d
in
F
ig
.
1
0
fo
r
t
h
e
t
w
o
e
ll
ip
t
ic
it
y
c
o
m
p
o
n
e
n
t
s
.
I
t
is
in
t
e
r
e
s
t
in
g
t
o
s
e
e
t
h
a
t
t
h
e
p
lo
t
s
a
r
e
n
o
t
m
o
n
o
t
o
n
ic
a
ll
y
d
e
c
r
e
a
s
in
g
.
W
e
c
a
n
d
r
a
w
a
n
im
p
o
r
t
a
n
t
r
e
m
a
r
k
fr
o
m
t
h
is
o
b
s
e
r
v
a
t
io
n
:
t
h
e
m
o
s
t
im
p
o
r
t
a
n
t
fe
a
t
u
r
e
s
in
t
e
r
m
s
o
f
p
ix
e
l-
w
is
e
e
r
r
o
r
a
r
e
n
o
t
n
e
c
e
s
s
a
r
il
y
t
h
e
m
o
s
t
in
fl
u
e
n
t
ia
l
in
t
e
r
m
s
o
f
s
h
a
p
e
.
T
h
e
e
ll
ip
t
ic
it
y
p
a
r
a
m
e
t
e
r
s
h
a
v
e
a
v
e
r
a
g
e
m
a
g
n
it
u
d
e
s
o
f
o
r
d
e
r
1
0
−
2.
T
h
e
r
e
fo
r
e
,
o
n
e
c
a
n
t
e
ll
fr
o
m
F
ig
.
1
0
t
h
a
t
t
h
e
e
ll
ip
t
ic
it
y
is
s
ig
n
ifi
c
a
n
t
ly
s
e
n
s
it
iv
e
t
o
o
n
ly
a
fe
w
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
s
w
it
h
in
t
h
e
1
0
fi
r
s
t
o
n
e
.
T
h
e
r
e
fo
r
e
,
a
s
lo
n
g
a
s
t
h
e
c
o
e
ffi
c
ie
n
t
-
w
is
e
in
t
e
r
p
o
la
t
io
n
is
a
c
c
u
r
a
t
e
fo
r
t
h
o
s
e
lo
w
in
d
e
x
e
s
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
t
s
w
h
il
e
s
t
a
y
in
g
in
a
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F
ig
u
r
e
1
0
.
E
ll
ip
ti
c
it
y
c
o
m
p
o
n
e
n
ts
s
e
n
s
it
iv
it
y
to
th
e
P
C
A
a
to
m
s
.
Y
a
x
is
:
lo
g1
0
(
V
(
e
k
,
P
j
)
)
(
s
e
e
E
q
.
4
.5
)
;
X
a
x
is
:
P
C
A
a
to
m
s
in
d
e
x
e
s
j
;
m
o
d
e
r
a
te
e
r
r
o
r
s
o
n
th
e
P
C
A
c
o
e
ffi
c
ie
n
ts
h
a
v
e
a
w
e
a
k
im
p
a
c
t
o
n
th
e
e
ll
ip
ti
c
it
y
,
e
s
p
e
c
ia
ll
y
fo
r
th
e
”
h
ig
h
in
d
e
x
e
s
”
P
C
A
c
o
m
p
o
n
e
n
ts
.
r
e
a
s
o
n
a
b
le
r
a
n
g
e
in
g
e
n
e
r
a
l,
t
h
e
fi
n
a
l
r
e
s
u
lt
is
a
c
c
u
r
a
t
e
in
t
e
r
m
s
o
f
e
ll
ip
t
ic
it
y
.
T
h
is
e
x
p
la
in
s
w
h
y
t
h
e
R
B
F
in
t
e
r
p
o
la
t
io
n
m
a
in
t
a
in
s
a
g
o
o
d
a
c
c
u
r
a
c
y
o
n
t
h
e
e
ll
ip
t
ic
it
y
.
A
s
t
o
t
h
e
s
iz
e
,
it
is
c
le
a
r
ly
d
e
t
e
r
m
in
e
d
b
y
t
h
e
b
r
ig
h
t
e
s
t
s
t
r
u
c
t
u
r
e
s
o
n
t
h
e
P
S
F
,
n
a
m
e
ly
t
h
e
m
a
in
lo
b
e
a
n
d
t
h
e
fi
r
s
t
b
r
ig
h
t
e
s
t
r
in
g
.
T
h
e
F
ig
u
r
e
1
1
s
h
o
w
s
t
h
a
t
t
h
e
b
r
ig
h
t
e
s
t
r
in
g
in
fo
r
m
a
t
io
n
is
d
is
t
r
ib
u
t
e
d
o
n
t
o
s
e
v
e
r
a
l
c
o
m
p
o
n
e
n
t
s
,
in
p
a
r
t
ic
u
la
r
t
h
e
fi
r
s
t
a
n
d
t
h
e
s
e
c
o
n
d
o
n
e
.
O
n
e
e
x
p
e
c
t
s
a
b
ia
s
in
t
h
e
R
B
F
in
t
e
r
p
o
la
t
io
n
fr
o
m
p
r
o
c
e
s
s
in
g
t
h
is
in
fo
r
m
a
t
io
n
c
o
m
p
o
n
e
n
t
-w
is
e
.
O
n
t
h
e
c
o
n
t
r
a
r
y
,
t
h
e
b
r
ig
h
t
e
s
t
fe
a
t
u
r
e
s
a
r
e
g
lo
b
a
ll
y
a
n
d
m
o
r
e
a
c
c
u
r
a
t
e
ly
m
o
d
e
le
d
t
h
r
o
u
g
h
t
h
e
b
a
r
y
c
e
n
t
r
ic
c
o
o
r
d
in
a
t
e
s
c
a
lc
u
la
t
io
n
s
t
e
p
,
s
in
c
e
t
h
e
y
in
fl
u
e
n
c
e
it
t
h
e
m
o
s
t
.
T
h
e
r
e
fo
r
e
,
T
r
a
I
n
g
iv
e
s
t
h
e
m
o
s
t
a
c
c
u
r
a
t
e
r
e
s
u
lt
s
in
t
e
r
m
s
o
f
s
iz
e
.
5
.
P
r
a
c
t
ic
a
l
c
o
n
s
id
e
r
a
t
io
n
s
.
1
.
P
a
r
a
m
e
t
e
r
s
.
L
o
c
a
l
d
im
e
n
s
io
n
a
li
t
y
.W
e
r
e
fe
r
t
o
t
h
e
p
a
r
a
m
e
t
e
r
d
in
v
o
lv
e
d
in
t
h
e
s
t
e
p
7
in
A
lg
o
r
it
h
m
3
.4
.
F
o
r
a
n
id
e
a
ll
y
d
e
n
s
e
d
a
t
a
s
e
t
in
t
h
e
s
e
n
s
e
o
f
t
h
e
u
n
d
e
r
ly
in
g
m
a
n
if
o
ld
,
t
h
is
p
a
r
a
m
e
t
e
r
c
a
n
b
e
s
e
t
t
o
t
h
e
m
a
n
if
o
ld
in
t
r
in
s
ic
d
im
e
n
s
io
n
w
h
ic
h
is
2
in
t
h
is
e
x
a
m
p
le
[2
8
];
h
o
w
e
v
e
r
t
h
is
is
t
r
ic
k
y
s
in
c
e
t
h
e
id
e
a
l
d
e
n
s
it
y
d
e
p
e
n
d
s
o
n
t
h
e
m
a
n
if
o
ld
g
e
o
m
e
t
r
ic
c
o
m
p
le
x
it
y
w
h
ic
h
is
a
p
r
io
r
i
n
o
t
k
n
o
w
n
.
W
e
d
e
fi
n
e
t
h
e
”
e
x
t
r
in
s
ic
d
im
e
n
s
io
n
a
li
t
y
”
d
e
x
t
o
f
t
h
e
d
a
t
a
s
e
t
a
s
t
h
e
d
im
e
n
s
io
n
o
f
t
h
e
s
m
a
ll
e
r
s
u
b
s
p
a
c
e
c
o
n
t
a
in
in
g
t
h
e
d
a
t
a
s
e
t
.
T
h
is
c
a
n
b
e
a
p
p
r
o
x
im
a
t
e
ly
e
s
t
im
a
t
e
d
u
s
in
g
a
P
C
A
.
T
h
e
n
w
e
s
e
t
d
t
o
m
in
(
p
,
d
e
x
t
)
,
w
h
e
r
e
p
is
t
h
e
n
u
m
b
e
r
o
f
n
e
ig
h
b
o
r
s
.
N
u
m
b
e
r
o
f
n
e
ig
h
b
o
r
s
.
T
h
e
p
r
o
p
o
s
e
d
m
e
t
h
o
d
g
iv
e
s
q
u
it
e
s
t
a
b
le
r
e
s
u
lt
s
w
it
h
r
e
s
p
e
c
t
t
o
t
h
e
n
u
m
b
e
r
o
f
n
e
ig
h
b
o
r
s
.
H
o
w
e
v
e
r
,
F
ig
.
1
2
s
u
g
g
e
s
t
s
a
p
o
t
e
n
t
ia
l
im
p
r
o
v
e
m
e
n
t
o
f
t
h
e
n
e
ig
h
b
o
r
s
s
e
le
c
t
io
n
.
F
o
r
a
g
iv
e
n
p
o
s
it
io
n
o
f
in
t
e
r
p
o
la
t
io
n
,
t
h
e
s
e
le
c
t
io
n
o
f
n
e
ig
h
b
o
r
s
c
a
n
b
e
p
ic
t
u
r
e
d
a
s
fo
ll
o
w
s
:
•
o
n
e
in
it
ia
li
z
e
s
a
n
u
ll
r
a
d
iu
s
s
p
h
e
r
e
c
e
n
t
e
r
e
d
o
n
t
h
e
in
t
e
r
p
o
la
t
io
n
p
o
s
it
io
n
in
t
h
e
F
O
V
;
18 PSF field interpolationF
ig
u
r
e
1
1
.
F
ir
s
t
a
n
d
s
e
c
o
n
d
p
r
in
c
ip
a
l
c
o
m
p
o
n
e
n
ts
;
th
e
b
r
ig
h
te
s
t
r
in
g
is
b
r
o
k
e
n
a
p
a
r
t
b
e
tw
e
e
n
th
e
tw
o
c
o
m
p
o
n
e
n
ts
.
F
i
g
u
r
e
1
2
.
S
p
a
t
i
a
l
d
i
s
t
r
i
b
u
t
i
o
n
s
o
f
t
h
e
fi
r
s
t
(
l
e
f
t
)
a
n
d
s
e
c
o
n
d
e
l
l
i
p
t
i
c
i
t
y
(
r
i
g
h
t
)
p
a
r
a
m
e
t
e
r
s
o
f
t
h
e
o
b
s
e
r
v
e
d
P
S
F
s
.
•
o
n
e
i
n
c
r
e
a
s
e
s
t
h
e
s
p
h
e
r
e
r
a
d
i
u
s
u
n
t
i
l
i
t
i
n
c
l
u
d
e
s
a
g
i
v
e
n
n
u
m
b
e
r
o
f
o
b
s
e
r
v
a
t
i
o
n
s
l
o
c
a
-
t
i
o
n
s
.
Y
e
t
,
F
i
g
.
1
2
s
h
o
w
s
t
h
a
t
t
h
e
e
l
l
i
p
t
i
c
i
t
y
p
a
r
a
m
e
t
e
r
s
c
h
a
n
g
e
f
a
s
t
e
r
i
n
c
e
r
t
a
i
n
d
i
r
e
c
t
i
o
n
s
t
h
a
n
i
n
o
t
h
e
r
s
.
T
h
i
s
u
g
g
e
s
t
s
t
o
g
r
o
w
t
h
e
n
e
i
g
h
b
o
r
h
o
o
d
s
a
c
c
o
r
d
i
n
g
t
o
t
h
e
l
l
i
p
t
i
c
i
t
y
p
a
r
a
m
e
t
e
r
s
s
p
a
t
i
a
l
g
r
a
d
i
e
n
t
s
i
n
s
u
c
h
a
w
a
y
t
o
i
n
c
l
u
d
m
o
r
e
n
e
i
g
h
b
o
r
s
f
r
o
m
d
i
r
e
c
i
o
n
s
w
h
e
r
e
t
h
e
e
l
l
i
p
t
i
c
i
t
y
p
a
r
a
m
e
t
e
r
s
v
a
r
y
s
l
o
w
l
y
.
G
r
o
u
n
d
m
e
t
r
i
c
w
e
i
g
h
t
p
a
r
a
m
e
t
e
r
.W
e
c
o
n
s
i
d
e
r
t
h
e
p
a
r
a
m
e
t
e
r
β
i
n
E
q
.
2
.
1
4
.
β
i
s
t
h
e
c
o
s
t
o
f
m
a
t
c
h
i
n
g
t
w
o
n
e
i
g
h
b
o
r
p
i
x
e
l
s
(
a
s
s
u
m
i
n
g
a
4
-
c
o
n
n
e
c
t
e
d
n
e
i
g
h
b
o
r
h
o
o
d
)
w
i
t
h
i
d
e
n
t
i
c
a
l
i
n
t
e
n
s
i
-
t
i
e
s
.
L
e
t
c
o
n
s
i
d
e
r
t
w
o
i
m
a
g
e
s
x
=
(
x
i
)
1
≤
i
≤
N
a
n
d
y
=
(
y
i
)
1
≤
i
≤
N
a
n
d
t
h
e
a
s
s
o
c
i
a
t
e
d
p
o
i
n
t
c
l
o
u
d
s
X
a
n
d
Y
i
n
t
h
e
s
e
n
s
e
o
f
S
e
c
t
i
o
n
2
.
3
.
I
f
∀
i
∈
J
1
,
N
K
|
x
i
−
y
i
|
β
t
h
e
n
W
2
(
µ
X
,
µ
Y
)
=
‖
x
−
y
‖
2
.
T
h
u
s
,
β
s
o
m
e
h
o
w
d
e
t
e
r
m
i
n
e
s
h
o
w
m
u
c
h
t
h
e
W
a
s
s
e
r
s
t
e
i
n
g
e
o
m
e
t
r
y
i
s
s
u
s
c
e
p
t
i
b
l
e
t
o
d
e
p
a
r
t
Optimal Transport 19
from the pixels domain Euclidean geometry. For sufficiently small neighborhoods around a
given location in the FOV, the pixels domain Euclidean distance describes accurately the local
geometry of the PSFs manifold. Therefore, β has to be chosen so that the Wassertein distance
is equal to the pixels domain Euclidean distance on any small vicinity in the FOV. Hence the
following procedure for setting γ:
• determine the two closest PSFs in the FOV xi and xj ;
• set γ to ‖xi − xj‖∞.
In words, γ is chosen as the largest absolute pixel’s intensity difference between the two closest
observed PSFs in the FOV.
5.2. Transportation problems. We recall the definition of the sliced Wasserstein distance
between two clouds X and Y:
(5.1) SW2(µX, µY)
2 =
∫
Sd−1
W2(µXu , µYu)
2du,
where Sd−1 = {x ∈ Rd/‖x‖= 1}, Xu = {uTxi, i = 1...N} ⊂ RN and Yu is similarly defined.
Pairwise distances computation: assignments discrepancies.The continuous integration be-
ing intractable, in practice, the sliced Wassertein distance is calculated as a discrete sum:
(5.2) SW2(µX, µY)
2 =
∑
ui∈Ω⊂Sd−1
W2(µXui , µYui )
2.
For each vector ui we recall that the Wassertein 2 distance takes the form
(5.3) W2(µXui , µYui )
2 =
N∑
j=1
((uTi X)[j]− (uTi Y)[σ∗ui(j)])2,
where σui is a permutation of J1, NK. We use the stochastic gradient descent algorithm
proposed in [36] for calculating SW2. The algorithm estimates a local minimum Y
∗ of the
functional JY(Z) = SW2(Z,Y)
2 in the vicinity of X and the approximated Wasserstein
distance is computed as
(5.4) W2(X,Y) ≈ ‖X−Y∗‖2.
At each gradient step, the ”sliced assignments” (σ∗ui)i are updated. To guarantee the
convergence, one can use a decreasing step size ≡ 1na for a ∈K1/2, 1K, n being the iteration
index [3].
The algorithm succeeds in computing an assignment between the clouds X and Y if the
slices assignments are identical at convergence and if the stationary point Y∗ represents the
same point cloud as Y; these two conditions are summarized below:
SW2(µY∗ , µY)
2 =
∑
ui∈Ω⊂Sd−1
N∑
j=1
((uTi Y
∗)[j]− (uTi Y)[σ∗ui(j)])2 = 0 and(5.5)
for ui 6= uj , σ∗ui = σ∗uj .(5.6)
20 PSF field interpolation
The displacement interpolation between the clouds represented by X and Y is realized by
performing a linear interpolation between the matrices X and Y∗. We define the discrepancy
support as the following set
(5.7) D = {k ∈ J1, NK/∃(ui,uj) ∈ Ω2/σ∗ui [k] 6= σ∗uj [k]}
and define the assignment discrepancy as the support size |D|.
As observed in [36] and [2], we did not find it necessary in practice to use a decreasing step
size. We observe as well that the stationary points seem to always satisfy |D|= 0. However,
it is not rare that the sequence of iterates oscillates around a point which has a non-zero
discrepancy support size in which case, the algorithm takes a potentially long time to reach a
stationary point satisfying |D|= 0.
In case |D|> 0 for the final iterate Y∗, it mixes information from different pixels in the
image associated to Y. This translates into visual artifacts when Y∗ is transformed into an
image (see 2.16). One can see such an example in Fig. 13. This is a troublesome point since
in the considered astronomical application, the systematic errors due to the PSFs estimation
constitute one of the bottlenecks.
Besides, the algorithm is stochastic and the energy minimized is non-convex; therefore
for the same input point clouds, the algorithm converges to a different point at each run.
We propose to reduce the final assignment discrepancy with a fixed number of iterations and
the stationary point variability by improving the gradient descent initialization. Taking the
two point clouds X and Y, we extract from each cloud the points corresponding the pixels
comprised in a small rectangular window (typically of size 20× 20) around the corresponding
images centroids (see Fig. 14). Let note indX and indY the sets of corresponding indexes
and indX the complement of indX in J1, NK. Then we find the optimal assignment between
X[indX ] and Y[indY ] using the Hungarian algorithm[27], which is the fastest known proce-
dure for solving exactly the assignment problem. However, it has a roughly cubic complexity
in its improved version, which restricts its practical use to small scale problems. We note σ
the optimal mapping:
(5.8) X[indX [i]] 7→ Y[indY [σ(i)]], ∀i ∈ J1, |indX |K.
Then we initialize the aforementioned stochastic gradient descent method with the matrix X0
defined as follows:
(5.9)
{
X0[:, i] = X[:, i] if i ∈ indX and
X0[:, indX [i]] = Y[indY [σ(i)]] for i ∈ J1, |indX |K.
To quantify the impact of this pre-assignment, we compare the average running time of
the algorithm, for 3 different pairs of images, for 100 runs in each case, with and without
optimizing the initialization. These times account for the hungarian algorithm when used.
We set a maximum number of iterations of 20000. The discrepancy support size |D| might be
non-zero when this number of iterations is reached. Therefore, we also compute the average
of the final discrepancy support sizes. The number of projection directions was set to 30 and
the initialization window size to 20×20. As for all the experiments presented, we used 42×42
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Vi = Y
∗ −Xi
Compute an eigenvector ui corresponding to the highest eigenvalue of ViV
T
i
V̂i = uiu
T
i Vi/‖ui‖22
Line search: µopt = argmin
µ
‖Xi + µV̂i −Y∗‖22= − 〈V̂i,Xi−Y
∗〉
‖V̂i‖22
Xi+1 = Xi + min(µopt, µmax)V̂i
i = i+ 1.
In the above procedure, all the particles are moved in parallel with ui at each iteration.
Moreover, ‖Xi+1 − Y∗‖22≤ ‖Xi − Y∗‖22. Therefore the procedure moves in fact the initial
point cloud toward the final one. We do not discuss how close the sequence generated can
come to Y∗. However, in the tests we performed, the distance ‖Xi −Y∗‖ always gets down
to the machine numerical precision. In Fig. 16, the time parameter is defined as
(5.10) t(i) = 1− ‖Xi −Y
∗‖2
‖X−Y∗‖2 ,
which makes sense in a dynamic model of constant speed advection along straight lines. How-
ever, in the modified displacement interpolation, the matrices (Xi)1≤i≤imax do not necessarily
follow a linear path in the matrix space. To make a direct comparison possible between the
two displacement interpolations, the time parameter definition has to be generalized in order
to account for a possible curvature of the path. We do so by involving the length of the curve
obtained by joining each matrix of the sequence to the following one with a straight line:
(5.11) t(i) = 1−
∑imax
j=i ‖Xi −Xi+1‖2∑imax
j=0 ‖Xi −Xi+1‖2
,
with the convention Ximax+1 = Y
∗. This definition generalizes 5.10. We compare the two
displacement interpolations in Fig. 17. The parallel velocity constraint quantitatively reduces
the shrinkage effect since the interpolated images l2/l1 norms ratios do not exceed those of the
reference images as much as with the regular displacement interpolation. Not surprisingly,
this constraint yields smoother barycenters.
This constraint can be integrated directly into the sliced OT algorithm. However, we
observe that this considerably increases the number of iterations needed to converge and most
importantly, the generated sequence mostly converges to a solution which is not a global min-
imum of the functional JY(Z) = SW2(Z,Y)
2. We note that this constraint can be naturally
integrated into the framework adopted in [34] since velocities are directly manipulated. How-
ever, the eulerian discretization would require manipulating 4 dimensional arrays, making the
approach intractable.
This constraint has not been used for generating the plots shown in Section 4. Indeed, for
that experiment, we considered a density of known PSFs that makes the PSFs variations in a
given neighborhood in the FOV very smooth in which case the shrinkage effect disappears.
Wasserstein barycenters computation.As explained in Section 3, the interpolated PSF’s
computation involves calculating a sliced Wassertein barycenter. Let consider a set of point
clouds (Yi)1≤i≤p. As for the pairwise Wasserstein distances, an approximation of their Wasser-
stein barycenter is approximately calculated by finding a local stationary point of the func-
tional JY1,...,Yp(Z) =
∑p
i=1wiSW2(Z,Yi)
2[36], for some barycentric weights (wi)1≤i≤p. The
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26 PSF field interpolation
1. Initialization: rbar = r1; i = 2, w = w1
2. WHILE i ≤ p:
rbar = argmin
r
wi‖r− ri‖22+w‖r− rbar‖22
w = w + wi
i = i+ 1.
Indeed, one can check that at the ith iteration rbar is updated to
∑i
k=1
wk∑i
j=1 wj
rk. If the
Wasserstein space is isometric to a Euclidean space in the neighborhood of the point clouds
involved in the barycenter’s calculation, then one can apply a similar procedure in the Wasser-
stein space to calculate the barycenter, hence the following scheme:
1. Initialization: Zbar = Z1; i = 2, w = w1
2. WHILE i ≤ p:
Zbar = argmin
Z
wiSW2(Z,Yi)
2 + wSW2(Z,Zbar)
2
w = w + wi
i = i+ 1.
This way we can take advantage of the previous accurate initializing proposed in the Wasser-
stein barycenter approximation and make use of the 1D displacement interpolation. The
computed barycenter slightly changes depending on the ordering of the clouds Yi. We choose
the ordering so that w1 ≥ . . . ≥ wp.
6. Reproducible research. In the spirit of participating in reproducible research, the data
and the codes used to generate the plots presented in this paper will be made available at
http://www.cosmostat.org/software/.
7. Conclusion. We introduce TraIn (Transport Interpolation) which is a data field in-
terpolation method based on Optimal Transport and making use of some Manifold Learning
ideas. We consider the interpolation of a PSF field. The local geometry of the PSF field is
characterized using approximated Wasserstein distances. From these, we derive a low dimen-
sional local Euclidean embedding of the PSF field which is then mapped to the instrument
field-of-view using a thin-plate interpolation. This mapping gives one the embedded coordi-
nates of the unknown PSFs, from which a representation of these PSFs in the Wasserstein
metric is determined. Finally, the interpolated PSFs are calculated through nested displace-
ment interpolations.
We compared TraIn to the Inverse Distance Weighting method and to a component-wise
thin-plate interpolation of PCA coefficients. The tests were made on a set of realistic Euclid-
like[13] PSFs. We show that the proposed method is globally the most accurate in terms of
pixel domain error and shape. In particular, TraIn is in average several orders of magnitudes
more accurate than the two other methods in terms of pixels errors when a few number
of ”neighbor PSFs” are used for the interpolation. We also introduce a velocity constraint
displacement interpolation for mitigating the unnatural shape shrinkage that might occur
when interpolating objects with different major axis using an Euclidean ground metric.
A natural extension of this study would be to compare these interpolation methods in a
setting where the reference PSFs are not perfectly known.
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Appendix. Multidimensional scaling. We consider a family of vectors (ri)1≤i≤p in Rq;
we set R = [r1, . . . , rp]. We assume that
∑p
i=1 ri = 0Rq . We define the distances matrix
D = (‖ri − rj‖22)1≤i,j≤p and the norms vector v = (‖r1‖22, . . . , ‖rp‖22)T . We want to retrieve
(ri)1≤i≤p from D. D can be rewritten as:
(A.1) D = v1Tp + 1pv
T − 2RTR.
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We consider the centering matrix C introduced in Section 3.1. We have C1vT = 0Rp = v1
T
pC.
Thus −12CDC = (RC)TRC. But RC = (
∑p
i=1 ri)1
T
p = 0, which finally gives −12CDC =
RTR.
Appendix. point clouds to image transform. The step 11 in the Algorithm 3.4 consists
in converting estimated Wasserstein barycenters which are point clouds into images which
are the actual PSFs estimates. Let consider an estimated Wasserstein Xbar ∈ R3×N . By
construction, the first dimension is related to pixel intensities and the second and third are
related to pixel positions (see Eq. 2.13). We assume that the PSFs images have Nl lines and
Nc columns so that N = NlNc. Then the most simple way of calculating an image from Xbar
is the following:
1. Initialize an Nl ×Nc image PSFbar with all pixels values set to zeros.
2. FOR ALL i ∈ J1, NK:
find the nearest neighbor (li, ci) of Xbar[2 : 3, i] in J1, NlK× J1, NcK.
Set PSFbar[li, ci] = PSFbar[li, ci] +Xbar[1, i].
However, this generally results in sharp pixel intensities variations and therefore visual ar-
tifacts. We circumvent this by involving the four nearest pixels in step 2 in the procedure
above, rather than the nearest one solely:
1. Initialize an Nl ×Nc image PSFbar with all pixels values set to zeros.
2. FOR ALL i ∈ J1, NK:
find the 4 nearest neighbors ((lij , cij))1≤j≤4 of Xbar[2 : 3, i] in J1, NlK× J1, NcK.
FOR ALL j ∈ J1, 4K:
set PSFbar[lij , cij ] = PSFbar[lij , cij ] +
1∑4
k=1
‖Xbar[2:3,i]−(lij ,cij)
T ‖22
‖Xbar[2:3,i]−(lik,cik)
T ‖22
Xbar[1, i].
This is illustrated in Fig. 18.
Appendix. Ellipticity parameters directional derivatives. The ellipticity parameters 4.3
can be rewritten in the following way:
e1(Xi) =
< Xi,U5 >< Xi,U3 > − < Xi,U1 >2 + < Xi,U2 >2
< Xi,U4 >< Xi,U3 > − < Xi,U1 >2 − < Xi,U2 >2(C.1)
e2(Xi) =
2(< Xi,U6 >< Xi,U3 > − < Xi,U1 >< Xi,U2 >)
< Xi,U4 >< Xi,U3 > − < Xi,U1 >2 − < Xi,U2 >2 ,(C.2)
where U1 = (k) 1≤k≤Nl
1≤l≤Nc
, U2 = (l) 1≤k≤Nl
1≤l≤Nc
, U3 = (1) 1≤k≤Nl
1≤l≤Nc
, U4 = (k
2 + l2) 1≤k≤Nl
1≤k≤Nc
, U5 =
(k2 − l2) 1≤k≤Nl
1≤l≤Nc
, U6 = (kl) 1≤k≤Nl
1≤l≤Nc
. We derive the following expressions:
de1(Xi + tPj)
dt
=
a1 + a2t
ct
− e1(Xi + tPj)d1 + d2t
ct
(C.3)
de2(Xi + tPj)
dt
=
b1 + b2t
ct
− e2(Xi + tPj)d1 + d2t
ct
,(C.4)
where
• ct =< U4,Xi + tPj >< U3,Xi + tPj > − < U1,Xi + tPj >2 − < U2,Xi + tPj >2
• a1 =< U5,Xi >< U3,Pj > + < U3,Xi >< U5,Pj > −2(< U1,Xi >< U1,Pj >
− < U2,Xi >< U2,Pj >)
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