We introduce a broad class of bosonic error-correcting codes based on phase-space rotation symmetry. A subset of this class, which includes the well-known cat and binomial codes, limits to codes that can be written as rotated superpositions of states with vanishing phase uncertainty. We propose a scheme for universal quantum computing with these codes and show that Clifford gates can be implemented fault-tolerantly, assuming a supply of encoded basis states. Moreover, we introduce a teleportation-based error correction scheme that allows errors to be tracked entirely in software. Focusing on cat and binomial codes as examples, we compute average channel fidelities for error correction under simultaneous loss and dephasing noise and show numerically that the error-correction scheme is close to optimal for error-free ancillae.
INTRODUCTION
Encoding quantum information into bosonic systems [1] [2] [3] is an alternative to conventional error-correcting codes based on discrete two-(or few-) state systems. The infinite Hilbert space of a single bosonic mode provides a playground for redundant digital encodings that can be tailored to a specific task [4] [5] [6] [7] [8] [9] [10] . A natural application is to use a bosonic code at the ground level in a concatenated error-correction scheme to suppress errors below the fault-tolerance threshold of a conventional qubit-based code [3, 11] , potentially reducing the total overhead. Decoders that exploit the continuous variable nature of bosonic codes can even improve the faulttolerance threshold itself [12, 13] and reduce the number of physical qubits required [14] . From a hardware perspective, well controlled, low loss bosonic modes occur in many quantum technology platforms, such as electromagnetic modes in optical and microwave cavities [15] [16] [17] [18] and in free space [19] , superconducting circuits [20] [21] [22] , and motional modes in ion traps [23] [24] [25] .
Gottesman, Kitaev, and Preskill (GKP) introduced a seminal fault-tolerant scheme for quantum computing with bosonic codes, based on states with discrete translation symmetry in phase space [3] . While GKP codewords were recently prepared and manipulated in the laboratory for the first time [25] , experimental progress with other codes-the cat [2, 5, 26, 27] and binomial code families [6] -is more advanced. In analogy to the discrete translation symmetry of GKP codes, cat and binomial codes are characterized by discrete rotation symmetry in phase space. In a breakthrough experiment, Ofek et al. [28] demonstrated enhancement in the lifetime of a cat-code qubit compared to an unencoded qubit using the same hardware-the so-called break-even point for error * arne.grimsmo@sydney.edu.au correction. This was the first error-correction scheme to achieve this milestone in an experiment. A similar experiment using binomial codes also came very close to break even [29] . Initial steps towards fault-tolerant error correction with these codes have been made recently [30] .
In this work we take discrete rotation symmetry as the starting point to develop a framework for a large class of single-mode bosonic error-correcting codes, which includes the cat and binomial code families. We also introduce several new examples. Specifically, we consider codes where a single qubit is encoded into a subspace in which the discrete rotation operatorẐ N = exp (i π Nn ) acts as logicalZ, wheren is the Fock-space number operator. Due to the implied cyclic nature of the logical codewords under phase-space rotations, 1 we refer to these codes as cyclic rotation codes. The parameter N here quantifies the degree of discrete rotation symmetry for the code: It immediately follows that the operator R N =Ẑ 2 N acts as the identity on the codespace, i.e., any state in the codespace is N -fold rotation symmetric in the sense that it is invariant under a rotation by 2π/N .
A consequence of N -fold rotation symmetry is that an encoded state |ψ N has support only on every N th Fock state, |ψ N = ∞ k=0 c kN |kN . The degree of rotation symmetry N thus quantifies the magnitude of a detectable shift in number and sets a code distance in Fock space. A complementary notion of distance for phasespace rotations, π/N , quantifies detectable rotation errors and reveals a trade-off between detectable numbershift and rotation errors.
A special family of cyclic rotation codes we introduce are canonical phase codes, which are rotated superpositions of states with vanishing phase uncertainty [31] . These codes are analogous to ideal GKP codes, with number and phase playing dual roles in place of position and momentum. Interestingly, we show that both cat and binomial codes approach canonical phase codes for large excitation numbers, and we refer to them as approximate phase codes for this reason.
We present an entangling controlled-rotation, or crot, gate based on a cross-Kerr interaction (∼n anb ) between two arbitrary cyclic rotation codes. A properly tuned crot serves as a logical controlled-Z,Ĉ Z = diag(1, 1, 1, −1). Notably, codes of different rotational symmetry and of different type (e.g. cat and binomial) can be fully entangled by the crot gate. Similarly, a self-Kerr interaction (∼n 2 ) can be used to enact the single-qubit phase gateŜ = diag (1, i) . Augmented with state preparation, and measurements in the dual basis, the following set is universal for quantum computing:
Here, the bar indicates an encoded gate, P |ψ N stands for preparation of an encoded state |ψ N with |T N = T |+ N theT -gate magic state, and M X denotes measurement in the logical dual basis. For the class of approximate phase codes the latter can be performed using phase measurements [31] [32] [33] [34] . The left-hand part of the union Eq. (1) generates the Clifford group, and P |T N promotes it to universality. The gates we introduce have favorable properties in terms of fault-tolerance. Errors can only be amplified and spread in a very limited way, such that the "size" of an error after a gate is proportional to the size prior to the gate. This is reminiscent of locality-preserving local operations which generalize strictly transversal gates in the context of topological error-correcting codes [35, 36] . We also introduce new error-correction schemes for cyclic rotation codes. In contrast to GKP codes, the lack of symmetry between logicalZ andX means that Steane error correction [37] can not be adapted directly. Instead we introduce a scheme based on Knill error correction [38] and a hybrid scheme combining a Steane-type and a Knill-type syndrome measurement. Both schemes are based on teleporting the encoded information into a new, fresh ancilla. A remarkable feature of this approach is that recovery operations can be tracked entirely in software. In essence, the need for potentially difficult and highly nonlinear operations to restore the codespace has been replaced by preparation of ancillae in logical basis states.
Finally, we perform a numerical study of errorcorrection performance in the presence of simultaneous loss and dephasing noise on the encoded data, while assuming noiseless ancillae. A critical question for a bosonic error-correcting code is whether it performs better than the "trivial encoding"-a qubit encoded in Fock states |0 and |1 -under the same noise model. The point where the error-corrected qubit performs as well as the trivial encoding is referred to as the break-even point for error correction. We find that both cat and binomial codes go beyond break even by several orders of magnitude for degrees of rotation symmetry in the range N = 2-4, and dimensionless noise strength for simultaneous loss and dephasing in the range κt = 10 −3 -10 −2 . Remarkably, we also find that the teleportation-based error correction schemes we introduce perform nearly as well as the optimal recovery map found by numerically optimizing over all completely positive, trace preserving maps.
This paper is laid out as follows. In Sec. II we detail the structure of cyclic rotation codes and describe measurements to distinguish the codewords in the computational and the dual basis, using number measurement and phase measurement, respectively. We introduce a measure of modular phase uncertainty that quantifies embedded phase error in a given cyclic rotation code. Several codes are described in Appendix B. In Sec. III we define canonical phase codes, a family of cyclic rotation codes that have zero modular phase uncertainty.
We give examples of approximate phase codes, including cat and binomial codes, that approach canonical phase codes for large excitation numbers. A universal scheme for quantum computing with approximate phase codes is presented in Sec. IV along with a scheme for measurement of excitation number mod N and a short discussion of state preparation. Error propagation through the required gates is studied in Sec. V. We introduce a complete basis of errors and show that the gates do not amplify errors too badly and are in that sense fault tolerant. In Sec. VI we lay out a scheme for teleportationbased error correction that can be used for any cyclic rotation code. Finally, in Sec. VI B we numerically test the performance of our error-correction procedure for cat and binomial codes under simultaneous loss and dephasing. The Kraus operators for this channel are given in Appendix E. In Sec. VII we discuss the consequences of rotational symmetry for GKP codes. Finally, we summarize our results and highlight open problems in Sec. VIII.
II. CYCLIC ROTATION CODES
Single-mode bosonic codes utilize the large Hilbert space of a bosonic mode to protect logical quantum information. There are countless ways to embed a qubit, with each encoding comprising a two-dimensional subspace spanned by states serving as the logical codewords, and the remaining Hilbert space providing the freedom to detect and correct errors. In many physical implementations, the dominant sources of noise are loss, gain, and dephasing. Various bosonic qubit encodings have been designed specifically to counteract these noise processes, notably cat [2, 5, 26, 27] and binomial codes [6] , which share the key property that the codewords exhibit discrete rotational symmetry.
We use discrete rotation symmetry to define a class of single-mode codes called cyclic rotation codes. First of all, we say that a code has discrete N -fold rotation symmetry if any state |ψ in the code subspace (codespace) 2), and exhibit N -fold rotation symmetry. Top row: ball-and-stick diagrams illustrating |+N (orange) and |−N (blue). Indicated on each is the primitive |Θ for the code. Bottom row: Wigner functions for the |+N state, W |+ N (α). Red/blue are positive/negative, the color scale on each plot is different, and Q = 1 2 (α + α * ), I = i 2 (α + α * ) are the real and imaginary parts of α.
is a +1 eigenstate of the discrete rotation operator 2
wheren =â †â is the Fock-space number operator ([â,â † ] = 1). In this work we focus on a subclass of rotation symmetric codes where the logical basis codewords are related through a discrete rotation in phase space. More precisely, we define an order N cyclic rotation code to be a code where the operator
acts as logicalZ. 3 The logical codewords for any order N cyclic rotation code can be constructed from discrete rotated superpositions of a normalized primitive state |Θ . In fact, we have that two states |0 N,Θ and |1 N,Θ satisfŷ Z N |j N,Θ = (−1) j |j N,Θ if and only if the two states can 2 Whenever we talk about a code with N -fold rotation symmetry we will always implicitly assume that the code does not have any degree of rotation symmetry higher than N . 3 GKP codes are examples of rotation symmetric codes with N = 2, buth whereẐ 4 is not a logical Pauli operator, and are thus not cyclic rotation codes according to the above definition. We briefly discuss the rotation symmetry of GKP codes in Sec. VII.
be written in the following form:
where N i are normalization constants. There is a technical constraint on |Θ for the codewords to be non-zero, which we specify precisely in Sec. II A. When the rotated primitives are orthogonal, Θ|(Ẑ N ) m |Θ = 0 for 0 < m < 2N , then N 0 = N 1 = 2N . Generally, however, they are not orthogonal, and the normalization constants are different, N 0 = N 1 . The codewords themselves are exactly orthogonal for any valid |Θ . The best known example of cyclic rotation codes are the cat codes, where the primitive is a coherent state |Θ cat = |α [5] . 4 Another simple example is the "0N code" |0 0N = |0 , |1 0N = |N , which can be constructed, e.g., from |Θ 0N = (|0 + |N )/ √ 2. Clearly, there are many different cyclic rotation codes with the same degree of rotation symmetry N . Also, while a given primitive |Θ uniquely defines an order N cyclic rotation code, there are many possible primitives that give rise to the same code.
The form of Eq. (4) is reminiscent of GKP codes whose codewords are superpositions of translated squeezed states [3] . However, due the natural 2π periodicity of rotations, only a finite number of superpositions are required, and the resulting codeword always remain physical. This is because the rotation operator in Eq. (3) conserves excitation number, unlike the displacement operator used to define the GKP codewords. We make a much tighter analogy between GKP codes and a subclass of cyclic rotation codes we call canonical phase codes in Sec. III.
Any state in the codespace, |ψ N = a|0 N + b|1 N , has N -fold rotation symmetry,R N |ψ N = |ψ N . Here and henceforth we suppress the Θ-subscript when referring to a generic cyclic rotation code of order N unless it is required for clarity. We show several examples of cyclic rotation codes constructed from different primitives in Fig. 1 .
A. Fock-space structure
Discrete rotational symmetry enforces a spacing of the codewords in Fock space, which underpins the codes' robustness to loss and gain errors. This can be seen by acting the operatorẐ N on an arbitrary state |ψ = n c n |n :Ẑ N |ψ = n e iπn/N c n |n . Clearly |ψ is a +1 eigenstate ofẐ N if and only if c n = 0 for all n = 2kN for integer k. Similarly, |ψ is a −1 eigenstate if and only if c n = 0 for all n = (2k + 1)N . This thus leads to the following general form for any ±1 eigenstates ofẐ N :
The coefficients f kN in Eq. (5) are related to the Fock-state coefficients of the primitive |Θ = n c n |n in Eq. (4) as follows:
The normalization factors introduced here arise from the description of the codewords in Fock space and are distinct from those in Eq. (4) that arise in phase space. They are related via N * i = N i /(2N ) 2 . There are no further restrictions on the coefficients f kN apart from normalization. To connect Eq. (5) to Eq. (4), we note that using the relation for a Kroenecker comb,
δ n,kM for n = 0, 1, 2, . . . , (6) we can construct a projector onto the set of Fock states {|2kN + } 5 :
The factors e iπ /N with ∈ {0, 1, . . . , 2N − 1} are the complex 2N th roots of unity. Acting the projector on a primitive |Θ = n c n |n with at least one non-zero
produces an (unnormalized) eigenstate of the operator Z N with eigenvalue e iπ /N . 6 It is now straightforward to see that Eq. (4) and Eq. (5) are equivalent, since we can write
with N * 0 = Θ|Π 0 2N |Θ and N * 1 = Θ|Π N 2N |Θ . With the help of Eq. (7) we recognize these as Eq. (4a) and Eq. (4b). For the codewords to be well-defined it is now clear that the primitive must have support on at least one of the |2kN Fock states and one of the |(2k + 1)N Fock states. This is the only constraint on |Θ , and the orthogonality of the codewords is then easily seen from the fact that they have support on strictly different Fock states.
The dual-basis codewords, |± N , are constructed as usual via superpositions of the computational basis codewords, |± N = (|0 N ± |1 N )/ √ 2 leading to Fock space representations
Both |± N have support on the full set of |kN Fock states, and by construction they have the same average excitation number. For a specific code, the conjugate basis states can be written as rotational superpositions of 5 Note that the parity operator isΠ 0 2 −Π 1 2 . 6 This can be checked using Eq. (7) and the fact that (Ẑ N ) 2N = (Ẑ N ) 0 =Î, (e iπ /N ) 2N = (e iπ /N ) 0 = 1. the primitive |Θ , Eq. (A2), with further details in Appendix A. While it is evident thatẐ N |j N = (−1) j |j N for j = 0, 1, it is not generally possible to find a similarly simple operator that acts as a logicalX within the codespace. In Sec. III we present a class of codes where logicalX is approximately given by a number-translation operator. The absence of a simple (e.g., Gaussian) logi-calX does not fundamentally pose problem for quantum computing with cyclic rotation codes, since universality can be achieved without this operator, see Sec. IV.
From Eq. (5) we see that there is a subset of cyclic rotation codes that rely on only two Fock states, |0 N = |kN and |1 N = |(2k + 1)N for any k, k . These codes typically do not possess favorable error-correction properties, but the codes with lowest mean excitation number (k, k = 0) are the 0N codes introduced previously. They include the so-called trivial encoding,
which serves as a useful benchmark against which other codes can be compared [28, 29, 39] . A measure of code size that can be used for comparison is the average excitation number of the code,
whereΠ code := |0 N 0 N | + |1 N 1 N | is a two-dimensional projector onto the codespace [39] . 7 By construction the average excitation number is the same for each of the dual-basis codewords and n code = ± N |n|± N . Since the rotation operator commutes with the number operator, [R N ,n] = 0, rotational superpositions do not on their own introduce excitations. Constructive interference between rotated states can increase the excitation number, 8 but it remains bounded. This is in contrast to translation-based GKP codes that suffer from the following: either the code states are unphysical as they have infinite excitations, or the discrete translational symmetry is spoiled by energy constraints.
The phase and Fock grids
With a given primitive |Θ , the order of rotation symmetry N parameterizes a code both in phase space and in Fock space, via Eqs. (4) and (5) . From these two forms of the codewords, it is natural to define a number distance 7 Encoded logical gates are denoted by an overbar, e.g.Z, while two-dimensional operators within the codespace are denoted, following Ref. [39] , by the subscript "code". 8 The computational-basis codewords have different average excitation number due to different phases in the superpositions in Eq. (4). and rotational distance of a code as 9 d n := N,
respectively. Number and phase space rotation play dual roles: codes of increasing N are further separated in Fock space but more closely separated in terms of rotations. For an order-N cyclic rotation code, we refer to the set of angles {md θ } for m = 0, 1, . . . 2N − 1 as the phase grid and the set of Fock states {|kN } for k = 0, 1, . . . as the Fock grid. These are in analogy to the positionand momentum-space grids (or more general quadraturegrids) on which GKP codes are defined. They broadly characterize the types of error to which the code is naturally resilient. A number-shift error smaller than d n (e.g. ∼â k or ∼ (â † ) k with k < N ) is detectable. For rotation errors the boundary between detectable and undetectable errors is not as sharp in general, but a good code should be able to detect a rotation which is small compared to d θ (e.g. e iθn with θ < d θ ). This basic idea is illustrated in Fig. 2 . We return to a more detailed discussion of "small" vs. "large" errors in Sec. V.
B. Distinguishing the codewords
The structure of cyclic rotation codes in Fock space, Eq. (5), and in terms of rotations, Eq. (4), suggests a natural way to distinguish codewords in the computational and dual bases, respectively, using number and phase measurements.
Number measurement
The computational-basis codewords |0 N and |1 N can be distinguished (destructively) by measuring excitation number as seen clearly in Eq. (5) . For an order N code, a number measurement returns an outcome kN for integer k, where even k corresponds to |0 N and odd k to |1 N . In the presence of errors such a measurement can still correctly identify the damaged codewords. For example, if we assume that upwards and downwards shifts in number (e.g. loss and gain) are equally likely, a simple decoder to identify the codeword from a number measurement outcome n is to round to the nearest kN and declare the outcome "0" if k is even and "1" if k is odd. In practice the noise model motivates the decoding scheme. Under pure loss, for example, the decoder should always round up to the nearest kN .
Phase measurement
The dual basis codewords, |+ N and |− N , are also orthogonal and can in principle be perfectly distinguished. A measurement that performs this task always exists, but its form will depend critically on the specific cyclic rotation code in question, i.e. the coefficients {f kN } in the codewords Eq. (10) or equivalently on a defining primitive |Θ for the code. An approach to distinguishing |± N,Θ with a natural robustness to rotation errors relies on phase estimation. In the absence of errors, the task can be formulated as follows: Given the codeword |+ N,Θ for a cyclic rotation code, we wish to determine θ in e iθn |+ N,Θ . If θ (mod 2π/N ) = 0 the state is |+ N,Θ while if θ (mod 2π/N ) = π/N , the state is |− N,Θ . Moreover, the phase estimation problem can be generalized to estimating a continuous variable θ ∈ [0, 2π), leading to a measurement that tolerates rotation errors. A decoding procedure rounds θ to the nearest mπ/N . Then, if m is even declare the outcome "+," and if m is odd declare the outcome "−." This is exactly analogous to the excitation number decoding scheme described above. Again, the decoding scheme should in general be adapted to the system's noise model.
Holevo [31] and Helstrom [32] introduced an optimal measurement to distinguish states in the one-parameter family e iθn |ψ 0 in the situation that no prior information about θ is assumed (and for a specific class of "deviation functions" quantifying the deviation of the estimated value from the true value). The POVM elements of this measurement depend on a fiducial state |ψ 0 = n c n |n that defines the phase estimation problem, and can be Distinguishing the |±N codewords. By design |−N = e i π Nn |+N , such that distinguishing the codewords can be viewed as a phase estimation problem. The phase precision, ∆N (θ), depends on the measurement scheme, with a canonical scheme given by the POVM in Eq. (14) . (a) Measuring θ to distinguish the codewords for an N = 2 code (d θ = π/2). If the measurement result falls in a white wedge, we declare "+" and in a grey wedge, we declare "−". (b) The same procedure for a codeword that has undergone a rotation error, e iθn |+N . For large rotations, θ ∼ d θ /2, the logical state will be misidentified.
written in the Fock basis (Theorem 4.4.1 in Ref. [31] )
with completeness relation 2π 0 dθM can (θ) =Î, and γ n = c n /|c n | for c n = 0 and otherwise an arbitrary complex number with |γ n | = 1. In the present context |ψ 0 = |+ N,Θ = 1 √ 2 k f kN |kN . We refer to the set of POVMs Eq. (14) as the canonical phase measurement in the following.
For an order N cyclic rotation code, the relation R N |+ N,Θ = |+ N,Θ implies that phase measurements only acquire information about the phase θ modulus 2π/N . To quantify the uncertainty in a phase estimation measurement where we only care about the modular phase, we therefore slightly modify an uncertainty measure introduced by Holevo [31] . We adopt a measure of phase uncertainty by considering the 2π/N periodic random variable e iN θ under the probability distribution µ(θ) = tr M can (θ)|+ N,Θ + N,Θ | for θ. We can then define an uncertainty measure
where e iN θ := 2π 0 e iN θ µ(θ)dθ is the mean modular phase, and ∆e iN θ := 2π 0 |e iN θ − e iN θ | 2 µ(θ)dθ. Even in the absence of external rotation errors, the underlying primitive endows a code with modular phase uncertainty that can be found explicitly using the relation
in Eq. (15) , where f kN refers to the Fock grid coefficents of the codewords, Eq. (5), as before. Henceforth we use ∆ N (θ) to quantify the embedded phase uncertainty in the codewords. This embedded uncertainty is in analogy to the embedded position/momentum errors in finitely squeezed GKP codewords [3, 40] . Note that, in general, the embedded phase uncertainty depends on the order of rotation symmetry. In Sec. III we show that certain families of cyclic rotation codes have meaningful limits where ∆ N (θ) → 0, which is akin to the limit of infinite squeezing for ideal GKP codes.
Note that because the canonical measurement Eq. (14) assumes no prior knowledge about θ, it might be suboptimal if such knowledge exists. If rotation errors are small, we expect that θ is close to one of the values mπ/N , and it might be possible to exploit this knowledge in a phase estimation measurement. Moreover, since the measurement is defined with respect to the ideal, undamaged codeword |+ N,Θ , it might perform less than ideal in the presence of general noise that includes errors beyond pure rotation errors. In numerical simulations of error correction circuits below we compare the canonical phase measurement to Pretty Good Measurements, as introduce in Ref. [41] (see also Appendix C), which explicitly takes information about the noise model into account.
When all γ n are real in Eq. (14), the measurement can be approximated using adaptive homodyne measurements [34] and has been the subject of much theoretical and experimental study [42] [43] [44] [45] [46] [47] . One can similarly define phase uncertainty measures analogous to Eq. (15) for other phase estimation schemes. As an example, heterodyne measurement also measures the phase, but at the cost of larger uncertainty. An ideal heterodyne measurement is described by measurement operators |α α|, |α a coherent state, with completeness relation d 2 α π |α α| = I. The estimated phase for an outcome α is simply θ = arg(α). We can define a phase uncertainty ∆ het N (θ) for heterodyne measurement analogously to the canonical phase uncertainty defined above. A heterodyne measurement gives larger uncertainty in the estimated phase than the canonical phase measurement. However, heterodyne measurement nevertheless distinguishes well between states with large support on well-separated coherent states, and might be a good candidate measurement for distinguishing the logical codewords for many of the codes discussed in this work.
In general the phase uncertainty in a measurement is a function of both the codewords and the choice of measurement scheme. As long as the phase fluctuations in the measurement results are small compared to the rotational distance d θ = π/N , the two codewords |± N,Θ can be distinguished faithfully. This idea is illustrated in Fig. 3 .
III. CANONICAL PHASE CODES
The embedded phase uncertainty ∆ N (θ) is minimized when the distribution of Fock-grid coefficients is completely flat, i.e., |f kN | = |f (k+1)N | for all k, such that | e iN φ | = 1 and ∆ N (θ) = 0, c.f. Eqs. (15) and (16) . However, such a state is not normalizable, rendering this limit unphysical. Formally, we can consider physical codes that in some appropriate limit satisfy ∆ N (θ) → 0. As we will show, this is satisfied for a class of codes very much analogous to GKP codes, with number and phase playing roles akin to position and momentum for GKP codes. Perhaps somewhat surprisingly, the previously studied cat and binomial codes both belong to this class. 10
A. Canonical phase codes
In analogy with ideal GKP codes defined in terms of superpositions of position (or momentum) eigenstates, we define a family of order N cyclic rotation codes as superpositions of un-normalizable phase states:
where |φ = 1
√ 2π
∞ n=0 e inφ |n . In the Fock basis, the codewords are simply |0 N ∝ k |2kN and |1 N ∝ k |(2k + 1)N . Note that we can write the POVM of the canonical phase measurement Eq. (14) for real coefficients γ n = 1 asM can (φ) = |φ φ|. The states |φ are sometimes referred to as (canonical) phase states in the quantum optics literature [33, 51] . Eq. (17) follows from Eq. (4) by replacing |Θ ∝ |φ = 0 .
Any state in the codespace spanned by Eq. (17) is, of course, a +1 eigenstate ofR N . The codewords are also +1 eigenstates of a number-translation operator 10 We note that GKP codes defined for a quantum rotor, i.e., a particle moving on a circle described by angular positionφ and angular momentumN , were considered already in Ref. [3] . However, the strictly non-negative spectrum of the number operator,n, implies that no unitary operator e iφ exists such that [n, e iφ ] = e iφ [48] . In this sense number and phase do not constitute a proper conjugate variable pair. See, e.g., Ref. [49] for a discussion on angle and phase operators in quantum mechanics, and Refs. [48, 50] for how to define unitary and hermitian phase operators as a limit of a sequence of regularized operators. code |Θ f kN trivial limit limiting f kN limiting mean modular phase e iθN cat |α
Three codes-cat, binomial and Pegg-Barnett-whose phase uncertainty vanishes in an appropriate limit (see Appendix B for details of each code). The second and third columns give a primitive and the Fock-grid coefficients [Eq. (5)] (for cat codes N * i is the normalization factor N * 0 for even k and N * 1 for odd k). The fourth column gives a limit where the codes equal the trivial encoding, Eq. (11), and the fifth gives the limit where ∆N (θ) → 0. The sixth column gives an asymptotic form of the Fock-grid coefficients, and the last column gives an asymptotic form for the mean modular phase. In each case the mean modular phase uncertainty approaches zero, ∆N (θ) → 0. The function ϑ3(r, τ ) is the Jacobi elliptic theta function of the third kind.
We have thatR NΣN =Σ NRN , and the operator
satisfiesX NẐN = −Ẑ NXN , while bothẐ N andX N commute with the stabilizersR N andΣ N . Finally, for the code Eq. (17), we have thatX N |± N = ±|± N , and this operator thus acts as logicalX.
B. Approximate phase codes
Canonical phase codes as defined in Eq. (17) are unphysical as they require infinite excitation number and are not normalizable. Nevertheless, certain families of cyclic rotation codes, which we refer to as approximate phase codes, approach canonical phase codes in an appropriate limit. We first recognize that for any code with positive, real Fock-grid coefficients {f kN } in Eq. (5), we have ± N,Θ |X N |± N,θ = ± e iN θ . As a consequence,
if and only if ∆ N (θ) → 0, where ∆ N (θ) and e iN θ are defined in Eqs. (15) and (16), respectively. It follows that the condition of vanishing phase uncertainty defines a family of codes that, in this limit, are stabilized bŷ Σ N and for whichX N acts as logicalX-the important properties of a canonical phase code. An interesting property of approximate phase codes arises from the fact that in the limit of Eq. (20) the two normalization constants are equal, N 0 = N 1 . It follows that the dual-basis codewords themselves become simple superpositions of the primitive [see Eq. (A4)],
and a stronger number-phase duality is apparent for the phase codes than for generic cyclic rotation codes: the dual-basis codewords, |± N , are separated from each other by exactly d θ = π/N in terms of phase-space rotations but have support on the same Fock states, c.f. Eq. (10) . Conversely, the computational-basis codewords, |0 N /1 N are separated from each other by d n = N in Fock space but supported on the same set of phases {mπ/N }. 12), increases. For each code a proper asymptotic limit, given in Table I , yields no embedded phase uncertainty, ∆N (θ) → 0. Note that binomial and Pegg-Barnett codes are defined only at discrete excitation numbers, with connecting lines as guides for the eye.
There are many examples of cyclic rotation codes that limit to phase codes in the sense of Eq. (20) . The most straightforward example are codes constructed from normalized Pegg-Barnett phase states, |φ s := [48, 50, 52] , as the primitive |Θ . As the parameter that sets the truncation in Fock space becomes large, s → ∞, Pegg-Barnett codes approach canonical phase codes (up to normalization). Further details about Pegg-Barnett codes can be found in Appendix B 3. 11 Perhaps more surprising is that both cat codes (Appendix B 1) and binomial codes (Appendix B 2) approach canonical phase codes in the limit of large α and large truncation K, respectively. Table I summarizes the the three examples of approximate phase codes we present here. For these codes, the embedded phase uncertainty approaches zero when the relevant code parameter is large enough, as shown in Fig. 4 for N = 3 codes as an example.
Colloquially, we refer to any cyclic rotation code family that satisfies ∆ N (θ) → 0 in an appropriate limit as an approximate phase code. In practice, however, the specific form of the Fock-grid coefficients {f kN }, can make a significant difference in the embedded phase uncertainty for small to moderate excitation numbers. Phase measurements play a critical role in the quantum computing scheme of Sec. IV and the error-correction procedures of Sec. VI. As a consequence, although different approximate phase codes behave identically for large excitation numbers, they can have different performance at experimentally relevant excitation numbers [39] . This is apparent in Sec. VI B, where we compare the error-correction performance of cat and binomial codes.
IV. QUANTUM COMPUTING WITH CYCLIC ROTATION CODES
In the following we introduce a quantum computing scheme based on the universal set
where P |ψ N stands for preparation of an encoded state |ψ N and M X stands for measurement in the logical |± N basis.S is an encoded version of the phase gatê
We do not discuss state preparation in detail in this work, but we briefly outline a few approaches in Sec. IV B. The action of the gates introduced below is derived with N -fold rotation symmetry as the only assumption, and the gate set consequently works equally well for any cyclic rotation code. The only operations which depend on the details of the code beyond the degree of rotation symmetry are preparation of logical |+ N states and logical M X measurements. For the class of approximate phase codes, including cat and binomial codes, phase measurements can be used to implement M X , as already discussed in Sec. II B 2.
In contrast to GKP codes, whose translation symmetry implies that any Clifford gate can be generated by a quadratic Hamiltonian [3] , codes with only rotation symmetry have some non-linear Clifford gates. This distinction is important for fault tolerance. Gates generated by quadratic Hamiltonians do not amplify errors, such that (approximately) correctable errors remain (approximately) correctable, and are continuousvariable analogs of transversal gates [3] . In the context of topolgoical qubit codes it is also common to generalize strictly transversal gates to gates that are implemented by a locality preserving local operation, since such gates can only only spread errors within a constant size light cone [35, 36] . A similar generalization is natural for bosonic codes as well. Certain nonlinear gates only amplify errors in a very limited way. Roughly speaking, the "size" of the error after the gate is proportional to the initial error prior to the gate, such that a small error remains small. In particular, we make use of gates generated by self-Kerr interactions of the form ∼n 2 , and cross-Kerr interactions ∼n anb . The use of self-Kerr interaction can alternatively be swapped for the ability to prepare the |+i N =S|+ N state. We postpone a detailed analysis of how errors spread through gates until Sec. V.
We cannot natively implement a universal set of gates that are fault tolerant in the above sense, and our scheme therefore relies on standard gate-teleportation techniques to achieve universality. As a consequence, the scheme relies on preparing ancillae in appropriate resource states. An important open question is to what extent faulttolerant preparation of the necessary states can be performed. An interesting avenue for future research is to investigate whether distillation protocols developed in the context of qubit stabilizer codes employing similar gate sets [53] [54] [55] [56] can be adopted to cyclic rotation codes.
We have already shown that logicalZ for an order N cyclic rotation code can be implemented through a simple rotationẐ N = e iπn/N . The next gate in our set is the following two-mode gate that implements a controlled rotation between an order N and an order M cyclic rotation code [2, 57] :
wheren a andn b are number operators for the two respective modes. To understand its action on the codespace, we first recognize that crot N M |kN ⊗|lM = e iπkl |kN ⊗ |lM , for Fock states |kN and |lM . Since kl is even unless both k and l odd, it follows that the action on an encoded state |i N ⊗ |j M is
for i, j = 0, 1. Thus, the crot gate acts as aC Z gate on the codespace of any two cyclic rotation codes. We also introduce two nonlinear single-mode gates that act as logicalŜ = diag(1, i) andT = diag(1, e iπ/4 ) 12 :
respectively. The nonlinearity of these gates implies that they can amplify errors within a single mode. As we show in Sec. V B, theŜ N gate amplifies errors in a controlled and rather limited way. As long as errors are sufficiently small at the input of the gate, this does not lead to a catastrophic error at the gate output. TheT N gate, on the other hand, amplifies errors in a more serious way. Assuming we can prepare logical |+ N , theT N gate can be used to prepare faultyT -states used for gate teleportation. Another method to prepare arbitrary faulty states is to teleport a state from a two-level system to a cyclic rotation code, as discussed in Sec. IV B. In a fully faulttolerant scheme, such states need to be distilled further to have high fidelity state preparation.
The crot gate together with an ancilla prepared in |+ M allows execution of the Hadamard gate, using the following teleportation circuit [53, 56, 58] :
where |ψ N = a|0 N + b|1 N and |ψ M = a|0 M + b|1 M represents the same encoded qubit state (but not necessarily in the same code). The measurement is in the |± N basis, and we use i = 0 for the outcome "+" and i = 1 for the outcome "−." The notationX iH thus means that depending on the outcome, anH ("+") or XH ("−") is applied to the data. Since our scheme for quantum computation is based only on Clifford gates and magic state injection, rather than correcting the conditional PauliX, the simplest solution is to keep track of it in a Pauli frame [38, 59] . Alternatively the process can be repeated until the desired outcome is achieved [58] . In a similar fashion, we can execute anŜ = diag(1, i) gate, by consuming an ancilla prepared in
. 
Note that in this case, becauseT is not a Clifford gate, theX error for the "−" outcome (i = 1) has to be corrected by applyingXS =HZHS for this outcome (using thatXSTX = −e −iπ/4T , where the overall phase factor is unimportant). Alternatively, the process can be repeated until the desired outcome is achieved [60] . A remarkable feature of the above scheme is that it is agnostic to the specific details of the cyclic rotation code in question. The gate set only depends on the order of the code N (and M for the second code in the case of crot N M ), and consequently applies equally to all cyclic rotation codes. In particular, this allows entangling operations between different cyclic rotation codes and even teleportation from one code to another using the circuit in Eq. (27) , given that preparation and measurement in the dual basis can be performed.
A. Measurement of number mod N
The crot gate is a fundamental building block for the error-correction scheme we introduce in Sec. VI. Its usefulness in this context comes from how errors propagate through this gate, as discussed in detail in Sec. V. However, before discussing error propagation and error correction in detail, it is instructive already at this stage to observe how the crot gate can be used to perform a non-destructive number mod N measurement. This is an important tool in and of itself because it can be used, e.g., to check states for number-shift errors.
Consider the circuit
where the measurement is to be understood as a phase measurement as described in Sec. II B 2. This performs a non-destructive measurement of excitation number modulus N on the top rail. To see this, consider the action of the crot-gate on a Fock state, |n , for the data qubit and |0 M for the ancilla:
where := n mod N , and we used that e i pπ Mn b |0 M = (Ẑ M ) p |0 M = |0 M for any integer p. The net result is thus a rotation of the ancilla state |0 M by an angle π /(N M ). This rotation out of the ancillas codespace can be estimated by a destructive phase measurement. For this to work, it is of course important that the ancilla has small phase uncertainty ∆ M (θ) relative to π/(N M ).
If the ancilla has been shifted off the Fock grid due to an error and is not exactly in the state |0 M , errors can spread from the ancilla to the data. For an ancilla in the faulty state 0 M = kf 2kN |2kN ± q , the data qubit acquires a rotation proportional to q, i.e., e ±i qπ N Mn a . This type of error propagation is discussed in detail in Sec. V. However, if the shift q off the Fock grid is small compared to the number-distance of the ancilla, d n = M , the over rotation is also small compared to the rotational distance of the data qubit, d θ = π/N . The measurement is in this sense fault-tolerant.
Even though a single number mod N measurement can only lead to a small rotation error on the data qubit, there is still a difficulty if this measurement is to be repeated many times, e.g., to overcome uncertainty in the phase measurement of the ancilla. After several rounds of measurement, random rotations can accumulate on the data and lead to a logical error. One possible way to overcome this is to check the ancillae themselves for number errors, and discard them if they are faulty. This leads to a rather complex number mod N measurement gadget, and a full analysis of the performance of such a construction is beyond the scope of this work.
The above number mod N measurement is a natural generalization of previous schemes where an unencoded ancilla was used to detect number mod 2 for cat and binomial codes [28, 29] . An improved number parity detection experiment for N = 2 cat codes was performed recently where the syndrome-detection scheme using an unencoded ancilla was compared to one where the ancilla was encoded in a simple M = 1 cyclic rotation code |0 M =1 = (|0 + |2 )/ √ 2 using three levels of a transmon qubit [30] . Moreover, the circuit Eq. (30) with the crot gate was compared to an alternative gate, e iπn(|1 1|+|2 2|) , based on engineering the leveldependent cross-Kerr interactions using sideband drives. The engineered interaction exactly commutes with the dominant ancilla error |1 2|, such that there is no backaction from the ancilla onto the data at all for this error. This technique might significantly alleviate some of the issues regarding error propagation pointed out above.
B. State preparation
State preparation is a crucial ingredient in our scheme, but also often the hardest part of quantum computing with bosonic codes. For GKP codes, fault-tolerant schemes for state preparation were discussed already in Ref. [3] and other methods have been investigated in a number of following works [40, [61] [62] [63] . We do not address state preparation in much detail here, but briefly comment on some of the schemes used in experiments.
First of all, we note that given the ability to prepare |+ N states and universal control over a two-level ancilla, the circuit in Eq. (27) can be used to teleport the state |ψ = a|0 + b|1 from the ancilla [in the trivial encode Eq. (11)] into an encoded state |ψ N = a|0 N + b|1 N . In other words, if one can prepare |+ N an arbitrary state can also be prepared, albeit not faulttolerantly. Moreover, it is also worth noting that for the approximate phase codes discussed in Sec. III, we have the approximate relation (see also Appendix A)
such that the ability to prepare |0 N,Θ states is equivalent to preparation of approximate |+ 2N,Θ states for this class.
One experimental approach to preparing logical basis states involves a strong dispersive interaction between a cavity mode and a transmon qubit. Combined with displacement operations, such an interaction is in principle universal [64, 65] , in the sense that any cavity state can be prepared in the absence of errors. Optimal control can be used to generate a sequence of control pulses that maximize the fidelity of a target state in the presence of errors [28, 29] .
An alternate approach is to prepare a primitive |Θ , and then (repeatedly) measure excitation number mod N , using the measurement introduced in Sec. IV A, where the ancilla can be in a state |0 M which is easier to prepare. In the simplest case of a number mod 2 measurement, the ancilla can be an unencoded qubit in |+ ∝ |0 + |1 [setting M = 1/2 in Eq. (30) ]. This conditionally prepares a state |0 N , but is not fault-tolerant unless the ancilla is also an encoded state. Even then the excitation number mod N measurement can not be performed too many times unless the ancillae themselves are also very high fidelity, or the interaction has been engineered to suppress error propagation, as discussed in the previous section. This approach has been used for N = 2 cat codes in experiment [30] .
Breeding rotation symmetry
We here present a method to "breed" logical states for an order N cyclic rotation code from code states with lower order rotation symmetry. In analogy to a scheme for producing GKP states from Ref. [61] , each stage of the breeding consists of coupling the bosonic mode to an ancilla mode, measurement of the ancilla, and finally error detection via number mod N measurements. When successful, a |0 2N,Θ state is produced from a |0 N,Θ state, and the whole process can be repeated as required.
We begin with a codeword |0 N and an ancilla qubit prepared in a state |+ M coupled via crot interaction
followed by measurement of the ancilla in the |± Mbasis. The ancilla could be a two-level system in the state |+ M =1 ∝ |0 + |1 or encoded in a cyclic rotation code of any order M . When the "+" outcome is obtained, the state becomes superposed with a rotated version to create a codeword of higher rotation symmetry,
with outcome probability P + = 1 2 1 + 0 N,Θ |Ẑ 2N |0 N,Θ . Beginning from a primitive |Θ , n successful rounds of breeding produce a logical state with 2 n -fold rotation symmetry, |0 2 n ,Θ . Just as in Ref. [61] , the success probability falls off exponentially in n; this could be improved by making use of higher-dimensional ancillae such as in Ref. [40] . The relation, Eq. (34), can likewise be used on a low-order |+ N,Θ (or a dual primitive, see Appendix A) to breed a higher order |+ 2N,Θ state.
During breeding, number-shift errors can be detected using the number mod N syndrome circuit introduced in Sec. IV A, and faulty states can be discarded. Again, a fully fault-tolerant analysis of such a scheme is beyond the scope of this work.
V. ERRORS AND ERROR PROPAGATION
It is important to understand how errors propagate through the gates in our gate set. Below we first introduce a convenient basis of errors that allows us to quantify "large" and "small" errors. We then show how these errors propagate through the gates introduces in the previous section. Error correction is discussed in Sec. VI.
A. Error bases and large vs. small errors
There are two single-mode operator bases that are particularly useful in the context of cyclic rotation codes. The first is the set [66] n â k , (â † ) kn ,
where k, ≥ 0 run over all non-negative integers. A straight forward way to show that this is an operator basis is to first expand the displacement operator in a normal ordered form
Since we can write â † kâ k = k =0 c k n by reordering operators, it follows thatD(α) can be expanded in terms of the set Eq. (35) . 14 And, since the displacements form an operator basis, so does the set in Eq. (35) , and the Kraus operators of any single-mode channel can therefore be expanded in terms of such operators.
A second useful operator basis is
where k ≥ 0 is an integer and θ ∈ [0, 2π). That this is a basis follows from Eq. 15 We will make use of this basis heavily in the following, and it is therefore convenient to introduce a short-hand notation:
A negative k thus denotes a downwards shift in number, and a positive k an upwards shift. An errorÊ k (θ) with 0 < |k| < N is detectable for any cyclic rotation code. This follows from the Fock-space separation of N between |0 N and |1 N . In general, we can not make a similarly sharp distinction between detectable and un-detectable rotations, but for the canonical phase codes introduced in Sec. III, a pure rotation error E 0 (θ) with 0 < θ < π/N is formally detectable Intuitively, an error with a small |k| compared to d n /2 = N/2 and small |θ| compared to d θ /2 = π/(2N ) is a "small" error, and should be correctable to a good approximation for a good cyclic rotation code with N -fold rotation symmetry. Typically, the codes discussed in this paper are only approximate error-correcting codes for the noise channels we are interested in. Formally, a noise channel N is said to be ε-correctable for a code defined by an encoding map S if there exists a recovery channel R such that R • N • S is ε-close to the identity map, as measured by worst-case entanglement fidelity [67] .
Realistic noise channels such as photon loss involve errors with arbitrarily large |k|. For such a channel to be approximately correctable these "large" errors need to be highly unlikely. Since the probability of photon loss (and gain) increases with photon number, it is thus a nontrivial question how a given code family performs with increasing photon number [39] . Moreover, since increasing N inevitably means increasing photon number, it is not a priori clear if increasing N gives better protection against loss (gain), or if an optimal N exists for a given code family at a given photon loss (gain) rate.
B. Error propagation
To show that our gates do not amplify errors too badly, and to introduce the error-correction schemes in the next section, we need to understand how the errors propagate through the gates introduced in Sec. IV. Here we describe errors usingÊ k (θ) given in Eq. (38) .
The gates in our set are generated by powers of the number operator (for one or two modes). They therefore commute with pure rotation errors, e iθn . For numbershift errors we can use that the commutation relation of an operator e cn with a power ofâ is given by the general formula
where f (n) = n +1 − (n + 1) +1 is a polynomial of order . 16 A similar commutation relation for (â † ) k follows straightforwardly from Eq. (39) by Hermitian conjugation. For = 1 we have f 0 (n) = −1, and the prefactor in Eq. (39) is just a global phase. In particular for the gateẐ N it follows that
for a general error E k (θ). Recall that we are labeling the errors with an index k < 0 for an error ∼â |k| and k > 0 for an error ∼ (â † ) |k| . The overall phase is unimportant, and we see that the linearẐ N gate does not amplify the error at all. Gates with = 2, such asŜ N in Eq. (25), on the other hand, introduce new rotation errors:
The initial rotation error θ is amplified by an amount proportional to the initial number-shift error k. Recall that the angular distance of the code is d θ = π/N and the number distance is d n = N . If |k| < d n /2 is a small, approximately correctable number-shift error, then the additional rotation error π|k|/N 2 < d θ /2 is small as well.
Thus if k and θ are sufficiently small and approximately correctable, we expect the error after the gate to be approximately correctable as well. This is akin to a gate implemented by a constant depth circuit on a qubit stabilizer code, where an initial error can spread at most within a constant-size light cone [35, 36] . 17 16 Since [n ,â] = f −1 (n)â, we have e cn âe −cn = e cf −1 (n)â . 17 Of course, one also has to take into account that the type of error introduced by the gate is different from the initial error, and it is not clearcut whether a rotation error of magnitude πk/N 2 is better or worse than a number-shift error of magnitudeâ k or (â † ) k , even though they are both in some sense small when k is small compared to N/2. In general this will depend on the underlying code's ability to deal with phase and number-shift Commuting an error through the crot gate spreads errors between the two modes involved in the gate. Label the two modes a and b, where a is encoded in an order N cyclic rotation code and b in an order M cyclic rotation code. Commuting crot through an error on mode a gives
where the superscript a/b indicates the mode that an operator acts on. Here, the initial number-shift error on the first mode (a), spreads to a rotation error on the second mode (b). Again, if |k| < N/2 is small with respect to the number distance of the first mode, the second mode is rotated by an angle π|k|/(N M ) < π/(2M ) which is small compared to its angular distance. In other words, even though the error has spread to a new rotation error on the second mode, the error remains small relative to the rotational distance of the second mode. In the context of [[n, 1]] qubit codes with a single logical qubit encoded in a block of physical qubits, the crot gate is analogous to a logicalC Z gate enacted transversally between two code blocks. Finally, we consider theT N gate in Eq. (43) . Errors propagating through a gate generated byn for > 2 will be amplified and spread in a potentially damaging way. Propagating an error throughT N produces additional linear and nonlinear rotation errors,
whereF k N is a nonlinear rotation error
The precise consequences of such nonlinear errors on relevant codes requires further study; however, we expect it to be rather damaging, see, e.g., Ref. [68] . How errors propagate through the gate set {Ẑ N ,Ŝ N , crot N M } is summarized in Fig. 5 .
VI. ERROR CORRECTION
Cyclic rotation codes are naturally robust to shifts in number, with higher-N codes tolerating larger shifts. On the other hand, the robustness to phase errors is directly related to the rotational distance d θ = π/N , with approximate phase codes expected to approximately correct rotations reasonably small compared to d θ /2. Here we introduce a constructive and practical error correction scheme for cyclic rotation codes, and study its performance numerically for error-free ancillae.
In a well designed error-correction scheme one needs to (i) use gates that do not amplify errors such that they become uncorrectable, (ii) use measurements that are robust to noise, and (iii) carefully construct ancilla interactions such that errors do not spread from ancilla qubits to data qubits in a catastrophic way. In the context of [[n, k]] qubit stabilizer codes, where k logical qubits are encoded in n physical qubits, two common approaches to fault-tolerant error correction are Steane (Steane-EC) and Knill (Knill-EC) error correction [69] .
In an adaptation of these schemes to single-mode codes (i.e., codes with each logical qubit encoded in a single bosonic mode), [[n, 1]] code blocks are replaced by bosonic modes, and gates and measurement are replaced by fault-tolerant bosonic counterparts. For example, in Ref. [3] , Steane-EC was adapted to GKP codes by replacing transversal cnots by the fault-tolerant (linear) sum gate and logicalX andZ measurements by quadrature measurements.
Cyclic rotation codes, on the other hand, do not in general have a fault-tolerant cnot (or Hadamard), due to the lack of symmetry between logicalZ andX. Steane-EC can therefore not be used directly. 18 In the following we instead develop an error-correction scheme based on Knill-EC, which turns out to have many salient features in the context of cyclic rotation codes. As an alternative, we also present a hybrid Steane-Knill scheme in Appendix D.
A. Error correction by teleportation
We present a version of Knill-EC [38, 70, 71] for cyclic rotation codes implemented using crot gates, phase measurements, and preparation of |+ N states, as illustrated in Fig. 6(a) . The measurements attempt to distinguish between damaged logical codewords in the dual basis, which for approximate phase codes can be done by
]. The Pretty Good measurement perfectly distinguishes orthogonal states, and is designed to also distinguish fairly well between the states with small non-zero overlaps. The measurement is (C1)
The first step of the circuit in Fig. 6(b) , involving only the top ancilla, phase measurements. 19 Similar schemes have been considered previously in the context of measurement-based quantum computing [11, 71] , where it is occasionally referred to as telecorrection due to the teleportation-based error-correction circuit: the circuit in Fig. 6(a) can be recognized as two consecutive one-bit teleportations.
A particular feature of the teleportation-based errorcorrection scheme makes it desirable for cyclic rotation codes: Natural errors for bosonic modes include loss and gain errors that shift the codewords off the Fock grid |kN . Actively correcting such errors generally requires difficult, non-linear shift operations up or down the Fock ladder, see e.g. Ref. [72] . In contrast, for the circuit in Fig. 6(a) , the damaged state is teleported into a new, fresh ancilla and restored back to the codespace, with only a logical error channel remaining (assuming, of course, error-free ancillae). Whether one can correct this remaining logical error depends on the magnitude of the initial error and the error-correcting properties of the code.
The ability to correct errors on a cyclic rotation code using teleportation is based on the following circuit iden-tity (c.f., Fig. 5 )
where the labels N , M and L indicate the order of rotation symmetry for each rail,Ê =Ê k (θ) is an arbitrary error as defined in Eq. (38) andR =Ê 0 πk N M is a pure rotation error. Crucially, although the initial errorÊ on the top rail spreads to a rotation errorR on the second rail, this does not spread to an error on the third rail becauseR commutes with crot. By measuring the first and the second rail, we can teleport the state from the first to the third rail [c.f. Eq. (27) ] and remove the error in the process. The teleportation is successful as long as one is able to correctly distinguish betweenÊ|± N as well asR|± M in the presence of the errors.
We consider the action of the error-correction circuit in more detail for error-free ancillae. Consider an encoded logical stateρ N = 1 i,j=0 ρ ij |i N j N | that is sent through a noise channel N (ρ N ) and followed by the error correction circuit in Fig. 6(a) . The corresponding quantum channel can be written
whereρ L = 1 i,j=0 ρ ij |i L j L | on the right-hand side represents the same logical state asρ N on the left hand side, but now encoded in the oder L cyclic rotation code of the bottom ancilla rail (in general this can be a different code). The operatorsP i ∈ {Ī,Z,X,XZ} are logical Paulis acting on the encoded order L output state.
The weights c ij ( x) = tr[M x1 ⊗M x2σij ] in Eq. (46) are set by the measuremnt scheme and the noise channel: HereM xi are POVM elements for the two measurements indicated in Fig. 6(a) , and the sum over x = (x 1 , x 2 ) should be understood as an integral for continuous measurement outcomes. We have also introduced σ ij = U crot • N • U † crot |i j| with |i =H|a N ⊗H|b M with ab being the binary representation of i (i.e. |i runs over |k N ⊗ | M with k, = ±). The operatorŝ σ ij thus represents a damaged two-mode logical dual basis, where the noise channel N has been commuted through the crot gate (here U crot • = crot • crot † and U † crot • = crot † • crot). Crucially, Eq. (46) shows that after error correction the remaining error channel acts entirely in the logical subspace of the output mode, for any noise channel N acting on the input mode. In principle, a measurementdependent Pauli recoveryP x could be applied, but the simplest solution is to track the most likely Pauli correc-tionP i * in a Pauli frame. The most likely correction can be deduced using a maximum likelihood decoder
By explicitly introducing an x-dependent recovery R x • = P † i * •P i * in Eq. (46), where i * = i * ( x) is determined according to Eq. (47), one can show that the entanglement fidelity of the channel [73, 74] becomes
whereM j = x|i * ( x)=jM x1 ⊗M x2 . The entanglement fidelity is equal to one if the measurement is able to perfectly distinguish the statesσ ii , i.e., if tr[M jσii ] = δ ij .
B. Numerical results for loss and dephasing with error-free ancillae
In this section we numerically compute the average gate fidelity 20 for a channel composed of ideal encoding of a qubit into a cyclic rotation code, followed by a singlemode noise channel, and finally error correction using noise-free ancillae and ideal gates. We have confirmed that the Knill-EC scheme from the previous section, and the hybrid Steane-Knill scheme presented in Appendix D perform identically for the codes and parameter ranges we present in the following.
In the idealized situation where the ancillae are noise free, one can use, e.g., a simple M = 1 cat code with |0 cat ∝ |α + |−α , |1 cat ∝ |α − |−α for the middle ancilla rail in Fig. 6(a) . For large enough α, rotations of this state can be detected arbitrarily well with phase measurements, giving essentially perfect syndrome measurements for this rail. Moreover, we set L = 1 for the bottom (output) ancilla and use the trivial encoding, |0 triv = |0 and |1 triv = |1 , for this mode. The error correction circuit therefore also decodes the encoded information.
The total quantum channel we consider is
where S• =Ŝ •Ŝ † , withŜ = |0 N 0| + |1 N 1|, is the ideal encoding map for a given code, N is a noise map, and E Knill the error correction circuit. This is a logical channel with qubit input and qubit output, due to the use of a trivial encoding for the final output mode of the error correction circuit. Note that E Knill • N is given by Eq. (46) in the case when recoveries are tracked in software rather than applied explicitly. To be able to compute the average gate fidelity, however, we explicitly apply a correctionP † i * to undo the most likely Pauli error using the maximum likelihood decoder Eq. (47) .
The noise channel we consider in this work consists of simultaneous loss and dephasing. Specifically, N (ρ) is 12)]. We compare the theoretically optimal error-correction scheme found numerically (optimal) to our telecorrection scheme using Pretty Good Measurements (pretty good) and canonical phase measurements (phase). The encoded data rail is subject to noise through evolution under the master equation in Eq. (50) with equal loss and dephasing strength, κ φ t = κt. Each column shows results for a different amount of total noise κt before error correction is performed. A code performs better than break even (the uncorrected trivial encoding) whenever the gate infidelity is below dashed line (falls outside the shaded region).
the solution to the master equatioṅ
integrated up to some set unitless time κt, with D[L]ρ = LρL † − 1 2L †Lρ − 1 2ρL †L . A Kraus operator decomposition of N is given in Appendix E.
We wish to quantify the performance of the telecorrection scheme from Sec. VI A. To this end, we compare the average gate fidelity for the channel in Eq. (49) with a channel where the error correction map is replaced by the completely positive trace-preserving map E opt that maximizes the fidelity. The latter can be found by solving a semi-definite program [39] , and we refer to this recovery as optimal. The discrepancy between the Knill scheme and the optimal is due in part to the inherent uncertainty of the phase measurements (due to embedded phase uncertainty in the codewords) and is especially prominent for small excitation numbers. We obtain further insight into the origin of this gap by comparing canonical phase measurements to Pretty Good Measurements (see Appendix C) for the data rail in the circuit Fig. 6(a) . The measurement on the upper ancilla rail is in both cases a canonical phase measurement as defined in Eq. (14) . 21 We refer to these two error-correction schemes as phase 21 Numerically we implement phase measurements by discretizing the phase θ j = θ 0 + j2π/J, j = 1, . . . , J, and define POVMŝ and pretty good, respectively, depending on which measurement is performed on the data rail.
We focus here on cat and binomial codes as examples of approximate phase codes. As expected, these codes have identical performance for large excitation numbers but can show significant differences for smaller excitation numbers [74] . Remarkably, we find that the phase error correction scheme approaches the optimal for large excitation numbers and small noise strength, and that the pretty good scheme is near optimal for almost all excitation numbers and small noise strengths.
In Fig. 7 we show examples of the average gate infidelity 1 − F [73, 75] for an N = 3 cat code (top row) and N = 3 binomial code (bottom row) as a function of average excitation number in the code, n code [Eq. (12) ]. We fix the dephasing rate to be equal to the loss rate κ φ = κ and compare three different noise strengths parameterized by κt. The dephasing noise parameterized by κ φ can model both natural dephasing and additional uncertainty in the phase measurements, which justifies choosing a fairly large dephasing rate. The dashed line in the figures shows the average gate infidelity using the trivial encoding |0 triv = |0 and |1 triv = |1 on the data rail with no error correction. This marks the break-even point above which, in the pink region, encoding and error correction performs worse and provides no advantage.
There are several takeaway messages from the results in Fig. 7 . Firstly, as advertised, both the pretty good and phase error correction schemes are near-optimal for large excitation numbers. While for phase there is a significant gap at small to moderate excitation numbers, the pretty good scheme performs very close to optimal ex- For each N and each κ φ t = κt, the optimal average excitation number is used for each code. A code performs better than break even whenever the gate infidelity is below the dashed line (outside the shaded region). We only show results for 1 − F ≥ 2.5 × 10 −8 , κt ≥ 0.5 × 10 −3 and N ≤ 4 due to prohibitively large Fock space truncation needed for numerical simulations and numerical accuracy issues for very small infidelity.
cept for very small excitation numbers and/or large noise strengths. Secondly, for all schemes the codes exhibit an optimal n code where the infidelity is smallest. For small loss rates the optimum for phase is much larger than for pretty good and optimal, due to the poor ability of phase measurements to distinguish states with small excitation number. Thirdly, we see that the binomial code generally outperforms cat for small n code and low noise strength, while the performance is identical for large n code . We note that the advantage of binomial over cat would be larger if we used smaller dephasing rates, as a more loss-dominated noise channel generically favors smaller excitation numbers (see also Ref. [39] for optimal error correction in the pure loss case). Figure 7 also shows that there is a significant potential for going beyond break-even, at least within the idealized error model considered here. To investigate this further we compare cat and binomial codes with different N in Fig. 8 . For each N we choose the optimal n code for each code. We then plot the logical infidelity 1 − F as a function of noise strength, for the three different error correction schemes optimal, pretty good and phase.
The main takeaways from Fig. 8 are that, firstly, both cat and binomial codes break even by orders of magnitude for all error-correction schemes under the simplified noise model considered here. We can identify break-even thresholds, which we define as the noise strength (κt) be where the infidelity is equal to that of the trivial encoding with no error correction (i.e., where the lines in Fig. 8 cross the pink/white boundary). The break-even points are fairly high, falling in the 1-10% range, for the range of N considered, but they decrease with larger N . The second main observation from Fig. 8 is that the logical infidelity 1 − F falls off more rapidly with higher N , over a range of κt. However, the gain in performance with increasing N becomes smaller as N gets larger. We do not expect the infidelity to become arbitrarily small with increasing N , since the protection against phase noise decreases. The large reductions in infidelity with increasing N seen in Fig. 8 suggest that the performance is not limited by dephasing for the noise parameters and codes considered here.
The results presented in this section have consequences for the prospects of using approximate phase codes for fault-tolerant quantum computing. On the one hand, the large break-even potential motivates further study of these codes under more realistic noise models, including noisy ancillae, noisy encoding, more realistic measurement models, and noise during gates. For the latter, a pertinent question is how sensitive the performance is to non-linear unitary errors such as the presence of unwanted self-Kerr interactions. On the other hand, the expectation that arbitrarily low infidelities cannot be reached means cat and binomial codes must ultimately be concatenated with another code to suppress errors further. See, e.g., Ref. [13] for recent work in this direction in the context of GKP codes.
VII. GOTTESMAN-KITAEV-PRESKILL CODES
Logical Pauli gates for GKP codes are realized by discrete translations in phase space. As a consequence of the translation symmetry all GKP codes exhibit N = 2 discrete rotation symmetry, as we show below. However, GKP codes are not cyclic rotation codes as we defined them in Sec. II, because the operatorẐ 2 does not act as a Pauli operator. Depending on the underlying lat-tice defining the GKP codewords,Ẑ N might nevertheless act as a logical Clifford operator for some values of N . Two notable GKP codes where this is the case are the square-and hexagonal-lattice GKP codes, which means that these codes share some of the properties of cyclic rotation codes. We briefly elucidate this point in the following.
The codespace of a single-mode ideal GKP qubit is defined to be the +1 eigenspace of the stabilizerŝ
whereD(ζ) = e ζâ † −ζ * â is the displacement operator, 22 and α and β are complex numbers satisfying
The stabilizer group consists of all powers (Ŝ X GKP ) n1 (Ŝ Z GKP ) n2 for n 1 , n 2 ∈ Z. The shift operators that act as logical Paulis for the GKP qubit arê
where the form ofŶ GKP follows from the general iden-tityD(α)D(β) = e 1 2 (αβ * −α * β)D (α + β). The constraint Eq. (52) ensures that the stabilizers, Eq. (51), commute, and thatX GKP andẐ GKP commute with the stabilizers and anti-commute with each other.
From the identity e −iθnD (ζ)e iθn =D(e −iθ ζ) we see that the discrete rotation operatorR N for N = 2 has the following action on the Pauli shift operators:
GKP ) −1 , they are equivalent up to stabilizers and have the same action on the codespace. Thus,R 2 acts as the identity operator on the codespace of an ideal GKP code. In other words, all GKP codes have 2-fold discrete rotation symmetry.
The computational-basis codewords can be written as a superposition of coherent states:
22 Note thatD(ζ) generates shifts in qp-phase space of magnitude √ 2|ζ|. For example,D π/2 = e −i √ πp , which acts as a logical X for square-lattice GKP. with j = 0, 1. It is natural to define state lattices in the complex plane for the computational-basis codewords,
as well as the codespace lattice, L = L 0 ∪L 1 , consisting of all points n 1 α + n 2 β. As described in Ref. [39] , the codeword lattices are basis-dependent, while the codespace lattice L is not. Note that Eq. (52) means that the unit cell, or fundamental parallelogram, of L has area π/2. 23 We consider two canonical examples of ideal GKP codes, defined on square-(GKPS) and hexagonal (GKPH) lattices, respectively. The codes can be defined in terms of their respective lattice basis translations α and β:
Codespace lattices for GKPS and GKPH are shown in Fig. 9 . Depending on the lattice, specific discrete rotations can act as non-trivial logical Clifford gates. In particular, for square-lattice GKP, N = 4 rotations transform the Paulis
Thus,R 4 =Ẑ 2 = e i π 2n (the Fourier transform operator) acts as a logical HadamardH for GKPS. It follows that 23 Using standard quadrature operatorsq andp satisfying [q,p] = i, the lattice distances are expanded to √ 2α and √ 2β, and the area of the parellelogram in qp-phase space is π. the eigenstates ofH for this code can be written in the form Eq. (5), a fact that was recognized in Ref. [3] . It was also suggested there that measurement of number mod 4 to can be used to prepare Hadamard eigenstates, which are equivalent to the magic state |T GKPS up to Cliffords. Since mapping logicalH toZ is a non-Clifford operation, this is not a trivial change of basis for a GKP code, and we therefore do not classify the square lattice GKP code as a cyclic rotation code.
For hexagonal-lattice GKP, N = 6 rotations perform logical π/3-rotations around the XY Z-axis:
giving a cyclic permutation of the logical Pauli operators. ThusR 6 =Ẑ 3 acts as the logical Clifford gateHS † . 24 An N = 3 rotation, given byR 3 =R 2 6 , acts as the logical gate (HS † ) 2 = e −i π 4SH , which performs a cyclic permutation of the Paulis in the opposite order.
In contrast to square-and hexagonal-, the rectangularlattice GKP code does not benefit from additional Clifford gates performed via discrete rotations. Lastly, we note that the crystallographic restriction theorem implies that no lattice can have higher than 6-fold rotation symmetry, andR 6 is thus the highest degree rotation operator that can preserve the codespace of a GKP code.
The fact that GKP codes have N = 2 discrete rotation symmetry means thatR 2 acts as a stabilizer on the codespace. An intriguing possibility is that this additional stabilizer can be measured, giving information that could improve the performance of an error-correcting scheme. Moreover, the existence of non-trivial rotation based Cliffords (Ẑ 2 for square-andẐ 3 for hexagonallattice GKP) furthermore has the consequence that the crot gate can be used as an entangling gate, either between two GKP codes or between a GKP code and any cyclic rotation code. This could be of interest for hybrid schemes employing multiple encodings, and for switching between codes using teleportation.
VIII. CONCLUSIONS
We have presented a broad class of bosonic errorcorrecting codes, called cyclic rotation codes, based on discrete rotation symmetry, and given detailed complementary descriptions in phase space and Fock space. Several well-studied codes, including the cat-and binomialcode families, are cyclic rotation codes.
We have also shown that cat and binomial codes belong to a subclass of cyclic rotation codes we call approximate phase codes, which all behave identically for large excitation numbers. An interesting member of this class are Pegg-Barnett codes, which can be interpreted as the shift-resistant qudit codes introduced in Ref. [3] embedded in the infinite dimensional space of a bosonic mode. The approximate phase codes are analogous to approximate GKP codes with number and phase playing a dual role in place of position and momentum.
Another feature of approximate phase codes is that phase measurement is a natural candidate for a faulttolerant logical measurement in the dual basis. In practice, there are several candidates for implementing a phase measurement, including heterodyne and homodyne measurements as well as adaptive homodyne schemes [33] . The existence of a fault-tolerant dualbasis measurement has important consequences both for quantum computing and error correction. We showed in Sec. IV that dual-basis measurement together with preparation of |+ N states allows implementation of all Clifford gates for any cyclic rotation code using crossand self-Kerr interactions. The addition ofT -gate magic states gives universality. Further, the Kerr-based gates amplify errors only in a very limited way and are consequently attractive for a fault-tolerant quantum computing scheme.
In Sec. VI we showed that phase measurements together with ancillae in |+ N and cross-Kerr interactions can be used for teleportation-based error correction of approximate phase codes. There are two particularly salient features of the error-correction scheme we introduce that are worth reiterating. The first is that for large average excitation number in the code, the performance (as measured by average gate fidelity) is near that of the optimal recovery map allowed by the laws of quantum mechanics. For small average excitation number, the gap from optimal stems from the inability of phase measurements to distinguish well between the logical codewords in this limit. The second is that teleportation-based (Knill) error correction does away with the need for explicit recovery operations to restore the codespace, and logical recoveries are tracked entirely in software. Since explicit recovery operations require fault-tolerant, nonlinear implementations, this is a major simplification. It is important to emphasize that our numerical investigation of error-correction used noiseless ancillae, and that the performance of cyclic rotation codes in a scenario with faulty ancillae remains an important open question.
Another outstanding question is that of fault-tolerance when it comes to state preparation, both of logical basis states (for Cliffords and error correction), and magic states for universality. Schemes for preparation of high fidelity encoded states generically rely on checking for errors and discarding states if errors are detected. In the context of cyclic rotation codes, number-shift errors can be detected using the circuit Eq. (30), but it is not clear how to detect rotation errors in practice. Regardless, the requirements for fault-tolerance at the physical level can be relaxed significantly if bosonic codes are used as ground-level qubits in a concatenated scheme, where a second, qubit-level code deals with logical errors in the bosonic code [13] . In this situation, the goal is not to have a scheme for the bosonic code with arbitrarily low logical errors, but rather simply to ensure that logical errors are well below the threshold of the second code. Nevertheless, it seems likely that operations based on basic fault-tolerant building blocks will be necessary to go far beyond break-even for bosonic codes.
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The dual primitive |Θ is a weighted superposition of the original primitive |Θ with itself rotated by π/N ,
where c ± := √ N 1 ± √ N 0 , and the normalization is
Note that for a fixed primitive |Θ , the dual primitive |Θ is in general different for each N . When the rotated primitives in Eq. (4a) are orthogonal, Θ|e i mπ Nn |Θ → 0, the computational-and dual-basis primitives coincide. An example are cat codes in the limit where the coherent-state amplitude becomes large, α → ∞. In this case the computational-basis normalization constants are the same, N 0 = N 1 = 2N , giving c − = 0 and N Θ = 8N and consequently |Θ = |Θ . In this case the code states in Eq. (A1) can be expressed simply as
with a set of angles, m 2π N , that are twice the size of those in the computation-basis codewords. In this case we see that codes of different order are related via |0 N,Θ = |+ 2N,Θ (N 0 = N 1 ).
(A5)
Appendix B: Examples of cyclic rotation codes
The angular and Fock-space structures that characterize cyclic rotation codes leave freedom to define different codes through the coefficients {f kN }, Eq. (5), that arise from a choice of primitive |Θ . Several cyclic rotation codes have been presented in the literature, such as cat codes [5] and binomial codes [6] and modified versions of these codes that improve their error-correcting capability by changing the relative phases of their Fock-grid coefficients [10] . Their structure, properties, and errorresilience have been studied recently in Ref. [39] . We summarize cat and binomial codes here and introduce two other examples of cyclic rotation codes. The first is a generalization of cat codes to include squeezing. The second is a new class of code based on the phase states introduced by Pegg and Barnett [52] . For each we give a primitive |Θ and the Fock-grid coefficients, {f kN }, associated with an order-N code. For binomial codes the primitive itself depends on N , while the other code families use the same primitive for all N .
Squeezed cat codes
Cat codes consist of coherent states superposed in phase space. This can be generalized in a straightforward to include squeezing. A displaced squeezed vacuum state is given by
whereD(α) = e αa † −α * a is the displacement operator and S(ζ) = e 1 2 (ζa †2 −ζ * a 2 ) the squeeze operator with squeezing parameter ζ = re −2iφ , where r is the squeezing amplitude and φ the squeezing angle. The Fock-space representation for a single displaced squeezed vacuum state, |α, r, φ = ∞ n=0c n |n is given by the coefficients
where the squeezed vacuum coefficients are S ,0 (r, φ) = 0 for odd and
for even. In the limit of no squeezing, S ,0 (r → 0, φ) = δ ,0 . The coefficients for a displaced number state are
with associated Laguerre polynomials L k (x). The |0 N and |1 N codewords are constructed using a displaced squeezed state as the primitive |Θ = |α, r, φ = 0 with α real and positive. From Eq. (4a) the computational basis states are given by 25
The Fock-grid coefficients can be found readily from thẽ c n in Eq. (B2), see Sec. II A for details. Two code subclasses can be identified by specific parameters: Cat codes emerge in the limit that squeezing vanishes, r = 0, and squeezed vacuum codes arise when the displacement vanishes, α = 0. 26 For the smallest cat code (α → 0, r = 0), the trivial encoding in Eq. (11) is realized. The Fock-grid coefficients for cat codes are
where N * i indicates the Fock-space normalization factor N * 0 (N * 1 ) (see Sec. II A) for k even (odd). Note that the cat codes we consider in this work are distinct from the two-mode cat codes in Ref. [74] and the single-mode cat codes in Refs. [4, 77] , where the codewords are manifestly nonorthogonal, although they still exhibit discrete rotational symmetry.
Binomial codes
Binomial codes were introduced in Ref. [6] as a class of codes that can exactly correct loss, gain, and dephasing 25 In Ref. [76] and related works, the coherent-state phases are given by ω k = e ikπ/d . In our notation d = N is the Fock-space code distance. 26 Note that α and r cannot both vanish, in which case the state is simply vacuum and two codewords cannot be defined.
errors, up to a certain order. The codewords are most straightforwardly defined in the conjugate basis 27 :
The Fock-grid coefficients {f kN } can be read off directly, c.f. Eq. (10) . There are many binomial codes with N -fold rotation symmetry, one for each value of K = 1, 2 . . . , which sets the truncation level in Fock space. The mean excitation number is n code = 1 2 N K [39] , and the mean modular phase can be simplified to
Binomial codes are defined explicitly at the codeword level, leaving freedom to describe their primitive. However, each binomial code specified by its rotational order N and truncation parameter K has a different set of primitives. A primitive can be defined, for example, as
with N bin a normalization constant, and x is the floor function that gives the largest integer less than or equal to the real number x. The smallest binomial codes (K = 1) yield the 0N code, |+ N = 1 √ 2 (|0 + |N ) , which is the trivial encoding, Eq. (11), for N = 1.
Pegg-Barnett codes
A Pegg-Barnett phase state is given by [52] 
where the parameter s sets the truncation level. The set of states {|φ m = 2πm/s s } with m = 0, . . . , s−1 forms an orthonormal basis for the s-dimensional truncated Fock space.
We use a specific phase state as a primitive, |Θ = |φ = 0 s , to define Pegg-Barnett codes. In order to ensure adequate Fock space for the codewords, the truncation s − 1 is required to be at least N . Given that e iθn |φ s = |φ + θ s , the codewords can be expressed simply as
Note that if the truncation of the Pegg-Barnett phase state used as a primitive is commensurate with the order of the code, s = p × 2N for p = 1, 2, 3 . . . , then the rotated primitives are automatically orthogonal, s φ = m π N |φ = m π N s = δ m,m . In this case the conjugate-basis codewords and the dual-basis codewords are simple superpositions of the primitive, c.f., Eq. (A4). For s = p × 2N we also have that the Pegg-Barnett codes can be recognized as the shift-resitant qudit codes from Ref. [3] , with d = s, n = 2, r 1 = N and r 2 = p, using the notation from Ref. [3] .
The Fock-grid coefficients in general are f kN = 2/ s/N , where x is the ceiling function that gives the least integer greater than or equal to the real number x. The mean excitation number is n code = N 2 s/N − 1 , and the mean modular phase is
The Pegg-Barnett code [N ; s = N + 1] is the 0N code and the smallest Pegg-Barnett code [N = 1; s = 2] is the trivial encoding, Eq. (11).
Appendix C: Pretty Good Measurements
As we alluded to in Sec. II B 2, the canonical phase measurement might not be the optimal measurement to distinguish the codewords |± N . Even in the absence of noise, two orthogonal codewords cannot in general be perfectly distinguished by a canonical phase measurement due to embedded phase uncertainty ∆ N (θ). Moreover, in a realistic scenario where the codewords can be damaged, defining a phase estimation problem with respect to the ideal codewords is sub-optimal. We do not attempt to find an optimal scheme in general, as this must likely be done on a case-by-case basis for different codes and noise models. Instead, we introduce a measurement that perform well for all the codes and noise models we study in this paper. This is the Pretty Good Measurement introduced in Ref. [41] . The Pretty Good Measurement perfectly distinguishes orthogonal states, and is designed to also distinguish fairly well between the states with small non-zero overlaps. The measurement is defined through the POVM elementŝ M Pretty Good i =σ −1/2 N (|i i|)σ −1/2 ,
The first step of the circuit in Fig. 6(b) , involving only the top ancilla, where |i runs over the states to be distinguished, and N represents an arbitrary noise channel. The operatorσ = N (P ) withP = i |i i| represents the projector onto the subspace in question sent through the noise channel. The POVM elements satisfy iM i =P σ , whereP σ is a projector onto the support ofσ. To have a complete measurement, one can add a POVM element I −P σ projecting onto the complement ofP σ . Note that in contrast to the canonical phase measurement, the Pretty Good Measurement explicitly exploits knowledge about the noise N .
Appendix D: Hybrid Steane/Knill error correction
Here we introduce an error-correction circuit, depicted in Fig. 10 , as an alternative to the circuit in Fig. 6 . We call this error correction method "hybrid" (hybrid-EC), because the first crot gate and the measurement of the top ancilla rail can be recognized as identical to one of the two steps of Steane-EC, while the second crot and the measurement on the data rail is a one-bit teleportation, identical to one of the steps in Knill-EC. Essentially, this circuit uses Steane-EC for one of the syndromes (numbershift errors) and Knill-EC for the other (dephasing errors).
This error correction scheme is based on the circuit identity
whereÊ =Ê k (θ) is again an arbitrary initial error and the two rotation errorsR =Ê 0 πk N M andR =Ê 0 πk N L , are both proportional to k. A phase measurement on the top rail thus estimates k, and a recovery operation can be applied to the bottom rail to undo the leftover error R .
The first step of the circuit in Fig. 6(b) , involving only the top ancilla,
performs a non-destructive measurement of the excitation number mod N on the data rail, as explained in Sec. IV A. The second step of the circuit,
on the other hand, teleports the data to a fresh new ancilla, thus restoring the codespace up to a known rotation error as per Eq. (D1). More explicitly, we again consider an encoded statê ρ N in an order N cyclic rotation code sent through a noise noise channel N • = nÂ n •Â † n , followed by the error-correction circuit in Fig. 10 . In this case it is convenient to expand the noise Kraus operators aŝ A n = k dθc nk (θ)Ê k (θ) = kÊ nk where we definê E nk = dθc nk (θ)Ê k (θ) for notational convenience. The state after the error-correction circuit can be written 
wherê
represent damaged codewords for the data and ancilla, respectively, andC + =H,C − =XH are logical Cliffords. We again use a notation whereρ L on the right hand side represents the same logical state asρ N on the left hand side, but where the latter is encoded in the oder L cyclic rotation code of the bottom ancilla in Fig. 10 . The most likely rotation error on the output,Ê 0 πk * N L , as well as the most likely logical Clifford errorC a * can be deduced using, e.g., a maximum likelihood decoder. The rotation error is straightforward to correct, or alternatively can be tracked by updating later phase measurements. The errorC a * is not a Pauli error; however, by performing the error-correction circuit twice, the most likely error will be a Pauli from the setP i ∈ {Ī,Z,X,XZ} which can be tracked in a Pauli frame.
We have verified in numerical simulations that the hybrid-EC scheme performs identically to the Knill-EC scheme presented in Sec. VI A, i.e., the results in Sec. VI B are identical for both schemes. In fact, there is arguably a slight advantage of the hybrid-EC scheme in the case of noiseless ancillae, because we can use an unencoded state |α for the upper ancilla rail in Fig. 10 . This state give slightly better phase resolution compared to an M = 1 cat code, as used in Sec. VI B, at the same value of α.
a. Relation to recent experiments
The hybrid-EC scheme generalizes the experimental protocol used in the two experiments in Refs. [28] and [29] . In these works, error correction for N = 2 cat and binomial codes, respectively, was implemented experimentally. The scheme employed uses the error syndrome circuit Eq. (D2) with the ancilla replaced by an unencoded qubit in the state |+ = (|0 +|1 )/ √ 2. Moreover, the crot gate is in this case crot = crot N 1/2 = e i 2π Nn anb . 28 An error E k (θ) on the data qubit is thus imprinted as a phase on the ancilla, i.e., |+ → |0 + e i 2πk N |1 , and the syndrome measurement tries to estimate this phase. Note that with N = 2, an initial error prior to the gate with |k| mod 2 = 1 on the data qubit flips the ancilla to |− while an error with |k| mod 2 = 0 leaves the ancilla in the state |+ . This syndrome does not detect dephasing errors, nor does it restore the state back to the Fock grid |kN . 29 For cat codes, loss events can be tracked in software so that recoveries for this particular error are not necessary (this does not include the no-jump part of the bosonic loss channel, however) [28] . For binomial codes, optimal control was employed in Ref. [29] to find a unitary that approximately restores the codespace. In the hybrid-EC scheme we propose, both detection of dephasing errors and restoration of the codespace is performed by the second step of the error correction circuit, Eq. (D3). The difficulty of restoring the codespace has thus been replaced by the ability to prepare copies of encoded |+ N states.
Appendix E: Loss and dephasing channel
We seek a convenient representation of the channel that describes simultaneous loss and dephasing:
where L κ = κD[â] and L κ φ = κ φ D[n], c.f. Eq. (50) . First, we note that the pure dephasing channel can be written
where p κ φ t = 1 √ 2πκ φ t e −θ 2 /(2κ φ t) is a Gaussian with zero mean and variance κ φ t. This can be shown by first con-sidering the small κ φ t limit:
and thusρ = lim
as required.
Returning to Eq. (E1) we can write the solutionρ(t) = N (ρ 0 ) in terms of a generalized Dyson expansion [78, 79] :
where Jρ = κâρâ † , and S = L κ φ + L κ − J . Next, note that the no-jump part of the evolution factorizes as e tS = e t(Lκ φ +Lκ−J ) = e tLκ φ e t(Lκ−J ) ,
where e tLκ φ is given by Eq. (E2) and e t(Lκ−J )ρ = e −κnt/2ρ e −κnt/2 .
Using this, it is straightforward to pull the jump superoperators J through all the no-jump superoperators in Eq. (E5):
J e tLκ φ = e tLκ φ J (E8) J e t(Lκ−C) = e −κt e t(Lκ−C) J .
After pushing all the J 's to the right, rewriting the k time-ordered integrals as k integrals over [0, t] and performing the integrals, one readily findŝ
whereÂ k is given bŷ
One can, of course, also find a Kraus-operator representation of e tLκ φ using exactly the same method,
We, however, do not need such a Kraus-operator representation of the dephasing channel for our purposes in Sec. VI, since the dephasing channel commutes with all the crot gates. We found it more convenient to solve the master equationṄ
numerically, with N κ φ (0) = I the identity superoperator as initial condition, to find the pure dephasing channel N κ φ (t) = e tLκ φ .
