Arone and Turchin obtained the Hodge decomposition in the homology and homotopy of the high dimensional anologues of spaces of long knots. Next they showed that when the dimensions are in the stable range, the rational homology and homotopy of these latter spaces can be calculated as the homology of a direct sum of certain finite graph-complexes that they described explicitly. Finally they computed the generating function of the Euler characteristics of the summands in the homological splitting. In this paper, we generalize all these results to high dimensional analogues of spaces of string links. We also provide the generating function of the Euler characteristics of the summands in the homotopical splitting. As a byproduct result of these computations we also determine the supertrace of the symmetric group action on the positive arity components of the modular envelop of L∞.
Introduction
Let d be the dimension of the ambient space. Let r ≥ 1, and let m 1 , · · · , m r ≥ 1 be r integers. A high-dimensional string link of r strands is a smooth embedding f :
R mi → R d that coincides outside a compact set with a fixed embedding i :
When r is understood we will just say high-dimensional string link. The space of high-dimensional string links, denoted Emb c (
, is the collection of all high-dimensional string links endowed with the weak C ∞ -topology. Similarly, we define the space Imm c (
that coincide outside a compact set with i. By definitions, there is an inclusion Emb c (
, and its homotopy fiber, denoted Emb c (
, is the space under our study in this paper. Notice that the case r = 1 was extensively studied in [2] and [3] by Arone and Turchin. They obtain the Hodge decomposition in the rational homology H * (Emb c (R m , R d ), Q) and in the rational homotopy Q ⊗ π * Emb c (R m , R d ), d > 2m + 1. Then they explicitly describe graph-complexes computing H * (Emb c (R m , R d ), Q) and Q ⊗ π * Emb c (R m , R d ). They also compute the generating function of Euler characteristics of summands in the splitting of H * (Emb c (R m , R d ), Q). In this paper we generalize these results to the space Emb c (
We also provide the generating function of the Euler characteristics of the summands in the homotopical splitting.
Because of the high codimension the space Emb c ( r i=1 R mi , R d ) is connected and moreover its homotopy type does not depend on the choice of the fixed affine embedding i. In particular we can choose i in a way that all connected components of the fixed unlink are parallel to a given line. Concatenation of links along the direction of this line defines an H-space structure on Emb c ( r i=1 R mi , R d ), which implies that the rational homology of Emb c (
is a cofree cocommutative coalgebra cogenerated by the rational homotopy. The same is true for the graph-complexes that we study.
In order to describe our graph-complexes, we need Theorem 1.1 below, which is a generalization of [2, Theorem 1.3] . Before stating Theorem 1.1, we will recall two notions. The first one is that of right Ω-modules. Let Ω be the category of finite unpointed sets whose morphisms are surjections. A right Ω-module is a contravariant functor from Ω to any given category. We denote by Rmod
Theorem 1.1. For d > 2max{m i | 1 ≤ i ≤ r} + 1, there is an isomorphism
The starting point in proving Theorem 1.1 is Proposition 2.2 below. The next point, which is actually the key point, is a consequence of Lemma 2.6 and [2, Lemma 8.5] , which says that C * ((∨ r i=1 S mi ) ∧• , Q) is formal as a right Ω-module. The rest of the proof is essentially based on a version (that was extensively explained in [2, 14] ) of the Goodwillie-Weiss embedding calculus.
Our second result concerns the rational homotopy of Emb c (
, and is the following. 
2)
The main ingredients in the proof of Theorem 1.2 are Theorem 1.1 and certain graph-complexes that will be explicitly described in Subsection 4.1.
In the following lines, we will see the Hodge decomposition in the homology H * (Emb c (
. Notice that our decomposition can be viewed as a generalization of a result of Pirashvili [13] , which concerns the Hodge decomposition for the S m -homology of any right Γ-module (a.k.a. Hodge decomposition for the higher order Hochschild homology). We say "generalization" because, as in [14] or as we will see in Section 2, it is not difficult to show that the homology H * (Emb c (
S mi -homology of H * (C(•, Q)). The Hodge-type splitting that we study can be in the same way defined for the ∨ r i=1 S mihomology of any Γ module and appears because C * ((∨ r i=1 S mi ) ×• , Q) is formal as a right Γ-module (which itself is equivalent to the fact that its cross effect Ω module C * ((∨ r i=1 S mi ) ∧• , Q) is formal).
The right hand sides of (1.1) and (1.2) can be split as follows. For any homomorphism of finite groups H → G, let Ind G H denote the induction functor from H-representations to G-representations, which is left adjoint to the restriction functor. 1 In most of the cases G will be a symmetric group and H be its subgroup. Let us consider the right Ω-module H * ((∨ r i=1 S mi ) ∧• , Q) that appears in (1.1). By definition, its kth component is
given by
Thus
This implies the following isomorphism of right Ω-modules automatically as zero.
On the other hand, we have the splittings
(1.7)
Combining (1.1), (1.2), (1.4), (1.6), and (1.7), it is not difficult to get the following splittings The product is replaced by the direct sum because only finitely many factors contribute for any given degree. We use here that d > 2max{m i | 1 ≤ i ≤ r} + 1. This can be seen from the explicit description of our complexes analogously to the case r = 1, see [2, Remark 13.3] and [3, Section 5] .
We now state our third result. For s 1 , · · · , s r , t ≥ 0, let X s1···srt be the Euler characteristic of the summand of (1.8) indexed by s 1 , · · · , s r , t. The associated generating function is F m1···mrd (x 1 , · · · , x r , u) = s1,··· ,sr,t≥0
(1.10)
Let Γ(−) denote the gamma function, and let µ(−) denote the standard Möbius function. Given a variable x and an integer l ≥ 1, let E l (x) denote the sum E l (x) = .10) is given by the formula
where each factor is understood as the asymptotic expansion of the underlying function when u is complex and (−1) d−1 u l −→ +0 and x 1 , · · · , x r are considered as fixed parameters. Outline of the paper.
-In Section 2 we prove Theorem 1.1, which determines the rational homology of the space of high dimensional string links. The proof (which starts by Proposition 2.2) is essentially based on a version, developed by Arone and Turchin in [2] , of the Goodwillie-Weiss embedding calculus [9, 17] . It uses the relative formality theorem (of the inlcusion B n → B d of the little n-disks operad inside the little d-disks operad) proved for d ≥ 2n + 1 in [10] and improved to the range d ≥ n + 2 in [16] . It also uses the fact that the right Ω-module -In Section 3 we prove Theorem 1.3, which presents a formula for the generating function of Euler characteristics of summands in the homological splitting (1.8). One of the key points in our computations is Proposition 3.6, which furnishes a better understanding of the right hand side of (1.8).
To get that proposition, we explicitly describe (in terms of colored forests) in Section 3.1 the Koszul dual of the right Ω-module Q m1···mr s1···sr
introduced in (1.5). Another key points in proving Theorem 1.3 are Lemma 3.7 and Lemma 3.8. In Section 3.3 we explicitly describe a graph-complex computing the rational cohomology of Emb c ( r i=1 R mi , R d ) (this leads us to Theorem 3.10). This complex is obtained from the dual of the right hand side of (3.8) , and from the duality between the homology and cohomology of configuration spaces. We end with Section 3.4, which gives some nice formulas obtained from (1.11) by taking m i = 1, 1 ≤ i ≤ r.
-In Section 4 we prove Theorem 1.2, which determines the rational homotopy of Emb c (
To get that result, we first explicitly describe (in Section 4.1) a graph-complex E m1,··· ,mr,d H . This complex is a free cocommutative coalgebra cogenerated by its subcomplex of connected graphs denoted E m1,··· ,mr,d π . Next, using this description, we prove Theorem 4.6 and Theorem 4.2. The latter theorem together with Theorem 1.1 imply Corollary 4.4, which says that the complex
. By noticing that the rational homology of the space Emb c (
is a free cocommutative coalgebra cogenerated by its rational homotopy groups, we immediately deduce (from Corollary 4.4) Corollary 4.5 (saying that the complex E m1,··· ,mr,d π computes the rational homotopy of Emb c (
. Finally the proof of Theorem 1.2 follows easily from Corollary 4.5 and from Theorem 4.6.
-In Section 5 we prove four results: Theorem 5.2, Theorem 5.4, Theorem 5.6 and Theorem 5.9. The first one (in Section 5.1) computes the generating function of Euler characteristics of summands in the homotopical splitting (1.9). The key point is Lemma 5.1, which presents the generating function in homotopy as a sum of logarithms of the generating function in homology. The second theorem is an interesting byproduct result for the theory of operads. It describes the supertrace of the symmetric group action on the components of the modular envelop of L ∞ .
The third result (respectively the fourth result) computes the generating function for the homology ranks for the subcomplex of E m1,··· ,mr,d π generated by graphs of genus zero (respectively of genus one). Notice that from both Theorem 5.6 and Theorem 5.9 one can see the exponential growth of the Betti numbers of the rational homotopy of Emb c (
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The rational homology of Emb
The goal of this section is to prove Theorem 1.1 announced in the introduction.
The first and main step in proving Theorem 1.1 is Theorem 2.4. Propositions 2.2 and 2.3 below will be used in the proof of the latter theorem. Define m = max{m i | 1 ≤ i ≤ r}. Without changing the homotopy type of Emb c (
we can assume that the fixed affine embedding i :
. Moreover let us assume that i restricted on each component R mi can be factored through an affine m-space V i , such that all V i , i = 1 . . . r, are parallel to each other and disjoint. For a space X let X be its one point compactification. Define M i as an m-submanifold of V i defined as a tubular neighborhood of i(R mi ) inside V i minus the point at infinity. Simialrly define M as an (m + 1)-submanifold of R m+1 obtained as a tubular neighborhood of the wedge of spheres i (
Remark 2.1. We don't need it for any of our arguments, but one can show that each
By (−1)-sphere as usual we understand the empty set. One can also show that M is diffeomorphic to
m−mi is an unknotted wedge of spheres in R m+1 .
Proposition 2.2. The natural restriction maps
are weak equivalences.
Proof. It is easy to see that the embedding spaces Emb c (M,
are homotopy equivalent to the spaces of partially framed long embeddings
By a "partially framing" of a long link we mean that the ith component of a link has (m + 1 − m i ) in case of M and (m − m i ) in case of r i=1 M i everywhere linearly independent sections of the normal bundle, which must coincide with a fixed constant partial framing outside a compact set. When we pass to the homotopy fiber or in other words look at the spaces of partially framed embeddings modulo partially framed immersions this partial framing cancels out.
One of the reasons we need all the components of our links to be of the same dimension is that we want to apply the theory [17, 9] of Goodwillie-Weiss manifold functor calculus. If F is a functor from a category of open subsets of a manifold (which serves as an input in that theory), the kth approximation of F is denoted T k F , k ≤ ∞. The sequence {T k F } 0≤k≤∞ is usually called the Taylor tower associated to F , which converges, under good assumptions, to F . In our situation we apply the functor calculus to the categories of open sets of M , respectively of
induces an equivalence of Goodwillie-Weiss towers
) are obtained as a homotopy limit over a finite diagram encoding the handle attachments and iteration of the limits over corresponding (k + 1)-subcubical diagrams. One has a natural transformation induced by restriction between the two diagrams which is an objectwise equivalence. As a consequence the homotopy limits must be also equivalent. The case k = ∞ is obtained by taking k → ∞.
Recalling that if X is a pointed topological space, then the sequence
with a natural structure of right Γ-module: to every finite pointed set we assign the space of base preserving maps from it to X. We have the following theorem in which the notations "hRmod Γ " and "C(•, R d )" were introduced in Section 1.
Proof. Let us start with the following weak equivalences.
The second equivalence is the fact that the Goodwillie-Weiss tower for singular chains of embeddings converges for d > 2m + 1 [17] .
By Arone and Turchin work [2] , one has [14, Proposition 2.11], which states that if N ⊆ R n is the complement of a compact subset of R n , then
where N is is an open subset of the one-point compactification of R n consisting of N and ∞. This space is pointed at ∞. In [14, Proposition 2.11] this result is stated in the range d > 2n + 1 as it uses the relative formality of the little discs operads which was proved at that time only in this range [10] . As it turned the relative formality holds in larger range d > n + 1 [16] implying (2.3) for d > n + 1.
By rewriting (2.3) with our manifold M ⊆ R m+1 , we obtain the following weak equivalence (for d > m + 2):
Combining now (2.2) and (2.4), and using the fact that M is homotopy equivalent to ∨ r i=1 S mi we get exactly the statement of our theorem.
In [12] Pirashvili constructs a functor (called the cross effect)
that turns out to be an equivalence of categories. Define
By noticing that the cross effect of
, where C * (−) denotes the reduced singular chain functor, and "∧" is the usual smash product of spaces, we have the following corollary.
To finish the proof of Theorem 1.1 we only need to show that the Ω module
is rationally formal. This follows from Lemma 2.6 and also the fact that each Proof. Notice first that for each k ≥ 0 we have
This implies
Consider the contravariant functor λ :
Consider also the functor ∆ : Rmod
where µ is a right Ω × Ω module. By (2.6), ∆(λ) is equivalent to C * ((X ∨ Y ) ∧• ) whose formality we want to show. Since λ is formal by hypothesis, that is there exists a zigzag of natural quasi-isomorphisms, λ H * (λ), between λ and H * (λ), it follows that 
is described in terms of derived maps of right Ω modules. In this section we construct explicit complexes computing the homology and cohomology of Emb c (
by considering the projective model structure in the category of right Ω modules. We call these complexes Koszul as they are constructed using operadic language and the Koszul duality between the commutative and Lie operads.
Using these explicit complexes we prove Theorem 1.3 announced in the introduction. Recall that this theorem computes the generating function of the Euler characteristics of summands in the homological splitting (1.8). Using Theorem 1.3, we will deduce some nice formulas for the generating function of the rational homology (it was introduced in (1.5)).
Proof. The proof of this proposition is given in the introduction, see (1.8) . The only thing we need to understand is why the product can be replaced by the direct sum. This follows for example, from Remark 4.3.
The Koszul dual of the right
In this section we will find a cofibrant replacement (the model structure we use in the category Rmod Ω is the one whose weak equivalences and fibrations are levelwise), denoted by CQ m1···mr s1···sr , of Q m1···mr s1···sr . We will follow exactly the same steps as in [3, Section 5 and Section 6], where this was done for r = 1. This cofibrant model will furnish us the so called Koszul dual of Q m1···mr s1···sr , which will be denoted by KQ m1···mr s1···sr . We will also explicitly describe CQ m1···mr s1···sr
(and then explicitly describe KQ m1···mr s1···sr ) in terms of certain spaces of colored forests. This will lead us to Proposition 3.3 below, which is the main result here. Using Proposition 3.3 and Proposition 3.1, we will prove Proposition 3.6 in Section 3.2. Note that Proposition 3.6 will be a key ingredient in Section 3.2 where the goal will be to prove Theorem 1.3. Our approach in this section is the same as that of Arone and Turchin in [3, Section 5] , and the results we obtain here are generalizations of theirs.
Let us start with an explicit description of CQ is exactly the right Ω-module Q m s that appears in Section 5 of [3] . Notice also that CQ m s is explicitly described in that section in terms of forests. Here we will describe CQ m1···mr s1···sr in a similar way, except that in our case we will get "colored forests" with {1, · · · , r} as the set of colours. The main idea of this construction is that right Ω module is the same thing as the right module over the operad Com + of commutative non-unital algebras (that is, Com + is the commutative operad with zero in arity zero). Recall first two standard notations. The first one in the operation "•" (explicitly defined in [11, Chapter 5] ) in the category of symmetric sequences in chain complexes. Intuitively, if M = {M (n)} n≥0 and N = {N (n)} n≥0 are two symmetric sequences, elements in M •N (n) are of the form x(y 1 , · · · , y k ), where x ∈ M (k), y i ∈ N (i k ), and i 1 + · · · + i k = n (one should think about an element in M (k) as an operation of arity k). Note that one can define "•" in the category of symmetric sequences in any nice symmetric monoidal category. This operation defines a monoidal structure on symmetric sequences. The unit for this structure is the sequence 1, defined as 1 (1) is the unit and every 1(n), n = 1, is the initial element. Notice also that monoids with respect to • are operads. The second notation is that of suspension of a symmetric sequence. Let M = {M (n)} n≥0 be a symmetric sequence in chain complexes. The operadic suspension, denoted by M [1] , of M is a symmetric sequence defined by
where Σ n−1 is the usual (n − 1)− suspension, and sign n is the sign representation of Σ n . Notice that an operadic suspension of an operad is again an operad because of the identities
Given a right module R over any Koszul operad K, Fresse defines in [8] is trivial), and by noticing that the cooperad Koszul dual of Com + is coLie, we get
where coLie is the dual of the operad Lie of Lie algebras. For obvious reasons only the third summand in the differential will be non-trivial. The equation (3.3) allows us to explicitly describe the right Ω-module CQ m1···mr s1···sr
as follows. Let A be a finite set of cardinal k. Then CQ m1···mr s1···sr (A) or simply CQ m1···mr s1···sr (k) is a chain complex spanned by the following set F m1···mr s1···sr (k) of forests.
• A vertex in such forest is a nonempty subset of A. The set of vertices forms a partition of A.
• A tree with p vertices is a connected graph without any cycle on p vertices.
• A forest is a collection of s 1 + · · · + s r trees. Notice that the set of vertices of a forest defined of course a partition of A.
• A colored forest is a couple (F, f ), where F is a forest, and f : T F −→ {1, · · · , r} is a map from the set of trees in F to the set of colours {1, · · · , r} such that for all i = 1, · · · , r, |f
• An oriented colored forest or a typical element in F m1···mr s1···sr (k) is a triple (F, f, O), where (F, f ) is a colored forest, and O = T F ∪ E F (here E F denotes the set of all edges in F ) is endowed with a total order ≤. The set O is the so called orientation set.
There is a grading in 
only in reordering of the orientation set. The sign is the Koszul sign of permutation taking into account the degrees of the elements. The second relation is the Arnold's relation, denoted by Arnold, which is of the form
Arnold's relation
This relation is local, that is, all other vertices and edges are the same in each summand. Finally there is a differential in Vect[F m1···mr s1···sr (k)] defined as follows. For an edge e ∈ E F , let (F/e, f, O\{e}) be the forest obtained from (F, f, O) by contracting e. When an edge between two sets S 1 and S 2 is contracted, the new vertex is assigned the set S 1 S 2 . Define a sign (−1)
The following proposition is easy to check.
Proposition 3.2. For any finite set A, there is an equivariant isomorphism of chain complexes
The sequence Vect[F m 1 ···mr
is equipped with a structure of right Ω-module defined as follows. Let • coLie [1] . So CQ m1···mr s1···sr , viewed as a right Com + module (we can view it like this because of (3.3) above), is freely generated by the symmetric sequence KQ 
where k i is the number of vertices colored by i (so
The Koszul dual KQ m1···mr s1···sr is isomorphic to a symmetric sequence related to the homology of configuration spaces as we will see in Proposition 3.3 below. Before stating this proposition we recall some notation. For a pointed topological space X, and for p ≥ 1, let ∆ p X denote the "fat diagonal" in X ∧p = X ∧ · · · ∧ X p (recall that the symbol "∧" is that of the smash product). More precisely, we have
Proposition 3.3. For s 1 , · · · , s r ≥ 0, and for k ≥ 0 there is an isomorphism of symmetric sequences
where G = Σ k1+···+kr and H = Σ k1 × · · · × Σ kr .
Proof. The first thing to note is the following. For 1 ≤ i ≤ r one has
where H * (−) is the locally compact singular homology functor. The rest of the proof uses the Poincaré duality between
, and also the fact that the latter cohomology admits a nice description in terms of trees (see [1] ).
Remark 3.4.
There is a more natural topological way to prove (3.6). In [2, Section 11] one can find a general statement, saying that for any pointed space X, the Koszul dual of
mi , because of the formality the singular chains can be replaced by the homology:
where as before
Proof of Theorem 1.3
In order to prove Theorem 1.3, we wil redefine the generating function of (1.10). To do that, we will need Proposition 3.6 (which allows us to understand better the right hand side of (3.2)) below. Before stating it we recall the following definition.
Definition 3.5. Let V = {V (n)} n≥0 and W = {W (n)} n≥0 be two symmetric sequences. Define a new symmetric sequence V ⊗W by
The differential ∂ here is defined similarly to the r = 1 case [3, Section 5]. We won't describe it explicitly here. However, in Subsection 3.3 we describe explicitly the dual complex computing the cohomology of the space of links.
Proof. It follows essentially from Proposition 3.1 and Proposition 3.3. The idea is to replace each term in the right hand side of (3.2) by Rmod
is a cofibrant replacement of Q m1···mr s1···sr ), and use the fact that CQ m1···mr s1···sr
is freely generated by KQ The right hand side of (3.8) can be rewritten as s1,··· ,sr,t≥0
For s 1 , · · · , s r , t ≥ 0 define the Euler characteristic X s1···srt by
where
One can see that the generating function F m1···mrd (x 1 , · · · , x r , u) associated to Euler characteristics X s1···srt (we just defined) is exactly the one defined in (1.10),
Before starting the proof of Theorem 1.3 we will state two lemmas. Let us first introduce some notation. For a permutation σ ∈ Σ k , let j l (σ) denote the number of its cycles of length l. Let tr(−) denote the trace function from the space of matrices to the ground field. For a representation ρ
means that we apply the differential operator
; l ∈ N) to f , and at the end we take p l = 0 for all l ≥ 0.
The following lemma is well known, see for example [15, Corollary 15.5] .
Lemma 3.7. Let V = ⊕ i V i and W = ⊕ j W j be two graded vector spaces admitting an action of the symmetric group Σ k each of them. Consider the series
The second result we need to prove Theorem 1.3 is the following well known lemma, see for example [15, Proposition 15.3] or [7] .
Lemma 3.8. Let V = {V (k)} k≥0 and W = {W (k)} k≥0 be two finite symmetric sequences (that is, for all k ≥ 0, V (k) and W (k) are of finite dimensions). Then
We are now ready to prove the main result of this section.
Proof of Theorem 1.3. . In all this proof G = Σ k1+···kr and H = Σ k1 × · · · × Σ kr . Consider the following generating function
si(mi−1)−ki , and define two symmetric sequences V and W by
Then, by Lemma 3.7, it is not difficult to see that the generating function
Since (recalling the definition of E l (−) from the introduction, just before Theorem 1.3)
and since
it follows that
. By looking at (3.9), (3.10) and the definition of Ψ m1···mrd (x 1 , · · · , x r , u, z), we have the equality
and this implies
We thus obtain the desired result.
Graph-complex computing the rational cohomology of Emb
In this section we will explicitly describe a graph-complex, denoted HH m1,··· ,mr,d , computing the rational cohomology of Emb c (
and which is dual to (3.8) . Notice that the graph-complex HH m,d was described in [3, Section 5.3] . In a similar way as their description, we will describe here HH m1,··· ,mr,d . Our complex will be colored by the set {1, · · · , r} of components of our links.
By taking the dual of (3.8), and recalling " ⊗" from Definition 3.5, we have a quasi-isomorphism
k≥0 k=k1+···+kr
By using the Poincaré duality, one has
The equations (3.15) and (3.16) tell us that the cochain complex
is quasiisomorphic to a complex whose building blocks are the cohomology groups of configuration spaces, which are well known (see for example [1, 4] ). Recall that the cohomology H * (C(p, R n )) (of the configuration space of p points in R n ) is a polynomial algebra generated by elements g ij ,
2 ij = 0, and the Arnold relation: g ij g jk + g jk g ki + g ki g ij = 0. This cohomology algebra admits a nice description in terms of certain spaces of forests. To every non-zero monomial, one can assign a forest putting an edge from vertex i to vertex j for each factor g ij . Using this description, and using (3.16) and (3.15), we have the graph-complex HH m1,··· ,mr,d (computing
, which is described as follows. It is a graded vector space (modulo certain relations) spanned by some set, denoted G, of graphs. A typical element in G is a triple (G, f G , O G ), where
is graph, possibly disconnected, in which V G is a finite set of non-labeled vertices (vertices are non-labelled because the last tensor product in (3.15) is taken over Σ k ), and E G is a finite set of edges; If we remove all colored edges, the resulting graph is a forest in which each connected component has at least two vertices. On the other hand, if we remove all non-colored edges, the resulting graph is a forest with any type of connected components;
• O G is the orientation set, which is defined in two equivalent ways. One switches from one description to another by applying the Poincaré duality (3.16). The first way naturally reminds the Bott-Taubes integration. The second way is algebrically more natural from the point of view of Koszul duality. In the first way, O G is the union of the set of Let Vect[G] denote the vector space generated by G. It is quotiented by the following relations.
- Notice that the second relation is valid only when we consider the first definition of an orientation set. If one considers the second definition, there will be no sign. We continue to denote by Vect[G] the quotient vector space. The differential, denoted δ, in Vect[G] is the sum of contractions of colored edges. In the second description of orientation sets, the sign is defined by pulling on the first place of the orientation set the calored edge which is contracted and then removing it from this set. For the fist description of orientation sets, the sign is slightly more complicated. We need to pull on respectively first and second places of the orientation set the contracted colored edge and the vertex, which is its source (to recall this edge is oriented), and then remove both of them.
The following result is an immediate consequence of (3.13), (3.15) , and (3.16).
Remark 3.11. Notice that disjoint union of graphs defines a product on HH m1,··· ,mr,d . Moreover the latter complex is a free graded commutative algebra generated by its subcomplex HH m1,··· ,mr,d π of connected graphs (with respect to both colored and non-colored edges). Therefore the homology of HH m1,··· ,mr,d π is naturally isomorphic to the space dual to the rational homotopy of Emb c (
Some special cases of the generating function in homology
Consider the generating function F m1···mr,d (x 1 , · · · , x r , u) of (3.10), and assume that m i = 1 for all i = 1, · · · , r. We will compute this function in some specific cases.
• Assume d odd, and consider the function
We want to compute F odd (1, u). By substituting m i by 1, and x i by 1, 1 ≤ i ≤ r, in the formula (1.11),
and by noticing that
The last equality comes from the fact that E 1 (y) = y for all y. Using now the formula (14.2) from [15] , we have
The radius of convergence in this case is 1 r which implies exponential growth of rational homology ranks in case r ≥ 2.
• For d even, similar computations give
The radius of convergence is 1 r .
By substituting m i by 1, and x i by −1, 1 ≤ i ≤ r, in the formula (1.11), and by noticing that
, we obtain
for all y, the formula (3.19) becomes
.
(3.20)
To end computations, we introduce a new variable v defined by
. Using the formula (14.2) from [15] , one has
It is easy to see that the smallest root (in absolute value) of factors of (3.21) is
. Therefore the radius of convergence is equal to
. This gives a beter estimate of the homology ranks growth for r ≤ 2.
As before, the radius of convergence of (3.22) is equal to
. In particular for r = 1 this implies exponential growth of the homology ranks. In case r ≥ 3 the produced estimate is weaker than the one obtained from F even (1, u).
Hairy graph-complexes
The goal of this section is to prove Theorem 1.2 announced in the introduction. The plan of the proof of our theorem is the same as that of the proof of [3, Theorem 1.1 (ii)], for which our theorem is a generalization. Thus we will start with Section 4.1, which explicitly describes certain graph-complexes. Next, in Section 4.2, we will prove Theorem 1.2. . In the next section we will show that they respectively compute the rational homology and the rational homotopy of Emb c (
Graph-complexes E
Our description is exactly the same as that of complexes E m,n H and E m,n π introduced in [3, Section 2.1], except that our graphs have their external vertices "decorated" or "colored" with {1, · · · , r} as the set of colours. As before the colours correspond to the components of the links.
Let us start with E m1,··· ,mr,d π , which is a graded differential vector space (modulo certain relations) spanned by some abstract connected graphs that we define now. A graph G is a triple
G is a finite non-empty set whose elements are non-labeled external vertices of valence 1;
G is a finite set (which can be empty) whose elements are non-labeled internal vertices of valence ≥ 3; -E G is the set of edges including loops and multiple edges.
Notice that our graphs are connected. A hairy colored graph is a couple (G, f G ) where f G : V E G −→ {1, · · · , r} is a map from the set of external vertices to the set of colours. One can put an orientation on colored graphs as follows. Let E + G be the set E G in which all egdes are oriented. Given a colored graph G, an orientation set is the union
G equipped with a total order. We will say that a colored graph is oriented if it is equipped with an orientation set. Two graphs (G, f G , O G ) and (G , f G , O G ) are equivalent if there are two bijections 
only by an orientation of an edge;
only by a permutation of the orientation set. The sign "±" is the Koszul sign of permutation taking into account the degrees (defined below) of elements.
We will continue to denote by Vect[G] the quotient vector space. There is a grading in Vect[G] defined as follows. Given a graph
Thus Vect[G] is a graded vector space. It is also equipped with a differential ∂ that turns it into a chain complex. The differential of a graph is defined as the sum of expansion of its internal vertices. More precisely, let
denote the graphs obtained from the expansion of x. One can see that the number of such graphs is n x = 2 l−1 − l − 1. They are defined as follows. Notice first that an expansion produces a new vertex and a new edge. For 1 ≤ p ≤ n x , one has
where -v px is the new vertex, e px is the new edge (oriented from the old vertex to the new one); -v px ≤ e px and for all y ∈ O G , e px ≤ y (here "≤" denotes the total order).
The differential is then defined by
Notice that there is no sign in each term of the differential. It is hidden in the way we order the orientation set and orient the new edge. Let us see one example. Assume that r = 2, that is, we have 2 colours, and consider the graph in Figure 2 .
The three graphs that appear in the differential of Figure 2 
The rational homotopy of Emb
The goal of this section is to prove Theorem 1.2, which determines the rational homotopy of the space Emb c (
The plan of the proof is as follows. We will first prove Theorem 4.2 (in which B d is quasi-isomorphic to the complex hRmod . Since we will use this resolution in the proof of Theorem 4.2, it is easiest to first recall it. We will first recall the right Γ-module D Loops and multiple edges are allowed. The graphs are oriented, and an orientation set of G k consists of the union of edges (considered as elements of degree d − 1) and internal vertices (considered as elements of degree −d). Orienting a graph means putting a total order on its orientation set. As in Section 4.1, there is a similar notion of equivalence of graphs, and similar sign relations. Again as in Section 4.1, the differential is the sum of expansions of vertices (notice that, here, the expansion concerns both external and internal vertices). The expansion of an internal vertex is as in Section 4.1, while the expansion of an external vertex produces an external vertex (with the same label) and an internal vertex.
It is well known that the sequence D It is also well known [10, 15] that there is an inclusion of operads (in coalgebras)
that turns out to be a quasi-isomorphism. This inclusion implies that D 
Proof. The steps of the proof are the same as those of the proof of Theorem 2.2 from [3] . Thus, for certain details, we refer the reader to [3] . For each k ≥ 0, let M (D 
By the description of the graph-complex E m1,··· ,mr,d H from Section 4.1, it is not difficult to see that there is an isomorphism of chain complexes
which completes the proof.
Remark 4.3.
A careful reader might prefer to see a product instead of the direct sum used in the above equations. But it is easy to show that E m1,··· ,mr,d H is finite dimensional in every homological degree, for which reason it would not matter wether we take a product or a direct sum of its components.
The following corollary is an immediate consequence of Theorem 1.1 and Theorem 4.2. 
computes the rational homotopy of the space Emb c (
Proof. The desired result is a combination of Corollary 4.4 and the following two facts:
-the rational homology of the space Emb c ( Note that these two facts imply that (4.2) and (4.3) are equivalent. 
Generating functions of Euler characteristics in homotopy
The goal of this section is to compute the generating function of Euler characteristics of summands in the homotopical splitting (1.9). As a byproduct result we will describe the supertrace of the symmetric group action on the components of the modular envelop of L ∞ . At the end using a different method we compute this generating function in the cases of graphs of genus zero and one.
The generating function for
In Section 3 we have computed the generating function F m1···mru (x 1 , · · · , x r , u) of Euler characteristics of summands in the homological splitting of H * (Emb c (
Q). The aim of this section is to compute again a generating function, but now in the homotopy
. Theorem 1.3 will be a key ingredient in our computations.
Let us start with some notation. We will write
for the generating function in the homology (respectively in the homotopy). If there is no confusion, the first generating function will be denoted just by F H (x 1 , · · · , x r , u), and the second one just by F π (x 1 , · · · , x r , u). Recalling the equation (1.9) from the introduction, for s 1 , · · · , s r , t ≥ 0, let X π s1···srt denote the Euler characteristic of the summand hRmod
). We will also write s for s 1 , · · · , s r , and
. The generating function we look at here is defined by
In order to compute F π m1···mrd (x 1 , · · · , x r , u), we need the following lemma, which connects F H (x 1 , · · · , x r , u) and F π (x 1 , · · · , x r , u).
Lemma 5.1. We have
Here µ(−) is the standard Möbius function. The notation F H (x i ← x l i , u ← u l ) means that in the expression F H (x 1 , · · · , x r , u) the variable u is replaced by u l , and x i is replaced by
Proof. The plan of the proof is to compute the right hand side of (5.2), and compare the obtained result with the right hand side of (5.1). From [15, Lemma 16.1], it is straightforward to get the following
which gives (by replacing u by u l and x i by x l i )
Taking now the logarithm of (5.4), and using the well known series expansion ln(1 − x) = − p≥1
By putting (5.5) in the right hand side of (5.2), we get
We will now state the main result (Theorem 5.2 below) of this section. Let us first fix some notation. For two variables x, u, let Γ(x, u) denote the asymptotic expansion of
when u goes to +0. For instance, in the case x = n is a positive integer, one has . Recall also that all other odd Bernoulli numbers B 2n+1 , n ≥ 1, are zero. Define
Notice that when x = n is a positive integer, we have S j (n) = n p=1 p j , j ≥ 1. The last thing we need is the
Theorem 5.2. The generating function F π (x 1 , · · · , x r , u) is given by the formula
Proof. The first thing to note is the following equality,
, which can be deduced from Theorem 1.3, see [15, Lemma 14.6] for similar computations for the case of long knots. The second thing is the series (recalling the definition of S j (x) from (5.7) above)
This identity easily follows from (5.6) when x = n is an integer. It also appears in the proof of [15, Proposition 14.5] . To end the proof, we use Lemma 5.1.
Supertrace of the symmetric group action on Mod(L ∞ )
As a consequence of the Euler characteristics computation for the Hodge splitting in the rational homotopy of string links, we obtain a curious result in the theory of operads. Let Mod(L ∞ ) denote the modular envelop of the L ∞ operad. Theorem 5.4 below determines the supertrace of the symmetric group action on the components Mod(L ∞ )(k), k ≥ 1. The case k = 0 was studied in [19] . Let us fix some notation first. For a Σ k module M in chain complexes, we denote by X (M ) the virtual representation obtained as the alternated sum of its components: 
, where G = Σ n and H = Σ k1 × · · · × Σ kr .
Recalling Definition 3.5 from Section 3.1 we have
r , and by Lemma 3.8 one has
. By noticing that the action of Σ n on V ⊗n i depends on the parity of m i (for odd m i the action is the sign representation, which means that if σ ∈ Σ n , x ∈ V ⊗n i , then σx = ±x, and for even m i it is the identity), by also noticing that V i is a one dimensional vector space, it follows that V ⊗• i is the commutative unital operad "up to sign". Therefore, by the formula given at the beginning of [6, Section 5] (notice that this formula concerns the commutative non-unital operad), we deduce that 9) where the variable z is responsible for the usual homological degree and x i is responsible for the i-th Hodge grading. Combining (5.8) and (5.9), we have
For computations of the Euler characteristics we will need
For any symmetric sequence M (•), we get
(5.13)
Notation "dim" stays for the generating function of dimensions that takes into account both homological degree (with z responsible for it) and the Hodge degrees (x 1 , . . . , x r are the responsible variables).
The hairy graph-complex has exactly this form:
where M (P 
where the variable u is as usual responsible for complexity.
Proof. Applying (5.13) to M (•) = M (P • d ) and taking z = −1, we get The reason for such notation is that M (P k d ) is also a subcomplex of the complex P k d of internally connected graphs. Letter M stays for "multiderivatios". Now let Mod(L ∞ ) be the modular envelop of L ∞ , for which we take its arity zero component to be trivial Mod(L ∞ )(0) = 0. To recall the modular envelop is the functor from cyclic operads to modular operads which is left adjoint to the forgetful one. It is easy to notice that our graph-complexes M (P 
On the components of Mod(L ∞ ) it is more natural to use the splitting by genus rather than by complexity. We say that a graph is of genus n, n ≥ 0, if its first Betti number is equal to n. Intuitively, it means that there are n "loops" in the graph. See Figure 8 , Figure 9 and Figure 10 for some examples of graphs of genus 0, 1 and 2 respectively. The genus of a graph G will be denoted genus(G). 
where the variable w is responsible for the genus.
Proof. It follows from (5.16) that
Also because we are interested in the splitting by genus rather than by complexity, it follows from (5.17) that we need to make the change of variables u ← w, p l ← p l w l , and in addition to it multiply the result by w. Combining it with (5.18) we get
. To finish the proof we apply Theorem 5.3.
The generating function in homotopy for genus ≤ 1
In the previous section we defined the genus of a graph as its first Betti number, or in other words as the number of its loops. The genus g is preserved by the differential in E Since the genus is the complexity minus total Hodge degree (number of external vertices) plus one (5.17), we can easily express the generating function of the Euler characteristics that takes into account this garding as well:
where w is the variable responsible for the genus and the right-hand side uses the generating function defined earlier (5.1). (Abusing notation we denote this function by F as well). Applying the result from Theorem 5.2 one can get an explicit formula for F π (x 1 , . . . , x r , u, w). However, even though this formula is very simple for explicit computer calculations it's not at all obvious that it produces zero for the negative genus. Indeed, there will be summands in which w appears with negative exponent, that must somehow cancel out with each other.
In this subsection we compute the Euler characteristics and homology for the summands E m1,··· ,mr,d gπ with g = 0 and 1 using different approach. Recall the sequence of graph-complexes {M (P k d )} k≥1 considered in the previous subsection. Each of this graph-complexes splits into a direct sum
by genus g. Similarly to (5.14) one has
where V is the multi-graded r-dimensional space of colours. Therefore the homology of each summand E m1,··· ,mr,d gπ is completely determined by the symmetric sequence of the homology of M g (P
It turns out that for g = 0 and 1, the corresponding symmetric sequences can be easily described. Thus the plan will be to compute Z H * M0(P • d ) , Z H * M1(P • d ) first, and then apply (5.13). We mention also at this point that for every given k both groups H * M 0 (P k d ) and H * M 1 (P k d ) are concentrated in a single homological degree. Thus computation of the homology ranks or of Euler characteristics carry essentially the same information.
Genus zero
By (5.14) the complex E 0π of colored hairy graphs of genus zero has the form
where V is the space of colours. On the other hand the complexes M 0 (P
are complexes of trees, whose homology is well known to be ismorphic up to a shift of degrees to the components of the (cyclic) Lie operad [18] . More precisely one has an isomorphism of Σ k -modules
The homology is concentrated in the smallest possible degree of uni-trivalent trees. Such a tree with k external vertices must have k − 2 internal vertices and 2k − 3 edges. Thus its degree is (2k
Let 1(•) be the symmetric sequence defined by 1(1) = Q, and 1(n) = 0 for all n = 1. Then it is well known that
We add 1(•) to compensate subtraction of Lie(1), i.e. to have zero in arity one. This implies that (since
Using now the following well known result (see for example [6, Section 5 
we get
From (5.22) and the fact that for genus zero graphs the complexity is the number of external vertices minus one, we get of hairy graphs of genus zero is
Proof. This formula is obtained from (5.23) by change of variables: first using (5.24) and then (5.13). of hairy graphs of genus zero is
Proof. Take z = −1 in the previous theorem.
Genus one
In the previous section we have computed the generating function for graph-complexes of genus zero. Here we will make computations in the genus one case. Figure 11 and Figure 12 are examples of graphs of genus one.
The first goal will be to understand the Σ n acton on H * M 1 (P n d ). Notice that in this homology we can consider only wheels: graphs whose external vertices are directly connected to the loop. This is because the other graphs are killed by the differential in homology (see [5] ). A typical graph (or generator) in H * M 1 (P n d ) is the one of Figure 13 .
A wheel with n external vertices has 2n edges and n internal vertices, thus the homology
. Let D n denote the dihedral group of symmetries of the unit circle with n points marked e 2kπi n , k = 0 . . . n − 1. One has an obvious homomorphism D n → Σ n corresponding to the permutation of the marked points. This map is an inclusion except when n = 1. The wheel G whose external vertices are marked in the cyclic order 1, . . . , n is sent to itself times certain sign when acted on by elements of D n . Denote by λ n the character of D n corresponding to this sign. (This character depends on d as well.) As a Σ n module in graded vector spaces
Let us describe the character λ n . Since D n is generated by two elements: a 2π n rotation and a reflection, it is enough to compute λ n on those elements. For an element σ ∈ D n , we will explicitly determine the sign λ n (σ) (using the Koszul sign of permutation taking into account the degrees of the elements in the orientation set) that appears in the equality σ · G = λ n (σ)G. To recall the orientation set is the union of edges, of degree d − 1, and internal vertices, of degree −d. There are three possibilities: -If n is odd and σ is a reflection whose one vertex is fixed (see Figure 14) , then σ · G = (−1)
-If n is even and σ is a reflection whose two vertices are fixed (see Figure 15) , then one has σ · G = (−1)
In order to simplify computations, we will write λ n in another form. Let sign : D n −→ {−1, 1} be the signature representation restricted from Σ n , and let or : D n −→ {−1, 1} be the orientation representation. Notice that the latter representation concerns only reflections in D n , that is, "or" is equal to −1 on reflections, and to 1 on rotations. From our computations we obtain
We will need the following well known fact [7] . To recall the cycle index sum is defined by (3.11).
Lemma 5.7. Let f : H → Σ n be a group homomorphism and let ρ V : H → GL(V ) be a representation of H, then the cycle index sum of the induced representation can be expressed as
Let RO n ⊆ D n denote the subset of D n formed by rotations, and let RE n denote the subset formed by reflections. Using the above lemma we get
We will denote by A n (p 1 , p 2 , . . .) and B n (p 1 , p 2 , . . .) respectively the first and the second summands in (5.29).
Let 1 denote the trivial character of D n . We compute first the cycle index sum Z Ind Σn Dn 1 . Then we will add some signs to desrcibe Z Ind Σn Dn λn .
, where
2 ) if n even, where ϕ(l) is the Euler's totient function that produces the number of positive integers less than or equal to l that are relatively prime to l. Explicitly ϕ(l) = a|l µ(a) l a . Summing over n ≥ 1, we get
On the other hand, from (5.26) we get
Since n≥1 A n and n≥1 B n are respectively the first and second summands in (5.30), we get
From (5.25) and the fact that any genus 1 graph with k external vertices has complexity k, of hairy graphs of genus one is
Proof. This formula is obtained from (5.31) by change of variables: first using (5.32) and then (5.13). of hairy graphs of genus one is
A Appendix. Tables of Euler characteristics
Here we present results of computer calculations which where produced using Mathematica. Recall the splitting of the rational homotopy Q ⊗ π * (Emb c ( 
