Abstract. In this paper, we extend the work in [W. Cao, Math. Comp., to appear] to functions of n dimensions. We measure the anisotropic behavior of higher-order derivative tensors by the "largest" (in certain sense) ellipse/ellipsoid contained in the level curve/surface of the polynomial for directional derivatives. Given the anisotropic measure for the interpolated functions, we derive an error estimate for piecewise polynomial interpolations on meshes that are quasi-uniform under a given metric. By using the inertia properties for matrix eigenvalues [R. C. Thompson, J. Math. Anal. Appl., 58 (1977), pp. 572-577] and Hölder's inequality, we can identify the optimal mesh metrics leading to the smallest error bound in various norms. Furthermore, we develop a dimensional reduction method to find the anisotropic measure approximately. We present two numerical examples for linear and quadratic interpolation on various anisotropic meshes generated with the optimal mesh metrics developed in this paper. Numerical results show that the smallest interpolation error is attained exactly on meshes optimal for the corresponding error norm as predicted.
Introduction.
It is well known in mesh generation and finite element analysis communities that in order to minimize linear interpolation errors, the eigenvalues and eigenvectors of Hessian matrices can be used to determine the element aspect ratio and mesh alignment direction for anisotropic mesh generation or refinement; see, e.g., [3, 4, 11, 13, 15, 19, 21, 23, 24] . In the case of quadratic or higher-order interpolations, the error is determined by the third-or higher-order partial derivatives of the interpolated functions. Measuring their anisotropic behavior is the key for anisotropic mesh design and refinement [2] . In particular, in order to determine an ideal element orientation and aspect ratio, one needs to define the "principal direction" and the "strength" to characterize the anisotropic behavior of the derivative tensors. In a previous paper [6] , the author developed a method to measure the orientation and anisotropic ratio of the higher-order derivative tensors for two-dimensional functions. The technique is based on decomposing the homogeneous polynomials for directional derivatives into the product of linear and nonnegative quadratic polynomials. Then the anisotropic measure is defined by the directions of the lines and ellipses corresponding to those factors. An interpolation error estimate is further derived on anisotropic meshes that are quasi-uniform under given metrics. Optimal mesh metrics can be identified to minimize the error bound in various norms.
In this paper, we extend the work in [6] to functions of n dimensions. The difficulty in making such an extension is that it is generally impossible to factor a homogeneous polynomial in three or higher dimensions into the product of linear and nonnegative quadratic functions. However, the idea in [6] , which characterizes the anisotropic behavior of derivative tensors by the largest ellipse contained in the level curve of the polynomial for directional derivatives (see Remark 2.1 in [6] ), is still valid in higher dimensions. Algebraically, for any positive integer k, let ∇ k+1 u(x) = ∇(∇ k u)(x) be the (k + 1)th-order tensor for the partial derivatives of function u at a point x. We may characterize its anisotropic behavior by a suitable n × n positive definite matrix Q satisfying the following constraint:
Based on the anisotropic measure of the interpolated functions, we derive an error estimate for the higher-order polynomial interpolation on meshes that are quasi-uniform under a given mesh metric. The error bound involves the same convergence rate with respect to the number of elements as in classical results on quasi-uniform meshes under Euclidean metrics. However, the constant in the error bound depends on an interplay between the anisotropic mesh (through the mesh metric) and the anisotropic behavior of ∇ k+1 u, which can be much smaller than that in the classical error bound. Furthermore, by using the inertia properties of matrix eigenvalues proved by Thompson [26] and Hölder's inequality, we show that the smallest bound for the W m,p -error of kth-order interpolations is attained when the metric is defined as 1/2 + δ · I n , where δ is a user-specified small parameter and I n is the identity matrix. Then the above optimal metric for minimizing the L p -error (i.e., with m = 0) is identical to that presented in Chen, Sun, and Xu [7] . In the case of higher-order interpolations, the optimal choice of Q relies on a constrained minimization. We develop a dimensional reduction method to find an approximate Q to measure the anisotropic behavior of ∇ k+1 u. To test the optimality of the proposed mesh metrics, we generated various anisotropic meshes using the black-box anisotropic mesh generator bamg [3, 16] supplied with the metric M k+1,m,p . We compare various error norms for linear and quadratic interpolations in two dimensions. It is found in all the cases that the smallest error norm is attained exactly with meshes based on the corresponding optimal mesh metric. We also present a three-dimensional example to demonstrate that the smallest error norms are attained at the best aspect ratios, as expected.
An outline of this paper is as follows. In section 2 we present the error estimate for interpolations on anisotropic meshes that are quasi-uniform under a given metric. The metrics leading to the smallest error bounds (in various norms) are identified. In section 3 we introduce the notion of anisotropic measure of higher-order derivative tensors, and present a dimension reduction algorithm to determine the measure approximately. In section 4 we present two numerical examples demonstrating the optimality of the proposed mesh metrics. We conclude the paper with some discussion.
Error estimates on anisotropic meshes.
2.1. Basic assumptions and lemmas. We introduce in this subsection some assumptions regarding the anisotropic behaviors of the meshes and the higher-order derivative tensors of the interpolated functions, and list several lemmas needed for deriving the interpolation error estimates. Denote by {T N } a family of triangulations of a polygonal domain Ω ∈ R n into simplicial elements (see [9] ). Here N represents the total number of elements. We study the error estimates for piecewise polynomial interpolations over a class of anisotropic meshes {T N } that are quasi-uniform under a given metric. More specifically, let M be a Riemannian metric on Ω. For each element τ ∈ T N , define M τ to be the average of M over τ , i.e.,
Since M τ is an n × n symmetric positive definite matrix, we may express it in its eigen-decomposition form,
where
is composed of all the eigenvalues of M τ , and T τ is the orthogonal matrix composed of all the eigenvectors. Define
Let x c be the center of element τ . Define an affine mapping
Then τ is transformed into a simplex elementτ with its center at the origin. We call a family of triangulations {T N } quasi-uniform under metric M if there exist positive constants c 1 and c 2 independent of N such that (i) for all τ ∈ T N , the smallest internal angle ofτ = F −1
) is bounded from below by c 1 , i.e.,τ is shape regular; and
Note that if {T N } is quasi-uniform under metric M , then the geometric features of the mesh are determined by M . Specifically, the element size (area/volume) is proportional to | det(M )| −1/n , the element aspect ratio is proportional to 1/
and the element orientation (or mesh alignment) is determined by the directions of the eigenvectors of M . Indeed, some anisotropic mesh generators, such as bamg developed by Borouchaki et al. [3] and Hecht [16] , take user-specified metrics to control directly the anisotropic behaviors of the meshes.
We also would like to point out that not all anisotropic meshes can be considered as quasi-uniform under suitable metrics. For instance, the mesh in Figure 1 is anisotropic. But it cannot be quasi-uniform under any metric, since for a quasiuniform mesh there is at most a fixed number of neighboring elements next to each vertex; otherwise the metric would be singular at certain points. For general meshes in n dimensions, a necessary condition for a family of triangulations being quasiuniform under a metric is that there is an upper limit for the number of neighboring elements at each element interface (i.e., vertex, edge, and face). We call it the limited connectivity condition for anisotropic meshes.
In order to derive the continuous form of the interpolation error estimate, we make an assumption on the smoothness of the mesh metric M .
Assumption A. Let M be a given Riemannian metric on Ω. There exists δ > 0 such that for any neighborhood N z of any z ∈ Ω with radius (under metric M ) less than δ, the following is true for all x ∈ N z :
whereM is the average of M over N z . This assumption means that the metric M is equivalent to its local average over a sufficiently small neighborhood of each point. It basically requires the continuity of M . Indeed, if M is uniformly continuous over Ω, the above assumption holds obviously.
−1 be the decomposition of its inverse as given in (2) . For any neighborhood N z of z ∈ Ω with radius less than δ, we have for all x ∈ N z that
and that
whereM is the average of M over N z ,FF =M −1 is the decomposition ofM −1 , and · stands for the 2-norm of matrices.
Proof. It is easy to see that
and similarly for the second inequality in (4). To show (5), we note that c i ξ ·M ξ = 1 (i = 1, 2) and ξ · M (x)ξ = 1 are three ellipsoids in R n , with their volumes being
, and
Here [ Because the error for polynomial interpolations of degree k is determined by the (k + 1)th derivative tensor ∇ k+1 u of the interpolated functions u, we make an assumption on its anisotropic behavior.
Assumption B. For each x ∈ Ω, there exists a positive definite matrix Q(x) such that
is a homogeneous polynomial of ξ of degree k + 1. For ξ = 1, p k+1 (ξ) is simply the (k + 1)th-order directional derivative at x along ξ. The right-hand side is also a homogeneous function of ξ. Thus, geometrically Assumption B is equivalent to saying that at each x, the ellipse/ellipsoid ξ · Qξ = 1 is contained in the level curve/surface |p k+1 (ξ)| = 1 for directional derivatives.
Some choices of Q can be made readily. For instance, if one is only interested in isotropic mesh refinement, then we may choose Q(x) = |||∇ k+1 u(x)||| · I n , where
is the largest (k + 1)th-order directional derivative at x, and I n is the n × n identity matrix. This choice corresponds to defining Q by the largest circle/sphere contained in the level curve/surface. In the case of k = 1 (i.e., linear interpolation), Q can be chosen as
is the symmetric matrix of the same eigenvectors as matrix A, but of eigenvalues equal to the absolute eigenvalues of A. δ is a small positive constant to avoid Q from being degenerate in case ∇ 2 u(x) becomes singular. Such a Q is called the majorization matrix for the Hessian ∇ 2 u in Chen, Sun, and Xu [7] . In order to reflect accurately the anisotropic behavior of ∇ k+1 u at x, the matrix Q(x) in (6) should be chosen as "small" (in certain sense) as possible. Also, its choice should be invariant under translation and rotation transforms of the coordinates, since the anisotropic behavior is so. The best choice will depend on how Assumption B is used. For minimizing the interpolation error in various norms, we present in section 3.1 an ideal choice of Q. We also present in section 3.2 an algorithm to find an approximate Q that characterizes roughly the anisotropic behavior of ∇ k+1 u. Next, we list two lemmas regarding the anisotropic behavior of ∇ k+1 u under affine transforms.
TheP k+1 is a finite-dimensional linear space. It is easy to verify that
On the other hand, |α|=k+1 |C α | is clearly also a norm onP k+1 . Hence it is equivalent to v P k+1 . Now, for p k+1 (ξ) = (ξ · ∇) k+1 u ∈P k+1 , since its coefficients 
Proof.
. By the fact that F τ is constant, it follows from the chain rule for derivatives that∇
Finally, in order to minimize the interpolation errors and to select the optimal mesh metrics, we need the following inertial properties for matrix eigenvalues established in [26] by Thompson and an elementary inequality.
Lemma 2.4. Let A be an n × n symmetric matrix with eigenvalues α 1 ≥ · · · ≥ α n ≥ 0, and let S be a nonsingular matrix with singular values
Then f attains its infimum on the set
otherwise there exists a subsequence {t (k ) } whose nth components t
} is bounded and has a cluster point t * ∈ K with f (t * ) = inf t∈K f (t). Next we show that
Suppose otherwise; then there exists m ≤ n − 1 such that
For each j ≥ m + 1, since λ m ≤ λ j , we must have t * m < t * j . Let β > 1 and definẽ t = (t 1 ,t 2 , . . . ,t n ) with
For β close enough to 1, we havet ∈ K and
Finally we prove that
In particular, "=" in the above inequality holds if and only if (8) is satisfied. Thus
, and "=" holds if and only if (8) is satisfied.
Error estimate and optimal mesh metrics.
We first recall some classical results for the interpolation error estimates under Euclidean metrics. Let k be a positive integer. Denote by P k the set of all the polynomials of x ∈ R n of total degree less than or equal to k. Let Π k be an interpolation operator whose restriction on each element preserves P k . It is well known that on any shape regular element τ , and for any 0
provided that (10) where s is the highest degree of derivatives used in defining the interpolation Π k . See, e.g., Theorem 3.1.5 of [9] .
If we further assume that {T N } is a family of quasi-uniform triangulations, i.e., all τ ∈ T N , for all N, are shape regular and
Now we present the main theorem of this paper on interpolation error estimates for anisotropic meshes. 
Furthermore, among all the Riemannian metrics, the optimal bound of the above estimate is attained when M is defined to be
Proof. Consider an element τ ∈ T N . Denote by M τ the average of M over τ , and let F τ be defined as in (2) . By the fact that (see [9] )
Becauseτ is shape regular, we have from the classical error estimate (9) that
which implies that
It follows from Lemmas 2.2 and 2.3 that
Hence
Now we write F τ on the right-hand side of the above inequality in terms of M (x) directly. For each x ∈ τ , decompose M (x) into its eigenvalues and eigenvectors as
where D(x) is the diagonal matrix composed of all the eigenvalues
and T is the orthogonal matrix composed of all the eigenvectors. Define also (2) . Then by Assumption A about the smoothness of M , we have from Lemma 2.1 that
and
Therefore,
Summing up the above inequality for all τ ∈ T N , we find that
. By the assumption that {T N } is quasi-uniform under metric M , the sizes of allτ 's are of the same order. Hence,
where in the last inequality we used (5) in Lemma 2.1. Putting the above inequality into (17), we have the error estimate (12) . Next, we consider for what metric M the error bound on the right-hand side of (12) is the smallest. We determine M through its eigenvalues and eigenvectors. Since they are independent of each other, we proceed in three steps as follows. First, for any x ∈ Ω and a given set of eigenvalues of M (x), we determine the orthogonal matrix T (x) so that the integrands on the right-hand side of (12) are the smallest possible. Then we determine the ratios among the eigenvalues to further minimize the integrands. Finally, the optimal distribution of det(M ) on Ω is determined such that the error bound in (12) is minimized.
First, for fixed x we write Q(x) in its eigen-decomposition form,
and S is the orthogonal matrix composed of all its eigenvectors. Applying Lemma 2.4 on the inertia properties of matrix eigenvalues (with
Moreover, the equality in the above relation is attained when T (x) = S(x). Thus, we conclude that
and the minimum value is attained at
, this choice of T (x) is also optimal, with the minimum value
Now we consider minimizing (18) 
where μ depends on x and will be determined later. This implies that d i = μ · λ i for all i, and
The minimum value of (18) is
This is the smallest possible value of the integrand in (17) at x for all possible T (x) and different ratios among d i (x), i = 1, 2, . . . , n. With this optimal choice, the error estimate (12) becomes
Finally, we determine the distribution of μ on Ω to minimize the right-hand side of the above error estimate. Let α = (k + 1 − m)p/n, and let
Then the integrals on the right-hand side of (21) 
It follows from Hölder's inequality that
and the equality holds if and only if f is a constant multiple of g. In this case
and the metric M becomes
With this optimal choice of metric M , we have the smallest error bound
Then we may write the above inequality in the following form:
This completes the proof of the theorem. (14) is reduced to
The above error bound is sharper than estimate (11) with
In the case of k = 1, namely for linear interpolation, we may choose Q = abs(∇ 2 u)+δ·I n , where δ > 0 is a small parameter to avoid Q from being singular. In this case, the optimal metrics and error estimate with m = 0 (i.e., for L p -error) stated in Theorem 2.1 are identical to those in [7] by Chen, Sun, and Xu. They are also identical to those in [18] by Huang. For the case of k ≥ 2, error estimates and mesh metrics are also derived in [17, 18] based on the sum of the Hessians of (k − 1)th partial derivatives. It is shown in our previous study [5] that metrics based on the sum of the Hessians can be problematic for general anisotropic meshes; see Remark 3 in [5] m,p -error evenly distributed over all elements. Therefore, the optimal metrics and meshes follow also the so-called equidistribution principle. This principle has been used extensively to justify the selection of optimal or nearly optimal meshes; see, e.g., [12, 18, 22] .
Measuring the anisotropic behavior of ∇
k+1 u(x).
Definition of anisotropic measure of ∇ k+1 u(x).
It is seen from Theorem 2.1 that a good interpolation error estimate relies on a proper matrix Q in Assumption B that characterizes the anisotropic behavior of ∇ k+1 u at each point. In order to produce as tight as possible an error estimate, we need to measure as accurately as possible the anisotropic behavior of ∇ k+1 u. Note that the optimal error bound (14) is determined by the function |λ max 
, where Q(x) is a positive definite matrix satisfying Assumption B. Therefore, to produce the tightest error bound, we choose matrix Q(x) in (13) and (14) to be Q k+1,m , the solution of the following minimization problem:
where V k+1 (x) is the set of all n × n symmetric positive definite matrices Q that satisfy
We call Q k+1,m an anisotropic measure of ∇ k+1 u(x). It depends not only on k, the interpolation degree, but also on the index m, which is associated with the norm used to measure the error. In the special case of m = 0 (i.e., for L p -error estimates), the above problem is reduced to minimizing det(Q) for all Q ∈ V k+1 (x). Geometrically, for any symmetric positive definite matrix Q, the level curve/surface ξ · Qξ = 1 is an ellipse/ellipsoid of area/volume proportional to | det(Q)| −1/2 , and Q ∈ V k+1 (x) implies that this level curve/surface is enclosed in that of |p k+1 (ξ)| = 1. Thus the solution Q k+1,m to (25) corresponds to the largest ellipse/ellipsoid (in area/volume) contained in |p k+1 (ξ)| = 1.
The above definition of Q k+1,m based on constrained minimization formulation is not quite convenient for theoretical study and practical use. We may change it into an unconstrained problem. For this purpose, we write the eigen-decomposition of each Q ∈ V k+1 (x) in the form
Without loss of generality, we assume ν = | det(Q)| 1 n and
Clearly, minimization with respect to all Q is equivalent to minimization with respect to all a i , ν > 0, and all n × n orthogonal matrices S. Note that det(Q) = ν n and the largest eigenvalue of Q is
and the constraint Q ∈ V k+1 (x) becomes
This condition is equivalent to
Since p k+1 is a homogeneous polynomial of degree k + 1, it is further equivalent to
∀η ∈ R n with η = 1.
Hence we conclude that the following ν value is optimal:
with which the constraint Q ∈ V k+1 (x) is automatically satisfied. Now the constrained minimization problem (25) is reduced to finding the minimum of
−1 and all orthogonal matrices S.
It is possible that the minimization problem (29) does not have a solution, or problem (25) has a solution with some λ i = 0. In this case, Q becomes singular, and the optimal metrics M k+1,m,p based on it will lead to elements of infinitely large aspect ratio. In order to avoid such a degenerate mesh metric in practice, we put a cap on the ratios of the eigenvalues of Q. More precisely, we may restrict λ min (Q)/λ max (Q) ≥ δ, where δ ∈ (0, 1] is a user-specified parameter. This requirement is guaranteed when
n ] for all 1 ≤ i ≤ n − 1. Therefore, we may seek the minimizer to (29) over all δ
and all orthogonal S. Since the set of all these a i 's and T 's is compact, and the objective function in (29) is continuous with respect to its variables, a positive definite minimizer Q k+1,m is guaranteed to exist for any specified 0 < δ ≤ 1.
Examples. We present two examples to explain the definition of Q k+1,m . First we consider the simplest case, n = 2, k = 1, which corresponds to linear interpolation in R 2 . Without loss of generality, suppose
with |μ 1 | ≤ |μ 2 |, where R φ is the matrix of rotation by angle φ counterclockwise. Let
,m is defined by the solution (a * , ψ * ) to the following problem:
Using the polar coordinates for ξ ∈ R 2 , the objective function of (30) can be written as a 
since a ≤ 1. Therefore, we conclude that
where the minimum is attained at ψ = φ. Furthermore, since m ≤ k = 1, the minimizer for the right-hand side of the above equation is
which implies by (28) that
In the case of μ 1 ·μ 2 < 0, (32) is not true in general. However, our numerical calculation shows that in this case the minimum of (30) is still attained at a = |μ 1 /{μ 2 }| and ψ = φ, which results in the same ν and Q as in (34) and (35).
This example confirms from another perspective that the conventional choice is optimal by using the eigenvalues and eigenvectors of the Hessian matrix to characterize its anisotropic behavior in mesh generation and refinement for linear interpolation or linear elements; see [3, 4, 7, 8, 11, 13, 17, 18] .
Our second example is for u = 1 6 xy 2 in R 2 and k = 2 (quadratic interpolation). In this example, p 3 (ξ) = ξη 2 . Matrix Q can be determined as in (27) with a and ψ being the minimizer to the following problem:
For each a > 0, it can be shown numerically that 
is a constant independent of a), which implies that using highly anisotropic triangles does not help reduce the H 1 -error. This conclusion coincides with the study in [5] based on the exact formula for the quadratic interpolation errors; see Remark 2 in [5] .
Estimate of the anisotropic measure:
A dimension reduction method. The definition of the anisotropic measure for ∇ k+1 u in the previous subsection involves a nonlinear minimization (25) with respect to the matrix Q. Solving this problem could be expensive in practice. Here we describe a method to find a suboptimal solution to the minimization problem, and give an approximate Q for the anisotropic measure.
Let λ 1 , λ 2 , . . . , λ n be the eigenvalues (in ascending order) of Q, and v 1 , v 2 , . . . , v n be the corresponding eigenvectors. Notice that the objective function in (25) ,
, is the product of the eigenvalues of Q. We determine an approximate Q by choosing successively (λ i , v i ) for i = n, n − 1, . . . , 1, such that each λ i is the smallest possible to have constraint (26) hold. More precisely, we first choose λ n as
is the largest (k+1)th-order directional derivative of u. The corresponding eigenvector v n is chosen as the unit vector along which the (k + 1)th directional derivative is the largest, i.e.,
To determine the rest n − 1 eigenpairs, letṽ 1 , . . . ,ṽ n−1 be a set of orthonormal bases for the orthogonal complement of span{v n } in R n . Then any ξ ∈ R n can be expressed as
n−1 and z ∈ R. Furthermore, let
and constraint (26) is reduced to
This condition can be expressed equivalently as
It is easy to verify that g(ζ) is a homogeneous function of ζ. Indeed, for any t ∈ R,
Therefore, to determine Q n−1 under constraint (37) is similar to the original problem to determine Q under constraint (26) , except the former is of one dimension less than the later. We may repeat this process n − 1 times to arrive at a one-dimensional problem, whose solution is ready to work out. In practice, the evaluation of g(ζ) in the constraint (37) can be carried out by checking the critical points of h(ζ, z) in the z direction. Indeed, for given ζ,
Thus the critical points (excluding those making p k+1 = 0, which are clearly not among the maxima of h(ζ, z)) satisfy the following equation:
It is equivalent to
which is a polynomial equation for z of degree k(k + 1). Remark 3.1. For two-dimensional problems (n = 2), the author developed in [5, 6 ] a method to define a matrix Q k+1 characterizing the anisotropic behavior ∇ k+1 u by using the factors of polynomial p k+1 (ξ) for directional derivatives. For the cases of k = 1, 2, it can be shown that Q k+1 given in [5, 6] is equivalent to the matrix Q produced by the dimension reduction algorithm described here. For k ≥ 3, we believe they are still equivalent. However, it is yet to be verified.
Numerical results.
In this section, we present some numerical results to compare the error in various norms for interpolations based on anisotropic meshes generated with the optimal metric M k+1,m,p developed in Theorem 2.1.
Two-dimensional example. We consider linear and quadratic interpolations of the following function on Ω = [0, 1] 2 :
where K = 10000 and
with a = 1.25; This function u has steep layers around two parabolas y = d i (x), i = 1, 2. We calculate exactly all the second and third partial derivatives of u and determine matrix Q for measuring their anisotropic behaviors by using the dimension reduction algorithm described in section 3.2. Then we form the mesh metric M k+1,m,p according to (13) , which is optimal for minimizing an upper bound of the W m,p -norm of the interpolation error e = u − Π k u. The constant multiple c in (13) is used to control the total number of elements.
We use the two-dimensional mesh generator bamg (bidimensional anisotropic mesh generator) developed by Borouchaki et al. [3] and Hecht [16] to create the anisotropic meshes. This package accepts a user-defined metric to create and refine an anisotropic mesh that is quasi-uniform under the given metric. We choose the following parameter setting in all our experiments:
"-NoRescaling -NbSmooth 5 -hmax 0.02 -hmin 0.0000005 -ratio 0 -nbv 100000 -v 9"
In order to make the anisotropic mesh as uniform as possible under metric M k+1,m,p , we call bamg iteratively with the metrics recalculated over the updated mesh. The final mesh is the one after 20 iterations for all the cases, where there is little change of the mesh and the interpolation error. We consider specifically the linear (k = 1) and quadratic (k = 2) interpolations, and measure the errors in (i)
. These error norms are calculated using numerical quadratures based on 7 and 28 Fekete points for linear and quadratic interpolations, respectively; see [25] . We list in Tables 1 and 2 
where μ 1 = 10, μ 2 = 30. For this function, ∇ 3 u is constant over all Ω. By using the dimension reduction algorithm, it is easy to find the matrix Q that characterizes the anisotropic behavior of ∇ 3 u as follows: The optimal mesh metric M k+1,m,p is a constant multiple of the above matrix. Thus in an anisotropic mesh that is quasi-uniform under M k+1,m,p all elements must be of about the same volume, and all elements must have approximately the same length scale 1 :
1 μ2 in x, y, and z directions. We create meshes of a specified length scale 1 : m, k, and p) . We calculate the error norms by using a quadrature formula with 24 points supplied by [10] , which is exact for numerical integration of polynomials of degree less than or equal to 6. We vary L y between 1 ∼ 20 and L z between 10 ∼ 40 to obtain meshes of different aspect ratios, while keeping the total number of elements around 40, 000 (by setting the characteristic length lc in gmsh to be 0.05 3 L y L z ). We display in Figure 4 the error contour plots against L y and L z in the cases of . The star-circle mark at (10, 30) indicates the optimal aspect ratio predicted by the error estimates. m = 0, p = 1, 2, ∞, and m = 1, p = 2. It is noted that the smallest interpolation error is achieved when the element aspect ratio is approximately equal to 1 :
1 μ2 in all four cases. This indicates the optimality of the metric M k+1,m,p . It is also noted that the error is relatively insensitive to variation of the length scales in y and z directions when they are close to the optimal values. We believe this is because the anisotropic behavior of ∇ 3 u in this example is relatively "mild." For interpolated functions of stronger anisotropic behaviors, the improvement by using the optimal mesh metrics can be more drastic. Due to the lack of a reliable anisotropic mesh generator in three dimensions, we are unable to test the optimality of M k+1,m,p for u with variable ∇ 3 u.
Conclusion and discussions.
In the previous sections, we presented an error estimate for higher-order interpolations over anisotropic meshes in R n . It involves an interplay of the mesh features controlled by a given mesh metric and the anisotropic measures of the higher-order derivative tensors of interpolated functions. Based on the error estimate, we were able to identify the optimal mesh metrics leading to the smallest error bound for a subset of interpolated functions exhibiting similar anisotropic behaviors. Numerical results indicate that the meshes generated according to the optimal metrics produce the smallest interpolation error in the corresponding norms.
A critical component in applying the error estimate for anisotropic mesh generation or refinement is to measure the anisotropic behavior of higher-order derivative tensors. We define such a measure by the "largest" ellipse/ellipsoid contained in the level curve for directional derivatives. To avoid solving the minimization problem for defining the anisotropic measure, we developed a dimension reduction algorithm to produce the measure approximately.
The practical application of the results in this paper is always associated with the development of a reliable and efficient anisotropic mesh generator. While there have been many two-dimensional packages available (bamg is clearly among the best of them), general three-dimensional anisotropic meshing packages are yet to be developed and tested. Also, it is natural to apply the results in this paper to quadratic and higher-order finite element methods for solving PDEs. To this end, one needs to recover the higher-order derivatives of the PDEs solution from its numerical approximation. While there have been extensive studies along this direction for isotropic triangulations and linear elements [1, 20, 27, 28] , the analysis and application for higher-order elements on anisotropic meshes are yet to be developed.
