A controlled heterogeneous collection of identical items is presented. According to their level of wear and tear, they are divided into a finite number of classes and the partition of the collection is allowed to change over time. A suitable exchangeability assumption is made to preserve the property that the items be identical. The role of the occupation numbers is investigated and a filtering problem is set up, where the observation is the cardinality of a particular class. A control on the dynamics of the items is introduced, and the existence of an optimal control is proved. A discrete-time approximation for the separated problem, which is a finite-dimensional one, is performed. As a consequence, an approximation for the value function is given.
Introduction
We construct a continuous-time model to describe the dynamics of a collection of identical items, {U 1 , . . . , U N }. At any time t ∈ R + , these items are divided into different classes, {C 1 (t), . . . , C d (t)}, according to their level of wear. As time goes on, the partition of the collection can change, since the level of wear of any single item can increase or decrease, under some kind of maintenance. In every class each item can definitively break down. The partition of the collection cannot be observed and the observation is the number of broken items up to time t. Next, we introduce the class C 0 (t) of the items failed up to time t so that the observation coincides with the cardinality of this class.
The model just described is a generalization of that presented in [14] and [15] . There, the unobservable partition of the population was not supposed to change with time, the particles could only die, and the law of the lifetimes, given the partition of the population, was given as data.
In place of this, in this paper, as in [13] and [27] , in order to allow the partition to change over time, at every time t, the class of each item is defined by introducing a stochastic process Z t = {Z i t } 1≤i≤N such that Z i t = k if and only if U i ∈ C k (t) for k = 0, 1, . . . , d. The dynamics of this process have to obey some constraints. First, as supposed in [27] , in order to take into account the dynamics of the model and the fact that the particles are identical, an exchangeability assumption on the finite-dimensional distribution of Z t is made. Moreover, we 596 A. GERARDI AND P. TARDELLI define X t , the vector of the occupation numbers, whose components are the cardinality of each class, and Y t , the number of failures up to time t. Under a second suitable assumption, the pairstate observation, (X t , Y t ), is a pure-jump Markov process. Roughly speaking, this assumption reduces to supposing that the dynamics of the process Z t depend only on the crowding of each class. These topics are discussed in Section 2.
In order to complete the discussion on the model introduced in [13] , in this paper we introduce a control on the dynamics of the process (X t , Y t ), assuming that u t , the control process, is adapted to the observed history F Y t = σ {Y s ; s ≤ t}. In Section 3 we define a cost function in terms of the running cost, which represents the maintenance cost, and the terminal cost, which represents the knowledge gained during the observation time interval [0, T ]. Hence, we are faced with a partially observed control problem. There is a wide body of literature about partially observable optimal control problems, mainly in the diffusive case, and relaxed controls are introduced both in deterministic and stochastic control problems (see [8] , [11] , [22] , [25] , and the references therein). Control problems involving Markov chains with counting observations have also been largely investigated. For instance, in [9] , [16] , [19] , and the references therein, a separation result is reached by using the reference probability method and by establishing the dynamic programming equation for the control problem.
In this paper we follow a different approach, inspired by [8] and [25] . Let us quote [4] , [5] , and [7] also. We observe that in [25] common jump times between the state and observations are not allowed. In [4] and [5] , the state and observations have the same jump times, since the observations are just the process counting all the jumps of the state. In [4] , only the equivalence between the partially observed problem and the separated problem is proved. Essentially, the main line of this paper is in some sense driven by [7] , in which a quite general model was considered. The main difference is that the model investigated in this paper allows us to obtain better results in an easier and direct way.
As in [7] , we introduce the associated separated control problem, where the state is the pair filter-observations: namely, the first component is a probability-measure-valued process which has to obey the controlled filtering equation. A first result, presented in Section 4, is the proof of the equivalence between the partially observable control problem and the separated control problem. This means that the infimum expected cost of the separated problem is equal to the infimum expected cost of the original problem. Equivalence is an essential tool to prove the existence of an optimal (relaxed) strategy and it is based on the property of uniqueness for the solution of the filtering equation. The existence of an optimal strategy is obtained in Section 5, by a compactification method. Such a method is not a constructive one. Since in our model the filter turns out to be finite-dimensional, we construct, in Section 6, a sequence of discrete-time processes such that their continuous-time interpolation [23] , [24, Chapter 10] converges to the original process. This construction also provides an approximation of the value function.
Occupation numbers
We study a finite or countable collection P = {U j } j ≥1 , where U j are given items. Choosing a positive integer N , let P N = {U j } j =1,...,N be a finite subpopulation of P . We consider P N to be heterogeneous in the sense that its elements are of d different types, labeled by the natural numbers 1, . . . , d. At any time, every item can change its type, or definitively break down. Given t ∈ R + , let C k (t) be the subset of all items of type k, k = 1, . . . , d, at time t, and let C 0 (t) be the class of items broken down up to time t. Thus, P N = k=0,1,...,d C k (t). We suppose that the dynamics of the items are random. Then, on a probability model ( , F , P), we assume that events of the form {U i ∈ C k (t)} for i = 1, . . . , N are measurable.
Controlled heterogeneous collection
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The situation we are faced with is, for instance, a collection of industrial items under stress. As time goes on, the items are subjected to some kind of maintenance and this can change their condition. Alternatively, we could also consider a population of individuals affected by the same kind of disease, who are receiving medical treatment.
In order to define each item's type, let us introduce the random variable Z t = {Z i t } i=1,...,N such that, for all t ∈ R + and k = 0, 1, . . . , d, 
In the construction of the model, as in [13] and [27] , we have to take into account the dynamics of the model and the fact that different items can have different labels even if they are considered undistinguishable. Therefore, we introduce an exchangeability property, which involves the finite-dimensional distribution of
. . , t n ∈ R + with t 1 ≤ · · · ≤ t n , all permutations β of the set {1, . . . , N}, and all k (1) 
where, for k (i) = {k
Roughly speaking, this last assumption is, in some sense, an exchangeability property of the trajectories of the process Z. Furthermore, we note that, in particular, Assumption 2.2 implies that the sequence (Z 1 t , . . . Z N t ) is exchangeable for any t, that is, for all a 1 , . . . , a N ∈ {0, 1, . . . , d} and all finite permutations β of the indices,
and this implies that (2.2) is a generalization of the exchangeability property introduced in [14] and [15] . There, condition (2.3) was sufficient to obtain the exchangeability property for the joint distribution of the lifetimes. In our context, this is not the case and the most important consequence of condition (2.2) is Proposition 2.1, below, which was proved in [13] . 
is a family of exchangeable random variables.
We note that, in many models, the dynamics of the process Z t depends only on the crowding of each class. For instance, we can consider a multidimensional queue, where the dynamics of the arrival and departure processes can depend only on the number of customers waiting. Thus, we will consider this kind of situation, which brings us to the following setup. Let us note that this is the main difference between the model presented in this paper and that discussed in [13] . 598 A. GERARDI AND P. TARDELLI First, as in [27] , we define the occupation numbers representing the cardinality of each class. 
while the process X t takes values in
, a nondecreasing function with respect to t. In order to investigate the relation between L(Z), the law of Z, and L(X, Y ), the joint law of X and Y , let us observe that is a deterministic function which is not necessarily one-to-one. Thus, for all n and all s (1) , . . . , s (n) ∈ K,
is known just for a fixed t. The proof of the following proposition is given in [14] .
. . , d} N and all t ∈ R + , if (2.3) holds then
We generalize Proposition 2.2 under the following further assumption, which we introduce in order to ensure that the dynamics of the process Z t depend only on the crowding of each class. More precisely, (2.5), below, guarantees equal probability for events having the same occupation numbers and preserving the absorbing property of the class (1) , . . . , h (n) ), and all (h (1) 
then let us assume that (1) , . . . , h (n) ∈ {0, 1, . . . , d} N ,
where
Next, we investigate the Markov property for the processes Z t and (X t , Y t ).
If we assume that Z t is a Markov process, this, in general, does not imply that (X t , Y t ) is a Markov process. On the other hand, under Assumption 2.3, we have the following quite intuitive property proved in Proposition 3.5 of [27] .
Proposition 2.4. Under Assumption 2.3, (X t , Y t ) is a Markov process if and only if Z t is a Markov process.
The Markov property is the main tool used in establishing the existence of the processes involved in this model and, in particular, allows us to construct X t as the solution of a suitable martingale problem, as we will see in the next section.
Setting of the control problem
From this point on, we focus attention on the situation in which Assumption 2.3 holds true and the pair (X t , Y t ) is a partially observed, controlled Markov process on a finite horizon [0, T ]. We are looking for F Y t -predictable controls taking values in U , a finite subset of R n , where
In the model we are looking for, the state process, X t , jumps and we can observe just some of its jumps. For X t = x and under a constant control u ∈ U with a rate λ u 0 (x), X t jumps alone following a transition function µ u 0 (x, x ). Alternatively, with rate λ u 1 (x), X t jumps following a transition function µ u 1 (x, x ) and in this case, setting |x| = x 1 + · · · + x d , Y t := N − |X t | increases. Finally, this is our choice: only the second kind of jumps are registered by the observations process Y t . This reduces to supposing that the state X t is a partially observable, pure-jump process, controlled using only the information given by the process Y t .
In the sequel we will assume that Y t is a counting process. If this is not the case, we could introduce, as in the uncontrolled model discussed in [13] and [27] , the multivariate point process W (t) = (W 1 (t) 
The functions λ u 0 (x) and λ u 1 (x) are necessarily bounded and measurable on U × X, as any other real-valued function defined on a finite space. Moreover, Furthermore, we assume that, for any u ∈ U , µ u 0 (x, x ) and µ u 1 (x, x ) verify the following properties:
, which guarantee that (X t , Y t ) ∈ K (see (2.4)) whenever the initial conditions do. Let the set of admissible controls, U, consist of all U -valued F Y t -predictable processes. Therefore, X t is a controlled jump process taking values in X and the observations process, Y t , counts all the jumps of the process |X t |.
For any admissible control, u t , we will construct the process X t as a solution of the controlled martingale problem for L u t , with initial condition ν 0 , for each ν 0 ∈ (X), the space of the probability measures on X (henceforth abbreviated as MgP(L u t , ν 0 )). This reduces to finding, given ν 0 ∈ (X), a filtered space, ( , {F t }), a process X t on it, and, for any admissible control u t ∈ U, a probability measure P such that L(X 0 ) = ν 0 P-a.s. and, for any real-valued function f defined on X, such that the process Proof. The proof is a slight modification of that given in [4] . It is based on a result given in [17] related to the representation of the predictable projection of the random measures associated to jump processes. We confine ourselves to recalling the construction of the solution.
Let ( , F ) be the canonical space of the marked point processes and, on this space, let ( T n , X n ) n≥0 be the canonical process. We define X t as
where T ∞ = lim n→∞ T n , η is an extra point outside X, and F t = σ {X s , s ≤ t}. Let P = P({u n }, ν 0 ) be the unique probability measure [17] such that
Then, the process counting all the jumps of X t , n≥1 1 [ T n ,+∞) (t) , is a point process with finite first moment and this implies that X t is a nonexplosive process (i.e. T ∞ = ∞). This completes the proof. Proposition 3.1 allows us to construct the partially observable (p.o.) control, ( , F t , P, X t , Y t , u t , ν 0 , 0), where the control u t is defined by the sequence {u n } n≥0 and the initial condition ν 0 × δ 0 denotes the law of the pair (X 0 , Y 0 ). A p.o. control problem can be set once a cost functional is chosen. Then, we define a cost functional depending on the control u . and the initial conditions as
The running cost c(t, x, u) and the terminal cost g(x) are nonnegative and bounded measurable functions and c(t, x, u) = 0 if |x| = 0. Let us observe that in (3.2) the integral can be computed either on [0, T ] or [0, T ∧ τ N ] because the state x, such that |x| = 0, naturally, is an absorbing observable state for the process. A partially observable control problem reduces to minimizing a cost functional of the form (3.2) over U, the set of all admissible controls. We now introduce the separated control problem according to a standard procedure in the partially observed setup. Let us denote by π t the càdlàg version (that which is continuous from the right with left limits) of the conditional distribution of X t given F Y t , defined, for any realvalued function f on X, as 
3)
where a + = 1 (0,+∞) (a)/a. Moreover, the cost functional, (3.2), can be also written as
Recall that a separated control problem is a sequence ( , F t , P, π t , Y t , u t , ν 0 , 0), where ( , F t , P) is a filtered probability space, u t is an admissible control defined on it, and (π, Y ) is a weak solution of (3. 
Let us observe that in (3.5) π is any solution of the KS equation, while in (3.4) π is the conditional distribution of X t given F Y t . Thus, it is quite intuitive that equivalence between the two problems is based on a result of uniqueness for the KS equation.
Uniqueness for the KS equation could be obtained by the filtering martingale problem approach presented in [20] and [21] , as we did in [7] . But, the particular structure of the model presented in this paper allows us to use a more direct and easier method, which we discuss in the next section.
The separated problem
The main results of this section are the proofs of the equivalence between the partially observed control problem and the separated control problem. 
where the infimum is computed over all the admissible controls or, by (3.1) , over all the families {u n } n≥0 .
In order to prove this theorem, we note that, in general,
The converse inequality is a consequence of Theorem 4.2, Proposition 4.1, and Proposition 4.2, below.
Theorem 4.2. The controlled KS equation, (3.3), has a unique pathwise solution. Moreover, such a solution is, necessarily, F Y
t -adapted for each admissible control. Proof. At any jump time τ n < τ N , the filter is uniquely determined by the knowledge of π τ n − ; in fact,
and the thesis is trivial. For t ∈ [τ n , τ n+1 ), with τ n+1 ≤ τ N ,
which is Lipschitz with respect to the bounded variation norm. Then, the solution is unique and necessarily F Y t -adapted. Proposition 4.1. Under our setting, weak uniqueness for the controlled KS equation, (3.3) , holds.
Proof. The proof is a generalization of the proof of Theorem 4.5 of [5] . Given {u n } n≥0 and ν 0 , let the probability space ( , {F t }, P) and the process X t be given as in the proof of Proposition 3.1, let Y t = N − |X t |, and let π t be the filter. Since strong uniqueness for (3. Proof. The proof is again a generalization of the proof presented in Proposition 4.2 of [5] . Given a separated control ( , F , P, π t , Y t , u t , ν 0 , 0) on the canonical space of the marked point processes for the same family {u n } n≥0 defining u t , we construct a control u t defined by (3.1), a probability measure P, and a process X t such that, under P, X t is a solution of the controlled MgP(L u t , ν 0 ), as in Proposition 3.1, and we set 
Existence of an optimal control
The separated control problem, whose state variable is the pair (π t , Y Thus, for our model, the introduction of generalized controls is not necessary. Furthermore, recalling that any measure ν on X is completely determined by the family of its atoms and that X is a finite set, the separated problem we are dealing with turns out to be a totally observed, finite-dimensional problem, which we will discuss later on.
In order to obtain the existence of an optimal control, we follow a classical procedure. Firstly, the set of admissible controls has to be widened to consider relaxed controls. More precisely, let V denote the set of Radon measures on 
and
Finally, the desired result is a consequence of Proposition 5.1 and Theorem 5.1, below.
Proposition 5.1. Under our setting, the relaxed separated problem is equivalent to the original problem.
Proof. The thesis can be reached in three classical steps. First of all, the continuity of the criterion can be obtained with a procedure similar to the proof given in Proposition 2.11 of [25] . Then, the Chattering lemma [8] allows us the approximation of any relaxed control with a sequence of strictly admissible controls. Finally, for any relaxed control, the KS equation has a unique pathwise solution which is necessarily F Y t -adapted. This can be achieved by generalizing the proof of Theorem 4.2 to the case of relaxed controls 606 A. GERARDI AND P. TARDELLI
Finite-dimensional representation and discrete-time approximation
In this section we study the separated problem. The discussions in the previous sections allow us to claim that this is a controlled, totally observed problem. The state variables are Y t and π t , and their dynamics, under the action of a constant control u, for any bounded measurable function F which is continuous with its first derivative with respect to its first variable, is described by the operator (f ), y) ).
The first problem we are faced with is that, in general, π is not finite dimensional. In our setting, this is a false problem, since π is purely atomic with a finite number of atoms and it is completely described by the value on its atoms. Therefore, our problem turns out to be a finite-dimensional, totally observed control problem. The state variables are Y t and the vector t = { t (x), x ∈ X} = {π t (1 {·=x} ), x ∈ X}, which takes values in the set
Defining the vector 
