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Abstract
Presburger arithmetic is the first-order theory of the integers with addition and or-
dering, but without multiplication. This theory is decidable and the sets it defines
admit several different representations, including formulas, generators, and finite
automata, the latter being the focus of this thesis. Finite-automata representations
of Presburger sets work by encoding numbers as words and sets by automata-
defined languages. With this representation, set operations are easily computable
as automata operations, and minimized deterministic automata are a canonical
representation of Presburger sets. However, automata-based representations are
somewhat opaque and do not allow all operations to be performed efficiently. An
ideal situation would be to be able to move easily between formula-based and
automata-based representations but, while building an automaton from a formula
is a well understood process, moving the other way is a much more difficult prob-
lem that has only attracted attention fairly recently.
The main results of this thesis are new algorithms for extracting information
about Presburger-definable sets represented by finite automata. More precisely,
we present algorithms that take as input a finite-automaton representing a Pres-
burger definable set S and compute in polynomial time the affine hull over Q
or over Z of the set S, i.e., the smallest set defined by a conjunction of linear
equations (and congruence relations in Z) which includes S. Also, we present
an algorithm that takes as input a deterministic finite-automaton representing the
integer elements of a polyhedron P and computes a quantifier-free formula corre-
sponding to this set.
The algorithms rely on a very detailed analysis of the scheme used for encod-
ing integer vectors and this analysis sheds light on some structural properties of
finite-automata representing Presburger definable sets.
The algorithms presented have been implemented and the results are encour-
aging : automata with more than 100000 states are handled in seconds.
iii
iv
Acknowledgments
I would like to thank Pierre Wolper, for giving me the chance to join his research
group and complete this thesis, and for his insightful supervision throughout my
years in his group. It is also my pleasure to thank Bernard Boigelot for his count-
less explanations, from Presburger arithmetic and automata to C programming
and single malt whisky. Thanks also to the other members of my jury, Pascal
Gribomont, Michel Rigo, Charles Pecheur, Alain Finkel and Markus Mu¨ller-Olm,
who have accepted to read and evaluate this thesis.
It is a good opportunity to thank my mother, for her lasting love, and my father,
for his understanding with the relentless demands of graduate study. Thanks also
to Isabelle, whose commitment in all she does will always be an inspiration. I also
gratefully thank Roger for opening my mind.
Finally, I want to thank all those with whom I have shared good moments
during those years. In particular, I thank Laurence, for her understanding and
presence when I needed most, and Vincent, who always has a smile to share.
v
vi
Contents
Abstract iii
Acknowledgments v
Contents vii
Figures xi
List of Symbols xv
1 Introduction 1
1.1 Presburger Arithmetic and its Applications . . . . . . . . . . . . . 1
1.2 Representing Presburger Definable Sets . . . . . . . . . . . . . . 2
1.2.1 Formulas . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Generators . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.3 Finite Automata . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Our Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Overview of the Thesis . . . . . . . . . . . . . . . . . . . . . . . 9
I Theoretical Background 11
2 Preliminaries 13
2.1 Sets and Relations . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Numbers, Vectors, Matrices . . . . . . . . . . . . . . . . . . . . . 14
2.3 Systems of Linear (In)Equations . . . . . . . . . . . . . . . . . . 16
2.4 Basic Notions of Abstract Algebra . . . . . . . . . . . . . . . . . 17
2.5 Quantifier-elimination in Presburger Arithmetic . . . . . . . . . . 19
2.6 Size and Complexity . . . . . . . . . . . . . . . . . . . . . . . . 22
vii
viii CONTENTS
3 Basic Algebra 23
3.1 Hulls in Q, Z and Zm . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Vector Space over Q, Affine Space over Q . . . . . . . . . . . . . 27
3.3 Z- and Zm-Modules, Z- and Zm-Affine Modules . . . . . . . . . 28
3.4 Polyhedra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5 Integer Solutions of Systems of Linear Equations . . . . . . . . . 35
3.6 Hilbert Basis and Integer Elements of Polyhedra . . . . . . . . . . 35
4 Finite Automata 41
4.1 Basic Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Minimal Automata . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Set Operations on Finite Automata . . . . . . . . . . . . . . . . . 51
5 Number Decision Diagrams 55
5.1 Automata-Based Representations . . . . . . . . . . . . . . . . . . 55
5.2 Basic Operations on NDDs . . . . . . . . . . . . . . . . . . . . . 60
5.3 ES(r) and Linear Constraints . . . . . . . . . . . . . . . . . . . . 62
5.4 Construction of NDDs . . . . . . . . . . . . . . . . . . . . . . . 68
5.5 Other Encoding Schemes . . . . . . . . . . . . . . . . . . . . . . 73
5.5.1 Reverse Synchronous Encoding Scheme . . . . . . . . . . 73
5.5.2 Synchronous Interleaved Encoding Scheme . . . . . . . . 79
II From Automata to Formula 85
6 Over-Approximation : Affine Hull of NDDs 87
6.1 Triangular Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2 Affine Hulls over Q . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2.1 A First Algorithm . . . . . . . . . . . . . . . . . . . . . . 93
6.2.2 An Improved Algorithm . . . . . . . . . . . . . . . . . . 99
6.3 Affine Hulls over Z . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3.1 A first Algorithm . . . . . . . . . . . . . . . . . . . . . . 102
6.3.2 An Improved Algorithm . . . . . . . . . . . . . . . . . . 107
6.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 116
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . 119
6.6 Additional Proof Details . . . . . . . . . . . . . . . . . . . . . . 121
6.6.1 Proof of Propositions 106 and 107 . . . . . . . . . . . . . 121
CONTENTS ix
6.6.2 Proof of Theorem 118 . . . . . . . . . . . . . . . . . . . 124
6.6.3 Proof of Lemma 129 . . . . . . . . . . . . . . . . . . . . 126
7 Integer Restrictions of Polyhedra 129
7.1 Formula-based Generation of Basis . . . . . . . . . . . . . . . . . 130
7.2 char-cone(P ) over the Natural Numbers . . . . . . . . . . . . . . 134
7.2.1 Zero-states . . . . . . . . . . . . . . . . . . . . . . . . . 136
7.2.2 Zero-SCCs . . . . . . . . . . . . . . . . . . . . . . . . . 144
7.2.3 Zero-SCCs and Faces of the Characteristic Cone . . . . . 151
7.2.4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.3 char-cone(P ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.3.1 Sign-states . . . . . . . . . . . . . . . . . . . . . . . . . 166
7.3.2 Sign-SCCs . . . . . . . . . . . . . . . . . . . . . . . . . 171
7.3.3 Sign-SCCs and Faces of 〈αsign〉r,n + C . . . . . . . . . . 172
7.3.4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 178
7.4 Synthesis of Basis of P ∩ Zn . . . . . . . . . . . . . . . . . . . . 181
7.4.1 Association of Sets of Vectors to States . . . . . . . . . . 182
7.4.2 Extended Hilbert Basis for States in A . . . . . . . . . . . 183
7.4.3 From Basis of SqA + C ∩ Zn to Basis of P ∩ Zn . . . . . . 186
7.4.4 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 187
7.5 General Algorithm and Complexity . . . . . . . . . . . . . . . . 192
7.6 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 196
7.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
7.7.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . 199
7.8 Additional Proof Details . . . . . . . . . . . . . . . . . . . . . . 200
7.8.1 Proof of Theorem 177 . . . . . . . . . . . . . . . . . . . 200
7.8.2 Proof of Lemma 178 . . . . . . . . . . . . . . . . . . . . 204
7.8.3 Proof of Lemma 179 . . . . . . . . . . . . . . . . . . . . 205
7.8.4 Proof of Lemma 182 . . . . . . . . . . . . . . . . . . . . 206
7.8.5 Proof of Lemma 217 . . . . . . . . . . . . . . . . . . . . 208
7.8.6 Proof of Lemma 221 . . . . . . . . . . . . . . . . . . . . 209
7.8.7 Proof of Theorem 243 . . . . . . . . . . . . . . . . . . . 211
8 General Conclusion 215
8.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
8.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
8.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
x CONTENTS
Bibliography 221
Index 229
List of Figures
1.1 Finite automaton accepting the 2-encodings of the set {(x, y) ∈
Z2 | x = y}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Finite automaton accepting the 2-encodings of the set {(x, y) ∈
Z2 | x ≤ y}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Finite automaton accepting the 2-encodings of the set {(x, y, z) ∈
Z3 | x + y = z}. . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Finite automaton accepting the 2-encodings of the set {(x1, x2) ∈
N2 | ∃y (x1+x2−2·y ≤ 3∧x1−2·x2−3·y ≤ −1∧−x1+y ≤ 0)}. 8
3.1 S = {(−16,−4), (−7,−1), (2, 2)} . . . . . . . . . . . . . . . . . 24
3.2 coneQ(S) = {(x, y) ∈ Q2 | x− 4y ≤ 0 ∧ x− y ≤ 0} . . . . . . . 25
3.3 coneZ(S) = {a1·(−16,−4)+a2·(−7,−1)+a3·(2, 2) | a1, a2, a3 ∈
N} . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4 affQ(S) = {(x, y) ∈ Q2 | x− 3y = −4} . . . . . . . . . . . . . . 25
3.5 affZ(S) = {(x, y) ∈ Z2 | x− 3y = −4 ∧ x ≡9 2} . . . . . . . . . 26
3.6 convQ(S) = {(x, y) ∈ Q2 | x− 3y = −4 ∧ −16 ≤ x ≤ 2} . . . . 26
3.7 convZ(S) = S = {(−16,−4), (−7,−1), (2, 2)} . . . . . . . . . . 26
3.8 Example of polyhedron . . . . . . . . . . . . . . . . . . . . . . . 31
3.9 Example of characteristic cone . . . . . . . . . . . . . . . . . . . 31
4.1 Function AUTO EMPTY? . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Example of FA which is not permutation-free . . . . . . . . . . . 46
5.1 Function NDD PROJECTION . . . . . . . . . . . . . . . . . . . . 63
5.2 minimal NDD representing S = {(x, y) ∈ Z2 | x + y ≡3 1} . . . 67
5.3 msdf vs lsdf in equations (no sign) . . . . . . . . . . . . . . . . . 76
5.4 msdf vs lsdf in inequations (no sign) . . . . . . . . . . . . . . . . 76
5.5 msdf vs lsdf in congruences with modulo prime to basis (no sign) . 76
xi
xii LIST OF FIGURES
5.6 msdf vs lsdf in congruences with modulo power of the basis (no
sign) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.7 msdf vs lsdf in intervals (no sign) . . . . . . . . . . . . . . . . . . 77
5.8 msdf vs lsdf in equations . . . . . . . . . . . . . . . . . . . . . . 77
5.9 msdf vs lsdf in inequations . . . . . . . . . . . . . . . . . . . . . 78
5.10 msdf vs lsdf in congruences with modulo prime to basis . . . . . 78
5.11 msdf vs lsdf in congruences with modulo power of the basis . . . 78
5.12 msdf vs lsdf in intervals . . . . . . . . . . . . . . . . . . . . . . 81
5.13 reduced minimal DFA for Z3, synchronous encoding scheme . . . 81
5.14 reduced minimal DFA for Z3, synchronous interleaved encoding
scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.15 synchronous vs serial in equations . . . . . . . . . . . . . . . . . 82
5.16 synchronous vs serial in inequations . . . . . . . . . . . . . . . . 82
5.17 synchronous vs serial in congruences with modulo prime to basis 82
5.18 synchronous vs serial in congruences with modulo power of the
basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.19 synchronous vs serial in intervals . . . . . . . . . . . . . . . . . 83
6.1 Function QAFFINEHULL 1 . . . . . . . . . . . . . . . . . . . . . 97
6.2 Function QAFFINEHULL 1 (continued) . . . . . . . . . . . . . . 98
6.3 Function QAFFINEHULL . . . . . . . . . . . . . . . . . . . . . . 100
6.4 Function ZAFFINEHULL 1 . . . . . . . . . . . . . . . . . . . . . 105
6.5 Function ZAFFINEHULL 1 (continued) . . . . . . . . . . . . . . 106
6.6 Function ZAFFINEHULL . . . . . . . . . . . . . . . . . . . . . . 112
6.7 Function ZAFFINEHULL (continued) . . . . . . . . . . . . . . . . 113
6.8 Formulas of sets used in the experimental results . . . . . . . . . 118
7.1 minimal NDD representing S = {(x, y) ∈ Z2 | (x, y) 6= (0, 0)} . . 132
7.2 minimal reduced NDD Ax representing Sx . . . . . . . . . . . . . 135
7.3 Sets associated to states in Ax . . . . . . . . . . . . . . . . . . . 136
7.4 Function CHARCONEFORMULA . . . . . . . . . . . . . . . . . . 162
7.5 Function CHARCONEFORMULA (continued) . . . . . . . . . . . 163
7.6 minimal reduced NDD Asign representing Ssign . . . . . . . . . . 166
7.7 Function CHARCONEFORMULA . . . . . . . . . . . . . . . . . . 179
7.8 Function CHARCONEFORMULA (continued) . . . . . . . . . . . 180
7.9 minimal reduced NDD representing {x ∈ Z2 | x ≥ 0}. . . . . . . 187
7.10 Function COMPUTEBASIS . . . . . . . . . . . . . . . . . . . . . 190
7.11 Function COMPUTEBASIS (continued) . . . . . . . . . . . . . . . 191
LIST OF FIGURES xiii
7.12 Function GENERATEFORMULA . . . . . . . . . . . . . . . . . . 193
xiv LIST OF FIGURES
List of Symbols
L2 ÷ L1 left-quotient of L1 with L2
|a| absolute value of number a, page 14
|S| cardinality of the set S
〈w〉r the number z ∈ Z such that w is an encoding in basis r of z
when using the synchronous encoding scheme ES(r), page 56
〈w〉r,n the vector z ∈ Zn such that w is an encoding in basis r of z
when using the synchronous encoding scheme ES(r), page 58
∃I(S) the projection of S with respect to the set I of components,
page 62
∃i(S) the projection of S with respect to the ith component, page 61
dae smallest integer larger or equal to a, page 14
bac largest integer smaller or equal to a, page 14
A finite automaton, page 41
ε empty word, page 41
a ≡m b integer a is equal to integer b modulo m, page 14
w ÷ L the language {v | wv ∈ L}
N set of natural numbers, page 14
Q set of rational numbers, page 14
R set of real numbers, page 14
xv
xvi List of Symbols
Z set of integer numbers, page 14
Zm set of equivalence classes of the congruence modulo m rela-
tion, page 14
A,B,C matrices, page 15
A[i, j] entry located in ith row and jth row of matrix A
a,b, c vectors, page 15
a[i] ith entry of vector a, page 15
At matrix A transposed, i.e. At[i, j] = A[j, i]
A× B Cartesian product of two sets A and B, page 13
A,B,C sets, page 13
a, b, c scalars or words
affD(S) affine hull over D of the set S, with D = Q,Z or Zm, page 23
A+x ≤ b+ subsystem of Ax ≤ b formed by the inequations which are
not implicit equations, page 29
A=x ≤ b= subsystem of Ax ≤ b formed by the implicit equations, page 29
char-cone(P ) characteristic cone of the polyhedron P
coneD(S) conic hull over D of the set S, with D = Q,Z or Zm, page 23
convD(S) convex hull over D of the set S, with D = Q,Z or Zm, page 23
DFA deterministic finite automaton, page 44
EI(r) synchronous interleaved encoding scheme, page 79
ER(r) reverse synchronous encoding scheme, page 74
ES(r) synchronous encoding scheme, page 58
FA finite automaton, page 41
In identity matrix of dimension n, page 15
List of Symbols xvii
iff if and only if
LA(q) set of words labeling paths from state q to a final state in the
FA A, page 42
LA(q1 → q2) set of words labeling paths from state q1 to state q2 in the FA
A, page 42
L(A) language accepted by the FA A, page 42
linD(S) linear hull over D of the set S, with D = Q,Z or Zm, page 23
logr(a) logarithm in base r of a, page 14
M the Z-module such that affZ(SA) = x + M for some x ∈ SA,
page 102
b mod m the integer in {0, . . . , m−1} congruent modulom to b, page 14
Mq the Z-module such that if SqA 6= ∅, affZ(S
q
A) = xq + Mq for
some xq ∈ SqA, page 102
NDD Number Decision Diagram, page 59
o symbol (0, . . . , 0) of Σnr , page 59
pre(w) set of prefixes of the word w, page 41
RVA Real Vector Automaton
SA the set of integer vectors represented by the NDD A , page 59
SqA the set of vectors whose encodings label paths from any qI ∈
QI to q in the NDD A , page 59
SCC strongly connected component, page 46
Vq the vector space over Q such that affQ(SA = x + Vq for some
x ∈ Qn, page 92
Vq the vector space over Q such that if SqA 6= ∅, affQ(S
q
A) = x+Vq
for some x ∈ Qn, page 92
xviii List of Symbols
Chapter 1
Introduction
1.1 Presburger Arithmetic and its Applications
Back to the work of Frege, formal logic [End01] has been the subject of inten-
sive research and has lead to significant developments in many areas, including
mathematics and computer science. In the context of Tarski’s research project
of the years 1926-1929, Mojz`esz Presburger has introduced in [Pre29, Pre91]
the first-order theory of the integer numbers with addition and ordering relation
〈Z, 0, 1,+, <〉, called Presburger arithmetic. By defining a set of axioms and ap-
plying the general procedure of elimination of quantifiers, Presburger showed that
this theory is complete and therefore decidable. This result is of particular signifi-
cance in light of Gode¨l’s incompleteness proofs, and Church’s and Rosser’s unde-
cidability results, directed toward classical first order theories powerful enough to
represent the axioms of Peano arithmetic which involve only the constants 0 and
1, addition and multiplication.
Since Presburger arithmetic is expressive, and yet decidable, it is a useful tool
for many problems. These include discrete optimization problems [Sch86], com-
piler optimization techniques [OME], program analysis tools [SKR98] and state-
space exploration problems [Boi99, Ler03].
This work has been triggered by applications of Presburger arithmetic in the
context of state-space exploration. State-space exploration refers to the compu-
tation of all possible states of computer systems. In many instances of computer
systems, states can be represented by integer vectors, and both sets of states and
the transition relation can be defined in Presburger arithmetic. The general issue
is then to compute the set of reachable states by recursively applying the reflexive
closure R of the transition relation on the set of initial states I , i.e. computing the
1
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least fixpoint R∗(I) of the sequence
I ⊆ R(1)(I) ⊆ R(2)(I) ⊆ R(3)(I) ⊆ . . .
where R(i)(X) represents R(R(. . . R︸ ︷︷ ︸
i
(I))).
Concretely, the general approach is the following. If ϕ0(x) and ψ(x,x′), where x
and x′ are integer vector variables, are Presburger formulas defining respectively
the set of initial states I and the reflexive closure R of the transition relation, the
set of states reachable in at most one step is defined by the formula
ϕ1(x) =def ∃y (ϕ0(y) ∧ ψ(y,x)) .
The set of states reachable in at most k + 1 steps is defined by the formula
ϕk+1(x) =def ∃y (ϕk(y) ∧ ψ(y,x)) .
The fixpoint is reached after k steps if k is the smallest integer such that
R(k+1)(I) ⊆ R(k)(I).
This inclusion holds if and only if the following first-order formula holds.
∀x (ϕk+1(x) ⇒ ϕk(x)) .
Note that a fixpoint does not always exist and that there exist methods for accel-
erating the computation of the fixpoint (see [Boi99, Ler03]).
1.2 Representing Presburger Definable Sets
1.2.1 Formulas
The most immediate way of handling Presburger definable sets, i.e. sets definable
in Presburger arithmetic, is to work directly with the formulas. An important issue
is to be able to check the satisfiability of a formula, i.e. the existence of a solu-
tion satisfying a given formula ϕ(x1, . . . , xn), where x1, . . . , xn are the free vari-
ables. The general procedure for this problem relies on a quantifier-elimination
method. However, Presburger arithmetic as such does not admit the elimination
of quantifiers. For example, there is no quantifier-free formula equivalent to the
formula ∃y (x = 2 · y). We can overcome this by adding new symbols ≡m, with
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m ∈ {1, 2, . . .}, for congruence relations modulo m, i.e. x ≡m y if and only
if there exists an integer k such that m · k = x − y, where m · k is simply an
abbreviation of k + . . .+ k︸ ︷︷ ︸
m
.
The general procedure for testing the satisfiability of a formula ϕ(x1, . . . , xn)
is the following.
• Generate a new formula ψ by quantifying existentially all free variables, i.e.
ψ =def ∃x1∃x2 . . .∃xn ϕ(x1, . . . , xn).
• Generate a quantifier-free formula ψ′ equivalent to ψ.
• Decide whether ψ′ holds.
Deciding whether the quantifier-free formula ψ ′ holds is simple since there are
no variable in ψ′, i.e. ψ′ is a Boolean combination of formulas a ≡m b, a ≤ b
or a = b, where a, b,m ∈ Z with m ≥ 1. So, the non-trivial operation is the
elimination of the quantifiers. A detailed procedure is given in Section 2.5.
The explicit handling of formulas and the quantifier elimination procedure
have been successfully implemented e.g. in the Omega package [OME]. The
major drawback of handling explicit formulas is the lack of canonicity. Indeed,
there exist generally many formulas corresponding to the set, and there is no cri-
terion that favors one particular formula rather than the others. As a result, if a
Presburger set is built incrementally, the final formula can be large although the
represented set is simple. In addition, if the construction is a fixpoint computation,
each step requires a test of inclusion, which is in the worst-case triply exponential
in the length of the formula [Opp78].
1.2.2 Generators
Presburger sets can be represented by means of generators according to the char-
acterization of Presburger-definable sets as semi-linear sets [GS66]. A subset S
of Zn is linear if there exist vectors c,p1, . . . ,pk ∈ Zn such that
S = {c +
k∑
i=1
ai · pi | a1, . . . , ak ∈ N}.
In the following, given the vector c ∈ Zn and the finite set P ⊆ Zn, we use the
notation (c;P ) to denote the linear set {c +
∑k
i=1 ai · pi | pi ∈ P ∧ ai ∈ N}.
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A subset S of Zn is semi-linear if it is a finite union of linear sets, i.e. if
there exists a finite set of vectors c1, . . . , ct ∈ Zn and a finite set of finite sets
P1, . . . , Pt ⊆ Z
n such that S =
⋃
j∈{1,...,t}(cj;Pj). It has been shown in [GS66]
that a subset of Zn is a semi-linear set if and only if there exists a a Presburger
formula defining the set and the conversion from one representation to the other
is computable1.
Clearly, given a semi-linear set S = ∪i∈{1,...,k}(ci;Pi), there exists a Pres-
burger formula defining S. For the converse implication, one notes first that for
each set S corresponding to the integer elements of a (convex) polyhedron, i.e. the
integer solutions of a system of linear inequations, there exists a semi-linear set
generating S. Also, applying any operation corresponding to a Boolean operators
or to an existential quantification on semi-linear sets produces another semi-linear
set, whose semi-linear representation (i.e. the finite sets of generators) can be ef-
fectively computed from semi-linear representations of the initial sets. So, given
a Presburger formula ϕ(x1, . . . , xn), in which atomic formulas are linear inequa-
tions, a semi-linear representation of the set defined by ϕ is built incrementally.
One generates first semi-linear representations of sets corresponding to the linear
inequations (see [AC97]), and then applies the Boolean operators and the existen-
tial quantification. As an example, a semi-linear representation of the set defined
by the formula x1 ≥ 0 ∧ x2 ≥ 0∧ ∃y (x1 + x2 − 2 · y ≤ 3∧ x1 − 2 · x2 − 3 · y ≤
−1 ∧ −x1 + y ≤ 0) is ⋃
c∈{(0,1),(0,2),(0,3),(1,0)}
(
c; {(1, 0), (1, 1)}
)
.
Clearly, given the semi-linear representation of a set, finding one element in
the set is trivial. The costly operations are the computation of the semi-linear rep-
resentation of the intersection between two semi-linear sets. Yet, another short-
coming is that in general, the semi-linear representations are not canonical. None-
theless, this representation has been used in [RV02] in the context of sets restricted
to be positive integer elements in finite union of (convex) polyhedra, i.e. sets
which can be defined by Boolean combinations of inequations.
1.2.3 Finite Automata
A third approach for handling Presburger sets is to represent them via finite au-
tomata. The idea of representing sets of numbers with finite state machines dates
1The proof in [GS66] is done for subsets of Nn and Presburger arithmetic over the natural
numbers, but it is easily generalized to subsets of Zn.
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back to the work of Bu¨chi [Buc60] and is the following. Any positive integer
can be encoded as a finite word w = dl . . . d0 of digits belonging to the set
Σr = {0, . . . , r − 1} such that
a =
l∑
i=0
di · r
i.
The encoding of a is not unique since prefixing any encoding by 0 generate an-
other encoding of the same number. This encoding scheme can be generalized for
all integers by requiring that the encodings of z ∈ Z such that −rp ≤ z < rp,
where p ≥ 0, have at least p + 1 digits. If z < 0, then, the encodings of z are the
last p′+1 digits of rp′+1 + z for all p′ ≥ p. For example, the words 0120 and 2201
are 3-encodings of the numbers 15 and −8 respectively. Indeed, we have
−33 ≤ 15 < 33 and 15 = 32 + 2 · 31 + 0 · 30,
−32 ≤ −8 < 32 and 34 − 8 = 2 · 33 + 2 · 32 + 0 · 31 + 1 · 30.
According to the above scheme, the first digit of the encodings of an integer z
will be 0 if z ≥ 0 and r − 1 if z < 0. For this reason, the first digit of an
encoding is called the sign digit. One notes that the encoding of a number is
not unique since prefixing an encoding by its sign digit leads to another encoding
of the same number. For instance, 201 and 2201 are both 3-encodings of −8.
One generalizes this encoding scheme to vectors of integer numbers by reading
simultaneously the digits of the r-encodings of the components, provided that they
share the same length. An r-encoding of a vector a ∈ Zn is therefore a word over
the alphabet Σnr . For example, the word (0, 2)(1, 2)(2, 0)(0, 1) is a 3-encoding of
the vector (15,−8). The restriction regarding the length of the encodings of the
vector components is easily dealt with since one can always prefix a r-encoding by
any sequence of sign digits without modifying the encoded number. This encoding
scheme is further detailed in Section 5.1. We say that a set S of positive integer
vectors is r-recognizable if there exists a finite automaton accepting the sets of all
r-encodings of the elements in S.
Any Presburger-definable set is r-recognizable for any r ≥ 2.
• First note that finite automata accepting the encodings of the elements in
sets corresponding to the formulas x = y, x ≤ y and x+ y = z are given in
Fig. 1.1, Fig. 1.2, and 1.3 respectively2.
2Recall that the words accepted by a finite automaton are those labeling paths from the initial
state (denoted as ) to a final state (denoted as ).
6 CHAPTER 1. INTRODUCTION
0,0
1,1
0,0
1,1 q1q0
Figure 1.1: Finite automaton accepting the 2-encodings of the set {(x, y) ∈ Z2 |
x = y}.
0,1
1,0
0,0
0,0
0,01,1
1,1
0,1
1,0
1,1
q0
q1
q2
Figure 1.2: Finite automaton accepting the 2-encodings of the set {(x, y) ∈ Z2 |
x ≤ y}.
0,0,0
1,0,1
1,1,1
1,0,0
0,1,0
0,1,1
0,0,0
0,1,1
1,0,1
1,1,1
1,0,0
0,1,0
0,0,1 1,1,0
q1
q2
q0
Figure 1.3: Finite automaton accepting the 2-encodings of the set {(x, y, z) ∈ Z3 |
x+ y = z}.
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• Also, the sets of r-encodings of the union, intersection, Cartesian produc-
tand difference of two sets S1, S2 are the union, intersection, Cartesian prod-
uct and the difference of the sets of r-encodings of the elements in S1 and
S2. So, computing the union, intersection, Cartesian product and difference
of sets can be done by applying the corresponding operations on automata.
• Similarly, the set of r-encodings of the complement of a set S ⊆ Zn is
the set of r-encodings which are not encodings of elements of S, and an
automaton representing this set can be computed from the automaton repre-
senting S.
• Finally, given an automaton accepting the set of r-encodings of the elements
of a set S ⊆ Zn, one obtains an automaton accepting the set of r-encodings
of the set {(x1, . . . , xi−1, xi+1, . . . , xn) | (x1, . . . , xn) ∈ S} by removing
the ith component of the transition labels and ensuring that if some encoding
of a vector is accepted in the automaton, then all the smaller encodings of
the vectors are also accepted. This is required when the smallest encoding
of the removed component of a vector is larger than the smallest encoding
of the other component. For instance, all 2-encodings of the vector (2, 0, 0)
have at least 3 symbols whereas one encoding of the vector (0, 0) has only
one symbol.
• Since any Presburger-definable set can be defined by a formula obtained by
combining atomic formulas of types x+ y = z and x ≤ y with Boolean op-
erators and existential quantifiers, we conclude that any Presburger-definable
set is r-recognizable.
For example, a finite automata accepting the 2-encodings of the elements in the set
defined by the formula ∃y (x1+x2−2·y ≤ 3∧x1−2·x2−3·y ≤ −1∧−x1+y ≤ 0)
is given in Fig 1.4.
In 1969, A. Cobham proved that any subset of N r-recognizable for all r ≥ 2
is definable in Presburger arithmetic [Cob69], and this result has been generalized
by A. Semenov in [Sem77] for subsets of Nn, i.e. any subset of Nn r-recognizable
for all r ≥ 2 is definable in Presburger arithmetic. Another proof of this result
can be found in [BHMV94, Muc03]. The generalization to subsets of Zn does not
present any additional difficulties.
The automata-based representations of Presburger sets have been recently in-
vestigated in practical applications [WB95, BC96, Boi99]. This approach presents
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0,0
1,0
1,1
0,1
0,0
1,0
1,1
0,10,0
1,0
0,0
1,1
1,0
0,1
0,1
1,0
0,0
1,1 1,0
1,1
0,1
0,0
1,0
1,1
0,1
0,0
0,1
1,1
0,0
q1 q2
q3
q4
q7
q5
q6
q0
Figure 1.4: Finite automaton accepting the 2-encodings of the set {(x1, x2) ∈ N2 |
∃y (x1 + x2 − 2 · y ≤ 3 ∧ x1 − 2 · x2 − 3 · y ≤ −1 ∧ −x1 + y ≤ 0)}.
two main advantages. First, automata have a canonical form. Second, finite au-
tomata theory has been investigated for a long time, and efficient (polynomial
time complexity) procedures exist for set operations performed on automata in
the canonical form (except for projection which may require an exponential time
determinization in order to remain in canonical form). Those characteristics make
the automata-based approach particularly suitable for applications involving many
set manipulations. Still they are some drawbacks associated to automata-based
representations. First, simple sets can lead to large automata. For example, the
canonical automaton representing the set of integer solutions satisfying the linear
equation x − 10000y = 0 has more than 10000 states. Secondly, some simple
mathematical transformations such as an affine transformation are costly when
performed on automata. Indeed, those operations are achieved by means of a se-
quence of product, intersection, projection and determinization operations, and
the determinization can lead to an exponential increase of the number of states.
Finally, automata are somewhat opaque representations and existing procedures
may not be sufficient or efficient if one is interested in extracting the information
contained in the automata. For example, in the context of state-space exploration,
one would like to identify quickly the unexpected states or to use the results of
an analysis performed with automata-based representations as input to tools us-
ing other representations, but those issues are not properly addressed by existing
procedures.
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1.3 Our Contribution
In this thesis, we address some of the above drawbacks related to automata-based
representation of sets of integer vectors.
We present algorithms that take as input a finite automaton representing a
Presburger definable set S and compute in polynomial time the affine hull over
Q or over Z of the set S. The affine hull over D, with D ∈ {Q,Z}, of a set S,
denoted affD(S), is the smallest set containing all the affine combinations of S,
i.e. if x1, . . . ,xk ∈ S, then
k∑
i=1
ai · xi ∈ affD(S),
for all a1, . . . , ak ∈ D such that
∑k
i=1 ai = 1. Interestingly, given a set S ⊆ Qn,
affQ(S) is the set of elements (in Qn) satisfying a conjunction of linear equations
and is the smallest set containing S with this property. Similarly, given a set S ⊆
Zn, affZ(S) is the set of elements (in Zn) satisfying a conjunction of equations
and congruence relations and is the smallest set containing S with this property.
We also present an algorithm that takes as input a deterministic finite au-
tomaton representing the integer elements of a polyhedron P and computes a
quantifier-free formula corresponding to this set.
Our algorithms rely on a very detailed analysis of the scheme used for encod-
ing integer vectors and this analysis sheds light on some structural properties of
finite automata representing Presburger definable sets.
The general problem of computing formulas or generators corresponding to
sets of integer vectors represented by automata has been addressed in [Ler03,
Lat04, Lug04, Ler04b, Ler04a, Ler05, Lat05a, FL05]. What really distinguishes
our approach is that our focus is on practical solutions. Indeed, the algorithms
presented in this thesis have been implemented and applied to automata occurring
in practical applications, with more than 100000 states. Also, the formulas gener-
ated by our algorithms present the advantage of being such that a polynomial time
procedure exists for generating an automaton representing the same set.
1.4 Overview of the Thesis
The thesis is divided in two parts.
In the first part, we review the main theoretical concepts required for under-
standing our contribution. Chapter 2 recalls some basic notions regarding sets,
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numbers and first-order theories. In Chapter 3, we detail some notions of algebra;
those include the concept of (convex) polyhedron, vector space over Q and Z-
module and some of their properties. Relevant notions regarding finite automata
are provided in Chapter 4, and in Chapter 5, we show how finite automata can
represent sets of integer vectors.
In the second part, we present our main contributions. In Chapter 6, we
present methods for computing over-approximations of sets represented by au-
tomata. More precisely, we present methods for computing the affine hulls over
Q and over Z of the sets represented by automata.
In Chapter 7, we characterize automata representing integer elements of poly-
hedra, and present an algorithm which, given a finite automaton representing the
integer elements of a polyhedron, generates both a formula whose integer solu-
tions are the integer elements of the polyhedron as well as a semi-linear represen-
tation of this set.
Finally, in Chapter 8, we give general conclusions and present directions for
future work.
Part I
Theoretical Background
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Chapter 2
Preliminaries
2.1 Sets and Relations
We recall useful facts regarding sets and relations, and introduce some notations.
Given two sets A and B, we write A ⊆ B if all elements of A are in B and
A ⊂ B if in addition there is at least one element in B which is not in A. Also,
the cardinality of a finite set S is denoted by |S|.
A binary operation ∗ on a set is a rule which assigns to each pair of elements
of the set an element of the set. A binary operation ∗ on a set S is commutative if
a ∗ b = b ∗ a for all a, b ∈ S. The operation is associative if (a ∗ b) ∗ c = a ∗ (b ∗ c)
for all a, b, c ∈ S.
The Cartesian product of two sets A and B, denoted A × B, is the set of all
ordered pairs (x, y) such that x ∈ A and y ∈ B. The set An is the set of n-tuples
of elements of A.
A relation R on a set S is a subset of S2. A n-ary relation on A is a a subset
of An.
We say that a binary relation R on set S is
1. reflexive if (a, a) ∈ R for all a ∈ S;
2. transitive if (a, b) ∈ R and (b, c) ∈ R implies that (a, c) ∈ R;
3. symmetric if (a, b) ∈ R implies (b, a) ∈ R;
A relation R that is reflexive, symmetric and transitive is said to be an equiv-
alence relation.
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Given a set S and an equivalence relation R on S, the equivalence class of
an element a ∈ S, denoted [a]R, is the subset of all elements in S which are
equivalent to a :
[a]R = {b ∈ S|(a, b) ∈ R}.
A partition of a set S is a set of non-empty subsets of S such that every element
of S is in exactly one of these subsets.
If an equivalence relationR is given on the set S, then the set of all equivalence
classes of R forms a partition of S. Conversely, if a partition P is given on S, we
can define an equivalence relation R on S by writing (a, b) ∈ R iff there exists a
member of P which contains both a and b. The notions of equivalence relation
and partition are thus essentially equivalent.
The number of equivalence classes generated by an equivalence relation R is
the index of R. Given two equivalence relationsR1, R2 defined on the same set S,
R1 is a refinement of R2 if for each equivalence class [a]R1 of R1, there exists an
equivalence class [b]R2 of R2 such that [a]R1 ⊆ [b]R2 .
A (total) function from X to Y is a subset f of the cartesian product X × Y ,
such that for each x ∈ X , there is a unique y ∈ Y , denoted f(x), such that the
ordered pair (x, y) belongs to f .
A partial function from X to Y is a subset f of the cartesian product X × Y ,
such that for each x ∈ X , there is at most one element y ∈ Y , denoted f(x), such
that the ordered pair (x, y) belongs to f . Given an element x ∈ X , if there is no
element y ∈ Y such that (x, y) ∈ f , one writes f(x) = ⊥.
2.2 Numbers, Vectors, Matrices
As usual, R, Q, Z and N denote the sets of real, rational, integer and natural
numbers.
Given a number a, |a|, dae and bac denote respectively the absolute value of
a, the smallest integer larger or equal to a and the largest integer smaller or equal
to a respectively. Also, logr(a) is the logarithm in base r of a and is well defined
if a, r > 0. The notation log a is also used for log2(a).
Given an integer m with m > 0, two integers a, b ∈ Z are congruent modulo
m, denoted a ≡m b, if m divides a − b. We use the notation b mod m to denote
the integer in {0, . . . , m − 1} congruent modulo m to b. Congruence modulo m
is an equivalence relation, and the set of equivalence classes of this relation is
denoted by Zm. In the following, each class in Zm is represented by the element
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a in the class such that a ∈ {0, . . . , m− 1}. So, any addition or multiplication of
elements in Zm corresponds to addition or multiplication in Z modulo m so that
the result is in {0, . . . , m− 1}.
Let D be any set among Q, N, Z and Zm. For n ∈ N, n ≥ 1, we denote by
Dn the set of vectors with n components in D. The ith component of a vector a is
written a[i]. Vector addition, vector multiplication by a scalar and scalar product
are defined as usual, i.e.
• given k ∈ D and a,b ∈ Dn, b = ka is such that b[i] = ka[i] for all
i ∈ {1, . . . , n};
• given a,b, c ∈ Dn, c = a + b is such that c[i] = a[i] + b[i] for all i ∈
{1, . . . , n};
• given k ∈ D and a,b ∈ Dn, k = a.b is such that k =
∑n
i=1 a[i]b[i].
Also, given two sets A,B ⊆ Dn, we define A +B = {a + b | a ∈ A ∧ b ∈ B}.
If A = {a}, we simply write a + B for A + B. For any vector a ∈ Dn, ‖ a+‖ =∑
a[i]≥0 a[i] and ‖ a−‖ = −
∑
a[i]<0 a[i].
For p, q ∈ N, p, q ≥ 1, Dp×q is the set of p × q-matrices with components in
D. For a matrix A ∈ Dp×q, the row index set of A is {1, . . . , p} and the column
index set is {1, . . . , q}, and the entry located in the ith row and jth column is
written A[i, j]. The ith row of A is denoted A[i, ∗] and similarly, the jth column
is denoted A[∗, j]. For c1, . . . , cq ∈ Dp and A ∈ Dp×q, we write A = (c1 · · · cq)
if A[i, j] = cj[i] for all i ∈ {1, . . . , p} and j ∈ {1, . . . , q}. The matrix In will
denote in the sequel the identity matrix of dimension n, that is, In ∈ Zn×n and
In[i, j] =
{
0 if i 6= j
1 if i = j .
We define matrix transposition, multiplication of matrix by a scalar, matrix
addition and matrix multiplication as usual, i.e.
• given A ∈ Dp×q, B ∈ Dq×p, B = At is such that B[j, i] = A[i, j] for all
i ∈ {1, . . . , p}, j ∈ {1, . . . , q};
• given k ∈ D, A,B ∈ Dp×q, B = kA is such that B[i, j] = kA[i, j] for all
i ∈ {1, . . . , p}, j ∈ {1, . . . , q};
• given A,B,C ∈ Dp×q, C = A + B is such that C[i, j] = A[i, j] + B[i, j]
for all i ∈ {1, . . . , p}, j ∈ {1, . . . , q};
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• given A ∈ Dp×q, B ∈ Dq×r, C ∈ Dp×r, C = AB is such that C[i, j] =∑q
k=1 A[i, k] ·B[k, j] for all i ∈ {1, . . . , p}, j ∈ {1, . . . , r}.
A matrix is in column echelon form if the following conditions are satisfied.
1. All zero columns are at the right of the matrix.
2. The first nonzero entry of each nonzero column after the first one occurs
below the first non-zero entry of the previous column.
An integer matrix H ∈ Zm×n is in Hermite form if the following conditions
are satisfied.
1. H is in column echelon form.
2. For all i ∈ {1, . . . , n}, if the ith column is a nonzero column and if H[ki, i]
denotes the first non-zero entry of this column, then 0 < H[ki, i] and 0 ≤
H[ki, i
′] < H[ki, i] for all i′ ∈ {1, . . . , i− 1}.
Example 1. Let A1 =

 1 4 83 5 2
8 8 1

, A2 =

 1 0 03 5 0
8 8 1

, A3 =

 1 0 03 5 0
8 8 9


.
The matrix A1 is neither in column echelon form nor in Hermite form, the matrix
A2 is in column echelon form but not in Hermite form, and finally, the matrix A3
is both in column echelon form and in Hermite form.
Finally, an integer matrix A ∈ Zm×n is prime1 if the greatest common divisor
of the determinants of the largest square matrices obtained from A by removing
some rows or columns is 1.
2.3 Systems of Linear (In)Equations
Given a vector a ∈ Dn and a scalar b ∈ D, the formula a.x = b, where x ∈ Dn is
an unknown of the equation, is a linear equation, also called affine relation, and
a.x ≤ b is a linear inequation. A system of linear equations is a conjunction of
linear equations a1.x = b1 ∧ . . . ∧ am.x = bm and is denoted Ax = b where
A[i, j] = ai[j] and b[i] = bi, i ∈ {1, . . . , m}. A system of linear inequations is
defined similarly and is denoted Ax ≤ b.
1The concept of prime matrix as defined here appeared in [Smi61].
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2.4 Basic Notions of Abstract Algebra
The following definitions are standard definitions [Fra94].
A group 〈G, ∗〉 is a set G together with a binary operation ∗ such that the
following axioms are satisfied.
• The binary operation ∗ is associative.
• There is an element e in G such that e ∗ x = x ∗ e = x for all x ∈ G. This
element is an identity element for ∗ on G.
• For each a in G, there is an element a′ in G with the property that a′ ∗ a =
a ∗ a′ = e. The element a′ is an inverse of a with respect to ∗.
A group 〈G, ∗〉 is abelian if ∗ is commutative.
Example 2. The set Z together with the addition + is an abelian group, but the
set Z together with the multiplication · is not a group.
A ring 〈R,+, ·〉 is a set R together with two binary operations + and · of addi-
tion and multiplication defined on R such that the following axioms are satisfied.
• 〈R,+〉 is an abelian group.
• Multiplication is associative.
• For all a, b, c ∈ R, the left distributive law, a · (b+ c) = (a · b) + (a · c), and
the right distributive law, (a+ b) · c = (a · c) + (b · c) hold.
A ring R in which the multiplication is commutative is a commutative ring. A
ring R with a multiplicative identity 1 such that 1 · x = x · 1 = x for all x ∈ R
is a ring with unity. A multiplicative identity in a ring is unity. A multiplicative
inverse of an element a in a ring R with unity 1 is an element a−1 ∈ R such that
a · a−1 = a−1 · a = 1.
Let R be a ring with unity. If every nonzero element of R has an inverse, then
R is a division ring. A field is a commutative division ring.
Example 3. The set Z together with the addition and multiplication is a commu-
tative ring with unity but it is not a field, whereas the set Q with the addition and
the multiplication is a field.
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A vector space is an abelian group V under addition and a field F , together
with an operation of scalar multiplication · of each element of V by each element
of F on the left, such that for all a, b ∈ F and x,y ∈ V , the following conditions
are satisfied.
• a · x ∈ V .
• a · (b · x) = (a · b) · x.
• (a+ b) · x = (a · x) + (b · x).
• a · (x + y) = (a · x) + (a · y).
• 1 · x = x.
In the sequel, we will say that V is a vector space over F .
A (left) R-module is an abelian group M under addition and a ringR, together
with an operation of scalar multiplication of each element of M by each element
of R on the left such that for all a, b ∈ R and x,y ∈ M , the following conditions
are satisfied.
• a · x ∈M .
• a · (b · x) = (a · b) · x.
• (a+ b) · x = (a · x) + (b · x).
• a · (x + y) = (a · x) + (a · y).
In the sequel, we will say that M is a R-module.
Example 4. The set {k · (1, 1) | k ∈ Z} with vector addition forms an abelian
group, and this group combined with multiplication over Z forms a Z-module, but
not a vector space since Z is not a field. The set {k · (1, 1) | k ∈ Q} with vector
addition forms an abelian group, and this group combined with multiplication
over Q forms a vector space over Q.
Note that aR-module is very much like a vector space except that the “scalars”
form a ring. Intuitively, the major difference is that in a R-module, one cannot
“cancel” a scalar by multiplying by another scalar. For example, one cannot gen-
erate (3, 1) ∈ Z2 by multiplying 7 · (3, 1) ∈ Z2 by some integer. Conversely, one
obtains (3, 1) ∈ Q2 by multiplying 7 · (3, 1) ∈ Q2 by 1
7
∈ Q.
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2.5 Quantifier-elimination in Presburger Arithmetic
In this section, we detail an important aspect of the proof in [Pre29, Pre91], i.e.
the fact there exists a quantifier-elimination method in Presburger arithmetic. We
mainly follow [End01].
First note that the theory of 〈Z, 0, 1,+, <〉 does not admit elimination of quan-
tifiers. We can overcome this by adding the symbols≡2,≡3, . . . with≡m denoting
congruence relation modulo m. The structure for this expanded language is then
〈Z, 0, 1,+, <,≡m>0〉. By definition, for all x, y, we have
x ≡m y iff ∃z (x+m · z = y).
We deduce that for all sets S ⊆ Zn, S is definable in the structure 〈Z, 0, 1,+, <〉
iff S is definable in 〈Z, 0, 1,+, <, (≡m)m>0〉.
In the sequel, we call Presburger formula any well-formed formula over the
language of the structure 〈Z, 0, 1,+, <, (≡m)m>0〉.
Proposition 5. The theory 〈Z, 0, 1,+, <, (≡m)m>0〉 admits the elimination of the
quantifiers.
Proof. We prove that for each formula, there exists an equivalent quantifier-free
formula.
Note first that for all formulas ϕ, ∀x(ϕ) is equivalent to ¬∃x (¬ϕ), and there-
fore, one only has to consider the elimination of existential quantification ∃x. We
detail below a procedure removing the innermost existential quantifier, i.e. given
a formula ∃y ϕ(x1, . . . , xn, y) where ϕ is a quantifier-free formula, we generate
a quantifier-free formula ϕ′(x1, . . . , xn) equivalent to ∃y ϕ(x1, . . . , xn, y). By
definition, for all formulas ϕ1, ϕ2, the formulas ϕ1 ⇒ ϕ2 and ϕ1 ⇔ ϕ2 are re-
spectively equivalent to the formulas ¬ϕ1 ∨ ϕ2 and (ϕ1 ∧ ϕ2) ∨ (¬ϕ1 ∧ ¬ϕ2).
Therefore, without loss of generality, we can assume that the only Boolean con-
nectives occurring in ϕ are ∧, ∨ and ¬.
For a term t and a natural number n, we denote by n · t and n the terms
t+ . . .+ t︸ ︷︷ ︸
n
and 1 + . . .+ 1︸ ︷︷ ︸
n
respectively. Any term can be expanded to a1 · x1 +
. . . + an · xn + b with a1, . . . , an, b ∈ N. Also, we use the abbreviation t1 ≤ t2
to denote t1 = t2 ∨ t1 < t2. Since each equality t1 = t2 can be expressed
as t1 ≤ t2 ∧ t2 ≤ t1, we assume in the following that all atomic formulas
occurring the formula are either of the form t1 ≤ t2 or of the form t1 ≡m t2. Also,
without loss of generality, each variable occurs either on the left-hand side or on
the right-hand side but not both.
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1. Eliminate negation. Thanks to de Morgan’s laws, the negations can be
pushed inwards, i.e. ϕ can be transformed into Boolean combination of
atomic formulas or negations of atomic formulas. Then, since for all terms
t1, t2, the formulas ¬(t1 ≤ t2) and ¬(t1 ≡m t2) are respectively equivalent
to the formulas t2 + 1 ≤ t1 and
∨
k∈{1,...m∗−1}
(t1 ≡m t2 + k), one can re-
move negations. Also, using de Morgan’s laws, ϕ can be transformed into
a disjunction of conjunctions of atomic formulas. Note that for all formulas
ϕ1, ϕ2, ∃y (ϕ1∨ϕ2) is equivalent to (∃y ϕ1)∨(∃y ϕ2). So, in the remaining
steps of the procedure, it suffices to show how to transform a conjunction of
atomic formulas into an equivalent quantifier-free formula. Without loss of
generality we can assume that y appears in each conjunct.
We illustrate the remaining steps with the formula
∃y (y ≥ 0 ∧ x1 + x2 ≤ 2 · y + 3 ∧ x1 + 1 ≤ 2 · x2 + 3 · y ∧ y ≤ x1
∧ x1 + x2 + 1 ≡3 2 · y).
2. Uniformize the coefficients of y. Let a∗ > 0 be the least common multiple
of the coefficient of y. Each equation and inequation can be converted to
an equivalent formula in which the coefficient of y is a∗ by multiplying the
terms by the appropriate factor. For the congruence relations, one has also
to multiply the modulos :
t1 ≡m t2 iff k · t1 ≡k·m k · t2,
for all terms t1, t2 and integer numbers k,m > 0.
In our example, we get
∃y (6 · y ≥ 0 ∧ 3 · x1 + 3 · x2 ≤ 6 · y + 9 ∧ 2 · x1 + 2 ≤ 4 · x2 + 6 · y
∧ 6 · y ≤ 6 · x1 ∧ 3 · x1 + 3 · x2 + 3 ≡9 6 · y).
3. Eliminate the coefficients of y. Replace a∗ ·y by y′ in each atomic formula
and add the congruence relation y ′ ≡a∗ 0 as a new conjunct. By transposing
terms to compensate for the absence of substraction, we get a formula of
the form
∃y′

 ∧
j∈{1,...,p}
tj − sj ≤ y
′ ∧
∧
j∈{p+1,...,p+q}
y′ ≤ tj − sj
∧
∧
j∈{p+q+1,...,p+q+r}
y′ ≡mj tj − sj

 ,
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where tj, sj, with 1 ≤ j ≤ p+ q + r, are terms in which y ′ does not occur.
In our continuing example we get
∃y′ (0 ≤ y′ ∧ 3 · x1 + 3 · x2 − 9 ≤ y
′ ∧ 2 · x1 − 4 · x2 + 2 ≤ y
′
∧ y′ ≤ 6 · x1 ∧ y
′ ≡9 3 · x1 + 3 · x2 + 3 ∧ y
′ ≡6 0).
We now have a formula that asserts the existence of an integer number y ′
which is not smaller than certain lower bounds α1, . . . , αp and not larger
than certain upper bounds and which satisfies certain congruences. Let m∗
be the least common multiple of the moduli mp+q+1, . . . , mp+q+r. By defi-
nition, for all y′ ∈ Zn, y′+m∗ ≡mj y′ for all j ∈ {p+ q+1, . . . , p+ q+r}.
So, as y′ increases, the pattern of residues of y ′ modulomp+q+1, . . . ,mp+q+r
has periodm∗. Thus in searching for a solution to the congruences, one only
needs to search m∗ consecutive integers. Therefore, considering the lower
bounds, if there is a solution, then one of the following is a solution :
α1, α1 + 1, . . . , α1 +m∗ − 1,
α2, α2 + 1, . . . , α2 +m∗ − 1,
. . .
αp, αp + 1, . . . , αp +m∗ − 1.
The formula asserting the existence of a solution for y ′ can now be replaced
by a quantifier-free disjunction that asserts that one of the numbers in the
above matrix is an integer solution :
∨
k∈{0,...,m−1}
∨
j′∈{1,...,p}

 ∧
j∈{1,...,j′−1,j′+1,...,p}
tj − sj ≤ tj′ − sj′ + k
∧
∧
j∈{p+1,...,p+q}
tj′ − sj′ + k ≤ tj − sj
∧
∧
j∈{p+q+1,...,p+q+r}
tj′ − sj′ + k ≡mj tj − sj

 .
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In our continuing example, we get∨
k∈{0,...,17}
[
(3 · x1 + 3 · x2 − 9 ≤ k ∧ 2 · x1 − 4 · x2 + 2 ≤ k ∧ k ≤ 6 · x1
∧ k ≡9 3 · x1 + 3 · x2 + 3 ∧ k ≡6 0)
∨ (0 ≤ 3 · x1 + 3 · x2 − 9 + k ∧ 2 · x1 − 4 · x2 + 2 ≤ 3 · x1 + 3 · x2 − 9 + k
∧ 3 · x1 + 3 · x2 − 9 + k ≤ 6 · x1
∧ 3 · x1 + 3 · x2 − 9 + k ≡9 3 · x1 + 3 · x2 + 3 ∧ 3 · x1 + 3 · x2 − 9 + k ≡6 0)
∨ (0 ≤ 2 · x1 − 4 · x2 + 2 + k ∧ 3 · x1 + 3 · x2 − 9 ≤ 2 · x1 − 4 · x2 + 2 + k
∧ 2 · x1 − 4 · x2 + 2 + k ≤ 6 · x1
∧ 2 · x1 − 4 · x2 + 2 + k ≡9 3 · x1 + 3 · x2 + 3 ∧ 2 · x1 − 4 · x2 + 2 + k ≡6 0)
]
.
2.6 Size and Complexity
We define the size of numbers as follows. The size of an integer number a ∈ Z,
denoted size(a), is 1 if a = 0, and 1 + blog2 |a|c otherwise. The size of a rational
a/b, denoted size(a/b), where a ∈ Z, b ∈ N \ {0} and gcd(a, b) = 1 is size(a) +
size(b). The size of a m×n-matrix A, denoted size(A) is mn+
∑
i,j size(A[i, j]).
In order to reason about the complexity of the algorithms presented in this
thesis, we assume that direct memory accesses are performed in constant time and
that arithmetic operations are performed in unit time.
Chapter 3
Basic Algebra
3.1 Hulls in Q, Z and Zm
Let D be either Q, Z or Zm, and let S ⊆ Dn.
A vector x ∈ Dn is a linear combination over D of the vectors x1, . . . ,xk ∈
Dn if x = a1x1 + · · · + akxk, for some a1, . . . , ak ∈ D. By setting additional
constraints on the coefficients ai, one defines the conic, affine and convex combi-
nations over D :
• if a1, . . . , ak ≥ 0, then x is a conic combination over D,
• if a1 + . . .+ ak = 1, then x is an affine combination over D, and finally,
• if a1, . . . , ak ≥ 0 and a1 + . . . + ak = 1, then x is a convex combination
over D.
For a nonempty subset S ⊆ Dn, the linear (resp. conic, affine, convex) hull of
S over D is the set of all linear (resp. conic, affine, convex) combinations over D
of finitely many vectors of S, and is denoted by linD(S) (resp. coneD(S), affD(S),
convD(S)).
Proposition 6. Let S ⊆ Dn. For all a ∈ S,
1. a + linD(−a + S) = affD(S),
2. −a + affD(S) = linD(−a + S).
Proof.
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y
x
Figure 3.1: S = {(−16,−4), (−7,−1), (2, 2)}
1. Suppose x ∈ a + linD(−a + S). By definition, x = a +
∑p
i=1 ki(yi − a),
for some p ∈ N with yi ∈ S and ki ∈ D for all i ∈ {1, . . . , p}. So,
x = (1−
∑p
i=1 ki) · a +
∑p
i=1 kiyi, and by definition, x ∈ affD(S).
Conversely, suppose that x ∈ affD(S). By definition, x =
∑p
i=1 kiyi for
some p ∈ N, with yi ∈ S, ki ∈ D for all i ∈ {1, . . . , p} and
∑p
i=1 ki = 1.
Therefore, x = a +
∑p
i=1 ki(yi − a), and x ∈ a + linD(−a + S).
2. This is a direct consequence of the above result. Indeed, we have
−a + affD(S) = −a +
(
a + linD(−a + S)
)
= linD(−a + S).
Example 7. Given the set S = {(−16,−4), (−7,−1), (2, 2)}, displayed in Fig.3.1,
we have coneQ(S) = {(x, y) ∈ Q2 | x − 4y ≤ 0 ∧ x − y ≤ 0}, coneZ(S) =
{a1 · (−16,−4)+a2 · (−7,−1)+a3 · (2, 2) | a1, a2, a3 ∈ N}, affQ(S) = {(x, y) ∈
Q2 | x − 3y = −4}, affZ(S) = {(x, y) ∈ Z
2 | x − 3y = −4 ∧ x ≡9 2},
convQ(S) = {(x, y) ∈ Q
2 | x− 3y = −4 ∧−16 ≤ x ≤ 2} and convZ(S) = S =
{(−16,−4), (−7,−1), (2, 2)}. The sets coneQ(S), affQ(S), convQ(S), affZ(S),
convZ(S) and coneZ(S) are given in Fig.3.2, Fig.3.3, Fig.3.4, Fig.3.5, Fig.3.6
and Fig.3.7 respectively.
The vectors x1, . . . ,xp ∈ Dn are linearly independent over D if
∑p
i=1 aixi = 0
implies that ai = 0, ∀i ∈ {1, . . . , p}. The vectors x1, . . . ,xp ∈ Dn are affinely
independent over D if the vectors x1 − xj , . . . , xj−1 − xj, xj+1 − xj , . . . , xp − xj
are linearly independent over D for any j ∈ {1, . . . , p}.
If the vectors x1, . . . ,xp ∈ Dn are not linearly (resp. affinely) independent,
they are linearly (resp. affinely) independent.
Let S ⊆ Dn. A set GD-generates S if linD(G) = S. If in addition, the vectors
in G are linearly independent over D, then G is a D-basis of S.
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x
y
Figure 3.2: coneQ(S) = {(x, y) ∈ Q2 | x− 4y ≤ 0 ∧ x− y ≤ 0}
x
y
Figure 3.3: coneZ(S) = {a1·(−16,−4)+a2·(−7,−1)+a3·(2, 2) | a1, a2, a3 ∈ N}
x
y
Figure 3.4: affQ(S) = {(x, y) ∈ Q2 | x− 3y = −4}
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x
y
Figure 3.5: affZ(S) = {(x, y) ∈ Z2 | x− 3y = −4 ∧ x ≡9 2}
x
y
Figure 3.6: convQ(S) = {(x, y) ∈ Q2 | x− 3y = −4 ∧ −16 ≤ x ≤ 2}
y
x
Figure 3.7: convZ(S) = S = {(−16,−4), (−7,−1), (2, 2)}
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Let S ⊆ Dn and let d be the maximal number of affinely independent vectors
in S. The dimension of S is d− 1.
The rank of a matrix A ∈ Dm×n is the maximum number of linearly indepen-
dent columns in A when each column is considered as a vector.
3.2 Vector Space over Q, Affine Space over Q
Proposition 8. A set V ⊆ Qn is a vector space over Q iff V 6= ∅ and linQ(V ) =
V .
Proof. Direct consequence of the definitions.
By analogy, we define an affine space over Q as a nonempty set A ⊆ Qn such
that affQ(A) = A.
Proposition 9. Let S ⊆ Qn. There exists a unique vector space V over Q such
that affQ(S) = a + V for some a ∈ Qn.
Proof. Let a ∈ S and V = linQ(−a + S). Thanks to Proposition 6, affQ(S) =
a + V .
Suppose that affQ(S) = a′+V ′ for some a′ ∈ Qn and a vector space V ′ ⊆ Qn.
By construction, a + V = a′ + V ′. By definition, 0 ∈ V ∩ V ′, and therefore,
a = a′ + x′ for some x′ ∈ V ′ and a′ = a + x for some x ∈ V . So, we have
V = −a + (a + V ) = −a + (a′ + V ′) = −x′ + V ′.
Since V ′ is a vector space and x′ ∈ V ′, we have −x′ + V ′ = V ′ and we conclude
that V = V ′.
Proposition 10. Any vector space S ⊆ Qn has a Q-basis, and all Q-bases of S
have the same number of elements d ≤ n. If the set {x1, . . . ,xk} ⊆ S is a set of
linearly independent vectors, then it can be enlarged to form a Q-basis of S, that
is, there exist y1, . . . ,yt ∈ S such that {x1, . . . ,xk,y1, . . . ,yt} is a Q-basis of S.
Proof. See [Fra94].
Example 11. The set S = {(x, y) ∈ Q2 | 2x − y = 1} is a Q-affine space.
The vector space V associated to S is V = {(x, y) ∈ Q2 | 2x − y = 0}, i.e.
V = {(a, 2a) | a ∈ Q}. Note that S = (a, 2a − 1) + V for all a ∈ Q. Finally,
{(1, 2)} is a Q-basis of V .
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Proposition 12. Any sequence of vector spaces V1, V2, . . . ⊆ Qn such that V1 ⊂
V2 ⊂ . . . is finite and bounded by n+ 1.
Proof. By definition, dim(Vi) < dim(Vi+1) and 0 ≤ dim(Vi) ≤ n for all i, and
therefore, there are at most n + 1 vector spaces in the sequence.
3.3 Z- and Zm-Modules, Z- and Zm-Affine Modules
Let D be either Z or Zm.
Proposition 13. A set M ⊆ Qn is a D-module iff M 6= ∅ and linD(M) = M .
Proof. Direct consequence of the definitions.
By analogy, we define an affine D-module as a nonempty set A ⊆ Qn such
that affD(A) = A.
Proposition 14. Let S ⊆ Qn. There exists a unique D-module M such that
affD(S) = a +M for some a ∈ Dn.
Proof. The proof is similar to the proof of Proposition 9.
Proposition 15. Any D-module S ⊆ Dn has a D-basis, and all D-basis of S have
the same number of elements d ≤ n.
Proof. See [Jac89].
Proposition 16. For all k ∈ N, there exist a sequence of Z-modulesM1, . . .Mk+1 ⊆
Zn such that M1 ⊂ M2 ⊂ . . . ⊂ Mk+1.
Proof. Indeed, for any vector g ∈ Zn \ {0}, the sequence M1, . . . ,Mk+1 ⊆ Zn
where
Mi = linZ(2
k+1−i · g),
is such that Mi ⊂Mi+1 for all i ∈ {1, . . . , k}.
Proposition 17. Any sequence of Z-modules M1,M2, . . . ⊆ Zn such that M1 ⊂
M2 ⊂ . . . is finite.
Proof. See [Gra91].
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Propositions 12 and 16 emphasize a major difference between Z-modules and
vector spaces over Q. Another difference that will be relevant in the sequel is that
any set of linearly independent vectors of a vector space V over Q can enlarged
to form a Q-basis of V , whereas it is in general not possible to enlarge a set of
linearly independent vectors of a Z-module M to form a Z-basis of M .
Example 18. The set S = {(x, y) ∈ Z2 | 2x − y = 1} is an affine Z-module.
The Z-module M associated to S is M = {(x, y) ∈ Z2 | 2x − y = 0}, i.e.
M = {(a, 2a) | a ∈ Z}. Note that S = (a, 2a − 1) + M for all a ∈ Z. Finally,
{(1, 2)} is a Z-basis of M . Note that the set of (trivially) linearly independent
vector {(2, 4)} ⊆M can not be enlarged to form a basis of M .
3.4 Polyhedra
In this section, the definition domain is Q, i.e. all scalars and matrix components
are rational numbers and the domain of the variables is Q.
An inequation a.x ≤ b from Ax ≤ b is called an implicit equation in Ax ≤ b
if Ax ≤ b implies a.x = b.
Example 19. The implicit equations in the system x+2y−z ≤ −1∧−x−2y+z ≤
1 ∧ −x ≤ 0 are the inequations x + 2y − z ≤ 1 and −x− 2y + z ≤ −1.
We use the following notations (taken from [Sch86]) :
• A=x ≤ b= is the (possibly empty) subsystem of Ax ≤ b formed by the
implicit equations,
• A+x ≤ b+ is the (possibly empty) subsystem of Ax ≤ b formed by the
inequations which are not implicit equations.
If all solutions of a proper subsystem A′x ≤ b′ satisfy Ax ≤ b, then the
inequations of Ax ≤ b which do not appear in A′x ≤ b′ are redundant. If a
system Ax ≤ b has no redundant inequation, then it is called irredundant. It
is always possible to generate an irredundant system A′x ≤ b′ from a system
Ax ≤ b by removing successively one redundant inequation until there is no
redundant inequation left.
The set C ⊆ Qn is a cone if C = coneQ(C). A cone C is polyhedral if
C = {x ∈ Qn | Ax ≤ 0} for some rational matrix A. The coneC is generated by
the set G if C = coneQ(G). If there exists a finite set G such that C = coneQ(G),
then C is finitely generated.
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Theorem 20. A convex cone is polyhedral iff it is finitely generated.
Proof. See [Sch86].
A set P of vectors in Qn is called a (convex) polyhedron if P = {x ∈ Qn |
Ax ≤ b} for some rational matrix A and some rational vector b.
A set of vectors is a (convex) polytope if it is the convex hull of finitely many
vectors.
Theorem 21. A set P of vectors is a polyhedron iff P = Q+C for some polytope
Q and cone C.
Proof. See [Sch86].
In the remaining of this section, P denotes the polyhedron P = {x ∈ Qn |
Ax ≤ b}, with A ∈ Qm×n and b ∈ Qm.
The characteristic cone of P , denoted by char-cone(P ), is the set
char-cone(P ) = {y ∈ Qn | (∀x ∈ P )(x + y ∈ P )}
= {y ∈ Qn | Ay ≤ 0}.
The lineality space of P , denoted lin-space(P ), is the vector space
lin-space(P ) = {y | y ∈ char-cone(P ) ∧ −y ∈ char-cone(P )}
= {y ∈ Qn | Ay = 0}.
If the dimension of the lineality space is zero, P is said to be pointed. Note
that if P is pointed, then for any polyhedron P ′ with P ′ ⊆ P , P ′ is also pointed.
Theorem 22. If P = Q + C for some polytope Q and cone C, then C =
char-cone(P ).
Proof. See [Sch86].
Example 23. The polyhedron P = {(x, y) |

 −4 11 −1
−1 −3

[ x
y
]
≤

 −44
−9

} is
displayed in Figure 3.8. The characteristic cone of P is char-cone(P ) = {(x, y) |
 −4 11 −1
−1 −3

[ x
y
]
≤

 00
0

} and is displayed in Figure 3.9.
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x− y = 4
−x− 3y = −9
−4x + y = −4y
x
Figure 3.8: The polyhedron P = {(x, y) |

 −4 11 −1
−1 −3

[ x
y
]
≤

 −44
−9

}
−4x + y = 0
x
y
−x− 3y = 0
x− y = 0
Figure 3.9: The cone char-cone(P ) = {(x, y) |

 −4 11 −1
−1 −3

[ x
y
]
≤

 00
0

}
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Theorem 24. If P is a convex polyhedron, then convQ(P ∩ Zn) is also a polyhe-
dron, and char-cone(P ) = char-cone (convQ(P ∩ Zn)).
Proof. See [Sch86].
If c is a non-zero vector and b = max{c.x | Ax ≤ b} is well-defined, then
the set {x ∈ Qn | c.x = b} is a supporting hyperplane of P . A subset F of P is
called a face of P if either F = P , or F is the intersection of P with a supporting
hyperplane of P . A facet of P is a maximal (w.r.t. inclusion) face distinct from
P .
Theorem 25. F is a face of P iff F = {x ∈ P | A′x = b′} for some subsystem
A′x ≤ b′ of Ax ≤ b.
Proof. See [Sch86].
Theorem 26. If no inequation in A+x ≤ b+ is redundant in Ax ≤ b, then there
exists a one-to-one correspondence between facets of P and the inequations in
A+x ≤ b+, given by
F = {x ∈ P | a.x = b}
for any facet F of P and any inequation a.x ≤ b from A+x ≤ b+.
Proof. See [Sch86].
Theorem 27. The dimension of a face F of P is dim(P )− 1 iff F is a facet of P .
Proof. See [Sch86].
In the following lemmas, we assume that C is a cone with C = {x ∈ Qn |
Cx ≤ 0} and no inequation in C+x ≤ 0 is redundant in Cx ≤ 0.
Lemma 28. linQ(C) = {x ∈ Qn | C=x = 0}.
Proof. Since for all x ∈ C, C=x = 0, by definition of the linear hull, linQ(C) ⊆
{x ∈ Qn | C=x = 0}.
Suppose now that y ∈ Qn with C=y = 0. If there is no inequation in C+x ≤
0, then y ∈ C and y ∈ linQ(C). Suppose therefore that there are t inequations
in C+x ≤ 0, denoted by c1.x ≤ 0, . . . , ct.x ≤ 0. By definition, for each
i ∈ {1, . . . , t}, there exists yi ∈ C such that ci.yi = ai < 0. Let ci.y = bi and let
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z =
∑
i∈{1,...,t}
∣∣∣ biai ∣∣∣yi + y. By construction, z ∈ C. Indeed, C=z = 0 and for all
ci.x ≤ 0 in C+x ≤ 0, we have
ci.z = ci.(
∑
j∈{1,...,t}
∣∣∣∣ bjaj
∣∣∣∣yj + y)
≤ ci.(
∣∣∣∣ bjaj
∣∣∣∣yj + y)
≤ 0
We conclude that y ∈ linQ(C) since y is a linear combination of elements in
linQ(C).
Lemma 29. Let F be a facet of C, with F = {x ∈ C | c.x = 0} for some
inequation c.x ≤ 0 in C+x ≤ 0.
linQ(F ) = {x ∈ Q
n | C=x = 0 ∧ c.x = 0}.
Proof. Since for all x ∈ F , C=x = 0 and c.x = 0, by definition of the linear
hull, we have
linQ(F ) ⊆ {x ∈ Q
n | C=x = 0 ∧ c.x = 0}. (3.1)
Since c.x ≤ 0 is not an implicit equation in Cx ≤ 0, there exists y ∈ Qn such
that C=y = 0 but c.y 6= 0, and therefore, dim({x ∈ Qn | C=x = 0 ∧ c.x =
0}) = dim({x ∈ Qn | C=x = 0}) − 1. According to Lemma 28, linQ(C) =
{x ∈ Qn | C=x = 0}, and therefore, dim({x ∈ Qn | C=x = 0 ∧ c.x = 0}) =
dim(C)− 1. From Theorem 27, dim(F ) = dim(C)− 1, and we deduce that
dim({x ∈ Qn | C=x = 0 ∧ c.x = 0}) = dim(F ) (3.2)
From (3.1) and (3.2), and by definition of a linear hull, we conclude that
linQ(F ) = {x ∈ Q
n | C=x = 0 ∧ c.x = 0}. (3.3)
Lemma 30. For all faces F1, F2 of a cone C, we have
linQ(F1) = linQ(F2) ⇔ F1 = F2.
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Proof. Let c1, . . . , cm ∈ Qn such that C = {x ∈ Qn |
∧
i∈{1,...,m} ci.x ≤ 0}.
Thanks to Theorem 25, there exists a set I1 ⊆ {1, . . . , m} such that
F1 = {x ∈ C |
∧
i∈I1
ci.x = 0}.
Without loss of generality, we can assume that for all i ∈ {1, . . . , m}\I1, we have
F1 6⊆ {x ∈ Q
n | ci.x = 0}.
Similarly, there exists a set I2 ⊆ {1, . . . , m} such that
F2 = {x ∈ C |
∧
i∈I2
ci.x = 0},
and for all i ∈ {1, . . . , m} \ I1, we have
F2 6⊆ {x ∈ Q
n | ci.x = 0}.
By definition, F1 = F2 iff I1 = I2. Also, F1 and F2 are cones and thanks to
Lemma 28, we have
linQ(F1) = {x ∈ Q
n |
∧
i ∈ I1ci.x = 0}
linQ(F2) = {x ∈ Q
n |
∧
i∈I2
ci.x = 0}.
We prove that linQ(F1) = linQ(F2) iff I1 = I2.
• Clearly, if I1 = I2, then linQ(F1) = linQ(F2).
• Assume now that I1 6= I2. Without loss of generality, there exists j ∈ I2\I1.
By hypothesis, F2 ⊆ {x ∈ Qn | cj.x = 0} and thus
linQ(F2) ⊆ {x ∈ Q
n | cj.x = 0}.
Conversely, F1 6⊆ {x ∈ Qn | cj.x = 0} and so, we have
linQ(F1) 6⊆ {x ∈ Q
n | cj.x = 0}.
We deduce that linQ(F1) 6= linQ(F2).
So, we conclude that F1 = F2 iff I1 = I2 iff linQ(F1) = linQ(F2).
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3.5 Integer Solutions of Systems of Linear Equations
Let A ∈ Zm×n with rank(A) = r < n, and let X = (x1, . . . ,xn−r) ∈ Zn×(n−r).
The set {x1, . . . ,xn−r} is a complete set of solutions of Ax = 0 if x1, . . . ,xn−r
are linearly independent and if Axi = 0 for all xi ∈ {x1, . . . ,xn−r}. If in addi-
tion, the matrix X is prime then {x1, . . . ,xn−r} is a fundamental set of solutions.
If rank(A) = n, then 0 is the only solution to the linear system Ax = 0. In this
case, the fundamental set of solutions is the empty set.
Theorem 31. For any matrix A ∈ Zm×n, there exists a fundamental set of solu-
tions {x1, . . . ,xn−r}, with r = rank(A), for the system Ax = 0.
Proof. See [Smi61].
Theorem 32. If A ∈ Zm×n and b ∈ Zm are such that the linear system Ax = b
has at least one integer solution y ∈ Zn, then the set of integer solutions for the
linear system is :
{y +
n−r∑
i=1
aixi | ai ∈ Z}
where r = rank(A) and the set {x1, . . . ,xn−r} is a fundamental set of solutions
of the linear system Ax = 0.
Proof. See [Smi61].
3.6 Hilbert Basis and Integer Elements of Polyhe-
dra
In this section, we describe the concepts of Hilbert basis and of extended Hilbert
basis. The concept of (extended) Hilbert basis has been of interest in integer linear
programming problems [Sch86], in important unification problems [Kir89] and
even in the context of verification [BW01]. Many algorithms have been proposed
for generating the (extended) Hilbert basis given a system of linear (in)equations,
including [CF89, Pot91, Dom91, AC95, AC97].
Intuitively, an Hilbert basis is a finite set of integer vectors such that the pos-
itive integer combinations of those vectors correspond to the integer elements of
the cone generated by the set of vectors. Formally, we have the following defini-
tion.
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Definition 33. A finite set of integer vectors {y1, . . . ,ys} is an Hilbert basis if
coneQ(y1, . . . ,ys) ∩ Z
n = coneZ(y1, . . . ,ys).
We have the following theorem regarding Hilbert basis of polyhedral cone.
Theorem 34. For any polyhedral cone C, there exists an Hilbert basis y1, . . . ,ys
such that C ∩ Zn = coneZ(y1, . . . ,ys).
If C is pointed, then there is a unique minimal (w.r.t. inclusion) Hilbert basis.
Proof. See [Hil90, vdC31, GP79, Sch86].
Example 35. The (minimal) Hilbert basis of the set C ∩ Z2 with
C = {(x, y) |

 −4 11 −1
−1 −3

[ x
y
]
≤

 00
0

}
is {(1, 1), (1, 2), (1, 3), (1, 4)}.
So, Hilbert basis are the generators of the set of integer solutions of systems
of homogeneous inequations, and we can therefore relate this concept to that of
generators of the integer solutions of a system of homogeneous equations, i.e. a
fundamental set of solutions of the system. An important difference between those
concepts is that there exists no bounds on the number of elements in the smallest
Hilbert basis whereas the number of elements in the fundamental solutions of a
system of linear equations is bounded by the number of variables.
The concept of Hilbert basis can be extended as follows.
Definition 36. An extended Hilbert basis is a pair of finite sets X = {x1, . . . ,xt}
and Y = {y1, . . . ,ys} such that Y is an Hilbert basis. The elements in X are the
constants and the elements in Y are the periods of the basis. The set S generated
from (X, Y ) is the set X + coneZ(Y ).
The extended Hilbert basis is minimal if Y is a minimal Hilbert basis, and if
for all x ∈ X , x can not be decomposed into x′ ∈ X \ {x}, and y ∈ coneZ(Y )
such that x = x′ + y.
Remark 37. The concept of extended Hilbert basis is very similar to that of basis
presented in [AC95, RV02]. A major difference is that an extended Hilbert basis
is not defined with respect to a polyhedron, i.e. we do not impose that for any
extended Hilbert basis (X, Y ), X + coneZ(Y ) = P ∩ Zn for some polyhedron
P .
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We first present two properties of the extended Hilbert basis, and then we show
the relationship between extended Hilbert basis basis and polyhedra.
Lemma 38. Let (X, Y ) and (X, Y ′) be two extended Hilbert bases.
If X + coneZ(Y ) = X + coneZ(Y ′), then coneZ(Y ) = coneZ(Y ′).
Proof. Without loss of generality, it suffices to prove that for all y ∈ coneZ(Y ),
y ∈ coneZ(Y
′).
Let X = {x1, . . . ,xt} and let y ∈ coneZ(Y ). By hypothesis, for each x ∈ X ,
x+y ∈ X+coneZ(Y
′). We construct recursively the sequences xk1 ,xk2, . . . ∈ X
and yk2 ,yk3, . . . ∈ coneZ(Y ′) as follows. We choose xk1 = x1, and for all i ≥ 1,
xki+1 and yki+1 are any vector in X and coneZ(Y ′) respectively such that
xki + y = xki+1 + yki+1.
SinceX is finite, there is a positive integerm is such that xkm+1 ∈ {xk1, . . . ,xkm},
and for all 1 ≤ i 6= j ≤ m, xki 6= xkj . Let s with 1 ≤ s ≤ m such that
xkm+1 = xks . By construction, we have
m∑
i=s
xki + (m− s+ 1) · y =
m+1∑
i=s+1
xki +
m+1∑
i=s+1
yki
=
m∑
i=s
xki +
m+1∑
i=s+1
yki .
So, (m− s+1) ·y =
∑m+1
i=s+1 yki and (m− s+1) ·y ∈ coneZ(Y ′). By definition,
Y ′ is an Hilbert basis and coneZ(Y ′) = coneQ(Y ′) ∩ Zn. Since (m − s + 1) ·
y ∈ coneZ(Y
′), by definition, y ∈ coneQ(Y ′) and y ∈ Zn. We conclude that
y ∈ coneZ(Y
′).
Remark 39. In general, given a finite set X ⊆ Zn and two sets Y, Y ′ ⊆ Zn,
X + Y = X + Y ′ does not imply that Y = Y ′. For example, if X = {0, 1},
Y = {1, 3} and Y ′ = {1, 2, 3}, we have X + Y = X + Y ′ although Y 6= Y ′.
Lemma 40. Let (X, Y ) be an extended Hilbert basis.
If the cone coneQ(Y ) is pointed, then there exists a unique minimal extended
Hilbert basis (Xmin, Ymin), with Xmin ⊆ X such that
X + coneZ(Y ) = Xmin + coneZ(Ymin).
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Proof. Since coneQ(Y ) is pointed, then there exists a unique minimal Hilbert ba-
sis Ymin such that coneZ(Y ) = coneZ(Ymin).
Let Xmin be computed as follows. Initially, Xmin = X and while there exists
x ∈ Xmin such that x = x′ + y with y ∈ C ∩ Zn and x′ ∈ Xmin \ {x}, remove x
from Xmin.
By definition, (Xmin, Ymin) is minimal and we have
Xmin + coneZ(Ymin) = X + coneZ(Y ).
Suppose that there exists another minimal basis (X ′, Y ′) such that
X ′ + coneZ(Y
′) = X + coneZ(Y ).
We prove first that Ymin = Y ′ and then that Xmin = X ′.
1. By definition, we have
Xmin + coneZ(Ymin) = X
′ + coneZ(Y
′)
= X ′ + coneZ(Y
′) + coneZ(Y
′)
= Xmin + coneZ(Ymin) + coneZ(Y
′)
= Xmin + coneZ(Ymin ∪ Y
′) .
From Lemma 38, coneZ(Ymin) = coneZ(Ymin ∪ Y ′). Similarly, we show
that coneZ(Y ′) = coneZ(Ymin ∪ Y ′), and we deduce that coneZ(Ymin) =
coneZ(Y
′). Since Ymin and Y ′ are both minimal Hilbert basis, Ymin = Y ′.
2. Let x ∈ Xmin. By hypothesis x ∈ X ′ + coneZ(Y ′) and from above, we
have Ymin = Y ′. So, x = x′ + y for some x′ ∈ X ′ and y ∈ coneZ(Ymin).
Similarly, x′ ∈ Xmin + coneZ(Ymin), and therefore, x′ = x2 + y2 for some
x2 ∈ Xmin and y2 ∈ coneZ(Ymin). So, x = x2 + y + y2 with x2 ∈ Xmin
and y + y2 ∈ coneZ(Ymin). Since (Xmin, Ymin) is minimal, x = x2 and
so, y + y2 = 0. Finally, since C is pointed and y,y2 ∈ C, y = 0 = y2,
we deduce that x = x′, i.e. x ∈ X ′. We conclude that Xmin ⊆ X ′, and
similarly, one proves that X ′ ⊆ Xmin. So, X ′ = Xmin.
Thanks to Theorem 21, a polyhedron P can be decomposed into a polytope
Q and a cone C such that P = Q + C, and thanks to Theorem 22, C must
be the characteristic cone of P . We show in the following theorem1 that this
decomposition leads to the possibility of generating all the integer elements of P .
1The proof of the existence of an extended Hilbert basis generating the integer elements of a
polyhedron has been outlined in [Sch86], and the existence of a minimal extended Hilbert basis
when the polyhedron is pointed has been mentioned without proof in [RV02].
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Theorem 41. For any convex polyhedron, there exists an extended Hilbert basis
(X, Y ) such that P ∩ Zn = X + coneZ(Y ) and char-cone(P ) ∩ Zn = coneZ(Y ).
If P is pointed, then there exists a unique minimal extended Hilbert basis
(Xmin, Ymin) such that P ∩ Zn = Xmin + coneZ(Ymin) and char-cone(P ) ∩ Zn =
coneZ(Ymin).
Proof. Thanks to Theorem 21, P can be decomposed into a polytope Q and a
cone C such that P = Q + C, and thanks to Theorem 22, C = char-cone(P ).
Also, thanks to Theorem 34, there exists an Hilbert basis Y = {y1, . . . ,ys} such
that C ∩ Zn = coneZ(Y ). Based on the definition of a cone, one deduces that
C = coneQ(Y ).
Let B be the polytope B = {
∑s
j=1 bjyj | 0 ≤ bj ≤ 1}.
We show that P ∩ Zn =
(
(Q +B) ∩ Zn
)
+
(
C ∩ Zn
)
by proving the mutual
inclusion.
• Let x ∈ (Q + B) ∩ Zn and y ∈ C ∩ Zn, if z = x + y, then z ∈ Zn. Also,
x = x1 + x2 for some x1 ∈ Q and x2 ∈ B. So, z = x1 + x2 + y, i.e.
z = x1 +
s∑
j=1
(bj + b
′
j)yj,
such that 0 ≤ bj ≤ 1 and b′j ≥ 0. So, z = x′ + y′ such that x′ ∈ Q and
y′ ∈ C, and by definition, z ∈ P . So, we conclude that
P ∩ Zn ⊇ (Q +B) ∩ Zn + C ∩ Zn. (3.4)
• Suppose z ∈ P ∩Zn. By definition, z = x+ y for some x ∈ Q and y ∈ C.
By definition, y =
∑s
j=1 bjyj . Let ya,yb ∈ Qn such that
ya =
s∑
j=1
bbjcyj,
yb = y − ya.
By construction, we have ya ∈ C ∩ Zn, yb ∈ B and z = x + ya + yb.
Finally, since z ∈ Zn and ya ∈ Zn, x + yb ∈ Zn. So, z = x′ + y′ with
x′ ∈ (Q+B) ∩ Zn and y′ ∈ C ∩ Zn. We conclude that
P ∩ Zn ⊆ (Q +B) ∩ Zn + C ∩ Zn. (3.5)
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Since both Q and B are polytopes, (Q + B) ∩ Zn is finite, i.e. there exists a
finite set X = {x1, . . . ,xt} ⊆ Zn such that (Q+B)∩Zn = X , and thus, we have
P ∩ Zn = X + coneZ(Y ).
Suppose that P is pointed. By definition, coneQ(Y ) = C = char-cone(P ) is
pointed, and the claim is a direct consequence of Lemma 40.
Example 42. The (minimal) extended Hilbert basis of the set P ∩ Z2 with
P = {(x, y) |

 −4 11 −1
−1 −3

[ x
y
]
≤

 −44
−9

}
is ({(2, 3), (2, 4), (3, 2), (3, 3), (4, 2), (5, 2), (6, 2)}, {(1, 1), (1, 2), (1, 3), (1, 4)}).
Chapter 4
Finite Automata
In this section, we introduce the notion of finite automaton, which is a finite data-
structure used for representing potentially infinite sets of words. Two main prop-
erties of finite automata are that there is a canonical form, the minimum-state
automaton, and set operations are easily performed on automata.
4.1 Basic Definitions
An alphabet is a (non-empty) finite set of symbols. A word over an alphabet Σ is
a finite sequence of symbols taken from Σ. The symbol ε denotes the empty word,
i.e. the word containing no symbol. The length of a word w, denoted by |w|, is the
number of symbols in w. Given two words u and v, uv denotes the word formed
by the concatenation of u with v. A word u is a prefix of a word w if there exists
a word v such that uv = w. The set of prefixes of a word w is denoted by pre(w).
A language L over Σ is a set of words over Σ. We denote by Σ∗ (resp. Σ+) the set
of all (resp. non-empty) words over Σ.
Given two languages L1 and L2 over Σ, we define the left-quotient of L1 with
L2, denoted as L2 ÷ L1, as the set of suffixes that complete words from L2, such
that the resulting word is in L1. Formally, we have
L2 ÷ L1 = {v ∈ Σ
∗
r | uv ∈ L1 for some u ∈ L2}.
If L2 = {w}, we simply write w ÷ L1.
A finite automaton (FA) A is a quintuple (Q,Σ,∆, QI, QF), where
• Q is a finite set of states,
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• Σ is the input alphabet,
• ∆ : Q×Σ∗×Q is the transition relation. For each transition (q, w, q ′) ∈ ∆,
q is the origin, w is the label and q′ is the destination.
• QI is the set of initial states,
• QF ⊆ Q is the set of final states (also called accepting states).
If (q, w, q′) ∈ ∆ for q, q′ ∈ Q andw ∈ Σ∗, then we say that there is a transition
from q to q′ labeled by w. By extension, there is a path from q to q ′ labeled by
w if there exists a sequence of transitions (q0, w0, q1), . . . , (qk, wk, qk+1) such that
w = w1 · · ·wk and q0 = q and qk+1 = q′.
The set of words labeling paths from a state q1 to a state q2 in A is denoted
as LA(q1 → q2). The language accepted from a state q ∈ Q, denoted LA(q), is
the set of words labeling paths in A from the state q to a final state. The language
accepted by A, denoted by L(A), is the language accepted from the initial states.
Two FAs are equivalent if they accept the same language. A language L is regular
if there exists a FA A such that L(A) = L.
An interesting feature of finite automata is that testing whether there is at least
one word in the language accepted by a FA A can be done efficiently.
Proposition 43. There exists an algorithm AUTO EMPTY? which takes as argu-
ments a FA, A = (Q,Σ,∆, QI, QF) and tests whether the language accepted by
A is empty.
The time cost of AUTO EMPTY? is O(|∆|).
Proof. It suffices to test whether there is a path from an initial state to a final
state, and this can be achieved through a depth first search [Tar72], as shown in
Fig 4.1.
A FA A = (Q,Σ,∆, QI, QF) is reduced if for all states q ∈ Q, q is reachable
from an initial state and one can reach a final state from q, i.e. there exists an
inital strate qI ∈ QI and a final state qF ∈ QF such that LA(qI → q) 6= ∅ and
LA(q → qF) 6= ∅.
Lemma 44. There is a function AUTO REDUCE which, given a FA A, generates
an equivalent reduced FA A′. The time complexity of AUTO REDUCE is O(|A|).
Proof. First one performs a backward search from the accepting state and remove
all states from which there are no path towards an accepting state. Then one
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function AUTO EMPTY?(FA A = (Q, Σnr , ∆, QI, QF)) : {false , true }
1: var Qvisited : set of state;
2: q : state;
3: function EXPLORE-FW(state q) : {false , true }
4: var q′ : state;
5: w : word;
6: begin
7: Qvisited := Qvisited ∪ {q};
8: if q ∈ QF then return true ;
9: for each (q, w, q′) ∈ ∆, q′ ∈ Q \Qvisited do
10: if EXPLORE-FW(q′) then return true ;
11: return false ;
12: end
13: begin
14: for each q ∈ QI do
15: if EXPLORE-FW(q) then return true ;
16: return false ;
17: end
Figure 4.1: Function AUTO EMPTY?
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performs a forward search from all initial states and remove all states which are
not reachable.
Let A = (Q, σ,∆, QI, QF) be a FA. If for each transition (q, w, q′) ∈ ∆,
|w| ≤ 1, then A is in normal form. If for each transition (q, w, q ′) ∈ ∆, |w| = 1,
then A is in strong normal form. The FA A is deterministic if
• |QI| = 1,
• for all (q, w, q′) ∈ ∆, w 6= ε,
• for all distinct transitions (q, w1, q′1), (q, w2, q′2) ∈ ∆, w1 6∈ pre(w2) and
w2 6∈ pre(w1).
In the sequel, DFA stands for deterministic finite automaton.
Remark 45. If a DFA is in normal form, by definition it is also in strong normal
form.
We have the following well-known results from automata theory.
Proposition 46. There is an algorithm AUTO NORMALIZE that takes a FA
A = (Q,Σ,∆, Qinit , QF) as input and returns a FA in normal form A′ such that
L(A) = L(A′), and if A is deterministic, then A′ is also deterministic.
The time cost of AUTO NORMALIZE is O(|Q| + l), where l is the sum of the
lengths of the labels of all transitions in A, and the number of states in A′ is
|Q|+ l.
Proof. Let A′ = (Q ∪ Q′,Σ,∆′, Qinit , QF), where Q′ and ∆′ are computed from
Q and ∆ as follows. For each transition (q, w, q ′) ∈ ∆,
• if |w| ≤ 1, then one adds (q, w, q′) to ∆′,
• if |w| > 1, one adds |w − 1| new states q1, . . . , q|w|−1 to Q′ and adds
(q, α1, q1), (q1, α2, q2), . . . , (q|w|+1, α|w|, q′) to ∆′ where αi ∈ Σ for i ∈
{1, . . . , n} and α1 · · ·α|w| = w.
Proposition 47. There is an algorithm AUTO DETERMINIZE that takes a FA
A = (Q,Σ,∆, Qinit , QF) as input and returns a DFA in strong normal form A′
such that L(A) = L(A′).
The time cost of AUTO DETERMINIZE is O(2|Q|+|l|), where l is the sum of the
lengths of the labels of all transitions in A.
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Proof. First, one generates via the function AUTO NORMALIZE(A) a FA A′′ =
(Q′′,Σ,∆′′, Q′′I, Q
′′
F) in normal form, equivalent to A. Thanks to Proposition 46,
|Q|′′ ≤ l+|Q|. Then one constructs the finite automatonA′ = (Q′,Σ, δ′, {q′I}, Q′F)
such that
• Q′ is the power set of Q′′, i.e. the set of all subsets of Q′′,
• q′I = {q ∈ Q
′′ | ε ∈ LA′′(q
′ → q) for some q′ ∈ Q′′I},
• ∆′ is defined as follows. Given S1, S2 ⊆ Q′′ and α ∈ Σ, (S1, α, S2) ∈ ∆′ if
S2 = {q2 | (∃q1 ∈ S1)(α ∈ LA′′(q1 → q2)}, that is, S2 is exactly the sets of
states reachable in A′′ from states in S1 via paths labeled by α.
• Q′F is the set of subsets Q′′ containing at least one accepting state of A′′, i.e.
Q′F = {S ⊆ Q
′′ | S ∩Q′′F 6= ∅}.
By construction, A′ is a DFA in normal form and L(A′) = L(A).
If a DFA A = (Q,Σ,∆, QI, QF) is in normal form, for each state q and for
each symbol α ∈ Σ, there is at most one state q ′ such that (q, α, q′) ∈ ∆. Also,
for any transition (q, w, q′), |w| = 1, i.e. w ∈ Σ. In order to emphasize those
characteristics, the automaton will be described by the quintuple (Q,Σ, δ, qI, QF)
where {qI} = QI and the partial function δ : Q × Σ → Q is deduced from the
transition relation ∆ by setting δ(q, α) = q′ if (q, α, q′) ∈ ∆. If for all q′ ∈ Q,
(q, α, q′) 6∈ ∆, we have δ(q, α) = ⊥. Also, the partial function δ can be extended
to words in the following way.
• for all q ∈ Q, δˆ(q, ε) = q,
• for all states q ∈ Q, words w ∈ Σ∗ and symbols α ∈ Σ,
δˆ(q, αw) =
{
⊥ if δ(q, α) = ⊥
δˆ(δ(q, α), w) if δ(q, α) ∈ Q
Since δˆ(q, α) = δ(q, α) for all α ∈ Σ, there can be no disagreement between δ
and δˆ on arguments for which both are defined.
A DFA in strong normal formA = (Q,Σ, δ, qI, QF) is complete if δ(q, α) ∈ Q
for all q ∈ Q and α ∈ Σ. Given a DFA in strong normal formA = (Q,Σ, δ, qI, QF),
we construct an equivalent complete DFA A′ in strong normal form by adding a
new state q⊥ to Q and adding transitions labeled by α ∈ Σ from q to q⊥ for all
q ∈ Q such that δ(q, α) = ⊥. Note that a DFA in strong normal form can be
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q1 q2q0
α α
α
Figure 4.2: Example of FA which is not permutation-free
both reduced and complete. For example, the DFA A = ({qI},Σ, δ, qI, {qI}),
with δ(qI, α) = qI for all α ∈ Σ, accepting the language Σ∗ is both complete and
reduced.
Lemma 48. LetA = (Q,Σ, δ, qI, QF) be a DFA in strong normal form and q ∈ Q.
If δˆ(qI, w) = q, then w ÷ L(A) = LA(q).
Proof. This is a direct consequence of the definition of a DFA and of w ÷ L.
Indeed, wv ∈ L(A) iff δˆ(qI, wv) ∈ QF, and since A is a DFA, δˆ(qI, w) = q. So,
wv ∈ L(A) iff δˆ(q, v) ∈ QF, i.e. v ∈ w ÷ L(A) iff v ∈ LA(q).
Finally, we consider two structural aspects of FAs.
A strongly connected component (SCC) S of a FA A is a pair (Q′,∆′) such
that
• Q′ ⊆ Q,
• ∆′ = {(q, w, q′) ∈ ∆ | q, q′ ∈ Q′}, and,
• for all q, q′ ∈ Q′, LA(q → q′) 6= ∅.
An SCC (Q′,∆′) of A is maximal if for all q ∈ Q \ Q′ and q′ ∈ Q′, either
LA(q → q
′) = ∅ or LA(q′ → q) = ∅.
Given a FA A = (Q,Σ,∆, QI, QF), there is a (non-trivial) permutation of
a subset of states {q1, . . . , qk} ⊆ Q on the word w if for i ∈ {1, . . . , k}, w ∈
LA(qi → qp(i)), where p(1), . . . , p(k) is a (non-trivial) permutation of 1, . . . , k. A
FA is permutation-free[NP71] if there is no non-trivial permutation of any subset
Q′ on a word w. For example, the FA presented in Fig.4.2 is not permutation-free.
4.2 Minimal Automata
There is a well-known result in automata theory [Clu65, Har65, Hop71, HU79]
stating that the minimum-state complete DFA A in strong normal form accepting
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a regular language L is unique up to isomorphism, i.e. any complete DFA A′
in strong normal form accepting L has more states than A or is equal to A up
to renaming states. We give below a detailed proof of this result. The goal is
twofold. First, in most algorithms in this thesis, we do not use minimum-state
complete DFA but minimum-state reduced DFA, and the relationship between
those are easily deduced from the detailed proof. Secondly, in many algorithms we
use properties of minimum-state DFA that are clearly apparent from the detailed
proof.
An equivalence relation R on Σ∗ such that (u, v) ∈ R implies that (uw, vw) ∈
R for all words w ∈ Σ∗ is right invariant (with respect to concatenation).
Proposition 49. Let R be a right invariant equivalence relation on Σ∗ of finite
index and L be the union of some equivalence classes of R.
There exists a complete DFAA such that L(A) = L and such that the number
of states in A is bounded by the number of equivalence classes of R.
Proof. Let A = (Q,Σ, δ, qI, QF) where
• Q = {[u]R | u ∈ Σ
∗}.
• For each α ∈ Σ and [u]R ∈ Q, δ([u]R, α) = [uα]R.
• qI = [ε]R.
• QF = {[u]R | u ∈ L}.
By hypothesis, Q is finite and the definition of δ is consistent. Indeed, for all
u′ ∈ [u]R, (u, u′) ∈ R and since R is right-invariant, for any α ∈ Σ, [u′α]R =
[uα]R.
For all u ∈ Σ∗ and [u]R ∈ Q, we prove by induction on the size of u that
δˆ([ε]R, u) = [u]R. This is trivially true for ε. Suppose that the property holds
for words of length smaller or equal to k and u = ukα with α ∈ Σ, uk ∈ Σ∗
and |uk| = k. By inductive hypothesis, δˆ([ε]R, uk) = [uk]R, and by construction,
δ([uk]R, α) = [ukα]R.
From above, we conclude that A is a complete DFA with L(A) = L.
We may associate with an arbitrary language L a right invariant equivalence
relation RL on Σ∗ such that for any word u, v ∈ Σ∗, (u, v) ∈ RL iff for each word
w ∈ Σ∗, either uw, vw ∈ L or uw, vw 6∈ L.
Proposition 50. Let A(Σ, Q, δ, qI, QF) be a complete DFA and let RA be the re-
lation on Σ∗ such that for all words u, v ∈ Σ∗, (u, v) ∈ RA iff δˆ(qI, u) = δˆ(qI, v).
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• The relationRA is a right invariant equivalence relation and is a refinement
of RL, and
• L(A) is a union of equivalence classes of RA.
Proof.
• Clearly, RA is an equivalence relation. In addition, by definition, for all
words u, v ∈ Σ∗, if (u, v) ∈ RA, then δˆ(qI, u) = δˆ(qI, v). Therefore, for
all words w, δˆ(qI, uw) = δˆ(qI, vw) and (uw, vw) ∈ RA, i.e. RA is right
invariant. Also, for all words u, v, if v ∈ [u]RA , δˆ(qI, u) = δˆ(qI, v), and
therefore, for all words w, δˆ(qI, uw) = δˆ(qI, vw), and so, uw ∈ L iff vw,
i.e. v ∈ [u]RL and RA is a refinement of RL.
• By definition, L(A) = ∪q∈QF{u ∈ Σ∗ | δˆ(qI, u) = q}, and therefore,
L(A) = ∪q∈QF,u∈LA(qI→q)[u]RA
Proposition 51 (The Myhill-Nerode Theorem, [HU79]). Let L ⊆ Σ∗. The fol-
lowing three statements are equivalent.
• L is accepted by some finite automaton.
• L is the union of some equivalence classes of a right invariant equivalence
relation of finite index.
• The equivalence relation RL is of finite index and for any DFA A accepting
L, RA is a refinement of RL.
Proof. Direct consequence of Propositions 49 and 50.
A direct consequence of the Myhill-Nerode Theorem is that for any regular
language L, there exists a minimum-state complete DFA A accepting L unique
up to isomorphism. That is, the number of states in A is smaller or equal to the
number of states of any complete DFA A′ accepting L, and if the equality holds,
thenA′ is identical toA up to renaming of states. We callA the complete minimal
DFA accepting L.
Proposition 52. Given a regular language L, the complete minimal DFA A =
(Q,Σ, δ, qI, QF) with L(A) = L is determined uniquely up to isomorphism.
Proof. Let A′ = (Q′, σ, δ′, q′I, Q′F) be a complete DFA with L(A′) = L.
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Without loss of generality, we can assume that each state of A′ is reachable
since otherwise, the states that are not reachable can be removed without altering
the language accepted by A.
For each q ∈ Q′F, let uq ∈ Σ∗ such that δˆ′(q′I, uq) = q.
Since A′ is complete, each equivalence class [u]RA′ of the equivalence relation
RA′ can be associated to one and only one state q ∈ Q′ such that
[uq]RA′ = LA′(qI → q).
Let A = (Q,Σ, δ, qI, QF) be the complete DFA accepting L defined as in
Proposition 49 when the right invariant equivalence relation is RL. By construc-
tion, there is a bijection between the states q of A and the equivalence classes
[uq]RL of RL such that for all v ∈ Σ∗, δˆ(q′I, v) = q iff v ∈ [uq]RL .
Thanks to Proposition 50, RA′ is a refinement of RL, and therefore, for each
word v ∈ Σ∗, if δ′(qI, v) = q then LA′(qI → q) = [v]RA′ ⊆ [v]RL . Since both
A and A′ are complete DFAs where all states are reachable from the initial state,
we deduce that |Q| ≤ |Q′|. If the equality holds, then each state q ′ ∈ Q′ can
be identified with a state q ∈ Q such that LA(qI → q) = LA′(q′I → q′), and
therefore, A′ is equal to A up to isomorphism.
Let A = (Q,Σ, δ, qI, QF) be a minimal complete DFA. From the proof above,
we deduce the following properties of the minimal complete DFA. We first define
a sink state q as a state such that δ(q, α) = q for all α ∈ Σ. A sink-state q is
accepting if q ∈ QF and non-accepting otherwise.
Proposition 53. For each state q, q′ ∈ Q, LA(q) 6= LA(q′) iff q 6= q′.
Proof. If LA(q) 6= LA(q′), then by definition, q 6= q′.
Conversely, if LA(q) = LA(q′), then q = q′ since otherwise, q and q′ could be
merged and A would not be minimal.
Proposition 54. If A is not reduced, then there exists one and only one non ac-
cepting sink state q⊥. Also, for all v ∈ Σ∗ such that for all w ∈ Σ∗, vw 6∈ L(A),
δ(qI, v) = q⊥.
Proof. Direct consequence of the proof of Proposition 52.
Based on Proposition 53, there exists an algorithm which, when input a DFA,
returns the equivalent minimal complete DFA.
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Proposition 55. There is an algorithm AUTO MINIMIZEC that takes a DFA
A = (Q,Σ, δ, Qinit , QF) as input and returns the equivalent minimal complete
DFA A′. The time cost of AUTO MINIMIZEC is O(|Q| log(|Q|)).
Proof. Given in [Hop71].
In many algorithms presented in this thesis, we will require DFAs to be re-
duced. So, we define naturally the reduced minimal DFA accepting a regular
language L as the minimum-state reduced DFA Amin accepting L. We show that
Amin is the reduced DFA obtained from the complete minimal DFA Acmin essen-
tially by removing the non-accepting sink state q⊥ (if any) in Acmin as well as all
transitions whose destination state is q⊥.
First, note that given an alphabet Σ, the reduced minimal DFA accepting ∅ is
Amin = ({qI},Σ, δ, qI, ∅) with δ(qI, α) = ∅ for all α ∈ Σ.
Proposition 56. Let L 6= ∅ be a regular language and Acmin = (Q,Σ, δ, qI, QF)
be the complete minimal DFA accepting L.
• If Acmin is reduced, then let Amin = Acmin.
• If Acmin is not reduced, then let Amin be the DFA obtained by removing the
non-accepting sink state s⊥ of Acmin as well as all transitions incoming in
s⊥.
We have that Amin is a reduced DFA accepting L and for any DFA A accepting
L, A has more states than Amin or is equal to Amin up isomorphism.
Proof.
• Suppose Acmin is reduced. For all reduced DFAs A accepting L, without
loss of generality, we can assume that all states of A are reachable and
so, A must be complete (otherwise L(A) 6= L), and therefore, thanks to
Proposition 52, either A has more states than Amin or they are equal up to
isomorphism.
• Suppose Acmin is not reduced. Thanks to Proposition 54, there exists a non-
accepting sink state and Amin is well-defined. Also, by definition, Amin is a
reduced DFA.
LetA be a reduced DFA accepting L. By definition,A is not complete but it
can be completed by adding a new state q⊥ and transitions labeled by α ∈ Σ
from q to q⊥ for all states q of A having no outgoing transitions labeled by
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α. Let Ac be this complete DFA. Thanks to Proposition 52, either Ac has
more states than Acmin or they are equal up to isomorphism. Consequently,
A has more states than Amin or they are equal up to isomorphism.
From the above proposition and thanks to Proposition 55, we conclude this
part with the following proposition.
Proposition 57. There is an algorithm AUTO MINIMIZE that takes a DFA
A = (Q,Σ, δ, Qinit , QF) as input and returns the equivalent minimal reduced
DFA Amin.
The time cost of AUTO MINIMIZE is O(|Q| log(|Q|)).
Proof. It suffices to construct the complete minimal DFA Acmin accepting L(A)
and then to generate the reduced minimal DFA Amin as in Proposition 56.
4.3 Set Operations on Finite Automata
In this subsection, we briefly recall the cost of algorithms performing basic set
operations on DFA. A description of the algorithms can be found in [HU79, Per90,
Boi99]. Note that we assume that for each DFA, all states are reachable from the
initial state.
Proposition 58. There exists an algorithm AUTO PRODUCT which takes as ar-
guments two complete DFAs in normal form, A1 = (Q1,Σ1, δ1, qI,1, QF,1) and
A1 = (Q2,Σ2, δ2, qI,2, QF,2), and computes a complete DFA in normal form A
over the alphabet Σ1 × Σ2 accepting the language
{(w1, w2) | w1 ∈ L(A1) ∧ w2 ∈ L(A2) ∧ |w1| = |w2|}.
The time cost of AUTO PRODUCT is O(|Q1| · |Q2| · |Σ1| · |Σ2|).
Proof. Construct the DFA A = (Q1 × Q2,Σ1 × Σ2, δ, (qI,1, qI,2), QF,1 × QF,2)
where δ is such that δ
(
q1, q2), (α1, α2)
)
= (q′1, q
′
2) for each q1, q′1 ∈ Q1, q2, q′2 ∈
Q2, α1 ∈ Σ1 and α2 ∈ Σ2 such that δ1(q1, α1) = q′1 and δ2(q2, α2) = q′2.
Proposition 59. There exists an algorithm AUTO INTERSECTION which takes as
arguments two complete DFAs in normal form, A1 = (Q1,Σ, δ1, qI,1, QF,1) and
A1 = (Q2,Σ, δ2, qI,2, QF,2), and computes a complete DFA in normal form A
accepting the language L(A1) ∩ L(A2).
The time cost of AUTO INTERSECTION is O(|Q1| · |Q2| · |Σ|).
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Proof. Construct A = (Q1 × Q2,Σ, δ, (qI,1, qI,2), QF,1 × QF,2) where δ is such
that δ
(
(q1, q2), α
)
= (q′1, q
′
2) for each q1, q′1 ∈ Q1, q2, q′2 ∈ Q2, α ∈ Σ such that
δ1(q1, α) = q
′
1 and δ2(q2, α) = q′2.
Proposition 60. There exists an algorithm AUTO UNION which takes as argu-
ments two complete DFAs in normal form, A1 = (Q1,Σ, δ1, qI,1, QF,1) and
A2 = (Q2,Σ, δ2, qI,2, QF,2), and computes a DFA A accepting the language
L(A1) ∪ L(A2).
The time cost of AUTO UNION is O(|Q1| · |Q2| · |Σ|).
Proof. Construct A = (Q1 × Q2,Σ, δ, (qI,1, qI,2), (QF,1 × Q2) ∪ (Q1 × QF,2)),
where δ is such that δ
(
q1, q2), α
)
= (q′1, q
′
2) for each q1, q′1 ∈ Q1, q2, q′2 ∈ Q2,
α ∈ Σ such that δ1(q1, α) = q′1 and δ2(q2, α) = q′2.
Proposition 61. There exists an algorithm AUTO COMPLEMENT which takes as
arguments a complete DFA in normal form, A = (Q,Σ, δ, qI, QF) and computes
a DFA A′ over the alphabet Σ accepting the language Σ∗ \ L(A).
The time cost of AUTO COMPLEMENT is O(|Q|).
Proof. The complete DFA A′ is (Q,Σ, δ, qI, Q \QF).
Proposition 62. There exists an algorithm AUTO DIFFERENCE which takes as
arguments two complete DFAs in normal form, A1 = (Q1,Σ, δ1, qI,1, QF,1) and
A1 = (Q2,Σ, δ2, qI,2, QF,2), and computes a DFA A accepting the language
L(A1) \ L(A2).
The time cost of AUTO DIFFERENCE is O(|Q1| · |Q2| · |Σ|).
Proof. The complete DFA A is AUTO INTERSECTION(A1 , A3), where
A3 = AUTO COMPLEMENT(A2).
Proposition 63. There exists an algorithm AUTO INCLUDED? which takes as
arguments two complete DFAs in normal form, A1 = (Q1,Σ, δ1, qI,1, QF,1) and
A1 = (Q2,Σ, δ2, qI,2, QF,2), and tests whether L(A1) ⊆ L(A2).
The time cost of AUTO INCLUDED? is O(|Q1| · |Q2| · |Σ|).
Proof. This test can be done by checking the emptiness of the difference between
A1 and A2.
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Proposition 64. There exists an algorithm AUTO REVERSE which takes as argu-
ment a FA A = (Q,Σ,∆, QI, QF) and computes a FA AR such that for all words
w ∈ Σ∗, w ∈ L(A) iff wR ∈ L(AR), where wR denotes the word w written from
right to left.
The time cost of AUTO REVERSE is O(|∆| + l) where l is the sum of the lengths
of the labels of all transitions in A.
Proof. The FAAR is (Q,Σ,∆R, QF , QI) such that (q, w, q′) ∈ ∆ iff (q′, wR, q) ∈
∆R.
The last operation presented in this section is the operation of homomorphism.
A homomorphism is a function f : Σ∗1 → Σ∗2 such that for any two words
w1, w2 ∈ Σ
∗
1, we have f(w1w2) = f(w1)f(w2). According to this definition,
a homomorphism is defined by the relation {(α, f(α)) | α ∈ Σ}. Applying a
homomorphism to an automaton A consists of computing an automaton A′ such
that L(A′) = {f(w) | w ∈ L(A)}. We have the following proposition.
Proposition 65. There exists an algorithm AUTO HOMOMORPHISM which takes
as arguments one FA in strong normal form, A = (Q,Σ,∆, QI, QF) and a ho-
momorphism f : Σ∗ → Σ∗f , and computes a FA Af such that for all words
w ∈ Σ∗, w ∈ L(A) iff f(w) ∈ L(Af ). The time cost of AUTO HOMOMORPHISM
is O(|∆|).
If for all α ∈ Σ, f(α) ∈ Σf , then Af is in strong normal form.
Proof. We have Af = (Q,Σf ,∆f , QI, QF) such that for all (q, α, q′) ∈ ∆, we
have (q, f(α), q′) ∈ ∆f , and there are no other transition in ∆f .
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Chapter 5
Number Decision Diagrams
In this chapter, we explain how automata can represent particular sets of integer
vectors. In addition, we give some properties of the proposed encoding scheme.
5.1 Automata-Based Representations of Integer Vec-
tor Sets
This idea of representing sets of integer by automata goes back at least to [Buc60]
and it consists in establishing mappings between vectors and words, the mappings
being based on the positional expression of numbers, with a signed-complement
system for negative integers.
Given a positive integer number r > 1, any positive number z can be expressed
as a sum of powers of r, z =
∑p−1
i=0 air
i, with ai ∈ {0, . . . , r−1}, for some p ∈ N.
The sequence ap−1ap−2 . . . a0 is then a word on the alphabet Σr = {0, . . . , r− 1}.
The elements of Σr are called digits, and as defined, the encoding proposed is
characterized by the fact that we start with the coefficient of the highest power
of r in the decomposition, it is therefore called most significant digit first (msdf).
This encoding scheme is easily generalized to integer numbers by using the r-
complement scheme according to which the encoding of a negative integer z with
−rp ≤ z < 0 is given by the last p + 1 digits of rp+1 + z.
Remark 66. If a0, . . . , ap ∈ {0, . . . , r− 1} and z ∈ Z, with −rp ≤ z < 0, satisfy
the relation
rp+1 + z =
p∑
i=0
ai · r
i,
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then rp+1 + z = (r − 1) · rp + rp − z wih 0 ≤ rp − z < rp. Therefore, we have
ap = r − 1 and
z = −rp+1 + ap · r
p +
p−1∑
i=0
ai · r
i
= −
ap
r − 1
· rp +
p−1∑
i=0
ai · r
i.
If a0, . . . , ap ∈ {0, . . . , r − 1} and z ∈ Z, with 0 ≤ z < rp, satisfy the relation
z =
p∑
i=0
ai · r
i,
then ap = 0 and
z = ap · r
p +
p−1∑
i=0
ai · r
i
= −
ap
r − 1
· rp +
p−1∑
i=0
ai · r
i.
Formally, we have the following definition.
Definition 67. Given an encoding basis r > 1, a word w = apap−1 . . . a0 with
p ∈ N, ap ∈ {0, r− 1} and ai = {0, . . . , r− 1} for i ∈ {0, . . . , p− 1}, is an msdf
r-encoding of an integer z ∈ Z, denoted by 〈w〉r = z, if
z = −
ap
r − 1
· rp +
p−1∑
i=0
air
i.
For example, the words 0120 and 2201 are 3-encodings of the numbers 15 and
−8 respectively.
Note that a word w ∈ Σ∗r is an r-encoding of some integer z if and only if
|w| ≥ 1 and the first symbol a of w belongs to {0, r − 1}. If a = r − 1, then
z < 0, and conversely, if a = 0, z ≥ 0. The first digit of w is therefore called the
sign digit. Also, two r-encodings of the same number differ only by the repetitions
of the sign digit, as proved in the following lemma.
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Lemma 68. Let w1, w2 ∈ (Σr)+ be r-encodings.
There exist a ∈ {0, r − 1} and w ∈ Σ∗r such that w1 = ak1w and w2 = ak2w
for some k1, k2 ∈ N \ {0} if and only if w1 and w2 are r-encodings of the same
number.
Proof.
• Suppose that w1, w2 ∈ Σ+r are r-encodings of some z ∈ Z. Without loss of
generality, assume that |w1| ≤ |w2|, and let a1,|w1|−1, a2,|w2|−1 ∈ {0, r − 1}
and a1,0, . . . , a1,|w1|−2, a2,0, . . . , a2,|w2|−2 ∈ {0, . . . , r − 1} such that w1 =
a1,|w1|−1 . . . a1,0 and w2 = a2,|w2|−1 . . . a2,0. By definition of the encoding
scheme, we have
〈w1〉r = −r
|w1|−1
a1,|w1|−1
r − 1
+
|w1|−2∑
i=0
a1,ir
i (5.1)
〈w2〉r = −r
|w2|−1
a2,|w2|−1
r − 1
+
|w2|−2∑
i=0
a2,ir
i. (5.2)
The sign digits of w1 and w2 must be equal and so, a1,|w1|−1 = a2,|w2|−1 = a.
Since 〈w1〉r = z = 〈w2〉r, we deduce that
0 = −r|w2|−1
a
r − 1
+
|w2|−2∑
i=|w1|
a2,ir
i+(a2,|w1|−1+
a
r − 1
)r|w1|−1+
|w1|−2∑
i=0
(a2,i−a1,i)r
i.
(5.3)
So, a2,i = a1,i for i ∈ {0, . . . , |w1| − 2} and
−r|w2|−1
a
r − 1
+
|w2|−2∑
i=|w1|−1
a2,ir
i = −r|w1|−1
a
r − 1
. (5.4)
If a = 0, then
∑|w2|−2
i=|w1|−1
a2,ir
i = 0, and so a2,i = 0 for i ∈ {|w1|, . . . , |w2|−
1}. Conversely, if a = r − 1, then
∑|w2|−2
i=|w1|−1
a2,ir
i = r|w2| − r|w1|. Since
a2,i ≤ r − 1, for all i ∈ {|w1| − 1, . . . , |w2| − 2},
∑|w2|−2
i=|w1|−1
a2,ir
i =
r|w2| − r|w1| iff a2,i = r − 1 for all i ∈ {|w1| − 1, . . . , |w2| − 2}.
• Suppose that there exist a ∈ {0, r − 1} and w ∈ Σ∗r such that w1 = ak1w
and w2 = ak2w for some k1, k2 ∈ N \ {0}. We show that for any k,
〈ak〉r = 〈a〉r.
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Once this is proved, by definition of the encoding scheme, we deduce that
〈akw〉r = 〈aw〉r, and therefore we have
〈ak1w〉r = 〈a
k2w〉r.
Clearly, if k = 1, then 〈ak〉r = 〈a〉r. If k ≥ 2, by definition of the encoding
scheme, we have
〈ak〉r = −r
k−1 a
r − 1
+
k−2∑
i=0
ria
= −
rk−1
r − 1
a +
rk−1 − 1
r − 1
a
= −
a
r − 1
= 〈a〉r.
Definition 69. The r-encoding of z ∈ Z having no repetition of the sign digit is
called the minimal r-encoding of z.
Note that thanks to Lemma 68, given an integer z ∈ Z, the minimal r-encoding
of z is unique.
In order to encode a vector z ∈ Zn, it suffices to read synchronously one digit
from the encodings of all its components, provided that these encodings share
the same length. This requirement can always be met by prefixing the minimal
r-encodings of the components by a sequence of copies of their sign digit. An
r-encoding of a vector z ∈ Zn can indifferently be viewed as a tuple of n words in
(Σr)
∗ or as a word in (Σnr )∗. In the following, we adopt the latter, and therefore,
each symbol α ∈ Σnr is a tuple of digits (a1, . . . , an) with ai ∈ {0, . . . , r−1}. For
convenience, the ith element of α is denoted α[i].
Formally, we have the following definition.
Definition 70. Given a dimension n ≥ 0 and an encoding basis r > 1, a word
w = αpαp−1 . . . α0 over Σ
n
r , with p ∈ N and p ≥ 1, is a (msdf) r-encoding
of an integer vector z ∈ Zn, denoted 〈w〉r,n = z if for each j ∈ {1, . . . , n},
〈αp[j]αp−1[j] . . . α0[j]〉r = z[j].
The synchronous encoding scheme ES(r) is the relation that associates to a
vector z ∈ Zn the words w ∈ (Σnr )∗ such that z = 〈w〉r,n.
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Note that a wordw ∈ (Σnr )∗ is an r-encoding of some integer vector if and only
if |w| ≥ 1 and the first symbol ofw belongs to {0, r−1}n. Generalizing the notion
of sign digit, the first symbol of any r-encoding is called the sign symbol. Since
sets of integer vectors whose components are all positive will play an important
role in the sequel, for convenience, we will use the symbol o to denote (0, . . . , 0).
Lemma 68 easily generalizes to the vector case as follows.
Lemma 71. Let w1, w2 ∈ (Σnr )+ be r-encodings.
There exist α ∈ {0, r − 1}n and w ∈ (Σnr )∗ such that w1 = αk1w and w2 =
αk2w for some k1, k2 ∈ N \ {0} iff w1 and w2 are r-encodings of the same vector.
Proof. Direct consequence of the encoding scheme and of Lemma 68.
As in the case of a single integer, we deduce from the above lemma the exis-
tence of an r-encoding of an integer vector with minimal length.
Definition 72. The encoding of z ∈ Zn having no repetition of the sign symbol is
called the minimal r-encoding of z.
Note that thanks to Lemma 71, given an integer vector z ∈ Z, the minimal
r-encoding of z is unique. Also, the sign symbols of all encodings of a vector are
identical. We define the function signr : Zn → ΣnR such that signr(z) returns the
sign symbol of the r-encodings of z.
Remark 73. By definition, for all x ∈ Zn, we have signr(x) = αsign iff for all
i ∈ {1, . . . n},
{
x[i] < 0 if αsign[i] = r − 1
x[i] ≥ 0 if αsign[i] = 0 .
Let S ⊆ Zn with n ≥ 1. If the languageL(S) containing all the r-encodings of
all the vectors in S is regular, then any finite automaton A = (Q,Σnr ,∆, QI, QF)
accepting L(S), i.e. such that L(A) = L(S), is a Number Decision Diagram
(NDD), and we say that A represents S and S is recognizable with respect to the
synchronous encoding scheme ES(r). In this paper, we use the following nota-
tions. We denote by SqA the set of integer vectors whose encodings label paths
from any qI ∈ QI to q in the NDD A, and by SA the set of integer vectors repre-
sented by the NDD A.
The choice of accepting all the encodings of the elements in the set is based
on the fact that most set operations on sets recognizable with respect to ES(r) can
be performed by applying the corresponding operations on the automata. There is
only some extra cost for the projection operation [Boi99, BL01].
Automata-based representations of sets of integer vectors have been studied
for a long time, at least back to [Buc60]. We conclude this section by providing
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two important results regarding recognizable sets of integer vectors. The first
theorem characterizes the sets of integer vectors that are recognizable with respect
to ES(r), for some r > 1, the second characterizes the sets that are recognizable
with respect to ES(r), for all r > 1.
Theorem 74. The sets definable in the first order theory 〈Z, 0, 1,+, Vr, <〉, where
Vr is the function defined as follows.
Vr : Z → Z : z 7→
{
the greatest power of r dividing z if z 6= 0,
1 if z = 0.
correspond exactly to the sets that are recognizable with respect to the synchronous
encoding scheme ES(r), r > 1.
Proof. [Buc60, McN63, Bru85, MP86, Vil92, Boi99]
Theorem 75. The sets definable in the first order theory 〈Z, 0, 1,+, <〉 corre-
spond exactly to the sets that are recognizable with respect to all synchronous
encoding schemes ES(r) with r > 1.
Proof. [Cob69, Sem77, BHMV94, MV96, Muc03]1.
Finally, we give the bound on the size of the minimal NDD representing a set
defined by a Presburger formula ϕ.
Theorem 76. For any Presburger formula ϕ(x1, . . . , xn), there exists a com-
plete minimal NDD A accepting the (msdf) r-encodings of the elements of the set
S = {(x1, . . . , xn) ∈ Z
n | ϕ(x1, . . . , xn)} with at most 22
2
|ϕ|
states.
Proof. [Kla04b, Kla04a].
5.2 Basic Operations on NDDs
In this section, we detail procedures for performing basic operations on NDDs.
The operations of intersection, union, complement, difference and product can be
directly performed on the corresponding operations on automata. The procedure
corresponding to the projection is similar to the operation of homomorphism but
required some additional considerations.
1The proofs actually apply to subsets of Nn. The generalization to subsets of Zn is immediate.
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Theorem 77. Let A1 = (Q1,Σnr , δ1, qI,1, QF,1) and A2 = (Q2,Σnr , δ2, qI,2, QF,2)
be deterministic NDDs in strong normal form representing the set S1 ⊆ Zn and
S2 ⊆ Z
n
.
The DFAs in strong normal form AUTO INTERSECTION(A1 , A2),
AUTO UNION(A1, A2), AUTO DIFFERENCE(A1 , A2) and AUTO PRODUCT(A1 ,
A2) are deterministic NDD in normal form representing the sets S1 ∩S2, S1 ∪ S2,
S1 \ S2 and S1 × S2.
Proof. Direct consequence of the fact that all encodings of the elements in a set S
are accepted by an NDD representing S.
Theorem 78. There exists a procedure NDD COMPLEMENT which, given a NDD
in normal form A = (Q,Σnr ,∆, QI, QF) representing the set S ⊆ Zn, generates a
deterministic NDD A′ in strong normal form representing Zn \ S.
The time complexity of NDD COMPLEMENT isO(2|Q| · |Σnr |) and the number
of states in A′ is at most O(2|Q|).
Proof. Let AZn = ({q1, q2},Σnr , δZn , q1, {q2}) such that δ(q1, α) = q2 for all α ∈
{0, r− 1}n and δ(q2, α) = q2 for all α ∈ Σnr . By construction,AZn is the minimal
NDD representing Zn.
The NDD A′ is AUTO DETERMINIZE(AUTO DIFFERENCE( AZn , A)).
Finally, we define the projection operation as follows. Given a set S ⊆ Zn,
n ≥ 2, the projection of S with respect to the ith component, denoted ∃i(S), is
defined as follows.
∃i(S) = {(x1, . . . , xi−1, xi+1, . . . , xn) | (x1, . . . , xn) ∈ S}.
Theorem 79. There exists a procedure NDD PROJECTION which, given an inte-
ger i ∈ {1, . . . , n} and an NDD in strong normal form A = (Q,Σnr ,∆, QI, QF)
representing the set S ⊆ Zn, n ≥ 2, generates an NDD A′ in strong normal form
representing ∃i(S).
The time complexity of NDD PROJECTION is O(|∆| · |Σnr |) and the number
of states in A′ is |Q|.
Proof. Let f be the homomorphism mapping Σnr onto Σn−1r by removing the ith
component. Formally, f : Σnr → Σn−1r with

ε→ε
α→(α[1], . . . , α[i− 1], α[i+ 1], . . . , α[n]
w1w2→f(w1)f(w2)
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Let Af be the FA generated via the call AUTO HOMOMORPHISM(A, f ).
Thanks to Lemma 65, Af is in strong normal form.
For each w ∈ L(Af), 〈w〉r,n−1 ∈ ∃i(S). However, if x ∈ S, then some
encodings of x might not be accepted by Af . For example, if S = {(0, 3)},
then L(A) = {(0, 0)k(0, 1)(0, 1) | k ≥ 1}. By definition, ∃1(S) = {(0)} and
L(Af) = {(0)
k(0)(0) | k ≥ 1}.
In order to add the missing encodings of elements of ∃i(S), for each encodings
αk, k ≥ 1 labeling a path from an initial state to a state q in Af , one needs to add
the paths labeled by αk′ for all k′ ≥ 1. This can be done by performing for each
α ∈ {O, r − 1}n−1 a depth-first-search starting at the states in QI, and following
only transitions labeled by α. A formal description of NDD PROJECTION is given
in Fig 5.1.
The function NDD PROJECTION is easily generalized in order to project with
respect to a set of components. Given a set S ⊆ Zn, n ≥ 2, the projection of
S with respect to a set of component I , denoted ∃I(S) is defined recursively as
follows.
∃{i}(S) = ∃i(S)
∃{i1 ,...,ik+1}(S) = ∃{i1,...,ik}
(
∃ik+1(S)
)
Theorem 80. There exists a procedure NDD MULTI PROJECTION which, given
a set I ⊆ {1, . . . , n} and an NDD in strong normal form A = (Q,Σnr ,∆, QI, QF)
representing the set S ⊆ Zn, n ≥ 1, generates an NDD A′ in strong normal form
representing ∃I(S).
The time complexity of NDD MULTI PROJECTION is O(|∆| · |Σnr |) and the
number of states in A′ is |Q|.
Proof. The proof of Theorem 79 is easily adapted for the projection with respect
to a set of components.
5.3 Synchronous Encoding Scheme and Linear Con-
straints
In this section, we describe some properties of the encoding scheme. Based on
those properties, we present in Section 5.4 an efficient algorithm for generating an
NDD for a set given a quantifier-free Presburger formula defining the set, which is
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function NDD PROJECTION(integer i, NDD A = (Q, Σnr , ∆, QI, QF)) : NDD
1: var Qvisited : set of state;
2: q, q′, q′′ : state;
3: f : function;
4: (Q′, Σ′, ∆′, Q′I, Q′F) : automaton;
5: α, α′ : symbol;
6: procedure EXPLORE-FW(state s)
7: var s′ : state;
8: begin
9: Qvisited := Qvisited ∪ {s};
10: for each (s, α′, s′) ∈ ∆′ do
11: begin
12: ∆′ := ∆′ ∪ {(q′, α′, s′), (q′′, α′, s′)};
13: if s′ 6∈ Qvisited then EXPLORE-FW(s′);
14: end
15: end
16: begin
17: let f : Σnr → Σn−1r :


ε → ε
α → (α[1], . . . , α[i− 1], α[i + 1], . . . , α[n]
w1w2 → f(w1)f(w2)
;
18: (Q′, Σ′, ∆′, Q′I, Q′F) := AUTO HOMOMORPHISM(A, f);
19: let q′ 6∈ Q′;
20: Q′ := Q′ ∪ {q′};
21: Q′I := Q′I ∪ {q′};
22: for each α ∈ {0, r − 1}n−1 do
23: begin
24: let q′′ 6∈ Q′;
25: Q′ := Q′ ∪ {q′′};
26: ∆′ := ∆′ ∪ {(q′, α, q′′), (q′′, α, q′′)};
27: Qvisited := ∅;
28: for each q ∈ QI do EXPLORE-FW(q);
29: end
30: return (Q′, Σ′, ∆′, Q′I, Q′F);
31: end
Figure 5.1: Function NDD PROJECTION
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essentially the one given in [Kla04b, Kla04a]. The properties are also used when
analyzing the structure of NDDs.
Intuitively, the following lemmas show how, given an encoding u ∈ (Σnr )+ and
a vector a ∈ Zn, the value of a.〈u〉r,n constrains the possible values of a.〈uv〉r,n
for any word v ∈ (Σnr )∗.
Lemma 81. Let a ∈ Zn and u1, u2 be encodings over Σnr .
1. If a.〈u1〉r,n ≤ a.〈u2〉r,n, then for all words v ∈ (Σnr )∗, we have
a.〈u1v〉r,n ≤ a.〈u2v〉r,n.
2. If a.〈u1〉r,n ≡m a.〈u2〉r,n, then for all words v ∈ (Σnr )∗, we have
a.〈u1v〉r,n ≡m a.〈u2v〉r,n.
Proof. By definition of the encoding scheme, 〈uv〉r,n = r|v|〈u〉r,n + 〈ov〉r,n.
1. If a.〈u1〉r,n ≤ a.〈u2〉r,n, then we have
a.〈u1v〉r,n = a.
(
r|v|〈u1〉r,n + 〈ov〉r,n
)
≤ a.
(
r|v|〈u2〉r,n + 〈ov〉r,n
)
≤ a.〈u2v〉r,n .
2. If a.〈u1〉r,n ≡m a.〈u2〉r,n, then we have
a.〈u1v〉r,n ≡m a.
(
r|v|〈u1〉r,n + 〈ov〉r,n
)
≡m a.
(
r|v|〈u2〉r,n + 〈ov〉r,n
)
≡m a.〈u2v〉r,n .
Lemma 82. Let a ∈ Zn and let u ∈ (Σnr )+ be an encoding.
1. If a.〈u〉r,n ≤ −‖ a+‖, then ∀v ∈ (Σnr )∗, a.〈uv〉r,n ≤ a.〈u〉r,n.
2. If a.〈u〉r,n < −‖ a+‖, then ∀v ∈ (Σnr )∗, a.〈uv〉r,n < a.〈u〉r,n.
3. If a.〈u〉r,n ≥ ‖ a−‖, then ∀v ∈ (Σnr )∗, a.〈uv〉r,n ≥ a.〈u〉r,n.
4. If a.〈u〉r,n > ‖ a−‖, then ∀v ∈ (Σnr )∗, a.〈uv〉r,n > a.〈u〉r,n.
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Proof. We prove (1), the proofs for (2), (3) and (4) are similar.
Suppose that a.〈u〉r,n ≤ −‖ a+‖. By definition of the encoding scheme,
〈uv〉r,n = r
|v|〈u〉r,n + 〈ov〉r,n, and 0 ≤ 〈ov〉r,n[i] ≤ r|v| − 1, for i ∈ {1, . . . , n},
implying that 0 ≤ a.〈0v〉r,n ≤ (r|v| − 1)‖ a+‖. So, we have
a.〈uv〉r,n = a.(r
|v|〈u〉r,n + 〈ov〉r,n)
= a.〈u〉r,n + (r
|v| − 1)a.〈u〉r,n + a.〈ov〉r,n
≤ a.〈u〉r,n − (r
|v| − 1)‖ a+‖+ (r|v| − 1)‖ a+‖
≤ a.〈u〉r,n.
Lemma 83. Let a.x  b where  ∈ {<,≤,=,≥, >}. Let u ∈ (Σnr )+ be an
encoding.
1. If a.〈u〉r,n < min(b,−‖ a+‖), then for all v ∈ (Σnr )∗, a.〈uv〉r,n  b holds iff
 ∈ {<,≤}.
2. If a.〈u〉r,n > max(b, ‖ a−‖), then for all v ∈ (Σnr )∗, a.〈uv〉r,n  b holds iff
 ∈ {>,≥}.
Proof. We prove (1), the proof for (2) is similar.
Suppose that a.〈u〉r,n < min(b,−‖ a+‖). Thanks to Lemma 82, for all v ∈
(Σnr )
∗, a.〈uv〉r,n < a.〈u〉r,n < b. So, a.〈uv〉r,n  b holds iff  ∈ {<,≤}.
Thanks to the above lemma, given an (in)equation a.x  b, we can partition
encodings as follows.
• [cmin] = {u ∈ (Σ
n
r )
+ | a.〈u〉r,n < min(b,−‖ a
+‖)}.
• [c] = {u ∈ (Σnr )
+ | a.〈u〉r,n = c} for c ∈ Z with min(b,−‖ a+‖) ≤ c ≤
max(b, ‖ a−‖).
• [cmax] = {u ∈ (Σ
n
r )
+ | a.〈u〉r,n > max(b, ‖ a
−‖)}.
If two encodings u1, u2 are in the same class, then a.〈u1v〉r,n  b⇔ a.〈u2v〉r,n  b
for all words v ∈ (Σnr )∗.
Finally, the strongly connected components of NDDs will play a key role when
generating exact formulas corresponding to represented sets. A first indication of
the reasons why loops bring important information is provided in the following
lemma, where one shows that for all scalar vectors a ∈ Zn, for all encodings
u ∈ (Σnr )
+ and words v ∈ (Σnr )∗, the sequence a.〈u〉r,n, a.〈uv〉r,n, a.〈uv2〉r,n,
. . . is either constant or strictly monotonic.
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Lemma 84. Let a ∈ Zn and let u ∈ (Σnr )+ be an encoding. For all words
v ∈ (Σnr )
∗
, there have three possibilities.
• If a.(〈uv〉r,n − 〈u〉r,n) < 0, then for all k ∈ N, a.〈uvk+1〉r,n < a.〈uvk〉r,n.
• If a.(〈uv〉r,n − 〈u〉r,n) = 0, then for all k ∈ N, a.〈uvk+1〉r,n = a.〈uvk〉r,n.
• If a.(〈uv〉r,n − 〈u〉r,n) > 0, then for all k ∈ N, a.〈uvk+1〉r,n > a.〈uvk〉r,n.
Proof. By definition of the encoding scheme, we have
a.(〈uvk+1〉r,n − 〈uv
k〉r,n) = a.(r
k·|v|〈uv〉r,n + 〈ov
k〉r,n − r
k·|v|〈u〉r,n − 〈ov
k〉r,n)
= rk·|v|a.(〈uv〉r,n − 〈u〉r,n).
The claim is then immediate since rk·|v| > 0.
Combining Lemmas 83 and 84, we deduce the following lemma.
Lemma 85. For any inequation a.x ≤ b, a ∈ Zn, for all encodings u ∈ (Σnr )+
and words v ∈ (Σnr )∗, there exists kmin ∈ N such that for all words w ∈ (Σnr )∗,
there are 3 possibilities.
• If a.〈uv〉r,n < a.〈u〉r,n, then a.〈uvkw〉r,n ≤ b for all k ≥ kmin.
• If a.〈uv〉r,n > a.〈u〉r,n, then a.〈uvkw〉r,n > b for all k ≥ kmin.
• If a.〈uv〉r,n = a.〈u〉r,n, then a.〈uvkw〉r,n = a.〈uvk+1w〉r,n, for all k ∈ N.
Proof. Direct consequence of Lemmas 83 and 84.
We now show that the previous lemma imposes that any minimal reduced
NDD representing a set defined by a Boolean combination of inequations is
permutation-free.
Lemma 86. The reduced minimal NDD representing a set defined by a Boolean
combination of finitely many linear inequations is permutation-free.
Proof. LetA = (Q,Σnr , δ, qI, QF) be the reduced minimal NDD representing a set
S defined by the formula
∨
i∈I
∧
j∈J aij .x ≤ bij , where I and J are finite subsets
of N and aij ∈ Zn for all i ∈ I and j ∈ J .
We prove by contradiction that A is permutation-free.
Suppose that A is not permutation-free. By definition, there exist a word v ∈
(Σnr )
∗ and a set Q′ = {q1, . . . , qm} ⊆ Q, with m ≥ 2, such that δˆ(qi, v) = qi+1 for
1 ≤ i ≤ m− 1 and δˆ(qm, v) = q1.
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Figure 5.2: minimal NDD representing S = {(x, y) ∈ Z2 | x+ y ≡3 1}
SinceA is reduced minimal, without loss of generality, there exist an encoding
u ∈ (Σnr )
+ and a word w ∈ (Σnr )∗ such that δˆ(qI, u) = q1 and uvlmw ∈ L(A) but
uvlm+1w 6∈ L(A) for all l ∈ N . Therefore, by definition, there exist i′ ∈ I and
j ′ ∈ J such that
ai′j′.〈uv
lmw〉r,n ≤ bi′j′ and ai′j′.〈uvlm+1w〉r,n > bi′j′ for infinitely many l.
(5.5)
Thanks to Lemma 85, there exists kmin such that either ai′j′.〈uvkw〉r,n ≤ bi′j′
for all k ≥ kmin, ai′j′.〈uvkw〉r,n > bi′j′ for all k ≥ kmin, or ai′j′.〈uvkw〉r,n =
ai′j′.〈uv
k+1w〉r,n for all k ≥ kmin. However, this contradicts (5.5).
Remark 87. The property of being permutation-free does not hold whenever con-
gruence relations are introduced. For example, the reduced minimal NDD given
in Fig.5.2 represents the set S = {(x, y) ∈ Z2 | x+ y ≡3 1} in basis 2, and is not
permutation-free, since o makes a non-trivial permutation of the subset of states
{q1, q3}.
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5.4 Construction of NDDs from Quantifier-Free For-
mulas
In this section, we give a bound on the size of the minimal NDD representing a
set defined by a quantifier-free Presburger formula as well as a procedure for con-
structing a deterministic NDD whose size is equal to the bound. The main result
has been proved in [Kla04b, Kla04a] and is given here for the sake of complete-
ness. Note that in [Kla04b, Kla04a], the construction uses extensively the concept
of pre-automaton which is a DFA except that the set of accepting states is not
specified. We give below a direct approach which is based on a right-invariant
equivalence relation and does not involve pre-automata, but the idea as well as the
complexity of the construction are essentially the same as in [Kla04b, Kla04a].
Note that the NDDs generated by the procedure given in this section are deter-
ministic but in general not minimal. Efficient procedures generating minimal
NDD for sets defined by a single equation and a single inequation are given in
[WB00, Kla04b, Kla04a].
The basic idea for generating the NDD representing a set defined by a quantifier-
free Presburger formula ϕ(x1, . . . , xn) is the following. Given a quantifier-free
Presburger formula ϕ(x1, . . . , xn), one can compute finitely many formulas
ϕi(x1, . . . , xn) satisfying the following requirements.
• Each vector in Zn satisfies exactly one formula ϕi.
• Vectors satisfying the same formula have the same “possible future”, i.e.
if Li is the set of encodings of vectors satisfying ϕi(x1, . . . , xn), for all
u1, u2 ∈ Li, for all words w, ϕ holds for 〈u1w〉r,n iff ϕ holds for 〈u2w〉r,n.
• ϕ is equivalent to a disjunction of some formulas ϕi.
Then one defines a right-invariant equivalence relationRϕ on words in (Σnr )∗ such
that the equivalence classes of Rϕ correspond to sets of encodings satisfying the
individual formulas ϕi. The construction of the NDD consists in associating one
state to each equivalence class and defining the transition function based on the
equivalence classes of Rϕ.
Let ϕ(x1, . . . , xn) be a quantifier-free Presburger formula, i.e. ϕ(x1, . . . , xn)
is a Boolean combination of atomic formulas of the form a.x  b, with a ∈ Zn
and  ∈ {<,≤,=,≥, >}, or a.x ≡m b, with a ∈ Zn and m ∈ Z, m ≥ 1. In the
sequel, the symbol n (resp. n≡) denotes the number of different vectors a such
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that a.xb (resp. a.x ≡m b) appears in ϕ for some b ∈ Z (andm ∈ Z). Similarly,
the symbol nm denotes the number of integer m such that a.x ≡m b appears in ϕ
for some a ∈ Zn and m ∈ Z.
Let cmin, cmax, mmax ∈ Z, a,1, . . . , a,n , a≡,1, . . . , a≡,n≡ ∈ Zn and
m1, . . . , mnm ∈ N such that
• for all atomic formulas in ϕ of the form a.x  b, a = a,i for some i ∈
{1, . . . , n}, cmin < min(−‖ a+‖, b), and cmax > max(‖ a−‖, b),
• for all atomic formulas in ϕ of the form a.x ≡m b, a = a≡,i for some
i ∈ {1, . . . , n≡}, m = mj for some j ∈ {1, . . . , nm}, and m ≤ mmax.
For all c ∈ {cmin, . . . , cmax}n and m ∈ {1, . . . , m1}n≡×· · ·×{1, . . . , mnm}n≡ ,
we define ϕc,m as follows.
ϕc,m(x) =def
∧
i∈{1,...,n}
a,i.xic[i]∧
∧
i ∈ {1, . . . , n≡},
j ∈ {1, . . . , nm}
a≡,i.x ≡mj m[i+(j−1)·n≡],
where i is


≤ if c[i] = cmin
= if cmin < c[i] < cmax
≥ if c[i] = cmax
.
Example 88. Let φ(x, y) =def (x + y = 1 ∨ x + y ≤ −3 ∨ 2x − y ≤
−4) ∧ (x + 2y ≡3 1 ∨ x+ 2y ≡4 0 ∨ 3x + y ≡5 2).
By definition, one can choose
• n = 2 with a,1 = (1, 1) and a,2 = (2,−1),
• n≡ = 2 with a≡,1 = (1, 2) and a≡,2 = (3, 1),
• nm = 3 with m1 = 3, m2 = 4 and m3 = 5,
• cmin = −5, cmax = 2, and mmax = 5.
Let c ∈ {−5, . . . , 2}2 and m ∈ {1, . . . , 3}2 × {1, . . . , 4}2 × {1, . . . , 5}2. By
definition, we have
ϕc,m(x, y) =def x+ y 1 c[1] ∧ 2x− y 2 c[2]
∧ x+ 2y ≡3 m[1] ∧ 3x+ y ≡3 m[2] ∧ x + 2y ≡4 m[3]
∧ 3x+ y ≡4 m[4] ∧ x+ 2y ≡5 m[5] ∧ 3x+ y ≡5 m[6],
where i is


≤ if c[i] = −5
= if −5 < c[i] < 2
≥ if c[i] = 2
.
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We have the following lemmas.
Lemma 89. For each x ∈ Zn, there is exactly one pair (c,m) with
c ∈ {cmin, . . . , cmax}
n and m{1, . . . , m1}n≡ × · · · × {1, . . . , mnm}n≡ , such that
ϕc,m holds for x.
Proof. This is a direct consequence of the definition of the formulas ϕc,m.
Lemma 90. Each formula ϕc,m, with c ∈ {cmin, . . . , cmax}n and
m ∈ {1, . . . , m1}
n≡ × · · · × {1, . . . , mnm}
n≡
, satisfies the following property.
For all encodings u1, u2 ∈ (Σnr )+ and words v ∈ (Σnr )∗, if ϕc,m holds for both
u1 and u2, then ϕ holds for 〈u1v〉r,n iff ϕ holds for 〈u2v〉r,n.
Proof. Suppose that ϕc,m holds for u1 and u2. By construction, for all a.x  b
appearing in ϕ, either a.〈u1〉r,n ≤ cmin ∧ a.〈u2〉r,n ≤ cmin, a.〈u1〉r,n = a.〈u2〉r,n,
or, a.〈u1〉r,n ≥ cmax ∧ a.〈u2〉r,n ≥ cmax. Therefore, by definition of cmin and cmax,
and thanks to Lemma 83, we have either a.〈u1v〉r,n ≤ cmin < b ∧ a.〈u2v〉r,n ≤
cmin < b, a.〈u1v〉r,n = a.〈u2v〉r,n, or, a.〈u1v〉r,n ≥ cmax > b ∧ a.〈u2v〉r,n ≥
cmax > b. So, the formula a.x  b holds for 〈u1v〉r,n iff it holds for 〈u2v〉r,n.
In addition, for all a.x ≡m b appearing in ϕ, by construction, there exist
m = mj for some j ∈ {1, . . . , nm} and a = ai for some i ∈ {1, . . . , n≡}. So,
by hypothesis, a.〈u1〉r,n ≡m a.〈u2〉r,n, and thanks to Lemma 81, a.〈u1v〉r,n ≡m
a.〈u2v〉r,n. Therefore, the formula a.x ≡m b holds for 〈u1v〉r,n iff it holds for
〈u2v〉r,n.
We conclude that ϕ holds for 〈u1v〉r,n iff it holds for 〈u2v〉r,n.
Lemma 91. There exists a sequence of pairs (c1,m1), . . . , (cp,mp) with ci ∈
{cmin, . . . , cmax}
n and mi ∈ {1, . . . , m1}n≡ × · · · × {1, . . . , mnm}n≡ for all
i ∈ {1, . . . , p} such that for all x ∈ Zn, we have
ϕ(x) ⇔
∨
i∈{1,...,p}
ϕci,mi(x).
Proof. Thanks to Lemma 89, we can partition the encodings u ∈ (Σnr )+ based
on the formula ϕc,m satisfied by 〈u〉r,n. Thanks to Lemma 90, if u1 and u2 are in
the same partition, ϕ holds for 〈u1〉r,n iff it holds for 〈u2〉r,n. Let (c1,m1), . . . ,
(cp,mp) be the pairs such that ϕ and ϕci,mi holds for some x. We conclude that
for all x ∈ Zn, ϕ(x) ⇔
∨
i∈{1,...,p} ϕci,mi(x).
We define the relation Rϕ as the smallest binary relation on words in (Σnr )∗
satisfying the following requirements.
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• (ε, ε) ∈ Rϕ,
• (u, v) ∈ Rϕ if u, v are valid encodings (i.e. |u|, |v| ≥ 1 and their first
symbol is a sign symbol) and for all c ∈ {cmin, . . . , cmax}n and m ∈
{1, . . . , m1}
n≡ × · · · × {1, . . . , mnm}
n≡ , ϕc,m(〈u〉r,n) ⇔ ϕc,m(〈v〉r,n).
Lemma 92. The binary relationRϕ is an equivalence relation and its equivalence
classes are
• {ε},
• (Σnr )
+ \ {αu ∈ (Σnr )
+ | α ∈ {0, r − 1}n},
• the nonempty sets {αu ∈ (Σnr )+ | α ∈ {0, r − 1}n ∧ ϕc,m(〈αu〉r,n)} for all
c ∈ {cmin, . . . , cmax}
n and m ∈ {1, . . . , m1}n≡ × · · · × {1, . . . , mnm}n≡ .
Proof. By definition, Rϕ is reflexive, symmetric and transitive, and therefore, Rϕ
is an equivalence relation. In addition, for all valid encodings u, v ∈ (Σnr )+,
if ϕc,m holds for both 〈u〉r,n and 〈v〉r,n, then (u, v) ∈ Rϕ, i.e. u and v are
in the same equivalence class. Finally, since there is exactly one formula ϕc,m
holding for each integer vector in Zn, the sets {αu ∈ (Σnr )+ | α ∈ {0, r −
1}n ∧ ϕc,m(〈αu〉r,n)}, c ∈ {cmin, . . . , cmax}n and m ∈ {1, . . . , m1}n≡ × · · · ×
{1, . . . , mnm}
n≡ , are disjoint.
In order to construct the NDD representing the integer vectors satisfying ϕ in
a way similar to the automaton construction of Lemma 49, one needs to show that
Rϕ is right-invariant with respect to concatenation, i.e. for all u, v, w ∈ (Σnr )∗, if
(u, v) ∈ Rϕ, then (uw, vw) ∈ Rϕ. This is a direct consequence of the following
lemma.
Lemma 93. Let u, v ∈ (Σnr )+ be valid encodings and let c ∈ {cmin, . . . , cmax}n
and m ∈ {1, . . . , m1}n≡ × · · · × {1, . . . , mnm}n≡ .
Ifϕc,m holds for both 〈u〉r,n and 〈v〉r,n, thenϕc′,m′(〈uw〉r,n) ⇔ ϕc′,m′(〈vw〉r,n)
for all w ∈ (Σnr )∗, c′ ∈ {cmin, . . . , cmax}n and m′ ∈ {1, . . . , m1}n≡ × · · · ×
{1, . . . , mnm}
n≡
.
Proof. Suppose that ϕc,m holds for both 〈u〉r,n and 〈v〉r,n.
By construction, for all i ∈ {1, . . . , n}, either ai.〈u〉r,n ≤ cmin ∧ ai.〈v〉r,n ≤
cmin, ai.〈u〉r,n = ai.〈v〉r,n, or, ai.〈u〉r,n ≥ cmax ∧ ai.〈v〉r,n ≥ cmax. Therefore,
by definition of cmin and cmax, and thanks to Lemmas 81 and 83, we have either
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ai.〈uw〉r,n ≤ cmin ∧ ai.〈vw〉r,n ≤ cmin, ai.〈uw〉r,n = ai.〈vw〉r,n, or, ai.〈uw〉r,n ≥
cmax ∧ ai.〈vw〉r,n ≥ cmax.
In addition, for all i ∈ {1, . . . , n≡} and j ∈ {1, . . . , nm}, ai.〈u〉r,n ≡mj
ai.〈v〉r,n, and thanks to Lemma 81, ai.〈uw〉r,n ≡mj ai.〈vw〉r,n.
The claim is then a consequence of the definition of the formulas ϕc,m.
Lemma 94. The binary relation Rϕ is right-invariant.
Proof. Let u, v ∈ (Σnr )∗ and suppose that (u, v) ∈ Rϕ. By definition, either
u = v = ε or u and v are valid encodings and ϕc,m holds for both 〈u〉r,n and
〈v〉r,n, for some c ∈ {cmin, . . . , cmax}. In both cases, thanks to Lemma 93 and by
definition of Rϕ, for all words w ∈ (Σnr )∗, (uw, vw) ∈ Rϕ.
Theorem 95. There exists a function NDD CONSTRUCT, which, given the
quantifier-free Presburger formula ϕ(x1, . . . , xn), returns a deterministic NDD
A in strong normal form accepting the set of integer vectors for which ϕ holds.
The NDD A has at most (|cmin| + |cmax| + 1)n ·mn≡·nmmax states and the time
complexity of NDD CONSTRUCT is O(|Σnr | · (|cmin|+ |cmax|+ 1)n ·mn≡·nmmax ).
Proof. Thanks to Lemmas 92 and 94, Rϕ is a right-invariant equivalence relation
of finite index, whose equivalence classes are
• {ε},
• Σnr )
+ \ {αu ∈ (Σnr )
+ | α ∈ {0, r − 1}n}, and
• the nonempty sets {αu ∈ (Σnr )+ | α ∈ {0, r − 1}n ∧ ϕc,m(〈αu〉r,n)} for all
c ∈ {cmin, . . . , cmax}
n and m ∈ {1, . . . , m1}n≡ × · · · × {1, . . . , mnm}n≡ .
Also, thanks to Lemma 91, the set of encodings of vectors for which ϕ holds is a
union of equivalence classes. Therefore, thanks to Lemma 49, one can construct
the NDD representing the integer vectors satisfying ϕ. More precisely, if [u]Rϕ
denotes the equivalence class of Rϕ containing the word u, A is (Q,Σ, δ, qI, QF)
where
• Q = {[u]Rϕ | u ∈ Σ
∗}.
• For each α ∈ Σnr and [u]Rϕ ∈ Q, δ([u]Rϕ, α) = [uα]Rϕ .
• qI = [ε]Rϕ .
• QF = {[u]Rϕ | u ∈ {0, r − 1}
n(Σnr )
∗ ∧ ϕ(〈u〉r,n)}.
5.5. OTHER ENCODING SCHEMES 73
Note that the construction can be done incrementally, starting with the initial state
[ε], and given a state [u]Rϕ ∈ Q, for each α ∈ Σnr , one computes [uα]Rϕ ∈ Q as
follows. If uα is not a valid encoding, then [uα]Rϕ is (Σnr )+ \ {αu ∈ (Σnr )+ | α ∈
{0, r− 1}n}. Otherwise, [uα]Rϕ is the equivalence class associated to the formula
ϕc,m such that for all i ∈ {1, . . . , n},
c[i] = cmin if ai.〈uα〉r,n ≤ cmin
c[i] = ai.〈uα〉r,n if cmin < ai.〈uα〉r,n < cmax
c[i] = cmax if ai.〈uα〉r,n ≥ cmax
and for all i ∈ {1, . . . , n≡}, j ∈ {1, . . . , nm},
m[i + j · n≡] = ai.〈uα〉r,n mod mj.
By construction, A has at most (|cmin| + |cmax| + 1)n · mn≡·nmmax states and
since each state is handled only once, the time complexity of the algorithm is
O(|Σnr | · (|cmin|+ |cmax|+ 1)
n ·mn≡·nmmax ).
5.5 Other Encoding Schemes
The synchronous encoding scheme is not the only scheme that is suited for integer
vectors. In this section, we present two encoding schemes closely related to the
synchronous encoding scheme, the reverse synchronous encoding scheme and the
synchronous interleaved encoding scheme [Boi99].
5.5.1 Reverse Synchronous Encoding Scheme
The Reverse Synchronous Encoding Scheme follows the same rules as the Syn-
chronous Encoding Scheme except that the digits are read from the least signifi-
cant digit one to the most significant one rather than the other way round.
Definition 96. Given an encoding basis r > 1, a word w = a0 . . . ap with p ∈ N,
ap ∈ {0, r−1} and ai = {0, . . . , r−1} for i ∈ {0, . . . , p−1}, is an lsdf r-encoding
of an integer z ∈ Z, denoted by 〈w〉Rr = z, if z = −rp · apr−1 +
∑p−1
i=0 air
i
.
Note that given an integer z, and 0 ≤ ai < r, i ∈ {0, . . . , p}, 〈a0 . . . ap〉Rr = z
if and only if 〈ap . . . a0〉r = z.
Definition 97. Given a dimension n ≥ 0 and an encoding basis r > 1, a word
w = α0 . . . αp in (Σnr )∗, with p ∈ N and p ≥ 1, is an lsdf r-encoding of an integer
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vector z ∈ Zn, denoted 〈w〉Rr,n = z if for each j ∈ {1, . . . , n}, 〈α0[j] . . . αp[j]〉Rr =
z[j].
The reverse synchronous encoding schemeER(r) is the relation that associates
to a vector z ∈ Zn the words w ∈ (Σnr )∗ such that z = 〈w〉Rr,n.
Given a set S ⊆ Zn, if the language LR(S) containing all the lsdf r-encodings
of all the vectors in S is regular, then S is recognizable with respect to the reverse
synchronous encoding scheme ER(r).
Theorem 98. A set S ⊆ Zn is recognizable with respect to the synchronous en-
coding scheme ES(r) if and only if S is recognizable with respect to the reverse
synchronous scheme.
Proof. This is a direct consequence of the facts that w is an msdf r-encoding of
a vector z ∈ Zn if and only if wR is a lsdf r-encoding of z and that, thanks to
Propositions 47 and 64, a language L is accepted by a DFA if and only if LR is
accepted by a DFA, where LR = {wR | w ∈ L}.
Although the class of sets that are recognizable with respect to the synchronous
encoding scheme ES(r) and the class of sets recognizable with respect to the re-
verse encoding schemeER(r) are identical, this does not mean that there are equiv-
alent in practice. Indeed, the conversion from one representation to the other im-
plies a determinization and it is known [MF71, Moo71] that there exist languages
L such that the (reduced) minimal automaton accepting L is exponentially larger
that some FA accepting L. So, since Theorem 76 relating the size of the com-
plete minimal DFA representing a set defined by a Presburger formula ϕ with
respect to the synchronous encoding scheme ES(r) does not apply when consid-
ering the reverse synchronous scheme, the best available bound on the size of the
complete minimal DFA accepting the set defined by ϕ with respect to the reverse
synchronous encoding scheme is 222
2
|ϕ|
, although the current conjecture is that the
worst case complexity are identical for both encoding schemes. Note also that the
worst case presented in [Kla04b, Kla04a] is very peculiar and we do not expect
such a complexity for most practical cases, as confirmed by experiments.
In order to provide some ideas on the differences in practice between the sizes
of the automata when using the different encoding schemes, we compare the sizes
of NDDs using both the synchronous encoding scheme and the reverse encod-
ing scheme in five types of simple formulas : linear equations, linear inequations,
congruence relations with modulos relatively prime to the encoding basis, congru-
ence relations with modulos powers of the encoding basis, and formulas of type
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bmin ≤ a.x ≤ bmax, which we call intervals. In addition, we analyze the impact
of the sign symbol when using both encoding.
In all formulas, we used 8 variables, i.e. the represented sets are subsets of Z8,
and all scalars used in the formulas were integer numbers randomly chosen within
some bounds. We use 2 as the encoding basis.
In Figures2 5.3,5.4, 5.5,5.6 and 5.7, the sets considered are all subsets of N8.
Then in Figures 5.8,5.9, 5.10,5.11 and 5.12, we dropped the requirement on the
sign of the solutions. In each graph, the sizes of the automata obtained when using
the synchronous encoding scheme are plotted on the abscissa whereas the sizes of
the automata obtained when using the reverse synchronous encoding are plotted
on the ordinate.
According to Figures 5.3,5.4, 5.5,5.6 and 5.7, the sizes of the automata ac-
cepting encodings of positive solutions of equations, inequations or congruences
modulo p where p is prime relatively to the encoding basis does not depend on
the choice of encoding scheme. This is no longer true in the case of congruences
modulo a power of the basis, where the size is almost doubled when using the
reverse encoding scheme. The difference is even more striking with intervals.
When considering the sign symbols, it appears that using the reverse syn-
chronous encoding scheme incurs an additional cost. We explain this as follows.
With the reverse synchronous encoding scheme, since the semantic of a symbol
is different whether the symbol is the last symbol of an encoding, i.e. the sign
symbol, or not, one has to distinguish final states from the others, and the extra
information regarding the accepting status leads to splitting some states. For ex-
ample, when representing the equation 2x1 + 3x2 = 0 with the reverse encoding
scheme, the prefixes u1 = (1, 0)(0, 1)(1, 0) and u2 = (0, 0)(0, 0)(1, 1) are equiv-
alent when at least one symbol must be read. Indeed, in both cases, 3 symbols
have been read and since 〈u1o〉Rr,n = (5, 2) and 〈u2o〉Rr,n = (4, 4), the value of the
left-hand side of 2x1 + 3x2 = 0 is 16 when substituting (x1, x2) by 〈u1o〉Rr,n or
〈u2o〉
R
r,n. However, if the third symbol is the sign symbol, then 〈u1〉Rr,n = (−3, 2)
and 〈u2〉Rr,n = (−4,−4), and in this case, the value of the left-hand side is 0 for u1
and−20 for u2, and the encodings are no longer equivalent. With the synchronous
encoding scheme, the above phenomenon does not occur since the sign symbols
label transitions rooted at the initial state and they do no longer appear afterward,
i.e. they do not label transitions rooted at some other state.
Based on the experimental results presented above, we conclude that in the
2We slightly modified the encoding schemes by removing the sign symbol, (which would have
been o for all encodings).
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Figure 5.3: msdf vs lsdf in equations (no sign)
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Figure 5.4: msdf vs lsdf in inequations (no sign)
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Figure 5.5: msdf vs lsdf in congruences with modulo prime to basis (no sign)
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Figure 5.6: msdf vs lsdf in congruences with modulo power of the basis (no sign)
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Figure 5.7: msdf vs lsdf in intervals (no sign)
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Figure 5.8: msdf vs lsdf in equations
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Figure 5.9: msdf vs lsdf in inequations
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Figure 5.10: msdf vs lsdf in congruences with modulo prime to basis
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Figure 5.11: msdf vs lsdf in congruences with modulo power of the basis
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case of simple sets, the synchronous encoding scheme leads to NDDs with fewer
states than those produced when using the reverse encoding scheme. We expect
that this observation also holds for more general sets on average.
5.5.2 Synchronous Interleaved Encoding Scheme
As mentioned in Section 5.1, when using the synchronous encoding scheme, each
symbol αi of an r-encoding αp . . . α0 of a vector z ∈ Zn is basically a vector
of digits, and αi[j] is the ith digit of an r-encoding of z[j]. In the synchronous
interleaved encoding scheme, also referred to as the serial encoding, the digits of
the encodings of the components are read sequentially rather than simultaneously.
Formally, we have the following definitions.
Definition 99. Given a dimension n ≥ 0 and an encoding basis r > 1, a word
w = ap,1 . . . ap,n . . . a0,n in (Σr)∗, with p ∈ N and p ≥ 1, is a (msdf) serialized
r-encoding of an integer vector z ∈ Zn, denoted 〈w〉Ir,n = z, if for each j ∈
{1, . . . , n}, 〈αp,jαp−1,j . . . α0,j〉r = z[j].
The synchronous interleaved encoding scheme (also called serial encoding
scheme), EI(r) is the relation that associates to a vector z ∈ Zn the words w ∈
(Σr)
∗ such that z = 〈w〉Ir,n.
The sets of vectors that are recognizable with respect to synchronous inter-
leaved encoding scheme are exactly the ones that are recognizable with respect to
the synchronous encoding scheme.
Theorem 100. A set S ⊆ Zn is recognizable with respect to the synchronous
encoding scheme ES(r) if and only if S is recognizable with respect to the syn-
chronous interleaved encoding scheme.
Proof. A DFA A′ = (Q′,Σ′r, δ′, q′I, Q′F) representing a set S ⊆ Zn with respect
to the synchronous interleaved encoding scheme EI(r) is easily generated from
a DFA A = (Q,Σr, δ, qI, QF) representing S with respect to the synchronous
encoding scheme by adding intermediate states. That is, if δ(q, α) = q ′, one adds
n − 1 states q1, . . . , qn−1 ∈ Q′ such that δ′(q, α[1]) = q1, δ′(qi−1, α[i]) = qi,
i ∈ {2, . . . , n− 2} and δ′(qn−1, α[n]) = q′.
The reciprocal transformations can be achieved by removing the intermediate
states.
The interest of the synchronous interleaved encoding scheme is that some re-
dundant information in the transition function can now be gotten rid of by sharing
intermediate states.
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This is shown in Figures 5.13 and 5.14, which display the reduced minimal
DFA representing Z3 with respect to the synchronous encoding scheme and syn-
chronous interleaved scheme respectively.
In order to analyze the impact of using the synchronous interleaved scheme,
we do a comparison of sizes of NDDs when using the synchronous encoding
scheme ES(r) and the synchronous interleaved one EI(r), similar to what has been
presented in Section 5.5.1, i.e. we consider sets corresponding to linear equations,
linear inequations, congruence relations with modulos relatively prime to the en-
coding basis, congruence relations with modulos powers of the encoding basis,
and intervals.
In all formulas, we used 8 variables, i.e. the represented sets are subsets of Z8,
and all scalars used in the formulas were integer numbers randomly chosen within
some bounds. We use 2 as the encoding basis.
The results are presented in Figures 5.15, 5.16, 5.17, 5.18 and 5.19.
From the figures, we see that, as a rule of thumb, the number of states of the
complete minimal DFA representing a set S ⊆ Zn is multiplied by n when using
EI(r) as compared to ES(r). In order to get the number of transitions in the com-
plete minimal DFA, one has to multiply the number of states by the number of
symbols in the alphabet, that is, rn and r when using ES(r) and EI(r) respectively.
So, from the figures, we conclude that the number of transitions is exponentially
smaller in general when using the synchronous interleaved scheme. This suggests
that in general, the transition relations of NDDs using the synchronous encod-
ing scheme contain a lot of redundancy which can be gotten rid of by using the
synchronous interleaved scheme.
In the sequel, all results will be stated when using the synchronous encoding
schemeES(r) since it presents the advantage that the label of any path rooted at the
initial state is an encoding, and so, it facilitates the interpretation of the results.
However, in order to test the algorithms presented in the sequel, we will adapt
those for the synchronous interleaved scheme in order to take advantage of the
efficiency gain resulting from this scheme.
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Figure 5.12: msdf vs lsdf in intervals
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Figure 5.13: reduced minimal DFA for Z3, synchronous encoding scheme
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Figure 5.14: reduced minimal DFA for Z3, synchronous interleaved encoding
scheme
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Figure 5.15: synchronous vs serial in equations
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Figure 5.16: synchronous vs serial in inequations
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Figure 5.17: synchronous vs serial in congruences with modulo prime to basis
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Figure 5.18: synchronous vs serial in congruences with modulo power of the basis
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Figure 5.19: synchronous vs serial in intervals
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Part II
From Automata to Formula
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Chapter 6
Over-Approximation : Affine Hull of
NDDs
In this chapter, we present a first approach for extracting information about sets
represented by NDDs. We describe algorithms that, given a reduced NDD in
strong normal form representing a set S of integer vectors, generate the affine hull
of the set S over either Q or Z. Most of those results appeared in [Lat05b]. The
algorithms we present take as input a reduced (possibly nondeterministic) NDD
in strong normal form using the synchronous encoding scheme.
6.1 Triangular Sets
The algorithms presented in this chapter manipulate intensively vector spaces over
Q, Z-modules and Zm-modules. In order to have more efficient procedures, we
maintain sets of generators in a particular form : the triangular form [MS05a].
For a nonzero vector x, we call i the leading index of x and x[i] the leading entry
of x if x[i] 6= 0 and x[j] = 0 for j ∈ {1, . . . , i− 1}. A set of nonzero vectors T is
triangular if the leading entries of all vectors in T are positive and for all distinct
vectors x,x′ ∈ T , the leading indices of x and x′ are distinct. Intuitively, a set
is triangular if the vectors are the columns of a column echelon matrix A with
no zero-column, i.e. each column of A has a nonzero element and if A[ki, i] and
A[kj, j] are the first nonzero element of the ith and jth columns respectively with
j > i, then kj > ki. Note that the vectors belonging to a triangular set of integer
vectors are necessarily linearly independent.
Efficient procedures for generating an integer basis in triangular form of a
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vector space over Q or of a Z-module given a set of integer generators are available
from the current literature. In particular, we have the following results.
Proposition 101. There exists an algorithm GETTRIANGQBASIS which, given a
finite set G ⊆ Zn as input, generates a triangular set T ⊆ Zn such that
linQ(G) = linQ(T ).
The sizes of the components of vectors in T are bounded by n · (k + log n) where
k is the bound on the component size of vectors in G, and the time complexity of
GETTRIANGQBASIS is O(|G| · n2).
Proof. Let A be the matrix whose columns are the vectors in G, and let B be the
matrix obtained by applying general Gaussian elimination to At (see [Sch86]).
Let C be the matrix obtained when multiplying each row of B by the least com-
mon multiplier of the denominators of the elements in the row. The set T is then
the columns of Ct. By construction, the nonzero vectors in T are linear combina-
tions of the vectors in G and vice versa.
Proposition 102. There exists an algorithm UPDATETRIANGQ which, given a
triangular set T ⊆ Qn and a vector x ∈ Qn, generates a triangular set T ′ and a
vector x′ ∈ Qn such that the following assertions are valid.
• linQ(T
′) = linQ(T ∪ {x}).
• If x ∈ linQ(T ), then T ′ = T
• If x 6∈ linQ(T ), then T ′ = T ∪ {x′}.
• The time complexity of UPDATETRIANGQ is O(n2).
Proof. The algorithm relies on the property that the vectors in a triangular set are
linearly independent over Q.
The function is recursive. If x = 0, the function returns (T, 0). Assume that
x 6= 0 and let i be the leading index of x.
• If for all g ∈ T , the leading index of g is not i, then the function returns the
pair (G ∪ {x},x).
• Otherwise, let g be the vector of T whose leading index is i. The function
returns UPDATETRIANGQ(T , x− x[i]
g[i]
· g).
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Since the leading index of the argument x in the recursive calls is strictly increas-
ing, there are at most n recursive calls and the complexity of the algorithm is
immediate.
The correctness of the algorithm can be proved by induction on the value of
the leading index of the argument x, starting with n and decreasing down to 1.
Proposition 103. There exists an algorithm GETTRIANGZBASIS which, given a
finite set G ⊆ Zn as input, generates a triangular set T ⊆ Zn such that
linZ(G) = linZ(T ).
The sizes of the components of vectors in T are bounded by k · n · logn, where
k is the bound on the component size of vectors in G, and the time complexity of
GETTRIANGZBASIS is O(|G| · k · n3 · logn).
Proof. It suffices to generate the matrix A whose columns are the vectors in the
set G, and then to compute the Hermite form H of A, i.e. the matrix H such
that H is in Hermite form and H = AU for some square integer matrix U whose
determinant is 1. The general complexity is obtained by using the computation of
the Hermite form given in [Sto00].
Remark 104. Computing a basis is more efficient over Q than over Z. This is
due to the fact that given a Z-module S and a set G ⊂ S of linearly independent
vectors over Z, there does not generally exist a set G′ ⊆ S such that G ∪ G′ is a
basis of S. For example, take S = {(x, y) ∈ Z2 | x = y} and G = {(2, 2)}.
Proposition 105. There exists an algorithm INLINEARHULLZ? which, given a
triangular set T ⊆ Zn and a vector x ∈ Zn, returns true if x ∈ linZ(T ) and
false otherwise.
The time complexity of INLINEARHULLZ? is O(n2).
Proof. The algorithm relies on the property that the vectors in a triangular set are
linearly independent.
The algorithm is recursive. If x = 0, it returns true . Assume that x 6= 0 and
let i be the leading index of x.
• If there is no vector in T whose leading index is i, then it returns false .
• If there is a vector y ∈ T whose leading index is i, then there are two
possibilities.
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– If y[i] does not divide x[i], then it return false .
– If y[i] divides x[i], then the algorithm returns INLINEARHULLZ?(T ,
x′), with x′ = x− x[i]
y[i]
· y.
Proposition 106. There exists an algorithm UPDATETRIANGZM which, given
a strictly positive integer m, a triangular set T ⊆ Znm and a vector x ∈ Znm,
generates a triangular set T ′ ⊆ Znm such that
linZm(T
′) = linZm(T ∪ {x}).
The time complexity of UPDATETRIANGZM is O(n2 · logm).
Proof. See Section 6.6.1
The following property will be required when proving the complexity of an
algorithm which calls recursively the procedure UPDATETRIANGZM.
Proposition 107. Assume thatm = pq11 . . . p
qt
t for distinct prime numbers p1, . . . , pt.
Then a sequence of triangular sets T1, T2, . . . ,⊆ Znm such that Tk 6= Tk+1 and
Tk+1 = UPDATETRIANGZM(m, Tk,xk) has length at most n · (q1 + . . .+ qt).
Proof. See Section 6.6.1.
Proposition 108. Given a triangular set T ⊆ Zn with |T | = q, and a vector x0 ∈
Zn, there exists an algorithm that generates a set of congruences ai.x ≡mi bi,
i = 1, . . . , q, and a set of equations ai.x = bi, i = q + 1, . . . , n, where numbers
are bounded by O(n logn + nk), k being a bound on the size of the numbers in
the vectors in T and x0, such that
x ∈ x0 + linZ(T ) ⇔
∧
i=1,...,q
ai.x ≡mi bi ∧
∧
i=q+1,...,n
ai.x = bi,
and
x ∈ x0 + linQ(T ) ⇔
∧
i=q+1,...,n
ai.x = bi.
Proof. Without loss of generality, we may assume that the vectors of T are the
columns of a matrix
[
B
C
]
such that B ⊆ Zq×q is not singular, i.e. there exists a
matrix B−1 such that B−1B = Iq where Iq is the identity matrix with q rows and
columns.
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So, we have for all x ∈ Zn,
x ∈ x0 + linZ(T ) ⇔ (x− x0) =
[
B
C
]
c, for some c ∈ Zq. (6.1)
Since B is not singular,
[
B−1 0
CB−1 −In−q
]
is not singular, and we have
x− x0 =
[
B
C
]
c ⇔
[
B−1 0
CB−1 −In−q
]
(x− x0) =
[
Iq
0
]
c. (6.2)
Let a
t
i
mi
denotes the ith row of
[
B−1 0
CB−1 −In−q
]
, with ai ∈ Zn andmi ∈ N\{0}.
From (6.1) and (6.2), we deduce that x ∈ x0 + linZ(T ) iff there exist k1, . . . , kq ∈
Z such that ai.(x − x0) = mi · ki for all i ∈ {1, . . . , q} and ai.(x − x0) = 0 for
all i ∈ {q + 1, . . . , n}, i.e.
x ∈ x0 +linZ(T ) ⇔
∧
i=1,...,q
ai.(x−x0) ≡mi 0∧
∧
i=q+1,...,n
ai.(x−x0) = 0. (6.3)
With a similar reasoning, we also deduce the following equivalence.
x ∈ x0 + linQ(T ) ⇔
∧
i=q+1,...,n
ai.(x− x0) = 0. (6.4)
Finally, it is well-known that the coefficients of B−1 are quotients of deter-
minants of sub-matrices of B. Since the determinant of B can be expressed as a
sum of n! products of n elements of B, its size is bounded by n logn + kn, and
therefore, the sizes of the elements in B−1 are bounded by O(n log n + nk), and
the sizes of the elements in CB−1 are bounded by O(n log n+ nk).
6.2 Affine Hulls over Q
In this section, we present an algorithm which takes as input a reduced NDD in
strong normal form A = (Q,Σnr ,∆, QI, QF) and generates the affine hull over Q
of the set represented by A. Note that we do not assume that A is deterministic.
Also, since A is reduced and is an NDD, for all q ∈ QF, SqA 6= ∅.
We first present an algorithm based on [MS04] and similar to [Ler04a]. Then
we present a more efficient algorithm which takes advantage of the special affine
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transformation corresponding to transitions in NDDs. In addition, this more ef-
ficient version is also part of the more sophisticated algorithm for computing the
affine hull over Z.
Recall from Section 5.1 that SqA denotes the set of vectors whose encodings
label paths from any qI ∈ QI to q in the NDDA, and SA denotes the set of integer
vectors represented by the NDD A. In addition, we define the sets Vq, q ∈ Q, as
the vector spaces over Q such that if SqA 6= ∅, affQ(S
q
A) = x+Vq for some x ∈ Qn.
Similarly, the set V is the vector space over Q such that affQ(SA) = x + V for
some x ∈ Qn. Finally, we define lmin as the smallest integer such that for all states
q, if SqA 6= ∅ then there exists an encoding w, with 0 < |w| ≤ lmin, labeling a path
from some initial state to q.
The vector space V is related to the vector spaces Vq, q ∈ Q, as follows.
Theorem 109. Let xq ∈ SqA for all q ∈ Q with SqA 6= ∅ and let q′ ∈ QF.
linQ
(⋃
q∈QF
(xq − xq′) ∪
⋃
q∈QF
Vq
)
= V.
Proof. By definition, we have
xq′ + V = affQ(SA) = affQ(
⋃
q∈QF
SqA). (6.5)
Thanks to Proposition 6 and by definition, we have
affQ
(⋃
q∈QF
SqA
)
= affQ
(⋃
q∈QF
affQ(S
q
A)
)
= affQ
(⋃
q∈QF
xq + Vq
)
= xq′ + linQ
(⋃
q∈QF
(xq − xq′) + Vq
)
In addition, we have
linQ
(⋃
q∈QF
(xq − xq′) + Vq
)
= linQ
(⋃
q∈QF
(xq − xq′) ∪
⋃
q∈QF
Vq
)
.
Indeed, we prove the muutal inclusion.
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• Suppose x ∈ linQ
(⋃
q∈QF
(xq − xq′) + Vq
)
. We have x =
∑
q∈QF
aq · (xq−
xq′ + yq) with aq ∈ Q and yq ∈ Vq for all q ∈ QF. By definition of a linear
hull, x ∈ linQ
(⋃
q∈QF
(xq − xq′) ∪
⋃
q∈QF
Vq
)
.
• Suppose x ∈ linQ
(⋃
q∈QF
(xq − xq′) ∪
⋃
q∈QF
Vq
)
. We have
x =
∑
q∈QF
aq · (xq − xq′) +
∑
q∈QF
bqyq
=
∑
q∈QF
aq · (xq − xq′ +
bq
aq
yq)
with aq, bq ∈ Q and yq ∈ Vq for all q ∈ QF. Since Vq are vector spaces,
bq
aq
yq) ∈ Vq, and by definition, we have x ∈ linQ
(⋃
q∈QF
(xq − xq′) + Vq
)
.
We conclude that V = linQ
(⋃
q∈QF
(xq − xq′) ∪
⋃
q∈QF
Vq
)
.
6.2.1 A First Algorithm
Our first algorithm is achieved in three steps.
1. One computes for each state q a vector xq such that xq ∈ SqA. This can be
done via a breadth first search exploration of the states according to which
one visits at step k all states q such that the smallest nonempty path from an
initial state to q is of length k, and if w labels a path of length k, one sets xq
equal to 〈w〉r,n.
2. For each state q, one computes a triangular set of vectors Tq such that xq +
linQ(Tq) = affQ(S
q
A).
3. One computes the triangular set T via a call GETTRIANGQBASIS(
⋃
q∈QF
Tq∪⋃
q∈QF
(xq − xq′)) for some q′ ∈ QF with Sq
′
A 6= ∅, and the algorithm returns
(T,xq′).
Theorem 110.
xq′ + linQ(T ) = affQ(SA).
Proof. This is a direct consequence of Proposition 6 and Theorem 109.
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We now explain how to compute the sets Tq with q ∈ Q, assuming that for
each q ∈ Q with SqA 6= ∅, xq ∈ S
q
A.
The computation relies on the fact that the vector spaces Vq, with q ∈ Q, are
the smallest vector spaces Kq, with q ∈ Q satisfying the following constraints.
〈α〉r,n ∈ xq′ +Kq′ for each (q, α, q′) ∈ ∆ with q ∈ QI (C.Q.1)
r · xq + 〈oα〉r,n − xq′ ∈ Kq′ for each (q, α, q′) ∈ ∆ with SqA 6= ∅ (C.Q.2)
Kq ⊆ Kq′ for each (q, α, q′) ∈ ∆ (C.Q.3)
We first show that the vector spaces Vq, with q ∈ Q, satisfy the constraints.
Lemma 111. The vector spaces Vq, q ∈ Q, satisfy (C.Q.1).
Proof. By definition, 〈α〉r,n ∈ Sq′A and Sq
′
A ⊆ xq′ + Vq′ .
Lemma 112. The vector spaces Vq, q ∈ Q, satisfy (C.Q.2).
Proof. By definition, there exists uq ∈ LA(qI → q) with 〈uq〉r,n = xq for some
initial state qI ∈ QI. Therefore, by hypothesis, uqα ∈ LA(qI → q′), and so,
〈uqα〉r,n ∈ S
q′
A . By definition of the encoding scheme, 〈uqα〉r,n = r ·xq + 〈oα〉r,n,
and therefore, r · xq + 〈oα〉r,n ∈ Sq
′
A . Since S
q′
A ⊆ xq′ + Vq′ , we conclude that
r · xq + 〈oα〉r,n − xq′ ∈ Vq′ .
Lemma 113. The vector spaces Vq, q ∈ Q, satisfy (C.Q.3).
Proof. Thanks to Propositions 8 and 9,
Vq = linQ(−xq + S
q
A) (6.6)
Vq′ = linQ(−xq′ + S
q′
A) (6.7)
Let g ∈ Vq. By definition, there exists y1, . . . ,yt ∈ −xq +SqA and a1, . . . , at ∈ Q
such that
g =
t∑
i=1
aiyi with a1, . . . , at ∈ Q. (6.8)
By definition, for each i ∈ {1, . . . , t}, there exists ui ∈ LA(qi → q) for some
initial state qi ∈ QI, such that yi = −xq + 〈ui〉r,n. Therefore, for each i ∈
{1, . . . , t}, uiα ∈ LA(qi → q′) and 〈uiα〉r,n ∈ Sq
′
A . By definition of the encoding
scheme, 〈uiα〉r,n = r · 〈ui〉r,n + 〈oα〉r,n, and therefore,
r · (yi + xq) + 〈oα〉r,n ∈ S
q′
A . (6.9)
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In addition, thanks to Lemma 112,
r · xq + 〈oα〉r,n − xq′ ∈ Vq′. (6.10)
Combining (6.7), (6.9) and (6.10), we deduce that for each i ∈ {1, . . . , t}, we
have
r · yi ∈ Vq′. (6.11)
Therefore, from (6.8), we deduce that g ∈ Vq′ , and we conclude that Vq ⊆ Vq′ .
Now, we show that any sequence of vector spaces Kq, with q ∈ Q satisfying
the constraints (C.Q.1), (C.Q.2) and (C.Q.3) are such that Vq ⊆ Kq for all q ∈ Q.
Lemma 114. Let Kq, q ∈ Q, be a sequence of vector spaces over Q satisfying
(C.Q.1). (C.Q.2) and (C.Q.3). For all q ∈ Q with SqA 6= ∅, Kq ⊇ Vq.
Proof. By definition, for all q ∈ Q with SqA 6= ∅, we have xq + Vq = affQ(SqA),
and therefore, Vq = linQ(−xq +SqA). So, it suffices to prove that for all q ∈ Q and
x ∈ SqA, x− xq ∈ Kq in order to prove that Vq ⊆ Kq. This is proved by induction
on the length of the encodings w ∈ (Σnr )+ of x such that w ∈ LA(qI → q) for
some qI ∈ QI and q ∈ Q. If |w| = 1, then this is a direct consequence of the
fact that Kq, q ∈ Q, satisfy (C.Q.1). Suppose the property holds for encodings of
length k ≥ 1, and let wk+1 ∈ LA(qI → q), with |wk+1| = k + 1, qI ∈ QI and
q ∈ Q. By hypothesis, wk+1 = wkα for some encoding wk ∈ (Σnr )+ and symbol
α ∈ Σnr . Let qk be such that wk ∈ LA(qI → qk) and (qk, α, q) ∈ ∆. Since Kq,
q ∈ Q, satisfy (C.Q.2), we have
r · xqk + 〈oα〉r,n − xq ∈ Kq. (6.12)
By inductive hypothesis, we have 〈wk〉r,n − xqk ∈ Kqk , and since Kq, q ∈ Q
satisfy (C.Q.3), Kqk ⊆ Kq. So we have
〈wk〉r,n − xqk ∈ Kq. (6.13)
Finally, since wk+1 = wkα, by definition of the encoding scheme, we have
〈wk+1〉r,n = r · 〈wk〉r,n + 〈oα〉r,n. (6.14)
Since Kq is a vector space, we can combine (6.12), (6.13) and (6.14), we find that
〈wk+1〉r,n − xq ∈ Kq.
Theorem 115. The vector spaces Vq, q ∈ Q, are the smallest vector spaces satis-
fying (C.Q.1), (C.Q.2) and (C.Q.3).
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Proof. Direct consequence of Lemmas 111, 112, 113 and 114.
Thanks to Theorem 115, the computation of the triangular sets Tq is a least
fixpoint computation. Initially, for all states q ∈ Q, the set of vectors Tq are
empty. First, for all transitions (q, α, q′) ∈ ∆ such that q ∈ QI, one sets Tq′ so
that 〈α〉r,n−xq′ ∈ linQ(Tq′). This is achieved via a call to UPDATETRIANGQ(Tq′ ,
〈α〉r,n). Similarly, for all transitions (q, α, q′) ∈ ∆, one sets Tq′ so that r · xq +
〈oα〉r,n − xq′ ∈ linQ(Tq′). Finally, while linQ(Tq) 6⊆ linQ(Tq′) for some states
q, q′ ∈ Q with (q, α, q′) ∈ ∆, one updates Tq′ so that the inclusion is satisfied.
This is done by sequentially updating Tq′ via the calls UPDATETRIANGQ(Tq′ , g1),
. . . , UPDATETRIANGQ(Tq′ , gk), where {g1, . . . , gk} = TQ. Thanks to Proposi-
tion 102, if (T ′q,x′) = UPDATETRIANGQ(Tq′ , x), then Tq ⊆ T ′q, i.e. whenever a
vector is added to Tq, it is never removed. So, the test linQ(Tq) 6⊆ linQ(Tq′) will
only be verified when Tq is modified. So, it suffices to store in a set W the states
q for which Tq has been modified and check only for those states whether one has
to modify the set Tq′ of the successors q′.
The formal algorithm is given in Fig 6.1. Note that this algorithm always
terminates since each Tq is modified at most n times.
Theorem 116. Let x ∈ Zn and T ⊆ Qn such that (T,x) = QAFFINEHULL 1(A),
with QAFFINEHULL 1 given in Fig 6.1.
We have x + linQ(T ) = affQ(SA).
The time complexity of QAFFINEHULL 1 is O(|∆| · n4).
Proof. By construction, the vector spaces linQ(Tq), q ∈ Q, satisfy (C.Q.1),
(C.Q.2) and (C.Q.3), and therefore, thanks to Theorem 115, linQ(Tq) ⊇ Vq. Also,
by construction, the sets Tq, q ∈ Q, are modified via calls to UPDATETRIANGQ(Tq ,
y) such that
• y = 〈α〉r,n − xq, for some α ∈ Σnr and qI ∈ QI with (qI, α, q) ∈ ∆,
• y = r · xq′ + 〈oα〉r,n − xq for some q′ ∈ Q, α ∈ Σnr with (q′, α, q) ∈ ∆, or
• y ∈ linQ(Tq′) for some q′ ∈ Q, α ∈ Σnr with (q′, α, q) ∈ ∆.
Therefore, thanks to Proposition 102 and Lemmas 111, 112 and 113, one proves
by induction on the number of modifications brought to the sets Tq that Tq ⊆ Vq.
For each q ∈ Q, Tq is modified at most n times. So, by inspection, there are at
most n · |∆| states added to W . Thanks to Proposition 102, the time complexity
of UPDATETRIANGQ is O(n2), and therefore, the overall complexity is O(|∆| ·
n4).
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function QAFFINEHULL 1(NDDA = (Q, Σnr , ∆, QI, QF)) : (set of vectors in Qn, integer
vector)
1: var W : set of state;
2: q, q′ : state;
3: T1, . . . , T|Q|, T, G : set of vectors in Qn;
4: α : symbol;
5: w : word;
6: g,g′,x1, . . . ,x|Q| : vector in Qn;
7: begin
8: for each q ∈ Q do Tq := ∅;
9: for each q ∈ Q with SqA 6= ∅, let xq ∈ S
q
A;
10: for each q ∈ QI, q′ ∈ Q, α ∈ Σnr such that (q, α, q′) ∈ ∆ do
11: begin
12: (T , g) := UPDATETRIANGQ(Tq′ , 〈α〉r,n − ·xq′ );
13: if T 6= Tq′ then W := W ∪ {q′};
14: Tq′ := T ;
15: end
16: for each q, q′ ∈ Q, α ∈ Σnr such that (q, α, q′) ∈ ∆ ∧ S
q
A 6= ∅ do
17: begin
18: (T , g) := UPDATETRIANGQ(Tq′ , r · xq + 〈oα〉r,n − ·xq′ );
19: if T 6= Tq′ then W := W ∪ {q′};
20: Tq′ := T ;
21: end
(. . . )
Figure 6.1: Function QAFFINEHULL 1
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(. . . )
22: while W 6= ∅ do
23: begin
24: let q ∈ W ;
25: W := W \ {q};
26: for each q′ ∈ Q such that (q, α, q′) ∈ ∆ with α ∈ Σnr do
27: for each g ∈ Tq do
28: begin
29: (T , g′) := UPDATETRIANGQ(Tq′ , r · g);
30: if T 6= Tq′ then W := W ∪ {q′};
31: Tq′ := T ;
32: end
33: end
34: G := ∅;
35: let q′ ∈ QF;
36: for each q ∈ QF do G := G ∪ Tq ∪ {xq − xq′};
37: return (GETTRIANGQBASIS(G), xq′ )
38: end
Figure 6.2: Function QAFFINEHULL 1 (continued)
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As mentioned in [MH04], the efficiency of QAFFINEHULL 1 can be improved
thanks to the following observation. When modifying a triangular set Tq′ via a call
to UPDATETRIANGQ(Tq′ , g), all vectors in Tq′ before the call are left unchanged,
the only difference that might occur is that one vector g′ could be added to Tq′ . So,
when a triangular set Tq is modified, it is sufficient to update with the new element
of Tq (and not with all other vectors in Tq) the sets Tq′ for all states q′ such that
(q, α, q′) ∈ ∆ for some symbol α ∈ Σnr . Consequently, since each set is modified
at most n times, there are at most |∆| · n calls to UPDATETRIANGQ, and the time
complexity is reduced by a factor n, i.e. the time complexity is O(|∆| ·n3). In the
next section, we show another improvement which allows to get rid of all calls to
UPDATETRIANGQ.
6.2.2 An Improved Algorithm
We can improve the algorithm QAFFINEHULL 1 presented in the previous section
based on the following property which is an extension of Lemma 113 holding
thanks to the fact that A is reduced.
Lemma 117. For all q ∈ Q, Vq ⊆ V .
Proof. Since A is reduced, there exist a sequence of symbols α1, . . . , αk ∈ Σnr
and a sequence of states q1, . . . , qk, qk+1 ∈ Q such that
• q = q1,
• qk+1 ∈ QF, and
• for all i ∈ {1, . . . , k}, (qi, αi, qi+1) ∈ ∆.
Thanks to Lemma 113, Vqi ⊆ Vqi+1 for all i ∈ {1, . . . , k}, and therefore
Vq ⊆ Vqk+1. (6.15)
Also, by definition, affQ(Sqk+1A ) ⊆ affQ(SA), and
Vqk+1 ⊆ V. (6.16)
Combining (6.15) and (6.16), we have Vq ⊆ V .
Thanks to the previous property, we deduce that it is not necessary to com-
pute at each individual state q a triangular set Tq and a vector xq such that xq +
linQ(Tq) = affQ(S
q
A). One only needs to consider one element xq per state and
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function QAFFINEHULL(NDD A = (Q, Σnr , ∆, QI, QF)) : (set of vectors in Qn, integer
vector)
1: q, q′ : state;
2: G : set of vectors in Qn;
3: α : symbol;
4: g,g′,x1, . . . ,x|Q| : vector in Qn;
5: begin
6: G := ∅;
7: for each q ∈ Q with SqA 6= ∅, let xq ∈ S
q
A;
8: for each q ∈ QI, q′ ∈ Q, α ∈ Σnr such that (q, α, q′) ∈ ∆ do
9: G := G ∪ {〈α〉r,n − xq′};
10: for each q, q′ ∈ Q, α ∈ Σnr such that (q, α, q′) ∈ ∆ ∧ S
q
A 6= ∅ do
11: G := G ∪ {r · xq + 〈oα〉r,n − ·xq′};
12: let q′ ∈ QF;
13: for each q ∈ QF do G := G ∪ {xq − xq′};
14: return (G, xq′ )
15: end
Figure 6.3: Function QAFFINEHULL
one set of generators for the whole NDD. Practically, this means that in Fig 6.1,
we can substitute all triangular sets Tq by a single set T , and remove the main
while -loop at line 22. Consequently, we don’t have to check directly whether a
vector g is in linQ(T ) or not, as it is done via the call UPDATETRIANGQ(Tq , g).
We choose to remove completely calls to UPDATETRIANGQ. This decreases the
time complexity by a factor n2 at the expense of a larger set of generators (at most
|∆| elements compared to n). This choice is justified by the fact that it is more
efficient to perform once a call to GETTRIANGQBASIS with a set G that |G| calls
to UPDATETRIANGQ. Even the call GETTRIANGQBASIS is not part of the algo-
rithm because it is not always required to have a triangular set. Also, this gives
more flexibility, and this will be useful in the sequel.
The algorithm QAFFINEHULL displayed in Fig 6.3 incorporates the above
considerations.
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Theorem 118. Let xF ∈ Zn andG ⊆ Zn such that (G,xF ) = QAFFINEHULL(A).
We have
xF + linQ(G) = affQ(SA).
The number of elements in G is bounded by O(|∆| + |Q|), the sizes of the
components of the vectors in G are bounded by O(lmin) and the time complexity
of QAFFINEHULL is O(n · (|∆|+ |Q|)),
Proof. See Section 6.6.2.
Since the set G of vectors generated by the algorithm QAFFINEHULL can get
fairly large, one might be interested in computing a triangular set T corresponding
to G, since a triangular set has at most n elements.
Theorem 119. There exists an algorithm QAFFINEHULLT which, given a re-
duced NDD in strong normal form A = (Q,Σnr ,∆, QI, QF), generates a vector
xF and a triangular set of vectors T such that
affQ(SA) = xF + linQ(T ).
The time complexity of QAFFINEHULLT is O(|∆| · n2).
Proof. Thanks to Theorem 118, by applying the algorithm QAFFINEHULL with
A as input, we compute, in time proportional to O(|∆| · n), a pair (G,xF ) such
that affQ(SA) = xF + linQ(G). The number of elements in G is bounded by ∆
and the sizes of the components of vectors in G are bounded by O(|Q|).
According to Proposition 101, we can compute a triangular set T of at most
n generators from the set G. The size of the numbers in T is then bounded by
O(n · (|∆|+logn)) and the time complexity for the call GETTRIANGQBASIS(G)
is O(|∆| · n2).
So, the overall time complexity of QAFFINEHULLT is O(|∆| · n2).
Finally, thanks to Proposition 108, we can compute a system of linear equa-
tions corresponding to the affine hull, as shown by the next theorem.
Theorem 120. There exists an algorithm QAFFINEHULLEQUATIONS which, given
a reduced NDD in strong normal form A = (Q,Σnr ,∆, QI, QF), generates a sys-
tem of at most n linear equations Ax = b such that
affQ(SA) = {x ∈ Q
n | Ax = b}.
The time complexity of QAFFINEHULLEQUATIONS is O(|∆| · n2).
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Proof. Direct consequence of Theorem 119 and of Proposition 108.
6.3 Affine Hulls over Z
In this section, we give an algorithm for computing the affine hull over Z of the set
represented by a reduced NDD in strong normal form A = (Q,Σnr ,∆, QI, QF).
Without loss of generality, we assume that for all accepting states q ∈ QF, SqA 6= ∅.
Note first that in general, if (G,xF ) = QAFFINEHULL(A), with QAFFINE-
HULL described in Fig.6.3, the set xF + linZ(G) is not equal to affZ(SA). This
stems from the fact that Lemma 117 does not hold in the integer case, since in the
case of a Z-module M , the fact that r · g ∈Mq does not imply that g ∈ Mq.
Throughout this section, the sets Mq, q ∈ Q, are the Z-modules such that if
SqA 6= ∅, affZ(S
q
A) = xq + Mq for some xq ∈ S
q
A. Similarly, the set M is the
Z-module such that affZ(SA) = x + M for some x ∈ SA. Finally, we define
dmin and lmin as follows. The integer dmin is the smallest integer such that from
each state q ∈ Q reachable from some initial state, there is a path from q to an
accepting state labeled by w with |w| ≤ dmin. The integer lmin is defined as in
Section 6.2 as the smallest integer such that for all states q, if SqA 6= ∅ then there
exists an encoding w, with 0 < |w| ≤ lmin, labeling a path from some initial state
to q.
There is a relation between the Z-module M and the Z-modules Mq similar to
the relation holding between the vector space V and the vector spaces Vq given in
Section 6.2.
Theorem 121. Let xq ∈ SqA for all q ∈ Q with SqA 6= ∅ and let q′ ∈ QF.
linZ
(⋃
q∈QF
(xq − xq′) ∪
⋃
q∈QF
Mq
)
= M.
Proof. The proof is similar to the proof of Theorem 109.
6.3.1 A first Algorithm
We first present an algorithm similar to QAFFINEHULL 1 presented in Section 6.2.1.
Basically, the difference is that in QAFFINEHULL 1 one computes a set of gen-
erators for the vector spaces Vq, for all states q ∈ Q, whereas in the following
algorithm, one computes a set of generators for the Z-modules Mq, for all states
q. Note that in both cases, the sets are generated via a fixpoint computation.
