Abstract : We present a new and systematic method of approximating exact nonlinear filters with finite dimensional filters, using the differential geometric approach to statistics. We define rigorously the projection filter in the case of exponential families. We propose a convenient exponential family, which allows to simplify the projection filter equation, and to define an a posteriori measure of the performance of the projection filter.
INTRODUCTION
The filtering problem consists in estimating the state of a stochastic differential system from noisy observations. In the linear Gaussian case the problem was solved by Kalman, who introduced the well known Kalman filter] a finite dimensional system of equations for the first two conditional moments of the state given the observations. In the general nonlinear case, the filtering problem consists in computing the conditional density of the state given the observations. This density is the solution of a stochastic partial differential equation] the Kushner-Stratonovich equation. The general nonlinear problem is far more complicated because the resulting nonlinear filter is not finite dimensional in general.
In [4] Hanzon introduced the projection filter (PF), which is a finite dimensional nonlinear filter based on the differential geometric approach to statistics. The projection filter is obtained by projecting the KushnerStratonovich equation onto the tangent space of a finite dimensional manifold of probability densities, according to the Fisher information metric and its extension to the infinite dimensional space of square roots of densities, t he Hellinger distance .
The purpose of this paper is to provide an introduction to the projection filter. We provide a rigorous definition of the PF in the case of a manifold of exponential probability densities. It should be noticed that the resulting finite-dimensional equations can be easily implemented, and do not require any complicated differential geometric operations. We also present some 
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formulae concerning auxiliary quantities, such as the projection residual, the purpose of which is to provide a local measure of the quality of the filter behaviour, and we work out the case of discrete-time observations. The filters are derived by using the geometric approach, but in principle the reader can rederive them by using the assumed density idea without using any Riemannian geometry, see Brigo, Hanzon and LeGland [2]. In [2], we also develop explicit formulae for the particular example of the cubic sensor, and we present some numerical simulations, and comparisons between the projection filter and optimal filter obtained by the numerical solution of the nonlinear filtering equation.
STATISTICAL MANIFOLDS
Let M(X) be the set of all non-negative and finite mea- Let S denote the following family of probability densities : S = Cp(-, 6 ) : 6 E Q}, where 0 C Rm is open, and the corresponding set of square roots af densities S1l2 = {m : 0 E Q} C L2(X) .
We assume that, for all 6 E 8 are linearly independent vectors, hence S1f2 is a finiteThe inner product of any two basis elements is defined, according to the L2 inner product This is, up to the numeric factor 4, the Fisher information metric, and the matrix g(0) = ( g i j ( 6 ) ) is called the Fisher information matrix, see [l] .
We conclude this section with a lemma on exponential families, which will be used throughout the paper,
Definition 2.1 Let {cl, . . . , c,) be linearly independent scalar functions defined on R", and assume that the conzlez set 00 has non-empty interior. Then
where 0 E 00 is open, is called an exponential family of probability densities. 
THE NONLINEAR FILTERING
On the probability space (0, F, P ) with the filtration {T; , t 2 0) we consider the following state and observation equations
(1) These equations are It6 stochastic differential equations. In (l), the unobserved state process { X t , t 2 0 ) and the observation process {yt , t 2 0 ) are taking values in Rn and Rd respectively, the noise processes {Wt , t 2 0 ) and {& , t 2 0 ) are two Brownian motions, taking values in R P and Rd respectively, with covariance matrices Qt and & respectively. We assume that & is invertible for all t 2 0, which implies that, without loss of generality, we can assume that & = I for all t 2 0. Finally, the initial state X O and the noise processes {Wt , t 2 0 ) and {& , t 2 0) are mutually independent.
We assume that the initial state X O has a density po w.r.t. the Lebesgue measure A on R", and has finite moments of any order, and we make the following assumptions on the coefficients f t , at := ut Qt UT, and ht of the system (1)
for all t 2 0, and for all x , d E BR, the ball of radius R.
Non-explosion : there exists K > 0 such that a-4.) 5 K (1 + 1 . 1 2 ) 1 trace at(.) 5 K (1 + 1 x 1 ' ) , for all t 2 0, and for all z E Rm.
Polynomialgrowth : there exist K > 0 and r 2 0 such that
for all t 2 0, and for all z E Rm.
Under assumptions (A) and (B), there exists a unique solution { X i , t 2 0 ) to the state equation, see Khasminskii [6] , and X t has finite moments of any order.
For all t 2 0, the associated backward diffusion operator Ct is defined by Under the additional assumption (C) the following finite energy condition holds E l T Iht(Xt)12dt < m , for all T 2 0.
The nonlinear filtering problem consists in finding the conditional probability distribution ?rt of the state Xt given the observations up to time t , i.e. ?rt(dz) := P [ X t E dx I Yt], where yt := u(Yt, 0 5 s 5 t ) -
for an introduction. We assume that for all t 2 0, the probability distribution ?rt has a density pt w.r.t. the Lebesgue measure on R". Then {pt , t 2 0 ) satisfies
dPt = ~; p t~t -~p t [ l h t l 2 -~P t { l h t l 2 ) I~t
in a suitable functional space, where Ept{.} denotes the expectation w.r.t. the probability density pt, i.e. the conditional expectation given the observations up to time t , and where for all t 2 0, the forward diffusion operator .Cz is defined by for any test function defined on R". We shall &e-quently work with square roots of densities, rather than densities themselves. Then, we compute by formal rules, using the Stratonovich form :
where the nonlinear time dependent operators P t , 0,"
THE EXPONENTIAL PROJECTION FILTER
In this section we present the rigorous definition of an exponential projection filter. We will show that if we choose S1f2 as the set of square roots of probability densities of a finite dimensional exponential family, then under an additional assumption, see 
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Let We can now state the following theorem : The proof of the theorem can be found in [2].
Theorem 4.1 Assume that, in addition to (A), (B) and (C), the coeficients

THE PROJECTION RESIDUAL AND A CONVENIENT EXPONENTIAL FAMILY
In this section, we are interested in defining quantities which will provide a local measure of the quality of the projection filter approximation. Compare equation (2) for the (square root of the) true density p t , i.e. and equation ( Two steps are involved in using the projection filter density p: as an approximation of the true density pt :
We make a first approximation by evaluating the righthand side of equation (7) at the current projection filter density p: and not at the true density pt. Even with this approximation, the resulting coefficients Pt (@) and @(a) for k = 0,1, . . . , d would make the solution leave the manifold S1I2, and we make a second approximation by projecting these coefficients on the linear space L*S'lz via the projection mapping ne,.
In order to express the error occurring in the second approximation step at time t , we define the prediction residual operator 72: and the correction residual operators 2," for k = 0,1,. e . , d as follows :
These operators, when applied to the square root of density @ = d m E S1I2 yield vectors of Lz(X).
We call such vectors projection residuals : they give a local measure of the quality of the approximation involved in the projection filter. We can compute the norm of such vectors according to the norm 11 11 in Lz(X), and we define the prediction residual norm r;
and correction residual norms r," for k = 0,1, . , Notice that if in addition 72: = 0, then r; reduces to r:. In the next section we will introduce manifolds SfJ2 for which such a definition is applicable. Now we try to give some intuition for the above definition. Suppose we replace in equations (7) and (8) the observation {yt , t 2 0 ) with some smooth process { u t , t 2 0 } , e.g. a regularized approximation, i.e. we consider the equa- In this case, we can define a single residual operator expressing the difference between the rate of change in the smooth Kushner-Stratonovich equation (9) and the rate of change in the smooth projection filter equation (lo), i.e. 
k = l
Of course, if we return to the original situation, e.g.
letting the regularized approximation { u t , t 2 0 ) converge to the observation {%, t > 0}, there is no limit to the smooth residual operator Ry, unless R,k = 0 for all t 2 0, and all k = 1, s e , d . In this case only, we define the total residual operator 72; as above. From now on, and throughout the paper, we assume for simplicity that ht(z) = h (~) does not depend explicitly on time. This is necessary in order to define the simplifying time invariant exponential family S. below. vanish. Indeed, it follows from (11) that Next, we prove that the correction residual norms
THE CASE OF DISCRETE-TIME OBSERVATIONS
In this section we present the effect of choosing the exponential family S., in the case of a nonlinear filtering problem with discrete-time observations. In this Therefore, the projection does not modify these vectors since they already lie in the tangent space of Sf". Finally, the equation for the parameters is obtained What the above theorem shows is that the projection residuals are greatly simplified if we make use of the functions {h', . . . , hd, $1hI2} in the definition of the exponential manifold, i.e. if we choose the functions {cl,. . a , cm} in such a way that the functions {h',...,hd,ilh)2) belong tospan{cl,-..,c,}. Indeed, {Xt , t 2 01.
The nonlinear filtering problem consists in finding the conditional density pn(z) of the state X t , given the observations up to time t,, i.e. such that P [ X , , E dz I 2,] = p n ( z ) d x , where 'Zn := u(zo,--.,z,). We define also the prediction conditional density p i (z) dx = P [ X t n E dz I 2,-1]. The sequence { p , , n 2 0) satisfies a recurrent equation, and the transition from p,-l to pn is decomposed in two steps, as explained in [5] , [lo] : 0 Prediction step. Between time t,-l and t,, we solve the Fokker-Planck equation
The solution at final time t , defines the prediction conditional density p; = py, .
