Most of the Castanopsis indica forest of Nepal in the midhill region was degraded in the recent past especially due to policy conflict between government and local users. But after the introduction of community forestry system, these forests have been rejuvenated gradually. Therefore, the proportion of the juvenile plants in forests is very high and the contribution of juvenile plants on total biomass production cannot be overlooked. Therefore this study was carried out to develop juvenile biomass models. We measured diameter at 10 cm above ground level (D), total height (H), density (ρ) and total biomass (W) of indica juveniles. The models were estimated using "library (minpack.lm)" in R. The estimated models were evaluated by using numerical fit statistics and graphical analyses. The selected model Ŵi = 52.28 (D i 2 H i ) 0.89 explained >95% juvenile biomass of indica with RSE=42.34g, AIC=406.8 and average deviation=13.26.
C astanopsis indica (Roxb.) Miq. (family Fagaceae), commonly known as Indian
Chestnut, is a broadleaved evergreen tree species of middle hills of Nepal. It is generally found in association with Schima wallichii in high rainfall area of Annapurna region and eastern Nepal. This species is found between 1200 m to 2900 m above the mean sea level (Jackson, 1994) . The main stem of this species is commonly used as construction timber, leaves as fodder and raw materials for local plates, branches as fuelwood and fruits as food. Most of the C. indica forest of Nepal in the midhill region was degraded in the recent past specially due to policy conflict between government and local users. But after the introduction of community forestry system, these forests have been rejuvenated gradually. Therefore, the proportion of the juvenile plants (defined as a plant ≥30 cm in height and <10 cm in stem circumference at 10 cm above ground surface (Chaturvedi et al., 2012) ) is very high. Almost 5% contribution was recorded from juvenile stage plants in total biomass production (Francis, 2000) . Juvenile plants also contribute significantly for the protection of land through minimization of soil erosion. Therefore, juvenile plants play a vital role in maintaining the balance in overall ecosystem of forest and cannot be overlooked in forest biomass and carbon assessment.
The study of size-correlated variations in organic form and process in biological sciences is traditionally called "allometry" (Greek allos,"other" and metron, "measure") (Niklas, 1994) . The allometric equations can be used to estimate the above ground biomass and carbon of the particular forest area (Hosoda and Iehara, 2010; Chaturvedi et al., 2012; Subedi and Sharma, 2012) . However some other direct methods (Cutting of plants and weighing of their parts to estimate biomass) can also be used to estimate the biomass and carbon in a forest stand (Ketterings et al., 2001; Basuki et al., 2009) . Since the area of the forest is large (in most of the cases), the estimation of biomass through destructive felling is not possible and not beneficial also in all cases. Therefore uses of indirect methods such as using allometric equations are considered better option in comparision to direct methods (Hosoda and Iehara, 2010; Chaturvedi et al., 2012; Subedi and Sharma, 2012) . Raghubanshi, 2013; Chaturvedi et al., 2012; Chapagain et al., 2014) . In most of the cases, biomass and carbon are estimated by excluding the juvenile plants and therefore underestimation is also realized. One of the reasons for this is the unavailability allometric equations for juvenile stage plants. Therefore, it is worthwhile to include juvenile plants in biomass studies. Though Tamrakar (2000) has developed biomass table for C. indica and Shrestha (2013) has developed biomass models for large sized C. indica, so far, to the authors' knowledge, no biomass studies have been conducted for juveniles of C. indica in Nepal. Therefore this study was carried out to develop allometric equations for juveniles of C. indica which is expected to contribute to the carbon trade programs of Nepal in front of the international community.
Materials and methods

Study site
This study was carried out in Bhakarjung Community Forest of Dhikurpokhari Village Development Committee (VDC) of Kaski District ( Fig. 1) 
Data collection
The existed variation in the population was detected from operational plan of the community forest. We selected 39 juveniles of C. indica purposively from the whole study area to represent existed variation of site, mode of origin, density, age and size (Adinugroho and Sidiyasa, 2006; Dorado et al., 2006; Edwards Jr et al., 2006) . Vernier Calliper (precision 1 mm) was used to measure diameter of each individual juvenile at 10 cm above the ground level by following the rules of Chaturvedi and Khanna (2011) . Similarly, the linear tape (precision 1 cm) was used to measure the total length from base to tip of the plant after destructive felling. The stem, leaves and branches were isolated and weighed (precision 0.1g) after felling. Samples for oven dry weight was collected from stem, leaves and branches and dried at 105 o C at the laboratory of Institute of Forestry, Pokhara. The volume of stem was estimated using the principle of water displacement. The descriptive statistics of the data used for modeling is given in table 1.
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Data Analysis
Dimensional analysis, the most common method, is used to predict individual tree biomass (Whittaker and Woodwell, 1968) . This method basically depends on the consistency of an allometric relationship between plant dimensions (usually dbh and/ or height) and biomass for a given species, group of species, or growth form. The juvenile biomass of C. indica was modeled by using diameter alone (D, D 2 ), diameter and height combined (DH, D 2 H), diameter and wood density combined (ρD, ρD 2 ) and diameter, height and wood density combined (ρDH, ρD 2 H). Juvenile biomass models were designated by applying each of the eight independent variables and termed first model category for a model with D alone, second model category for a model with D 2 and third model category for a model with DH and so on resulting in eight different model categories in total and these eight model categories consist 13 models of different forms (i.e. 8 × 13 = 104 alternative models, see Table 2 for details).
The least square regression technique was used to develop biomass models. The models were estimated using "library (minpack.lm)" package in which lm (for linear models), nls and nlsLM (for non linear models) commands in R (R Core Team, 2012). The models were evaluated by applying various criteria such as significance of parameter estimates, residual standard error (RSE), adjusted coefficient of determination (R 2 adj), Akaike Information Criterion (AIC), Average deviation and Graphs of residuals, scaled and quantile-quantile (Q-Q).
Comparing the equations to previously published equations
We used model of Chapagain et al. (2014) to the current data to compare with the best selected model. The allometric equation developed by Chapagain et al. (2014) 
Results and discussion
Developing allometric equation
Parameter estimates of 83 models out of 104 models (8*13=104 models or 13 models in each model category, Table 2 ) were found to be significant at 95% confidence interval. This shows that 79.8% of the models (83 significant models) tested in this study are more likely to be genuine and unlikely to have occurred by random chance to the data. RSE = 42 g i.e. unexplained error by the models was still left unexplained inspite of well fitting of the models to the modelling data. Table 3 shows the fit statistics and parameter estimates of the best models from each model category.
M1 from fourth model category, M7 from first model category and M9 from second model category showed the best fits (smallest RSE, AIC, average deviation and largest R 2 adj) among the models. The model M1, appeared in the fourth, third, first, first, second, first, first and first rank within the models from the first, second, third, fourth, fifth, sixth, seventh and eighth model category, respectively, which is the most widely used model to develop biomass model (TerMikaelian and Korzukhin, 1997; Sharma, 2011; Miksys et al., 2007) . From the evaluation of fit statistics, M1 seems to be the most accurate and precise among the fourth model category and followed by the model M7 of the first model category, M9 of the second model category, M1 from the eighth model category, M1 from the third model category, M1 from sixth model category, M1 from seventh model category and M3 from fifth model category. Graphs of model residuals, scaled and normal Q-Q were also examined. figure 3 shows the square root of the standardized residuals against fitted value along with smooth line. Departure from horizontal lines signify heteroskedasticity contradicting the model assumption "εi have constant variance", (Robinson and Hamann, 2011) but the model M1 from category fourth shows the less heteroskedasticity than other models. Similarly, figure 4 shows a Q-Q plot of the standardized residuals against the normal distribution. Here the ideal plot is a straight line, although modest departures from straightness are often acceptable (due to large-sample theory).
Bhandari and Neupane
Departures from a straight line in this plot may indicate non-normality of the residuals or non-constant variance, or both (Robinson and Hamann, 2011) . But in our analysis, we found all the points are in a reasonably straight line which indicates the normal distribution of residuals. The average deviation for individual trees of the model M14 is smaller than that of previously published models (Table 4) . Similarly, the AIC value for the model M14 is also smaller than that of previously published models (Table 4 ). The AIC values of the model of Chapagain et al. (2014) for all three species is same because of the same Chapagain et al. (2014) for all three species were applied to our data, the predicted values were underestimated. This proof can be seen from confidence interval (CI) values given in table 5. At 95% CI, upper and lower limit of the mean biomass from the model of Chapagain et al. (2014) for all three species were smaller than the observed values. While analyzing the lower and upper limit of CI, the model M14 is closer to the mean value of the observed biomass (Table 5) .
A possible justification for lower prediction when applying the model of Chapagain et al. (2014) to the data from this study is the differences in the species and their form. Though data for both of the studies were collected from Nepal, the variation in site and tree form might have some role in variation in total biomass.
Apart from this, the analysis of paired sampled t-test from table 6 shows that for two tailed at 95% confidence interval, the mean of the observed data and the proposed model is statistically significantly different from the predicted mean using the model of Chapagain et al. (2014) for all the three species. But there is no statistical significant difference between the observed data and the model M14. On the other hand the model M14 has statistical significant difference with the model of Chapagain et al. (2014) for all three species. From the analysis of application of proposed models and previously developed models, it would be better to consider site specific model for precise estimation of forest biomass. Similar findings were reported by Basuki et al. (2009 ), Cairns et al. (2003 and Nelson et al. (1999) when they applied previously published models to their data. In contrast to these results, Chave et al. (2005) stated that local species specific models are not needed; instead, generalized allometric relationships can be employed. The effective way might be the grouping of species by broad forest types or ecological zones than developing models for specific species because the local species specific equations do not improve the accuracy significantly. The prediction using Chapagain et al. (2014) showed that the upper limit of prediction is much lower than the observed values (Table 5) at 95% confidence interval. The upper boundaries of the observed data, prediction using model M14 and prediction using Chapagain et al. (2014) 
