Abstract. For almost three decades the multicast communication has been a subject of a dynamic research. It came to the world of the packet switching networks rather late and still has not become a fist class citizen of the Internet, yet the demand for such services is growing and thus the relevant technologies evolve persistently providing increasing quality and availability of the means of the group communication. The overlay approach to the multicast is an application layer realization which came to life due to certain deficiencies at the lower layers. In general the gain from using multicast for group communication instead of duplicated unicast links is that we avoid sending the same data many times through a single link. 
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Introduction
The TCP/IP based multicast solutions have already been been supported for many years [12, 24, 26] and recently it has been developing particularly dynamically. However the rapid growth of deployment and usage is not that well reflected in practice. The main problem is the limited support in some parts of the Internet, which makes it hard to deploy group communication globally. There have been some notable examples of attempts of using the IP Multicast protocol. The Video LAN Client [3] is a popular and successful video broadcasting system. While it is possible to set up a Multicast IP based solution at a limited scale, the Internet users have been deprived of an efficient method for multicast communication for quite a long time [10, 24, 26] . An attempt has been made to fill in the gaps in the IP Multicast availability with the MBone project [20] . The IP tunneling based connections were made between Multicast IP enabled domains which enabled global group communication at a relatively low level. Good connectivity was delivered, however the perfoemance and the overall communication quality turned out to be poor [18] . Therefore the application layer based solutions seem to be a viable option at the face of the shortage of network layer support.
Several implementations of the multicast overlay protocol have been developed over the past decade [10, 7, 9, 16, 8, 22, 14, 17, 19] . Comparisons between them have been previously done, however the comparisons have been mostly based on either analytical [11] or empirical approach [4] . With the regard to the experimental comparisons, mostly static properties have been evaluated [6, 27] . This article on the other hand provides a comparison of the efficiency focused on evaluation of the dynamic parameters. Two popular protocols were chosen for the comparison: Narada [10] and NICE [7] . The Narada protocol has been picked as one of the first solutions of this type, whereas the NICE protocol is commonly indicated as a good and efficient protocol. In the comparative study presented in the article, the author's implementation of the Narada protocol has been used, as well as a novel research methodology has been presented. One of the solutions to these problems is to modernize routing equipment by Internet service providers and appropriate administrative structures. This is, however, rather impractical due to extensive costs involved and the fact that in many instances equipment that does not support multicast IP is still fully functional with only some functions missing, which does not qualify formally for a replacement [5, 21, 7, 10] . Another shortcoming in the original realization is the lack of the possibility of An alternative option to costly restructuring and modifications is an attempt to make use of the already existing and well-tried network infrastructure and an execution of desired functions in the application layer. This solution has not only proved to be practical [5] , but at the same time so effective that currently there exists and is p ractically implemented a number of solutions of this kind [21, 7, 10] . 
Multicast IP
The idea of a standard realization of multicast transmission in the IP network takes advantage of the notification of demands of a receiver to join a specific multicast group [12] . A receiver that is interested in joining a given group sends a relevant request to a local router. The router sends out information on available hosts and networks that are attached to it, and their affiliation with given groups.
The way this information is handled and managed is determined by special protocols, i.e. PIM-SM, PIM-DM, PIM-SSM or PIM-BDIR [24, 12, 26] . The multicast enabled routers form a logical tree rooted in the node called the rendezvous point (RDP). Thanks to this architecture, the router that receives a packet directed to a given group has knowledge of which hosts in its network belong to this group and which neighboring routers can forward packets of this group. An overview of such an architecture has been shown in the figure 1.
Multicast overlay
The application layer, unlike lower layers, is very elastic.
It is also not limited by capabilities of the TCP/IP stack (beside the method for the interaction with the network). data buffering is supported which makes the protocol versatile, though due to this it may be harder to optimized as little may be assumed about the structure that is being realized. It may also be harder to implement and maintain that other, simpler solutions because of its complexity.
Overcast
Overcast [ 
ALMI
ALMI [22] is aimed and tuned for the case of manyto-many communication, for small to medium networks.
Quite typically for a multicast protocol, two planes are defined in this case: the control plane and the data plane.
The control plane is responsible for conveying the messages for joining or leaving the group, initializing adjacency relationships, monitoring of the performance of the virtual links, integrity maintenance, etc.
The Protocol represents a consciously centralized architecture. Such an approach makes the solution simple yet robust thanks to introducing backup central nodes that may take over the main one in case of a failure. The control structure is separated from the data plane, therefore a temporary breakdown of the control node won't affect the existing data transport topology, but will only stop the control traffic which is not critical until changes in the structure occur. This way, if part of the network is unaware of the most recent changes due to the latency or other circumstances and it's traffic is stamped with an index that is no longer up to date, an old state may be considered in a given router that is associated with the messages stamp, so that if only it is possible, the traffic will be handled as expected without the collision of the topology "versions". 
TAG

Bullet
Bullet [17] is a single sourced algorithm that aims at scalability. The control topology is based on a tree structure, however the data transmission is performed freely in a mesh like topology.
The main characteristic of the algorithm is that the data sent by the source gets segmented and the parts are sent in disjoint packages to the given node's children. This way multiple nodes obtain parts of the message which then get discovered and downloaded by the interested end nodes.
Such a transmission scheme allows for using advanced coding techniques that enable obtaining additional gains.
In the original work two of them are proposed: the erasure coding and the multiple description coding, however any algorithm that consists in segmentation of the data and the eventual reassembly may be used in case of the Bullet strategy.
Thanks to the distribution of the content hosting responsibility a great bandwidth gains may be achieved just cases. This is the essence of the protocol decentralization.
Scattercast
Stattercast [9] represents what can be called a hybrid ap- 
Scribe
One of the main assumptions of Scribe [8] is handling of many groups that can in general contain many subscribers.
The design is aimed at scalability, fault tolerance and high level of turnover which is mainly provided by a decentral- In order to determine the quality and the potential usability of a given overlay structure, a number of metrics has to be determined [13] , i.e.:
• Link cost of the overlay -the number of hops in the physical layer related to a single virtual link of the overlay:
• Link stress -the number of virtual links stress(l)
that go through a given physical link l. In an ideal situation, where redundancy is non-existent, stress will be equal to 1, though in practice links with greater stress often occur: l stress(l).
• Network stretch -the ratio between the number of hops between the source and a given receiver in the overlay N v and the number of according hops in the physical network N p :
Further on in the article other metrics will be used as well. These metrics are more convenient for making comparisons in the quality of different network management algorithms:
• Join delay -time needed for the network to commence a proper service to a new participant.
• Control transmission overhead -additional load introduced into the network for forwarding messages that control the operation of the overlay.
• Delay of transmission between hosts -time needed for the packet to cover the whole path between given two hosts.
• Ratio of delivery -the measure of reliability of transmission as the proportion between the number of the sent messages and the number of the messages received.
5 A review of selected multicast overlay routing protocols
Narada
The Narada protocol [10] works in two stages. First the control topology is constructed and then the spanning tree is built for conveying of the data traffic. In order to maintain the integrity of the network the refresh messages (RM) are sent periodically. They are used by all the participants, among others, to maintain their nearest neighborhood.
Joining the group consists in obtaining the list of the members (which is not covered by the protocol) and choosing a number of neighbor candidates from it. Lack of the RMs from a given node over an arbitrary period may indicate two things. One case is just a breakdown of the given node. Also this may indicate that the node is no longer reachable due to a disintegration of the overlay structure. In both cases an integrity of the entire group must be validated in order to provide the spanning tree's connectivity.
NICE
The NICE protocol, unlike the Narada protocol, does not distinguish between data and control routes. In the case of a disconnection of a member, or in the case of its failure, the procedure of selection of a new leader in the cluster for each member from the layer
. . is initiated. In the NICE protocol, the counterparts to refresh messages in the Narada protocol are
HeartBeat -HB messages that, beside transferring information on transmission possibilities of particular hosts, have an important part in detecting any failures.
6 Comparison of effectiveness of selected algorithms
Methodology
To run a simulation, the OverSim environment based on the OMNeT++ simulator was used. The environment is based on discrete event processing and has been designed for testing telecommunications networks, though its flexibility allows for use in other, related fields [25, 1, 2] .
In most cases, beside the procedure presented in [15] , multicast algorithm comparisons involve metrics of the type stretch and stress. Both metrics yield good results in measuring quality of a network, but they have a static character, which is not sufficient to characterize a dynamic context as real time connections in the everchanging topology. Therefore, in the article, the authors employ metrics that in their view are more suitable for a practical comparison of multicast overlay algorithms, i.e.
those mentioned in [15] : join delay, control transmission overhead, transmission delay between hosts, and the proportion of delivered packets.
In comparison to similar studies presented in [15] , the authors decided to study larger multicast groups and assumed intense churn of hosts. 
NICE
The implementation available in the OverSim package was used for the study of the NICE protocol. It was however modified slightly in order to enable observation of the join delay parameter. The OverSim simulator made it possible to measure conveniently the remaining parameters of interest. 
Narada
Due to the lack of a ready-made solution in the OverSim environment, the protocol implementation must have been created. The protocol does not regulate the whole of the process of joining hosts to the group and, therefore, an algorithm was proposed for the purpose of the implementation. A particular attention should be given to the fact that its choice influences one of the studied parameters,
i.e. join time. The algorithm is characterized by the following features:
• Each host can have between 1 and n neighbors, where n is the parameter of the algorithm.
• The random maximum from the above range is set separately for each host.
• Information on how many neighbors can join a given host is passed on along with refresh messages.
• Host joining a group receives a list containing information on hosts and their joining potential from RP.
If this list is missing, RP itself accepts hosts.
• From the obtained list, k number of hosts (another parameter of the algorithm) with the highest number of hosts that can join is chosen, to which a join request is forwarded.
• The indicated hosts reply with join acceptance or rejection.
Due to its high complexity, the implementation of data transmission in the Narada protocol is omitted. seconds, while the overall reduction in joining time for larger topologies has to be explained by an increase in the probability of finding a close potential neighbour.
The results are comparable with those obtained in [15] and hence, it is justifiable to conclude that the large churn taken into consideration in the present article did not have significant influence upon the average join time of a host.
It should be also noted that the optimum of the HBI parameter is about 5 seconds. Table 2 shows the control data overhead (β[B/s]) introduced for a given HBI interval and a given number of nodes. As expected, the overhead for small intervals is very high. Another interesting finding is the non-linearity of the dependence of overhead on the number of nodes.
Control data overhead
It is beneficial and should be ascribed to the hierarchical structure of the overlay. 
Data delay
For both 200 and 1,000 nodes, i.e. for the adopted extreme values, the differences in delay are relatively small.
However, for 500 nodes, an advantage of configuration with HBI equal to 5 seconds is observable. As in the case of join delay, you will notice that the results do not differ much from those presented in w [15] , which again leads to the conclusion that in the case of intensive migration of hosts, these parameters do not undergo significant changes. Table 4 shows the results of the comparison of the effectiveness of transmission in relation to the number of hosts.
Effectiveness of transmission
For the 5-second intervals, HBI efficiency is high and virtually constant. The instance for a 10 second delay has the minimum for 500 hosts, but in extreme cases also exhibits a high efficiency. HBI setting equal to 1s made that the 
Narada
A parameter for the maximum number of join queries, equal to 4, was chosen experimentally. For lower numbers, weak effectiveness was obtained, less than 80%, whereas for higher values there were too many redundant connections, which, in consequence, led to a quick saturation of the system and prevented new members from being joined. It was established that the maximum number of neighbors in the overlay was equal to 10. tion of a join attempt. However, for larger networks, keeping fresh information on the hosts gave the opposite result, and the system with low RMI achieved the best results.
Join delay
For a network with 1,000 nodes, all the results were comparable. Table 6 shows the control data overhead imposed to a
Control data overhead
given RMI interval and a given number of nodes. It may be noted that, as compared to the NICE protocol, the overhead is generally higher, in some cases up to 50 times. In the case of frequent refresh message transmission -every 1s -a sharp increase in overhead along with the increase in the number of hosts are also observable. Hence, it can be concluded that the cost of maintaining the overlay in this protocol is very high in terms of absorbed bandwidth, especially in large topologies. Table 7 shows the summary of the comparison of the effectiveness of joining depending on the number of hosts.
These results demonstrate the appropriateness of the rel- A comparison of the protocols has shown some interesting differences between them. The Narada protocol turned out to provide quick additions of new hosts to the overlay, which is a big advantage. Unfortunately, the adopted architectural assumptions cause that for networks bigger than 500 hosts the protocol is not a good choice because of the large overhead associated with traffic control.
It has also been shown that the consideration of the different churn intensities may lead to different conclusions.
It thus appears that the methodology of the research is useful and ensures improvement and enrichment of the classification of overlay multicast protocols.
