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Abstract Yves Couder, Emmanuel Fort and coworkers have recently discovered that a mil-
limetric droplet sustained on the surface of a vibrating fluid bath may self-propel through a
resonant interaction with its own wave field. We review experimental evidence indicating that
the walking droplets exhibit certain features previously thought to be exclusive to the micro-
scopic, quantum realm. We then review theoretical descriptions of this hydrodynamic pilot-wave
system that yield insight into the origins of its quantum-like behavior. Quantization arises from
the dynamic constraint imposed on the droplet by its pilot-wave field, while multimodal statistics
appear to be a feature of chaotic pilot-wave dynamics. We attempt to assess the potential and
limitations of this hydrodynamic system as a quantum analog. This fluid system is compared
to quantum pilot-wave theories, shown to be markedly different from Bohmian mechanics, more
closely related to de Broglie’s original conception of quantum dynamics, his double-solution
theory, and its relatively recent extensions through workers in stochastic electrodynamics.
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1 Introduction
“Long may Louis de Broglie continue to inspire those who suspect that what is
proved by impossibility proofs is lack of imagination.” - J. S. Bell (1982)
Both fluid dynamics and quantum mechanics attempt to describe the motion of
particles and waves in continuous media, albeit on vastly different scales. Given
the relative familiarity and accessibility of fluid systems, it is only natural to
draw analogies with them as one attempts to come to grips with the oddities
of quantum mechanics. Newton (1797) described photons skipping through the
aether like stones on the surface of a pond. Young (1804) demonstrated the wave
nature of light via analogy with ripple tank experiments. Berry (1980) examined
plane waves sweeping over a vortex as a hydrodynamic analog of the Aharonov-
Bohm effect (Coste et al. 1999). A recent hydrodynamic analog of the Casimir
effect suggests that Faraday waves can mimic the role of vacuum fluctuations
in generating forces between neighboring objects (Denardo et al. 2009). The
theories of fluid and quantum mechanics converge in the realm of superfluids
(Donnelly 1993) and Bose-Einstein condensates (Pitaevskii & Stringari 2003).
The first hydrodynamic analogs of single-particle quantum systems have emerged
in the last decade from the Paris laboratory of Yves Couder.
When placed on a vibrating fluid bath, a millimetric drop may interact with
the surface in such a way as to walk steadily across it at a characteristic speed
of 1cm/s, guided or ‘piloted’ by its own wave field (Couder et al. 2005a, Protiere
et al. 2006, Figure 1c). The resulting ‘walkers’ are spatially extended objects
comprised of both droplet and wave (Eddi et al. 2011a). By virtue of their spatial
delocalization, they exhibit several features previously thought to be peculiar to
the microscopic quantum realm (Bush 2010). Specifically, the walkers exhibit
behavior reminiscent of single-particle diffraction (Couder & Fort 2006, tunneling
(Eddi et al. 2009b), quantized orbits (Fort et al. 2010, Harris et al. 2014a,
Perrard et al. 2014ab), orbital level splitting (Eddi et al. 2012, Oza et al. 2014a)
and spin states (Oza et al. 2014a). Coherent, multimodal statistics have been
observed to emerge in single-particle diffraction Couder & Fort (2006), motion
in confined geometries (Harris et al. 2013), orbital motion in a rotating frame
(Harris & Bush 2014, Oza et al. 2014a) and orbital motion in a central force
(Perrard et al. 2014ab). The basic mechanics and quantum-like features of
the walker system will be reviewed in §2. The theoretical models developed to
rationalize the walker dynamics will be reviewed in §3.
In §4, we explore the relation between this fluid system and realist descrip-
tions of quantum systems, the majority of which are rooted in the hydrodynamic
formulation of quantum mechanics (Madelung 1926, Bohm 1952ab). The walker
system bears a notable resemblance to an early conception of relativistic quantum
dynamics, Louis de Broglie’s (1926, 1930, 1956, 1987) double-solution pilot-wave
theory, according to which microscopic particles move in resonance with their
own wave field. The extensions of de Broglie’s mechanics through workers in
stochastic electrodynamics (Kracklauer 1992, de la Pena & Cetto 1996, Haisch
& Rueda 2000) are also touched upon, their relation to the walker system dis-
cussed. While this review is written from the perspective and in the language of
a fluid mechanician, our hope is that it will encourage interest in revisiting and
reappraising realist quantum theories from the fluid dynamics community and
beyond.
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2 Walking droplets
The phenomena of interest arise when a millimetric drop is levitated on the
surface of a vibrating fluid bath (Walker 1978) (Figure 1), an understanding
of which requires familiarity with both non-coalescence phenomena (Neitzel &
Dell’Aversana 2002) and Faraday waves (Miles & Henderson 1990).
2.1 The Faraday levitator
Casual observation indicates that water drops may skip across the water surface
(Jayaratne & Mason 1964). The drop bounces if the collision time is less than
the time taken for the intervening air layer to drain to the thickness at which
coalescence is initiated by the attractive van der Waals forces acting between drop
and bath. While this critical thickness generally depends on the liquid and gas
phase properties as well as the system cleanliness, it is typically ∼100nm (Couder
et al. 2005b, Terwagne et al. 2007, Terwagne et al. 2009). In the case of rebound,
the air layer communicates lubrication stresses (Reynolds 1886) between drop and
bath, causing the drop to deform, decelerate, and reverse direction (Gilet & Bush,
2012).
Consider a fluid of density ρ, kinematic viscosity ν and surface tension σ in a
horizontal bath of depth H, driven by a vertical vibration of amplitude A0 and
frequency f = ω/(2pi). The effective gravity in the bath’s frame of reference is
g + γ sinωt where g is the gravitational acceleration and γ = A0ω
2. At low γ,
the fluid remains quiescent; however, above the Faraday threshold γF , the layer
becomes unstable to a field of Faraday waves (Faraday 1831; Figure 1a). The
frequencies of the resulting waves are quantized, being integer multiples of half
the driving frequency (Benjamin & Ursell 1954). While higher harmonics may be
excited, for the silicone oils used in the walker system, the most unstable waves
are subharmonic, with half the frequency of the imposed vibrational forcing,
ωF = ω/2 (Douady 1990, Kumar & Tuckerman 1994, Kumar 1996, Edwards
& Fauve 1994). Thus, as γF is crossed from below, the first waves to appear
are subharmonic, with a wavelength λF = 2pi/kF prescribed by the water-wave
dispersion relation: ω2F = (gkF + σk
3
F /ρ) tanh kFH. The experimental system is
composed of a bath of silicone oil (ν ∼ 10 − 100cS, H ∼ 4 − 10mm) subject to
vertical vibrations (f ∼ 20 − 150Hz, A0 ∼ 0.1 − 1mm) that induce vibrational
accelerations γ ≤ 5g and wavelengths λF ∼ 3 − 10mm. For f ≥ 80Hz and
H ≥ 7mm, the Faraday waves are effectively deep-water capillary waves with
dispersion relation ω2F = σk
3
F /ρ.
The walker experiments are performed for γ < γF , so the fluid interface would
remain flat in the absence of the drop; nevertheless, the Faraday forcing is criti-
cal. First, it powers the system, providing the energy for both the droplet motion
and the resulting wave field. Second, it preconditions the bath for a monochro-
matic wave field. Eddi et al. (2011a) characterized the form of the wave field
generated by particle impact on a vibrating bath (γ < γF ) using a free-surface
synthetic Schlieren technique (Moisy et al. 2009). Following impact, a transient
wave propagates away from the impact sight at a speed of ∼ 6cm/s, and in its
wake persists a field of standing Faraday waves, whose longevity depends on the
proximity to the Faraday threshold. A demonstration of walking drops may be
simply realized using a petri dish glued onto a woofer from a loudspeaker. Drops
of the desired size (diameter D ∼ 0.6−1.0mm) may be produced by breaking the
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interface with a toothpick. Illuminating with a strobe light makes for a striking
demonstration.
Precision experiments require careful leveling and control of the vibrational
forcing (Goldman 2002, Harris & Bush 2014b). Any variation from level, nonuni-
form vibration or spurious resonance results in a spatial dependence of the Fara-
day threshold. The walker dynamics and statistics are highly sensitive to all
of the system parameters, drop size, fluid properties and forcing; consequently,
repeatable experiments require the simultaneous control and documentation of
each. Studies of the walker statistics are typically performed just below the Fara-
day threshold (Couder & Fort 2006, Harris et al. 2013, Harris & Bush 2014a,
Perrard et al. 2014). The duration of the experiments is thus limited by the
constancy of the lab temperature, changes in which alter the Faraday threshold
through the concomitant change in viscosity (Bechhoeffer et al. 1995). The bath
should be covered with a fixed lid in order to eliminate air currents, a signature
of which is curved rather than straight walker trajectories. Another concern in
gathering reliable statistical data is the longevity of the droplet (Terwagne et al.
2007). Even in a controlled environment, rogue coalescence events arise, with
a period on the order of an hour, presumably owing to the settling of impuri-
ties onto the bath. Such interruptions make clear the value of a mechanism for
creating identical droplets on demand (Yang et al. 1997, Terwagne 2012).
Couder’s group characterized the drop’s bouncing behaviour in terms of the
drop diameter D = 2a and dimensionless forcing acceleration γ/g (Protie`re et
al. 2005), with viscosity-frequency combinations of 50cS-50Hz (Protie`re et al.
2006) and 20cS-80Hz (Eddi et al. 2008) . Mola´cˇek & Bush (2013ab) and Wind-
Willassen et al. (2013) extended these studies in order to guide their theoreti-
cal developments. They introduced the vibration number, Vi = ω
√
ρa3/σ, the
relative magnitude of the forcing frequency and the drop’s natural oscillation
frequency, and characterized the droplet behaviour in the Vi− γ/g plane for var-
ious viscosity-frequency combinations. Figure 2 is a synthesis of their results for
the 20cS-80Hz combination, which exhibits the most extensive walking regime.
This presentation highlights a key feature of the system: a droplet most readily
bounces or walks when forced at its natural frequency, when Vi ≈ 0.65. Different
bouncing states are denoted by (m,n), where m/f indicates the period of the
bouncing mode, during which the drop contacts the surface n times.
Below the bouncing threshold, the drop coalesces into the bath. Just above
it, bouncing arises in the (1,1) mode: the drop hits the bath once per driving
period. Increasing the acceleration then leads to a (2,2) bouncing mode, in which
the drop repeats a pair of bounces of unequal height. For relatively small and large
drops, a period-doubling cascade may follow, culminating in chaotic bouncing or
walking. For drops within a limited size range, typically 0.6mm < D < 1.0mm, a
period-doubled (2,1) bouncing mode emerges then destabilizes into a (2,1) walker
at the walking threshold γw. These (2,1) walkers bounce in synchrony with their
monochromatic Faraday wave field, the underlying fluid behaving like a damped
oscillator forced at resonance. However, more complex gaits may also arise within
the walking regime (Wind-Willassen et al. 2013). In §3, we shall develop the
theoretical rationale for this behavior.
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2.2 New classical behavior
A critical feature of the walker system is that of path-memory (Eddi et al. 2011b).
The walker receives a lateral force at impact that depends on the local slope of
the interface (Protie`re et al. 2006), whose form depends in turn on the previous
impacts (Eddi et al. 20011b). In the low-memory limit, the waves are quickly
damped, and the walker only feels the wave from its most recent impact. At
high memory, the waves are relatively persistent, and the walker’s trajectory
depends on its distant past. While this physical picture will be quantified by the
theoretical developments described in §3, suffice it now to say that the quantum-
like features of the walkers emerge at high memory, as arises when the Faraday
threshold is approached.
2.2.1 Single-particle diffraction The first evidence of the walker’s
quantum-like behavior was Couder & Fort’s (2006) study of walker diffraction
through slits. In their single-slit study, walkers were directed, one at a time,
towards a slit in a barrier (Figure 3). When walkers passed through the slit, they
were diverted from their original path owing to the interaction between their pi-
lot wave field and the barrier. 125 walkers crossed the slit with uniform spatial
density at normal incidence, providing the best approximation to an incident
plane wave. The walker diffraction was quantified by the deflection angle α in
the far field. The histogram for α was wave-like, with three peaks, and roughly
consistent with the amplitude expected from the interference of a monochromatic
wave with wavelength λF (Figure 3b). A qualitatively similar distribution was
obtained with their simulations. This system represents a hydrodynamic analog
of the single-photon diffraction experiments that constituted the doctoral thesis
of G. I. Taylor (122).
Couder & Fort’s (2006) second study examined a hydrodynamic analog of the
double-slit experiment with photons or electrons (Davisson & Germer 1927, Bach
et al. 2013), the inscrutability of which is widely accepted (Feynman 1964). A
wavelike histogram for α emerged, roughly consistent with the amplitude of a
monochromatic wave of wavelength λF diffracted by the double-slit. The pro-
posed mechanism is as follows. While the walker passes through one slit or the
other, its guiding wave passes through both; thus, the walker effectively feels the
second slit by virtue of its pilot wave. The feasibility of such an interaction, which
relies on the spatial delocalization of the walker, is readily checked by comparing
the decay time of the pilot wave to the walker’s translation time.
The authors point out that, if one could not directly observe the walker, one
might infer an uncertainty principle in position and momentum by virtue of
the diffraction of the pilot wave (Couder & Fort 2006). Thus, if an observer
cannot ascertain the crossing point, he would be unable to predict the walker’s
final trajectory, hence the resulting uncertainty in momentum. An additional
uncertainty might be inferred if one could not resolve the walker’s bouncing phase,
specifically, when it is in contact with the bath and when it is in free flight.
Given the complex interaction between the walker and its wave field as it passes
through the slit, one expects its path to depend on this bouncing phase. Such a
dependence is suggested by the apparent independence of α on the crossing point.
All indications are that the pilot-wave dynamics within the slit is sufficiently
complex to be chaotic.
2.2.2 Tunneling Eddi et al. (2009b) examined the interaction of a walker
with barriers overlaid by a thin fluid layer. The incidence of the pilot wave field on
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the barrier generates partial reflection and an evanescent tail that decays across
the barrier. The reflected wave typically causes the reflection of an approach-
ing walker; however, the drop-wave-barrier interaction occasionally permits the
droplet to tunnel across. The tunneling probability decreases exponentially with
the barrier width and increases as the Faraday threshold is approached. Once
again, the quantum-like behavior (Gamow 1928) is due to the pilot-wave dynam-
ics, the unpredictability rooted in the complex interaction between the droplet
and its spatially extended guiding wave.
2.2.3 Motion in confined geometries The second experimental ar-
rangement in which a coherent statistical behavior was reported was for walkers
in confined geometries, specifically, circular corrals (Harris et al. 2013, Harris &
Bush 2013). At low memory, the walkers loop around the walls of the corral. As
the memory is increased, progressively more complex orbits arise, either wobbling
circular orbits, drifting elliptical orbits, or epicycles. At very high memory, the
trajectories become complex and presumably chaotic owing to the complexity of
the wave field resulting from reflections off the boundaries (Figure 4a).
The histogram presented in Figure 4b indicates the emergence of a coherent
statistical behavior from this chaotic pilot-wave dynamics. The probability of
finding a walker at a given point in the corral is roughly prescribed by the ampli-
tude of the Faraday wave mode of the cavity at the prescribed forcing frequency.
As was the case in single-particle diffraction Couder & Fort (2006), the histogram
has approximately the same wavelength as the pilot wave, but a form prescribed
by the system geometry. Because the corral was tuned to fit a single Faraday
mode, the statistics might thus have been anticipated with no knowledge of the
dynamics other than the guiding wavelength λF and the corral geometry. The
observed statistical behavior is thus roughly analogous to that reported in the
quantum corral experiments (Crommie et al. 1993ab), wherein the density of
electrons trapped on a copper substrate is found to have a wave-like pattern with
the de Broglie wavelength, λdB, and a form prescribed by the corral shape.
2.2.4 Motion in a rotating frame An object moving horizontally with
uniform speed u0 in a frame rotating about a vertical axis with angular fre-
quency Ω executes an inertial orbit of radius ri = u0/2Ω, at which the inertial
force mu20/ri is balanced by the Coriolis force 2mΩu0. Fort et al. (2010) ex-
amined walkers on a rotating, vibrating bath, and characterized the dependence
of the orbital radii ro on Ω. In the low-memory regime, the walker’s orbital
radii decrease monotonically with the rotation rate according to ro = cori, where
co ∼ 1.3 is a fitting parameter. At high memory, ro no longer varies continuously
with Ω: instead, certain orbital radii are forbidden. Orbital quantization then
emerges through the walker’s interaction with its own wake (Figure 5).
Since the Coriolis force 2mx˙p × Ω acts on a mass m in a rotating frame as
does the Lorentz force qx˙p × B on a charge q in a uniform magnetic field B
(Weinstein & Pounder 1945), the authors proposed a correspondence between
the quantized inertial orbits of walkers and the Landau levels of electrons. In
the high-memory regime, the orbital radii are roughly quantized on the Faraday
wavelength, just as Landau levels are quantized on the de Broglie wavelength.
This correspondence was further explored by Eddi et al. (2012), who examined
the influence of rotation on a pair of orbiting droplets. The orbital radii were
found to increase or decrease according to whether the pair rotated in the same or
opposite sense relative to the bath, indicating an analogy with Zeeman splitting
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of atomic energy levels.
The rotating system was revisited by Harris & Bush (2014a), who demon-
strated that orbital quantization arises only for a limited range of forcing accel-
erations. The emergence of orbital quantization was detailed (Figure 5), along
with the relatively rich behavior arising at higher memory. As the memory is
increased progressively, the orbital states become unstable, giving way to wob-
bling orbital motions then more complex periodic or aperiodic trajectories. In
the high-memory limit, irregular chaotic trajectories emerge as the walker drifts
between unstable orbits (Figure 6). The histogram of the trajectory’s radius of
curvature is characterized by a multimodal form, with peaks corresponding to the
radii of the unstable orbits, which suggests their persistent dynamical influence.
2.2.5 Motion in a central force Couder’s group has succeeded in en-
capsulating ferrofluids with silicone oil. The resulting two-component drops can
walk just as do their homogeneous counterparts. By applying a vertical mag-
netic field with a radial gradient, Perrard et al. (2014) examined the dynamics of
walkers in the central force field resulting from a harmonic potential. In addition
to circular orbits, more complex orbital states arose, including ovals, lemniscates
and trefoils, all of which may either be stationary or precess azimuthally. The
authors characterized the resulting family of complex orbits in terms of the mean
radius R¯ and angular momentum L¯z (Figure 6). The results indicate that the
dynamic constraint imposed on the walker by its pilot-wave field imposes on its
orbital states a double-quantization in mean energy and angular momentum.
Perrard et al. (2014b) presented a theoretical rationale for the quantized orbital
states (or ‘eigenstates’) in terms of the energy landscape, specifically, the wave
field generated by the orbiting walker (see also M. Labousse, S. Perrard, Y.
Couder & E. Fort, submitted manuscript). When the walker did not settle onto
a pure eigenstate, it oscillated between nearby eigenstates, for example, an oval
and a lemniscate. Thus, as was the case in the rotating walker system (Harris &
Bush 2014a), complex trajectories emerge in the high-memory limit: the walker
drifts between the system’s unstable eigenstates, the result being multimodal
statistics.
2.2.6 Bound states and other oddities Pairs of bouncing drops may in-
teract through their wave fields to form bound states (Protie`re et al. 2005). Like-
wise, crystalline structures may form from aggregates of nearly identical bouncers
(Figure 1d). Lieber et al. (2007) reported both stationary and spontaneously
spinning lattices. Eddi et al. (2009a) achieved eight of the eleven Archmidean
tilings of the plane with arrays of bouncers, the stability of which were also ex-
amined (Eddi et al. 2011b). For pairs of bouncers of different size, asymmetry
of the resulting wave field may lead to self-propelling, ratcheting states (Eddi et
al. 2008). Dynamic bound states may also arise from the interaction of walk-
ing droplets, their form depending on both the size and bouncing phase of the
walkers (Protie`re et al. 2005). Protiere et al. (2008) explored the exotic orbits
arising from the interaction of walkers of different size. Pairs of identical walkers
may scatter, lock into orbit, or translate together side by side in the ‘promenade
mode’, in which the distance between them fluctuates periodically (C. Borghesi,
J. Moukhtar, M. Labousse, A. Eddi, Y. Couder & E. Fort, submitted manuscript).
Gilet et al. (2008) and Dorbolo et al. (2008) examined the bouncing of
relatively large oil drops (D ∼ 1.5mm, ν < 100cS) on a highly viscous bath
(ν = 1000cS). Levitation criteria were deduced, and non-axisymmetric modes
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of droplet vibration excited, leading to propulsion via tumbling. More complex
fluid topologies have also been explored. Terwagne et al. (2010) examined the
bouncing of a two-phase droplet, elucidating the criterion for emulsification. Gier
et al. (2012) examined the levitation of polymeric droplets. Pucci et al. (2011,
2013) examined the dynamics of a floating lens of alcohol on a vibrating bath
of relatively viscous oil. When the lens becomes unstable to Faraday waves, the
resulting radiation pressure may deform the lens, leading to striking static and
dynamic forms.
3 Theoretical developments: An exposed variable theory
The charm of the hydrodynamic pilot-wave system is its accessibility: all the
properties of the walker, the droplet and its guiding wave field, are visible. That
is not to say that it is simply described: the walker system is remarkably subtle,
its dynamical and statistical behavior strongly dependent on all of the system
parameters.
3.1 Bouncing mechanics
Considerable effort has been devoted to elucidating the high Reynolds number
(Re = Ua/ν) impact of millimetric drops on solids (Yarin 2006, de Gennes et
al. 2002). At small Bond number Bo = ρga
2/σ, surface tension dominates
gravity, so a drop remains nearly spherical unless distorted by impact. For low-
Weber-number impacts, We = ρU
2a3/σ  1, the distortion is weak, and the
drop behaves roughly like a linear spring with a spring constant proportional to
σ (Okumura et al. 2003): during impact, kinetic energy is converted to surface
energy, then back to kinetic energy, with only a small viscous loss provided Re 
1. Mola´cˇek & Bush (2012) demonstrate that for the parameter regime of walkers
(Re ∼ 20, Bo ∼ 0.1,We ∼ 0.1), the distortion induced by impact on a rigid
substrate may be described in terms of a family of quasi-static forms, the collision
dynamics in terms of a logarithmic spring.
The walkers are millimetric, and the principal force imparted to them during
impact on the bath is associated with curvature rather than hydrostatic pressure.
Thus, the dominant physics of impact is captured through consideration of drop
impact on a soap film, a configuration examined by Gilet & Bush (2009ab), who
demonstrated that the soap film acts on the drop like a linear spring with a spring
constant proportional to σ. Their investigation of a drop on a vibrating film
revealed and rationalized a number of complex bouncing states. Drop impact
on a vibrating fluid bath is complicated by the influence of the bath’s inertia
(Prosperetti & Oguz 1993).
To describe the impact of a bouncing drop on a vibrating liquid bath, Mola´cˇek
& Bush (2013ab) developed a hierarchy of models of increasing complexity, build-
ing upon their model of impact on a rigid substrate (Mola´cˇek & Bush 2012)
through consideration of the bath deformation. A logarithmic spring model
again emerged, their model encorporating the measured logarithmic dependence
of the coefficient of restitution CR and contact time TC on We. While thus semi-
empirical, the resulting model has no free parameters. It correctly predicts the
bouncing threshold, as well as the thresholds between the more energetic bounc-
ing states (Figure 2). The bouncer must satisfy a resonance condition. For the
(1,1) bouncer, this is simply stated: the impact time plus time of flight must equal
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the Faraday period. As γ increases progressively, the phase of impact changes
continuously until the resonance condition can no longer be satisfied without the
bouncer changing modes. For the low-energy bouncing states, it was adequate to
assume that the interface recovered to horizontal before the next impact. More
vigorous bouncing and walking states required consideration of the wave field.
Mola´cˇek & Bush (2013b) calculate the form of the wave field generated for
the small-drop parameter regime of interest. Since a drop in the period-doubled
bouncing state lands on the crest of its wave (Protiere et al. 2006), it may be
destabilized into a walking state. Modeling the resulting horizontal dynamics
required the dependence of the coefficient of tangential restitution CT on We,
which was again deduced empirically. The resulting model successfully rational-
ized the observed walking thresholds (Figure 2), as well as the dependence of
the walking speed on the system parameters (Molacek & Bush 2013b). Their
study underscored the subtle role of impact phase on the walker dynamics: as
the forcing acceleration is increased progressively, the impact phase shifts, and
the walker may switch from one walking mode to another.
Terwagne et al. (2013) developed a relatively simple mass-spring-dashpot
model of a droplet bouncing on a bath. Wind-Willassen et al. (2013a) build
upon the models of Mola´cˇek & Bush (2013ab) to present the most complete
study to date. New complex bouncing modes and different gaits arising within
the walking regime were reported and rationalized (Figure 2). The dynamics of
droplets on a vibrating bath in the parameter regime relevant to walkers is now
well characterized and understood. Existing regime diagrams provide a valuable
resource for benchmarking new experimental studies.
3.2 Trajectory equation
The first theoretical description of the walking droplets was developed by Pro-
tiere et al. (2006). The model captures the essential physics of the problem,
specifically, the propulsion of the drop by virtue of a resonant interaction with
a monochromatic wave field centered on the drop and generated at each impact.
It reproduced several qualitative features of the droplet behavior, including the
bifurcation from bouncing to walking, and the increase of walking speed with
forcing acceleration. However, the model only incorporated the wave field of the
most recent impact. A similar low-memory approximation was used to model
walkers in corrals (Shirikoff 2013). Variable memory has been incorporated in
the numerical model of Emmanuel Fort, which has captured many features of
the walker system, including single-particle diffraction Couder & Fort (2006),
quantized orbits (Fort et al. 2010) and doubly-quantized orbits (Perrard et al.
2014ab). This model provides a valuable exploratory tool that illustrates the
critical role of memory on the walker dynamics; however, it does not capture the
detailed dependence of the system on the fluid parameters.
Mola´cˇek & Bush (2013b) develop a hydrodynamically consistent equation of
motion for a drop of mass m at a position xp(t) walking in resonance with its
wave field of shape h(x, t). By time-averaging over the bouncing period, they
eliminate the vertical dynamics from consideration, and so deduce the trajectory
equation:
mx¨p +Dx˙p = −mg∇h(xp, t) . (1)
The second term represents the time-averaged drag resulting from both flight
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and impact, D being a drag coefficient that depends on the system parameters
in a known fashion (Mola´cˇek & Bush 2013b). The third term is the propulsive
wave force resulting from the drop’s landing on an inclined surface. As h(x, t)
depends on the history of the drop, so too does the wave force. The surface wave
generated by a single impact may be approximated as a monochromatic radial
Bessel function of the first kind J0(kF r) (Eddi et al. 2011b, Mola´cˇek & Bush
2013a, Oza et al. 2013), so the interface height generated by all previous bounces
required for this time-averaged model is:
h(x, t) = A
bt/TF c∑
n=−∞
J0(kF |x− xp(nTF )|) e−(t−nTF )/(TFM). (2)
The dimensionless memory parameter M = Td/[TF (1 − γ/γF )] depends on the
Faraday period TF , the decay time of unforced waves Td and the proximity to
the Faraday threshold γF (Eddi et al. 2011b). The wave amplitude A likewise
depends in a known fashion on the system parameters, including the impact
phase (Mola´cˇek & Bush 2013b). The wave force becomes increasingly important
at high memory, as γ → γF , when the waves are relatively persistent.
With a wave field in the form of the discrete sum [2], the trajectory equation
(1) is difficult to analyze. Oza et al. (2013) demonstrate that, since the vertical
dynamics is fast relative to the horizontal, one may approximate this sum by
an integral. The resulting ‘stroboscopic approximation’ yields the dimensionless
trajectory equation:





|xp(t)− xp(s)| (xp(t)− xp(s))e
−(t−s) ds. (3)
This formulation includes two dimensionless parameters. The first, Γ = γ−γWγF−γW ,
indicates the vigor of the forcing, the relative distance from the walking (Γ = 0)
and Faraday (Γ = 1) thresholds. The second contains all of the fluid parameters
appearing in (1) and (2): κ0 = (m/D)
3/2kF
√
gA/2TF . The nonlocal form of the
dynamics is apparent: the wave force acting on the walker is a function of its
past, specifically its path, along which it lays down a field of Faraday waves.
The trajectory equation (3) describes the dynamics evident when the system
is strobed at ωF , when the walker appears to be pushed along continuously by
its pilot-wave field (Harris & Bush 2013b; see Supplemental Video). Through
its neglect of the vertical dynamics and impact phase, it is relatively amenable
to analysis. Oza et al. (2013) show that the stationary bouncing state x˙p = 0
is stable until the walking threshold γw, beyond which steady walking solutions
arise. The resulting theoretical predictions for both the walking threshold γw
and the dependence of walker speed on γ for γ > γw adequately describe the
existing data. The only fitting parameter in this strobed model is the impact
phase, reasonable bounds on which are known from experiments (Mola´cˇek &
Bush 2013b).
The trajectory equation (3) also yields insight into the stability of the walking
state, the robustness of which is not obvious, given that the drop is riding the
crest of its wave field. Linear stability analysis demonstrates that the walker is
stable to colinear perturbations, but neutrally stable to transverse perturbations:
if perturbed laterally from rectilinear motion, it will simply change course and
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proceed in a new direction (Oza et al. 2013). This result is consistent with
the skittishness of the walker, the sensitivity of its path to perturbation, and its
evidently chaotic motion in complex geometries, including corrals and slits.
3.3 Orbital dynamics
The strobed model of Oza et al. (2013) has also allowed for an assessment of
the stability of the quantized orbits in a rotating frame (Fort et al. 2010, Harris
& Bush 2014a). To describe this configuration, the trajectory equation (3) is
augmented by the Coriolis force. Circular orbital solutions with constant radius
ro and frequency ωo are sought, and their linear stability assessed (Oza et al.
2014a). The predicted dependence of orbital radius on rotation rate for three
memory values is illustrated in Figure 5. The predicted stability of orbits along
the solution curves is indicated by their color. At low memory (Figure 5a), all
circular orbits are stable (blue), with radii decreasing monotonically with Ω. At
intermediate memory (Figure 5b), two unstable (red) solution branches arise,
corresponding to forbidden radii, the origins of the orbital quantization. At high
memory (Figure 5c), the solution curve has blue, red and green branches, on the
latter of which oscillatory instability is predicted.
Numerical simulation of the trajectory equation has revealed the behavior of
the walkers in the linearly unstable regions (Oza et al. 2014b). Figure 8 summa-
rizes the dependence of the orbital dynamics on γ/γF and initial orbital radius
ro. Traverses B and C correspond to the solution curves illustrated in Figure 5bc.
Blue regions again denote stable orbital regions, the boundaries of which are de-
fined by the linear stability analysis (Oza et al. 2014a). As γ/γF is increased
progressively, the stable circular orbits are typically succeeded by wobbling or-
bits with, in turn, stationary and translating orbital centers. In the high-memory
limit, all but the smallest orbits become unstable, and chaotic trajectories arise.
While the trajectories are irregular, they exhibit coherent statistics. As in the
experiments of Harris & Bush (2014a) (Figure 6), the walker has a tendency to
follow arcs with radii of curvature corresponding to the unstable orbital states;
thus, the histograms for the radius of curvature exhibit peaks at these radii, the
number and relative magnitudes of which depend on the system memory. A
coherent multimodal statistics thus emerges owing to the persistent dynamical
influence of the unstable orbital states. These recent studies (Fort et al. 2010,
Harris & Bush 2014a, Oza et al. 2014ab, Perrard et al. 2014ab; M. Labousse,
S. Perrard, Y. Couder & E. Fort, submitted manuscript) elucidate the origins
of two key quantum-like behaviors, quantization and multimodal statistics, in
orbital pilot-wave dynamics.
Another intriguing feature of the rotating system revealed through the analysis
of Oza et al. (2014a) is the possibility of hydrodynamic ‘spin states’. As memory
increases, the solution curves touch down on the Ω = 0 axis (Figure 5c), indicating
the existence of orbital solutions even in the absence of rotation. The wave force
generated by the walker is then sufficient to balance the radial inertial force and
so sustain its circular motion, a physical picture reminiscent of classical models
of the electron (Schrodinger 1930, Burinskii 2008). When rotation is applied,
as in the two-walker orbits of Eddi et al. (2012), a hydrodynamic analogue of
Zeeman splitting occurs. While such hydrodynamic spin states are unstable in the
parameter regime explored in our experiments, they are stable in other regions of
the (κ0,Γ) parameter space accessible in our more general pilot-wave framework
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(3).
An important conclusion of Harris & Bush (2014a) is that the statistics are ex-
tremely sensitive to all of the fluid parameters, their form changing drastically as
γ/γF changes by as little as 1% (Figure 6d). While the studies of single-particle
diffraction (Couder & Fort 2006) and corrals Harris et al. (2013a) suggested that
a unique Schrodinger-like wave-function emerges in the high-memory limit (Fig-
ures 3 and 4), this relatively systematic study suggests otherwise. Rather, we
anticipate that a systematic reexamination of the diffraction and corral experi-
ments will reveal multimodal statistics whose form will be strongly dependent on
the system parameters.
3.4 Future directions
The strobed model (Oza et al. 2013) successfully describes the motion of a single
walker in unbounded domains. Having been benchmarked against experiments
of Harris & Bush (2014a), it is currently being applied to describe walker motion
in central force fields, including harmonic and Coulomb potentials. A salient
question is why the double-quantization evident in the harmonic potential (Per-
rard et al. 2014ab, M. Labousse, S. Perrard, Y. Couder & E. Fort, submitted
manuscript) was not apparent in the rotating system (Harris & Bush 2014a, Oza
et al. 2014a, Oza et al. 2014b). The principal shortcoming of the strobed model
is that the wave field (2) does not incorporate the transient wave emitted during
impact (Eddi et al. 2011a), and so cannot reliably capture the interaction of
walkers with barriers (Eddi et al. 2009, Harris et al. 2013, Carmigniani et al.
2014) or other walkers (Protiere et al. 2005, 2008; C. Borghesi, J. Moukhtar, M.
Labousse, A. Eddi, Y. Couder & E. Fort, submitted manuscript). This shortcom-
ing is being addressed in the next generation of pilot-wave models (P. Milewski,
C. Galeano-Rios, A. Nachbin & J. Bush, submitted manuscript).
The theoretical developments have provided a more general framework for
studying pilot-wave dynamics. In the stroboscopic model (3), only two dimen-
sionless parameters appear. We have seen that certain quantum-like features,
such as spin states, are unstable in the parameter regime accessible to this hy-
drodynamic pilot-wave system, but stable in others. The question then arises: for
what values of (κ0,Γ) does this generalized pilot-wave system exhibit behavior
most reminiscent of quantum mechanics?
Another intriguing step away from this hydrodynamic pilot-wave system was
taken by Fort & Couder (2013), who introduced the concept of an inertial walker.
While the real walker lays down a field of waves along its path, the inertial walker’s
wave field continues at the walker’s velocity at the time of emission. For a discrete
set of orbits, non-radiative resonant wave modes are excited; when circular, these
orbits satisfy the Bohr-Sommerfeld quantization condition.
It is also interesting to consider how the walker motion might be described if the
system were observed from above with no knowledge of the vibrational forcing,
the bouncing or the wave field. Labousse & Perrard (2014) highlighted the non-
Hamiltonian features of the walker, describing its motion at low memory in terms
of a Rayleigh oscillator. Bush et al. (2014) demonstrated that, for a certain class
of motions, the influence of the propulsive wave field and dissipation cancel to
leading order, and the walker motion may be described in terms of the inviscid
dynamics of a particle whose mass depends on its speed. They thus computed a
hydrodynamic boost factor γB for the walker in terms of the system parameters:
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the effective inertial mass of a walker is thus γBm. This perspective rationalizes
the anomalously large orbital radii evident in Figure 5a in terms of the walker’s
wave-induced added mass. Its value in more general settings is currently being
explored.
4 Relation to quantum mechanics
Realist interpretations of quantum mechanics assert that there is a real dynam-
ics underlying the statistical description provided by standard quantum theory;
thus, microscopic particles follow trajectories as do their classical counterparts
(Einstein 1935, Bohr 1935). This perspective suffered an early setback when von
Neumann (1932) published a proof that erroneously suggested the impossibility
of such a dynamics. It was over 30 years before Bell (1966) discredited Von
Neumann’s and subsequent impossibility proofs. On such matters, the author
is inclined to give Bell (1987) the final word, to entertain the possibility of a
real quantum dynamics underlying the well-established statistical theory. It is
then only natural to ask what relation this hydrodynamic system might have to
existing realist models of quantum dynamics.
4.1 The Madelung transformation
The Madelung transformation (Madelung 1926) allows the linear Schrodinger
equation (LSE) to be recast in hydrodynamic form. Consider the standard quan-
tum mechanical description of a particle of mass m confined to a plane in the
presence of a potential V (x). Expressing the probability function in polar form,
Ψ(x, t) = R(x, t) eiS(x,t)/~, and substituting into the LSE yields
Dρq
Dt





m v2q + Q + V = 0 , (4)
where vq(x, t) = ∇S(x, t)/m is the quantum velocity of probability, S(x, t) is
the action, ρq(x, t) = R
2 is the probability density, and Q(x, t) = − ~22m 1R∇2R is
the quantum potential. Equation (4a) indicates the conservation of probability,
while (4b) corresponds to the quantum Hamilton-Jacobi equation. Taking the




= −∇Q − ∇V. (5)
From the perspective of the fluid mechanician, the Madelung formulation [4]
has two attractive features (Spiegel 1980). First, Planck’s constant ~ appears
only once, as the coefficient on the quantum potential. Second, the system cor-
responds to that describing the evolution of a shallow, inviscid fluid layer if one
associates ρq with the fluid depth, and vq with the depth-averaged fluid velocity.
When Q is linearized about a state of uniform ρq, it assumes the form of the cur-
vature pressure in shallow-water hydrodynamics (Buhler 2010). One thus sees the
relation between ~ in quantum statistics and surface tension σ in shallow-water
hydrodynamics.
The Madelung transformation simply indicates that one can model quantum
statistics hydrodynamically. For example, the statistics reported in the quantum
corral experiments (Crommie et al. 1993ab) might in principle be modeled with
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a Faraday wave system (Harris et al. 2013a, Harris & Bush 2013b). Specifically,
provided the corrals can be tuned to fit a single mode, given the energy of the
particle E = ~ω, one can deduce the de Broglie wavelength, λdB = 2pi/k, from
the quantum dispersion relation ω = ~k2/2m, from which one might anticipate
the probability distribution. Similarly, given the driving frequency, we know
the Faraday wavelength from the water-wave dispersion relation (e.g. ωF =√
σ/ρ k
3/2
F for deep-water capillary waves), on the basis of which we might deduce
the histogram for the walkers (Figure 4b). However, the corral experiments (74)
indicate that one can also predict the statistics of walkers hydrodynamically;
specifically, the histogram of a walker in a circular cavity is prescribed by the
cavity’s Faraday wave mode. Thus, in certain parameter regimes, walkers and
quantum particles display similar statistical behavior, with the fluid properties
(σ, ρ) standing in for (~,m). What, then, of the relation between walker motion
and quantum dynamics?
4.2 Pilot-wave theories
Pilot-wave theory was first proposed by de Broglie (1923), who envisaged mi-
croscopic particles being guided by an accompanying wave field, pushed in a
direction perpendicular to surfaces of constant phase (de Broglie 1926, de Broglie
1930, Bacchiagaluppi & Valentini 2009). His original conception, his ‘double-
solution theory’ (de Broglie 1956), involved two waves, a real pilot wave centered
on the particle, and the statistical wave predicted by standard quantum theory.
He asserted that quantum mechanics was intrinsically relativistic, and proposed
that the pilot wave originates in internal particle oscillations at the Compton fre-
quency, ωc = mc
2/~, at which rest mass energy is exchanged with wave energy.
He proposed that the guiding wave field evolves according to the Klein-Gordon
equation, and consists of a monochromatic wave field in the particle’s frame of
reference. The de Broglie relation, p = ~k, then relates the particle momentum
to the de Broglie wavelength, λdB = 2pi/k. Finally, he stressed the importance of
the Harmony of Phases, by which the particle’s internal vibration, seen as that
of a clock, stays in phase with its guiding wave (de Broglie 1930, 1987). Thus,
according to his conception, the wave and particle maintain a state of resonance.
Bohm (1952ab) proposed a single-wave pilot-wave theory, according to which
the guiding wave is precisely equivalent to the solution of Schrodinger’s equation,
the particle velocity identical to the quantum velocity of probability vq. Provided
one takes an ensemble of initial conditions consistent with a solution to the LSE,
the predictions of Bohmian mechanics are identical to those of standard quantum
mechanics (Keller 1953). The result represented an important counterexample
to the impossibility proofs of von Neumann (1932) and others that held sway at
the time. Bohmian mechanics has since been developed substantially (Holland
1993, Towler 2009, Durr et al. 2012), and over time conflated with de Broglie’s
theory into what is now commonly referred to as the de Broglie-Bohm theory .
The walking drop system suggests the potential value of disentangling these two
pilot-wave theories.
The walker system is closer to de Broglie’s double-solution theory than to
Bohmian mechanics (Couder & Fort 2012). In the double-solution theory, as in
this hydrodynamic system, the statistical wave must be augmented by the real
pilot wave: the standard wave–particle duality must be extended to the wave–
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particle–pilot-wave trinity. The distinction is particularly evident in the corral
geometry. According to Bohmian mechanics, the guiding wave is the statistical
wave. In the walker system, conversely, the drop is piloted by the instantaneous
wave field within the corral, whose form is relatively complex (Harris et al. 2013).
While both the real and statistical waves are both characterized by the Faraday
wavelength, the former is effectively centered on the particle, the latter prescribed
by the corral geometry (Figure 4b). The marked difference between the walker
system and Bohmian mechanics is also evident in the diffraction experiments
(Couder & Fort 2006). In quantum single-particle diffraction, the Bohmian tra-
jectories, as guided by the symmetric statistical wave, are necessarily symmetric:
no particles cross the centerline (Philippidis et al. 1979). Conversely, the walker
is guided by the complex pilot-wave arising as it enters the gap, its trajectory
complex, chaotic and decidedly asymmetric: walkers often cross the centerline.
While analog Bohmian trajectories could be defined for walkers on the basis of
the statistics, they would simply represent ensemble averages of the real chaotic
trajectories.
A comparison between de Broglie’s double-solution theory and the walker sys-
tem is presented in Table 1. Both systems are characterized by three time scales:
a short time associated with a high frequency oscillation, an intermediate time
associated with the pilot-wave dynamics, and a long time over which the coherent
statistics emerge (Harris et al. 2013a; see Supplemental Video). They are both
characterized by a single length scale that appears in both the dynamics and the
statistics. The walker diffraction and corral experiments provide the first evi-
dence that a particle-centered pilot-wave dynamics may give rise to a statistical
wave with the same wavelength, but with a form prescribed by the bounding
geometry.
de Broglie specified neither the physical origin nor the geometric form of his
pilot wave (de Broglie 1956). He proposed that it was linearly related to the
statistical wave in the far field, but nonlinear (in an unspecified fashion) in the
vicinity of the particle (de Broglie 1987). As he saw the particle as the source
of the field, he invoked a singularity at the particle position. Three key fea-
tures of the walker system are absent from de Broglie’s conception. First, the
walker interacts with an existing field (the interface), and so need not represent
a singularity. Second, its monochromatic pilot wave field is generated by para-
metric forcing. Third, the relation between the real and statistical waves emerges
through chaotic pilot-wave dynamics.
4.3 Stochastic electrodynamics
Soon after its inception (Bohm 1952ab), Bohmian mechanics was extended to
incorporate the influence of a stochastic ‘subquantum’ realm (Bohm & Vigier
1954) . According to this physical picture, stochastic particle motion underlies the
quantum velocity of probability vq, the ‘Madelung flow’, just as Brownian motion
underlies the streamlines within a fluid flow. This perspective, also pursued by
de Broglie in his later years (de Broglie 1964), lead to a considerable literature
(Goldstein 1987, Chebotarev 2000). Of particular interest it the result of Nelson
(1966), who derived the LSE from consideration of a stochastic classical system,
namely the Brownian motion of a mass m with diffusion constant ~/(2m). A
recent review of the successes and failures of the resulting stochastic interpretation
of quantum mechanics is presented by Nelson (2012).
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Stochastic electrodynamics (SED) posits a ‘zero-point field’ (ZPF), electromag-
netic vacuum fluctuations with an energy spectral form: U(ω) = ~ω/2 (Boyer
2011). Notably, these fluctuations represent a natural means of introducing
Planck’s constant ~ into a classical theory. SED has provided rationale for the
Casimir Effect, the stable ground state of the hydrogen atom (Cole & Zhou 2003),
and the blackbody radiation spectrum (Boyer 2010). The ZPF may also serve as
a source of stochasticity in the sub-quantum realm (Surdin 1974). This physical
picture is being advanced: Grossing et al. (2012ab) have taken inspiration from
the walking droplets, referring to microscopic particles as ‘bouncers’ .
De la Pena & Cetto (1996) suggest that vacuum fluctuations may generate a
quantum particle’s Zitterbewegung (Schrodinger 1930), specifically, oscillations
at the Compton frequency ωc = mc
2/~. They further suggest that, as a par-
ticle translates, this vibrational motion interacts selectively with waves in the
ambient vacuum field, a resonant interaction that amplifies an electromagnetic
pilot wave. According to this physical picture, the carrier wave has the Compton
wavelength λc = 2pi~/mc, while the de Broglie wavelength prescribes its mod-
ulation (Kracklauer 1992, 1999). This conception of a particle as a ZPF-driven
oscillating charge with a resonance at ωc has been further explored by Haisch &
Rueda (2000), who suggest that it may offer insight into the origins of inertial
mass, thereby link the ZPF with the quantum wave nature of matter and rela-
tivistic mechanics (Haisch et al. 2001, Rueda & Haisch 2005). The similarities
between the resulting physical picture and the walker system are intriguing: the
vacuum fluctuations would play the role of the vibrating bath in powering the
system, the particle’s Zitterbewegung that of the bouncing drop in triggering the
pilot wave. This SED-based physical picture is also included in Table 1.
5 Discussion
The hydrodynamic pilot-wave system discovered by Yves Couder, Emmanuel
Fort and coworkers is a fascinating new dynamical system in which a drop self-
propels by virtue of a resonant interaction with its own wave field. It is the
first macroscopic realization of a pilot-wave system of the form envisioned by de
Broglie in his double-solution theory, and has extended the range of behaviors
accessible to classical systems. It exhibits features reminiscent of quantum single-
particle diffraction, tunneling, singly and doubly quantized orbits, orbital level
splitting, spin and multimodal statistics, all of which may be rationalized in
terms of pilot-wave dynamics. Willful misinterpretation based on either intrusive
measurement or impaired observation might lead to the inference of uncertainty
relations and hydrodynamic boost factors. Likewise, exclusion principles might
be inferred; for example, certain multiple-walker orbital states are forbidden by
virtue of the fact that walkers must share the same wave field.
What features are critical to the quantum-like behavior? Quantization emerges
from the dynamic constraint imposed on the walker by its monochromatic pilot-
wave field. For example, quantized orbits may be understood in terms of the
interaction of the walker with its own wake: quantization emerges only when the
wave-field lasts longer than the orbital period. The dispersion relation of the
wave field is not important. What is important is that the wave be monochro-
matic, hence the critical importance of the Faraday forcing and the resonance
between the bouncing drop and its pilot wave. Studies of orbital motion suggest
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that multimodal statistics are a generic feature of chaotic pilot-wave dynamics:
unstable eigenstates serve as attractors that leave an imprint on the statistics.
The general validity of this perspective needs to be explored through further ex-
amination of walkers in corrals (T. Gilet, submitted manuscript), single-particle
diffraction and entirely new geometries. Characterizing the transitions to chaos
in this new pilot-wave system poses an exciting challenge to the dynamical sys-
tems community. The influence of stochastic forcing on this chaotic pilot-wave
system is also of considerable interest. Such a forcing may arise naturally in the
laboratory through the influence of air currents on when the drop is in a chaotic
walking state, and might be imposed in a controlled fashion through noise in the
vibrational forcing.
The hydrodynamic system has numerous limitations as a quantum analog;
however, some may be circumvented. While the experiments can only capture
two-dimensional pilot-wave dynamics, the attendant theoretical developments
can be generalized to three dimensions. The wavelength of the walker’s pilot
wave is imposed by the frequency of the vibrational forcing and independent of
its speed; conversely, in quantum mechanics, the de Broglie relation, p = ~k,
dictates a speed-dependent de Broglie wavelength. Such a dependence could be
incorporated into existing pilot-wave models. Finally, we have seen that intru-
sive measurement, a defining feature of quantum mechanics, can be artificially
imposed on the walker system. The question remains open as to whether some
combination of intrusive measurement and chaotic pilot-wave dynamics might
give rise to a hydrodynamic analog of entanglement.
Bell (1987) championed the de Broglie-Bohm pilot-wave theory on the grounds
that it presents a conceptual framework for a mechanistic understanding of quan-
tum dynamics, a framework that a purely statistical theory cannot possibly pro-
vide. Whatever its shortcomings and limitations, the new physical picture sug-
gested by the walkers, that of a relatively complex chaotic pilot-wave dynamics,
also has this appealing feature. Moreover, it has precursors in a continuous arc
of literature that leads back to de Broglie and Einstein, both of whom sought
to reconcile quantum mechanics and relativity through consideration of the wave
nature of matter (Bohm & Hiley 1982, Chebotarev 2000). The relation between
this physical picture, quantum chaos (Gutzwiller 1990) and quantum field theory
(Weinberg 1995) is left to the interested reader.
And lest the longevity of a paradox be mistaken for its insurmountability, fluid
mechanics has a cautionary tale to tell. In 1749, D’Alembert’s Paradox indi-
cated that an object moving through an inviscid fluid experiences no drag, a
prediction that was clearly at odds with experiments on high-Reynolds-number
gas flows. The result was a longstanding rift between experimentalists and the-
orists: for much of the 19th century, the former worked on phenomena that
could not be explained, the latter on those that could not be observed (Lighthill
1956). D’Alembert’s Paradox stood for over 150 years, until Prandtl’s develop-
ments (Anderson 2005) allowed for the resolution of the dynamics on the hitherto
hidden scale of the viscous boundary layer.
Finally, as concerns my alignment vis-a-vis Quantum Interpretations, I remain
steadfastly agnostic; however, if forced to choose, I would be inclined to back, by
virtue of its inclusivity, the logical extension of the Many-Worlds Interpretation
(Everett 1957), the Many-Many-Worlds Interpretation, according to which each
Quantum Interpretation is realized in some edition of the Multimultiverse, and
there is even one world in which there is only one world, a world in which quantum
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statistics are underlaid by chaotic pilot-wave dynamics, there is no philosophical
schism between large and small, and beables be.
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Table 1: A comparison between the walking droplet system, de Broglie’s double-
solution pilot-wave theory (de Broglie 1956, 1987) and its extension to stochastic
electrodynamics (Kracklauer 1992, de la Pena & Cetto 1996, Haisch & Rueda
2000). In the walker system, energy is exchanged at ωF between the drop’s
gravitational potential energy (GPE) and the capillary Faraday wave field. Zit-
terbewegung denotes particle oscillations at the Compton frequency ωc.
Walkers De Broglie SED pilot-wave
Pilot wave Faraday capillary Unspecified Electromag. (EM)
Driving Bath vibration Internal clock Vacuum fluctuations
Spectrum Monochromatic Monochromatic Broad
Trigger Bouncing Zitterbewegung Zitterbewegung
Trigger freq. ωF ωc = mc
2/~ ωc = mc2/~
Energetics GPE ↔ Wave mc2 ↔ ~ω mc2 ↔ EM
Resonance drop-wave Harmony of Phases Unspecified
Dispersion ω(k) ω2F ≈ σk3/ρ ω2 = ω2c + c2k2 ω = ck
Carrier λ λF λdB λc
Statistical λ λF λdB λdB
a b c d
Figure 1: Image gallery. a) Faraday waves, just above threshold. b) A bouncing
drop. c) A walker. d) A trio of bouncers. Photos courtesy of Dan Harris.

































Figure 2: Regime diagram indicating the dependence of the bouncing behaviour
on the driving acceleration, γ/g, and vibration number, Vi = ω/
√
σ/ρa3. The
fluid bath is 20cS silicone oil driven at f = ω/2pi = 80Hz. The associated Faraday
threshold is γF /g = 4.2. A drop in the (m,n)
i mode bounces n times in m
forcing periods, the integer subscript i ordering multiple (m,n) states according
to total mechanical energy, with i = 1 being the lowest. Colors indicate predicted
bouncing and walking modes; data indicate measured thresholds between them
(Mola´cˇek & Bush 2013b, Wind-Willassen et al. 2013).
ments, having the same walker cross the slit, with various
initial motions. As shown on Fig. 1(a) each initial trajec-
tory is defined by its incidence angle !i and by its normal-
ized impact parameter in the slit Yi ! yi=L
("0:5< Yi < 0:5) [Fig. 1(a)]. The walkers were always
started far from the screen and only those impinging per-
pendicularly on the slit (!I ! 90#) were retained.
The plot "$Yi% [Fig. 2(a)] shows that there is no simple
relation between the deviation and the parameter of impact.
This is also observed on individual realizations: with ap-
parently identical initial conditions: same droplet, same
incidence angle, same Yi, very different trajectories can
be observed [Fig. 2(b)]. However, Fig. 2(a) also shows that
the various values of the deviations are not observed with
the same probability. We thus investigated the statistics of
the deviations obtained with many independent realiza-
tions (taking care that approximately the same density of
particles crosses all regions of the aperture). Figures 2(c)
and 2(d) shows two histograms N$"% for 125 succes-
sive events. They were obtained with the same slit (of
width L ! 14:8 mm) with two different Faraday wave-
lengths: #F ! 6:95 mm [Fig. 2(c)] and #F ! 4:75 mm
[Fig. 2(d)]. The central peaks have widths of the order of
#F=L and large amplitude lateral lobes are clearly ob-
served. Hence, on Figs. 2(c) and 2(d) the general shapes
of the histograms are compared with the amplitude diffrac-
tion pattern of a plane wave passing through a slit:
 f$"% ! A
!!!!!!!!sin$$L sin"=#F%$L sin"=#F
!!!!!!!!: (1)
This amplitude of diffraction of a plane wave turns out to
provide an approximate fit for these histograms. Hence, the
particle behavior exhibits the uncertainty relation ruling
the spatial confinement of a plane wave: %y$%kF%y & 1=2
where %y ! L and kF is the Faraday wave vector. Let us
note that diffraction here really concerns the statistical
properties of trajectories of a moving source of circular
waves passing through a slit, a phenomenon for which, to
our knowledge, no theory exists.
These surprising results led us to go one step further and
investigate if interferences with single particles could be
observed. We performed Young’s type of experiments us-
ing a screen with two slits. The experiment requires a fine-
tuning of the forcing amplitude &m to a value very close to
the Faraday threshold. The transverse extension of the
FIG. 2 (color online). (a) The measured deviations a of suc-
cessive individual particles as a function of the parameter of
impact Yi (with L=#F ! 2:86). (b) A superposition of three
different trajectories of the same droplet passing 3 times through
the slit with similar initial conditions !i ! 90# and Yi ! 0:1.
(c) Experimental histogram of the deviation " as obtained with
NT ! 125 single walkers with L=#F ! 2:11 (L ! 14:7 mm and
#F ! 6:95 mm). Since each trajectory has a symmetrical coun-
terpart with respect to the axis of the aperture, the statistic was
improved by taking them into account so that the distributions
correspond to 2NT realizations. The curve is the fit by Eq. (1)
with L=#F ! 1:96. (d) Histogram obtained with L=#F ! 3:1
(L ! 14:7 mm and #F ! 4:75 mm). The curve is the fit by
Eq. (1) with L=#F ! 2:86.
FIG. 1. (a), (b) Sketch of the central region of the experimental
cell (seen from above and in a cross section along the y axis,
respectively). An individual trajectory is shown in (a) and the
definitions of !i, yi, and " are given. The width of the slit being
L, the parameter of impact is Yi' ! yi=L. (c) A photograph of the
experiment lit with diffuse light showing the wave pattern as the
walker crosses the aperture. The picture was taken at a time
when the trajectory, initially perpendicular to the aperture, was
deflected by the interference with reflected waves.




walker’s wave packet is then much larger than d. Figure 3
shows the histogram of 75 such trajectories. As above we
compare it to the interference amplitude pattern of a plane
wave:
 f!!" # A
!!!!!!!!sin!"L sin!=#F""L sin!=#F cos!"d sin!=#F"
!!!!!!!!: (2)
The interference fringes are clearly observed and well
fitted by this expression. It can be noted that a given droplet
is observed to go through one or the other of the slits.
However its associated wave passes through both slits and
the interference of the resulting waves is responsible for
the trajectory of the walker.
Why is a droplet deviated? When a walker approaches a
boundary, the shape of the surface beneath the drop results
from the interference of the recent waves moving with the
droplet with older waves coming back after reflection. In
these conditions, due to variations of the local slope,
successive jumps have different directions and lengths.
The waves guide the droplet [Fig. 1(c)] and the trajectory
is thus defined iteratively by a type of dynamical echo-
location.
In order to evaluate the main characteristics of this
remote sensing-based motion we performed numerical
simulations. These simulations are an xtension of the
theory developed for free walkers [4,10]. We use the
simplifying approximation that the vertical and horizontal
motions of the droplet are decoupled. Takeoff and landing
times are thus determined only by the forcing oscillations
of the liquid bath. The horizontal displacement $rn of the
droplet between two collisions is the result of three pro-
cesses. The droplet, after each takeoff, has a free parabolic
motion with a constant horizontal velocity. At each
bounce, the droplet is given a momentum increment by
its inelastic shock on the surface. The direction and the
intensity of the kick depend on the local surface slope.
During the contact time, the droplet undergoes a viscous
damping of its horizontal velocity due to the shearing of
the air layer between the drop and the bath. In the case of a
free walker, the local slope of the interface results from the
direct accumulation of the previously generated waves.
With these simple hypotheses the walking bifurcation
[3,4,10] is recovered.
In order to compute the effects of the surroundings on
the walker’s trajectory, the walls are modeled by ade-
quately positioned secondary sources. These sources emit
circular waves with a phase opposite to the wave they
receive. The total wave amplitude is thus zero at the
position of the secondary sources, in agreement with ex-
perimental boundary conditions. In this procedure, the
influence of the scattered waves on the droplet trajectory
is taken into account at each collision time, including the
retardation effects due to the finite wave and droplet veloc-
ities. Experimental observations show that the wavelets
produced by previous bounces of the droplet are still
visible after typically 5 to 20 jumps. The calculation of
the wave due to the walker includes this cumulative effect.
The trajectory of the droplet is computed iteratively, $rn
being at each step determined by the local slope of the
interface. The new direction and amplitude of the next
jump are thus the result of the interfering waves scattered
by the walls or directly coming from the previous bounces
at the place of collision.
The simulated droplet trajectories appear quite complex
in the vicinity of the slit, in agreement with the experimen-
tal observations. This result is confirmed in Fig. 4(a) show-
ing the deviation ! versus the normalized impact
parameter Yi for N # 250 successive single realizations.
The associated histogram of ! in Fig. 4(b) is similar to the
amplitude diffraction of a plane wave through a slit. In
spite of the simplifying assumptions the main character-
istics of the experiments are recovered [11].
We have thus obtained in a classical experiment a be-
havior typical of wave particle duality. A discussion of the
relation between these single-particle experiments and
those concerning elementary particles is unavoidable. It
can be first recalled that a coupling between a particle and a
guiding wave is the main ingredient of an early model of
quantum mechanics proposed by de Broglie [12]. Variants
of this model have been developed by Bohm [13] and it
was shown that single-particle interference could be ob-
tained in this framework [14]. Our experiment turns out to
implement a particular version of this type of coupling.
There is, however, a huge gap between our system and the
quantum world where diffraction and interference of single
particles is usually observed.
The differences can be listed. Our experiment has a
macroscopic scale and no relation with the Planck con-
stant. In a walker, the wave is emitted by the particle and
travels at a finite velocity on a 2D material medium. It is a
FIG. 3 (color online). Histogram for the deviation of 75 par-
ticles through two slits of width L # 7:6 mm, a distance d #
14:3 mm apart, the walker’s wavelength being #F # 6:95 mm
(L=#F # 1:1 and d=#F # 1:87). The light line is the envelope
due to the diffraction of a single slit while the curve in black is
the optimum fit by Eq. (2) obtained for effective values L=#F #
0:9 and d=#F # 1:7.
PRL 97, 154101 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending13 OCTOBER 2006
154101-3
(b)" (c)"
Figure 3: Single particle diffraction. a) A walker passes through a single slit. b)
The histogram for the deflection angle α from the single-slit experiments. b) The
histogram for α from the double-slit experiments. Reprinted from Couder & Fort
(2006) with permission.
26 John W.M. Bush (LRH)
(a)
















Figure 4: A walker in a circular corral of radius R = 14.3mm. a) Trajectories of
increasing length in the high-memory regime are color coded according to droplet
speed, as indicated on the sidebar in mm/s. b) The histogram of the walking
droplet’s position corresponds roughly to the amplitude of the corral’s Faraday
mode (Harris et al. 2013).
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Figure 5: Measured orbital radius ro as a function of the bath’s rotation rate
Ω (Harris & Bush 2014a). a) Low memory: γ/γF = 0.822. b) Mid memory:
γ/γF = 0.954. c) High memory: γ/γF = 0.971. The dashed curve in panel (a)
indicates pure inertial orbits, ri = u0/2Ω, the offset from which is prescribed by
the droplet’s hydrodynamic boost factor: ro = γBri (Bush et al. 2014). The
solid curves are theoretical predictions of Oza et al. (2014a). The blue segments
are linearly stable, the red linearly unstable, and the green linearly unstable
oscillatory branches. Data on the unstable green branches indicate the nonlinear
stability of the wobbling states. Error bars denote wobbling amplitude. Figure
adapted with permission from Oza et al. (2014a)
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Figure 6: Chaotic walking in a frame rotating at Ω = 0.79rad/s. a) Chaotic orbit
at high memory, γ/γF = 0.990. b) Time trace of the radius of curvature R of
the trajectory shown in (a). c) Probability distribution of R as a function of the
vibrational forcing γ/γF . The brightness of a segment corresponds to the relative
probability within a single column. d) Histograms of the local radius of curvature
representing the three vertical columns indicated in panel (c) at γ/γF = 0.975
(green), γ/γF = 0.985 (red), and γ/γF = 0.990 (blue). The grey dashed vertical
lines represent the zeros of the Bessel function J0(kF r). Figure adapted with
permission from Harris et al. (2014a).
In addition, we measure !Lz for each type of orbit. The results
are presented in Fig. 4b. For the circular (or nearly circular)
orbits, the mean angular momentum !Lz of the drop is quantized
with !Lz ¼±(n" e)/2, the sign depending on the direction of
rotation. For lemniscates, the symmetry of the trajectories induces
!Lz ¼ 0. For trefoils with n¼ 4, we measure !Lz ¼±(0.9±0.1), half
the corresponding value for the nearly circular orbit with n¼ 4.
Note that the observed slow precession has only a minor effect on
the value of !Lz .
A two-dimensional graph can be obtained (Fig. 4c) by plotting
against each other the two main characteristics of all trajectories,
that is, their mean radius !R and mean angular momentum !Lz .
The various types of trajectories appear to be well defined in this
two-dimensional plot. For each level !Rn, only a discrete set of
possible angular momentum values !Lz is reachable by the system.
Furthermore, the same discrete values of !Lz are observed for
different !Rn. From these results, we can define a second
quantization number m to sort the angular momenta in a
discrete set, where m has the sign of !Lz . All the trajectories can be
positioned at nodes (n, m) of a lattice with the generic rules: n is
an integer, and m can only take the values mA{" n, " nþ 2
y,nþ 2, n} (see Fig. 4c). The orbits of the n¼ 4 level have large
perimeters. The very large values of M necessary for their perfect
quantization cannot be reached in our bath of finite size and
hence the observed scatter of the results (Fig. 4c). The type of
orbits corresponding to the n¼ 3, m¼ 1 mode is not observed as
a stable mode presumably because its L value overlaps with the
ones of other simple modes. However, a good candidate for this
mode shows up in the decomposition of complex modes (see
below). It takes the form of small loops of radius 0.37 lF
distributed at a distance 1.4 lF from the centre. All the results
given in Fig. 4 have been recovered in the simulations (see
Supplementary Fig. 1).
Memory driving global wave field modes. The model that per-
mitted successful numerical simulations of the path memory
effects in previous studies11,17,19 is the starting point for both the
numerical simulation and the understanding of these phenomena.
In this approach, the horizontal and vertical motions of the
droplet are decoupled. The vertical forcing of the bath determines
each bouncing cycle, decomposed into a free flight and an
interaction with the bath. During the free flight, the motion of the
droplet is submitted to the magnetic force. At impact, the droplet
generates a surface wave and has a dissipative sliding motion. The
motion is first damped by friction and then modified by a kick on
the slanted surface. The increase of the horizontal momentum is
assumed to be proportional to the local slope at the point of
impact17,19. This slope is determined by the global wave field,
which is the sum of the elementary contributions induced by the
previous collisions at times tj and positions rj, with j ordering the
impacts. Each collision induces a zero-order Bessel function J0 at
the Faraday wavelength, damped with a characteristic memory
time t and a characteristic spatial length d resulting from
viscosity. The global wave field at the position ri of the ith impact
time is






ri " rjj j
d J0 kF ri" rj
!! !!" #; ð5Þ
where kF¼ 2p/lF is the Faraday wave number. Such a model,
which captures all of the required dynamical features of the
walker behaviour, is supported by the more recent and complete
hydrodynamic analysis of the bouncing22,23.
The numerical simulation of this model provides results in
excellent agreement with the experiments (see Supplementary
Fig. 1). However, this approach does not provide a direct insight
on the selection of the observed eigenstates. We will now show
that they result from a mean field effect. The droplet having a
motion confined in a circular region of radius L can excite the
global wave eigenmodes of this domain. This will have a feedback
effect on the droplet motion. The trajectories that eventually
emerge are those for which the trajectory shape and the global
wave field have achieved a mutual adaptation.
We will examine the quantization of the mean radii of the
various types of trajectories in this framework. Here we use a
general approach that consists in decomposing the entire wave
field on the basis formed by the Bessel functions centred on the
axis of the potential well. For the sake of simplicity, we consider
the case of no spatial damping. In this case, the wave field reduces
to a sum of temporally damped Bessel functions J0 emitted along
the past trajectory. Using Graf’s addition theorem24, the global
wave field h (r, ti) at position r¼ (r, y) and time ti (equation (5))
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Figure 4 | The double quantization at long memory. (a) Evolution of the
mean spatial extent !R as a function of the control parameter L. The black
circles correspond to the circular or oval orbits, the red squares represent
the lemniscates and the blue triangles represent the trefoils. The stars are
radii measured in organized sections of disordered patterns of the type
shown below in Fig. 5. (b) Evolution of the mean angular momentum !Lz as a
function of L for the same set of trajectories. (c) The same set of
trajectories is now characterized by plotting their angular momentum !Lz as
a function of their mean spatial extent !R. The symbols are the same as
those in a. The trajectories are labelled by their position (n, m) on the
lattice. The type of orbits corresponding to the (n¼ 3, m¼ 1) mode is not
observed as a stable mode. A good candidate (green stars) for this mode
shows up in the decomposition of complex modes and takes the form of
small loops of radius 0.37 lF distributed at a distance 1.4 lF from the centre.
The simulations using path memory model show a similar results
(see Supplementary Fig. 1).
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Figure 7: Double quantization for walkers in a central force field. Observed orbits
include circles, lemniscates, trefoils and dumbbells. Orbits are classified according
to their mean radius R¯ =
√
< R2 >/λF and angular momentum L¯z =< Lz >
/(mλFu). Figure adapted with permission from Perrard et al. (2014).
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Figure 8: Numerical simulations of walker trajectories in a rotating frame indicate
the dependence of their form on the vibrational forcing γ/γF and initial orbital
radius ro (Oza et al. 2014b). Trajectories are color-coded according to the legend.
Note the windows of periodicity within the chaotic regime. Figure adapted with
permission from Oza et al. (2014b).
