We establish that the differential subordinations of the forms h(A, B; z) , where γ ≥ 0 and h (A, B; z) 
which are analytic in the open unit disk ᐁ = {z ∈ C : |z| < 1}. We write Ꮽ instead of Ꮽ (1) . Also, let denote the class of all functions in Ꮽ which are univalent in ᐁ (see Srivastava and Owa [9] ). For analytic functions g and h on ᐁ with g(0) = h(0), g is said to be subordinate to h if there exists an analytic function ω on ᐁ such that ω(0) = 0, |ω(z)| < 1 and g(z) = h(ω(z)) for z ∈ ᐁ. We denote this subordination relation by In [3] Janowski introduced the class ᏼ(A,
For fixed n ∈ N = {1, 2, 3,...} the subclass ᏼ n (A, B) of ᏼ(A, B) containing functions p of the form p(z) = 1+p n z n +···, z ∈ ᐁ, was defined by Stankiewicz and Waniurski [10] . Further subclasses of ᏼ(A, B) were considered by various authors. Janowski [3, 4] , and Silverman and Silvia [8] studied the above-mentioned class * [A, B]. The class R n (A, B) for n ∈ N of functions f ∈ Ꮽ(n) such that f ∈ ᏼ n (A, B) was examined by Stankiewicz and Waniurski [10] . For γ ≥ 0 the class
was studied by Dinggong [11] . Notice that H(0,A,B) = R 1 (A, B) .
Let the functions f j (z) be defined by
We denote by (f 1 * f 2 )(z) the Hadamard product or convolution of two functions f 1 (z) and f 2 (z), that is, 
(See also Owa and Srivastava [6] .) Ruscheweyh [7] introduced an operator Ᏸ λ : Ꮽ → Ꮽ defined by the convolution
We also note that
For a function f (z) belonging to the class Ꮽ, Bernardi [1] defined the integral operator c ,
By the series expansion of the function ( c f )(z), it is easily seen that
In this paper, we consider some geometric properties of certain differential subordinations associated with the function h(A, B; z). We also apply the Carlson-Shaffer operator and the Ruscheweyh derivative to such subordinations.
2. Main results. The following lemma proved by Miller and Mocanu [5] is required in our investigation. Lemma 1. Let q be an analytic function onᐁ except for at most one pole on ∂ᐁ, and univalent onᐁ, and let p be an analytic function in ᐁ with p(0) = q(0) and
After simple calculations, we have the following lemma.
Now, we prove the following theorem.
be defined by the system of equations
If p is an analytic function in ᐁ with p(0) = 1 and
3)
then
(2.5)
Then b 1 > a 1 , a 1 < 1, b 1 > 0, and −1 < B 1 (γ) < 1 for each γ ≥ 0. Hence, the function h (A 1 (γ), B 1 (γ) ; z) is analytic and univalent in ᐁ, so that (2.3) is well defined.
To prove (2.4), we suppose that p is not subordinate to h(A, B; z)(z ∈ ᐁ). Then, by Lemma 1, there exist points z 0 ∈ ᐁ and ξ 0 = e iθ (θ ∈ R), and m ≥ 1 such that
(2.6) By Lemma 2 and by the fact that m ≥ 1, we have (2.9) This is a contradiction to the assumption.
In the following corollaries, we assume the conditions of Theorem 1 on constants γ, A, B, A 1 (γ), and B 1 (γ).
By setting p(z) = f (z)/z for f ∈ Ꮽ in Theorem 1, we obtain the following. 
By putting p(z) = Ᏸ λ f (z)/z and γ = 1/(λ + 1) for f ∈ Ꮽ in Theorem 1, the relation (1.16) yields the following. (2.20)
Consequently, Theorem 1 and its corollaries can be improved results concerning inclusion relations between classes of analytic functions. For example, from Corollary 1.3 it follows that H (γ, A, B) ⊂ H(0,A,B) for every γ > 0 in terms of the class H(γ, A, B) in (1.7), which was proved in [11] . For γ ≥ 0 such that A 1 (γ) ≤ 1 and B 1 (γ) ≤ 1, the statement of Corollary 1.3 can be written as H(γ, A 1 (γ), B 1 (γ)) ⊂ H (0,A,B) .
and let
Let A 2 (γ) and B 2 (γ) be defined by the system of equations γΦ(A, B)Ψ (A, B) .
Proof. By the same way as in the proof of Theorem 1, it is easily seen that the function h(A 2 (γ), B 2 (γ); z) for γ ≥ 0 is analytic and univalent in ᐁ. Since for γ = 0 the statement of the theorem is trivial, we can assume, for further considerations, that γ > 0.
Let us assume that p is not subordinate to h(A, B; z)(z ∈ ᐁ). Then, by Lemma 1, there exist points z 0 ∈ ᐁ and ξ 0 ∈ ∂ᐁ, and m ≥ 1 such that p(z 0 ) = h(A, B; ξ 0 ), z 0 p (z 0 ) = mξ 0 h (A, B; ξ 0 ). From Lemma 2, we also have
(2.26)
Since |z| = 1 is mapped by h (A, B; z) 
