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Der Teichmüllerraum Tg klassifiziert markierte Riemannsche Flächen vom Geschlecht g. Es gibt viele
Möglichkeiten, diesen zu definieren, z.B. mithilfe quasikonformer Selbstabbildungen oder durch hy-
perbolische Strukturen auf einer Fläche X . Man kann ihn auch definieren, indem man als Markierung
der jeweiligen Riemannschen Fläche X ein symplektisches Erzeugendensystem der Fundamental-
gruppe π1(X) oder einen orientierungserhaltenden Diffeomorphismus f : Xref → X wählt, wobei
Xref eine fest gewählte Fläche desselben Geschlechts sei. Man interessiert sich für den Teichmüller-
raum u.a., weil durch sein Studium der ModulraumMg, der die Isomorphieklassen von (nicht mar-
kierten) Riemannschen Flächen vom Geschlecht g klassifiziert, besser verstanden werden kann, denn
Mg erhält man als Quotientenraum von Tg nach der Operation der Abbildungsklassengruppe Modg.
Einen Zugang zum Teichmüllerraum erhält man, wenn man Teichmüller-Geodätische betrachtet. Das
sind holomorphe, isometrische Einbettungen der oberen komplexen Halbebene H (bzw. der Ein-
heitskreisscheibe D) nach Tg (bzgl. der Teichmüllermetrik in Tg und der hyperbolischen Metrik in
H). Davon gibt es zu jedem Punkt in Tg und zu jeder komplexen Richtung eine. In Kapitel 2 wird
erläutert, wie man solche Einbettungen erhält. Eng damit verbunden ist der Begriff der Halbtrans-
lationsfläche, also einer Fläche mit einer flachen Struktur (d.h. bei der die Kartenwechsel lokal von
der Form z 7→ ±z + c mit konstantem c ∈ C sind). So eine Struktur erhält man auf jeder kompakten
Riemannschen Fläche aus einem holomorphen quadratischen Differential q. Man kann sie dann durch
affine Abbildungen auf den Karten variieren und damit den Punkt im Teichmüllerraum verändern und
erhält somit genau die Punkte in Tg, die zusammen eine Teichmüller-Geodätische ∆q ergeben. Zudem
kann man die Selbstabbildungen der Fläche betrachten, die bzgl. der von q erhaltenen flachen Struk-
tur lokal affine Abbildungen sind, und bekommt somit eine Gruppe Aff+(X, q), die zum Stabilisator
von ∆q in Modg isomorph ist. Die Projektion von Aff+(X, q) nach PSL2(R) ist als projektive Veech-
Gruppe Γ(X, q) bekannt. Genau dann, wenn Γ(X, q) ein Gitter ist, ist das Bild von ∆q inMg eine
algebraische Kurve. Die Teichmüller-Geodätischen, für die das gilt, sind Gegenstand von besonderem
Interesse. Man nennt deren Bilder inMg Teichmüller-Kurven.
In der vorliegenden Arbeit geht es um die Bilder von solchen Teichmüller-Geodätischen im Schottky-
raum Sg. Letzteren kann man als Zwischenüberlagerung zwischen Tg undMg beschreiben. Er klas-
sifiziert Paare, die aus einer Riemannschen Fläche und einer Schottky-Überlagerung davon bestehen.
Schottky-Überlagerungen sind minimale planare Überlagerungen, ihre Decktransformationsgruppe
3
4 KAPITEL 1. EINLEITUNG
ist frei vom Rang g. Die am Anfang von Kapitel 3 angeführten und bewiesenen Eigenschaften von
Schottkygruppen und des Schottkyraums sind zwar bereits bekannt (eine Referenz für Schottkygrup-
pen und die allgemeineren kleinschen Gruppen ist z.B. [Mas88]), allerdings sind sie hier wegen des
besseren Verständnisses für unsere Zwecke formuliert und neu bewiesen. Daraufhin wird erläutert,
dass Sg eine (nicht normale) Zwischenüberlagerung zwischen Tg undMg ist. Man erhält eine Abbil-
dung sα : Tg → Sg, die nicht kanonisch ist, da sie von einem Homomorphismus α : πg → Fg abhängt,
wobei πg = 〈a1, b1, ..., ag, bg|
∏g
i=1[ai, bi]〉 die abstrakte Fundamentalgruppe und Fg die freie Gruppe
vom Rang g sei. Die Abbildung sα ist die Quotientenabbildung nach
Modg(α) = {ϕ ∈ Modg | α ◦ ϕ̃ ≡ αmod Inn(Fg), mit ϕ̃ ∈ Aut+(πg) : [ϕ̃] = ϕ ∈ Out+(πg)},
einer Untergruppe von Modg, wobei die obige Definition verwendet, dass Modg ∼= Out+(πg) ist.
Wenn der Schnitt von Aff+(X, q) und Modg(α) trivial ist, so ist die zugehörige Teichmüller-Geodäti-
sche ∆q isomorph zu ihrem Bild unter sα in Sg, also eine analytische Kreisscheibe. Wenn aber für eine
HalbtranslationsflächeX die Gruppe Γ(X, q) ein Gitter ist, wenn also die entsprechende Teichmüller-
Geodätische zu einer Teichmüller-Kurve führt, dann existiert nach einem Resultat von Herrlich und
Schmithüsen ([HS07, Prop. 5.21]) ein α, für das Aff+(X, q) ∩Modg(α) 6= {id}. In [HS07] wird die-
ses Resultat über eine Kompaktifizierung vonMg, Tg und Sg bewiesen. In der vorliegenden Arbeit
wird diese Aussage auf den Fall verallgemeinert, dass Γ(X, q) ein parabolisches Element enthält, und
ein konstruktiver Beweis dazu vorgelegt. Zudem wird gezeigt, dass es für jedes parabolische Element
τ ∈ Aff+(X, q) ein α gibt, so dass 〈τn〉 ≤ Aff+(X, q) ∩Modg(α) für ein n ∈ N. Für den Fall, dass
(X, q) eine Translationsfläche ist (d.h. mit Kartenwechsel von der Form z 7→ z+ c), wurde außerdem
gezeigt, dass Aff+(X, q) ∩ Modg(α) außer der Identität nur parabolische Elemente enthalten kann
und somit zyklisch ist (Korollar 5.3). Für Aff+(X, q) ∩Modg(α) 6= {id} ergibt sich damit, dass das
Bild von ∆q unter sα birational äquivalent zu H /〈τ〉 ist für ein parabolisches Element τ .
Diese Aussagen werden zunächst für Origamis bewiesen (Kapitel 4), da hier vieles direkter ange-
geben werden kann und, zumindest die Aussage, dass Aff+(X, q) ∩Modg(α) nur parabolische Ele-
mente enthalten kann, elementar bewiesen werden kann. Eine Hauptzutat, um ein α zu finden mit
Aff+(X, q) ∩ Modg(α) 6= {id} ist Satz 4.3, wonach es in jedem Origami O vom Geschlecht g ein
nicht separierendes System von g einfach geschlossenen Kurven gibt, die alle horizontal verlaufen,
d.h. für beliebiges ε > 0 frei homotop zu Kurven sind, die in einer ε-Umgebung der horizonta-
len Seiten der Quadrate von O liegen. Dann gibt nämlich es ein symplektisches Erzeugendensystem
(a1, b1, . . . , ag, bg) der Fundamentalgruppe des Origamis, so dass a1, . . . , ag frei homotop zu den ho-
rizontalen Kurven sind. Wenn man dann α so wählt, dass der von a1, . . . , ag erzeugte Normalteiler
gerade Kern(α) ist, dann liegt das Element aus Aff+(O), das durch den multiplen Dehntwist an allen
horizontalen Zylindern gegeben ist, auch in Modg(α). Dieses Ergebnis lässt sich auf parabolische
Elemente mit beliebiger Eigenrichtung und letztendlich auch auf beliebige Halbtranslationsflächen
übertragen. Da der Beweis der Existenz eines wie oben beschriebenen Systems von horizontalen Kur-
ven konstruktiv ist, kann er (zum Teil) verwendet werden, um einen Algorithmus zu konstruieren, der
ein solches Kurvensystem liefert (Kapitel 6).
Der Beweis, dass Aff+(X, q)∩Modg(α) nur parabolische Elemente enthalten kann, wenn (X, q) eine
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Translationsfläche ist, benützt im Wesentlichen, dass die Matrix Mϕ, welche die Operation eines Ele-





ist (Lemma 3.1) und dass
die Eigenwerte der Matrix eines Elementes f ∈ Aff+(X, q) auch Eigenwerte von Mf sind (Satz 5.7).
Für Origamis ist ein elementarer Beweis davon angegeben, für Translationsflächen im Allgemeinen
benötigt man mehr Vorarbeit (Kapitel 5). Dass diese Aussage über die Eigenwerte für Halbtranslati-
onsflächen nicht gilt, sieht man am letzten Beispiel von Kapitel 7. Für Halbtranslationsflächen ist also
noch zu klären, ob Aff+(X, q) ∩Modg(α) auch nicht-zyklisch sein kann. Um nach solchen Gruppen
zu suchen, sollte man nach (mindestens) zwei parabolischen Elementen mit unterschiedlicher Eigen-
richtung suchen, so dass beide für ein α in Aff+(X, q)∩Modg(α) liegen. Dafür bietet es sich an, nach
parabolischen Elementen f zu suchen, die trivial auf der Homologie operieren (solche gibt es nicht
für Translationsflächen), denn diese erfüllen für alle α die notwendige Bedingung, um in Modg(α) zu
liegen, dass die Matrix Mf von der oben angegebenen Form ist. Wie im letzten Beispiel von Kapitel
7 ist es eher zu erwarten, dass dieses Element für mehrere α in Modg(α) liegt, und es ist damit eher
wahrscheinlich, ein weiteres Element zu finden, dass das Gewünschte leistet.
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Kapitel 2
Teichmüller-Geodätische
Dieses Kapitel dient der Erläuterung der für diese Arbeit grundlegenden Begriffe. Es werden
Teichmüller-Geodätische, Teichmüller-Kurven und Veech-Gruppen eingeführt, sowie die dafür not-
wendigen Werkzeuge, wie holomorphe quadratische Differentiale und quasikonforme Abbildungen.
Größtenteils orientiere ich mich hier an [HS07, §2].
2.1 Riemannsche Flächen, Modulraum und Teichmüllerraum
Definition 2.1 (a) Gegeben sei eine FlächeX . Eine Überdeckung U durch Karten Ui mit Kartenab-
bildungen zi : Ui → C heißt komplexer Atlas, wenn für alle (Ui, zi), (Uj, zj) die Abbildung
zj ◦ z−1i : zi(Ui ∩ Uj)→ zj(Ui ∩ Uj)
holomorph ist.
(b) Zwei Atlanten bezeichnen wir als biholomorph äquivalent, falls deren Vereinigung wieder ein
komplexer Atlas ist. Eine Äquivalenzklasse biholomorph äquivalenter Atlanten nennt man kom-
plexe Struktur. Eine komplexe Struktur enthält einen eindeutig bestimmten maximalen Atlas.
(c) Eine Fläche X zusammen mit einer komplexen Struktur Σ nennt man Riemannsche Fläche.
Die komplexe Struktur wird in der Notation meistens unterdrückt. Das Geschlecht einer Rie-
mannschen Fläche (X,Σ) sei das aus der Klassifikation von Flächen bekannte Geschlecht von
X (siehe [Kin93, § 4.5]).
Definition 2.2 Man kann Definition 2.1 abändern, indem man von den Kartenwechselabbildungen
verlangt, dass sie für jede Zusammenhangskomponente eines Durchschnitts Ui ∩ Uj von einer der
folgenden Formen sind (für ein c ∈ C):
(a) zj ◦ z−1i : zi(Ui ∩ Uj) → zj(Ui ∩ Uj) (b) zj ◦ z−1i : zi(Ui ∩ Uj) → zj(Ui ∩ Uj)
z 7→ ±z + c z 7→ z + c
Die davon erzeugte Struktur heißt dann im Fall (a) flache Struktur und eine Fläche X mit
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flacher Struktur heißt Halbtranslationsfläche. Da die Kartenwechsel hier insbesondere auch biholo-
morph sind, induziert eine flache Struktur stets eine komplexe Struktur. Im Fall (b) reden wir dann
entsprechend von einer Translationsstruktur bzw. einer Translationsfläche. Auch hier induziert eine
Translationsstruktur stets eine flache Struktur.
Im Folgenden betrachten wir ausschließlich kompakte Riemannsche Flächen (ggf. mit endlich vielen
Punktierungen).
Definition 2.3 (a) Eine Abbildung f : X → Y zwischen Riemannschen Flächen heißt holo-
morph, wenn für alle p ∈ X die Abbildung f holomorph auf den Karten ist. Letzteres bedeutet,
dass für Kartenumgebungen (U, z) von p und (V,w) von f(p) aus dem maximalen Atlas von X
bzw. Y mit f(U) ⊆ V die Funktion w ◦ f ◦ z−1 holomorph auf z(U) ist.
Analog dazu ist der Begriff biholomorph definiert.
(b) Zwei Riemannsche Flächen X und Y heißen isomorph, wenn eine biholomorphe Abbildung
h : X → Y existiert.
(c) Die Isomorphieklassen von kompakten Riemannschen Flächen vom Geschlecht g bilden den so
genannten Modulraum für Riemannsche Flächen vom Geschlecht g, den wir mitMg bezeich-
nen werden. Für die Isomorphieklasse von X schreiben wir [X].
Definition 2.4 Gegeben sei eine kompakte Riemannsche Fläche Xref vom Geschlecht g.
(a) Das Paar (X, f) bestehend aus einer Riemannschen Fläche X vom Geschlecht g und einem
orientierungserhaltenden Homöomorphismus f : Xref → X , der in höchstens endlich vielen
Punkten nicht glatt ist, heißt markierte Riemannsche Fläche.
(b) Auf den markierten Flächen sei folgende Äquivalenzrelation definiert:














(c) Die Äquivalenzklassen [X, f ] := (X, f)/ ∼ bilden die Punkte des sog. Teichmüllerraums.
Teichmüller-Deformationen sind eine weitere Möglichkeit um den Teichmüllerraum zu erhalten. Da-
zu führen wir zunächst noch holomorphe quadratische Differentiale (siehe dazu auch [Str84, § 4]) und
quasikonforme Abbildungen ein.
2.2 Holomorphe quadratische Differentiale
Definition 2.5 Gegeben sei eine Riemannsche Fläche X mit komplexer Struktur Σ und sei A der
maximale Atlas in Σ. Ein holomorphes quadratisches Differential q auf X ist gegeben durch eine
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Familie
{(ϕi(zi)dz2i )i∈I |(Ui, hi) ∈ A, ϕi : hi(Ui)→ C holomorph,





für h−1i (zi) = h
−1
j (zj)}
Wir bezeichnen den C-Vektorraum der holomorphen quadratischen Differentiale auf X mit Q(X).
Bemerkung 2.1 Die Nullstellen eines quadratischen holomorphen Differentials q, also die Punkte
P ∈ X mit ϕi(hi(P )) = 0, sind wohldefiniert, weil sie nicht von der gewählten Karte abhängen. Das
liegt daran, dass die Kartenwechsel biholomorph sind und wir deshalb dzi
dzj
6= 0 haben.
Im Allgemeinen gilt aber ϕi(hi(P )) 6= ϕj(hj(P )) für P ∈ Ui ∩ Uj ⊆ X .
Sei nun X eine Riemannsche Fläche vom Geschlecht g ≥ 2, q 6= 0 ein holomorphes quadratisches
Differential auf X und
X∗ := X − {P ∈ X|P ist Nullstelle von q}.
Bemerkung 2.2 Auf X∗ ist folgendermaßen eine flache Struktur µ gegeben: Sei U ⊆ X∗ eine ein-
fach zusammenhängende Karte aus dem maximalen Atlas von X mit Kartenabbildung h und sei





ϕ(ξ)dξ; z := h(P )
eine neue Karte aus dem maximalen Atlas von X angeben. Da die Umgebung U einfach zusam-
menhängend ist, ist das Integral unabhängig vom gewählten Weg von z0 nach z in U . Die so erhalte-
nen Karten bilden eine flache Struktur auf X∗. Die Funktion
√
ϕ(z) existiert auf ganz U , da ϕ hier
keine Nullstellen hat und da U einfach zusammenhängend ist. Sie ist aber mehrdeutig, da sie nur bis
auf das Vorzeichen wohldefiniert ist. Man muss also für die obige Karte einen Zweig der Funktion
wählen.
Beweis Seien (Uν , hν) und (Uη, hη) zwei einfach zusammenhängende Kartenumgebungen von P
mit den dazugehörigen Kartenabbildungen. Ferner sei zν := hν(P ) und zη := hη(P ). Sei außerdem
P0 ∈ Uν∩Uη ein fest gewählter Punkt und zν0 := hν(P0) sowie zη0 = hη(P0) und sei hνη := hη ◦h−1ν .















Mit der Tatsache, dass P0 beliebig ist und dass
√
ϕ(z) nur bis auf das Vorzeichen wohldefiniert ist,
folgt, dass diese Karten eine flache Struktur ergeben. 
Die von q induzierte flache Struktur gibt uns eine euklidische Metrik auf X∗. Wir definieren ‖q‖ als
den Flächeninhalt von X bezüglich dieser von q induzierten Metrik. Aus dem Beweis der obigen
Bemerkung sieht man, dass ‖r · q‖ = |r| · ‖q‖ für r ∈ R und q ∈ Q(X).
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2.3 Quasikonforme Abbildungen und die Sätze von Teichmüller
Dieses Kapitel orientiert sich hauptsächlich an [FM12]. Weitere Quellen, die eine gute Einführung in
das Thema bieten, sind [Ahl06] sowie [IT92].
Definition 2.6 Gegeben seien offene U, V ⊆ C und ein orientierungserhaltender Homöomorphismus
f : U → V , der bis auf endlich viele Punkte reell differenzierbar ist. Für einen Punkt p ∈ U , in dem







die komplexe Dilatation von f im Punkt p.
Die komplexe Dilatation gibt gewissermaßen an, wie sehr f davon entfernt ist, im Punkt p konform
zu sein. Für Kf (p) = 1 ist f in p konform. Da f orientierungserhaltend ist, gilt
jac(f)p = |fz(p)|2 − |fz(p)|2 > 0,
also |fz(p)||fz(p)| < 1 und somit Kf (p) ≥ 1.
Man kann die komplexe Dilatation Kf (p) auch folgendermaßen verdeutlichen: Die Abbildung auf
den Tangentialräumen
dfp : TpU → TpV
bildet den Einheitskreis auf eine Ellipse ab. Kf (p) gibt dann das Verhältnis der Hauptachse zur Ne-
benachse dieser Ellipse an.





Wenn diese endlich ist, dann heißt f quasikonform.
Da die Kartenwechselabbildungen auf Riemannschen Flächen biholomorph sind, kann man analog
zum Fall in der komplexen Ebene die komplexe Dilatation einer Abbildung zwischen Riemannschen
Flächen definieren als komplexe Dilatation der entsprechenden Abbildung auf den Karten. Diese
Definition ist sinnvoll, da die Kartenwechselabbildungen biholomorph sind und deshalb die komplexe
Dilatation einer Abbildung zwischen Riemannschen Flächen unabhängig von der gewählten Karte
ist (siehe auch [FM12, Prop. 11.3]).
Teichmüller hat gezeigt, dass es in jeder Äquivalenzklasse von Markierungen einer Riemannschen
Flächen eine in höchstens endlich vielen Punkten nicht differenzierbare Abbildung mit minimaler
komplexer Dilatation gibt, und dass diese eindeutig bestimmt ist.
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Definition 2.8 Seien X und Y zwei kompakte Riemannsche Flächen vom Geschlecht g. Eine
Teichmüller-Abbildung f : X → Y ist ein Homöomorphismus, so dass es holomorphe quadrati-
sche Differentiale qX auf X und qY auf Y und ein K ≥ 1 mit folgenden Eigenschaften gibt:
• f bildet die Nullstellen von qX auf die Nullstellen von qY ab,
• außerhalb der Nullstellen von qX hat f lokal die Form
f(z) = f(x+ iy) =
√
K · x+ 1√
K
· iy
bzgl. geeigneter Karten aus den von qX und qY herkommenden flachen Strukturen.
Dabei hängt K nicht von der gewählten Karte ab.
Bemerkung 2.3 Für eine Teichmüllerabbildung f : x+ iy →
√
K · x+ 1√
K

















































Satz 2.1 (Teichmüllers Existenzsatz) Seien X und Y zwei kompakte Riemannsche Flächen vom
Geschlecht g ≥ 1 und h : X → Y ein Homöomorphismus. Dann existiert in der Homotopieklasse
von h eine Teichmüller-Abbildung f : X → Y .
Beweis Siehe [FM12, Thm. 11.8]. 
Satz 2.2 (Teichmüllers Eindeutigkeitssatz) Seien X und Y zwei kompakte Riemannsche Flächen
vom Geschlecht g ≥ 1, f : X → Y eine Teichmüller-Abbildung und h eine zu f homotope quasi-
konforme Abbildung. Dann gilt
Kh ≥ Kf .
Gleichheit gilt genau dann, wenn f ◦ h−1 konform ist. Für g ≥ 2 bedeutet letzteres, dass f = h gilt.
Beweis Siehe [FM12, Thm. 11.9]. 
Nach diesen beiden Sätzen von Teichmüller entspricht jedem Punkt [X, h] ∈ Tg eine eindeutig be-
stimmte markierte Riemannsche Fläche (X, f) mit (X, f) ∼ (X, h), wobei f : Xref → X eine
Teichmüller-Abbildung ist. Dadurch lässt sich auf Tg folgende Metrik definieren:
12 KAPITEL 2. TEICHMÜLLER-GEODÄTISCHE
Definition 2.9 Gegeben seien zwei Punkte x, y ∈ Tg, repräsentiert durch die Vertreter (X, f1) und
(X, f2), wobei f1 und f2 die Teichmüller-Abbildungen seien. Weiterhin sei f die zu f2◦f−11 homotope
Teichmüllerabbildung (nach den Sätzen 2.1 und 2.2 existiert f und ist eindeutig). Wir definieren die
Teichmüller-Metrik durch
dT (x, y) := logKf .
Durch dT ist auch tatsächlich eine Metrik gegeben, denn für quasikonforme Abbildungen f : X → Y
und g : Y → Z gilt Kg◦f ≤ Kg ·Kf (deshalb gilt die Dreiecksungleichung), Kf = Kf−1 (deshalb ist
dT symmetrisch) und Kid = 1, siehe dazu [FM12, Prop. 11.3].
2.4 Teichmüller-Deformationen
Die flache Struktur, die man auf einer Riemannschen Fläche X mithilfe eines quadratischen holo-
morphen Differentials q bekommt, kann verändert werden, indem man die Kartenabbildungen mit
folgender Abbildung verknüpft:
ϑK : x+ iy 7→
√
K · x+ 1√
K
· iy, K > 1 (2.1)
Dadurch bekommt man auf der (topologischen) Fläche X eine neue flache Struktur, die im Allgemei-
nen auch eine neue komplexe Struktur induziert. Die neue Riemannsche Fläche, also die (topologi-
sche) Fläche X mit dieser neuen komplexen Struktur, bezeichnen wir mit XK bzw. mit XK,q, falls
das holomorphe quadratische Differential q, von dem die flache Struktur herrührt, betont werden soll.
Definition 2.10 Wir erhalten (mit Xref := X) eine markierte Riemannsche Fläche (XK , fK), wobei
fK : X
id→ XK,q
die Abbildung sei, die topologisch die Identität ist (und somit auf den Karten der Abbildung ϑK
entspricht). Wir nennen (XK , fK) Teichmüller-Deformation von X bzgl. q mit Dilatation K.
fK ist auch die Teichmüller-Abbildung und es gilt
dT ([X, id], [XK , fK ]) = logK.
Bemerkung 2.4 Gegeben seien die holomorphen quadratischen Differentiale q und ein reelles Viel-
faches rq davon für r > 0, sowie einK > 1. Dann gilt für die entsprechenden Punkte im Teichmüller-
raum [XK,q, fK ] = [XK,rq, fK ]. Deshalb reicht es, folgende Menge zu betrachten:
ΣX := {q ∈ Q(X) | ||q|| = 1}
Satz 2.3 Gegeben sei eine Riemannsche Fläche X vom Geschlecht g. Jeder Punkt in Tg kann in
eindeutiger Weise als Teichmüller-Deformation von X erhalten werden.
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Wir haben somit folgende Bijektion:
ΣX × (1,∞) ∪ {0}
1:1←→ Tg.
Beweis Sei [Y, f ] ∈ Tg. Nach Satz 2.1 ist ohne Einschränkung f : X → Y die Teichmüller-
Abbildung. Seien qX ∈ ΣX und qY ∈ ΣY die entsprechenden (normierten) holomorphen quadra-
tischen Differentiale auf X und Y und sei (XK , fK) die Teichmüller-Deformation von X bzgl. qX
mit DilatationK := Kf . Dann entsprechen fK und f auf den Karten der Abbildung ϑK , d.h. fK ◦f−1
ist die Identität und somit biholomorph. Damit ist (Y, f) ∼ (XK , fK), also [Y, f ] = [XK , fK ].
Seien nun die zwei Darstellungen [XK,q, fK ] = [XK,q̃, tK ] gegeben. Dann gibt es eine zur Identität














Da XK,q und XK,q̃ die gleiche topologische Fläche sind, ist tK auch eine quasikonforme Abbildung
von X nach XK,q und h ∈ Q(XK,q). Da tK und fK topologisch die Identität sind, gilt damit nach
Satz 2.2, dass h ◦ tK = fK , und somit schließlich, dass h = id und fK = tK . 
2.5 Die komplexe Struktur des Teichmüllerraums
Auf dem Teichmüllerraum lässt sich eine komplexe Struktur definieren. Eine Möglichkeit, diese zu
konstruieren, ist, dass man die komplexe Struktur des Schottkyraums, der in Kapitel 3 eingeführt
wird, in den Teichmüllerraum hochzieht über die Abbildung sα (siehe Satz 3.8), denn dieser ist nach
Satz 3.8b die universelle Überlagerung des Schottkyraums. Da die Vergissabbildung vom Schottky-
raum in den Modulraum analytisch ist (Satz 3.5), ist die Verknüpfung davon mit sα (also die der Quo-
tientenabbildung nach der Abbildungsklassengruppe Modg, die weiter unten definiert wird) ebenfalls
analytisch. Eine andere, klassische Möglichkeit, die komplexe Struktur auf Tg zu konstruieren, wurde
ausführlich in [Nag88] beschrieben. Hier soll die Konstruktion nur kurz skizziert werden.




zugeordnet werden (Genaueres dazu in [Nag88, 1.3.1]). Das Beltrami-Differential µf ist
ein Element im Banach-Raum L∞(−1,1) der (−1, 1)-Formen auf X mit Norm ‖µf‖∞ < 1. Seien nun
B(X) der offene Einheitsball in L∞(−1,1) und
M(X) := {(X, f) | X Riemannsche Fläche, f : Xref → X quasikonform}/ ∼
mit (X1, f1) ∼ (X2, f2) :⇔ f1 ◦ f−12 konform. Dann ist die Abbildung
M(X)→ B(X), (X, f) 7→ µf
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bijektiv [Nag88, 2.1.4]. Da es eine natürliche Projektion M(X) → Tg gibt, haben wir dadurch eine
Projektion Φ : B(X) → Tg. Man kann zeigen, dass auf Tg eine Struktur als komplexe Mannigfaltig-
keit exsitiert, so dass Φ zu einer holomorphen Abbildung wird [Nag88, 3.1].
2.6 Teichmüller-Geodätische
Definition 2.11 Sei q ein holomorphes quadratisches Differential auf X . Dann lässt sich folgende
Abbildung definieren:
γ : [0,∞)→ Tg
t 7→ [XK , fK ] mit K = et
Das Bild von γ in Tg heißt geodätischer Strahl bzgl. q.
γ ist eine isometrische Einbettung bzgl. der Teichmüller-Metrik auf Tg.
Definition 2.12 Sei g ≥ 2. Eine Teichmüller-Geodätische ∆ι ist das Bild einer holomorphen isome-
trischen Einbettung
ι : D ↪→ Tg.
Dabei sei D := {z ∈ C : |z| < 1} und darauf die Poincaré-Metrik gegeben.
Es gibt mehrere Möglichkeiten, so eine Einbettung zu beschreiben, zwei davon seien hier erläutert:
Erste Möglichkeit: Als Menge geodätischer Strahlen
ι1 : D→ Tg
z 7→ (XK,e−iϕ·q, fK) mit z =
K − 1
K + 1
· eiϕ, K ∈ [1,∞), ϕ ∈ [0, 2π)
Für jedes ϕ erhält man einen geodätischen Strahl.
Zweite Möglichkeit: Durch affine Deformationen
Dazu verknüpft man die Kartenabbildungen der flachen Struktur µ mit einer affinen Abbildung B
(identifiziere dafür C mit R2) und erhält eine neue flache Struktur µB. D.h. SL2(R) operiert auf den




















und in C heißt das
(x+ iy) 7→ (ax+ by) + i(cx+ dy).
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Wir schreiben dafür B ◦ (X,µ) := (X,µB). Sei Xref die Riemannsche Fläche mit der von der flachen
Struktur µ induzierten komplexen Struktur, dann haben wir durch
(X,µ)
id→ (X,µB)
eine markierte Riemannsche Fläche, die folgenden Punkt im Teichmüllerraum definiert:
PB := [(X,µB), id].
Im folgenden Satz werden einige Eigenschaften der Operation von SL2(R) auf den flachen Strukturen
zusammengefasst:
Satz 2.4 (a) B1 ◦ (B2 ◦ (X,µ)) = (X,µB1B2) für B1, B2 ∈ SL2(R).
(b) B ∈ SL2(R) lässt den Punkt im Teichmüllerraum genau dann fix, wenn B ∈ SO2(R).






erhält man die Teichmüller-Deformation ϑK aus (2.1).
(d) Folgende Abbildung ist injektiv:
ι̃2 : SO2(R)\ SL2(R)→ Tg, SO2(R) ·B 7→ PB
(e) Die Abbildung
ι̂2 : SO2(R)\ SL2(R)→ H, SO2(R) · A 7→ −A−1(i)
ist bijektiv. Dabei ist mit A(z) die Operation durch Möbiustransformationen gemeint.
(f) Die dazu inverse Abbildung ι̂−12 wird induziert von:







Beweis (a) und (c) sind klar.





mit a2 + b2 = 1 und a, b ∈ R.
Dann gilt Bz = (ax + by) + i(−bx + ay) = (a− ib)z. Also operiert B holomorph auf C und
es folgt PB = PI .





∈ SL2(R) beliebig und sei PB = PI :
In diesem Fall ist die Abbildung
x+ iy 7→ (ax+ by) + i(cx+ dy) = az + z
2
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holomorph. Das heißt, dass deren partielle Ableitung nach z die Nullabbildung ist, also
z
2
(a− d) + iz
2
(b+ c) = 0.
Es folgt a = d und b = −c und damit B ∈ SO2(R).
(d) Seien A,B ∈ SL2(R) mit PA = PB. Mit a) und b) folgt, dass BA−1 ∈ SO2(R) und damit
B ∈ SO2(R) · A.





∈ SL2(R). Dann gilt
A ∈ Stab(i)⇔ ai+ b
ci+ d
= i⇔ (a = d ∧ b = −c)⇔ A ∈ SO2(R)
Mit SO2(R) = Stab(i) folgen die Wohldefiniertheit der Abbildung, sowie die Injektivität.
Da SL2(R) transitiv auf H operiert, ist die Zuordnung A 7→ A(i) auch surjektiv.
Das Invertieren von A, die komplexe Konjugation und die Multiplikation mit −1 erhalten erst
später ihren Sinn, sie ändern nichts an der Bijektivität der Abbildung.





∈ SL2(R). Es gilt −A−1(i) = − di−b−ci+a =
1
a2+c2






































































Wir definieren nun die Abbildung ι2 := ι̃2 ◦ ι̂−12 oder anders ausgedrückt:
ι2 : H→ Tg
t 7→ PAt
wobei At so gewählt ist, dass −A−1t (i) = t.
Satz 2.5 ι1 und ι2 sind Teichmüller-Einbettungen und definieren dieselbe Teichmüller-Geodätische:
∆q := ∆ι1 = ι1(D) = ∆ι2 = ι2(H)
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Beweis Es gilt ι2 = ι1 ◦ f , wobei f(z) := i−zi+z H auf D abbildet ([HS07, Prop. 2.12]). Nach [HS07,
Prop. 2.11] ist ι2 (und damit auch ι1) ist eine Isometrie (bzgl. Teichmüllermetrik und hyperbolischer
Metrik) und nach [HS07, Cor. 2.15] ist ι1 (und damit auch ι2) holomorph. Die Behauptung folgt. 
2.7 Teichmüller-Kurven und projektive Veech-Gruppen
Definition 2.13 Sei X eine Riemannsche Fläche, q ein holomorphes quadratisches Differential auf
X und ∆q die davon herrührende Teichmüller-Geodätische. Wenn das Bild Cq von ∆q unter der
natürlichen Projektion Tg → Mg, [X, f ] 7→ [X] eine algebraische Kurve ist, nennt man Cq eine
Teichmüller-Kurve und (X, q) eine Veech-Fläche.
Um eine Aussage darüber zu treffen, wann (X, q) zu einer Teichmüller-Kurve führt, führen wir erst
den Begriff der projektiven Veech-Gruppe ein:
Es sei das Paar (X, q) gegeben, wobei X eine Riemannsche Fläche vom Geschlecht g ist und q ein
holomorphes quadratisches Differential darauf, und seien µ die dazugehörige flache Struktur sowie
Aff+(X,µ) die Gruppe der orientierungserhaltenden Abbildungen, die bezüglich der flachen Struktur
µ affin sind, also auf den Karten die folgende Form haben:
z 7→ A · z + t für A ∈ SL2(R), t ∈ C
Da wir eine flache Struktur haben, ist A kartenunabhängig bis auf das Vorzeichen. Somit erhält man
folgenden Gruppenhomomorphismus:
D : Aff+(X,µ)→ PSL2(R), f 7→ [A]
Definition 2.14 Γ(X,µ) := D(Aff+(X,µ)) nennt man die projektive Veech-Gruppe von (X,µ).
Falls µ eine Translationsstruktur ist, haben wir sogar einen Gruppenhomomorphismus:
der : Aff+(X,µ)→ SL2(R), f 7→ A
Deshalb definieren wir (für später, ab Kapitel 4) auch gleich die Veech-Gruppe.
Definition 2.15 Sei (X,µ) eine Translationsfläche. Dann nennt man Γ(X,µ) := der(Aff+(X,µ))
die Veech-Gruppe von (X,µ).
Wir wollen nun untersuchen, wie die projektive Veech-Gruppe auf einer Teichmüller-Geodätischen
operiert. Dazu führen wir zunächst die Abbildungsklassengruppe ein.
Definition 2.16 Gegeben sei eine kompakte, orientierbare Fläche S vom Geschlecht g. Sei
Homeo+(S) die Gruppe der orientierungserhaltenden Homöomorphismen S → S und Homeo0(S)
bezeichne die Untergruppe der Homöomorphismen, die isotop zur Identität sind. Dann definieren wir
die Abbildungsklassengruppe
Modg := Mod(S) := Homeo
+(S)/Homeo0(S).
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Bemerkung 2.5 (a) Für die Definition von Modg kann man anstatt Homeo+(S) und Homeo0(S)
auch die Gruppe der orientierungserhaltenden Diffeomorphismen Diffeo+(S) und die Unter-
gruppe der zur Identität isotopen Diffeomorphismen Diffeo0(S) nehmen [FM12, §2.1].
(b) Die Abbildungsklassengruppe kann man auch für nicht kompakte und/oder berandete Flächen
definieren [FM12, §2.1].
(c) Aff+(X,µ) ist eine Untergruppe von Homeo+(X).
Sei X eine Riemannsche Fläche vom Geschlecht g. Die Gruppe Homeo+(X) operiert auf Tg (für
dessen Punkte wir X als Referenzfläche nehmen) durch
Homeo+(X)× Tg → Tg
(ϕ, [Y, f ]) 7→ [Y, f ◦ ϕ−1].
Wir bezeichnen [Y, f ◦ ϕ−1] durch ρϕ([Y, f ]).
Damit operiert auch Aff+(X,µ), als Untergruppe von Homeo+(X), auf Tg.
Da Homeo0(X) trivial auf Tg operiert, ist dadurch eine Operation von Modg auf Tg induziert. Die
Quotientenabbildung nach dieser Aktion ist genau die natürliche Projektion Tg →Mg.
Satz 2.6 Aff+(X,µ) stabilisiert ∆q und operiert darauf durch:
ϕ ∈ Aff+(X,µ), B ∈ SL2(R) =⇒ ρϕ(PB) = PBA−1









(X,µ) id // (X,µB)
(X,µBA−1)
OO
Die Abbildung (X,µBA−1)→ (X,µB) im Diagramm ist eine affine Abbildung als Komposition affi-
ner Abbildungen. Weiterhin gilt: D(BA−1(BA−1)−1) = I und damit ist die Abbildung holomorph,
d.h. [(X,µBA−1), id] = [(X,µB), id ◦ϕ−1]. Nach Definition gilt aber
ρϕ([(X,µB), id]) = [(X,µB), id ◦ϕ−1]
und somit folgt die Behauptung ρϕ([(X,µB), id]) = [(X,µBA−1), id]. 
Bemerkung 2.6 Es gilt sogar Aff+(X,µ) ∼= Stab(∆q) := StabModg(∆q).
Beweis Siehe [EG97, Thm 1, Lemma 5.2]. 
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wobei Stabpw(∆q) := {ϕ ∈ Modg : ϕ|∆q = id∆q}.
Beweis Sei
π : Stab(∆q)→ Stab(∆q)
/
Stabpw(∆q)
die Quotientenabbildung. Nach dem Beweis von Satz 2.6 hängt die Aktion von ϕ ∈ Aff+(X,µ) auf Tg
nur von [A] ab und somit faktorisiert π◦ρ über Γ(X,µ). Sei ρ der von ρ induzierte Homomorphismus,











Nach Bem. 2.6 ist ρ ein Isomorphismus. Es bleibt noch zu zeigen, dass ρ injektiv ist. Sei dazu
ϕ ∈ Aff+(X,µ) mit ρ(D(ϕ)) = id |∆q und A ∈ SL2(R) ein Urbild von [A] := D(ϕ). Dann gilt






∈ SO2(R), für a, b ∈ R und a2 + b2 = 1






mit ±1 6= λ ∈ R. Nach Voraussetzung gilt ρϕ(PB) = PB = PBA−1 . Damit ist
die affine Transformation f , die von B herkommt, also
f : z 7→ λRe(z) + i1
λ
Im(z)



















Es ist zu zeigen, dass A = ±I .
Wir haben:
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Da λ 6= ±1, folgt b = 0 und damit A = ±I . 
Wir vergleichen nun die Aktion von Γ(X,µ) auf ∆q mit der Aktion von Γ(X,µ) auf H:




















(oder z 7→ −z).












t7→−t// −A(t) // PBA−1
Zu zeigen ist, dass der punktierte Pfeil im Diagramm der Abbildung ι entspricht. Es ist also zu
zeigen, dass −(BA−1)−1(i) = −A(t) gilt. Wir haben:
−(BA−1)−1(i) = −AB−1(i) = −A(B−1(i)) = −A(t) = −A(t) 
Kehren wir nun zurück zu der Frage, wann unter der Projektion pr : Tg → Mg das Bild einer
Teichmüller-Geodätischen ∆q eine algebraische Kurve ist:
Satz 2.9 pr(∆q) ist genau dann eine algebraische Kurve, wenn die zugehörige projektive Veech-
Gruppe in PSL2(R) ein Gitter ist (also eine Fuchssche Gruppe mit endlichem Kovolumen).
Beweis Siehe auch [McM03, Cor 3.3].









(X,µ) ist genau dann eine Fläche endlichen Typs und somit eine algebraische Kurve, wenn
Γ
∗





(X,µ)→Mg birational auf dem Bild ist [McM03, §2], ist pr(∆q) auch genau








Definition 3.1 Eine Gruppe Γ ≤ PSL2(C) von Möbiustransformationen heißt Schottky-Gruppe,
wenn es ein g ≥ 1 sowie disjunkte, einfach zusammenhängende Gebiete D1, D′1, ..., Dg, D′g gibt,
die durch ebenfalls disjunkte Jordan-Kurven Ci := ∂Di, C ′i := ∂D
′
i berandet sind, sowie Erzeuger
γ1, ..., γg von Γ mit γi(Ci) = C ′i und γi(Di) = P
1(C)\D′i.












Abbildung 3.1.1: Abbildungsverhalten von Erzeugern einer Schottky-Gruppe
Satz 3.1 Sei (γ1, ..., γg) eine Schottkybasis einer Schottkygruppe Γ und Di, D′i, Ci, C ′i seien für
i ∈ {1, ..., g} wie oben definiert und fest gewählt. Sei zudem A := P1(C)\
⋃g
i=1Di ∪D′i. Dann gilt:
(a) γi ist loxodromisch.
(b) γi hat seinen anziehenden Fixpunkt in D′i und seinen abstoßenden Fixpunkt in Di.
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(c) Γ ist frei in den Erzeugern γ1, ..., γg.
(d) Γ ist kleinsch.
(e) A ist ein Fundamentalbereich von Γ.
Beweis Sei Ai := P1(C)\(Di ∪D′i) für i ∈ {1, ..., g}.
(a) Angenommen γi ist parabolisch: Dann kann angenommen werden, dass γi : z 7→ z + 1.
Wir zeigen zunächst, dass γi(Ai) ∩ Ai = C ′i und folgern dann∞ /∈ Ai :
Wir haben γi(Ai) ∩ Ai = ∅, da Ai ⊂ P1(C)\Di und somit
γi(Ai) ⊂ γi(P1(C)\Di) = D′i ⊂ P1(C)\Ai
Außerdem gilt γi(∂Ai) ∩ ∂Ai = C ′i, denn wegen ∂Ai = Ci ∪ C ′i und mit γi(Ci) = C ′i gilt
C ′i ⊆ γi(∂Ai) ∩ ∂Ai. Außerdem haben wir wegen C ′i ⊂ P1(C)\Di
γi(C
′
i) ⊂ γi(P1(C)\Di) = D′i ⊂ P1(C)\∂Ai.
Deshalb gilt auch γi(∂Ai) ∩ ∂Ai ⊆ C ′i. Also ist γi(Ai) ∩ Ai = C ′i.
Wäre∞ ∈ Ai, dann müsste also∞ ∈ C ′i und∞ ∈ Ci gelten, im Widerspruch zu Ci ∩ C ′i = ∅.
Also∞ ∈ Di ∪D′i. Sei∞ ∈ D′i. Dann ist Di beschränkt. Es gibt also ein z0 ∈ Di, sodass
Re z0 ≤ Re z ∀z ∈ Di
und somit ist z0 /∈ γi(Di). Andererseits gilt Di ⊆ P1(C)\D′i = γi(Di). Widerspruch.
Wenn∞ ∈ Di, dann ist D′i beschränkt und es gibt ein z0 ∈ D′i, sodass
Re z0 ≥ Re z ∀z ∈ D′i
und somit ist z0 /∈ γ−1i (D′i). Andererseits gilt D′i ⊆ P1(C)\Di = γ−1i (D′i). Widerspruch.




1(C)\Di) = D′i ⇒
γi(A) ⊂ D′i und γni (A) ⊂ D′i ∀n ∈ N.
Sei aber andererseits z0 ∈ A und U(z0) ⊆ A eine offene Umgebung von z0. Es existiert ein
N ∈ N, so dass γNi (z0) = eiNθ · z0 ∈ U(z0)⇒ γNi (z0) /∈ D′i. Widerspruch.
Also ist γi loxodromisch.
(b) Ohne Einschränkung sei γi : z 7→ k · z, |k| > 1. Dann ist∞ der anziehende und 0 der absto-
ßende Fixpunkt. γi(Ai)∩Ai = ∅ = γi(Ci)∩Ci und somit 0,∞ /∈ Ai. Da γni (D′i) ⊂ D′i ∀n ∈ N
und da γni (z)→∞ für z ∈ P1(C)\{0}, kann D′i nicht beschränkt sein, also∞ ∈ D′i.
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Angenommen, 0 ∈ D′i. Da D′i offen ist, ist dann auch Bε(0) ⊆ D′i für ein ε > 0. Dann ist
γni (Bε(0)) = Bε·|k|n(0) ⊆ D′i ∀n ∈ N. Also D′i ⊇ C. Widerspruch! Also gilt 0 ∈ Di.
(c) Gegeben sei die freie Gruppe Fg = 〈γ1, ..., γg〉 und Ψ : Fg → Γ der Homomorphismus, der
durch γi 7→ γi für i ∈ {1, ..., g} bestimmt ist. Wir wollen zeigen, dass Ψ injektiv ist.
Sei γ ∈ Fg \ {1} als reduziertes Wort gegeben, also von der Form γ = γj1i1 · · · γ
jn
in
für n ∈ N,
i1, ..., in ∈ {1, ..., g} und j1, ..., jn ∈ Z\{0} sowie ik 6= ik+1 für k ∈ {1, ..., n− 1}.
Sei γ = Ψ(γ). Wir müssen γ 6= id zeigen. Es gilt
γi(A) ⊂ γi(Ai) ⊂ γi(P1(C)\Di) = D′i sowie γi(D′i) ⊂ γi(P1(C)\Di) = D′i
und analog dazu γ−1i (A) ⊂ γ−1i (Ai) ⊂ Di sowie γ−1i (Di) ⊂ Di. Somit folgt:












⊂ γj1i1 ◦ ... ◦ γ
jn−2
in−2




Also gilt γ(A) ∩ A = ∅ und daraus folgt γ 6= id.
(d) Aus dem Beweis zu Punkt c) folgt, dass kein Punkt aus
⋃
γ∈Γ γ(A) ein Limespunkt sein kann
und somit, dass Γ kleinsch ist. Es gilt sogar, dass kein Punkt aus
⋃
γ∈Γ γ(A) ein Limespunkt
sein kann. Denn sei z ∈ ∂γ(A) für ein γ ∈ Γ. Dann gilt z ∈ γ(Ci) bzw. z ∈ γ(C ′i), und somit
hat z eine offene Umgebung, die γ(A), ∂γ(A) und γ ◦ γ−1i (A) bzw. γ ◦ γi(A), schneidet und in
deren Vereinigung liegt. Dort kann aber kein weiterer Punkt aus der Bahn von z liegen.
(e) Dass γ(A) ∩ A = ∅ ∀γ ∈ Γ\{id}, wissen wir bereits. Es bleibt zu zeigen, dass
⋃
γ∈Γ γ(A) der




γ(A) = Λ := {Limespunkte von Γ}.
Aufgrund des Beweises von Punkt d) bleibt nur noch die Inklusion “⊆“ zu zeigen:
Sei ohne Einschränkung∞ ∈ A und z ∈ P1(C)\
⋃
γ∈Γ γ(A). Dann gilt Folgendes (wobei an
Stelle der D′i auch Di stehen können, dann ist γi durch γ
−1
i zu ersetzen):
z /∈ A⇒ z ∈ D′i1 für ein i1 ∈ {1, ..., g}
z /∈ γi1(A)⇒ z ∈ γi1(D′i2) ⊂ D
′
i1
für ein i2 ∈ {1, ..., g}
z /∈ γi1 ◦ γi2(A)⇒ z ∈ γi1 ◦ γi2(D′i3) ⊂ γi1(D
′
i2
) ⊂ D′i1 für ein i3 ∈ {1, ..., g}, usw.





◦ ... ◦ γenin (D
′
in+1
) für en+1 = 1
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bzw. Gn := γe1i1 ◦ ... ◦ γ
en
in
(Din+1) für en+1 = −1





◦ ... ◦ γenin (C
′
in+1
) für en+1 = 1
bzw. Kn := γe1i1 ◦ ... ◦ γ
en
in
(Cin+1) für en+1 = −1; ei ∈ {±1}.
Sei G :=
⋂∞
n=1Gn. Wir wollen zeigen, dass G = {z} und dass somit z ∈ Λ.
G ist beschränkt und abgeschlossen, also kompakt. Es existiert also
r := max{|x− y| : x, y ∈ G}.
Angenommen r 6= 0:
Seien x0, y0 ∈ G mit |x0 − y0| = r. Dann existieren für jedes 0 < ε < r2 zwei benachbarte
Folgenglieder Km und Km+1, sowie Punkte z1, z2 auf der Halbgeraden x0y−0 und z4 auf der
Halbgeraden y0x−0 mit z1 ∈ Km+1 und z2, z4 ∈ Km mit folgenden Eigenschaften:
|z1 − z2| ≤ ε, r ≤ |z1 − z4| ≤ r + ε
Des Weiteren sei die Kreisscheibe E := {z ∈ C : |z − z4| ≤ r2} gegeben. Da y0 ∈ E und
x0 /∈ E schneiden sich ∂E und Km+1. Es gibt also ein z3 ∈ Km+1 mit















|DV (z1, z2, z3, z4)| =
|z1 − z2| · |z3 − z4|






− ε) · r
ε→0→ 0 (3.1)
Sei nun γ := (γe1i1 ◦ ... ◦ γ
em
im
)−1. Dann ist einerseits
|DV (z1, z2, z3, z4)| = |DV (γ(z1), γ(z2), γ(z3), γ(z4))|,
da γ eine Möbiustransformation ist und somit das Doppelverhältnis invariant lässt. Andererseits
haben wir∞ ∈ A angenommen, und somit gilt
0 < inf{|wi − wj| : wi ∈ Bi 6= Bj 3 wj;Bi ∈ {Ci, C ′i}, Bj ∈ {Cj, C ′j}} < sup{...} <∞.
Wir haben also:
d := inf{|DV (w1, w2, w3, w4)| : w1, w3 ∈ Bi 6= Bj 3 w2, w4; } > 0
Da γ(Km+1) = Cim+2 oder γ(Km+1) = C
′
im+2
und γ(Km) eine dazu disjunkte Komponente
von ∂A ist (entweder C ′im+1 oder Cim+1), gilt somit
|DV (γ(z1), γ(z2), γ(z3), γ(z4))| ≥ d,
ein Widerspruch zu (3.1). Somit ist r = 0 und z ist der einzige Punkt in G. Also ist z ∈ Λ. 
Bemerkung 3.1 Satz 3.1 c) ist ein Spezialfall des sog. Ping-Pong-Lemmas, siehe z.B.
[FM12, Lemma 3.15].
Bemerkung 3.2 Sei Ω :=
⋃
γ∈Γ γ(A) der Diskontinuitätsbereich von Γ. Dann ist X = Ω/Γ eine
kompakte Riemannsche Fläche vom Geschlecht g.
Beweis Der Fundamentalbereich A von Γ ist der Abschluss eines 2g-fach zusammenhängenden Ge-
bietes in P1(C). Die Randkurven Ci und C ′i werden durch Γ miteinander identifiziert. Damit ist X
topologisch eine Sphäre mit g Henkeln. Da die Gruppe Γ diskontinuierlich durch Möbiustransforma-
tionen auf P1(C) operiert, erbt X die komplexe Struktur von Ω. 
Definition 3.2 Die Quotienten-Abbildung Ω /Γ→ X heißt Schottky-Überlagerung.
Satz 3.2 Jede kompakte Riemannsche Fläche X mit g ≥ 1 hat eine solche Schottky-Überlagerung.
Die folgende Beweisskizze dieses klassischen Resultats ist aus [HS07, Prop. 5.2].
Beweis Wähle disjunkte, einfach geschlossene Kurven c1, ..., cg in X so, dass A := X \
⋃g
i=1 ci
zusammenhängend ist. A ist konform äquivalent zu einem Gebiet in P1(C) [AS60, IV, 19F-G], das
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von 2g geschlossenen Kurven berandet ist. Für i ∈ {1, ..., g} seien Ci und C ′i die Randkurven, die
durch das Zerschneiden an ci entstehen. Sei nun Fg die freie Gruppe mit den Erzeugern γ1, ..., γg.
Für jedes reduzierte Wort w ∈ Fg nehmen wir eine Kopie Aw von A. Nun kleben wir die Kopien
folgendermaßen aneinander: Für w = w′γi verkleben wir Ci auf Aw′ mit C ′i auf Aw. Wir erhalten
ein Gebiet Ω ⊂ C, auf dem Fg operiert. Diese Aktion überträgt sich auf ganz P1(C), d.h. Fg operiert
durch Möbiustransformationen, siehe dazu [AS60, IV, 19F]. 
3.2 Der Schottkyraum und dessen komplexe Struktur
Definition 3.3 Sei S̃g die Menge aller (γ1, ..., γg) ∈ PSL2(C)g, die eine Schottky-Gruppe Γ erzeugen
und eine Schottky-Basis bilden. Betrachte die Äquivalenzklassen unter simultaner Konjugation:
Sg := {(γ1, ..., γg)}/ ∼
Sg heißt der Schottkyraum für Riemannsche Flächen vom Geschlecht g.
Sei s ∈ S̃g und seien Γ(s), Ω(s) und X(s) := Ω(s)/Γ(s) die dazugehörige Schottky-Gruppe, Dis-
kontinuitätsbereich und Riemannsche Fläche. Dies führt zu einer alternativen Definition des Schott-
kyraums:
Definition 3.4 Man nehme die Paare (X, σ), so dass
i) σ : Fg → PSL2(C) ein injektiver Homomorphismus ist,
ii) Γ := σ(Fg) eine Schottky-Gruppe ist,
iii) Ω(Γ)/Γ ∼= X.
Dann sei Sg := {(X, σ)}/ ∼ mit
(X, σ) ∼ (X ′, σ′)⇔ ∃A ∈ PSL2(C) : σ′(γ) = Aσ(γ)A−1 ∀γ ∈ Fg.
X und X ′ sind isomorph, d.h. die Vergiss-Abbildung
µ : Sg →Mg
[(X, σ)] 7→ [X]
ist wohldefiniert.
Definition 3.5 Sei γ ∈ PSL2(C) loxodromisch. Das bedeutet, dass γ zu einer Möbiustransformation
der Form z 7→ λ ·z mit 0 < |λ| < 1 konjugiert ist. Dann nennt man λ den Multiplikator von γ. Dieser
ist wohldefiniert.
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Satz 3.3 (a) Die Abbildung
S̃g ↪→ (P1(C))3g
(γ1, ..., γg) 7→ (z1, w1, λ1, ..., zg, wg, λg)
ist eine offene Einbettung. Dabei seien zi der anziehende Fixpunkt, wi der abstoßende Fixpunkt
und λi der Multiplikator von γi für i ∈ {1, ..., g}.
(b) S1 ist eine punktierte Kreisscheibe.
(c) Für g ≥ 2 ist Sg homöomorph zu einer offenen Teilmenge von C3g−3.
Beweis (a) Die Injektivität folgt daraus, dass eine Möbiustransformation durch den anziehenden
Fixpunkt, den abstoßenden Fixpunkt und den Multiplikator eindeutig bestimmt ist.
Es bleibt noch zu zeigen, dass das Bild offen ist:




mit aidi − bici = 1,
vorgegeben. Wir können ohne Einschränkung annehmen, dass zi, wi 6= ∞ und dass ci ∈ H,
da wir dies durch Konjugation erreichen können. Dadurch ist dann auch (ai, bi, ci, di) ∈ C4
eindeutig. Wegen Satz 3.1a gilt zudem zi 6= wi. Es gilt also
(zi, wi, λi) ∈ E := {(z, w, λ) : z, w ∈ C, z 6= w, λ ∈ D \ {0}} (offen in C3).
Für die Fixpunkte v1 und v2 von γi gilt
v1 =
(ai − di) +
√





(ai + di)2 − 4
2ci
.





λi = ai + di
⇒ λi −
√



















)2 − 1 )2 oder umgekehrt.
λi ist dabei der Wert, dessen Betrag kleiner als 1 ist. Die Terme unter der Wurzel sind nicht
Null, da |λi| 6= 1.
Seien nun
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Aufgrund der beiden Wurzelterme ist (ai, ci, di) noch nicht eindeutig bestimmt. Die Wahl von√
ti−2
r2i−4si
ist aber durch ci ∈ H vorgegeben und die Wahl von
√
ti + 2 entspricht der Wahl
zwischen γi und γ−1i , also der Wahl, welcher der Fixpunkte anziehend und welcher abstoßend
sein soll, und ist somit durch zi und wi vorgegeben. Wegen ci 6= 0 ist bi auch vorgegeben durch
aidi − bici = 1. Wegen λi 6= ±1 ist ti ± 2 6= 0. Außerdem gilt:
r2i − 4si = (v1 + v2)2 − 4v1v2 = (v1 − v2)2 6= 0
Somit gibt es offene U ⊂ E und V ⊂ C ×H × C mit (zi, wi, λi) ∈ U und (ai, ci, di) ∈ V , so
dass die Abbildung
f : U → V


























wohldefiniert und stetig ist und für die f(zi, wi, λi) = (ai, ci, di). Dabei seien r, s, t analog zu
ri, si, ti definiert.
Seien nun Di und D′i wie in der Definition von Schottky-Gruppen, d.h. γi(Di) = P
1(C)\D′i.
Die Abbildung
γ̂i : C×H× C× P1(C) → P1(C)




ist ebenfalls stetig und deshalb ist auch f̂ := γ̂i ◦ (f × id) stetig auf U ×P1(C) und es gibt für
alle δ > 0 ein ε := ε(zi, wi, λi, x) > 0, so dass
|(zi, wi, λi, x)− (z′i, w′i, λ′i, x′)| < ε⇒ |f̂(zi, wi, λi, x)− f̂(z′i, w′i, λ′i, x′)| < δ.
Mit der Kompaktheit von Di folgt daraus, dass es für alle δ > 0 ein ε := ε(zi, wi, λi, Di) > 0
gibt, so dass
|(zi, wi, λi)− (z′i, w′i, λ′i)| < ε⇒ f̂(z′i, w′i, λ′i, Di) = P1(C)\D′′i , (3.2)
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wobei D′′i ein Gebiet ist, für das gilt:
z′ ∈ D′′i ⇒ d(z′, D′i) < δ.
Da D1, D′1, ..., Dg, D′g paarweise disjunkt sind, sind auch D1, D′1, ..., Di, D′′i , ..., Dg, D′g paar-
weise disjunkt, sofern δ klein genug ist. Das bedeutet, dass auch (γ1, ..., γ′i, ..., γg) mit















i wie in (3.2)
eine Schottky-Basis ist. Daraus folgt die Behauptung.
(b) Jede Äquivalenzklasse enthält genau eine Möbiustransformation der Form z 7→ λ · z mit
λ ∈ C, 0 < |λ| < 1.
(c) In der Äquivalenzklasse von s ∈ S̃g liegt genau ein Element, für das γ1 bei 0 seinen anziehen-
den und bei ∞ den abstoßenden Fixpunkt und γ2 seinen anziehenden Fixpunkt bei 1 hat. Da
(γ1, ..., γg) eine Schottky-Basis ist, haben γ2, ..., γg auch keinen Fixpunkt bei∞. 
3.3 Grober und feiner Modulraum
Definition 3.6 Gegeben seien zwei analytische Räume H und B sowie eine eigentliche, analytische
Abbildung
π : H → B.
Dann heißtH eine Familie von Riemannschen Flächen vom Geschlecht g über B (ab jetzt nur noch
als “Familie“ bezeichnet), wenn für alle b ∈ B die Faser π−1(b) eine kompakte Riemannsche Fläche
vom Geschlecht g ist.
Definition 3.7 Fg heißt feiner Modulraum für Riemannsche Flächen vom Geschlecht g, falls fol-
gende Bedingungen erfüllt sind:
(a) Es existiert eine Bijektion
Fg
∼−→ {Isomorphieklassen von kompakten Riemannschen Flächen vom Geschlecht g},
die wir gleich benützen, um Fg mit der Menge dieser Isomorphieklassen zu identifizieren.
(b) Es existiert eine Familie U → Fg (die dann universelle Familie heißt), so dass für jede Familie
H → B die Abbildung s : B → Fg, b 7→ [π−1(b)] analytisch ist und so, dassH ∼= U ×Fg B.





B s // Fg
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Definition 3.8 Gg heißt grober Modulraum für Riemannsche Flächen vom Geschlecht g, falls fol-
gende Bedingungen erfüllt sind:
(a) Wie oben.
(b) Für jede Familie π : H → B ist die Abbildung s : B → Gg, b 7→ [π−1(b)] analytisch.
(c) Für jedes G ′g, das auch a) und b) erfüllt, gibt es eine analytische Abbildung, Ψ : Gg → G ′g, so

















Satz 3.4 Mg ist ein grober Modulraum für Riemannsche Flächen vom Geschlecht g und Tg ist ein
feiner Modulraum für markierte Riemannsche Flächen vom Geschlecht g.
Beweis Siehe [HM98, 2A, 2C]. 
Die nächsten zwei Sätze, sowie die Definition folgen [HS07, Prop. 5.6, Def. 5.7, Thm. 5.8].
Satz 3.5 Die Vergiss-Abbildung µ : Sg →Mg ist analytisch und surjektiv.
Beweis Die Surjektivität folgt daraus, dass jede kompakte Riemannsche Fläche eine Schottky-Über-
lagerung hat. Es bleibt also nur noch zu zeigen, dass µ analytisch ist. DaMg ein grober Modulraum
für Riemannsche Flächen ist, reicht es, eine Familie π : Cg → Sg von Riemannschen Flächen über
Sg zu finden, die µ im folgenden Sinne induziert: µ(s) ist die Äquivalenzklasse der Riemannschen
Fläche Cg := π−1(s) ⊂ Cg.
Dazu sei zunächst
Ωg := {(s, z) ∈ Sg × P1(C) : z ∈ Ω(s)}.
Das ist eine komplexe Mannigfaltigkeit, auf der Fg durch ϕ(s, z) := (s, σ(ϕ)(z)) holomorph operiert
(also trivial auf der ersten Komponente). Dabei sei ϕ ∈ Fg, s = (X, σ) ∈ Sg mit σ : Fg → PSL2(C)
als den eindeutig bestimmten injektiven Homomorphismus wie im Beweis von Satz 3.3c, und z sei
aus dem zu s gehörenden Diskontinuitätsbereich Ω(s).
Für ein festes s ∈ Sg identifizieren wir Ω(s) mit {s} × Ω(s) ⊂ Ωg. Dann ist Cg := Ω(s)/Fg eine
kompakte Riemannsche Fläche vom Geschlecht g. Da Fg trivial auf der ersten Komponente von Ωg
operiert, faktorisiert die Projektion auf die erste Komponente π̂1 : Ωg → Sg über den Quotientenraum
Cg := Ωg/Fg. Die induzierte Abbildung π : Cg → Sg ist die gesuchte Familie. 
Definition 3.9 (a) Sei U → S eine analytische Abbildung zwischen komplexen Mannigfaltigkei-
ten und Γ ⊂ Aut(U/S) eine eigentlich diskontinuierliche Untergruppe. Dann heißt die Quoti-
entenabbildung U → U/Γ = C eine Schottky-Überlagerung, wenn die induzierte Abbildung
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C → S eine Familie von Riemannschen Flächen ist und wenn die Einschränkung der Quotien-
tenabbildung Us → Cs für jedes s ∈ S eine Schottky-Überlagerung ist.
(b) Eine Schottky-Überlagerung U → U/Γ mit einer Äquivalenzklasse von Isomorphismen
σ : Fg → Γ heißt Schottky-Struktur auf U . Dabei werden σ und σ′ als äquivalent betrachtet,
wenn sie sich nur durch einen inneren Automorphismus von Fg unterscheiden.
Satz 3.6 Sg ist ein feiner Modulraum für Riemannsche Flächen vom Geschlecht g mit Schottky-
Struktur.
Beweis (Skizze) Sei C/S eine Familie von Riemannschen Flächen und (U → U/Γ = C, σ : Fg
∼→ Γ)
eine Schottky-Struktur auf C. Dann existiert eine Abbildung f : S → Sg, die einen Punkt x auf die
















Außerdem gilt: C = Cg ×Sg S und U = Ωg ×Cg C = Ωg ×Sg S.
Es ist noch zu zeigen, dass f analytisch ist. Siehe dazu [HS07, Thm. 5.8] und [GH88, §3]. 
3.4 Zusammenhang zwischen Teichmüller- und Schottkyraum
Wir konstruieren nun eine Familie von Riemannschen Flächen über Tg. Dazu nehmen wir die folgende
alternative Definition des Teichmüllerraums:










Weiter sei T̃g die Menge der Paare (X, τ), wobei
• τ : πg ↪→ PSL2(R) ein injektiver Gruppenhomomorphismus,
• τ(πg) eine kokompakte Fuchssche Gruppe
• und X die Riemannsche Fläche H
/
τ(πg) sei.
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Auf T̃g definieren wir die Äquivalenzrelation
(X, τ) ∼ (X ′, τ ′) :⇔ ∃γ ∈ PSL2(R) : cγ ◦ τ = τ ′,
wobei cγ die Konjugation mit γ bezeichne:
cγ : PSL2(R)→ PSL2(R)
A 7→ γAγ−1
Dann definieren wir Tg := T̃g
/
∼.
Bemerkung 3.3 In jeder Äquivalenzklasse (X̃, τ̃)
/
∼ finden wir genau einen Vertreter (X, τ), so dass
τ(b1) als anziehenden Fixpunkt 0 und als abstoßenden Fixpunkt∞ hat und dass τ(b2) als anziehenden
Fixpunkt 1 hat. Im Folgenden werden wir Tg mit einem solchen Vertretersystem identifizieren.
Diese Definition von Tg ist äquivalent zur Definition 2.4. Das sieht man durch den Umweg über eine
weitere Definition, bei der als Markierungen Standarderzeugendensysteme der Fundamentalgruppe
bis auf isotope Verschiebung des Basispunktes genommen werden (das Standarderzeugendensystem
wird somit insbesondere nur bis auf inneren Automorphismus betrachtet). Dabei definieren zwei mar-
kierte Flächen den gleichen Punkt, wenn es zwischen ihnen eine biholomorphe Abbildung gibt, die
die Markierungen aufeinander abbildet, siehe [IT92, § 1.3]. Der so definierte Teichmüllerraum sei zur
Unterscheidung mit T ′g bezeichnet. Wir zeigen T ′g = Tg.
Sei [(X,Σ)] ∈ T ′g , wobei Σ ein Standarderzeugendensystem von π1(X) sei. Da wir g ≥ 2 vorausset-
zen, lässt sich X nach dem Uniformisierungssatz schreiben als H
/
Γ für eine zu πg isomorphe Fuchs-
sche Gruppe Γ, die durch X bis auf Konjugation in PSL2(R) eindeutig festgelegt ist. Der Wahl von
Σ bis auf Äquivalenz entspricht die Wahl eines Erzeugendensystems der Decktransformationsgrup-
pe Γ bis auf einen inneren Automorphismus, also der Wahl eines τ : πg
∼→ Γ bis auf Konjugation.
Das bedeutet, dass es eine Bijektion zwischen der Menge der Punkte [(X,Σ)] ∈ T ′g und der Men-
ge der Punkte [(X, τ)] ∈ Tg gibt. Für die Bijektion zwischen T ′g und Tg aus Definition 2.4 sei auf
[IT92, Thm. 1.4] verwiesen. Eine wichtige Zutat hierfür ist der Satz von Dehn-Nielsen-Baer, der für
uns auch unabhängig davon Relevanz haben wird.
Satz 3.7 (Dehn-Nielsen-Baer)
Sei X eine Riemannsche Fläche vom Geschlecht g und p ∈ X . Dann ist folgende Abbildung ein
Isomorphismus:
Modg → Out+(π1(X, p))
[f ] 7→ [f∗], f ∈ Homeo+(X)
Beweis Siehe [FM12, Thm. 8.1]. 
Nun operiert πg auf Tg ×H vermöge
γ · ((X, τ), z) := ((X, τ), τ(γ)(z)), für γ ∈ πg.
3.4. ZUSAMMENHANG ZWISCHEN TEICHMÜLLER- UND SCHOTTKYRAUM 33
Wir definieren:
Cg,0 := Tg ×H
/
πg
Somit ist Cg,0 → Tg eine Familie von Riemannschen Flächen über Tg und wir erhalten einen Isomor-
phismus
θ : πg → Aut((Tg ×H)/Cg,0).
Dessen Einschränkung auf die Faser {(X, τ)} ×H ist genau der Isomorphismus
θ(X,τ) := τ : πg → Aut(H/X).
Wir erhalten somit eine so genannte Teichmüller-Struktur über Tg:
Tg ×H
/πg−→ Cg,0 −→ Tg
Wir versehen nun diese Familie von Riemannschen Flächen mit einer Schottky-Struktur:
Zunächst konstruieren wir für jeden Punkt (X, τ) ∈ Tg einen Punkt in Sg:
Wir haben also X = H/τ(πg) und einen aufgrund der Normierungsbedingung aus Bem. 3.3 festen
Isomorphismus τ : πg → Deck(H/X) und können somit die Elemente aus dem Bild von τ auch
in bis auf einen inneren Automorphismus eindeutiger Weise als Elemente in π1(X) auffassen. Das
liefert uns ein Standarderzeugendensystem der Fundamentalgruppe
π1(X) =
〈






Wie in Satz 3.2 liefern die τ(a1), ..., τ(ag) eine Schottky-Überlagerung mit einem Diskontinuitätsbe-
reich Ωτ und einer Schottkygruppe Γτ (X) ≤ PSL2(C) mit Schottky-Basis (bis auf Konjugation). Sei
nun (γ1, ..., γg) ein fest gewähles freies Erzeugendensystem von Fg und sei σα,τ : Fg
∼→ Γτ (X) der
Isomorphismus, der (γ1, ..., γg) auf die Schottky-Basis (σα,τ (γ1), ..., σα,τ (γg)) abbildet. Diese sei so
normiert, dass σα,τ (γ1) bei 0 seinen anziehenden und bei∞ den abstoßenden Fixpunkt und σα,τ (γ2)
seinen anziehenden Fixpunkt bei 1 hat. Sie liefert uns den Punkt (X, σα,τ ) ∈ Sg.
Nun wollen wir auf einer Familie von Riemanschen Flächen eine Schottky-Überlagerung mit
Schottky-Struktur σα konstruieren, derart dass die Einschränkung von σα auf den Fasern jeweils wie-
der das σα,τ von oben liefert. Dazu sei der folgende Gruppenhomomorphismus
α : πg → Fg
ai 7→ 1, bi 7→ γi
gegeben, dessen Kern wir mit Nα bezeichnen. Dann ist (Tg ×H)/Nα → Cg,0 eine Schottky-Überla-
gerung und die universelle Teichmüller-Struktur θ induziert eine Schottky-Struktur
σα : πg/Nα︸ ︷︷ ︸
∼=Fg
∼−→ Aut(((Tg ×H)/Nα)/Cg,0)
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auf Cg,0. Die Restriktion auf die Faser über (X, τ) ist dann
σα,(X,τ) : πg/Nα
∼→ Aut((H/τ(Nα))/X)
Wir können nun den Isomorphismus
σ̃α,τ : Aut((H/τ(Nα))/X)→ Γτ (X)
so wählen, dass σα,τ = σ̃α,τ ◦ σα,(X,τ).
Da Sg ein feiner Modulraum ist, ist die folgende Abbildung analytisch:
sα : Tg → Sg
(X, τ) 7→ (X, σα,τ )
Satz 3.8 (a) sα ist die Quotientenabbildung für folgende Untergruppe von Modg:
Modg(α) = {ϕ ∈ Modg | α◦ ϕ̃ ≡ αmod Inn(Fg), mit ϕ̃ ∈ Aut+(πg) : [ϕ̃] = ϕ ∈ Out+(πg)}
(b) sα : Tg → Sg ist die universelle Überlagerung des Schottkyraums.


































Beweis (a) Modg(α) ist wohldefiniert: Seien ϕ̃1 und ϕ̃2 Repräsentanten von ϕ ∈ Out+(πg), d.h.
ϕ̃1 = γϕ̃2γ
−1 für ein γ ∈ πg
Dann gilt:
α ◦ ϕ̃1 = α ◦ (γϕ̃2γ−1)
α Hom.
= α(γ)(α ◦ ϕ̃2)α(γ)−1
also: α ◦ ϕ̃1 ≡ α ◦ ϕ̃2 mod Inn(πg), d.h. Modg(α) ist wohldefiniert.
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Um nun die eigentliche Aussage zu beweisen, betrachten wir zunächst, wie Modg ∼= Out+(πg)
auf Tg operiert. Sei ϕ ∈ Out+(πg) und (X, τ) ∈ Tg. Dann gilt:
ϕ · (X, τ) := (X, τ ◦ ϕ̃−1),
wobei ϕ̃ ∈ Aut+(πg) der Vertreter von ϕ sei, für den τ ◦ ϕ̃−1 die Normierungsbedingung aus
der Definition 3.10 von Tg erfüllt.
Zu zeigen: sα((X, τ)) = sα(ϕ · (X, τ))⇔ ϕ ∈ Modg(α).
Dabei ist sα((X, τ)) = (X, σα,τ ) und sα(ϕ · (X, τ)) = (X, σα,τ◦eϕ−1).
Damit haben wir:
sα((X, τ)) = sα(ϕ · (X, τ))⇔ (X, σα,τ ) ∼ (X, σα,τ◦eϕ−1)⇔ σα,τ = σα,τ◦eϕ−1 .
“⇒“: Aus den obigen Überlegungen erhalten wir insbesondere, dass die Bilder von σα,τ und
σα,τ◦eϕ−1 gleich sind, also Γτ (X) = Γτ◦eϕ−1(X). Zu vorgegebenen τ und α (sowie dem dadurch
definierten σα,τ ) definieren wir jetzt noch βτ : Aut(H/X) → Γτ (X) als den Homomorphis-








σα,τ // Γτ (X)





























Ohne den gepunkteten Pfeil kommutiert das Diagramm, denn die Teildiagramme oben links
und oben rechts kommutieren nach Definition von βτ und βτ◦eϕ−1 . Das untere Teildiagramm
kommutiert nach Voraussetzung. Aufgrund der Normierungsbedingungen für τ , τ ◦ ϕ̃−1, σα,τ
und σα,τ◦eϕ−1 und wegen Γτ (X) = Γτ◦eϕ−1(X) gilt außerem βτ = βτ◦eϕ−1 .
Wir definieren nun
α̃ := σ−1α,τ◦eϕ−1 ◦ βτ◦eϕ−1 ◦ τ
und es folgt α̃ ◦ ϕ̃−1 = α (das Diagramm kommutiert also auch mit dem gepunkteten Pfeil).
Außerdem gilt
α = σ−1α,τ◦eϕ−1 ◦ id ◦βτ ◦ τ = α̃.
Damit folgt insgesamt α ◦ ϕ̃ = α.
36 KAPITEL 3. SCHOTTKYRÄUME
“⇐“ Es gelte ϕ ∈ Modg(α).
Für ϕ̃ ∈ Aut+(πg) : [ϕ̃] = ϕ gilt also α ◦ ϕ̃ ≡ α mod Inn(Fg).
Wir können O.E. ϕ̃ so wählen, dass α ◦ ϕ̃ = α. Durch τ bekommen wir das Schottky-
Schnittsystem (τ(a1), ..., τ(ag)) auf X , und wie in Satz 3.2 erhalten wir einen Fundametal-
bereich Aτ ⊂ P1(C) der Schottkygruppe Γτ (X), die mit der freien Gruppe Fg = 〈γ1, ..., γg〉
identifiziert wird. Wie in Satz 3.2 operiert Fg durch Möbiustransformationen auf den Diskonti-
nuitätsbereich Ω, indem γi eine Kopie Aτw von Aτ auf Aτγiw schickt (ebenso liefert τ ◦ ϕ̃
−1 einen
Fundamentalbereich Aτ◦eϕ−1). Die (abstrakte) Fundamentalgruppe πg operiert somit ebenfalls
auf Ω via δ · Aτw = Aτα(δ)w. Weil nach Voraussetzung α ◦ ϕ̃−1 = α gilt, ist die Operation von
πg auf Ω, die von τ ◦ ϕ̃−1 herkommt, also δ · Aτw = Aτα◦eϕ−1(δ)w, dieselbe. Das bedeutet aber
σα,τ◦eϕ−1 ◦ α = σα,τ ◦ α und damit σα,τ◦eϕ−1 = σα,τ .
(b) Das folgt daraus, dass Tg einfach zusammenhängend ist und dass Modg(α) torsionsfrei ist, wie
wir später in Satz 3.10 sehen werden. Damit ist dann sα unverzweigt. Ein davon unabhängiger
Beweis findet sich in [Hej75, Thm. A und Rem. 5.1].
(c) Da Tg ×H
/
Nα → Cg,0 eine Schottky-Überlagerung ist und da Sg ein feiner Modulraum ist, gilt:
Cg,0 = Tg ×Sg Cg und s̃α ist die Projektion auf Cg. Analog dazu erhält man auch ωα. 
3.5 Teichmüller-Geodätische im Schottkyraum
Betrachtet werden nun Teichmüller-Geodätische, deren Bild inMg eine algebraische Kurve ist. Von
Interesse ist dann deren Bild im Schottkyraum. Ein wichtiger Ausgangspunkt dafür ist Satz 3.9.
Definition 3.11 Ein surjektiver Homomorphismus α : πg → Fg heißt symplektisch, wenn es ein
Standarderzeugendensystem (a1, b1, ..., ag, bg) von πg gibt mit α(ai) = 1 für i ∈ {1, ..., g}.
(Mit α(bi) =: γi ist dann (γ1, ..., γg) ein Erzeugendensystem der freien Gruppe Fg.)
Bemerkung 3.4 (a) Es ist äquivalent, α(bi) = 1 zu fordern.
(b) Sei M ⊆ {1, ..., g}. Dann ist α auch dann symplektisch, wenn man stattdessen α(aj) = 1 für
j ∈M und α(bk) = 1 für k /∈M fordert.
Beweis (b) Sei âj := aj, b̂j := bj, âk := b−1k , b̂k := bkak für j ∈ M und k /∈ M . Dies ist auch ein
Standarderzeugendensystem und es gilt α(âi) = 1 für alle i ∈ {1, ..., g}.
(a) Das folgt aus (b). 
Satz 3.9 (Herrlich-Schmithüsen)
Sei ι : H → Tg eine Teichmüller-Einbettung, so dass die zugehörige projektive Veech-Gruppe Γι
ein Gitter in PSL2(R) ist, und sei ∆ := ι(H). Dann existiert ein symplektischer Homomorphismus
α : πg → Fg, so dass
Stab(∆) ∩Modg(α) 6= {1}
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Beweis Siehe [HS07, Prop. 5.21]. Ein konstruktiver Beweis einer allgemeineren Aussage wird in
Kapitel 4 für Origamis und in Kapitel 5 für Halbtranslationsflächen im Allgemeinen erfolgen. 
Daraus folgt, dass der Schnitt unendlich ist, da Modg(α) torsionsfrei ist, siehe Satz 3.10.
Die Einschränkung von sα auf ∆ faktorisiert folgendermaßen:
∆→ ∆
/
Stab(∆) ∩Modg(α)→ Bild(∆) ⊂ Sg
und somit kann sα(∆) ⊆ Sg nicht isomorph zu einer Kreisscheibe sein.
Mit Bem. 2.6 folgt
Stab(∆) ∩Modg(α) ∼= Aff+(X) ∩Modg(α),
wenn ∆ die Teichmüller-Geodätische ist, die wie in Kapitel 2 von der Halbtranslationsfläche X her-
kommt.
Definition 3.12 Da ein Element ϕ ∈ Modg nach dem Satz von Dehn-Nielsen auch als äußerer Au-
tomorphismus der Fundamentalgruppe πg := 〈a1, b1, ..., ag, bg |
∏g
i=1[ai, bi] = 1〉 aufgefasst werden





∼= H1(X,Z) ∼= Z2g,
also eine Matrix in Z2g×2g:
Mϕ :=






]ag(ϕ(a1)) . . . ]ag(ϕ(ag)) ]ag(ϕ(b1)) . . . ]ag(ϕ(bg))





]bg(ϕ(a1)) . . . ]bg(ϕ(ag)) ]bg(ϕ(b1)) . . . ]bg(ϕ(bg))

Hierbei bezeichne ]ai(ϕ(aj)) die Summe der Exponenten von ai im Wort ϕ(aj). Dabei ist letzteres
zwar nur bis auf Konjugation und modulo
∏g
i=1[ai, bi] wohldefiniert, ]ai(ϕ(aj)) dadurch aber trotzdem
noch eindeutig bestimmt. Analog dazu lautet diese Definition, wenn bi’s anstelle der ai’s stehen.
Lemma 3.1 Sei α : πg → Fg der symplektische Homomorphismus mit α(ai) = 1 und α(bi) = γi,
i ∈ {1, ..., g} und ϕ ∈ Modg(α). Dann gilt für i, j ∈ {1, ..., g}:
(a) ]bi(ϕ(bj)) = δij .
(b) ]bi(ϕ(aj)) = 0.






. Dabei seien Ig, Og, A ∈ Zg×g, wobei Ig die Einheitsmatrix und Og die
Nullmatrix sei. Insbesondere hat Mϕ den 2g-fachen Eigenwert 1 und es gilt det(Mϕ) = 1.
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Beweis (a) δij = ]γi(α(bj))
ϕ∈Modg(α)
= ]γi(α ◦ ϕ(bj))
Def von α
= ]bi(ϕ(bj)).
(b) 0 = ]γi(α(aj)) = ]γi(α ◦ ϕ(aj)) = ]bi(ϕ(aj)).
(c) Für x, y ∈ πg bezeichne î(x, y) die algebraische Schnittzahl von x und y. Diese bleibt unter
Isotopie und unter einem Homöomorphismus invariant. Deshalb gilt





]ak(ϕ(ai)) · ]bk(ϕ(bj))︸ ︷︷ ︸
=δkj




(d) Das ist nur eine Zusammenfassung von a)-c) in Matrixschreibweise. 
Satz 3.10 Die Gruppe Modg(α) ist torsionsfrei.
Beweis Sei ϕ ∈ Modg(α) \ {id} gegeben und sei ϕn = id für ein n ∈ N. Dann gilt auch Mnϕ = I2g.










. Somit kann Mϕ nur die Einheitsmatrix sein.
Damit operiert ϕ trivial auf der Homologie. Aber die Untergruppe von Modg, deren Elemente trivial
auf der Homologie operieren (die so genannte “Torelligruppe”), ist torsionsfrei [FM12, Thm. 6.12].
Also ist ϕ = id und damit ist Modg(α) torsionsfrei. 
Kapitel 4
Origamis
Als Nächstes sollen Möglichkeiten erarbeitet werden, um die Gruppen Aff+(X)∩Modg(α) für Origa-
mis zu bestimmen. Zunächst seien dafür einige Dinge über Origamis eingeführt, die wir im weiteren
Verlauf benötigen werden. Die folgende Zusammenfassung ist [Sch05] entlehnt, wo auch die entspre-
chenden Ausführungen bzw. Beweise zu finden sind.
4.1 Eine kurze Zusammenfassung über Origamis
Definition 4.1 Ein Origami ist durch eine endliche Anzahl von euklidischen Einheitsquadraten ge-
geben, die nach folgenden Regeln verklebt werden:
i) Jede rechte Seite eines Quadrats wird durch eine Translation mit einer linken Seite verklebt;
ii) Jede obere Seite wird durch eine Translation mit einer unteren Seite verklebt;
iii) Die dadurch erhaltene geschlossene Fläche X ist zusammenhängend.
Bemerkung 4.1 (a) Das einfachste Beispiel eines Origamis ist ein Einheitsquadrat, bei dem die
obere und die untere sowie die rechte und die linke Kante jeweils durch eine Translation iden-
tifiziert werden, also ein Torus, den wir mit E bezeichnen wollen. Dabei sei der Punkt, der von
den Ecken des Quadrats herkommt, mit∞ bezeichnet.
(b) SeiO ein Origami undX die dadurch definierte Fläche. Dann überlagertX den TorusE, indem
die Bilder der Einheitsquadrate in X auf den Torus E abgebildet werden. Diese Überlagerung
p : X → E ist endlich und höchstens über dem Punkt∞ verzweigt.
(c) Ein Origami O lässt sich auch durch die unverzweigte Überlagerung p : X∗ → E∗ definieren,
wobei E∗ := E\{∞} und X∗ := X\p−1(∞). Die Punkte aus X\X∗ heißen Ecken von O.
(d) Die FlächeX∗ hat somit eine Struktur als Translationsfläche, die von der entsprechenden Struk-
tur auf dem Torus herkommt. Die Translationsstruktur definiert auf X eine komplexe Struk-
tur. Damit wird X eine Riemannsche Fläche. Wir gehen im Folgenden standardmäßig von der
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Abbildung 4.1.1: Origami als unverzweigte Überlagerung
(Seiten mit gleicher Bezifferung werden identifiziert.)
Translationsstruktur auf E aus, die vom Gitter ΛI := {a + bi : a, b ∈ Z} herkommt, d.h.
E := C /ΛI .
(e) Die Fundamentalgruppe von E∗ ist isomorph zu F2. Ein Isomorphismus ist dadurch gegeben,
dass man die Homotopieklassen des einfach geschlossenen horizontalen Weges und des einfach
geschlossenen vertikalen Weges, mit Anfangs- und Endpunkt im Mittelpunkt des Quadrates, auf






3, h2 = x
2yx−2, h3 = xyx
−1, h4 = yxy
−1, h5 = y
2
Abbildung 4.1.2: Gegenüberliegende Seiten werden identifiziert
(f) Die Fundamentalgruppe von X∗ ist isomorph zu einer Untergruppe von F2 von endlichem
Index, da π1(X∗) ∼= Deck(H /X∗) ≤ Deck(H /E∗) ∼= F2.
Man kann sich π1(X∗) auch folgendermaßen vorstellen: Man schneidet das punktierte Origami
entlang von Seiten der Quadrate auf, bis man eine einfach zusammenhängende Fläche erhält,
und wählt als Basispunkt x0 der Fundamentalgruppe den Mittelpunkt eines der Quadrate. Für
jede Seite i, an der man aufgeschnitten hat, gibt es (bis auf Inverse) ein eindeutig bestimmtes
Element hi ∈ F2, das zu einem einfach geschlossenen WegX∗ gehört, der im Basispunkt startet
und die aufgeschnittene Seite einmal schneidet. Die von den hi’s erzeugte Untergruppe H von
F2 ist isomorph zu π1(X∗, x0), sie ist von der Wahl des Basispunktes abhängig, eine andere
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Wahl führt zu einer Konjugation in F2. Es besteht also eine Bijektion zwischen Origamis und
Konjugationsklassen von Untergruppen von F2 mit endlichem Index.
Für die weiteren Ausführungen über Origamis brauchen wir zunächst noch folgenden Satz.
Satz 4.1 (a) Die Abbildung






ist ein surjektiver Homomorphismus, dessen Kern Inn(F2) ist. Dabei sei (x, y) ein fest gewähl-
tes Paar von freien Erzeugern und ]x(ϕ(y)) sei die Summe der Exponenten von x, die im Wort
ϕ(y) vorkommen (analog seien ]x(ϕ(x)), ]y(ϕ(x)) und ]y(ϕ(y)) definiert).
(b) Gegeben sei ϕ ∈ AutF2, A := β̂(ϕ), sowie der Homomorphismus
proj : F2 → Z2
W (x, y) 7→ (]x(W (x, y)), ]y(W (x, y))










Beweis (a) Homomorphismus: Seien φ und ϕ ∈ AutF2. Dann gilt:
β̂(φ ◦ ϕ) =
(
]x(φ ◦ ϕ(x)) ]x(φ ◦ ϕ(y))




]x(φ(x))]x(ϕ(x)) + ]x(φ(y))]y(ϕ(x)) ]x(φ(x))]x(ϕ(y)) + ]x(φ(y))]y(ϕ(y))












= β̂(φ) · β̂(ϕ)
Da β̂(ϕ) für alle ϕ ∈ AutF2 invertierbar sein muss, gilt Bild(β̂) ⊆ GL2(Z).
surjektiv: GL2(Z) wird den Bildern der Automorphismen (x 7→ y, y 7→ x), (x 7→ y−1, y 7→ xy)
















Inn(F2) = Kern β̂:
“⊇”: Siehe [Cha60]. Die Inklusion “⊆” ist klar.
(b) Klar. 
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Satz 4.2 Die Veech-Gruppe Γ(O) eines Origamis ist gegeben durch:
β̂(StabAut+ F2(H)) mit StabAut+ F2(H) := {γ ∈ Aut
+ F2 : γ(H) = H},
wobei und H eine wie in Bem. 4.1(f) zu O assoziierte Untergruppe von F2 sei.
Beweis Siehe [Sch05, Thm. 1]. 
Beachte: β̂(StabAut+ F2(H)) hängt nur von der Konjugationsklasse von H ab, denn sei H
′ = aHa−1
und γ ∈ StabAut+ F2(H). Dann gilt
(caγ(a)−1 ◦ γ)(H ′) = aγ(a)−1γ(H ′)γ(a)a−1 = aγ(a−1H ′a)a−1 = aγ(H)a−1 = aHa−1 = H ′.
Dabei bezeichne ch ∈ InnF2 die Konjugation mit h ∈ F2.
4.2 Horizontales Schottky-Schnittsystem (HSS)
Definition 4.2 Gegeben sei die freie Gruppe F2 mit einem fest gewählten Erzeugerpaar (x, y).




xciyxdiy−1 oder w =
n∏
i=0
xciy−1xdiy, für ci, di ∈ Z, i ∈ {1, ..., n}.
(b) Ein Wort, das zu einem horizontalen Wort konjugiert ist, heißt konjugiert horizontal.
Bemerkung 4.2 Gegeben sei ein Automorphismus ϕ von F2, der bestimmt ist durch ϕ(x) = x und
ϕ(y) = xky für ein k ≥ 0, und sei w ein konjugiert horizontales Wort. Dann ist auch ϕ(w) konjugiert
horizontal.
Definition und Bemerkung 4.1 Sei O = (p : X∗ → E∗) ein Origami und x0 ∈ X∗. Da man die
Fundamentalgruppe π1(X∗, x0) mit einer Untergruppe von F2 identifizieren kann, kann man bei Ele-
menten von π1(X∗, x0) von horizontal bzw. konjugiert horizontal sprechen. Letzteres ist unabhängig
von der Wahl von x0, da für x′0 ∈ X∗ die Fundamentalgruppen π1(X∗, x0) und π1(X∗, x′0) zueinander
konjugiert sind in F2.
Elemente aus π1(X, x0) heißen (konjugiert) horizontal, wenn sie einen (konjugiert) horizontalen Lift
in π1(X∗, x0) haben. Dasselbe gilt für freie Homotopieklassen von Wegen in X∗ bzw. X . Für freie
Homotopieklassen bedeutet “horizontal” dasselbe wie “(konjugiert) horizontal”
Der Kern der Abbildung π1(X∗, x0) → π1(X, x0) wird von Wegen um die Punktierungen erzeugt,
diese sind konjugiert horizontal.
Definition 4.3 Ein Schottky-Schnittsystem auf einem Origami, das nur aus horizontalen freien Ho-
motopieklassen von Wegen besteht, nennen wir horizontales Schottky-Schnittsystem (HSS).
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Satz 4.3 In einem Origami gibt es immer ein HSS.
Beweis Gegeben sei ein Origami O = (p : X∗ → E∗) und g sei dessen Geschlecht. Seien Z1, ..., Zm
die horizontalen Zylinder, aus denen O besteht (in Zukunft seien alle Zylinder, von denen die Rede
ist, horizontale Zylinder, sofern nicht ausdrücklich anders gefordert), und sei c1, ..., cn ein System von
einfach geschlossenen horizontalen Kurven auf X , die paarweise disjunkt sind und insgesamt nicht
separierend sind, d.h. X \ (
⋃n
i=1 ci) sei zusammenhängend. Wir beweisen mittels Induktion über n,
dass so ein System für jedes n ≤ g existiert.
Für n = 0 ist nichts zu zeigen. Sei n < g und es existiere ein System c1, ..., cn, das die obigen Bedin-
gungen erfüllt. Es gibt zwei Möglichkeiten:
Fall 1: Es gibt einen horizontalen Weg γ′ um einen Zylinder, der in der Fläche X \ (
⋃n
i=1 ci) liegt und
diese nicht separiert. Dann sei cn+1 := γ′ und wir sind fertig.




Wir konstruieren eine endliche Folge (γi) von Kurven, die X \ (
⋃n
i=1 ci) nicht separieren, so dass die
Anzahl der Schnittpunkte mit den horizontalen Wegen um die Zylinder immer kleiner wird:
X \ (
⋃n
i=1 ci) ist homöomorph zur Fläche S
2n
g−n. Da g−n ≥ 1, gibt es somit in X \ (
⋃n
i=1 ci) eine ein-
fach geschlossene Kurve γ1, die nicht separierend ist. Damit ist X \ (γ1∪
⋃n
i=1 ci) zusammenhängend
und γ1 ist zu jedem ci disjunkt. Wenn γ1 horizontal ist, sind wir fertig, ansonsten gibt es in einer Wort-
darstellung von γ1 ein Teilwort der Form yxay oder y−1xay−1 (a ∈ Z). Das heißt für den Weg γ1, dass
er von unten in einen Zylinder Z hereinkommt und diesen oben wieder verlässt (oder umgekehrt). Sei
γ der Weg, der horizontal um den Zylinder Z geht. Angenommen |γ1 ∩ γ| = 1. Dann ist γ1 \ γ ein
Weg von der einen Seite von γ zur anderen, d.h. γ separiert X \
⋃n
i=1 ci nicht, im Widerspruch zur








Schritt 1: Seien a und b zwei bezüglich γ aufeinander folgende Schnittpunkte von γ1 und γ mit glei-
cher Orientierung (falls solche Punkte nicht existieren, gehe gleich zu Schritt 2 über). Sei dann γ2 die
Kurve, die man erhält, indem man das Stück von γ1 zwischen a und b durch das Stück von γ zwischen
a und b ersetzt (siehe obige Abbildung links). Diese Kurve separiert die Fläche X \ (
⋃n
i=1 ci) nicht,
da das ersetzte Stück von γ1 ein Weg von der einen Seite von γ2 zur anderen Seite ist. Wenn γ2 und
γ zwei bzgl. γ aufeinander folgende Schnittpunkte mit gleicher Orientierung haben, konstruiert man
auf gleiche Weise eine Kurve γ3 usw., bis man ein γk erhält, so dass es zwei solche Schnittpunkte
nicht gibt. Dies geschieht nach endlich vielen Schritten, da |γi+1 ∩ γ| ≤ |γi ∩ γ| − 1.
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Schritt 2: Wenn |γk∩γ| 6= 0, dann gibt es zwei bezüglich γ direkt aufeinander folgende Schnittpunkte
ak und bk mit entgegengesetzter Orientierung. Dann bilde folgendermaßen zwei Kurven γ′k und γ
′′
k :
Sei γ′k die Kurve, die bei ak startet, bis bk entlang γk verläuft und dann entlang γ von bk nach ak
verläuft. Sei dann γ′′k die Kurve, die in bk startet, entlang γk bis ak verläuft und dann entlang γ von ak
nach bk verläuft. Dabei seien die Teilwege, die γ mit γ′k und mit γ
′′
k gemeinsam hat, identisch und so
gewählt, dass sich darauf außer ak und bk keine weiteren Schnittpunkte mit γk befinden (siehe obige
Abbildung rechts).
Die Kurven γ′k und γ
′′
k können nicht beide separierend auf X \ (
⋃n
i=1 ci) sein, denn dann könnte man
die Fläche, die von γ′k umrandet wird, mit der Fläche, die von γ
′′
k umrandet wird, am gemeinsamen
Randstück auf γ verkleben und erhielte eine Fläche, die von γk umrandet wäre, und damit wäre auch
γk separierend. Definiere dann γk+1 als eine der beiden Kurven γ′k und γ
′′




Wir wiederholen Schritt 1 und Schritt 2, bis wir ein γr erhalten, das zu γ disjunkt ist. Dann wenden
wir nach und nach Schritt 1 und 2 auf die Schnittpunkte mit den horizontalen Wegen um die anderen
Zylinder an und erhalten am Ende einen horizontalen Weg γs, der X \ (
⋃n
i=1 ci) nicht separiert.
Sei dann cn+1 := γs und wir sind fertig. 
Bemerkung 4.3 In einem Origami gibt es immer ein HSS mit mindestens einer Kurve, die ein hori-
zontaler Schnitt an einem Zylinder ist. Diese hat somit, nach geeigneter Wahl des Basispunktes, die
Form xm, wobei m die Länge des betreffenden Zylinders ist.
Beweis Der horizontale Schnitt c1 um einen beliebigen Zylinder Z ist nicht separierend. Denn ein
Weg, der von einem Quadrat in Z aus (im Punkt x0) startet und in y-Richtung verläuft, kommt nach
endlich vielen y-Schritten wieder in x0 an (es existiert ein t ∈ N mit yt ∈ π1(X∗, x0), da die Fun-
damentalgruppe π1(X∗, x0) endlichen Index in F2 hat). Spätestens dann tritt dieser Weg wieder von
unten in Z ein. Damit liegen die obere und die untere Hälfte von Z in der selben Wegzusammen-
hangskomponente von X \ c1. (Dies ist äquivalent dazu, dass der Schnittgraph einer stabilen Kurve,
die als Randpunkt einer Origamikurve vorkommt, brückenfrei ist, siehe [Mai05, Lemma 2]. Es gilt
auch die Umkehrung des hier zitierten Lemmas, siehe [Mai05, Satz 2].) Damit kann c1 als erste Kurve
für die Konstruktion eines HSS wie im Beweis zu Satz 4.3 genommen werden. 
Korollar 4.1 In der Fundamentalgruppe eines Origamis gibt es immer ein Standarderzeugenden-
system (a1, b1, ..., ag, bg), so dass die Homotopieklassen a1, ..., ag konjugiert horizontal sind. (Ein
Schottky-Schnittsystem lässt sich immer zu einem Standarderzeugendensystem ergänzen, wie aus
der Flächenklassifikation folgt, siehe [Kin93, § 4.5].)
Jede Untergruppe H ≤ F2 von endlichem Index ist isomorph zur Fundamentalgruppe eines punktier-
ten Origamis und die Fundamentalgruppe des entsprechenden nicht punktierten Origamis erhält man,
indem man nach dem Normalteiler faktorisiert, der von der MengeR der Wege um die Punktierungen
erzeugt wird. Somit lässt sich dieses Ergebnis auch rein algebraisch formulieren:
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Korollar 4.2 Sei (x, y) eine fest gewählte Basis der freien Gruppe F2, sei H ≤ F2 eine Untergruppe
von endlichem Index und sei
H := H
/
〈〈R〉〉, wobei R := {w ∈ H | w = w̃(xyx−1y−1)nw̃−1, w̃ ∈ F2, n ∈ N}
Dann gibt es a1, b1, ..., ag, bg ∈ H , so dass a1, ..., ag konjugiert horizontale Vertreter in H haben und
H = 〈a1, b1, ..., ag, bg |
g∏
i=1
[ai, bi] = 1〉.
Satz 4.4 Sei O = (p : X∗ → E∗) ein Origami und (a1, b1, ..., ag, bg) sei ein Standarderzeugenden-
system von π1(X, x0), so dass a1, .., ag konjugiert horizontal sind. Zusätzlich sei γ := βx`(Z)β− ein
Weg, wobei
• Z ein horizontaler Zylinder der Länge `(Z) und
• β ein Weg mit Anfangspunkt x0 und Endpunkt in Z sei.
Dann liegt [γ] im von a1, ..., ag erzeugten Normalteiler.
Beweis Wir nennen im Folgenden eine Homotopie, die den Basispunkt x0 fix lässt, x0-Homotopie
(entsprechend reden wir dann von x0-Homotopieklasse), um diese deutlicher von der freien Homoto-
pie zu unterscheiden.
Seien ein Zylinder Z gegeben und sei γ′ der horizontale Weg um Z, so dass also x`(Z) das Bild von
γ′ auf E∗ ist. Seien außerdem α1, ..., αg paarweise disjunkte Vertreter der freien Homotopieklassen
a1, ..., ag. Dann gilt ∀i ∈ {1, ..., g} : i(γ′, αi) = 0, dabei bezeichne i(·, ·) die geometrische Schnitt-
zahl zwischen zwei Kurven. Wir können also α1, ..., αg so wählen, dass sie zu γ′ disjunkt sind. Da
X̂ := X \
⋃g
i=1 αi zusammenhängend ist, gibt es auch einen Weg β vom Basispunkt x0 der Fun-
damentalgruppe nach γ′, der die αi nicht schneidet. Sei γ := βγ′β−. Es gilt [γ] ∈ π1(X̂, x0). Aber
π1(X̂, x0) wird von den x0-Homotopieklassen der Randkurven um die 2g Randkomponenten von X̂










Denn: Seien A1, ..., Ag, A′1, ..., A
′
g die Randkurven von X̂ , wobei für i ∈ {1, ..., g} Ai, A′i jeweils die
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Kurven seien, die durch Aufschneiden entlang von αi entstehen. Sei βi ein Weg von x0 nach αi, der
so gewählt ist, dass α′i := βiαiβ
−
i ein Vertreter der x0-Homotopieklasse ai ist (wir nehmen O.E. an,
dass β1, ..., βg auch in X̂ zusammenhängend sind). Für i ∈ {1, ..., g} ist βi nach dem Aufschneiden
O.E. eine Kurve von x0 nach Ai, d.h. in X̂ liegt α′i in der x0-Homotopieklasse der Kurve um Ai.
Seien nun für Ai und A′i Kurven δi gegeben, die jeweils den Endpunkt von βi auf Ai mit dem ent-
sprechenden Punkt auf A′i verbinden (und ansonsten keine der bisher definierten Kurven schneiden);




i . Für deren
x0-Homotopieklassen in X gilt dann:
[α′′i ] = [βiδiβ
−










i ]︸ ︷︷ ︸
=d−1i ∈π1(X,x0)
,
d.h. [α′′i ] ist zu ai konjugiert. Nach dem Aufschneiden entlang αi ist α
′′
i eine Kurve umA
′
i. Damit wird






g erzeugt. Vor dem Aufschneiden
entsprechen diese aber a1, ..., ag, d1a1d−11 , ..., dgagd
−1
g . Damit gilt γ ∈ 〈〈a1, ..., ag〉〉. Dasselbe gilt
für jeden anderen Weg γ̂ := β̂x`(Z)β̂−, der die Voraussetzung erfüllt, da [γ̂] und [γ] in π1(X, x0)
konjugiert sind. 
Auch dieser Satz lässt sich rein algebraisch formulieren:
Korollar 4.3 Seien H ≤ F2, R und H = 〈a1, b1, ..., ag, bg |
∏g
i=1[ai, bi] = 1〉 wie oben gegeben.
Dann liegen alle wxnw−1, die in H liegen, auch im normalen Erzeugnis von a1, ..., ag.
4.3 Die Gruppe Aff+(X,µ) ∩Modg(α) für ein vorgegebenes α
Satz 4.5 Sei O = (p : X∗ → E∗) ein Origami, x0 ∈ X∗ der Basispunkt der Fundamentalgruppe
und H ∼= π1(X∗, x0) ∼= Deck(H /X∗) die dazu assoziierte Untergruppe von F2. Des Weiteren seien
f ∈ Aff+(X) und f ∈ Aut+(π1(X, x0)) ein Vertreter des von f induzierten äußeren Automorphis-
mus von π1(X, x0) und i∗ : π1(X∗, x0)→ π1(X, x0) sei der Homomorphismus, der von der Inklusion
i : X∗ ↪→ X induziert wird. Dann gibt es einen Lift f̂? : F2 → F2 von f , sodass das folgende Dia-



















































z 7→Az // Z2
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Beweis Es gilt F2 ∼= Deck(H /E∗), wobei E∗ der einfach punktierte Torus sei. Genauer:
F2 = {h ∈ Aff+(H) | der(h) = I}
Der Homomorphismus “der” wurde in Abschnitt 2.7 definiert. Mit dieser Interpretation von F2 kann
man folgenden Homomorphismus definieren, der nach [Sch05, Prop 3.5] ein Isomorphismus ist:
? : Aff+(H) → Aut+(F2)
h 7→ (h? : σ 7→ h ◦ σ ◦ h−1)
Nach [Sch05, Prop 3.3] kann man jedes f ∈ Aff+(X∗) zu einem f̂ ∈ Aff+(H) liften.
Es gilt der(f) = der(f̂) und nach dem Beweis von [Sch05, Prop 3.5] gilt der(f̂) = β̂(f̂?) = A. Damit
kommutiert das äußere Diagramm nach Satz 4.1b.
Um zu zeigen, dass das mittlere Diagramm kommutiert, muss gezeigt werden, dass die Einschränkung
von f̂? : F2 → F2 auf die Untergruppe H ∼= π1(X∗, x0) von der Einschränkung f : X∗ → X∗
induziert wird. Dazu soll zunächst erklärt werden, wie f einen Automorphismus von π1(X∗, x0)
induziert, dann, wie Elemente von π1(X∗, x0) als Decktransformationen aufgefasst werden. Damit
können wir dann f̂? mit dem von f induzierten Automorphismus vergleichen, indem wir f̂?|H , wegen
H ∼= Deck(H/X∗), als Automorphismus von Deck(H/X∗) auffassen.
Zunächst wählen wir einen Lift x̃0 ∈ H von x0 sowie einen Weg s̃ : [0, 1] → H mit Anfangs-
punkt s̃(0) = x̃0 und Endpunkt s̃(1) = f̂(x̃0). Sei p : H → X∗ die Überlagerungsabbildung.
Dann ist s := p ◦ s̃ ein Weg von x0 nach f(x0). Die Abbildung f induziert folgendermaßen ein
f∗ ∈ Aut+(π1(X∗, x0)): Sei a : [0, 1]→ X∗ ein geschlossener Weg in X∗ mit a(0) = a(1) = x0 und
[a] ∈ π1(X∗, x0) die Homotopieklasse von a. Dann ist f∗([a]) := [s · (f ◦ a) · s−]. (Normalerweise ist
die Definition von f∗ nur bis auf einen inneren Automorphismus kanonisch und hängt von der Wahl
des Weges zwischen x0 und f(x0) ab, hier ist s aber bis auf Homotopie durch den Lift f̂ und die Wahl
von x̃0 bestimmt.)
Zudem identifizieren wir π1(X∗, x0) mit Deck(H/X∗) auf folgende Weise: Seien a und
[a] ∈ π1(X∗, x0) wie oben, ã der Lift von a mit Anfangspunkt x̃0 und ha die Decktransformation,
die x̃0 auf den Endpunkt von ã abbildet. Dann ordnen wir [a] ∈ π1(X∗, x0) die Decktransformation
ha zu. Das ist wohldefiniert, da homotope Wege zu homotopen Wegen geliftet werden, außerdem ist
die Existenz von ha dadurch garantiert, dass die Überlagerung H/X∗ galoissch ist.
Sei nun a wie oben gegeben. Wir fassen f̂?|H , als Automorphismus von Deck(H/X∗) auf. Es ist zu
zeigen, dass f̂?(ha) = hs·(f◦a)·s− .
Seien dazu weiterhin ã wie oben gegeben und sei ỹ0 der Endpunkt von ã. Die Decktransformation
f̂?(ha) = f̂ ◦ha ◦ f̂−1 ist die, welche f̂(x̃0) auf f̂(ỹ0) abbildet. Um die Decktransformation hs·(f◦a)·s−
zu verstehen, müssen wir den Lift des Weges s · (f ◦a) ·s− mit Anfangspunkt x̃0 betrachten. Der erste
Teil ist genau der Lift s̃ von s, der zweite Teil ist genau der Lift f̂ ◦ ã von f ◦ a, der in f̂(x̃0) beginnt
und in f̂(ỹ0) endet, der dritte Teil ist der Lift ŝ− von s−, der in f̂(ỹ0) beginnt. Dessen Endpunkt sei z̃0.
Damit ist hs·(f◦a)·s− die Decktransformation, die x̃0 auf z̃0 abbildet. Das ist aber die Decktransforma-
tion, die s̃ auf ŝ abbildet, da sie den Anfangspunkt x̃0 von s̃ auf den Anfangspunkt z̃0 von ŝ abbildet.
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Damit bildet sie aber auch den Endpunkt von s̃ auf den Endpunkt von ŝ ab, also f̂(x̃0) auf f̂(ỹ0), und
ist damit die Decktransformation f̂?(ha). Deshalb kommutiert das mittlere Diagramm.
Die Diagramme (1) und (2): Seien h1, ..., hd freie Erzeuger von H ∼= π1(X∗, x0) und r1, ..., rl ∈ H
die Homotopieklassen von einfach geschlossenen Wegen (mit einer fest gewählten Orientierung) um
die Punktierungen X \X∗. Dann ist
π1(X, x0) = 〈h1, ..., hd | r1, ..., rl〉.
Die Relation ri ist in F2 zu (xyx−1y−1)vi konjugiert, wobei vi für i ∈ {1, ..., l} die Verzweigungsord-
nung von p in der entsprechenden Punktierung ist. Es gilt somit:
proj(ri) = (0, 0)
T i ∈ {1, ..., l}
Somit faktorisiert der Homomorphismus proj : π1(X∗, x0)→ Z2 über π1(X, x0) und die Diagramme
(1) und (2) sind kommutativ. Wir bezeichnen den entsprechenden (wohldefinierten) Homomorphis-
mus π1(X, x0)→ Z2 auch mit proj.
Weil der Homomorphismus π1(X∗, x0) → π1(X, x0) surjektiv ist, kommutiert auch das untere Vier-
eck. Für den Rest ist nichts mehr zu zeigen. 
Satz 4.6 Sei O = (p : X∗ → E∗) ein Origami und (a1, b1, ..., ag, bg) ein Standarderzeugenden-
system von π1(X, x0), α ein symplektischer Homomorphismus mit α(ai) = 1 und α(bi) = γi für
i ∈ {1, ..., g} und sei f ∈ Aff+(X) ∩Modg(α). Dann gilt:
(a) der(f) 6= ±I , d.h. f ist weder eine Translation noch eine Involution,
(b) der(f) · proj(ai) = proj(ai), i ∈ {1, ..., g},
(c) der(f) · proj(bi) = proj(bi) +
∑g
j=1 hij · proj(aj), i ∈ {1, ..., g}, hij ∈ Z.
Beweis (a) Eine Translation eines Origamis entspricht einer Permutation der Quadrate, die die
Verklebungen respektiert. Insbesondere haben Translationen somit endliche Ordnung. Dasselbe
gilt für Involutionen, da sie von der Form z 7→ −z+b sind und quadriert wieder eine Translation
ergeben. Aber Modg(α) und damit auch Aff+(X) ∩Modg(α) ist nach Satz 3.10 torsionsfrei.
(b) Weil das untere Viereck im Diagramm von Satz 4.5 kommutiert, ergibt sich
der(f) · proj(ai) = proj(f∗(ai)).
Wegen Lemma 3.12 b) und c) ist das aber gerade proj(ai).
(c) Kernα ist die normale Untergruppe, die von a1, ..., ag erzeugt wird. Also wird proj(Kernα)
von proj(a1), ..., proj(ag) erzeugt. Da f ∈ Modg(α), gilt f∗(Kernα) = Kernα sowie
f∗(bi) ≡ bi mod Kernα. Erneut ergibt sich aus dem Kommutieren des oben genannten Dia-
gramms: der(f) · proj(bi) = proj(f∗(bi)). Die Behauptung folgt dann aus
der(f) · proj(bi) ≡ proj(bi) mod proj(Kernα). 
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Lemma 4.1 Für einen Körper K und n ≥ 2 seien bijektive lineare Abbildungen φ : K2 → K2 und
φ̂ : Kn → Kn, sowie eine surjektive lineare Abbildung p : Kn → K2 gegeben. Weiterhin sei φ










kommutiere. Dann sind λ1 und λ2 auch Eigenwerte von φ̂.
Beweis Seien v1 und v2 linear unabhängige Eigenvektoren zu den Eigenwerten λ1 bzw. λ2 und
B := {v1, v2} die daraus bestehende Basis von K2 und seien w1, w2 ∈ Kn Urbilder von v1 und
v2 unter p. Außerdem sei {w3, ..., wn} eine Basis von Kern(p). Diese lässt sich durch w1 und w2 zu
einer Basis B′ von Kn ergänzen, denn
n∑
i=1
aiwi = 0⇒ p(
n∑
i=1
aiwi) = 0⇒ a1p(w1) + a2p(w2) = 0⇒ a1v1 + a2v2 = 0⇒ a1 = a2 = 0
Da aber {w3, ..., wn} eine Basis von Kern(p) ist, folgt auch
a3 = ... = an = 0.
Da φ̂ bijektiv ist und das Diagramm kommutiert, gilt φ̂(Kern(p)) = Kern(p). Aus der Kommutativität
des Diagramms folgt außerdem
φ̂(wi) ∈ λiwi + Kern(p) für i ∈ {1, 2}.
Damit hat die Abbildungsmatrix zu φ̂ bezüglich der Basis B′ die Form
λ1 0 0 · · · 0
0 λ2 0 · · · 0
∗ · · · ∗
...
...
∗ · · · ∗

und diese Matrix hat die Eigenwerte λ1 und λ2. 
Satz 4.7 Sei O = (p : X∗ → E∗) ein Origami und f ∈ Aff+(X), so dass A := der(f) hyperbolisch
ist, und sei Mf ∈ Z2g×2g die Abbildungsmatrix zur von f induzierten Abbildung auf H1(X,Z)
(siehe Definition 3.12). Dann sind die beiden Eigenwerte von A auch Eigenwerte von Mf , als Matrix
in R2g×2g aufgefasst.
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Beweis Sei mit πab1 (X, x0) die abelisierte Fundamentalgruppe bezeichnet und sei f , wie in Satz 4.5,
der von f induzierte Automorphismus von π1(X, x0) (der bis auf einen inneren Automorphismus



































z 7→Az // Z2
Die Abbildung h sei die Quotientenabbildung nach dem Kommutator. Dieser liegt aber im Kern von
proj. Damit faktorisiert proj über πab1 (X, x0) und wir haben einen Homomorphismus von π
ab
1 (X, x0)
nach Z2. Die zwei dreieckigen Teildiagramme kommutieren somit.
Wir wollen zunächst zeigen, dass Teildiagramm (II) kommutiert: Das äußere Teildiagramm kommu-
tiert nach Satz 4.5 und Teildiagramm (I) kommutiert nach Definition von Mf . Da die Abbildung h
surjektiv ist, kommutiert auch Teildiagramm (II).
Es gilt πab1 (X, x0) ∼= Z2g und die durch Mf und A definierten Gruppenhomomorphismen lassen sich
eindeutig zu linearen Abbildungen vonR2g nachR2g bzw. vonR2 nachR2 fortsetzen. Wir sind somit
in der Situation aus dem Lemma 4.1 und es folgt die Behauptung. 
Satz 4.8 Sei O = (p : X∗ → E∗) ein Origami vom Geschlecht g und α : π1(X, x0) → Fg
ein symplektischer Homomorphismus. Dann hat die Gruppe Γ := der(Aff+(X) ∩Modg(α)) keine
hyperbolischen Elemente und Aff+(X) ∩Modg(α) ist entweder die Identität oder isomorph zu Z.
Beweis Sei f ∈ Aff+(X)∩Modg(α) undA := der(f). Dann hat nach Lemma 3.1 die MatrixMf den
2g-fachen Eigenwert 1. Nach Satz 4.7 kann A nicht hyperbolisch sein und, da Modg(α) torsionsfrei
ist, kann A auch nicht elliptisch sein. Damit kann es in Γ außer der Identität nur noch parabolische
Elemente geben.
Wir zeigen, dass die Gruppe Γ := Γ/{±I} abelsch ist. Wir können Γ ≤ PSL2(Z) als Gruppe von
Möbiustransformationen aus Isom+(H) betrachten. Seien B,C ∈ Γ. Wenn B und C den selben











, b, c ∈ R
und kommutieren. Wenn sie nicht den selben Fixpunkt haben, sei ohne Einschränkung ∞ der Fix-











, b, c ∈ R,
4.3. DIE GRUPPE Aff+(X,µ) ∩ModG(α) FÜR EIN VORGEGEBENES α 51























(1 + bc)2 − bc −b2c
bc2 1− bc
]
hat Spur (1 + bc)2 − bc+ 1− bc = 1 + (bc)2 > 2 und ist somit hyperbolisch und das kann nicht sein.
Also ist Γ abelsch und somit isomorph zu Z oder trivial, da eine Fuchssche Gruppe genau dann
abelsch ist, wenn sie zyklisch ist (siehe [Kat92, Thm. 2.3.6]).
Auch Aff+(X) ∩Modg(α) ist isomorph zu Z oder trivial, da der Gruppenhomomorphismus
/{±I} ◦ der |Aff+(X)∩Modg(α): Aff
+(X) ∩Modg(α)→ Γ
injektiv ist. Das liegt daran, dass im Kern davon außer der Identität höchstens noch Translationen und
Involutionen enthalten sein könnten. Diese gibt es aber nach Satz 4.6a in Aff+(X) ∩Modg(α) nicht,
also ist der Kern trivial. 
Bemerkung 4.4 Bei der Aussage in Satz 4.7 handelt es sich um eine für Translationsflächen bereits
bekannte Tatsache. Für diesen allgemeineren Fall ist der Beweis allerdings etwas komplizierter und
wird weiter unten in Satz 5.7 ausgeführt. Dieser neue Beweis für den Fall der Origamis ist dagegen
besonders einfach, deshalb wurde der Fall gesondert betrachtet.
Satz 4.9 Sei O = (p : X∗ → E∗) ein Origami und (a1, b1, ..., ag, bg) ein Standarderzeugendensystem
von π1(X, x0), so dass a1, ..., ag konjugiert horizontal sind, und sei α : π1(X, x0)→ Fg = 〈γ1, ..., γg〉
der von α(ai) 7→ 1 und α(bi) 7→ γi induzierte symplektische Homomorphismus. Dann gilt
Aff+(X) ∩Modg(α) ∼= Z .
Beweis Seien Z1, ..., Zr die horizontalen Zylinder von O und sei m := kgV(`(Z1), ..., `(Zr)).





∈ Γ(O) und es existiert ein f ∈ Aff+(X) mit der(f) = A.
Sei f̂? der Automorphismus mit f̂?(x) = x und f̂?(y) = xmy. Dieser ist ein Lift von f nach F2
wie im Satz 4.5. Gegeben sei w ∈ π1(X∗, x0) als reduziertes Wort in x und y. Wir bezeichnen mit
w ∈ π1(X, x0) die Äquivalenzklasse von w und nehmen ohne Einschränkung an, dass ein y in w
auftaucht und w also die Form w = w1yεw2 mit ε ∈ {−1, 1} hat.
Wir zeigen α(f̂?(w)) = α(w1yεf̂?(w2)) durch Induktion über die (absolute) Anzahl n der im Teilwort
w1 auftauchenden y (d.h. sowohl y als auch y−1 sollen hier +1 zählen).
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Nach Satz 4.4 ist xm ∈ Kern(α). Damit gilt
α(f̂?(w)) = α(xm · xkyf̂?(w2)) = α(xkyf̂?(w2)).






Auch hier gilt nach Satz 4.4 xky−1x−myx−k ∈ Kern(α) und somit α(f̂?(w)) = α(xky−1f̂?(w2)).
Wir führen jetzt den Induktionsschritt von n nach n+ 1.
Sei also n+1 die Anzahl der in w1 auftauchenden y. Dann können wir w1 schreiben als w1 = w̃1yδxk
mit δ ∈ {−1, 1} und nach Induktionsvoraussetzung gilt α(f̂?(w)) = α(w̃1yδf̂?(xkyεw2)).









Nun sei ε = −1:
α(f̂?(w)) = α(w̃1yδf̂?(xky−1w2))
= α(w̃1yδxky−1x−mf̂?(w2))
= α((w̃1yδxky−1)x−m(w̃1yδxky−1)−1 · w̃1yδxky−1f̂?(w2))
= α(w1y−1f̂?(w2)).
Damit folgt die Behauptung α(f̂?(w)) = α(w1yεf̂?(w2)) und da wir w2 auch als Teilwort nach dem
letzten y±1 wählen können, also w2 = xr mit r ∈ Z, folgt somit auch α(f̂?(w)) = α(w).
Da das Diagramm aus Satz 4.5 kommutiert, haben wir α ◦ f∗(w) = α(w) und damit f ∈ Modg(α).
Also gilt Aff+(X) ∩Modg(α) 6= {1} und mit Satz 4.8 folgt Aff+(X) ∩Modg(α) ∼= Z. 
Korollar 4.4 Die Aussagen der Sätze 4.3, 4.4 und 4.9 gelten analog auch für vertikale Schottky-
Schnittsysteme (die man analog zu den horizontalen definiert). Aff+(X) ∩Modg(α) wird dann von
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Satz 4.10 Sei O = (p : X∗ → E∗) ein Origami vom Geschlecht g und v = (p, q) ∈ Z2. Dann
existiert ein symplektischer Homomorphismus α : π1(X) → Fg und ein f ∈ Aff+(X) ∩Modg(α),
f 6= id, so dass A := der(f) parabolisch ist und Eigenvektor v hat.
Beweis Wenn ein solches f existiert, ist A parabolisch, nach Satz 4.8.
Sei v = (p, q) ∈ Z2. Ohne Einschränkung seien p und q so gewählt, dass ggT(p, q) = 1 und q ≥ 0.
Für q = 0 oder p = 0 ist die Aussage schon im Satz 4.9 bzw. Korollar 4.4 bewiesen worden. Wir
können also annehmen, dass q > 0 und p 6= 0 ist.
Sei nun G die Menge der Geraden in C mit Steigung q
p
, die das Gitter ΛI := Z+iZ schneiden. Jedes
Einheitsquadrat mit Ecken in den Gitterpunkten wird so von G geschnitten, dass dessen horizontale
Seite in q und dessen vertikale Seite in |p| gleich große Segmente aufgeteilt werden. Dasselbe passiert
mit den Quadraten Q1, ..., Qd von O, wenn wir p−1(h(G)) betrachten, wobei p : X → E die ver-
zweigte Überlagerung aus Bem. 4.1b sei und h : C → E die Überlagerung von Translationsflächen
sei mit h(ΛI) =∞.
C
h−→ E p←− X
Ein horizontaler Zylinder, der aus m Quadraten besteht, wird von p−1(h(G)) in mq Parallelogramme







und Höhe 1, bei denen jeweils eine untere Kante mit einer oberen













Sei nun O′ das Origami, das aus dq Quadraten besteht, die so verklebt werden, wie die Parallelo-
gramme in O. Die durch O′ definierte Translationsfläche nennen wir X ′. Wir betrachten die affine
Abbildung










die die Einheitsquadrate aus O′ auf die Parallelogramme aus O abbildet. Nach Korollar 4.4 gibt es ein
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Standarderzeugendensystem (a1, b1, ..., ag, bg) von π1(X ′, x0), so dass a1, ..., ag konjugiert vertikal
sind, sowie einen symplektischen Homomorphismus
α′ : π1(X
′, x0) −→ Fg = 〈γ1, ..., γg〉
ai 7→ 1, bi 7−→ γi





für ein c 6= 0.
Mit α := α′ ◦ g−1∗ kommutieren im folgenden Diagramm das obere und untere, sowie das äußere
Teildiagramm. Da f ′ ∈ Modg(α′), kommutiert, bis auf einen inneren Automorphismus von Fg, auch
das linke Teildiagramm. Damit kommutiert aber auch das rechte Teildiagramm bis auf einen inneren
Automorphismus von Fg, also ist g ◦f ′ ◦g−1 ∈ Aff+(X)∩Modg(α). Da das Diagramm symmetrisch

















































































Somit erfüllt f := g ◦ f ′ ◦ g−1 die Behauptung. 
Bemerkung 4.5 Aus dem Beweis von Satz 4.10 folgt insbesondere, dass es in der Veech-Gruppe
eines Origamis zu jeder Richtung (p, q) ∈ Z2 ein parabolisches Element A gibt mit entsprechendem




Die im Kapitel 4 gemachten Aussagen über horizontale Schottky-Schnittsysteme (insbes. die
Sätze 4.3 und 4.4) lassen sich auch für Flächen mit flacher Struktur, also Halbtranslationsflächen
(Definition 2.2) beweisen. Dasselbe gilt für die Aussage, dass es immer einen symplektischen Ho-
momorphismus α gibt, so dass die Gruppe Aff+(X,µ) ∩Modg(α) nicht trivial ist, wenn Γ(X,µ) ein
parabolisches Element enthält und insbes. wenn Γ(X,µ) ein Gitter ist. Für Translationsflächen lässt
sich dann auch noch zeigen, dass die besagte Gruppe isomorph zu Z ist (entsprechend Satz 4.9 für
Origamis). Zunächst soll dazu das Konzept des HSS auf Halbtranslationsflächen übertragen werden
und dann Differentialformen und Čech-Kohomologie, die für die Beweise später benötigt werden,
eingeführt werden.
5.1 Für geeignetes α gilt Aff+(X,µ) ∩Modg(α) 6= {id}
Definition 5.1 Sei q ein holomorphes quadratisches Differential auf einer Riemannschen Fläche X
vom Geschlecht g ≥ 2 und µ die davon induzierte flache Struktur auf X∗ = X \ {Nullstellen von q}
(siehe Bem. 2.2).
(a) Eine maximale reelle Kurve in X∗, die durch die Kartenabbildungen von µ lokal auf horizon-
tale Segmente (bzw. Segmente in Richtung v ∈ R2) abgebildet wird, nennen wir horizontale
Trajektorie (bzw. Trajektorie in Richtung v).
(b) Eine kritische Trajektorie ist eine, die inX \X∗ endet, andernfalls sprechen wir von regulären
Trajektorien.
(c) Wenn alle regulären Trajektorien in einer Richtung v ∈ R2 geschlossen sind, bezeichnen wir
diese Richtung als Strebel-Richtung.
Satz 5.1 Seien q und X wie oben gegeben und die horizontale Richtung von q sei eine Strebel-
Richtung. Dann lässt sich (X,µ) als Verklebung von Rechtecken mit horizontalen Seiten in Strebel-
Richtung realisieren. Diese Rechtecke bilden eine Zerlegung von X in horizontale Zylinder.
Beweis Siehe [HS07, §4.1.1]. 
55
56 KAPITEL 5. HALBTRANSLATIONSFLÄCHEN
Definition 5.2 Gegeben sei eine Riemannsche Fläche X mit flacher Struktur µ, die als Verklebung
von Rechtecken realisiert ist. Ein bzgl. dieser Verklebung horizontaler Weg ist ein geschlossener
Weg c mit der Eigenschaft, dass für jedes ε > 0 ein zu c homotoper Weg cε existiert, der in einer
ε-Umgebung der horizontalen Seiten der Rechtecke liegt. Alle anderen Definitionen rund um den
Begriff “horizontal” , wie “konjugiert horizontal”, “(konjugiert) horizontal als Element in π1(X)”
und “HSS” können nun analog zum Origami-Fall definiert werden.
Bemerkung 5.1 Sei (X,µ) eine Halbtranslationsfläche, die als Verklebung von Rechtecken reali-
siert ist. Die Elemente aus π1(X) haben als Vertreter Kurven, die die Zylinderränder rechtwinklig
schneiden, nicht durch kritische Punkte gehen und in den Zylindern aus vertikalen und horizontalen
Segmenten bestehen.
Satz 5.2 Gegeben sei eine Halbtranslationsfläche (X,µ) vom Geschlecht g, deren projektive Veech-
Gruppe Γ(X,µ) ein parabolisches Element A enthält, und sei f ∈ Aff+(X,µ) mit A = D(f). Dann
existiert ein symplektischer Homomorphismus α : π1(X)→ Fg und ein n ∈ N mit
fn ∈ Modg(α) ∩ Aff+(X,µ)
Beweis Nach [Vee89, Prop. 2.4] ist die Eigenrichtung von A eine Strebel-Richtung (sei v ein Vektor
mit dieser Richtung). Damit ist (X,µ) als Verklebung von Rechtecken realisierbar, bei denen zwei
Seiten parallel zu v sind. O.E. seien diese Seiten horizontal, d.h. o.E. gelte v = (1, 0)>. Wie in
Satz 4.3 folgt, dass es bzgl. der gegebenen Realisierung von X als Verklebung ein HSS gibt. Sei dann
(a1, b1, ..., ag, bg) ein Standarderzeugendensystem der Fundamentalgruppe π1(X), sodass a1, ..., ag
konjugiert horizontal sind, und sei α : π1(X) → Fg = 〈γ1, ..., γg〉 definiert durch α(ai) = 1 und
α(bi) = γi für i ∈ {1, ..., g}. Wie in Satz 4.4 folgt auch, dass ein Element in π1(X), das frei homotop
zum horizontalen Schnitt durch einen Zylinder ist, im von a1, ..., ag erzeugten Normalteiler liegt,
denn in den Beweisen zu diesen Sätzen wurde nur die flache Struktur von Origamis verwendet. Eine
Potenz fn (für ein n ∈ N) von f ist ein multipler Dehntwist an den Zylindermitten. Mit Bem. 5.1
sieht man damit leicht, dass fn auf der Fundamentalgruppe derart operiert, dass einem Element in
π1(X) Elemente hinzugefügt werden, die aus horizontalen Wegen durch die Zylinder bestehen und
somit im Kern von α liegen. Damit folgt die Behauptung. 
Korollar 5.1 Die Aussage aus dem Satz gilt insbesondere dann, wenn die projektive Veech-Gruppe
Γ(X,µ) ein Gitter in PSL2(R) ist.
Beweis Wenn die projektive Veech-Gruppe Γ(X,µ) ein Gitter ist, gibt es in Aff+(X,µ) immer ein
Element f , so dass A := der(f) parabolisch ist, siehe die Bemerkung nach [Vee89, Prop. 2.10]. 
5.2 Differentialformen
Um nun den Satz 4.7 für Translationsflächen im allgemeinen zu beweisen, braucht man einige Sätze
über Kohomologie auf kompakten Riemannschen Flächen, die hier ohne Beweis zitiert werden
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sollen. Sie finden sich alle in [For77]. Daraus entnommen sind auch die Definitionen und Sätze in
diesem sowie in Absatz 5.3, die hier für unsere Zwecke passend zusammengefasst sind.
Sei a ein Punkt auf einer Riemannschen Fläche X , E sei die Garbe der reell differenzierbaren
komplexwertigen Funktionen auf X . Wir bezeichnen mit Ea den Halm von E im Punkt a. Ea besteht
also aus den differenzierbaren Funktionskeimen in a. Seien nun ma ⊂ Ea das maximale Ideal
der Funktionskeime, die in a verschwinden, und m2a ⊂ ma das Ideal der Funktionskeime, die in a
mindestens mit Ordnung 2 verschwinden. Der Kotangentialraum von X im Punkt a ist definiert als
T (1)a := ma/m
2
a.
Für eine offene (Karten-)Umgebung U von a und f ∈ E (U) ist das Differential daf ∈ T (1)a definiert
als
daf := (f − f(a)) mod m2a.














und somit {dax, day} und {daz, daz} jeweils eine Basis von T (1)a als C-Vektorraum bilden.
Da auf einer Riemannschen Fläche die Kartenwechsel biholomorph sind, hängen die Untervek-
torräume T (1,0)a := C daz und T
(0,1)
a := C daz nicht von der gewählten Kartenumgebung ab. Wir
sprechen dann von Differentialformen vom Typ (1,0) bzw. (0,1). Nach Definition haben wir
T (1)a = T
(1,0)
a ⊕ T (0,1)a .
Definition 5.3 (a) Eine Differentialform 1. Ordnung (im Folgenden nur noch “Differentialform”)
auf einer Riemannschen Fläche X ist eine Abbildung




mit ω(a) ∈ T (1)a für alle a ∈ X .
(b) Für f ∈ E (X) definiert man die Differentialformen df, d′f, d′′f durch:
(df)(a) := daf ; (d








(c) Eine Differentialform ω heißt differenzierbar bzw. holomorph, wenn sie sich bzgl. jeder Karte
(U, z) darstellen lässt als
ω = fdz + gdz in U mit f, g ∈ E (U)
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bzw.
ω = fdz in U mit f ∈ O(U),
wobei O die Garbe der holomorphen Funktionen sei.
(d) Sei U ⊆ X offen. Wir bezeichnen mit E (1)(U) den E (U)-Modul der differenzierbaren Diffe-
rentialformen auf U , mit E (1,0)(U) und E (0,1)(U) die Untermoduln vom Typ (1,0) bzw. (0,1)
und mit Ω(U) den O(U)-Modul der holomorphen Differentialformen auf U .
Die dadurch definierten Garben von Moduln auf X bezeichnen wir entsprechend mit
E (1), E (1,0), E (0,1) und Ω.
(e) Für U ⊆ X sei ω = fdz + gdz ∈ E (1)(U) gegeben mit f, g ∈ E (U). Wir definieren die
Differentialform ω := fdz + gdz ∈ E (1)(U) sowie
Ω(U) := {ω ∈ E (1)(U) | ω ∈ Ω(U)}.
Die dadurch definierte Garbe sei Ω. Differentialformen in Ω(U) heißen antiholomorph.
Definition 5.4 Seien X und Y zwei Riemannsche Flächen und f : X → Y eine differenzierbare
Abbildung und ω ∈ E (1)(Y ). Für eine lokale Darstellung ω = gdz+hdz ist der Pullback von ω bzgl.
f in E (1)(X) gegeben durch
f ∗ω := (g ◦ f)d(z ◦ f) + (h ◦ f)d(z ◦ f).
Diese lokalen Darstellungen lassen sich auf X verkleben, so dass sie eine Differentialform auf X
definieren. Siehe hierzu [For77, 9.17].
5.3 Čech-Kohomologie
Definition 5.5 Sei X ein topologischer Raum und F eine Garbe abelscher Gruppen darauf.





F (Ui0 ∩ · · · ∩ Uiq).
Die Elemente daraus heißen q-Koketten. Die Addition in Cq(U,F ) erfolgt komponentenweise.
(b) Die Korand-Operatoren
δ : C0(U,F )→ C1(U,F ) und δ : C1(U,F )→ C2(U,F )
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seien die Homomorphismen, die für (fi)i∈I ∈ C0(U,F ) und (fij)i,j∈I ∈ C1(U,F ) definiert
sind durch
δ((fi)i∈I) = (gij)i,j∈I mit gij := fj |Ui∩Uj −fi |Ui∩Uj bzw.
δ((fij)i,j∈I) = (gijk)i,j,k∈I mit gijk := fjk |Ui∩Uj∩Uk −fik |Ui∩Uj∩Uk +fij |Ui∩Uj∩Uk .
Bemerkung: δ ◦ δ : C0(U,F )→ C2(U,F ) ist der Nullhomomorphismus.
(c) Die Gruppe der 1-Kozyklen ist definiert als
Z1(U,F ) := Kern(C1(U,F )
δ→ C2(U,F ))
und die Gruppe der 1-Koränder ist definiert als
B1(U,F ) := Bild(C0(U,F )
δ→ C1(U,F )).
(d) Die 1. Kohomologiegruppe von F bzgl. U ist definiert als
H1(U,F ) := Z1(U,F )/B1(U,F ).
Die Faktorgruppe kann man bilden, da Koränder insbesondere auch Kozyklen sind.
Man kann nun zu immer feineren Überdeckungen von X übergehen. Dabei heißt V eine feinere
Überdeckung als U (schreibe V ≤ U), wenn jede offene Menge aus V in einer offenen Menge aus
U enthalten ist. Wenn wir jetzt für jedes V ∈ V ein U ∈ U wählen (*) mit V ⊆ U , wird durch die
entsprechenden Einschränkungshomomorphismen der Garbe F ein Homomorphismus
tUV : H
1(U,F )→ H1(V,F )
induziert. Man kann zeigen, dass tU
V
injektiv [For77, 12.4] und unabhängig von der Wahl (*)






Auf der disjunkten Vereinigung
H̃1(X,F ) :=
∐
U offene Überd. von X
H1(U,F )
ist somit eine Äquivalenzrelation ∼ gegeben, die für χ ∈ H1(U,F ), ξ ∈ H1(U′,F ) vermöge
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Definition 5.6 Sei X ein topologischer Raum mit einer Garbe F darauf. Die 1. Kohomologiegruppe
von X bzgl. F ist gegeben durch
H1(X,F ) = H̃
1(X,F )/∼ = lim−→H1(U,F ).
Analog zur 1. Kohomologiegruppe kann man auch die n-te Kohomologiegruppe für n ∈ N0 definie-
ren. Von Interesse für uns ist noch die 0. Kohomologiegruppe:
Definition 5.7 Sei X ein topologischer Raum mit einer Garbe F darauf. Für eine Überdeckung U
seien
Z0(U,F ) := Kern(C0(U,F )
δ→ C1(U,F ))
B0(U,F ) := 0
H0(U,F ) := Z0(U,F )/B0(U,F ) = Z0(U,F ).
Man kann leicht zeigen, dass unabhängig von der gewählten Überdeckung H0(U,F ) ∼= F (X)
[For77, 12.10]. Sei deshalb
H0(X,F ) := F (X)
als die 0. Kohomologiegruppe von X bzgl. F definiert.
Bemerkung 5.2 Ist die Garbe F eine Garbe von Vektorräumen, so sind H1(X,F ) und H0(X,F )
ebenfalls Vektorräume.
Mit den hier definierten Objekten lassen sich nun die Sätze zitieren, die im Folgenden gebraucht
werden.
Satz 5.3 Sei X eine einfach zusammenhängende Riemannsche Fläche. Dann gilt
H1(X,Z) = H1(X,C) = 0
Z und C seien dabei die Garben der lokal konstanten Funktionen nach Z bzw. C.
Beweis Siehe [For77, 12.7]. 
Satz 5.4 (Leray)
Sei X ein topologischer Raum mit der Garbe F und U eine offene Überdeckung von X mit
H1(U,F ) = 0 für alle U ∈ U. Dann gilt:
H1(X,F ) ∼= H1(U,F ).
Die Überdeckung U heißt dann Leray-Überdeckung.
Beweis Siehe [For77, 12.8]. 
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Definition und Bemerkung 5.1 Sei X ein topologischer Raum und F , G und H Garben auf X .
(a) Ein Garben-Homomorphismus α : F → G ist eine Familie von Homomorphismen
αU : F (U)→ G (U), U ⊆ X offen,
die mit den Beschränkungsabbildungen verträglich ist, d.h. das folgende Diagramm ist für alle







αV // G (V )
(b) α induziert für jedes x ∈ X einen Homomorphismus der Halme αx : Fx → Gx.




für jedes x ∈ X exakt ist.
Ein Garben-Homomorphismus α : F → G induziert Homomorphismen der Kohomologiegruppen
(siehe auch [For77, 15.10])
α0 : H0(X,F )→ H0(X,G ) und
α1 : H1(X,F )→ H1(X,G ).
α0 ist definiert als der Homomorphismus αX : F (X)→ G (X) und α1 erhält man so:
Sei U eine Überdeckung von X . Dann erhält man einen Homomorphismus
αU : C
1(U,F )→ C1(U,G ),
indem man einer Kokette (fij) die Kokette (α(fij)) zuordnet. Dieser induziert einen Homomorphis-
mus der Kohomologien bzgl. U und dieser induziert wiederum den Homomorphismus
α1 : H1(X,F )→ H1(X,G ).
Satz 5.5 Sei X ein topologischer Raum mit den Garben F , G und H und Garben-
Homomorphismen α : F → G und β : G →H , wobei die Garbensequenz
0→ F α→ G β→H → 0
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exakt sei. Dann ist die davon induzierte Sequenz
0→ H0(X,F ) α
0
→ H0(X,G ) β
0
→ H0(X,H ) δ
∗
→ H1(X,F ) α
1




Bemerkung Der sog. verbindende Homomorphismus δ∗ ist in [For77, 15.11] definiert. Für unsere
Zwecke reicht es zu wissen, dass es solch einen Homomorphismus gibt.
Beweis Siehe [For77, 15.12]. 
Für das Weitere müssen wir zunächst den Begriff der harmonischen Differentialformen einführen.
Eine Möglichkeit ist die folgende (siehe auch [For77, 19.2] und [For77, 19.3]):
Definition 5.8
(a) ω ∈ E (1)(X) heißt harmonisch, wenn ω = ω1 + ω2 mit ω1 ∈ Ω(X) und ω2 ∈ Ω(X).
(b) Den Vektorraum der harmonischen Differentialformen bezeichnen wir mit Harm1(X).
Bemerkung 5.3 Harm1(X) ist ein 2g-dimensionaler Vektorraum über C und es gilt
Harm1(X) = Ω(X)⊕ Ω(X).
Beweis Das folgt aus [For77, 19.6 und 19.11]. 
Satz 5.6 (de Rahm und Hodge)
Sei X eine kompakte Riemannsche Fläche vom Geschlecht g. Es gilt
Harm1(X) ∼= H1(X,C).
H1(X,C) ist somit als Vektorraum isomorph zu C2g .
Beweis Siehe [For77, 19.14]. 
5.4 Für Translationsflächen ist Aff+(X,µ) ∩Modg(α) zyklisch
Lemma 5.1 Sei X eine kompakte Riemannsche Fläche vom Geschlecht g mit den Garben Z und C
und sei ι : Z ↪→ C der von der natürlichen Einbettung herkommende Garben-Homomorphismus.
Die davon induzierte Abbildung ι1 : H1(X,Z)→ H1(X,C) ist injektiv und ein Erzeugendensystem
von H1(X,Z) wird unter ι1 auf eine Basis von H1(X,C) abgebildet.
Beweis Sei C∗ die Garbe der lokal konstanten Funktionen nach C∗ und exp : C → C∗ der von
z 7→ e2πiz herkommende Garben-Homomorphismus. Wir haben dann die folgende exakte Sequenz
von Garben:
0 −→ Z ι−→ C exp−→ C∗ −→ 0
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H0(X,Z), H0(X,C) und H0(X,C∗) sind die Gruppen der konstanten Funktionen von X nach Z, C
und C∗ mit der Addition in Z und in C bzw. der Multiplikation in C∗ als Verknüpfung. Also sind sie
jeweils in kanonischer Weise zu den Gruppen Z, C und C∗ isomorph und ι0 = ι bzw. exp0 = exp.
Damit ist exp0 surjektiv und somit ist, wegen der Exaktheit der Sequenz, δ∗ die Nullabbildung und ι1
injektiv.
Sei nun ohne Einschränkung g ≥ 1. Wir können mit einfach zusammenhängenden Karten eine endli-
che Überdeckung U von X konstruieren mit der Eigenschaft, dass (*) je zwei Elemente aus U zusam-
menhängenden (und möglicherweise leeren) Schnitt haben:
Auf X gibt es eine von der universellen Überlagerung induzierte Metrik. Sei `(X) die Länge einer
kürzesten geschlossenen Geodätischen auf X . Für jedes p ∈ X sei
Up := B 1
4




Die Überdeckung {Up | p ∈ X} von X erfüllt die Bedingung (*). Da X kompakt ist, reichen endlich
viele dieser Umgebungen U1, ..., Un, um X zu überdecken. Sei
U := {Ui | i = 1, ..., n}.
U ist eine Leray-Überdeckung, da U1, ..., Un einfach zusammenhängend sind und somit nach Satz 5.3
H1(Ui,C) = H
1(Ui,Z) = 0, ∀Ui ∈ U.
Nach dem Satz von Leray (5.4) gilt somit
H1(U,C) ∼= H1(X,C) und H1(U,Z) ∼= H1(X,Z),
wobei die Isomorphismen kanonisch sind.
Wegen der Bedingung (*) sind die lokalkonstanten Abbildungen von Ui ∩ Uj nach C bzw. nach
Z auch global konstant. Deshalb kann man die Kokettengruppen C1(U,Z) ≤ C1(U,C) mit Zn2
und Cn
2
:= (cij)i,j∈{1,...,n} identifizieren. C1(U,C) ist ein C-Vektorraum. Der Untervektorraum der
Kozyklen Z1(U,C) besteht aus den Koketten, die die Kozykelrelationen erfüllen, also
∀i, j, k : Ui ∩ Uj ∩ Uk 6= ∅ : cjk − cik + cij = 0.
Damit ist Z1(U,C) der Lösungsraum eines LGS mit Koeffizienten in Z und wird somit von Elemen-
ten aus C1(U,Z) ∩ Z1(U,C) = Z1(U,Z) erzeugt.
Die Einbettung C1(U,Z) ↪→ C1(U,C) induziert eine Abbildung ι1
U
: H1(U,Z) ↪→ H1(U,C), die
wiederum die Einbettung ι1 induziert. Wegen H1(U,Z) ∼= H1(X,Z) ist auch ι1
U
injektiv. Nach Defi-
64 KAPITEL 5. HALBTRANSLATIONSFLÄCHEN
nition von ι1
U
kommutiert das folgende Diagramm:
Z1(U,Z)







Deswegen hat auchH1(U,C) die Einbettung eines Erzeugendensystems vonH1(U,Z) als Basis. Weil
ι1 von ι1
U
induziert wird, gilt Entsprechendes auch für H1(X,Z) und H1(X,C). 
Lemma 5.2 Sei X eine Riemannsche Fläche vom Geschlecht g. Dann ist die Gruppe H1(X,Z) iso-
morph zu Z2g. Anders ausgedrückt: H1(X,Z) ∼= πab1 (X).
Beweis Dies folgt direkt aus Lemma 5.1 und Satz 5.6. 
Satz 5.7 Sei (X,µ) eine Translationsfläche und f ∈ Aff+(X,µ) mit A := der(f). Dann sind die
Eigenwerte von A auch Eigenwerte von Mf .
Beweis Nach Lemma 5.1 und Lemma 5.2 kann man Mf ∈ Aut(πab1 (X)) eindeutig fortsetzen zu
einer (bijektiven) linearen Abbildung
Mf : H
1(X,C)→ H1(X,C).
Nach dem Satz von de-Rahm und Hodge gilt H1(X,C) ∼= Ω(X) ⊕ Ω(X). Die Differentiale, die auf
den Karten die Form dz haben, lassen sich aufgrund der Translationsstruktur verkleben, so dass man
von einem Differential ω := dz aufX sprechen kann. Dasselbe gilt für ω := dz. Es gilt ω ∈ Ω(X) und
ω ∈ Ω(X). Also sind ω und ω linear unabhängig und spannen einen 2-dimensionalen C-Vektorraum
[ω, ω] ⊆ H1(X,C) auf. Wir zeigen, dass Mf diesen Vektorraum auf sich abbildet und dass Mf |[ω,ω]
die selben Eigenwerte wie A hat. Diese sind somit auch Eigenwerte von Mf .
Um Mf |[ω,ω] ∈ SL2(C) zu bekommen, müssen wir f ∗(dz) und f ∗(dz) betrachten mit




















wobei z = x+ iy. Mit 2x = z + z und 2y = −i(z − z) kann man f auch folgendermaßen schreiben:
z 7→ 1
2
[α(z + z)− iβ(z − z) + iγ(z + z) + δ(z − z)]
Damit gilt:
f ∗(dz) = d(f(z)) =
1
2
[(α− iβ + iγ + δ)dz + (α + iβ + iγ − δ)dz]
f ∗(dz) = d(f(z)) =
1
2
[(α− iβ − iγ − δ)dz + (α + iβ − iγ + δ)dz]






α− iβ + iγ + δ α + iβ + iγ − δ
α− iβ − iγ − δ α + iβ − iγ + δ
)
Das charakteristische Polynom von Mf |[ω,ω] ist dasselbe wie das von A, denn
1
4
[(α + δ − i(β − γ)− 2x)(α + δ + i(β − γ)− 2x)− (α− δ + i(β + γ))(α− δ − i(β + γ))]
= αδ − βγ − (α + δ)x+ x2 = 1− (α + δ)x+ x2.
Also haben A und Mf |[ω,ω] die selben Eigenwerte. 
Korollar 5.2 Seien (X,µ) eine Translationsfläche und α : π1(X) → Fg ein symplektischer Homo-
morphismus und f ∈ Aff+(X) ∩Modg(α). Dann ist der(f) nicht hyperbolisch.
Beweis Das folgt direkt aus Satz 5.7 und Lemma 3.1 d. 
Korollar 5.3 Wenn Aff+(X) ∩Modg(α) nicht trivial ist, gilt Aff+(X) ∩Modg(α) ∼= Z.
Korollar 5.4 Sei (X,µ) eine Translationsfläche, deren Veech-Gruppe ein Gitter ist, und sei
f ∈ Aff+(X,µ). Dann gibt es genau dann einen symplektischen Homomorphismus α, so dass
fn ∈ Aff+(X,µ) ∩Modg(α) für ein n ∈ N,
wenn die Matrix Mf nur Einheitswurzeln als Eigenwerte hat und der(f) nicht elliptisch ist.
Beweis Sei f ∈ Aff+(X) gegeben, so dass der(f) nicht elliptisch ist und so dass Mf nur Einheits-
wurzeln als Eigenwerte habe. Zwei dieser Eigenwerte, λ1 und λ2, sind nach Satz 5.7 auch Eigenwerte
von der(f). Da λ1 und λ2 Einheitswurzeln sind, gilt |λ1| = |λ2| = 1 und da der(f) nicht elliptisch
ist, sind λ1 und λ2 reell und sind somit entweder −1 oder 1. Dann hat der(f 2) nur den Eigenwert 1
und ist damit parabolisch (oder die Einheitsmatrix). Nach Satz 5.2 erfüllt f die Behauptung.
Seien nun f ∈ Aff+(X,µ) und ein symplektischer Homomorphismus α gegeben, so dass
fn ∈ Aff+(X,µ) ∩Modg(α) für ein n ∈ N .
Da Γ(X,µ) ein Gitter ist, haben elliptische Elemente aus Γ(X,µ) endliche Ordnung und können somit
nicht in Modg(α) enthalten sein, da diese Gruppe nach Satz 3.10 torsionsfrei ist. Aus fn ∈ Modg(α)
folgt nach Lemma 3.1, dass (Mf )n = Mfn nur den Eigenwert 1 hat. Für die Eigenwerte λ1, ...λ2g von
Mf gilt damit λn1 = ... = λ
n
2g = 1. Damit sind die Eigenwerte von Mf Einheitswurzeln. 
Das folgende Korollar gibt eine wohlbekannte Tatsache wieder, siehe z.B. [Bau09, Lemma 2.3.17].
Korollar 5.5 Seien (X,µ) eine Translationsfläche vom Geschlecht g ≥ 2 und f ∈ Aff+(X) mit
f 6= id. Dann liegt f nicht in der Torelli-Gruppe (operiert also nicht trivial auf der Homologie).
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Beweis Sei f in der Torelli-Gruppe. Dann gilt insbesondere Mf |[ω,ω] = I , mit den entsprechenden
Bezeichnungen wie im Beweis von Satz 5.7. Aus dem Beweis von Satz 5.7 folgt aber auch, dass
Mf |[ω,ω] und der(f) dasselbe charakteristische Polynom haben. Damit folgt aber der(f) = I , also
ist f eine Translation. Nach dem 84(g − 1)-Theorem (siehe [FM12, Thm. 7.4]) haben Translationen
aber endliche Ordnung. Da die Torelli-Gruppe torsionsfrei ist ([FM12, Thm. 6.12]), ergibt sich ein
Widerspruch. 
5.5 Das Bild von ∆ im Schottkyraum
Sei (X, q) = (X,µ) Halbtranslationsfläche und sei ∆q die zum quadratischen holomorphen Differen-
tial q gehörige Teichmüller-Geodätische. Als Fazit kann man festhalten, dass es für jedes parabolische
Element τ̃ ∈ Aff+(X,µ) einen symplektischen Homomorphismus α : π1(X) → Fg und ein n ∈ N
gibt, so dass
Z ∼= 〈τ̃n〉 ≤ Aff+(X,µ) ∩Modg(α) ∼= Stab(∆q) ∩Modg(α).
Falls X insbesondere eine Translationsfläche ist, gilt sogar
〈τ̃n〉 ∼= Aff+(X,µ) ∩Modg(α) ∼= Stab(∆q) ∩Modg(α).
Die Abbildung pr ◦ι : H → pr(∆q) =: C ⊆ Mg faktorisiert nach Satz 2.8 (wie bereits im Beweis
von Satz 2.9 angemerkt) durch Γ
∗
(X,µ) = RΓ(X,µ)R−1. Mit den obigen Anmerkungen erhalten
wir somit das folgende kommutative Diagramm (wobei C eine algebraische Kurve ist, falls Γ(X,µ)






















Für Translationsflächen ist sα(∆q) biholomorph zu H oder zu H
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Algorithmus, um ein HSS zu finden
Definition 6.1 Gegeben sei eine kompakte, orientierbare Fläche X vom Geschlecht g und darauf
eine endliche Menge M von einfach geschlossenen, paarweise disjunkten Kurven. Eine Teilmenge




C zusammenhängend ist und
• X \ (D ∪
⋃
C∈M′
C) nicht zusammenhängend ist für alle D ∈M \M′,
heißt maximales nicht separierendes System inM.
Satz 6.1 Seien X undM wie oben gegeben sowieM′ undM′′ zwei inM maximale nicht separie-
rende Systeme. Dann gilt |M′| = |M′′|.
Beweis Sei Υ := Υ(M) der folgendermaßen definierte Graph:




• Seien e1, e2 ∈ E(Υ). Für alle L ∈ M, so dass e1 ∪ L ∪ e2 zusammenhängend ist, füge eine
geometrische Kante zwischen e1 und e2 hinzu.
Sei n := |E(Υ)| und m := |K(Υ)| = |M|.
Die Fläche X an einem inM maximalen nicht separierenden System aufzuschneiden entspricht dem
Entfernen von so vielen Kanten aus Υ, dass der übrig bleibende Graph Υ′ zusammenhängend ist
und dass ∀k ∈ K(Υ′) der Graph Υ′ \ k nicht zusammenhängend ist. Υ′ ist also ein aufspannender
Teilbaum. Dieser hat aber n− 1 Kanten. Die Anzahl der entfernten Kanten ist somit m− (n− 1) und
diese entspricht |M′| = |M′′|. 
Bemerkung 6.1 Die Forderung, dass M endlich sein soll, kann auch weggelassen werden, da sie
keine echte Einschränkung ist. Denn es kann höchstens 3g − 3 paarweise disjunkte, nicht isotope
Kurven geben (Hosenzerlegung). In einem in M maximalen nicht separierendem System können
keine zwei Kurven enthalten sein, die isotop zueinander sind, und eine Kurve kann durch eine, die
dazu isotop ist, ersetzt werden.
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Der Algorithmus, um ein HSS zu finden, der weiter unten formal angegeben ist, soll hier zunächst
anhand eines Beispiel veranschaulicht werden.
Zunächst soll das Origami O = (p : X∗ → E∗) an möglichst vielen horizontalen Zylindern aufge-
schnitten werden, so dass die entstehende Fläche noch zusammenhängend ist. Wir suchen also ein
maximales nicht separierendes System inM, wobeiM die Menge aller horizontalen Schnitte durch
die Zylinder sei. Dass die Anzahl der Zylinder, die auf diese Weise aufgeschnitten werden können,
nicht von deren Wahl abhängt, folgt aus Satz 6.1. In der Abbildung 6.0.1 ist der horizontale Schnitt
an Z1, also K1, ein Beispiel für ein solches maximales System.
Nachdem man so ein maximales System hat, führt man den folgenden Schritt durch, um jeweils eine
weitere nicht-separierende horizontale Kurve (wie K2 in der Abbildung 6.0.1) hinzu zu bekommen,




1 4 3 2
5 6 7 8
1 2 3 4
8
K2
Abbildung 6.0.1: Verlauf der Kurven in den Zylindern
Dieser Schritt (der in Abbildung 6.0.1 bereits einmal durchgeführt wurde, um K2 zu erhalten) geht
folgendermaßen: Wir schneiden X an den bereits gegebenen n Kurven auf (Abbildung 6.0.2) und
kontrahieren jede der 2n Randkurven, die wir dadurch erhalten, zu einem Punkt (Abbildung 6.0.3a,






2 bezeichnet). Damit haben
wir eine geschlossene Fläche X ′ vom Geschlecht g − n. Dort finden wir dann eine weitere nicht se-
parierende Kurve, wenn wir die Polygone aus Abbildung 6.0.3 zu einem Polygon verkleben und uns
dann dort ein Paar von zu identifizierenden Seiten suchen, das ein anderes solches Paar trennt, und
die Mittelpunkte dieser Seiten durch eine Gerade verbinden.
Wenn man dann den Verlauf dieser Gerade durch den Schritt, in dem die Polygone verklebt wurden,
zurückverfolgt, können wir die Kurve in unserem Origami einzeichnen (siehe Abbildung 6.0.4). Dass
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1 4 3 2
5 6 7 8




Abbildung 6.0.4: Die neue Kurve K3 in der Fläche X
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6.1 Der Algorithmus
Im Folgenden sei ein OrigamiO = (p : X∗ → E∗) gegeben als MengeQ := {1, ..., d} von Quadraten
zusammen mit 2 Permutationen p1, p2 ∈ Sd, so dass 〈p1, p2〉 transitiv auf Q operiert. Dabei sei
p1 : Q → Q, p2 : Q → Q
x 7→ rechter Nachbar von x x 7→ oberer Nachbar von x





1 . Dabei identifizieren wir ein Quadrat mit dessen unterer linken Ecke und die Schreibweise
sei hier die Abbildungsschreibweise, also p1p2(x) = p1(p2(x)). Die Menge der horizontalen Kanten
ist ebenfalls Q, wenn wir jeweils ein Quadrat mit seiner unteren Kante identifizieren. Das Geschlecht
von X ist dann g = d−]Ecken
2
+ 1.
Schritt 1: Finde ein maximales System von horizontalen Schnitten an Zylindern
Zunächst brauchen wir ein maximales nicht separierendes System in der MengeM der horizontalen
Schnitte durch alle Zylinder. Dazu definieren wir folgendermaßen einen Graphen ΥO:
• E(ΥO): Für jeden horizontalen Zylinder Zi seien zwei Ecken, zoi und zui , gegeben.
• K(ΥO): zoi und zuj seien genau dann durch eine Kante verbunden, wenn p2(Zi) ∩ Zj 6= ∅.
Die Zusammenhangskomponenten von ΥO entsprechen den Zusammenhangskomponenten des durch
alle horizontalen Zylinder aufgeschnittenen Origamis. Wir fügen nun nacheinander Brücken ein, die
jeweils für ein i die Ecken zoi und z
u
i verbinden und die Anzahl der Zusammenhangskomponenten des
Graphen um 1 verringern, bis der Graph zusammenhängend ist.
Das Einfügen einer Brücke, die zoi mit z
u
i verbindet, entspricht dem Wiederverkleben der aufgeschnit-
tenen Fläche am horizontalen Schnitt durch Zi. Somit bilden die horizontalen Schnitte an den Zylin-
dern, für die keine Brücke eingefügt wurden, ein maximales nicht separierendes System inM. Falls
die Anzahl dieser Schnitte g ist, sind wir fertig; falls sie kleiner ist, gehe zu Schritt 2 über.
Schritt 2: Ergänze ein System von horizontalen Schnitten durch eine horizontale Kurve zu ei-
nem nicht separierenden System von Kurven
Zunächst wollen wir hier die Polygone, aus denen X ′ besteht (siehe Abbildung 6.0.3a), in geeigneter
Weise durch zyklische Listen (also Listen, in denen die Reihenfolge der Einträge nur bis auf zyklische
Permutation gegeben ist) darstellen, welche die Reihenfolge der Kanten im mathematisch positiven
Sinne wiedergeben.
Dazu definieren wir erst einmal für jeden Zylinder Z = {p1(x), ..., pn1 (x) = x} zwei zyklische Listen
L(Z, u) := [p1(x), ..., p
n
1 (x)] und L(Z, o) := [p2p
n
1 (x), ..., p2p1(x)].
Diese entsprechen den unteren Kanten des Zylinders von links nach rechts bzw. den oberen Kanten
von rechts nach links. Falls Z im ersten Schritt aufgeschnitten wurde, entsprechen diese Listen zwei
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Polygonen von X ′; falls Z nicht aufgeschnitten wurde, sei aZ ein weiteres Listenelement und wir
definieren zusätzlich die zyklische Liste
L(Z) := [aZ , L(Z, u), aZ , L(Z, o)] = [aZ , p1(x), ..., p
n
1 (x), aZ , p2p
n
1 (x), ..., p2p1(x)].
L(Z) entspricht einem der Polygone von X ′, wobei aZ zu einer vertikalen Kante gehört (siehe dazu
den Zylinder Z2 in Abbildung 6.0.2 bzw. das entsprechende Polygon in Abbildung 6.0.3a).
Seien nun Z := {Z1, ..., Zb} die Menge der horizontalen Zylinder von O, Z := {Z1, ..., Za} ⊆ Z die
Teilmenge der in Schritt 1 aufgeschnittenen Zylinder und Z ′ := {Za+1, ..., Zb} ⊆ Z die Teilmenge
der in Schritt 1 nicht aufgeschnittenen Zylinder. Wir definieren drei Mengen von Listen:
Lu := {L(Z1, u), ..., L(Zb, u)} und Lo := {L(Z1, o), ..., L(Zb, o)}
sowie
L := {L(Z1, u), ..., L(Za, u), L(Z1, o), ..., L(Za, o), L(Za+1), ..., L(Zb)}
L entspricht einer Darstellung von X ′ durch mehrere zu verklebende Polygone, wie in Abbildung
6.0.3a. Wir definieren außerdem folgende Partitionen von Lu und Lo:
Lu = LZ1,u ∪ ... ∪ LZb,u mit LZi,u := {L(Zi, u)} für i = 1, ..., b
Lo = LZ1,o ∪ ... ∪ LZb,o mit LZi,o := {L(Zi, o)} für i = 1, ..., b
In diesem Schritt sind die Mengen LZi,u und LZi,o noch einelementig, in den nächsten Schritten soll
dort gesammelt werden, was aus der oberen und was aus der unteren Hälfte des jeweiligen Zylinders
herausgeschnitten wird (siehe Abbildung 6.0.2). Im Allgemeinen sind Lu und Lo keine Teilmengen
von L, da wir uns auch für die nicht aufgeschnittenen Zylinder merken, was zur “oberen Hälfte”
gehört, also in Lo liegt, und was zur “unteren Hälfte” gehört, also in Lu liegt.
So wie in Abbildung 6.0.3 von a) nach b) die vielen Polygone zu einem zusammengefügt werden,
verbinden wir nun die Listen aus L zu einer einzigen Liste. Dies geschieht nach und nach (z.B.,
indem wir immer die erste Liste mit der nächstmöglichen Liste verbinden) auf folgende Weise:
Zwei Listen L und M , die ein gemeinsames Element x haben, werden an x verbunden, indem x in
L ersetzt wird durch die Liste M \ x, beginnend beim Element nach x und zyklisch weiter bis zum
Element vor x. Wenn also
L = [a1, ..., an, x, b1, ..., bm] und M = [c1, ..., cp, x, d1, ..., dq]
an x verbunden werden, erhält man die Liste
L′ = [a1, ..., an, d1, ..., dq, c1, ..., cp, b1, ..., bm]
Zusätzlich eliminieren wir zwei gleiche Elemente, wenn sie in einer Liste zyklisch direkt aufeinander
folgen. Wenn alles zu einer Liste P verbunden ist, wählen wir darin ein Paar (α, α), das ein anderes
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Paar (β, β) trennt:
P = [α, ..., β, ..., α, ..., β, ...]
Im Polygon, das P darstellt, entspricht das Paar (α, α) der geschlossenen Kurve K, welche die Kante
α schneidet. Da (α, α) das Paar (β, β) trennt, ist die Kurve K auch separierend. Dass es ein solches
Paar (α, α) gibt, das ein weiteres Paar (β, β) trennt, kann man folgendermaßen sehen: Angenommen,
es gibt kein solches Paar. Sei dann (α, α) ein beliebiges Paar in P . Ein solches Paar gibt es, da die
Fläche X ′ Geschlecht g ≥ 1 hat und P deshalb nicht leer ist. Dieses kann kein Paar von direkt
aufeinander folgenden Elementen sein, da solche Paare bereits eliminiert wurden. Deshalb liegt ein
Element β dazwischen. Das andere β muss aber laut Annahme auch auf der gleichen Seite zwischen
dem Paar (α, α) liegen. Zwischen dem Paar (β, β)− auf der anderen Seite als das Paar (α, α)− liegt
wieder ein Paar (γ, γ). Somit finden wir eine endliche Folge von Paaren, die immer näher aneinander
rücken, bis zu einem Paar von direkt aufeinander folgenden Paaren. Ein solches darf es aber nicht
mehr geben und wir erhalten einen Widerspruch.
Um K im Origami zu rekonstruieren, merken wir uns das Paar (α, α) und verfolgen es zurück durch
die Schritte, in denen die Listen aus L verbunden wurden. Wenn durch das Rückgängigmachen einer
Verbindung an x das Paar wieder getrennt wird, ersetzen wir (α, α) durch die Paare (α, x) und (x, α),
verfahren genauso, wenn diese getrennt werden, usw. und merken uns jeweils, in welcher Teilliste die
Paare vorkommen. Am Ende haben wir eine Kette von Paaren
(α0, α1), (α1, α2), ..., (αr−2, αr−1), (αr−1, αr), (6.1)
die in dieser Reihenfolge den Stücken entsprechen, aus denen K zusammengesetzt ist.
Genauer: Ein Paar (αs, αs+1) liegt in einer Liste aus L′ ∈ L. Damit gilt einer der beiden Fälle:
1) L′ = L(Z, o) ∈ L oder L′ = L(Z, u) ∈ L für ein Z ∈ Z .
2) L′ = L(Z) = [aZ , L(Z, u), aZ , L(Z, o)] für ein Z ∈ Z ′.
Wenn Fall 1 gilt, definieren wir L := L′. Wenn Fall 2 gilt, ist (αs, αs+1) entweder komplett im Teil
L(Z, u) oder komplett im Teil L(Z, o) enthalten, wie unten aus Lemma 6.1 folgt. Dann definieren wir
L := L(Z, u) bzw. L := L(Z, o), je nachdem wo (αs, αs+1) liegt.
Wir wollen nun die neue Kurve K angeben durch einen Startpunkt q und ein Wort w in x und y,
das den Verlauf der Kurve angibt. Wir wählen q := α0, falls α0 ∈ L ∈ Lu und q := p−12 (α0), falls
α0 ∈ L ∈ Lo.
• Wenn L ∈ Lu, sei ts ∈ Z eine Zahl kleinsten Betrages mit pts1 (αs) = αs+1. Dann sei das
entsprechende Stück vom Weg ws := xtsy−1.
• Wenn L ∈ Lo, sei ts ∈ Z eine Zahl kleinsten Betrages mit pts1 p−12 (αs) = p−12 (αs+1). Dann sei
das entsprechende Stück vom Weg ws := xtsy.
Die neue Kurve im Schottky-Schnittsystem lautet:
K := (q, w), mit w := w0 · · ·wr−1
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K ist bereits horizontal (siehe unten Lemma 6.1). Wenn wir damit insgesamt g Kurven haben, ist das
HSS damit vervollständigt und wir sind fertig. Ansonsten gehe zu Schritt 3 über.
Schritt 3: Ergänze ein System von n < g horizontalen Kurven durch eine weitere horizontale
Kurve zu einem nicht separierenden System von Kurven
Durch das Aufschneiden des Origamis an den bereits vorhandenen Kurven können in diesem Schritt
erstmals Stücke aus den oberen und unteren Hälften der horizontalen Zylinder herausgeschnitten wer-
den. Die Polygone, aus denen dannX ′ besteht, kommen somit nicht mehr nur von halben oder ganzen
Zylindern, sondern auch von Stücken, die aus solchen herausgeschnitten werden, wie in Abbildung
6.0.3a das Polygon mit den Kanten 1′′ und 2′ aus (Z1, u) bzw. das Polygon mit den Kanten 1′ und 2′′
aus Z2. Falls die neue Kurve, die in diesem Schritt konstruiert wird, durch ein Polygon dieser Art geht,
kann es im Origami nur in eine Richtung vom Eintritt in den horizontalen Zylinder zu dessen Austritt
verlaufen, da sie sonst eine bereits vorhandene Kurve schneidet. Diese Stücke können wir deshalb
nicht mehr als zyklische Listen notieren. Die anderen Polygone, die von den Teilen herrühren, die
übrig bleiben, wenn ein Stück wie eben beschrieben herausgeschnitten wird, können wie zuvor als
zyklische Listen notiert werden (z.B. im Abbildung 6.0.3a die restlichen Polygone).
Anders ausgedrückt: Wenn ein Origami entlang der horizontalen Seiten aufgeschnitten wird, erhalten
wir zweifach zusammenhängende berandete Flächen, die den horizontalen Zylindern entsprechen.
Wenn wir daraus Stücke herausschneiden entlang von Bögen, deren Anfangs- und Endpunkt auf dem
Rand liegt, erhalten wir einfach zusammenhängende Teile (→ nicht zyklische Listen) und zweifach
zusammenhängende Teile (→ zyklische Listen). Das ist der Grund, weshalb das Vorgehen in Schritt
2, in dem die erste horizontale Kurve, die kein horizontaler Schnitt ist, konstruiert wurde, nicht für
die Konstruktion der noch fehlenden horizontalen Kurven übernommen werden kann. Hier muss man
vorgehen, wie im Folgenden beschrieben wird.
Wir nehmen die Listen aus der Menge L aus dem vorherigen Schritt und ändern sie mithilfe der
Kette von Paaren (α0, α1), (α1, α2), ..., (αr−2, αr−1), (αr−1, αr), indem wir jede Liste, in der ein Paar
(αs, αs+1) vorkommt, nach folgenden Regeln ersetzen: Sei (αs, αs+1) ∈ L:
• Wenn L ∈ LZ,u und t(s) > 0: Ersetze in LZ,u und in L die Liste
L = [a1, ..., an, αs, b1, ..., bm, αs+1, c1, ..., cp]
durch die Listen




s+1, c1, ..., cp] und L1 := [α
′′
s , b1, ..., bm, α
′
s+1],
wobei L1 nicht zyklisch und L0 genau dann zyklisch sein soll, wenn L zyklisch ist.
Wenn t(s) < 0 verfahre genauso mit vertauschten Rollen von αs und αs+1.
• Wenn L ∈ LZ,o und t(s) < 0: Ersetze in LZ,o und in L die Liste
L = [a1, ..., an, αs, b1, ..., bm, αs+1, c1, ..., cp]
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durch die Listen




s+1, c1, ..., cp] und L1 := [α
′
s, b1, ..., bm, α
′′
s+1],
wobei L1 nicht zyklisch und L0 genau dann zyklisch sein soll, wenn L zyklisch ist.
Wenn t(s) > 0 verfahre genauso mit vertauschten Rollen von αs und αs+1.
Wenn L = L(Z) = [aZ , L(Z, u), aZ , L(Z, o)] ∈ L \ (Lu ∪ Lo), liegt das Paar (αs, αs+1) in L(Z, u)
oder in L(Z, o), was, wie bereits erwähnt, aus Lemma 6.1 folgt: Ändere dann die Liste L(Z, u) bzw.
L(Z, o) wie oben und definiere in L die Liste L(Z) neu durch L(Z) := [aZ , L0, aZ , L(Z, o)] oder
L(Z) := [aZ , L(Z, u), aZ , L0], je nachdem, ob das Paar (αs, αs+1) vorher in L(Z, u) oder in L(Z, o)
war, und füge den Mengen L sowie LZ,u ⊆ Lu bzw. LZ,o ⊆ Lo die Liste L1 hinzu.
Genau wie im Schritt 2 werden nun die Listen aus L zu einer Liste verbunden und genauso erhalten
wir eine Kette von Paaren
(α0, α1), (α1, α2), ..., (αr−2, αr−1), (αr−1, αr). (6.2)
Als Startpunkt q für die neue Kurve K wählen wir α0, falls α0 ∈ L ∈ Lu und p−12 (α0), falls
α0 ∈ L ∈ Lo. Genau wie im Schritt 2 erhalten wir die Teilkurven ws, wenn das Paar (αs, αs+1) in
einer zyklischen Liste liegt. Wenn das nicht der Fall ist, gehen wir folgendermaßen vor:
• Wenn L ∈ LZ,u und αs vor αs+1 steht, sei t(s) ∈ N minimal mit pt(s)1 (αs) = αs+1. Dann sei
das entsprechende Stück vom Weg ws := xt(s)y−1.
• Wenn L ∈ LZ,u und αs+1 vor αs steht, sei t(s) ∈ N minimal mit pt(s)1 (αs+1) = αs. Dann sei
das entsprechende Stück vom Weg ws := x−t(s)y−1.
• Wenn L ∈ LZ,o und αs vor αs+1 steht, sei t(s) ∈ N minimal mit pt(s)1 p−12 (αs+1) = p−12 (αs).
Dann sei das entsprechende Stück vom Weg ws := x−t(s)y.
• Wenn L ∈ LZ,o und αs+1 vor αs steht, sei t(s) ∈ N minimal mit pt(s)1 p−12 (αs) = p−12 (αs+1).
Dann sei das entsprechende Stück vom Weg ws := xt(s)y.
Die neue Kurve im Schottky-Schnittsystem lautet:
K := (q, w), mit w := w0 · · ·wr−1
Wieder folgt aus dem folgenden Lemma, dass K horizontal ist.
Wiederhole Schritt 3, bis g Kurven gegeben sind.
Lemma 6.1 Die Kurven, die aus den Schritten 2 und 3 hervorgehen, sind horizontal.
Beweis Sei K eine solche Kurve. Wir nehmen an, dass K nicht horizontal ist. Dann gibt es einen
Zylinder Z, der von K vertikal durchquert wird (d.h. unten hinein und oben heraus oder umgekehrt).
Z kann von K nicht nur einmal durchquert werden, da wir vorausgesetzt haben, dass wir die Fläche
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X bereits an einem maximalen System in der MengeM der horizontalen Schnitte an allen Zylinder-
mitten aufgeschnitten haben und dass der horizontale Schnitt an Z nicht in diesem maximalen System
liegt. Wenn wir X also zusätzlich an Z horizontal schneiden, separieren wir die Fläche. Würde aber
K den Zylinder Z nur einmal schneiden, so gäbe es einen Weg von der einen Seite von Z zur anderen
und das kann nicht sein. Also muss Z mehr als einmal vertikal von K durchquert werden.
Die Kurve K wurde aber folgendermaßen konstruiert: Sei P die Liste, die man erhält, wenn man alle
Listen aus L zu einer verbunden hat. Dort findet man, wie oben erläutert, ein Paar von Seiten (α, α)
das ein anderes Paar trennt. Wenn man die Verbindungsschritte der Listen, wie oben im Algorithmus
angegeben, zurückverfolgt, erhalten wir eine Kette von Paaren wie in (6.1) und (6.2), die der neuen
Kurve K entspricht. Diese schneidet die Polygone, die zu den Listen aus L gehören, jeweils höchs-
tens ein Mal, denn das Paar (α, α) entspricht der Verbindungsstrecke zwischen den beiden Seiten α
im Polygon, das P entspricht. Diese Verbindungsstrecke trennt sich nur dann in zwei Teile auf, wenn
P derart in zwei Listen aufgeteilt wird, dass die beiden α getrennt werden. D.h. eine Liste mit einem
“ausgezeichneten” Paar wird in zwei Listen mit jeweils einem solchen Paar aufgeteilt. Dasselbe gilt
für weitere Paare der Form (αs, αs+ν). Bei diesem Algorithmus besteht also keine Möglichkeit, dass
beim Rückgängigmachen der Schritte in einem Polygon ein neues Kurvenstück hinzukommt (bzw. in
einer Liste ein neues Paar hinzukommt). Es gibt aber nur eine Liste in L, die die Ober- und Unterseite
von Z verbindet, nämlich L(Z). Damit kann auch das zu L(Z) gehörige Polygon höchstens einmal
von K geschnitten werden, ein Widerspruch. 
Bemerkung 6.2 Das letzte Lemma bedeutet nicht, dass ein Schnittsystem von horizontalen Kurven
nicht auch durch nicht-horizontale Kurven zu einem Schottky-Schnittsystem erweitert werden kann,
wie die Abbildung 6.1.1 zeigt.
Z1












Abbildung 6.1.1: Ein nicht-horizontales Schottky-Schnittsystem
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6.2 Zwei Beispiele zum Algorithmus
Die Wollmilchsau
Die Wollmilchsau (beschrieben in [HS08]) ist das Origami aus Abbildung 6.0.1-6.0.4. Es ist gegeben
durch Q = {1, ..., 8} und
p1 =
(
1 2 3 4 5 6 7 8




1 2 3 4 5 6 7 8
7 6 5 8 1 4 3 2
)
• Zylinder: Z1 = {1, 2, 3, 4};Z2 = {5, 6, 7, 8}
• Ecken: Bahnen von p2p1p−12 p−11 : {1, 3}, {2, 4}, {5, 7}, {6, 8}
• Geschlecht: g = d−]Ecken
2
+ 1 = 8−4
2





Verbinde zo2 mit z
u
2 , um den Graphen zusammenhängend zu machen.
Schritt 2:
Menge der Zylinder, durch die horizontal geschnitten wird: Z = {Z1}
Menge der Zylinder, durch die nicht horizontal geschnitten wird: Z ′ = {Z2}
Die Kurve K1 sei definiert als der horizontale Schnitt an Z1.
Listen in Lu: Listen in Lo:
L(Z1, u) = [1, 2, 3, 4] L(Z1, o) = [8, 5, 6, 7]
L(Z2, u) = [5, 6, 7, 8] L(Z2, o) = [2, 3, 4, 1]
Listen in L \ (Lu ∪ Lo):
L(Z2) = [a2, 5, 6, 7, 8, a2, 2, 3, 4, 1]
Damit haben wir:
L = {L(Z1, u), L(Z1, o), L(Z2)}
und verbinden alles zu einer Liste (jeweils an den fett gedruckten Einträgen) wie in der linken Spalte
der Tabelle unten. Wenn alles zu einer Liste verbunden ist, nehmen wir ein Paar, das ein anderes
Paar trennt (z.B. das Paar (1,1), welches z.B. das Paar (3,3) trennt) und verfolgen, wie es durch das
Rückgängigmachen der Verklebungsschritte wieder getrennt wird (siehe rechte Spalte in der Tabelle).


















L(Z1, o) = [8, 5, 6, 7]
L(Z2) = [a2, 5, 6, 7, 8, a2, 2, 3, 4, 1]
[1, 3, 4, 1, a2, 5, 6, 7, 8, a2, 3, 4] (1, 1)
[8, 5, 6, 7]
[1, 3, 4, 1, a2, 5, 6, 7, 5, 6, 7, a2, 3, 4] (1, 1)
(1, 2) ist in L(Z1, u). Die Zahl t0 kleinsten Betrages, die pt01 (1) = 2 erfüllt, ist t0 = 1. Also ist
w0 = xy
−1.
(2, 1) ist in L(Z2) im Teil L(Z2, o). Die Zahl t1 kleinsten Betrages, die pt11 p
−1
2 (2) = p
−1
2 (1) erfüllt, ist
t1 = 1. Also ist w1 = xy.
Die neue Kurve lautet somit:
K2 := (1, w0w1) = (1, xy
−1xy)
Dies entspricht bis jetzt der Situation, die in Abbildung 6.0.1 dargestellt ist.
Schritt 3:
Die neuen Mengen von Listen lauten nun (zyklische Listen in eckigen, nicht zyklische in runden
Klammern):
Listen in Lu Listen in Lo
L(Z1, u) = [1
′, 2′′, 3, 4] L(Z1, o) = [8, 5, 6, 7]
L1(Z1, u) = (1
′′, 2′) L(Z2, o) = [2
′, 3, 4, 1′′]
L(Z2, u) = [5, 6, 7, 8] L1(Z2, o) = (1
′, 2′′)
Listen in L \ (Lu ∪ Lo):
L(Z2) = [a2, 5, 6, 7, 8, a2, 2
′, 3, 4, 1′′]
Damit haben wir:
L = {L(Z1, u), L1(Z1, u), L(Z1, o), L1(Z2, o), L(Z2)}
und verbinden alles zu einer Liste:
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L(Z1, u) = [1′, 2′′, 3, 4] (5, 8)(8, 5)
L1(Z1, u) = (1′′, 2′)
L(Z1, o) = [8, 5, 6, 7]
L1(Z2, o) = (1′, 2′′)
L(Z2) = [a2, 5, 6, 7, 8, a2, 2′, 3, 4, 1′′]
[3, 4] (5, 8)(8, 5)
(1′′, 2′)
[8, 5, 6, 7]
[a2, 5, 6, 7, 8, a2, 2′, 3, 4, 1′′]
[1′′, a2, 5, 6, 7, 8, a2, 2′] (5, 8)(8, 5)
(1′′, 2′)
[8, 5, 6, 7]
[5, 6, 7, 8] (5, 8)(8, 5)
[8, 5, 6, 7]
[5, 6, 7, 5, 6, 7] (5, 5)
(5, 8) ist in L(Z2) im Teil L(Z2, u). Die Zahl t0 kleinsten Betrages, die pt01 (5) = 8 erfüllt, ist t0 = −1.
Also ist w0 = x−1y−1.
(8, 5) ist in L(Z1, o). Die Zahl t1 kleinsten Betrages, die pt11 p
−1
2 (8) = p
−1
2 (5) erfüllt, ist t1 = −1.
Also ist w1 = x−1y.
Die neue Kurve lautet:
K3 := (5, w0w1) = (5, x
−1y−1x−1y)
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Ein weiteres Beispiel
Gegeben sei das Origami, das definiert ist durch Q = {1, ..., 14} sowie
p1 =
(
1 2 3 4 5 6 7 8 9 10 11 12 13 14





1 2 3 4 5 6 7 8 9 10 11 12 13 14
13 14 11 9 8 10 12 5 3 4 1 2 6 7
)
Wir wollen dieses Origami mit O14 bezeichnen.
Zylinder: Z1 = {1, 2, 3, 4};Z2 = {5, 6, 7};Z3 = {8, 9, 10, 11, 12, 13, 14}
Ecken: Bahnen von p2p1p−12 p
−1
1 : {1}, {2}, {3, 6}, {4}, {5}, {7}, {8, 11, 12, 9, 10, 13}, {14}
Geschlecht: g = d−]Ecken
2
+ 1 = 14−8
2























Verbinde zo3 mit z
u
3 , um den Graphen zusammenhängend zu machen.
Schritt 2:
Menge der Zylinder, durch die horizontal geschnitten wird: Z = {Z1, Z2}
Menge der Zylinder, durch die nicht horizontal geschnitten wird: Z ′ = {Z3}
Die Kurven K1 und K2 seien definiert als die horizontalen Schnitte an Z1 und Z2.
Listen in Lu: Listen in Lo:
L(Z1, u) = [1, 2, 3, 4] L(Z1, o) = [9, 11, 14, 13]
L(Z2, u) = [5, 6, 7] L(Z2, o) = [12, 10, 8]
L(Z3, u) = [8, 9, 10, 11, 12, 13, 14] L(Z3, o) = [7, 6, 2, 1, 4, 3, 5]
Listen in L \ (Lu ∪ Lo):
L(Z3) = [a3, 8, 9, 10, 11, 12, 13, 14, a3, 7, 6, 2, 1, 4, 3, 5]
Damit haben wir:
L = {L(Z1, u), L(Z2, u), L(Z1, o), L(Z2, o), L(Z3)}
und verbinden alles zu einer Liste (jeweils an den fett gedruckten Einträgen):
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L(Z1, u) = [1, 2, 3, 4] (8, 12)(12, 8)
L(Z2, u) = [5, 6, 7]
L(Z1, o) = [9, 11, 14, 13]
L(Z2, o) = [12, 10, 8]
L(Z3) = [a3, 8, 9, 10, 11, 12, 13, 14, a3, 7, 6, 2, 1, 4, 3, 5]
[5, a3, 8, 9, 10, 11, 12, 13, 14, a3, 7, 6] (8, 12)(12, 8)
[5, 6, 7]
[9, 11, 14, 13]
[12, 10, 8]
[8, 9, 10, 11, 12, 13, 14] (8, 12)(12, 8)
[9, 11, 14, 13]
[12, 10, 8]
[8, 11, 14, 13, 10, 11, 12, 13, 14] (8, 12)(12, 8)
[12, 10, 8]
[8, 11, 14, 13, 10, 11, 10, 8, 13, 14] (8, 8)
(8, 12) ist in L(Z3) im Teil L(Z3, u). Die Zahl t0 kleinsten Betrages, die pt01 (8) = 12 erfüllt, ist
t0 = −3. Also ist w0 = x−3y−1.
(12, 8) ist in L(Z2, o). Die Zahl t1 kleinsten Betrages, die pt11 p
−1
2 (12) = p
−1
2 (8) erfüllt, ist t1 = 1.
Also ist w1 = xy.
Die neue Kurve lautet somit:
K3 := (8, w0w1) = (8, x
−3y−1xy)
Schritt 3:
Die neuen Mengen von Listen lauten nun (zyklische Listen in eckigen, nicht zyklische in runden
Klammern):
Listen in Lu Listen in Lo
L(Z1, u) = [1, 2, 3, 4] L(Z1, o) = [9, 11, 14, 13]
L(Z2, u) = [5, 6, 7] L0(Z2, o) = [12
′, 10, 8′′]
L0(Z3, u) = [8
′′, 9, 10, 11, 12′] L1(Z2, o) = (8
′, 12′′)
L1(Z3, u) = (12
′′, 13, 14, 8′) L(Z3, o) = [7, 6, 2, 1, 4, 3, 5]
Listen in L \ (Lu ∪ Lo):
L(Z3) = [a3, 8
′′, 9, 10, 11, 12′, a3, 7, 6, 2, 1, 4, 3, 5]
Damit haben wir:
L = {L(Z1, u), L(Z2, u), L1(Z3, u), L(Z1, o), L0(Z2, o), L1(Z2, o), L(Z3)}
und verbinden alles zu einer Liste:
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L(Z1, u) = [1, 2, 3, 4] (8′′, 10)(10, 8′′) [8′′, 11, 8′, 12′′, 10, 11, 12′] (8′′, 10)(10, 8′′)
L(Z2, u) = [5, 6, 7] [12′, 10, 8′′]
L1(Z3, u) = (12′′, 13, 14, 8′) (8′, 12′′)
L(Z1, o) = [9, 11, 14, 13]
L0(Z2, o) = [12′, 10, 8′′]
L1(Z2, o) = (8′, 12′′)
L(Z3) = [a3, 8′′, 9, 10, 11, 12′, a3, 7, 6, 2, 1, 4, 3, 5]
[5, a3, 8′′, 9, 10, 11, 12′, a3, 7, 6] (8′′, 10)(10, 8′′) [8′′, 11, 8′, 12′′, 8′′, 12′, 11, 12′] (8′′, 8′′)
[5, 6, 7] (8′, 12′′)
(12′′, 13, 14, 8′)
[9, 11, 14, 13]
[12′, 10, 8′′]
(8′, 12′′)
[8′′, 9, 10, 11, 12′] (8′′, 10)(10, 8′′) [8′′, 11, 8′′, 12′, 11, 12′] (8′′, 8′′)
(12′′, 13, 14, 8′)
[9, 11, 14, 13]
[12′, 10, 8′′]
(8′, 12′′)
[8′′, 11, 14, 13, 10, 11, 12′] (8′′, 10)(10, 8′′)
(12′′, 13, 14, 8′)
[12′, 10, 8′′]
(8′, 12′′)
(8′′, 10) ist in L(Z3) im Teil L(Z3, u). Die Zahl t0 kleinsten Betrages, die pt01 (8) = 10 erfüllt, ist
t0 = 2. Also ist w0 = x2y−1.
(10, 8′′) ist in L(Z2, o). Die Zahl t1 kleinsten Betrages, die pt11 p
−1
2 (10) = p
−1
2 (8) erfüllt, ist t1 = −1.
Also ist w1 = x−1y.
Die neue Kurve lautet:
K4 := (8, x
2y−1x−1y)
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1 2 3 4
5 6 7
8 9 10 11 12 13 14
5 3 4 1 2 6 7
8 10 12













Definition 7.1 Für m,n ≥ 2 sei L(m,n) das Origami, das aus m + n − 1 Quadraten besteht und
durch folgende Permutationen definiert ist:
p1 = (1, · · · ,m) p2 = (1,m+ 1, ...,m+ n− 1)















Abbildung 7.1.1: Gegenüberliegende Seiten werden identifiziert
Ein L-Origami L(m,n) hat stets Geschlecht g = 2 und den Verzweigungspunkt v1 der Ordnung 3.
In den Punktierungen v2, ..., vm+n−3 gibt es keine Verzweigung.




xm−(i−1)yx−m+i−1, 2 ≤ i ≤ m
yi−mxym−i, m+ 1 ≤ i ≤ m+ n− 1
und hm+n = yn











i+1, 2 ≤ i ≤ m− 1
hi+1h
−1
i+2, m ≤ i ≤ m+ n− 3.
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Sei X die zu L(m,n) gehörige Fläche und X∗ die Fläche des punktierten Origamis. Wir haben:
π1(X
∗) = H und π1(X) = 〈H | R〉 mit R := 〈〈r1, ..., rm+n−3〉〉
Ein HSS ist gegeben durch die horizontalen Schnitte am horizontalen Zylinder der Länge m und
einem horizontalen Zylinder der Länge 1. Ein Standarderzeugendensystem (a1, a2, b1, b2), so dass a1
und a2 konjugiert horizontal sind, ist folgendes:



















Abbildung 7.1.2: Die Erzeugendensysteme von π1(X∗) = H (links) und von π1(X) (rechts)
In Aff+(X) haben wir das Element






das sich zu dem Element f̂? ∈ StabAut+(F2(H) mit
f̂? : F2 → F2
x 7→ x, y 7→ xmy
liften lässt. Wir erhalten
f̂?(h1) = x





xm−(i−1)xmyx−m+i−1, 2 ≤ i ≤ m
(xmy)i−mx(xmy)m−i, m+ 1 ≤ i ≤ m+ n− 1.
Das heißt:




























































































und damit erhalten wir schließlich für den symplektischen Homomorphismus α : π1(X) → Fg mit
α(ai) = 1, α(bi) = γi für i ∈ {1, ..., g}:
α ◦ f∗(a1) = α(a1) = 1
α ◦ f∗(a2) = α(a−11 a2a1) = 1
α ◦ f∗(b1) = α(a−11 b1) = γ1
α ◦ f∗(b2) = α(a−11 b2a
(1−n)m
2 a1) = γ2.
7.2 X-Origamis
Definition 7.2 Für n ≥ 1 sei O(n) das Origami, das aus 2n Quadraten besteht und durch folgende
Permutationen definiert ist:
p1 = (1, · · · , n) p2 = (1, 2)(3, 4)...(2n− 1, 2n)











Die OrigamisO(n) bezeichnet man auch als X-Origamis. Sie wurden zuerst in [Sch05, §4.5] definiert
und deren Veech-Gruppe wurde in [Sch05, §5.2] angegeben.
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Das Origami O(n) hat stets Geschlecht g = n und 2 Verzweigungspunkte der Ordnung n. Die zu
O(n) gehörige Untergruppe von F2 ist H := 〈h1, ..., h2n+1〉, wobei
h2i−1 = x
2i−2yx1−2i, h2i = x
2i−1yx2−2i, für 1 ≤ i ≤ n und h2n+1 = x2n






















Abbildung 7.2.1: Horizontales Schottky-Schnittsystem [ai], zu symplektischem System ergänzt
Ein HSS ist gegeben durch die Kurven
Ki = (2i− 1, xy−1xy) für i ∈ {1, ..., n}.
Wenn wir die Kurven
K ′i = (2i− 1, xy)
hinzunehmen, wird daraus ein symplektisches System. Damit bekommen wir ein Standarderzeugen-
densystem von π1(X) mit Basispunkt in Quadrat 1 der folgenden Form:
ai = vixy−1xyv
−1








i bi = wih2iw
−1
i
für geeignete v1, ..., vn ∈ F2, w1, ..., wn ∈ H und i ∈ {1, ..., n}.
In Aff+(X) haben wir das Element






das sich zu dem Element f̂? ∈ StabAut+(F2(H) mit
f̂? : F2 → F2
x 7→ x, y 7→ x2ny
liften lässt. Wir erhalten
































i · bi · wif̂?(w−1i )
und damit erhalten wir schließlich für den symplektischen Homomorphismus α : π1(X) → Fg mit
α(ai) = 1, α(bi) = γi für i ∈ {1, ..., g}:
α ◦ f∗(ai) = α(ciaic−11 ) = 1
α ◦ f∗(bi) = α(f̂?(wi)h2n+1w−1i · bi · wif̂?(w−1i )) (h2n+1 ∈ Kern(α) nach Satz 4.4)
= α(f̂?(wi)w
−1
i ) · γi · α(wif̂?(w−1i ))
= γi
Die letzte Gleichheit gilt wegen wif̂?(w−1i ) ∈ Kern(α), was aus dem Beweis von Satz 4.9 folgt.
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7.3 Aff+(X) ∩ Modg(α) für ein Schottkyschnittsystem
in Richtung (1, 1)
Es seien das Origami L(2, 2) und der Vektor v = (1, 1) ∈ Z2 gegeben. Wir wollen ein parabolisches
Element A ∈ Γ(L(2, 2)) angeben, das v als Eigenvektor hat, sowie einen symplektischen Homo-
morphismus α : π1(X) → F2 = 〈γ1, γ2〉, sodass für einen Lift f ∈ Aff+(X) von A die Gruppe
Aff+(X) ∩Modg(α) ∼= Z. Dabei sei X die zu diesem Origami gehörende Fläche.
Zunächst bestimmen wir ein Standarderzeugendensystem (a1, b1, a2, b2) der Fundamentalgruppe mit
α(ai) = 1 und α(bi) = γi für i ∈ {1, 2}:
Analog zur Konstruktion im Beweis des Satzes 4.10 erhalten wir aus L(2, 2) durch die Scherung







ein neues Origami L(2, 2)′, wie in Abbildung 7.3.1 oben rechts. Darin finden wir ein Standarderzeu-
gendensystem (α1, β1, α2, β2), sodass α1 und α2 konjugiert vertikal sind (siehe auch Abbildung 7.3.1
unten rechts):
α1 = y−3, α2 = yx−1y−1xy, β1 = yx−1y−1, β2 = y−1x−1y−1x
Sei (a1, b1, a2, b2) dessen Urbild (Abbildung 7.3.1 unten links). Wir haben
a1 = (xy)−3, a2 = xyx−1y−1xy, b1 = xyx−1y−1x−1, b2 = y−1x−2y−1






















Einen Lift f̂? von f nach Aut+(F2), der die zum punktierten Origami gehörende UntergruppeH ≤ F2
auf sich abbildet, erhält man durch den Algorithmus in [Sch05, § 4.1] und anschließender Konjugation
mit x:
f̂? : F2 → F2
x 7→ (xy)3x, y 7→ (yx)−2x−1.
Ein freies Erzeugendensystem von H lautet:
h1 = x
2; h2 = y; h3 = x
−1yxy−1x; h4 = x
−1y2x
Wir erhalten durch das gleiche Vorgehen wie in Abschnitt 7.1:
f∗(a1) = a1; f∗(b1) = b1a1; f∗(a2) = a2; f∗(b2) = b2;
und damit gilt α ◦ f∗ = α.



























































Abbildung 7.3.1: Ein geeignetes Standarderzeugendensystem der Fundamentalgruppe von L(2, 2)
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Abbildung 7.4.1: Das affine Element f
Wir betrachten die Halbtranslationsfläche X , die oben links in Abbildung 7.4.1 und (um 90◦ gedreht)
in 7.4.3 gegeben ist. In Abbildung 7.4.1 ist gezeigt, wie das Element f ∈ Aff+(X), das lokal durch






gegeben ist, auf X operiert und in Abbildung 7.4.3 ist gezeigt, wie das Element g ∈ Aff+(X), das
lokal durch






gegeben ist, auf X operiert. In Abbildung 7.4.5 ist ein symplektisches Erzeugendensystem
(a1, b1, a2, b2) angegeben. Wir werden zeigen, dass das Element g trivial auf der Homologie operiert,
und drei symplektische Homomorphismen α1, α2, α3 angeben, so dass g ∈ Aff+(X) ∩Mod2(αi) für
i ∈ {1, 2, 3}. Außerdem werden wir einen weiteren symplektischen Homomorphismus α4 angeben,
so dass f ∈ Aff+(X) ∩Mod2(α4) liegt, und wir werden zeigen, dass die Eigenwerte von D(f ◦ g)
keine Eigenwerte von Mf◦g = Mf sind. (Da wir uns auf einer Halbtranslationsfläche befinden, sind
nur D(f), D(g), D(f ◦ g) ∈ PSL2(R) wohldefiniert, aber die Eigenwerte von deren Urbildern in
SL2(R) sind bis auf Vorzeichen unabhängig von der Wahl des Urbildes und deshalb kann man auch
bei Elementen aus PSL2(R) von Eigenwerten bis auf Vorzeichen sprechen.) Damit haben wir hier
Beispiele für Elemente in Gruppen der Form Aff+(X)∩Modg(α), sowie Beispiele, die belegen, dass
sowohl Satz 5.7, als auch Korollar 5.5 entsprechend für Halbtranslationsflächen nicht gelten.
In Abbildung 7.4.2 ist ein Erzeugendensystem h1, ..., h5 der Fundamentalgruppe der punktierten
Fläche X∗ gegeben und in Abbildung 7.4.4 ist mit k1, ..., k5 ein weiteres solches Erzeugendensys-

















































Abbildung 7.4.2: Die Operation von f auf π1(X∗) = 〈h1, ..., h5〉












π1(X) erhält man aus π1(X∗), indem man den von den Wegen um die Punktierungen erzeugten








a2 = k2k4 = h3






Umgekehrt können wir auch k1, ..., k5, h1, ..., h5 durch a1, a2, b1, b2 ausdrücken:
h1 = a
−1







h2 = b1 k2
r′1= k−11 k2k3k1 = k
−1



















1 k4 = k
−1









2 k5 = b
−1
2
In Abbildung 7.4.2 ist gezeigt, wie f auf h1, ..., h5 operiert und in Abbildung 7.4.4, wie g auf k1, ..., k5
operiert:
f∗(h1) = h1 g∗(k1) = k1
f∗(h2) = h2h1 g∗(k2) = k2
f∗(h3) = h3 und g∗(k3) = k3
f∗(h4) = h3h4h1 g∗(k4) = k3k4k
−1
3
f∗(h5) = h3h5 g∗(k5) = k3k5k
−1
3


































































Abbildung 7.4.4: Die Operation von g auf π1(X∗) = 〈k1, ..., k5〉





































































g∗(b1) = g∗(k2k3) = k2k3 = b1
g∗(b2) = g∗(k
−1









































1 ) = h
−1
1 = a1
f∗(a2) = f∗(h3) = h3 = a2












Damit ist Mg die Einheitsmatrix, d.h. g operiert trivial auf der Homologie und ist somit in der Torel-
ligruppe. Dieses Beispiel zeigt also, dass Korollar 5.5 entsprechend für Halbtranslationsflächen nicht
gilt. Des Weiteren haben wir
Mf =

1 0 −1 0
0 1 0 −1
0 0 1 0
0 0 0 1
 = Mf◦g.
Damit hat Mf◦g den vierfachen Eigenwert 1. Aber















hat (bis auf Vorzeichen) die Eigenwerte 5 + 2
√
6 und 5− 2
√
6. Damit gilt der Satz 5.7 entsprechend
für Halbtranslationsflächen nicht.
Seien nun die symplektischen Homomorphismen α1, ..., α4 : π1(X) → F2 = 〈γ1, γ2〉 durch die
folgenden Angaben gegeben:
α1 : α1(a1) = γ1 α2 : α2(a1) = γ1 α3 : α3(a1) = 1 α4 : α4(a1) = 1
α1(a2) = γ2 α2(a2) = 1 α3(a2) = γ1 α4(a2) = 1
α1(b1) = 1 α2(b1) = 1 α3(b1) = γ2 α4(b1) = γ1
α1(b2) = 1 α2(b2) = γ2 α3(b2) = 1 α4(b2) = γ2
.
Wir haben
α1 ◦ g∗(a1) = α1(b−12 a1b−11 a−11 b2b1b2b−11 b−12 a1b1) = γ1
α1 ◦ g∗(a2) = α1(b1b−12 a1b−11 a−11 b2a2b−11 b−12 a1b1a−11 b2) = γ2
α1 ◦ g∗(b1) = α1(b1) = 1
α1 ◦ g∗(b2) = α1(b−12 a1b−11 a−11 b2b1b2b−11 b−12 a1b1a−11 b2) = 1
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α2 ◦ g∗(a1) = α2(b−12 a1b−11 a−11 b2b1b2b−11 b−12 a1b1) = γ1
α2 ◦ g∗(a2) = α2(b1b−12 a1b−11 a−11 b2a2b−11 b−12 a1b1a−11 b2) = 1
α2 ◦ g∗(b1) = α2(b1) = 1
α2 ◦ g∗(b2) = α2(b−12 a1b−11 a−11 b2b1b2b−11 b−12 a1b1a−11 b2) = γ2
α3 ◦ g∗(a1) = α3(b−12 a1b−11 a−11 b2b1b2b−11 b−12 a1b1) = 1
α3 ◦ g∗(a2) = α3(b1b−12 a1b−11 a−11 b2a2b−11 b−12 a1b1a−11 b2) = γ1
α3 ◦ g∗(b1) = α3(b1) = γ2
α3 ◦ g∗(b2) = α3(b−12 a1b−11 a−11 b2b1b2b−11 b−12 a1b1a−11 b2) = 1
α4 ◦ f∗(a1) = α4(a1) = 1
α4 ◦ f∗(a2) = α4(a2) = 1
α4 ◦ f∗(b1) = α4(b1a−11 ) = γ1
α4 ◦ f∗(b2) = α4(b2a−12 ) = γ2
Damit liegt g in Aff+(X) ∩Mod2(α1), Aff+(X) ∩Mod2(α2), Aff+(X) ∩Mod2(α3) und f liegt in
Aff+(X) ∩Mod2(α4).
Leider ist g /∈ Aff+(X)∩Mod2(α4) und f /∈ Aff+(X)∩Mod2(αi) für i ∈ {1, 2, 3}. Allerdings kann
man bei Halbtranslationsflächen nicht ausschließen, dass zwei parabolische Elemente mit verschie-
denen Eigenrichtungen in einer solchen Gruppe liegen, die dann in einem solchen Fall auch nicht
zyklisch wäre.
Sei nun eine Halbtranslationsfläche X vom Geschlecht g mit einem symplektischen Erzeugendensys-
tem a1, b1, ..., ag, bg von π1(X) gegeben und sei α der symplektische Homomorphismus, der durch
α(ai) = 1 und α(bi) = γi gegeben ist. Damit ein Element ϕ ∈ Out+(π1(X)) in Modg(α) liegt,
müssen in den ersten g Spalten der Matrix Mϕ, also in den Spalten, die zu Elementen aus Kern(α)
gehören, Einheitsvektoren stehen (Lemma 3.1 d).
Elemente, die trivial auf der Homologie operieren, sind deshalb auch gute Kandidaten für Elemente,
































horizontales Schottky-Schnittsystem (HSS), 42
isomorph, 8
komplexe Dilatation, 10










markierte Riemannsche Fläche, 8
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