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Finite frequency noise in a quantum point contact between helical edge states
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We propose and analyze the non-equilibrium finite frequency current-current correlations as a
mean to characterize the helical nature of the edge states in a quantum spin hall geometry. We show
that the finite frequency noise enables to unambiguously discriminate between the one-particle and
the two-particles processes occurring in the helical liquid for both tunneling or weak-backscattering
regimes.
Introduction Topological insulators have been generat-
ing a huge interest in the condensed matter community
due to their exotic properties. They are electronic ma-
terials characterized by a bulk band gap like a normal
insulator, but with protected conducting edge states.1,2
Following earlier theoretical predictions,3 the 2D topo-
logical insulating state have been realized in HgTe quan-
tum well with an inverted band structure.4 By increasing
the thickness of the HgTe quantum well beyond a critical
value, a standard insulator is transformed into a quan-
tum spin Hall insulator (QSHI) with conducting edge
channels that have been probed by non-local transport
measurements.5 Due to the strong spin-orbit coupling,
the electronic motion in these edge states is locked with
its spin: electrons with opposite spin on one edge propa-
gate into opposite directions.6 These edge states are pro-
tected by time reversal symmetry against single-particle
elastic backscattering. In the presence of electron inter-
actions they form a new class of 1D liquid called heli-
cal Luttinger liquid (HLL).7–9 However, inelastic single-
particle scattering10,11 and two-particles backscattering
processes7,8,12–14 can significantly modify transport prop-
erties of the HLL.
A convenient way to probe the transport properties of
edge states is to use a quantum point contact (QPC) be-
tween two quantum spin hall insulators as depicted in
Fig. 1. Near-equilibrium transport properties for the
HLL have been studied in details in this four terminal
geometry.9,15–17 Given the value of the gate voltage VG,
the QPC can be considered as a perfectly transmitting
(the weak backscattering regime) or a perfectly reflecting
(the tunneling regime) barrier for the edge states. These
two limits are dual of each other. Because of the heli-
cal nature of this 1D liquid, it has been nicely shown in
Ref. [15] that this problem can be mapped to the well-
studied problem of a weak link in a spinful Luttinger
liquid18,19 with the Luttinger parameter in the charge
sector gρ being the inverse of the Luttinger parameter in
the spin sector gσ (we therefore define in what follows
g = gρ = 1/gσ). Despite the existence of this mapping,
both the weak-backscattering limit (corresponding to an
open QPC) and the weak tunneling limit (correspond-
ing to an pinched-off QPC) are stable in perturbation
theory for g ∈ [1/2, 2] which implies the existence of an
intermediate zero temperature fixed point9, as opposed
to the behavior of an impurity in an ordinary Luttinger
QSHI QSHI
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VG
e−process
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FIG. 1. Sketch of the QPC geometry under consideration: In
the tunneling regime, the QPC is pinched off and separates
the two helical liquids
liquid. Furthermore, in addition to single-particle scat-
tering terms which usually dominate transport proper-
ties, it has been shown in [9] that two-particle scattering
terms can play an important role in this QPC geometry.
As we emphasized above, previous studies of trans-
port properties mainly focused on the conductance and
the zero-frequency noise. However, thanks to progress
in on-chip detection of high frequency electronic proper-
ties, finite frequency (FF) transport properties are now
accessible experimentally.20,21 FF noise allows an access
to the real time electron dynamics of the excitations in
the system and may therefore constitute an appropriate
experimental tool to discriminate between one-particle
and two-particle scattering processes22,23. The purpose
of this work is therefore to present theoretical predictions
for the FF noise at finite temperature and in the pertur-
bative regime for the quantum spin Hall bar geometry as
depicted in Fig. 1. At finite frequency ω, the detection
of a current fluctuation by an external circuit requires
the emission of a photon of energy ~ω. At zero temper-
ature and when electrons do not interact, this process is
forbidden as long as (2)eV < ~ω for one-(two)-electron
processes, and when this process is allowed, singularities
are expected in the finite frequency noise. We find that
the single and two-particle processes can be clearly dis-
tinguished in the FF noise (more exactly in its derivative)
2in both the tunneling and weak backscattering regime as
can be seen in Fig. 3 and Fig. 4.
Model and notations We follow Teo and Kane9 and
directly map the problem on the one of a tunneling elec-
tron between spinful Luttinger liquids. The Hamiltonian
of the edge state reads
H =
u
4pi
∫ ∞
−∞
dx
∑
a=σ,ρ
ga(∂xφa)
2 +
1
ga
(∂xθa)
2, (1)
where u is the effective Fermi velocity, φa and ∇θa are
two conjugate fields that describe the liquids and such
that [θa, φb] = 2ipiδa,bθ(x − y) with δa,b the Kronecker
symbol and θ(x) the Heaviside function. We have set
~ = 1 throughout the paper.
The action of the QPC is modeled by a local potential
that respects time reversal symmetry. It has different
relevant terms depending on the strength of Coulomb
interactions and the strength of the gate voltage of the
QPC. If we focus on spin conserved interactions, four dif-
ferent fixed points are found.9 Following the notation of
[9], we denote VCC the perfectly transmitting potential
for both charge and spin sectors, VII the perfectly re-
flecting potential for both sectors, and finally VCI (resp.
VIC) the potential when the QPC is perfectly transmit-
ting (resp. reflecting) for the charge and reflecting (resp.
transmitting) for the spin.
The CC and CI cases correspond to the weak
backscattering regime while the two others to the tun-
nel regime. For all cases, single-electronic processes are
labeled in the following by a e subscript. In the VCC
and the VII cases, two-particles processes have to be also
taken into account and are labeled by the g subscripts.9
The expression for each of these interacting potential,
their renormalization group flow as well as their domain
of validity is detailed in [9].
Last we impose a d.c. bias to the edge fields. In
both conducting limits, the QPC behaves as a capaci-
tance and we assume that the voltage drop takes place
at its edges. This voltage drop can be taken into account
by performing a gauge transformation on the scattering
potential. In the tunneling limit this achieved by chang-
ing θρ(0, t)→ θρ(0, t)−eV t and in the transparent regime
by φρ(0, t) → φρ(0, t) − e
∗V t with e∗ = ge the effective
charge. We deal with the out-of-equilibrium situation by
using the Keldysh path integral formalism.24 The Green
functions of the LL are written:
C
±±
a (x, t) =
1
2ga
ln
(
exp(
2pi|x|
βu )
2
∣
∣
∣sinh2(
pit
β )−sinh
2(
pix
βu )
∣
∣
∣
)
± ipi2gaΘ
(
|t| −
|x|
u
)
,
(2)
C
±∓
a (x, t) =
1
2ga
ln
(
exp(
2pi|x|
βu )
2
∣
∣
∣sinh2(
pit
β )−sinh
2(
pix
βu )
∣
∣
∣
)
± ipi2ga sgn(t)Θ
(
|t| −
|x|
u
)
.
(3)
where the η = ± superscripts labels respectively the
upper and the lower branch of the Keldysh contour.24
ResultsWe now compute for both the tunneling and weak
backscattering regime, the conductance and the noise at
finite temperature, finite voltage and finite frequency for
the QPC.
i) The tunneling regime (II) This phase is stable for
g ∈ [1/2; 2]. Using the same notations as in [9], the
potential VII reads:
VII = te cos(θ˜ρ + ηρ) cos θ˜σ + tρ cos 2θ˜ρ + tσ cos 2θ˜σ, (4)
with θ˜a = (φ
right
a − φ
left
a )/2. The term in te represents
the spin-conserved tunneling of a single electron from one
side to the other and the phase cos θ˜σ is fixed by time-
reversal symmetry. The phase ηρ is arbitrary. tσ and tρ
are associated with two-electron processes: tσ represents
an exchange of an electron on each side of the barrier
and tρ the tunneling of two electrons of opposite spin on
the same liquid to the other side of the barrier. From
this analysis, it is obvious that only ρ− and e− processes
will contribute to the tunneling current. We define the
tunneling current operator as the following quantity:
jηT (t) = −
e
~
∫
dτ
δVαα′ [θ
η
ρ(τ) + e
∗V (τ)]
δθηρ(t)
. (5)
The tunneling current IT is then defined as the average
value of the previous quantity:
IT = e
(
2t2ρΓ1/g(2eV ) + t
2
eΓg˜(eV )
)
, (6)
with g˜ = (g + g−1)/4 and:
Γg(E) =
2piβ
Γ(4g)
(
piα
βu
)4g ∣∣∣Γ(2g − iβE2pi )∣∣∣2 sinh(βE2 ) , (7)
where α is the interatomic distance and (piα/βu) a high
energy cut-off. We also introduce a phenomenological
parameter τ = (tρ/te)
2 factor that compares the rela-
tive probability of each process. The two Γ terms in Eq.
(6) can be interpreted as the probability for a charge or a
pair of charge to tunnel through the QPC. These two pro-
cesses have significantly different power laws with respect
to the bias V . Single electron processes (associated with
te) follow a V
2g˜−1 power law, whereas the two-electrons
processes ( the tρ term) follow a V
4/g−1. These different
scaling behaviors are manifest in the differential conduc-
tance G(g, V ), which is plotted as a function of βeV in
Fig.2. In this figure two regimes clearly emerge: the high
temperature regime (βeV ≪ 1) for which the current
is temperature driven and linear, and a low tempera-
ture regime βeV ≫ 1 for which the current is driven by
Coulomb interactions. Depending on the values of the pa-
rameter τ and of the voltage, the leading mechanism will
either be e− processes (dotdashed lines) or ρ−processes
(full lines). The distinction can be made only by a precise
analysis of power law exponents which may be experi-
mentally difficult. Moreover, the approximations used to
3obtain these results bound us to voltage much smaller
than the Fermi energy. Besides, at frequencies larger
than the level spacing in the QPC, non-local transport
features need to be taken into account25,26 which may af-
fect power laws and make the distinction between single-
and two-particles processes even more laborious.
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FIG. 2. Ratio between the differential conductance and its
value at zero bias as a function of βeV at fixed β for different
values of g and different ratio of τ = (tρ/te)
2. This plot is
done for g = 1.5 (thick lines)and for g = 1.4 (thin lines), for
τ = 1 (full lines), τ = 1/5 (dashed lines) and τ = 0 (dotdashed
lines).
To go beyond this difficulty we compute the FF tun-
neling noise, which should be zero as long as eV < ~ω
(2eV < ~ω) for e−process (ρ−process)27. Therefore if
the latter is to be of any importance, a singularity in the
noise derivative should appear at 2eV = ~ω. In addi-
tion, by arbitrary fixing the finite frequency (much larger
than temperature to be in the quantum regime), we can
probe high voltage regimes where ρ-processes are likely
to be of greater significance. The tunneling noise reads
ST = 〈jT (t)jT (0)〉−〈jT (0)〉
2. Note that we are only con-
sidering local current-current correlations in this work.
We can neglect the second term which is of fourth order
in ta to obtain:
ST (ω) = 4e
∑
η
coth(β(ω + ηeV ))t2ρΓ1/g(ω + 2ηeV )
+8e
∑
η
coth(β(ω + 2ηeV ))4t2eΓg˜(ω + ηeV ).
(8)
At first order in perturbation theory, there is no corre-
lation between single and two-particle scattering modes.
The noise can be considered as the sum of two indepen-
dent sources, one due to e- and another one due to ρ−
processes. Despite the out-of-equilibrium situation, we
notice that there is a fluctuation-dissipation relation be-
tween noise and current for each process as this has al-
ready been reported in other systems28. In both cases, a
singularity appears respectively at eV = ω and 2eV = ω
whose size depends on the strength of each scattering
processes. This singularity is apparent at g = 2 for
ρ−processes and at g = 1 for e−processes. As it is
rounded off by temperature and interactions, this sin-
gularity appears more clearly on the noise derivative as
can be seen on Fig. 3 (note that the derivative of the
FF noise was the quantity directly extracted experimen-
tally in Ref. [21 and 27]). For e−process, the noise
derivative power law is always smaller than one, mean-
ing the singularity cannot be completely blurred out by
interactions. Therefore if ρ−processes are negligeable,
experimental measurements should recover results simi-
lar to the one from Ref[27]. For ρ−processes, the noise
can follow a V 4/g−1 power law. Its singularity compared
to the competitive process singularity will be burred if
log(τ) ≫ 4(g˜ − g−1) log(2~ω). However, the ρ−process
singularity appear more patently when higher derivatives
of the noise are plotted. ii) The weak backscattering
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FIG. 3. Ratio between the noise derivative at finite frequency
and the noise at zero bias and finite frequency as a func-
tion of βeV for different values of g and different values of
τ = (tρ/te)
2. This plot is done for βω = 30, g = 1.6 (thick
lines)and for g = 1.7 (thin lines), for τ = 1 (full lines), τ = 1/5
(dashed lines) and τ = 1/50 (dotted lines).
regime (CC) The CC phase is also stable for g ∈ [1/2; 2]
and the interacting Hamiltonian due to the QPC reads
now:
VCC = ve cos(θ˜ρ+ηρ) cos θ˜σ+vρ cos 2θ˜ρ+vσ cos 2θ˜σ, (9)
where te represents the elementary tunneling of a charge
at the QPC (e−process). The vρ term involves the
backscattering of a pair of electron (ρ-process) of oppo-
site spin and vσ embodies the tunneling of a unit of spin
from the right to the left moving channels and a tunnel-
ing of charge 2e∗ between the top and the bottom edges.
Again, the two processes can contribute to the backscat-
tering current are ve and vρ. In the weak backscattering
case, the current can be written as the contribution of
the bare current I0 = 2V/RK with RK the von Klit-
zling resistance and the weak backscattering current IB :
I = I0− IB. The backscattering current operator can be
defined as:29
jηB = −
e
~
lim
J→0
∫
dτ
δVCC [θ
η
ρ(τ) + e
∗V τ +AJ (τ)]
δJ(t)
, (10)
4with:
AJ (τ) =
∫
dτ ′
(
CKρ (τ − τ
′) + ηiCAρ (τ − τ
′)
)
J(τ ′), (11)
where CK and CA are respectively the Keldysh and the
advanced Green functions. The tunneling current is then
defined as the average value of Eq. (10) and can be com-
puted following [29]:
IB(V ) =
1
2
∑
η
∫ ∞
−∞
dt′∂tC
R
el (t− t
′)〈jηB〉(t
′), (12)
where CRel (t) = 2gR
−1
K θ(t). At first order in perturbation,
the current is time independent and IB = 〈jB〉(0) writes
as
IB(V ) = 2e
(
v2ρΓg(2e
∗V ) +
v2e
2
Γg˜(e
∗V )
)
. (13)
This is worth emphasizing that the backscattering cur-
rent can be directly recovered from the tunneling case
(II) by performing the transformation g → 1/g. The
e-processes scattering are invariant under such transfor-
mation and thus remain unchanged compared to the tun-
neling case. However the underlying physics is different
since the spin and the charge have exchanged their role
in the enhancing of the current. Besides, since the do-
main of stability of the (II) and (CC) phase is symmetric
under this transformation, Fig.2 represents as well the
differential back scattering conductance for g = 1 and
g = 1.4. The main difference between the two conduct-
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FIG. 4. Ratio between the sum of the SA and the SC noise
derivative at finite frequency and their value at zero bias and
at finite frequency as a function of βeV for different values
of g and different ratio of τ = (tρ/te)
2. This plot is done for
βω = 30, g = 0.6 and for τ = 1 (full line), τ = 1/5 (dashed
line) and τ = 1/50 (dotted line).
ing limits lies in the second cumulant. As shown in [29],
it is the contribution of three different sources: S0, the
bare current-current correlations, SA, the backscattering
current-current correlation or shot noise, and SC , which
embodies retarded effects of the backscattering current
on noise. They can be compactly expressed in the case
of a Luttinger liquid as:
S0(ω) = (eω)
2CKρ (ω), (14)
SA(ω) = ev
2
ρ
(
ωCR(ω)
)2∑
η
coth (β(ω + 2ηe∗V )) (15)
×Γg(ω + 2ηe
∗V ) +
ev2e
4
(
ωCR(ω)
)2
×
∑
η
coth (β(ω + ηe∗V )) Γg˜(ω + ηe
∗V ),
SC(ω) = −eω
2CKρ (ω)C
R
ρ (ω)
∑
ηη′
η′IB(η
′ω + ηgeV ).(16)
Depending on the strength of interactions, bias and fre-
quency, the excess noise is mainly due to shot noise.29
Again, singularities appear respectively at e∗V = ω/2
and e∗V = ω as can be observed on Fig.4.
iii) The (IC) and (CI) cases We finally briefly comment
on the (IC) and (CI) cases. The (IC) fixed point is stable
for g < 1/2. In this regime, the scattering potential only
contains single-electronic terms.9 The tunneling current
and the shot noise can be thus obtained directly from the
II case by only keeping e−process terms and by setting
g˜ = 1/4g. Similarly the (CI) case (which is stable for
g > 2) is obtained in a similar way where one has to set
g˜ = g/4 and change e into its effective charge e∗ = ge.
Summary To summarize, we have shown in this work
how the FF noise enables a clear distinction between
one-particle and two-particles scattering processes. For
both the tunneling and weak-backscattering regimes,
these processes manifest through a singularity at either
eV = ~ω (one particle) or eV = ~ω/2 (two-particles) as
can be for example seen in Figs.3 and 4.
Notes added During the final course of preparation
of this manuscript, we notice Ref.[30] which has partial
overlap with the present work.
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