Abstract This paper reviews the literature on tactual perception. Throughout this review, we will highlight some of the most relevant aspects in the touch literature: type of stimuli; type of participants; type of tactile exploration; and finally, the interaction between touch and other senses. Regarding type of stimuli, we will analyse studies with abstract stimuli such as vibrations, with two-and threedimensional stimuli, and also concrete stimuli, considering the relation between familiar and unfamiliar stimuli and the haptic perception of faces. Under the ''type of participants'' topic, we separated studies with blind participants, studies with children and adults, and also performed an overview of sex differences in performance. The type of tactile exploration is explored considering conditions of active and passive touch, the relevance of movement in touch and the relation between haptic exploration and time. Finally, interactions between touch and vision, touch and smell and touch and taste are explored in the last topic. The review ends with an overall conclusion on the state of the art for the tactual perception literature. With this work, we intend to present an organised overview of the main variables in touch experiments, compiling aspects reported in the tactual literature, and attempting to provide both a summary of previous findings, and a guide to the design of future works on tactual perception and memory, through a presentation of implications from previous studies.
Touch is relevant in everyday tasks, and haptic memory allows us to remember the feeling of objects and the touch of other people and is crucial in our everyday life. From picking a coin from our wallet to evaluating the force we need to apply to open a door, we rely on touch in various everyday tasks. Touch has been a relatively unattended sensory modality in cognitive research. Some studies have developed research on touch, but most of the touch literature is driven by perception research, attempting to compare touch with other sensory modalities.
When we think about touch, we have to comprehend it as a complex system with more than one sense: touch involves pain perception, temperature perception, proprioception, kinaesthetic perception and tactile perception. In the touchrelated literature, the concepts tactile, haptic and tactual are common and are often presented as synonymous, although they have been defined as distinct concepts previously (e.g., Loomis and Lederman 1986) . In the present work, we will use them as distinct concepts. Tactile perception refers to the extraction of material properties from the stimuli, such as texture, that are distinct from geometrical properties, such as shape, that usually require a more active interaction with the objects (Lederman and Klatzky 2009 ). Tactile perception results from cutaneous variations only (Loomis and Lederman 1986) and is associated with situations of passive touch, in which the participants cannot explore the objects, keeping their hands or fingers still while the stimuli are pressed against their skin. However, most stimulus properties are extracted through a combination of cutaneous and movement cues; this combination results in more than just a sum of kinaesthetic and tactile inputs, in the sense that only a complex integration of these cues allows the perception of objects in space and in relation to each other (Kaas et al. 2008) . This type of perception through touch is called haptic perception (Loomis and Lederman 1986) . Haptic perception is the most natural form of perception through touch and is more related with free exploration procedures. Finally, the term ''tactual perception'' is a more generic concept and refers to all types of perception derived from cutaneous (tactile) and kinaesthetic (movement) cues and is used to describe overall perception by touch, regardless of experimental conditions and can be assumed as a synonym of touch.
This literature review aims to contribute to the systematisation of information about touch by analysing the main variables manipulated within perceptual paradigms, namely the interactions of touch with other senses, the type of stimuli, the type of participants and the tactile exploratory conditions.
Type of stimuli: abstract stimuli
A critical review of studies with abstract stimuli will be presented. Abstract stimuli are here defined as uncommon and unnameable stimuli that are not usually available in our everyday experience and are frequently created in the laboratory in order to evaluate specific features of tactual perception and cognition. This section is divided in two parts: first, studies with vibration stimuli and second, studies using two-dimensional and three-dimensional stimuli are reported.
Vibrations
The use of vibrating stimuli in tactile research has been common in the definition of tactile thresholds (e.g., Hagander et al. 2000) , tactile masking paradigms (e.g., Craig and Evans 1987) or tactile pattern perception (e.g., Cholewiak et al. 2001) . Vibrations have also been studied under more applied areas, for instance the use of vibration as warning signals in driving (e.g., Ho et al. 2006; Spence and Ho 2008) . Also, the perception of vibration has allowed the development of communication systems for sensorydeprived subjects, such as the Tadoma system, a system by which deaf-blind subjects are able to perceive speech by placing their hands on the speakers face and feeling the vibrations (e.g., Sherrick 1975) .
Vibration is useful in the perception of roughness, and Katz (1925 Katz ( /1989 mentioned the involvement of the sense of vibration in tactile perception. Lederman et al. (1982) confirmed the relevance of vibration in roughness perception and argued that vibration allowed continuous activation of the mechanoreceptors of the skin, facilitating texture perception.
Vibrotactile stimulation has also been used within working memory paradigms. For instance Bancroft and Servos (2011) , using a matching to sample paradigm, explored interference effects in working memory.
Participants had to determine whether two separate vibrotactile stimuli had the same frequency or not. Between the two stimuli, an interfering distractor was introduced. Results showed that the frequency of the distractor affected performance, with trials in which the distractor was more similar to the probe having more errors than trials in which the distractor was more similar to the target. The authors assume that the distractor was overwriting the probe stimuli and argue in favour of an overwriting system to explain interference effects in working memory.
The use of vibrotactile stimuli, although more common in physiological (e.g., Verrillo 1968) or psychophysical (e.g., Verrillo and Gescheider 1975) procedures, is also reported in perception and memory research, allowing the study of touch within controlled exposition conditions. Vibrations have the advantage of being a highly controlled stimuli in touch since the experimenters can strictly define where the vibration is applied, when the vibration is applied, its frequency, the size of the stimulated area and the duration of the stimulation.
Two-dimensional and three-dimensional stimuli
Aiming to evaluate tactual perception and cognition in isolation, many researchers have chosen to collect data using artificial stimuli created in the laboratory. These stimuli, either two-or three-dimensional, allow absolute control of stimuli properties and are very useful to understand how people discriminate single features of the objects, or how different properties are weighted and integrated.
Regarding two-dimensional stimuli, two main types of stimuli can be found: raised line drawings or haptic pictures, which consist of the presentation of the contours of a drawing in a higher level to the background; and tactile scenes, presentation of matrices or other complex stimuli that can only be explored in two dimensions. Plaisier et al. (2008) have explored the pop-out effect on haptics. The pop-out effect has been studied in vision and refers to the easier detection of a stimulus among others in a visual search: for instance, detecting a red stimulus among green ones. In this first study on haptic pop-out (Plaisier et al. 2008) , it was shown that a rough item among fine items in a matrix was detected faster than the inverse, demonstrating the existence of a pop-out effect in haptics. Analysing bilateral symmetry, Ballesteros et al. (1997) reported that for raised line shapes, perception of asymmetry was better than perception of symmetry when participants could explore the item with only one finger and that bimanual exploration facilitated symmetry judgments, but not asymmetry ones. For unfamiliar three-dimensional stimuli, single hand and bimanual explorations did not differ, and symmetry judgments were very accurate.
The variability of three-dimensional abstract stimuli is higher than in two-dimensional stimuli, and these types of stimuli can be geometrical or abstract forms built in various materials (e.g., plastic, wood, metal) or stimuli created from the combination of toy construction blocks. Kiphart et al. (1988) used three-dimensional uncommon (hardly nameable) geometrical plastic shapes (stimuli from the ''Superfection'' game) and reported a hit rate of 93 % in haptic recognition, with false alarms being virtually nonexistent even for delays as large as 40 s between item presentation and recognition for a total of 30 objects. In a later study (Kiphart et al. 1992) , the authors reported high discriminability measures, even when the stimuli were attached to a base, and the participants only had 3 s to explore them.
Regarding the discrimination of Gaussian-like shapes, attending to amplitude and width parameters Louw et al. (2002) showed that participants were able to haptically discriminate up to 300 shapes, being better at discriminating sharp from smooth Gaussian curves than at discriminating between small and large ones. The authors concluded that the estimation of width was central for the discrimination of shape.
Using three-dimensional objects, van der Horst et al. (2008) explored the effect of curvature in haptic perception. The participants were asked to differentiate cylinders with a circular versus an elliptical base and to discriminate square from rectangular cuboids. Results showed that the base ratio to perceive objects with curvature was smaller than the needed ratio to perceive cuboid differences, suggesting that curvature is a relevant cue in haptic experience, facilitating object perception.
According to Klatzky et al. (1985) , this group of studies on touch using abstract stimulation, might be contributing to an underestimation of haptic abilities. To these authors, a main distinction between abstract and everyday objects' perception and recognition rises from the concept of pattern recognition. Everyday objects are perceived as patterns and analysed as a whole, while abstract stimuli are perceived as a sum of different features (Klatzky and Lederman 2003) . They argue that haptic recognition of everyday objects entails an apprehension of tactile patterns that is achieved through both bottom-up and top-down processes, and these aspects differentiate haptic perception from the simple categorisation that is typical in the perception of abstract stimuli (Klatzky et al. 1985) .
Experiments with two-and three-dimensional abstract stimuli are very useful to analyse haptic evaluation of specific properties, allowing an estimation of the impact of each tactual feature in the overall perception of the stimuli, and as such contributing to a deeper understanding of how people perceive and process everyday tactual stimuli.
This section presented an overall scenario of research with abstract stimuli, showing that these type of stimuli contribute to a detailed analysis of tactual processes, allowing for a greater control of experimental conditions, such as manipulation times or stimuli variability. However, these techniques remove crucial cues from haptics such as material properties (e.g., texture or weight information), and as such might be resulting in an estimation of tactual ability that does not necessarily correspond to performance in optimal conditions with free manipulation and complex objects. The following section will explore performance with concrete stimuli.
Type of stimuli: concrete stimuli
This section regards performance with concrete stimuliusually three-dimensional and common stimuli-evaluating differences between familiar and unfamiliar stimuli and more recent topic: the tactual perception of faces.
Familiar and unfamiliar stimuli Bülthoff and Newell (2006) presented a thorough review on the role of familiarity in the perception of objects, faces and movement. The authors concluded that stimulus familiarity is a central feature in perception and that people are more efficient responding to learned than unknown objects, which led the authors to assume that our perceptual system is organised through these familiar stimuli or events.
A study with 5-year-old children showed that they were very good at haptically recognising a list of 16 unfamiliar objects (e.g., segments of other objects), and their performance was optimal in the familiar objects' set, with children being able to correctly recognise about 15 out of 16 presented objects (Bushnell and Baxt 1999) . Also Lacey and Campbell (2006) , in a study with adults in a crossmodal visuo-haptic paradigm, reported that participants were able to recognise between 15 and 16 objects in a 16-object set for familiar items and around 13-14 objects in unfamiliar object trials. In two recent functional magnetic resonance studies Deshpande et al. 2010) , the authors argued that crossmodal visuo-tactile interactions in the brain are modulated by the item's familiarity, when they found that the activation overlapping between haptic and visual trials was bigger for familiar than unfamiliar objects.
A series of studies has also shown that people have preferred ''views'' or perspectives to perceive objects by touch. These views are called canonical views and had been studied in vision, with people being more effective at recognising objects presented from a familiar perspective than when presented in a different orientation (Newell et al. 2001) . Under free exploration conditions, participants still preferred the haptic canonical view to manipulate objects and the hands favoured a ''back'' perspective instead of the ''front'' perspective, typical of vision (Newell et al. 2001) . Participants showed coherence in the selection of haptic canonical views, either for familiar or for unfamiliar stimuli, and these perspectives allowed a better recognition performance (Woods et al. 2008 ). The viewpoint dependency in touch is verified either for stimuli learned in the experimental task or for everyday stimuli and is mediated by task difficulty, with the most difficult discrimination tasks being more impaired by changes in stimuli perspective (Lawson and Bulthoff 2008) . Even within the viewpoint or orientation procedures, differences can be found between familiar and unfamiliar objects (Craddock and Lawson 2008) , with objects' recognition being dependent on the orientation in which stimuli were presented, for both types of objects, but with larger errors for unfamiliar than for familiar objects.
Haptic recognition of familiar objects is also sensitive to size and shape changes (Craddock and Lawson 2009b) . In this study, participants were asked to recognise objects based on identity and ignoring size or shape variations. Results showed that generalisation occurred in touch, but there was a cost, since participant's recognition performance was lightly impaired in trials in which a change was present. Klatzky et al. (1985) had shown touch to be an effective and highly accurate system in the perception of familiar everyday objects and had defined that people need about two to 3 s (sometimes less) to be able to identify a stimulus presented through touch only. A later work (Klatzky and Lederman 1995) revealed that participants were able to identify familiar objects without any cues with presentations as short as 200 ms, with an accuracy level of 20 %. When analysing the errors, the authors found that the most typical errors corresponded to identifications of other items similar to the target (e.g., identifying a pencil as a pen).
Familiarity is a central variable in tactual cognition, and the ability of the haptic system in recognition and perception of these stimuli must be explored, since it can provide valuable information to the understanding of touch.
Faces
The representation of faces has been considered distinct from the representation of other stimuli (Kanwisher 2000) . Most studies on face perception and recognition have been conducted within the visual modality (e.g., Bruce and Young 1998) , but in recent years, the study of haptic facial recognition has produced interesting results. Kilgour and Lederman (2002) reported a study with three conditions: haptic study and recognition of live faces, haptic study and recognition of facial masks, and visuo-haptic study of live faces with haptic recognition. Results showed that participants were able to correctly identify unfamiliar faces by touch only with rates of about 80 % for the first condition, about 70 % in the second and about 60 % in the last. The last two conditions with haptic recognition of facemasks implied a loss of material cues of the stimuli and participants had to perform their evaluations based on geometrical cues only. Since material cues are central in haptic recognition , this is an expected result.
Also, people can recognise facial emotional expressions by touch only, whether touching facemasks or people interpreting the emotional expression (Lederman et al. 2007 ). In the same study, haptic recognition of emotional facial expressions was analysed comparing dynamic (expressions made by actors) and static (masks representing emotions) emotional faces. The hypothesis was that if participants can recognise the haptic and tactile inputs of an emotional face, they should be able to correctly identify the six universal expressions of emotion (Lederman et al. 2007) . Results revealed that participants were better at recognising dynamic than static emotional expressions and that happiness, sadness and surprise were easier to recognise by touch than anger, disgust and fear. Casey and Newell (2005) studied familiarity in haptic recognition of faces and concluded that participants were not able to haptically recognise their own face, although visual priming of their live face facilitated the task. In a second experiment, the authors reported that familiarisation with a group of unknown faces improved crossmodal recognition (Casey and Newell 2005) . In a later study (Casey and Newell 2007) , the authors concluded that face representations were modality-specific, although configurational properties of the faces seemed to be shared between vision and touch (in opposition to feature information).
The relevance of familiarity in face perception has also been pointed out by Bülthoff and Newell (2006) , arguing that familiarity is a central process in human perception and that familiar stimuli always present better learning and recognition performance.
The haptic system appears to be a valuable perceptual resource, yielding surprisingly good performance even in tasks that are not familiar or recurrent in everyday experience, such as recognising a face or identifying an emotional expression through touch only.
Object familiarity is a crucial dimension for touch as well as for other sensory modalities, confirming the familiarity advantage as a general principle of cognitive processing. As shown, familiarity produces enhanced performances, even in unfamiliar tasks, as the haptic recognition of a face or a facial expression of emotion. The distinction between tasks with familiar and unfamiliar stimuli also translates this tendency to find patterns and to organise and process stimuli according to previous cognitive rules and schemas in touch as well as in other sensory modalities.
Type of participants
Next, we will present a set of experiments according to the type of participants that were selected. In tactual research, blind participants have been a relevant group, generating an interesting amount of results; next, we will present results obtained in studies with children and infants, and finally, we will evaluate the relevance of considering sex differences in tactual performance.
Blind participants
Historically, the study of touch and blindness has roots in philosophy, medicine and psychology. The idea of enhanced tactile and auditory perception in blind subjects (e.g., Cattaneo and Vecchi 2011) and the notion of sensory substitution (e.g., Bach-y-Rita 1972) are common in the literature. However, research shows that information from different sensory modalities is not always easily interchangeable (e.g., Röder and Rösler 2004) .
Authors have considered the study of haptic perception with blind participants as relevant because studies with sighted participants might be resulting in an underestimation of haptic abilities (Heller and Ballesteros 2006) , since there are reports of enhanced haptic sensitivity in the blind (e.g., Sathian and Prather 2006) . Research with blind participants has suggested that they have better performance in haptic tasks than sighted participants, for instance blind participants were faster in a task that required matching of geometrical shapes to its cut-offs , but this advantage is not always present. In a study considering the discrimination of texture, grating orientation and vibrotactile frequency, blind participants showed an advantage only for texture discrimination, revealing equivalent performance to sighted participants in the other two tasks (Alary et al. 2009 ).
Many authors have emphasised the role of practice in performance for touch (e.g., Cohen et al. 2011) , and within this perspective, one must consider that blind participants have a larger experience in perceiving objects mainly by touch than sighted participants, and this familiarisation might be modulating the results, at least for experiments in which the stimuli are common or familiar stimuli.
However, Abramowicz et al. (2010) have shown that with the presentation of highly unfamiliar and uncommon stimuli, blind and sighted participants show equivalent learning rates. In this study, the authors showed that it was possible to perceive emotional facial expressions through schematic raised line drawings. Another central conclusion of this study was that blind participants could be trained to detect emotional facial expressions. Also, in a study, comparing performance in haptic recognition of twodimensional patterns with early-blind, late-blind and sighted participants, it was described that the three groups had similar rates of performance, although participants were reporting different memory strategies when encoding the stimuli (Picard et al. 2010) .
The comparison of blind and sighted participants in an angle discrimination task showed better performance of the blind participants' group (Alary et al. 2008) . Participants had to touch two-dimensional angles with one finger and evaluate which one was the largest. Blind participants consistently revealed lower thresholds for angle discrimination. In a later study (Alary et al. 2009 ), the authors aimed to generalise this finding to other discrimination tasks and reported that the blind participants' advantage was not task independent. In this study, there were no differences between the groups (composed by the same participants who collaborated in the earlier study) in haptic perception for a grating orientation task and for a vibrotactile frequency task. However, blind participants performed better in a discrimination of texture task, which the authors attributed to the possible similarity between the presented dotted textures and Braille characters.
Blind participants have shown faster performance in shape correspondence task . In this study, in a speeded task in which participants were asked to match shapes to their negative in a board as fast as possible, the blind participants' group was faster, but not more accurate than the sighted participants' group. However, in a non-speeded task, no differences were revealed between the two groups.
In a study on haptic concepts (Homa et al. 2009 ), four groups (blind participants, sighted blindfolded participants, sighted and touching participants and sighted only participants) were asked to perform classification and recognition tasks with a set of objects varying on texture, shape and size. Results revealed that all participants took approximately the same amount of time to learn the categories. However, blind participants differed from the other groups by presenting fewer false alarms to new patterns that belonged to the category, and revealing more false alarms to the category prototype, which was falsely recalled in all trials. Stevens et al. (1996) showed that tactile acuity decreased as a function of age at the same rhythm for sighted and blind participants, resulting in slower Braille reading in the blind participants' group.
Equivalence from spatial processing in vision and touch has also been reported in research with blind participants. For instance, learning of maps through vision in sighted participants or through touch in blind participants showed similar results, suggesting that haptic information does not need to be translated into visual codes and had direct access to spatial processing (Giudice et al. 2011) . Pring and Rusted (1985) showed that blind children could benefit as much from haptic pictures as sighted children benefit of visual pictures in educational settings. Children either heard a description of a rare animal or haptically explored a picture of the animal, and results showed that children in the second condition were able to remember more information about the animals.
Another interesting and large group of results reported the existence of visual imagery in blind participants, questioning the notion that imagery is visual in nature, and suggesting the existence of shared components between vision and haptics (e.g., Zimler and Keenan 1983 ; and for a review ). According to some authors, mental imagery has to be understood as a group of complex processes that generate representations, and not only as a perceptual trace. From this point of view, mental images do not need to be visual in nature and can be elicited by other sensory modalities (e.g., Cornoldi et al. 1998) .
The previously presented studies allow the clarification of some concepts and permit a better understanding of how the brain works and adjusts to sensory deprivation. Studies with blind subjects make it possible to conceive a scheme of the brain where perception is not dominated by vision, and in which other sensory modality processes can be explained without the need to hypothesise the conversion of information to visual codes, even when we are talking about mental images.
Overall, some studies with blind participants have suggested advantages in haptic perception when compared to sighted participants (e.g., Heller and Ballesteros 2006) . Nonetheless, the role of experience and familiarity has to be considered in data interpretation and performance of blind and sighted subjects in conditions that are novel or highly familiar for both groups, as well as conditions that are highly familiar to both, seems to be largely equivalent.
Children
Developmental approach to touch is interesting to understand how human perception evolves through life span and can also provide some insight into how information acquired by touch is processed and weighted at different ages.
Studies with very young children (before the development of language) are relevant because they allow access to truly perceptual tactile features, since young children are not capable of semantically or verbally encode or rehearse the stimuli (Gallace and Spence 2009) . There are some studies regarding touch in newborns and infants, mainly recurring to the novelty paradigm. This paradigm is based on the conclusion that babies tend to be attracted by new stimuli and was designed on the assumption that the time a child spends exploring a stimulus provides a measure of its novelty. Longer exploration times indicate the stimulus is being perceived as new. With the novelty paradigm, the existence of some form of tactile memory has been reported in children as young as two months old (Lhote and Streri 1998) , and even newborns were capable of detecting changes in two stimuli with either hand (Streri et al. 2000) . Also, Catherwood (1993) , in a study with infants with about eight months of age, showed retention of tactile information for both shape and texture with immediate recognition, for shape and to lesser extent texture after a delay and only for texture in interference conditions. Corbetta and Snapp-Childs (2009) highlighted the role of touch in early development, considering that coordination between touch and vision is crucial to maintain an interaction with the surrounding stimuli, and trying to analyse the relative weight of tactile and visual experience in the modulation of grasping, reaching and other objectoriented motor responses of six-to nine-month-old children. Results showed that younger children did not adapt their movements according to previous experience with the stimuli, but older children did, relying first on touch information and later more in visual cues to match their movements to the specific objects, based on previous experience with them (Corbetta and Snapp-Childs 2009) . Bigelow (1981) reported a study with two groups of children, one with children around two and a half years old and the other with children of 5 years old and asked them to haptically identify miniatures of small objects (e.g., doll's spoon), miniatures of large objects (e.g., doll's sofa) and small objects in real size (e.g., key). Older children were better than younger children in all conditions, and both groups were better at identifying small objects in real size than either of the two other object sets. Curiously, the younger children were able to identify more small miniaturised objects than large miniaturised objects, a pattern that was not observed in older children. The author concluded that younger children had more difficulty in haptically perceiving and exploring objects they cannot compare in real size, and the greater difficulty in identifying the miniatures of large objects was a consequence of lack of experience of haptic exploration of the objects in real life. As for the older children, their crossmodal abilities were more developed, and they were able to identify the objects by translating the visual information from real life to haptic information. Bushnell and Baxt (1999) in a recognition study with familiar (e.g., toothbrush) and unfamiliar (e.g., feather boa) objects with a group of 5-year-old children reported a ''remarkably good'' haptic memory, nearly perfect for familiar objects and excellent for unfamiliar objects as well.
The exploratory procedures of children up to 11 years old did not seem to be strictly object-or property-dependent (Hatwell 2003) , with children performing the same movements, independently of the given instruction, while adults adjusted the exploratory procedures both to object and to task specificity. Haptic perception relies highly on movements and intentional exploration, and as such is dependent on the development of the motor system; likewise, the development of cognitive abilities like working memory is important to adjust, maintain and bind acquired information that allows haptic perception and motor optimisation of the manipulation procedures (Hatwell 2003) .
Children show the ability to retain haptic specific information from birth and seem to initially use mainly motor and haptic features to guide objects' exploration. However, the accuracy in haptic recognition of unfamiliar items and the ability to adjust exploration procedures seem to develop later.
Sex differences
Literature on touch and sex differences appears mainly in social and interpersonal research, analysing touch as a form of communication (e.g., Gallace and Spence 2010; Jones 1986; Stier and Hall 1984; Willis and Hofmann 1975) . However, other studies have explored sex differences in touch within experimental tasks. Bardwick (1971) presented a review of studies about tactile perception in females and concludes that the evidence for sex differences was scarce and incongruent, and for that reason argued in favour of assuming no differences in performance. Researchers have discarded sex differences analysis from their works, and research on haptic perception has focused in establishing general rules of processing, regardless of the participants' sex. However, some studies can be identified in which sex differences are reported. Heller et al. (2010) explored differences between women and men in a study in which participants had to detected changes of position in raised line drawings presented in a matrix. Results revealed that female participants presented better results than male participants, but these differences disappeared in more difficult tasks. Overall, the reported sex difference was small and congruent with the differences found in vision for a similar task.
Analysing the perception of tactile simultaneity of pairs of stimuli did not result in consistent sex differences between participants, reporting that male performance was faster, but not in all conditions (Geffen et al. 2000a, b) .
Using positron emission topography, Sadato et al. (2000) described differences between men and women in the activation of the dorsal premotor cortex, which was asymmetrical in men but symmetrical in women. The authors concluded that this might suggest differences between the groups in tasks such as discrimination through active touch, where inter-hemispheric connection would be stronger in women, facilitating performance.
In haptic orientation perception, differences were found between male and female participants . In this study, participants were distributed through three experiments, in which they were asked to touch a fixed plastic bar with one hand and orient a movable plastic bar with the other hand in a way that both bars were parallel (Experiment 1); use one hand and, considering the bar as a pointer in a clock, provide a verbal answer identifying the represented minutes for each orientation (Experiment 2); orient a bar as a clock pointer according to the verbal indication of the experimenter (Experiment 3). Results showed that males were more accurate in parallel setting and haptic orientation perception.
Although there are some studies reporting differences between male and female participants in some specific haptic tasks, this variable has not been part of most systematic studies on touch. In addition, experimental results of sex differences manipulations are not very clear, usually presenting small or inconsistent effects.
The study of touch according to the participants' group can add relevant knowledge. Studies with blind participants allow the evaluation of touch performance in individuals with a high degree of specialisation and experience in tactual interaction of stimuli, and a clear analysis of tactual performance without visual mediation that is not available in blindfolded sighted participants. Experiments with children and infants can bring an interesting development perspective to how we touch and how we perceived touched stimuli and can even allow the evaluation of tactual perception independently of verbal mediation (with preverbal infants). Finally, the summary of research directly addressing sex differences in touch revealed that this dimension is still unexplored and that the few studies that address it do not seem to imply a systematic effect of sex in tactual perception.
Type of stimuli exploration
The next section of experiments is organised attending to the stimuli exploration procedures. First, the differences between passive and active touch are addressed, then we will focus in the relevance of movement in tactual perception and finally, we will consider the exchange between the tactual manipulation and time in the presented tasks.
Passive and active touch
In touch research, three main types of touch are distinguished: passive touch, active touch and dynamic touch.
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Passive touch refers to conditions in which participants are not allowed to move, and the stimuli are presented against the skin. This type of touch is used with air jets (e.g., Bliss et al. 1966) , vibration (e.g., Gallace et al. 2008) , or even by pressing still stimuli against the participant's skin (e.g., Cronin 1977) . Active touch implies movement from the participants and can be: 1) free, when the participants are allowed to explore the objects with the whole hand (e.g., Klatzky et al. 1985) ; or 2) restricted, when participants can touch the objects: with only one finger (e.g., Klatzky and Lederman 1995) , through gloves (e.g., Klatzky et al. 1993 ), or with a specific type of movement (e.g., Lederman and Klatzky 2004) . Gibson (1962) , in an analysis of active touch, emphasised the exploratory nature of active touch, in contrast to the receptive nature of passive touch, which is caused by an external agent, and additionally argued that active touch was not equivalent to a simple adding of passive touch and kinaesthesia. Dynamic touch was defined by Gibson (1966) as the perception that results from the combination of cutaneous, muscular and joints cues. In such conditions, the stimuli are moved through the participant's skin, allowing the perception of movement cues not present in passive touch, but not requiring the voluntary exploration present in active touch (e.g., Turvey 1996; Sanders and Kappers 2008). Experimentally, dynamic touch is a condition that allows higher experimental control than active touch, since participants are not allowed to move their hands, minimising variations in exploration. This type of touch is sometimes referred to as an option of passive touch, in which the stimuli are moved by the experimenter (e.g., Cronin 1977) or by a mechanical device against the participant's skin allowing the participant to perceive relevant cues that result from movement, without having to actively manipulate the stimuli. Another author analysed the differences between active and passive touch in the identification of geometrical forms (Cronin 1977) . Comparing participants in the first, third and fifth grade and college students, the author concluded that a developmental advantage existed for active touch (the participants actively touch the object) and dynamic touch (the stimulus is moved against the participant's hand) conditions, but not for passive touch conditions, in which 5-year participants showed differences compared to the college students, but not compared to third-and fifth-year students. The author argued that the equivalence in performance between active and dynamic touch might be explained by the fact that participants had to explore the objects with the palm of the hand, and not the finger, which could have limited the type of information gathered in active touch conditions, making it similar to dynamic touch. Overall, conditions that involved movement resulted in better performance than passive touch, in every age group.
In a study comparing the perception of forms in active and passive exploration conditions (Heller 1984) , results also pointed to a clear advantage of active touch, with passive static or sequential presentation resulting in worst identification than active touch.
In some conditions, passive touch might present an advantage when compared to active touch. For instance, in a recent study comparing tactile learning of a maze (Richardson et al. 2011) , participants in the passive touch condition were much faster to learn the path than participants in the active touch condition. Nonetheless, the disadvantage in the active conditions was due to the repetition of errors in the chosen paths and was a consequence of the participants' decisions. As such, the authors concluded that the active touch disadvantage translated into a cognitive limitation but not a haptic system limitation (Richardson et al. 2011 ). There can be conditions where active touch shows no advantage in performance. Guclu and Murat (2007) published a study comparing active and passive touch in a counting task. Participants had to count the number of bumps presented in sticks that were either actively explored or slid against the participants' hands. Results showed that active touch did not imply a better performance.
Active touch and passive touch are distinct processes. While active touch involves proprioception, kinaesthesia and cutaneous senses, passive touch relies only on the latter. Interestingly, electrophysiology studies have reported that active touch generates a suppression of afferent information to the somatosensory cortex, a phenomenon known as movement-related sensory gating (e.g., Chapman 1994). This phenomenon could lead to worst encoding in active than passive touch. Nonetheless, active touch allows the participant to control movement velocity and to select which properties to evaluate at each moment, resulting in a central advantage for active touch (Chapman 1994) .
Using functional Magnetic Resonance Image (fMRI) in a study that required evaluation of roughness in active (participants moved their fingers through the samples) and passive (the samples were moved beneath the participants' fingers) touch, it was possible to verify that exploratory conditions affected activation in the primary sensory cortex and that active touch resulted in a larger pattern of activation, possibly because of the motor component of this condition (Simões-Franklin et al. 2011) .
Although considering some exceptions to the active touch superiority, it seems that this type of stimuli exploration in touch is ideal to observe optimal performance. Although passive touch allows a great control of manipulation variables, active touch can be studied and explored with controlled experimental paradigms and seems to be able to provide more information about processing in touch (Gibson 1962 ).
Relevance of movement in touch
The relevance of movement in touch was valued since the first efforts to systematically study this modality. Gibson (1966) , Katz (1925 Katz ( /1989 and Weber (1834 Weber ( /1996 Weber ( ) and 1905 Weber ( /1996 understood the relevance of dynamic contact with the stimuli from their early experiments and considered the sense of movement crucial in tactile perception. Later, the works of Lederman and Klatzky (e.g., Lederman and Klatzky 1996) brought a first effort to give some structure to our knowledge about movement in touch. Nonetheless, despite the importance of movement to touch, most studies with tactile stimuli are still conducted with passive stimulation (e.g., Spence and Gallace 2007) . In fact, the variability of hand movements that people perform to explore an object presented by touch only makes it harder to control for exploration times and inter-stimulus intervals and introduces some individual variability in the way stimuli are explored, even though general movement patterns are always detectable .
Object manipulation is determinant for the acquisition of object properties like texture, shape, weight or volume. The movements performed while touching an object are pertinent to the perception of the object in space (Kaas et al. 2008) , and grasping has been shown to be a crucial stage in object identification as well (Klatzky 1992) , showing the relevance of active manipulation for touch. Lederman and Klatzky (1987) provided a systematic classification of manual object exploration. In this study, participants were asked to touch everyday objects, without sight, and to evaluate specific features like weight. Participants were allowed to explore the objects freely with both hands. Through a complex movement analysis that involved video examinations by naive evaluators, the authors were able to discriminate between six essential movement patterns, each one specified in collecting particular information from the objects: lateral motion (texture), pressure (hardness), static contact (temperature), unsupported holding (weight), enclosure (volume, global shape) and contour following (exact shape). The authors called these movement patterns as exploratory procedures and defined them as a stereotyped movement pattern having certain characteristics that are variant and others that are highly typical (Lederman and Klatzky 1987, p. 344) . By this definition, the authors explained that it is possible to identify general patterns of movement, equivalent in all participants (for instance, rubbing an object to evaluate its texture), although there are some variations in the individual exploration (for instance, some participants rub the object with only one finger while other might use two fingers or even the whole hand).
More recently, using a movement-tracking device, Kappers and colleagues (Bergmann-Tiest et al. 2010; Kappers and Douw 2010) initiated research on the relevance of movements while exploring two-dimensional stimuli. Bergmann-Tiest et al. (2010) were able to extract specific patterns of exploration from the movement coordinates recorded through the experiment and were able to establish relations between these patterns and specific properties' evaluations, namely hardness, coldness, texture and texture orientation. Kappers and Douw (2010) work showed that participants performed the same type of movements when trying to answer to the same questions exploring a stimuli matrix (e.g., Which sample is the warmest?). These studies showed that haptic movements are specific and directed to feature evaluation and that the movement patterns noted by Lederman and Klatzky (1987) regarding three-dimensional everyday objects also emerge with two-dimensional stimuli, although the movements that characterise each pattern might suffer some alteration due to stimuli specificity (e.g., global shape and shape contours correspond to the same procedure for two-dimensional objects, because participants cannot hold these type of stimuli).
Exploratory movements and time
Haptic processing is sequential (Loomis et al. 1991) implying a progressive apprehension of discrete stimulus properties, contrasting to the simultaneous perception of the whole stimulus that occurs in vision. The consequence of this type of processing is that haptic exploration takes longer than vision. Vision, on the other hand, represents parallel processing, that is, being able to collect simultaneously a set of different properties from the stimuli. In an experiment designed to compare visual and haptic processing in sequential processing, Loomis et al. (1991) restricted the visual field of view in object exploration, allowing the participants to look sequentially to a small area in different points of a stimulus. Within these conditions, performance was very similar in haptic and visual perception, revealing that the type of processing significantly affected the participants' ability to recognise stimuli. This distinction is crucial, and when planning haptic experiments, one should allow sufficient time for haptic stimuli exploration.
In a review on sensory modality effects, Freides (1974) noted the differences in time resolution between sensory modalities. Goodnow (1971) observed that when delays increased, shape-matching in touch was much more affected than in vision. Also, Wagner and Sakovits (1986) indicated that vision was capable of processing more information than touch within the same time. Lacey and Campbell (2006) reported that the ratio in presentation times has to be of 2:1 when comparing haptic to visual presentation, a conclusion they came across during a set of pilot experiments. Woods et al. (2004) described that matching performance levels in a crossmodal paradigm with vision and touch implied that stimuli presentation in touch took twice the time of the visual presentation. Likewise, in a study with three-dimensional complex objects, built with toy construction blocks, it was found that visual presentation required half the time as haptic presentation (Newell et al. 2001) .
Time is a crucial variable in perception and memory, and our ability to maintain a certain stimulus in memory actually contributes to the definition of that specific memory storage. For instance, a partial report paradigm in a numerosity task with tactile stimulation showed that in short-term registers, participants can access information that they could not report in a regular tasks requiring a complete recall (Auvray et al. 2011 ). As such, in tactual experiments, if the participants are taking longer to perceive the stimuli, they will take longer to perform the task, which can result in a need to establish specific durations of haptic memory stores. Furthermore, the increased presentation times in haptics make comparison with vision and audition very difficult in traditional memory paradigms, such as memory span or even n-back tasks. A direct comparison between performances in all sensory modalities in similar tasks might not be possible, but it is necessary to explore haptic memory attending to its specificity and perhaps comparing haptic performance in optimal haptic conditions in contrast to conditions in which other modalities have already been evaluated (for instance, with shorter time intervals). In this context, analysing visual and auditory tasks with equivalent times to haptic optimal performance might enlighten how haptic information is processed and clarify if haptic memory storages present longer durations than visual or auditory stores.
As was mentioned throughout this section, movement cues are essential for touch and they allow the extraction of unique features of the stimuli, determining participants' performance. Enabling an active interaction with the stimuli besides presenting a more natural exploration also implies a higher degree of feature perception, optimising tactual perception. Even though usually a free exploration condition implies a longer interaction with the stimuli and a longer interval between study and test, and the time factor is very relevant in perceptual but specially memory tasks and as such must be considered.
Touch and the other senses
Our everyday interaction with objects is mainly multisensory. We are able simultaneously to perceive the colour of a fruit, its fragrance, softness, the sound of the bite and its sweetness, and all of these different perceptions seem to be deeply integrated to the point that we are able to recall an apple's taste and smell just by seeing its picture.
The interactions between the senses are crucial to the knowledge of cognitive processes. The ability to share stimulus properties between senses and at the same time, the specificity that each sensory modality brings to our everyday experience are relevant topics in human cognition. Possibly due to the complex relations, interactions and distinctive features among sensory modalities, the topic of multisensory and crossmodal perception is not yet developed more in higher order processes such as memory. Nevertheless, the topic of crossmodal interactions has interested researchers through history and has shown that the combination of information from different sensory modalities is useful allowing the correction of biases generated by a particular modality. As an example, having a variety of sources to perceive the same object or event allows us to reduce perceptual ambiguity (Helbig and Ernst 2008) and produce more efficient responses. Through this section, we will analyse research that connects touch to vision, audition, taste and smell.
Touch and vision
Haptic research has been mostly conducted under multimodal visuo-tactile paradigms, either comparing performance on touch and vision (Bergmann-Tiest and Kappers 2007; James and Blake 2004; Kappers and Schakel 2011) or exploring shared representations between the two modalities (Easton et al. 1997a, b; Lacey et al. 2007; Whitaker et al. 2008) . Lacey et al. (2007) conducted a review on vision and touch interactions attending to crossmodal memory studies from a theoretical perspective. The authors argued that, in memory tasks, participants have to retrieve a representation of the object, and as such these tasks would be ideal to test the nature of crossmodal representations. The authors concluded that there is enough evidence to assume that both modalities share cognitive resources and processes, as shown by processes such as viewpoint dependence on vision and touch and the equivalence of spatial representations in the two modalities. These representations were described as dynamic and could be affected by both topdown and bottom-up processes. Even though the authors highlighted the relevance of research that has reported differences between the two modalities and has pointed to the existence of unimodal coding and retrieval processes, for instance, better performance in memory tasks when the presentation modality is the same as the retrieval modality. As such, they concluded that further research was needed to clarify these modality-specific processes (Lacey et al. 2007 ). These descriptions of shared generic components, marked by modality specificity, are the most frequent report in crossmodal visuo-tactile studies, as will be illustrated in this section.
A central aspect of the connection between vision and touch is the shared spatial component, present in both modalities, but mostly explored in vision. It seems that there is an equivalence between touch and vision for spatial processing, and many researchers have explored this topic. Easton et al. (1997a, b ) present a study consisting in the presentation of words either visually in a computer screen or haptically through printed raised letters. Participants previously studied 10 words visually and 10 words haptically and at test had to perform either a word-stem task or a cued-recall task with 30 words (20 studied and 10 nonstudied) in one of the modalities. The authors reported no differences between modalities and argued in favour of shared representations in vision and touch. In another study, Easton et al. (1997a) , aware of the relevance of verbal processing in the presentation of words, explored visual and haptic representations in a similar paradigm, but testing participants with two-dimensional patterns and three-dimensional objects. The participants had to study part of the stimuli visually or haptically, and then their task was to either perceptually identify item or explicitly recognise it. Results showed that for two-dimensional patterns, cross-modality priming was strong (meaning that visually studied objects were haptically identified or recognised better than non-studied objects and vice-versa). With three-dimensional objects, modality-specificity was observed indicating that both shared and unique processes determined crossmodal integration.
In a study with blind and sighted participants, Giudice et al. (2011) asked participants to learn four-point routes in a map either visually or haptically and then to reproduce the path in the test phase. Results showed that spatial images were shared between vision and touch. Results for the blind participants' group suggested that this equivalence was not a consequence of visual recoding of haptic information, since the pattern was equivalent for both participants' groups. Likewise, asked participants to memorise a number of locations in a 5 9 5 matrix either visually or haptically and to report them in an empty matrix. Results showed that visual performance was overall better than haptic performance, that representations were modality-dependent and that some information was shared between modalities, indicating that both supra-modal and modality-specificity processes were present.
Besides spatial equivalence, other similarities have been reported for visual and haptic processing. Imamiya (2003, 2004) reported that colours affected perceived haptic roughness in surfaces. In texture perception, Picard (2006) reported partial equivalence between vision and touch in a crossmodal matching task, in which participants had to match stimuli that were previously rated as presenting a high-or low-crossmodal dissimilarity. This study broadened the findings of Garbin (1988) on visuo-haptic equivalence for shape perception. A review on texture perception by vision and touch (Whitaker et al. 2008) concluded that, unlike shape perception, texture perception by vision and touch was not equivalent, but complementary. The authors pointed to research providing no evidence for visuo-haptic integration in behavioural tasks with familiar objects (e.g., Bergmann-Tiest and and suggested that this lack of crossmodal correspondence might be due to more elaborate cognitive processes than basic perception.
Crossmodal illusory conjunctions (considering that an item presented in one modality was actually presented in another) were also observed within touch and vision (Cinel et al. 2002) . Participants saw visual stimuli while touching tactile stimuli and after a mask presentation had to report the shape and texture of the seen object or the orientation of the touched stimuli. Results showed that participants reported felt textures as seen and vice-versa, and these misguided reports were more frequent when visual and haptic stimuli were presented in the same hemispace. Auvray et al. (2007) also described equivalence between touch and vision in a crossmodal change blindness paradigm. Change blindness is a phenomenon characterised by the inability to detect differences in two consecutive stimuli, due to the presentation of a mask between them. This phenomenon has been studied in vision, audition and touch (Auvray et al. 2007) . In this study, change blindness was reported even when stimuli were presented in different modalities (haptic and visual), and regardless of the mask presentation modality, although the phenomenon was stronger in within-modality presentations. According to the authors, these results indicate that multisensory processes could explain change blindness. Craddock and Lawson (2009a) argued that size perception was shared between vision and haptics after a crossmodal study in which participants were asked to recognise three-dimensional objects based on shape alone, ignoring size changes. Results revealed that size variation impaired crossmodal recognition, suggesting shared representations of size between modalities. The study did not allow a clarification on the nature of these shared representations, and the authors hypothesised that they might be either perceptual (low-level) or mediated by high-level processes.
Another group of studies has focused on the differences between touch and vision in perception and recognition tasks. Lawson (2009) evaluated depth rotation in visual and haptic conditions with morphs of everyday objects in a sequential-matching task in within modal and crossmodal conditions. The difficulty of the task was manipulated Cogn Process (2012) 13:285-301 295 through the discriminability of the presented stimuli (from presenting unrelated stimuli-bed, lizard-to presenting related stimuli-bed, chair-and finally presenting very similar stimuli-bed, bed-chair morph). Results showed that for within modal and visuo-haptic trials, object discriminability and orientation changes impaired recognition, while in haptic-visual trials orientation changes had no effect. Also, orientation changes and discriminability had additive effects for visuo-haptic trials, but haptic-visual trials did not reveal orientation change effects. This latter result suggests that different processes underlie haptic and visual orientation processing. In a study analysing the perception of shape and size by vision and touch through a computer screen and a Phantom system, Van Doorn et al. (2010) asked participants to evaluate the size of touched shapes (squares and lines), selecting the touched shape from a haptic or visual set. Haptic exploration was either active (participants actively moved the Phantom) or passive (guided by Phantom) and could present cutaneous information (direct contact with a raised line) along with kinaesthetic information (movement through the stimulus). Performance in the visual task was better than in the haptic task when participants were allowed to passively explore the objects, but when cutaneous information was allowed in active exploration, haptic performance was better than visual.
In another study, examination of visual and haptic perception of shape for three-dimensional objects resulted in a partial functional equivalence between modalities, with noticeable unimodal representations (Norman et al. 2004) . In this experiment, participants were able to recognise objects in crossmodal conditions with high levels of accuracy; nonetheless, performance was better in unimodal conditions. Stadtlander et al. (1998) explored visual and haptic recognition in function of age and concluded that regardless of sensory modality, young adults (20-35 years old) were better than older adults (60-75 years old) in object recognition. Also, haptic recognition supported the higher recall in both groups (younger and older participants). Ernst and Banks (2002) developed a multisensory integration mathematical model applicable to vision and touch interactions, as well as other multimodal associations (e.g., Bresciani and Ernst 2007) . This model is based on Bayesian statistics and uses maximum likelihood estimation, assuming that visual and tactile inputs are integrated in a statistically optimal fashion (Ernst and Banks 2002) . According to this model, when two perceptual modalities are capable of processing the same stimuli, the most influential modality will be the one that presents the lesser variance in perceptual estimation. This model allows a better understanding of apparently contradictory experimental findings in which vision dominates for some tasks and haptics for others. According to the maximum likelihood model, the dominant modality will be the one with more reliable information for each particular task.
Previous studies focused essentially on the analysis of visuo-haptic interactions for stimuli features that can be encoded by both modalities: location, patterns, texture, shape, size and orientation. For these common features, partially shared processing is described in the literature, with many features presenting equivalent manipulation and representation in both modalities (e.g., location), but others maintaining modality specificity (e.g., texture).
Touch and audition
Audiotactile interactions have been reported in two main domains: temporal and spatial. The temporal domain is related to a large group of research evaluating the perception of temporal order in tactile and auditory stimuli when presented with different time intervals (e.g., Occelli et al. 2008) . The spatial domain focuses on the perceived simultaneity of tactile and auditory stimuli presented at a same location in space and concentrates on the apparently automatic integration of this type of information (e.g., Zampini et al. 2005) .
It has been shown that beep sounds can modulate the counting of tactile taps (Bresciani et al. 2005) . Participants were asked to concentrate in the number of taps and to ignore the beeps; nonetheless, numerosity judgements were biased by simultaneous beep presentation. As the interval between tap and beep was increased, the modulation effect decreased, suggesting that simultaneously presented audiotactile information tends to be integrated (Bresciani et al. 2005) . In a later study with similar procedure, the authors concluded that not only auditory signals affected tactile processing, but also tactile taps affected auditory counting and reported that diminishing the intensity of sounds generated less interference on tactile counting, as well as affected the impact of touch on the auditory task (Bresciani and Ernst 2007) . As such, not only audiotactile integration was shown to be automatic, but also it was revealed to be signal-reliability dependent. Gillmeister and Eimer (2007) reported tactile enhancement of auditory perception with two experiments evaluating detectability and intensity of auditory stimuli. In the first experiment, participants had to signal if an auditory stimulus was presented in one of two time intervals, defined by a visual mark. Results showed that tactile stimuli facilitated the detection of sound and that this effect was larger on simultaneous trials (in which tactile and auditory stimuli were presented at the same time) than on asynchronous trials (in which tactile and auditory stimuli were presented with a time interval between them). The second experiment implied a stimuli intensity task, consisted in the evaluation, in a nine-point scale, of tactile and auditory stimuli. Tactile stimulation led to higher intensity judgements of the auditory signal. Again, simultaneous presentation resulted in better integration between modalities, revealing that temporal synchrony is an essential condition for audiotactile integration.
Interactions between audition and touch were found to be dependent on hand position in a study reported by Sanabria et al. (2005a) . Participants were asked to place their hands either crossed or over the midline and had to discriminate the direction of an auditory array (sequence of sounds presented in different spatial locations) while receiving spatiotemporal congruent or incongruent tactile stimulation in the hands. Impaired performance was reported for incongruent tactile stimulation, but only for participants who did not have crossed hands. In a second experiment, the authors used the same procedure but asked participants to focus on the tactile stream and not the auditory one and found that the interaction effect was stronger in the crossed hands condition. The authors concluded that body posture could affect crossmodal interaction, and audiotactile influences seemed to be reciprocal (Sanabria et al. 2005a) .
In an exploration of audiotactile integration in blind and sighted participants, Hötting and Röder (2004) asked participants to estimate the number of rapidly presented tactile stimuli while ignoring non-relevant sounds during the task. When a tactile stimulus was presented in conjunction with more than one sound, participants reported feeling more than one touch, and this effect was stronger for sighted than blind participants.
Crossmodal perception between touch and audition has also been tested with other paradigms like the saltation illusion, when one target stimulus is systematically displaced in the direction of another stimulus that is presented either at a near position or at the same time (e.g., Trojan et al. 2009 ); the ventriloquist effect, when stimuli from two sensory modalities presented from a same spatial location are attributed to the same source (e.g., Bruns and Röder 2010); and apparent motion phenomenon, when a sequence of presented stimuli is perceived as one stimulus in motion (e.g., Sanabria et al. 2005b) . In all these paradigms, the presence of an automatic integration of auditory and tactile stimuli is reported, and the effect seems to be stronger when both stimuli are presented simultaneously, especially when the stimuli are presented in the same spatial location, indicating a natural form of integrated perception between modalities.
Touch, smell and taste Olfaction and taste are research topics that have been studied mainly in the food industry, and within this context, research on touch has been essentially restricted to the relevance of perceived textures and temperature in the tongue while tasting food.
The connections between touch, smell and taste were already mentioned in the literature many years ago. Gibson (1966) suggested the definition of flavour as a specific sense that involved inputs from taste, smell and touch. Titchener (1909) also mentioned the relevance of a combined perception of temperature, touch, taste and smell in the ingestion of coffee or fruit.
A review on the multisensory perception of flavour (Delwiche 2004 ) enhanced the role of touch influencing perceived flavour through temperature and texture perception. The interaction between touch and taste was clear in a study that revealed a tactile-taste illusion caused by thermal stimulation (Cruz and Green 2000) . In this illusion, after putting an ice cube on the side of the tongue, a salty taste was perceived, originating a taste perception after temperature stimulation. Besides the strong salty sensation, the authors were also able to induce perceptions of sweet (by warming the anterior edge of the tongue after a cold temperature), sour and bitter (by cooling the tongue). Another reported interaction between touch and taste was that the perceived viscosity of a liquid can alter the intensity of its flavour to the taster (Bult et al. 2007 ). In a more recent review on this topic, Auvray and Spence (2008) also argued in favour of a multisensory perception of flavour, derived from taste, smell and tactile cues, which continuously affect each other when we are eating.
The connections between touch and smell are also explored in the literature. Laird (1932) conducted a study in which women judged the quality of silk stockings. Without the knowledge of the participants, the stockings were impregnated with light fragrances, and women consistently evaluated identical stockings as being better when they presented a narcissus fragrance, and justified their evaluations with properties as durability or sheen, but never attending to olfactory characteristics. The presence of odours can also affect the evaluation of fabric softness, as was shown in a study in which fabrics associated with lemon odours were evaluated as softer than fabrics associated with animal odours (Demattè et al. 2006) .
The understanding of the apparently automatic processes that allow interchange of information between sensory modalities, enabling reciprocal modulation in ongoing tasks, is crucial in cognitive sciences. The need to control for any multisensory interactions when trying to access processes in a specific sensory modality, as well as the exploration of these natural connections between the senses in memory processes, is clear. The nature of sensory representations, either in their suggested amodal or higher order processing, or concerning intra-modal particularities needs to be acknowledged in order to strengthen experimental designs and procedures.
Conclusion
This review aimed to classify previous studies on touch according to their procedures and experimental conditions, systematically compiling the previous literature and its empirical and theoretical implications, presenting a state of the art for tactual research.
We evaluated the way that different features affect results in touch experiments and considered the consequences of these manipulations for empirical studies. As such, we analysed: interactions between touch and other senses; the impact of the type of stimuli (concrete and abstract); the type of participants; and the type of stimulus exploration that is adopted. A systematic assessment of the effects of these dimensions was not available in the literature, and it provides both a general introduction to all the specific features that one must consider when designing experiments on touch and also an overview of the main results and theoretical implications, driven from the previous literature.
In a first approach, performance in touch experiments seems to be highly variable, and it is important to focus on each condition that might be contributing to those seemingly incongruent results in haptic performance. Further knowledge on touch has to consider all the possible influences in touch performance.
The conditions, in which touch is evaluated, determine our understanding of this sensory modality and limit the interpretation and possible generalisation of results. The target stimuli of an experiment (patterns, familiar objects, uncommon shapes, complex matrices, etc.), the presentation conditions (serial or parallel, through active or passive touch) as well as the chosen participant sample (children, younger adults, older adults, healthy participants, mild cognitive impaired participants, blind participants, etc.) should be attended and considered when trying to generalise research results and draw implications for theoretical perspectives in human cognition.
The nature of the presented stimuli, the understanding of the specificities of the participants (e.g., age) in the experiment and the conditions in which manual exploration is allowed are central variables in the study of touch. All of these dimensions contribute to the understanding of differences and similarities between touch and other sensory modalities, as well as to the exploration of the existence of amodal or modality independent processing modes that allow exchange of information between sensory modalities.
Besides the experimental implications and the clearer understanding of how each experimental manipulation might affect the results of tactual studies, this review presented a summary of the main findings in tactual research. All the reported dimensions in tactual research contributed to a better and larger knowledge about the cognitive processes underlying touch. Research on touch is becoming more frequent and specialised, and this interest in how we perceive, process, elaborate and recall touched items is allowing a fast development of the area in the later years. As we have seen, previous research has shown that touch is not an inferior or ineffective sensory modality. The adaptation of experimental procedures and the effort to test tactual performance in optimal conditions have contributed to the definition of touch as a highly efficient and reliable modality, and this knowledge can be crucial to the development of tactual enhanced systems in applied areas, whether considering sensory substitution, human-computer interactions, warning systems, emotional design, or others.
