Abstract. Clustering method is one of the most important tools in statistics.
1. Introduction. Clustering method is an important statistical tool for data mining. It has been applied in many areas such as social science, internet network, transportation, bioinformatics, image processing, etc. Clustering is the process of detecting all dense subgraphs. A variety of different clustering algorithms have been developed and implemented in popular statistical software packages. A general review of cluster analysis can be found in many references, for instance, [8] , [5] , [6] , etc.. Although many algorithms for graph clustering have clearly demonstrated their usefulness in applications, numerous scholars have raised a number of important questions, such as:
"· · · problems related to robustness, uniqueness, and optimality of linear ordering which complicates the interpretation of the resulting hierarchical relationships" and issues of "how to determine the optimal number of clusters" (Lukashin and Fuchs, 2001 [7] p.405); Concerns that "none of these algorithms can, in general, rigorously guarantee to produce a globally optimal clustering for non-trivial objective functions" (Xu, Olman and Xu, 2002 [15] p.536); Regarding the need for efficient clustering methods that allow for multimembership, Shepard and Arabie (1979 [13] p.91) write that "the requirement of having the clusters hierarchically nested seems to be unduly limiting".
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And, finally, "there are no completely satisfactory methods for determining the number of population clusters for any type of cluster analysis" (SAS/STAT User's Guide, 2003 [12] , "Introduction to Clustering").
In this paper, a new clustering method is introduced. One of the most significant differences between the new method and other existing methods is that the "quasiclique merger" method constructs a much smaller hierarchical tree, which clearly highlights meaningful clusters. The hierarchical trees produced by most existing hierarchical clustering methods are instead binary. A fair amount of guessing is often required to determine meaningful clusters.
Another important feature of the new method that we introduce is the overlapping clustering or multi-membership. The property of multi-membership is a concept that has recently received increased attention in the literature ( [3] ). The concept of overlapping clusters is not new per se.
In the next section, the mathematical details of the new algorithm are described.
A new clustering algorithm.
A graph or network is one of the most commonly used models to present real-valued relationships of a set of input items. Let G = (V, E) be a graph with the vertex set V and the edge set E with weight w(e) on every edge e. Models with un-weighted graphs (the weight of every edge is set to 1) have been extensively studied in graph theory. In an un-weighted graph G, a subgraph H of G is defined as a clique if every pair of vertices of H is joined by one edge (see for instance, [1, 2, 14] ). It is well-known that the search of maximum cliques in graphs is an N P -complete problem [4] . Therefore, it is not practical to define cliques as clusters. Furthermore, there is no appropriate definition for a clique in a weighted graph. However, in order to closely represent the nature and the real situation of the inputs in most applications (different degrees of similarity for clustering problems), we should use weighted graph models which are much more appropriate than un-weighted models. For simplification or other practical reasons, many designers of clustering methods may set a specific threshold, such as that any edge with weight below the threshold is deleted and the remaining ones have no associated weight. However, one may not be able to expect a good output since the cut-off (by threshold) may cause a loss of important information.
For a subgraph C, we define the density of C by
As seen above, if w(e) = 1 and d(C) = 1 for every edge e in C, then the subgraph C induces a clique. For a weighted graph, a subgraph C is called a ∆-quasi-clique if d(C) ≥ ∆ for some positive real number ∆. Clustering is a process that detects all dense subgraphs in G, and construct a hierarchically nested system to illustrate their inclusion relation.
Algorithm (Quasi-Clique Merger v.2).
A heuristic process is applied here for finding all quasi-cliques with density in various levels. The core of the algorithm is deciding whether or not to add a vertex to an already selected dense subgraph
where α is a function of some user specified parameters.
Instance: G = (V, E) is a graph with w : E(G) → R + .
Question: Detects ∆-quasi-cliques in G with various levels of ∆, and construct a hierarchically nested system to illustrate their inclusion relation.
Algorithm
Step 0. ℓ ← 1 where ℓ is the indicator of the levels in the hierarchical system. w 0 ← γ max{w(e) : ∀e ∈ E(G)} where γ (0 < γ < 1) is a user specified parameter.
Step 1. (The initial step)
Sort the edge set {e ∈ E(G) : w(e) ≥ w 0 } as a sequence S = e 1 , · · · , e m such that w(e 1 ) ≥ w(e 2 ) ≥ · · · ≥ w(e m ).
µ ← 1, p ← 0, and L ℓ ← ∅.
Step 2. (Starting a new search) .
Step 3. (Grow)
Step 4, otherwise continue:
where n = |V (C p )| and α n = 1 − 1 2λ(n+t) with λ ≥ 1 and t ≥ 1 as user specified parameters, then C p ← C p ∪ {v} and go back to Substep 3.1. Step 4. (Merge)
(where β (0 < β < 1) is a user specified parameter), then C s+1 ← C j ∪ C h and the sequence L ℓ is rearranged as follows Step 5. Contract each C p ∈ L ℓ as a vertex:
if the vertex u is obtained by contracting C i ′ and v is obtained by contracting C i ′′ where E C i ′ ,C i ′′ is the set of crossing edges which is defined as
Other cases are defined similarly.
If |V (G)| ≥ 2 then go to Step 6, otherwise, go to END
Step 6.
where γ (0 < γ < 1) is a user specified parameter and go to Step 1 (to start a new search in a higher level of the hierarchical system).
END.
3. The bound of the density. Let C n p be the subgraph generated in Step 3 after (n − 2)-nd iteration of Substep 3.1 for n ≥ 2 (that is |V (C
could be a decreasing sequence since α n < 1 for each n ≥ 2. Therefore, it is necessary to verify that there is a positive constant
n(n−1) 2 where α n = 1 − 1 2λ(n + t) with λ ≥ 1 and t ≥ 1 as parameters of user's choice.
non-increasing sequence. We are to show that there is a constant K (0 < K < 1) such that f (n) has a lower bound Kf (2) that guarantees the minimum density of C n p generated in Step 3. Here f (2) ≥ w 0 , and
Hence,
The following is an estimation of K = f (n+1)
f (2) with λ = 1 and t = 1. (Note that K is larger if λ and t are larger.)
and B µ be the denominator
Complexity analysis. A typical running the algorithm consists of loops from
Step 2 through
Step 5. First we look at the complexity of one loop. Let G(V, E) be the graph at the beginning of the loop and let ν = |V |. After Step 3 and before Step 4, each vertex is assigned to one or more clusters (for a vertex not in any cluster, treat it as a cluster with only one vertex). Let m(v) be number of the clusters that contain v. Let V ′ be the multi-set obtained from V by replacing each v ∈ V by m(v) copies of v. The following practical and realistic assumption in needed in order to get an appropriate estimation of the complexity: Assumption. |V ′ | = O(ν). In practice, the overlappings of clusters are small relative to |V |. This assumption is easy to satisfy.
Now, let's analyze the complexity of each step one by one.
Initialization (Step 1)
It takes O(|E| log |E|) to sort the edges, which is O(ν 2 log ν).
Grow (Step 3)
Initially (in Step 2), when
. Let G ′ be the complete graph with vertex set V ′ . Since the update is applied to every edge of G ′ at most once, it totally takes at most O|E(G ′ )|) time units to update the contribution. Each vertex in V ′ is added to some cluster at most once. For a given C p (during the iteration of Step 3), and it takes at most O(ν) time to decide which vertex (with maximum contribution c(v, C p )) should be added into the current cluster C p .
Therefore, the complexity of Step 3 is at most O(|E(G ′ )| + ν 2 ), which is O(ν 2 ).
M erge (Step 4)
The number of clusters produced by Step 3 is at most |V ′ |, thus is at most O(ν). Each execution of Step 4.2 will reduce the number of clusters by 1, so there are at most O(ν) executions of Step 4.2. Therefore the number of clusters (either produced by Step 3 or Step 4.2) on the list L ℓ is O(ν). For a cluster C h on the list, there are two possible operations on it: (a) For each j < h, test if C h and C j should be merged; (b) Merge C h and C j for some j < h if applicable. Clearly (b) takes O(ν) time. For (a), we need to go through all the vertices in C i (1 ≤ i ≤ j) and C h . By the assumption, it is also O(ν). It follows that the complexity of this step is O(ν 2 ).
Contract (Step 5)
Clearly it takes O(ν) to contract every cluster to a vertex. For the computation of the weights of the new graph, each pair (u, v) where u, v ∈ V ′ is processed at most once. Therefore the complexity for this step is also O(ν 2 ).
From the above analysis, the complexity of one loop is O(ν 2 log ν). The number of the loops is equal to the height of the hierarchical structure h. Hence, the total complexity is no more than O(hν 2 log ν) for the entire program. In each loop some grow or merge must be done (that is, the number of vertices of the graph is an decreasing function as level goes up), there are at most O(ν) hierarchical levels (that is, h ≤ O(ν)). However, in practice, the number h is usually O(log ν).
