Reviewing CE videos to make diagnostic decisions is a tedious task and is achieved by watching the video playback and marking suspicious frames and anatomical landmarks. It usually takes more than one hour to annotate a fulllength video, and a typical mid-size hospital produces an average of twelve CE videos per day.
Given the large amount of training data, computer algorithms are in great demand to reduce the review time by identifying frames that contain signs of lesion, bleeding, and polyps, as well as segment videos into gastrointestinal sections. Many existing learning algorithms require all training data to be present in memory to achieve the best generalization performance. Limited by the computing power and memory size, it is usually difficult to implement such a learning scheme. Incremental learning has great potential to accommodate the inclusion of examples that become available over time or represent a change of perception. The initial data set can be used to create a model; when new data becomes available, it is integrated to update the classifier. In practice, clinical videos are acquired over time. Furthermore, knowledge of the visual appearance of the diseases in CE video changes over time due to the relatively shorter practice time. It would be practical to build a classifier based on initial data and revise the classifier as new examples arrive.
A key question of incremental methods is how to retain knowledge from the training examples in each repetition to maximize the unbiased representation of underlying data distribution. Retaining some key examples, e.g., support vectors in a support vector machine (SVM), works well in cases where the existing examples closely represent the topography of the class boundary. However, if a new instance dramatically changes the topography and hence the decision hyperplane, some previously removed examples could become the margin mover.
This chapter presents an incremental learning method that extends the geometric SVM to multiclass classification with large training data. The proposed method identifies important examples and models the data such that when new examples become available, a classifier is built without revisiting all of the past data available but with generalization accuracies, which are comparable to those obtained in the batch-learning setting.
Related Work 6.2.1 Related work on CE video analysis for automatic object detection
Among efforts in computer-aided CE video analysis, color and texture features are used in many applications, 24 particularly for detecting heterogeneous objects, e.g., ulcers and polyps. 3, 10, 28, 39 Many classification algorithms have been applied to video analysis including neural networks, 39 SVMs, 16 and thresholding. Despite improvements, many previous studies were evaluated with a small number of examples, and to the best of our knowledge no performance was reported with respect to the entire videos. Table 6 .1 summarizes the characteristics of experimental data sets and performances in recent related work on automatic detection using CE videos. Despite the use of different features and classification methods, the experimental data and performances vary greatly. Among these studies, results in eight studies were generated from experiments using 1000 examples or less. Two studies used a moderately larger number of examples. Compared to the number of frames available in a CE video (approximately 50,000), however, the training data set size is small. Ideally, if the training set is well selected and comprehensive, the classifier can achieve satisfactory generalization performance. It is unclear if the formed cohort represents the true data distribution. An important question awaits investigation: "Given the relatively small number of positive examples from CE videos, how does one train learning algorithms to achieve minimal false negative detections?"
Related work on incremental learning using SVMs
Although a large number of training examples helps reduce the generalization error, the learning process can become computationally expensive, if not infeasible. Efficient and scalable approaches are needed that can modify the knowledge structure in an incremental fashion without having to revisit all of the previously processed data.
Attempts at an incremental SVM started by retaining the support vectors. The method in Syed et al. 38 keeps only the support vectors at each incremental step. The model obtained via this strategy will be the same or very similar to what would have been obtained by using all training examples. Mitra et al. 32 used an error-driven technique in the incremental SVMs. In addition to the support vectors, this method keeps a number of non-support-vector examples. Given a trained SVM (t) at iteration t, the SVs of SVM (t) (along with a certain 13 proposed a method that keeps only the misclassified examples. When a given number of misclassified examples is collected, the update occurs. The support vectors of the last-trained SVM, along with the misclassified instances, are used as training data to obtain the new model. The assumption of minimum change in the hyperplane serves as the foundation of the previous methods.
Katagiri and Abe 21 proposed using one-class SVMs to select support vectors, which reduces the possibility of support vectors being deleted when the hyperplane is rotated. A hypersphere is generated for each class, and only the instances lying close to the boundary of the hypersphere are retained as candidate support vectors for future updates. Although this method handles the rotation of the decision boundary, the assumption of a hypersphere to model data distribution is unrealistic in many real-world applications.
To manage the space complexity and size of the representative data set, Hernandez et al.
14 employed a multiresolution approach. Agarwal et al. 40 demonstrated that the concept of the span of support vectors can be used to build a classifier that performs reasonably well while satisfying space and time constraints, thus making it suitable for online learning. Mitra et al. 33 presented probabilistic SVMs wherein the training set is refined by active query from a pool of unlabeled data. Orabona et al. 34 proposed an online algorithm that approximately converges to the standard SVM solution each time new examples are added. This method uses a set of linearly independent observations and tries to project every new observation onto the set obtained so far, thus reducing time and space requirements at a negligible loss of accuracy. Proximal SVM 36 employs a greedy search across the training data to select the basis vectors of the classifier and tunes parameters automatically using the simultaneous perturbation stochastic approximation after incremental additions are made.
Instead of selecting training examples randomly, Chen et al. 9 divided the training set into groups using the k-means clustering algorithm. In active query, a weight is assigned to each example according to its confidence, which is calculated from the error upper bound of the SVM to indicate the closeness of the current hyperplane to the optimal one.
Another key issue in incremental learning is to adapt to the nonstationary underlying data distribution. Cauwenberghs and Poggio 6 developed an incremental and decremental SVM method that divides the training set into three categories: the margin SVs, the error SVs (ones that violate the margin but are not necessarily misclassified), and ignored vectors (ones within the margin). When a new instance is misclassified, the SVM is updated. Bookkeeping is used to categorize examples, the complexity of which is O(n 3 ) for each incremental example. A later work of Diehl and Cauwenberghs 12 reduced the computational cost by using "leave-one-out" error estimation. Again, the methods assume that the hyperplane does not change significantly. Klinkenberg and Joachims 23 proposed a method to handle drift in SVMs. The drift represents changes to the underlying distribution of the data collected over an extended period for learning tasks. The method maintains a window to the training data stream and adjusts its size so that the estimated generalization error is minimized. Shilton et al. 37 addressed the sequentially arriving data and parameter variation using a warm-start algorithm. It allows efficient retraining of a SVM after adding a small number of additional examples. Boubacar et al. 5 employed an online clustering algorithm that is developed to learn continuously evolving clusters from nonstationary data. This algorithm uses a fast incremental learning procedure to account for model changes over time. Dedicated to online clustering in multiclass environment, the algorithm is based on an unsupervised learning process with self-adaptive abilities.
Geometric Incremental Support Vector Machines
Geometric and quadratic optimization views of SVMs were shown to be equivalent. 4, 11 A geometric SVM represents each class as a convex hull and finds the minimum distance between the two. 22 To address nonseparable classes, the reduced convex hull (RCH) 11 was developed. 30, 31 The method of incremental learning presented here extends the RCH concept and proposes that convex skin represent key examples in training, as well as a means of finding convex skins.
Geometric support vector machines
Let x be a data point in a convex hull C. According to Caratheodory's theorem, x can be represented as a convex combination of a finite number of points in C:
l j x j , where l j ! 0, and
Given a set of data points X, the convex hull is a linear combination of all the elements in X and can be represented as follows:
Reduced convex hull 4 (also known as soft convex hull 11 ) is the set of all convex combinations of elements of X, denoted by RðX , mjm < 1Þ, as follows:
The difference between a convex hull and a RCH is that the weight factor a i is bounded by m in a RCH. Using a suitable m for each class, two overlapping classes can be transformed into a linearly separable case. 4, 11, 31 However, the RCH provides no means of finding the extreme points. To overcome this, a compressed convex hull was proposed. 35 It, however, makes explicit assumptions on the kernel, which limits its application.
Geometric SVM represents classes as convex hulls and solves the problem by finding the minimum distance. 22 Given a set of examples X ¼ fx 1 , x 2 , :::, x n g, the function f maps each instance into a features space fðx i Þ. For simplicity, f i is used here to denote fðx i Þ, and the mapped examples form a feature set F ¼ ff 1 , f 2 , :::, f n g. The convex hull CðFÞ is rewritten as follows:
Similarly, a RCH is the set of convex combinations of instances in F with a i bounded by m as follows:
The decision boundary is then perpendicular to the nearest points between RCHs and can be found following Bennett's method. 4 
Geometric incremental support vector machine (GISVM)
Our method extends the concept of RCH and defines the skin of a convex hull. The idea is that only the examples within the skin are most informative and should be retained for future training, which is similar to Katagiri's idea, 21 but a model for the data distribution is not specified. When additional examples become available, they are used to update the SVM together with the skin of the current convex hull. In such a way, many fewer instances are used in a training process. In addition, with a superset of the possible SVs retained, missing SVs due to significant changes to the data distribution caused by the addition of new examples is avoided.
The skin of a convex hull consists of the outer-most vertices (i.e., examples). Given bounding factors m u and m l , 0 m l < m u 1, the skin SðF, m l , m u Þ of a convex hull CðFÞ consists of instances between two RCHs and can be expressed as follows:
ð6:6Þ
When the data set is dense enough and evenly distributed in the space, the geometric center can be used to find the extreme points of the convex hull. However, this is usually not the case in real-world applications. Due to the lack of knowledge of data distribution, the above procedure could miss less-prominent extreme points. Thus, a recursive method is proposed that finds the vertices (i.e., extreme points) of a convex hull to represent the skin.
It is said that f j 2 F is an extreme point of convex hull CðFÞ if there exists a direction d in terms of two instances, i.e., d ¼ f b f a , and f a , f b 2 CðFÞ, such that
where ðf k f a , dÞ is the inner product of the difference vectors with respect to f a and the direction d.
The extreme points are found in two steps: first, a set of initial extreme points are identified based on the center of gravity; and second, additional extreme points are then found via recursively searching along the direction defined by a pair of extreme points.
For a set of feature vectors F, the gravity center F is approximated with the arithmetic average, i.e., F ¼ P n i 1 1 n f i . The initial set of extreme points is identified by projecting each point f j 2 F to the direction dðf m Þ ¼ f m F and selecting the ones that give the maximum projection magnitude:
where Pðf n , dðf m ÞÞ denotes the projection of f n to dðf m Þ. The explicit expression of the feature vectors f i is not needed to compute the extreme points in the above procedure. The projection Pðf n , dðf m ÞÞ in the feature space can be achieved by the kernel operation in the input space as follows. Given two feature vectors f a and f b in F, the projection of vector f c is Pðf c , dðf a , f b ÞÞ. Thus, An example is illustrated in Fig. 6.1(a) . The solid squares denote the examples, and the gravity center is marked with a large circle. The projected vectors are marked with solid dots. Using the proposed method, three extreme points are identified and highlighted with solid squares. For example, point 16 is identified as an extreme point because it gives the greatest projection to dðx 16 , X Þ [as well as dðx 15 , X Þ]. However, instances 14, 15, 17, and 18 are extreme points that are missed by the process.
The primary cause of missing extreme points is the insufficient number of examples, which could be exaggerated in high-dimensional cases. If data points in the feature space are known, classical algorithms such as QuickHull 2 and Gift Wrapping 17 can be used to complete the search. The idea of the proposed algorithm is to recursively search along the perpendicular directions of the convex hull boundaries, which is presented in Algorithms 1 and 2.
Algorithm 1: Search for extreme points. Require: F and E
Ã can then be determined as follows: instances are negative, denoted by F . Hence, the further searching for extreme points is divided into two parts, as shown in Algorithm 1.
Searching in each half space is achieved recursively using a 
Given a set X ¼ fx 1 , Á Á Á , x n g, the skin segment with an angle u around The decision boundary is perpendicular to w 
2(d).
Algorithm 3: Gilbert's algorithm for finding the nearest points of two convex hulls. 15 
1.
Z ff þ f jf þ 2 F þ , f 2 F g 2. Randomly select z Ã 2 CðZÞ 3. Repeat 4. z Ã old z Ã 5. z arg min z i 2Z Pðz i , zÃÞ 6. z arg min z i 2Z Pðz i , zÃÞ 7. Until jjz Ã z Ã old jj % 0
Experimental Results and Discussion

Synthetic and benchmark data preparation
The experiments presented here used synthetic data sets, real-world data sets, and CE videos for evaluation. Two synthetic data sets were created by randomly sampling 2D Gaussian functions and the checkerboard function, namely the XOR data set (see Fig. 6 .
for examples). Ten sets of examples
were randomly generated using each model. The Gaussian data set has 1% overlap, whereas the XOR data set has no overlap. Four real-world data sets were obtained from the UCI machine learning repository. 1 In addition, a mammogram 8 data set was used. Each feature in a data set was normalized to unify its range to between 0 and 1. Table 6 .2 lists the properties of the benchmark data sets used in the experiments. Figure 6 .3 illustrates the decision boundaries of the proposed method applied to synthetic data sets using RBF, polynomial, and linear kernels. The shade in Figure 6 .3 Decision boundaries from applying the proposed method to the synthetic data sets using different kernels.
Parameter selection
the plots depicts the distance to the decision boundary. The incremental training starts with ten examples, and with each update, five new examples are randomly selected and used. The updates continue until all examples are exhausted. As shown in the figure, when the s of the RBF kernel is decreased, the final classifier appears overfitted. Among all of the kernels tested, RBF kernels with s ¼ 0:1 resulted in better decision boundaries. It is evident that when examples are presented to the GISVM in an incremental fashion, the proposed method achieves superior closeness in modeling the underlying data distribution. The optimal level is reached with RBF kernels of s ¼ 0:1. process. This also indicates that a much-smaller amount of memory was used to complete the learning. Table 6 .3 lists the time (in seconds) required by the GISVM and batchlearning libSVM to complete the training. Ten repetitions were conducted, and the average time and the standard deviation are reported. Because random examples were used, the training time varies. These experiments assumed that an equal number of examples was used to update a classifier in the incremental learning. The size of examples is referred to as step size D.
Efficiency analysis
Limited by the number of examples in the benchmark data sets, two step sizes (i.e., D ¼ 10 and D ¼ 20) were used in the evaluations. It is clear that the time used by incremental learning is much less than that used by the libSVM. Among all cases, the MAMMOGRAM case consists of the largest number of examples and took significantly more time for training. Although the minimum time to complete training using MAMMOGRAM is in the time range of the GISVM, it can require up to triple the time that the libSVM needs. It is evident that the proposed incremental learning handles data efficiently and can update the classifier in much less time. The average time cost for this method to complete is approximately 13.4% of the time cost for batch-learning SVMs.
It is an interesting observation that a larger step size does not necessarily result in a longer training time. For data sets SPECT, PIMA, and MAMMOGRAM, training of the GISVM took less time using a step size of 20 than a step size of 10. Even in the other cases, the difference is small. This is probably due to the fact that only a small number of examples (i.e., examples within the skin of the RCHs) were carried over to the next round of updates. Table 6 .3 The average training time (in seconds) and standard deviation using batchlearning libSVM and the proposed GISVM. The number of iterations is also reported for the GISVM. Figure 6 .5 illustrates the classifiers' performance based on accuracy, sensitivity, and specificity during the incremental iterations. Ten repetitions were conducted with randomized initial examples. In each data set, 50% of the data were used for training; the remaining examples were used for testing.
Accuracy analysis
In each case, a SVM classifier was created using all the training data. The best parameters were selected based on their generalization performance with Figure 6 .5 Accuracy performance of the GISVM using UCI data sets.
the testing data set. Table 6 .4 lists the selected kernels and parameters that gave the best performance measures. The results from these classifiers are used as a reference and are depicted as the horizontal lines in Fig. 6 .5.
In the proposed incremental learning process, ten examples were randomly selected from each class of the training set, and a SVM was trained. In each incremental step, ten randomly selected examples from the remaining training data set were used to update the classifier. The intermediate classifiers were evaluated with the test data set. For each data set, ten repetitions were conducted, and the average performance is plotted with a solid line in Fig. 6 .5. The shaded area depicts the accuracy variation.
With more examples included in the training process, the classifier trained with the proposed method improves its performance; this is evident in the cases of YEAST, SPECT, PIMA, and IONOSPHERE. In the case of MAMMOGRAM (i.e., ISM), the performance is already close to optimal at the beginning, and there is no room for improvement. However, improvement in sensitivity can still be observed in the training, and by the end of iterations, the classifier outperformed the batch learning by a small margin.
Despite a slight drop of specificity of the SPECT data set, the SVMs trained with the proposed method achieved the same performance or even outperformed the batch-learning method. As listed in Table 6 .2, the SPECT data set contains more positive examples than negative ones, the ratio of which is approximately 4:1. Hence, the improvement of sensitivity leverages the underperformance of specificity, and the overall accuracy is close to the batch-learning results. It is interesting that in five cases, the intermediate classifier had degradation in early iterations, but the training process was able to recover to the benchmark performance asymptotically as additional examples are included.
Experiments with CE videos
The analysis tool provided by the manufacturer of the Pillcam ® capsule endoscope plots the path of the device through the digestive tract based on the wireless signal strength transmitted to the external image downloader carried by the patient. Our experiments on CE videos were performed to automate the classification of the frames in CE videos into digestive organs, namely the esophagus, stomach, small intestine, and colon. Six CE videos were collected and manually annotated by gastroenterologists. Each video consists of approximately 55,000 frames. Out of the six videos, one was randomly selected to train the classifier, and the other five were used for testing.
In previous experiments with CE videos, the HSV color space was found to have a better classification performance on average. 16 In addition, using the histogram significantly reduces the dimensionality.
* Hence, the color histogram in the HSV space was adopted as a feature. The color histogram is a very large and sparse matrix: With n bins used in each color component, there are n 3 features using the HSV histogram for every video frame, most of which are zeros or close to zeros. To suppress sparseness and the number of values in features, only the hue and saturation (HS) components were used. As observed in previous experiments, 16, 29 using HS components improves control of lighting variations in the GI tract.
The order of classification of multiclass SVMs was determined based on the preliminary evaluation. In the experiments, identification of the esophagus gives the best accuracy followed by the identification of the small intestine. Hence, the order is determined and listed in Table 6 .5. The kernels used to train a SVM are also included in this table.
In the learning process, 50 frames were randomly selected from each class of the training video to train a SVM. In each incremental step, 20 frames randomly selected from the remaining training video frames were used to update the classifier. The iteration repeats until the training examples exhaust. Table 6 .6 lists the accuracy of the final classifiers. The performance of this method is highly satisfactory. With the majority of frames acquired in the stomach and small intestine, the average accuracies are 86.9% and 94.4%, respectively. Images acquired in the colon are disturbed by the presence of feces.
At the end of incremental training, only 12% of the frames were part of the skins among the four classes for the hierarchical SVMs. Apparently, the smaller number of examples demands much less memory space for the learning process and thus provides a plausible mechanism for handling a large amount of data. When new examples are added, the classifier is updated efficiently in contrast to the conventional batch-learning methods.
Conclusion
This chapter presents a GISVM method to learn from large data sets with an emerging trend and dynamic patterns. To overcome high computational demands from a large data set, this method identifies a subset of examples for the training process. It extends the reduced convex hull concept and defines the skin segments of convex hulls. The skin is found by identifying the extreme points of the convex hull. This method is founded on the idea that the examples within the convex hull skin are a superset to the support vectors, including the potential ones in future training. When additional examples are provided, they are used together with the skin of the convex hull constructed from the previous data set. Using the skin of convex hull in the incremental learning process results in a small number of instances at every incremental step. The set of extreme points are found by recursively searching along the direction defined by a pair of extreme points. Besides the advantages in computational efficiency, the proposed method handles linearly nonseparable cases in multiclass problems.
Experiments were conducted with synthetic, benchmark, and CE data sets. With the synthetic data sets, the proposed method achieves highly satisfactory classifiers that closely model the underlying data distribution with appropriate kernels. The choice of RBF kernel for the synthetic data sets provides a good description of the data sets and retains only a small number of examples in the training iterations.
Using the experiments on benchmark data sets, this chapter demonstrates that the GISVM learning handles data efficiently and updates the classifier in approximately 13.4% of the time needed by the batch-learning SVM. Performance over the incremental steps further verifies the superior stability, improvement, and recoverability of the proposed method. The accuracy over the incremental steps increases steadily. Even in the cases when the performance drops, the classifier is able to recover to previous levels in future iterations because the convex hull skin that contains useful examples is 
