From a time series whose data are embedded in heavy noise, we construct an Hilbert space operator ( J-operator) whose discrete spectrum represents the signal while the essential spectrum located on the unit circle, is associated with the noise. Furthermore the essential spectrum, in the absence of signal, is built from roots of unity ("clock " distribution). These results are independent of the statistical properties of the noise that can be Gaussian, non-Gaussian, pink or even without second moment (Levy).
poles and zeros.
Injection of a small signal over a noise background modifies the distribution of poles and -even more markedly-of the zeros: increasing the signal amplitude, the center of the radial distribution of the zeros approaches the unit circle; This shift of the zeros is not uniform in angle but is more pronounced for zeros close to the the signal pole. Moreover, the deviation of the angular position of the zeros from the roots of unity stops being random and develops a step in correspondence of the position of the signal pole; consequently, the distribution of the deviation of the zeros from the roots of unity becomes non-Gaussian.
As we shall see the presence of these effects allows detection of noisy signals with signal to noise ratio (SNR) down to 0.004 , where we have defined SN R = (P s /P n ) where P s is the average signal power and P n is the average noise power.
II. SUMMARY OF THE METHOD: THE J-MATRIX FORMALISM
Starting point of our analysis is the Z-transform
of a data series s 0 , s 1 , s 2 , .....s n , .......
Usually the choice of Padé Approximant to the above Z-transform falls on the [n − 1/n] type, whose numerator and denominator are respectively polynomials of degree (n − 1) and n, or on the "diagonal" [n/n] one. This choice is justified by noting that for a finite ensemble of damped oscillators, the discretized data will read
where A p , f p , and α p are the complex peak amplitude (including the initial phase), the frequency and the damping factor of the p th oscillator. T is the recording time and N the number of data. The Z-transform therefore tends, when the number of data points goes to infinity, to
which is clearly a [n − 1/n] rational function in z −1 , with n equal to twice the number of oscillators. For pure noise, instead, the organization of poles and zeros in Froissart doublets [2] [3] [4] [5] is best approximated by a [n/n] rational function in z −1 . The sum of the two is therefore a [n/n] rational function; on the other hand, a [n− 1/n] Approximant gives the right number of poles and zeros. When the number of data points is large compared to the number of signal oscillators, the two choices give very similar results.
To numerically calculate poles and zeros of the Padé Approximants (either of the [n − 1/n] type, or of the [n/n] type) of the Z-transform of a finite time series, we build directly from the time series two tridiagonal Hilbert space operators, called J-Matrices, one for the numerator and one for the denominator. The eigenvalues of these matrices provide zeros and poles, avoiding general polynomial root finding procedures, which are notoriously unstable. Details of our method can be found in Ref. [1] . Knowledge of the positions of all poles and zeros also gives us the residues for all poles and therefore the amplitudes and phases of the signal oscillations.
III. RESULTS AND SENSITIVITY OF THE METHOD
In order to clearly visualize the statistical properties of our "J-Padé Transform" (JPT) we shall consider multiple time sequences all with the same signal but with different noise. We shall explain at the end of the present letter how the JPT nonlinearity allows us to obtain such multiple sequences when they are not readily available, so that it can be gainfully applied in cases when only a small number of sequences may be available; or even just a single one. The results we now present were obtained using 200 time sequences of 300 data points each, so that the 149/150 JPT was used.
For our first visualization, we associate to each pole (zero) a positive (negative) Gaussian distribution of suitable width and sum the values these distributions assume on the points of a lattice in the complex plane. Finally, we sum the distributions thus obtained for all the different data time sequences.
Poles z s associated to the signal are both isolated (i.e. not coupled to zeros) and stable (i.e they do not move when we change the number of data points used to calculate the JPT or when the noise is slightly modified, so that, apart from numerical and truncation errors, their position is the same for each time sequence); their contributions therefore sum up into peaks both close to the unit circle (constant amplitude signals) and away from it (damped signals). If the signal amplitude is not too small, these peaks are easily detectable .
The pole and the zero of each Froissart doublet are close to each other on the unit circle where they are most dense and their separation grows when we move away from the unit circle itself. On the other hand, noise poles and zeros in the tail of the respective distributions have highly random positions, and therefore their contributions tend to average to zero when summed over the different time sequences. Noise poles close to the unit circle are very close to the associated zeros, their contributions would therefore tend to average to zero for each time sequence, were not for the second of the statistical properties of noise listed above: the two radial distributions (of poles and zeros respectively) are slightly shifted. The net result in the complex plane is a circular ridge of radius slightly smaller than one surrounded by a circular trench of radius slightly larger than one, just like the walls and the moat of a medieval city.
The first observable effect of the injection of a signal over the background noise is a shift of the center of the zeros radial distribution toward the unit circle: apart from some saturation effects when the signal is very large, the distance of the center of the zeros radial distribution from the unit circle is proportional to K(N ) −ρ , where K(N ) is a constant depending on the number N of data points only, and ρ is the magnitude of the signal residue.
For weak signals, this radial shift is not uniform over the entire circle but is more pronounced close to the signal pole, thus creating a gap both in the ridge and the trench right at the angular position of the signal pole: see Fig. 1 .
The discrete Fourier transform, being -in the complex plane-the restriction of the Z-transform to values of z located at the roots of unity, is only aware of what can be seen on the unit circle itself, approximately halfway between the ridge induced by the poles and the trench due to the zeros. It is therefore clear from Fig. 1 that it is not able to detect this effect, as it looks where it is at its most weak. Fig. 1 suggests that there might also be an angular perturbation of the distribution of JPT poles and zeros. This is indeed the case. Fig 2 shows the deviation from clock (i.e. from the roots of unity) of the JPT zeros for a signal amplitude half of that of Fig. 1 : a very clear step is evident at the angular position (frequency) of the signal. A similar step is displayed by the poles' distribution, only somehow smaller, probably due to the signal poles. The sign of the step depends on our definition of deviation. Defining the deviation from the n'th root of unity as d n = r n − ϕ n , where r n is the angular position of the n'th root of unity and ϕ n is the angular position of the n'th zero (ordered in ascending angle order) then the step is always downwards.
IV. GENERATING THE SAMPLES
Can the effects we have seen above help us detect signals more effectively than Fourier transform analysis and methods derived from it, such as e.g. wavelet analysis?
We have clearly seen these effects, but only for a case when a high number of equivalent data series was available. Even if it is sometimes possible to gather such data, this is not usually the case.
The next question is therefore how to get a sufficient number of data sequences capable of producing independent or only slightly correlated JPT's.
If only a small number of data sequences is available, then the analysis can be applied to the ensemble of all (or part of) the combinations of the given data sequences: since the Padé Approximant is non linear, the resulting poles and zeros will not be linearly dependent, even if some correlation remains. An added advantage is that while the signal amplitude sums as the number m of samples in each combination, the noise only grows as √ m, thus giving a m increase in the SNR.
As an example, let's again consider a single signal pole, located in |z s | = 0.9 and ϕ = 1.0 with residue (maximum signal amplitude) ρ = 0.5 added to a Gaussian noise having unit standard deviation (SN R = 0.004). We take only 8 data sequences and consider all the 163 combinations of 4 or more of them. The results are shown in Figures 3 and  4 . The sum of the Gaussian distributions now shows two gaps in the ridge: one corresponding to the signal pole; and a fake one at ϕ = 5.0. The zeros deviation from clock shows at least three sizeable down steps, the largest one right at ϕ = 1.0, while none is at ϕ = 5.0. Comparison of Figures 3 and 4 thus gives us the signal pole alone.
Using only the original 8 sequences, we do get a comparable deviation from clock plot, but the sum of the Gaussian distributions shows no ridge gap corresponding to the step at ϕ = 1.0, thus leaving us in doubt.
The Fourier transform being linear, the best we can do is to analyze the sum of all 8 signals, so as to increase the SNR to about 0.03. Fig. 5 shows that, even with some smoothing of the transform, the signal peak is not recognizable among other comparable peaks.
Finally, what if we do have only one data sequence?
Most data sequences are often oversampled and undersampling is routinely used to decimate the data points and speed up calculations. Taking advantage of this, we can build from the original time sequence m different undersampled sub-sequences, all with the same time step ("interlaced sampling"): the first sequence comprising the data points 1, m + 1, 2m + 1, ..., the second one comprising the data points 2, m + 2, 2m + 2, ..., and so on. Undersampling is lossless for JPT [1] , unless the sampling rate is close to the expected signal frequency, in which case it would cause a modulus 2π uncertainty on the frequency.
We now have multiple time sequences all with the same signal (phase differences only affect the residues, but not the positions of the poles) but with different noise.
If the number of undersampled sequences is too low, we can again use their linear combinations: our tests show results equivalent to those shown in Figures 3 and 4 , even if the phases of the signal differ from one sequence to another, so that there is in general no SNR gain in taking the combinations.
When the sampling rate is to low to allow any convenient undersampling (i.e. when the sampling rate is close to the expected signal frequency and undersampling would therefore cause a modulus 2π uncertainty on the frequency), summation can be performed over approximants of different order. A second -more attractive-possibility is to add different small amounts of noise to the same time sequence to again obtain a number of time sequences with the same signal and different input noise [6] . This latter procedure can be also used to improve statistics when some undersampling can be used. Note that its effectiveness again depends on the nonlinearity of our method; it would therefore be useless in an approach based on the Fourier transform. Vs. angle, smoothed over 1800 points. The signal is the same as in Fig. 3 . A clear step is visible at the signal angle, marked by a full red vertical line. At the position of the of the fake gap in Fig. 3 (marked by a blue dashed line) no significant step is visible. 
