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§1. Introduction
The Schro¨dinger-Virasoro Lie algebras [6] were introduced in the context of non-equilibrium
statistical physics during the process of investigating the free Schro¨dinger equations. They are
closely related to the Schro¨dinger algebra and the Virasoro algebra, both of which play important
roles in many areas of mathematics and physics (e.g., statistical physics, integrable system) and
have been investigated in a series of papers [7–10, 13, 18, 21, 25]. In order to investigate vertex
representations of the Schro¨dinger-Virasoro Lie algebra, J. Unterberger introducted (see Definition
1.5 in [22]) a class of infinite-dimensional Lie algebras called the extended Schro¨dinger-Virasoro
Lie algebra L, which can be viewed as an extension of the Schro¨dinger-Virasoro Lie algebra by a
conformal current of weight 1 and generated by {Ln,Mn, Nn, Yp |n ∈ Z, p ∈ Z + 1/2} with the
following Lie brackets:
[Lm, Ln] = (n −m)Ln+m, [Lm, Nn] = nNm+n, [Lm,Mn ] = nMn+m,
[Ln, Yp ] = (p− n/2)Yp+n, [Nm, Yp ] = Ym+p, [Nm,Mn] = 2Mm+n,
[Mn, Yp ] = [Nm, Nn] = 0, [Mm,Mn] = 0, [Yp, Yq ] = (q − p)Mp+q.
(1.1)
Note that L is centerless and finitely generated with a generating set {L−2, L−1, L1, L2, N1, Y1/2}.
Moreover, it is 12Z -graded by
L =
⊕
n∈Z
Ln/2 =
(⊕
n∈Z
Ln
)⊕(⊕
n∈Z
Ln+1/2
)
,
where Ln = span{Ln,Mn, Nn} and Ln+1/2 = span{Yn+1/2}, for all n ∈ Z. The derivations, central
extensions and automorphisms of L have been studied in [5].
To search for the solutions of the Yang-Baxter quantum equation, Drinfel’d [1] introduced the
notion of Lie bialgebras in 1983. Since then, a number of people have studied further Lie bialgebra
structures (e.g., [3, 11, 12, 14–16). Witt type Lie bialgebras introduced in [20] were classified in [17].
This work has been generalized in [19, 23]. Lie bialgebra structures on generalized Virasoro-like and
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Block Lie algebras were investigated in [11, 24]. Drinfel’d [2] posed the problem that whether or not
there exists a general way to quantilize all Lie bialgebras. Etingof and Kazhdan [3] gave a positive
answer to this problem, but there does not exist an uniform method to realize quantilizations of all
Lie bialgebras. Actually, investigating Lie bialgebras and quantilizations is a complicated problem.
The authors in [8] prove that not all Lie bialgebra structures on the Schro¨dinger-Virasoro Lie
algebra are triangular coboundary. For the extended Schro¨dinger-Virasoro Lie algebra L, this is
not the case. Namely, we obtain that all Lie bialgebra structures on L are triangular coboundary.
In particular, we derive that the first cohomology group H1(L,L ⊗ L) is trivial.
§2. Preliminaries
Throughout the paper, F denotes a filed with characteristic zero. All vector spaces and tensor
products are over F. Let Z+ (resp. Z>0) be the set of all nonnegative (resp. positive) integers and
Z
∗ be the set of all nonzero elements of Z.
Let L be a vector space, ξ the cyclic map of L⊗L⊗L, namely, ξ(x1 ⊗ x2 ⊗ x3) = x2⊗ x3 ⊗ x1
for x1, x2, x3 ∈ L, and τ the twist map of L⊗ L, i.e., τ(x ⊗ y) = y ⊗ x for x, y ∈ L. A Lie algebra
is a pair (L, δ), where δ : L⊗ L→ L is a bilinear map with the conditions:
Ker( Id− τ) ⊂ Ker δ, δ · ( Id⊗ δ) · ( Id + ξ + ξ2) = 0 : L⊗ L⊗ L→ L,
where Id is the identity map. Dually, a Lie coalgebra is a pair (L,∆) with a linear map ∆ : L→ L⊗L
satisfying:
Im∆ ⊂ Im( Id− τ), ( Id + ξ + ξ2) · ( Id⊗∆) ·∆ = 0 : L→ L⊗ L⊗ L. (2.1)
A Lie bialgebra is a triple (L, δ,∆) such that (L, δ) is a Lie algebra, (L,∆) is a Lie coalgebra, and
the following compatible condition holds:
∆δ(x⊗ y) = x ·∆y − y ·∆x, ∀ x, y ∈ L. (2.2)
where “·” means the diagonal adjoint action, i.e., x · (
∑
iai ⊗ bi) =
∑
i([x, ai]⊗ bi + ai ⊗ [x, bi]),
and in general, δ(x⊗ y) = [x, y], for all x, y, ai, bi ∈ L.
Denote by U the universal enveloping algebra of L and 1 the identity element of U . For any
r =
∑
i ai ⊗ bi ∈ L⊗ L, define c(r) ∈ U ⊗ U ⊗ U by
c(r) = [r12, r13] + [r12, r23] + [r13, r23],
where r12 =
∑
i ai ⊗ bi ⊗ 1, r
13 =
∑
i ai ⊗ 1⊗ bi, r
23 =
∑
i 1⊗ ai ⊗ bi. Obviously,
c(r) =
∑
i,j
[ai, aj ]⊗ bi ⊗ bj +
∑
i,j
ai ⊗ [bi, aj ]⊗ bj +
∑
i,j
ai ⊗ aj ⊗ [bi, bj ].
Definition 2.1 (1) A coboundary Lie bialgebra (L, δ,∆, r) is a Lie bialgebra such that the cobracket
∆ is an inner derivation, i.e., there exists an element r ∈ L⊗ L such that
∆(x) = x · r for all x ∈ L. (2.3)
2
∆ is called a coboundary of r, denoted by ∆r.
(2) A coboundary Lie bialgebra (L, δ,∆, r) is called triangular if it satisfies the following classical
Yang-Baxter Equation (CYBE):
c(r) = 0. (2.4)
(3) An element r ∈ Im( Id − τ) ⊂ L ⊗ L is said to satisfy the modified Yang-Baxter equation
(MYBE) if
x · c(r) = 0, ∀ x ∈ L. (2.5)
The following famous results are due to Drinfel’d [2], Michaelis [14] and Taft [20], respectively.
We combine them into one theorem as follows:
Theorem 2.2 (i) For a Lie algebra (L, [·, ·]) and r ∈ Im( Id−τ) ⊂ L⊗L, the triple (L, [·, ·],∆r)
is a Lie bialgebra if and only if r satisfies MYBE.
(ii) Let L be a Lie algebra containing two linear independent elements a, b satisfying [a, b] = kb
for some nonzero k ∈ F, and set r = a⊗ b− b⊗ a. Then r is a solution of CYBE and equips
L with a structure of triangular coboundary Lie bialgebra.
(iii) Let L be a Lie algebra and r ∈ Im( Id− τ) ⊂ L⊗ L. Then for any x ∈ L,
( Id + ξ + ξ2) · (1 + ∆r) ·∆r(x) = x · c(r).
§3. Structures of Lie bialgebra of the extended Schro¨dinger-Virasoro Lie algebra
Regard V = L ⊗ L as a L-module under the adjoint diagonal action. A linear map D : L → V
is called a derivation if
D([x, y]) = x ·D(y)− y ·D(x) for all x, y ∈ L. (3.1)
If there exists some v ∈ V such that D(x) = x · v, then D is called an inner derivation. Denote
by vinn the inner derivation determined by v. Let Der(L,V) (resp. Inn(L,V)) be the set of all
derivations (resp. inner derivations). Then it is well known that H1(L,V) ∼= Der(L,V)/Inn(L,V),
where H1(L,V) is the first cohomology group of the Lie algebra L with coefficients in V.
A derivation D ∈ Der(L,V) is homogeneous of degree α ∈ 12Z if D(Lp) ⊂ Vα+p for all p ∈
1
2Z.
Let Der(L,V)α be the set of all the homogeneous derivations of degree α. For any D ∈ Der(L,V)
and α ∈ 12Z, define a linear map Dα : L → V as follows: for any µ ∈ Lq with q ∈
1
2Z, write
D(µ) =
∑
p∈ 1
2
Z
µp with µp ∈ Vp, then we set Dα(µ) = µq+α. Obviously, Dα ∈ Der(L,V)α and we
have
D =
∑
α∈ 1
2
Z
Dα, (3.2)
which holds in the sense that only finitely many Dα(u) 6= 0 and D(u) =
∑
α∈ 1
2
Z
Dα(u) for any
u ∈ L. Actually, for any D ∈ Der(L,V), (3.2) is a finite sum, referring to [8] for details.
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Lemma 3.1 H1(L0,Vn/2) = 0 for all n ∈ Z
∗.
Proof. For any D ∈ Der(L,V), we have D =
∑
n∈ZDn/2. Suppose n 6= 0, then the restriction of
Dn/2 to L0 induces a derivation from L0 to the L0-module Vn/2. That is, Dn/2|L0 ∈ Der(L0,Vn/2).
Conveniently, we denote Dn/2|L0 by Dn/2. Let r =
2
nDn/2(L0) ∈ Vn/2. For any X0 ∈ L0, one has
n
2Dn/2(X0) = L0 · Dn/2(X0) = X0 · Dn/2(L0), since [L0,X0] = 0. It follows Dn/2(X0) = X0 · r,
which implies Dn/2 is inner. 
Lemma 3.2 HomL0(Vm/2,Vn/2) = 0 for all m 6= n.
Proof. Let f ∈ HomL0(Vm/2,Vn/2) = 0 with m 6= n. One has f([X0, Em/2]) = [X0, f(Em/2)] for
any X0 ∈ L0 and Em/2 ∈ Vm/2. In particular, f([L0, Em/2]) = [L0, f(Em/2)]. That is,
m
2 f(Em/2) =
n
2 f(Em/2). It follows f(Em/2) = 0, since m 6= n. Consequently, f = 0. 
Taking these two Lemmas above into account, we can immediately derive the following result
from Proposition 1.2 in [4].
Proposition 3.3 Der(L,V) = Der0(L,V) + Inn(L,V).
Lemma 3.4 Let L⊗n = L⊗ · · · ⊗ L be the tensor product of n copies of L, and regard L⊗n as an
L-module under the adjoint diagonal action. Suppose r ∈ L⊗n satisfying x · r = 0, ∀ x ∈ L. Then
r = 0.
Proof. It is easy to see that L⊗n is 12Z-graded by
L⊗np =
∑
p1+p2+···+pn=p
Lp1 ⊗ Lp2 ⊗ · · · ⊗ Lpn , ∀ p, pi ∈
1
2
Z, i = 1, 2, · · · n.
Write r =
∑
p∈ 1
2
Z
rp as a finite sum with rp ∈ L
⊗n
p . By hypothesis, L0 · r = 0, which implies r = r0.
So r =
∑
r1+r2+···+rn=0
cr1,r2,···rnEr1⊗Er2⊗· · ·Ern for some cr1,r2,···rn ∈ F and Eri ∈ Lri with ri ∈
1
2Z.
Since M0 · r = 0 by the assumption, all the coefficients of the terms containing Nj for j ∈ Z are
zero, hence these terms in the sum vanish. Similarly, by N0 · r = 0, one can kill the coefficients of
the terms containing Mj and Yj+1/2 with j ∈ Z. Now we can rewrite r by
r =
∑
r1+r2+···+rn=0
cr1,r2,···rnLr1 ⊗ Lr2 ⊗ · · ·Lrn for some cr1,r2,···rn ∈ F.
But M1 · r = 0 forces all the coefficients cr1,r2,···rn are zero. This proves the lemma. 
Theorem 3.5 Der(L,V) = Inn(L,V).
Proof. It suffices to show Der0(L,V) ⊆ Inn(L,V) by virtue of Proposition 3.3. For any 0 6= D ∈
Der0(L,V), we shall prove that the zero derivation is obtained after a number of steps in each of
which D is replaced by D − uinn for some u ∈ V0. This will be done by a little bit complicated
calculations. For clarity, we divide them into three claims.
Claim 1. D(L0) = 0.
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In fact, for any Xp ∈ L with p ∈
1
2Z, applying D to [L0,Xp] = pXp, one has Xp · D(L0) = 0.
Then it follows from Lemma 3.4 that D(L0) = 0.
Claim 2. D(L±1) = 0.
For any n ∈ Z, one can write D(Ln), D(Mn), D(Nn) and D(Yn−1/2) as follows:
D(Ln) =
∑
i∈Z
(a
(n)
1,i Li⊗Ln−i+a
(n)
2,i Li⊗Mn−i+a
(n)
3,i Mi⊗Ln−i+a
(n)
4,i Li⊗Nn−i+a
(n)
5,i Ni⊗Ln−i
+a
(n)
6,iMi⊗Mn−i+a
(n)
7,i Mi⊗Nn−i+a
(n)
8,i Ni⊗Mn−i+a
(n)
9,i Ni⊗Nn−i+a
(n)
10,iYi−1/2⊗Yn−i+1/2),
D(Mn) =
∑
i∈Z
(b
(n)
1,i Li⊗Ln−i+b
(n)
2,i Li⊗Mn−i+b
(n)
3,iMi⊗Ln−i+b
(n)
4,i Li⊗Nn−i+b
(n)
5,i Ni⊗Ln−i
+b
(n)
6,iMi⊗Mn−i+b
(n)
7,iMi⊗Nn−i+b
(n)
8,i Ni⊗Mn−i+b
(n)
9,i Ni⊗Nn−i+b
(n)
10,iYi−1/2⊗Yn−i+1/2),
D(Nn) =
∑
i∈Z
(d
(n)
1,i Li⊗Ln−i+d
(n)
2,i Li⊗Mn−i+d
(n)
3,i Mi⊗Ln−i+d
(n)
4,i Li⊗Nn−i+d
(n)
5,i Ni⊗Ln−i
+d
(n)
6,iMi⊗Mn−i+d
(n)
7,iMi⊗Nn−i+d
(n)
8,i Ni⊗Mn−i+d
(n)
9,i Ni⊗Nn−i+d
(n)
10,iYi−1/2⊗Yn−i+1/2),
D(Yn−1/2) =
∑
i∈Z
(αn,iLi⊗Yn−1/2−i+α
†
n,iYi−1/2⊗Ln−i+βn,iMi⊗Yn−1/2−i+β
†
n,iYi−1/2⊗Mn−i
+γn,iNi ⊗ Yn−1/2−i + γ
†
n,iYi−1/2 ⊗Nn−i).
Note that all the sums are finite. For any n ∈ Z, one can easily get the following identities by (1.1):
L1 · (Nn ⊗N−n) = nNn+1 ⊗N−n − nNn ⊗N1−n,
L1 · (Mn ⊗N−n) = nMn+1 ⊗N−n − nMn ⊗N1−n,
L1 · (Nn ⊗M−n) = nNn+1 ⊗M−n − nNn ⊗M1−n,
L1 · (Mn ⊗M−n) = nMn+1 ⊗M−n − nMn ⊗M1−n,
L1 · (Ln ⊗N−n) = (n− 1)Ln+1 ⊗N−n − nLn ⊗N1−n,
L1 · (Nn ⊗ L−n) = nNn+1 ⊗ L−n − (1 + n)Nn ⊗ L1−n,
L1 · (Ln ⊗M−n) = (n − 1)Ln+1 ⊗M−n − nLn ⊗M1−n,
L1 · (Mn ⊗ L−n) = nMn+1 ⊗ L−n − (1 + n)Mn ⊗ L1−n,
L1 · (Ln ⊗ L−n) = (n− 1)Ln+1 ⊗ L−n − (1 + n)Ln ⊗ L1−n,
L1 · (Yn−1/2 ⊗ Y1/2−n) = (n − 1)Yn+1/2 ⊗ Y1/2−n − nYn−1/2 ⊗ Y3/2−n.
Let Qi = max{|p| | a
(1)
i,p 6= 0} for i = 1,· · · , 10. Applying D − uinn to L1, where u is a proper linear
combination of Lp ⊗ L−p, Lp ⊗M−p, Mp ⊗ L−p, Mp ⊗M−p, Lp ⊗ N−p, Np ⊗ L−p, Mp ⊗ N−p,
Np ⊗M−p, Np ⊗ N−p and Yp−1/2 ⊗ Y1/2−p with p ∈ Z, and using induction on
∑10
i=1Qi, one can
safely suppose
a
(1)
1,i = a
(1)
6,j = a
(1)
7,j = a
(1)
8,j = a
(1)
9,j = 0, for i 6= −1, 2, j 6= 0, 1, (3.3)
a
(1)
2,k = a
(1)
4,k = a
(1)
10,k = a
(1)
3,n = a
(1)
5,n = 0, for k 6= 0, 2, n 6= ±1. (3.4)
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Applying D to [L1, L−1] = −2L0 and using D(L0) = 0, we have
∑
p∈Z
((
(p− 2)a
(−1)
1,p−1 − (p + 2)a
(−1)
1,p + (p− 2)a
(1)
1,p − (p+ 2)a
(1)
1,p+1
)
Lp ⊗ L−p
+
(
(p− 2)a
(−1)
2,p−1 − (p+ 1)a
(−1)
2,p + (p− 1)a
(1)
2,p − (p+ 2)a
(1)
2,p+1
)
Lp ⊗M−p
+
(
(p− 1)a
(−1)
3,p−1 − (p+ 2)a
(−1)
3,p + (p− 2)a
(1)
3,p − (p+ 1)a
(1)
3,p+1
)
Mp ⊗ L−p
+
(
(p− 2)a
(−1)
4,p−1 − (p+ 1)a
(−1)
4,p + (p− 1)a
(1)
4,p − (p+ 2)a
(1)
4,p+1
)
Lp ⊗N−p
+
(
(p− 1)a
(−1)
5,p−1 − (p+ 2)a
(−1)
5,p + (p− 2)a
(1)
5,p − (p+ 1)a
(1)
5,p+1
)
Np ⊗ L−p
+
(
(p− 1)a
(−1)
6,p−1 − (p+ 1)a
(−1)
6,p + (p− 1)a
(1)
6,p − (p+ 1)a
(1)
6,p+1
)
Mp ⊗M−p
+
(
(p− 1)a
(−1)
7,p−1 − (p+ 1)a
(−1)
7,p + (p− 1)a
(1)
7,p − (p+ 1)a
(1)
7,p+1
)
Mp ⊗N−p
+
(
(p− 1)a
(−1)
8,p−1 − (p+ 1)a
(−1)
8,p + (p− 1)a
(1)
8,p − (p+ 1)a
(1)
8,p+1
)
Np ⊗M−p
+
(
(p− 1)a
(−1)
9,p−1 − (p+ 1)a
(−1)
9,p + (p− 1)a
(1)
9,p − (p+ 1)a
(1)
9,p+1
)
Np ⊗N−p
+
(
(p− 2)a
(−1)
10,p−1 − (p+ 1)a
(−1)
10,p + (p − 2)a
(1)
10,p − (p + 1)a
(1)
10,p+1
)
Yp−1/2 ⊗ Y1/2−p
)
= 0.
In particular, one has
(p − 2)a
(−1)
1,p−1 − (p+ 2)a
(−1)
1,p + (p− 2)a
(1)
1,p − (p + 2)a
(1)
1,p+1 = 0, ∀ p ∈ Z,
which together with the fact that {p ∈ Z | a
(−1)
1,p 6= 0} is finite and (3.3), forces
a
(−1)
1,p = 3a
(−1)
1,−2 + a
(−1)
1,−1 + 3a
(1)
1,−1 = a
(−1)
1,0 + 3a
(−1)
1,1 + 3a
(1)
1,2 = a
(−1)
1,−1 + a
(−1)
1,0 = 0, (3.5)
for p ∈ Z\{−2, 0,±1}. Similarly, comparing the coefficients of Lp ⊗M−p, Mp ⊗ L−p ,Lp ⊗ N−p,
Np ⊗ L−p, Mp ⊗M−p, Mp ⊗N−p, Np ⊗M−p, Np ⊗N−p and Yp−1/2 ⊗ Y1/2−p and taking (3.3) and
(3.4) into account, one has
a
(−1)
2,0 + 2a
(−1)
2,1 = a
(−1)
2,0 + 2a
(−1)
2,−1 = a
(−1)
3,−1 + 2a
(−1)
3,0 = a
(−1)
3,−1 + 2a
(−1)
3,−2 = 0, (3.6)
a
(−1)
4,0 + 2a
(−1)
4,1 = 2a
(−1)
4,−1 + a
(−1)
4,0 + a
(1)
4,0 = a
(−1)
5,−1 + 2a
(−1)
5,0 = a
(−1)
5,−1 + 2a
(−1)
5,−2 = 0, (3.7)
a
(−1)
i,−1 + a
(−1)
i,0 + a
(1)
i,0 + a
(1)
i,1 = 2a
(−1)
10,−1+a
(−1)
10,0 +2a
(1)
10,0 = a
(−1)
10,0 + 2a
(−1)
10,1 +2a
(1)
10,2 = 0, (3.8)
a
(1)
2,p = a
(1)
3,p = a
(1)
4,p = a
(1)
5,p = a
(−1)
2,p2
= a
(−1)
3,p3
= a
(−1)
4,p4
= a
(−1)
5,p5
= a
(−1)
i,pi
= a
(−1)
10,p10
= 0, (3.9)
for any p ∈ Z, p2 ∈ Z \{0,±1}, p3 ∈ Z \{0,−1,−2}, p4 ∈ Z \{0,±1}, p5 ∈ Z \{0,−1,−2},
pi ∈ Z\{−1, 0} with i = 6, 7, 8, 9 and p10 ∈ Z\{0,±1}.
By (3.3) and (3.4) as well as applying D to [L1, N0] = 0 and [L1,M0] = 0, respectively, we have
a
(1)
6,n = a
(1)
7,n = a
(1)
8,n = a
(1)
9,n = a
(1)
10,n = 0, for all n ∈ Z, (3.10)
d
(0)
1,j1
= d
(0)
2,j2
= d
(0)
3,j3
= d
(0)
4,j4
= d
(0)
5,j5
= d
(0)
i,j = d
(0)
10,p = 0, (3.11)
b
(0)
1,j1
= b
(0)
2,j2
= b
(0)
3,j3
= b
(0)
4,j4
= b
(0)
5,j5
= b
(0)
i,j = b
(0)
10,p = 0, (3.12)
d
(0)
1,0 + 2d
(0)
1,−1 = d
(0)
1,0 + 2d
(0)
1,1 = d
(0)
l,0 + d
(0)
l,1 = d
(0)
k,0 + d
(0)
k,−1 = 0, (3.13)
b
(0)
1,0 + 2b
(0)
1,−1 = b
(0)
1,0 + 2b
(0)
1,1 = b
(0)
l,0 + b
(0)
l,1 = b
(0)
k,0 + b
(0)
k,−1 = 0, (3.14)
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where j1 ∈ Z\{0,±1}, j2 ∈ Z\{0, 1}, j3 ∈ Z\{0,−1}, j4 ∈ Z\{0, 1}, j5 ∈ Z\{0,−1}, j ∈ Z\{0},
p ∈ Z\{0, 1}, i = 6, 7, 8, 9, l = 2, 4, 10 and k = 3, 5. Then it follows from (3.3), (3.9) and (3.10)
that
D(L1) =
∑
i∈Z
(
a
(1)
1,iLi ⊗ L1−i
)
= a
(1)
1,−1L−1 ⊗ L2 + a
(1)
1,2L2 ⊗ L−1. (3.15)
Furthermore, applying D to [L1, Y1/2] = 0, we get D(L1) = 0 from (3.15). Similarly, applying D to
[L−1, N0] = 0 and [L−1,M0] = 0, respectively, we obtain from (3.6)-(3.9) and (3.11)-(3.14) that
a
(−1)
6,i = a
(−1)
7,i = a
(−1)
8,i = a
(−1)
9,i = a
(−1)
10,i = b
(0)
4,i = b
(0)
5,i = d
(0)
4,i = d
(0)
5,i = 0, (3.16)
d
(0)
2,1 − a
(−1)
2,0 = d
(0)
3,−1 − a
(−1)
3,−1 = b
(0)
2,1 + a
(−1)
4,0 = b
(0)
3,−1 + a
(−1)
5,0 = 0, (3.17)
for all i ∈ Z. Set u := L1⊗M−1−L0⊗M0. Observe that L1 ·u = 0. Substitute D+ a
(−1)
2,1 uinn into
the expression of D(L−1), one can safely assume a
(−1)
2,1 = 0, since such replacement would not affect
the expression of D(L1). Similarly, set u
(1) := M−1 ⊗ L1 −M0 ⊗ L0, u
(2) := L1 ⊗N−1 − L0 ⊗N0,
and u(3) := N−1⊗L1−N0⊗L0, then replace D by D+a
(−1)
3,0 u
(1)
inn, D+a
(−1)
4,1 u
(2)
inn and D+a
(−1)
5,0 u
(3)
inn
in turn, one can assume a
(−1)
3,0 = a
(−1)
4,1 = a
(−1)
5,0 = 0. Hence we get
D(L−1) = a
(−1)
1,−2L−2 ⊗ L1 + a
(−1)
1,−1L−1 ⊗ L0 + a
(−1)
1,0 L0 ⊗ L−1 + a
(−1)
1,1 L−1 ⊗ L2,
by (3.5)-(3.7). Finally, using D([L−1, Y−1/2]) = 0 and (3.5), one has D(L−1) = 0.
Claim 3. D(L±2) = D(N1) = D(Y1/2) = 0.
It follows (3.14) and (3.16) that
D(M0) = b
(0)
1,−1L−1 ⊗ L1 + b
(0)
1,0L0 ⊗ L0 + b
(0)
1,1L1 ⊗ L−1 + b
(0)
6,0M0 ⊗M0 + b
(0)
7,0M0 ⊗N0
+b
(0)
8,0N0 ⊗M0 + b
(0)
9,0N0 ⊗N0 + b
(0)
10,0Y−1/2 ⊗ Y1/2 + b
(0)
10,1Y1/2 ⊗ Y−1/2,
(3.18)
D(N0) = d
(0)
1,−1L−1 ⊗ L1 + d
(0)
1,0L0 ⊗ L0 + d
(0)
1,1L1 ⊗ L−1 + d
(0)
6,0M0 ⊗M0 + d
(0)
7,0M0 ⊗N0
+d
(0)
8,0N0 ⊗M0 + b
(0)
9,0N0 ⊗N0 + d
(0)
10,0Y−1/2 ⊗ Y1/2 + d
(0)
10,1Y1/2 ⊗ Y−1/2.
(3.19)
Set v(1) := M0⊗M0, v
(2) :=M0⊗N0, v
(3) := N0⊗M0 and v
(4) := Y1/2⊗Y−1/2−Y−1/2⊗Y1/2. Observe
that L±1 · v
(i) = 0, but N0 · v
(i) 6= 0 for i = 1, 2, 3, 4. Replacing D by D− 14d
(0)
6,0v
(1)
inn, D−
1
2d
(0)
7,0v
(2)
inn,
D− 12d
(0)
8,0v
(3)
inn andD−
1
2d
(0)
10,0v
(4)
inn in turn in (3.19), one can assume that d
(0)
6,0 = d
(0)
7,0 = d
(0)
8,0 = d
(0)
10,0 = 0.
By applying D to [N0, N1] = 0 and using (3.13), we have d
(0)
1,−1 = d
(0)
1,1 = d
(0)
1,−1 = d
(0)
10,1 = 0. Then it
follows from D([N0,M0]) = 2D(M0) and (3.18)-(3.19)that D(N0) = 0 and
D(M0) = b
(0)
7,0M0 ⊗N0 + b
(0)
8,0N0 ⊗M0 + b
(0)
10,0Y−1/2 ⊗ Y1/2 + b
(0)
10,1Y1/2 ⊗ Y−1/2 . (3.20)
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Now considering D([L±2,M0]) = 0 and D([L±2, N0]) = 0, one has
D(L2) =
∑
ia
(2)
1,iLi ⊗ L2−i, and D(L−2) =
∑
ia
(−2)
1,i Li ⊗ L−2−i. (3.21)
As a by-product, we also get b
(0)
10,0 = b
(0)
10,1 = 0. Replacing D by D +
1
2b
(0)
8,0(N0 ⊗ N0)inn in (3.20),
one can assume b
(0)
8,0 = 0. Now we get from (3.20) that
D(M0) = b
(0)
7,0M0 ⊗N0. (3.22)
Applying D to [L1, L−2] = −3L−1 and [L−1, L2] = 3L1, respectively, and using D(L±1) = 0,
we have
a
(2)
1,p = a
(−2)
1,q = 2a
(2)
1,1 + 3a
(2)
1,0 = a
(2)
1,0 + 4a
(2)
1,−1 = a
(2)
1,1 + a
(2)
1,2 = a
(2)
1,2 + 4a
(2)
1,3 = 0, (3.23)
2a
(−2)
1,−1 + 3a
(−2)
1,0 = a
(−2)
1,0 + 4a
(−2)
1,1 = a
(−2)
1,−1 + a
(−2)
1,−2 = a
(−2)
1,−2 + 4a
(−2)
1,−3 = 0, (3.24)
where p ∈ Z\{0,±1, 2, 3} and q ∈ Z\{−3,−2, 0,±1}. Set v := L−1⊗L1− 2L0⊗L0+L1⊗L−1 and
take D − 14a
(2)
1,0vinn in place of D in the first equation of (3.21), one can assume a
(2)
1,0 = 0. Then it
follows (3.21) and (3.23) that D(L2) = 0. Consequently, one can easily get D(L−2) = 0 by applying
D to [L−2, L2] = 4L0 and using (3.24).
Applying D to [M0, Y1/2] = 0 and [M0, Y−1/2] = 0, respectively, one has
γ†1,i = γ
†
0,i = γ0,j = γ0,j = 0, ∀ i ∈ Z, j ∈ Z\{0}. (3.25)
Similarly, when D is applied to [N0, Y1/2] = Y1/2 and [N0, Y−1/2] = Y−1/2, respectively, it follows
β1,i = β
†
1,i = β0,i = β
†
0,i = 0, for all i ∈ Z.
Using D([L1, Y1/2]) = 0, D([L−1, Y−1/2]) = 0 and D(L±1) = 0, we have
α1,i = α
†
1,i = α
†
0,i = α0,j = 0, ∀ i ∈ Z\{0, 1}, j ∈ Z\{0,−1}, (3.26)
α1,0 + α1,1 = α0,0 + α0,−1 = α
†
1,0 + α
†
1,1 = α
†
0,0 + α
†
0,1 = 0. (3.27)
Applying D to [L1, Y−1/2] = −Y1/2, one has α0,0 = α1,1, α
†
0,0 = α
†
1,0 and γ0,0 = γ1,0. Let a = α0,0,
b = α†0,0 and c = γ0,0 . Hence, we can rewrite D(Y±1/2) as follows:
D(Y1/2) = −aL0 ⊗ Y1/2 + aL1 ⊗ Y−1/2 + bY−1/2 ⊗ L1 − bY1/2 ⊗ L0 + cN0 ⊗ Y1/2, (3.28)
D(Y−1/2) = aL0 ⊗ Y−1/2 − aL−1 ⊗ Y1/2 + bY−1/2 ⊗ L0 − bY1/2 ⊗ L−1 + cN0 ⊗ Y−1/2. (3.29)
When D is applied to [L2, Y−1/2] = −
3
2Y3/2 and [L−2, Y3/2] =
5
2Y−1/2, respectively, one has a = b =
0, since D(L±2) = 0. It follows c = d
(0)
7,0 = 0 by applying D to [Y−1/2, Y1/2] = M0, which proves
D(Y±1/2) = D(M0) = 0 by (3.22), (3.28) and (3.29).
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Now it is left to calculate D(N1). Firstly, using D([N0, N1]) = 0 and D(N0) = 0, we have
d
(1)
2,i = d
(1)
3,i = d
(1)
6,i = d
(1)
7,i = d
(1)
8,i = d
(1)
10,i = 0, ∀ i ∈ Z. (3.30)
Then applying D to [L−1, N1] = N0 and using D(N0) = 0, we obtain
d
(1)
1,i1
= d
(1)
4,i2
= d
(1)
5,i3
= d
(1)
9,i4
= d
(1)
1,0 + d
(1)
1,1 = d
(1)
1,1 + 3d
(1)
1,2 = d
(1)
1,0 + 3d
(1)
1,−1 = 0,
d
(1)
4,0 + 2d
(1)
4,1 = d
(1)
4,0 + 2d
(1)
4,−1 = d
(1)
5,1 + 2d
(1)
5,0 = d
(1)
5,1 + 2d
(1)
5,2 = d
(1)
9,0 + d
(1)
9,1 = 0,
(3.31)
where i1 ∈ Z\{0,±1, 2}, i2 ∈ Z\{0,±1}, i3 ∈ Z\{0, 1, 2}, and i4 ∈ Z\{0, 1}. Finally, by applying
D to [N1, Y−1/2] = Y1/2 and (3.31) as well as D(Y±1/2) = 0, we get
d
(1)
1,i = d
(1)
4,i = d
(1)
5,i = d
(1)
9,i = 0, ∀ i ∈ Z,
which together with (3.30), yields D(N1) = 0. Hence, the claim is proved, so is the theorem, since
L is generated by L±1, L±2, N1 and Y1/2. 
The following lemma is very useful to the main theorem in the paper.
Lemma 3.6 Suppose v ∈ V such that x · v ∈ Im( Id− τ) for all x ∈ L. Then v ∈ Im( Id− τ).
Proof. First note that L · Im( Id− τ) ⊂ Im( Id− τ). We shall show that after several steps in each
of which v is replaced by v − u for some u ∈ Im( Id− τ), the zero element is obtained, which leads
us to the result. Write v =
∑
n∈ 1
2
Z
vn. Obviously,
v ∈ Im( Id− τ) ⇐⇒ vn ∈ Im( Id− τ), ∀ n ∈
1
2
Z. (3.32)
Then
∑
n∈ 1
2
Z
nvn = L0 ·v ∈ Im( Id−τ). By (3.32), nvn ∈ Im( Id−τ). In particular, vn ∈ Im( Id−τ)
if n 6= 0. Thus when replacing v by v −
∑
n∈ 1
2
Z∗
vn, one can suppose v = v0 ∈ V0. Write
v =
∑
i∈Z
(aiLi ⊗ L−i + biLi ⊗M−i + ciMi ⊗ L−i + diMi ⊗M−i + eiYi−1/2 ⊗ Y1/2−i
+ fiLi ⊗N−i + giNi ⊗ L−i + hiNi ⊗N−i + kiMi ⊗N−i + riNi ⊗M−i).
Since all the elements of the forms Ei ⊗ F−i − F−i ⊗ Ei and Yi−1/2 ⊗ Y1/2−i − Y1/2−i ⊗ Yi−1/2 are
contained in Im( Id− τ), where {Ei, Fi} ⊂ {Li,Mi, Ni} for all i ∈ Z. Replacing v by v − u, where
u is a combination of some of these elements, we can assume
ci = gi = ri = 0, ∀ i ∈ Z; ai, di, hi 6= 0 =⇒ i > 0 or i = 0; ei 6= 0 =⇒ i > 0. (3.33)
Then v can be rewritten as
v =
∑
i∈Z+
(aiLi ⊗ L−i + diMi ⊗M−i + hiNi ⊗N−i)
+
∑
i∈Z
(biLi ⊗M−i + fiLi ⊗N−i + kiMi ⊗N−i) +
∑
i∈Z>0
eiYi−1/2 ⊗ Y1/2−i. (3.34)
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Assume ap 6= 0 for some p > 0. Choose q > 0 such that q 6= p. Then Lp+q ⊗ L−p appears in Lq · v,
but (3.33) implies the term L−p ⊗ Lp+q does not appear in Lq · v, which contradicts the fact that
Lq ·v ∈ Im( Id−τ). Hence we get ai = 0, ∀ i ∈ Z
∗. Similarly, one can suppose di = hi = 0, ∀ i ∈ Z
∗
and ei = 0, ∀ i ∈ Z. Then (3.34) becomes
v =
∑
i∈Z
(biLi ⊗M−i + fiLi ⊗N−i + kiMi ⊗N−i) + a0L0 ⊗ L0 + d0M0 ⊗M0 + h0N0 ⊗N0 . (3.35)
By Im( Id− τ) ⊂ Ker( Id + τ) and our hypothesis L · v ⊂ Im( Id− τ), we have
0 = ( Id + τ)M0 · v = −4h0(M0 ⊗N0 +N0 ⊗M0)− 2
∑
i∈Z
fi(Li ⊗M−i +M−i ⊗ Li)− 4
∑
i∈Z
ki(Mi ⊗M−i) .
Comparing the coefficients, one gets h0 = 0 and fi = ki = 0, ∀ i ∈ Z. Similarly, ( Id+ τ)(N0 ·v) = 0
implies d0 = 0 and bi = 0 for all i ∈ Z; and ( Id + τ)(L1 · v) = 0 leads to a0 = 0. Then the lemma
follows from (3.35). 
By now we have enough in hand to classify the Lie bialgebra structures on the extended
Schro¨dinger-Virasoro Lie algebra. The following theorem is the central result of the paper.
Theorem 3.7 Let (L, [·, ·]) be the extended Schro¨dinger-Virasoro Lie algebra. Then each Lie bial-
gebra structure on L is triangular coboundary.
Proof. Let (L, [·, ·],∆) be a Lie bialgebra structure on L. Thanks to Theorem 3.5, there exists
some r ∈ V such that ∆ = ∆r. By (2.1), Im(∆) ⊂ Im( Id − τ). Then it follows from Lemma 3.6
that r ∈ Im( Id − τ). But (2.1), Theorem 2.2(iii) and Lemma 3.4 show that c(r) = 0; as a result,
(L, [·, ·],∆) is a triangular coboundary Lie bialgebra by Definition 2.1. 
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