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Resumo
O objectivo desta dissertac¸a˜o de Mestrado e´ a ana´lise, imple-
mentac¸a˜o e comparac¸a˜o de resultados obtidos no pricing de double
barrier options (sem rebates), seguindo a metodologia proposta por
Geman e Yor [6] em 1996. O modelo utiliza uma abordagem proba-
bil´ıstica, de forma a quantificar a probabilidade das barreiras serem
atingidas. Ao longo do desenvolvimento, ate´ a` expressa˜o final, e´ uti-
lizado o Teorema de Girsanov assim como transformadas de Laplace.
A implementac¸a˜o do modelo e´ feita em MATLAB e um dos principais
desafios e´ o ca´lculo da inversa da transformada de Laplace.
Palavras-chave: Opc¸o˜es com duas barreiras, Movimento Browniano,
Geman-Yor, Inversa da Transformada de Laplace, Girsanov.
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Abstract
The purpose of this work is the analysis, implementation and com-
parison of results obtained in the pricing of double barrier options
(without rebates payment), following the methodology proposed by
Geman and Yor [6] in 1996. The model uses a probabilistic approach
in order to quantify the barrier hit probability. Throughout the deve-
lopment, until the final expression, we use the Girsanov theorem and
Laplace transforms. The model implementation is done in MATLAB
and a key challenge is the calculation of the inverse Laplace transform.
Key-words: Double Barrier Option, Brownian Motion, Geman-Yor,
Inverse Laplace Transform, Girsanov.
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”Everything should be made as simple as possible, but not simpler.”
A. Einstein
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1 Introduc¸a˜o
A presente dissertac¸a˜o de Mestrado tem como objectivo principal a ana´lise,
implementac¸a˜o e comparac¸a˜o de resultados obtidos no pricing de double-
barrier options, seguindo a metodologia proposta por Geman e Yor [6] em
1996.
As double-barrier options sa˜o opc¸o˜es cuja validade esta´ sujeita ao facto
do prec¸o do activo subjacente estar dentro (ou fora) de um determinado
range (definido pelas duas barreiras) durante o per´ıodo de vida da opc¸a˜o.
Estas opc¸o˜es apresentam-se como uma alternativa mais econo´mica a`s opc¸o˜es
simples e ate´ mesmo a`s opc¸o˜es com uma barreira. Uma vez que o valor das
mesmas esta´ condicionado ao movimento do prec¸o do activo durante a vida
da opc¸a˜o, enquadram-se no grupo de path-dependent options.
Por serem opc¸o˜es path-dependent e dependerem de duas barreiras, a me-
todologia de valorizac¸a˜o na˜o e´ simples. A maior parte das soluc¸o˜es e´ baseada
em simulac¸o˜es de va´rios cena´rios atrave´s de Monte-Carlo.
No entanto, Geman e Yor [6] pretenderam ir mais longe, desenvolvendo
uma fo´rmula exacta para valorizar este tipo de opc¸o˜es. A sua abordagem
baseia-se em resultados obtidos anteriormente para single-barrier e opc¸o˜es
asia´ticas.
Nesta tese e numa primeira etapa, sera´ feita uma revisa˜o de literatura do
tema, assumindo resultados e pressupostos previamente obtidos. Posterior-
mente, sera´ feita a deduc¸a˜o detalhada dos resultados obtidos por Geman-Yor
[6]. No paper original so´ foi obtida a expressa˜o para a double knock-out call.
Assim, pretende-se ainda obter as expresso˜es para double knock-in call, dou-
ble knock-out put e double knock-in put. Este e´ um dos principais contributos
deste trabalho, visto que estas expresso˜es na˜o constam do paper original.
Finalmente, apo´s a implementac¸a˜o da soluc¸a˜o para as calls em MATLAB
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e comparac¸a˜o com outros resultados (simulac¸o˜es Monte-Carlo e calculadora
da Bloomberg) para va´rios cena´rios, os resultados sera˜o apresentados assim
como as respectivas concluso˜es que da´ı advirem.
2
2 Conceitos Teo´ricos
Comecemos por introduzir algumas definic¸o˜es que sera˜o utilizadas ao longo
desta dissertac¸a˜o.
Opc¸a˜o
Uma opc¸a˜o do tipo call (put) sobre o activo S com strike X da´ o direito,
mas na˜o a obrigac¸a˜o, ao seu detentor de comprar (vender) o activo subjacente
S ao prec¸o X.
Opc¸a˜o Europeia
O exerc´ıcio da opc¸a˜o so´ pode ser feito na data de maturidade da opc¸a˜o
- momento T. O payoff final desta opc¸a˜o do tipo call (put) e´ dado por
max[(ST −X), 0] (max[(X − ST ), 0]).
Opc¸a˜o Americana
O exerc´ıcio da opc¸a˜o pode ser feito em qualquer momento t desde a data
de aquisic¸a˜o da opc¸a˜o ate´ a` sua maturidade (t ≤ T).
Barrier Option
Uma opc¸a˜o com barreira e´ uma opc¸a˜o que cujo direito de exerc´ıcio esta´
condicionado ao facto de o prec¸o do activo tocar uma determinada barreira.
Assim, uma opc¸a˜o knock-in (knock-out) torna-se activa (inactiva) caso o
prec¸o do activo atinja um valor previamente definido. Enta˜o, podemos ter
os seguintes tipos de opc¸o˜es com barreiras:
• Up-and-out : O prec¸o do activo subjacente comec¸a abaixo do n´ıvel da
barreira; caso suba, a opc¸a˜o torna-se inactiva (knocked out).
• Down-and-out : O prec¸o do activo subjacente comec¸a acima do n´ıvel da
barreira; caso desc¸a ate´ ao n´ıvel da barreira, a opc¸a˜o torna-se inactiva
(knocked out).
• Up-and-in: O prec¸o do activo subjacente comec¸a abaixo do n´ıvel da
3
barreira e a opc¸a˜o so´ se torna activa (knocked in) caso este suba ate´ a`
barreira.
• Down-and-in: O prec¸o do activo subjacente comec¸a acima do n´ıvel da
barreira e a opc¸a˜o so´ se torna activa (knocked in) caso este desc¸a ate´ a`
barreira.
O que leva um investidor a optar por este tipo de opc¸o˜es e´ o facto do
custo destas ser inferior ao de opc¸o˜es standard.
Double-barrier option
Neste tipo de opc¸o˜es, as restric¸o˜es a` sua validade sa˜o impostas atrave´s de
duas barreiras, que traduzem o range que o prec¸o do activo subjacente deve
verificar. Assim, temos duas situac¸o˜es poss´ıveis:
• Knock-in: O prec¸o do activo subjacente tem que atingir as duas bar-
reiras para a opc¸a˜o se tornar activa.
• Knock-out : Caso o prec¸o do activo atinja uma das barreiras, a opc¸a˜o
torna-se inactiva.
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3 Revisa˜o de Literatura
Nesta secc¸a˜o pretende-se fazer uma refereˆncia ao trabalho ja´ desenvolvido ate´
a` data relacionado com o tema. Em relac¸a˜o a`s opc¸o˜es so´ com uma barreira ja´
existem diversos modelos para a sua valorizac¸a˜o e os mesmos sa˜o actualmente
utilizados em software para pricing de derivados, portanto, reconhecidos pelo
mercado.
Os me´todos mais comuns sa˜o Analytical Closed Form (Fo´rmula Fechada)
[12] e [20], Continuity Correction, Modelo Binomial, Modelo Trinomial, Me´todo
das Diferenc¸as Finitas e Simulac¸o˜es de Monte Carlo, sendo o primeiro o mais
popular.
Em 1973, Merton[12] apresentou o primeiro modelo para pricing de opc¸o˜es
com barreira, fornecendo a fo´rmula de valorizac¸a˜o para uma knock-out call.
Posteriormente, em 1991, Reiner e Rubinstein[20], baseando-se no trabalho
de Merton[12], apresentaram um trabalho mais detalhado e com fo´rmulas de
valorizac¸a˜o para todos os tipos de opc¸o˜es com barreiras (calls e puts, ambas
knock-in e knock-out).
No que diz respeito a`s opc¸o˜es com duas barreiras, tambe´m ja´ existem algu-
mas publicac¸o˜es dedicadas ao tema, nomeadamente: Kunitomo e Ikeda(1992)[10],
Geman e Yor(1996)[6], Pelsser(1997)[19], Baldi et al.(1999)[1], Kuan e We-
ber(2003) [9] e Nunes e Dias (2010-versa˜o preliminar)[16], entre outros.
Kunitomo e Ikeda[10], em 1992, derivaram a func¸a˜o densidade de proba-
bilidade para um standard Brownian Motion entre duas barreiras (com den-
sidades exponenciais). A func¸a˜o densidade e´ apresentada como uma soma
infinita de func¸o˜es densidade normais e os prec¸os das opc¸o˜es com duas bar-
reiras sa˜o obtidos com recurso a` integrac¸a˜o destas func¸o˜es. Foi demonstrado
que a maior parte dos termos da soma tende para zero, sendo por isso apenas
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necessa´rio o ca´lculo de alguns para obter um resultado preciso.
Geman e Yor[6], em 1996, obteˆm uma fo´rmula fechada para o prec¸o de
uma knock-out call com duas barreiras com recurso a` inversa˜o da transfor-
mada de Laplace do prec¸o da opc¸a˜o, modelo analisado e reproduzido nesta
dissertac¸a˜o. E´ assumido o forte pressuposto de que o processo do activo
subjacente segue um Geometric Brownian Motion.
Em nenhum destes trabalhos e´ explorada a opc¸a˜o do pagamento de re-
bates quando a opc¸a˜o se torna inactiva (ou na˜o se torna activa no caso de
opc¸o˜es com knock-in).
Assim Pelsser[19], em 1997, utiliza um me´todo semelhante ao de Geman
e Yor[6] considerando ainda o pagamento de rebates (tanto na maturidade
como quando as barreiras sa˜o atingidas, no caso de knock-out) e apresentando
tambe´m fo´rmulas para a valorizac¸a˜o de opc¸o˜es knock-in com duas barreiras.
Em 1999, Baldi et al.[1] desenvolvem um me´todo nu´merico baseado na
te´cnica ”Sharp Large Deviation”, no original, para optimizar as te´cnicas as-
sociadas a` simulac¸a˜o de Monte Carlo para o pricing de opc¸o˜es com duas
barreiras.
Kuan e Weber[9], em 2003, apresentam um modelo de pricing para opc¸o˜es
com uma e duas barreiras baseado na func¸a˜o densidade do primeiro tempo
de passagem do processo do prec¸o do activo subjacente pela(s) barreira(s). O
trabalho de Kuan e Weber[9] baseia-se no pressuposto do processo do activo
subjacente seguir um Geometric Brownian Motion e assume o modelo de
taxa de juro apenas com um factor. E´ constatado por Nunes e Dias[16] que
a abordagem de Kuan e Weber[9], de entre as que assumem o pressuposto
de Geometric Brownian Motion, e´ uma das menos eficientes.
Finalmente, Nunes e Dias[16], em 2010, desenvolvem um aperfeic¸oamento
do me´todo desenvolvido por Kuan e Weber[9] para opc¸o˜es com duas barrei-
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ras europeias. O seu modelo e´ multifactor e Markoviano, acomodando vo-
latilidades estoca´sticas, taxas de juro estoca´sticas e faleˆncias, sendo assim
muito mais realista. A valorizac¸a˜o de opc¸o˜es americanas com duas barreiras
tambe´m e´ contemplada no trabalho.
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4 Avaliac¸a˜o de Double-Barrier Options
Ao longo desta secc¸a˜o sera´ seguida a deduc¸a˜o efectuada por Geman-Yor[6]
para a avaliac¸a˜o de uma call com duas barreiras.
4.1 Payoff da Opc¸a˜o
Consideremos uma opc¸a˜o do tipo knock-out call com duas barreiras, respec-
tivamente L (barreira inferior) e U(barreira superior), e strike k. O payoff
desta opc¸a˜o na maturidade e´ dado por:
Payoff Maturidade =

0 inf(St) ≤ L, 0 ≤ t ≤ T
max(0, ST − k) L < St < U, 0 ≤ t ≤ T
0 sup(St) ≥ U, 0 ≤ t ≤ T
(1)
onde 0 ≤ t ≤ T
4.2 Processo do prec¸o do activo subjacente
Assuma-se a partir de agora que nos encontramos no espac¸o de probabili-
dade (Ω,F ,Ft,P), onde Ft e´ a informac¸a˜o dispon´ıvel no momento t e P e´ a
medida de probabilidade. Partindo do pressuposto que estamos num cena´rio
de na˜o arbitragem enta˜o, existe uma medida de probabilidade Q, medida
neutra face ao risco, equivalente a P, tal que os prec¸os descontados dos acti-
vos financeiros sa˜o Q-martingalas. Sob Q, e assumindo os pressupostos dos
modelos de Merton [12] e Black and Scholes [3], o processo do prec¸o St do
activo subjacente respeita a seguinte equac¸a˜o diferencial estoca´stica (e.d.e.):
dSt
St
= ydt+ σdW˜Qt (2)
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ou seja, e´ um Geometric Brownian Motion. W˜Qt e´ um Q-Brownian Motion,
σ e´ constante e assume-se que o drift, y=r-q, e´ uma constante por ser a
diferenc¸a entre duas constantes (r representa a taxa de juro sem risco e q os
dividendos, se existirem):
dSt = yStdt+ σStW˜
Q
t (3)
Aplicando o Lema de Itoˆ a` func¸a˜o f(St) = ln(St),
1
dlnSt =
1
St
dSt +
1
2
(− 1
S2t
)d < St, St >
=ydt+ σdW˜Qt −
1
2
1
S2t
σ2S2t d < W˜
Q, W˜Q >t
=(y − 1
2
σ2)dt+ σdW˜Qt (4)
Enta˜o, integrando ambos os lados:
lnSt − lnS0 =(y − 1
2
σ2)
∫ t
0
du+ σ
∫ t
0
dW˜Qu
=(y − 1
2
σ2)t+ σW˜Qt (5)
E assim,
St = S0e
(y− 1
2
σ2)t+σW˜Qt (6)
Se considerarmos u ≥ t ≥ 0:
Su = S0e
(y− 1
2
σ2)u+σW˜Qu (7a)
St = S0e
(y− 1
2
σ2)t+σW˜Qt
i.e.
S0 = Ste
−(y− 1
2
σ2)t−σW˜Qt (7b)
1 dln(St)
dt = 0,
dln(St)
dSt
= 1St e
d2ln(St)
d2St
= − 1
S2t
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Combinando as va´rias equac¸o˜es de (7):
Su =Ste
−(y− 1
2
σ2)t−σW˜Qte(y−
1
2
σ2)u+σW˜Qu
=Ste
(y− 1
2
σ2)(u−t)+σ(W˜Qu−W˜Qt )
=Ste
(y− 1
2
σ2)(s)+σ(W˜Q
(t+s)
−W˜Qt ), onde s = u− t (8)
Note-se que pelas propriedades do Brownian Motion, WˆQs = W˜
Q
(t+s)−W˜Qt ,
e´ um novo Q-Brownian Motion. Assim podemos definir
Su = StS1(u−t) (9a)
S1s = e
(y− 1
2
σ2)s+σWˆQs (9b)
4.3 Prec¸o da Opc¸a˜o no momento t
O prec¸o duma double-barrier knock-out call com strike k no momento t pode
ser expresso por:
CL,U(t) = e
−r(T−t)EQ[(ST − k)+1∑L,U>T |Ft] (10)
onde
∑
L,U e´ o primeiro tempo de passagem do processo (St)t≥0 fora do
intervalo [L,U]. Ou seja, a call corresponde ao valor descontado de uma call
standard, considerando o facto de so´ ter valor caso a passagem por uma das
barreiras ocorra apo´s a maturidade da mesma. 2
No entanto, com recurso a`s equac¸o˜es (9) a expressa˜o (10) pode ser trans-
formada em:
CL,U(t) = e
−r(T−t)EQ[(StS1(T−t) − k)+1∑L,U>t1∑ˆ L
St
, U
St
>T−t
|Ft] (11)
2Seja T∗α o primeiro momento (desde t0) em que o processo St atinge um dos valores
do conjunto α, enta˜o T∗α e´ o primeiro tempo de passagem do processo St por α.Para
qualquer αi ⊂ α : T∗α = min(t∗i) : t∗i = inf{t ≥ t0;Si ≥ αi}, se S0 < αi ∨ t∗i = inf{t ≥
t0;Si ≤ αi}, se S0 > αi. Neste caso
∑
:= T∗.
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onde
∑ˆ
L
St
, U
St
>T−t representa o primeiro tempo de passagem do processo S1s
fora do intervalo [ L
St
, U
St
].3
Antes de continuarmos o desenvolvimento da expressa˜o, fac¸amos algumas
breves considerac¸o˜es que ajudara˜o a compreender os pro´ximos passos. Visto
que estamos a utilizar a filtrac¸a˜o Ft, em t ja´ temos conhecimento do que se
passou ate´ ao momento t, enta˜o St e 1∑L,U>t sa˜o Ft-mensura´veis.
Podemos ainda considerar τ = T − t. Assim:
CL,U(t) = e
−rτ1∑
L,U>t
StEQ[(S1τ − k
St
)+1∑ˆ
L
St
, U
St
>τ
|Ft] (12)
Dado que nos encontramos no momento t, enta˜o o valor de St e´ conhecido,
podendo ser interpretado como uma constante a partir do momento t. Enta˜o,
por comodidade alge´brica omite-se Ft. Assim:
CL,U(t) = e
−rτ1∑
L,U>t
StEQ[(S1τ − k
St
)+1∑ˆ
L
St
, U
St
>τ
] (13)
A partir do momento t, a call com barreiras valera´ 0, caso uma das
barreiras ja´ tenha sido atingida ou:
CL,U(t) = e
−rτStEQ[(S1τ − k
St
)+1∑ˆ
L
St
, U
St
>τ
] (14)
Esta e´ a expressa˜o que pretendemos avaliar.
Alternativamente e considerando m = L
St
, M = U
St
e h = k
St
, pretendemos
resolver
Υhm,M(τ) = EQ[(S1τ − h)+1∑ˆ
m,M<τ
] (15)
Note-se que CL,U(t) + e
−r(T−t)St × Υ(h)m,M(τ) corresponde ao valor duma
call standard avaliada em t. 4 Enta˜o,
3L ≤ Su ≤ U <=> LSt ≤ SuSt ≤ USt <=> LSt ≤ S1s ≤ USt
4Basta considerarmos que uma call standard corresponde a` soma do valor duma call
do tipo knock-in com uma knock-out.
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St ×BS(0, 1, σ, h, τ) = CL,U(t) + e−r(T−t)St ×Υ(h)m,M(τ) (16)
onde BS e´ o valor de uma call com tempo ate´ a` maturidade τ , strike h,
volatilidade σ e valor do activo subjacente igual a 1.
De forma a obter o valor da call ha´ enta˜o que obter uma soluc¸a˜o expl´ıcita
para Υhm,M(τ).
4.4 Transformada de Laplace
Seguindo a abordagem de Geman-Yor [6], ao inve´s de resolver (15), iremos
resolver a sua Transformada de Laplace (TL):
Definic¸a˜o 1 A Transformada de Laplace de uma func¸a˜o f(t), definida para
todos os nu´meros reais t ≥ 0 e´ a func¸a˜o:
TL(λ) =
∫ ∞
0
e−λtf(t)dt (17)
onde o paraˆmetro λ e´ um nu´mero complexo.
Enta˜o a Transformada de Laplace para a func¸a˜o Υ
(h)
m,M(τ) e´ dada por:
Ψ(λ) =
∫ ∞
0
e−λτΥ(h)m,M(τ)dτ
=
∫ ∞
0
e−λτEQ[(S1τ − h)+1∑ˆ
m,M<τ
]dτ (18)
Fazendo a mudanc¸a de varia´vel
τ :=
u
σ2
(19)
temos:
Υhm,M(
u
σ2
) =EQ[(S1 u
σ2
− h)+1∑ˆ
m,M< u
σ2
]
=EQ[(e
(y−σ2
2
) u
σ2
+σWˆQu
σ2 − h)+1∑ˆ
m,M< u
σ2
] (20)
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eΨ(λ) =
1
σ2
∫ ∞
0
e−λ
u
σ2 Υ
(h)
m,M(
u
σ2
)du
=
1
σ2
∫ ∞
0
e−λ
u
σ2EQ[(e
((y−σ2
2
) u
σ2
+σWˆQu
σ2
) − h)+1∑ˆ
m,M< u
σ2
]du (21)
Considerando
vˆ := y − σ
2
2
(22)
e aplicando uma deterministic time change ao Brownian Motion (pelas pro-
priedades do Brownian Motion, o novo processo continua a ser um Brownian
Motion):
WQu := σWˆ
Q
u
σ2
(23)
temos que:
Υhm,M(
u
σ2
) = EQ[(evˆ
u
σ2
+WQu − h)+1∑ˆ
m,M< u
σ2
] (24)
e, claro:
Ψ(λ) =
∫ ∞
0
e−λ
u
σ2 Υ
(h)
m,M(
u
σ2
)d
u
σ2
=
∫ ∞
0
e−λ
u
σ2EQ[(evˆ
u
σ2
+WQu − h)+1∑ˆ
m,M< u
σ2
]d
u
σ2
(25)
Mas agora, ha´ enta˜o interesse em obter o tempo de passagem para o
processo:
X(vˆ)u := e
vˆ u
σ2
+WQu (26)
em vez do tempo de passagem para o processo S1s (relembre-se que
∑ˆ
re-
presenta o primeiro tempo de passagem para o processo S1s fora do intervalo
[m,M]).
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Enta˜o,∑ˆ
m,M
= inf {s : S1s = m ∨M}
= inf {s : evˆs+σWˆQs = m ∨M} (27)
= inf { u
σ2
: e
vˆ u
σ2
+σWˆQu
σ2 = m ∨M}, sendo s := u
σ2
Equivalentemente, utilizando a expressa˜o (23):
σ2
∑ˆ
m,M
= inf {u : evˆ
u
σ2
+σWˆQu
σ2 = m ∨M}
= inf {u : evˆ uσ2+WQu = m ∨M}
= inf {u : X(vˆ)u = m ∨M} (28)
obtemos precisamente o tempo de passagem pretendido, ou seja, para o pro-
cesso X
(vˆ)
u definido pela equac¸a˜o (26).
Podemos ainda considerar
v :=
vˆ
σ2
=
1
σ2
(y − σ
2
2
) (29)
e definir ∑(v)
m,M
:= σ2
∑ˆ
m,M
(30)
Deste modo, a quantidade
∑(v)
m,M representa o primeiro tempo de passagem
por m ou M do processo
X(v)u = e
vu+WQu (31)
Enta˜o, finalmente a expressa˜o (24) passa a ser representada por:5
Υhm,M(u) = EQ[(X(v)u − h)+1(∑(v)m,M<u)] (32)
5Note-se que
∑ˆ
m,M <
u
σ2 ⇔ σ2
∑ˆ
m,M < u⇔
∑(v)
m,M < u.
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e a expressa˜o (25) toma a forma:
Ψ(λ) =
∫ ∞
0
e−λ
u
σ2 Υhm,M(u)d
u
σ2
=
1
σ2
∫ ∞
0
e−λ
u
σ2EQ[(X(v)u − h)+1(∑(v)m,M<u)]du (33)
Se, por sua vez, considerarmos a TL da func¸a˜o Υhm,M(u) com paraˆmetro
θ := λ
σ2
, obtemos:
Θ(θ) =
∫ ∞
0
e−θuΥhm,M(u)du
=
∫ ∞
0
e−θuEQ[(X(v)u − h)+1(∑(v)m,M<u)]du (34)
Enta˜o, a expressa˜o (33) pode passar a ser representada por:
Ψ(λ) =
1
σ2
Θ(θ) (35)
Para simplicidade de notac¸a˜o, utilize-se:
f(x) := (x− h)+ (36)∑
:=
∑
(v)
m,M (37)
Definam-se ainda a e b, a>0 e b>0, tais que:6
m := e−a
M := eb (38)
Assim, e considerando o Teorema de Fubini :7
Θ(θ) =
∫ ∞
0
e−θuEQ[(X(v)u − h)+1(∑(v)m,M<u)]du
=EQ[
∫ ∞
0
e−θuf(X(v)u )1
∑
<udu] (39)
6a > 0 e b > 0 ⇒ −a < b ⇔ e−a < eb ⇔ m < M , ou seja, a relac¸a˜o entre as barreiras
mante´m-se.
7Anexo: Teoremas.
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4.5 Reeinterpretac¸a˜o de Θ(θ)
A expressa˜o anterior diz respeito a uma opc¸a˜o com maturidade T e em que∑
e´ o primeiro tempo de passagem, que neste caso, torna a opc¸a˜o activa.
No entanto, podemos fazer uma diferente interpretac¸a˜o e considerar que e´
uma opc¸a˜o onde o processo X
(v)
u tem in´ıcio em X
(v)
0 e a sua maturidade segue
uma distribuic¸a˜o exponencial onde P (T > u) = e−θu. Assim, consideramos
a func¸a˜o densidade P (T ∈ du) = θe−θu. Enta˜o, o valor desta opc¸a˜o com
maturidade aleato´ria e com o processo a ter ı´nicio em X
(v)
0 e´ dado por:
V (X
(v)
0 ) = θEQX(v)0 [
∫ ∞
0
e−θuf(X(v)u )1
∑
<udu] (40)
No entanto, visto que a opc¸a˜o so´ se tornara´ activa no momento
∑
, o seu
valor pode ser interpretado como o valor descontado do seu valor em
∑
:
V (X
(v)
0 ) = EQX(v)0 [e
−θ∑V (X(v)∑ )] (41)
Mas, por (40):8
V (X
(v)∑ ) = θEQ
X
(v)∑ [
∫ ∞
0
e−θuf(X(v)u )du] (42)
Enta˜o:
V (X
(v)
0 ) =EQX(v)0 [e
−θ∑V (X(v)∑ )]
=EQ
X
(v)
0
[e−θ
∑
θEQ
X
(v)∑ [
∫ ∞
0
e−θuf(X(v)u )du]] (43)
Enta˜o, visto que (40) e (43) dizem respeito a` mesma quantidade, podem ser
igualadas:
θEQ
X
(v)
0
[
∫ ∞
0
e−θuf(X(v)u )1
∑
<udu] =EQX(v)0 [e
−θ∑θEQ
X
(v)∑ [
∫ ∞
0
e−θuf(X(v)u )du]],
8Visto que consideramos que o processo comec¸a em X(v)∑ , 1∑<u torna-se redundante.
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isto e´
EQ
X
(v)
0
[
∫ ∞
0
e−θuf(X(v)u )1
∑
<udu] =EQX(v)0 [e
−θ∑EQ
X
(v)∑ [
∫ ∞
0
e−θuf(X(v)u )du]]
Mas assim, Θ(θ) (39) pode passar a ser representado por esta u´ltima
expressa˜o:9
Θ(θ) =EQ[e−θ
∑
EQ
X
(v)∑ [
∫ ∞
0
e−θuf(X(v)u )du]]
=EQ[e−θ
∑
g
(v)
θ (X
(v)∑ )] (44)
sendo
g
(v)
θ (x) := E
Q
x [
∫ ∞
0
e−θuf(X(v)u )du] (45)
O processo X
(v)∑ pode tomar dois valores poss´ıveis, correspondentes ao
primeiro tempo de passagem por uma das duas barreiras. Assim, a equac¸a˜o
(44) pode ser resolvida tendo em conta esses mesmos valores poss´ıveis. No
entanto, visto que a mesma se trata de um valor esperado e estamos a tra-
balhar com tempos de passagem, e´ necessa´rio considerar a probabilidade de
cada um dos cena´rios ocorrer primeiro e, portanto, ser esse o valor da varia´vel
a considerar.10 Assim:
Θ(θ) =EQ[e−θ
∑
g
(v)
θ (X
(v)∑ )]
=EQ[e−θTe−ag(v)θ (e
−a)1Te−a<Teb ] + E
Q[e−θTebg(v)θ (e
b)1T
eb
<Te−a ] (46)
9Uma breve nota: ate´ aqui considerou-se sempre que o processo tinha in´ıcio em X(v)0 ,
omitindo esta condic¸a˜o para na˜o sobrecarregar a notac¸a˜o. Neste u´ltimo desenvolvimento
tal condic¸a˜o foi utilizada na notac¸a˜o para dar eˆnfase a` altura em que o processo passa a
ter outro ponto de ı´nicio. Agora voltamos a` notac¸a˜o original, ou seja, EQ significa que
estamos a considerar o processo com ı´nicio em X(v)0 .
10
∑
= Te−a ⇒ Te−a < Teb ou seja, o processo X(v)u passou primeiro por e−a do que por
e−b.
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4.6 Mudanc¸a de Medida de Probabilidade - Q⇒ Q1
Agora, Θ(θ) pode ser interpretado como um valor me´dio e g
(v)
θ como uma
constante (e´ um valor me´dio portanto o seu valor e´ uma constante). Por
sua vez, esse valor me´dio pode ser definido numa medida de probabilidade
equivalente em vez do processo X
(v)
u . 11 Para tal, usar-se-a´ a representac¸a˜o
EˆQx , quando estivermos a trabalhar na medida associada ao Brownian Motion
com drift WQu + vu e in´ıcio em x. Enta˜o:
Θ(θ) =EˆQ0 [e−θTe−ag
(v)
θ (e
−a)1Te−a<Teb ] + Eˆ
Q
0 [e
−θT
ebg
(v)
θ (e
b)1T
eb
<Te−a ] (47)
No entanto, pelas propriedades do Brownian Motion,12 ha´ interesse em
trabalhar na medida referente ao Brownian Motion sem drift, aqui represen-
tada por Q1 de forma a podermos recorrer a resultados ja´ conhecidos.
Vamos enta˜o recorrer ao Teorema de Girsanov 13 que permite relacionar
os processos (WQt + vt, t ≥ 0) (processo actual) e (WQ1t , t ≥ 0) (processo
pretendido):14 15
WQ1u = W
Q
u + vu⇔ WQu = WQ1u − vu (48)
e
EQ1(X) = EQ(X
dQ1
dQ
) (49)
11X
(v)
u = WQu + vu.
12Dadas as propriedades do Brownian Motion, o standard Brownian Motion e´ uma
martingala enquanto o Brownian Motion com drift na˜o o e´.
13Anexo: Teoremas.
14Uma breve nota para o leitor: Relembre-se que pela equac¸a˜o (31), X(v)u = eW (u)+vu.
Assim, e−a = eWu+vu ⇔ −a = Wu + vu, ou seja, X(v)u tomar o valor e−a equivale a
Wu + vu tomar o valor −a.
15Em particular: WQu + vu = −a⇔WQ1u = −a e WQu + vu = b⇔WQ1u = b.
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Via Teorema de Girsanov, e´ poss´ıvel definir a Radon-Nikody´m derivative
(dQ1
dQ ) de Q1 em relac¸a˜o a Q no momento t:
dQ1
dQ
:=e−
∫ t
0 −vdW
Q1
s − 12
∫ t
0 (−v)2ds
=evW
Q1
t − 12v2t (50)
Enta˜o, para os dois cena´rios a considerar:
WQ1t = −a⇒
dQ1
dQ
= e−va−
1
2
v2T−a (51)
WQ1t = b⇒
dQ1
dQ
= evb−
1
2
v2Tb (52)
Desta forma:
EQ0 [e−θTe−ag
(v)
θ (e
−a)1Te−a<Teb ] =Eˆ
Q1
0 [e
−θT−ag(v)θ (e
−a)e(−va−
v2
2
T−a)1T−a<Tb ]
=EˆQ10 [e−(θ+
v2
2
)T−ag
(v)
θ (e
−a)e−va1T−a<Tb ] (53)
e
EQ0 [e−θTebg
(v)
θ (e
b)1T
eb
<Te−a ] =Eˆ
Q1
0 [e
−θTbg(v)θ (e
b)e(vb−
v2
2
Tb)1Tb<T−a ]
=EˆQ10 [e−(θ+
v2
2
)Tbg
(v)
θ (e
b)evb1Tb<T−a ] (54)
Finalmente, a equac¸a˜o (47) pode ser reescrita como:
Θ(θ) = EˆQ10 [e−(θ+
v2
2
)T−ag
(v)
θ (e
−a)e−va1T−a<Tb ]+Eˆ
Q1
0 [e
−(θ+ v2
2
)Tbg
(v)
θ (e
b)evb1Tb<T−a ]
(55)
Revuz e Yor [21] (p. 72, ex. 3.10) fornecem a seguinte soluc¸a˜o para standard
Brownian Motion:
Proposic¸a˜o 1 Sejam c and d dois nu´meros positivos, e T = Tc∨T−d. Para
todo o nu´mero real s
E[e−
s2
2
T ]1T=Tc =
sinh(sd)
sinh(s(c+ d))
(56)
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Ora, se considerarmos:
µ2
2
:= θ +
v2
2
(57)
temos:16
Θ(θ) = g
(v)
θ (e
−a)e−vaEˆQ10 [e−(
µ2
2
)T−a1T−a<Tb ] + g
(v)
θ (e
b)evbEˆQ10 [e−(
µ2
2
)Tb1Tb<T−a ]
(58)
e estamos em condic¸o˜es de aplicar a Proposic¸a˜o 1:17
EQ10 [e−
µ2
2
T−a ]1T−a<Tb ] =
sinh(µb)
sinh(µ(b+ a))
(59)
EQ10 [e−
µ2
2
Tb ]1Tb<T−a ] =
sinh(µa)
sinh(µ(b+ a))
(60)
Enta˜o,
Θ(θ) =
sinh(µb)
sinh(µ(b+ a))
g
(v)
θ (e
−a)e−va +
sinh(µa)
sinh(µ(b+ a))
g
(v)
θ (e
b)evb (61)
Cabe-nos enta˜o agora resolver:
g
(v)
θ (e
z)evz = evzEQz [
∫ ∞
0
e−θuf(X(v)u )du] (62)
A mesma equac¸a˜o pode ser reescrita na medida de probabilidade Q1. Assim:
g
(v)
θ (e
z)evz = evzEˆQz [
∫ ∞
0
e−θuf(eWu+vu)du] (63)
Recorrendo novamente ao Teorema de Girsanov e a` func¸a˜o (48), a expressa˜o
anterior tambe´m pode ser representada na medida Q1:
dQ1
dQ
:=e−
∫ u
0 (−v)dW
Q1
s − 12
∫ u
0 (−v)2ds
=evW
Q1
u −vWQ1z − 12v2u
=evW
Q1
u −vz− 12v2u (64)
16Como g(v)θ (e
x)evx e´ uma constante, pode sair do valor esperado.
17Com s := µ, c := b e d = a.
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E enta˜o:
g
(v)
θ (e
z)evz =evzEˆQz [
∫ ∞
0
e−θuf(eW
Q
u+vu)du] (65)
=evzEˆQ1z [
∫ ∞
0
e−θuf(eW
Q1
u )evW
Q1
u −vz− 12v2udu]
=evze−vzEˆQ1z [
∫ ∞
0
e−
µ2
2
uf(eW
Q1
u )evW
Q1
u du]
=EˆQ1z [
∫ ∞
0
e−
µ2
2
uf(eW
Q1
u )evW
Q1
u du]
Ou, com uma notac¸a˜o mais abreviada:
g
(v)
θ (e
z)evz = EˆQ1z [
∫ ∞
0
e−
µ2
2
uξ(eW
Q1
u )du], (66a)
sendo ξ(y) := evyf(ey) (66b)
Recorrendo a Fubini, o mesmo resultado pode ser expresso como:
g
(v)
θ (e
z)evz =
∫ ∞
0
EˆQ1z [e−
µ2
2
uξ(eWu)]du (67)
4.7 Resolvente do Brownian Motion
O interesse de representar deste modo (com recurso a` funca˜o ξ) reside no
facto de agora podermos recorrer a resultados ja´ conhecidos relativamente ao
resolvente do Brownian Motion.
Definic¸a˜o 2 O operador:
x −→ Upj(x) =
∫ ∞
0
eptPtj(x)dt (68)
e´ o resolvente de ordem p do semi-grupo Pt.
Para func¸o˜es j ∈ C0,
Upj(x) =
∫
Up(x, dy)j(y) (69)
.
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A partir da refereˆncia [21] (p. 98, ex. 2.23) e´ conhecido o seguinte resultado:
Proposic¸a˜o 2 O resolvente do semi-grupo do standard Brownian Motion e´
dado por:
Up(x, dy) = up(x, y)dy
onde
up(x, y)dy =
1√
2p
e(−
√
2p|x−y|) (70)
Agora, podemos aplicar os resultados anteriores na resoluc¸a˜o da expressa˜o
(67) visto que esta pode ser interpretada como sendo o resolvente de ordem
µ2
2
do valor me´dio do Brownian Motion (EˆQ1z [ξ(z)]), o qual e´ um semigrupo
([11], p.94, ex.3.5): 18
g
(v)
θ (e
z)evz =
∫ ∞
0
EˆQ1z [e−
µ2
2
uξ(eWu)]du
=Uµ2
2
ξ(z)
=
∫ ∞
−∞
Uµ2
2
(x, dy)ξ(y)
=
∫ ∞
−∞
uµ2
2
(x, dy)ξ(y)dy
=
∫ ∞
−∞
1
µ
e(−µ|z−y|)ξ(y)dy (71)
Utilizando as definic¸o˜es (36) e (66b),
g
(v)
θ (e
z)evz =
1
µ
∫ ∞
−∞
e(−µ|z−y|)ξ(y)dy
=
1
µ
∫ ∞
−∞
e(−µ|z−y|)evy(ey − h)+dy
=
1
µ
∫ ∞
−∞
e(−µ|z−y|)(e(v+1)y − evyh)+dy
(visto que evy > 0) (72)
18p = µ
2
2 , j(y) = ξ(y)
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Podemos ainda analisar o domı´nio do integral: (ey−h)+ ⇒ ln ey > lnh⇒
y > lnh. Assim:
g
(v)
θ (e
z)evz =
1
µ
∫ ∞
lnh
e−µ|z−y|[e(v+1)y − evyh]dy (73)
4.8 Ca´lculo de g
(v)
θ (e
z)evz
De forma a resolver a equac¸a˜o (61) vamos enta˜o calcular g
(v)
θ (e
z)evz para os
dois cena´rios de interesse: g
(v)
θ (e
−a)e−va e g(v)θ (e
b)evb.
4.8.1 Caso 1: g
(v)
θ (e
−a)e−va
Relembre-se que m < h < M ⇔ e−a < h < eb ⇔ −a < lnh < b. Assim, e
visto que y > lnh⇒ y > −a⇒ | − a− y| = a+ y. Deste modo:
g
(v)
θ (e
−a)e−va =
1
µ
∫ ∞
lnh
e−µ|−a−y|[e(v+1)y − evyh]dy (74)
=
1
µ
∫ ∞
lnh
e−µ(a+y)[e(v+1)y − evyh]dy
=
1
µ
e−µa
∫ ∞
lnh
e(v+1−µ)ydy − h
µ
e−µa
∫ ∞
lnh
e(v−µ)ydy
=
1
µ
e−µa[
1
v + 1− µe
(v+1−µ)y]∞lnh −
h
µ
e−µa[
1
v − µe
(v−µ)y]∞lnh
=− 1
µ
e−µa
1
v + 1− µe
(v+1−µ) lnh − h−µe
−µa 1
v − µe
(v−µ) lnh
=
e−µ(a+lnh)e(v+1) lnh
µ(µ− v − 1) −
he−µ(a+lnh)ev lnh
µ(µ− v)
=
(e−µ(a+lnh)e(v+1) lnh)(µ− v)− (he−µ(a+lnh)ev lnh)(µ− v − 1)
µ(µ− v)(µ− v − 1)
=
(e−µ(a+lnh)ev lnh)(elnh(µ− v)− h(µ− v − 1))
µ(µ− v)(µ− v − 1)
=
(e−µ(a+lnh)ev lnh)(h(µ− v)− h(µ− v) + h)
µ(µ− v)(µ− v − 1)
=
e−µ(a+lnh)ev lnhh
µ(µ− v)(µ− v − 1)
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=
e−µae−µ lnhev lnhh
µ(µ− v)(µ− v − 1)
=
he−µah−µhv
µ(µ− v)(µ− v − 1)
=
hv+1−µe−µa
µ(µ− v)(µ− v − 1)
4.8.2 Caso 2: g
(v)
θ (e
b)evb
Ja´ no caso de eb, como lnh < b < ∞, ha´ que dividir o integral em dois.
Assim, para y < b⇒ |b− y| = b− y e para y > b⇒ |b− y| = y − b. Enta˜o:
g
(v)
θ (e
b)evb =
1
µ
∫ ∞
lnh
e−µ|b−y|[e(v+1)y − evyh]dy
=
1
µ
∫ b
lnh
e−µ|b−y|[e(v+1)y − evyh]dy + 1
µ
∫ ∞
b
e−µ|b−y|[e(v+1)y − evyh]dy
=
1
µ
∫ b
lnh
e−µ(b−y)[e(v+1)y − evyh]dy + 1
µ
∫ ∞
b
e−µ(y−b)[e(v+1)y − evyh]dy
=
1
µ
e−µb
∫ b
lnh
e(µ+v+1)y − e(µ+v)yhdy + 1
µ
eµb
∫ ∞
b
e(−µ+v+1)y − e(−µ+v)yhdy
=
1
µ
e−µb[
e(µ+v+1)y
µ+ v + 1
− he
(µ+v)y
µ+ v
]blnh +
1
µ
eµb[
e(−µ+v+1)y
−µ+ v + 1 − h
e(−µ+v)y
−µ+ v ]
∞
b
=
1
µ
e−µb[
e(µ+v+1)b
µ+ v + 1
− he
(µ+v)b
µ+ v
− e
(µ+v+1) lnh
µ+ v + 1
+ h
e(µ+v) lnh
µ+ v
]
+
1
µ
eµb[− e
(−µ+v+1)b
−µ+ v + 1 + h
e(−µ+v)b
−µ+ v ]
=
1
µ
[
e(v+1)b
µ+ v + 1
− h e
vb
µ+ v
− e
µ(lnh−b)+(v+1) lnh
µ+ v + 1
+ h
eµ(lnh+b)+v lnh
µ+ v
]
+
1
µ
[− e
(v+1)b
−µ+ v + 1 + h
evb
−µ+ v ]
=
1
µ
[
e(v+1)b
µ+ v + 1
− e
µ(lnh−b)+(v+1) lnh
µ+ v + 1
− e
(v+1)b
−µ+ v + 1]
−h
µ
[
evb
µ+ v
− e
µ(lnh+b)+v lnh
µ+ v
+
evb
µ− v ]
=
1
µ
[
e(v+1)b(−µ+ v + 1)− eµ(lnh−b)+(v+1) lnh(−µ+ v + 1)− e(v+1)b(µ+ v + 1)
−µ2 + (v + 1)2 ]
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−h
µ
[
evb(u− v)− eµ(lnh+b)+v lnh(µ− v) + evb(µ+ v)
µ2 + v2
]
=
1
µ
[
−2µe(v+1)b − heµ(lnh−b)+v lnh(−µ+ v + 1)
−µ2 + (v + 1)2 ]
−h
µ
[
2µevb(u− v)− eµ(lnh+b)+v lnh(µ− v)
µ2 + v2
]
=
1
µ
[e(v+1)b
2µ
µ2 − (v + 1)2 −
heµ(lnh−b)+v lnh
µ+ v + 1
]− h
µ
[
2µevb
µ2 − v2 −
eµ(lnh+b)+v lnh
µ+ v
]
=2[
e(v+1)b
µ2 − (v + 1)2 − h
evb
µ2 − v2 ]
+
−h
µ
eµ(lnh−b)+v lnh(µ+ v) + h
µ
eµ(lnh+b)+v lnh(µ+ v + 1)
(µ+ v)(µ+ v + 1)
=2[
e(v+1)b
µ2 − (v + 1)2 − h
evb
µ2 − v2 ] +
heµ(lnh−b)+v lnh
µ(µ+ v)(µ+ v + 1)
=2[
e(v+1)b
µ2 − (v + 1)2 − h
evb
µ2 − v2 ] +
hµ+v+1e−µb
µ(µ+ v)(µ+ v + 1)
(75)
Deste modo, a equac¸a˜o (61) passa a ser dada por:
Θ(θ) =
sinh(µb)
sinh(µ(b+ a))
hv+1−µe−µa
µ(µ− v)(µ− v − 1)
+
sinh(µa)
sinh(µ(b+ a))
{2[ e
(v+1)b
µ2 − (v + 1)2 − h
evb
µ2 − v2 ] +
hµ+v+1e−µb
µ(µ+ v)(µ+ v + 1)
}
(76)
4.9 Expressa˜o final
Relembre-se que ao longo do desenvovimento foram sendo utilizadas novas
func¸o˜es e diversas mudanc¸as de varia´veis. Relembremos enta˜o de forma su-
cinta o me´todo seguido ao longo da resoluc¸a˜o.
O processo do activo subjacente e´ St = S0e
(y− 1
2
σ2)t+σW˜Qt , onde W˜Qt e´ um
Brownian Motion na medida Q. Tornou-se conveniente trabalhar antes com
o processo S1s = S0e
(y− 1
2
σ2)s+σWˆQt , onde WˆQs = W˜
Q
(t+s) − W˜Qt . De forma a
definir a expressa˜o do prec¸o da double-knock out call, definiu-se o primeiro
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tempo de passagem pelas barreiras para o processo em causa. Obteve-se
enta˜o a seguinte expressa˜o para a double-knock out call :
CL,U(t) =St ×BS(0, 1, σ, h, τ)− e−r(T−t)St ×Υ(h)m,M(τ) eq.(16)
onde τ = T − t. Para resolver a expressa˜o:
Υhm,M(τ) =EQ[(S1τ − h)+1∑ˆ
m,M<τ
] eq.(15)
foi calculada a sua Transformada de Laplace. E assim:
Ψ(λ) =
∫ ∞
0
e−λτΥ(h)m,M(τ)dτ eq.(18)
Nesta altura, efectuaram-se as mudanc¸as de varia´vel u = τσ2, vˆ = y− σ2
2
,
v = vˆ
σ2
e uma deterministic time change ao Brownian Motion WQu = σWˆ
Q
u
σ2
.
Assim, Υhm,M(τ) e Ψ(λ) foram reescritas tendo em conta as novas varia´veis e
foi definido o primeiro de passagem para o processo de interesse.
Υhm,M(u) =EQ[(X(v)u − h)+1(∑(v)m,M<u)] eq. (32)
Ψ(λ) =
∫ ∞
0
e−λ
u
σ2 Υhm,M(u)d
u
σ2
eq. (33)
Foi utilizada enta˜o uma nova Transformada de Laplace da func¸a˜o Υhm,M(u),
agora com paraˆmetro θ := λ
σ2
:
Θ(θ) =
∫ ∞
0
e−θuΥhm,M(u)du eq. (34)
Fazendo uma reinterpretac¸a˜o de Θ(θ), esta expressa˜o foi reescrita. Por sua
vez, recorrendo a resultados conhecidos, considerando m = e−a = L
St
e M =
eb = U
St
, efectuando uma mudanc¸a de medida de probabilidade e considerando
a mudanc¸a de varia´vel µ
2
2
= θ + v
2
2
, conseguimos simplificar a expressa˜o:
Θ(θ) =
sinh(µb)
sinh(µ(b+ a))
g
(v)
θ (e
−a)e−va +
sinh(µa)
sinh(µ(b+ a))
g
(v)
θ (e
b)evbeq. (61)
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sendo
g
(v)
θ (e
z)evz =evzEQz [
∫ ∞
0
e−θuf(X(v)u )du]
Para resolver g
(v)
θ (e
z)evz, recorremos novamente a` mudanc¸a de medida
de probabilidade (a mesma ainda na˜o tinha sido operada em g) e a resulta-
dos conhecidos do resolvente do Brownian Motion. Finalmente, apo´s alguns
ca´lculos, obteve-se a expressa˜o:
Θ(θ) =
sinh(µb)
sinh(µ(b+ a))
hv+1−µe−µa
µ(µ− v)(µ− v − 1)
+
sinh(µa)
sinh(µ(b+ a))
{2[ e
(v+1)b
µ2 − (v + 1)2 − h
evb
µ2 − v2 ] +
hµ+v+1e−µb
µ(µ+ v)(µ+ v + 1)
}eq. (76)
Visto que Θ(θ) e´ a Transformada de Laplace de Υ(u), enta˜o esta u´ltima
quantidade pode ser obtida aplicando o operador Inversa da Transformada
de Laplace:
Definic¸a˜o 3 A Inversa da Transformada de Laplace (TL−1) e´ dada pelo
integral complexo:
f(t) = TL−1F (s) =
1
2pii
∫ γ+∞i
γ−∞i
estF (s)ds (77)
onde s = γ+ ip e a integrac¸a˜o se realiza ao longo da linha vertical Re(s) = γ
no plano complexo e γ e´ maior que a parte real de todas as singularidades de
F(s).
Como gamma e´ fixo e s = γ + ip:
f(t) =TL−1F (γ + ip) =
1
2pii
∫ γ+∞i
γ−∞i
e(γ+ip)tF (γ + ip)d(γ + ip)
=
1
2pii
∫ +∞
−∞
e(γ+ip)tF (γ + ip)idp
=
1
2pi
∫ +∞
−∞
e(γ+ip)tF (γ + ip)dp
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Por outro lado, a nossa func¸a˜o f(t) e´ uma func¸a˜o real, enta˜o vamos considerar
a parte real da expressa˜o anterior:
Proposic¸a˜o 3
f(t) = TL−1F (γ + ip) = Re[
1
2pi
∫ +∞
−∞
e(γ+ip)tF (γ + ip)dp] (78)
γ tal que γ seja maior que a parte real de todas as singularidades de F(s).
Assim:
Υ
(h)
m,M(u) = TL
−1Θ(u) (79)
Mas, visto que u = τ × σ2 Enta˜o,
Υ
(h)
m,M(τ × σ2) = TL−1Θ(τ × σ2) (80)
Deste modo, obtemos finalmente a expressa˜o final para a double knock-out
call no momento t :
CL,U(t) =St ×BS(0, 1, σ, h, τ)− e−r(T−t)St × TL−1Θ(σ2τ) (81)
CL,U(t) =St ×BS(0, 1, σ, h, τ)− St ×Re[ 1
2pi
∫ +∞
−∞
e(γ+ip)×σ
2×TΘ(γ + ip)]
(82)
(83)
Resta-nos enta˜o escolher o valor de γ de acordo com as singularidades da
func¸a˜o. A func¸a˜o Θ(θ) corresponde ao produto de 4 func¸o˜es. Analisemos
enta˜o o domı´nio de cada uma delas:
Θ(θ) =
sinh(µb)
sinh(µ(b+ a))
hv+1−µe−µa
µ(µ− v)(µ− v − 1)
+
sinh(µa)
sinh(µ(b+ a))
{2[ e
(v+1)b
µ2 − (v + 1)2 − h
evb
µ2 − v2 ] +
hµ+v+1e−µb
µ(µ+ v)(µ+ v + 1)
}
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Dom[
sinh(µb)
sinh(µ(b+ a))
] = [−∞,+∞]
Dom[
hv+1−µe−µa
µ(µ− v)(µ− v − 1)]→ µ 6= 0 ∧ µ 6= v ∧ µ 6= v + 1
Dom[
sinh(µa)
sinh(µ(b+ a))
] = [−∞,+∞]
Dom[{2[ e
(v+1)b
µ2 − (v + 1)2 − h
evb
µ2 − v2 ] +
hµ+v+1e−µb
µ(µ+ v)(µ+ v + 1)
}] (84)
→ µ 6= ±(v + 1) ∧ µ 6= ±v
Relembre-se que µ =
√
2× θ + v2 e v = y−σ
2
2
σ2
= r
σ2
− 1
2
.19 Visto que γ devera´
ser maior que a parte real de todas as singularidades da func¸a˜o Θ(θ), basta
analisarmos a singularidade mais a` direita. Portanto:
µ =v + 1
√
2× θ + v2 =v + 1
θ =
v2 + 1 + 2v − v2
2
θ =v +
1
2
θ =
r
σ2
− 1
2
+
1
2
θ =
r
σ2
Enta˜o devemos considerar γ > r
σ2
.
19y=r-q, q=0.
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5 Aplicac¸a˜o do Modelo a outros casos
Utilizando os resultados obtidos anteriormente, com algumas alterac¸o˜es, e´
poss´ıvel obter tambe´m uma expressa˜o para outras opc¸o˜es com duas barreiras.
Pretende-se assim obter expresso˜es para double knock-in call, double knock-
out put e double knock-in put.
5.1 Double knock-in call
Considerando a relac¸a˜o ja´ antes referida entre double knock-out call e double
knock-in call, sabe-se que a soma de ambas corresponde a uma call standard.
Assim, considerando CKO := CL,U(t), a expressa˜o obtida anteriormente, e
CKI(L,U) a expressa˜o pretendida, temos que:
CKI(L,U) =St ×BS(0, 1, σ, h, τ)−×CKO(L,U)
= St ×BS(0, 1, σ, h, τ)− [St ×BS(0, 1, σ, h, τ)
− e−r(T−t)St × TL−1Θ(σ2τ)]
= e−r(T−t)St × TL−1Θ(σ2τ) (85)
5.2 Double knock-out put
Para o ca´lculo da Double knock-out put, os ca´lculos sa˜o os mesmos que foram
efectuados para a double knock-out call considerando f = (h−x)+ e BS’ uma
put segundo o modelo de Black-Scholes em vez de uma call, ate´ a` expressa˜o
(71). A partir daqui temos que recalcular as quantidades g1(e
−z)evz tendo
em conta a nova func¸a˜o e o domı´nio do integral neste caso (como e´ uma
put, o domı´nio do integral sera´ [−∞, lnh]). As mesmas sera˜o recalculadas
utilizando a mesma notac¸a˜o acrescida de ’ para indicar que estamos no caso
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da put. Assim:
g′θ(e
z)evz =
1
µ
∫ lnh
−∞
e−µ|z−y|[evyh− e(v+1)y]dy (86)
g′θ(e
b)evb Neste caso, lnh < b ∧ y < lnh⇒ |b− y| = b− y.
g′θ(e
b)evb =
1
µ
∫ lnh
−∞
e−µ|b−y|[evyh− e(v+1)y]dy
=
1
µ
∫ lnh
−∞
e−µ(b−y)[evyh− e(v+1)y]dy
=
h
µ
e−µb
∫ lnh
−∞
e(v+µ)ydy − 1
µ
e−µb
∫ lnh
−∞
e(v+1+µ)ydy
=
h
µ
e−µb[
1
v + µ
e(v+µ)y]lnh−∞ −
1
µ
e−µb[
1
v + 1 + µ
e(v+1+µ)y]lnh−∞
=
h
µ
e−µb
1
v + µ
e(v+µ) lnh − 1
µ
e−µb
1
v + 1 + µ
e(v+1+µ) lnh
=
h
µ
e−µb
1
v + µ
h(v+µ) − 1
µ
e−µb
1
v + 1 + µ
h(v+1+µ)
(87)
g′θ(e
−a)e−va Ja´ aqui, lnh > −a ∧ y < lnh, logo o integral tem de ser dividido
em dois.
g′θ(e
−a)e−va =
1
µ
∫ lnh
−∞
e−µ|−a−y|[evyh− e(v+1)y]dy
=
1
µ
∫ −a
−∞
eµ(a+y)[evyh− e(v+1)y]dy + 1
µ
∫ lnh
−a
e−µ(y+a)[evyh− e(v+1)y]dy
=
1
µ
∫ −a
−∞
(eµae(v+µ)yh− eµae(v+µ+1)y)dy + 1
µ
∫ lnh
−a
(e−µae(v−µ)yh− e−µae(v−µ+1)y)dy
=
1
µ
eµa[
he(v+µ)y
v + µ
− e
(v+µ+1)y
v + µ+ 1
]−a−∞ +
1
µ
e−µa[
he(v−µ)y
v − µ −
e(v−µ+1)y
v − µ+ 1]
lnh
−a
=
1
µ
[
heµae(v+µ)(−a)
v + µ
− e
µae(v+µ+1)(−a)
v + µ+ 1
+
1
µ
[
he−µae(v−µ) lnh
v − µ −
e−µae(v−µ+1) lnh
v − µ+ 1 −
he−µae(v−µ)(−a)
v − µ +
e−µae(v−µ+1)(−a)
v − µ+ 1 ]
=
1
µ
[
he−(va)
v + µ
− e
(−va−a)
v + µ+ 1
]
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+
1
µ
[
e−µah(v−µ+1)
v − µ −
e−µah(v−µ+1)
v − µ+ 1 −
he−µae(v−µ)(−a)
v − µ +
e−µae(v−µ+1)(−a)
v − µ+ 1 ]
(88)
Analogamente, ao que foi efectuado para a call :
Θ′(θ) =
sinh(µb)
sinh(µ(b+ a))
(
1
µ
[
he−(va)
v + µ
− e
(−va−a)
v + µ+ 1
]
+
1
µ
[
e−µah(v−µ+1)
v − µ −
e−µah(v−µ+1)
v − µ+ 1 −
he−µae(v−µ)(−a)
v − µ +
e−µae(v−µ+1)(−a)
v − µ+ 1 ])
+
sinh(µa)
sinh(µ(b+ a))
[
h
µ
e−µb
1
v + µ
h(v+µ) − 1
µ
e−µb
1
v + 1 + µ
h(v+1+µ)]
(89)
E enta˜o:
PL,U(t) =St ×BS ′(0, 1, σ, h, τ)− e−r(T−t)St × TL−1Θ′(σ2τ) (90)
(91)
onde BS ′(0, 1, σ, h, τ) representa uma put avaliada pelo modelo BS.
5.3 Double knock-in put
Considerando a paridade in-out ja´ utilizada no caso das calls, sabe-se que a
soma de uma knock-out put e de uma knock-out put corresponde a uma put
standard. Assim, considerando PKO := PL,U(t), a expressa˜o obtida anterior-
mente, e PKI(L,U) a expressa˜o pretendida, temos que:
PKI(L,U) =St ×BS ′(0, 1, σ, h, τ)−×PKO(L,U)
= St ×BS ′(0, 1, σ, h, τ)− [St ×BS ′(0, 1, σ, h, τ)
− e−r(T−t)St × TL−1Θ′(σ2τ)]
= e−r(T−t)St × TL−1Θ′(σ2τ) (92)
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6 Implementac¸a˜o
Apo´s a obtenc¸a˜o da expressa˜o do modelo para os diferentes casos, havia enta˜o
que o implementar de forma a valorizar cena´rios espec´ıficos.
Ale´m da implementac¸a˜o do modelo, realizaram-se ainda simulac¸o˜es de
Monte-Carlo de forma a comparar os valores obtidos e tempo de proces-
samento. As simulac¸o˜es de Monte-Carlo foram realizadas atrave´s do sis-
tema Kondor v2.6, da Thomson Reuters. Os resultados nume´ricos da imple-
mentac¸a˜o do modelo foram calculados atrave´s do MATLAB, versa˜o 7.8.0.347
(R2009a), num processador Intel(R) Core(TM)2 Duo CPU T5450 @1.66GHz
com 1Gb de RAM e as simulac¸o˜es de Monte-Carlo foram efectuadas no sis-
tema Kondor, v2.6, da Thomson Reuters, num servidor com processador
SUN M4000, Dual @2GHz e 24Gb de RAM.
O respectivo ficheiro de co´digo de implementac¸a˜o do modelo encontra-se
em anexo.
6.1 Implementac¸a˜o do modelo
As instaˆncias do modelo para calls (knock-out e knock-in) foram implementa-
das no MATLAB. Apesar do MATLAB dispor da func¸a˜o ilaplace, destinada
a` inversa˜o de Transformadas de Laplace, tal na˜o funciona no caso da nossa
func¸a˜o. Assim, o valor das opc¸a˜o para cada caso foi obtido implementando
a expressa˜o (81), tendo em conta todas as mudanc¸as de varia´vel operadas, e
utilizando o algoritmo de optimizac¸a˜o quadgk para ca´lculo do integral com-
plexo. Visto que o MATLAB dispo˜e da func¸a˜o bs, que calcula o valor da
opc¸a˜o standard segundo o modelo de Black-Scholes, a mesma tambe´m foi
utilizada. O valor de γ deveria ser suficientemente grande de forma a respei-
tar γ > r
σ2
. Assim, utilizou-se γ = 1 + r
σ2
. Visto que o ca´lculo das knock-in
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options assenta na paridade in-out, a mesma foi utilizada. Assim, para cada
cena´rio, foi calculada a double knock-out call e de seguida a knock-in call.
6.2 Simulac¸o˜es de Monte-Carlo
O sistema de Front-Office utilizado pelo Millennium BCP (Kondor v2.6 da
Thomson Reuters) dispo˜e de uma ferramenta de pricing atrave´s de simulac¸o˜es
de Monte-Carlo para diferentes tipos de opc¸o˜es, entre as quais opc¸o˜es com
duas barreiras. As simulac¸o˜es atrave´s deste sistema sa˜o francamente mais
ra´pidas (o tempo ma´ximo para 100000 simulac¸o˜es foram 3 minutos contra
25 minutos para 10000 simulac¸o˜es no Matlab com o mesmo nu´mero de time
steps.)
Os pressupostos assumidos para o activo subjacente esta˜o de acordo com
o modelo em ana´lise neste trabalho, ou seja, as simulac¸o˜es baseiam-se no
facto do activo subjacente seguir um Geometric Brownian Motion.
Como inputs o sistema aceita todos os paraˆmetros que necessitamos para
as simulac¸o˜es e o ca´lculo da estimativa pelo Kondor esta´ de acordo com o
pretendido.
Assim, para cada cena´rio (knock-out e knock-in) foram efectuadas 100000
simulac¸o˜es com diferentes time steps.
O modelo de Geman-Yor[6] assume uma monotorizac¸a˜o cont´ınua das bar-
reiras. O resultado das simulac¸o˜es de Monte-Carlo seria portanto mais exacto
quantos mais time steps fossem considerados (mantendo o nu´mero de si-
mulac¸o˜es). Intuitivamente, espera´vamos que as estimativas de Monte-Carlo
convergissem para a fo´rmula fechada obtida pelo modelo a` medida que o
nu´mero de time steps aumentasse, com o sena˜o do tempo de processamento
aumentar. Assim, para cada opc¸a˜o e para cada cena´rio, foram calculadas
treˆs estimativas via Monte-Carlo: uma com 365 time steps (MC1), outra
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com 365x4=1460 time steps (MC2) e outra com 365x10=3650 time steps
(MC3).
As estimativas e respectiva precisa˜o foram calculadas com recurso a`s se-
guintes fo´rmulas: [13]
Estimativa do valor da opc¸a˜o (Vˆt):
Vˆt = e
−rτ
∑m
j=1 Vn, j
m
Precisa˜o da estimativa(σ(Vˆt)):
σ(Vˆt) =
σ(V0, j)√
m
(93)
σ(V0, j) =
√∑m
j=1(V0, j − Vˆt)2
m− 1
Vn, j corresponde ao payoff terminal da simulac¸a˜o j e V0, j a esse mesmo
payoff descontado. No nosso caso, m=10 000, n=365, para a primeira esti-
mativa e n=1460, para a segunda.
De forma a ilustrar o path do activo em algumas simulac¸o˜es, inclui-se a
seguinte imagem:
Neste exemplo, foram considerados os seguintes paraˆmetros de entrada:S0=2,
T(anos)=1, q=0, r=0.02, σ=0.2 e foram ainda representadas duas barreiras,
L=1.5 e U=2.5. No caso de se tratar de uma knock-out call, todos os paths
que tivessem cruzado uma das barreiras, corresponderiam ao valor nulo da
opc¸a˜o.
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Figura 1: Path do activo subjacente via simulac¸o˜es Monte-Carlo
7 Resultados
Foram considerados treˆs cena´rios, transversais a todas as opc¸o˜es, e o respec-
tivo valor foi obtido. Os treˆs cena´rios utilizados sa˜o os mesmos do paper
original e reflectem diferentes comportamentos do activo subjacente, strike
e proximidade das barreiras. Para todos os cena´rios considerou-se o mesmo
valor inicial do activo subjacente e a mesma maturidade da opc¸a˜o.Na˜o foram
considerados dividendos.
Assim, os cena´rios considerados foram:
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r σ k L U
Cena´rio 1 0.02 0.2 2 1.5 2.5
Cena´rio 2 0.05 0.5 2 1.5 3
Cena´rio 3 0.05 0.5 1.75 1 3
Tabela 1: Paraˆmetros varia´veis de entrada para testes. Paraˆmetros constan-
tes: S0=2, T(anos)=1, q=0.
No primeiro cena´rio, temos um activo subjacente com menor volatilidade
e menor drift, com strike igual ao valor inicial do activo subjacente e bar-
reiras sime´tricas em relac¸a˜o ao mesmo. O segundo cena´rio considera maior
volatilidade e maior drift, e so´ aumenta a barreira superior. Ja´ no terceiro
cena´rio mantemos a volatilidade e drift e voltamos a considerar barreiras
sime´tricas em relac¸a˜o ao valor inicial do activo. Aqui, o strike e´ inferior ao
valor inicial, o que privilegia as calls em detrimento das puts.
Nas tabelas apresentadas de seguida encontram-se reunidos os resultados
obtidos.
Apesar dos valores do modelo para a double knock-out call ja´ se encontra-
rem calculados por Geman-Yor [6] no paper original, os mesmos foram repli-
cados assim como as simulac¸o˜es de Monte-Carlo. Visto que foram efectuadas
va´rias simulac¸o˜es de Monte-Carlo, sa˜o ainda apresentadas as diferenc¸as entre
as estimativas e valor do modelo, de forma a ilustrar o impacto do aumento
do nu´mero de time steps. Apresentamos ainda a raza˜o entre a precisa˜o da
estimativa de Monte-Carlo e a pro´pria estimativa.
Finalmente, destacamos a comparac¸a˜o dos resultados obtidos pelo modelo
com os resultados provenientes da Bloomberg. Visto que a calculadora da
Bloomberg e´ actualmente utilizada na pra´tica por participantes dos merca-
dos financeiros, considera´mos interessante a comparac¸a˜o dos prec¸os obtidos
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atrave´s do modelo com os prec¸os desta calculadora, prec¸os utilizados como
refereˆncia no mercado.
Figura 2: Calculadora Bloomberg para double barrier options
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7.1 Double knock-out call
Modelo Cena´rio 1 Cena´rio 2 Cena´rio 3
Modelo Geman-Yor 0.0411 0.0179 0.0762
Tempo Proc. (s) 0.082782 0.080435 0.096662
VˆtMC1 0.04451 0.0235 0.0869
σ(Vˆt)MC1 9.68× 10−7 1.07× 10−6 2.13× 10−6
Tempo Proc. (s) 52 49 53
VˆtMC1
VˆtMC1
2.18× 10−5 4.54× 10−5 2.45× 10−5
VˆtMC1-Modelo 0.0034 0.0056 0.010
VˆtMC2 0.0431 0.02211 0.0827
σ(Vˆt)MC2 9.51× 10−7 1.00× 10−6 2.06× 10−6
Tempo Proc. (s) 79 74 81
VˆtMC2
VˆtMC2
2.21× 10−5 4.76× 10−5 2.49× 10−5
VˆtMC2-Modelo 0.0020 0.0032 0.006
VˆtMC3 0.0424 0.0201 0.0816
σ(Vˆt)MC3 9.37× 10−7 9.74× 10−7 2.05× 10−6
Tempo Proc. (s) 571 556 547
VˆtMC3
VˆtMC3
2.21× 10−5 4.84× 10−5 2.51× 10−5
VˆtMC3-Modelo 0.0013 0.0022 0.0054
Bloomberg 0.0411 0.0179 0.0762
Tabela 2: Double Knock-out Call
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Conforme esperado, o tempo de simulac¸a˜o e´ bastante menor quando se
aplica directamente o modelo via inversa˜o da transformada de Laplace. As
simulac¸o˜es de Monte-Carlo necessitam de maior tempo de processamento,
tanto mais quanto maior nu´mero de time steps for considerado.
Figura 3: Knock-out call - Aproximac¸a˜o ao modelo vs nr. simulac¸o˜es
Comparando as va´rias simulac¸o˜es de Monte Carlo verifica-se que o valor
da opc¸a˜o e´ menor quantos mais time steps forem considerados, convergindo
para o modelo (ilustrado pela Figura 3). Ao aumentarmos o nu´mero de
time steps, aumentamos a frequeˆncia de monitorizac¸a˜o da barreira, o que
se aproxima mais da situac¸a˜o reflectida no modelo, monitorizac¸a˜o cont´ınua.
Se analisarmos o erro percentual em relac¸a˜o a` estimativa de Monte-Carlo
nota-se que apesar do mesmo aumentar com o nu´mero de simulac¸o˜es (a
estimativa vai diminuindo e o descre´scimo na precisa˜o na˜o e´ proporcional),
em geral temos valores bastante razoa´veis, inferiores a 0.5bp. O segundo e´ o
que apresenta maiores erros percentuais. Este cena´rio e´ o correspondente a`
opc¸a˜o com menor valor. O activo apresenta maior volatilidade mas a barreira
inferior continua pro´xima do valor inicial. Ja´ no terceiro cena´rio o aumento
de volatilidade foi compensado por barreiras mais distantes do valor inicial
associadas a um strike inferior. Ao compararmos os resultados do modelo
com a Bloomberg, constatamos que sa˜o os mesmos. Assim, o modelo fornece
resultados consistentes com o utilizado no mercado.
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7.2 Double knock-in call
Modelo Cena´rio 1 Cena´rio 2 Cena´rio 3
Modelo Geman-Yor 0.1372 0.4180 0.4767
Tempo Proc. (s) 0.082782 0.080435 0.096662
VˆtMC1 0.1352 0.4289 0.4871
σ(Vˆt)MC1 2.83× 10−6 8.58× 10−6 29.45× 10−6
Tempo Proc. (s) 79 80 78
VˆtMC1
VˆtMC1
2.09× 10−5 2.00× 10−5 1.94× 10−5
VˆtMC1-Modelo -0.002 0.0109 0.0104
VˆtMC2 0.1376 0.4334 0.4933
σ(Vˆt)MC2 2.83× 10−6 8.60× 10−6 9.47× 10−6
Tempo Proc. (s) 179 190 184
VˆtMC2
VˆtMC2
2.06× 10−5 1.98× 10−5 1.92× 10−5
VˆtMC2-Modelo 0.0004 0.0154 0.0166
VˆtMC3 0.1382 0.4363 0.4964
σ(Vˆt)MC3 2.85× 10−6 8.66× 10−6 9.54× 10−6
Tempo Proc. (s) 651 644 650
VˆtMC3
VˆtMC3
2.06× 10−5 1.98× 10−5 1.92× 10−5
VˆtMC3-Modelo 0.0009 0.0183 0.0197
Bloomberg 0.1372 0.4176 0.4763
Tabela 3: Double Knock-in Call
Neste caso, a opc¸a˜o so´ se torna va´lida caso uma das barreiras seja atingida.
No entanto, apesar de, nas simulac¸o˜es de Monte-Carlo, o valor da opc¸a˜o
aumentar com o nu´mero de dtime steps (ao considerarmos mais time steps e´
menos prova´vel ”perdermos”um momento que uma das barreiras tenha sido
tocada, e portanto, active a opc¸a˜o), as estimativas de Monte-Carlo esta˜o a
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sobrevalorizar a opc¸a˜o, ao contra´rio do que seria esperado. Tambe´m para
este tipo de opc¸o˜es os erros percentuais sa˜o inferiores a 0.5bp.
No caso das opc¸o˜es knock-in, o caminho do activo necessita de ser todo
simulado de forma a averiguar se uma das barreiras e´ atingida (no caso das
knock-out, assim que uma barreira fosse atingida, a opc¸a˜o toma valor zero
e o path do activo na˜o necessita de ser simulado ate´ a` maturidade), o que
explica os maiores tempos de processamento.
Note-se ainda que, conforme intuic¸a˜o, em cena´rios mais vola´teis, a opc¸a˜o
tem mais valor, visto que a probabilidade das barreiras serem atingidas au-
menta. Os resultados do modelo sa˜o bastante pro´ximos dos resultados da
Bloomberg.
42
8 Concluso˜es
Com os resultados obtidos, conclui-se que as simulac¸o˜es de Monte Carlo
sobrestimam o valor das opc¸o˜es knock-out tanto mais quanto menos forem os
time steps considerados. Tal aspecto verifica-se porque a observac¸a˜o discreta
das barreiras pode levar a que na˜o sejam identificadas situac¸o˜es em que a
barreira foi atingida. Ja´ no caso das opc¸o˜es knock-in, apesar de esperarmos
que as simulac¸o˜es de Monte-Carlo subestimassem o valor das opc¸o˜es, tal na˜o
acontece.
Mesmo assim, a sensibilidade das simulac¸o˜es de Monte-Carlo e´ superior
no caso de opc¸o˜es knock-out. Assim, o ca´lculo das opc¸o˜es via simulac¸o˜es de
Monte-Carlo pode induzir em erro, visto que a monitorizac¸a˜o das barreiras
na˜o e´ cont´ınua. Ale´m disso, o tempo consumido pelas simulac¸o˜es de Monte-
Carlo e´ significativamente superior ao do modelo.
A implementac¸a˜o do modelo de Geman-Yor [6] levanta algumas dificul-
dade, principalmente no ca´lculo da inversa da transformada de Laplace. No
entanto, apo´s estar implementado, revela-se bastante ra´pido (menos de 1s
de tempo de processamento para duas opc¸o˜es). Ale´m da sua rapidez, ha´
que relembrar que este modelo segue a monitorizac¸a˜o cont´ınua das barreiras,
sendo portanto, realista.
Os resultados obtidos pelo modelo sa˜o os mesmos produzidos pela calcu-
ladora da Bloomberg. Assim, o modelo produz resultados consistentes com
prec¸os reais seguidos pelos va´rios intervenientes de mercado. Consideramos
que esta e´ uma vantagem do modelo, tornando-o numa boa escolha para o
ca´lculo deste tipo de opc¸o˜es.
Assim, apo´s superada a dificuldade inerente ao ca´lculo da inversa da trans-
formada de Laplace, o modelo de Geman-Yor[6] revela-se bastante preciso e
ra´pido. Consideramos ainda que o modelo, pelo seu formato, com algumas
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alterac¸o˜es pode acomodar opc¸o˜es com barreiras com payoffs diferentes dos
standard.
Finalmente, como trabalho futuro, propomos o ca´lculo de opc¸o˜es com
rebate pago na maturidade. Tal extensa˜o do modelo podera´ ser obtido,
utilizando um novo valor esperado na forma duma parcela adicional - corres-
pondente ao rebate descontado a` data de valorizac¸a˜o - que e´ va´lido caso o
tempo de passagem seja inferior a T (para knock-out call) na equac¸a˜o (10).
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A Teoremas
Nesta secc¸a˜o enunciam-se alguns teoremas leccionados durante as aulas do
Mestrado de Matema´tica Financeira e utilizados ao longo desta dissertac¸a˜o.
A.1 Teorema de Fubini para func¸o˜es na˜o negativas
Teorema 1 Sejam (X,F) e (Y,G) espac¸os mensura´veis e
C = {F × G ⊆ X × Y : F ∈ FeG ∈ G}. A σ-a´lgebra gerada por C
denomina-se σ-a´lgebra produto e designa-se por F⊗G. (X,F , µ1) e (Y,G, µ2)
sa˜o espac¸os de medida finita, ou seja, µ1(X) < +∞ e µ2(Y ) < +∞. µ =
µ1×µ2 designa-se a medida produto e e´ a u´nica medida µ definida em F ⊗G
que verifica:
∀F ×G ∈ C, µ(F ×G) = µ1(F )× µ2(G) (94)
Se f : X × Y → [0,+∞], F ⊗ G-mensura´vel, enta˜o∫
X
(
∫
Y
f(x, y)dµ2(y))dµ1(x) =
∫
X×Y
(fd(µ1×µ2) =
∫
Y
(
∫
X
f(x, y)dµ1(x))dµ2(y)
(95)
Recorreu-se ao Teorema de Fubini para func¸o˜es na˜o negativas por ser a
condic¸a˜o da nossa func¸a˜o. A enunciac¸a˜o foi adaptada de [24] e a respectiva
demonstrac¸a˜o pode ser encontrada em [22].
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A.2 Teorema de Girsanov
Teorema 2 Considere-se o espac¸o de probabilidade (Ω,Ft,Q) e WQt , t ∈
[0, T ], um brownian motion neste espac¸o. Considere-se a filtrac¸a˜o natural-
mente associada ao brownian motion (Ft)t≥0, e seja (θt), t ∈ [0, T ] um pro-
cesso estoca´stico que verifica a seguinte condic¸a˜o (condic¸a˜o de Novikov’s):
EQ{e 12
∫ T
0 θ
2
t dt} < +∞ = 1 (96)
Enta˜o existe uma outra medida de probabilidade Q1 tal que:
• Q1 e´ equivalente a Q
• dQ1
dQ |F(T ) = e−
∫ T
0 θsdW
Q
s − 12
∫ T
0 θ
2
sds ( Radon-Nikody´m derivative)
• WQ1t = WQt +
∫ t
0
θsWs e´ tambe´m um standard Brownian Motion, defi-
nido na medida Q1.
A enunciac¸a˜o foi adaptada de [17]e a demonstrac¸a˜o pode ser encontrada
em [2], p. 162 ou [18], p.147.
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B Implementac¸a˜o do Modelo em MATLAB
B.1 Calls
1 %Double Knock−out Ca l l e Double Knock−in Ca l l
2 %y=r−q −−> como q e´ 0 , enta˜o y=r
3 ca l l ouput =1;
4
5 S=2;
6 t =0;
7 E=1.75;
8 r =0.05;
9 sigma =0.5;
10 T=1;
11 L=1;
12 U=3;
13 t i c
14 ca l l ouput =1;
15
16
17 y=r ;
18 m=L/S ;
19 Mg=U/S ;
20 h=E/S ;
21 tau=T−t ;
22 u=tau ∗( sigma ˆ2) ;
23 vchapeu=y−(( sigma ˆ2) /2) ;
24 v=vchapeu /( sigma ˆ2) ;
25 a=−l og (m) ;
26 b=log (Mg) ;
27 ct=1+r /( sigma ˆ2)
28
29 syms p
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30 theta=(ct+i ∗p) ;
31 mu=s q r t (2∗ theta+(v ˆ2) ) ;
32 %=(s q r t (2∗ ( c t+i ∗p)+(v ˆ2) ) )
33 %recur so a` func¸ a˜o do Matlab b l s p r i c e que da´ o pre c¸o de BS para
c a l l e para
34 %put
35 [ Cal l , Put]= b l s p r i c e (1 , (E/S) , r , T, sigma ) ;
36
37 i f ca l louput>0
38 bs=Cal l ;
39 e l s e
40 bs=Put ;
41 end
42
43 f i n a l = @(p) ( exp ( ( ct+1 i ∗p) . ∗ ( sigma . ˆ 2 ) .∗T) . ∗ ( ( s inh ( s q r t ( 2 . ∗ ( c t
+1 i ∗p)+(v . ˆ 2 ) ) .∗b) ) . / s inh ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) ) . ∗ ( b+a ) )
. ∗ ( h . ˆ ( v+1−s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) ) ) .∗ exp(− s q r t ( 2 . ∗ ( c t+1 i ∗p)
+(v . ˆ 2 ) ) .∗ a ) ) . / ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) ) . ∗ ( s q r t ( 2 . ∗ ( c t+1 i ∗p)
+(v . ˆ 2 ) )−v ) . ∗ ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) )−v−1) )+( s inh ( s q r t ( 2 . ∗ (
c t+1 i ∗p)+(v . ˆ 2 ) ) .∗ a ) ) . / s inh ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) ) . ∗ ( b+a ) )
. ∗ ( 2 . ∗ ( ( exp ( ( v+1) .∗b) ) . / ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) ) .ˆ2−(v+1)
. ˆ 2 )−h . ∗ ( exp ( v .∗b) . / ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) ) .ˆ2−v . ˆ 2 ) ) )+(h
. ˆ ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) )+v+1) .∗ exp(− s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v
. ˆ 2 ) ) .∗b) ) . / ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) ) . ∗ ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v
. ˆ 2 ) )+v ) . ∗ ( s q r t ( 2 . ∗ ( c t+1 i ∗p)+(v . ˆ 2 ) )+v+1) ) ) ) ) ;
44 l ap=r e a l ( exp(−r ∗T) /(2∗ pi ) ∗( quadgk ( f i n a l ,−1500 ,1500) ) )
45 bs
46 modeloknockout=S∗( bs−l ap )
47 modeloknockin=S∗ l ap
48 toc
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