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On Quantum Communication Channels with Constrained Inputs
A. S. Holevo1
Steklov Mathematical Institute, Moscow.
Abstract – The purpose of this work is to extend results of previous papers [13],
[2] to quantum channels with additive constraints onto the input signal, by showing
that the capacity of such channel is equal to the supremum of the entropy bound
with respect to all apriori distributions satisfying the constraint. We also make
an extension to channels with continuous alphabet. As an application, we prove
the formula for the capacity of the quantum Gaussian channel with constrained
energy of the signal, establishing the asymptotic equivalence of this channel to
the quasiclassical photon channel, and derive the lower bounds for the reliability
function of the pure-state Gaussian channel.
I. The case of discrete alphabet
Most of the results concerning the capacity of quantum communication
channels were proved for the case of finite input alphabets [9], [11], [7], [13].
The importance of considering channels with infinite (continuous) alphabets
and with constrained inputs was clear from the beginning of quantum com-
munications [6], [14], and was reiterated in [16]. The present paper, which is
a continuation of our papers [13], [2], is devoted to study of this case.
For reader’s convenience we start with repeating some basic notions from
[13], making necessary modifications for channels with constrained inputs.
Let H be a Hilbert space. A quantum communication channel with (possibly
infinite) discrete input alphabet A = {i} consists of the mapping i → Si
from the input alphabet to the set of density operators (d. o.) in H. The
input is described by an apriori probability distribution π = {πi} on A.
At the output there is a quantum measurement in the sense of [9], given
by resolution of identity in H, that is by a family X = {Xj} of positive
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operators in H satisfying ∑j Xj = I, where I is the unit operator in H.
The index j runs through some discrete output alphabet, which is not fixed
here. The conditional probability of the output j if the input was i equals to
P (j|i) = TrSiXj. The Shannon information is given by the classical formula
I1(π,X) =
∑
j
∑
i
πiP (j|i)log
(
P (j|i)∑
k πkP (j|k)
)
. (1)
Let f(i) be a function defined on the input alphabet. We shall restrict
the apriori distributions π by the inequality
∑
i
f(i)π(i) ≤ E, (2)
where E is a real number, and denote the class of such probability distribu-
tions by P1.
Let us consider also the product channel in the Hilbert space H⊗n =
H⊗ ...⊗H with the input alphabet An consisting of words u = (i1, ..., in) of
length n, and the d. o.
Su = Si1 ⊗ ...⊗ Sin
corresponding to the word u. If π is a probability distribution on An and
X is a resolution of identity in H⊗n, we define the information quantity
In(π,X) by the formula similar to (1). We put the additive constraint onto
the distribution π by asking
∑
i1,...,in
[f(i1) + . . .+ f(in)]π(i1, . . . , in) ≤ nE, (3)
and denote by Pn the class of probability distributions satisfying this con-
straint.
Defining
Cn = sup
pi∈Pn;X
In(π,X), (4)
we have the property of superadditivity Cn+Cm ≤ Cn+m, hence the following
limit exists
C = lim
n→∞
Cn/n, (5)
which we call the capacity of the initial channel. (This quantity may be
eventually infinite for infinite dimensional Hilbert space and in what follows
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we consider the nontrivial case C < ∞.). The definition is justified by the
classical Shannon’s coding theorem for channels with constrained inputs.
Namely, call by code of size N a sequence (u1, X1), ..., (uN , XN), where uk
are words of length n, and {Xk} is a family of positive operators in H⊗n,
satisfying
∑N
j=1Xj ≤ I. Defining X0 = I −
∑
j Xj, we have a resolution of
identity in H⊗n. An output k ≥ 1 means decision that the word uk was
transmitted, while the output 0 is interpreted as evasion of any decision.The
average error probability for such a code is
λ¯ =
1
N
N∑
k=1
[1− TrSukXk]. (6)
Let us denote p(n,N) the minimum of this error probability with respect to
all codes of the size N with words of length n, satisfying the condition
f(i1) + . . .+ f(in) ≤ nE. (7)
As a direct consequence of theorems in Sec. 7.3 of [4], one can prove the
following statement providing information-theoretic justification of the defi-
nition (5):
Proposition 1. If R < C , then p(n, enR)→ 0 , and if R > C , then
p(n, enR) 6→ 0.
Let H(S) = −TrSlogS be the von Neumann entropy of a d. o. S and let
π = {πi} be an apriori distribution on A. We denote
S¯pi =
∑
i∈A
πiSi
and assume that
sup
pi∈P1
H(S¯pi) <∞. (8)
Further, we denote
∆H(π) = H(S¯pi)−
∑
i∈A
πiH(Si). (9)
Proposition 2. Under the condition (8)
C = sup
pi∈P1
∆H(π). (10)
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Proof. To prove the ≤ part, take π ∈ Pn. The entropy bound [9], [16]
implies
In(π,X) ≤ ∆Hn(π),
where ∆Hn(π) is the analog of ∆H(π) for the product channel. According
to the subadditivity property of quantum entropy [1],
∆Hn(π) ≤
n∑
k=1
∆H(π(k)),
where π(k) is the k-th marginal distribution of π on A. Therefore
1
n
In(π,X) ≤ 1
n
n∑
k=1
∆H(π(k)) ≤ ∆H(π¯),
where π¯ = 1
n
∑n
k=1 π
(k), since ∆H(π) is concave function of π [9]. Also
inequality (3) can be rewritten as
n∑
k=1
∑
ik
f(ik)π
(k)(ik) ≤ nE.
It follows that n−1Cn ≤ suppi∈P1 ∆H(π) and hence, a similar inequality holds
for C .
To prove the ≥ part, we use the random coding modified for constrained
inputs. Let π be a distribution satisfying (2), and let P be a distribution on
the set of M words, under which the words are independent and
P(u = (i1, . . . , in)) = πi1 · . . . · πin .
Let νn = P(
1
n
∑n
k=1 f(ik) ≤ E) and define the modified distribution
P˜(u = (i1, . . . , in)) =
{
ν−1n πi1 · . . . · πin , if
∑n
k=1 f(ik) ≤ nE,
0, otherwise.
Let us remark that if π ∈ P1, then Mf ≤ E (where M (M˜) is the expectation
corresponding to P (P˜)) and hence by the central limit theorem
lim
n→∞
νn ≥ 1/2.
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Therefore M˜ξ ≤ 2mMξ for any nonnegative random variable ξ depending on
m words. In particular, for the error probability (6) we gave in [13] the upper
bound (17) depending on arbitrary two words, the expectation of which with
respect to P can be made arbitrarily small provided M = enR, n → ∞,
with R < C. Thus M˜λ¯ also can be made arbitrarily small under the same
circumstances. The proof in [13] is for finite dimensional Hilbert space, but
under the condition (8) it can be modified for infinite dimensions. Since
the distribution P˜ is concentrated on words satisfying (7), we can choose a
code satisfying this constraint for which λ¯ can be made arbitrarily small.
Proposition 1 then implies that
C ≥ sup
pi∈P1
∆H(π),
which completes the proof.
II. The case of continuous alphabet
In this section we take as the input alphabet A arbitrary Borel subset
in a finite-dimensional Euclidean space E . We assume that the channel is
given by weakly continuous mapping x → Sx from the input alphabet A to
the set of density operators in H. (The weak continuity means continuity
of all matrix elements < ψ|Sx φ>;ψ, φ ∈ H). We assume that a continuous
function f on E is fixed and consider the set P1 of probability measures π on
A satisfying ∫
A
f(x)π(dx) ≤ E. (11)
Like in the classical case, we discretize the channel by taking apriori
distributions with discrete supports
π(dx) =
∑
i
πiδxi(dx), (12)
where {xi} ⊂ A is arbitrary countable collection of points and
δx(B) =
{
1, if x ∈ B,
0, if x 6∈ B,
and by taking discrete resolutions of identity {Xj}. For π of the form (12)
the constraint (11) takes the form (2). Then we define the capacity of the
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channel x → Sx with the constraint (11) by repeating the argument in Sec.
1 with the only modifications that
P(j|i) = TrSxiXj,
and additional supremum in (4) is taken over all possible choices of the points
xi ∈ A.
For arbitrary π ∈ P1 consider the quantity
∆H(π) = H(S¯pi)−
∫
A
H(Sx)π(dx), (13)
where
S¯pi =
∫
A
Sxπ(dx). (14)
Because of the weak continuity of the function Sx the integral is well defined
and represents a density operator in H. Moreover, from the Lemma below
it follows that the nonnegative function H(Sx) is lower semicontinuous, and
hence the second term in (13) is also well defined .
Proposition 3. Under the condition (8), in which S¯pi is given by (14)
and P1 – by (11),
C = sup
pi∈P1
∆H(π). (15)
Proof. The ≤ part of the proof follows obviously from Proposition 2, as
for π given by (12) the quantity (13) turns into (9). To prove the ≥ part it
is sufficient to construct, for arbitrary π ∈ P1, a sequence of discrete π(l) ∈ P1
such that
lim inf
l→∞
∆H(π(l)) ≥ ∆H(π). (16)
To this end for any l = 1, . . . we consider the division of A into disjoint
subsets
B
(l)
k = {x : k/l ≤ H(Sx) < (k + 1)/l}, k = . . . ,−1, 0, 1, . . . . (17)
By making, if necessary, a finer subdivision, we can always assume that
diameters of all sets B
(l)
k are bounded from above by ǫl, where ǫl → 0 as
l → ∞. Let x(l)k be a point at which f(x) achieves its minimum on the
closure B¯
(l)
k of B
(l)
k , and define
π(l)(dx) =
∑
k
π(B
(l)
k )δx(l)
k
(dx), (18)
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where π is a fixed distribution from P1. Then∫
A
f(x)π(l)(dx) ≤
∫
A
f(x)π(dx),
hence π(l) ∈ P1.
By construction (17), (18) and due to the condition (8) we have∣∣∣∣
∫
A
H(Sx)π
(l)(dx)−
∫
A
H(Sx)π(dx)
∣∣∣∣ ≤ 1/l,
and it remains to show that
lim inf
l→∞
H
(∫
A
Sxπ
(l)(dx)
)
≥ H
(∫
A
Sxπ(dx)
)
. (19)
We first remark that due to the weak continuity and uniform boundedness
of the function Sx, the density operators
∫
A Sxπ
(l)(dx) weakly converge to the
density operator
∫
A Sxπ(dx). Indeed, let Bc be the ball of radius c in E . Then∣∣∣∣< φ|
∫
A
Sxπ
(l)(dx)ψ > − < φ|
∫
A
Sxπ(dx)ψ >
∣∣∣∣
≤∑
k
∫
B
(l)
k
∩Bc
| < φ|S
x
(l)
k
ψ > − < φ|Sxψ > |π(dx) + 2‖φ‖‖ψ‖π(A \Bc).
By choosing first c large enough to make the second term small, we can
make the first term small for all large enough l since < φ|Sxψ > is uniformly
continuous on A ∩ Bc and the diameters of B(l)k uniformly tend to zero.
It remains to apply the following Lemma (this result is well known but
we include sketch of its proof for completeness):
Lemma. Let {Al} be a sequence of density operators, weakly converging
to a density operator A. Then
lim inf
l→∞
H(Al) ≥ H(A).
Proof. Let {Pm} be a monotonely increasing sequence of finite-dimensional
projections weakly converging to unit operator in H. By Lemma 4 from [15]
the sequence
H(PmSPm) + TrPmSPm log TrPmSPm
monotonely converges to H(S) for any d. o. S. Then we have
lim inf
l→∞
H(Al) = lim inf
l→∞
lim
m→∞
H(PmAlPm) ≥ lim
m→∞
lim
l→∞
H(PmAlPm) = H(A).
This completes the proof of (16) and hence of Proposition 3.
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III. The quantum Gaussian channel
with constrained energy of the signal
Let A be the complex plane C, and let for every α ∈ C the density
operator Sα describe the thermal state of harmonic oscillator with the signal
amplitude α and the mean number of the noise quanta N , i. e.
Sα =
1
πN
∫
exp
(
−|z − α|
2
N
)
|z >< z|d2z, (20)
where |z > are the coherent state vectors. This is quantum analog of channel
with additive Gaussian noise (see [6], [8], [10], [3]). We remind for future use
that
Sα = V (α)S0V (α)
∗,
where
V (α) = exp(αa† − α¯a)
are the unitary displacement operators, a†, a being the creation - annihilation
operators for the harmonic oscillator, and the operator S0 has the spectral
representation:
S0 =
1
N + 1
∞∑
n=0
(
N
N + 1
)n
|n >< n|, (21)
where |n > are the eigenvectors of the number operator a†a. The states (20)
all have the same entropy
H(Sα) = (N + 1) log(N + 1)−N logN, (22)
and the mean number of quanta
trSα a
†a = N + |α|2. (23)
We impose the following constraint onto the mean energy of the signal∫
|α|2 π(d2α) ≤ E, (24)
where π(d2α) is an apriori distribution. In fact, E is the “mean number of
quanta” in the signal, which is proportional to energy for one mode. Consider
the density operator
S¯pi =
∫
Sα π(d
2α).
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The constraint (24) by virtue of (23) implies
Tr S¯pi a
†a ≤ N + E. (25)
It is well known that under this constraint the maximal entropy
H(S¯pi) = (N + E + 1) log(N + E + 1)− (N + E) log(N + E) (26)
is attained by Gaussian density operator
S¯pi =
1
π(N + E)
∫
exp
(
− |z|
2
(N + E)
)
|z >< z|d2z, (27)
corresponding to the optimal apriori distribution
π(d2α) =
1
πE
exp
(
−|α|
2
E
)
d2α. (28)
Hence the condition of Proposition 3 is fulfilled, and the capacity of the
channel is equal to
C = H(S¯pi)−H(Sα) = log
(
1 +
E
N + 1
)
+(N + E) log
(
1 +
1
N + E
)
−N log
(
1 +
1
N
)
.
This quantity was anticipated in [6] (relation (4.28) ) as an upper bound
for the information transmitted by the quantum Gaussian channel. On the
other hand, for a long time this quantity was also known as the capacity of the
“narrow band photon channel” [5], [14]. Our argument based on Proposition
3 gives for the first time the proof of the asymptotic equivalence, in the sense
of information capacity, of the Gaussian channel with the energy constraint
(24) to this quasiclassical channel. To make the point clear, we give below a
simplified one-mode description of the photon channel.
Consider the discrete family of states
Sm = P (m)S0P (m)
∗, m = 0, 1, . . . , (29)
where P (m) is energy shift operator satisfying P (m)|n >= |n+m > . Notice
that P (m) = Pm, where P is isometric operator adjoint to the quantum-
mechanical “phase operator” [12]. The states Sm all have the same entropy
(22) as the states Sα, and the mean number of quanta
trSm a
†a = N +m. (30)
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Moreover, all states (29) are diagonal in the number representation, in which
sense the channel may be called quasiclassical.
Imposing the constraint
∞∑
m=0
mπm ≤ E, (31)
where πm is an apriori distribution, and introducing the density operator
S¯ ′pi =
∞∑
m=0
πmSm,
by virtue of (30), we obtain the same constraint (25) for the new operator
S¯ ′pi. The maximal entropy (26) is again attained by the operator (27), which
has the spectral representation
S¯pi =
1
N + E + 1
∞∑
n=0
(
N + E
N + E + 1
)n
|n >< n|. (32)
It corresponds to the optimal apriori distribution [14]
πm =
N
N + E
δm0 +
E
N + E
[
1
N + E + 1
(
N + E
N + E + 1
)m]
.
There is notable difference between the case of pure-state channel as
opposed to the general case. For a pure-state case (where N = 0), one can
formulate a broader problem of finding a maximum capacity channel x→ Sx
with arbitrary alphabet {x} and an apriori distribution π(dx) satisfying the
output constraint
TrS¯pi a
†a ≤ E.
This was done in [16] where it was shown that the noiseless photon channel
provides a solution to this problem. In view of the result of [7], any other
pure-state channel satisfying
∫
Sxπ(dx) =
1
E + 1
∞∑
n=0
(
E
E + 1
)n
|n >< n|
gives, asymptotically, a solution to the same problem.However, in the general
case imposing the output constraint (25) instead of the input constraints (24)
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or (31) looks rather artificial; the equivalence of these constraints for appar-
ently different channels seems to be a very special feature of the quantum
Gaussian density operators.
IV. The upper bounds for error probability
A much more detailed information concerning the rate of convergence of
the error probability can be obtained for pure-state channels, by modifying
the estimates from [2] to channels with infinite alphabets and constrained
inputs following the method of [4], Ch. 7. We start with the case of discrete
alphabet.
Let Si = |ψi >< ψi| be the pure signal states of the channel, and let π
be an apriori distribution satisfying the restriction (2). Then the following
random coding bound holds for the error probability p(n,N) where N = enR
with R < C:
p(n, enR) ≤ 2
(
epδ
νn,δ
)2
exp{−n[µ(π, s, p)− sR]}, (33)
where
µ(π, s, p) = − log Tr
{∑
i
πie
p[f(i)−E]Si
}1+s
, (34)
and 0 ≤ s ≤ 1, 0 ≤ p, 0 < δ are arbitrary parameters. The quantity
νn,δ = P(En− δ ≤
n∑
k=1
f(ik) ≤ nE)
satisfies limn→∞
√
nνn,δ > 0, thus adding only o(n) to the exponential in (33).
The bound (33) is obtained in the same way as Proposition 1 in [2], that
is by evaluating the expectation of the average error probability (6) using
random, independently chosen codewords, but with the modified codeword
distribution
P˜δ(u = (i1, . . . , in)) =
{
ν−1n,δ πi1 · . . . · πin , ifnE − δ ≤
∑n
k=1 f(ik) ≤ nE,
0, otherwise.
(35)
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The point is that for any random variable ξ depending on m words
M˜δ ξ ≤
(
epδ
νn,δ
)m
Mexp{mp
n∑
k=1
[f(ik)− E]} ξ,
where p ≥ 0. By using this inequality after equation (14) in the proof of
Proposition 1 from [2], and following argument in Ch. 7 of [4], we can obtain
the bound (33).
In the same way, the proof of Proposition 2 from [2] can be modified to
obtain the expurgated bound
p(n, enR) ≤ exp{−n[µ˜(π, s, p)− s(R + 2
n
log
2epδ
νn,δ
)]}, (36)
where
µ˜(π, s, p) = −s log∑
i,k
πiπke
p[f(i)+f(k)−2E] | < ψi|ψk > |2/s. (37)
These bounds can be extended to pure-state channels with continuous
alphabets by using technique of Sec. II to obtain (33), (36) with
µ(π, s, p) = − log Tr
{∫
A
ep[f(x)−E]Sxπ(dx)
}1+s
, (38)
µ˜(π, s, p) = −s log
∫
A
∫
A
ep[f(x)+f(y)−2E]| < ψx|ψy > |2/sπ(dx)π(dy). (39)
Introducing the reliability function
E(R) = lim sup
n→∞
1
n
log
1
p(n, enR)
,
which characterizes the exponential rate of convergence of the error proba-
bility, we get the lower bound for E(R):
E(R) ≥ max{Er(R), Eex(R)},
where
Er(R) = max
0≤s≤1
(max
0≤p
max
pi∈P1
µ(π, s, p)− sR), (40)
Eex(R) = max
1≤s
(max
0≤p
max
pi∈P1
µ˜(π, s, p)− sR). (41)
An example where the maximization at least partially can be performed
analytically is considered in the following Section.
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V. The reliability function
of quantum Gaussian pure-state channel
We are going to apply results of the previous Section to the Gaussian
pure-state channel α → Sα = |α >< α| with the constraint (24). By taking
the optimal apriori distribution (28) we can calculate explicitly the functions
(38), (39).
Namely, to calculate (38), we remark that
∫
ep(|z|
2−E)Szπ(d
2z) =
e−pE
1− pE
1
πE ′
∫
e−
|z|2
E′ |z >< z|d2z
=
e−pE
1− pE
1
E ′ + 1
∞∑
n=0
(
E ′
E ′ + 1
)n
|n >< n|,
where E ′ = E/(1 − pE), provided p < E−1, and the trace of the (1 + s)-th
power of this operator is easily calculated to yield
µ(π, s, p) = (1 + s)pE + log[(1 + E − pE)1+s −E1+s]. (42)
By taking into account that
| < z|w > |2 = e−|z−w|2,
(see, e. g. [8]), we can calculate the integral in (39) as
e−2pE
(πE)2
∫ ∫
exp{−[(E−1 + s−1 − p)|z|2 + (E−1 + s−1 − p)|w|2 − 2s−1Rez¯w]}
=
e−2pE
1 + p2E2 − 2pE − 2pE2/s+ 2E/s,
for p < E−1, whence
µ˜(π, s, p) = s{2pE + log[1 + p2E2 − 2pE + 2E(1− pE)/s]}. (43)
Trying to maximize µ(π, s, p) with respect to p we obtain the equation
(1 + E − pE)s(1− p) = Es, (44)
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which can be solved explicitly only for s = 0, 1. Thus, contrary to the classical
case [4], the maximum in (40) in general can be found only numerically. For
s = 0 we have p = 0 and
C =
∂
∂s
µ(π, 0, 0) = (E + 1) log(E + 1)− E logE.
For s = 1 equation (44) has the unique solution p(1, E) = 1+1/E−g(E)/E <
E−1, where
g(E) =
1 +
√
4E2 + 1
2
.
For future use we find the important quantities
µ(π, 1, p(1, E)) = 2(E + 1− g(E)) + log g(E);
∂
∂s
µ(π, 1, p(1, E)) = E + 1− g(E) + g(E)
2 log g(E)− E2 logE
g(E)2 − E2 . (45)
The optimization of the expurgated bound can be performed analytically.
Taking partial derivative with respect to p we obtain the equation
p2 − 2p
(
1
s
+
1
2E
)
+
1
sE
= 0,
the solution of which, satisfying p < E−1, is
p(s, E) = s−1 + E−1 − E−1g(E/s).
Substituting this in (41), we obtain the following expression, which is to be
maximized with respect to s ≥ 1:
µ˜(π, s, p(s, E))− sR = 2(E + s− sg(E/s)) + s log g(E/s)− sR.
Taking derivative with respect to s, we obtain the equation
g(E/s) = eR,
the solution of which is
s =
E√
e2R − eR . (46)
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If this is less than 1, which is equivalent to
R < log g(E) =
∂
∂s
µ˜(π, 1, p(1, E)),
then the maximum is achieved for the value of s given by (46) and is equal
to
2E(1−
√
1− e−R) = Eex(R) > Er(R),
(which up to a factor coincides with the expurgated bound for classical Gaus-
sian channel). In the range
∂
∂s
µ˜(π, 1, p(1, E)) ≤ R ≤ ∂
∂s
µ(π, 1, p(1, E)),
where the optimizing s is equal to 1, we have the linear bound
Eex(R) = Er(R) = µ(π, 1, p(1, E))− R,
with the quantities ∂
∂s
µ(π, 1, p(1, E)), µ(π, 1, p(1, E)) defined by (45). Finally,
in the range
∂
∂s
µ(π, 1, p(1, E)) < R < C
we have Eex(R) < Er(R) with Er(R) given implicitly by (40).
On the other hand, for the pure-state photon channel the analysis of
the error probability is trivial: since this is quasiclassical noiseless channel,
the error probability is zero for R < C. Thus, although the two channels
are asymptotically equivalent in the sense of capacity, their finer asymptotic
properties are apparently essentially different.
Acknowledgments
The work was stimulated by discussions at the mini-workshop organized
by the Institute for Scientific Interchanges, Turin, February 1997. The author
is grateful to Prof. M. D’Ariano and Prof. M. Rasetti for the opportunity to
take part in this meeting. The author is also grateful to Prof. H. P. Yuen for
hospitality at Northwestern University, where the work was accomplished.
The work was partially supported by the RFBR grant no. 96-01-01709.
15
References
[1] H. Araki, E. H. Lieb, “Entropy inequalities,” Commun. Math. Phys.,
vol. 18, no. 2, pp. 160-170, 1970.
[2] M. V. Burnashev, A. S. Holevo, “On reliability function of quantum
communication channel,” LANL Report no. quant-ph/9703013, 1997.
[3] C. M. Caves, P. B. Drummond, “Quantum limits of bosonic communi-
cation rates,” Rev. Mod. Phys., vol. 66, no. 2, pp. 481-538, 1994.
[4] R. G. Gallager, Information Theory and Reliable Communications. New
York: J. Wiley, 1968.
[5] J. P. Gordon, “Quantum effects in communication systems,” Proc. IRE,
vol. 50, no. 9, pp. 1898-1908, 1962.
[6] J. P. Gordon, “Noise at optical frequencies; information theory,” in
Quantum Electronics and Coherent Light, Proc. Int. School Phys. “En-
rico Fermi”, Course XXXI, ed. P. A. Miles, New York: Academic Press,
1964, p.156-181.
[7] P. Hausladen, R. Jozsa, B. Schumacher, M. Westmoreland, W. Wooters,
“Classical information capacity of a quantum channel,” Phys. Rev. A,
vol. 54, no. 3, pp. 1869-1876, Sep. 1996.
[8] C. W. Helstrom, Quantum Detection and Estimation Theory. New York:
Academic Press, 1976.
[9] A. S. Holevo, “Some estimates of the information transmitted by quan-
tum communication channel,” Probl. Peredachi Inform., vol. 9, no. 3,
pp. 3-11, 1973. (English transl.: Problems of Inform. Transm., vol. 9,
no. 3, pp. 177-183, 1973).
[10] A. S. Holevo, “Problems in the mathematical theory of quantum com-
munication channels,” Rep. Math. Phys., vol. 12, no. 2, pp. 273-278,
1977.
[11] A. S. Holevo, “On the capacity of quantum communication channel,”
Probl. Peredachi Inform., vol. 15, no. 4, pp. 3-11, 1979. (English transl.:
Problems of Inform. Transm., vol. 15, no. 4, pp. 247-253, 1979).
16
[12] A. S. Holevo, Probabilistic and Statistical Aspects of Quantum Theory.
Amsterdam: North Holland, 1982.
[13] A. S. Holevo, “The capacity of quantum communication channel with
general signal states”, LANL Report no. quant-ph/9611023, 1996.
[14] D. S. Lebedev, L. B. Levitin, “The maximal amount of information
transmissible by an electromagnetic field,” Information and Control,
vol. 9, pp. 1-22, 1966.
[15] G. Lindblad, “Expectations and entropy inequalities for finite quantum
systems,” Commun. Math. Phys., vol. 39, pp. 111-119, 1974.
[16] H. P. Yuen and M. Ozawa, “Ultimate information carrying limit of quan-
tum systems,” Phys. Rev. Lett., vol. 70, No. 4, pp. 363-366, Jan. 1993.
17
