The purpose of this paper is to construct a generalized normal number (in the base 2) in which these frequencies are weighted. For example, we will obtain infinite binary decimals in which the limiting frequency of occurrence of ones is 1/3 (in general, p < 1) rather than 1/2; consequently, any binary string γ of length L will have limiting frequency where K is the number of ones in γ.
For simplicity, the construction will be in the base 2, since generalization to the integer base B is straightforward and need be only briefly described.
Borel [1] proved that almost every number x f relative to Lebesque measure, is normal in the base 10. The simplest construction of a normal number is due to Champernowne [2] who showed that if the natural numbers are arranged in increasing order, the resulting decimal 0.12345678910111213 is normal in the base 10. Copeland and Erdos [3] showed that certain subsequences of the natural numbers, arranged as above, are also normal; in particular for the sequence of primes, 0.13571113 118 F. J. MARTINELLI is normal in the base 10. Ito and Shiokawa [4] generalized Champernowne 's construction to arbitrary real bases.
A generalized normal number may be defined as follows. Let 0 < p < 1 and q = 1 -p. The infinite binary decimal x is called digit p-normal if Any binary sequence of finite length will be called a string. If 7 is a string of length L containing K ones and
for every positive integer L; normality in the previous sense is the case p = 1/2. In [6] Postnikov and Pjateckii-Sapiro construct a generalized normal number by adding certain digits to the Champernowne sequence and use a criterion obtained by the latter author [8] to prove pnormality. In this paper, a much simpler construction is described and the proof that the resulting decimal is p-normal proceeds from first principles.
Generalized normal numbers may be used to generate sequences of random variates having specified distribution functions (see [7] and [5] and the references therein). In [5] Knuth constructs a 1/2-normal number in the base 2 (which would yield uniformly distributed random variates) but points out that the construction is not of "practical value as a computer method for random number generation." The algorithm described here for p-normal numbers is easily programmed on a digital computer.
Construction. For any integers k, n with 0 ^ k ^ n, let A(k, n) be the concatenation in lexicographic order of all possible strings of length n having exactly k ones. Denote the length of a sequence S by |S|; for example \A(k, n)\ = wfjM If {SJ is a sequence of strings, let Sβ 2 S z be the concatenation of these strings in order.
THEOREM. Let 0 < p < 1 and let k n = [pn] for each n = 1, 2 .
is p-normal.
(Here [ . ] is the greatest integer function.)
Proof. Let 7 be any fixed string of length L containing K ones and J zeros. Let B = bj) 2 δ, B , be any string and let B r be B concatenated on the right with L -1 zeros. Define iV (7, B) To complete the proof of the theorem, we will need the following lemmas. LEMMA 1. lim Proof. Let j n -n -k n and assume that k n^K and i ft ^ J". Then, since The lexicographic ordering in the A(k n , n) strings is not needed in the proof; in fact the theorem is true for any ordering so that for each p, the method yields an uncountable family of p-normal numbers. hence the lemma is proved. We will need the following lemma, whose proof is omitted.
LEMMA 2. Let {a n } be a sequence of real numbers which converges to a real number a, and let {b n } be a sequence of positive numbers such that Σ K -°° Then lim αΛ + + a n b n -=-= --a . The resulting number x will be (p 0 , p x , , p^.J-normal in the base J5.
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