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Abstract—A novel reinforcement learning algorithm is intro-
duced for multiarmed restless bandits with average reward, using
the paradigms of Q-learning and Whittle index. Specifically, we
leverage the structure of the Whittle index policy to reduce the
search space of Q-learning, resulting in major computational
gains. Rigorous convergence analysis is provided, supported
by numerical experiments. The numerical experiments show
excellent empirical performance of the proposed scheme.
Keywords—reinforcement learning; restless bandits; Whittle in-
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I. INTRODUCTION
Restless bandits have found in recent times numerous
applications for various scheduling and resource allocation
problems, such as web crawling [6], [5], [30], congestion
control [7], [8], [9], queueing systems [4], [16], [20], [25],
cluster and cloud computing [17], [29], wireless communica-
tion [1], [26], [31], machine maintenance [19], target tracking
[28] and clinical trials [36]. See [18], [22], [32] for book-
length accounts of theory and applications of restless bandits.
While restless bandits can be viewed as a special case of
classical Markov decision processes, this suffers from curse
of dimensionality because the state space grows exponentially
in the number of arms. In fact it is provably hard in the sense
of belonging to the complexity class PSPACE [33]. One very
successful heuristic in this context has been the celebrated
Whittle index policy [39], which relaxes the ‘hard’ constraint
of using a certain number of arms at each time, to doing
so on the average. Thereby it allows a decoupling of the
problem into multiple individual controlled Markov chains via
the Lagrange multiplier, using the fact that both the reward
and the constrained functional are separable. This leads to a
state space that grows linearly in the number of arms. These
chains are coupled through the control policy based on ordinal
comparison of a scalar function of their individual states,
viz., the so called Whittle index. While this is known not to
be optimal in general, it works very well in practice and is
asymptotically optimal in a certain sense [25], [38].
The use of Whittle index policy, however, requires full
knowledge of the system, both in the relatively few cases
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where it is known explicitly (e.g., in [5]) or when it has to be
numerically calculated. This is often not the case in practice,
sometimes called the ‘curse of modelling’. The uncertainties
can be either parametric, structural, or both. In either case, the
classical adaptive control schemes (e.g., [21], [23]) or off-the-
shelf reinforcement learning schemes ( e.g., [10], [11], [35])
become computationally unmanageable if applied directly to
restless bandits. These schemes typically do not exploit the
special structure available in the problem, in this case the
Whittle index policy. Motivated by this observation, the present
authors have devised reinforcement learning schemes specifi-
cally tailored for the Whittle index policy. One of them is a
scheme wherein the threshold structure implicit in arriving at
the index policy in many problems is exploited by sampling
candidate thresholds [15], whereas in [6], the monotone depen-
dence between various factors are used to arrive at a parametric
scheme that takes advantage of the explicit expression for the
Whittle index where available. More recently, [27] proposed an
ad hoc scheme motivated by Q-learning which, however, lacks
convergence guarantees. Also, their numerical evidence does
not suggest convergence to the correct values of the Whittle
indices.
In this work, we make a departure from these works by
combining the Q-learning algorithm for average reward [3]
with a tuning scheme for the Whittle indices. This yields a
provably convergent learning algorithm with excellent empiri-
cal performance on test cases. In case the arms are statistically
identical, the algorithm is particularly economical because it
learns the common Q-values and Whittle index. The algorithm
has a notably simple form compared to above works, and
can be executed in both on-line and off-line modes, the latter
allowing for off-policy iterations. Specific comparisons with
the predecessors are as follows:
1) In [15], the threshold is treated as an independently
sampled additional state variable. This blows up the
dimensionality of the problem. Further, the convergence
of the parameter tuning scheme, which involves an
ad hoc simplification, is not rigorously established. In
contrast, the present work has a rigorous theory behind
it and is economical with the state space as compared
to [15].
2) In [6], only parametric uncertainties can be handled.
That is, it is assumed that an explicit analytic expression
for the Whittle index is available and only the parame-
ters of the underlying stochastic processes are unknown.
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2The present work requires no such assumptions. The
numerical experiments therein also indicated some sta-
bility issues with the algorithm and needed additional
tweaks.
3) The work [27] uses an ad hoc scheme based on Q-
learning which lacks rigorous justification and the nu-
merical experiments show that it has problems with
convergence.
The paper is organized as follows. The next section sum-
marizes the Whittle index formalism. Section 3 describes the
algorithm in detail for statistically identical arms. Extension
to non-homogeneous scenarios is straightforward. Section 4
presents numerical experiments. Section 5 provides conver-
gence analysis, which relies upon [3], [12], [14] and [24].
II. WHITTLE INDEX FOR RESTLESS BANDITS
Consider N > 1 controlled Markov chains {Xin, n ≥ 0},
1 ≤ i ≤ N, on a discrete state space S = {1, 2, · · · , d},
1 < d <∞. The controlled transition kernel
(k, j, u) ∈ S2 × {0, 1} 7→ pi(j|k, u) ∈ [0, 1]
for the ith chain satisfies
∑
j p
i(j|k, u) = 1 ∀ i, k, u, and has
the interpretation of ‘probability of going from state k to state j
under control u’. The control variable u is binary. This has the
interpretation of two modes of operation, active (u = 1) and
passive (u = 0). These chains together constitute a ‘restless
bandit’, deemed so because they evolve dynamically even in
the passive mode unlike classical multi-armed bandits [18].
Define the increasing family of σ-fields Fn := σ(Xjm, U jm, 1 ≤
j ≤ N,m ≤ n), n ≥ 0. The ‘controlled Markov property’ then
corresponds to
P (Xin+1 = k|Fn) = pi(k|Xin, U in), ∀ n,
where U in, n ≥ 0, 1 ≤ i ≤ N, are the {0, 1}-valued control
processes, called ‘admissible controls’. A special subclass of
interest to us is stationary policies wherein U in = ϕ
i(Xin) for
some ϕi : S 7→ {0, 1}, n ≥ 0. The individual chains are called
‘arms’ of the restless bandit. Let Riu : S 7→ [0,∞), u = 0,
resp. 1, denote prescribed per stage reward functions for
passive, resp. active, mode for the ith chain. These controlled
Markov chains are assumed to satisfy:
(C0) (Unichain property) There exists a distinguished state
i0 ∈ S that is reachable with strictly positive probability from
any other state under any stationary policy.
Since d = |S| <∞, this implies in particular that for τ :=
min{n ≥ 0 : Xin = i0},
sup
k
E[τ |Xi0 = k] <∞. (1)
The objective is to maximize the long run average reward
lim inf
n↑∞
1
n
E
[
N∑
i=1
n−1∑
m=0
RiUim(X
i
m)
]
, (2)
subject to the constraint, for prescribed M < N ,∑
i
U in = M, ∀n. (3)
That is, at each time instant, only M arms are activated.
Since the problem is provably hard, Whittle’s relaxation is to
replace the ‘per time instant’ constraint (3) by a ‘time-averaged
constraint’
lim inf
n↑∞
1
n
E
[
n−1∑
m=0
U im
]
= M. (4)
This renders it a classical ‘constrained Markov decision pro-
cess’ [2]. While this is a significant simplification, the problem
is still unwieldy. Whittle’s ingenious observation was to use the
fact that it is a problem with separable cost and constraint and
invoke the Lagrangian relaxation to decouple it into individual
control problems given the Lagrange multiplier λ. That is, we
consider now the unconstrained control problem of maximizing
lim inf
n↑∞
1
n
E
[
n−1∑
m=0
(RiUim(X
i
n) + λ(1− U im))
]
(5)
separately for each i. (We have dropped a constant factor of
(M − 1)λ from the reward so as to match it with Whittle’s
set-up.) The dynamic programming equation then is
V i(k) = max
(
Ri1(k) +
∑
j
pi(j|k, 1)V i(j),
Ri0(k) + λ+
∑
j
pi(j|k, 0)V i(j)
)
− βi (6)
= max
u∈{0,1}
(
u(Ri1(k) +
∑
j
pi(j|k, 1)V i(j)) + (1− u)×
(Ri0(k) + λ+
∑
j
pi(j|k, 0)V i(j))
)
− βi, (7)
with (V i(·), βi) ∈ Rd × R the unknown variables. Under
(C0), βi is unique and equals the optimal reward [34]. V is
unique up to an additive constant. Since we are considering
the case when all arms are statistically identical with identical
reward functions, V i, βi, ri, are independent of the superscript
i, which will be dropped henceforth. The optimal decision
u∗(x) in state x then is given by the maximizer in the right
hand side of (6). Define the Q-value as
Q(k, u) := u(R1(k) +
∑
j
p(j|k, 1)V (j)) + (1− u)×
(R0(k) + λ+
∑
j
p(j|k, 0)V (j)))− β. (8)
This satisfies the equation
Q(k, u) = uR1(k) + (1− u)(λ+R0(k))−
β +
∑
j
p(j|k, u) max
v
Q(j, v), (9)
for i ∈ S, u ∈ U . Under (C0), this has a solution (Q, β)
where β is uniquely specified as the optimal reward and Q
3is unique up to an additive scalar, just as for (6). The set
{j ∈ S : u∗(j) = 1} is the set of states when the arm is
active, its complement being the set of states when it is passive.
Whittle’s insight was to view the Lagrange multiplier as a
‘subsidy’ for passivity. He defined the problem to be indexable
when the set of passive state increases monotonically from the
empty set to all of S as the subsidy is increased from −∞
to ∞. In this case, he defines the (Whittle) index to be the
value λ∗(k) of λ for which both active and passive modes are
equally preferred in the current state k. That is,
λ∗(k) := R1(k) +
∑
j
p(j|k, 1)V (j)
− R0(k)−
∑
j
p(j|k, 0)V (j)
= −(Q(k, 1)−Q(k, 0)). (10)
Our algorithm does the following. It is a two time scale
iteration wherein the faster timescale performs Q-learning for
a ‘static’ subsidy λn, the latter in reality being only ‘quasi-
static’, i.e., changing on a slower time scale. Thus it tracks the
Q-value corresponding to the slowly changing subsidy, which
in turn is updated on a slower timescale by a simple tuning
scheme suggested by (10). Note that the Whittle index is a
function of k ∈ S, so for large state spaces, one may compute
it for a suitably chosen subset of S and extrapolate.
III. Q-LEARNING FOR WHITTLE INDEX
Q-learning is one of the oldest and most popular reinforce-
ment learning scheme for approximate dynamic programming,
due to Watkins [37]. Originally developed for infinite horizon
discounted rewards, we shall be using a variant for average
reward from [3]. For the controlled Markov chain {Xin} above
with average reward (5), the ‘RVI Q-learning’ algorithm of
(2.7), [3], is as follows (with a key difference we highlight
later). Fix a stepsize sequence {α(n)} satisfying ∑n α(n) =∞ and ∑n α(n)2 <∞. For each i ∈ S, u ∈ {0, 1}, do:
Qn+1(i, u) = Qn(i, u) +
α(ν(i, u, n))I{Xn = i, Zn = u} ×(
(1− u)(R0(i) + λ) + uR1(i) +
max
v∈{0,1}
Qn(Xn+1, v)− f(Qn)− Qn(i, v)
)
, (11)
where1
f(Q) =
1
2|S|
∑
i∈S
(Q(i, 0) +Q(i, 1)).
Here for i ∈ S, u ∈ {0, 1},
ν(i, u, n) =
n∑
m=0
I{Xm = i, Zm = u},
is the ‘local clock’ for the pair (i, u) counting the updates of
the (i, u)th component.
1This is not the unique choice of f(·), see [3].
Our objective is to learn the Whittle index, i.e., the value
λ∗(x) of λ for which active and passive modes are equally
desirable for a given x ∈ S. Hence we also have an updating
scheme for λ, leading to a coupled iteration for each x ∈
S. The first component is the same as (11) except for the
replacement of λ by the estimated Whittle index λn(x), i.e.,
Qxn+1(i, u) = Q
x
n(i, u) +
α(ν(i, a, n))I{Xn = i, Zn = u} ×(
(1− u)(R0(i) + λn(x)) + uR1(i) +
max
v∈{0,1}
Qxn(Xn+1, v)− f(Qxn)− Qxn(i, u)
)
(12)
along with an update for learning the Whittle index λ(x)
for state x given by: with a prescribed stepsize sequence
{γ(n)} satisfying ∑n γ(n) = ∞, ∑n γ(n)2 < ∞ and
γ(n) = o(a(n)), do
λn+1(x) = λn(x) + γ(n) (Q
x
n(x, 1)−Qxn(x, 0)) . (13)
The control actions at time n are defined as follows: Let
0 ≤  < 1 be prescribed. With probability (1 − ), we sort
arms in the decreasing order of the estimated Whittle index
λn(X
i
n) and render the top M arms active, the remaining
arms are passive. Ties are broken according to some pre-
specified convention. With probability , we render active M
random arms, chosen uniformly and independently, the rest
passive. We used following stepsize sequences, which gave
good performance in practice:
α(n) =
C
d n500e
,
γ(n) =
C ′
1 + dn logn500 e
I{n(mod N) ≡ 0}. (14)
Define Fλ = [[Fλiu(·)]]i∈S,u∈{0,1} : R2d 7→ R2d as follows:
Fλiu([[Ψ(j, b)]]) := (1− u)(R0(i) + λ) + uR1(i)
+
∑
j
p(j|i, u) max
v∈{0,1}
Ψ(j, v)− f(Ψ).
Also define {M(n) := [[Mn(i, u)]]} by
Mn+1(i, u) := (1− u)(R0(i) + λn(x)) + uR1(i)+
max
v∈{0,1}
Qn(Xn+1, v)− f(Qn)− Fλn(x)ia (Qn)
)
.
Then {Mn} are martingale difference sequences w.r.t. {Fn},
i.e., they are adapted to {Fn} and satisfy E[Mn+1(i, u)|Fn] =
0 ∀ i, u, n. Rewrite (12) as
Qn+1(i, u) = Qn(i, u) + α(ν(i, u, n))I{Xn = i, Zn = u}
×(Fλn(x)iu (Qn)−Qn +Miu(n+ 1)). (15)
In view of the easily verified fact γ(n) = o(α(n)), the
coupled iterates (15), (13) form a two time scale stochastic
approximation algorithm in the sense of [14], section 6.1,
with (15) operating on the faster time scale and (13) on the
slower time scale. We exploit this fact later for the convergence
analysis.
4IV. NUMERICAL EXAMPLES
Let us illustrate the proposed scheme with two examples.
A. Example with circulant dynamics
We first test our scheme on the example from [27]. The
example has four states and the dynamics is circulant: when
an arm is passive (u = 0), resp. active (u = 1), the state
evolves according to the transition probability matrix
P0 =
 1/2 0 0 1/21/2 1/2 0 00 1/2 1/2 0
0 0 1/2 1/2
 , and P1 = PT0 ,
respectively. The rewards do not depend on the action and
are given by R0(1) = R1(1) = −1, R0(2) = R1(2) = 0,
R0(3) = R1(3) = 0, and R0(4) = R1(4) = 1. Intuitively,
there is a preference to activate an arm when the arm is in state
3. Indeed, the exact values of the Whittle indices, calculated
in [27], are as follows: λ(1) = −1/2, λ(2) = 1/2, λ(3) = 1,
and λ(4) = −1, which give priority to state 3. Consider a
scenario with N = 100 arms, out of which M = 20 are active
at each time. We initialize our algorithm with λ0(x) = 0, and
Qx(i, u) = Ru(i), ∀x ∈ S.
In this example, we assumed the shared memory architecture
and took full advantage of the fact that the arms are identical.
This helps to collect the statistics very quickly and results in a
rapid convergence of the algorithm. We first set the exploration
parameter as  = 0.1.
In Figure 1 we present the convergence of the estimated
values of the Whittle indices (see (13)) to the exact values.
In Figure 2, we present the comparison of the running time
averaged reward obtained by our algorithm with that of the
algorithm based on the use of the exact Whittle indices from
the beginning. We see that the average rewards stabilize in
both approaches already after 250 iterations. The 10% loss of
efficiency of our scheme with respect to the approach using
the exact Whittle indices is due to the fact that we spend 10%
of effort on pure exploration. This actually can be mitigated
by decreasing the exploration parameter with time. We notice
that as predicted by the theory and confirmed by Figure 1
the estimated Whittle indices in our algorithm converge to the
true values. This is in contrast to the scheme proposed in [27]
where the convergence appears to be to some random variable.
If we set the exploration parameter as  = 0.01, there is
hardly any loss of efficiency of our scheme with respect to
the scheme using the exact Whittle indices (see Figure 3).
Remarkably, the convergence of the running time averaged
reward does not seem to suffer. Of course, the convergence
of the estimated Whittle indices to the exact values is now
slower. However, since the Whittle indices form a discrete set
with generous spacing, what matters is actually the ordinal
ranking produced by the estimated Whittle indices, which is
quite robust, and not their proximity to the exact values.
This controlled chain is not unichain, as under some station-
ary policies, it splits into two communicating classes. However,
any state is reachable from any other under some control, as
a result the optimal cost does not depend on the initial state.
Fig. 1. Estimated (solid lines) and exact (dash lines) Whittle indices in the
example with circulant dynamics.
Fig. 2. Rewards comparison in the circulant dynamics ( = 0.1).
B. Example with restart
Now we consider an example where the active action forces
an arm to restart from some state. Specifically, we consider an
example with 5 states, where in the passive mode (u = 0) an
arm has tendency to go up the state space, i.e.,
P0 =

1/10 9/10 0 0 0
1/10 0 9/10 0 0
1/10 0 0 9/10 0
1/10 0 0 0 9/10
1/10 0 0 0 9/10
 ,
whereas in the active mode (u = 1) the arm restarts from state
1 with probability 1, i.e.,
P1 =

1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
1 0 0 0 0
 .
The rewards in the passive mode are given by R0(k) = ak (in
our numerical experiments, we have taken a = 0.9) and the
rewards in the active mode are all zero.
At least three facts have motivated us to choose this exam-
ple. Bandits with restarting dynamics have several applications
such as congestion control [7], [8], web crawling [5], [6], [30]
and machine maintenance [19]. Their Whittle indices can be
5Fig. 3. Rewards comparison in the circulant dynamics ( = 0.01).
easily calculated, see e.g., [22], [25]. The upper states are much
less visited, if at all, which poses a challenge for learning.
As in the previous example, we consider the scenario
with N = 100 arms out of which M = 20 are active
at each time step. The exact Whittle indices are given by:
λ(1) = −0.9, λ(2) = −0.73, λ(3) = −0.5, λ(4) = −0.26,
and λ(5) = −0.01. We initialize the algorithm with λ0(x) = 0,
and Qx(i, u) = Ru(i), ∀x ∈ S.
In Figure 4 we plot the evolution of the estimated Whittle
indices with  = 0.1. As expected in this example, the non-
homogeneous structure of the state space poses some problems
for learning in comparison with the more symmetric example
with circulant dynamics. It takes noticeably longer time to
learn the Whittle indices for the upper states 4 and 5 in
comparison with the lower states 1, 2 and 3.
So far, we have applied decreasing stepsizes recommended
in (14). In practice one could also apply constant stepsizes.
For instance, in Figure 5 we used constant stepsizes α = 0.02,
γ = 0.005. The results are fairly good for all the states except
the top state 5. However, the top is visited rarely and thus the
value of its Whittle index is not really relevant for good control
of the system. One clear practical advantage of the constant
stepsize is the possibility of using this variant for tracking
purposes when the environment is changing slowly.
V. CONVERGENCE ANALYSIS
In addition to (C0), we make the following assumptions:
• (C1) The stepsizes {α(n)} satisfy: for x ∈ (0, 1),
sup
n
α(bxnc)
α(n)
<∞,
sup
y∈[x,1]
∣∣∣∣∣
∑bync
m=0 α(m)∑n
m=0 α(m)
− 1
∣∣∣∣∣→ 0.
These are satisfied, e.g., by α(n) = 1n or
1
n logn from
some n on.
• (C2) The problem is Whittle indexable.
We prove convergence of the above scheme to the desired
limit using a combination of results from the theory of
Fig. 4. Estimated (solid lines) and exact (dash lines) Whittle indices in the
example with restart.
Fig. 5. Estimated (solid lines) and exact (dash lines) Whittle indices in the
example with restart. Constant step sizes: α = 0.02, γ = 0.005.
stochastic approximation, in conjunction with [3]. We sketch
the key steps, omitting details which are identical to the
sources being cited. We call the iteration (12) synchronous
if all components of Qxn are updated at the same time, i.e.,
the indicator I{Xn = i, Zn = u} in (12) is dropped. Then
ν(i, u, n) = n ∀i, u. Also, for updating the ith component,
Xn+1 is replaced by X
i,u
n+1, a simulated random variable
independent of all else with law p(·|i, u). The iterate becomes
Qxn+1(i, u) = Q
x
n(i, u) + α(n)
(
(1− u)(R0(i) + λn(x))
+ uR1(i) + max
v∈{0,1}
Qxn(X
i,u
n+1, v)− f(Qxn)−Qxn(i, v)
)
.
This can be legitimate only for off-line and therefore off-
policy learning. It does not cover learning based on the real
or simulated run of a single controlled Markov chain, which
will be performed asynchronously. We take this up later.
In any case, it provides a step towards analyzing the fully
asyncronous update (12) based on a single run {(Xn, Zn)},
which updates only the (Xn, Zn)th component at time n.
One can consider more general forms of asynchrony where
6some but not all, and not necessarily only one, components
are updated at each time. The analysis will be similar.
Theorem Under the hypotheses (C0), (C1) and (C2), for either
synchronous or asynchronous updates of (12)-(13),
λn(x)→ λ(x), a.s.
Proof We split this into many steps.
1) Convergence in synchronous case for a.s. bounded
iterates: Define h(Q,λ) = [[hia(Q,λ)]] by:
hia(Q,λ) := F
λ
ia(Q)−Q,
and, for the prescribed x as above,
g(Q,λ) := Q(x, 1)−Q(x, 0).
Suppose that the iterates (12)-(13) remain bounded a.s.
(We prove this later.) For sake of simplicity, consider
the synchronous version. The two timescale argument
works as follows2. Rewrite (13) as
λn+1(x) = λn(x) +
α(n)
(
γ(n)
α(n)
)
(Qn(x, 1)−Qn(x, 0)) . (16)
Let τ(n) :=
∑n
m=0 α(m), m ≥ 0. Define Q¯(t), λ¯(t),
t ≥ 0, by Q¯(τ(n)) := Qxn, λ¯(τ(n)) = λn(x) with linear
interpolation on each interval [τ(n), τ(n+ 1)], n ≥ 0.
Then Q¯(·), λ¯(·) track the asymptotic behavior of the
coupled o.d.e.s
Q˙(t) = h(Q(t), λ(t)), λ˙(t) = 0,
where the latter is a consequence of γ(n)α(n) → 0 in
(16). These o.d.e.s have Lipschitz functions on the right
hand side (see, e.g., the discussion on p. 687, [3]) and
therefore are well-posed. Thus λ(·) ≡ a constant (say)
λ′. The first o.d.e. then reduces to Q˙(t) = h(Q(t), λ′),
which has a globally asymptotically stable equilibrium
Q∗λ′ (Theorem 3.4, p. 689, [3]) satisfying f(Q
∗
λ′) =
βλ′ := the optimal cost for λn ≡ λ′. What this trans-
lates into for the original iterates is that Qxn−Q∗λn → 0
a.s. That is, (12) views (13) as quasi-static and tracks
Q∗λn as λn evolves on a slower time scale. This in turn
can be used to argue [14] that the interpolated trajectory
λ˜(t) = λn +
(
t− τ ′(n)
τ ′(n+ 1)− τ ′(n)
)
(λn+1 − λn)
for t ∈ [τ ′(n), τ ′(n+1)], τ ′(n) := ∑nm=0 γ(m), n ≥ 0,
tracks the o.d.e.
Λ˙(t) = Q∗Λ(t)(x, 1)−Q∗Λ(t)(x, 0). (17)
If Λ(t) > λ(x) (excess subsidy), the passive mode
is preferred, i.e., Q∗Λ(t)(x, 0) > Q
∗
Λ(t)(x, 1). Then
the r.h.s. is < 0 and Λ(t) decreases. Likewise,
2We only sketch the main steps, see [14], Chapter 6, for details.
if the opposite (strict) inequality holds, the r.h.s.
is > 0 and Λ(t) increases. Thus the trajectory
Λ(·) remains bounded. Since any well-posed scalar
o.d.e. with bounded trajectories must converge to
an equilibrium, Λ(t) converges to the Λ satisfying
QˆxΛ(x, 1) = Qˆ
x
Λ(x, 0), i.e., the Whittle index λ(x).
This is unique by hypothesis. By theory of two time
scale stochastic approximation (section 6.1, [14]), we
have (Qxn, λn(x))→ (Q∗λ(x), λ(x)) a.s.
2) The a.s. boundedness of iterates, general case: Here
we use the results of [24]. For this, we verify the
assumptions (A1)-(A5) of [24].
• (A1) of [24] requires that h, g are Lipschitz. We
have already noted that this is so.
• In the notation of [24], M (1)n ,M (2)n correspond to
resp. Mn and the process that is identically zero.
Both of these are martingale difference sequences
(the latter trivially so). Furthermore, ∀n,
E
[‖Mn+1‖2|Fn] ≤ K (1 + ‖Qn‖2 + ‖λn‖2)
a.s. by the Lipschitz property of the functions
involved. The zero process trivially satisfies such
an inequality. The two preceding statements are
precisely (A2) of [24].
• (A3) of [24] requires that∑n α(n) = ∑n γ(n) =∞, ∑m(α(n)2 + γ(n)2) < ∞, and γ(n) =
o(α(n)), which hold here.
• For (A4), we first consider the ‘synchronous’ case
when all components of Qn are updated simulta-
neously. The limiting o.d.e. with λn frozen at λ
is (cf. equation (3.4) in [3]) Q˙(t) = h(Q(t), λ).
This has as its globally asymptotically stable
equilibrium the solution Q∗λ = [[Q
∗
λ(i, a)]] of (9)
with f(Q∗λ) = βλ := β with its λ-dependence
made explicit (Theorem 3.4 of [3]). The limit
h∞(Q,λ) := lim
c↑∞
h(cQ, cλ)
c
then corresponds to the Q-learning problem for
average reward control with constant running re-
ward ≡ λ for passive states and zero reward for
active states. Recall from [3] that this Q-learning
scheme converges to the unique Qˆ∗λ for which
f(Qˆ∗λ) = βˆλ := λ× the stationary probability of
the set of passive states under the optimal policy.
Thus, for λ = 0, both the active and passive
running rewards and hence βˆλ are zero. So the
unique solution to (9) with f(Qˆλ) = βˆλ is the
zero vector. This establishes (A4) of [24].
• Consider the limit
g∞(λ) = lim
c↑∞
g(Qˆ∗cλ, cλ)
c
.
Letting
rc(i, u) :=
(
uR1(i) + (1− u)(cλ+R0(i))
)
/c
7denote the scaled running reward and βc := β/c
the scaled optimal reward, both are seen to be
uniformly bounded for c ≥ 1. Divide both sides
of equation (9) by c and let c ↑ ∞. For each
c ≥ 1, it becomes the counterpart of (9) for
running reward rc that remains uniformly bounded
over c ∈ [1,∞). Let SP be the set of stationary
policies v : S 7→ {0, 1}, Vc be the value function
for the average reward problem with running
reward rc, and τ be the first hitting time of a
fixed state i0 ∈ S accessible from every other
state as per (C0). For now, we write Q-values
as Qc(·, ·) to show the c-dependence explicitly.
Using a standard representation for the value
function ([13], p. 79),
Qc(i, u)/c
= rc(i, u)− βc +
∑
j
p(j|i, u)Vc(j)
= rc(i, u)− βc +
∑
j
p(j|i, u)×
max
v∈SP
E
[ τ∑
m=0
(rc(Xm, v(Xm))
− βc)|X0 = j
]
≤ C
(
1 + max
v∈SP, j∈S
E [τ |X0 = j]
)
<∞
by (1), for a suitable constant C. Thus
Qc(·, ·)/c, βc remain bounded as c ↑ ∞. Any
limit point (Q∞λ (·, ·), β∞λ ) thereof (with the λ-
dependence rendered explicit again) satisfies
Q∞λ (i, 0) = λ− β∞λ +
∑
j
p(j|i, 0)×
max
a
Q∞λ (j, a), (18)
Q∞λ (i, 1) = −β∞λ +
∑
j
p(j|i, 1)×
max
a
Q∞λ (j, a). (19)
For λ > 0 as c ↑ ∞, eventually u = 0 is optimal
for all states. Then β∞λ = λ and (18) leads to
Q∞λ (i, 0) =
∑
j
p(j|i, 0)Q∞λ (j, 0) ∀i,
implying Q∞λ (i, 0) ≡ a constant. Then from (19),
we have Q∞λ (i, 1)−Q∞λ (i, 0) = −β∞λ = −λ. For
λ < 0 as c ↑ ∞, eventually u = 1 is optimal for
all states. Equation (19) then implies that β∞λ = 0,
otherwise the equation does not have a solution:
Iterating (19) leads to Q∞λ (i, 1) = −nβ∞λ + a
bounded quantity. This becomes unbounded un-
less β∞λ = 0. In turn, (19) with β
∞ = 0 leads
to Q∞(i, 1) ≡ a constant independent of i. From
(18), we then have
Q∞λ (i, 1)−Q∞λ (i, 0) = −λ+ β∞λ = −λ.
For λ = 0, β∞λ = 0 and the unique up to additive
scalar solution to (18), (19) is again the zero
vector. This leads to
Q∞λ (i, 1)−Q∞λ (i, 0) = 0 = −λ.
We have proved that g∞(λ) = −λ ∀λ. The
limiting o.d.e. λ˙(t) = g∞(λ(t)) = −λ(t) has
zero as its unique globally asymptotically stable
equilibrium. This verifies (A5) of [24].
The results of [24] then imply a.s. boundedness of the
iterates, i.e.,
sup
n
|λn(x)| <∞, sup
n
|Qn(i, u)| <∞ ∀ i, u, a.s.
3) Asynchronous case:
For the asynchronous case, further tweaks are needed
for the above analysis and the analysis of [24] to
become applicable, because one of the iterations, viz.,
(15), is asynchronous. The a.s. stability of iterates can
be established as in [12], combining it with [24] to
include the two timescale effect. Note that in the present
case, only the faster iteration (15) is asynchronous, so
only the analysis of section 5.1 of [24], which deals
with the fast timescale, that has to be replaced by the
analysis for the asynchronous case in [12]. Thereafter
asynchrony only changes the intermediate analysis of
the o.d.e. without changing the conclusion as shown in
[12], as long as
lim inf
n↑∞
ν(k, u, n)
n
> 0 ∀ k, u, a.s.
But this is ensured by our choice of {Zn} which picks
every possible action with probability at least  > 0. We
omit the details. It is worth highlighting that assumption
(C1) plays a crucial role here, in particular it implies
that ∀ i, j, u, v,
lim
n↑∞
∑n
m=0 α(ν(i, u, n))I{Xm = i, Zm = u}∑n
m=0 α(ν(j, v, n))I{Xm = j, Zm = v}
= 1.
Intuitively, this means that the algorithmic time scales
across different components are ‘balanced’, which en-
sures that the asynchronous updates asymptotically
track a time-scaled version of the same limiting o.d.e. as
the synchronous updates ([14], Chapter 7). Since time
scaling does not alter the trajectories and affects only
the speed with which they are traversed, the asymptotic
behavior is identical for both. The results of section
3 of [3] then imply that for λn ≡ a constant λ, the
iterates (15) converge to Q∗λ a.s. in both synchronous
and asynchronous cases. The rest of the argument is
identical to that for the synchronous case. 2
8VI. CONCLUSIONS
We have presented a novel Q-learning algorithm for Whittle
indexable restless bandits and justified it analytically and
through numerical experiments. The general philosophy ex-
tends easily to related problems such as discounted rewards
and related algorithms such as SARSA. An interesting future
direction is to explore function approximation for Q-values in
order to handle large state spaces.
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