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ABSTRACT. – The study of bifurcations of stationary solutions, from a given static equilibrium, for a
system described by magnetohydrodynamic (mhd) equations with variable density can’t be expressed in
a simple way by a functional equation, as for an incompressible fluid problem. But we can obtain such
a functional equation by using Nash–Moser technics, well adapted to problems of “loss of derivatives”.
Then we begin by studying existence of stationary solutions for a simplified problem, which is used later
to study the bifurcation. A similar work, but with perfect gaz equation (pressure=density) has been done
in (Saramito, 1994). In this paper, with adiabatic law (pressure=a power α of the density), the difficulty
comes from the nonlinearity in α. We need first to obtain estimates of nα depending on n in Hölder spaces
(lemma). Then we can conclude on bifurcation for the mhd problem. Ó Elsevier, Paris
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RÉSUMÉ. – L’étude de bifurcations de solutions stationnaires, à partir d’un état d’équilibre donné, pour
un système décrit par les équations de la magnétohydrodynamique (mhd) avec densité variable ne peut
s’exprimer de façon simple à l’aide d’une équation fonctionnelle, comme pour les problèmes de fluides
incompressibles. On peut obtenir cependant une telle expression en utilisant des techniques de Nash–Moser
adaptées aux problèmes de perte de dérivée. On commence donc par étudier l’existence de solutions pour
un problème modèle, qui sert ensuite pour l’étude de la bifurcation. Un travail analogue, pour l’équation
des gaz parfaits (pression=densité) a été fait dans (Saramito, 1994). Ici, en adiabatique (pression=densité
à la puissance α), la difficulté provient de cette dépendance non linéaire en α. Il a fallu tout d’abord obtenir
des majorations de nα en fonction de n, dans les espaces de Hölder (Lemme). On a pu ensuite poursuivre
jusqu’ à l’étude du problème de bifurcation. Ó Elsevier, Paris
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Introduction
Le sujet de cet article est d’étudier la bifurcation de solutions stationnaires en mode
adiabatique p = nα (partie 4). Soit le système :

−1V +∇nα − 1
βp
(rotB ∧B)+ Q
P
nV · ∇V = 0,
divnV = 0,
−1B − βpQ rot(V ∧B)= 0, divB = 0,
avec des conditions aux limites particulières sur n et V définies dans la partie 1.
On se donne un état d’équilibre particulier (n = neq , B = Beq , V = Veq = 0) vérifiant des
hypothèses de régularité suffisantes. On veut étudier la stabilité de la solution d’équilibre. Pour
une perturbation de l’équilibre (n,V,B) on a alors le système :

−1V +∇(n+ neq)α −∇nαeq −
1
βp
(rotB ∧Beq)− 1
βp
(rotBeq ∧B)
− 1
βp
(rotB ∧B)+ Q
P
(n+ neq)V · ∇V = 0,
div
(
(n+ neq)V
)= 0, et ∫
Ω
(n+ neq)α =
∫
Ω
nαeq ,
−1B − βpQ(rotV ∧Beq + V ∧B)= 0, divB = 0.
Pour étudier ce système on montre alors l’existence et l’unicité de solutions d’un problème
modèle (partie 3 : Proposition 2) :

−1V +∇(n+ neq)α −∇nαeq = f,
div(neqV + nV + nK)= g,∫
Ω(n+ neq)α dx =
∫
Ω n
α
eq dx.
Ceci constitue une généralisation du problème traité par B. Saramito dans [7] où α = 1 (p = n).
Pour étudier le problème de bifurcation, on ne peut pas construire un opérateur qui à (n,V )→
(n′,V ′), tel que :
div
(
neqV
′)=−div(nV ),
−1V ′ + ∇((neq + n′)α − nαeq)= · · ·
En effet la vitesse V ′ aurait au plus la régularité de n, donc la densité n′, moins régulière que
V ′, serait moins régulière que n. On va donc utiliser des techniques de Nash–Moser, selon la
présentation de [2–4]. A cause des outils employés, en particulier des opérateurs régularisants
Sθ obtenus par convolution (cf. partie 2), on obtiendra des résultats sur un cube de R3, avec des
conditions aux limites périodiques, en utilisant les espaces de Hölder (cf. partie 1.1). D’autre part
on montre dans la partie 1 des majorations dans les espaces de Hölder (1.2 Lemme préliminaire),
faisant intervenir des puissances de fonction à cause du nα .
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1. Espaces fonctionnels et notations
1.1. Définition des espaces et d’une fonction f
Soit l’ouvert
Ω =]−a1, a1[× ]−a2, a2[× ]−a3, a3[,
Γ désigne la frontière de Ω .
Hs(Ω) et Ws,p(Ω) sont les espaces de Sobolev habituels.
Soit a > 0, Ca(Ω) est l’espace des fonctions hölderiennes défini par exemple comme dans [2]
(définition A3 espaces notés Ha(B)).
Pour a > 0, on désigne par k(a) le plus grand entier strictement inférieur à a, soit :
k(a) < a 6 k(a)+ 1.
En particulier Ca(Ω) coïncide avec l’espace Ck(a),a−k(a)(Ω) par exemple dans la terminologie
de [1, p. 9]. Pour a = 0, C0(Ω) est l’espace des fonctions uniformément continues sur Ω . Par
contreCk(Ω) correspond à l’espaceCk−1,1(Ω) de [1]. La norme de u ∈ Ca(Ω) est alors d’après
[2] :
‖u‖0 = |u|0 = sup
x∈Ω
∣∣u(x)∣∣,
|u|a =
∑
|α|=k(a)
(
sup
x,y∈Ω
x 6=y
|Dαu(x)−Dαu(y)|
|x − y|a−k(a)
)
,
‖u‖a = |u|0 + |u|a.
Pour simplifier les notations on dira qu’une fonction u de C0(Ω) est “périodique” si l’on a,
∀xi ∈ [−ai, ai], 16 i 6 3 : {
u(−a1, x2, x3)= u(a1, x2, x3),
u(x1,−a2, x3)= u(x1, a2, x3),
u(x1, x2,−a3)= u(x1, x2, a3).
(1)
On dira de même que ∂j u
∂νj
est périodique, si sur les faces du cube Ω orthogonales à −→eα , ∂j u∂xα est
périodique, pour α = 1,2,3.
Pour a > 0 on définit les espaces fonctionnels suivant :
Ea =
{
u ∈ (Ca+1(Ω) )3, ∂j uα
∂νj
est “périodique”, 06 j 6 k(a)+ 1, α = 1,2,3},
Fa =
{
Ψ ∈Ca+3(Ω)/R, ∂jΨ
∂νj
est “périodique”, 06 j 6 k(a)+ 3},
Ga =
{
g ∈ Ca(Ω)/R, ∂j g
∂νj
est “périodique”, 06 j 6 k(a)
}
.
On a une définition analogue pour a = 0.
E0 =
{
u ∈ (C1(Ω))3, tel que uα est “périodique”, α = 1,2,3},
F0 =
{
Ψ ∈C3(Ω)/R, tel que ∂jΨ
∂νj
est “périodique”, 06 j 6 2
}
,
G0 =
{
g ∈ C0(Ω)/R, tel que g est “périodique”}.
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On rappelle que u ∈Ca(Ω)/R signifie que ∫
Ω
u= 0.
On définit alors la fonction suivante, avec M > 0 donné et β 6 1 :
f (x, y)= div[(1y +M)β(x +∇y)].(2)
On doit définir la fonction f sur un voisinage de zéro tel que1y+M ne s’annule pas. Soit donc
un voisinage de zéro pour y tel que |1y|0 6 ηM , pour un certain η, 0< η < 1, d’où :
(1− η)M 61y +M 6 (η+ 1)M.(3)
Donc la fonction1y +M est uniformément bornée sur ce voisinage. Compte tenu de l’inégalité
|1y|0 6 C|y|F0 , il suffit de chercher y dans un voisinage de zéro de F0. Le but du lemme suivant
est donc de montrer que si 1y +M ∈ Ca(Ω) et vérifie (3), alors (1y +M)β ∈ Ca(Ω). La
relation (7) de ce lemme sera utilisée dans le Lemme 4 pour prouver la différentiabilité d’une
fonctionnelle non linéaire afin d’appliquer un théorème de bifurcation.
1.2. Lemme préliminaire
LEMME 1. – Soit β ∈R. Soit V˜ un sous ensemble de C0(Ω) tel que ∀u ∈ V˜{
infx∈Ω u(x) > c1,
supx∈Ω u(x) < c2,
(4)
avec c1 > 0, c2 > c1 ne dépendant pas de u.
Alors on a ∀a > 0 {
u ∈Ca(Ω) ∩ V˜ ⇒ uβ ∈ Ca(Ω),∥∥uβ∥∥
a
6 C‖u‖a.(5)
De plus si h ∈Ca(Ω) est telle que u+ h ∈ V˜ , alors on a :∥∥(u+ h)β − uβ∥∥
a
6 C‖h‖a
(‖u‖0‖u‖a),(6)
∥∥(u+ h)β − uβ − βuβ−1h∥∥
a
6 C‖h‖a‖h‖0
(‖u‖20‖u‖a + ‖u‖0‖u‖2a)(7)
avec C = C(a, c1, c2) > 0.
Démonstration du lemme. – On utilisera en particulier les propriétés suivantes (cf. appendice
de [3, p. 38]) :
(a) Ca(Ω) est un anneau : u1 · · ·un ∈ Ca(Ω)⇒ u1 · u2 · · ·un ∈ Ca(Ω), avec la majoration
‖u1 · · ·un‖a 6
n∑
i=1
(
‖ui‖a
∏
j 6=i
‖uj‖0
)
.(8)
On a pour 06 a 6 1 :
|u1 · · ·un|a 6
n∑
i=1
(
|ui |a
∏
j 6=i
|uj |0
)
.(9)
(b) Soit m un entier, a un réel tel que a −m> 0, alors ∀α tel que |α| =m, on a :
u ∈ Ca(Ω)⇒Dαu ∈Ca−m(Ω),
TOME 78 – 1999 – N◦ 6
BIFURCATION DE SOLUTIONS STATIONNAIRES 569
et de plus on a : ∣∣Dαu∣∣
a−m 6
∥∥Dαu∥∥
a−m 6 C‖u‖a .(10)
Cette inégalité est valable pour a = m si u est différentiable à l’ordre m et de différentielle
d’ordrem continue.
(c) Soit 06 a < b, soit c= λa + (1− λ)b avec λ ∈ [0,1], alors on a :
‖u‖c 6 C‖u‖λa · ‖u‖1−λb .(11)
(d) L’injection de Cb(Ω) dans Ca(Ω) quand b > a est continue et compacte, d’où :
∀u ∈Cb(Ω), ‖u‖a 6 C‖u‖b.(12)
On pose Cβ = cβ1 si β < 0 et Cβ = cβ2 sinon.
(1) Démonstration de (5)
1er cas : a = 0, |uβ |0 6 |uβ−1|0|u|0 6 Cβ−1|u|0,
2eme cas : 0 < a 6 1. On a |uβ(x)− uβ(y)| = |β||tβ−1||u(x)− u(y)| avec u(x) < t < u(y),
d’où :
|uβ(x)− uβ(y)|
|x − y|a 6 |β|Cβ−1
|u(x)− u(y)|
|x − y|a .
Donc puisque u ∈ Ca(Ω) alors uβ ∈Ca(Ω) et de plus |uβ |a 6 |β|Cβ−1|u|a d’où (5).
3ieme cas : n < a 6 n+ 1, n> 1. On aura besoin du résultat suivant qui se démontre aisément
par récurrence et qui utilise l’interpolation :{‖u‖a−r‖u‖p1q1 ‖u‖p2q2 · · · ‖u‖psqs 6 C‖u‖a(‖u‖0)p1+p2+···+ps ,
qi > 0, pi entier, r < a, r =∑s1 piqi.(13)
D’autre part on a la relation suivante : ∀n> 1
Dn
(
uβ
)= ∑
(qi,pi )∈(N−0)2∑
i piqi=n
C(β)uα
(
u(q1)
)p1(u(q2))p2 · · · (u(qs))ps ,(14)
α est un nombre réel qui dépend de β et des (qi,pi) tels que
∑
i qipi = n. La somme dans (14)
contient toutes les combinaisons possibles d’entiers qi et pi tels que
∑
i piqi = n ; le symbole
Dn représente une dérivée partielle d’ordre n et (u(qi))pi représente la puissance pi d’une dérivée
partielle d’ordre qi .
Donc |Dn(uβ)|a−n est majorée par une somme finie de termes de deux types différents :
(i) C(β)∥∥uα∥∥
a−n
s∏
j=1
∥∥(u(qj ))pj ∥∥0 et
(ii) C(β)
∥∥(u(qi))pi∥∥
a−n
( s∏
j 6=i
∥∥(u(qj ))pj ∥∥0)∥∥uα∥∥0,
• (i) est majoré d’après le deuxième cas et (10) par C‖u‖a−n ∏j ‖u(qj )‖pj0 , soit par
C‖u‖a−n ∏j ‖u‖pjqj et d’après (13) pour r = n, par C‖u‖a ‖u‖p1+p2+···+ps0 6 C‖u‖a .
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• (ii) est majoré d’après le premier cas et (10) par C‖(u(qi))pi‖a−n(∏
j 6=i
‖u‖pjqj )‖u‖0, d’autre
part d’après (8) et (10) :∥∥(u(qi))pi∥∥
a−n 6 C pi
∥∥u(qi)∥∥pi−10 · ∥∥u(qi)∥∥a−n,
soit par C pi‖u‖pi−1qi ‖u‖qi+a−n, d’où (ii) est majoré par C‖u‖pi−1qi · ‖u‖a−(n−qi)·
(
∏
j 6=i ‖u‖pjqj )‖u‖0 et en appliquant (13) avec r =
∑
j 6=i pjqj + (pi−1)qi = n−qi , il vient
C‖u‖a ‖u‖p1+p2+···+ps0 donc C‖u‖a . Finalement ‖uβ‖a = ‖uβ‖0 + |Dnuβ |a−n 6 C‖u‖a .
(2) Démonstration des l’inégalités (6) et (7). On a
(u+h)β−uβ = uβ
((
1+ h
u
)β
−1
)
et (u+h)β−uβ−βuβ−1h= uβ
((
1+ h
u
)β
−1−β h
u
)
,
donc on va montrer l’inégalité suivante :
∀a > 0 ∥∥(1+ h)β − 1− βh∥∥
a
6 C‖h‖a‖h‖0 et
∥∥(1+ h)β − 1∥∥
a
6 C‖h‖a
(on remarquera que la deuxième se déduit aisément de la première), pour une fonction h dans le
voisinage de zéro borné U˜ de C0(Ω) défini à partir de V˜ : on a c1 < u < c2 et c1 < u+ h < c2
donc c1/c2 < 1+ hu < c2/c1. Cette dernière égalité définit U˜ : h ∈ U˜ ⇔ c1/c2 < 1+ h < c2/c1,
de sorte que la fonction (1+ h) est uniformément bornée et ne s’annule pas sur U˜ . On peut en
particulier lui appliquer l’inégalité (5) : ∀β ∈R, ∀a > 0, ‖(1+ h)β‖a 6 C‖1+ h‖a.
1er cas : a = 0. En utilisant la formule de Taylor avec reste intégral à l’ordre 2 à la fonction
f (t)= (1+ t)β − 1− βt , il vient :
∣∣(1+ h(x))β − 1− βh(x)∣∣6 ∣∣∣∣β(β − 1)2
∣∣∣∣ sup
s∈[0,h(x)]
∣∣(1+ s)β−2∣∣∣∣h(x)∣∣2.
D’où, d’après la définition de U˜ : ‖(1+ h)β − 1− βh‖0 6 C‖h‖20.
2ieme cas : 0< a 6 1. On a |f (h(x))− f (h(y))| = |β||(1+ t)β−1 − 1||h(x)− h(y)|, pour un
certain t compris entre h(x) et h(y), donc |t|6 ‖h‖0. D’autre part on a :∣∣(1+ t)β−1 − 1∣∣6 |β − 1| sup
s∈[0,t ]
(1+ s)β−2 |t|6 C(β)‖h‖0,
d’où ∣∣f (h(x))− f (h(y))∣∣6C|h|0∣∣h(x)− h(y)∣∣.
3ieme cas : n < a 6 n+ 1, n> 1.
Dn
(
(1+ h)β − 1− βh)= β((1+ h)β−1 − 1)h(n)
+
∑
(pi,qi)∈(N−0)2∑
piqi=n, ∑pi>2
C(β)(1+ h)α(h(q1))p1(h(q2))p2 · · · (h(qs))ps .
La semi-norme a − n de cette dérivée est majorée par trois types de termes (on remarquera que
∀a > 0, ∀M > 0, |u+M|a = |u|a) :
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(i) ∣∣((1+ h)β−1 − 1)h(n)∣∣
a−n,
(ii)
∣∣(1+ h)α − 1∣∣
a−n
∏
j
∣∣h(qj )∣∣pj0 ,
(iii)
∣∣(1+ h)α∣∣0 ∣∣(h(qi))pi ∣∣a−n∏
j 6=i
∣∣h(qj )∣∣pj0 .
• (i) est majorée par ‖h‖0‖h(n)‖a−n + ‖h‖a−n‖h(n)‖0 6 C‖h‖0‖h‖a .
• (ii) est majorée par ‖h‖a−n∏j ‖h‖pjqj 6 C‖h‖a‖h‖p1+p2+···+ps0 6 C‖h‖a‖h‖0, d’après (6)
deuxième cas et (13).
• (iii) est majorée par C‖h‖a−n+qi‖h‖pi−1qi
∏
j 6=i ‖h‖pjqj · ‖(1+h)α‖0 d’après (8) et (10), puis
d’après (13) par C‖h‖a‖h‖p1+p2+···+ps−10 (1+‖h‖0) et comme la somme p1+p2+· · ·+ps
est> 2, le tout est bien majorée par C‖h‖a‖h‖0. D’où ‖(1+h)β−1−βh‖a 6C‖h‖a‖h‖0.
Utilisant (5) avec β =−1, on en déduit facilement (7), à partir de l’inégalité précédente ; on
en déduit de même (6) de ‖(1+ h)β − 1‖a 6 C‖h‖a . Le lemme est prouvé.
1.3. Premières propriétés de la fonctionnelle f
Dans toute la suite de cet article, on note désormais la norme de u ∈ Ca(Ω) par |u|a au lieu
de ‖u‖a .
Soit V un voisinage de zéro de E0×F0, tel que sa projection sur F0 vérifie (3), et l’on vérifie
que l’on a pour f définie en (2), ∀a > 0 :
(u, v) ∈ (Ea × Fa) ∩ V −→ f (u, v) ∈Ga.
Ceci résulte du fait que Ca(Ω) est un anneau, de la formule de Leibniz pour la périodicité et du
lemme précédent.
On aura besoin des dérivés de Fréchet successives de l’application f .
∀a > 0 on a :
f ′u ∈L(Ea,Ga),
f ′u(u, v).uˆ= div
[
(1v+M)βuˆ],
f ′v ∈L(Fa,Ga),
f ′v(u, v) · vˆ = div
[
(1v +M)β∇vˆ + β(1v+M)β−1(u+∇v)1vˆ],
f ′′u,v ∈L(Ea,Fa;Ga),
f ′′u,v(u, v).(uˆ, vˆ)= div
[
β(1v+M)β−1(uˆ1vˆ)],
f ′′v,v ∈ L(Fa,Fa;Ga),
f ′′v,v(u, v).(vˆ, vˆ1)= div
[
β(1v+M)β−1(1vˆ1∇vˆ +1vˆ∇vˆ1)
+ β(β − 1)(1v+M)β−2(u+∇v)(1vˆ11vˆ)
]
.
Enfin on a les majorations suivantes ∀a > 0 :∣∣f ′u(u, v) · uˆ∣∣Ga 6C(1+ |v|F0)|uˆ|Ea +C|v|Fa |uˆ|E0 ,(15) ∣∣f ′′u,v(u, v) · (uˆ, vˆ)∣∣Ga 6C(1+ |v|Fa )(|uˆ|E0 |vˆ|F0)
+C(1+ |v|F0)(|uˆ|Ea |vˆ|F0 + |uˆ|E0 |vˆ|Fa ),(16)
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+C(1+ |v|F0)(|u|Ea + |v|Fa + 1)(|vˆ1|F0 |vˆ|F0)
+C(1+ |v|F0)(|u|E0 + |v|F0 + 1)(|vˆ1|Fa |vˆ|F0 + |vˆ1|F0 |vˆ|Fa ).(17)
En effet ∣∣f ′u(u, v) · uˆ∣∣Ga = ∣∣div((1v+M)βuˆ)∣∣a,∣∣f ′u(u, v) · uˆ∣∣Ga 6C∣∣(1v+M)βuˆ∣∣a+1,∣∣f ′u(u, v) · uˆ∣∣Ga 6C∣∣(1v+M)β ∣∣a+1|uˆ|0 +C∣∣(1v+M)β ∣∣0|uˆ|a+1,∣∣f ′u(u, v) · uˆ∣∣Ga 6C(1+ |v|3)|uˆ|a+1 +C|v|a+3|uˆ|0;
d’où (15). D’autre part :∣∣f ′′u,v(u, v) · (uˆ, vˆ)∣∣Ga 6C∣∣β(1v +M)β−1∣∣a+1|uˆ|0|1vˆ|0 +C∣∣β(1v+M)β−1∣∣0|uˆ1vˆ|a+1,∣∣f ′′u,v(u, v) · (uˆ, vˆ)∣∣Ga 6C(1+ |v|Fa )(|uˆ|E0 |vˆ|F0)+C(1+ |v|F0)(|uˆ|Ea |vˆ|F0 + |uˆ|E0 |vˆ|Fa )
ie (16). De même pour (17).
Finalement on a prouvé que f est deux fois differentiable, avec la majoration suivante (où C
dépend du voisinage de zéro V pour u dans E0 × F0) :
∀u ∈ (Ea × Fa)∩ V, ∀v ∈Ea × Fa, ∀w ∈Ea × Fa∣∣f ′′(u) · (v,w)∣∣
Ga
6 C
(
1+ |u|Ea×Fa
)(|v|E0×F0 |w|E0×F0)
+C(|v|E0×F0 |w|Ea×Fa )+C(|v|Ea×Fa |w|E0×F0).(18)
2. Un théorème d’inversion locale de Nash–Moser
On va appliquer des résultats de [2], ou plus précisément de [4] avec une légère modification
due à [7].
2.1. Hypothèses sur les espaces
2.1.1. Chaines d’espaces
On considère une chaine décroissante d’espaces de Banach notée Ea , a > 0, telle que pour
b > a :
Eb ⊂Ea avec injection continue et de norme 6 1.(19)
On supposera parfois que :
Eb ⊂Ea avec injection compacte.(20)
SoitE∞ =⋂a>0Ea , on le munit de la topologie la moins fine parmi celles qui rendent continues
les injections de E∞ dans Ea .
Si u ∈Ea , on note |u|a la norme de u dans l’espace Ea .
2.1.2. Opérateurs régularisants
Soit (Xa)a>0, une chaine d’espaces précédente vérifiant (19).
TOME 78 – 1999 – N◦ 6
BIFURCATION DE SOLUTIONS STATIONNAIRES 573
On suppose qu’il existe des opérateurs linéaires, notés Sθ , tels que, pour θ > 1, Sθ ∈
L(X0,X∞), où X∞ =⋂a>0Xa , avec les propriétés suivantes :
|Sθu|b 6 C(a, b)|u|a, b6 a,
|Sθu|b 6 C(a, b)θb−a|u|a, a 6 b,
|u− Sθu|b 6 C(a, b)θb−a|u|a, b6 a,∣∣∣∣ ddθ Sθu
∣∣∣∣
b
6C(a, b)θb−a−1|u|a,
(21)
C(a, b) est une constante bornée si a, b sont bornés.
On en déduit en particulier la convexité logarithmique des normes pour la famille Xa , a > 0.
2.1.3. Définition des espaces X′a
On introduit comme dans [2], une suite de réels (θn)n∈N strictement croissante telle que :
θ0 = 1,
θj < θj+1, ∀j ∈N,
θj+1
θj
est borné,
(22)
et on note : 1j = θj+1 − θj .
Soit Xa , a ∈N, une famille décroissante d’espaces de Banach vérifiant (19) et (21), on définit
comme dans [2] les espaces X′a comme suit :
X′0 =X0,
X′a =
{
u ∈X0 tels que pour a1 < a < a2, il existe une suite uj de Xa2 qui vérifie :
|uj |aν 6 Cθaν−a−1j , ν = 1,2, et tels que la série
+∞∑
j=0
1juj converge dansXa1 vers u
}
,
que l’on munit de la norme :
|u|X′a = INF{constantes C sur toutes les décompositions vérifiant l’inégalité précédente}.
On a en particulier que si b < a, alors Xa ⊂X′a ⊂Xb .
On dira qu’une suite deXa (a > 0) est “faiblement convergente” (cf. [2]) si elle est bornée dans
Xa et convergente dans X0 (donc dans Xb pour tout b < a d’après la convexité logarithmique
des normes). On définit la même notion pour les espaces X′a .
Alors X′a est l’ensemble des limites de suites faiblement convergentes de X′a et X′a contient
les limites des suites faiblement convergentes de Xa (cf. [2]).
De plus la troisième relation de (21) peut se généraliser pour tout u ∈X′a :
|u− Sθu|Xb 6 C′(a, b)θb−a|u|X′a , b < a,
avec C′(a, b)→∞ si b→ a.
Si Xa = Ca(Ω), alors :
Xa =X′a si a n’est pas un entier on a égalité algébrique et topologique.(23)
Pour plus de détails sur ces questions se reporter à [2,4,3].
D’après [2,4,3] et [7] on peut alors énoncer le théorème suivant d’inversion locale.
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2.2. Théorème d’inversion locale de Nash–Moser
D’après [4] et [7] on peut prouver le théorème d’inversion locale suivant :
THÉORÈME 1. – Hypothèses :
Soit (Ea)a>0 et (Fa)a>0 deux chaines décroissantes d’espaces de Banach vérifiant (19). On
suppose de plus que (Fa)a>0 vérifie (20).
Soient µ1 et γ deux réels et m un entier naturel tels que :{
µ1 < 0,
γ > 0, γ >−2µ1,
m> γ −µ1.
(24)
Soit f une application définie comme suit, où V est un voisinage de zéro de E0 :{
f :Ea ∩ V → Fa ∀a > 0,
f est deux fois différentiable,
f (0)= 0.
(25)
f ′′ vérifie la majoration suivante :
∀u ∈Ea ∩ V, ∀v ∈Ea, ∀w ∈Ea∣∣f ′′(u) · (v,w)∣∣
Fa
6 C
(
1+ |u|Ea
)(|v|E0 |w|E0)
+C(|v|E0 |w|Ea + |v|Ea |w|E0),
où C(a) est borné avec a.
(26)
Soit W ⊂ V un voisinage convexe fermé de zéro dans E′γ+µ1 , on suppose en outre que pour
u ∈W ∩E∞, f ′(u) admet un inverse à droite ψ(u) tel que :
ψ(u) :g ∈ F∞→ ψ(u)g ∈Em+µ1 ,
|ψ(u)g|Eb+µ1 6 C|g|1−λF0
{|g|Fm + |g|F0 |u|Em}λ
avec b= λm et −µ1 6 b 6m (0< λ6 1),
(u, g)→ψ(u)g est continue de (E∞ ∩W)× F∞ dans Em+µ1 .
(27)
Conclusion :
– Alors il existe un voisinage U2 de zéro de F ′γ et un voisinage U1 de zéro de E′γ+µ1 tels que :∀g ∈U2, ∃u ∈ U1 tels que {
f (u)= g,
|u|E′γ+µ1 6 C|g|F ′γ .
(28)
– De plus il existe une suite (uk)k∈N ∈Em+µ1 ∩W avec f (uk) ∈ Fm+µ1 et telle que{
uk→ u dans E′γ+µ1 “au sens faible” (cf. 2.1.3),
f (uk)→ g dans F ′γ “au sens faible”.(29)
Démonstration. – Ce théorème est directement adapté de [4] et [7] ; seule la majoration de f ′′
est différente mais elle ne modifie pas la condition (6) de [4] (voir aussi [7] chapitre 3 annexe B).
2.3. Théorème de fonctions implicites
Dans cette partie, on démontre un autre théorème obtenu à partir du Théorème 1 par “passage
aux fonctions implicites”.
TOME 78 – 1999 – N◦ 6
BIFURCATION DE SOLUTIONS STATIONNAIRES 575
THÉORÈME 2. – Hypothèses :
Soient (Ea)a>0 et (Ga)a>0 deux chaines décroissantes d’espaces de Banach vérifiant (19) et
(20).
Soit (Fa)a>0 une chaine décroissante d’espaces de Banach vérifiant (19).
Soient µ1 et γ deux réels et m un entier naturel tels que (idem (24)) :
{
µ1 < 0,
γ > 0, γ >−2µ1,
m> γ −µ1.
(30)
Soit f une application définie comme suit, où V est un voisinage de zéro de E0× F0 :
{
f : (Ea × Fa)∩ V →Ga ∀a > 0,
f est deux fois différentiable,
f (0,0)= 0.
(31)
On suppose que f ′′ vérifie la majoration suivante (cf. (26)) :
∀u ∈ (Ea × Fa)∩ V, ∀v ∈Ea × Fa, ∀w ∈Ea × Fa,∣∣f ′′(u) · (v,w)∣∣
Ga
6 C
(
1+ |u|Ea×Fa
)(|v|E0×F0 |w|E0×F0)
+C(|v|E0×F0 |w|Ea×Fa )+C(|v|Ea×Fa |w|E0×F0),
où C(a) est borné avec a.
(32)
Soit W ⊂ V un voisinage convexe fermé de zéro dans E′γ+µ1 × F ′γ+µ1 .
On suppose en outre que pour u = (x, y) ∈ W ∩ (E∞ × F∞) f ′y(x, y) admet un inverse à
droite h(x, y) tel que :

h(x, y) :g ∈G∞→ h(x, y) · g ∈ Fm+µ1 ,∣∣h(x, y) · g∣∣
Fb+µ1
6 C|g|1−λG0
(|g|Gm + |g|G0 |x, y|Em×Fm)λ
avec b = λm et −µ1 6 b 6m (0< λ6 1),
(u, g)→ h(u) · g est continue de (E∞ × F∞)∩W ×G∞ dans Fm+µ1 .
(33)
Enfin on suppose que f ′x(x, y) vérifie la majoration suivante :{∀(x, y) ∈ (E∞ × F∞)∩W, ∀(h, g) ∈ (E∞ ×G∞), ∀a > 0,∣∣g − f ′x(x, y) · h∣∣Ga 6 C(|h,g|Ea×Ga + |h,g|E0×G0 · |x, y|Ea×Fa ).(34)
Conclusion :
– Alors il existe un voisinage U2 de zéro de E′γ ×G′γ et un voisinage U1 de zéro de F ′γ+µ1
tels que :
∀(x, z) ∈ U2, ∃y ∈U1 tels que :{
f (x, y)= z,
|y|F ′γ+µ1 6 C
(|x|E′γ + |z|G′γ ).(35)
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– De plus il existe des suites :
(xk, yk)k∈N ∈ (Em+µ1 × Fm+µ1)∩W avec f (xk, yk) ∈Gm+µ1 et telles que :
xk→ x dans E′γ “au sens faible” (cf. 2.1.3).
yk→ y dans F ′γ+µ1 ”
f (xk, yk)→ z dansG′γ ”
(36)
Démonstration. – On va appliquer le théorème 1 à la fonctionG définie par :
G :Ea × Fa→Ea ×Ga,
(x, y)→ (x, f (x, y)).
1iere étape
G est deux fois différentiable sur (Ea × Fa) ∩ V ; pour (x, y) ∈ (Ea × Fa) ∩ V et pour
(v,w) ∈ (Ea × Fa)2, on a : G′′(x, y) · (v,w)= (0, f ′′(x, y) · (v,w)).
D’après (32) la fonctionG vérifie l’inégalité (26) du théorème 1. De plus (31) est exactement
l’hypothèse (25) pour la fonctionG.
2ieme étape : existence de l’inverse à droite et majoration
• L’inverse à droite H(x,y) de G′(x, y) est défini d’après (33) par :
H(x,y) : (h, g)∈E∞ ×G∞→H(x,y)(h, g) ∈E∞ × Fm+µ1 ,
H(x, y)(h, g)=
(
h,h(x, y)
(
g − ∂f
∂x
(x, y) · h
))
∀(h, g) ∈E∞ ×G∞, ∀(x, y) ∈ (E∞ × F∞) ∩W.
Il est clair que
G′′(x, y) ◦H(x,y) (h, g)= (h, g), ∀(h, g) ∈E∞ ×G∞, ∀(x, y) ∈ (E∞ × F∞)∩W.
• Majoration de H(x,y) :
On pose a = λm+µ1 (λ ∈]0,1]) et α = g− ∂f∂x (x, y)h.
D’après (34) on a
|α|Gm 6 C|h,g|Em×Gm + |h,g|E0×G0 · |x, y|Em×Fm,
|α|G0 6 C|h,g|E0×G0,
(car le voisinage W ⊂ V de (x, y) est borné dans E0× F0 : γ +µ1 > 0 d’après (24)).
D’où, ∀(h, g) ∈E∞ ×G∞, ∀(x, y) ∈ (E∞ × F∞)∩W , avec (33) :∣∣H(x,y)(h, g)∣∣
Ea×Fa 6 |h|Ea +
∣∣h(x, y) · α∣∣
Fa
6 |h|Ea +C|α|(1−λ)G0 ·
(|α|Gm + |α|G0 |x, y|Em×Fm)λ
6 |h|Ea +C|h,g|(1−λ)E0×G0
(|h,g|Em×Gm + |h,g|E0×G0 · |x, y|Em×Fm)λ.
Or
|h|Ea 6 |h,g|Ea×Ga 6 C|h,g|Ea−µ1×Ga−µ1 (car µ1 < 0),
|h|Ea 6C|h,g|(1−λ)E0×G0 |h,g|λEm×Gm (d’après (11) avec λ, 0< λ6 1, tel que
a = λm+µ1 > 0).
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D’où |H(x,y)(h, g)|Ea×Fa est majorée par :
C|h,g|(1−λ)E0×G0 ·
((|h,g|Em×Gm + |h,g|E0×G0 · |x, y|Em×Fm)λ + |h,g|λEm×Gm)
6 C|h,g|(1−λ)E0×G0 ·
(|h,g|Em×Gm + |h,g|E0×G0 · |x, y|Em×Fm)λ.
D’où G vérifie la majoration de (27) du Théorème 1.
3ieme étape : continuité de l’application suivante :
(x, y)× (h, g)→H(x,y)(h, g) ∈E∞ × Fm+µ1 ,
(E∞ × F∞)∩W × (E∞ ×G∞)→
(
h;h(x, y) ·
(
g− ∂f
∂x
(x, y) · h
))
.
Elle est donc continue ssi les deux composantes sont continues, ce qui est évident d’après (33),
avec f deux fois différentiable.
On peut donc appliquer le Théorème 1 à la fonctionG :
Il existe V1 voisinage de zéro dans (E × F)′γ+µ1 ,
il existe V2 voisinage de zéro dans (E ×G)′γ tels que :
∀k ∈ V2, ∃u ∈ V1 tel que G(u)= k, avec |u|(E×F)′γ+µ1 6 C|k|(E×G)′γ ;
c’est à dire : 
∀(x, z) ∈ V2, ∃(x, y) ∈ V1 tel que
(x, z)=G(x,y)= (x,f (x, y)),
|y|F ′γ+µ1 + |x|E′γ+µ1 6 C
(|x|E′γ + |z|G′γ ),
donc {∀(x, z) ∈ V2 ⊂ (E ×G)′γ , ∃y ∈U1 = p2(V1)⊂ F ′γ+µ1 tel que z= f (x, y);
|y|F ′γ+µ1 6 C
(|x|E′γ + |z|G′γ ).
Enfin il existe une suite uk ∈W telle que :{
uk ∈ (E × F)m+µ1 → u dans (E × F)′γ+µ1 “faible”,
G(uk) ∈ (E ×G)m+µ1 → k dans (E ×G)′γ “faible”,
i.e. :
(xk, yk)→ (x, y) dans (E × F)′γ+µ1 “faible”,
(xk, f (xk, yk))→ (x, z) dans (E ×G)′γ “faible”.
Donc,
∃xk→ xE′γ “faible”,
∃yk→ yF ′γ+µ1 “faible”
telles que f (xk, yk)→ f (x, y)= z dansG′γ “faible”.
Le théorème est démontré.
Enfin on montre un corollaire dérivé du théorème précédent qui sera appliqué dans la partie 3.
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COROLLARY 1. – Hypothèses :
Soient trois chaines d’espaces (Ea)a>0, (Fa)a>0 et (Ga)a>0 définies comme dans le Théorème 2.
On suppose de plus que les espaces Ea , Fa et Ga vérifient (23), ainsi que (20).
Soit f une application qui vérifie les mêmes hypothèses (31) et (32) que la fonction f du
Théorème 2, V étant un voisinage de zéro dans E0 × F0.
On suppose de plus que ∀m ∈ N, ∀r , 0 < r 6 3/4 avecm > 1 + r et m pair, il existe
W =W(m, r)⊂ V un voisinage fermé convexe de zéro dans E0 × F0 tel que pour u= (x, y) ∈
W ∩ (E∞ × F∞), f ′y(x, y) admet un unique inverse à droite h(x, y) qui vérifie :
h(x, y) : g ∈G∞→ h(x, y) · g ∈ Fm−(1+r),∣∣h(x, y) · g∣∣
Fb−(1+r) 6 C|g|
1−λ
G0
(|g|Gm + |g|G0 |x, y|Em×Fm)λ
avec b= λm et (1+ r)6 b6m.
(37)
D’autre part on suppose que f ′x(x, y) vérifie la majoration (34).
Conclusion :
– ∀ε > 0, ∀s > 0, s + 2ε /∈N,
– ∃U1 voisinage de zéro convexe dans l’espace E2+2ε+s .
– ∃U2 voisinage de zéro convexe dans l’espace F1+ε+s .
– ∃U3 voisinage de zéro convexe dans l’espace G2+2ε+s tels que :
– ∀x ∈ U1, ∀z ∈U3, ∃y ∈ U2 tel que{
f (x, y)= z,
|y|F1+ε+s 6 C
(|x|E2+2ε+s + |z|G2+2ε+s).(38)
– De plus il existe des suites (xk) et (yk) : (xk, yk)k∈N ∈ (E2+2ε+s × F2+2ε+s) ∩ W avec
f (xk, yk) ∈G2+2ε+s et telles que :{
xk→ x dans E2+2ε+s “au sens faible”,
yk→ y dans F1+ε+s ,
f (xk, yk)→ z dansG2+2ε+s “au sens faible”.
(39)
Démonstration. – On va donc appliquer le Théorème 2 à la fonction f .
Soit ε > 0 donné ; soit r ∈]0,1/2[ tel que 2r < ε. On pose µ1 =−(1+ 2r).
Choisissons un entier m tel que m> 3+ 2ε+ 2r + s, m pair.
On pose γ = 2+ 2ε+ s. Alors γ , µ1, et m vérifient (30). En effet 2ε > 4r donc 2+ 2ε+ s >
2+ 4r (car s > 0) ie γ >−2µ1.
Enfin comme γ −µ1 = 3+ 2ε+ 2r + s, alors m> γ −µ1.
Le voisinage W(m, r) de (x, y) est dans E0 × F0, comme γ + µ1 > 0, il existe un voisinage
de zéro dans E′γ+µ1 × F ′γ+µ1 qui est contenu dans W et dans ce voisinage l’inégalité (33) du
Théorème 2 est vérifiée d’après (37), car m+µ1 =m− (1+ 2r) < m− (1+ r) et donc d’après
(19) : |h(x, y)g|Fm−(1+2r) 6 C|h(x, y)g|Fm−(1+r) .
Reste à voir la continuité de l’inverse à droite h(x, y) :(
(x, y) ∈ (E∞ × F∞)∩W,g ∈G∞
)→ h(x, y) · g ∈ Fm−(1+2r).
Soit donc (xn, yn)→ (x, y) dans E∞ × F∞, et soit gn→ g dans G∞.
Alors la suite zn = h(xn, yn) · gn est bornée dans Fm−(1+r) d’après (37).
Donc il existe une suite extraite znk → z dans Fm−(1+2r) car l’injection de Fm−(1+r)
dans Fm−(1+2r) est compacte, et F ′m−(1+r) = Fm−(1+r), d’après (23) donc z ∈ Fm−(1+r) (voir
paragraphe 2.1.3).
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La continuité de la différentielle partielle f ′y entraine, puisque f ′y(xn, yn) · zn = gn, que
f ′y(x, y) ·z= g, et donc toute la suite (zn) converge vers z= h(x, y) ·g dansFm−(1+2r) = Fm+µ1 ,
à cause de l’unicité de l’inverse à droite.
Donc le Théorème 2 s’applique :
Alors il existe un voisinage U2 de zéro de E′γ ×G′γ et un voisinage U1 de zéro de F ′γ+µ1 tels
que :
∀(x, z) ∈ U2, ∃y ∈ U1 tels que :{
f (x, y)= z,
|y|F ′γ+µ1 6 C
(|x|E′γ + |z|G′γ ).
De plus il existe des suites : (xk, yk)k∈N ∈ (Em+µ1 × Fm+µ1 ) ∩W avec f (xk, yk) ∈Gm+µ1 et
telle que : 
xk→ x dans E′γ “au sens faible” (cf. 2.1.3),
yk→ y dans F ′γ+µ1 ”
f (xk, yk)→ z dansG′γ . ”
Or γ +µ1 = 1+ 2ε+ s − 2r > 1+ ε+ s car ε > 2r ; donc |y|F ′γ+µ1 > C|y|F1+ε+s .
Comme γ = 2+ 2ε+ s /∈N on a d’après (23) |z|G′γ = |z|Gγ et |x|E′γ = |x|Eγ .
Le corollaire est démontré.
3. Application à un problème de MHD
3.1. Etude préliminaire
Dans ce paragraphe on prouve la proposition suivante qui est une application du Corollaire 1
du Théorème 2 de la partie 2. Elle sera utilisée directement dans la partie 3.2.
Cette proposition est une généralisation de la proposition 3.1 de [7] où β = 1.
Dans cette partie la fonction f et les chaines d’espaces (Ea)a>0 (Fa)a>0 et (Ga)a>0 sont
ceux définis dans la partie 1. Ils vérifient en particulier les hypothèses (19), (20) d’après (12),
ainsi que (23).
Soit f la fonction définie en (2).
PROPOSITION 1. – Soit {
β 6 1,
ε > 0 et M > 0,
s > 0 tel que s + 2ε /∈N.
(40)
Il existe un voisinage U1 de zéro de l’espace E2+2ε+s ⊂ (C3+2ε+s(Ω))3.
Il existe un voisinage U3 de zéro de l’espace G2+2ε+s ⊂ C2+2ε+s(Ω).
Il existe un voisinage U2 de zéro de l’espace F 1+ε+s ⊂ C4+ε+s(Ω)
tels que ∀x ∈ U1, ∀z ∈U3, ∃y ∈U2, solution de :
f (x, y)= z, i.e.,
div
[
(1y +M)β(x +∇y)]= z,
|y|F1+ε+s 6C
(|x|E2+2ε+s + |z|G2+2ε+s).(41)
Enfin, si les voisinages de zéro sont assez petits par rapport à M , cette fonction y est unique.
Démonstration. – C’est une application directe du Corollaire 1 du Théorème 2 à la fonction
f :
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• d’après (2) et (18) la fonction f vérifie les hypothèses (31) et (32) du corollaire 1 du
théorème 2.
• d’après la partie (1.3) on a f ′x(x, y).xˆ = div[(1y +M)βxˆ].
Pour a = 0, ∀(x, y) ∈ (E∞ × F∞)∩ V , ∀h ∈E∞, on a en utilisant le lemme 1 :∣∣f ′x(x, y) · h∣∣G0 = ∣∣div(1y +M)βh∣∣C0(Ω)
6C
∣∣(1y +M)βh∣∣
(C1(Ω))3
6C
∣∣(1y +M)β ∣∣
C0(Ω)
|h|1 +C
∣∣(1y +M)β ∣∣1|h|0
6C
(
1+ |y|2
)|h|1 +C(1+ |y|3)|h|0
6C
(
1+ |y|3
)|h|1.
Or F0 ⊂ C3(Ω) et E0 ⊂ C1(Ω), d’où∣∣f ′x(x, y) · h∣∣G0 6 C(1+ |y|F0)|h|E0 .
D’autre part on a (15) i.e. :∣∣f ′x(x, y) · h∣∣Ga 6 C(1+ |y|F0)|h|Ea +C|y|Fa |h|E0 ∀a > 0.
Finalement d’après les deux inégalités précédentes :{∀(x, y) ∈ (E∞ × F∞) ∩ V, ∀h ∈E∞, ∀a > 0∣∣f ′x(x, y) · h∣∣Ga 6 C(|h|Ea + |h|E0 · |x, y|Ea×Fa ).
On en déduit facilement (34) pour la fonction f , pour tout W ⊂ V .
• Existence de l’inverse à droite : c’est le point le plus délicat (se reporter au lemme 3.1 de
[7, p. 98]). D’après la partie 1, on a :
f ′y(x, y).yˆ = div
[
(1y +M)β∇yˆ + β(1y +M)β−1(x +∇y)1yˆ].
On pose
A= β(1y +M)β−1(x +∇y),
b= (1y +M)β −Mβ.
Le problème devient : Pour un entier m pair et r réel ∈]0,3/4] donnés, avec m> 1+ r , trouver
un voisinage de zéro convexe fermé V = V(m, r) pour (x, y) dans E0 × F0 tel que :
∀(x, y) ∈ (E∞ × F∞)∩ V, ∀g ∈G∞
∃!yˆ ∈ Fm−(1+r) tel que f ′y(x, y) · yˆ = g
soit L(yˆ)= (Mβ + b+ divA)1yˆ +A.∇(1yˆ)+∇b.∇yˆ = g,(42)
avec la majoration (37).
On a donc la même équation que le lemme 3.1 de [7] dans le cas où β = 1.
Or A, b et g sont C∞ et “périodiques” ainsi que leurs dérivées et
∫
Ω g dx = 0, la même
démonstration reste valable. Toutes les intégrations par parties seront justifiées par la régularité
des fonctions et par les conditions aux limites de périodicité. On obtient alors les conditions
suivantes qui définissent le voisinage de zéro :
TOME 78 – 1999 – N◦ 6
BIFURCATION DE SOLUTIONS STATIONNAIRES 581
Mβ + b+ 1
2
divA−C(Ω)|∇b|L3(Ω) >
Mβ
2
,(43)
Mβ + b+ 1
2
divA−C(Ω)|A|W 1,∞ >
Mβ
2
,(44)
Mβ + b+ 1
2
divA−C(Ω,n)|A|W 1,∞ >
Mβ
2
,(45)
|b+ divA|C0(Ω) 6Mβ et
∣∣∣∣∂Ai∂xj
∣∣∣∣
C0(Ω)
6Mβ,(46)
|b|W 1,3 6 C(Ω,n)Mβ et |b|W 1,2p+2 6 C(Ω,n,p)Mβ,(47)
Mβ + b+
(
2p+ 1
2p+ 2
)
divA−C(Ω,p)|b|W 1,2p+2 >
Mβ
2
,(48)
Mβ + b+
(
2p+ 1
2p+ 2
)
divA−C(Ω,p,n)|A|W 1,∞ >
Mβ
2
(49)
où n ∈N et p ∈R sont définies à partir de m et de r .
Nous allons cependant donner quelques détails sur cette démonstration. On résout (42) par une
méthode de Galerkin construite à l’aide de la base spéciale des fonctions propres φi de l’opérateur
−1 avec des conditions aux limites de périodicité, c’est à dire on cherche yˆm0 =
∑m0
i=1 ξiφi
solution de :∫
Ω
([
Mβ + b+ divA]1yˆm0 +A.∇(1yˆm0)+∇b.∇yˆm0)φi = ∫
Ω
gφi dx, 16 i 6m0.
La relation (43) permet d’obtenir une majoration a priori de 1yˆm0 dans L2(Ω) en fonction de
g dans L2(Ω), on en déduit alors l’existence de la solution approchée yˆm0 . En remplaçant φi
par 12φi et avec (44), on obtient une majoration a priori de yˆm0 dans H 3(Ω) (indépendante de
m0), qui permet par extraction de sous-suite, d’obtenir l’existence de yˆ vérifiant (42), ainsi que
l’unicité.
Ensuite dans une deuxième étape on va rechercher des majorations de yˆ dans l’espace de
Sobolev Hm(Ω), obtenues tout d’abord pour la solution approchée yˆm0 . Dans la formulation
variationnelle qui définit yˆm0 , on peut remplacer φi par 12n+1φi , avec un n entier (à cause du
choix de la base spéciale), puis intégrer par parties (tout est C∞ et périodique) pour obtenir :∫
Ω
1n+1yˆm01n
(L(yˆm0))= ∫
Ω
1n+1yˆm01ng.
En développant 1n(L(yˆ)), en utilisant (45), (46) et la première relation de (47), puis en
utilisant des inégalités d’interpolation dans les espaces de Hölder et dans les espaces de Sobolev,
on obtient (pour yˆm0 puis pour yˆ) une majoration analogue à (37) pour λ= 1 mais pour la norme
de yˆ dans l’espace de SobolevH 2n+2(Ω) ; une majoration dans l’espace de Hölder C2n+2− 32 (Ω)
pourrait s’en déduire, par les théorèmes d’injection de Sobolev, mais on va améliorer la “perte”
3/2 en recherchant une majoration analogue dans les espaces Wm,p(Ω), pour p assez grand.
La solution yˆ sous les hypothèses (43) à (47) est ainsi dansH 2n+2(Ω) ; on peut alors multiplier
1n−2(L(yˆ)) − 1n−2g = 0 par (1n−1yˆ)2p+1, avec p > 1 et intégrer sur Ω . Avec (46), (48),
(49), et la deuxième inégalité de (47), on obtient pour yˆ une majoration analogue à (37) pour
λ = 1 mais pour la norme de yˆ dans W 2n−2,2p+2(Ω), et aussi pour λ = 0 pour la norme de yˆ
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dans W 2,2p+2(Ω). Un théorème d’injection de Sobolev donne ainsi une majoration de yˆ dans
C2n−2−r (Ω) pour r = 32p+2 , d’où le choix de p determiné par le choix de r aussi petit que l’on
veut. La convexité logarithmique des normes dans les espaces de Hölder donne alors (37) pour r
et m= 2n− 4.
Comme les fonctions : (x, y)→ A(x,y) et b(y) sont continues de E0 × F0 dans C0(Ω) et
C1(Ω), pour (x, y) ∈ E∞ × F∞ avec A(0,0)= b(0) = 0 ; comme l’injection de C1(Ω) dans
W 1,p(Ω) est continue, les inégalités précédentes définissent un voisinage de zéro pour (x, y),
d’où on a, comme dans [7], l’existence d’un unique inverse à droite qui vérifie (37). D’autre part
compte tenu de la forme de A et b, il existe une constante C1 = C1(Ω,m, r,M) telle que le
voisinage de zéro est de la forme |x|E0 6 C1 et |y|F0 6 C1. On peut alors appliquer le Corollaire
1 du Théorème 2, ce qui démontre la proposition avec une constante C(Ω,ε, s,M).
Remarque. – La solution yˆ n’appartient pas necéssairement à F∞. Pour tout entier n, si les
voisinages de zéro pour A et b satisfont à (43), (44), (45), (46) et la première relation de
(47), alors yˆ ∈ H 2n+2(Ω). La régularité de yˆ dépent ainsi a priori d’un voisinage de zéro,
dépendant de n, rien ne prouve qu’il existe un voisinage de zéro indépendant de n et pour lequel
yˆ ∈H 2n+2(Ω) ∀n, donc à C∞(Ω).
Enfin on peut généraliser la Proposition 1 en remplaçant M par une fonction M(t) en faisant
des hypothèses convenables sur M(t) :
COROLLAIRE 2. – Mêmes hypothèses que la Proposition 1, en remplaçant M par une
fonction M(t) dans C∞(Ω), périodique ainsi que toutes ses dérivées (voir la définition (61)
de C˜∞(Ω)) qui vérifie : M(t)=M + M˜(t), où M > 0 et M˜(t) vérifie :
∣∣M˜(t)∣∣
C0(Ω) 6 µM, pour 0<µ+ η < 1,
η étant la constante intervenant dans (3);∣∣M˜(t)∣∣
C1(Ω) 6 C2M
β, avec C2 = C2(Ω, s, ε,M), C2 est une constante.
(50)
On a alors la même conclusion que la Proposition 1.
Démonstration. – La première condition (50) sert à s’assurer que 1y +M + M˜ ne s’annule
pas et reste uniformément borné pour pouvoir appliquer le lemme de la partie 1.
D’autre part le problème (41) devient :
f (x, y)= div[(1y +M + M˜)β(x +∇y)];
d’où :
f ′y(x, y) · yˆ = div
[
(1y +M + M˜)β∇yˆ + β(1y +M + M˜)β−1(x +∇y)1yˆ].
En posant
A= β(1y +M + M˜)β−1(x +∇y),
b= (1y +M + M˜)β −Mβ,
le problème (42) s’écrit de la même façon. On conclut à l’identique en invoquant la continuité
des fonctions A et b comme fonctions de x , y et M˜ de E0 × F0 × C1(Ω) dans C0(Ω) et dans
C1(Ω). Les constantes dans (37) dépendent alors de M˜ .
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3.2. Existence et unicité de la solution d’une équation MHD
Dans ce paragraphe on considère toujours l’ouvertΩ introduit dans la partie 1. Pour simplifier
l’écriture en plus des notations Ea , Fa et Ga introduites dans la partie 1 et utilisées dans la
proposition 1, on utilisera l’espace de Banach suivant pour s réel > 0 (avec une définition
analogue pour s = 0) :
C˜s(Ω)=
{
u ∈ Cs(Ω); u et ∂
ju
∂νj
périodique au sens de (1)(51)
pour 06 j 6m, si m< s 6m+ 1
}
,
C˜s(Ω)/R=
{
u ∈ C˜s(Ω);
∫
Ω
udx = 0
}
,(52)
C˜∞(Ω) =
⋂
s>0
C˜s(Ω).(53)
D’où en particulier on a Fa = C˜a+3(Ω)/R.
On utilisera la décomposition suivante, déduite de la régularité de l’opérateur −1 : Soit
f ∈ (C˜s(Ω))3 avec s > 1 et s /∈N, on a l’existence et l’unicité de la décomposition :
f = f1 +∇p avec divf1 = 0, f1 ∈ (C˜s(Ω))3, p ∈ C˜s+1(Ω)/R.(54)
Soit une fonction neq(x) vérifiant les hypothèses suivantes :
neq(x) > 0 pour tout x ∈Ω, supposée C˜∞(Ω),(55)
On définit alors :
M =
∫
Ω n
α
eq(x)dx∫
Ω
dx
> 0, tel que nαeq(x)=M + n˜eq, α(x), avec
∫
Ω
n˜eq,α(x)dx = 0.(56)
PROPOSITION 2. – Soit 0 < ε < 1, α > 1 et N ∈ N. Soit neq(x) vérifiant (55). Soit δ une
constante telle que (˜neq,α(x)+ δ) vérifie (50) pour ε/2 et s =N .
Alors il existe un voisinage V1 de zéro de (C˜N+1+ε(Ω)/R)3 pour f ,
” V2 ” C˜N+3+ε(Ω))3 ” K ,
” V3 ” C˜N+2+ε(Ω)/R ” g,
tels que :
∀(f,K,g) ∈ V1× V2× V3 , ∃!(n,V ) ∈ à un voisinage de zéro de
C˜N+2+ε/2(Ω)× (C˜N+3+ε/2(Ω)/R)3, solution du problème non linéaire :

−1V +∇(n+ neq)α −∇nαeq = f,
div(neqV + nV + nK)= g,∫
Ω(n+ neq)α dx =
∫
Ω(n
α
eq + δ)dx,
(57)
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avec la majoration :
|n|N+2+ε/2 + |V |N+3+ε/2 6 C
[|f |N+1+ε + |g|N+2+ε + |K|N+3+ε + δ].(58)
Les constantes et le voisinages dépendent de M .
Démonstration. – D’après (54), écrivons f sous la forme f = f1 + ∇p, avec div f1 = 0 et
cherchons V sous la forme V = V1 +∇ϕ, avec div V1 = 0.
La première équation de (57) se décompose en :

−1V1 = f1, divV1 = 0,
(n+ neq)α − nαeq =1ϕ + p+ δ
(à cause de la dernière relation (57), en général on prendra δ = 0).
Alors V1 est défini de manière unique dans (C˜N+3+ε(Ω)/R)3 : pour les conditions aux limites
périodiques considérées ici on peut reprendre l’étude du problème de Stokes ou par exemple
utiliser l’unicité de solutions pérodiques pour le laplacien. D’autre part définissons q tel que
1q = p avec q et ∂q
∂ν
“périodique” au sens de (1). Enfin on pose W1 = V1 −∇q et ψ = ϕ + q ;
avec W1 ∈ (C˜N+3+ε(Ω)/R)3. D’où V =W1 +∇ψ et n+ neq = (nαeq + δ +1ψ)1/α .
La deuxième équation de (57) fournit une équation pour l’inconnue ψ , en posant β = 1/α :
div
[(
nαeq + δ +1ψ
)β
(W1 +∇ψ +K)
]= g+ div(neqK).
On applique alors les résultats du corollaire de la Proposition 1 avec s = N et 2ε→ ε, pour
M(t) = n˜eq, α +M + δ, M˜(t) = n˜eq, α + δ, en tenant compte des hypothèses sur n˜eq + δ. La
majoration de n découle de celle de ψ , d’après (6). 2
PROPOSITION 3. – Soit 0 < ε < 1, α > 1 et N ∈ N, N pair. Soit neq(x) vérifiant (55), avec
n˜eq,1 (défini à partir de (56) pour α = 1) vérifiant une inégalité analogue à (50) pour ε et s =N
(et M définie à partir de neq ). Alors :
∀f ∈ (C˜N+1+ ε2 (Ω)/R)3, ∃!(n′′,V ′′) ∈ appartenant à C˜N+2−ε(Ω)× (C˜N+3−ε(Ω)/R)3 solu-
tion du problème linéaire :

−1V ′′ + ∇(αnα−1eq n′′)= f,
div
(
neqV
′′)= 0,∫
Ω
α nα−1eq n′′ dx = 0,
(59)
avec la majoration :
|n′′|N+2−ε + |V ′′|N+3−ε 6 C|f |N+1+ε/2.(60)
Démonstration. – On pose N = α nα−1eq n′′, il suffit alors d’appliquer la proposition 3.4 de [7]
avec K = g = 0. La constante C dépend alors de |nα−1eq |N+2−ε .
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4. Un résultat de bifurcation
4.1. Présentation du problème
4.1.1. Système d’équations MHD
Considérons le système d’équations suivant où les inconnues sont le vecteur vitesse V , la
densité du plasma n et le champ magnétique B , soit :
−1V +∇nα − 1
βp
(rotB ∧B)+ Q
P
nV · ∇V = 0,
divnV = 0,
−1B − βpQ rot(V ∧B)= 0; divB = 0.
(61)
Ce sont les équations de la MHD dans le cas adiabatique : p = nα . Le paramètre Q (nombre de
Hartmann) servira de paramètre de bifurcation.
On suppose connue une solution d’équilibre statique des équations (61) donnée par les
fonctions neq et Beq . Les équations (61) s’ecrivent alors pour les quantités pertubées par rapport
à l’équilibre :
−1V +∇(n+ neq)α −∇nαeq −
1
βp
rotB ∧Beq − 1
βp
rotBeq ∧B
− 1
βp
rotB ∧B + Q
P
(n+ neq)V .∇V = 0,
div
(
(n+ neq)V
)= 0, et ∫
Ω
(n+ neq)α =
∫
Ω
nαeq ,
−1B − βpQ rot(V ∧Beq + V ∧B)= 0, divB = 0.
(62)
On suppose pour simplifier que les quantités d’équilibre neq et Beq sont dans C˜∞(Ω) et
(C˜∞(Ω))3 et que Veq = 0.
4.1.2. Espaces fonctionnels
Pour le triplet u= (n,V,B), on cherchera des solutions dans l’espace E suivant :
E = C˜2+ε(Ω)× (C˜3+ε(Ω)/R)3 × (C˜4+ ε2 (Ω)/R)3.
On définit alors les quantités f1, f2, F1 et F2, d’après les équations (62) :
f2 = 1
βp
rotB ∧Beq + 1
βp
rotBeq ∧B,
f1 = 1
βp
rotB ∧B − Q
P
(n+ neq)V · ∇V,
F2 = βpQ rot(V ∧Beq) (divF2 = 0),
F1 = βpQ rot(V ∧B) (divF1 = 0).
(63)
D’après l’inégalité (8), on a les majorations suivantes pour ε < 2 :
|f2|3+ε/2 6 C
βp
|B|4+ε/2 6 C|u|E,
|f1|2+ε 6 C
βp
(|B|4+ε/2)2 +CQ
P
(|V |3+ε)2(1+ |n|2+ε)
6C|u|2E
(
1+ |u|E
)
,(64)
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|F2|2+ε 6CβpQ|V |3+ε 6 C|u|E,
|F1|2+ε 6CβpQ|V |3+ε|B|4+ε/2 6 |u|2E.
Le problème (62) s’écrit donc :
−1V +∇(n+ neq)α −∇nαeq = f1 + f2,
div(neqV + nV )= 0,∫
Ω(n+ neq)α =
∫
Ω n
α
eq,
−1B = F1 + F2 (divF1 = divF2 = 0),
divB = 0.
(65)
4.2. Résultats
4.2.1. Définition des opérateurs T et A
LEMME 2. – Soit 0 < ε < 1, α > 1. Soit n˜eq ,α défini comme dans (55) et (56) avec n˜eq, α
vérifiant (50) pour ε/2 et s = 1. Soit Beq ∈ (C˜∞(Ω))3.
Il existe un voisinage V de zéro de E, tel que ∀u= (n,V,B) ∈ V , ∃!u′ = (n′,V ′,B ′) ∈E, tel
que u′ = T (Q,u), solution du problème non linéaire suivant :
−1V ′ + ∇(n′ + neq)α −∇nαeq = f1 + f2 −
∫
Ω f1 + f2∫
Ω
dx
,
div
(
(n′ + neq)V ′
)= 0 et ∫
Ω
(n′ + neq)α =
∫
Ω
nαeq,
−1B ′ = F1 + F2, divB ′ = 0 (divF1 = divF2 = 0)
(66)
avec la majoration :|u′|E 6 C(|u|E + |u|2E + |u|3E).
Enfin T est compact de E dans E et on a de plus :
|n′|3+ε/2 + |V ′|4+ε/2+ |B ′|4+ε 6 C
(|u|E + |u|2E + |u|3E).(67)
C est une constante qui dépend des constantes d’equilibre et des paramètres.
Démonstration. – On applique la proposition 2 avec K = g = 0, N = 1 et δ = 0.
Pour les inconnues n′ et V ′, on choisit les voisinages de zéro assez petit pour avoir l’unicité.
Pour l’inconnue B ′, on applique les résultats relatifs au Laplacien. La majoration (67) résulte de
la proposition 2, des majorations sur f1, f2, F1 et F2.
Enfin la compacité résulte de (67) et de (12).
On remarque que
∫
Ω
f1 + f2 = 0 si div(n+ neq)V = 0. 2
LEMME 3. – Soit 0< ε < 1 , α > 1. Soit neq défini comme dans (55), avec n˜eq ,1 vérifiant une
inégalité analogue à (50) pour s = 2. Soit Beq ∈ (C˜∞(Ω))3.
∀u = (n,V,B) ∈ E, ∃ !u′′ = (n′′,V ′′,B ′′) ∈ E, tel que u′′ = A(Q,u), solution du problème
linéaire suivant : 
−1V ′′ + ∇(αnα−1eq n′′)= f2 − ∫Ω f2∫
Ω dx
,
div(neqV ′′)= 0 et
∫
Ω
αnα−1eq n′′ = 0,
−1B ′′ = F2, divB ′′ = 0 (divF2 = 0)
(68)
avec la majoration : |u′′|E 6 C|u|E .
TOME 78 – 1999 – N◦ 6
BIFURCATION DE SOLUTIONS STATIONNAIRES 587
Enfin A est compact de E dans E et on a de plus :
|n′′|4−ε + |V ′′|5−ε + |B ′′|4+ε 6 C|u|E.(69)
C est une constante qui dépend des constantes d’equilibre et des paramètres.
Démonstration. – De même qu’au Lemme 2, on applique les résultats de la Proposition 3 avec
N = 2. 2
4.2.2. Propriété de T et A
LEMME 4. – On suppose que 0< ε < 1/2,
∣∣˜neq ,α∣∣C1(Ω) 6 C22
(
Ω,
ε
4
,0
)
Mβ et
∣∣˜neq,α∣∣C0(Ω) 6 M2 ,
où C2 est la constante de (50). Alors A est la dérivée de Fréchet de T en O .
Démonstration. – Posons δV = V ′ − V ′′, δn = n′ − n′′, δB = B ′ − B ′′, δu = u′ − u′′. On a
d’après (66) et (68)
−1(δV )+∇(δn+ neq)α −∇nαeq = f1 −
∫
Ω f1∫
Ω dx
+∇f3,
div
(
(δn+ neq)δV
)= g,
−1(δB)= F1, div(δB)= 0 (divF1 = 0),
(70)
avec g et f3 définies comme suit :
f3 =
(
n′ − n′′ + neq
)α + αnα−1eq n′′ − (n′ + neq)α,(71)
g = div(−n′′V ′ − n′V ′′ + n′′V ′′).(72)
On va appliquer la Proposition 2 pour δn et δV :
g appartient à un voisinage de zéro de C˜2+ε/2(Ω)/R d’après (67) et (69) et d’après les
conditions aux limites périodiques de n et V . D’autre part ce voisinage peut être choisi aussi
petit que l’on veut en fonction de |u|E . On a :
|g|2+ε/2 6 C|u|2E si |u|E 6 1.
On pose
v+ h= n′ + neq , v = n′ − n′′ + neq , h= n′′.
L ’expression de f3 devient :
−f3 = (v+ h)α − vα − α vα−1h− α
(
nα−1eq − vα−1
)
h.
D’où, d’après (6) et (7) (on pose a = 2+ ε/2), en choisissant les voisinages de zéro pour u assez
petits :
|f3|a 6C|h|2a |v|3a +C|h|a|v − neq |a |neq |2a
6C|n′′|2a +C|n′′|a |n′ − n′′|a.
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Mais |n′|a et |n′′|a 6 C|u|E si |u|E 6 1; d’autre part |v|a 6 C, alors on a f3 ∈ C˜2+ε/2(Ω) et
|f3|2+ε/2 6 C|u|2E .
D’où d’après (64) :
f = f1 −
∫
Ω
f1∫
Ω
+∇f3
appartient à C˜1+ε/2(Ω)/R et est majoré par C|u|2E .
Appliquons la Proposition 2 avec N = 0, en remplacant ε par ε/2 et en choisissant |u|E assez
petit pour que f et g appartiennent aux voisinages de zéro de la proposition 2 et pour que la
constante δ définie par ∫
Ω
(δn+ neq)α =
∫
Ω
(
nαeq + δ
)
vérifie les hypothèses de cette proposition. D’après (58), on a :
|δn|2+ε/4+ |δV |3+ε/4 6 C|f |1+ε/2 + |g|2+ε/2+ δ 6C|u|2E + δ.
Montrons que δ 6 C|u|2E .
En effet :∫
Ω
(δn+ neq)α =
∫
Ω
(
n′ + neq − n′′
)α = ∫
Ω
((
n′ + neq)α − α
(
n′ + neq
)α−1
n′′
)+ y.
On a y 6 C|n′′|20 6 |u|2E d’après (69) et
∫
Ω
(n′ + neq)α =
∫
Ω
nαeq ; de plus∫
Ω
(n′ + neq)α−1n′′ =
∫
Ω
nα−1eq n′′︸ ︷︷ ︸
=0 d’après (68)
+
∫
Ω
(α− 1)nα−2eq n′n′′ +
∫
Ω
zn′′,
avec |z|0 6 C|n′|20 6 C|u|2E d’après (67) et donc
∫
Ω zn
′′ 6 C|u|3E.
D’où ∫
Ω
(δn+ neq)α −
∫
Ω
nαeq = y + α
∫
Ω
zn′′ + α
∫
Ω
(α − 1)nα−2eq n′n′′
6 C
(|u|2E + |u|3E + |u|2E)
6 C|u|2E.
Enfin compte tenu de
∫
Ω
(δn+ neq)α =
∫
Ω
(nαeq + δ), alors on bien δ 6C|u|2E, d’où :
|δn|2+ε/4 + |δV |3+ε/4 6 C|u|2E.
D’autre part |δn|3+ε/2+ |δV |4+ε/2 6 C|u|E (d’après (67) et (69)).
On utilise l’interpolation : soit λ, 0< λ< 1 tel que :
2+ ε = (1− λ)
(
2+ ε
4
)
+ λ
(
3+ ε
2
)
,
3+ ε = (1− λ)
(
3+ ε
4
)
+ λ
(
4+ ε
2
)
,
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d’où |δn|2+ε + |δV |3+ε 6 C|u|λ+2(1−λ)E .
Donc en tenant compte de l’équation du champ magnétique B : |δu|E|u|E 6 C|u|1−λE et donc
|δu|E|u|E
tend vers 0 quand |u|E tend vers 0.
Le Lemme 4 est démontré.
Conclusion. – On peut conclure sur l’étude du problème de bifurcation (62) que l’on a pu
écrire sous la forme u− T (Q,u) = 0, où T est défini dans un voisinage de zéro de l’espace E
et T compact de E dans E, avec T (Q,0)= 0. Cette écriture sous la forme (Identité − opérateur
compact) classique dans les problèmes de fluide incompressible n’a été possible que localement,
avec une hypothèse sur la densité d’équilibre.
D’après [6], on peut énoncer :
PROPOSITION 4. –
Soit
ε tel que 0< ε <
1
2 ,
neq vérifiant (55) et les inégalités des propositions précédentes,
Beq ∈ C∞(Ω).
Soit Q0 ∈R valeur du paramètre de bifurcation telle que :
N =Noyau(Id-A(QO)) soit de dimension 1,
Alors Q0 est un point de bifurcation.
Remarque. – L’étude du spectre du problème linéaire dépend de l’expression des quantités
d’équilibre. Pour un choix convenable de l’équilibre, on peut faire en sorte qu’il existe des
valeurs positives de Q telles que l’opérateur linéarisé ait un noyau de dimension 1, comme c’est
le cas par exemple avec d’autres conditions aux limites pour l’instabilité de Couette–Taylor (cf.
R. Temam [8]), à l’aide de noyaux de Green d’opérateurs elliptiques, ou bien pour un problème
de MHD analogue à celui traité ici (mais avec p = ρ) à l’aide d’une approximation formelle par
le problème de la convection de Bénard (cf. [7], chapitre 3).
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