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ABSTRACT 
This paper studies a successive optimal construction procedure of state feedback 
gains. This topic was first studied in the context of the pole assignment problem for 
LQ (linear-quadratic) regulators, but the selection of weighting matrices in each 
successive step was restricted in previous researches. In this paper, we consider more 
general selections of weighting matrices, and give extended results in both the 
continuous-time and the discrete-time cases. 
1. INTRODUCTION 
This paper treats the problem of a successive optimal construction (SOC) 
procedure for state feedback gains, which roughly reads as follows: “First, 
apply an optimal state feedback to a given plant. Then, regard the resulting 
feedback system as a new plant, and apply another optimal state feedback to 
it. If we continue in this way, is the overall state feedback optimal, and, if so, 
with respect to what performance index ?” This problem was first studied by 
Solheim [l] and Amin [2], in the continuous-time and the discrete-time case, 
respectively, where the SOC procedure was used to reallocate a certain pole 
(or poles) to a prescribed region, keeping the other poles unchanged. In their 
researches, certain restrictions were imposed on the selection of weighting 
matrices in each design step. In this paper, we extend their results so that 
more general selections of weighting matrices are possible. Our results are 
not necessarily useful in reallocating a pole (or poles) directly into a pre- 
scribed region, but are useful in redesigning the system with respect to a new 
LQ criteria, keeping a certain set of poles unchanged. They are significant in 
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their own right, too, as an answer to the question: “What sort of control law is 
obtained by multiple applications of optimal feedback laws?’ 
In Sections 2 and 3, the continuous-time case is treated; the SOC 
procedure is described exactly in Section 2, and the answers to the optimality 
problem are given in Section 3. Parallel results in the discrete-time case are 
given in Section 4. A few applications of the obtained results are indicated in 
Section 5. 
2. SUCCESSIVE OPTIMAL CONSTRUCTION PROCEDURE 
We describe the successive optimal construction (SOC) procedure. The 
conditions that assure solvability of regulator problems, uniqueness of solu- 
tions, and stability of closed-loop systems are not stated in this section, but 
will be included in the theorems and propositions given later. 
Consider the plant described by a linear time-invariant state equation 
dx 
- =Ax + Bu, 
dt (1) 
where (A, B) is stabilizable. First, optimize the plant (1) with respect to the 
first performance index 
Ji = /y( rTQl* + 2xrS,u + u%~u) dt, 
0 
where 
91 Sl 
[ 1 sl’ R, a O, R, > 0. 
It is well known that the optimal input u = ui is given by 
Ul = F,x 
with 
F, := -R,'(B*P, + sl’), 
(2) 
(3) 
(4 
(5) 
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where P, is a positive semidefinite solution of the Riccati equation 
P,A + ArP, - (P,B + S,)R,‘(BrP, + Sl’) + Qr = 0. (6) 
Introduce an auxiliary input ua as u = F,x + ~a. Then we obtain 
dx 
Z = (A + BF,)x + Bu,. (7) 
We call this system a one-step optimized plant. 
Next, optimize this one-step optimized plant with respect to the second 
performance index 
where 
Jz = /m(x7Q2x + 2xTS,u, + u;R,u,) dt, 
0 
R, > 0. 
The optimal input ua is given by 
u2 = F2x 
with 
F, = -R;‘(BTP2 + SC), 
where P, is a positive semidefinite solution of the Riccati equation 
(8) 
(9) 
(10) 
(11) 
Pz( A + RF,) + (A + BF,)TP, - (P,B + S,)R,‘(BTP, + S;) + Qz = 0. 
(12) 
By introducing an auxiliary input ug, again, as ua = F, x + us, we obtain the 
two-step optimized plant 
dx 
z = (A + RF, + BF,)x + Bu,. (13) 
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By continuing in this way, we can obtain the n-step optimized plant 
dx 
z = (A + BF, + **- +BF,)x + Bu,+~, (14 
where n is an arbitrary positive integer. The above system with u,+ i = 0 is 
nothing but the closed-loop system obtained by applying the state feedback 
with 
u =Fax (15) 
F, = F, + Fs + **. +F, (16) 
to the original plant (1). Th erefore, we can regard the above procedure as a 
design method for the state feedback gain F,. We call this an n-step SOC 
procedure for state feedback gains, and F,, the overall state feedback gain. 
Under certain conditions, we can assure stability of the resulting closed- 
loop system. Then, by [3], the input (15) should be optimal with respect to a 
certain quadratic performance index of the form 
J = /,x( z?Qx + 2rTSu + u%) dt. (17) 
We refer to such a performance index as an overall per$ormunce in& of the 
SOC procedure, and to Ji (i = 1, . . ., n) used in each step as a partial 
performance index. Note that there can be many overall performance indices 
[3]. Our purpose is to find a special one among them whose Q, S, and R are 
related to Qi, Si, and Ri (i = 1, . . . , n> in an explicit (and simple) way. 
3. OVERALL PERFORMANCE INDEX FOR THE SUCCESSIVE 
OPTIMAL CONSTRUCTION PROCEDURE 
The optimality of the overall state feedback gain obtained by a SOC 
procedure is guaranteed by the following theorem. 
THEOREM 1. Suppose (A, B) is stabilizable, (QY2, A + BF,) is de- 
tectable, S, = 0, and R, > R,, where F, is the gain given by (5) using a 
positive semi&finite solution P, of the Riccati equation (6). Put 
Q = Q1 + Q2 + F1’(R2 - R,)F,, (18) 
S = S, - F1’(R2 - R,), (19) 
R = R,. (20) 
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Then the Riccati equation 
PA + ATP - (PB + S)R-‘( BTP + S’) + Q = 0 (21) 
has a unique positive semideftnite stabilizing solution P (i.e., a positive 
semidejnite solution such that A - BR-‘(BTP + ST) is asymptotically sta- 
ble), and 
P = P, + P, (22) 
is satisfied, where Pz is the unique positive semidefinite solution of the Riccati 
equation (12). In addition, the optimal gain given by 
F := -R-‘( B=P + ST) (23) 
is equal to the sum of F, and F,: 
F = F, + F,, (24) 
where F2 is the optimal gain given by (11). 
Proof. First, we show that the Riccati equation (21) has a unique 
stabilizing solution. It can be rewritten as [6] 
P( A - BR-lS=) + (A - RR-‘S=)=P - PBR-lB=P + (Q - SR-‘ST) = 0. 
(25) 
In the above Riccati equation, (A - BRelST, B) is stabilizable, since (A, B) 
is. By (18)-(201, 
Q - SR-‘ST = (Q1 - S,R,?i;) + Q2 
+ (F;R, + S1)( Rcl - R;l)( R,F, + Sl’). (26) 
Therefore, Q - SR- ‘ST > 0, because Qi - S, R, ‘ST > 0, Qz > 0, and 
R, > R,. Therefore, (25) has a unique positive semidefinite stabilizing solu- 
’ ’ tion if the pair ((Q - SR- S ) ‘I’, A - BR-‘ST) does not have an unobserv- 
able pole on the imaginary axis [7]. 
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Now, suppose the contrary, i.e., suppose that the above pair has an 
unobservable pole h on the imaginary axis (Re h = 0). Then there exists a 
complex vector 5 ( # 0) such that 
(A - BR-‘ST)l = At, (27) 
(*(Q - SK%')6 = 0. (28) 
In view of (26), it follows from (28) that 
(Q1 - W?S,T)S = 0, (29) 
Q25= 0, (30) 
(R,’ - Ril)( R,F, + Sl’)t = 0. (31) 
[Note that the three terms of (26) are all positive definite, as stated above.] By 
(19) and (3I), 
ST = R,R;%,T& (32) 
Therefore, from (20) and (27), it follows that 
(A - BR;‘Sf-)t = ht. (33) 
Premultiply the Riccati equation (6) by t* and postmultiply by 6, and use 
(5), (29), and (33). Then, we obtain 
2(Re h)5*P,6 - 5*(F& + S,)R;l(R,F1 + sT)t~ = o. (34) 
Since R, > 0, and since A is on the imaginary axis, (R,F, + SF>[ = 0 
follows. Therefore, (33) implies 
(A +BF,)t= ht. (35) 
This, together with (301, implies that (Q2 ‘I2 A + BF,) is not detectable. This , 
contradicts the assumption of the theorem. Thus, it has been proved that the 
pair ((Q - SR- S ) I ’ ‘I2 A - RR- ‘ST) does not have an unobservable pole , 
on the imaginary axis, and hence (21) has a unique positive semidefinite 
stabilizing solution. 
SUCCESSIVE OPTIMAL CONSTRUCTION PROCEDURE 665 
Next, we show (22) and (24). Since (A, B) is stabilizable, (6) has a 
positive semidefinite solution P, [S]. Since (A + BF,, B) is stabilizable and 
since (Qi/‘, A + BF,) is detectable, (12) h as a unique positive semidefinite 
stabilizing solution P, [8]. N amely, (A + RF,) - BRilBTP, = A + B(F, + 
F2) is an asymptotically stable matrix. Now, adding (6) and (12) and rearrang- 
ing the result, we obtain 
(P, + P,)A + AT& + Pz) 
-{(P, + P2) B + S}R-l{BT( P, + Pz) + S’} + Q = 0. (36) 
This implies that p = P, + Pz (2 0) is a positive semidefinite solution of the 
Riccati equation (21). Substituting this into (23) and rearranging the result, 
we can see that (24) holds. Therefore, we obtain A - BRml(BTP + ST> = 
A + B(F, + F,), and it is a stable matrix as proved above. This implies that 
F = P, + P, ( > 0) coincides with the unique positive semidefinite stabilizing 
solution P. n 
If we set S, = 0 and R, = R,, then S of (19) vanishes and the above 
theorem reduces to the result of Solheim [I]. The assumption R, > R, can 
be satisfied by scaling the second performance index, and so does not cause 
any loss of generality in the design phase. The theorem asserts that the 
feedback gain F, + F, obtained by a two-step SOC procedure with S, = 0 is 
the optimal stabilizing feedback gain with respect to the performance index 
(17) with Q, S, and R of (H-(20). By applying the above theorem 
successively, we can conclude that the feedback gain F, obtained by an 
n-step SOC procedure with Si = 0 (i = 2,. . . , n) is optimal with respect to 
the performance index (17) with the weighting matrices obtained by applying 
(18)-(20) successively. This “overall” performance index includes a nonzero 
cross term in the plant input and state, in general. 
Even if the detectability condition of <Q:/“, A + BF,) is not satisfied in 
the above theorem, it remains true that, for every positive semidefinite 
solution P, of (121, there exists a positive semidefinite solution P (not 
necessarily stabilizing) of (21) such that (22) and (24) are true. Therefore, the 
feedback gain F, obtained b y an n-step SOC procedure becomes a stabiliz- 
ing gain if only the detectability condition is satisfied in the last step. 
Concerning the detectability condition, we have the following result. 
PROPOSITION 1. Let Q, S, and R be as given in Theorem 1. 
(i) Zf (Qi12, A - BRC’ST) is detectable, then ((Q - SR-1ST)‘/2, A - 
BRwlST) is detectable. 
(ii) If ((Q - SR-1ST)1/2, A - BRelST) is detectable, then (Qh12, A + 
BF,) is detectable. 
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The above proposition can be proved by contradiction in the same way as 
the first part of the proof of Theorem 1, and so the proof is omitted. The 
proposition implies that detectability of <Qi/“, A - BRC’SF) is a sufficient 
condition for detectability of <Qk/“, A + BF,). 
In the above, we considered the case where the partial performance 
indices do not include cross terms (i.e., Si = 0, i = 2,. . . , n). This is because 
designers often choose such performance indices so that they can obtain a 
straightforward relation between the change of weighting matrices and the 
change of transient responses. However, it can be the case that designers 
wish to have the overall performance index without a cross term. In such a 
case, the following results are useful. 
THEOREM 2. Suppose that (A, B) is stabilizable, S, = 0 R, > R, > 0, 
and S, is given by 
S, = -F,T(R, - R,), (37) 
where F, is the gain given by (5) using a positive semidefinite solution P, of 
the Riccati equation (6). Suppose Q2 > S, Ril Sl so that 
Q2 S2 I 1 Sz’ R, “’ (38) 
Suppose ((Qz - S,R, S, ) 1 T ‘I2 A + BF, - BR,‘Sl) is detectable. Put , 
Q = Qi + Q2 + Fir@, - R,)F,, (39) 
s = 0, (40) 
R =R,. (41) 
Then the Ricccati equation (21) has a unique positive semi&finite stabilizing 
solution P, and (22) is satisfied, where P, is the unique positive semidefinite 
solution of the Riccati equation (12). In addition, F of (23) satisfies (241, 
where F, is the optimal gain given by (11). 
Proof. By adding the Riccati equations (6) and (12) under the assump- 
tions of this theorem, we obtain the Riccati equation of the form (21) with 
Q, S, R given by (39)-(41) and P given by (22). That this P satisfies the 
other assertions can be proved in a similar fashion to the proof of Theorem 1. 
n 
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PROPOSITION 2. Let Q, S, and R be as given in Theorem 2. 
(i) If <Qi/“, A) is detectable, then (Q”‘, A) is detectable. 
(ii) 1s (Q’j2, A) is detectable, then ((Q2 - S2R,1S~)‘/2, A + RF, - 
BR,‘Sl) is detectable. 
4. DISCRETE-TIME CASE 
Consider a discrete-time plant 
x(k + 1) = Ax(k) + h(k) 
where (A, B) is stabilizable. The SOC procedure for 
(42) 
this plant becomes 
follows. (Only the basic part is described, to economize space). First, let 
be a positive semidefinite solution of the discrete-time Riccati equation 
as 
Pl 
P, = ATP,A + Q1 - (AT&B + S1)(R1 + BTP,B)-l(BTP,A + sl’), 
(43) 
and let F, be the gain 
F, := -(R1 + BTP@(BTP,A + Sl’), (44) 
where we assume 
Ql Sl 
i 1 5'; R, “’ R, > 0. (45) 
Second, let P, be a positive semidefinite solution of the discrete-time Riccati 
equation 
P, = ( A -t BF#P,( A + RF,) + Q2 
-[(A + BFl)TP,B + S,](R, + BTP2B)-1[BTP2(A + RF,) + S;], 
(46) 
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and let F2 be the gain 
F, = -(R2 + BTP,B)-l[ BTP,( A + BF,) + S;], (47) 
where we assume 
Qz S, 
[ 1 sz’ R, a O, R, > 0. (48) 
Continue in this way and obtain a series of optimal feedback gains 
F,, F,, . . . > F,,. The overall state feedback gain F0 is given by the same 
equation [i.e., (1611 as the continuous-time case. 
For the above discrete-time SOC procedure, we have the following 
theorem, which is the counterpart to Theorem 1. 
THEOREM 3. Suppose (A, B) is stabilizable, (Qa’“, A + BF,) is de- 
tectable, S, = 0, and R, z R, + BTP, B, where F, is the gain given by (44) 
using a positive semidefinite solution P, of the discrete-time Riccati equation 
(43). Put 
Q = Q1 + Q2 + F,T( R, - R, - BTP, B) F,, (49) 
S = S, - F;( R, - R, - BTP, B), (50) 
R = R, - BTP,B. (51) 
Then the discrete-time Riccati equation 
P = ATPA + Q - ( ATPB + S)( R + BTPB)‘-‘( BTPA + ST) (52) 
has a unique positive semidefinite stabilizing solution P [i.e., a positive 
semidefinite solution such that A - B( R + BTPB)-‘( BTPA + ST> is asymp- 
totically stable], and 
P = P, + P, (53) 
is satisfied, where P, is the unique positive semidefinite solution of the 
discrete-time Riccati equation (46). In addition, the optimal gain given by 
F := -(R + BTPB)-l( BTPA + ST) (54) 
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is equal to the sum of F, and F2: 
F = F, + F, (55) 
where F, is the optimal gain given by (47). 
Proof. By adding (43) and (46) under the assumptions of this theorem, 
we obtain (52) with Q, S, R given by (49)~(51) and P given by (53). That this 
P satisfies the other assertions can be proved in a similar fashion to the proof 
of Theorem 1 except that we must employ the results of [9] instead of [S]. n 
If we set S, = 0 and R, = R, + BrP,B, then S of (50) vanishes and the 
above theorem reduces to the result of Amin [2]. This theorem can be given a 
similar interpretation to that of Theorem 1. The assumption R, 2 R, + 
BTP, B can be always satisfied by scaling, and so does not cause any loss of 
generality in the design phase. We can show that the statement of Proposition 
1 is true also in the discrete-time case. 
As the counterpart to Theorem 2, we can obtain the following result. 
THEOREM 4. Suppose that (A, B) is stabilizable, S, = 0, R, + BTP,B 
> R, > BTP,B, and S, is given by 
S, = -F,T(R, + BTP,B - R2), (56) 
where Fl is the gain given by (44) using a positive semidefinite solution P, of 
the discrete,-time Riccati equation (43). Suppose Qz > S, R2 ‘Sl, so that 
Qz Sz 
[ 1 Sz' R, “. 
Suppose ((Q2 - S, R2 S, > ’ T ‘/’ A + BF, - BR, ‘Si) is detectable. Put , 
Q = Q1 + Qz -I- F,T(R, + BTP,B - R,)F,, 
(57) 
(58) 
s = 0, (59) 
R = R, - BTP,B. (60) 
Then the discrete-time Riccati equation (52) has a unique positive semide$- 
nite stabilizing solution P , and (53) is satisfied, where P, is the unique 
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positive semidefinite solution of the discrete-time Riccati equation (46). In 
addition, F of (54) satisfies (551, w h ere F, is the optimal gain given by (47). 
We can show that the statement of Proposition 2 is true also in the 
discrete-time case. 
5. APPLICATIONS OF THE MAIN RESULTS 
In this section, we introduce two problems in which the results obtained 
in the previous sections have useful applications. 
First, in a two-degree-of-freedom design method for linear-quadratic- 
integral (LQI) servo systems [4,5], tracking characteristics are first optimized 
by a state feedback which is designed based on the LQ regulator theory, and 
then disturbance rejection characteristics are improved without affecting 
tracking characteristics (i.e., keeping some of the closed-loop poles un- 
changed) by appending another integral feedback loop, which is also designed 
on the basis of LQ optimality. To validate this procedure, it is naturally 
desirable to assure that the total feedback comprising double optimal feed- 
back loops is actually optimal with respect to a certain performance index and 
to clarify the explicit relation between that performance index and those 
employed in each optimization step. The results given in the previous sections 
(especially those with R, z A,) are useful for such purposes. Complete 
argument is given in [4] and [5], and will not be repeated here. 
Second, we show that our results are useful also in the design of LQ 
regulators with frequency-dependent weighting matrices [lo]. The problem 
studied in [lo] is as follows (we consider only the simplest case). Suppose that 
we have determined the optimal state feedback u = Kx, for the plant 
dx 
p = A,x, + B,u, 
dt 
y=c x 
P P 
with respect to the performance index 
J = km( yW,,y + dRu) dt, (62) 
and obtained satisfactory transient responses of the closed-loop system, but 
that the total performance of the closed-loop system is not satisfactory, 
because the robustness against unmodeled high frequency dynamics of the 
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plant is very poor. In order to improve the robustness, we consider another 
frequency-dependent performance index 
J = /x;( yrwalj + ZTWZ + UT%) dt (63) 
with z(s) = T(s)y( ) s , w h ere T(s) and W are design parameters. In choosing 
T(s) and W, it is natural to try to keep the satisfactory transient responses, 
which were attained in the first step, unchanged as much as possible. So, in 
[lo], it was proposed to determine T(s) and W so that the set of the resulting 
closed-loop poles includes all the eigenvalues of A, + B, K (i.e., the poles of 
the closed-loop system obtained in the first step). 
Supposing that T(s) has a realization 
dw 
x = A,w + B,y, 
it was shown in [lo] that 
z = C,w + D, y, (64) 
A, = (AP + B,K) + BTCp, C, = C,, D, = I, (65) 
with arbitrary B, and W (2 01, solves the above problem. 
We can interpret the above result from the viewpoint of SOC procedures 
as follows. Consider the augmented plant consisting of the plant (61) followed 
by T(s), whose realization is 
(C,A,B) = (rD& cT]>[Bz;p I].[ %]i. (66) 
and apply the SOC procedure to it. Let the parameters of the first perfor- 
mance index (2) be 
Qr= [ct;cP 81, S, =O, R,=R. (67) 
Then it can be verified that the above first performance index coincides with 
the performance index (62), that the optimal input u = I&, for the plant 
(61) with respect to the performance index (62) is a solution of the first-step 
optimization problem (i.e., F, = [K, 0], x = [ rf, wTIT), and that the realiza- 
tion of one-step optimized system becomes 
(68) 
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Next, let the parameters of the second performance index be 
Qs = [ DTCp CTITW[ DTC, CT]) s, = 0, R, = R. (69) 
Then, by Theorem 1, the resulting two-step optimized system is equivalent to 
the optimal closed-loop system for the plant (66) under the performance 
index with 
CTW C + CTDTWD C P 0~~~;‘ TP ‘$zT, 1 s = 0, R = R. T T P T T 
(70) 
In view of z(s) = T(s)y(s), we can restate the above result as follows: the 
two-step optimized system is further equivalent to the optimal closed-loop 
system for the plant (61) under the frequency-dependent performance index 
(63). This argument gives a simplified proof for Lemma 2.2 of [lo]. The 
selection (65) could be interpreted as making the eigenvalues of A, + BP K 
of (68) hidden modes, in order for them to remain closed-loop poles. 
In both of the above examples, dynamic elements other than the plant 
[i.e., the integral compensator in the first example, and the frequency-depen- 
dent weighting matrix T(s) in the second example] play an important role in 
improving the total performance of the closed-loop system. This indicates 
that our results are useful for solving dynamic control problems, although 
they are stated in the setting of static feedback control. Another common 
aspect of the above examples is that some of the closed-loop poles are kept 
unchanged while improving the total performance of the closed-loop system. 
This suggests that our results are useful to construct an LQ optimal control 
system part by part. The successive pole-shifting problems studied in [ll, [2], 
and [ll] are the simplest class of such problems. 
6. CONCLUSION 
In this paper, we have studied the successive optimal construction (SOC) 
procedure of state feedback gains in both the continuous-time and the 
discrete-time case, and generalized the previous results of Solheim [l] and 
Amin [2] in the following respects. In the continuous-time case, while 
Solheim studied only the case of R, = R, = *a- R,, we considered the case 
where Ri (i = 1, . . . . n) are not equal in general. For that case, we gave an 
overall performance index in an explicit form, which generally involves a cross 
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term between the input and state of the plant and which is a generalization of 
Solheim’s one. Moreover, we also considered the case when a (partial) 
performance index at each step has a cross term between the input and state, 
and gave a method for selecting the performance index at each step so that 
the overall performance index does not have a cross term. Parallel generaliza- 
tions for the discrete-time case were also made. 
The results of this paper play an important role in the two-degree-of-free- 
dom design method for LQI (i.e., linear-quadratic-integral) servo systems 
[4,5], and are also useful in other design methods for control systems (e.g., 
[lo] and [ll]). 
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