I. INTRODUCTION

D
ECISION level fusion has been employed in recent years to increase the accuracy in classification of satellite images beyond the level achieved by individual classifiers. Typically, decision level fusion involves either statistical parametric classifiers or neural networks trained on the same data , and a method that combines their outputs into a single one. The main reason for the use of multiple classifiers is that remote sensing (RS) data often can be quite complex, and some classifiers may perform better in terms of accuracies for some parts of the data, while others possibly yield superior results for other parts. If one could pick the best classifier to use for every pixel in a particular image, only the misclassified pixels in the output classification map would be the ones that were wrongly classified by all methods. Admittedly, in combining classifiers, one can also run in a situation where the selection of classifiers is so bad that the combined result is worse than that of some of the individual classifiers. Various methods have been used for the fusion of classifiers decisions. Widely applied approaches are the linear opinion pool (LOP) and the logarithmic opinion pool (LOGP), which use the weighted sum and the weighted product, respectively, of the posterior probabilities obtained by the individual classifiers. For the LOP and LOGP, the weights are selected in various ways and generally tend to reflect the goodness of the separate input data [1] . Voting concepts have also been used, namely, majority voting and complete agreement. A variant of such approaches is a method where a statistical classifier and a neural network are trained on the same data set. There, if the methods disagree for some samples, a second neural network is trained on those samples, and the final classification is based on the second neural network [2] . The aforementioned methods have shown varying results. Some results were quite encouraging while others were not.
In this paper, we are less concerned with the combination scheme, unlike most of the literature in decision level fusion. We are more concerned with the individual classifiers that are to be combined. Our objective is to establish a connection between classifier agreement and the improvement in classification accuracy caused by the combination of the classifiers. We claim that to some extent the results depend on the level of agreement between the original classifiers. Therefore, we suggest that this agreement must be asserted before any decision level fusion takes place. The combination of two methods that agree everywhere cannot lead to any accuracy improvement no matter how ingenious a combination method is employed. Intuitively, this can be compared to measuring a man's height several times and then calculating the average, or having people voting twice and checking if they agree with themselves. Additionally, even when two classifiers do not agree everywhere, but in the presence of disagreement one is consistently right and the other is always wrong, there is no improvement to be made to the results obtained by the first classifier.
The paper is organized as follows. First, there is a brief review of methods applied for decision level fusion in remote sensing. Then, the assessment of classifier agreement is discussed in Section III. Experimental results for a multisource data set are given in Section IV. The case of more than two classifiers is addressed in Section V. Finally, conclusions are drawn.
II. METHODS FOR DECISION LEVEL FUSION
Decision level fusion can be defined as the process of fusing information from individual data sources after each data source has undergone a preliminary classification. Such methods can also be considered for combination of different classifiers applied on the same data. As stated previously, the LOP and the LOGP are widely used decision fusion approaches. These approaches are described below for multisource classification, where an individual classifier can be considered as a classifier for a single data source. The LOP has the following (group probability) form for the user specified information (land cover) class if data sources are used where is an input data vector where each is a source-specific pattern which is multidimensional if the data source is multidimensional, , is a source-specific posterior probability and are source-specific weights which control the relative influence of the data sources. On the other hand, the LOGP can be described by As stated previously, the weights used for the LOP and LOGP should reflect the goodness of the separate input data sources, i.e., relatively high weights should be given to data sources that contribute to high accuracy. There are at least two potential weight selection schemes [3] . The first scheme is to select the weights in such a way that they weigh the individual data sources but not the classes within the sources. Here, reliability measures that rank the data sources according to their goodness can be used as basis for heuristic weight selection. These reliability measures might be, for example, source-specific overall classification accuracy of training data, overall separability, or equivocation [1] .
The second scheme is to choose the weights in such a way that they not only weigh the individual data sources but also the classes within the data sources. This approach relies on the fact that some data sources may be better suited than others in classifying a specific class. This scheme consists of defining a function where contains source-specific aposteriori discriminative information (either the posterior probabilities or a logarithm of the posterior probabilities) and corresponds to the source-specific weights in the LOP/LOGP [3] . The output can then be used for classification based on the usual maximum selection rule.
In the case where is nonlinear, a neural network can be used to obtain a mean square estimate of the function, and the LOP or LOGP classifiers with equal weights can be considered to preprocess the data for the neural network. Then, the neural network learns the mapping from the source-specific a posteriori probabilities to the output classes. Thus, the neural network is used to optimize the classification capability of the consensus theoretic classifiers [3] .
Inspired by [2] and the combination of LOP/LOGP and neural networks, Benediktsson and Kanellopoulos [4] suggested three voting schemes based on the parallel use of neural and statistical classifiers followed by a second neural network for handling ambiguous samples. Their combination schemes were in all cases considered to be two stage processes; with statistical and/or neural classifiers in stage one, and a single neural network in stage two. Their suggested voting schemes were: 1) Majority Voting: When the majority of the individual source-specific classifiers (classifiers trained on the individual data sources) agree on the classification of a sample, the sample is classified to that class. Otherwise the sample is rejected and a separate neural network is trained on the collection of rejected samples. 2) Complete Agreement: When all the individual source-specific classifiers agree on the classification of a sample, the sample is classified to that class. Otherwise, the sample is rejected and a separate neural network is trained on the rejected samples. 3) CONSNN-NN: A neural network and a LOGP classifier are trained separately on all the data. When the two distinct classifiers agree on the classification of a sample, the sample is classified to their agreed class. If they do not agree, the sample is rejected and a separate neural network is trained on the collection of rejected samples. All the voting procedures suggested in [4] are dependent on having "enough" training data available. If relatively few samples are rejected, the neural networks in the second stage will not be trained on enough representative samples and, therefore, they will not generalize well. In experiments in [4] , the voting schemes mentioned previously were outperformed in terms of test accuracies by the LOGP method optimized by a neural network. The results in [4] concerned the classification of the multisource data set used in the experiments in this paper.
III. ASSESSING CLASSIFIER AGREEMENT
In this paper, we will assess agreement on correct classification and agreement on error rather than agreement in general. In order to do so we match the results from individual classifiers for a given sample in a dichotomous outcome based on the correct or erroneous outcome of the classification by two methods. This results in a 2 2 table shown in Table I . Table I is very informative. The cell at the lower right part of the table gives the number of samples that will inevitably be misclassified. If that number is divided by the total number of classified samples, the result will give an upper limit of the classification accuracy. The value of can be considered a very important indicator since it shows the potential gains in classification accuracy that can be obtained by combining two classifiers. On the contrary, the cell at the upper left side gives the number of samples, which cannot possibly be misclassified in a combination. If that number is divided by the total number of samples, the result will give a lower limit of the classification accuracy of any combined classification scheme. Then, the two off-diagonal cells provide the relative goodness of the two classifiers. Classifiers with fewer samples in the off diagonal cells have little to gain from their combination no matter how successfully it is performed. The reason for this is that the classifiers are correlated; i.e., what one classifier decides tells us a lot about what the decision of the other one will be.
Below are some statistical measures of agreement [5] . The notation used is shown in Table II. are proportions, and The kappa statistic has been used [7] for assessing the accuracy of classification of RS data based on the error matrix (matrix of size ) in that case. This in effect means checking the extent to which our classifier agrees with the reference data. A slightly more complicated version addresses the agreement problem when there are more than two possible outcomes We use this version of the kappa statistic when we compare accuracies for the different classifier combinations. For the same purpose, we also use the tau statistic, which is based on a different calculation for random agreement [8] . For the case of equal a priori probabilities, the tau coefficient is IV. EXPERIMENTAL RESULTS An experiment was performed using multisource multitemporal data from Lisbon, Portugal, and the surrounding area. The data set consists of two Landsat TM images detected in January and June 1991 (both provided by Eurimage, Italy) and one ERS-1 ellipsoid geocoded SAR image detected in March 1992 (provided by DLR, Oberpfafenhoffen, Germany). All images were systematically corrected by the provider and geometrically corrected at the Joint Research Centre, Ispra, Italy. The two image types had different spatial resolutions and were resampled to a 25-m resolution while the SAR image was recalled to 8-bit intensity. The fused data consisted of 13 channels (the thermal band was excluded for both Landsat TM images) and had a size of pixels pixels, covering an area of approximately 80 km 80 km. There were a total 41 340 labeled samples available. Of the labeled samples, 17 648 were assigned to the training set and 23 692 to the test set. All the reference data were labeled according to "CLUSTERS," a hierarchical land use statistical nomenclature from the European Statistical Office (EUROSTAT). Table III contains the detailed breakdown of the reference data set into training and testing for each land-use class. More details about the data set can be found in [4] . Four classification methods were used for the initial classification, three statistical and one neural network.
• The minimum distance (MD) computes the Mahalanobis distance [6] with every one of the 12 land-use classes for each sample, and assigns the sample to the class with the smallest distance.
• Linear discriminant analysis (LDA) assigns a sample to the class with the maximum posterior probability given that all classes have a common (pooled) covariance matrix [6] .
• Quadratic discriminant analysis (QDA) assigns a sample to the class with the maximum posterior probability. In this case, each class has its own covariance matrix [6] .
• A conjugate gradient neural network (CGNN) [3] with 13 inputs, one hidden layer containing 20 neurons, and 12 outputs. It is expected that for this data set, the neural classifier performs better than the statistical parametric ones since the data are quite far from being multivariate Gaussian. One convenient method to check multivariate normality is by looking at the normal plots of the principal components of the data. The normal probability plots of the first three principal components for the first two classes are shown in Figs. 1 (training data) and 2 (test data). All the plots bend in at least one edge, indicating nonzero values for skewness and kurtosis.
The classification results giving per class accuracy (percent) of the four original classifiers for the training and the test data are shown in Table IV .
From the results in Table IV , it is clear that for this data set, the MD is the worst classifier, giving a classification accuracy of just 56% for test data. On the other hand, the CGNN is seen to be the best classifier with an accuracy of 86% for the test set. QDA and LDA give test accuracies of 80% and 73%, respectively. The obvious strategy would be to combine the two best classifiers, namely, the CGNN and the QDA. However, the picture is quite different when the agreement is taken into consideration.
Table V(a) and (b) show specific agreement proportions (for agreement on error) and the value of the kappa statistic for six 2 2 tables, each of which is based on Table I. The 2 2 tables were generated in each case by using only two categories: correct and incorrect. It should be noted that when both methods are wrong in classifying a particular sample and indicate different classes, they are still marked as agreeing on error although they actually disagree as to which class the specific sample belongs to.
Both measures of agreement show that the MD is the least agreeable with any of the other three classifiers. If agreement alone was utilized to choose the combination, then the chosen combination would be MD and CGNN with a kappa value of 0.230 for test data and 0.289 for training data. However, these are the smallest kappa values and both indicate poor agreement. At the same time, the value of kappa for the combination QDA and CGNN (the two best classifiers) at 0.543 for training data and 0.556 for test data indicate good agreement. For more details, we can look at Table VI(a) and (b), which contain the six possible 2 2 tables for both the training VI(a) and test (b) data sets.
The results in Table VI (a) and (b) clearly show a different picture from the corresponding ones in Table IV. According to  Table VI , the MD classifier has the highest potential to improve on the results of CGNN for the training data and the second highest for the test data. Also, admittedly, it has the highest potential to deteriorate these results.
We now proceed to combine all classifiers (12 pairs) using the LOP method optimized with a conjugate neural network. In that case, we used the class-specific posteriors obtained from the LDA, QDA, and the CGNN as inputs to the neural network along with the class-specific distances obtained by the MD. When two classifiers were combined, this resulted in a neural network combiner with 24 inputs, 20 hidden neurons, and 12 outputs.
In Table VII , the overall accuracy, the kappa statistic for the error matrix, and the tau statistic for all the six combinations presented previously are shown for test data (the tau coefficient was computed assuming equal prior probabilities). The obtained results are quite interesting. The combination of MD and CGNN is the best overall classifier in terms of accuracies. The best overall accuracy is 87.4%. Second best is the combination of CGNN with QDA, giving 86.6% overall accuracy. This difference of overall accuracy for the test data, though small (0.8%), cannot be attributed to chance, since it was found significant using a McNemar's test ( -value ) . The accuracies based on the kappa and tau coefficients show a similar pattern. The tau coefficient tends to overcome the overestimation of chance expected agreement of the kappa coefficient. Indeed, as shown in Table VII , its values lie closer to the overall accuracies than those of the kappa coefficient. A test for the differences of the tau coefficients of the MD-CGNN and QDA-CGNN combinations gave a value of 2.519, which is significant at the 95% level.
Table VII also shows that although the MD is a poor classifier, it is a very good companion classifier. For instance, the MD&QDA and the MD&LDA pairs both have far better overall accuracy than the LDA&QDA pair (85.3% and 85% against 81.2%). Confusion matrices for some of the aforementioned classifiers and combinations of them are provided in the Appendix in order to show more of the effect of the combinations on individual land use classes. For the confusion matrices, the rows denote true classes and the columns the classes selected by the classifiers and the combiners.
V. THE CASE OF MORE THAN TWO CLASSIFIERS
It is natural to extend the analysis discussed here to more than two classifiers. Then, the relevant statistics will be computed and put in a 2 table where is the number of classifiers to be combined. Again, if the table is denoted by , element will give the lower bound to the classification accuracy, providing the number of samples that cannot possibly be misclassified. Also, element indicates the number of samples that will be misclassified regardless of the method used to combine the classifiers. In the case of classifiers, the statistics are a bit more complicated to compute as compared to the case with two classifiers. One approach [9] to overcome the complexity is to divide the problem into multiple pairwise ones and compute the average of the kappas. However, a more desirable approach could be the one provided by Berry and Mielke [10] . They use special variants of multiple response permutation procedures that can be used to compute the kappa for the case of multiple observers (classifiers).
Agreement can also be assessed on a per class basis for two classification methods. If classes are available, then we will have an matrix that looks like an error matrix. However, this matrix indicates how a method classifies in relation to another method and not the reference data. In this case what is taken into account is not whether the classification is correct or not, but only if the methods agree or not in their classification of a particular sample. Then the kappa will be computed using the formula of Section III for multiple outcomes. VI. CONCLUSIONS
In this paper, the combination of several classifiers in decision level fusion has been discussed. In particular, the focus of the paper has been on the effect of the agreement of individual classifiers on combined classification. Two statistics were proposed to assess classifier agreement, both based on a table with four entries. The main findings of the paper are that the overall accuracy of a combined classifier depends not only on the way the original classifiers are fused but also on the selection of the classifiers used in the combination. Experiments were performed on a multisource remote sensing data set. The results of the experiments showed that a combination of an accurate classifier and a poor (not so accurate) classifier can, under certain circumstances, give greater improvement to overall accuracies than the combination of two accurate classifiers. The main reason for this possible behavior is that the two accurate classifiers are likely to be more correlated and, therefore, will have more agreement. Consequently, the fusion of the two accurate classifiers does not have the capabilities of improving the overall accuracies greatly. On the other hand, an accurate classifier and a poor classifier usually do not show great agreement. Therefore, there is room for improvement in terms of overall classification accuracy by fusing those classifiers.
The subject of the paper is somewhat related to the combination of weak classifiers [11] where weak classifier is a simple classifier that usually does not individually achieve high overall accuracies. A combination of several weak classifiers has shown to perform well in terms of overall accuracies on several classification problems. The results in this paper can be used to justify such a behavior. Based on our results, it is recommended that classifier agreement should be checked before any combination of classifiers takes place. In this regard, inaccurate classifiers should not be excluded from such considerations since they may have the potential to improve the overall combined accuracies.
APPENDIX
Confusion matrices for certain choices of classifiers and classifier combinations are shown in Tables VIII-XII. Ioannis Kanellopoulos received the B.Sc. degree
