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Abstract
We consider stochastic hybrid systems that stem from evolution equations with right-
hand sides that stochastically switch between a given set of right-hand sides. To
begin our study, we consider a linear ordinary differential equation whose right-hand
side stochastically switches between a collection of different matrices. Despite its
apparent simplicity, we prove that this system can exhibit surprising behavior.
Next, we construct mathematical machinery for analyzing general stochastic hy-
brid systems. This machinery combines techniques from various fields of mathematics
to prove convergence to a steady state distribution and to analyze its structure.
Finally, we apply the tools from our general framework to partial differential equa-
tions with randomly switching boundary conditions. There, we see that these tools
yield explicit formulae for statistics of the process and make seemingly intractable
problems amenable to analysis.
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1Introduction
In this thesis, we consider stochastic hybrid systems that stem from evolution equa-
tions with right-hand sides that stochastically switch between a given set of right-
hand sides.
Stochastic hybrid systems are a type of stochastic process that are used in many
areas of biology (for example, molecular biology [10], [27], [9], ecology [32], epidemiol-
ogy [15]) and many other applied areas outside of biology [31]. The word “hybrid” is
used because these processes involve both continuous dynamics and discrete events.
For the example of an evolution equation with a stochastically switching right-hand
side, the continuous dynamics are the different right-hand sides and the discrete
events are when the right-hand side switches.
In general, a stochastic hybrid system is a continuous-time stochastic process with
two components: a continuous component pXtqtě0 and a jump component pJtqtě0.
The jump component Jt is a jump process on a finite set, and for each element of its
state space we assign some continuous dynamics to Xt. In between jumps of Jt, the
component Xt evolves according to the dynamics associated with the current state
of Jt. When Jt jumps, Xt switches to following the dynamics associated with the
1
new state of Jt.
In Chapter 2, we consider the stochastic process driven by an ordinary differential
equation whose right-hand side randomly switches between a collection of different
linear terms.1 Explicitly, we consider the process pXt, Jtq where Xt P Rd solves
9Xt “ AJtXt
with Jt a continuous-time Markov jump process on a finite set E and tAjujPE a set
of real matrices. Despite their apparent simplicity, we prove that these systems can
have surprising behavior.
Specifically, we construct planar examples that switch between two matrices
where the individual matrices and the average of the two matrices are all stable
(all eigenvalues have strictly negative real part), but nonetheless the process goes
to infinity at large time for certain values of the switching rate. To state our result
precisely, let r scale the rate at which the right-hand side switches by letting Jt have
generator rQ, and define the average matrix A¯ :“ řjPE Ajpij where pi is the invariant
measure of Jt.
Theorem. There exist matrices A0, A1 P R2ˆ2 so that A0, A1, and A¯ are each stable,
but nonetheless }Xt} Ñ 8 almost surely as tÑ 8 for some switching rate r.
We further construct examples in higher dimensions where again A0, A1, and A¯
are all stable, but }Xt} has arbitrarily many transitions between converging to 8
and converging to 0 as the switching rate varies:
Theorem. For any positive integer n, there exist matrices A0, A1 and n non-overlapping
intervals tpak, bkquni“1 so that
1. A0, A1, and A¯ are each stable.
2. If the switching rate r R Ťni“1pai, biq, then }Xt} Ñ 0 almost surely as tÑ 8.
1 The contents of Chapter 2 overlap significantly with [22].
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3. For every i P t1, . . . , nu, }Xt} Ñ 8 almost surely as tÑ 8 for some switching
rate r P pai, biq.
Our work in Chapter 2 also has important implications for the general study
of stochastic hybrid systems. [12], [5], [4], and [1] all study invariant measures for
stochastic hybrid systems. Our work shows that the existence of invariant measures
may depend on the switching rates in a complicated way. In [16], [17], and [3],
the authors provide conditions under which their randomly switched systems behave
according to the individual systems for slow switching and according to the average
system for fast switching. In Chapter 2, we prove that stochastically switched linear
ODEs also obey this principle by proving that if the individual matrices are each
stable, then limtÑ8 }Xt} “ 0 for sufficiently slow switching rate and if the average
matrix is stable, then limtÑ8 }Xt} “ 0 for sufficiently fast switching rate. However,
the theorem above shows that the transition between the slow and fast switching
regimes can be arbitrarily complicated.
In Chapter 3, we develop general mathematical machinery for analyzing stochas-
tic hybrid systems.2 We are able to cast many stochastic hybrid systems into this
framework. This machinery combines techniques from various fields of mathematics,
including probability, ergodic theory, and functional analysis, to yield explicit formu-
lae for important statistics of these processes. Our methods are particularly useful
for infinite-dimensional processes, such PDEs with randomly switching boundary
conditions.
This machinery examines stochastic hybrid systems from the viewpoint of iterated
random maps on abstract spaces. We consider a stochastic hybrid system pXt, Jtq P
H ˆt0, 1u with H a separable Hilbert space. For each j P t0, 1u, we define Φtj : H Ñ
H to be the flow map for the continuous dynamics associated with state j. Thus Xt
2 The contents of Chapter 3 overlap significantly with [21].
3
is constructed by repeatedly applying the flow maps according to the evolution of
the jump component Jt.
We prove that if Jt does not depend on Xt and the flow maps Φ
t
j are contracting
in some average sense, then Xt converges in distribution as tÑ 8. Furthermore, we
prove that this limiting distribution is invariant under applications of the flow map
Φτξ for random variables τ and ξ chosen appropriately. This invariance property is
the main tool that yields explicit formulae for statistics of the process.
In Chapter 4, we apply the tools from Chapter 3 to PDEs with randomly switching
boundary conditions.3 There, we see that these tools yield explicit formulae for
important statistics of the solution. These tools are especially useful when the PDE
switches between boundary conditions of different types, such as switching between
Dirichlet and Neumann conditions.
Our work analyzing PDEs with randomly switching boundary conditions was
prompted by various biological problems, including questions in cell polarization,
neuroscience, immunology, and insect respiration. We conclude Chapter 4 by apply-
ing our results to an open problem in insect respiration.
3 The contents of Chapter 4 overlap significantly with [21].
4
2Stochastically switched linear ODEs
To begin our study of stochastic switching in evolution equations, we consider an
ordinary differential equation whose right-hand side randomly switches between a
collection of different linear terms. Despite their apparent simplicity, we prove that
these systems can have surprising behavior. The contents of this chapter overlap
significantly with [22].1
2.1 Background and setup
We consider the stochastic process pXtqtě0 P Rd where Xt solves 9Xt “ AItXt with It a
Markov process on a finite set E and tAiuiPE a set of dˆd real matrices. The stability
of this system when the switching process It is deterministic has been extensively
studied in the past decade; see [2] and [25].
In [6], the authors study the stochastic problem in the plane with It a Markov
process and E “ t0, 1u. The authors assume both A0 and A1 are Hurwitz (all
eigenvalues have strictly negative real part) and prove the surprising result that }Xt}
1 First published in Communications in Mathematical Sciences in 2014, published by International
Press.
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may converge to 0 or `8 as t Ñ 8 depending on the switching rate as long as an
average matrix A¯ “ λA0 ` p1´ λqA1 has a positive eigenvalue for some λ P p0, 1q.
In this chapter, we show that the assumption that the average matrix has a
positive eigenvalue is not necessary to ensure a blowup. Specifically, we construct
examples in the plane where A0, A1, and A¯ “ λA0 ` p1 ´ λqA1 are all Hurwitz,
but }Xt} Ñ `8 almost surely as t Ñ 8 for certain values of the switching rate.
This is significant for the general study of switching processes because it shows
that the dynamics of the switching process can be very different from both the
individual dynamics (in this case, the Ai’s) and the averaged dynamics (in this case,
A¯). These planar examples are also interesting because they have multiple transitions
between }Xt} going to 0 and going to `8 at large time as the switching rate varies.
Furthermore, we construct examples in higher dimensions that have arbitrarily many
such phase transitions.
Recently researchers have devoted considerable attention to randomly switched
systems and we now comment on our work in this broader context. [12], [5], [4], and
[1] all study invariant measures for such processes. Our work shows that the existence
of such invariant measures may depend in a complicated way on the switching rates.
In [16], [17], and [3], the authors provide conditions under which their randomly
switched systems behave according to the individual systems for slow switching and
according to the averaged system for fast switching. We prove that our system also
obeys this principle in Theorems 3 and 4. However, we show in Example 2 that the
transition between the slow and fast switching regimes can be quite complicated.
Furthermore, Example 3 shows that it can be as complicated as we want.
As background for these surprising results, we first prove sufficient conditions to
ensure stability for all switching rates in Section 2.2. Furthermore we also show in
Section 2.2 that the individual matrices determine the stability for slow switching
and that the average matrix determines the stability for fast switching. In Section
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2.3 we use these theorems to construct examples that show “medium” switching can
induce blowups even when the individual matrices and the average matrix are all
Hurwitz.
We conclude this introduction by defining notation. Let E “ t0, 1, . . . , n ´ 1u
and let tAiuiPE be a set of d ˆ d real matrices. For a given switching rate r ą 0,
let pItqtě0 be an irreducible continuous time Markov process with state space E and
generator rQ. Under these assumptions, the Markov process on E with generator
rQ has a unique invariant probability measure which we denote by pi. Furthermore,
pi is the unique probability vector satisfying piQ “ 0.
Define pXtqtě0 to be the solution of
Xt “ X0 `
ż t
0
AIsXs ds, pt ě 0q. (2.1)
Then pXt, Itqtě0 is a Markov process on Rd ˆ E. Unless otherwise noted, assume
throughout that the distribution of the initial condition pX0, I0q is some given prob-
ability measure on Rd ˆ E satisfying E}X0} ă 8. Define the average matrix
A¯ “
ÿ
iPE
Aipii.
The following description of our process will be useful. Let ξ1, ξ2, . . . denote the
succession of states visited by It, τ1, τ2, . . . the holding times in each state, Nptq the
number of switches before t, and at “ t ´ řNptqk“1 τk the time since the last switch.
Observe that we can write Xt as
Xt “ exppAξNptq`1atq exppAξNptqτNptqq . . . exppAξ1τ1qX0. (2.2)
2.2 Basic stability theorems
Theorem 1 (normal case). If Ai is normal and Hurwitz for each i P E, then }Xt} Ñ
0 monotonically as tÑ 8 almost surely.
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Proof. Since each Ai is normal and Hurwitz, there exists a γ ą 0 so that for each Ai
and for every t ą 0,
} exppAitq} ď e´γt ă 1.
Therefore
}Xt} “ } exppAξNptq`1atq exppAξNptqτNptqq . . . exppAξ1τ1qX0}
ď } exppAξNptq`1atq}
´Nptqź
k“1
} exppAξkτkq}
¯
}X0}
ď e´γt}X0} Ñ 0 as tÑ 8.
To see that the convergence is monotonic, let 0 ď s ď t and replace X0 by Xs in the
calculation above.
Theorem 2 (commuting case). Assume tAiuiPE is a commuting family of matrices.
If A¯ is Hurwitz, then }Xt} Ñ 0 as tÑ 8 almost surely.
Proof. Since A¯ is Hurwitz, there exist positive β and γ so that for each t ě 0
} exppA¯tq} ď βe´γt.
For each t ą 0, define
Ct “ 1
t
´Nptqÿ
k“1
Aξkτk ` AξNptq`1at
¯
“
ÿ
iPE
Ai
1
t
ż t
0
1Is“i ds.
Now since tAiuiPE is a commuting family of matrices, Equation (2.2) becomes
}Xt} “ } exp
´Nptqÿ
k“1
Aξkτk ` AξNptq`1at
¯
X0} “ } exp pCttqX0}
“ } exp `A¯t˘ exp `pCt ´ A¯qt˘X0} ď βe´γte}Ct´A¯}t}X0},
Since Q is irreducible, Ct Ñ A¯ almost surely as tÑ 8 since 1t
şt
0
1Is“idsÑ pii almost
surely as tÑ 8 (see [28], page 126). Thus, }Xt} Ñ 0 almost surely as tÑ 8.
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Remark. If tAiuiPE is a commuting family of matrices and each Ai is Hurwitz, then
A¯ is Hurwitz. This is an immediate consequence of the fact that eigenvalues “add”
- in some order - for commuting matrices.
Theorem 3 (slow switching). Assume Ai is Hurwitz for each i P E. Then there
exists a constant a ą 0 so that if r ă a, then }Xt} Ñ 0 as tÑ 8 almost surely.
Proof. Since each Ai is Hurwitz, there exist β ą 1 and γ ą 0 so that for each Ai and
each t ě 0
} exppAitq} ď βe´γt.
Therefore from Equation (2.2), we have that
}Xt} ď } exppAξNptq`1atq}
´Nptqź
k“1
} exppAξkτkq}
¯
}X0}
ď βNptq`1e´γt}X0} “ exp
ˆ´Nptq ` 1
t
log β ´ γ
¯
t
˙
}X0}.
(2.3)
Next we claim that we have the following almost sure convergence as K Ñ 8
1
K
Kÿ
k“1
τk Ñ pr
ÿ
iPE
piiqiq´1, (2.4)
where qi is the ith diagonal entry of Q. To see this, let s
i
j denote the duration of
the jth visit of the process It to state i P E and let VipKq :“ řKk“1 1ξk“i denote the
number of visits to i before the Kth jump of the process It. Then
1
K
Kÿ
k“1
τk “
ÿ
iPE
1
K
VipKqÿ
j“1
sij “
ÿ
iPE
VipKq
K
1
VipKq
VipKqÿ
j“1
sij.
For each i P E, VipKq
K
Ñ qipii{přkPE qkpikq almost surely as K Ñ 8 since Q is
irreducible. And by the strong law of large numbers, 1
VipKq
řVipKq
j“1 s
i
j Ñ 1rqi almost
surely as K Ñ 8. Therefore, Equation (2.4) is verified.
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By the definition of Nptq we have that řNptqk“1 τk ď t ď řNptq`1k“1 τk. ThereforeřNptq
k“1 τk
Nptq ď
t
Nptq ď
řNptq`1
k“1 τk
Nptq ` 1
Nptq ` 1
Nptq . (2.5)
Since each τk is almost surely finite, Nptq Ñ 8 almost surely as t Ñ 8. It then
follows from combining Equations (2.4) and (2.5) that
Nptq
t
Ñ r
ÿ
iPE
piiqi almost surely as tÑ 8.
So if r ă γp2 log βřiPE piiqiq´1, then }Xt} Ñ 0 almost surely as tÑ 8 by Equation
(2.3).
Theorem 4 (fast switching). Assume A¯ is Hurwitz. Then there exists a constant
b ą 0 so that if r ą b, then }Xt} Ñ 0 as tÑ 8 almost surely.
The proof relies on the following lemma. Let Eν denote the expectation with
respect to the measure of the process pItqtě0 with I0 distributed according to ν. Since
we will consider processes with different switching rates, let us momentarily make the
dependence on the switching rate explicit by letting pIprqt qtě0 be the Markov process
on E with generator rQ and define pXprqt qtě0 with respect to pIprqt qtě0 as before.
Define S
prq
t to be the operator that maps X0 to X
prq
t . Observe that S
prq
t is a function
of pIprqs q0ďsďt.
Lemma 1. For every probability measure ν on E and for every t ą 0,
Eν}Sprqt } Ñ } exppA¯tq} as r Ñ 8.
Proof. Define tξ1i u8i“1, tτ 1i u8i“1, tN1ptqutě0, and ta1t utě0 as before but now with respect
to tIp1qt utě0. Let the distribution of I0 be a given probability measure ν on E and
for λ ą 0 define
S˜λt “ exp
´
ATξ11
τ 11
λ
¯
exp
´
ATξ12
τ 12
λ
¯
. . . exp
´
ATξN1pλtq
τN1pλtq
λ
¯
exp
´
ATξN1pλtq`1
a1λt
λ
¯
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where we denote the transpose of a matrix B by BT . Observe that if r “ λ, then S˜λt
has been defined so that pS˜λt qT and Sprqt are equal in distribution.
By [19], S˜λt Ñ exppA¯T tq almost surely in the strong operator topology as λÑ 8.
Since Rd is finite-dimensional, we actually have that the convergence holds in the
uniform operator topology. Since }B} “ }BT } for every matrix B, it follows that
}S˜λt } Ñ } exppA¯tq} almost surely as λÑ 8.
Since }S˜λt } ď exppmaxi }Ai}tq for every λ ą 0, the bounded convergence theorem
gives
E}S˜λt } Ñ } exppA¯tq} as λÑ 8.
Since }S˜λt } and }Srt } are equal in distribution, the proof is complete.
of Theorem 4. Since A¯ is Hurwitz, there exist positive numbers β and γ so that for
every t ě 0
} exppA¯tq} ď βe´γt.
Thus we can choose T ą 0 so that } exppA¯T q} ă 1
4
. By Lemma 1 there exists a b ą 0
so that if r ą b, then Ei}SprqT } ă 12 for each i P E, where Ei denotes the expectation
with respect to the measure of the process pItqtě0 with initial measure PpI0 “ iq “ 1.
Let r ą b and define the process tMnu8n“0 and the filtration tFnu8n“0 by
Mn “ }XnT } and Fn “ σppXt, Itq : 0 ď t ď nT q.
We claim that Mn is a supermartingale with respect to Fn. It’s immediate that
Mn P Fn and E|Mn| ď eΛnT ă 8 for Λ :“ maxiPE }Ai}. For 0 ď s ď t, define Sps, tq
to be the operator that maps Xs to Xt. We now check the supermartingale property.
ErMn`1|Fns ď Er}SpnT, pn` 1qT q} }XnT }|Fns
“MnEr}SpnT, pn` 1qT q}|Fns
“MnEInT }SpnT, pn` 1qT q}
ď 1
2
Mn.
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Taking the expectation of the above inequality and iterating yields EMn ď 12nEM0.
Therefore Mn converges in L
1 to 0 since Mn ě 0. Also since Mn ě 0, the martingale
convergence theorem implies that Mn must converge almost surely. Therefore Mn
converges almost surely to 0.
To conclude that }Xt} Ñ 0 almost surely, we need to control }Xt} at times
between multiples of T . This is easily obtained since }Xt} cannot grow faster than
eΛt. Let ω P Ω be such that Mnpωq Ñ 0 and let  ą 0. There exists N “ Npω, q so
that for all n ě N ,
}Mnpωq} ă e´ΛT .
Thus for all t ě NT ,
}Xtpωq} ď }pSpt´ T tt{T u, tqXT tt{T uqpωq} ď eΛTMtt{T upωq ă .
Since this set of ω’s has probability one, the proof is complete.
Example 1. Assume E “ t0, 1u and Q “ ` ´1 11 ´1 ˘. Define
A0 “
ˆ
1 4
0 ´2
˙
A1 “
ˆ´2 0
0 1
˙
.
Then A0 and A1 each have a positive eigenvalue, but A¯ “ 12pA0`A1q is Hurwitz. So
despite the fact that each individual matrix is unstable, Theorem 4 guarantees that
}Xt} Ñ 0 almost surely as tÑ 8 for sufficiently fast switching rate.
2.3 Medium switching can be complicated
We will now construct a switching example with two matrices, A0 and A1, that is
surprising for the following two reasons. First, the individual matrices A0 and A1
and the average A¯ “ 1
2
pA0 `A1q are all Hurwitz, but }Xt} will still blow up at large
time for certain values of the switching rate. In [6], the authors show that }Xt} can
blow up if the two individual matrices A0 and A1 are Hurwitz as long as the average
12
matrix has a positive eigenvalue. Thus our result shows that this assumption on the
average matrix is not necessary.
Second, the asymptotic behavior of the following example has multiple “phase
transitions” as the switching rate varies. That is, the process goes to zero at large
time for both slow and fast switching, but blows up for medium switching.
We also remark that we can choose the negative real part of all the eigenvalues
of A0, A1, and A¯ to have arbitrarily large absolute value.
Example 2. Assume PpX0 “ 0q “ 0 and let E “ t0, 1u and Q “
` ´1 1
1 ´1
˘
. We will
show the existence of matrices A0, A1 P R2ˆ2 and positive numbers a ă b, so that
1. A0, A1 are each Hurwitz.
2. A¯ “ 1
2
pA0 ` A1q is Hurwitz.
3. If r R pa, bq, then }Xt} Ñ 0 almost surely as tÑ 8.
4. }Xt} Ñ 8 almost surely as tÑ 8 for some value of r P pa, bq.
For positive α and c, we define
A0 “
ˆ´α c
0 ´α
˙
A1 “
ˆ´α 0
´c ´α
˙
.
Observe that A0 and A1 each have ´α ă 0 as their only eigenvalue. The two
eigenvalues of A¯ “ 1
2
pA0`A1q are ´α˘ ic{2. Thus A0, A1, and A¯ are each Hurwitz.
By Theorems 3 and 4, }Xt} Ñ 0 as t Ñ 8 almost surely for sufficiently large r and
for sufficiently small r. We will show that }Xt} Ñ `8 as t Ñ 8 almost surely for
some intermediate values of r.
We use polar coordinates to study the large time behavior of }Xt}. Our technique
follows [6] in this setting and the well known utility of the polar representation when
studying Lyapunov exponents (especially in two-dimensions) which dates back to at
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least [18]. Define the radial process Rt :“ }Xt} and define the angular process Ut
as the point on the unit circle S1 given by Xt{Rt. A short calculation shows that
between jumps Rt and Ut satisfy
9Rt “ RtxAItUt, Uty (2.6)
9Ut “ AItUt ´ xAItUt, UtyUt. (2.7)
The advantage of this decomposition is that the evolution of the angular process
doesn’t depend on the radial process. Therefore pUt, Itq is a Markov process on
S1 ˆ t0, 1u.
Lemma 2. If we identify θ P R with pcos θ, sin θq P S1, then the unique invariant
measure of the angular process Ut is given by
µpdθ, iq “ pipθ; r{cq1r0,2pispθq dθ
where for any parameter λ ą 0, the functions p0 and p1 satisfy
pipθ;λq “ p1´ipθ ` pi{2;λq “ pipθ ` pi;λq for θ P R, (2.8)
and p0pθ;λq ă p1pθ;λq for θ P p´pi
2
, 0q. (2.9)
Proof. Define the process Θt P R to be the lift of Ut P S1 from the circle to its covering
space R. That is to say Θt is the unique process so that Ut “ pcos Θt, sin Θtq, Θt is
continuous in t, and Θ0 P r0, 2piq. It follows from Equation (2.7) and plugging in our
values for A0 and A1 that between jumps Θt satisfies
9Θt “ ´crIt cos2pΘtq ` p1´ Itq sin2pΘtqs ď 0.
Since miniPt0,1u´cri cos2pθq ` p1´ iq sin2pθqs ď ´c{2 ă 0 for all θ P R, it follows that
Θt Ñ ´8 as t Ñ 8 almost surely. Since Θt is continuous, we conclude that the
Markov process pUt, Itq is recurrent and irreducible and must have a unique invariant
measure.
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If we identify θ P R with pcos θ, sin θq P S1, then the adjoint of generator of the
Markov process pUt, Itq is
pL˚qqpθ, iq “ Bθ
`
c
“p1´ iq sin2pθq ` i cos2pθq‰ qpθ, iq˘` rpqpθ, 1´ iq ´ qpθ, iqq.
For θ P p´pi
2
, 0q and λ ą 0, define
Hpθ;λq “ exp p´2λ cotp2θqq
ż 0
θ
exp p2λ cotp2yqq sec2pyq dy
p0pθ;λq “ C csc2pθqλHpθq
p1pθ;λq “ C sec2pθq r1´ λHpθqs .
where
Cpλq “
«
4
ż 0
´pi
2
sec2pxq ` pcsc2pxq ´ sec2pxqqλHpxq dx
ff´1
.
Define Hp0;λq “ 0 “ p0p0;λq and p1p0;λq “ Cpλq. Extend p1 and p0 to be defined
on the rest of the real line by Equation (2.8). It is easy to check that these three
functions are well-defined.
Writing pipθ;λq as ppθ, i;λq, it is easy to check that L˚ppθ, i;λq “ 0 for all θ P R
and for i “ t0, 1u. Thus, the measure µ defined in the statement of the lemma is the
unique invariant measure for pUt, Itq.
We now check that p0 and p1 satisfy Equation (2.9). Let λ ą 0 and observe that
for θ P p´pi
2
, 0q, writing 1 “ sin2pyq csc2pyq in the integrand gives
Hpθ;λq “ exp p´2λ cotp2θqq
ż 0
θ
exp p2λ cotp2yqq sec2pyq sin2pyq csc2pyq dy
ă exp p´2λ cotp2θqq sin2pθq
ż 0
θ
exp p2λ cotp2yqq sec2pyq csc2pyq dy
“ 1
λ
sin2pθq,
(2.10)
since sin2pθq is strictly decreasing on p´pi
2
, 0q and
d
dy
rexp p2λ cotp2yqqs “ ´λ exp p2λ cotp2yqq sec2pyq csc2pyq.
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Observe also that for θ P p´pi
2
, 0q
H 1pθ;λq “ λHpθ;λqpsec2pθq ` csc2pθqq ´ sec2pθq “ 1
C
pp0pθ;λq ´ p1pθ;λqq. (2.11)
Combining Equations (2.10) and (2.11), we have that for θ P p´pi
2
, 0q
1
C
pp0pθ;λq ´ p1pθ;λqq ă 0.
Thus Equation (2.9) holds.
Lemma 3. For λ ą 0, define
Gpλq :“
ż 2pi
0
pp0pθ;λq ´ p1pθ;λqq cospθq sinpθq dθ.
Then Gpλq ą 0 and
• If G ` r
c
˘ ą α
c
, then }Xt} Ñ 8 as tÑ 8 almost surely.
• If G ` r
c
˘ ă α
c
, then }Xt} Ñ 0 as tÑ 8 almost surely.
Proof. By Equations (2.8) and (2.9) in the statement of Lemma 2, we have that
pp0pθ;λq ´ p1pθ;λqq cospθq sinpθq ą 0 for all θ and thus Gpλq ą 0.
Now by Equation (2.6), we have that
1
t
log
ˆ
Rt
R0
˙
“ 1
t
ż t
0
xAIsUs, Usy ds.
Identify θ P R with eθ :“ pcos θ, sin θq P S1. It follows from Lemma 2 and Birkhoff’s
ergodic theorem that there exists a set A P S1 with µpAq “ 1 so that if U0 P A, then
1
t
log
ˆ
Rt
R0
˙
Ñ
ż
xAieθ, eθyµpdθ, iq almost surely as tÑ 8. (2.12)
Define TA :“ inftt ě 0 : Ut P Au and observe that for any U0 P S1, we have that
TA ă 8 almost surely since Ut is recurrent. Since TA is a stopping time, we have
that the convergence in Equation (2.12) actually holds for every U0 P S1.
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Plugging in our choice of A0 and A1 and the definition of µ yieldsż
xAieθ, eθyµpdθ, iq “
ż 2pi
0
xA0eθ, eθyp0pθ; r{cq dθ `
ż 2pi
0
xA1eθ, eθyp1pθ; r{cq dθ
“ c
ż 2pi
0
pp0pθ; r{cq ´ p1pθ; r{cqq cospθq sinpθq dθ ´ α
“ cG
´r
c
¯
´ α.
Hence if G
`
r
c
˘ ą α
c
, then limtÑ8 1t log
´
Rt
R0
¯
ą 0 almost surely and thus }Xt} Ñ 8
as t Ñ 8 almost surely. Similarly if G ` r
c
˘ ă α
c
, then }Xt} Ñ 0 as t Ñ 8 almost
surely.
Since G
`
r
c
˘ ą 0 for every pair of positive numbers r and c, it is immediate that
we can choose r, c, and α so that }Xt} Ñ 8 as tÑ 8 almost surely.
Remark. Relating this example to the deterministic problem studied in [2], the pair
A0, A1 defined above fall in to case S4 with R ą 1 of Theorem 1 in [2].
2.3.1 Many transitions between stable and unstable
The following example shows that there exist two matrices such that as the switching
rate varies from zero to infinity, the asymptotic behavior of the system will switch
between converging to zero and converging to infinity at least any prespecified number
of times.
Example 3. Assume PpX0 “ 0q “ 0 and let E “ t0, 1u and Q “
` ´1 1
1 ´1
˘
. We
will show that for any positive integer k, there exist matrices A0, A1 P R2kˆ2k and
positive numbers a1 ă b1 ă a2 ă b2 ă ¨ ¨ ¨ ă ak ă bk so that
1. A0, A1 are each Hurwitz.
2. A¯ “ 1
2
pA0 ` A1q is Hurwitz.
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3. If r R Ťki“1pai, biq, then }Xt} Ñ 0 almost surely as tÑ 8.
4. For every i P t1, . . . , ku, }Xt} Ñ 8 almost surely as t Ñ 8 for some value of
r P pai, biq.
Let k be a given positive integer and define the two block diagonal matrices
A0, A1 P R2kˆ2k by
A0 “
¨˚
˚˝˚A10 0 ¨ ¨ ¨ 00 A20 ¨ ¨ ¨ 0
...
...
. . .
...
0 0 ¨ ¨ ¨ Ak0
‹˛‹‹‚ A1 “
¨˚
˚˝˚A11 0 ¨ ¨ ¨ 00 A21 ¨ ¨ ¨ 0
...
...
. . .
...
0 0 ¨ ¨ ¨ Ak1
‹˛‹‹‚ (2.13)
where
Ai0 “
ˆ´αi ci
0 ´αi
˙
Ai1 “
ˆ´αi 0
´ci ´αi
˙
(2.14)
for some positive numbers tciuki“1 and tαiuki“1. It’s immediate that A0, A1, and A¯
are all Hurwitz.
Let Xt denote the R2k-valued process corresponding to (2.13) and Xpiqt the R2-
valued process corresponding to (2.14) for each i P t1, . . . , ku. Since the ODEs for
Xpiq and Xpjq are not coupled for i ‰ j, we have that Xt “ pX1qt , . . . , Xpkqt q when
viewed as an pR2qk-valued process. In particular, one has
}Xt}2 “
kÿ
i“1
}Xpiqt }2.
Thus }Xt} Ñ 0 if and only if }Xpiqt } Ñ 0 for every i P t1, . . . , ku. Furthermore if
}Xpiqt } Ñ 8 for some i P t1, . . . , ku, then }Xt} Ñ 8.
The proof proceeds by choosing the parameters αi and ci as in Example 2 so that
Xpiq is unstable for switching rates r in an interval pai, biq but stable out side of the
interval. By arranging so that the collection of intervals tpaj, bjq : j “ 1, . . . , ku are
disjoint we will succeed at constructing the desired matrices A0 and A1.
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More explicitly, it follows from Lemma 3 and Theorems 3 and 4 that we can
choose r1, c1, α1, and a1 ă b1 so that
G
ˆ
r1
c1
˙
ą α1
c1
and G
ˆ
r
c1
˙
ă α1
c1
if r R pa1, b1q.
Choose N ą b1
a1
and for i P t2, . . . , ku define
ai “ a1
N i´1
, bi “ b1
N i´1
, αi “ α1
N i´1
, ci “ c1
N i´1
, ri “ r1
N i´1
.
To see that our intervals pai, biq don’t overlap, observe that ai ă bi for each i and
bi “ b1
N i´1
ă Na1
N i´1
“ ai´1.
Next observe that if r R pai, biq, then rN i´1 R pa1, b1q and therefore
G
ˆ
r
ci
˙
“ G
ˆ
rN i´1
c1
˙
ă α1
c1
.
Thus, }Xpiqt } Ñ 0 almost surely as tÑ 8 if r R pai, biq.
Finally observe that ri P pai, biq and
G
ˆ
ri
ci
˙
“ G
ˆ
r1
c1
˙
ą α1
c1
“ αi
ci
.
Thus, }Xpiqt } Ñ 8 almost surely as tÑ 8 if the switching rate is ri P pai, biq.
2.4 Conclusions
Stochastically switched linear ODEs are one of the simplest examples of stochasti-
cally switched systems. However despite their simplicity, we have shown that their
behavior can be quite rich. First, the large time behavior can depend on the switch-
ing rate in a very delicate way. Second, this large time behavior can be very different
from the large time behavior of both the individual systems and the average system.
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3Abstract setting
We now consider stochastic switching in evolution equations in a general Hilbert
space. Under certain assumptions, we prove that the process converges in distribution
at large time and we show that the limiting distribution satisfies certain properties.
Although applicable to a wide range or stochastic hybrid systems, the contents of
this chapter will prove particularly useful when we consider PDEs with randomly
switching boundary conditions in Chapter 4. The contents of this chapter overlap
significantly with [21].
In Sections 3.1 and 3.2, we construct the process and prove that elements of the
limiting distribution satisfy certain invariance properties. In Section 3.3, we prove
that the process converges to a steady state distribution. Section 3.4 is devoted to
proving the lemmas that were needed to prove this convergence.
3.1 Discrete-time process
We first define the set Ω of all possible switching environments and equip it with a
probability measure. Let µ0 and µ1 be two probability distributions on the positive
real line. Define each switching environment, ω P Ω, as the one-sided sequence
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ω “ pω1, ω2, . . . q, where each ωk is a pair of non-negative real numbers, pτ k0 , τ k1 q,
drawn from µ0 ˆ µ1. We endow Ω with the infinite product measure generated by
µ0 ˆ µ1. We will use P to denote this measure. To summarize some notation
ω “ pω1, ω2, ω3, . . . q “
`pτ 10 , τ 11 q, pτ 20 , τ 21 q, pτ 30 , τ 31 q, . . . ˘ P Ω.
For each t ě 0, let Φ0t pxq and Φ1t pxq be two mappings from a separable real
Hilbert space H to itself. Assume that for both i “ 0 and 1 and for each x P H,
E|Φiτipxq| ă 8, where τi is drawn from µi. Assume that Φ0t pxq “ x “ Φ1t pxq if t “ 0.
Assume that for each t ą 0 there exists a Kiptq so that for every x, y P H
|Φitpxq ´ Φitpyq| ď Kiptq|x´ y| (3.1)
for both i “ 0 and 1. Assume EK0pτ1qEK1pτ1q ă 1 where τ0 and τ1 are drawn from
µ0 and µ1. Furthermore assume that for each fixed x P H, the mapping
t ÞÑ Φitpxq P H
is continuous for both i “ 0 and 1.
For each ω P Ω, x P H, and natural number k, define the compositions Gωk : H Ñ
H and F ωk : H Ñ H by
Gkωpxq :“ Φ1τk1 pωq ˝ Φ
0
τk0 pωqpxq
F kω pxq :“ Φ0τk0 pωq ˝ Φ
1
τk1 pωqpxq.
For each ω P Ω, x P H, and natural number n ą 0, we define the forward maps
ϕn and γn and the backward maps ϕ´n and γ´n by the following compositions of G
and F :
ϕnωpxq “ Gnω ˝Gn´1ω ˝ ¨ ¨ ¨ ˝G2ω ˝G1ωpxq
γnωpxq “ F nω ˝ F n´1ω ˝ ¨ ¨ ¨ ˝ F 2ω ˝ F 1ωpxq
ϕ´nω pxq “ G1ω ˝G2ω ˝ ¨ ¨ ¨ ˝Gn´1ω ˝Gnωpxq
γ´nω pxq “ F 1ω ˝ F 2ω ˝ ¨ ¨ ¨ ˝ F n´1ω ˝ F nω pxq.
(3.2)
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To make our notation complete, we define ϕ0pxq “ x “ γ0pxq.
These are iterated random functions, (see [13] for a review). Assuming Equa-
tion (3.1) and EK0pτ1qEK1pτ1q ă 1 ensures that G and F are contracting on average.
Thus, tϕnuně0 and tγnuně0 are Markov chains with invariant probability distribu-
tions given by the distributions of the almost sure limits of ϕ´n and γ´n as nÑ 8,
respectively. Moreover, the distributions of the Markov chains ϕn and γn converge
at a geometric rate to these invariant distributions. These results are immediately
attained by applying theorems in [13]. Nonetheless, we prove the following theorem
to make our results self-contained.
Theorem 5. Define
Y1pωq :“ lim
nÑ8ϕ
´n
ω pxq (3.3)
Y0pωq :“ lim
nÑ8 γ
´n
ω pxq. (3.4)
These limits exist almost surely and are independent of x.
Remark. Random variables such as these are often called “pullbacks” because they
take an initial condition x and pull it back to the infinite past.
Proof. We will show the ϕ´npxq is almost surely Cauchy. Let x1, x2 P H and n ě m.
Using the triangle inequality, we obtain
|ϕ´npx1q ´ ϕ´mpx2q| “ |G1 ˝ ¨ ¨ ¨ ˝Gnpx1q ´G1 ˝ ¨ ¨ ¨ ˝Gmpx2q|
ď
Nÿ
i“M`1
|G1 ˝ ¨ ¨ ¨ ˝Gipx1q ´G1 ˝ ¨ ¨ ¨ ˝Gi´1px2q|
ď
Nÿ
i“M`1
|Gipx1q ´ x2|
˜
i´1ź
j“1
Kpτ j0 qKpτ j1 q
¸
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Observe that
E
Nÿ
i“M`1
|Gipx1q ´ x2|
˜
i´1ź
j“1
Kpτ j0 qKpτ j1 q
¸
“ E|G1px1q ´ x2|
Nÿ
i“M`1
`
EKpτ 10 qEKpτ 11 q
˘i´1
ď E|G
1px1q ´ x2|
1´ EKpτ 10 qEKpτ 11 q ă 8.
Thus,
ř8
i“1 |G1 ˝ ¨ ¨ ¨ ˝Gipx1q´G1 ˝ ¨ ¨ ¨ ˝Gi´1px2q| converges almost surely. Therefore
ϕ´npx1q is almost surely Cauchy and thus Y1 exists almost surely. Note that Y1 is
an H-valued random variable as a limit of H-valued random variables. Since x1 and
x2 were arbitrary, Y1 is independent of the x used in its definition. The proof for Y0
is the same.
The random variables Y1 and Y0 satisfy the following invariance properties.
Theorem 6. Let τ0 and τ1 be independent draws from µ0 and µ1, respectively. Then
Y0 “d Φ0τ0pY1q (3.5)
and Y1 “d Φ1τ1pY0q (3.6)
where “d denotes equal in distribution.
Proof. We will show that Φ0τ0pY1q “d Y0. Let y P H and observe that for any n P N,
we have that
γ´nω pyq “d Φ0τ0
`
ϕn´1ω pΦ1τ1pyqq
˘
.
Taking the limit as nÑ 8 yields
lim
nÑ8 γ
´npyq “d lim
nÑ8Φ
0
τ0
`
ϕn´1ω pΦ1τ1pyqq
˘ “ Φ0τ0 ´ limnÑ8ϕn´1ω pΦ1τ1pyqq¯ (3.7)
since Φ0t pxq is continuous in x for each t. Recalling that the definitions of Y0 and
Y1 in Equations (3.3) and (3.4) are independent of x by Theorem 5, we have that
Equation (3.7) becomes Y0 “d Φ0τ0pY1q. The proof that Y1 “d Φ1τ1pY0q is similar.
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Theorem 7. Suppose there exists a set S Ă H so that for all t ě 0, Φit : S Ñ S for
i “ 0 and 1. Then Y0 and Y1 are in the closure S¯ almost surely.
Proof. Let ω P Ω be given. If x P S, then ϕ´nω pxq P S for all n ě 0 by assumption.
Thus, limnÑ8 ϕ´nω pxq “ Y1 P S¯. But by Theorem 5, Y1 is independent of the initial
x used in its definition, so Y1 P S¯ almost surely. The proof for Y0 is the same.
3.2 Continuous-time process
To define the continuous time process, we need more notation. The following notation
is standard in renewal theory. For each ω P Ω and natural number n, define
Sn :“
nÿ
k“1
τ k0 ` τ k1
with S0 :“ 0. Define S 1n`1 :“ Sn ` τn`10 for n ě 0. Observe that S 1n ă Sn ă S 1n`1 ă
Sn`1. Define
Nt :“ maxtn ě 0 : Sn ď tu.
We also define the state process Zt for t ě 0 by
Zt :“
#
0 SNt ď t ă S 1Nt`1
1 S 1Nt`1 ď t.
(3.8)
Finally, define the elapsed time since the last switch, called the age process, for t ě 0
by
at :“ Ztpt´ S 1Nt`1q ` p1´ Ztqpt´ SNtq.
We are now ready to define our continuous-time H-valued process. For u0 P H,
ω P Ω, and t ě 0, define
upt, ωq “ ZtΦ1at ˝ Φ0τNt`10 pϕ
Ntpu0qq ` p1´ ZtqΦ0atpϕNtpu0qq. (3.9)
24
3.3 Convergence in distribution to mixture of pullbacks
In this section we will find the limiting distribution of uptq as t Ñ 8. In order
to describe this limiting distribution, we will need to define three more random
variables. Define a0 and a1 to be two random variables with the following cumulative
distribution functions:
P pa0 ď xq “ 1
Eτ0
ż x
0
µ0py,8q dy “ Eminpτ0, xq
Eτ0
P pa1 ď xq “ 1
Eτ1
ż x
0
µ1py,8q dy “ Eminpτ1, xq
Eτ1
.
We will see in Lemma 4 that the distributions of a0 and a1 can be thought of as the
limiting distributions of the age process conditioned on either Zt “ 0 or 1. Let ξ be
a Bernoulli random variable with parameter p :“ Eτ1
Eτ0 ` Eτ1 , the probability that
Zt “ 1 at large time. Assume a0, a1, and ξ are all chosen to be mutually independent
and independent of pτ k0 , τ k1 q for every k.
Recall that a measure µ on the real line is said to be arithmetic if there exist a
d ą 0 so that µpt0, d, 2d, . . . uq “ 1.
Theorem 8. If the µ0 and µ1 are non-arithmetic, then as t Ñ 8 we have the
following convergence in distribution as tÑ 8:
uptq Ñd u¯ :“ ξΦ1a1pY0q ` p1´ ξqΦ0a0pY1q,
where τ0 is drawn from µ0 independently from the other random variables.
If the sojourn times, τ0 and τ1, are assumed to be exponentially distributed, then
we have the following immediate corollary of Theorem 6 and Theorem 8 since the
age of a Poisson process is exponentially distributed.
Corollary 1. If µ0 and µ1 are exponential with respective rate parameters r0 and r1,
then
uptq Ñd u¯ :“ ξY1 ` p1´ ξqY0
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and p “ r0{pr0 ` r1q and τ0 is an independent draw from µ0.
Proof of Theorem 8. In light of Theorem 6, it is sufficient to prove that uptq converges
in distribution to Φ1a1 ˝ Φ0τ0pY1q ` p1 ´ ξqΦ0a0pY1q. We will show that for any A, B,
and C Borel measurable subsets of R and D a Borel subset of H, we have that
P pat P A,ZtτNt`10 P B,Zt P C,ϕNtpu0q P Dq
Ñ P pξa1 ` p1´ ξqa0 P A, ξτ0 P B, ξ P C, Y1 P Dq as tÑ 8.
(3.10)
Once this convergence is shown, the conclusion of our theorem quickly follows. To
see this, assume the convergence holds. Define the pR3ˆHq-valued random variable
Xt :“ pat, ZtτNt`10 , Zt, ϕNtpu0qq. Note that R3 ˆ H is separable since R and H are
each separable. Thus, we can apply Theorem 2.8(i) in [7] to obtain the following
convergence in distribution:
Xt Ñd pξa1 ` p1´ ξqa0, ξτ0, ξ, Y1q as tÑ 8.
Define the function g : R3ˆH Ñ H by gpa, t, z, yq “ zΦ1a ˝Φ0t pyq ` p1´ zqΦ0t pyq and
observe that uptq “ gpat, τNt`10 , Xt, ϕNtq and that the limiting random variable in the
statement of our theorem is gpa1, τ0, ξ, Y q. Since g is continuous, the conclusion of
our theorem follows from the continuous mapping theorem. Therefore, it remains
only to show the convergence in (3.10).
In what follows, we will make extensive use of indicator functions. For ease of
reading, denote the indicator 1A “ 1Apωq by tAu “ tAupωq.
For each t ě 0, define Ft to be the σ-algebra generated by SNt and tpτ k0 , τ k1 qu8k“Nt`1.
Since at, τ
Nt`1
0 , and Zt are measurable with respect to Ft, the tower property of con-
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ditional expectation and the triangle inequality giveˇˇˇ
Etat P A,ZtτNt`10 P B,Zt P C,ϕNt P Du
´ Etξa1 ` p1´ ξqa0 P A, ξτ0 P B, ξ P C, Y1 P Du
ˇˇˇ
“
ˇˇˇ
E
“tat P A,ZtτNt`10 P B,Zt P CuErtϕNt P Du|Fts‰
´ Etξa1 ` p1´ ξqa0 P A, ξτ0 P B, ξ P C, Y1 P Du
ˇˇˇ
ď
ˇˇˇ
E
“tat P A,ZtτNt`10 P B,Zt P CuErtϕNt P Du|Fts‰
´ E “tat P A,ZtτNt`10 P B,Zt P CuErtY1 P Dus‰ ˇˇˇ
`
ˇˇˇ
E
“tat P A,ZtτNt`10 P B,Zt P CuErtY1 P Dus‰
´ Etξa1 ` p1´ ξqa0 P A, ξτ0 P B, ξ P CutY1 P Du
ˇˇˇ
.
By Lemma 9, E
“tϕNt P Du|Ft‰ Ñ E rtY1 P Dus almost surely as t Ñ 8. There-
fore, the first term goes to 0 by the dominated convergence theorem. Since Y1 is
independent of ξ, a1, a0, and τ0, the second term is bounded above byˇˇ
E1tat P A,ZtτNt`10 P B,Zt P Cu ´ Etξa1 ` p1´ ξqa0 P A, ξτ0 P B, ξ P Cu
ˇˇ
. (3.11)
To show that (3.11) goes to 0 as t Ñ 8, we consider the four possible cases for the
inclusion of 0 and 1 in C. If both 0 and 1 are not in C, then (3.11) is 0 for all t ě 0
since Zt and ξ are each almost surely 0 or 1.
Suppose 0 P C and 1 R C. Then the indicator function in the first term of
(3.11) is only non-zero if Zt “ 0. Hence, we can replace tZt P Cu by p1 ´ Ztq and
tZtτNt`10 P Bu by t0 P Bu. Similarly, in the second term we replace tξ P Cu by
p1 ´ ξq, tξτ0 P Bu by t0 P Bu, and tξa1 ` p1 ´ ξqa0 P Au by ta0 P Au. Thus (3.11)
becomes
p3.11q “ |Etat P A, 0 P Bup1´ Ztq ´ Eta0 P A, 0 P Bup1´ ξq|
ď |Etat P Aup1´ Ztq ´ Eta0 P Aup1´ ξq|.
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By Lemma 4, this term goes to 0 as tÑ 8.
Suppose 1 P C and 0 R C. Then the indicator function in the first term of (3.11) is
only non-zero if Zt “ 1. Thus after performing similar replacements to those above,
(3.11) becomes
p3.11q “ |Etat P A, τNt`10 P BuZt ´ Eta1 P A, τ0 P Buξ|.
Define F 1t to be the σ-algebra generated by S 1Nt`1, τNt`11 , and tpτ k0 , τ k1 qu8k“Nt`2. Ob-
serve that Zt and at are both measurable with respect to F 1t. Therefore, by the tower
property of conditional expectation and the triangle inequality we have that
|Etat P A, τNt`10 P BuZt ´ Eta1 P A, τ0 P Buξ|
ď |E “tat P AuZtE “tτNt`10 P Bu|F 1t‰‰´ E rtat P AuZtE rtτ0 P Buss |
` |Ertat P AuZtErtτ0 P Buss ´ Eta1 P A, τ0 P Buξ|.
Lemma 10 gives us that ZtErtτNt`10 P Bu|F 1ts “ ZtErtτ 10 P Bu|F 1ts almost surely
and Lemma 11 gives that Ertτ 10 P Bu|F 1ts Ñ Ertτ0 P Bus almost surely as t Ñ 8.
Therefore, the first term goes to 0 as tÑ 8 by the dominated convergence theorem.
Finally since τ0 is independent of ξ and a
1, we have the following bound on the
second term
|Ertat P AuZtErtτ0 P Buss ´ Eta1 P A, τ0 P Buξ|
ď |Etat P AuZt ´ Eta1 P Auξ|
This goes to 0 as tÑ 8 by Lemma 4.
Finally, if both 0 P C and 1 P C, then (3.11) becomes
p3.11q “ |Etat P A,ZtτNt`10 P Bu ´ Etξa1 ` p1´ ξqa0 P A, ξτ0 P Bu|
ď |Etat P A,ZtτNt`10 P BuZt ´ Etξa1 ` p1´ ξqa0 P A, ξτ0 P Buξ|
` |Etat P A,ZtτNt`10 P Bup1´ Ztq ´ Etξa1 ` p1´ ξqa0 P A, ξτ0 P Bup1´ ξq|.
We’ve already shown that each of these terms go to zero as t Ñ 8, so the proof is
complete.
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3.4 The lemmas
We now state and prove all of our lemmas. This first lemma calculates the limiting
distribution of the age process. It can be interpreted as first flipping a coin to
determine if Zt is 0 or 1, and then choosing from the limiting distribution of the age
conditioned on Zt.
Lemma 4. As tÑ 8
at Ñd ξa1 ` p1´ ξqa0.
In particular, for any x ě 0 with A :“ p´8, xs, we have that as tÑ 8
|Etat P AuZt ´ Eta1 P Auξ| ` |Etat P Aup1´ Ztq ´ Eta0 P Aup1´ ξq| Ñ 0.
Proof. Let x ě 0 and define A :“ p´8, xs. Observe the following bound
|Etat P Au ´ Etξa1 ` p1´ ξqa0 P Au|
ď |Etat P AuZt ´ Eta1 P Auξ| ` |Etat P Aup1´ Ztq ´ Eta0 P Aup1´ ξq|.
We will show that the first term goes to zero. The second term goes to zero by the
analogous argument.
For our given x ě 0, consider the alternating renewal process that is said to be
“on” when 0 ď t´ S 1Nt`1 ď x and “off” otherwise. Formally, we define the “on/off”
state process
bt “
#
1 if 0 ď t´ S 1Nt`1 ď x
0 otherwise.
Observe that the the lengths of time that the process is “on” are tminpτ k1 , xqu8k“1.
Similarly, the lengths of time that the process is “off” are τ 10 and tτ k0`pτ k´11 ´xq`u8k“2,
where as usual pyq` is equal to y if y ě 0 and 0 otherwise. Since the distribution of
minpτ k1 , xq` τ k0 `pτ k´11 ´xq` is nonarithmetic, and since Erminpτ k1 , xq` τ k0 `pτ k´11 ´
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xq`s ă 8, we can apply Theorem 3.4.4 in [29] to obtain
lim
tÑ8P pbt “ 1q “
Eminpτ1, xq
Erminpτ k1 , xq ` τ k0 ` pτ k´11 ´ xq`s
. (3.12)
Informally, this intuitive result states that the probability that the alternating re-
newal process is “on” at large time is just the expected length of an “on” bout
divided by the sum of the expected lengths of an “off” bout and an “on” bout. Since
Erminpτ k1 , xq ` τ k0 ` pτ k´11 ´ xq`s “ Eτ0 ` Eτ1 and since the distribution of a1 is
chosen so that Eτ1P pa1 ď xq “ Eminpτ1, xq, Equation (3.12) simplifies to
lim
tÑ8P pbt “ 1q “
Eτ1P pa1 ď xq
Eτ0 ` Eτ1 .
Therefore
Ertat ď xuZts “ P pat ď x, Zt “ 1q “ P p0 ď t´ SNt`1 ď xq
“ P pbt “ 1q ÝÝÝÑ
tÑ8
Eτ1P pa1 ď xq
Eτ0 ` Eτ1 “ Erta
1 ď xuξs.
The last equality holds because ξ and a1 are independent and Eξ “ Eτ1{pEτ0`Eτ1q.
The analogous argument shows that |Etat P Aup1´Ztq ´Eta0 P Aup1´ ξq| Ñ 0
as tÑ 8 and the proof is complete.
The next 3 lemmas are general results that are all relatively standard. We return
to lemmas directly related to our problem in Lemma 8.
Lemma 5. Suppose Xt Ñ X8 a.s. as tÑ 8 and Xt ď B a.s. where B is a random
variable satisfying EB ă 8. If Ft Ă Fs for 0 ď s ď t, and F8 :“ Xtě0Ft, then
ErXt|Fts Ñ ErX8|F8s almost surely as tÑ 8.
Proof. We first show the convergence for an X “ Xt independent of t. Let X be any
integrable random variable and for t ď 0 define
Mt :“ E rX|F´ts .
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We claim that tMtu´8t“0 is a backwards martingale. For s ď t ď 0 we have that
F´s Ă F´t and therefore by the tower property of conditional expectation,
ErMt|F´ss “ E rE rX|F´ts |F´ss “ E rX|F´ss “Ms.
Since by definition of conditional expectation Mt P F´t, and since Mt ď B al-
most surely where EB ă 8, we have that Mt is indeed backwards martingale. By
the backwards martingale convergence theorem, M´8 :“ limtÑ´8Mt exists almost
surely and in L1pΩq.
We claim that M´8 “ E rX|F8s. Since for t ď T ď 0 we have that Mt P F´t Ă
F´T , it follows that M´8 P F´T . Since T ď 0 was arbitrary, M´8 P F8.
Let A P F8. Then
|EM´t1A ´ EM´81A| ď E|M´t1A ´M´81A|
ď E|M´t ´M´8|
Ñ 0 as tÑ 8
since M´t ÑM´8 in L1pΩq. But,
EM´t1A “ ErE rX|Fts 1As “ ErE rX1A|Ftss “ EX1A.
Therefore EX1A “ EM´81A, and so we conclude that M´8 “ E rX|F8s.
We now show the convergence for the case where Xt depends on t. Let T ě 0
and define BT :“ supt|Xt ´Xs| : t, s ą T u. BT ď 2B, so BT is integrable. Thus,
lim sup
tÑ8
E r|Xt ´X8|Fts ď lim
tÑ8E rBT |Fts “ E rBT |F8s
By assumption, BT Ñ 0 a.s. as T Ñ 8 so by Jensen’s inequality
|E rXt|Fts ´ E rX8|Fts | ď E r|Xt ´X8}Fts Ñ 0.
Therefore,
|E rXt|Fts ´ E rX8|F8s | ď |E rXt|Fts ´ E rX8|Fts |
` |E rX8|Fts ´ E rX8|F8s |.
31
We’ve just shown that the first term goes to 0, and we’ve shown that the second
term goes to 0 since X8 doesn’t depend on t, so the proof is complete.
Lemma 6. If Xn Ñ X8 a.s. as nÑ 8 and Nt Ñ 8 a.s. as tÑ 8, then
XNt Ñ X8 a.s. as tÑ 8
Proof. Let A :“ tXn Û X8u and B :“ tNt Û 8u. Then
P pXNt Û X8q ď P pAYBq ď P pAq ` P pBq “ 0.
We now give some standard definitions. Let pΩ,F , P q be a probability space. A
measurable map pi : Ω Ñ Ω is said to be measure preserving if P ppi´1Aq “ P pAq
for all A P F . Let pi be a given measure preserving map. A set A P F is said to be pi-
invariant if pi´1A “ A, where two sets are considered to be equal if their symmetric
difference has probability 0. A random variable X is said to be pi-invariant if
X “ X ˝ pi almost surely.
Lemma 7. Let pi : Ω Ñ Ω be a measure preserving map. If X is pi-invariant, then
so is every set in its σ-algebra.
Proof. See, for example, [14] Exercise 7.1.1.
Lemma 8. For each t ě 0 define Ft to be the σ-algebra generated by SNt and
tpτ k0 , τ k1 qu8k“Nt`1. If D is a Borel set of H, then for each t ě 0
E
“tϕNt P Du|Ft‰ “ E “tϕ´Nt P Du|Ft‰ a.s.
Remark. To see why this Lemma should be true, observe that (a) the random vari-
ables ϕNt and ϕ´Nt are equal after a re-ordering of the first Nt-many ωk’s and that (b)
the random variables generating Ft don’t depend on the order of the first Nt-many
ωk’s.
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Proof. Fix a t ě 0 and let A P Ft. By the definition of conditional expectation, we
have that ż
Ω
E
“tϕNt P Du|Ft‰ pωqtAupωq dP “ ż
Ω
tϕNt P DupωqtAupωq dP.
Define σt : Ω Ñ Ω to be the permutation that inverts the order of the first Nt-
many ωk’s. That is, pσtpωqqk “ ωNt´k`1 for k P t1, . . . , Ntu and pσtpωqqk “ ωk for
k ą Nt. Observe that Ntpωq “ Ntpσtpωqq and thus ϕNtpωq “ ϕ´Ntpσtpωqq. Also, SNt
and tpτ k0 , τ k1 qu8k“Nt`1 are σt-invariant, so A is σt-invariant by Lemma 7. Thusż
Ω
tϕNt P DupωqtAupωq dP “
ż
Ω
tϕ´Nt P DupσtpωqqtAupσtpωqq dP.
Since σt is measure preserving and by the definition of conditional expectation,ż
Ω
tϕ´Nt P DupσtpωqqtAupσtpωqq dP “
ż
Ω
tϕ´Nt P DupωqtAupωq dP
“
ż
Ω
E
“tϕ´Nt P Du|Ft‰ pωqtAupωq dP.
Putting this all together,ż
Ω
ErtϕNt P Du|FtstAu dP “
ż
Ω
Ertϕ´Nt P Du|FtstAu dP.
Since A was an arbitrary element of Ft, the proof is complete.
Recall that the random variable Y1 is defined by Y1 :“ limnÑ8 ϕ´npxq, and is
independent of the choice of x P H, Theorem 5.
Lemma 9. For each t ě 0 define Ft to be the σ-algebra generated by SNt and
tpτ k0 , τ k1 qu8k“Nt`1. If D is a Borel set of H, then with probability one
E
“tϕ´Nt P Du|Ft‰Ñ EtY1 P Du as tÑ 8 (3.13)
and E
“tϕNt P Du|Ft‰Ñ EtY1 P Du as tÑ 8 (3.14)
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Proof. In light of Lemma 8, it suffices to show the convergence in line (3.13).
Since ϕ´n Ñ Y1 almost surely as n Ñ 8 and since Nt Ñ 8 almost surely as
t Ñ 8, we have that ϕ´Nt Ñ Y1 almost surely by Lemma 6. Define F8 :“ Xtě0Ft
and observe that Ft Ă Fs for t ě s ě 0. Thus, by Lemma 5
E
“tϕ´Nt P Du|Ft‰Ñ E rtY1 P Du|F8s almost surely as tÑ 8.
To complete the proof, we will show that for every A P F8, P pAq “ 0 or 1. To
show this, we will show that F8 is contained in the exchangeable σ-algebra and then
apply the Hewitt-Savage zero-one law. Let n P N, A P F8, and pin be an arbitrary
permutation of ω1, . . . , ωn. Define pit : Ω Ñ Ω by
pitpωq “
#
pinpωq Nt ě n
ω Nt ă n.
Since SNt and tpτ k0 , τ k1 qu8k“Nt`1 are pit-invariant, then A is pit-invariant by Lemma 7
as A P F8 Ă Ft. Therefore
P pA∆pi´1n A,Nt ě nq “ P pA∆pi´1t A,Nt ě nq ď P pA∆pi´1t Aq “ 0.
Hence
P pA∆pi´1n Aq “ P pA∆pi´1n A,Nt ě nq ` P pA∆pi´1n A,Nt ă nq
ď P pA∆pi´1n A,Nt ă nq
ď P pNt ă nq.
Since t was arbitrary, and because P pNt ă nq Ñ 0 as t Ñ 8 since Nt Ñ 8
almost surely, we conclude that P pA∆pi´1n Aq “ 0. Since pin was an arbitrary finite
permutation, we conclude that F8 is contained in the exchangeable σ-algebra. By
the Hewitt-Savage zero-one law, F8 only contains events that have probability 0 or
1. Thus, tY1 P Du is trivially independent of F8 and therefore E rtY1 P Du|F8s “
EtY1 P Du.
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Lemma 10. For each t ě 0, define F 1t to be the σ-algebra generated by S 1Nt`1, τNt`11 ,
and tpτ k0 , τ k1 qu8k“Nt`2. Then
ZtE
“tτNt`10 P Bu|F 1t‰ “ ZtE “tτ 10 P Bu|F 1t‰ almost surely.
Remark. Recall that Zt is either 0 if SNt ď t ă S 1Nt`1 or 1 if S 1Nt`1 ď t. Hence, this
Lemma states that E
“tτNt`10 P Bu|F 1t‰ “ E rtτ 10 P Bu|F 1ts if Zt “ 1.
Remark. The proof of this Lemma is very similar to the proof of Lemma 8.
Proof. If ω is such that Zt “ 0, then the equality is trivially satisfied. Let A P F 1t.
Since tω P Ω : Ztpωq “ 1u P F 1t, we have by the definition of conditional expectation
thatż
Ω
E
“tτNt`10 P Bu|F 1t‰ tAX tZt “ 1uu dP “ ż
Ω
tτNt`10 P BupωqtAX tZt “ 1uupωq dP.
Define σt : Ω Ñ Ω by
pσtpωqqk “
$’&’%
pτNt`10 , τ 11 q if k “ 1 and Zt “ 1
pτ 10 , τNt`11 q if k “ Nt ` 1 and Zt “ 1
ωk otherwise.
That is, σt switches τ
1
0 and τ
Nt`1
0 if Zt “ 1 and otherwise does nothing. Since S 1Nt`1,
τNt`11 , and tpτ k0 , τ k1 qu8k“Nt`2 are all σt-invariant, we have that A is σt-invariant by
Lemma 7. Also observe that tZt “ 1u is σt-invariant. Thusż
Ω
tτNt`10 P BupωqtAX tZt “ 1uupωq dP “
ż
Ω
tτ 10 P BupσtpωqqtAX tZt “ 1uupσtpωqq dP.
Since σt is measure preserving, and by the definition of conditional expectation, we
have thatż
Ω
tτ 10 P BupσtpωqqtAX tZt “ 1uupσtpωqq dP “
ż
Ω
tτ 10 P BupωqtAX tZt “ 1uupωq dP
“
ż
Ω
E
“tτ 10 P Bu|F 1t‰ tAX tZt “ 1uu dP.
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Putting all this together,ż
Ω
ErtτNt`10 P Bu|F 1tstAX tZt “ 1uu dP “
ż
Ω
Ertτ 10 P Bu|F 1tstAX tZt “ 1uu dP.
This implies that ErtτNt`10 P Bu|F 1ts “ Ertτ 10 P Bu|F 1ts almost surely on tZt “
1u. To see this, let  ą 0 define Λ :“ tω P Ω : ErtτNt`10 P Bu|F 1ts ´ Ertτ 10 P
Bu|F 1ts ě u. This set is in F 1t, so by the above calculation we have that
0 “
ż
ΛXtZt“1u
ErtτNt`10 P Bu|F 1ts ´ Ertτ 10 P Bu|F 1ts dP ě P pΛX tZt “ 1uq.
So P pΛ X tZt “ 1uq “ 0. The same argument with Λ1 :“ tω P Ω : Ertτ 10 P
Bu|F 1ts ´ ErtτNt`10 P Bu|F 1ts ě u completes the proof of the claim. Therefore,
ZtErtτNt`10 P Bu|F 1ts “ ZtErtτ 10 P Bu|F 1ts almost surely.
Lemma 11. For each t ě 0, define F 1t to be the σ-algebra generated by S 1Nt`1, τNt`11 ,
and tpτ k0 , τ k1 qu8k“Nt`2. Then
E
“tτ 10 P Bu|F 1t‰Ñ Etτ0 P Bu almost surely as tÑ 8.
Remark. The proof of this Lemma is very similar to the proof of Lemma 9.
Proof. Define F 18 :“ Xtě0F 1t and observe that F 1s Ą F 1t for 0 ď s ď t. Thus, by
Lemma 5
E
“tτ 10 P Bu|F 1t‰Ñ E “tτ 10 P Bu|F 18‰ almost surely.
We claim that for each A P F 18, P pAq “ 0 or 1. To show this, we will show
that F 18 is contained in the exchangeable σ-algebra and then apply the Hewitt-
Savage zero-one law. Let n P N, A P F 18, and pin be an arbitrary permutation of
pτ 10 , τ 11 q, . . . , pτn0 , τn1 q.
Define pit : Ω Ñ Ω by
pitpωq “
#
pinpωq Nt ě n
ω Nt ă n.
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Since S 1Nt`1, τ
Nt`1
1 , and tpτ k0 , τ k1 qu8k“Nt`2 are pit-invariant, then A is pit-invariant by
Lemma 7 as A P F 18 Ă F 1t. Therefore
P pA∆pi´1n A,Nt ě nq “ P pA∆pi´1t A,Nt ě nq ď P pA∆pi´1t Aq “ 0.
Hence
P pA∆pi´1n Aq “ P pA∆pi´1n A,Nt ě nq ` P pA∆pi´1n A,Nt ă nq
ď P pA∆pi´1n A,Nt ă nq
ď P pNt ă nq.
Since t was arbitrary, we conclude that P pA∆pi´1n Aq “ 0 because P pNt ă n`1q Ñ 0
as tÑ 8 since Nt Ñ 8 almost surely. Since pin was an arbitrary finite permutation,
we conclude that F 18 is contained in the exchangeable σ-algebra. By the Hewitt-
Savage zero-one law, F 18 only contains events that have probability 0 or 1. Thus,
tτ 10 P Cu is trivially independent of F 18 and so we conclude E rtτ 10 P Cu|F 18s “ Etτ 10 P
Cu “ Etτ0 P Cu.
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4PDEs with randomly switching boundary
conditions
We now use our results from Chapter 3 to study partial differential equations (PDEs)
with randomly switching boundary conditions. Our results apply to a range of spe-
cific problems, so in Section 4.1 we explain how to cast a problem in our framework
and give an example. In Section 4.2 we collect assumptions and in Section 4.3 we
prove theorems about the mean of the process. In Sections 4.4 and 4.5 we apply the
results from Section 4.3 and Chapter 3 to the heat equation on an interval with a
randomly switching boundary condition. In Section 4.7, we use our results to analyze
a model of insect respiration. There, we will see that switching between boundary
conditions of different types can have surprising biological implications. The contents
of this chapter overlap significantly with [21].
4.1 Motivating examples and general setup
Our results can be applied to the following type of stochastic switching problem.
Suppose we are given a strongly elliptic second order differential operator L on a
domain D Ă Rd with smooth coefficients which do not depend on t. Assume the
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domain D is bounded with a smooth boundary and a pair of boundary conditions,
paq and pbq. We then consider the stochastic process upt, xq that solves
Btu “ Lu in D (4.1)
subject to boundary conditions that switch at random times between paq and pbq.
We allow paq and pbq to be different types. For example, one can be Dirichlet and
the other Neumann. For the sake of presentation, we assume paq are homogenous,
but our analysis is easily modified to include the case where paq are not homogenous.
We formulate this problem in the setting of Chapter 3 as alternating flows on the
Hilbert space L2pDq. We define
Au :“ Lu if u P DpAq
where DpAq is chosen so that A generates the contraction C0-semigroup that maps
an initial condition to the solution of Equation (4.1) at time t subject to boundary
conditions paq. Similarly, we define
Bu :“ Lu if u P DpBq
where DpBq is chosen so that B generates the contraction C0-semigroup that maps an
initial condition to the solution of Equation (4.1) at time t subject to the homogenous
version of boundary conditions pbq. We then choose c P DpLq to satisfy boundary
conditions pbq and Lc “ 0. Then the H-valued process defined in Equation (3.9) in
Chapter 3 with Φ1t pfq “ eAtf and Φ0t pfq “ eBtpf ´ cq ` c corresponds to this PDE
stochastic switching problem.
We now give a specific example of possible boundary conditions.
Example 4. Consider the solution to Equation (4.1) that switches between
u|BD “ 0 and u|BD “ b ą 0.
To cast this problem in the setting of Chapter 3, we define DpAq “ H10 pDq XH2pDq
and A “ L on DpAq. Further we define B “ A on DpBq “ DpAq and we choose
c P DpLq so that Lc “ 0 and c “ b on BD.
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4.2 Assumptions
We now formalize the setup from Section 4.1. Let H be a real separable Hilbert
space and let A and B be two self-adjoint operators on H, each with strictly negative
spectrum. Hence, A and B generate contraction C0-semigroups, denoted respectively
by eAt and eBt. Assume A “ B on DpAq XDpBq. Assume there exists an operator
L on DpLq Ą DpAq YDpBq so that
Lu “
#
Au if u P DpAq
Bu if u P DpBq.
Suppose c P DpLq satisfies Lc “ 0.
Recalling notation from Chapter 3, let the holding time distributions, µ0 and
µ1, be continuous. Let upt, ωq be the H-valued process defined in Equation (3.9) in
Chapter 3 with
Φ1t pfq “ eAtf
Φ0t pfq “ eBtpf ´ cq ` c.
Observe that for each t ą 0, the maps Φ0t and Φ1t are contractions. Also observe that
for each fixed x P H, Φ0t pxq and Φ1t pxq are continuous in t.
Assume that there exists a deterministic M “ Mpu0q so that with probability
one, }uptq} ď M for each t ě 0, where }x} :“ apx, xq with p¨, ¨q denoting the inner
product in H.
For every 0 ă s ď t, define ηps, tq to be the random variable that gives the number
of switches that occur on the interval ps, tq. Formally, we define ηps, tq by taking the
supremum over partitions σ of the interval ps, tq, s “ σ0 ă σ1 ă ¨ ¨ ¨ ă σk ă σk`1 “ t,
ηps, tqpωq :“ sup
σ
kÿ
i“0
|Zσi`1pωq ´ Zσipωq|,
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where Zt is as in Equation (3.8). Assume that µ0 and µ1 are such that for every
t ą 0, we have that as sÑ 0,
P pηpt` s, tq “ 1q “ Opsq
P pηpt` s, tq ě 2q “ opsq.
4.3 The mean satisfies the PDE
In what follows, fix φ P DpAqXDpBq, which will serve as our test function. Observe
that each realization of our stochastic process satisfies the weak form of the PDE
away from switching times. That is, for a given ω P Ω, if t is not a switching time,
then
d
dt
pφ, upt, ωqq “ pLφ, upt, ωqq. (4.2)
The following theorem states that the mean satisfies the weak form of the PDE as
well.
Theorem 9. For every t ą 0, we have that
d
dt
pφ,Euptqq “ pLφ,Euptqq.
To prove this theorem, we will need the following lemma which states that our
process satisfies a certain weak uniform continuity condition.
Lemma 12. For every  ą 0 and non-negative integer n, there exists a δp{nq ą 0
so that if |t´ s| ă δp{nq, then
|pφ, upt, ωq ´ ups, ωqq1ηps,tq“n| ă  a.s.
Proof. Observe that if there are no switches between s and t and Zs “ 0, then
|pφ, upt, ωq ´ ups, ωqq| “ ˇˇpφ, reApt´sq ´ Isups, ωqqˇˇ ď }eApt´sqφ´ φ}M,
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since A is self-adjoint and }uptq} ďM a.s. by assumption. Similarly, if there are no
switches between s and t and Zs “ 1, then
|pφ, upt, ωq ´ ups, ωqq| “ ˇˇpφ, reBpt´sq ´ Isrups, ωq ´ csqˇˇ ď }eBpt´sqφ´ φ}pM ` }c}q.
Let  ą 0 and let n be a non-negative integer. Since eAt and eBt are both C0-
semigroups, we can choose a δ ą 0 so that if 0 ď t ă δ, then
maxt}eAtφ´ φ}, }eBtφ´ φ}u ă 
npM ` }c}q .
Let ω P Ω be given and assume |t´ s| ă δ. If ω is such that ηps, tqpωq ‰ n, then the
result is immediate. Suppose ηps, tqpωq “ n. Let tσkunk“1 be the n switching times
between s and t and let s “ σ0 ă σ1 ă ¨ ¨ ¨ ă σn ă σn`1 “ t. Then
|pφ, upt, ωq ´ ups, ωqq| ď
nÿ
k“0
|pφ, upσk`1, ωq ´ upσk, ωqq|
ď
nÿ
k“0
maxt}eAtφ´ φ}, }eBtφ´ φ}upM ` }c}q ă 
Proof of Theorem 9. We seek to differentiate Epφ, uptqq with respect to t. Define
fpt, ωq “ pφ, upt, ωqq.
Let hn Ñ 0 as nÑ 8. For a given t0 ą 0, define the difference quotient
gnpωq :“ 1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq
“ 1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq 1ηpt0`hn,t0q“0
` 1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq 1ηpt0`hn,t0q“1
` 1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq 1ηpt0`hn,t0qě2
“p1q ` p2q ` p3q.
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We will handle each the these three terms differently.
We first consider (1). Assume that ω is such that t0 ‰ Skpωq for all k. Observe
that
1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq Ñ d
dt
fpt0, ωq “ pLφ, upt0qq.
Also observe that for such an ω, we have that 1ηpt0`hn,t0q“0pωq “ 1 for n sufficiently
large. Since this set of ω’s has probability 1, we conclude that
p1q “ 1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq 1ηpt0`hn,t0q“0 Ñ pLφ, uptqq a.s.
We will now apply the bounded convergence theorem to (1). Define B :“ }Lφ}M.
We will show that for each n,
|p1q| “ | 1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq 1ηpt0`hn,t0q“0| ď B a.s.
Let n and ω be given. If ηpt0 ` hn, t0qpωq ‰ 0, then the bound is trivially satisfied.
If ηpt0 ` hn, t0qpωq “ 0, then fpt, ωq is differentiable in t for all t P pt0, t0 ` hnq.
Therefore we can employ the mean value theorem to obtain the upper boundˇˇˇˇ
1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq
ˇˇˇˇ
ď sup
tPpt0,t0`hnq
ˇˇˇˇ
d
dt
fpt0, ωq
ˇˇˇˇ
“ sup
tPpt0,t0`hnq
|pLφ, upt0, ωqq| ď B,
since }uptq} ďM by assumption. Thus B is an almost sure bound for (1) and so by
the bounded convergence theorem, Ep1q Ñ EpLφ, uptqq as nÑ 8.
To complete the proof, we need only show that p2q and p3q both tend to 0 in
mean as nÑ 8. We first work on p2q. Observe that
E|p2q| “ E
ˇˇˇˇ
1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq 1ηpt0`hn,t0q“1
ˇˇˇˇ
ď 1
hn
ess supω
ˇˇpfpt0 ` hn, ωq ´ fpt0, ωqq1ηpt0`hn,t0q“1ˇˇE `1ηpt0`hn,t0q“1˘ .
By the Lemma 12, ess supω
ˇˇpfpt0 ` hn, ωq ´ fpt0, ωqq1ηpt0`hn,t0q“1ˇˇ Ñ 0 as n Ñ 8.
Since by assumption P pηpt0 ` hn, t0q “ 1q “ Ophnq, we conclude that E|p2q| Ñ 0 as
nÑ 8.
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Finally, we show that Ep3q Ñ 0 as nÑ 8. By the assumption that }uptq} ďM ,
E|p2q| “ E
ˇˇˇˇ
1
hn
pfpt0 ` hn, ωq ´ fpt0, ωqq 1ηpt0`hn,t0qě2
ˇˇˇˇ
ď 2M
hn
P pηpt0 ` hn, t0q ě 2q .
Since by assumption P pηpt0 ` hn, t0q ě 2q “ ophnq, we conclude that E|p3q| Ñ 0 as
nÑ 8.
Therefore
Epφ, upt0 ` hnqq ´ Epφ, upt0qq
hn
“ Egn
Ñ EpLφ, uptqq as nÑ 8.
Since hn was an arbitrary sequence tending to 0 and t0 was an arbitrary positive
number, we conclude that d
dt
Epφ, uptqq “ EpLφ, uptqq for all t ą 0.
Since taking the inner product against φ or Lφ are both bounded linear operators
on H, we can exchange expectation with inner product to obtain
d
dt
pφ,Euptqq “ d
dt
Epφ, uptqq “ EpLφ, uptqq “ pLφ,Euptqq.
We now show that the mean at large time satisfies the homogeneous PDE.
Theorem 10. Let u¯ have the limiting distribution of uptq as tÑ 8, as in Theorem 8.
Then Euptq Ñ Eu¯ weakly in H as tÑ 8 and Eu¯ satisfies
pLφ,Eu¯q “ 0.
Remark. We will often assume the differential operator L and the domain D to
be sufficiently regular so that Eu¯ is actually a C8 function satisfying LEu¯ “ 0
pointwise.
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Proof. By Theorem 8, Egpuptqq Ñ Egpu¯ptqq as t Ñ 8 for every continuous and
bounded g : H Ñ R. For any η P H, the function pη, ¨q : H Ñ R is continuous and
since by assumption, }uptq} ďM a.s., we have that
Epη, uptqq Ñ Epη, u¯q as tÑ 8.
Since taking the inner product against η is a bounded linear operator on H, we
can exchange expectation with inner product to obtain pη, Euptqq “ Epη, uptqq and
Epη, u¯q “ pη, Eu¯q. So, Euptq Ñ Eu¯ weakly in H as tÑ 8.
Of course it follows that in particular
pφ,Euptqq Ñ pφ,Eu¯q and pLφ,Euptqq Ñ pLφ,Eu¯q as tÑ 8.
By Theorem 9, d
dt
pφ,Euptqq “ pLφ,Euptqq. Thus, pφ,Euptqq and d
dt
pφ,Euptqq both
converge as t Ñ 8 and so we conclude that d
dt
pφ,Euptqq must actually converge to
0. Hence, pLφ,Eu¯q “ 0.
4.4 Dirichlet/Dirichlet switching
In this section and the next, we apply our results from Section 4.3 to the heat
equation on the interval r0, Ls. We impose an absorbing Dirichlet boundary condition
at x “ 0 and a stochastically switching boundary condition at x “ L. In this section,
we consider switching between two Dirichlet boundary conditions at x “ L. In the
next section, we consider switching between a Dirichlet and a Neumann boundary
condition at x “ L.
Consider the stochastic process that solves
Btu “ D∆u in p0, Lq (4.3)
and at exponentially distributed times switches between the boundary conditions
up0, tq “ 0
upL, tq “ 0
and
up0, tq “ 0
upL, tq “ b ą 0.
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To cast this problem in the setting of previous sections, we set our Hilbert space
to be L2r0, Ls and define the operator
DpAq :“ H10 p0, Lq XH2p0, Lq
Au :“ ∆u if u P DpAq.
We set B “ A on DpBq “ DpAq, and c “ b
L
x P L2r0, Ls. Let our switching time
distributions, µ0 and µ1, be exponential with respective rate parameters r0 and r1.
Let upt, ωq be the H-valued process defined in Equation (3.9) of Chapter 3 with
Φ1t pfq “ eAtf and Φ0t pfq “ eBtpf ´ cq ` c.
We are interested in studying the large time distribution of uptq. By Theorem 8,
we have that uptq converges in distribution as t Ñ 8. Let u¯ have this limiting
distribution. By the definition of Y0 and Y1, it is immediate that u¯ is almost surely
smooth, and using Theorem 7, it is immediate that for each x P r0, Ls, u¯pxq ď b
L
x.
4.4.1 Expectation
We will now use the tools from Chapter 3 and Section 4.3 to find the large time
expectation of the solution to this stochastic switching problem. We will see in
Section 4.4.2 that it is possible to find this expectation using only the results of
Chapter 3 since we are switching between two Dirichlet boundary conditions. How-
ever, the results of Section 4.3 will be needed when we consider switching between
Dirichlet and Neumann boundary conditions in Section 4.5. Thus, we go through
the calculation in this section in order to compare to the calculations in Section 4.5.
It is immediate that all of the assumptions in Section 4.2 are satisfied, except for
one; we need to check that there exists a deterministic M so that }uptq} ďM almost
surely for all t ě 0. We show that and more in the following Lemma. Recall that Y1
and Y0 are the pullbacks defined in Equations (3.3) and (3.4) in Chapter 3.
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Lemma 13. Under the assumptions of the current section, we have that
}uptq} ď ?Lmaxt}u0}8, bu,
where } ¨ }8 denotes the L8r0, Ls norm. Furthermore,
}Y1}8 ď b and }Y0}8 ď b almost surely.
Proof. First note that }c}8 “ } bLx}8 “ b. If f P L2r0, Ls, then by the maximum
principle, we have that for any t ě 0
}eAtf}8 ď }f}8 and }eBtpf ´ cq ` c}8 ď maxtb, }f}8u. (4.4)
Hence, maxt}uptq}8, bu is non-increasing in t and so the bound on }uptq} is proven.
Since S :“ tf P L2r0, Ls : }f}8 ď bu is a closed set in L2r0, Ls, Equation (4.4)
and Theorem 7 give the desired bounds on }Y1}8 and }Y0}8.
As in Theorem 8, let u¯ have the limiting distribution of uptq as tÑ 8. Then by
Theorem 10, Eu¯ P L2r0, Ls satisfies
p∆φ,Eu¯q “ 0
for each φ P C80 p0, Lq. By the regularity of ∆ on r0, Ls, we have that Eu¯ is the linear
function
pEu¯qpxq “ sx` d
for some s, d P R. By Corollary 1 of Chapter 3, we have that
sx` d “ pEY1 ` p1´ pqEY0 (4.5)
where p “ r0{pr0`r1q. We will use Equation (4.5) to determine s and d. While it can
be shown that EY0 and EY1 are smooth functions, we will instead use test functions
and take limits to avoid evaluating EY0 and EY1 at specific points in r0, Ls.
Let tφnu8n“1 P C80 p0, Lq be such that }φn}L1 “ 1 for each n and
lim
nÑ8pφn, fq “ fpLq
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for each f P Cr0, Ls. Since the inner product with φn is a bounded linear transfor-
mation in L2r0, Ls, we can interchange expectation with inner product to obtain
sL` d “ lim
nÑ8pφn, Eu¯q “ limnÑ8 rpφn, pEY1 ` p1´ pqEY0qs (4.6)
“ lim
nÑ8 rpEpφn, Y1q ` p1´ pqEpφn, Y0qs . (4.7)
We want to exchange the limit with the expectation. To do this, first observe that
Y1pxq and Y0pxq are each almost surely continuous functions of x P r0, Ls with Y1pLq “
0 and Y0pLq “ b almost surely. Thus,
lim
nÑ8pφn, Y0q “ b and limnÑ8pφn, Y1q “ 0 almost surely.
Using Lemma 13 and the assumption that }φn}L1 “ 1 for each n, Holder’s in-
equality gives
|pφn, Y0q| ď b and |pφn, Y1q| ď b almost surely.
So we apply the bounded convergence theorem to Equation 4.7 to obtain
sL` d “ pE lim
nÑ8pφn, Y1q ` p1´ pqE limnÑ8pφn, Y0q
“ p0` p1´ pqb “ p1´ pqb.
The same argument shows that d “ 0 and so we conclude that
Eu¯ “ p1´ pq b
L
x.
We comment on this result in Section 4.6
4.4.2 Statistics of Fourier coefficients
Switching between two Dirichlet boundary conditions is significantly simpler than
switching between boundary conditions of different types. This is due to the fact
that the two solution operators that we use when switching between two Dirichlet
boundary conditions employ the same semigroup and thus the same orthonormal
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basis. Hence, we only need to consider the projections of the stochastic process in
this basis.
In this example, this orthonormal basis is
!a
2{L sinpxkpi{Lq
)8
k“1
and the cor-
responding eigenvalues are t´Dpkpi{Lq2u8k“1. Denote this basis by tbku8k“1 and the
eigenvalues by t´βku8k“1. Observe that for each k, the Fourier coefficient ukptq :“
pbk, uptqq P R is the solution to a one-dimensional ODE with right-hand side that
switches between ´βkuk and ´βkpuk ´ ckq, where ck “ pbk, cq. We remark that The-
orem 7 gives that pbk, u¯q is almost surely between 0 and ck on the real line since this
set is invariant under both the solution operator to each of those one-dimensional
ODEs.
In [8], the authors considered such one-dimensional ODE stochastic switching
problems. From their results, we obtain the distribution of the Fourier coefficients
of Y0 and Y1. In particular, we have that for each k,
pY0, bkq
pbk, cq „ Beta
ˆ
r1
βk
` 1, r0
βk
˙
and
pY1, bkq
pbk, cq „ Beta
ˆ
r1
βk
,
r0
βk
` 1
˙
. (4.8)
From this, we immediately obtain statistics of the individual Fourier coefficients of
Y0 and Y1, such as expectations
EpY0, bkq “ r1 ` βk
r1 ` r0 ` βk pc, bkq and EpY1, bkq “
r1
r1 ` r0 ` βn pc, bkq.
We also obtain variances
VarpY0, bkq “ βkr0pβk ` r1qpβk ` r0 ` r1q2p2βk ` r0 ` r1qpc, bkq
2
VarpY1, bkq “ βkr1pβk ` r0qpβk ` r0 ` r1q2p2βk ` r0 ` r1qpc, bkq
2.
However, knowing the distributions of the individual Fourier coefficients of Y0 or
Y1 is of course not enough to obtain their joint distributions. Nonetheless, we can use
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Theorem 6 from Chapter 3 to obtain joint statistics. To illustrate, we will calculate
EpY0, bnqpY0, bmq. Theorem 6 gives
EpY0, bnqpY0, bmq “ EpeBτ0peBτ1Y0 ´ cq ` c, bnqpeBτ0peBτ1Y0 ´ cq ` c, bmq,
where τ0 and τ1 are independent exponential random variables with rates r0 and
r1. After recalling some basic facts about exponential random variables and making
some algebraic manipulations, we obtain that EpY0, bnqpY0, bmq is equal to
pβm ` βn ` r1qppβm ` βnqpβm ` r1qpβn ` r1q ` p2βmβn ` pβm ` βnqr1qr0q
pβm ` βnqpβm ` r1 ` r0qpβn ` r1 ` r0qpβm ` βn ` r1 ` r0q pc, bmqpc, bnq.
From this, we can readily compute the covariance of pY0, bnq and pY0, bmq. Other joint
statistics of pY0, bnq, pY0, bmq, pY1, bnq, and pY1, bmq are found in analogous ways.
4.4.3 L2-variance
To further illustrate the statistics that we can compute when the PDE switches
between two Dirichlet boundary conditions, we now calculate the L2-variance at
large time. By Corollary 1,
E}u¯}2 “ pE}Y1}2 ` p1´ pqE}Y0}2.
As above, denote the orthonormal set of eigenvectors of B by tbku8k“1 and corre-
sponding eigenvalues by t´βku8k“1. It follows from Theorem 6 that
Epbk, Y0q2 “ Epbk, eBτ0peAτ1Y0 ´ cq ` cq2.
This simplifies to
Epbk, Y0q2 “ pr1 ` βkqpr1 ` 2βkqpr0 ` r1 ` βkqpr0 ` r1 ` 2βkqpbk, cq
2, (4.9)
since A “ B and Ee´βτ “ r
r`β if β ą 0 and τ is exponentially distributed with rate
r. Similarly,
Epbk, Y1q2 “ r1pr1 ` βkqpr0 ` r1 ` βkqpr0 ` r1 ` 2βkqpbk, cq
2. (4.10)
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Note that Equations (4.9) and (4.10) could also be obtained from Equation 4.8.
Adding Equations (4.9) and (4.10) and summing over k yields
E}u¯}2 “
8ÿ
k“1
r1pr1 ` βkq
pr0 ` r1qpr0 ` r1 ` βkqpbk, cq
2
Now βk “ Dpkpi{Lq2, bkpxq “
a
2{L sinpxkpi{Lq, and pbk, bLxq2 “ p´1qk`1 b
?
2L
kpi
.
Hence,
E}u¯}2 “ 2Lb
2r1
pi2pr0 ` r1q
8ÿ
k“1
r1 `Dpkpi{Lq2
pr0 ` r1 `Dpkpi{Lq2qk2
“ b
2r1rL2r1pr0 ` r1q ` 3Dr0pγ cothpγq ´ 1qs
3Lpr0 ` r1q3
where γ “ Lar0 ` r1{D. Since Eu¯ “ p1´ pq bLx, we conclude
E}u¯´ Eu¯}2 “ E}u¯}2 ´ L
3
ˆ
br1
r0 ` r1
˙2
“ b
2Dr1r0pγ cothpγq ´ 1q
Lpr0 ` r1q3 .
4.5 Dirichlet/Neumann switching
Again we consider the stochastic process that solves
Btu “ D∆u in p0, Lq (4.11)
and at exponentially distributed times switches between two sets of boundary con-
ditions. But now suppose the boundary conditions switch between
up0, tq “ 0
uxpL, tq “ 0
and
up0, tq “ 0
upL, tq “ b ą 0.
Again we cast this problem in the setting of previous sections, setting our Hilbert
space to be L2r0, Ls. We define B, c, µ0, and µ1 as above in Section 4.4 case, but
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now we define
DpAq :“
"
φ P H2p0, Lq : BφBnpLq “ 0 “ φp0q
*
Au :“ ∆u if u P DpAq.
Let upt, ωq be the H-valued process defined in Equation (3.9) of Chapter 3 with
Φ1t pfq “ eAtf and Φ0t pfq “ eBtpf´cq`c. Denote the orthonormal set of eigenvectors
of A by taku8k“1 and corresponding eigenvalues by t´αku8k“1.
We are interested in studying the large time distribution of uptq. By Theorem 8,
we have that uptq converges in distribution as t Ñ 8. Let u¯ have this limiting
distribution. By the definition of Y0 and Y1, it is immediate that u¯ is almost surely
smooth, and using Theorem 7, it is immediate that for each x P r0, Ls, u¯pxq ď b
L
x.
4.5.1 Expectation
We will need the following Lemma which is exactly analogous to Lemma 13.
Lemma 14. Under the assumptions of the current section, we have that
}uptq} ď L
ˆ
maxt}u0}8, bu
˙2
,
where } ¨ }8 denotes the L8r0, Ls norm. Furthermore,
}Y1}8 ď b and }Y0}8 ď b almost surely.
Proof. The proof is the same as the proof of Lemma 13.
As in Section 4.4, we have that
pEu¯qpxq “ sx` d “ pEY1 ` p1´ pqEY0,
where p “ r0{pr0 ` r1q. Since Y1pxq and Y0pxq are each almost surely continuous
functions of x P r0, Ls with Y1p0q “ 0 “ Y0p0q almost surely, d “ 0 by the same
argument that we usedin Section 4.4.
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We now find the slope s. Since
řn
k“1pak, EY1qak converges to EY1 in L2r0, Ls as
nÑ 8, we have that for any φ P C80 p0, Lq
pφ, sxq “ pφ, pEY1q ` p1´ pqpφ,EY0q (4.12)
“ p
˜
φ,
8ÿ
k“1
pak, EY1qak
¸
` p1´ pqpφ,EY0q. (4.13)
We will need the following Proposition which is an immediate corollary of Theo-
rem 6 and Corollary 1.
Proposition 1. Under the assumptions of Section 4.5, we have that for each k P N
Ere´αkτ1spak, EY0q “ pak, EY1q.
This Proposition combined with sx “ pEY1 ` p1´ pqEY0 yields
spak, xq “ ppak, EY1q ` p1´ pq pak, EY1q
Ere´αkτ1s .
Rearranging terms gives
pak, EY1q “ Ere´αkτ1s spak, xq
pEre´αkτ1s ` p1´ pq .
Plugging this into Equation (4.13) gives
pφ, sxq “ p
˜
φ ,
8ÿ
k“1
Ere´αkτ1s spak, xq
pEre´αkτ1s ` p1´ pqak
¸
` p1´ pqpφ,EY0q
Solving for s, we find that
s “ p1´ pqpφ,EY0q
˜
pφ, xq ´ p
˜
φ ,
8ÿ
k“1
Ere´αkτ1s pak, xq
pEre´αkτ1s ` p1´ pqak
¸¸´1
Let tφnu8n“1 P C80 p0, Lq be such that }φn}L1 “ 1 for each n and limnÑ8pφn, fq “
fpLq for each f P Cr0, Ls. Observe that limnÑ8pφn, xq “ L and using Lemma 14
and the same argument as in Section 4.4, we have that
lim
nÑ8pφn, EY0q “ b.
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Now, we want to show that
lim
nÑ8
˜
φn ,
8ÿ
k“1
Ere´αkτ1s pak, xq
pEre´αkτ1s ` p1´ pqak
¸
“
8ÿ
k“1
Ere´αkτ1s pak, xq
pEre´αkτ1s ` p1´ pqakpLq.
(4.14)
To do this, we need to show that
ř8
k“1Ere´αkτ1s pak,xqpEre´αkτ1 s`p1´pqakpxq is a continu-
ous function of x. To show this, we need to show that the series converges uniformly in
x. This is easily obtained. Note that αk “ Dp2k´1q2pi24L2 and akpxq “
b
2
L
sin
`a
αk
D
x
˘ “b
2
L
sin
´
p2k´1qpix
2L
¯
. Hence, Ere´αkτ1s “ r1
r1`αk ď 1 and pEe´αkτ1 ` p1 ´ pq ě 1 ´ p.
Furthermore, }ak}8 ď
b
2
L
and
pak, xq “
ż L
0
akpxqx dx “ 4
?
2L3{2
pi2
p´1qk`1
p2k ´ 1q2 “
b
2
L
Dp´1qk`1
αk
.
So for any N P Nˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ 8ÿ
k“N
Ere´αkτ1s pak, xq
pEre´αkτ1s ` p1´ pqakpxq
ˇˇˇˇ
ˇ
ˇˇˇˇ
ˇ
8
ď
8ÿ
k“N
|pak, xq| ||akpxq||8
“
8ÿ
k“N
16L
pi2p2k ´ 1q2 Ñ 0 as N Ñ 8.
Hence, (4.14) is verified.
Thus,
s “ p1´ pqb
L´ př8k“1Ere´αkτ1s pak,xqpEe´αkτ1`p1´pqakpLq .
Using the assumptions on µ0, µ1, αk and ak, this simplifies to
s “ b
L
ˆ
1` ρ
γ
tanhpγq
˙´1
(4.15)
where γ “ Lapr0 ` r1q{D and ρ “ r0{r1.
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4.6 Comparison
In both the Dirichlet/Dirichlet and Dirichlet/Neumann switching considered above,
the large time expectation is a linear function. The slope of this function is very
simple expression in the Dirichlet/Dirichlet case. It depends only on the proportion
of time the system has a particular boundary condition.
However in the Dirichlet/Neumann case, the slope of the function also depends
on the rate of switching between the two boundary conditions. Observe that if we
keep the ratio r0{r1 fixed, and let the overall switching rate r0 ` r1 go to 0, then
the slope for the Dirichlet/Neumann case in Equation (4.15) approaches the same
slope as in the Dirichlet/Dirichlet case, namely
´
r1
r0`r1
¯
b
L
. And if we keep the ratio
r0{r1 fixed, and let the overall switching rate r0 ` r1 go to infinity, then the slope
for the Dirichlet/Neumann case in Equation (4.15) approaches b
L
. The biological
implications of this result are discussed in the following section.
4.7 Application to insect physiology
Essentially all insects breathe via a network of tubes that allows oxygen and carbon
dioxide to diffuse to and from their cells [30]. Air enters and exits this network
through valve-like holes (called spiracles) in the exoskeleton. These spiracles regulate
air flow by opening and closing. Surprisingly, spiracles have three distinct phases of
activity, each typically lasting for hours. There is a completely closed phase, a
completely open phase, and a flutter phase in which the spiracles rapidly open and
close [24].
Insect physiologists have proposed at least five major hypotheses to explain the
purpose of this behavior [11]. In order to address these competing hypotheses, phys-
iologists would like to understand how much cellular oxygen uptake decreases as a
result of the spiracles closing.
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To answer this question, we consider the following model. We represent a tube by
the interval r0, Ls and model the oxygen concentration at a point x P r0, Ls at time t
by the function upx, tq. As diffusion is the primary mechanism for oxygen movement
in the tubes (see [26]), the function u satisfies the heat equation with some diffusion
coefficient D. We impose an absorbing boundary condition at the left endpoint of
the interval to represent cellular oxygen absorption where the tube meets the insect
tissue. The right endpoint represents the spiracle, and since the spiracle opens and
closes, the boundary condition here switches between a no flux boundary condition,
uxpL, tq “ 0 (spiracle closed) and a Dirichlet boundary condition, upL, tq “ b ą 0
(spiracle open). We suppose that the spiracle switches from open to closed and from
closed to open with exponential rates r0 and r1 respectively.
Then, the oxygen concentration upx, tq is the same process described above in
Secion 4.5. Using the results from that section, if we let ρ “ r0{r1 and γ “
L
apr0 ` r1q{D, then the expected oxygen flux to the cells at large time is given
by
bD
L
ˆ
1` ρ
γ
tanhpγq
˙´1
.
This formula is noteworthy because it shows that the cellular oxygen uptake not only
depends on the average proportion of time the spiracle is open, but it also depends
on the overall rate of opening and closing. In particular, note that if we keep the
ratio ρ fixed, but let γ become large, then the oxygen uptake approaches bD
L
.
In biological terms, the insect can have its spiracles open an arbitrarily small
proportion of time, and yet receive essentially just as much oxygen as if its spiracles
were always open.
More work needs to be done to make this model more applicable to the actual
biological problem. In addition to oxygen flux, there are other variables that are
affected by the opening and closing of spiracles. For example, the carbon dioxide
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concentration in the tubes and the amount of water loss due to evaporation are
affected by the opening and closing of spiracles. Future work would incorporate
these variables into the model. In addition, this model assumed that the tubes do
not branch. Hence, future work would extend this model to the consider branching
tubes.
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