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Long time behaviour of solutions to the BeckerDo ring model with diffusion is
investigated. Under general assumptions on the diffusion coefficients, it is shown
that the |-limit sets of the solutions in a suitable topology only contain spatially
homogeneous steady states. These |-limit sets are then proved to be reduced to a
single element, provided that the diffusion coefficients do not decay too fast to
zero.  1998 Academic Press
1. INTRODUCTION
In this paper, we investigate the long time behaviour of the solutions to
the BeckerDo ring model with diffusion. This model is a particular case
of the discrete coagulation-fragmentation model with diffusion, which
describes the evolution of a system of clusters, when both coagulation and
fragmentation of clusters are taken into account, and spatial diffusion as
well. In this model, each cluster consists of identical elementary units, and
for i1, the concentration of i-clusters (i.e., clusters made of i units) is
denoted by ci . The BeckerDo ring model with diffusion then reads
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c1
t
&d1 2c1=&W1 (c)& :

j=1
Wj (c), in 0_(0,+),
(1.1)
ci
t
&di 2ci =Wi&1 (c)&Wi (c), i2, in 0_(0, +)
ci
n
=0, i1, on 0_(0, +), (1.2)
ci (0)=c0i , i1, in 0, (1.3)
where c=(ci) i1 , and
Wi (c)=ai c1c i&bi+1ci+1 , i1, (1.4)
the coagulation coefficient ai and the fragmentation coefficient bi being
nonnegative real numbers for each i1. Also, 0 denotes a bounded open
subset of Rd, d1, with smooth boundary 0, and the diffusion coef-
ficients di are positive real numbers,
di>0, i1. (1.5)
In recent years, several papers have been devoted to the analysis of the
BeckerDo ring model with or without diffusion. In the absence of diffusion
(di=0), existence of solutions is proved in [9, 2]. In the latter, non-
existence and uniqueness results are also provided and the long time
behaviour of the solutions is investigated. Further results in that direction
have subsequently been obtained in [1, 8].
Fewer results seem to be available for the BeckerDo ring model with dif-
fusion. Existence and uniqueness of solutions are obtained in [5] when
di=D>0, i1, while existence of solutions is proved in [10] under the
only assumption (1.5) on the diffusion coefficients. In fact, the two above
mentioned papers deal with the general coagulation-fragmentation model,
and rather restrictive assumptions on the coagulation and fragmentation
coefficients are needed. Existence of solutions to (1.1)(1.3) for a wider
class of kinetic coefficients (ai) and (bi) was the subject of the first part of
this study [7]. Partial uniqueness results are also provided in [7].
The purpose of this second part of our study is to describe the long time
behaviour of the solutions to (1.1)(1.3) we constructed in [7]. Roughly
speaking, we prove that the |-limit set of these solutions only contains
equilibria, i.e., spatially homogeneous steady-state solutions to (1.1)(1.3).
Moreover, we prove that the |-limit set is reduced to a single equilibrium
state under an additional assumption on the diffusion coefficients, namely
$1 i&2ddi$2 i, i1, (1.6)
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for some positive real numbers $1 and $2 . Note that (1.6) allows the diffu-
sion coefficients to converge to zero as i  +, but not too fast and
includes physically relevant cases [4]. It is also worth pointing out that if
(1.6) holds, our long time behaviour result is comparable to those obtained
in the diffusionless case [2, Theorem 5.5]. However, our assumptions
on the kinetic coefficients are stronger, but they are only needed for the
existence proof [7]. A precise statement of our results is given in the next
section (Theorems 2.4 and 2.5). The last four sections of the paper are
devoted to the proofs of these results. As in [2], the proofs rely on the fact
that (1.1)(1.3) has a Liapunov functional. However, it turns out that this
Liapunov functional is not continuous, neither weakly continuous for the
natural topology of the problem. This is in sharp contrast with the diffu-
sionless case, and we have to use another device which is formulated in a
rather abstract way in Proposition 5.1. The remainder of the paper is
organized as follows : in Section 3, we derive some time uniform estimates
from the Liapunov identity and prove our first result in Section 4
(Theorem 2.4). Section 5 contains an abstract version of the result we need
to prove our second result in Section 6 (Theorem 2.5). The main idea here
is to overcome the lack of continuity of the Liapunov functional by con-
sidering it as a functional from a space-time space of measurable functions,
and to prove that it is continuous from this space into L1t .
2. MAIN RESULTS
We first recall the definition of a solution to (1.1)(1.3): a common
feature shared by the solutions c=(ci)i1 to (1.1)(1.3) constructed in
[2, 5, 10, 7] is that if c(0) # X+, where
X+={u=(ui) i1 , ui # L1 (0), ui0 a.e. in 0, :

i=1
i |ui |L1<= ,
then c(t) # X+ for each t>0 and
:

i=1
i |ci (t)|L1= :

i=1
i |ci (0)|L1 , t0. (2.1)
In other words, the density is conserved through time evolution.
In fact, X+ is the positive cone of the Banach space
X={u=(u i) i1 , ui # L1 (0), :

i=1
i |ui |L1<= ,
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endowed with the norm
&u&X= :

i=1
i |ui | L1 , u # X.
Definition 2.1. A solution c=(ci)i1 to (1.1)(1.2) is a mapping from
[0, +) in X+ such that, for each T>0,
(1) ci # C([0, T]; L1 (0)) for each i1,
(2) j=1 ajc1cj # L
1 (0_(0, T )), j=1 bj+1cj+1 # L
1 (0_(0, T )),
(3) ci is a mild solution to the i th equation of (1.1), i.e., for each
t # [0, T],
c1 (t)=ed1L1tc1 (0)&|
t
0
ed1L1(t&s) \W1 (c(s))+ :

j=1
Wj (c(s))+ ds
ci (t)=edi L1tci (0)+|
t
0
edi L1(t&s)(W i&1 (c(s))&Wi (c(s))) ds, i2,
where L1 is the closure in L1 (0) of the operator L given by
D(L)={w # H2 (0), w& =0 on 0= , Lw=2w,
and ediL1t denotes the linear C0 -semigroup in L1 (0) generated by d iL1 ,
(4) &c(t)&X=&c(0)&X , t0.
The following result is proved in [7].
Proposition 2.2. Assume that (1.5) holds and that there exist }>0 and
#>0 such that
{0<a i }i,0<b i #a i , i1, (2.2)
and consider c0=(c0i ) i1 such that
c0 # X+, c01 # L
 (0). (2.3)
Then there is at least one solution c to (1.1)(1.2) with c(0)=c0 which
satisfies in addition that c1 (t) # L (0) for t0 and
|c1 (t)| Lmax(|c01|L , 2#), t0. (2.4)
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Furthermore, if c00, we have
ci (x, t)>0 for (x, t) # 0_(0, +) and i2. (2.5)
By c00, we mean that there is an integer i0 such that c0i0 does not vanish
identically on 0.
From now on, we assume that the kinetic coefficients (ai) and (bi) and the
diffusion coefficients (di) fulfill (2.2) and (1.5), that c0 satisfies (2.3) and
c00, and that c denotes the solution to (1.1)(1.2) with c(0)=c0 con-
structed in [7].
Thanks to Definition 2.1(4), the set [c(t), t0] is bounded in X, but
in general it is not relatively compact in X. A natural choice of topology
for the study of the long time behaviour is then the topology induced on
X by L1 (0)N. The |-limit set |(c) of c in X is then defined by
there exists a sequence of positive real numbers
y=( yi) i1 # |(c)  {(tn). tn  +, such that, for each i1, (ci (tn))converges to yi in L1(0) as n  +.
A straightforward consequence of the definition of |(c) and the density
conservation (2.1) is that
|(c)/[u # X+, &u&X&c0&X]. (2.6)
As we have already mentioned in the Introduction, we shall prove that
|(c) only contains equilibrium states, i.e., spatially homogeneous steady-
state solutions to (1.1)(1.3). A precise description of these equilibria is
given in [2, Sect. 4]. We recall it in the next proposition, after introducing
some further notations. We put
Q1=1, Qi+1=
a i
b i+1
Qi , i1. (2.7)
It follows from (1.1) and (2.7) that an equilibrium state c=(ci) i1 to (1.1)
should satisfy ci=Qi c i1 , i1 and c # X
+. This last condition is fulfilled if
the series  iQi c i1 converges. Setting
zs=(lim sup
i  +
Q1ii )
&1 # [0, +], (2.8)
\s=|0| sup
0z<zs
:

i=1
iQi zi # [0, +], (2.9)
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we note that zs is the radius of convergence of the series  iQi z i, which
thus takes finite values for z # [0, zs). Also, (2.2) yields that
zs# lim sup
i  +
b1ii <.
Proposition 2.3 [2, Proposition 4.1]. Assume that zs>0.
(i) Let \ # [0, +), 0\\s . Then there is exactly one equilibrium
state c\ satisfying &c\&X=\. It is given by c\i =Qi z(\) i, i1, where z(\) is
the unique real number in [0, zs] such that  iQi z(\) i=\|0| .
(ii) If \s<\<+, there is no equilibrium state with X-norm equal to \.
Our results then read:
Theorem 2.4. Assume that zs>0 and that c0 satisfies
:

i=1
|
0
c0i } ln \c
0
i
Qi+} dx :=V0<+. (2.10)
Then |(c) is a non-empty subset of X + and each element y of |(c) is an
equilibrium state with &y&X&c0&X .
Theorem 2.5. Assume that zs>0, c0 satisfies (2.10), and in addition that
zs= lim
i  +
Q&1ii , (2.11)
and there exist positive real numbers $1 and $2 such that
$1i&2ddi$2 i, i1. (2.12)
Then there exists a unique \ # [0, min(\s , &c0&X)] such that
|(c)=[c\]. (2.13)
Furthermore, for each i1,
lim
t  +
|ci (t)&c\i | L1=0.
Remark 2.6. A simple consequence of Theorem 2.5 and the density
conservation (2.1) is that if &c0&X>\s , the set [c(t), t0] is not relatively
compact in X.
Remark 2.7. The main question left open by Theorem 2.5 is the value
of \ in (2.13). The conjecture is that if &c0&X\s , one has \=&c0&X and
c(t) converges to c\ in X as t  +, while if &c0&X>\s , \=\s .
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Nevertheless, under some additional assumptions on the kinetic coef-
ficients, this conjecture is shown to hold true in the diffusionless case [2,
Theorem 5.6; 1; 8].
3. A PRIORI ESTIMATES
In this section, we derive the main estimates that we need for the study
of the long time behaviour of c. Throughout the paper, we will denote by
Ki , i1, any positive constant which depends only on 0, d, }, #, &c0&X ,
|c01| L , zs and V0 while Li , i1, will denote any positive constant depend-
ing not only on the above mentioned quantities, but also on $1 and $2 . Any
further dependence upon additional parameters will be indicated explicitly.
Lemma 3.1. Assume that zs>0. The following statements hold true.
:

i=1
|
0
ci (t) } ln \ci (t)Qi +} dxK1 , t0, (3.1)
:

i=1
|

0
|
0
di |{(c12i )|
2 dx dtK1, (3.2)
|

0
|
0
Y(a ic1ci , bi+1c i+1) dx dtK1 , i1, (3.3)
|

0
|
0
Y \ :
i
j=1
ajc1c j , :
i
j=1
bj+1 cj+1+ dx dtK1 , i1, (3.4)
where
Y(r, s)=
(r&s)2
max(r, s)
, (r, s) # [0, +)2 "[(0, 0)].
Note that, since by Proposition 2.2, ci (x, t)>0 for (x, t) # 0_(0, +)
and i2, Y(ai c1ci , bi+1 ci+1) is defined almost everywhere in
0_(0, +).
Proof of Lemma 3.1. In order to prove the lemma, we need to recall
how the solution c is constructed in [7]. We fix ’ # (0, min(1, zs)). There
is an increasing sequence of integers (Nk)k1 , Nk  +, and
cNk=(cNki ) i1 # C([0, +), X
+), cNki =0 if iNk+1,
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such that, for each t0 and i1,
lim
k  +
&cNk (t)&c(t)&X=0, &cNk (t)&XK2 , (3.5)
cNki  ci a.e. in 0_(0, +), (3.6)
and cNk is the solution to
cNk1
t
&d1 2cNk1 =&W1 (c
Nk)& :
Nk&1
j=1
Wj (cNk)&aNk c
Nk
1 c
Nk
Nk
cNki
t
&di 2cNki =Wi&1 (c
Nk)&Wi (cNk), 2iNk&1, (3.7)
cNkNk
t
&dNk 2c
Nk
Nk
=WNk&1 (c
Nk),
cNki
n
=0, 1iNk , (3.8)
cNki (0)=min(c
0
i , Nk)+
Qi’i
Nk
, 1iNk . (3.9)
Let t>0. Since cNki (0)(Qi ’
i)Nk , it follows from the maximum prin-
ciple that cNki (t)>0 [7, Proposition 2.1]. We then multiply the i th equa-
tion of (3.7) by ln(cNki Q i), sum up the resulting identities, and integrate
over 0_(0, t). This gives
:
Nk
i=1
|
0
cNki (t) \ln \c
Nk
i (t)
Qi +&1+ dx+4 :
Nk
i=1
|
t
0
|
0
d i |{((cNki )
12)| 2 dx ds
+ :
Nk
i=1
|
t
0
|
0
(a icNk1 c
Nk
i &b i+1 c
Nk
i+1)(ln(a ic
Nk
1 c
Nk
i )&ln(bi+1c
Nk
i+1)) dx ds
+|
t
0
|
0
aNk c
Nk
1 ln(c
Nk
1 )c
Nk
Nk
dx dsV0+2 &c0&X . (3.10)
(The upper bound of the right-hand side of (3.10) is obtained as in [6,
Lemma 3.2].) Since zs>0, :=1+z&2s < and :
&12<zs . We argue as in
[6, Lemma 3.1] to obtain that
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:
Nk
i=1
|
0
cNki (t) \ln \c
Nk
i (t)
Qi +&1+ dx
 :
Nk
i=1
|
0
cNki (t) } ln \c
Nk
i (t)
Qi +} dx
&2 :
Nk
i=1
(i |cNki (t)| L1 ln :+2 |0| Q i :
&i2)
 :
Nk
i=1
|
0
cNki (t) } ln \c
Nk
i (t)
Qi +} dx&K3 . (3.11)
Note that  Qi:&i2< since :&12<zs .
It next follows from the mean-value theorem that, for (r, s) # (0, +)2,
(r&s)(ln r&ln s)Y(r, s). (3.12)
Since cNki (t)>0 for t0 and i1, it follows from [8, Lemma 4.1] and
(3.12) that, for each M # [1, ..., Nk],
:
Nk
i=1
|
t
0
|
0
(a icNk1 c
Nk
i &bi+1 c
Nk
i+1)(ln(aic
Nk
1 c
Nk
i )&ln(b i+1c
Nk
i+1)) dx ds

1
2 |
t
0
|
0
:
M
i=1
Y(aicNk1 c
Nk
i , bi+1c
Nk
i+1) dx ds
+
1
2 |
t
0
|
0
Y \ :
M
i=1
aicNk1 c
Nk
i , :
M
i=1
bi+1cNki+1+ dx ds. (3.13)
Combining (3.10), (3.11) and (3.13) and using the monotonicity of r [ ln r
yield
:
M
i=1
|
0
cNki (t) } ln \c
Nk
i (t)
Qi +} dx+4 :
M
i=1
|
t
0
|
0
di |{((cNki )
12)| 2 dx ds
+
1
2 |
t
0
|
0
:
M
i=1
Y(aicNk1 c
Nk
i , bi+1c
Nk
i+1) dx ds
+
1
2 |
t
0
|
0
Y \ :
M
i=1
aicNk1 c
Nk
i , :
M
i=1
bi+1 cNki+1+ dx ds
K4 \1+|
t
0
|
0
Nk cNkNk dx ds+ , (3.14)
for each M # [1, ..., Nk]. Notice that each term of the left-hand side of
(3.14) is nonnegative.
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For fixed M1, we will pass to the limit in (3.14) with k  +. First,
(3.5) and the Fatou lemma yield
:
M
i=1
|
0
ci (t) } ln \ci (t)Qi +} dxlim infk  + :
M
i=1
|
0
cNki (t) } ln \c
Nk
i (t)
Qi +} dx. (3.15)
It also follows from (3.5), (3.6), and Proposition 2.2 that, for i1,
(aicNk1 c
Nk
i , bi+1 c
Nk
i+1)  (aic1ci , bi+1ci+1) a.e. in 0_(0, t),
and
(aic1c i , b i+1 ci+1) # [0, +)_(0, +) a.e. in 0_(0, t).
Since Y # C([0, +)_(0, +)), we conclude that
Y(ai cNk1 c
Nk
i , bi+1c
Nk
i+1)  Y(a ic1ci , bi+1ci+1) a.e. in 0_(0, t),
and the Fatou lemma yields
|
t
0
|
0
Y(aic1c i , bi+1ci+1) dx ds
lim inf
k  + |
t
0
|
0
Y(aicNk1 c
Nk
i , bi+1c
Nk
i+1) dx ds. (3.16)
A similar argument gives
|
t
0
|
0
Y \ :
M
i=1
aic1ci , :
M
i=1
bi+1c i+1+ dx ds
lim inf
k  + |
t
0
|
0
Y \ :
M
i=1
aicNk1 c
Nk
i , :
M
i=1
bi+1cNki+1+ dx ds. (3.17)
We finally infer from (3.5), (2.1), and the Lebesgue dominated convergence
theorem that
|
t
0
|
0
NkcNkNk dx ds|
t
0
&cNk (s)&c(s)&X ds+|
t
0
:

i=Nk
i |ci (s)|L1 ds,
hence
lim
k  + |
t
0
|
0
NkcNkNk dx ds=0. (3.18)
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We then let k  + in (3.14) and use (3.15)(3.18), (3.5), and the lower
semicontinuity of the L2-norm to obtain
:
M
i=1
|
0
ci (t) } ln \ci (t)Qi +} dx+4 :
M
i=1
|
t
0
|
0
di |{(c12i )|
2 dx ds
+
1
2 |
t
0
|
0
:
M
i=1
Y(a ic1ci , bi+1c i+1) dx ds
+
1
2 |
t
0
|
0
Y \ :
M
i=1
aic1ci , :
M
i=1
bi+1ci+1+ dx dsK5 .
Since the above estimate is valid for each M1 and t0, we obtain
(3.1)(3.4) by letting M  + for each t0. The proof of Lemma 3.1 is
thus complete. K
Remark 3.2. The reason for the introduction of the function Y is that
we do not know whether c1 (t)>0 for t>0, and thus we are not able to
pass to the limit in the term ln (ai cNk1 c
Nk
i ) in (3.10).
4. PROOF OF THEOREM 2.4
Lemma 4.1. (i) |(c) is non-empty and, if y # |(c), then y is spatially
homogeneous and &y&X&c0&X .
(ii) Let y # |(c) and a sequence of positive real numbers (tn),
tn  +, satisfying, for each i1,
ci (tn)  y i in L1 (0). (4.1)
Then there is a subsequence of (tn) (which we still denote by (tn)) and
c =(c i) i1 such that
c i # C([0, 1]), c i (0)= y i , i1, (4.2)
ci ( } +tn)  c i in C([0, 1]; L1 (0)), i1, (4.3)
and for i2 and t # [0, 1],
c i (t)= yi+|
t
0
(Wi&1 (c (s))&Wi (c (s))) ds. (4.4)
Let us mention at this point that Lemma 4.1 does not give any informa-
tion about a possible ordinary differential equation satisfied by c 1 . Check-
ing that c 1 satisfies the first equation of (1.1) (so that c is a spatially
homogeneous solution to (1.1)(1.2)) might be very delicate [8].
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Proof of Lemma 4.1. Let (tn) be a sequence of positive real numbers,
tn  +, and consider the sequence c(n) defined by
c(n) (x, t)=c(x, t+tn), (x, t) # 0_[0, 1].
Then c(n) is a solution to (1.1)(1.2) with initial data c(tn). We infer from
(2.4), the density conservation (2.1), and (2.2) that, for each i1, the right-
hand side of the equation satisfied by c(n)i is bounded in L
 (0, 1; L1 (0))
uniformly with respect to n1. It then follows from [3] that (c (n)i )n1 is
relatively compact in C([0, 1]; L1 (0)) for each i1. Using a diagonal
process, we may extract a subsequence of (c(n))n1 (not relabeled) such
that, for each i1,
c (n)i  c i in C([0, 1]; L
1 (0)) (4.5)
for some c =(c i) i1 . Furthermore, c # X+, and
&c (t)&X&c0&X , t # [0, 1]. (4.6)
Consequently, c (0) # |(c), hence |(c) is non-empty. The first part of
Lemma 4.1(i) is proved.
Next, let i1. Since di>0, it follows from (3.2) that
lim
n  + |
1
0
|
0
|{((c (n)i )
12)| 2 dx ds=0.
This fact and (4.5) yield that for almost every t # (0, 1), {(c 12i )(t)=0 in
D$(0), hence c i (t) is a nonnegative real number. Since c i is in C([0, 1];
L1 (0)), we conclude that c i (t) is a nonnegative real number for any
t # [0, 1]. It then remains to let n  + in the equation satisfied by c (n)i ,
i2, and use (4.5) and (2.4) to obtain (4.4). We have thus proved that c (0)
fulfills the requirements of Lemma 4.1. Now, if y is any element of |(c), a
similar proof yields that y is spatially homogeneous and that (ii) holds
true. K
We now prove Theorem 2.4. A straightforward consequence of
Lemma 4.1 is that |(c) is non-empty and that any y # |(c) is spatially
homogeneous and satisfies &y&X&c0&X . We are thus left to prove that if
y # |(c), then y is an equilibrium state. The proof of this last fact relies on
a modification of [2, Theorem 4.6] and (3.4).
Let y # |(c) and (tn) be a sequence of positive real numbers, tn  +,
such that, for each i1,
ci (tn)  y i in L1 (0). (4.7)
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If y#0, then y is an equilibrium state, and there is nothing to prove. We
may thus assume that y0. Owing to Lemma 4.1, we may also assume
that there is a sequence c =(c i) i1 of nonnegative functions of C([0, 1])
satisfying (4.2)(4.4).
Since y0, there is i01 such that y i0{0.
Case 1. Assume first that we may choose i02. We then claim that
c 2 (t)>0, t # (0, 1]. (4.8)
Suppose for contradiction that c 2 ({)=0 for some { # (0, 1]. It follows from
(4.4) that
0=c 2 ({) exp \|
{
0
(a2c 1 (s)+b2) ds+
=y2+|
{
0 \exp \|
t
0
(a2c 1 (s)+b2) ds++ (a1c 1 (t)2+b3 c 3 (t)) dt.
Since c i0, ai>0 and bi>0, this gives
y2=0 and c 1=c 3#0 on [0, {].
Proceeding by induction, we arrive at c i0#0 on [0, {], hence a contradic-
tion, since c i0 (0)= yi0{0. Therefore, (4.8) holds true.
We next fix i1. It follows from (4.8) that
:
i
j=1
bj+1c j+1 (t)>0, t # (0, 1]. (4.9)
On the one hand, we infer from (4.3), (4.9), and the continuity of Y on
[0, +)_(0, +) that
Y \ :
i
j=1
a jc1 ( } +tn)cj ( } +tn), :
i
j=1
bj+1 cj+1 ( } +tn)+
 Y \ :
i
j=1
ajc 1c j , :
i
j=1
b j+1c j+1+
almost everywhere in 0_(0, 1). The Fatou lemma then yields
|
1
0
|
0
Y \ :
i
j=1
a j c 1c j , :
i
j=1
b j+1c j+1+ dx ds
lim inf
n  + |
1
0
|
0
Y \ :
i
j=1
a j c1 (s+tn)cj (s+tn), :
i
j=1
bj+1cj+1 (s+tn)+ dx ds.
(4.10)
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On the other hand, it follows from (3.4) that the right-hand side of (4.10)
is equal to zero. Thus, since Y is nonnegative and c j is continuous for each
j1, we obtain
Y \ :
i
j=1
ajc 1 (t) c j (t), :
i
j=1
bj+1c j+1 (t)+=0, t # [0, 1],
hence
:
i
j=1
ajc 1 (t) c j (t)= :
i
j=1
b j+1c j+1 (t), t # [0, 1].
The above equality being valid for each i1, we conclude that
ai c 1 (t) c i (t)=b i+1 c i+1 (t)
for every i1 and t # [0, 1]. Consequently, c (t) is an equilibrium state for
each t # [0, 1], which proves that y=c (0) is an equilibrium state.
Case 2. We shall now show that there is no state y of the form
y=( y1 , 0, ..., 0, ...), y1>0, in |(c). If we cannot choose i02, then
necessarily yi=0 for each i2 and thus y1>0 (recall that y0). Since c 1
is continuous, there exists {0>0 such that
c 1 (t)>0, t # [0, {0]. (4.11)
We claim that, also in this case, it holds
c 2 (t)>0, t # (0, 1]. (4.12)
Indeed, suppose for contradiction that c 2 ({)=0 for some { # (0, 1]. Argu-
ing as in Case 1, we find that c 1 should vanish identically on [0, {], hence
a contradiction to (4.11). We may now proceed as in Case 1 and conclude
that y is an equilibrium state. However, it follows from Proposition 2.3 that
a non-zero equilibrium state cannot be of the form ( y1 , 0, ..., 0, ...), hence a
contradiction. This case can thus not happen, and the proof of Theorem 2.4
is complete. K
5. AN INVARIANCE PRINCIPLE
In this section, we derive an analogue of the LaSalle invariance principle
for the |-limit set of a relatively compact trajectory in a space X, along
which a functional, which is not continuous in X, but has some continuity
properties on suitable subsets of C([0, 1]; X), decreases.
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Proposition 5.1. Let X be a topological space and Y be a Banach space
such that X & Y{<. We consider , # C([0, +); X) such that
[,( } +t), t0] is relatively compact in C([0, 1]; X), (5.1)
and
sup
t0
|
t+1
t
|,(s)| pY ds< (5.2)
for some p # [1, ]. Let W be a mapping from X & Y in R and define the
superposition operator W by W (t)=W((t)), t # (0, 1) for  # C([0, 1]; X)
& L p (0, 1; Y). We assume that
(i) W maps C([0, 1]; X) & L p (0, 1; Y) in L1 (0, 1),
(ii) If (n)n1 is a bounded sequence of C([0, 1]; X) & L p (0, 1; Y)
which converges to  in C([0, 1]; X), then (W (n))n1 converges to W ()
in L1 (0, 1),
(iii) there exists a measurable subset Z, of [0, +) of measure zero
such that
W(,(t))W(,(s)) for ts, t  Z, , s  Z, , (5.3)
m, := inf
t # [0, +)"Z,
W(,(t))>&. (5.4)
If x # |(,), where
|(,)=[ y # X, ,(tn)  y in X for some sequence tn  +],
there exists  # C([0, 1]; X) such that
(0)=x, ([0, 1])/|(,), (5.5)
W((t))=m, for almost every t # [0, 1]. (5.6)
If W has further properties on |(,), we obtain an analogue of the
LaSalle invariance principle.
Corollary 5.2. Under the notations and assumptions of Proposition 5.1,
and if we assume further that, either
(a) W is continuous on |(,) for the X-topology, or
(b) W&1 ([m,]) & |(,) is a singleton,
then W(x)=m, for each x # |(,).
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Proof of Proposition 5.1. Let x # |(,). There is a sequence of positive
real numbers (tj)j1 , tj  +, such that (,(tj)) j1 converges to x in X.
For j1, we put
,j (t)=,(t+tj), t # [0, 1].
Owing to (5.1), there exists  # C([0, 1]; X) and a subsequence (,jk)k1 of
(,j) j1 such that (0)=x and
,jk   in C([0, 1]; X). (5.7)
We also infer from (5.2) that (,jk)k1 is a bounded sequence in L
p (0, 1; Y).
It then follows from (ii) and (5.7) that
W (,jk)  W () in L
1 (0, 1). (5.8)
Extracting a further subsequence, we may assume that there is a subset J
of (0, 1) of measure zero such that
W(,jk (t))  W((t)) for t # [0, 1]"J. (5.9)
We next introduce W # C([0, +)) defined by
W (t)=|
t+1
t
W(,(s)) ds, t0.
First notice that this definition is meaningful, thanks to (5.2) and (i). It
next follows from (5.3) and (5.4) that W is nonincreasing on [0, +) with
inf
t0
W (t)=m, . (5.10)
We are now ready to complete the proof of Proposition 5.1. On the one
hand, it follows from (5.8) that
lim
jk  +
W (tjk)=|
1
0
W((s)) ds.
This fact and (5.10) yield
|
1
0
W((s)) ds=m, . (5.11)
On the other hand, let A be the subset of [0, 1] given by
A= .

k=1
[t # [0, 1], t+t jk # Z,] _ J.
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Since A is a countable union of subsets of [0, 1] of measure zero, it has
zero measure. It follows from (5.4) and (5.9) that, if t # [0, 1]"A, it holds
lim
k  +
W(,(t+tjk))=W((t)),
W(,(t+tjk))m, .
Consequently, W((t))m, for almost every t # [0, 1], which, together
with (5.11) gives (5.6). Finally, the fact that ([0, 1]) is included in |(,)
follows at once from (5.7) and the definition of |(,). K
Corollary 5.2 is then a straightforward consequence of Proposition 5.1
and the continuity of .
6. PROOF OF THEOREM 2.5
As mentioned in the Introduction, the system (1.1)(1.3) has a Liapunov
functional. The next lemmata are devoted to the definition and properties
of this functional, which we will need in order to use the abstract
framework of the previous section.
Lemma 6.1. Let T>0 and u # L (0, T; X+) such that, for some
= # (0, 14),
:

i=1
|
T
0
|ui (s)| 1+2=L1+2= ds<. (6.1)
Then
t [ V(u(t))= :

i=1
|
0
ui (x, t \ ln \ui (x, t)Q iz is +&1+ dx (6.2)
belongs to L1 (0, T ).
Proof of Lemma 6.1. The proof of Lemma 6.1 borrows some arguments
from [2, Lemma 4.2]. We recall that, if : # (0, 12), there is a constant
C:>0 such that
r |ln r|C: (r1+:+r1&:), r # [0, +). (6.3)
Since zs # (0, +), it follows from (2.11) that (ln (Q1ii zs)) is bounded. We
then infer from (6.3) that, for t # [0, T] and i1,
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|
0
ui (t) } ln \ui (t)Qiz is+&1 } dx
|
0
ui (t) |ln(ui (t))| dx+(1+|ln(Qiz is)| ) |ui (t)| L1
C2= ( |ui (t)| 1+2=L1+2=+|0|
2= |ui (t)| 1&2=L1 )+K6 i |ui (t)|L1 .
Summing with respect to i and using Ho lder inequality, we obtain
:

i=1
|
0
ui (x, t } ln \ui (x, t)Qi z is +&1 } dxK7 \ :

i=1
|u i (t)|
1+2=
L1+2=+&u(t)&X+
+K8 &u(t)&1&2=X \ :

i=1
i 1&12=+
12=
Note that, since = # (0, 14),  i 1&12=< and the proof of Lemma 6.1 is
complete. K
We next investigate continuity properties of V. Clearly, V is not con-
tinuous on X for the topology of L1 (0)N, and we need to work with a dif-
ferent topology.
Lemma 6.2. Let T>0, (u(n))n1 be a sequence in L
 (0, T; X+) and
u # L (0, T; X+) be such that, for each i1,
u (n)i  u i in C([0, T]; L
1 (0)), (6.4)
and
sup
n1
|u(n)|L(0, T; X ) :=P1<, (6.5)
sup
n1
:

i=1
|u (n)i |
1+2=
L1+2=(0_(0, T )) :=P2<, (6.6)
for some = # (0, 14). Then V(u ) # L1 (0, T ) and
lim
n  +
|V(u(n))&V(u )| L1(0, T )=0. (6.7)
Proof of Lemma 6.2. It follows from (6.4)(6.6) that
|u |L(0, T; X )P1 , :

i=1
|u i|
1+2=
L1+2=(0_(0, T ))P2 . (6.8)
Therefore, V(u ) # L1 (0, T ), thanks to Lemma 6.1.
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Next, let M1. It follows from (6.5)(6.6) and (6.3) that
:

i=M
|
T
0
|
0
u (n)i |ln u
(n)
i | dx ds
C= :

i=M
|
0
|
0
( |u (n)i |
1+=+|u (n)i |
1&=) dx ds
C= :

i=M
|
T
0
|
[ui
(n)i12=]
|u (n)i |
1+2= |u (n)i |
&= dx ds
+C= :

i=M
|
T
0
|
[ui
(n)i12=]
|u (n)i | |u
(n)
i |
= dx ds
+K9 :

i=M
|
T
0
|u (n)i |
1&=
L1 ds
K10 (T )M&12 :

i=M
(( |u (n)i |
1+2=
L1+2=(0_(0, T ))+i |u
(n)
i |L1)
+K9 \ :

i=M
i 1&1=+
=
|
T
0 \ :

i=M
i |u (n)i |L1+
1&=
ds
K11 (T, P1 , P2) \M&12+\ :

i=M
i 1&1=+
=
+
uniformly with respect to n1. Hence,
sup
n1
:

i=M
|u (n)i ln(u
(n)
i )|L1(0_(0, T ))(M ), (6.9)
where
(M )=K11 (T, P1 , P2) \M &12+\ :

i=M
i 1&1=+
=
+ . (6.10)
Notice that, since = # (0, 14),
lim
M  +
(M )=0. (6.11)
Owing to (6.8), we can prove in a similar way that
:

i=M
|u i ln(u i)|L1(0_(0, T ))(M ). (6.12)
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Finally, let i1. Since (u (n)i ) converges to u i in C([0, T]; L
1 (0)) and is
bounded in L1+2= (0_(0, T )) by (6.4) and (6.6), we have also
lim
n  +
|u (n)i ln(u
(n)
i )&u i ln(u i)|L1(0_(0, T ))=0. (6.13)
Now, let $>0. We infer from (6.9)(6.12) that there is M$1 such that
sup
n1
:

i=M$
|u (n)i ln(u
(n)
i )| L1(0_(0, T ))+ :

i=M$
|u i ln(u i)|L1(0_(0, T ))$.
Then
} :

i=1
u (n)i ln(u
(n)
i )& :

i=1
u i ln(u i) }L1(0_(0, T ))
 :
M$
i=1
|u (n)i ln(u
(n)
i )&u i ln(u i)| L1(0_(0, T ))+$,
hence, using (6.13),
lim sup
n  + } :

i=1
u (n)i ln(u
(n)
i )& :

i=1
u i ln(u i) }L1(0_(0, T ))$.
Since this is valid for each $>0, we conclude that
lim
n  + } :

i=1
u (n)i ln(u
(n)
i )& :

i=1
u i ln(u i) }L1(0_(0, T ))=0. (6.14)
We next proceed as in [2, Proposition 4.5] to prove that
lim
n  +
:

i=1
(1+|ln(Q iz
i
s)| ) |u
(n)
i &u i | L1(0_(0, T ))=0. (6.15)
Indeed, since Q1ii zs  1 as i  + by (2.11), we have
lim
i  + \
1
i
+|ln(Q1ii zs)|+=0. (6.16)
Then (6.15) follows at once from (6.4), (6.5), (6.8), and (6.16). Combining
(6.14) and (6.15), we obtain (6.7). K
We now prove that V is a Liapunov functional.
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Lemma 6.3. There is a measurable subset Z of (0, +) with zero
measure such that, if st and s  Z, t  Z, it holds
V(c(t))V(c(s)), (6.17)
&= inf
t  Z
V(c(t))>&. (6.18)
Proof of Lemma 6.3. We use again the fact that c is a limit of solutions
to (3.7). Consider t0, s # [0, t], and k1. We multiply the i th equation
of (3.7) by ln(cNki Q i), sum up the resulting identities, and integrate over
0_(s, t). The monotonicity of r [ ln r yields
V(cNk (t))V(cNk (s))&|
t
s
|
0
aNk c
Nk
1 ln (c
Nk
1 )c
Nk
Nk
dx d{.
Using the nonnegativity of cNkNk and (2.2), we obtain
V(cNk (t))V(cNk (s))+K12 |
t
s
|
0
NkcNkNk dxd{. (6.19)
Next, let T>0. In order to pass to the limit as k  + in (6.19), we
shall apply Lemma 6.2. To this end, notice first that cNk # L (0, T; X +)
with
|cNk| L(0, T; X )&c0&X , (6.20)
and it follows from (3.5) that, for each i1,
cNki  ci in C([0, T]; L
1 (0)), (6.21)
and c # L (0, T; X+). To go further, we need the following lemma:
Lemma 6.4. Let u # L (0, T; X+) such that u12i # L
2 (0, T; H1 (0)) for
each i1. Assume that there is a sequence of positive real numbers :i such
that
*i &2d:i+i, i1, (6.22)
for some positive real numbers *, +, and
:

i=1
:i |{u12i |
2
L2(0_(0, T )) :=P<. (6.23)
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Then there is a constant D>0 depending only on 0, d, *, +, P, T, and
|u|L(0, T; X ) such that
:

i=1
|
T
0
|
0
|u i|
1+14d
L1+14d(0_(0, T ))D. (6.24)
In order not to delay further the proof of Theorem 2.5, we postpone the
proof of this lemma to the end of the section. We infer from the non-
negativity of the function Y defined in Lemma 3.1, (3.14) and (3.18) that,
for each Nk ,
:

i=1
|
T
0
|
0
di |{((cNki )
12)|2 dx d{K13 (T ). (6.25)
Owing to (2.12), (6.20), and (6.25), we are in a position to apply
Lemma 6.4 and obtain
:

i=1
|cNki |
1+14d
L1+14d(0_(0, T ))L1 (T ). (6.26)
Since d1, it follows from (6.20), (6.21), and (6.26) that the assumptions
of Lemma 6.2 are fulfilled. Consequently,
lim
k  +
|V(cNk)&V(c)| L1(0, T )=0.
Since this is valid for each T>0, we have a subsequence of (cNk)k1 (not
relabeled) and a measurable subset Z of [0, +) with measure zero such
that
V(cNk ({))  V(c({)), { # [0, +)"Z. (6.27)
We then combine (6.19), (6.27), and (3.18) to obtain (6.17). Finally, (6.18)
follows from (3.11), the density conservation (2.1), and the positivity
of zs . K
We are now ready to prove Theorem 2.5. Denoting by X the set
[u # X+, &u&X2 &c0&X]
endowed with the topology of L1 (0)N, we claim that
[c( } +t), t0] is relatively compact in C([0, 1]; X). (6.28)
Indeed, let (tn)n1 be a sequence of nonnegative real numbers. It follows
from (2.2), (2.4), and the density conservation (2.1) that, for each i1, the
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right-hand side of the equation satisfied by ci (.+tn) is bounded in
L (0, 1; L1 (0)) uniformly with respect to n1, while (ci (tn))n1 is a
bounded sequence of L1 (0). We then infer from [3] that (ci (.+tn))n1 is
relatively compact in C([0, 1]; L1 (0)) for each i1. The claim (6.28) then
follows by a diagonal process.
It next follows from (2.1), (2.12), (3.2) and Lemma 6.4 that
sup
t0
|
t+1
t
|
0
:

i=1
|c i|
1+14d dx ds<,
i.e.,
sup
t0
|c|L1+14d(t, t+1; Y)<,
with
Y=l1+14d (N; L1+14d (0)).
We finally infer from Lemmata 6.16.3 that V and c fulfill the assumptions
of Proposition 5.1. Furthermore, it follows from Theorem 2.4 that |(c)
contains only equilibria and from [2, Proposition 4.3 and Theorem 5.5]
that V&1 ([&]) & [equilibria] is reduced to a single element. We then apply
Corollary 5.2 to complete the proof of Theorem 2.5. K
Proof of Lemma 6.4. In the proof of Lemma 6.4, we denote by Ds ,
s1, any positive constant depending only on 0, d, *, +, P, T and
|u|L(0, T; X ) . Let t # (0, T ). We infer from the GagliardoNirenberg
inequality that, for each i1,
|u i (t)| (d+2)dL(d+2)d D1 ( |{u
12
i (t)|
2
L2 |u
12
i (t)|
4d
L2 +|u
12
i (t)|
2(d+2)d
L2 )
D1 |ui (t)| 2dL1 ( |{u
12
i (t)|
2
L2+|ui (t)|L1).
We multiply the above inequality by :i i 2d and sum up with respect to i.
This gives
:

i=1
: i i
2d |ui (t)| (d+2)dL(d+2)d D2 &u(t)&
2d
X :

i=1
: i ( |{u
12
i (t)|
2
L2+|ui (t)| L1).
We then use (6.22) to obtain
:

i=1
|u i (t)|
(d+2)d
L(d+2)d D3 &u(t)&2dX :

i=1
(: i |{u
12
i (t)|
2
L2+i |ui (t)|L1).
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We integrate the above inequality with respect to t on (0, T ) and use (6.23)
to obtain
:

i=1
|u i (t)|
(d+2)d
L(d+2)d(0_(0, T ))D4 .
Then (6.24) follows from the above estimate by the Young inequality. K
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