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RESUMO
O uso de O´ptica Adaptativa esta´ se tornando cada vez mais importante
para o aproveitamento ma´ximo dos telesco´pios, e sera´ obrigato´ria para
os telesco´pios gigantes de nova gerac¸a˜o. Neste documento sera˜o descri-
tos os projetos a serem trabalhados no desenvolvimento de te´cnicas para
o´ptica adaptativa utilizando redes neurais artificiais. Para a te´cnica de
campo amplo MOAO apresentamos uma te´cnica com redes neurais ar-
tificiais capaz de executar tomografia como outras te´cnicas existentes,
mas com o benef´ıcio de na˜o necessitar de conhecimento pre´vio do perfil
da turbuleˆncia atmosfe´rica. Tambe´m utilizamos redes neurais artifi-
ciais para sensores de frente de onda Shack-Hartmann em telesco´pios
gigantes. Quando este tipo de sensor e´ usado com estrelas guia laser
para amostrar a pupila de telesco´pios com 30m de diaˆmetro ou mais,
e´ necessa´rio computar o centroide de pontos alongados, com o aˆngulo
e raza˜o de alongamento variando atrave´s da pupila. Te´cnicas existen-
tes como matched filter sa˜o consideradas as melhores para computar
o centroide de pontos alongados, entretanto elas na˜o sa˜o boas em li-
dar com condic¸o˜es dinaˆmicas como a variac¸a˜o no perfil da camada de
so´dio. Neste trabalho propomos uma nova te´cnica usando redes neurais
artificiais, que se aproveita da habilidade das redes neurais de lidarem
com condic¸o˜es varia´veis, superando as te´cnicas existentes quando tes-
tada sob condic¸o˜es varia´veis. Desenvolvemos simulac¸o˜es completas para
examinar nossa nova te´cnica e compara´-la com outras.
Palavras-chave: MOAO. Tomografia. Sensores de frente de onda.

ABSTRACT
The use of Adaptive Optics is becoming ever more important to the
maximum utilization of telescopes, and will be mandatory for the new
generation of extremely large telescopes. In this document the pro-
jects to be worked on the development of techniques for adaptive op-
tics using artificial neural networks will be described. For the wide field
MOAO technique we present a technique with artificial neural networks
capable of executing turbulence tomography as do other existing te-
chniques, but with the benefit of not needing to have the knowledge
of the turbulence profile. We also used artificial neural networks for
the Shack-Hartmann wavefront sensors in extremely large telescopes.
When using this type of sensors in conjunction with laser guide stars
for sampling the pupil of telescopes with 30m in diameter or more,
it is necessary to compute the centroid of elongated spots, with elon-
gation angle and ratio changing across the telescope pupil. Existing
techniques such as matched filter have been considered as best ones to
compute the centroid of elongated spots, however they are not good
at coping with dynamic conditions such as a variation in the Sodium
profile causing a di↵erences in the spot. In this work we propose a new
technique using artificial neural networks, which take advantage of the
neural networks’ ability to cope with changing conditions, outperfor-
ming existing techniques when tested under variable conditions. We
have developed thorough simulations to probe our new technique and
compare it with existing algorithms.
Keywords: MOAO. Tomography. Wavefront sensors.

LISTA DE FIGURAS
Figura 1 Exemplo de arquitetura de uma rede neural artificial. . . 22
Figura 2 Vista em corte do disco de Airy . . . . . . . . . . . . . . . . . . . . . . . 23
Figura 3 Dois discos de Airy pro´ximos como visto por um CCD. 24
Figura 4 Densidade espectral de poteˆncia t´ıpica para turbuleˆncia
atmosfe´rica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Figura 5 Imagem dos polinoˆmios de Zernike. . . . . . . . . . . . . . . . . . . . . 29
Figura 6 Sistema de o´ptica adaptativa cla´ssico . . . . . . . . . . . . . . . . . . 31
Figura 7 Sistema de Controle para O´ptica Adaptativa. . . . . . . . . . . 32
Figura 8 Sensor de frente de onda Shack-Hartmann . . . . . . . . . . . . . 33
Figura 9 Reconstruc¸a˜o da frente de onda. . . . . . . . . . . . . . . . . . . . . . . . 33
Figura 10 Relac¸a˜o entre as inclinac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Figura 11 Matriz de inclinac¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Figura 12 Efeito Cone para estrelas guia laser . . . . . . . . . . . . . . . . . . . . 36
Figura 13 Visa˜o em corte de um espelho segmentado . . . . . . . . . . . . . 38
Figura 14 Visa˜o em corte de um espelho de pel´ıcula . . . . . . . . . . . . . . 38
Figura 15 Sistema de controle detalhado . . . . . . . . . . . . . . . . . . . . . . . . . 39
Figura 16 Diagrama de sistema GLAO . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Figura 17 Diagrama de sistema MCAO . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Figura 18 Diagrama de sistema MOAO . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Figura 19 Diagrama topolo´gico dos feixes de luz de quatro estrelas
observadas em um telesco´pio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figura 20 Alongamento de ponto em sensores Shack-Hartmann. . . 55
Figura 21 Exemplo de perfil de densidade da camada de so´dio . . . . 57
Figura 22 Sequeˆncia normalizada de perfis de densidade da camada
de so´dio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Figura 23 Posicionamento dos pixels de um detector de coordena-
das polares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Figura 24 Fotografia da mesa de caracterizac¸a˜o de phase-screens . 68
Figura 25 Medic¸a˜o da densidade espectral de poteˆncia . . . . . . . . . . . 71
Figura 26 Diagrama do reconstrutor tomogra´fico CARMEN . . . . . . 74
Figura 27 Vista em corte da sobreposic¸a˜o dos feixes de luz . . . . . . . 76
Figura 28 Fotografia da bancada o´ptica . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Figura 29 Fotografia das fibras o´pticas montadas . . . . . . . . . . . . . . . . . 79
Figura 30 Resultado do erro de frente de onda em func¸a˜o da altitude 80
Figura 31 Sobreposic¸a˜o das estrelas fora de eixo . . . . . . . . . . . . . . . . . . 81
Figura 32 Diagrama da ANN para determinac¸a˜o de centroide . . . . 84
Figura 33 Simulac¸a˜o de imagem para a subabertura mais externa
do Shack-Hartmann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Figura 34 Ajuste de cinco Gaussianas a um perfil real de densidade
da camada de so´dio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Figura 35 Exemplo de um perfil sinte´tico de densidade da camada
de so´dio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Figura 36 Perfil de densidade da camada de so´dio com centro de
gravidade centrado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Figura 37 Erro me´dio de pixel como func¸a˜o do nu´mero total de
fo´tons detectados no caso ideal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Figura 38 Perfil de densidade da camada de so´dio assime´trico . . . . 93
Figura 39 Erro me´dio de pixel como func¸a˜o do nu´mero total de
fo´tons detectados no caso assime´trico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Figura 40 Erro me´dio de pixel como func¸a˜o do nu´mero total de
fo´tons detectados no caso turbulento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Figura 41 Histograma da posic¸a˜o do ponto . . . . . . . . . . . . . . . . . . . . . . . 96
Figura 42 Ponto alongado diagonalmente usado para testar as te´cnicas
no caso com CCD cartesiano . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Figura 43 Erro me´dio de pixel como func¸a˜o do nu´mero total de
fo´tons detectados no caso de CCD cartesiano . . . . . . . . . . . . . . . . . . . . . 98
Figura 44 Perfil da camada de so´dio evoluindo continuamente . . . . 100
Figura 45 Erro de centroide com perfil de camada de so´dio evo-
luindo e turbuleˆncia em um detector de coordenadas polares . . . . . . 101
Figura 46 Erro de centroide com perfil de camada de so´dio evo-
luindo e turbuleˆncia, CCD cartesiano e alongamento diagonal. . . . . 102
LISTA DE TABELAS
Tabela 1 Polinoˆmios de Zernike . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Tabela 2 Percentagens de sobreposic¸a˜o para estrelas guias . . . . . . . 76
Tabela 3 Altitudes equivalentes das camadas de turbuleˆncia . . . . . 81
Tabela 4 Erro me´dio (mas) para resultados com me´todos COG,
CMF e ANN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Tabela 5 Erro me´dio relativo ao erro do me´todo COG para CMF
e ANN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Tabela 6 Erro me´dio (mas) para COG, CMF e ANN . . . . . . . . . . . . 99

LISTA DE ABREVIATURAS E SIGLAS
FWHM Full Width at Half Maximum - Largura a` Meia Altura . 17
AO Adaptive Optics - O´ptica Adaptativa . . . . . . . . . . . . . . . . . . . 17
VLT Very Large Telescope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
PSD Power spectral density - Densidade espectral de poteˆncia 25
FFT2 Fast Fourier Transform in Two Dimensions - Transfor-
mada Ra´pida de Fourier em Duas Dimenso˜es . . . . . . . . . . . . . . 30
CCD Charged Coupled Device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
GLAO Ground Layer Adaptive Optics - O´ptica Adaptativa de
Camadas Baixas da Atmosfera . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
MCAO Multi Conjugate Adaptive Optics - O´ptica Adaptativa
Multi Conjugada . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
MOAO Multi Object Adaptive Optics - O´ptica Adaptativa de
Mu´ltiplos Objetos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
IFU Integral Field Unit - Unidade de Campo Integral . . . . . . . 43
MMSE Minimum Mean Square Error - Mı´nimo Erro Quadra´tico
Me´dio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
SCAO Single Conjugate Adaptive Optics - O´ptica Adaptativa
de Conjugac¸a˜o U´nica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
LBT Large Binocular Telescope - Grande Telesco´pio Binocular 53
TMT Thirty Meter Telescope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
GMT Giant Magellan Telescope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
E-ELT European Extremely Large Telescope . . . . . . . . . . . . . . . . . . . 54
ESO European Southern Observatory . . . . . . . . . . . . . . . . . . . . . . . . 54
OWL OverWhelmingly Large Telescope . . . . . . . . . . . . . . . . . . . . . . . 54
CoG Center of Gravity - Centro de Gravidade . . . . . . . . . . . . . . . 59
TCoG Thresholded Center of Gravity - Centro de Gravidade
com Limiar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
WCoG Weighted Center of Gravity - Centro de Gravidade Pon-
derado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

SUMA´RIO
1 INTRODUC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 REVISA˜O TEO´RICA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1 REDES NEURAIS ARTIFICIAIS . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 INSTRUMENTAC¸A˜O ASTRONOˆMICA: O´PTICA ADAP-
TATIVA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.1 Turbuleˆncia atmosfe´rica e o modelo de Kolmogorov 24
2.2.1.1 Polinoˆmios de Zernike . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2 Simulac¸a˜o de turbuleˆncia atmosfe´rica . . . . . . . . . . . . . . 28
2.2.3 O´ptica Adaptativa Cla´ssica . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.3.1 Sensores de Frente de Onda . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2.3.2 Estrelas Guia Laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.3.3 Espelhos deforma´vel e de Tip-Tilt . . . . . . . . . . . . . . . . . . . . 37
2.2.3.4 Sistema de Controle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.4 Sistemas de Campo Amplo: GLAO, MCAO e MOAO 40
2.2.5 Reconstrutores Tomogra´ficos . . . . . . . . . . . . . . . . . . . . . . . 43
2.2.5.1 Me´todo de Multiplicac¸a˜o Matricial . . . . . . . . . . . . . . . . . . . . 45
2.2.5.2 Learn and Apply . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.2.5.3 Tomografia por redes neurais artificiais . . . . . . . . . . . . . . . . 52
2.2.6 Sistemas de O´ptica Adaptativa Atuais . . . . . . . . . . . . . 53
2.2.7 Telesco´pios Gigantes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.2.7.1 O problema da estrela guia laser: Alongamento de Ponto 55
2.2.7.2 Algoritmos de centroide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.2.7.3 Implementac¸a˜o das te´cnicas de centro´ide . . . . . . . . . . . . . . . 59
2.2.7.3.1 Centro de gravidade(CoG) . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.2.7.3.2 Centro de gravidade com limiar (TCoG) . . . . . . . . . . . . . 60
2.2.7.3.3 Centro de gravidade ponderado (WCoG) . . . . . . . . . . . . . 60
2.2.7.3.4 Quad Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.2.7.3.5 Correlac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.2.7.3.6 Detector de Coordenadas Polares . . . . . . . . . . . . . . . . . . . . 62
2.2.7.4 Implementac¸a˜o do constrained matched filter . . . . . . . . . . . 63
2.2.7.5 Centroide por redes neurais artificiais . . . . . . . . . . . . . . . . . 65
3 CARACTERIZAC¸A˜O DE PHASE-SCREENS . . . . . . . 67
3.1 DESCRIC¸A˜O DO PROJETO . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2 RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4 TESTES DE LABORATO´RIO PARA TE´CNICA DE
TOMOGRAFIA POR REDES NEURAIS . . . . . . . . . . . 73
4.1 TOMOGRAFIA POR REDES NEURAIS ARTIFICIAIS . . . 73
4.2 DESCRIC¸A˜O DO RECONSTRUTOR TOMOGRA´FICO . . . 73
4.3 DESCRIC¸A˜O DO PROJETO DE BANCADA . . . . . . . . . . . . . 75
4.4 RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5 TE´CNICAS DE CENTROIDE PARA SENSORES DE
FRENTE DE ONDA USANDO REDES NEURAIS . . 83
5.1 OBJETIVOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2 SIMULAC¸O˜ES PARA REDES NEURAIS ARTIFICIAIS . . . 83
5.2.1 Modelagem de Perfil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3 REDES NEURAIS ARTIFICIAIS . . . . . . . . . . . . . . . . . . . . . . . . 87
5.4 VALIDAC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.5 ARQUITETURA DA REDE NEURAL ARTIFICIAL . . . . . . 89
5.6 RESULTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.6.1 Caso ideal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.6.2 Caso com perfil de camada de so´dio assime´trico . . . . 91
5.6.3 Caso turbulento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.6.4 Caso com CCD Cartesiano com alongamento dia-
gonal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.7 RESULTADOS DO TESTE DE FUNCIONAMENTO . . . . . . 99
6 CONCLUSO˜ES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
REFEREˆNCIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
17
1 INTRODUC¸A˜O
A melhor imagem que pode ser obtida por um telesco´pio possui
um limite f´ısico intranspon´ıvel: a figura de difrac¸a˜o conhecida como o
disco de Airy. A figura de difrac¸a˜o para um telesco´pio de 1m e´ de 0.117
segundos de arco de largura a` meia altura (FWHM, do ingleˆsFull Width
at Half Maximum), para um telesco´pio de 4m e´ de 0,029 segundos de
arco e para um telesco´pio de 40m e´ de 0,0029 segundos de arco. Para
uma gaussiana o FWHM tem um tamanho de 2.35 sigma. Entretanto,
devido a` turbuleˆncia atmosfe´rica, telesco´pios terrestres esta˜o longe de
alcanc¸ar este limite. A atmosfera e´ turbulenta e esta turbuleˆncia dis-
torce a luz dos objetos astronoˆmicos, limitando a resoluc¸a˜o alcanc¸a´vel
por um telesco´pio. Esta distorc¸a˜o espalha a luz, fazendo que objetos
pontuais sejam vistos como um borra˜o que engloba, tipicamente, um
segundo de arco.
Em s´ıtios astronoˆmicos com condic¸o˜es extraordinariamente boas
a imagem de uma fonte puntiforme pode alcanc¸ar valores de ate´ 0,25
segundos de arco (RACINE; ELLERBROEK, 1995), similar a` figura de di-
frac¸a˜o de um telesco´pio de 0,5m, e muito maior que a figura de difrac¸a˜o
de telesco´pios maiores.
O´ptica Adaptativa (AO, do ingleˆs Adaptive Optics) e´ a u´nica
te´cnica para corrigir as distorc¸o˜es causadas pela turbuleˆncia atmosfe´rica
em tempo real, melhorando significativamente a resoluc¸a˜o angular al-
canc¸a´vel por um telesco´pio. Sugerida inicialmente por Babcock (1953) e
implementada pela primeira vez nos anos 1980s (MERKLE et al., 1989),
esta te´cnica transforma a frente de onda distorcida pela turbuleˆncia
atmosfe´rica de volta em uma frente de onda plana como era antes de
entrar na atmosfera. A correc¸a˜o da frente de onda e´ alcanc¸ada medindo
a forma da frente de onda e introduzindo distorc¸o˜es de compensac¸a˜o
em um espelho deforma´vel. A medic¸a˜o e compensac¸a˜o devem acontecer
em um intervalo de tempo menor que a escala de tempo caracter´ıstica
das mudanc¸as na atmosfera. A frequeˆncia t´ıpica para compensac¸a˜o em
sistemas AO cla´ssicos e´ por volta de 50 a 250Hz (HARDY, 1998), mas
sistemas modernos esta˜o sendo planejados que necessitariam alcanc¸ar
ate´ 1000Hz (DAVIES; KASPER, 2012).
A primeira gerac¸a˜o deste tipo de sistema alcanc¸a bons n´ıveis de
correc¸a˜o, mas apenas dentro de um campo de visa˜o estreito. Para se
avaliar a correc¸a˜o de um sistema de AO costuma-se usar o Strehl Ratio,
que e´ a raza˜o da intensidade detectada de uma fonte puntiforme pela in-
tensidade teo´rica que seria gerada por um sistema perfeito trabalhando
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no limite de difrac¸a˜o. Como exemplo, o sistema de o´ptica adaptativa
adotado no telesco´pio Keck chega a Strehl Ratio de 70% na banda K,
o que equivale a um FWHM de 81 miliarcosegundos (WIZINOWICH et
al., 2006). Entretanto, esta correc¸a˜o e´ obtida apenas em uma regia˜o ao
redor do centro do campo em um aˆngulo limitado de alguns segundos
de arco, fora dessa pequena a´rea a correc¸a˜o e´ ineficaz.
Durante a u´ltima de´cada, a AO simples utilizando estrelas guia
naturais e laser emergiu como uma tecnologia de nicho e esta´ comec¸ando
a ter um impacto maior na astrof´ısica. Um dos grandes sucessos da AO
tem sido impulsionar o nosso entendimento da fotosfera solar. Como
apontado por Rimmele e Marino (2000) sistemas de AO sa˜o usados na
maioria das observac¸o˜es. Entre os maiores telesco´pios de observac¸a˜o
solar em operac¸a˜o esta˜o o Big Bear Solar Observatory de 1,6m de
diaˆmetro, que alcanc¸a uma resoluc¸a˜o de 0,12 segundos de arco a 706 nm
(GOODE et al., 2010).
Tambe´m no sistema solar AO tem sido usada para observac¸a˜o
de asteroides. No VLT (Very Large Telescope), AO foi usada para con-
firmar que alguns asteroides sa˜o sistemas mu´ltiplos, com a confirmac¸a˜o
que o sistema 87 Silvia tem duas luas (MARCHIS et al., 2005). Isso e´
importante pois o melhor me´todo de se medir a massa de um asteroide
e´ observar a o´rbita de uma lua em seu redor. Hoje se conhece cerca de
150 asteroides bina´rios no cintura˜o de asteroides, e AO e´ importante
no estudo destes sistemas (DAVIES; KASPER, 2012).
Planetas tambe´m sa˜o alvos importantes para o uso de AO, que
e´ particularmente adequada ao estudo da atmosfera dos planetas e de
seus sate´lites. Um alvo frequente e´ Tita˜, o u´nico sate´lite com uma
atmosfera densa. Ele ja´ foi observado por uma variedade de sistemas
de AO capazes de resolver espacialmente seu diaˆmetro de 0,8,segundos
de arco e acompanhando variac¸o˜es sazonais e dia´rias em sua atmosfera,
como exemplificado pelos trabalhos de Hartung et al. (2004), Hirtzig
et al. (2006) e Ada´mkovics et al. (2007).
Em estudo de estrelas AO tem sido usado em procuras por com-
panheiras de baixa massa nas proximidades de estrelas de massa maior,
desde os mapeamentos de estrelas OB utilizando o ADONIS (SHATSKY;
TOKOVININ, 2002) ate´ observac¸o˜es nas cercanias de ana´logos solares
(METCHEV; HILLENBRAND, 2009).
AO tem contribu´ıdo tambe´m no estudo de discos circunstelares
proporcionando dados no infravermelho com a mesma resoluc¸a˜o de ima-
gens o´pticas do Hubble. O primeiro disco circunstelar a ser observado
foi o beta Pic (GOLIMOWSKI; DURRANCE; CLAMPIN, 1993). Detecc¸a˜o
de a´gua no disco da estrela HD 142527 foi obtida utilizando coronografia
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com AO no telesco´pio Subaru (HONDA et al., 2009). AO utilizando mas-
caramento de abertura esta´ proporcionando evideˆncias que os buracos
centrais em discos sa˜o devido a` presenc¸a de estrelas bina´rias (KRAUS
et al., 2012) ou planetas gigantes (HUe´LAMO et al., 2011) (KRAUS; IRE-
LAND, 2012).
O estudo do centro gala´tico e´ um campo que tem avanc¸ado
rapidamente em que e´ de particular interesse resolver espacialmente
populac¸o˜es estelares e em que AO tem um papel central. Uma das
aplicac¸o˜es mais nota´veis de AO e´ resolver espacialmente a estrutura
interna e a cinema´tica de gala´xias com formac¸a˜o estelar a um redshift
de 1,5 a 3, a e´poca de pico na formac¸a˜o de estrelas. Como exemplo
podemos citar os trabalhos de Genzel et al. (2006) e Fo¨rster Schreiber
et al. (2009).
Para apoiar as pesquisas cient´ıficas nas quais a o´ptica adaptativa
dispon´ıvel atualmente e´ ineficaz, como estudo de lentes gravitacionais,
aglomerados de gala´xias, estudo de objetos muito fracos em aglomera-
dos de estrelas, ana˜s brancas em aglomerados globulares, entre outros,
o desenvolvimento atual de sistemas de o´ptica adaptativa tem seu foco
em corrigir a turbuleˆncia em um campo de visa˜o amplo (maior que um
minuto de arco).
A pro´xima gerac¸a˜o de telesco´pios, com diaˆmetros de 30 a 40,m
esta´ sendo projetada ja´ com AO em mente, sendo que um dos principais
motivadores da construc¸a˜o destes telesco´pios e´ o imageamento direto
de exoplanetas. Outro grande objetivo destes telesco´pios e´ resolver
espacialmente estrelas em gala´xias pro´ximas para trac¸ar suas histo´rias
de formac¸a˜o. Algum progresso ja´ foi feito neste sentido com sistemas
atuais na gala´xia M31 (DAVIDGE et al., 2005) (OLSEN et al., 2006) e nas
gala´xias ana˜s mais pro´ximas (MELBOURNE et al., 2010). A habilidade
de imagear campos de estrelas com grande resoluc¸a˜o angular tambe´m
leva a outra aplicac¸a˜o cient´ıfica, a medic¸a˜o do movimento pro´prio das
estrelas e com isso derivar a cinema´tica interna de aglomerados ou
gala´xias assim como seu movimento geral.
O cap´ıtulo 2 e´ uma revisa˜o da teoria a respeito de redes neurais
artificiais e o´ptica adaptativa. No cap´ıtulo 3 sa˜o apresentados os resul-
tados realizados em testes de laborato´rios de phase-screens. No cap´ıtulo
4 sa˜o apresentados os resultados de laborato´rio para testar o funciona-
mento da te´cnica de redes neurais aplicada a tomografia atmosfe´rica.
Este trabalho e´ tema de um artigo publicado no Proceedings of SPIE.
No cap´ıtulo 5 sa˜o apresentados os resultados obtidos no desenvolvi-
mento de uma nova te´cnica para obtenc¸a˜o de centro´ide em sensores de
frente de onda com alongamento de ponto. Este trabalho e´ tema de um
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artigo publicado na Monthly Notices of the Royal Astronomy Society.
Finalmente o cap´ıtulo 6 apresenta as concluso˜es.
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2 REVISA˜O TEO´RICA
2.1 REDES NEURAIS ARTIFICIAIS
Uma rede neural artificial (ANN - do ingleˆs artificial neural
network) e´ um sistema computacional inspirado no funcionamento do
ce´rebro que pode ser usado em ca´lculos complexos e na˜o lineares e em
sistemas de controle. A rede e´ composta por um nu´mero de no´s, cha-
mados de neuroˆnios, conectados a entradas e sa´ıdas por uma func¸a˜o de
peso. A func¸a˜o do neuroˆnio e´ processar as entradas recebidas, normal-
mente somando matematicamente todas as entradas ponderadas com
seus respectivos pesos e aplicando este valor em uma func¸a˜o linear ou
na˜o linear, por exemplo uma func¸a˜o sigmo´ide.
Cada neuroˆnio e´ conectado diretamente a uma sa´ıda por outra
func¸a˜o peso. A rede pode ter uma ou mais camadas de neuroˆnios.
Quando a rede tem mais de uma camada, as sa´ıdas da primeira ca-
mada servem como entradas para a camada seguinte. O nu´mero de
camadas pode ser escolhido pelo projetista da rede com o objetivo de
se obter os melhores resultados. A Figura 1 mostra um exemplo de uma
ANN. este exemplo tem treˆs entradas, dois neuroˆnios em uma camada
intermedia´ria, chamada de camada oculta (no ingleˆs, hidden layer), e
uma sa´ıda. Os neuroˆnios sa˜o conectados por pesos, e os valores destes
pesos sa˜o determinados durante o treinamento de uma ANN.
Os pesos conectando os neuroˆnios representam o ‘conhecimento
’da rede, com os valores dos pesos refletindo a importaˆncia da entrada
correspondente para o neuroˆnio. Para atribuir os valores para todos os
pesos e´ necessa´rio ‘treinar’a rede. Durante o treinamento mostra-se a`
rede uma se´rie de entradas com as sa´ıdas correspondentes. Para fazer
isso e´ necessa´rio um conjunto de dados em que para cada grupo de
entradas as sa´ıdas corretas sejam conhecidas. Um algoritmo e´ enta˜o
aplicado para obter-se os pesos desejados. Embora cada neuroˆnio im-
plemente sua func¸a˜o lenta e imperfeitamente, a estrutura como um
todo e´ capaz de aprender func¸o˜es e soluc¸o˜es complexas eficientemente
(REILLY; COOPER, 1990).
Algoritmos de aprendizado procuram pelo espac¸o de soluc¸o˜es
para encontrar uma soluc¸a˜o com os melhores resultados poss´ıveis. O
algoritmo de treino backpropagation, usado neste trabalho, tenta mini-
mizar a diferenc¸a dos mı´nimos quadrados atrave´s de todo o conjunto de
treinamento. O conjunto de treinamento e´ feito de um grande nu´mero
de casos para os quais o resultado ja´ e´ conhecido.
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Figura 1 – Exemplo de arquitetura de uma rede neural artificial. Este
exemplo possui treˆs entradas, dois neuroˆnios em uma camada inter-
media´ria e uma sa´ıda. Os neuroˆnios sa˜o conectados por pesos. Cada
neuroˆnio aplica uma func¸a˜o a` soma de suas entradas multiplicadas pelos
pesos. O valor dos pesos e´ determinado ao se treinar a rede.
E´ importante ter um conjunto de treinamento grande para que
se tenha variedade suficiente. A rede pode enta˜o ser treinada para ser
capaz de lidar com todos os poss´ıveis cena´rios. Depois de treinada a
rede deve ser validada com dados que na˜o foram vistos durante o treino
(BOTTACI et al., 1997). Isso garante que a rede esta´ funcionando e e´
capaz de generalizar corretamente.
Na˜o e´ poss´ıvel prever qual e´ a melhor topologia para uma ANN
ou o melhor tamanho de amostra para treino, isso precisa ser deter-
minado experimentalmente. Lic¸o˜es aprendidas de Osborn et al. (2012)
usando ANN para sistemas de o´ptica adaptativa guiaram este trabalho.
Uma delas sendo o uso de dados simulados para treinar a rede que sera´
validada com dados reais.
Um problema no treinamento de redes neurais e´ a super-
especializac¸a˜o (over-fitting). Isso pode acontecer se o conjunto de trei-
namento e´ muito pequeno, tendencioso ou se a rede tem no´s demais.
A consequeˆncia e´ que a rede perde a sua capacidade de generalizar,
que e´ uma caracter´ıstica importante para uma boa rede neural. Para
evitar este e outros tipos de erros de treinamento e´ importante que o
conjunto usado para o treinamento seja estatisticamente representativo
das entradas que sera˜o encontradas posteriormente pela rede.
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2.2 INSTRUMENTAC¸A˜O ASTRONOˆMICA: O´PTICA ADAPTATIVA
Com a evoluc¸a˜o da tecnologia os telesco´pios esta˜o ficando cada
vez maiores. Isso e´ deseja´vel porque telesco´pios maiores nos permitem
enxergar mais longe. Um telesco´pio com maior a´rea capta mais luz, de
forma que e´ poss´ıvel observar objetos menos luminosos. Mas esse na˜o
e´ o u´nico benef´ıcio de um telesco´pio maior.
A luz e´ uma onda e efeitos de difrac¸a˜o ocorrem quando tentamos
criar uma imagem com qualquer dispositivo o´ptico. Ao observar uma
fonte puntiforme por uma abertura circular, o que vemos na˜o e´ mais
um ponto, e sim um forma estendida conhecida como disco de Airy. A
Figura 2 ilustra o disco de Airy.
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Figura 2 – Vista em corte do disco de Airy. O disco de Airy e´ a imagem
formada quando tentamos imagear um ponto com qualquer dispositivo
o´ptico devido a efeitos de difrac¸a˜o. No gra´fico o primeiro mı´nimo ocorre
na posic¸a˜o 1,22  /D.
Esse padra˜o de Airy limita a resoluc¸a˜o alcanc¸a´vel por um te-
lesco´pio, dois pontos (por exemplo, duas estrelas) devem ter uma
distaˆncia mı´nima para que possam ser distinguidos. Um crite´rio co-
mum para se determinar essa distaˆncia e´ o crite´rio de Rayleigh:
✓ = 1, 22 ·  /D, (2.1)
onde ✓ e´ a distaˆncia angular mı´nima entre dois pontos,   e´ o com-
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primento de onda da luz observada e D e´ o diaˆmetro do telesco´pio. A
Figura 3 mostra a imagem de um CCD de dois discos de Airy pro´ximos.
Se eles estivessem mais pro´ximos seria dif´ıcil separa´-los.
Figura 3 – Dois discos de Airy pro´ximos como visto por um CCD.
Quando dois pontos esta˜o muito pro´ximos a imagem se sobrepo˜e e isso
limita a separac¸a˜o entre eles, estabelecendo um limite para a resoluc¸a˜o
de um telesco´pio.
Como se pode observar pela equac¸a˜o 2.1, um telesco´pio de
diaˆmetro maior tera´ capacidade de reconhecer pontos mais pro´ximos,
ou seja, tera´ uma resoluc¸a˜o melhor.
Isso e´ va´lido para um telesco´pio isolado da atmosfera, como
um telesco´pio espacial, entretanto a maioria dos telesco´pios observam
atrave´s da atmosfera. Na regia˜o do vis´ıvel a atmosfera na˜o tem grande
influeˆncia na quantidade de luz captada por um telesco´pio por ser quase
totalmente transparente, mas tem uma grande influeˆncia na resoluc¸a˜o
de um telesco´pio.
2.2.1 Turbuleˆncia atmosfe´rica e o modelo de Kolmogorov
Algumas porc¸o˜es da atmosfera possuem temperaturas diferen-
tes, o que faz com que essas porc¸o˜es tenham diferentes ı´ndices de re-
frac¸a˜o. O coeficiente de refrac¸a˜o determina a velocidade da onda ele-
tromagne´tica incidente de acordo com a relac¸a˜o:
v = c/n (2.2)
Onde v e´ a velocidade da luz no meio, c e´ a velocidade da luz
no va´cuo e n e´ o coeficiente de refrac¸a˜o do meio. A frente de onda da
luz vindo de uma estrela e´ praticamente plana. Ao atravessar regio˜es
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turbulentas algumas partes da frente de onda atravessara˜o regio˜es mais
densas que outras e devido a`s diferenc¸as de velocidade resultantes, al-
gumas partes da frente de onda se adiantara˜o em relac¸a˜o a`s outras dis-
torcendo a forma da frente de onda. Ao observar uma estrela atrave´s de
uma atmosfera turbulenta, o que se veˆ e´ um ponto distorcido movendo-
se constantemente. Como a maioria das observac¸o˜es astronoˆmicas se
da´ em um longo per´ıodo de tempo, o resultado final e´ a soma dos efei-
tos da distorc¸a˜o do ponto e da sua movimentac¸a˜o resultando em uma
mancha, cujo FWHM e´ determinado por:
✓ ⇠=  /ro (2.3)
Onde r0 e´ uma medida da forc¸a da turbuleˆncia atmosfe´rica e e´
conhecido como paraˆmetro de Fried ou comprimento de coereˆncia de
Fried. O paraˆmetro de Fried e´ uma medida estat´ıstica que define o
comprimento no qual a aberrac¸a˜o quadra´tica me´dia da frente de onda
resultante e´ menor que 1 radiano. Como pode-se observar na equac¸a˜o
2.3, e comparando-a com a equac¸a˜o 2.1, a resoluc¸a˜o ma´xima que pode
ser obtida por um telesco´pio sob influeˆncia da atmosfera e´ a resoluc¸a˜o
que seria obtida por um telesco´pio de diaˆmetro pro´ximo ao valor de r0.
Um valor t´ıpico de r0 em uma boa localizac¸a˜o e´ de 10 cm a
20 cm para o vis´ıvel (RACINE; ELLERBROEK, 1995), (BUSCHER et al.,
1995), (NIGHTINGALE; BUSCHER, 1991). Isso significa que telesco´pios
de diaˆmetro maior que 20 cm so´ podem alcanc¸ar resoluc¸o˜es compat´ıveis
com seu tamanho, alcanc¸ando ou chegando perto de alcanc¸ar seu limite
de difrac¸a˜o, se utilizarem algum meio para corrigir a frente de onda
distorcida.
Para analisar fenoˆmenos complexos e aleato´rios, como a tur-
buleˆncia atmosfe´rica, e´ necessa´rio desenvolver um modelo dos proces-
sos f´ısicos ba´sicos envolvidos. A estrutura mecaˆnica da turbuleˆncia foi
investigada por Kolmogorov (1941), que propoˆs um modelo para a velo-
cidade de movimento em um meio fluido. Este modelo simples explica
grande parte dos fenoˆmenos observados.
Usando o modelo de Kolmogorov para a turbuleˆncia e aplicando
a uma frente de onda atravessando camadas turbulentas de diferen-
tes ı´ndices de refrac¸a˜o e´ poss´ıvel relacionar a densidade espectral de
poteˆncia (PSD - do ingleˆs Power spectral density) das flutuac¸o˜es na
fase da frente de onda com o valor de r0 (HARDY, 1998):
 () =
0, 0229
r5/30 
11/3
(2.4)
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onde  e´ a frequeˆncia espacial. A densidade espectral de poteˆncia
descreve como a poteˆncia de um sinal qualquer e´ distribu´ıda atrave´s
das diferentes frequeˆncias. Neste caso o sinal e´ a distorc¸a˜o da frente de
onda, como para a fo´rmula acima sinais de baixa frequeˆncia possuem
maior poteˆncia isso significa que grandes ondulac¸o˜es na frente de onda
sera˜o mais fortes, e ondulac¸o˜es de frequeˆncia espacial menor sera˜o mais
fracas.
O modelo de Kolmogorov na˜o leva em considerac¸a˜o os efeitos
da escala externa (outer scale, L0) e da escala interna (inner scale,
l0) da turbuleˆncia. Segundo o modelo de Kolmogorov a turbuleˆncia
se inicia com a formac¸a˜o de vo´rtices de tamanho grande e estes va˜o
se quebrando em vo´rtices menores. A escala externa e´ o tamanho dos
maiores vo´rtices presentes na turbuleˆncia e a escala interna e´ o tamanho
dos menores. A escala externa na˜o e´ importante quando observamos
apenas um recorte pequeno da turbuleˆncia, como ocorre com telesco´pios
comuns, mas para telesco´pios gigantes isso passa a ser importante. O
modelo de Von Karman e´ uma modificac¸a˜o do modelo de Kolmogorov
que leva em conta a escala externa L0 e interna l0 e e´ definido por
(VOITSEKHOVICH; CUEVAS, 1995):
 () =
0, 0229
r5/30
(2 + L 20 )
 11/6exp( l202) (2.5)
A Figura 4 mostra esta densidade espectral em um gra´fico nor-
malizado.
A propriedade ba´sica de um espectro de Kolmogorov e´ a lei de
poteˆncia de -11/3. A` esquerda e a` direita o espectro apresenta desvios
desta lei por efeito da escala externa L0 e da interna l0.
2.2.1.1 Polinoˆmios de Zernike
O modelo de Kolmogorov pode gerar formas de frente de on-
das complexas, que podem se beneficiar de uma forma mais simples
de representac¸a˜o. Em sinais unidimensionais e´ poss´ıvel utilizar a se´rie
de Fourier para representar qualquer sinal perio´dico como a soma de
uma se´rie de sinais senoidais. Em sistemas o´pticos os polinoˆmios bidi-
mensionais de Zernike desempenham um papel semelhante, permitindo
que formas complexas de frente de onda sejam decompostas em um
conjunto de func¸o˜es ba´sicas em ordem ascendente. (NOLL, 1976)
Os polinoˆmios de Zernike de menor ordem correspondem a`s
aberrac¸o˜es de frente de onda mais familiares, como tilt, defocalizac¸a˜o e
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Figura 4 – Densidade espectral de poteˆncia t´ıpica para turbuleˆncia
atmosfe´rica. Fonte: (HARDY, 1998).
astigmatismo. Os polinoˆmios de Zernike sa˜o definidos em coordenadas
polares em um c´ırculo unita´rio como func¸o˜es de frequeˆncia azimutal m
e um aˆngulo radial n, onde m  n, e n - m e´ par. Os polinoˆmios tambe´m
podem ser ordenados em uma sequeˆncia j de modo que valores pares de
j correspondem a func¸o˜es sime´tricas em ✓ e valores ı´mpares de j cor-
respondem a func¸o˜es antissime´tricas em ✓. Os primeiros 15 polinoˆmios
de Zernike sa˜o mostrados na Tab. 1 e imagens destes polinoˆmios sa˜o
mostradas na Fig. 5.
Uma func¸a˜o arbitra´ria representando uma frente de onda com
fase  (r, ✓) em uma abertura circular pode ser expandida como
 (r, ✓) =
1X
0
ajZj(r, ✓) (2.6)
onde as amplitudes aj dos componentes de Zernike sa˜o dadas
por
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Tabela 1 – Polinoˆmios de Zernike. Os polinoˆmios de Zernike permitem
que formas complexas de frente de onda sejam decompostas em um
conjunto de func¸o˜es ba´sicas.
m = 0 m = 1 m = 2 m = 3 m = 4
n = 0 Z1 = 1
n = 1 Z2 = 2r cos ✓
Z3 = 2r sin ✓
n = 2 Z4 =
p
3(2r2   1) Z5 =
p
6r2 sin 2✓
Z6 =
p
6r2 cos 2✓
n = 3 Z7 =
p
8(3r2  
2r) sin ✓
Z8 =
p
8(3r2  
2r) cos ✓
Z9 =p
8r3 sin 3✓
Z10 =p
8r3 cos 3✓
n = 4 Z11 =
p
5(6r4  
6r2 + 1)
Z12 =
p
10(4r4  
3r2) cos 2✓
Z13 =
p
10(4r4  
3r2) sin 2✓
Z14 =p
10r4 cos 4✓
Z15 =p
10r4 sin 4✓
aj =
Z
d2r (r, ✓)Zj(r, ✓) (2.7)
Uma forma bidimensional definida em um c´ırculo unita´rio pode
ser representada pelos valores para as amplitudes aj . Isso simplifica
muito a especificac¸a˜o de uma frente de onda e faremos uso disto neste
trabalho. Retornaremos a este assunto na sec¸a˜o 4.2
Com o´ptica adaptativa e´ poss´ıvel se corrigir as distorc¸o˜es a` frente
de onda causadas pela turbuleˆncia atmosfe´rica com o uso de um ou
mais sensores de frente de onda, capazes de detectar qual e´ a distorc¸a˜o
e um ou mais espelhos deforma´veis, que tem a func¸a˜o de corrigir essa
distorc¸a˜o em tempo real. A seguir as va´rias te´cnicas utilizadas para se
obter essa correc¸a˜o sa˜o detalhadas.
2.2.2 Simulac¸a˜o de turbuleˆncia atmosfe´rica
Neste trabalho, para simular turbuleˆncia, constru´ımos o que e´
conhecido como uma phase-screen. Para isso usamos um me´todo ba-
seado na densidade espectral de poteˆncias. A densidade espectral de
poteˆncias ja´ foi apresentada na sec¸a˜o 2.2.1, tanto no modelo de Kolmo-
gorov na equac¸a˜o 2.4, quanto no modelo de Von Karman na equac¸a˜o
2.5:
 () =
0, 0229
r5/30 
11/3
(2.8)
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Figura 5 – Imagem dos polinoˆmios de Zernike Zmn . Fonte: Wikimedia
Commons
 () =
0, 0229
r5/30
(2 + L 20 )
 11/6exp( l202) (2.9)
Estas equac¸o˜es definem a poteˆncia de cada uma das frequeˆncias
espaciais existentes em uma amostra de frente de onda distorcida por
turbuleˆncia atmosfe´rica. Basicamente o que fazemos neste trabalho
para simular uma camada turbulenta e´ criar uma imagem computacio-
nal com ru´ıdo branco, ou seja, um ru´ıdo onde todas as frequeˆncias tem
a mesma intensidade, e filtrar este ru´ıdo segundo o espectro de Kolmo-
gorov ou de Von Karman. Este e´ um processo semelhante ao que se faz
na equalizac¸a˜o sonora, atenuando ou reforc¸ando certas frequeˆncias.
Para trabalhar em frequeˆncias utiliza-se a transformada de Fou-
30
rier, que computacionalmente pode ser feita usando o processo de trans-
formada ra´pida de Fourier bidimensional (Fast Fourier Transform in
Two Dimensions, FFT2).
Primeiramente se cria uma matriz com ru´ıdo branco bidimensio-
nal, uma matriz de imagem com a quantidade de pixels desejada. Como
estamos trabalhando no espac¸o transformado as frequeˆncias devera˜o ser
nu´meros complexos. Cada pixel tera´ um valor aleato´rio com uma dis-
tribuic¸a˜o normal. A filtragem de frequeˆncias se dara´ ao multiplicarmos
essa matriz ponto a ponto por outra com o espectro de frequeˆncias, seja
ele de Kolmogorov ou de Von Karman. Isso e´ equivalente a um filtro
atenuando as frequeˆncias.
Finalmente uma transformada de Fourier bidimensional (FFT2)
transformara´ o espectro espacial em uma imagem, cujos valores reais
representam a amplitude da frente de onda distorcida e os valores ima-
gina´rios representam a fase, ou vice versa. Para uso com um sensor
Shack-Hartmann apenas a fase deve ser usada pois o mesmo so´ mede a
fase da frente de onda (atrave´s das inclinac¸o˜es).
Uma phase-screen deste tipo pode representar o efeito de to-
das as camadas de turbuleˆncia, ou mais de uma phase-screen pode ser
combinada para representar o efeito de mu´ltiplas camadas turbulentas.
2.2.3 O´ptica Adaptativa Cla´ssica
O me´todo cla´ssico de correc¸a˜o e´ utilizar um sensor de frente de
onda e um espelho deforma´vel, trabalhando em lac¸o fechado.
Como pode-se observar na Fig. 6, a luz do telesco´pio e´ primeiro
colimada e e´ corrigida pelos espelhos, um deles e´ responsa´vel por corri-
gir a movimentac¸a˜o da imagem (espelho tip-tilt) e outro e´ responsa´vel
por corrigir distorc¸o˜es de maior ordem (espelho deforma´vel), depois a
luz e´ dividida em dois feixes por um divisor de luz, um deles vai para
a caˆmera cient´ıfica que obtera´ a imagem e o outro vai para o sensor de
frente de onda. Um computador processa os comandos para os espelhos
de acordo com o que foi obtido pelo sensor de frente de onda.
Este tipo de sistema e´ de lac¸o fechado porque a correc¸a˜o se da´ a
jusante da medic¸a˜o da frente de onda, de modo que o que se mede e´ o
erro residual. Isto pode ser visualizado mais facilmente atrave´s de um
diagrama do sistema de controle, na Fig. 7.
Neste diagrama podemos observar que a frente de onda incidente
( tur) e´ primeiro subtra´ıda por reflexa˜o da frente de onda reproduzida
pelo espelho deforma´vel ( DM ) resultando em uma frente de onda com
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Telescópio
Espelho Tip-Tilt
Espelho
Deformável
Câmera
Divisor
de Feixe
Sensor de
Frente de
Onda
Controle
Figura 6 – Sistema de o´ptica adaptativa cla´ssico. Em um sistema
cla´ssico se usa um sensor de frente de onda para medir a distorc¸a˜o
de frente de onda, e dois espelhos sa˜o usados para corrigi-la. O espelho
tip-tilt e´ um espelho r´ıgido que corrige a inclinac¸a˜o geral da frente de
onda e o espelho deforma´vel corrige as aberrac¸o˜es de maior ordem.
um res´ıduo de erro ( res). O erro de correc¸a˜o residual existente sera´
medido pelo sensor de frente de onda (H). A partir das medic¸o˜es obtidas
pelo sensor de frente de onda o controlador (C) ira´ enviar os comandos
necessa´rios para corrigir o erro residual ao espelho deforma´vel (G),
fechando o lac¸o de controle.
2.2.3.1 Sensores de Frente de Onda
Um sensor de frente de onda para AO deve ser ra´pido o suficiente
para acompanhar as variac¸o˜es da atmosfera. Frequeˆncias entre 10 e
50 Hz sa˜o o mı´nimo necessa´rio (DAVIES; KASPER, 2012). O sistema
tambe´m precisa ser eficiente pois as fontes de luz sa˜o fracas, uma estrela
ou uma estrela artificial produzida com um laser.
Existem va´rios tipos de sensores de frente de onda, os mais co-
muns sendo o sensor Shack-Hartmann, o sensor de curvatura e o sensor
piraˆmide. Aqui sera´ explicado em maior detalhes o sensor do tipo
Shack-Hartmann, pois ale´m de ser o mais comum, e´ o sensor que sera´
utilizado neste trabalho.
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Figura 7 – Sistema de Controle para O´ptica Adaptativa. A frente de
onda incidente ( tur) e´ primeiro subtra´ıda por reflexa˜o da frente de
onda reproduzida pelo espelho deforma´vel ( DM ) resultando em uma
frente de onda com um res´ıduo de erro ( res). O erro de correc¸a˜o
residual existente sera´ medido pelo sensor de frente de onda (H). A
partir das medic¸o˜es obtidas pelo sensor de frente de onda o controlador
(C) ira´ enviar os comandos necessa´rios para corrigir o erro residual ao
espelho deforma´vel (G)
O sensor tipo Shack-Hartmann e´ um sensor que divide a frente
de onda em va´rias subaberturas e mede a inclinac¸a˜o me´dia da frente de
onda em cada subabertura. Essa divisa˜o e´ feita por meio de uma ma-
triz de lentes colocada em frente a um dispositivo eletroˆnico de imagem,
normalmente um CCD. Cada lente na matriz forma o que e´ conhecido
como uma subabertura. A Figura 8 mostra um exemplo onde obser-
vamos uma vista em corte do Shack-Hartmann. Uma frente de onda
plana livre de turbuleˆncia produz pontos na projec¸a˜o de cada subaber-
tura no detector, enquanto que uma frente de onda distorcida produz
pontos deslocados em cada projec¸a˜o de subabertura.
Medindo a posic¸a˜o dos pontos na Fig. 8 a inclinac¸a˜o me´dia na
posic¸a˜o de cada subabertura pode ser determinada. O sistema de AO
pode enta˜o reconstruir a forma da frente de onda distorcida atrave´s
destas medic¸o˜es. Portanto, e´ essencial medir a posic¸a˜o de cada ponto
precisamente.
Apo´s obtidas as inclinac¸o˜es deve-se utilizar um reconstrutor para
que seja reconstru´ıda a forma da frente de onda medida. A Figura 9
ilustra esse processo de obtenc¸a˜o de uma frente de onda cont´ınua a
partir de inclinac¸o˜es, em uma vista de corte lateral.
Para realizar a reconstruc¸a˜o pode-se utilizar o me´todo de Fried
(SOUTHWELL, 1980), onde se relaciona as inclinac¸o˜es com os pontos
circundantes a` subabertura. Para a subabertura ilustrada na Fig. 10,
a relac¸a˜o das inclinac¸o˜es sera´:
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Figura 8 – Sensor de frente de onda Shack-Hartmann. A esquerda uma
frente de onda plana incide sobre o sensor. A direita uma frente de
onda distorcida incide e os pontos sa˜o deslocados do centro.
Reconstrução
Figura 9 – Reconstruc¸a˜o da frente de onda. Va´rias medidas indepen-
dentes de inclinac¸o˜es sa˜o combinadas para obter a forma cont´ınua da
frente de onda.
sx =
(z2 + z4)/2  (z1 + z3)/2
d
sy =
(z3 + z4)/2  (z1 + z2)/2
d
(2.10)
Nesta equac¸a˜o, s e´ a inclinac¸a˜o da frente de onda, z e´ a posic¸a˜o
da frente de onda nas bordas das sub-aberturas no eixo z, e d e´ a
distaˆncia entre duas subaberturas.
Constro´i-se enta˜o uma matriz relacionando as inclinac¸o˜es a`s
posic¸o˜es z. A matriz completa para um sensor com 4x4 subabertu-
ras e´ ilustrada na Fig. 11.
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z1 z2
z3 z4
s
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x
y
Figura 10 – Relac¸a˜o entre as inclinac¸o˜es. As inclinac¸o˜es horizontal e
vertical podem ser relacionadas a`s quatro posic¸o˜es indicadas na figura
de z1 a z4.
Para este caso a matriz e´:
26666666664
sx1
sy1
sx2
sy2
...
sx16
sy16
37777777775
=
1
2d
·
264 1 1 0 0 0  1 1 . . . 1  1 0 0 0 1 1 . . .
...
...
...
...
...
...
...
...
. . .
375 ·
26664
z1
z2
...
z25
37775 (2.11)
Ou de forma resumida:
 !s = B · !z (2.12)
Onde chamamos a matriz que relaciona  !z com  !s de B. Para
que a reconstruc¸a˜o seja realizada, deve-se realizar a operac¸a˜o:
 !z = B 1 · !s (2.13)
Como a matriz B na˜o e´ quadrada, deve-se utilizar me´todos de
pseudo inversa˜o de matrizes para se obter a matriz B 1.
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z1 z2 z3 z4 z5
z6
z11
z25
s
s
x1
y1
s
s
x2
y2
Figura 11 – Matriz de inclinac¸o˜es. Para um Shack-Hartmann completo
cada subabertura tera´ suas inclinac¸o˜es horizontais e verticais relaciona-
das a`s quatro posic¸o˜es como indicado na Fig. 10, va´rias destas posic¸o˜es
sa˜o comuns entre subaberturas.
2.2.3.2 Estrelas Guia Laser
Um sensor de frente de onda necessita observar uma estrela para
obter a distorc¸a˜o da frente de onda na direc¸a˜o dela; esta estrela e´ cha-
mada de estrela guia. Um sistema de o´ptica adaptativa realiza correc¸o˜es
em uma escala de tempo que varia entre 50-1000 Hz, dependendo da
precisa˜o do sistema, o que significa tempos de integrac¸a˜o menores que
0,02 s. Como a correc¸a˜o deve ser ra´pida uma estrela guia necessita
ser brilhante para que o tempo necessa´rio para obter uma imagem no
sensor de frente de onda seja curto.
Entretanto, na maioria das vezes na˜o existem estrelas brilhan-
tes suficientemente pro´ximas do objeto cient´ıfico para que se possam
utilizar como estrelas guia. Neste caso, uma opc¸a˜o e´ criar uma estrela
“artificial”e brilhante que se possa utilizar para esse fim. O meio mais
utilizado em o´ptica adaptativa para isso e´ lanc¸ar um laser na atmosfera
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e observar a luz de retorno.
Para tanto pode-se utilizar um laser focalizado na atmosfera, a
dispersa˜o de Rayleigh ira´ espalhar a luz em todas as direc¸o˜es propor-
cionando o sinal de retorno. Para este tipo de sistema normalmente
utiliza-se um laser no ultra-violeta por ter melhor custo benef´ıcio: o
espalhamento e´ maior neste comprimento de onda e o custo deste tipo
de laser na˜o e´ alto. Entretanto este tipo de sistema na˜o funciona bem
para grandes altitudes, pois a` medida que a atmosfera se torna menos
densa a dispersa˜o de Rayleight se torna muito fraca.
A frente de onda vinda de uma estrela, que esta´ a uma distaˆncia
ta˜o grande que pode ser considerada infinita, ao ser recortada pela
pupila do telesco´pio passa a ser um cilindro de luz atravessando a at-
mosfera. Entretanto, uma estrela laser artificial esta´ a uma altitude
relativamente baixa e o cilindro de luz colimado proveniente da fonte
na˜o sera´ mais um cilindro e sim um cone. Qualquer turbuleˆncia acima
da posic¸a˜o do laser na˜o podera´ ser medida pelo sensor de frente de onda
e ale´m disso nas partes mais altas do cone somente a turbuleˆncia cen-
tral sera´ medida e parte da turbuleˆncia que esta´ presente no cilindro da
estrela natural na˜o esta´ presente no cone da estrela laser. Essas regio˜es
de turbuleˆncia na˜o amostrada va˜o causar o erro de medic¸a˜o de frente
de onda conhecido como efeito cone. Este efeito esta´ ilustrado na Fig.
12.
Turbulência
não
Amostrada
Turbulência
Parcialmente
Amostrada
Figura 12 – Efeito Cone para estrelas guia laser. Como a estrela arti-
ficial esta´ posicionada relativamente perto do telesco´pio parte da tur-
buleˆncia na˜o sera´ amostrada pelo cone de luz.
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Uma alternativa ao laser por dispersa˜o de Rayleigh e´ utilizar
um laser que pode ser focalizado a uma altitude maior na atmosfera,
o laser de so´dio. Existe uma camada de so´dio na atmosfera a uma
altura aproximada de 90 km e com uma grossura de aproximadamente
10 km. Os a´tomos de so´dio podem ser excitados ao serem iluminados
na linha D2 do so´dio, em um comprimento de onda aproximado de 589
nm (amarelo). O laser excita os a´tomos de so´dio que reemitem luz em
todas as direc¸o˜es e essa luz reemitida pela camada e´ utilizada como um
ponto de refereˆncia, servindo como uma estrela artificial.
Mesmo a esta altitude o efeito de cone ainda existe, mas seus
efeitos sa˜o bem menores que os de lasers posicionados em altitudes
mais baixas.
2.2.3.3 Espelhos deforma´vel e de Tip-Tilt
Como se observa na Fig. 6, um sistema de o´ptica adaptativa
cla´ssico utiliza dois espelhos, um espelho deforma´vel e um espelho Tip-
Tilt. O espelho tip-tilt e´ um espelho r´ıgido que pode ser inclinado em
dois eixos, de forma a inserir uma inclinac¸a˜o em x ou y. Isso e´ utilizado
porque o termo mais forte da distorc¸a˜o da frente de onda e´ a inclinac¸a˜o
total me´dia (responsa´vel pelo movimento geral da imagem). Este espe-
lho remove primeiramente a inclinac¸a˜o me´dia da frente de onda, para
reduzir os limites de movimento necessa´rio ao espelho seguinte, o espe-
lho deforma´vel.
O espelho deforma´vel e´ um espelho capaz de se deformar para
compensar a deformac¸a˜o da frente de onda restante. Este tipo de es-
pelho pode ser segmentado, bimorfo ou de superf´ıcie cont´ınua (mem-
brana).
Os espelhos do tipo segmentado sa˜o formados por va´rios seg-
mentos, cada um desses segmentos pode se deslocar no eixo z (pista˜o),
e se curvar angularmente (como o espelho tip-tilt). Abaixo a Fig. 13
ilustra um espelho deste tipo.
O espelho bimorfo e´ constitu´ıdo por duas placas piezoele´tricas
com eletrodos entre elas. Quando os eletrodos sa˜o energizados as placas
se curvam, de modo que e´ poss´ıvel ajustar a curvatura da superf´ıcie do
espelho a` deformac¸a˜o desejada.
O tipo de espelho deforma´vel mais comum e´ o espelho de su-
perf´ıcie cont´ınua ou de membrana. Neste tipo de espelho uma su-
perf´ıcie reflexiva e´ deformada pela ac¸a˜o de atuadores que empurram
esta pel´ıcula para cima e para baixo. A Figura 14 ilustra este processo.
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Figura 13 – Visa˜o em corte de um espelho segmentado.
Figura 14 – Visa˜o em corte de um espelho de pel´ıcula.
2.2.3.4 Sistema de Controle
O sistema de controle ja´ mencionado acima, e´ representado em
mais detalhes na Fig. 15.
Os elementos representados na figura sa˜o:  tur e´ frente de onda
incidente turbulenta  DM e´ a frente de onda reproduzida pelo espe-
lho deforma´vel,  res e´ frente de onda residual apo´s a reflexa˜o pelos
espelhos. H(z) representa o sensor de frente de onda que mede as in-
clinac¸o˜es criando uma matriz de inclinac¸o˜es. O argumento z representa
que e´ uma matriz discretizada no tempo, ou seja, a cada medic¸a˜o do
Shack-Hartmann se obte´m uma nova matriz. A matriz B 1 e´ a matriz
responsa´vel pela reconstruc¸a˜o da frente de onda, como discutido ante-
riormente na sec¸a˜o 2.2.3.1. O espelho deforma´vel e´ representado por
G(s), onde o argumento s representa uma func¸a˜o cont´ınua no tempo,
pois o espelho e´ um elemento mecaˆnico que se movimenta de forma
na˜o discreta1. O elemento K(z) e´ o sistema de controle responsa´vel por
controlar o formato do espelho de modo que  res seja mı´nimo. Final-
1Apesar do controle do espelho ser discreto, a resposta do mesmo e´ cont´ınua pois
existe um tempo de atraso ate´ que os atuadores atinjam a posic¸a˜o desejada.
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Figura 15 – Sistema de controle detalhado.  tur e´ frente de onda in-
cidente turbulenta  DM e´ a frente de onda reproduzida pelo espelho
deforma´vel,  res e´ frente de onda residual apo´s a reflexa˜o pelos espe-
lhos. H(z) representa o sensor de frente de onda. A matriz B 1 e´ a
matriz responsa´vel pela reconstruc¸a˜o da frente de onda. A matriz N 1
e´ a matriz responsa´vel por transformar a forma de onda medida em
voltagens a serem aplicadas ao espelho deforma´vel. O elemento K(z) e´
o sistema de controle e o espelho deforma´vel e´ representado por G(s).
mente a matriz N 1 e´ a matriz responsa´vel por transformar a forma de
onda medida em voltagens a serem aplicadas ao espelho deforma´vel.
Na realidade como medimos inclinac¸o˜es para se obter voltagens,
na˜o e´ realmente necessa´rio calcular a forma da frente de onda e podemos
simplificar o processo introduzindo uma matriz M 1 de forma que:
M 1 = N 1 ·B 1 (2.14)
O processo de obtenc¸a˜o da matriz M e´ o seguinte: Insere-se
uma frente de onda perfeita (sem turbuleˆncia), por exemplo usando
um laser e se observa com o Shack-Hartmann esse feixe apo´s o mesmo
ser refletido pelo espelho. Desse modo, pode-se inserir uma posic¸a˜o nos
atuadores do espelho deforma´vel e observar as inclinac¸o˜es resultantes
como observado no Shack-Hartmann, estabelecendo uma relac¸a˜o entre
atuadores e inclinac¸o˜es.
Dessa forma, deixando-se todos os atuadores no n´ıvel me´dio e
levantando apenas um atuador por vez ao seu n´ıvel ma´ximo, pode-se
criar uma tabela que relaciona um vetor de voltagens nos atuadores !v com um vetor de inclinac¸o˜es  !s . Colocando a tabela em forma de
matriz, para todos os atuadores, se obte´m:
 !s =M · !v (2.15)
Esta matriz tambe´m na˜o e´ quadrada, e deve-se obter a pseudo
inversa para que se possa obter a matriz M 1 que da´ a relac¸a˜o:
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 !v =M 1 · !s (2.16)
Obtido o vetor de voltagens, nos resta o sistema de controle
que ira´ tratar este vetor antes de aplicar as voltagens aos atuadores
correspondentes. Na Figura 14, K(z) representa o sistema de controle,
que poderia ser um controle simples como um controlador PID, mas
tambe´m poderia ser um sistema de controle mais avanc¸ado.
Na figura na˜o foi representado, mas em um sistema real o con-
trole seria um pouco mais complexo pois teria que separar o controle
do espelho tip-tilt do controle do espelho deforma´vel.
2.2.4 Sistemas de Campo Amplo: GLAO, MCAO e MOAO
A maior limitac¸a˜o de um sistema de o´ptica adaptativa cla´ssico
e´ a limitac¸a˜o no campo corrigido. A turbuleˆncia e´ observada em uma
direc¸a˜o espec´ıfica, e corrigida nesta direc¸a˜o, mas a` medida que afasta-
mos nossa visa˜o desta direc¸a˜o para outros objetos no campo visual, a
turbuleˆncia atravessada pela luz na˜o e´ mais a mesma que foi medida,
e a correc¸a˜o passa a na˜o ser mais efetiva.
Uma medida utilizada para avaliar o campo corrigido e´ conhe-
cida como aˆngulo isoplana´tico ✓0 e e´ relacionada ao comprimento de
coereˆncia r0 por:
✓0 ⇠= 0, 31 · r0
h¯
(2.17)
Onde h¯ e´ a altitude me´dia da turbuleˆncia. Usando para h¯ o valor
de 3,5 km, como medido por Flicker e Rigaut (2002) no Mauna Kea
(regia˜o no Hava´ı onde se encontram va´rios telesco´pios, como o Gemini,
Subaru e o Keck) e para um r0 entre 10 e 20 cm, obte´m-se 1,83 < ✓0 <
3,65 segundos de arco.
Para se superar este problema e se obter uma correc¸a˜o em um
campo amplo, se utilizam as te´cnicas modernas de o´ptica adaptativa
de campo amplo, entre elas O´ptica Adaptativa de Camadas Baixas da
Atmosfera (GLAO, do ingleˆs Ground Layer Adaptive Optics), O´ptica
Adaptativa Multi Conjugada (MCAO, do ingleˆsMulti Conjugate Adap-
tive Optics) e O´ptica Adaptativa de Mu´ltiplos Objetos (MOAO, do
ingleˆs Multi Object Adaptive Optics). Todos estes me´todos se aprovei-
tam do fato de que a turbuleˆncia na˜o esta´ distribu´ıda continuamente
na atmosfera, mas sim possui regio˜es de maior intensidade a diferentes
altitudes (HARDY, 1998). A seguir se faz uma descric¸a˜o sucinta de cada
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uma destas te´cnicas.
O me´todo GLAO se aproveita do fato de que a turbuleˆncia de
maior intensidade se localiza pro´xima ao solo, e corrige a turbuleˆncia
apenas desta camada mais baixa. Como somente a camada mais baixa
e´ corrigida, a correc¸a˜o na˜o e´ ta˜o boa quanto na AO cla´ssica, mas como
esta camada e´ comum a todas as direc¸o˜es, quase todo o campo tem
uma correc¸a˜o uniforme.
A Figura 16. ilustra este sistema. Para fins de simplificac¸a˜o,
nesta figura o espelho deforma´vel foi representado como uma lente e
na˜o esta´ representada a caˆmera cient´ıfica.
Telescópio
Sistema óptico
Espelho
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Figura 16 – Diagrama esquema´tico de um sistema de o´ptica adapta-
tiva a n´ıvel de solo (GLAO). O espelho deforma´vel esta´ posicionado
conjugado a` pupila do telesco´pio.
A parte superior da figura representa treˆs feixes de luz vindos
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de treˆs estrelas diferentes, se veˆ treˆs sensores de frente de onda, cada
um observando alvos em direc¸o˜es diferentes. Dois ou mais sensores
sa˜o necessa´rios para que seja poss´ıvel separar a turbuleˆncia de solo das
turbuleˆncias de maior altitude. O computador e´ responsa´vel por fazer
essa separac¸a˜o atrave´s de te´cnicas de tomografia e enviar a correc¸a˜o
apenas da camada de solo ao espelho deforma´vel.
O me´todo MCAO vai um pouco ale´m, e executa correc¸a˜o na˜o so´
para a camada de solo, como tambe´m para camadas mais altas. Para
isso e´ necessa´rio utilizar mais de um espelho deforma´vel. A Figura 17
ilustra esta te´cnica.
Telescópio
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Espelhos
deformáveis Controlador
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frente de onda
Figura 17 – Diagrama esquema´tico de um sistema de o´ptica adaptativa
multi conjugada (MCAO). Cada espelho deforma´vel esta´ posicionado
conjugado a` altitude da turbuleˆncia correspondente.
Como se veˆ na figura, nesta te´cnica se utiliza um espelho que esta´
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conjugado a cada uma das camadas de turbuleˆncia. O computador e´
responsa´vel por detectar qual e´ a turbuleˆncia em cada camada e enviar
a correc¸a˜o correspondente para cada espelho.
O me´todo MOAO utiliza uma te´cnica diferente onde se usa um
espelho deforma´vel para cada direc¸a˜o observada. A Figura 18 ilustra
este me´todo com correc¸a˜o em uma direc¸a˜o. Nesta figura vemos dois
sensores de frente de onda, representados em vermelho, observando es-
trelas em direc¸o˜es diferentes do objeto cient´ıfico. O objeto cient´ıfico e´
observado por uma Unidade de Campo Integral (IFU, do ingleˆs Inte-
gral Field Unit) e a correc¸a˜o e´ realizada no espelho deforma´vel apenas
nesta direc¸a˜o. Uma IFU e´ um instrumento o´ptico que combina capaci-
dades de imageamento com espectrografia e e´ usado para obtenc¸a˜o de
espectros resolvidos espacialmente.
Este me´todo na˜o separa a turbuleˆncia em camadas, mas calcula
por te´cnicas de tomografia como seria a turbuleˆncia se vista de uma
direc¸a˜o diferente da direc¸a˜o dos sensores de frente de onda. A figura
representou apenas uma direc¸a˜o, mas na verdade se corrigem va´rias
direc¸o˜es, uma para cada objeto de interesse dentro do campo.
Como resultado na˜o temos um campo totalmente corrigido como
em MCAO e sim apenas os objetos de interesse sa˜o corrigidos. A maior
aplicac¸a˜o disso e´ a espectroscopia multi-objetos, caso no qual somente
os objetos de interesse necessitam ter uma alta correc¸a˜o. Em MOAO
a espectroscopia de cada objeto pode ser realizada usado-se um IFU,
e por isso o mesmo foi representado como elemento de observac¸a˜o na
figura.
2.2.5 Reconstrutores Tomogra´ficos
Para MOAO e´ necessa´rio corrigir a turbuleˆncia em uma direc¸a˜o
diferente da direc¸a˜o em que se mede a mesma com os sensores de frente
de onda. Isso requer o uso de tomografia, que e´ a te´cnica de se obter a
estrutura tridimensional de um objeto utilizando-se de observac¸o˜es do
objeto de direc¸o˜es diversas.
No caso de AO a tomografia consiste em medir a distorc¸a˜o na
frente de onda pela turbuleˆncia em estrelas guia naturais ou artificiais
que esta˜o fora de eixo em relac¸a˜o ao alvo cient´ıfico. O feixe de luz vindo
destas estrelas fora de eixo se sobrepo˜e com o feixe de luz do alvo, como
pode ser visto na Fig. 19.
A Figura 19 mostra um diagrama topolo´gico dos feixes de luz
de treˆs estrelas guia e um alvo para um telesco´pio de 4,2m e estrelas
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Figura 18 – Diagrama esquema´tico de um sistema de o´ptica adapta-
tiva de mu´ltiplos objetos (MOAO). O espelho deforma´vel corrige a
turbuleˆncia apenas na direc¸a˜o do objeto alvo.
guia distribu´ıdas igualmente em um raio de 30 segundos de arco. Os
cortes a` direita foram tomados a altitudes de 0, 5000 e 10000m. A so-
breposic¸a˜o dos feixes de luz diminui a altitudes maiores, de forma que
a correlac¸a˜o entre eles e´ reduzida. Em um extremo, a turbuleˆncia no
n´ıvel do solo resulta em medidas altamente correlacionadas entre as es-
trelas guia e uma reconstruc¸a˜o precisa. No outro extremo a turbuleˆncia
acima da sobreposic¸a˜o de feixes implica em nenhuma correlac¸a˜o entre
as medic¸o˜es, e a correlac¸a˜o estimada sera´ dominada por ru´ıdo.
Existem va´rias te´cnicas tomogra´ficas que podem ser usadas para
combinar a informac¸a˜o das estrelas guia. Alguns exemplos sa˜o o me´todo
de multiplicac¸a˜o matricial (FUSCO et al., 2001) e o me´todo learn and
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Figura 19 – Diagrama topolo´gico dos feixes de luz de quatro estrelas
observadas em um telesco´pio. A altitudes mais altas a sobreposic¸a˜o dos
feixes de luz e´ menor.
apply (VIDAL; GENDRON; ROUSSET, 2010). Estes me´todos requerem
que o perfil da turbuleˆncia seja conhecido e necessitam recalibrac¸a˜o se
o mesmo mudar. A seguir estes dois me´todos sa˜o explicados em maior
detalhe.
2.2.5.1 Me´todo de Multiplicac¸a˜o Matricial
O me´todo de reconstruc¸a˜o tomogra´fica mais comum e´ o me´todo
de multiplicac¸a˜o matricial (FUSCO et al., 2001). Este me´todo foi desen-
volvido para uso em sistemas MCAO, e uma adaptac¸a˜o pode ser feita
para uso em MOAO. A seguir dissertaremos sobre seu uso em MCAO
para depois descrever o uso em MOAO.
Este me´todo e´ baseado no suposic¸a˜o de que a atmosfera turbu-
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lenta e´ composta de uma soma discreta de camadas turbulentas finas
localizadas a diferentes altitudes. Neste caso, a fase  (r,↵) da frente
de onda na pupila do telesco´pio apo´s ter atravessado todas as camadas
turbulentas sera´, para uma direc¸a˜o ↵:
 (r,↵) =
NtX
j=1
 j(r + hj↵) (2.18)
onde r e´ a coordenada da pupila e  j(⇢j) sa˜o as perturbac¸o˜es
de fase da camada turbulenta j localizada a uma altitude hj . Nt e´
o nu´mero de camadas turbulentas. O objetivo e´ enta˜o minimizar a
variac¸a˜o de fase residual apo´s a correc¸a˜o por mu´ltiplos espelhos de-
forma´veis em um campo de visa˜o de interesse, ou seja, minimizar as
distorc¸o˜es causadas pela turbuleˆncia atmosfe´rica usando mais de um
espelho deforma´vel conjugado a` altitude das camadas de turbuleˆncia.
Um modo de se obter essa minimizac¸a˜o e´ derivar um estimador
de fase usando o me´todo de mı´nimo erro quadra´tico me´dio (MMSE, do
ingleˆs minimum mean square error). O estimador MMSE e´ definido
como aquele que minimiza a distaˆncia quadra´tica me´dia no campo de
visa˜o de interesse {↵}FOV entre as frentes de onda medida e a a de
correc¸a˜o pelos espelhos deforma´veis:
✏ = h
Z
{↵}FOV
k b (r,↵)   (r,↵) k2 d↵i ,noise (2.19)
onde h.i ,noise significa valor esperado matema´tico tanto da tur-
buleˆncia quanto do ru´ıdo dos sensores de frente de onda, k . k2 significa
a variaˆncia espacial na pupila do telesco´pio,  (r,↵) e´ a fase verdadeira
em uma dada direc¸a˜o ↵ em um campo de visa˜o {↵}FOV e b (r,↵) e´ a
fase de correc¸a˜o estimada na mesma direc¸a˜o ↵. O problema e´ o de es-
timar b (r,↵) com a restric¸a˜o que a mesma sera´ gerada por um nu´mero
finito de espelhos deforma´veis.
Para cada sensor de frente de onda, a fase medida pode ser ex-
pressa como:
 m(r,↵i) =  (r,↵i) + ni(r) (2.20)
onde ↵i e´ a posic¸a˜o angular do sensor de frente de onda i, e ni(r)
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 m(r,↵i) =
NtX
j=1
 j(r + hj↵i) + ni(r) (2.21)
As inco´gnitas do problema sa˜o as fases de correc¸a˜o  k a serem
estimadas para cada espelho deforma´vel de forma a minimizar o crite´rio
definido na equac¸a˜o 2.19. A fase da frente de onda de correc¸a˜o combi-
nada dos va´rios espelhos deforma´veis b (r,↵) para uma dada direc¸a˜o ↵
sera´:
b (r,↵) = NtX
j=1
b k(r + hk↵) (2.22)
onde hk denota a posic¸a˜o do espelho deforma´vel k. A equac¸a˜o
2.19 se torna enta˜o:
✏ = h
Z
{↵}FOV
k
NtX
j=1
b k(r+hk↵)  NtX
j=1
 j(r+hj↵) k2 d↵i ,noise (2.23)
As equac¸o˜es 2.18, 2.21 e 2.22 podem ser reescritas, para simpli-
ficar a notac¸a˜o, na forma matricial como:
 (r,↵) =MNt↵   (2.24)
 m(r,↵i) =M
Nt
↵i  + ni (2.25)
b (r,↵) =MNDM↵ b  (2.26)
onde MNt↵ e M
NDM
↵ sa˜o as matrizes que efetuam a soma das
contribuic¸o˜es de cada frente de onda  j(⇢j) e b k(⇢k) na pupila do te-
lesco´pio em uma dada direc¸a˜o ↵.   e b  sa˜o definidas como:
  =
0BBBBBB@
 1
...
 j
...
 Nt
1CCCCCCA , b  =
0BBBBBBB@
b 1
...b j
...b Nt
1CCCCCCCA (2.27)
O crite´rio de minimizac¸a˜o enta˜o se torna:
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✏ = h
Z
{↵}FOV
kMNDM↵ b  MNt↵   k2 d↵i ,noise (2.28)
Podemos enta˜o buscar a soluc¸a˜o MMSE na forma:
b  =W m (2.29)
com
 m =MNtNGS + n (2.30)
onde as novas inco´gnitas sa˜o os elementos da matriz W. MNtNGS ,
 m e n sa˜o matrizes e vetores definidos como:
MNtNGS = (M
Nt
↵1 , · · · ,MNt↵i , · · · ,MNt↵NGS ) (2.31)
 m =
0BBBBBB@
 m(r,↵1)
...
 m(r,↵i)
...
 m(r,↵NGS )
1CCCCCCA , n =
0BBBBBB@
n1(r)
...
ni(r)
...
nNGS (r)
1CCCCCCA (2.32)
W e´ a matriz de reconstruc¸a˜o:
W =
0BBBBBB@
W1
...
Wj
...
WNDM
1CCCCCCA (2.33)
de forma que
b j =Wj m (2.34)
Combinando as equac¸o˜es 2.29 e 2.28 temos
✏ =
Z
{↵}FOV
hkMNDM↵ (WMNtNGS +Wn) MNt↵   k2i ,noised↵ (2.35)
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Esta equac¸a˜o deve enta˜o ser minimizada com respeito a W .
Usando a relac¸a˜o k Av k2= trac¸o[Av(Av)T ] entre uma matriz A e
um vetor v na equac¸a˜o 2.35:
✏ =
Z
{↵}FOV
trac¸o[(MNEL↵ WM
Nt
NGS
 MNt↵ )⇥ h  T i(MNEL↵ WMNtNGS
 MNt↵ )T +MNEL↵ W hnnT i(MNt↵ W )T ]d↵
(2.36)
h  T i e hnnT i sa˜o denotados como C  e Cn e definidos como:
C  =
26666664
h 1 T1 i 0 0 0 0
0
. . . 0 0 0
0 0 h j Tj i 0 0
0 0 0
. . . 0
0 0 0 0 h Nt TNti
37777775 ,
Cn =
26666664
hn1nT1 i 0 0 0 0
0
. . . 0 0 0
0 0 hninTi i 0 0
0 0 0
. . . 0
0 0 0 0 hnNGSnTNGS i
37777775
(2.37)
C  pode ser vista como a matriz de covariaˆncia de turbuleˆncia
para a camada Nt, e Cn como a matriz de covariaˆncia de ru´ıdo para o
sensor de frente de onda NGS . Finalmente, o crite´rio a ser minimizado
com respeito a W e´
✏ =
Z
{↵}FOV
trac¸o[MNt↵ C (M
Nt
↵ )
T
+MNEL↵ WM
Nt
NGSC (M
Nt
NGS
)TWT (MNEL↵ )
T
  2MNt↵ C (MNtNGS )TWT (MNEL↵ )T
+MNEL↵ WCnW
T (MNEL↵ )
T ]d↵
(2.38)
Usando diferenciac¸a˜o matricial obtemos
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@✏
@W
=
Z
{↵}FOV
[(MNEL↵ )
TMNEL↵ WM
Nt
NGS
C (M
Nt
NGS
)T
  (MNEL↵ )TMNt↵ C (MNtNGS )T
+ (MNEL↵ )
TMNt↵ WCn]d↵ = 0
(2.39)
onde 0 e´ a matriz nula. A equac¸a˜o 2.39 nos leva ao resultado
final
W = [
Z
{↵}FOV
(MNEL↵ )
TMNEL↵ d↵]
+[
Z
{↵}FOV
(MNEL↵ )
TMNt↵ d↵]
⇥ C (MNtNGS )T [MNtNGSC (MNtNGS )T + Cn] 1
(2.40)
onde A+ denota a inversa generalizada da matriz A.
Com a matriz W pode-se calcular b  = W m, que da´ a fase de
correc¸a˜o estimada em cada espelho deforma´vel que garanta a menor
variaˆncia residual de fase em todas as direc¸o˜es do campo de visa˜o.
Em suma, obtendo-se a matriz W pode-se obter a fase de
correc¸a˜o em cada espelho deforma´vel a partir das medic¸o˜es da frente de
onda  m, que e´ a combinac¸a˜o das medic¸o˜es   de cada sensor de frente
de onda m. Entretanto, para a obtenc¸a˜o de W e´ necessa´rio o conhe-
cimento do perfil da turbuleˆncia para obter-se MNt↵ e C . Na pra´tica
o perfil da turbuleˆncia poderia ser obtido com um instrumento que
examina a turbuleˆncia, como um SCIDAR (FUCHS; TALLON; VERNIN,
1998).
Esta te´cnica foi desenvolvida para ser aplicada em MCAO, onde
cada espelho estaria posicionado em uma posic¸a˜o conjugada a` da tur-
buleˆncia atmosfe´rica. Para MOAO, onde existe apenas um espelho,
deve-se projetar a correc¸a˜o em uma direc¸a˜o espec´ıfica, onde estara´ po-
sicionado o espelho como se fosse um sistema cla´ssico. Para realizar
essa projec¸a˜o, realiza-se um ca´lculo computacional onde espelhos “vir-
tuais”sa˜o posicionados em posic¸o˜es conjugadas a` turbuleˆncia e a seguir
a deformac¸a˜o de cada espelho e´ projetada na direc¸a˜o desejada em um
novo espelho que estaria posicionado na pupila e apontado na direc¸a˜o
↵ como descrito na equac¸a˜o 2.22. E´ esta projec¸a˜o calculada que sera´
utilizada para comandar o espelho real. Em suma o que se faz e´ si-
mular espelhos em suas posic¸o˜es corretas (conjugados a`s camadas de
turbuleˆncia) como no me´todo MCAO e projeta´-los a um u´nico espelho.
Isso deve ser feito para cada direc¸a˜o do campo onde se deseje efetuar a
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correc¸a˜o.
Uma desvantagem deste tipo de reconstrutor tomogra´fico e´ que o
mesmo depende do conhecimento do perfil da turbuleˆncia para o ca´lculo
da matriz W . Outra limitac¸a˜o desta te´cnica e´ que ela e´ computacio-
nalmente pesada.
2.2.5.2 Learn and Apply
O me´todo Learn and Apply tambe´m realiza uma projec¸a˜o, mas
ao inve´s de ter uma matriz de controle que projeta vetores de sensores
de frente de onda diretamente em vetores de atuadores do espelho, a
projec¸a˜o se realiza para um sensor de frente de onda ”virtual”, que
estaria posicionado na direc¸a˜o do objeto a ser observado. Com os da-
dos deste sensor virtual pode-se realizar correc¸a˜o como se fosse o´ptica
adaptativa cla´ssica, mas em lac¸o aberto, ja´ que esse sensor virtual na˜o
mede a turbuleˆncia ja´ corrigida. (VIDAL; GENDRON; ROUSSET, 2010)
O nome deste me´todo pode ser traduzido para o portugueˆs como
“aprender e aplicar”, e tem esse nome porque a projec¸a˜o na˜o e´ calcu-
lada, e sim “aprendida”pelo computador atrave´s de uma calibrac¸a˜o
feita no pro´prio ce´u. Deste modo na˜o e´ necessa´rio conhecer o perfil da
turbuleˆncia como no me´todo anterior.
Dois sensores de frente de onda distintos, observando a mesma
turbuleˆncia ao mesmo tempo podem ser relacionadas linearmente por:
 !m2 = C · !m1 (2.41)
Onde  !mi e´ o vetor de inclinac¸o˜es dos sensores de frente de onda
e C e´ uma matriz que os relaciona. (VIDAL; GENDRON; ROUSSET, 2010)
Se realizamos um grande nu´mero de medic¸o˜es, obtemos uma
matriz para os sensores de frente de onda Mi que e´ constitu´ıda por
vetores de inclinac¸o˜es em cada instante de tempo. Assim a equac¸a˜o
fica:
M2 = C ·M1 (2.42)
Se as matrizes Mi tiverem informac¸a˜o em um tempo grande o
suficiente, pode-se descobrir a matriz C pelo meio da pseudo-inversa:
C = (M2 ·M t1)(M1 ·M t1) 1 (2.43)
Esse mesmo processo pode ser utilizado para relacionar va´rios
sensores de frente de onda com um u´nico sensor:
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Monaxis =W ·Moffaxis (2.44)
Onde Moffaxis e´ a informac¸a˜o do conjunto de sensores de frente
de onda fora de eixo (em direc¸o˜es diferentes do objeto cient´ıfico),Monaxis
e´ a matriz do sensor no eixo e a matriz W e´ a matriz de projec¸a˜o.
W pode ser obtido, assim como feito com C, com:
W = (Monaxis ·M toffaxis)(Moffaxis ·M toffaxis) 1 (2.45)
Portanto, para se obter a matriz W e´ necessa´rio calibrar o sis-
tema obtendo-se as matrizes Moffaxis e tambe´m a matriz Monaxis.
Como esta u´ltima esta´ na direc¸a˜o do objeto cient´ıfico, que normal-
mente na˜o sera´ brilhante o suficiente para ser observado por um sensor
de frente de onda, e´ necessa´rio que seja criada uma estrela artificial
laser na direc¸a˜o deste objeto durante a calibrac¸a˜o.
Esta calibrac¸a˜o e´ va´lida apenas para esta direc¸a˜o e condic¸o˜es
atmosfe´ricas e deve portanto ser recalibrada a cada nova observac¸a˜o.
2.2.5.3 Tomografia por redes neurais artificiais
O me´todo de uso de redes neurais artificiais para MOAO consiste
em obter-se uma projec¸a˜o a um sensor de frente de onda ‘virtual’como
no me´todo Learn and Apply apresentado na sec¸a˜o 2.2.5.2, mas sem a
necessidade de calibrac¸a˜o a cada observac¸a˜o, utilizando para este fim
redes neurais.
Para o treinamento destas ANNs foi usada turbuleˆncia simulada
por computador, como explicado na sec¸a˜o 2.2.2. A turbuleˆncia simu-
lada e´ utilizada para gerar inclinac¸o˜es de medidas de um sensor de
frente de onda, tambe´m simulado. A simulac¸a˜o leva em considerac¸a˜o
a topologia da atmosfera, como ja´ mostrado na Fig. 19, de forma que
cada sensor de frente de onda observa a turbuleˆncia de um aˆngulo ligei-
ramente diferente, de acordo com a altitude da mesma. Na atmosfera
existem mu´ltiplas camadas turbulentas, mas para treino utilizamos ape-
nas uma camada a variadas altitudes. A capacidade de generalizac¸a˜o
inerente a`s ANNs permite que a mesma seja capaz de extrapolar para
mu´ltiplas camadas mesmo com este treinamento simplificado. Como
sa´ıda da ANN tem-se a forma da frente de onda na direc¸a˜o do objeto
cient´ıfico, sem a necessidade de conhecimento do perfil da turbuleˆncia
como no caso do me´todo de multiplicac¸a˜o
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O uso de redes neurais artificias e´ uma nova proposta para rea-
lizac¸a˜o de tomografia em MOAO testada em simulac¸o˜es por computa-
dor por Osborn et al. (2012), mas que ainda na˜o tinha sido testada em
bancada o´ptica. Pretendemos neste projeto testar o me´todo de MOAO
de redes neurais em uma mesa o´ptica para validar a te´cnica em uma
situac¸a˜o mais realista. Resultados destes testes sa˜o apresentados na
sec¸a˜o 4
2.2.6 Sistemas de O´ptica Adaptativa Atuais
O´ptica adaptativa cla´ssica com conjugac¸a˜o de um u´nico espelho
(SCAO, do ingleˆs Single Conjugate Adaptive Optics) esta´ dispon´ıvel
a algumas de´cadas em telesco´pios modernos, como o SOAR, Gemini,
Subaru Keck e VLT. Sistemas de campo amplo esta˜o atualmente em
desenvolvimento. Para sistemas de compensac¸a˜o de camadas de bai-
xas (GLAO) podemos citar o SAM do telesco´pio SOAR e o GLAS
do William Herschel Telescope. Em sistemas de compensac¸a˜o multi-
conjugado (MCAO) podemos citar o MAD, comissionado para o VLT
(MARCHETTI et al., 2008). Este sistema usa estrelas guia naturais para
obter resoluc¸o˜es no infra vermelho ate´ 0,1 arcosegundos em um campo
de 120 arcosegundos.
O sistema GeMS (Gemini Multi-Conjugate Adaptive Optics Sys-
tem) do telesco´pio Gemini e´ o primeiro sistema MCAO com estrelas
laser a entrar em operac¸a˜o e utiliza 5 estrelas guia laser e 3 estrelas
guia naturais para tip-tilt (NEICHEL et al., 2012). Um sistema multi
conjugado tambe´m esta´ sendo constru´ıdo para o LBT (Large Binocular
Telescope) (HERBST et al., 2008).
Sistemas que integram o´ptica adaptativa a unidades de campo
integral (Integral Field Unit, ou IFU) trabalhando em MOAO tambe´m
esta˜o sendo planejados, como o sistema Raven que sera´ comissionado
para o telesco´pio Subaru (CONAN et al., 2010) e o sistema FALCON
para o VLT.
Sistemas conhecidos com O´ptica Adaptativa Extrema (Extreme
AO) sa˜o focados em obter performance extremamente alta em um
campo muito estreito. O objetivo principal e´ a observac¸a˜o direta de exo-
planetas cuja proximidade com a sua estrela na˜o permitem observac¸a˜o
com outros sistemas. O sistema geral na˜o e´ diferente do sistema de AO
cla´ssico, o que muda e´ o n´ıvel de correc¸a˜o que pode alcanc¸ar Strehl ratio
de 90% na banda H (OPPENHEIMER; HINKLEY, 2009), que corresponde
a um comprimento de onda entre 1,5 a 1,8µm.
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Para que isso seja poss´ıvel e´ necessa´rio utilizar espelhos de-
forma´veis com um nu´mero de atuadores alt´ıssimo, e tambe´m uma taxa
de amostragem maior que 1 kHz (DAVIES; KASPER, 2012). Um dos
primeiros sistemas deste tipo e´ o sistema de 672 atuadores do LBT
(ESPOSITO et al., 2010). Mas sistemas ainda mais avanc¸ados ja´ esta˜o
sendo produzidos, como o PALM-3000 do telesco´pio de 5m do Obser-
vato´rio Palomar, que tem 3000 atuadores e iniciou operac¸a˜o em Junho
de 2011 (DEKANY et al., 2011). Os instrumentos SPHERE (BEUZIT et
al., 2008) do VLT e Gemini Planet Imager (MACINTOSH et al., 2008) do
telesco´pio Gemini esta˜o em fase de comissionamento.
Todos os sistemas acima citados sa˜o projetados para trabalhar
com os atuais telesco´pios, mas uma nova gerac¸a˜o de telesco´pios esta´
sendo planejada que tera´ o´ptica adaptativa em mente desde seu projeto
inicial, os telesco´pios gigantes.
2.2.7 Telesco´pios Gigantes
Os desenvolvimentos atuais de o´ptica adaptativa permitem apro-
veitar o diaˆmetro dos telesco´pios na˜o so´ como forma de captar mais luz,
mas tambe´m para aumentar a resoluc¸a˜o alcanc¸a´vel. Para aproveitar-se
desse ganho que a o´ptica adaptativa permite alcanc¸ar os telesco´pios
gigantes em planejamento, com diaˆmetros por volta de 30m ja´ esta˜o
sendo projetados com o´ptica adaptativa em mente.
O Thirty Meter Telescope (TMT) e´ um telesco´pio sendo plane-
jado por um conso´rcio formado por entidades dos EUA, China, I´ndia,
Japa˜o e Canada´. O TMT tera´ 30m de diaˆmetro de espelho prima´rio.
O Giant Magellan Telescope (GMT) esta´ sendo constru´ıdo por
um conso´rcio internacional e usara´ 6 espelhos de 8,4m de diaˆmetro
combinados para formar uma abertura total de 24,5m.
O European Extremely Large Telescope (E-ELT) do ESO, tera´
42m de diaˆmetro e ja´ tem planejados os sistemas de o´ptica adaptativa
MAORY para MCAO, EAGLE para MOAO e EPICS para Extreme
AO.
Um outro projeto do ESO que esta´ descartado pelo momento
mas poderia ser reconsiderado no futuro e´ o OverWhelmingly Large
Telescope (OWL) que teria de 60 a 100m de diaˆmetro.
Os sistemas de o´ptica adaptativa apresentam novos desafios
quando trabalhando em telesco´pios gigantes, um dos quais e´ o alon-
gamento de ponto em sensores Shack-Hartmann, assunto que sera´ dis-
cutido na sec¸a˜o seguinte.
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Figura 20 – Alongamento de ponto em sensores Shack-Hartmann. Uma
subabertura de um SH e´ representada. A estrela artificial e´ imageada
pela subabertura mais externa como um ponto alongado. A imagem
criada pela subabertura central e´ um ponto normal. r e´ a distaˆncia
da subabertura no Shack-Hartmann do centro (diaˆmetro do espelho
prima´rio), h0 e´ a altitude me´dia da camada de so´dio,  NA e´ a grossura
da camada de so´dio e z e´ o aˆngulo de zenith.
2.2.7.1 O problema da estrela guia laser: Alongamento de Ponto
Quando na˜o existe uma estrela adequada nas cercanias do ob-
jeto observado, e´ necessa´rio criar-se uma estrela artificial para servir
de refereˆncia para o sensor de frente de onda. Como ja´ mencionado na
sec¸a˜o 2.2.3.2 pode-se utilizar um laser para criar um estrela artificial de
refereˆncia na camada de so´dio, a 90 km de altitude. Como esta camada
tem uma espessura finita de 10 km, a regia˜o de a´tomos de so´dio exci-
tados tem um formato cil´ındrico. Quando visto de baixo este cilindro
e´ um ponto, mas quando visto diagonalmente e´ um ponto alongado.
Em telesco´pios gigantes a imagem desta estrela artificial criada pelas
subaberturas mais externas em um Shack-Hartmann e´ alongada em
comparac¸a˜o com o ponto central. A Figura 20 mostra um diagrama de
como esse alongamento acontece.
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Na Figura 20 o espelho prima´rio do telesco´pio e´ representado
esquematicamente assim como a subabertura mais externa do Shack-
Hartmann. Esta subabertura forma o ponto mais alongado porque a
camada de so´dio e´ vista pelo maior aˆngulo. O alongamento depende
do raio do telesco´pio e da altitude e espessura da camada de so´dio. O
alongamento do ponto e´ aproximadamente (LARDIERE et al., 2008b):
✓ =
r ·  NA
h0
2 cos (z) (2.46)
onde r e´ a distaˆncia da subabertura no Shack-Hartmann do cen-
tro (raio do espelho prima´rio), h0 e´ a altitude me´dia da camada de
so´dio,  NA e´ a espessura da camada de so´dio e z e´ a distaˆncia zenital.
Para o telesco´pio TMT, (NELSON; SANDERS, 2006), com r = 15m, h0
= 90 km e  NA = 10 km o alongamento sera´ ✓=3.82 segundos de arco no
zeˆnite. Com uma escala de pixel de 0,5 segundos de arco por pixel isso
resulta em um ponto de 7,64 pixels. Neste trabalho estamos usando
um telesco´pio com tamanho do TMT para manter a consisteˆncia com
a refereˆncia citada, mas os resultados tambe´m podem ser aplicados a
outros telesco´pios gigantes.
O ponto alongado resultante tambe´m na˜o e´ uniforme por causa
das variac¸o˜es de densidade na camada de so´dio com a altitude. Na Fi-
gura 21 um exemplo do perfil de densidade da camada de so´dio com a
altitude e´ mostrado, e tambe´m o ponto alongado resultante. Estes da-
dos prove´m de medic¸o˜es feitas no Large Zenith Telescope (LZT) usando
LIDAR (PFROMMER; HICKSON, 2010). Esta densidade tambe´m varia
no tempo, de forma que o perfil na˜o e´ esta´vel.
Outra dificuldade e´ que a densidade da camada de so´dio tambe´m
na˜o e´ constante no tempo. A altitude me´dia flutua, assim como a gros-
sura e o perfil vertical da densidade de a´tomos, com mudanc¸as em uma
escala de tempo de minutos (DAVIS et al., 2006). Isso dificulta a de-
tecc¸a˜o do centro correto do ponto alongado pois a parte mais brilhante
da linha na˜o e´ necessariamente a central. Isso e´ ilustrado na Fig. 22 que
mostra uma sequeˆncia de perfis da camada de so´dio reais (LARDIERE
et al., 2008a).
2.2.7.2 Algoritmos de centroide
Um algoritmo de centroide e´ uma te´cnica de detectar o centro
real de uma imagem. As variac¸o˜es imprevis´ıveis na forma da imagem
de um ponto causadas por mudanc¸as temporais no perfil da camada de
57
80 85 90 95 100 1050
0.2
0.4
0.6
0.8
1
Altitude (km)
De
ns
ida
de
No
rm
ali
za
da
0 5 10 150
5
10
15
Pixels
Pi
xe
ls
Figura 21 – Exemplo de perfil de densidade da camada de so´dio e
um ponto alongado correspondente. As variac¸o˜es de densidade com
a altitude sera˜o reproduzidas como variac¸o˜es de intensidade no ponto
alongado.
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Figura 22 – Sequeˆncia normalizada de perfis de densidade da camada
de so´dio em medic¸a˜o por LIDAR. Esta sequeˆncia temporal mostra um
exemplo de como a densidade da camada de so´dio varia com o tempo.
so´dio cria pontos alongados com formas variadas cujo centro geome´trico
real e´ um desafio de ser determinado.
A presenc¸a de ru´ıdo, seja de ru´ıdo de fo´tons, de leitura do CCD,
e de luz de fundo tambe´m introduz erros na determinac¸a˜o de centroide
e deve ser levado em considerac¸a˜o. Uma boa te´cnica de centroide deve
prover uma boa estimac¸a˜o da posic¸a˜o do centro do ponto mesmo na
presenc¸a de ru´ıdo. Uma ana´lise da influeˆncia do ru´ıdo e do alongamento
no erro do centroide e´ fornecida por Thomas et al. (2008).
As te´cnicas mais comuns utilizadas para encontrar o centro do
ponto se baseiam no centro de gravidade da imagem, mas isso na˜o
pode ser utilizado para um ponto alongado se o perfil na˜o tem em si
um centro de gravidade constante.
Algumas te´cnicas foram propostas para lidar com estes proble-
mas, sendo a mais proeminente delas o matched filter (GILLES; ELLER-
BROEK, 2006), e a sua versa˜o aperfeic¸oada o constrained matched filter
(GILLES; ELLERBROEK, 2008). O matched filter precisa de uma ima-
gem de refereˆncia com a forma do ponto sendo detectado e tambe´m um
sinal de dither.
O sinal de dither e´ um grupo de imagens do ponto com um
pequeno movimento nas direc¸o˜es vertical e horizontal; e´ usado como
uma forma de ‘calibrar’o movimento do ponto para o matched filter.
Isto pode ser realizado usando um espelho tip-tilt movendo o ponto
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para fora do centro no Shack-Hartmann. Tanto a refereˆncia como o
dither precisam ser atualizados periodicamente para acompanhar as
mudanc¸as no perfil da camada de so´dio afetando a forma do ponto
alongado.
Neste trabalho apresentamos resultados do uso de redes neurais
artificiais (artificial neural networks - ANNs) para identificar o centro
correto do ponto, mesmo na presenc¸a de ru´ıdo e alongamento. Esta
te´cnica na˜o precisa de uma refereˆncia ou sinal de dither.
2.2.7.3 Implementac¸a˜o das te´cnicas de centro´ide
Para comparac¸a˜o com a nossa te´cnica, implementamos as
te´cnicas centro de gravidade (CoG, do ingleˆsCenter of Gravity), cen-
tro de gravidade com limiar (TCoG, do ingleˆs Thresholded Centre of
Gravity) e o constrained matched filter. A seguir fornecemos mais deta-
lhes da implementac¸a˜o das va´rias te´cnicas existentes de centroide para
sensores de frente de onda Shack-Hartmann.
2.2.7.3.1 Centro de gravidade(CoG)
O centro de gravidade (CoG) e´ a te´cnica mais simples e direta
de calcular o centro da imagem de um ponto sime´trica:
xCoG =
P
xIx,yP
Ix,y
(2.47)
Onde x e´ a posic¸a˜o do pixel na coordenada x e Ix,y e´ a intensidade
do pixel posicionado nas coordenadas x e y. A somato´ria deve ser feita
sobre todos os pixels da imagem. Para o centro na coordenada y a
fo´rmula e´ semelhante:
yCoG =
P
yIx,yP
Ix,y
(2.48)
Esta te´cnica e´ muito suscet´ıvel a ru´ıdo e para reduzir a influeˆncia
do ru´ıdo uma adaptac¸a˜o a esta te´cnica pode ser feita, restringindo a
somato´ria somente aos pixels com intensidade acima de um limiar, na
te´cnica conhecida como centro de gravidade com limiar.
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2.2.7.3.2 Centro de gravidade com limiar (TCoG)
Na te´cnica centro de gravidade com limiar (TCoG) inicialmente
se determina qual e´ o pixel com a maior intensidade Imax, depois o
limiar e´ definido como IT = T.Imax onde o limiar T e´ uma varia´vel a
ser otimizada. Basicamente a operac¸a˜o e´ a mesma da te´cnica do centro
de gravidade simples mas os pixels com intensidade abaixo do limiar
na˜o participam da somato´ria. Matematicamente para a coordenada x
isto fica:
xTCoG =
P
I>IT
x(I   IT )P
I>IT
(I   IT ) (2.49)
2.2.7.3.3 Centro de gravidade ponderado (WCoG)
A te´cnica centro de gravidade ponderado (WCoG, do ingleˆs
Weighted Center of Gravity) e´ semelhante ao me´todo TCoG, mas ao
inve´s de eliminar completamente alguns pixels eles sa˜o apenas atenu-
ados, evitando um corte su´bito em volta do ponto que e´ em si mais
uma fonte de ru´ıdo. Esta atenuac¸a˜o se da´ multiplicando a imagem da
subabertura for uma func¸a˜o de ponderac¸a˜o (Fw)x,y, de modo que:
xWCoG =  
P
xIx,y(Fw)x,yP
Ix,y(Fw)x,y
(2.50)
e a fo´rmula para a direc¸a˜o y e´ a mesma trocando x por y. O
coeficiente   e´ necessa´rio pois a func¸a˜o de ponderac¸a˜o ao atenuar as
bordas ira´ tambe´m atenuar o valor da somato´ria, este coeficiente com-
pensa esta atenuac¸a˜o para que o resultado seja a verdadeira posic¸a˜o do
centro. Uma func¸a˜o de ponderac¸a˜o comum e´ uma gaussiana centrada
em zero. Para este caso o coeficiente   sera´ (THOMAS et al., 2008):
  =
N2w
N2T +N
2
w
(2.51)
onde Nw e´ FWHM da func¸a˜o de ponderac¸a˜o e NT e´ FWHM do
ponto. Este tipo de func¸a˜o de ponderac¸a˜o fixa somente pode ser usado
em sistemas de o´ptica adaptativa trabalhando em lac¸o fechado, pois
neste caso o ponto nunca se distancia muito do centro. Como a func¸a˜o
de ponderac¸a˜o e´ fixa ela so´ funciona bem para pontos nas cercanias do
centro.
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Um outro tipo de func¸a˜o de ponderac¸a˜o que funciona mesmo
em lac¸o aberto e´ utilizar uma me´dia temporal das u´ltimas imagens da
subabertura como func¸a˜o de ponderac¸a˜o. A me´dia das u´ltimas imagens,
que chamaremos aqui de imagem de refereˆncia I0, sera´ uma versa˜o
como menos ru´ıdo da imagem da subabertura e tera´ centro pro´ximo
ao centro do ponto atual. Para que isso seja verdade o ponto deve se
mover lentamente, o que e´ verdadeiro em sistemas de o´ptica adaptativa
com taxa de amostragem compat´ıvel com a velocidade da turbuleˆncia.
Usando este tipo de func¸a˜o de ponderac¸a˜o a fo´rmula para o   na˜o e´ mais
va´lida. Isso pode ser contornado se a implementac¸a˜o for realizada da
seguinte forma: Sendo xCoG(I) o me´todo centro de gravidade simples
aplicado a` imagem I, e II0 a multiplicac¸a˜o pixel a pixel entre a imagem
atual e a imagem de refereˆncia, o centro real para a coordenada x sera´
(LARDIe`RE et al., 2010):
xWCoG = 2(xCOG(II0)  xCOG(I0I0)
2
) (2.52)
2.2.7.3.4 Quad Cell
Para aproveitamento ma´ximo da luz captada alguns sensores de
frente de onda do tipo Shack-Hartmann possuem somente 4 pixels. Este
tipo de sensor e´ conhecido como Quad Cell. Nomeando os pixels I1 =
inferior esquerdo, I2 = superior esquerdo, I3 = inferior direito e I4 =
superior direito, as relac¸o˜es de intensidade x e y sa˜o computadas como:
Qx =
I1 + I2   I3   I4
I1 + I2 + I3 + I4
; Qy =
I1 + I3   I2   I4
I1 + I2 + I3 + I4
(2.53)
A partir disto a posic¸a˜o x e y do ponto pode ser estimada por:
xQC =
Qx
Gx
; yQC =
Qy
Gy
(2.54)
Onde Gx e Gy sa˜o os ganhos nas direc¸o˜es x e y medidos deslo-
cando o ponto com uma amplitude conhecida A. Este deslocamento,
conhecido como dithering, pode ser obtido com um espelho do tipo tip-
tilt em frente ao sensor de frente de onda ou deslocando o pro´prio laser
da estrela guia artificial. O ganho sera´ enta˜o:
Gx =
Qx+  Qx 
2A
;Gy =
Qy+  Qy 
2A
(2.55)
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Onde Qx+ e´ o valor de Qx para um deslocamento de A para a
direita, e Qx  para um deslocamento para a esquerda. O mesmo se da´
na direc¸a˜o y para deslocamentos para cima e para baixo. As imagens
usadas para o dithering podem ser uma me´dia de va´rios quadros para
diminuir o ru´ıdo presente.
2.2.7.3.5 Correlac¸a˜o
Todas as te´cnicas citadas acima funcionam bem para pontos
sime´tricos, mas apresentam problemas para pontos alongados como
citado na sec¸a˜o 2.2.7.1. Uma te´cnica que pode ser usada para qualquer
tipo de imagem de subabertura e´ a te´cnica de correlac¸a˜o. Primeiro
se faz a correlac¸a˜o cruzada (cross-correlation) entre a imagem da sub-
abertura I e um modelo Fw.
C(x, y) = I ⌦ Fw =
X
i,j
Ii,jFw(xi + x, yi + y) (2.56)
O centro do ponto estara´ localizado no ponto ma´ximo de C(x, y).
E´ importante notar que as coordenadas x e y podem ser computadas
com uma resoluc¸a˜o arbitra´ria. O modelo Fw e´ semelhante a uma ima-
gem da subabertura, mas com o ponto centrado e uma resoluc¸a˜o maior.
No caso do ponto alongado ela pode ser criada computacionalmente se
o perfil da camada de so´dio for conhecido.
Existe uma outra te´cnica que pode ser aplicada a pontos alon-
gados, a te´cnica matched filter. A implementac¸a˜o desta sera´ discutida
na sec¸a˜o 2.2.7.4.
Uma ana´lise da influeˆncia do ru´ıdo sobre as te´cnicas CoG, TCoG,
WCoG, Quad Cell e correlac¸a˜o e´ fornecida por Thomas et al. (2006) e
expandido para pontos alongados por Thomas et al. (2008).
2.2.7.3.6 Detector de Coordenadas Polares
Como em um Shack-Hartmann normal o alongamento dos pontos
pode na˜o estar alinhado com as linhas do CCD, o uso de um CCD
especial, o detector de coordenadas polares (polar coordinate detector),
esta´ sendo desenvolvido para lidar com os pontos alongados (ADKINS;
AZUCENA; NELSON, 2006).
Diferente de um Shack-Hartmann utilizando um CCD normal,
neste detector os pixels de cada subabertura possuem um alinhamento
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diferente. Eles esta˜o alinhados para coincidir com a direc¸a˜o de alon-
gamento do ponto, de forma que o alongamento nunca se da´ diagonal-
mente em relac¸a˜o aos pixels. A Figura 23 ilustra o posicionamento dos
pixels neste tipo de detector.
2.2.7.4 Implementac¸a˜o do constrained matched filter
Uma imagem I de uma sub-abertura, quando deslocada para a
posic¸a˜o ✓ = (✓x, ✓y), pode ser representada como a expansa˜o de Taylor
de primeira ordem ao redor de uma posic¸a˜o de refereˆncia ✓o = (✓ox, ✓oy)
como:
I = Io + (✓x   ✓ox) @I
@✓x
+ (✓y   ✓oy) @I
@✓y
(2.57)
Esta expansa˜o so´ e´ va´lida se a imagem atual I e´ uma co´pia
deslocada da imagem de refereˆncia Io e se o deslocamento e´ muito
pequeno, de uma frac¸a˜o de pixel. Por essa raza˜o a refereˆncia Io deve ser
atualizada constantemente para acompanhar as variac¸o˜es no perfil do
ponto alongado. Para cada sub-abertura esta relac¸a˜o pode ser escrita
em uma notac¸a˜o matricial como:
I = Io +G(✓   ✓o) (2.58)
Onde G e´ a matriz de ganho. A matriz de ganho pode ser obtida
usando dithering, da mesma forma que foi feito com o Quad Cell na
sec¸a˜o 2.2.7.3.4, de forma que:
Gx =
I+   I 
2A
(2.59)
Onde A e´ o raio de dithering e I+ e I  sa˜o as imagens obtidas
nas posic¸o˜es ✓ = +A e ✓ =  A. Uma matriz Gx sera´ obtida para a
direc¸a˜o x e uma Gy para a direc¸a˜o y. Assim como no caso do Quad Cell,
deve-se usar me´dia temporal das imagens para diminuic¸a˜o do ru´ıdo. A
equac¸a˜o 2.58 pode ser solucionada para ✓ como:
✓ = R(I   Io) + ✓o (2.60)
Onde R e´ a pseudoinversa da matriz G. Gilles e Ellerbroek (2008)
estabelecem a seguinte forma de implementac¸a˜o da pseudoinversa pon-
derada com o ru´ıdo:
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Figura 23 – Posicionamento dos pixels de um detector de coordenadas
polares. Neste tipo de detector os pixels em cada subabertura esta˜o
alinhados com a direc¸a˜o de alongamento de ponto. No desenho esta´
representado um sensor shack-hartmann com 4x4 subaberturas, o la-
ser esta´ projetado na subabertura inferior esquerda, de modo que os
alongamentos sa˜o em relac¸a˜o a esta subabertura. Os retaˆngulos repre-
sentam uma matriz de pixels t´ıpica de um CCD, que neste caso esta´
alinhada com a direc¸a˜o de alongamento em cada subabertura.
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R =M(GTe C
 1
⌘ Ge)
 1GTe C
 1
⌘ (2.61)
onde C⌘ e´ a matriz de covariaˆncia do ru´ıdo definida por C⌘ =
diag(Io+ 2) e   e´ o ru´ıdo de leitura do detector. Por sua vez a matriz
Ge e´: Ge = [Gy Gx Io]. A matriz M , e´ definida por
M =

1 0 0
0 1 0
 
(2.62)
Esta implementac¸a˜o pode levar a problemas para deslocamentos
do ponto maiores que um pixel e uma versa˜o mais robusta da pseudoin-
versa e´ utilizar para:
M =

1 0 0 1  1 0 0
0 1 0 0 0 1  1
 
(2.63)
Ge = [Gy GxIo I1 I2 I3 I4] (2.64)
Onde I1 e I2 denotam a imagem Io com deslocamentos de ±1
pixels nas linhas e I3 e I4 o mesmo para deslocamento nas colunas.
Para cada caso uma linha ou coluna saira´ para fora da imagem sendo
descartada e no outro extremo outra linha ou coluna sera´ adicionada
com zeros.
Para a implementac¸a˜o do constrained matched filter neste traba-
lho utilizamos a versa˜o mais complexa dada pelas equac¸o˜es 2.63 e 2.64,
mas tivemos que escolher o valor A para os deslocamentos do dither
pois os autores na˜o o especificaram. Lardiere et al. (2008b) testou
va´rios valores de dither, 0,02 pixels foi o melhor valor. No´s verifica-
mos e o adotamos. Nas nossas simulac¸o˜es a imagem de refereˆncia Io
foi constru´ıda usando uma me´dia das u´ltimas cinco imagens para criar
uma versa˜o com melhor sinal ru´ıdo da imagem. As imagens de dither
tambe´m sa˜o me´dias para melhor sinal ru´ıdo. Os sinais de dither e a
refereˆncia esta˜o sempre atualizados neste trabalho, isto na˜o e´ pra´tico
na realidade mas nos da´ o melhor resultado poss´ıvel. Usamos a imagem
sendo processada em cada iterac¸a˜o para obter a matriz de ru´ıdo C⌘.
2.2.7.5 Centroide por redes neurais artificiais
Neste trabalho apresentaremos uma nova te´cnica de detecc¸a˜o de
centroide que utiliza ANNs. Para treinar as ANNs usamos imagens si-
muladas dos pontos alongados. A rede e´ apresentada a pares de imagem
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de entrada e sa´ıdas correspondentes. Se apresentada a um grande con-
junto de pares entrada-sa´ıda ela aprendera´ a reconhecer as inclinac¸o˜es
que correspondem a cada imagem de entrada. Da nossa experieˆncia,
para que o treino possa ser capaz de lidar com qualquer posic¸a˜o do
ponto e forma do perfil, cada imagem de treinamento deve ser compu-
tada com uma posic¸a˜o e perfil aleato´rios. A imagem de ponto simulada
usa um perfil aleato´rio que e´ modelado segundo a apareˆncia de um
perfil de densidade real da camada de so´dio.
No conjunto de treinamento o ponto e´ posicionado aleatoria-
mente seguindo uma distribuic¸a˜o normal. Como resultado, o conjunto
de treino tera´ o ponto posicionado em qualquer regia˜o do sensor, mas
com uma probabilidade maior de estar pro´ximo ao centro. Isso e´ apro-
ximadamente o que a rede vera´ quando o movimento for criado por
turbuleˆncia com estat´ıstica de Kolmogorov.
As vantagens de utilizar ANNs e´ que esta te´cnica na˜o exige co-
nhecimento pre´vio sobre o perfil de densidade da camada de so´dio como
a te´cnica de convoluc¸a˜o e na˜o necessita de informac¸a˜o de dithering como
o matched filter. Ela e´ capaz de lidar com qualquer formato do ponto
alongado automaticamente porque foi treinada para reconhecer uma va-
riedade grande de formas. Uma descric¸a˜o mais detalhada, assim como
resultados obtidos com esta te´cnica sera˜o apresentados na sec¸a˜o 5.
A seguir sa˜o detalhados os projetos que foram objeto de estudo.
67
3 CARACTERIZAC¸A˜O DE PHASE-SCREENS
As te´cnicas de o´ptica adaptativa novas precisam ser testadas em
laborato´rio antes de serem levadas para teste em telesco´pios, pois re-
alizar um teste em um telesco´pio rouba valioso tempo que pode ser
usado em observac¸o˜es. Os telesco´pios grandes, aqueles que necessitam
de o´ptica adaptativa, costumam ter todo o seu tempo dedicado a pes-
quisas cient´ıficas e manutenc¸a˜o.
Para que uma te´cnica de o´ptica adaptativa possa ser testada em
laborato´rio, e´ necessa´rio reproduzir o que seria encontrado em um te-
lesco´pio. Isso pode ser feito utilizando lentes para simular o telesco´pio,
fibras o´pticas ou laser para simular estrelas e, no caso da turbuleˆncia,
e´ poss´ıvel reproduzi-la em bancada com uma ou mais phase-screens.
Uma phase-screen e´ uma superf´ıcie que permite a passagem da luz,
mas distorce a frente de onda reproduzindo o que acontece na atmos-
fera.
Um me´todo barato de se fabricar uma phase-screen como essa
e´ aplicar tinta acr´ılica a um substrato transparente (RAMPY et al.,
2010). Para que essa phase-screen possa enta˜o ser utilizada em uma
simulac¸a˜o de laborato´rio a mesma precisa ser avaliada quanto a suas
caracter´ısticas.
3.1 DESCRIC¸A˜O DO PROJETO
A Figura 24 e´ uma fotografia de uma mesa de caracterizac¸a˜o de
phase-screen. Esta bancada foi montada no laborato´rio de o´ptica do de-
partamento de Engenharia Ele´trica da Universidade Cato´lica do Chile,
onde fiz Doutorado Sandu´ıche pelo per´ıodo de Julho de 2011 a Julho de
2012. Nesta montagem se utiliza a luz de um laser que e´ colimada an-
tes de passar pela phase-screen. Um divisor de feixe e´ responsa´vel por
reduzir a intensidade da luz emitida para evitar saturac¸a˜o do CCD, e e´
posicionado no plano imagem. O feixe de luz e´ enta˜o recolimado para
atravessar uma matriz de microlentes. A matriz de microlentes mais o
CCD formam um sensor de frente de onda tipo Shack-Hartmann.
Nesta montagem foi utilizado um laser com alargador de feixe
como fonte de luz colimada. A phase-screen foi montada com um motor
para movimenta´-la, simulando uma turbuleˆncia dinaˆmica como ocorre
na atmosfera.
Na sec¸a˜o 2.2.1 foi apresentada a densidade espectral de poteˆncia
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Figura 24 – Fotografia da mesa de caracterizac¸a˜o de phase-screens.
Nesta montagem se utiliza a luz de um laser que e´ colimada antes
de passar pela phase-screen. Apo´s o plano imagem o feixe de luz e´
recolimado para atravessar uma matriz de microlentes. A matriz de
microlentes mais o CCD formam um sensor de frente de onda tipo
Shack-Hartmann.
(Power spectral density - PSD) para a turbuleˆncia de Kolmogorov. Isso
tambe´m pode ser medido com um sensor tipo Shack-Hartmann. Se-
gundo o modelo de turbuleˆncia de Kolmogorov, o espectro de Wiener
de uma turbuleˆncia atmosfe´rica deve ser (HARDY, 1998):
 () =
0.0229
r5/30 
11/3
(3.1)
Onde ro e´ o comprimento de coereˆncia de Fried e  e´ a frequeˆncia
espacial.
Tanto ro quanto o espectro de Wiener devem ser determinados
para validar o uso da phase-screen para simular turbuleˆncia. Obtendo-
se um gra´fico do espectro de Wiener a partir do movimento da imagem
de uma subabertura, pode-se compara´-lo ao espectro de turbuleˆncia se-
gundo a teoria de Kolmogorov, para determinar a adequac¸a˜o da phase-
screen para uso em simulac¸a˜o de turbuleˆncia atmosfe´rica.
O valor de r0 pode ser obtido a partir da medic¸a˜o da variaˆncia
do movimento da imagem em uma subabertura do sensor de frente de
onda. A equac¸a˜o que relaciona a variaˆncia do movimento da imagem
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com r0 obtida por Sarazin e Roddier (1990) e´:
 2 = K 2r 5/30 D
 1/3 (3.2)
Onde K e´ uma constante e D e´ o diaˆmetro da subabertura (pro-
jetadas no espelho prima´rio, em metros). Para o caso de um sensor de
frente de onda tipo Shack-Hartmann com subabertura quadrada uti-
lizamos o valor de K = 0.162 calculado por Saint-Jacques (1998). A
medic¸a˜o de r0 e´ importante para determinac¸a˜o da forc¸a da turbuleˆncia
sendo inserida pela phase-screen.
3.2 RESULTADOS
No projeto de testes de laborato´rio para te´cnicas de tomogra-
fia apresentado na sec¸a˜o 4, constru´ımos uma bancada o´ptica e utili-
zamos uma phase-screen para simulac¸a˜o da turbuleˆncia atmosfe´rica.
Esta phase-screen e´ uma turbulence phase plate da Lexitek (EBSTEIN,
2002), montada em uma plataforma rotativa. Esta phase-screen foi cri-
ada sob encomenda baseada em uma simulac¸a˜o computadorizada para
reproduzir uma camada turbulenta com estat´ısticas de Kolmogorov.
A simulac¸a˜o foi feita para que a phase-screen tenha um paraˆmetro de
Fried r0 de 0.4mm.
Para garantir que a phase-screen assim produzida tenha as ca-
racter´ısticas desejadas, eu executei testes de laborato´rio para se medir
os principais paraˆmetros da phase-screen. Para medic¸a˜o do valor de
r0 utilizei um sensor de frente de onda tipo Shack-Hartmann da Thor-
labs modelo WFS150. Este sensor possui uma matriz de microlentes
com 150µm de diaˆmetro cada e com distaˆncia focal de 3,7mm. Pos-
sui tambe´m um CCD de 1,3Megapixels e com cada pixel possuindo
4.65µm.
Para a medic¸a˜o a phase-screen foi atravessada por um feixe laser
colimado de comprimento de onda de 635 ⌘m. Dados foram obtidos
durante toda uma volta da phase-screen. Para as medic¸o˜es utilizei
uma pupila de 2,7mm de diaˆmetro que equivale a um Shack-Hartmann
com 18x18 subaberturas. A detecc¸a˜o do centroide foi realizada com o
me´todo centro de gravidade com limiar (TCoG). O centroide obtido nos
da´ a posic¸a˜o do ponto em pixels, para conversa˜o em termos de aˆngulo
deve-se multiplicar este valor pela escala de placa. Como os aˆngulos sa˜o
pequenos pode-se usar a aproximac¸a˜o sen✓ ' ✓ e a escala de placa e´
enta˜o o tamanho do pixel dividido pela distaˆncia focal das microlentes.
Com os dados obtidos durante toda a volta da phase-screen pode-se
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obter a variaˆncia  2 do movimento do ponto. Finalmente o valor de r0
e´ calculado pela equac¸a˜o:
r0 =
✓
 2
0, 162 2d 1/3
◆ 3/5
(3.3)
Equac¸a˜o esta obtida isolando r0 na equac¸a˜o 3.2. Em cada sub-
abertura obte´m-se uma medida para o valor de r0. Fazendo a me´dia
de todas as subaberturas o valor obtido na medic¸a˜o da resultou r0 =
0.41mm, muito pro´ximo do valor planejado de 0.4mm.
O pro´ximo valor que podemos verificar e´ a PSD. Espacialmente
uma medic¸a˜o das distorc¸o˜es na frente de onda com um sensor de frente
de onda Shack-Hartman na˜o tera´ muita informac¸a˜o para que se crie
uma PSD pois o Shack-Hartmann visualizara´ apenas um recorte muito
pequeno da turbuleˆncia, apenas o que se veˆ na pupila. Entretanto
conhecendo-se a velocidade com que a turbuleˆncia se move e´ poss´ıvel
obter uma PSD temporal e executar uma conversa˜o.
Quando a turbuleˆncia se move em frente a` pupila, uma u´nica
subabertura tera´ informac¸a˜o espacial do caminho percorrido em frente
a esta subabertura. Fazendo-se a transformada de Fourier desta in-
formac¸a˜o e´ poss´ıvel recuperar a PSD. Neste caso tambe´m fez-se a me´dia
da PSD obtida por cada subabertura. A taxa de obtenc¸a˜o de dados
para este teste foi de 5Hz com uma velocidade de movimento da phase-
screen de 2, 6.10 4m/s. A PSD obtida pode ser observada na Fig. 25.
Este gra´fico mostra uma grande influeˆncia da escala externa (ou-
ter scale) no lado esquerdo. Isso acontece pois estamos vendo apenas a
parte do gra´fico de baixas frequeˆncias espaciais. Ja´ que a taxa de da-
dos e´ de 5Hz pelo limite de Nyquist, a frequeˆncia ma´xima observa´vel
e´ de 2.5Hz. Considerando a velocidade de 2, 6.10 4m/s isso equivale
a 0.104mm e uma frequeˆncia espacial de 9615m 1. Selecionamos a
a´rea na˜o influenciada pela escala externa, de 3800m 1 a 8600m 1 e
ajustamos uma reta nesta regia˜o para determinac¸a˜o da lei de poteˆncia,
uma reta deste ajuste e´ mostrada no gra´fico. O valor obtido para a
poteˆncia foi de -4,01, pro´ximo do valor esperado de -11/3 = -3,67.
Este me´todo de avaliac¸a˜o de phase-screen sera´ u´til em projetos
futuros onde pretende-se utilizar phase-screens produzidas em labo-
rato´rio com tinta acr´ılica, onde o valor de r0 precisa ser determinado e
deve-se verificar se a phase-screen se desvia das estat´ısticas de Kolmo-
gorov.
71
101 102 103
104
103
102
101
100
1/m
P
ot
ên
ci
a 
N
or
m
al
iz
ad
a
Figura 25 – Medic¸a˜o da densidade espectral de poteˆncia em um gra´fico
log-log. Esta medic¸a˜o foi obtida da phase-screen para verificar se a
mesma segue as estat´ısticas de Kolmogorov. A reta indica um ajuste da
inclinac¸a˜o para determinar a poteˆncia da mesma, que foi -4,01, pro´ximo
do valor esperado de -11/3 = -3,67.
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4 TESTES DE LABORATO´RIO PARA TE´CNICA DE
TOMOGRAFIA POR REDES NEURAIS
4.1 TOMOGRAFIA POR REDES NEURAIS ARTIFICIAIS
O me´todo de uso de redes neurais artificiais para MOAO consiste
em obter-se uma projec¸a˜o a um sensor de frente de onda ‘virtual’como
no me´todo Learn and Apply apresentado na sec¸a˜o 2.2.5.2, mas sem a
necessidade de calibrac¸a˜o a cada observac¸a˜o, utilizando para este fim
redes neurais.
As redes neurais sa˜o bem conhecidas como um me´todo de resol-
ver problemas complexos e dif´ıceis de serem modelados. (SWINGLER,
1996)
Essas redes neurais sa˜o treinadas em um ambiente simulado,
onde se simula a turbuleˆncia em todas as altitudes poss´ıveis, de modo
que o sistema estara´ pronto para qualquer perfil de turbuleˆncia. O
objetivo disso e´ treinar a rede em um intervalo completo de cena´rios
poss´ıveis.
O uso de redes neurais artificias e´ uma nova proposta para rea-
lizac¸a˜o de tomografia em MOAO testada em simulac¸o˜es por computa-
dor por Osborn et al. (2012), mas que ainda na˜o tinha sido testada em
bancada o´ptica. Pretende-se neste projeto testar o me´todo de MOAO
de redes neurais em uma mesa o´ptica para validar a te´cnica em uma
situac¸a˜o mais realista.
O objetivo principal do projeto e´ executar testes em bancada
de forma a aprimorar e validar o reconstrutor tomogra´fico antes que o
mesmo seja testado em um telesco´pio real.
4.2 DESCRIC¸A˜O DO RECONSTRUTOR TOMOGRA´FICO
Para a tomografia da turbuleˆncia atmosfe´rica sera´ utilizado o re-
construtor baseado em redes neurais CARMEN (Complex Atmospheric
Reconstructor based on Machine lEarNing) (OSBORN et al., 2012). O
reconstrutor CARMEN usa as inclinac¸o˜es medidas pelo sensor de frente
de onda de cada estrela guia fora de eixo como entradas, e os coeficien-
tes de Zernike do alvo no eixo como sa´ıdas. Os polinoˆmios de Zernike
sa˜o utilizados como uma forma simplificada de representar a forma da
frente de onda, como explicado na sec¸a˜o 2.2.1.1. Um diagrama simpli-
ficado da rede utilizada pelo CARMEN e´ mostrado na Fig. 26.
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Figura 26 – Um diagrama simplificado do reconstrutor tomogra´fico
CARMEN utilizando ANN. As inclinac¸o˜es medidas pelos sensores de
frente de onda sa˜o as entradas da rede, todas elas ligando a cada
neuroˆnio da camada oculta. Os neuroˆnios da camada oculta sa˜o por
sua vez ligados aos neuroˆnios de sa´ıda, sendo que as sa´ıdas sa˜o os coe-
ficientes de Zernike que definem a forma da frente de onda.
Os pesos conectando os neuroˆnios representam o ‘conheci-
mento’da rede, seus valores refletem a importaˆncia da entrada cor-
respondente para o neuroˆnio. Para atribuir os valores para os pesos e´
necessa´rio ‘treinar’a rede. O treino e´ feito mostrando a` rede um con-
junto de entradas com as sa´ıdas correspondentes. Um algoritmo e´ enta˜o
aplicado para obter os pesos desejados.
O algoritmo utilizado para CARMEN e´ o algoritmo de trei-
namento backpropagation; este algoritmo tenta minimizar a diferenc¸a
mı´nima quadrada me´dia sobre todo o conjunto de treinamento. O con-
junto de treinamento e´ constitu´ıdo de um nu´mero grande de casos nos
quais o resultado e´ conhecido.
E´ importante que o conjunto de treinamento seja grande o sufici-
ente, tendo assim variac¸a˜o suficiente, para que a rede possa ser treinada
para lidar com todos os cena´rios poss´ıveis. No caso da tomografia de
turbuleˆncia as poss´ıveis variac¸o˜es sa˜o a altitude da camada turbulenta
e as aberrac¸o˜es de fase induzidas, ou em outras palavras, a forma da
frente de onda resultante.
Para o treinamento do reconstrutor CARMEN sa˜o utilizados
dados simulados. Para a simulac¸a˜o foi utilizada uma das facilidades
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do software para simulac¸a˜o de o´ptica adaptativa da Universidade de
Durham (BASDEN et al., 2007). Se treinada com dados suficientemente
independentes a rede deve poder lidar com qualquer entrada similar,
ou uma combinac¸a˜o das entradas de treinamento. Para CARMEN os
melhores resultados foram obtidos treinando a rede com uma u´nica ca-
mada turbulenta. Esta camada e´ posicionada a altitudes varia´veis para
que a rede veja uma variedade de poss´ıveis altitudes para a turbuleˆncia.
Para cada altitude, a rede e´ apresentada a um nu´mero de phase-screens
geradas aleatoriamente. Mesmo sendo treinada com uma camada u´nica
a rede ira´ aprender a lidar com um caso multicamadas porque a rede
pode processar uma combinac¸a˜o dos dados de treino.
Tambe´m experimentamos com diferentes arquiteturas de redes,
variando o nu´mero de neuroˆnios e o nu´mero total de camadas. Estes
nu´meros definem o grau de liberdade do sistema, de forma que o va-
lor o´timo varia de acordo com a complexidade do problema, que em
nosso caso significa o perfil da turbuleˆncia atmosfe´rica e o ru´ıdo. Como
a arquitetura o´tima muda de acordo com as circunstaˆncias, optamos
por uma abordagem simples que fornece bons resultados para variados
casos. Esta arquitetura simples e´ composta por uma camada oculta
contendo o mesmo nu´mero de neuroˆnios da entrada, permitindo mape-
amento completo.
Treinando a rede com conjuntos de dados simpl´ısticos (os dados
simulados) que cobrem uma gama completa de posic¸o˜es e formas da
turbuleˆncia, a rede pode combinar as respostas para estimar a resposta
para perfis muito mais complicados. Nenhuma informac¸a˜o adicional ou
retreino sa˜o necessa´rios mesmo que a atmosfera mude drasticamente
durante as observac¸o˜es, fazendo deste reconstrutor tomogra´fico um re-
construtor robusto.
4.3 DESCRIC¸A˜O DO PROJETO DE BANCADA
O experimento consiste em simular luz colimada de ‘estrelas
guia’(implementadas com LEDs ou fibras o´pticas) que se sobrepo˜e como
ocorre na realidade quando atravessam camadas turbulentas na atmos-
fera. Estas estrelas guia sa˜o re-imageadas por um simulador de te-
lesco´pio, de modo a alimentar um sensor de frente de onda tipo Shack-
Hartmann para amostrar a frente de onda incidente.
Para simular a turbuleˆncia atmosfe´rica e´ colocada uma tela
mo´vel (a phase-screen) a certas distaˆncias da pupila do telesco´pio. Es-
tas distaˆncias sa˜o escolhidas para equivaler a uma camada turbulenta a
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certa altura na atmosfera, e esta equivaleˆncia se da´ pela percentagem de
sobreposic¸a˜o dos feixes de luz. A Tabela 2 mostra valores t´ıpicos de so-
breposic¸a˜o para um telesco´pio de 4,2 metros de diaˆmetro, considerando
alturas t´ıpicas para as camadas de turbuleˆncia.
Tabela 2 – Percentagens de sobreposic¸a˜o para estrelas guias segundo
separac¸a˜o entre as estrelas e altitude da camada.
✓ (arcoseg) h = 0 m h = 4000 m h = 6000 m h = 8000 m
20 100 % 88,26 % 82,42 % 76,62 %
40 100 % 76,62% 65,18 % 54,06 %
60 100 % 65,18 % 48,65 % 33,25 %
A Figura 27 ilustra a sobreposic¸a˜o do feixe de quatro estrelas a
uma posic¸a˜o intermedia´ria da atmosfera simulada.
Figura 27 – Vista em corte da sobreposic¸a˜o dos feixes de luz a uma
posic¸a˜o intermedia´ria da atmosfera simulada.
Na Figura 28 apresentamos a mesa o´ptica usada para produzir
dados reais (na˜o simulados em computador) para validar a rede neural.
A mesa foi constru´ıda para simular um telesco´pio observando quatro
estrelas, uma estrela alvo circundada por treˆs estrelas guia. A estrela
alvo sera´ usada como uma refereˆncia para comparar sua frente de onda
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medida com a frente de onda reconstru´ıda. Eu montei esta mesa du-
rante meus trabalhos na Universidade Cato´lica do Chile utilizando o
material ja´ existente no laborato´rio de o´ptica do departamento de En-
genharia Ele´trica. O equipamento laser conectado a fibras o´pticas foi
projetado e montado por alunos desta universidade.
Figura 28 – Fotografia da bancada o´ptica ilustrando o caminho percor-
rido pela luz desde a fonte com fibras o´pticas ate´ o sensor de frente de
onda.
As estrelas foram simuladas com laser guiado por fibras o´pticas
para criar fontes pontuais. Apo´s passar por uma lente imageadora,
a luz e´ colimada por outra lente para criar feixes colimados. Nesta
parte os quatro feixes estara˜o convergindo, simulando o que acontece
na atmosfera, como ilustrado pela Fig. 19. Nesta parte uma phase-
screen pode ser posicionada para simular uma camada turbulenta a
uma dada altitude. A altitude equivalente que seria obtida em um
telesco´pio real pode ser calculada pela percentagem de sobreposic¸a˜o
entre os feixes de luz, como ja´ mencionado e ilustrado na tabela 2.
A phase-screen usada na mesa o´ptica e´ uma turbulence phase
plate da Lexitek (EBSTEIN, 2002), montada em um esta´gio rotativo.
Esta phase-screen foi criada para reproduzir uma camada turbulenta
com estat´ısticas de Kolmogorov. A phase-screen e´ um disco com 10 cm
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de diaˆmetro e possui um r0 de 0,4mm.
Depois da parte ’atmosfe´rica’ da phase-screen um par de lentes
recolima e magnifica os feixes de forma que um Shack-Hartmann possa
ser posicionado na posic¸a˜o conjugada a` pupila. Para o sensor de frente
de onda Shack-Hartmann estamos usando o sensor WFS150 da Thor-
labs, que e´ uma caˆmera de 1,3megapixels montada com uma matriz de
microlentes.
Estamos usando apenas uma caˆmera e uma matriz de microlen-
tes como sensor de frente de onda para as quatro estrelas. Isso torna
o projeto o´ptico mais simples e barato, ao custo de dados com maior
ru´ıdo. Cada microlente ira´ criar imagens das quatro estrelas e as sub-
aberturas sa˜o enta˜o separadas por software em volta da imagem de cada
estrela. A te´cnica de centroide utilizada para o sensor de frente de onda
e´ o algoritmo padra˜o de centro de gravidade com limiar (TCoG).
As estrelas, na realidade lasers posicionados por fibras o´pticas,
foram posicionadas em um triaˆngulo em volta da estrela central. A
distaˆncia entre a estrela central e cada uma das estrelas fora de eixo
e´ de 6mm. Apo´s passar pelo sistema o´ptico e serem imageadas pelo
Shack-Hartmann isso resulta em 11 pixels entre a estrela central e cada
uma das estrelas fora de eixo. A separac¸a˜o entre as imagens de uma
microlente e a seguinte e´ de 32 pixels. Para as medic¸o˜es escolhemos um
tamanho de pupila que conte´m 18 subaberturas de diaˆmetro, e para a
medic¸a˜o de centroide foi selecionado um quadrado com 11x11 pixels. Na
posic¸a˜o da phase-screen o tamanho do feixe colimado para cada estrela
e´ de 5,4 mm, e o valor de r0 para a phase-screen e´ de 0,4mm. A Figura
29 mostra uma fotografia das fibras o´pticas posicionadas (esquerda) e
uma captura de tela da imagem como vista pelo sensor de frente de
onda Shack-Hartmann (direita).
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Figura 29 – Fotografia das fibras o´pticas montadas (esquerda) e imagem
obtida pelo sensor Shack-Hartmann (direita). A fibra central representa
o objeto cient´ıfico. As treˆs fibras circundantes sa˜o as estrelas guias.
4.4 RESULTADOS
Para obter uma medida do erro de tomografia ma´ximo, fiz uma
reconstruc¸a˜o da frente de onda usando os coeficientes de Zernike, e sub-
tra´ı a frente de onda calculada pela ANN da frente de onda obtida das
medic¸o˜es dos centroides no Shack-Hartmann. O resultado representa o
erro do reconstrutor tomogra´fico mais o erro do ajuste de Zernike.
A Figura 30 mostra os resultados: uma medida da variaˆncia de
fase da frente de onda como func¸a˜o da percentagem de sobreposic¸a˜o
dos feixes fora de eixo. Mostro o erro de frente de onda da estrela no
eixo segundo medido pelo Shack-Hartmann, o erro de frente de onda no
eixo predita pela rede neural e o erro de frente de onda residual depois
da subtrac¸a˜o. O erro de frente de onda residual e´ reduzido por um fator
de aproximadamente 5 em comparac¸a˜o com o erro de frente de onda
medido. Tambe´m mostro no gra´fico o erro de frente de onda predito
por ca´lculo se levamos em considerac¸a˜o o erro inserido pela cintilac¸a˜o.
Se mudarmos a escala deste resultado para um telesco´pio de
2metros de diaˆmetro, ter´ıamos um valor de r0 de 0,15metros, e para
uma separac¸a˜o entre estrelas de 20 arcosegundos as altitudes das cama-
das turbulentas medidas seguiriam os valores da Tab. 3.
A frac¸a˜o de sobreposic¸a˜o foi calculada como a relac¸a˜o da a´rea
onde existe sobreposic¸a˜o dos feixes das estrelas fora de eixo em relac¸a˜o
a` a´rea total do feixe. A Figura 31 mostra a sobreposic¸a˜o para 0,5, 0,25
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Figura 30 – Resultado do erro de frente de onda em func¸a˜o da altitude
da turbuleˆncia. E´ mostrado o erro de frente de onda da estrela no eixo
medida (measured), o erro de frente de onda da frente de onda predita
pela rede (predicted) e o erro de frente de onda para a frente de onda
residual depois da subtrac¸a˜o (residual). Tambe´m mostramos no gra´fico
o erro de frente de onda predito por ca´lculo se levamos em considerac¸a˜o
o erro inserido pela cintilac¸a˜o (scint theory).
e 0.
Ainda existe possibilidade de melhoria com os dados atuais da
bancada. Como pode ser observado na Fig. 30, o erro medido para
a frente de onda e´ maior que os valor teo´ricos esperados e diminui a`
medida que a altitude aumenta. Estamos investigando as causas dessas
diferenc¸as. Nossas hipo´teses atuais sa˜o as seguintes: 1) Vibrac¸o˜es na
bancada causadas pelo motor da phase-screen funcionando enquanto os
dados sa˜o obtidos; 2) cintilac¸a˜o para as camadas mais altas e o ru´ıdo
eletroˆnico da caˆmera. Apesar destas diferenc¸as, o erro para a frente
de onda predito pela rede neural e´ muito pro´ximo do erro de frente
de onda medido pelo Shack-Hartmann, mostrando que o reconstrutor
e´ capar de lidar com esta fonte adicional de erro de frente de onda.
81
Tabela 3 – Altitudes equivalentes das camadas de turbuleˆncia para
um telesco´pio de 2metros de diaˆmetro, sobreposic¸a˜o a esta altitude
entre estrelas com separac¸a˜o de 20 arcosegundos e posic¸a˜o equivalente
da phase-screen na bancada.
Frac¸a˜o de
Sobreposic¸a˜o 1,0 0,866 0,735 0,597 0,479 0,371 0,269 0,182 0,112 0,05
Altitude (m) 0 856 1761 2758 3682 4607 5569 6532 7449 8514
Bancada (mm) 0 37 73 110 147 183 220 257 293 330
Figura 31 – Da esquerda para a direita: Sobreposic¸a˜o das estrelas fora
de eixo para 50, 25 e 0 % de sobreposic¸a˜o. As cruzes sa˜o o centro de
cada circulo.
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5 TE´CNICAS DE CENTROIDE PARA SENSORES DE
FRENTE DE ONDA USANDO REDES NEURAIS
5.1 OBJETIVOS
O principal objetivo a ser alcanc¸ado com o projeto tema deste
cap´ıtulo e´ criar uma nova te´cnica de detecc¸a˜o de centro para sensores de
frente de onda do tipo Shack-Hartmann que seja independente do perfil
da camada de so´dio. As te´cnicas atuais, como citado anteriormente,
dependem do conhecimento do perfil instantaˆneo da camada de so´dio
para que funcionem corretamente. A intenc¸a˜o e´ de se criar uma te´cnica
usando redes neurais que seja capaz de lidar com qualquer perfil da
camada de so´dio sem necessitar de nenhuma regulagem ou adaptac¸a˜o.
A boa detecc¸a˜o da frente de onda e´ essencial para o bom funcionamento
dos futuros telesco´pios gigantes, como o TMT e E-ELT.
A te´cnica sugerida e´ de uso de redes neurais artificiais para a
realizac¸a˜o da operac¸a˜o de detecc¸a˜o de centro. As redes neurais sa˜o
bem conhecidas como um me´todo de resolver problemas complexos e
dif´ıceis de serem modelados (SWINGLER, 1996).
Uma rede neural e´ capaz de obter a soluc¸a˜o para um problema
complexo, mesmo na presenc¸a de ru´ıdo, se for previamente treinada. O
treinamento de uma rede neural consiste em apresenta´-la a um grupo
grande de poss´ıveis cena´rios, com as suas respectivas soluc¸o˜es. Durante
o treinamento a rede se ade´qua aos cena´rios apresentados de modo a
minimizar os erros.
Para este projeto pretende-se treinar a rede atrave´s de simulac¸o˜es
por computador. Esta simulac¸a˜o devera´ ser fidedigna ao que acontece
na realidade, de modo a obter-se um bom treinamento da rede.
5.2 SIMULAC¸O˜ES PARA REDES NEURAIS ARTIFICIAIS
No caso descrito aqui as entradas para a ANN sa˜o a contagem
dos pixels de cada subabertura do sensor Shack-Hartmann. O trabalho
da rede consiste em determinar o centro dos pontos formados por cada
subabertura. As sa´ıdas da rede sera´ as posic¸o˜es vertical e horizontal do
centro do ponto. Isto e´ ilustrado na Fig. 32.
Para treinar as ANNs usei imagens simuladas dos pontos alonga-
dos. A rede e´ apresentada a pares de imagem de entrada e as sa´ıdas cor-
respondentes. Se apresentada a um grande conjunto de pares entradas-
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entrada saída
Figura 32 – Diagrama da ANN para determinac¸a˜o de centroide. As
entradas da ANN sa˜o os pixels da imagem de uma subabertura. As
sa´ıdas sa˜o as posic¸o˜es x e y do centro real. Para treinar a ANN as
sa´ıdas sa˜o fornecidas com as entradas; quando em uso, a ANN deve
gerar as sa´ıdas corretas automaticamente.
sa´ıdas ela aprendera´ a reconhecer as inclinac¸o˜es que correspondem a
cada imagem de entrada. Da nossa experieˆncia, para que o treino possa
ser capaz de lidar com qualquer posic¸a˜o do ponto e forma do perfil, cada
imagem de treinamento deve ser computada com uma posic¸a˜o e per-
fil aleato´rios. A imagem de ponto simulada usa um perfil aleato´rio
que e´ modelado segundo a apareˆncia de um perfil de densidade real da
camada de so´dio.
A simulac¸a˜o do ponto alongado, mostrado na Fig. 33, e´ imple-
mentada da seguinte forma: uma linha e´ constru´ıda com o alongamento
e perfil requeridos, como ocorreria com uma estrela artificial sendo ima-
geada por um sistema o´ptico perfeito (painel a). O perfil e´ reproduzido
nesta linha pela intensidade em cada pixel. Esta linha e´ enta˜o con-
volu´ıda com uma Gaussiana com o mesmo tamanho que um disco de
Airy teria considerando o tamanho da lente e a escala de pixel (painel
b). No caso sendo estudado o diaˆmetro da subabertura e´ de 0.5m, com
uma escala de pixel de 0,5 segundos de arco por pixel, o que resulta em
um ponto com 1,19 pixel FWHM. Se a Gaussiana na˜o estiver centrada
a imagem convolu´ıda resultante tambe´m na˜o estara´ centrada e isso e´
usado para simular a inclinac¸a˜o de frente de onda desejada.
A imagem resultante e´ um ponto alongado livre de ru´ıdo como
seria visto em uma longa exposic¸a˜o. A seguir adiciono ru´ıdo. Ru´ıdo
de fo´ton e´ adicionado usando a imagem gerada como um modelo e
lanc¸ando fo´tons em uma simulac¸a˜o de Monte Carlo (painel c). A si-
mulac¸a˜o Monte Carlo e´ feita da seguinte maneira: um pixel da imagem
e´ escolhido aleatoriamente, o modelo gerado no passo b determina a
probabilidade de um fo´ton cair em cada pixel, de forma que um novo
nu´mero aleato´rio e´ escolhido para determinar se o fo´ton cai ou na˜o.
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Figura 33 – Simulac¸a˜o de imagem para a subabertura mais externa
do Shack-Hartmann, neste caso o alongamento do ponto esta´ alinhado
com as linhas do CCD. As dimenso˜es esta˜o em pixels. Aqui mostramos
os passos da simulac¸a˜o para formar um ponto alongado. a: esta linha
representa a projec¸a˜o do perfil da camada de so´dio no CCD pela sub-
abertura correspondente a esta regia˜o. b: a linha anterior apo´s uma
convoluc¸a˜o com uma Gaussiana para simular efeito de seeing. c: ru´ıdo
de fo´ton adicionado a` imagem anterior. d: reduc¸a˜o da resoluc¸a˜o para
a escala dos pixels da subabertura.
Repete-se ate´ o nu´mero requerido de fo´tons ca´ırem no detector. A
imagem resultante esta´ em uma resoluc¸a˜o espacial mais alta que a do
sistema sendo modelado, enta˜o diminu´ımos a resoluc¸a˜o da imagem para
16x16 pixels, que e´ o valor usada nas subaberturas neste trabalho (pai-
nel d).
No conjunto de treinamento o ponto e´ posicionado aleatoria-
mente seguindo uma distribuic¸a˜o normal. Como resultado, o conjunto
de treino tera´ o ponto posicionado em qualquer regia˜o do sensor, mas
com uma probabilidade maior de estar pro´ximo ao centro. Isso e´ apro-
ximadamente o que a rede vera´ quando o movimento for criado por
turbuleˆncia com estat´ıstica de Kolmogorov.
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Figura 34 – Ajuste de cinco Gaussianas a um perfil real de densidade
da camada de so´dio. Os ajustes sa˜o repetidos para um grande nu´mero
de perfis. As estat´ısticas dos paraˆmetros dessas Gaussianas sa˜o guar-
dadas. Novos perfis sinte´ticos sa˜o criados aleatoriamente usando cinco
Gaussianas que obedecem as estat´ısticas obtidas.
5.2.1 Modelagem de Perfil
Eu evitei usar perfis reais da densidade da camada de so´dio no
treinamento da ANN. Perfis simulados podem ter muito mais variedade
de forma que a rede possa lidar com casos na˜o vistos em um conjunto li-
mitado de dados. Trabalhos anteriores com ANNs (OSBORN et al., 2012)
mostraram que o uso de dados simulados com as mesmas estat´ısticas de
dados reais apresentam resultados perto dos que usaram dados reais,
com a vantagem de ter mais diversidade no conjunto de treinamento.
Para a construc¸a˜o do modelo do perfil da camada de so´dio usei
dados obtidos pelas instalac¸o˜es de LIDAR do LZT (PFROMMER; HICK-
SON, 2010). Cada medida real da densidade da camada de so´dio foi
ajustada com cinco Gaussianas. Um exemplo de um perfil ajustado
pode ser visto na Fig. 34.
Cada gaussiana pode ser constru´ıda com treˆs paraˆmetros, de
acordo com
f(x) = ae (x b)
2/c2 (5.1)
Os paraˆmetros, a, b e c, para cada uma das cinco Gaussianas
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Figura 35 – Exemplo de um perfil sinte´tico de densidade da camada de
so´dio usando cinco Gaussianas como explicado na Fig. 34
seguem uma distribuic¸a˜o estat´ıstica. Eu caracterizei esta distribuic¸a˜o
dos paraˆmetros como uma distribuic¸a˜o normal e determinei a me´dia e
a variaˆncia para cada uma das cinco Gaussianas. Estas variaˆncias e
me´dias sa˜o usadas para criar simulac¸o˜es Monte Carlo para gerar perfis
sinte´ticos que sa˜o a soma das cinco Gaussianas. Para treinar a ANN
eu usualmente criei um milha˜o de perfis sinte´ticos. Um exemplo de um
perfil simulado constru´ıdo usando este me´todo e´ mostrado na Fig. 35.
Modelos mais simples do perfil da camada de so´dio tambe´m fo-
ram testados. Com menos de cinco Gaussianas os resultados da ANN
na˜o foram aceita´veis, os erros me´dios resultantes foram maiores que o
da rede treinada com cinco Gaussianas. Para seis ou mais Gaussianas
nenhum ganho aprecia´vel foi obtido. Mais detalhes sobre como estes
erros sa˜o calculados sa˜o apresentados na sec¸a˜o 5.6.
5.3 REDES NEURAIS ARTIFICIAIS
O detector de coordenadas polares, apresentado na sec¸a˜o
2.2.7.3.6, tem os pixels sempre alinhados com a direc¸a˜o de alongamento
do ponto. A te´cnica constrained matched filter foi desenvolvida para
este tipo de detector enta˜o desenvolvi algumas redes ANN para traba-
lhar com este caso. Mas tambe´m estou interessados no uso de ANNs
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em CCDs normais, em que o alongamento do ponto na˜o esta´ alinhado
com os pixels do detector, e alguns resultados tratam disso. Para dife-
renciar do detector de coordenadas polares chamarei o detector normal
de CCD cartesiano. O fator limitante do CCD cartesiano e´ que a ANN
na˜o manobra bem com diferentes direc¸o˜es de alongamento, enta˜o e´ pre-
ciso treinar uma rede diferente para cada direc¸a˜o de alongamento. A
vantagem e´ que a rede treinada deste modo ainda funciona com CCDs
normais, permitindo o uso de CCDs convencionais.
As simulac¸o˜es e treinamento das ANNs foram efetuadas no la-
borato´rio de instrumentac¸a˜o astronoˆmica da Universidade Federal de
Santa Catarina no per´ıodo de Agosto de 2012 a Novembro de 2013.
Parte das simulac¸o˜es com maior carga computacional foi efetuado utili-
zando as instalac¸o˜es de computac¸a˜o do Laborato´rio de Astroinforma´tica
(IAG/USP).
5.4 VALIDAC¸A˜O
Para validar uma ANN ja´ treinada, eu expus a rede a um con-
junto de dados que na˜o foi usado durante o treinamento. No caso em
estudo treinei a ANN com dados simulados que seguiam as estat´ısticas
obtidas das observac¸o˜es por LIDAR da camada de so´dio. Para vali-
dar a ANN usei perfis reais da camada de so´dio obtidos pelo LIDAR
do LZT (PFROMMER; HICKSON, 2010) para fornecer as assimetrias no
ponto alongado. Para criar o movimento do ponto no Shack-Hartmann
simulado criei turbuleˆncia de Kolmogorov em uma phase-screen virtual.
Para simular um perfil de camada de so´dio com evoluc¸a˜o tem-
poral os dados do LIDAR do LZT foram interpolados. Os dados do
LIDAR do LZT possuem uma resoluc¸a˜o temporal de um segundo, en-
quanto que eu preciso simular um sistema funcionando a 700Hz, a
frequeˆncia que um sistema de o´ptica adaptativa real deste tipo opera-
ria. Portanto interpolac¸a˜o linear foi usada para obter um perfil com
evoluc¸a˜o cont´ınua.
Ao treinar a rede, as inclinac¸o˜es da frente de onda foram criadas
aleatoriamente e sem dependeˆncia temporal. Mas para os dados de va-
lidac¸a˜o, inclinac¸o˜es com dependeˆncia temporal foram obtidas gerando
uma phase-screen com estat´ısticas de Kolmogorov e movendo-a com
uma velocidade de 10m s 1.
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5.5 ARQUITETURA DA REDE NEURAL ARTIFICIAL
Todas as ANNs usadas neste trabalho possuem 256 entradas,
representado os 16x16 pixels da imagem da subabertura, e 2 sa´ıdas,
representando o deslocamento horizontal e vertical do ponto. Para a
camada oculta, 16 neuroˆnios foram usados, e o me´todo de treinamento
utilizado foi o Levenberg-Marquardt backpropagation. (MARQUARDT,
1963).
Minhas redes foram treinadas utilizando Matlab. O Matlab fun-
ciona bem em um ambiente simulado mas para um sistema real seria
dif´ıcil porta-lo para um controlador local, e a performance de uma lin-
guagem por script como a do Matlab teria uma performance muito
abaixo de linguagens compiladas como C e C++.
Uma vez treinada e validada uma rede pode ser implementada
em um controlador local usando um sistema como o DARC (BASDEN;
MYERS, 2012) que e´ um projeto open source e um sistema de controle
de tempo real de alta performance para sistemas de o´ptica adaptativa.
5.6 RESULTADOS
Nesta sec¸a˜o comparo os resultados obtidos com a ANN nos testes
de validac¸a˜o com outras te´cnicas de centroide: centro de gravidade sim-
ples (CoG), e o constrained matched filter. O me´todo CoG na˜o funciona
bem com pontos alongados mas foi implementado para estabelecer um
patamar mı´nimo.
Para avaliar a performance do meu algoritmo usei erro de cen-
troide como uma figura de me´rito. Para testar um algoritmo de cen-
troide simulei uma imagem de subabertura com alongamento. Depois
comparei a posic¸a˜o simulada do ponto com a posic¸a˜o medida pelo al-
goritmo de centroide. O erro de centroide e´ a diferenc¸a absoluta entre
o centro do ponto simulado e o valor medido pelo algoritmo.
Experimentei com o maior alongamento do ponto como o pior dos
casos. Implementei cuidadosamente as te´cnicas de centroide existentes
para comparac¸a˜o direta com o algoritmo proposto.
Um sensor de frente de onda Shack-Hartmann completo com N
subaberturas e´ requerido para produzir resultados em termos de erro
de frente de onda. Como estamos introduzindo a te´cnica, na˜o considero
necessa´rio apresentar resultados em termos de erro de frente de onda
neste esta´gio. Em vez disso, uso erro de centroide como figura de
me´rito, ja´ que quanto menor for o erro de centroide, menor sera´ o erro
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de frente de onda. Para testar como as ANNs lidam com diferentes
n´ıveis de ru´ıdo projetei um conjunto de testes com uma variedade de
n´ıveis de ru´ıdo, neste caso ru´ıdo de fo´ton, que varia de 100 a 30000
fo´tons.
As imagens ruidosas foram geradas com somente ru´ıdo de fo´ton
por simplicidade, e os n´ıveis escolhidos correspondem a uma relac¸a˜o
sinal ru´ıdo de 10 a 173. Isto cobre e excede o esperado pelo E-ELT
usando estrelas guia laser, que varia de 300 a 1100 fo´tons por pixel
por quadro (LARDIe`RE et al., 2010). Apesar de estarmos baseando a
simulac¸a˜o no telesco´pio TMT, neste caso tive que usar informac¸a˜o para
o E-ELT por falta de dados referente aos n´ıveis de fo´tons esperados para
o TMT.
Dez mil iterac¸o˜es foram computadas para cada n´ıvel de ru´ıdo, os
resultados apresentados nas Figs. 37 a 43 sa˜o o erro de centroide me´dio
para cada te´cnica em todas as iterac¸o˜es. O erro de centroide me´dio foi
calculado como a me´dia em todas as iterac¸o˜es do erro absoluto. O erro
absoluto e´ o valor absoluto do centro medido subtra´ıdo do centro real.
Estes valores sa˜o enta˜o comparados com outras te´cnicas de centroide.
A seguir mostro quatro casos diferentes. Nestes uso duas ANNs
diferentes, uma treinada com a presenc¸a de ru´ıdo, que foi escolhido
como sendo 1000 fo´tons para coincidir com o maior n´ıvel esperado para
o E-ELT, chamada ANN 1K nos gra´ficos e uma treinada sem a presenc¸a
de ru´ıdo, chamada ANN Noiseless nos gra´ficos.
5.6.1 Caso ideal
Para determinar o melhor cena´rio poss´ıvel rodei simulac¸o˜es base-
adas em uma medida do LIDAR em que o centro de gravidade coincide
com o centro geome´trico. Este caso gera o melhor resultado para o
me´todo CoG. A simulac¸a˜o foi feita sem turbuleˆncia e o detector usado
foi o detector de coordenadas polares, o alongamento de ponto para
este detector e o perfil de densidade da camada de so´dio sa˜o mostrados
na Fig. 36. Nesta simulac¸a˜o estamos olhando somente para os efeitos
de ru´ıdo de fo´ton.
Resultados para o erro me´dio de centroide sa˜o mostrados na Fig.
37 para os me´todos CoG, constrained matched filter e ANN.
Como pode ser visto nos resultados, a ANN treinada com ru´ıdo
(ANN 1K) e´ melhor que a ANN treinada sem ru´ıdo (ANN Noiseless)
em situac¸o˜es na presenc¸a de alto ru´ıdo. Como a rede foi treinada com
um ru´ıdo de fo´ton de 1000 fo´tons ele opera bem em situac¸o˜es com n´ıveis
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Figura 36 – Perfil de densidade da camada de so´dio com centro de
gravidade centrado usado para testar o caso ideal. Este perfil na˜o
introduz desvios no centroide. Na inserc¸a˜o veˆ-se o ponto alongado
resultante.
semelhantes ou maiores, mas a medida que o n´ıvel de ru´ıdo e´ reduzido
ela para de melhorar e alcanc¸a-se um plateau. A rede treinada sem
ru´ıdo (ANN Noiseless) apresenta resultados piores com n´ıveis altos de
ru´ıdo mas continua melhorando ate´ situac¸o˜es com ru´ıdo muito baixo.
5.6.2 Caso com perfil de camada de so´dio assime´trico
Nesta sec¸a˜o apresento resultados usando um perfil de camada
de so´dio com centro de gravidade assime´trico, mostrado na Fig. 38,
usando um detector de coordenadas polares e sem turbuleˆncia. Este
perfil tem uma densidade mais forte na parte mais baixa, de 80 km a
90 km, e isto cria um desequil´ıbrio para o me´todo CoG.
A Figura 39 mostra o erro de pixel me´dio para os me´todos CoG,
constrained matched filter e ANN.
Como o perfil na˜o esta´ centrado, o me´todo CoG tem um erro
sistema´tico grande, e por isso o erro se mante´m por volta de 0,45 pixels.
Aqui percebemos uma clara vantagem em se usar o me´todo constrained
matched filter. Tanto o matched filter quanto a ANN treinada sem
ru´ıdo ficam continuamente melhores a medida que o ru´ıdo e´ reduzido.
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Figura 37 – Erro me´dio de pixel como func¸a˜o do nu´mero total de fo´tons
detectados no caso ideal: perfil de camada de so´dio centrado com um
detector de coordenadas polares sem turbuleˆncia. COG = me´todo cen-
tro de gravidade, TCOG = me´todo centro de gravidade com limiar,
CMF = me´todo constrained matched filter, ANN 1k = me´todo ANN
treinada com ru´ıdo e ANN Noiseless = me´todo ANN treinada sem
ru´ıdo.
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Figura 38 – Perfil de densidade da camada de so´dio assime´trico usado
para testar o caso assime´trico e tambe´m o caso turbulento. Este perfil
introduz desvios no centroide. Na inserc¸a˜o veˆ-se o ponto alongado
resultante.
A ANN treinada com ru´ıdo (ANN 1k) atinge um plateau a um n´ıvel
baixo de ru´ıdo e na˜o melhora mais.
Nestes resultados o me´todo constrained matched filter e´ melhor,
mas saliento que esse e´ um caso idealizado, na˜o existe turbuleˆncia e
tambe´m a refereˆncia e o dither para o matched filter sa˜o atualizados em
todos os quadros, o que na˜o e´ pra´tico na realidade. Devemos esperar
uma performance melhor para o matched filter neste caso porque o
ponto esta´ estaciona´rio e o matched filter usa uma refereˆncia. O ponto
sempre estara´ no mesmo local que a refereˆncia no em que o ponto e´
estaciona´rio.
Ate´ o me´todo usando ANN treinada sem ru´ıdo parece ser melhor
que a treinada com ru´ıdo, mas as coisas mudam quando a turbuleˆncia
e´ adicionada, como mostra o pro´ximo caso.
5.6.3 Caso turbulento
A seguir, os mesmos testes sa˜o feitos na presenc¸a de turbuleˆncia,
detector de coordenadas polares e o mesmo perfil de camada de so´dio
assime´trico mostrado no u´ltimo caso (Fig. 38). O erro me´dio e´ mos-
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Figura 39 – Erro me´dio de pixel como func¸a˜o do nu´mero total de fo´tons
detectados no caso assime´trico: perfil de camada de so´dio assime´trico
com um detector de coordenadas polares sem turbuleˆncia. COG =
me´todo centro de gravidade, CMF = me´todo constrained matched filter,
ANN 1k = me´todo ANN treinada com ru´ıdo e ANN Noiseless = me´todo
ANN treinada sem ru´ıdo.
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Figura 40 – Erro me´dio de pixel como func¸a˜o do nu´mero total de fo´tons
detectados no caso turbulento: perfil de camada de so´dio assime´trico
com um detector de coordenadas polares na presenc¸a de turbuleˆncia.
COG = me´todo centro de gravidade, CMF = me´todo constrained mat-
ched filter, ANN 1k =me´todo ANN treinada com ru´ıdo e ANN Noiseless
= me´todo ANN treinada sem ru´ıdo.
trado na Fig. 40.
Na presenc¸a de turbuleˆncia, o me´todo ANN e´ o melhor me´todo.
A turbuleˆncia foi modelada com phase-screen seguindo estat´ısticas de
Kolmogorov, r0 = 0.15m e um perfil de camada de so´dio esta´tico. Esta
turbuleˆncia resultou de um movimento de ponto limitado a um pixel,
como mostra o histograma da Fig. 41.
O me´todo constrained matched filter na˜o se comporta ta˜o bem
na presenc¸a de turbuleˆncia. Deveria ser esperado que este me´todo fosse
melhor nos casos anteriores pois ele usa uma refereˆncia com o ponto
localizado sempre no mesmo lugar, fazendo deste me´todo o melhor para
o centroide. Mas no caso com turbuleˆncia o ponto esta´ se movendo e
a refereˆncia estara´ deslocada, fazendo o centroide mais insta´vel e pro-
penso a erros para esta te´cnica. O me´todo por ANN na˜o usa refereˆncias
e o movimento do ponto na˜o influencia os resultados.
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Figura 41 – Histograma da posic¸a˜o do ponto. A turbuleˆncia movimenta
o ponto em torno da posic¸a˜o me´dia.
5.6.4 Caso com CCD Cartesiano com alongamento diagonal
Nesta sec¸a˜o apresento resultados para um CCD cartesiano, isto
e´, um CCD normal onde os alongamentos na˜o sa˜o alinhados a`s linhas
ou colunas do CCD. A Figura 42 mostra uma subabertura com um
alongamento diagonal ma´ximo. Nestas simulac¸o˜es os testes sa˜o feios
na presenc¸a de turbuleˆncia, e o mesmo perfil de camada de so´dio as-
sime´trico do u´ltimo caso, mas com um CCD cartesiano. Discutimos
agra os resultados desta situac¸a˜o na presenc¸a de turbuleˆncia. A Figura
43 mostra o erro me´dio. A ANN foi treinada especificamente para esta
direc¸a˜o de alongamento, e e´ chamada de ANN Diag no gra´fico. Para
futura implementac¸a˜o em um sistema real, precisamos treinar a ANN
para cada subabertura do Shack-Hartmann; um trabalho que e´ compu-
tacionalmente caro, mas que precisa ser feito apenas uma vez. Como
pode ser visto, neste caso o me´todo com ANN gera resultados relativos
ainda melhores que os outros me´todos.
Os resultados acima sa˜o resumidos na Tab. 4 para 300 e 1000
fo´tons, que correspondem a um sinal ru´ıdo de 17,32 e 31,6, o mais
pro´ximo ao esperado para o E-ELT. A ANN usada na tabela e´ a que
gerou os melhores resultados, treinada na presenc¸a de ru´ıdo. A Tabela
5 mostra os mesmos resultados em porcentagens.
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Figura 42 – Ponto alongado diagonalmente usado para testar as te´cnicas
no caso com CCD cartesiano. Este e´ um ponto com um alongamento
diagonal e na subabertura mais distante do centro, proporcionando o
maior alongamento.
Tabela 4 – Erro me´dio (mas) para resultados com me´todos COG, CMF
e ANN na presenc¸a de turbuleˆncia para resultados com 316 e 1000
fo´tons.
Caso 1 2 3 4
COG 224,24 224,24 222,94 222,43
CMF 143,94 135,00 224,06 220,29
ANN 55,85 50,12 117,86 114,27
Caso 1 e´ um detector de coordenadas polares com 316 fo´tons.
Caso 2 e´ um detector de coordenadas polares com 1000 fo´tons.
Caso 3 e´ um CCD cartesiano com 316 fo´tons.
Caso 4 e´ um CCD cartesiano com 1000 fo´tons.
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Figura 43 – Erro me´dio de pixel como func¸a˜o do nu´mero total de fo´tons
detectados no caso de CCD cartesiano: perfil de camada de so´dio as-
sime´trico em um CCD cartesiano com ponto alongado diagonalmente
na presenc¸a de turbuleˆncia. COG = me´todo centro de gravidade, CMF
= me´todo constrained matched filter, ANN 1k = me´todo ANN treinada
com ponto alongado diagonalmente. O me´todo de redes neurais e´ cla-
ramente melhor que os outros.
Tabela 5 – Erro me´dio relativo ao erro do me´todo COG para CMF e
ANN na presenc¸a de turbuleˆncia para resultados com 316 e 1000 fo´tons.
Case 1 2 3 4
COG 100 % 100 % 100 % 100 %
CMF 64,19 % 60,20 % 100,50 % 99,03 %
ANN 24,91 % 22,35 % 52,87 % 51,37 %
Caso 1 e´ um detector de coordenadas polares com 316 fo´tons.
Caso 2 e´ um detector de coordenadas polares com 1000 fo´tons.
Caso 3 e´ um CCD cartesiano com 316 fo´tons.
Caso 4 e´ um CCD cartesiano com 1000 fo´tons.
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5.7 RESULTADOS DO TESTE DE FUNCIONAMENTO
Nesta validac¸a˜o escolhi uma porc¸a˜o dos perfis medidos de alguns
segundos e interpolei para gerar um perfil cont´ınuo para um sistema
trabalhando a 700Hz. Uma phase-screen com estat´ısticas de Kolmo-
gorov para simular a distorc¸a˜o de frente de onda tambe´m e´ usada para
criar um movimento de ponto real´ıstico e com dependeˆncia temporal.
A Figura 44 mostra o perfil cont´ınuo usado nesta simulac¸a˜o.
Esta simulac¸a˜o de validac¸a˜o foi configurada para refletir uma
situac¸a˜o que seria experimentada no telesco´pio TMT: um diaˆmetro do
espelho prima´rio de 30 metros usando um sensor de frente de onda
Shack-Hartmann com subaberturas de 0,5 metros. Cada subabertura
cria uma imagem de uma estrela artificial em um CCD com 16x16
pixels. Foram usadas phase-screens Kolmogorov com r0 = 0.15m. A
velocidade do vento que determina o movimento da phase-screen foi
fixada em 10m s 1. O n´ıvel de ru´ıdo de fo´ton para esta simulac¸a˜o foi
fixado em 1000 fo´tons.
A Figura 45 mostra um teste executado com este perfil em
evoluc¸a˜o, com um detector de coordenadas polares e na presenc¸a de
turbuleˆncia. A Figura 46 mostra um teste com o mesmo perfil em
evoluc¸a˜o e turbuleˆncia, mas com um CCD cartesiano usando um ponto
com alongamento diagonal mostrado na Fig. 42. Os resultados me´dios
para esta simulac¸a˜o tambe´m sa˜o mostrados na Tab. 6.
Os resultados mostram que a ANN executa melhor que outras
te´cnicas em uma simulac¸a˜o mais realista com um perfil de densidade de
camada de so´dio em evoluc¸a˜o e turbuleˆncia atmosfe´rica. Em alguns mo-
mentos tanto a ANN quanto o matched filter apresentam grandes picos
de erro, mas tambe´m possuem erro me´dio menor que o da te´cnica CoG,
como esperado. Em um telesco´pio utilizando um sistema de o´ptica
adaptativa as imagens cient´ıficas sera˜o de longa exposic¸a˜o, de forma
que o erro me´dio e´ o fator determinante na qualidade da imagem. Mas
estes picos de erro podem criar artefatos nas imagens portanto seu uso
Tabela 6 – Erro me´dio (mas) para COG, CMF e ANN para detector
de coordenadas polares e CCD cartesiano
COG CMF ANN
Polar 237,31 184,23 88,06
Cartesian 236,82 182,48 122,78
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Figura 44 – Perfil da camada de so´dio evoluindo continuamente usado
nos testes de funcionamento.
em imageamento de alto contraste necessita ser avaliado.
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Figura 45 – Erro de centroide com perfil de camada de so´dio evoluindo
e turbuleˆncia em um detector de coordenadas polares. O valor me´dio
para cada te´cnica esta´ ilustrado em uma linha tracejada. Os valores
me´dios sa˜o 0,474 pixels para COG, 0,368 pixels para CMF e 0,176 pixels
para ANN.
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Figura 46 – Erro de centroide com perfil de camada de so´dio evoluindo
e turbuleˆncia, CCD cartesiano e alongamento diagonal. Tambe´m esta´
ilustrado o valor me´dio para cada te´cnica. Os valores me´dios sa˜o 0,473
pixels para COG, 0,365 pixels para CMF e 0,245 pixels para ANN.
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6 CONCLUSO˜ES
Demonstrei que e´ poss´ıvel utilizar os me´todos descritos para ca-
racterizar uma phase-screen de modo que possa ser utilizada para si-
mulac¸o˜es em bancada de o´ptica adaptativa. Entretanto a medic¸a˜o da
densidade espectral de poteˆncia pode ser melhorada. Trabalhos futu-
ros neste tema devem ser direcionados a utilizar um motor de mair
precisa˜o para movimentar a phase-screen assim como uma caˆmera com
velocidade de quadro mais precisa para melhorar a densidade espectral
de poteˆncia obtida.
Apresentei e testei em uma mesa o´ptica uma te´cnica de recons-
truc¸a˜o tomogra´fica para MOAO implementada com uma rede neural
artificial. Os resultados obtidos em bancada mostram que o recons-
trutor que ja´ havia sido testado em simulac¸o˜es tambe´m funciona com
dados reais, mesmo tendo sido treinado apenas com dados simulados.
O reconstrutor foi capaz de lidar com fontes adicionais de erro que na˜o
a turbuleˆncia o´ptica.
A vantagem de utilizar redes neurais em relac¸a˜o a outros me´todos
e´ que este me´todo e´ independente de conhecimento pre´vio do perfil da
turbuleˆncia. A rede precisa ser treinada antes das observac¸o˜es com
as posic¸o˜es relativas corretas das estrelas guia, mas na˜o e´ necessa´rio
retreino se o perfil da turbuleˆncia se altera, como ocorre com outros
me´todos. O treinamento poderia, por exemplo, ser feito muito antes
das observac¸o˜es ja´ que a u´nica varia´vel sera´ o perfil de turbuleˆncia na
noite de observac¸a˜o, e a rede e´ imune a mudanc¸as de perfil. Ale´m disso
o treino pode ser feito em uma simulac¸a˜o de computador, na˜o sendo ne-
cessa´rio o uso de tempo do telesco´pio. As redes neurais tambe´m podem
ser implementadas em uma maneira paralela com hardware dedicado.
Como desenvolvimento futuro para este trabalho preveˆ-se uma
expansa˜o da bancada o´ptica. O sensor de frente de onda Shack-
Hartmann pode ser expandido em va´rios sensores, um para cada estrela.
Isso implica em maior complexidade construindo divisores de feixe que
separem a luz proveniente de cada estrela, mas como vantagem obtemos
uma reduc¸a˜o dra´stica no ru´ıdo. O uso de apenas um Shack-Hartmann
como foi feito neste experimento implica que a luz de cada estrela e´
afetada pela luz das estrelas circundantes. Outra melhoria e´ o uso
de mais de uma phase-screen, isso permite observar o funcionamento
do reconstrutor tomogra´fico em uma situac¸a˜o com mu´ltiplas camadas
de turbuleˆncia. Finalmente a inclusa˜o de um espelho deforma´vel para
correc¸a˜o da estrela alvo a partir dos dados do reconstrutor tomogra´fico
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permitira´ a avaliac¸a˜o da qualidade do sistema em termos de Strehl ra-
tio, e permitira´ que este reconstrutor seja comparado diretamente com
outros reconstrutores, como o me´todo de multiplicac¸a˜o matricial e o
me´todo Learn and Apply.
Para centroide em sensores Shack-Hartmann, demonstrei que na
presenc¸a de turbuleˆncia atmosfe´rica o me´todo de centroide ANN e´ su-
perior e que a ANN e´ uma te´cnica via´vel e resistente a ru´ıdos. Outra
vantagem em relac¸a˜o a outros me´todos e´ que a ANN na˜o requer cali-
brac¸a˜o ou refereˆncia em tempo de execuc¸a˜o.
O me´todo ANN tambe´m e´ vantajoso em lac¸o aberto porque ela
pode lidar com longas excurso˜es de ponto se treinada para tanto e na˜o
requer sinal de dither, que e´ mais dif´ıcil de implementar em lac¸o aberto
e requer atualizac¸a˜o constante. Neste trabalho conclu´ı o seguinte para
treinamento de ANNs: o uso de ru´ıdo no conjunto de treino gera me-
lhores resultados para alto ru´ıdo, mas a rede na˜o dara´ resultados muito
melhores se o n´ıvel de ru´ıdo se tornar menor que os usados no treino.
No treino precisamos usar imagens que sa˜o representativas do que sera´
visto na realidade, mas na˜o necessariamente dados reais. Treinar com
dados simulados que representam bem os dados reais geram bons re-
sultados.
No sistema atual precisa-se treinar a rede com a direc¸a˜o de alon-
gamento que a rede vera´ na realidade, consequentemente necessita-se o
uso de um grande nu´mero de ANNs diferentes para um CCD cartesi-
ano (ou seja, que na˜o e´ um detector de coordenadas polares), pois cada
subabertura veˆ uma direc¸a˜o diferente de alongamento de ponto. Tra-
balhos futuros sera˜o direcionados em usar conjuntos de treino maiores
e melhorias na topologia de rede para obter ANNs que possam lidar
com diferenc¸as na direc¸a˜o de alongamento de pontos. Para o treina-
mento das ANNs neste trabalho foi utilizado a ferramenta para redes
neurais do Matlab, pretende-se no futuro buscar outras ferramentas que
permitam maior flexibilidade na especificac¸a˜o de topologia para ANNs.
Outra perspectiva de trabalho futuro e´ a construc¸a˜o de uma
mesa o´ptica para testar a te´cnica de centroide em bancada. Esta ban-
cada deve ter os elementos usuais necessa´rios para testes em bancada
de sistemas de o´ptica adaptativa, como um sensor Shack-Hartmann e
phase-screen para simulac¸a˜o de turbuleˆncia, mas tambe´m necessitara´
de uma forma de simular o alongamento do ponto. Pretende-se obter
a elongac¸a˜o de ponto em bancada utilizando um espelho deforma´vel.
Criando aberrac¸a˜o esfe´rica variando de um valor negativo a um po-
sitivo, o que se veˆ em um sensor de frente de onda do tipo Shack-
Hartmann e´ a movimentac¸a˜o dos pontos em uma direc¸a˜o radial, com
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deslocamento maior para as subaberturas mais externas. Se esse des-
locamento for feito em uma longa exposic¸a˜o o resultado final sera´ um
ponto alongado em cada subabertura. Pretende-se utilizar um filtro
varia´vel movimentando-se em sincronia com o espelho deforma´vel para
criar o perfil da camada de so´dio nos pontos alongados.
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ABSTRACT 
Multi-object adaptive optics requires a tomographic reconstructor to compute the AO correction for scientific targets 
within the field, using measurements of incoming turbulence from guide stars angularly separated from the science 
targets. We have developed a reconstructor using an artificial neural network, which is trained in simulation only. 
We obtained similar or better results than current reconstructors, such as least-squares and Learn and Apply, in 
simulation and also tested the new technique in the laboratory. The method is robust and can cope well with 
variations in the atmospheric conditions. We present the technique, our latest results and plans for a full MOAO 
experiment. 
Keywords: Multi-Object Adaptive Optics; Tomography; Artificial Neural Networks. 
 
1 INTRODUCTION 
Tomography is very important for modern Adaptive Optics (AO) systems. It is used in laser tomography AO 
(LTAO) [1], multi-conjugate AO (MCAO) [2], and multi-object AO (MOAO) [3][4]. These types of systems use 
tomographic techniques to reconstruct the phase aberrations due to the atmospheric optical turbulence in the 
direction of the scientific object using, as references, natural or artificial stars that are off-axis. If there is enough 
overlap between the light cones of the off-axis stars and the on-axis stars, the phase aberrations of the on-axis target 
can be reconstructed. 
In previous work [5] we presented a new tomographic reconstructor method that uses Artificial Neural Networks 
(ANN) to do the tomographic reconstruction. This reconstructor is called CARMEN (Complex Atmospheric 
Reconstructor based on Machine lEarNing). Here we briefly review the simulated results and present preliminary 
results of testing this reconstructor technique on a laboratory optical bench, with the aim of evaluating the 
reconstructor performance in a non-simulated environment. 
The ANN is trained with simulated data of turbulence at variable altitudes. The input of the ANN is the measured 
slopes of the off-axis targets, and the network returns the Zernike coefficients of the on-axis target. After training, 
the ANN should be able to handle any configuration of turbulence profile. This is an advantage over other 
reconstructor techniques because it does not need to be retrained or re-optimised if the turbulence characteristics 
change. This happens because no assumption is made about the atmospheric optical turbulence profile in training, 
the ANN is trained to handle all possible scenarios. 
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2 TOMOGRAPHIC RECONSTRUCTOR 
In the case of AO the tomography consists of measuring the wavefront distortion caused by the turbulence in natural 
or artificial stars that are off-axis in relation to the scientific target. The light cone coming from these off-axis stars 
overlap with the science target light cone, as can be seen in the Figure 1. 
 
Figure 1. Topological diagram of the light cones for three guide stars and one target for a 4.2 m telescope and guide 
stars equally distributed on a ring of radius 30 arcseconds. The target direction is shown in red, the guide stars in green 
and the full field of view in blue. The cut-throughs on the right are taken at 0 m, 5000 m and 10000 m. At higher 
altitudes the overlap of the guide stars reduces and we sample smaller areas of the target light cone. 
As Figure 1 shows, the overlap of the light cones decreases at higher altitudes, thus the correlation gets reduced. On 
one extreme, turbulence at the ground layer results in highly correlated measurements among guide stars and an 
accurate reconstruction. On the other, turbulence above physical overlap between the light cones implies no 
correlation among measurements, thus the estimated correction will be noisy. 
There are several tomographic techniques which can be used to combine the information from the guide stars. Some 
examples are the standard least squares type matrix vector multiplication (LS) [6][7] and the learn and apply method 
(L+A) [8]. These methods require the turbulence profile to be known, and need to be recalibrated if it changes. The 
advantage of using neural networks in the CARMEN reconstructor is that it can cope with any turbulence profile, so 
that no recalibration is needed if the turbulence profile changes. 
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3 NEURAL NETWORKS 
An Artificial Neural Network is a computational system inspired by the working of the brain (a biological neural 
network) that can be used for complex and non-linear calculations and control systems. The network is comprised of 
a number of nodes, called neurons, connected to inputs and outputs by a weight function. The neuron itself processes 
the received inputs, normally summing all the weighted inputs and applying either a linear or a non-linear function 
(a sigmoid, for example). 
Each neuron is connected directly to one output by another weighting function. The network can have one or more 
layers of neurons, when the network has more than one layer the outputs of the first layer serves as inputs for the 
next layer. The number of layers can be chosen by the network designer with the objective of obtaining the best 
results. 
The CARMEN reconstructor uses the slopes of the off-axis guide stars, measured by the corresponding wave-front 
sensor (WFS) as inputs, and the Zernike coefficients of the on-axis target as outputs. A simplified diagram for the 
network used for CARMEN is shown on Figure 2. 
 
Figure 2. A simplified network diagram for CARMEN. In the diagram only a few of the synapses are shown for 
clarity. 
The weights connecting the neurons represents the network “knowledge”, its value reflects the importance of the 
corresponding input to the neuron. To assign the values to all the weights it is necessary to “train” the network. The 
training is done by showing the network a set of inputs with its corresponding outputs. An algorithm is then applied 
to obtain the desired weights. Although each individual neuron implements its function slowly and imperfectly, the 
whole structure is capable of learning complex functions and solutions quite efficiently [9]. 
The algorithm used for CARMEN is the backpropagation training algorithm, this algorithm tries to minimize the 
least mean square difference over the entire training set. The training set is made up of a large number of cases for 
which the outcome is already known. It is important for the training set to be big enough so that it has enough 
variation so the network can be trained to be able to cope with all possible scenarios. In the tomography case the 
possible variations are the altitude of the turbulence and the turbulence induced phase aberrations, or in other words, 
the shape of the resulting distorted wavefront. 
One problem in network training is over-fitting. This can happen if the training set is too small, biased or if the 
network has too many nodes. The consequence is that the network loses its capacity to generalize, an important 
characteristic for a good neural network. 
The number of layers in the network in our case was chosen by experimentation. Once trained the network must be 
validated with data the network has not seen during training [10]. This assures the network is working and is able to 
generalize correctly. 
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3.1 Training 
The training is done by showing the network a representative set of inputs with its corresponding outputs. For 
CARMEN we used simulated data for training. If trained with enough independent data the network should be able 
to cope with any input which is similar to, or a combination of, the training data. 
We tested many simulation training scenarios. The best results were found by training the network with one single 
turbulent layer. This layer is placed at varying altitudes so that the network will see a variety of possible turbulent 
altitudes. For each altitude, the network is presented with a number of randomly generated phase screens. Even 
being trained with only a single layer, the network will learn how to deal with a real multilayer case because the 
network can process a combination of the training data. 
We also experimented with different networks architectures, varying the number of neurons and the number of 
neural layers. These numbers define the degrees of freedom of the system, therefore the optimum numbers vary 
depending on the complexity of the problem, which in our case means the profile of the optical turbulence and the 
noise. As the optimum architecture changes under different conditions, we opted for a simple approach that gives 
good results for a number of cases. This simple architecture is composed of one hidden layer containing the same 
number of neurons as the input, allowing full mapping. 
By training the networks with simplistic data sets (the simulated data) that cover the full range of possible layer 
positions and shape, the network can combine the responses in order to estimate the outputs from much more 
complicated profiles. No additional information or re-training is necessary even if the atmosphere changes 
drastically during observing, creating robustness for the tomographic reconstructor. 
 
4 SIMULATION RESULTS 
In this section we show a brief overview of the results from simulation. A more detailed explanation can be found in 
[5]. The results presented here are generated by a Monte Carlo simulation of a MOAO system. We assume three off-
axis natural guide stars equally spaced in a ring of 30 arcseconds radius. The target direction is at the center of this 
ring. The telescope diameter is 4.2 m and we assume 7 × 7 subapertures in the Shack-Hartmann WFS. The 
simulation parameters were chosen to be similar to those of CANARY [11] and the results are compared with a 
standard LS method and with L+A. 
In the simulations we use a standard thresholded center of gravity algorithm for the centroiding. CARMEN is 
trained to return the first six radial orders of Zernike coefficients (not including piston) rather than the subaperture 
slopes. This was done to reduce the computational load during training for a more efficient investigation. However, 
it should be noted that there is no reason why the system could not be trained to return slopes (or deformable mirror 
commands) instead. For a fair comparison we apply all of the reconstructors to a modal DM, correcting to the same 
number of Zernike modes. The reconstructed Zernike phase is subtracted from the pupil phase and then used to 
generate the point spread function (PSF). The metrics used to assess the results are wavefront error (WFE [nm]), 
PSF Strehl ratio, azimuthally averaged PSF full-width at half maximum (FWHM [arcseconds]) and diameter of 50% 
encircled energy (E50d [arcseconds]) in the H-band (1650 nm). The WFE includes the tomographic error and the 
fitting error of the six radial orders of Zernikes to the real phase.  
We assess each of the tomographic reconstructors with three test cases. These are the good, median and bad seeing  
atmospheric profiles from La Palma, as used in the CANARY simulations. Each of the profiles has four turbulent 
layers, but the altitudes and the relative strengths of the layers and the integrated turbulence strength is different in 
each case. 
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4.1 Simulation results with shot noise 
We have tested our reconstructor with simulated detector noise (shot noise and read noise) in the wavefront sensor. 
We assumed 100 photons per subaperture (which equates to an 11th magnitude star and throughput of 50% on a 
4.2m telescope), twenty by twenty pixels per subaperture and 0.2 electrons readout noise. 
There are two approaches that we can take to train the ANN for noise. We can attempt to run the noisy WFS 
measurements through the original CARMEN trained without noise and we can try training a new ANN with slopes 
including centroid noise. After testing in simulation we find that the latter turns out to be a significantly better 
solution. Table 1 shows the resultant PSF metrics generated with reconstructors using WFS vectors including shot 
noise.  
The data presented includes shot noise and we see that CARMEN behaves better than other reconstructors. Neural 
networks have shown to be effective at learning patterns in noisy data [12]. The neural network is essentially de-
prioritizing higher order modes which are now indistinguishable from the noise. The noise was not included when 
training L+A and the conditioning parameter was altered to maximize the performance of the LS reconstructor. 
 
Table 1. Table of PSF Metrics for Each Tomographic Reconstructor and Test Scenario Including Shot Noise in the 
WFSs 
Test Name Reconstructor Metrics (defined at 1650 nm) 
  Strehl ratio FWHM (arcsec) E50d(arcsec WFE (nm) 
atm1 Uncorrected 
LS 
L+A 
CARMEN 
0.048 
0.106 
0.113 
0.274 
0.319 
0.187 
0.174 
0.095 
0.482 
0.378 
0.379 
0.359 
643 
451 
436 
297 
atm2 Uncorrected 
LS 
L+A 
CARMEN 
0.025 
0.060 
0.055 
0.158 
0.458 
0.250 
0.254 
0.105 
0.633 
0.476 
0.524 
0.477 
817 
543 
547 
368 
atm3 Uncorrected 
LS 
L+A 
CARMEN 
0.012 
0.021 
0.020 
0.026 
0.684 
0.455 
0.455 
0.333 
0.912 
0.771 
0.773 
0.776 
1087 
756 
751 
594 
 
Figure 3 (left) shows the radial profiles of the PSFs with the three different tomographic reconstructors with the 
median seeing atmospheric test case. The residual WFE for the uncorrected, LS, L+A and CARMEN reconstructors 
are 817, 543, 547 and 368 nm respectively. Figure 3 (right) shows the variance of the residual Zernike coefficients 
(Ȉ(Zreconstructed í Zmeasured)2/n, where Zreconstructed are the reconstructed Zernike coefficients, Zmeasured are the measured 
Zernike coefficients and n is the number of iterations of the simulation) for each of the three reconstructors. We can 
see that CARMEN fits the low order modes better than the other methods. As most of the energy is concentrated in 
these modes this explains where the performance advantage of CARMEN comes from. However, in order to do this 
CARMEN must be trained with a dataset containing the same magnitude of shot noise. 
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Figure 3. Azimuthally averaged radial profiles of the uncorrected and LS, L+A and CARMEN reconstructed PSFs 
(left). Note that the LS and L+A radial profiles overlap almost perfectly. Residual Zernike variance for the three 
reconstructors with WFS shot noise (right). 
 
5 OPTICAL BENCH 
In this section we present the optical bench used to produce real (not computer simulated) data to validate the 
network. The bench was constructed to simulate a telescope viewing 4 stars, one target star surrounded by three 
guide stars. The target star will be used as a reference to compare its measured wavefront to the reconstructed 
wavefront.  
The stars were simulated with a laser guided by optical fibers to create a point source. After an imaging lens, the 
light is collimated by another lens to create collimated beams. In this section the four beams will be converging, 
simulating what happens in the atmosphere, as shown in Figure 1. In this section a phase-screen can be placed to 
simulate a turbulent layer at a given altitude. The equivalent height that would be obtained in a real telescope can be 
calculated by the percentage of overlap between the light beams. 
The phase-screen used on the bench is a turbulence phase plate from Lexitek [13], mounted in a motorized rotary 
stage. This phase-screen was created to reproduce a turbulent layer with Kolmogorov statistics. The phase screen is 
a disc with 10 cm in diameter and has an r0 of 0.4 mm. 
After the phase-screen ‘atmospheric’ section a pair of lenses recollimates and magnifies the beam so that a Shack-
Hartmann sensor can be placed at the conjugate pupil position. For the wavefront sensor we are using the Thorlabs 
WFS150, which is a 1.3 megapixel camera mounted with a microlens array. 
Figure 4 shows a photograph of the whole bench. 
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Figure 5. Photograph of the mounted optical fibers (left) and image obtained by the Shack-Hartmann sensor (right) 
 
6 RESULTS 
In this section we present the results obtained by applying the neural network tomographic reconstructor, which was 
trained with computer simulated data, on the bench data. The network outputs are the Zernike coefficients of the 
wavefront as viewed by the on-axis star. As the centroids for the on-axis star were also obtained, this can be 
compared to the network result if we convert the centroids to the same number of Zernike coefficients. 
To obtain a measurement of the maximum tomographic error, we did a reconstruction of the wavefront using the 
Zernike coefficients, and subtracted the resulting wavefront of the network from the wavefront of the centroids 
measurement. The result represents the tomographic reconstructor error plus the Zernike fitting error.  
Figure 6 shows the results: a measurement of wavefront phase variance as a function of percentage of overlap of the 
off-axis beams. It is shown the wavefront error for the measured on-axis star, the wavefront error for the neural 
network predicted wavefront and the wavefront error for the residual wavefront after the subtraction. The residual 
WF error is reduced by a factor of approximately 18 in comparison to the measured WFE. 
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Figure 6. Wavefront Error as a function of turbulence height 
If we scale this result for a real telescope with 2 meters diameter, we would have a r0 value of 0,15 m, and for a star 
separation of 20 arcseconds the altitudes of the measured layers would be as shown in Table 2. 
 
Table 2. Scaling of altitudes 
Fraction of 
Overlap 
1.0 0.866 0.735 0.597 0.479 0.371 0.269 0.182 0.112 0.05 0.016 
Altitude (m) 0 856 1761 2758 3682 4607 5569 6532 7449 8514 9378 
 
The fraction of overlap was calculated as the ratio of the area where there is overlap of the off-axis stars beams in 
relation of the total area of one beam. The Figure 7 shows the overlap for 0.5, 0.25 and 0. 
 
 Figure 7. From left to right: Overlap of off axis stars beams for 0.5, 0.25 and 0 overlap. Blue crosses are the center of 
each circle. 
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We still have some room for improvement with the current bench data. As it can be seen on the results in Figure 6, 
the measured wavefront error is more than the expected theoretical values and decreases with increasing altitude. 
We are investigating the causes of these differences. Our current hypotheses are twofold:  1) vibrations on the bench 
caused by the phase-screen motor rotating as the data is gathered. 2) Scintillation for higher layers and the electronic 
noise on the camera. In spite of these differences, the predicted wavefront error is very close to the measured 
wavefront, showing that the reconstructor is able to cope with this additional source of wavefront error. 
 
7 CONCLUSION 
We have presented and tested in simulation and on an optical bench a tomographic reconstructor technique 
implemented with an artificial neural network. In simulation we compared the CARMEN reconstructor with the LS 
and L+A methods to show that the performance of CARMEN is on a par with other accepted reconstructor 
techniques. The bench results also show that the reconstructor still works with real data, even though it is trained 
with only simulated data. Another positive result was that the reconstructor was able to cope with additional sources 
of wavefront error present on the bench data other than optical turbulence (vibration and scintillation). 
The advantage of using neural networks over other methods is that it is, as shown, independent of prior knowledge 
of the turbulence profile. The network needs to be trained prior to the observation with the correct relative position 
of the guide stars, but no retraining is needed if the turbulence profile changes, as occurs with other methods. The 
training could, for example, be done long before the observation takes place as the only variable will be the 
turbulence profile at the night of observation, and the network is immune to changes in it. Also, as the training can 
be made in a computer simulation, no telescope time is needed for training. The neural networks can also be 
implemented in a parallelized manner with dedicated hardware. 
The next step will be to include a deformable mirror in the laboratory optical bench. The deformable mirror will 
allow us to form AO corrected images, obtaining Strehl ratios for correction characterization and reconstruction 
comparison. 
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ABSTRACT
The use of Adaptive Optics in Extremely Large Telescopes brings new challenges,
one of which is the treatment of Shack-Hartmann Wavefront sensors images. When
using this type of sensors in conjunction with laser guide stars for sampling the pupil of
telescopes with 30+m in diameter, it is necessary to compute the centroid of elongated
spots, whose elongation angle and aspect ratio are changing across the telescope pupil.
Existing techniques such as Matched Filter have been considered as the best technique
to compute the centroid of elongated spots, however they are not good at coping with
the eﬀect of a variation in the Sodium profile. In this work we propose a new technique
using artificial neural networks, which take advantage of the neural network’s ability
to cope with changing conditions, outperforming existing techniques in this context.
We have developed comprehensive simulations to explore this technique and compare
it with existing algorithms.
Key words: instrumentation: adaptive optics – turbulence.
1 INTRODUCTION
The most compact image formed by a telescope is limited by
the diﬀraction pattern known as the Airy disk. However, ow-
ing to atmospheric turbulence, ground based telescopes are
generally far from reaching such limit. The diﬀraction spot
in the visible for a 1m telescope is 0.117 arcsec FWHM, for
a 4m telescope it is 0.029 arcsec and for a 40m telescope
0.0029 arcsec. At the very best astronomical sites under ex-
traordinary conditions the image of a point source can reach
values as small as 0.25 arcsec (Racine& Ellerbroek 1995),
similar to the diﬀraction figure of a 0.5m telescope, and
much larger than the diﬀraction limit of larger telescopes.
Adaptive optics (AO), first suggested by Babcock
(1953) and first implemented in the 1980s (Merkle et al.
1989) partially corrects the wavefront distorted by atmo-
spheric turbulence. The rectification of the wavefront is
achieved by measuring the wavefront shape and introducing
compensating distortions using a deformable mirror. Mea-
surement and compensation must happen at a time inter-
val shorter than the characteristic time scale for changes in
the atmosphere. The typical frequency for such compensa-
tions for classical AO systems is around 50 to 250Hz (Hardy
1998), but modern systems are being planed that can ap-
proach 1000Hz (Davies & Kasper 2012). The increase in
frame rate reflects a need to better sample the turbulence
in systems with a higher order of correction.
Current adaptive optics systems deliver angular reso-
lutions down to 22mas in observations of the Sun, aster-
oids, atmosphere of planets in the solar system, circumstel-
lar disks, the Galactic centre, and spatially resolving galaxies
at z of 1.5 to 3 (Davies & Kasper 2012). Some of the key
projects for the new generation of extremely large telescopes
with 30 to 40m in diameter are dependent upon the imple-
mentation of AO systems on these telescopes. These include
direct imaging of exoplanets; resolving stellar populations
in nearby galaxies in order to trace their star-formation his-
tory and measuring the proper motion of stars in clusters to
derive their internal kinematics.
1.1 The Shack-Hartmann wavefront sensor
The Shack-Hartmann wavefront sensor (SH-WFS) consists
of an array of lenses used to create multiple of images of a
point source, normally a star, onto an image sensor such as
a CCD. Each lens in the array constitutes a subaperture.
Fig. 1 shows a side view of the array. A plane wavefront
produces diﬀraction-limited spots in the projection of each
subaperture on the detector, whereas a distorted wavefront
displaces and degrades the spots within each subaperture
image.
Measuring the spot positions in Fig. 1 the average wave-
front slope at each subaperture can be determined. The AO
system will reconstruct the shape of the distorted wavefront
from these measurements. Therefore, it is essential to mea-
sure the position of the spot centre accurately.
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Figure 1. Shack-Hartmann Wavefront Sensor: Left panel shows
a plane wavefront. Right panel shows a distorted wavefront and
the corresponding displacement of the spots.
1.2 Elongated spots
When there is no suitable star near the observed object, it
is necessary to create an artificial star to serve as a reference
for the wavefront sensor. There is a layer of sodium atoms
at an altitude of approximately 90 km that can be used to
produce this artificial star by using a laser focused at this
layer. The laser must have a wavelength of 589 nm (D-line
of sodium) to excite the sodium atoms that in turn will
re-emit the light in this wavelength to provide the return
signal. As this layer has a finite thickness of approximately
10 km, the region of excited sodium atoms has a roughly
cylindrical shape. When viewed from the centre of the SH-
WFS this cylinder appears as a spot. When viewed from
the periphery of the SH-WFS it becomes an elongated spot.
In extremely large telescopes the image of this artificial star
created by the outermost subapertures in a Shack-Hartmann
is elongated in comparison to the central spot. Fig. 2 shows
a diagram of how this elongation occurs.
In Fig. 2 the primary mirror is schematically repre-
sented while highlighting the outermost subaperture of the
SH-WFS as projected onto the primary mirror. This sub-
aperture forms the most elongated spot. The elongation de-
pends on the projected distance from centre of telescope
pupil and on the altitude and thickness of the sodium layer.
The elongation of the spot is approximately (Lardie`re et al.
2008):
θ =
r · σNA
h0
2 cos (z) (1)
where r is the distance of the subaperture in the Shack
Hartmann from the centre as projected onto the telescope
pupil (for maximum elongation it is the primary mirror ra-
dius), h0 is the sodium layer mean altitude, σNA is the
sodium layer thickness and z is the zenith angle. For the
Thirty Meter Telescope (TMT), (Nelson et al. 2006) with r
= 15m, h0 = 90 km and σNA = 10 km the maximum elonga-
tion would be θ=3.82 arcsec at zenith. With a pixel scale of
0.5 arcsec per pixel this gives a 7.64 pixels spot. In this work
we are using TMT sized telescope for consistency with the
cited references, but the results can also be scaled to other
extremely large telescopes.
The resulting elongated spot is not uniform because of
the density variations in the sodium layer with altitude.
In Fig. 3 an example profile of the sodium layer density
is shown, with the resulting elongated spot. These exam-
ples come from the measurements done at the Large Zenith
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Figure 2. Elongation of Shack-Hartmann spots: an outer sub-
aperture of a SH-WFS is represented. The artificial star is imaged
by the outermost subaperture as an elongated spot. The image
created by the central subapertures is a normal circular spot. r is
the distance of the subaperture in the Shack Hartmann from the
centre (as projected onto the primary mirror), h0 is the sodium
layer average altitude, σNA is the sodium layer thickness and z is
the zenith angle.
Telescope (LZT) using LIDAR (Pfrommer & Hickson 2010).
The density profile also varies in time, so the profile is not
stable.
1.3 Centroiding algorithms
A centroiding algorithm is a technique to determine the real
centre of a spot image. The unpredictable variations in spot
shape caused by temporal changes in the sodium layer pro-
file generate elongated spots of varying shapes whose real
geometric centre is diﬃcult to determine.
The presence of noise, from photon noise, CCD read-
out noise, and background light introduce errors in centroid
determination that must be taken into account. A good cen-
troiding technique should be relatively immune from these
sources of noise. An analysis of noise and spot elongation
influences on centroiding error is provided by Thomas et al.
(2008)
Some techniques have been proposed to cope with these
problems, the most prominent of which being the matched
filter (Gilles & Ellerbroek 2006), and its improved version,
the constrained matched filter (Gilles & Ellerbroek 2008).
The matched filter technique needs a reference image with
the shape of the spot being detected, and also a dither signal.
The dither signal is used as a means of ‘calibrating’ the
spot movement for the matched filter. It is made by moving
the spot by a known amplitude in the four cardinal direc-
tions. Each direction will generate an image that will be used
to calibrate the matched filter gain in that direction. This
can be accomplished with a tip-tilt mirror moving the spot
away from the center on the Shack-Hartmann subaperture.
Both the reference and the dither are required be updated
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Figure 3. Sodium layer density profile and the corresponding
elongated spot. The line-of-sight profile of the sodium density
variations are reproduced as intensity variations of the elongated
spot.
frequently to keep up with the changes in the sodium profile
which aﬀects the shape of the elongated spot.
Another technique used determining the centroids of
elongated spots is correlation tracking (Michau et al. 2006).
This technique uses a reference model of the elongated spot
and correlates this with the spot image to determine its cen-
tre. This technique requires that the current sodium density
profile be known for the reference.
In this paper we present results on the use of artificial
neural networks (ANNs) to identify the correct centre of the
spot in the presence of noise and elongation. This technique
does not need the use of reference or dither.
1.3.1 Constrained matched filter implementation
For comparison with our ANN technique, we also imple-
mented the centre of gravity (CoG) and the constrained
matched filter techniques as a reference. Information on the
implementation of the centre of gravity techniques can be
found at Thomas et al. (2006). The Centre of Gravity tech-
nique, although not appropriate for elongated spots, was im-
plemented to establish a reference point to judge how much
is gained with the other techniques. We chose not to compare
our system with the correlation tracking technique because
it uses a reference with arbitrary resolution that needs to be
optimized, and we decided to concentrate our work in only
one technique, the constrained matched filter. Lardie`re et al.
(2010) shows that the constrained matched filter gives very
close, and sometimes better results than correlation track-
ing.
The implementation of the constrained matched filter in
this work follows exactly that described by Gilles & Eller-
broek (2008), but we had to choose the value for the dither
displacements as the authors did not specify it. Lardie`re et
al. (2008) tested several dither values on a variety of con-
ditions, 0.02 pixels was the best and we verified that with
our data, so it was adopted. In our simulation the reference
image was constructed using the average of the last 5 im-
ages to create a better SN version of the elongated spot.
The dithered images were also averaged for better SN. The
dither and reference signals are always updated in this work,
this is impractical in reality but gives the best possible re-
sults. The Matched Filter technique uses a linear filter that
is noise-weighted, and we used the image being processed in
each iteration to extract the noise vector.
1.4 Artificial neural networks
An artificial neural network (ANN) is a computational sys-
tem, inspired by the working of the brain, that can be used
in complex and non-linear calculations and control systems.
The ANN is comprised of a number of nodes, called neurons,
connected to inputs and outputs by a weight function. The
neuron itself processes the received inputs, normally mathe-
matically summing all the weighted inputs and applying to
this value either a linear or a non-linear function, a sigmoid,
for example.
Each neuron is connected directly to one output by an-
other weighting function. The ANN can have one or more
hidden layers of neurons. A hidden layer is one that is inside
the ANN, receiving inputs and outputs only from other neu-
rons, and not from outside the ANN. The outputs of the first
layer serve as inputs for the next layer. The number of lay-
ers can be chosen by the ANN designer with the objective of
obtaining the best results. The weights connecting the neu-
rons represent the ANN knowledge, the weight value reflects
the importance of the corresponding input to the neuron. To
assign the values to all the weights it is necessary to train
the ANN. Training is done by showing the ANN a set of
inputs with its corresponding outputs. To do that a dataset
with the known correct outputs is needed. An algorithm is
then applied to obtain the desired weights. Although each
individual neuron implements its function slowly and im-
perfectly, the whole structure is capable of learning complex
functions and solutions quite eﬃciently (Reilly & Cooper
1990).
Learning algorithms search through the solution space
to find a function that has the best possible result. The back-
propagation training algorithm, used in this work, attempts
to minimize the least mean square diﬀerence over the entire
training set. The training set is made up of a large number
of cases for which the outcome is already known. Fig. 4 is
a schematic diagram of an ANN. This example has three
inputs, two neurons in an intermediate layer, called the hid-
den layer, and one output. The neurons are connected by
weights, and these weights are the values that are deter-
mined when training an ANN.
It is important to have a large training set so that it
has enough variations of scenarios. The ANN can than be
trained to be able to cope with all possible scenarios. Once
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Figure 4. Example of an ANN architecture. This example has
three inputs, two neurons in an intermediate layer, called the hid-
den layer, and one output. The neurons are connected by weights.
Each neuron applies a function over the sum of its weighted in-
puts. The weight values are determined when training an ANN.
ANN
input output
Figure 5. The inputs of the ANN are the subaperture image pix-
els. The outputs are the x and y position of the real centre. To
train the ANN the outputs are provided with the inputs; when
being used, the ANN should generate the correct outputs auto-
matically.
trained the ANN must be validated with data the ANN has
not seen during training (Bottaci et al. 1997). This assures
the ANN is working and is able to generalize correctly.
It is not possible to predict what is the best ANN topol-
ogy or sample size, and this needs to be determined by exper-
imentation. Lessons learned from Osborn et al. (2012) using
ANN for adaptive optics systems guided our work here. One
of them being the use of simulated data to train the ANN
to be validated with real data.
2 SIMULATIONS FOR ARTIFICIAL NEURAL
NETWORKS
In the case being described here the inputs for the ANN
are the pixel counts from each subaperture of the Shack-
Hartmann sensor. The ANN’s job consists of determining
the centre of the spots formed by each subaperture. The
outputs of the ANN will be the horizontal and vertical centre
of the spot. This is illustrated in Fig. 5.
To train the ANNs we used simulated images of the
elongated spots. The ANN is presented with pairs of input
images and the corresponding output slopes. If presented
with a large set of input-output pairs it will learn to recog-
nize the slopes that correspond to each input image. From
our experience, for this training to cope with any spot po-
sition and profile shape, each training spot image should be
computed with a random position and random sodium layer
profile. The simulated spot image will use a random profile
that is modelled after a real profile.
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Figure 6. Image simulation for the outermost Shack-Hartmann
subaperture, in this case the spot elongation is aligned with a
CCD line. Dimensions are in pixels. Here we show the simulation
steps to form an elongated spot. a: this line represents the sodium
profile projection onto the CCD by the subaperture correspond-
ing to this region. b: previous line convolved with a Gaussian to
simulate seeing eﬀects. c: photon noise added to the previous spot
image. d: re-sampling to the detector pixel scale.
The simulation of the elongated spot, shown in Fig. 6,
is implemented as follows: a line is constructed with the
required elongation and sodium layer density profile, as if
the artificial star would be imaged by a perfect optical sys-
tem (panel a). The profile is reproduced in this line by the
intensity in each pixel. This line is then convolved with a
Gaussian with the same size that an Airy disk would have
considering the size of the lens and the pixel scale (panel b).
In the case under study the subaperture diameter is 0.5m,
with a pixel scale of 0.5 arcsec per pixel; this results in a
spot of 1.19 pixels FWHM. If the Gaussian is not centred
the resulting convolved image will also not be centred, and
this is used to simulate the required slope.
The resulting image is a long exposure and noise-free
elongated spot. Next we add noise. Photon noise is added
using the generated image as a template and generating pho-
tons with a Monte Carlo simulation (panel c). The Monte
Carlo simulation is done as follows: a random pixel in the
image is chosen, the template determines the probability of
a photon falling on each pixel, so a new random number is
chosen to decide if this photon falls or not. It is repeated
until the chosen number of photons falls onto the detector.
The resulting image is at a higher spatial resolution than
the system being modelled, so we lower the resolution of the
image to the 16x16 pixels used for the subaperture in this
work (panel d).
For the spot position in the training set, the spot is po-
sitioned randomly following a normal distribution. As a re-
sult, the training set will have the spot positioned anywhere
around the sensor, but with a much higher probability of be-
ing near the centre. This is closely related to what the ANN
will see when the image movement is created by turbulence
with Kolmogorov statistics.
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Figure 7. Fitting five Gaussians to a real sodium profile. The
fits are repeated for a large number of profiles. The statistics of
the Gaussian parameters are stored. New synthetic profiles are
created at random using five Gaussians which obey the recovered
statistics.
2.1 Profile modelling
We avoided using real profiles of the sodium layer density
in training the ANN. Simulated profiles can be much more
varied so that the ANN can cope with cases not seen in a
limited set of real measurements. Previous work with ANNs
(Osborn et al. 2012) have shown that the use of simulated
data with the same statistics as the real data in the training
set gives results close to the ones trained with real data,
with the advantage of having more diversity in the training
set.
For construction of the sodium layer model we used
measurements obtained by the LIDAR facility of the LZT
(Pfrommer & Hickson 2010). Each real measurement of the
sodium layer density profile was fitted with five Gaussians.
An example of a fitted profile can be seen in Fig. 7.
Each Gaussian can be constructed with three parame-
ters, according to
f(x) = ae−(x−b)
2/c2 (2)
The parameters, a, b and c, for each of the five fitted
Gaussians follow a statistical distribution. We characterize
this distribution of the parameters as a normal distribution
and determine the mean and the variance for each of the five
Gaussians. These variances and means are used to create a
Monte Carlo simulation to generate synthetic profiles which
are the sum of the five Gaussians. To train the ANN we
typically create one million synthetic profiles. An example
of a single simulated profile constructed using this method
is shown in Fig. 8.
Simpler models of sodium layer profiles were also tried.
With less than five Gaussians the trained ANN results were
unacceptable, the average resulting error was bigger than the
ANN trained with five Gaussians. For six or more Gaussians
there was no appreciable gain. More details on how the error
was calculated are provided in section 3.1
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Figure 8. Example of a simulated Sodium Profile using five
Gaussians as explained in Fig. 7.
2.2 Artificial neural networks
Because in a normal Shack-Hartmann image elongation of
the spots may not be aligned with the CCD lines, the use of
a special CCD, a polar coordinate detector, is being devel-
oped to cope with elongated spots (Adkins 2006). A more
complete description of this detector can be found in Ad-
kins (2012). This polar coordinate detector would have the
pixels always aligned with the elongation of the spots. The
constrained matched filter technique was developed for this
detector type so we developed some ANNs designed to work
in this case. But we are also interested in the use of ANNs in
normal types of CCDs, where the elongation is not aligned
with the detector pixels, and some of our results pertain to
this. To diﬀerentiate it from the polar coordinate detector
we are going to call it the cartesian CCD. The limiting fac-
tor of the cartesian CCD is that the ANNs do not manage
diﬀerent elongation directions well, enforcing the need to
train a diﬀerent ANN for each direction of elongation. The
advantage is that ANNs so trained still work with cartesian
CCDs, allowing the use of conventional CCDs.
2.3 Validation
To validate a previously trained ANN we expose the ANN
to a dataset which was not used during training. In our
case we trained the ANN with simulated data following the
statistics of LIDAR observations of the sodium layer. To val-
idate the ANN we used real sodium profiles from the LZT
LIDAR experiment (Pfrommer & Hickson 2010) to provide
the asymmetries in the spot. To create spot movement on
the simulated Shack-Hartmann we created Kolmogorov tur-
bulence on a virtual phase-screen.
To simulate a time evolving sodium profile the LZT LI-
DAR data needed interpolation. LZT LIDAR data have a
time resolution of one second, while we need to simulate
a system running at 700Hz, the frequency a real adaptive
optics system of this type would operate at. Therefore lin-
ear interpolation was used to obtain a continuously evolving
profile.
When training the ANN, wavefront slopes were created
randomly and time independently. But for the validation
data, time dependent slopes were obtained by generating a
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phase-screen with Kolmogorov statistics and moving it with
a speed of 10ms−1.
2.4 Artificial neural network architecture
All ANNs used in this work have 256 inputs, representing
the 16x16 pixels of the subaperture image, and 2 outputs
representing the horizontal and vertical spot displacements.
For the hidden layer, 16 neurons were used, and the train-
ing method used was the Levenberg-Marquardt backpropa-
gation. (Marquardt 1963)
Our ANNs were trained using Matlab. Matlab works
well in a simulated environment but for a real system it
would be diﬃcult to port it to a local controller, and as
a scripting language Matlabs performance would be much
worse than other compiled languages like C or C++.
Once an ANN is trained and validated it can be im-
plemented on a local controller using a system like DARC
(Basden & Myers 2012) which is an open source high per-
formance real-time control system for astronomical adaptive
optics systems.
3 RESULTS
In this section we compare the ANN results obtained in the
validation tests with other centroiding techniques: centre of
gravity and the constrained matched filter.
3.1 Average error
To evaluate the performance of our algorithms we use cen-
troiding error as a figure of merit. To test a centroiding algo-
rithm we simulated a subaperture image with given elonga-
tion and position. We then compare the simulated position
for the spot with the position measured by the centroiding
algorithm. The centroiding error is the absolute diﬀerence
between the centre for the simulated spot and the value
measured by the algorithm.
We experimented with the biggest elongation in the
spot as a worst case scenario. We carefully implemented the
existing centroiding techniques for direct comparison with
our proposed algorithm.
A complete SH-WFS with a number of subapertures
is required to produce results in terms of wavefront error.
As we are introducing the technique, we do not consider
wavefront error results necessary at this stage. Instead, we
use centroiding error as a figure of merit, since the smaller
the centroiding error, the lower the WFE will be. To test
how the ANNs cope with varying levels of noise we designed
a set of tests in a range of noise levels; in this case photon
noise, which vary from 100 to 30000 photons.
The noisy images were generated using only photon
noise for simplicity, so this corresponds to signal to noise
(SN) ranging from 10 to 173. This brackets the expected
photon throughput for the E-ELT using laser guide stars,
varying from 300 - 1100 photons per pixel per frame
(Lardie`re et al. 2010). Although we are using TMT as a
reference in this paper, we have no information on expected
photon levels for it so in this case we are using the informa-
tion available for the E-ELT.
Ten thousand iterations were computed for each noise
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Figure 9. Profile with centred centre of gravity used to test the
ideal case. This profile introduces no bias in the centroiding. The
inset shows the resulting elongated spot.
level; the results presented in Figs. 10 to 16 are the average
centroiding error for each technique for all the iterations.
The average centroiding error was computed as the average
throughout all iterations of the absolute error; the absolute
error being the absolute value of the diﬀerence between the
measured centre and the real centre. These values are then
compared with other centroiding techniques.
Next we show four diﬀerent cases. In these we used
two diﬀerent ANNs. The first was trained in the presence of
noise, chosen to be 1000 photons coinciding with the higher
expected value for the E-ELT; this is referred to ANN 1K
in the plots. The second is trained without the presence of
noise; this is referred to as ANN Noiseless in the plots.
3.1.1 Ideal case
To determine the best possible scenario we ran a simulation
based on LIDAR measurements where the centre of grav-
ity coincided with the geometric centre of the subaperture.
These cases give the best result for CoG. The simulation
had no turbulence included and the detector used was a po-
lar coordinate CCD, the spot elongation of this detector and
the employed sodium layer density profile are shown in Fig.
9. In this simulation we are looking at the eﬀects of photon
noise only.
Results for the average centroiding error are shown in
Fig. 10 for the CoG, constrained matched filter and ANN
Methods.
As it can be seen in the results, the ANN trained with
noise (ANN 1K) is better than the ANN trained with no
noise (ANN Noiseless) for situations in the presence of high
noise. As our ANN was trained at a photon level of 1000
photons it operates well in situations with this noise level or
higher, but as the noise levels are reduced it stops improving
and a plateau is reached. The ANN trained without noise
gives worse results at high noise but keeps improving until
very low noise situations are reached.
3.1.2 Uncentred sodium layer CoG case
In this section we present the results using an uncentred
centre of gravity profile, shown in Fig. 11, polar coordinate
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Figure 10. Average pixel error as a function of total detected
photons for the ideal case: centred CoG sodium profile in a polar
coordinate detector with no turbulence. COG=centre of gravity
method, CMF = constrained matched filter method, ANN 1k
= ANN method trained with noise and ANN Noiseless = ANN
method trained without noise.
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Figure 11. Profile with uncentred centre of gravity used to test
the uncentred case and also the turbulent case. This profile intro-
duces bias in the centroiding. In the inset the resulting elongated
spot is shown.
detector and no turbulence. This profile has a stronger den-
sity on its lower part, from 80 km to 90 km, and this creates
a bias for the CoG methods.
Fig. 12 shows the average pixel error result for the CoG,
constrained matched filter and ANN methods.
As the profile is not centred, the CoG method has a big
systematic error, so the error stays around 0.45 pixels. There
is a clear advantage in using the constrained matched filter.
Both the matched filter and the ANN trained without noise
gets continuously better as the noise is reduced. The ANN
trained with noise (ANN 1k) hits a plateau at low noise and
does not improve beyond that point.
The constrained matched filter is better in these re-
sults, but we should point out that this is an idealized case,
there is no turbulence and also the matched filter reference
and dither are updated every frame, which is not feasible in
practice. We should expect a better performance from the
matched filter in this case because the spot is stationary and
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Figure 12. Average pixel error as a function of total detected
photons in the uncentred case: uncentred CoG sodium profile in
a polar coordinate detector with no turbulence. COG=centre of
gravity method, CMF = constrained matched filter method, ANN
1k = ANN method trained with noise and ANN Noiseless = ANN
method trained without noise.
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Figure 13. Average pixel error as a function of total detected
photons in the turbulent case: uncentred CoG sodium profile
in a Polar coordinate detector with the presence of turbulence.
COG=centre of gravity method, CMF = constrained matched
filter method, ANN 1k = ANN method trained with noise and
ANN Noiseless = ANN method trained without noise.
the matched filter uses a reference. The spot will be always
at the same place as the reference in this unmoving spot
case.
Even the method using ANN trained without noise ap-
pears better than the one trained with noise, but things
change when turbulence is added as the next case shows.
3.1.3 Turbulent case
Next, the same tests are made in the presence of turbulence,
polar coordinate detector and the same uncentred centre of
gravity profile shown in the last case (Fig. 11). The average
error is shown in Fig. 13.
In the presence of turbulence, the ANN method is the
best. The turbulence was modelled by phase-screens fol-
c⃝ 2014 RAS, MNRAS 000, 1–11
8 A. T. Mello et al.
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
0
100
200
300
400
500
600
Distance from centre (pixels)
Figure 14. Spot position histogram. Turbulence moves the spot
about the average position.
lowing Kolmogorov statistics, with a Fried parameter r0 =
0.15m and a static sodium layer profile. This turbulence re-
sulted in a spot movement limited to one pixel, as shown in
the histogram in Fig. 14.
The constrained matched filter method does not per-
form well in the presence of turbulence. It should be ex-
pected in reference to the previous cases, for it to be better
since it uses a reference that is in the exact same place as
the current spot, making it the optimum case for spot cen-
troiding. But in the case with turbulence the spot is moving
and the reference will be shifted, making the centroiding
more unstable and error prone for this technique. The ANN
method uses no references and the spot movement has no
bearing on the centroiding.
3.1.4 Cartesian CCD case with diagonal elongation
In this section we present results for a conventional cartesian
CCD, where the spot elongations are not aligned with CCD
lines or columns. Fig. 15 shows a subaperture with maximum
diagonal elongation. In this simulation the tests are made in
the presence of turbulence, with the same uncentred centre
of gravity profile shown in the last case, but with a cartesian
CCD. We now discuss the results for this situation in the
presence of turbulence. Fig. 16 shows the average error. The
ANN was specially trained for this spot elongation direction,
it was trained in the presence of noise at a photon level of
1000 photons and is called in the plot ANN Diag. For future
implementation in a real system, we must train the ANN for
each subaperture of the Shack-Hartmann; a computationally
expensive task which however, needs to be done only once.
As it can be seen, in this case the ANN method gives even
better results than other cases.
The above results are summarized in Table 1 for 300 and
1000 photons, which correspond to SN of 17.32 and 31.6, the
nearest given the expected throughput for the E-ELT. The
ANN used in the table is the one that yielded best results,
trained with the presence of noise. Table 2 shows the same
results in percentages.
5 10 15
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Figure 15. Diagonally elongated spot used to test the techniques
in the cartesian CCD case. This is a spot with a diagonal elonga-
tion furthest from the centre, providing the most elongation.
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Figure 16. Average pixel error as a function of total detected
photons in the diagonal case: uncentred CoG sodium profile in
a cartesian CCD with diagonally elongated spots and no tur-
bulence. COG=centre of gravity method, CMF = constrained
matched filter method, ANN Diag = ANN method trained with
diagonally elongated spots. The ANNs are clearly better than any
other method.
Table 1. Average error (mas) for COG, constrained matched
filter and ANN results in the presence of turbulence for 316 and
1000 photons.
Case 1 2 3 4
COG 224.24 224.24 222.94 222.43
CMF 143.94 135.00 224.06 220.29
ANN 55.85 50.12 117.86 114.27
Case 1 is polar coordinate detector with 316 photons.
Case 2 is polar coordinate detector with 1000 photons.
Case 3 is cartesian CCD with diagonal spot elongation with 316
photons.
Case 4 is cartesian CCD with diagonal spot elongation with 1000
photons.
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Table 2. Average error relative to COG error for constrained
matched filter and ANN results in the presence of turbulence for
316 and 1000 photons
Case 1 2 3 4
COG 100 % 100 % 100 % 100 %
CMF 64.19 % 60.20 % 100.50 % 99.03 %
ANN 24.91 % 22.35 % 52.87 % 51.37 %
Case 1 is polar coordinate detector with 316 photons.
Case 2 is polar coordinate detector with 1000 photons.
Case 3 is cartesian CCD with diagonal spot elongation with 316
photons.
Case 4 is cartesian CCD with diagonal spot elongation with 1000
photons.
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Figure 17. Continuously evolving sodium layer profile used in
the validation tests.
3.2 Test run results
In this validation a portion of the measured profiles over a
few seconds is chosen and interpolated to generate a contin-
uous profile for a system working at 700Hz. This generates
a real profile but with interpolation to achieve the desired
rate. A phase screen following Kolmogorov statistics simu-
lates the distorted wavefront to create realistic and time-
dependent spot movements. Fig. 17 shows the continuous
profile used for this simulation.
The variables for the validation simulation were cho-
sen to reflect the situation that would be experienced at
the TMT telescope: a telescope diameter of 30 metres using
a Shack-Hartmann wavefront sensor with 0.5 metres sub-
apertures. Each subaperture images the artificial star on a
CCD with 16x16 pixels. Kolmogorov phase-screens with r0
= 0.15m were used. The wind speed determining the phase-
screen motion was set at 10ms−1. The photon noise level
for this simulation was 1000 photons.
Fig. 18 shows a test executed with the evolving profile,
a polar coordinate detector in the presence of turbulence.
Fig. 19 shows a test executed with the evolving profile and
the presence of turbulence, and with a cartesian CCD using
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Figure 18. Error with evolving sodium layer and turbulence in
a polar coordinate detector. The average value for each technique
is shown as a dashed line. The averages are 0.474 pixels for COG,
0.368 pixels for CMF and 0.176 pixels for ANN.
Table 3. Average error (mas) for COG, constrained matched
filter and ANN results for polar coordinate detector and cartesian
CCD.
COG CMF ANN
Polar 237.31 184.23 88.06
Cartesian 236.82 182.48 122.78
a spot with diagonal elongation as shown in Fig. 15. The
average results are also given in Table 3.
The results show that the ANN performs better than
other techniques in a more realistic simulation given an
evolving sodium profile density and turbulence. In some mo-
ments both the ANN and the Matched Filter have a big error
spikes, but both also have average errors below that of the
centre of gravity technique, as expected. In a telescope using
an adaptive optics system the science image will generally
be a long exposure, so the average error is the determinant
factor in image quality. But it can nonetheless create arte-
facts in the images so its use in high contrast imaging needs
to be evaluated.
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Figure 19. Error with evolving sodium layer and turbulence,
cartesian CCD and diagonal elongation. Also shown the average
value for each technique. The averages are 0.473 pixels for COG,
0.365 pixels for CMF and 0.245 pixels for ANN.
4 CONCLUSIONS
We have shown that in the presence of turbulence the ANN
method for centroiding is superior and that the ANN is
a viable and noise resistant technique for use in Shack-
Hartmann wavefront sensors. Another advantage over other
methods is that the ANN requires no calibration or reference
at execution time.
The ANN method also has an advantage in open loop
because it can handle big spot displacements if trained for
it. Furthermore, it does not require dithering, which is more
diﬃcult to implement in open loop and requires constant
updating. In this work we have determined the following
for ANN training: using noise in the training set generates
better results for high noise, however the ANN will not give
much better results if the noise level becomes less than the
one used in training. In training we need to use images that
are representative of reality, without being necessarily real
data. Training with well simulated data gives good results.
Another advantage of the ANN method is that it still
works for conventional cartesian CCD. For the spot elonga-
tion we had to train the ANN with the elongation direction
that the ANN would see in reality, which means the use of
a large number of diﬀerent ANNs for a cartesian CCD, as
each subaperture would see a diﬀerent orientation. Future
work will be directed at using larger data sets and improved
ANN topology to obtain an ANN that can cope with spot
direction variabilities. Validation tests with real data on an
optical bench are also being planned.
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