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ABSTRACT
Ultraviolet imaging of the remnant of Supernova 1885 in M31 with the Hubble Space Telescope using
the F255W filter on the WFPC2 reveals a dark spot of Fe II absorption at the remnant’s known position
in the bulge of M31. The diameter of the absorbing spot is 0.′′55 ± 0.′′15, slightly smaller than, but
consistent with, the 0.′′70 ± 0.′′05 diameter measured in the higher quality WFPC2 Ca II absorption
image previously reported by us. The measured ratio of flux inside to outside SNR 1885 in the Fe II
image is 0.24 ± 0.17, consistent with the ratio 0.33 ± 0.04 expected on the basis of a model fit to the
previously obtained near-UV FOS spectrum. The observed depth of Fe II absorption suggests that Fe II
is fully saturated, with an iron mass in the range MFe = 0.1–1.0M⊙. Besides Fe, ion species Mg I, Mg II,
and Mn I probably make some contribution to the absorption from the SN 1885 remnant in the F255W
image.
Subject headings: galaxies: individual (M31) — ISM: supernova remnants — stars: supernovae:
individual (SN 1885) — ultraviolet: galaxies — ultraviolet: ISM
1. INTRODUCTION
SN 1885 (S Andromedae) in the Andromeda galaxy M31
was the first supernova recorded in another galaxy (Zwicky
1958). The supernova, which occurred just 15.′′6±0.′′1 from
the central nucleus of M31, reached a peak V magnitude of
5.85 in August 1885 (de Vaucouleurs & Corwin 1985). At
the 725±70 pc distance of M31, and allowing for 0.23 mag
of extinction, this corresponds to an absolute magnitude of
MV = −18.7 (van den Bergh 1994), some 0.8 mag fainter
than the peak magnitude MV = −19.48± 0.07 of normal
SN Ia (Tammann & Reindl 1999). This, combined with
SN 1885’s unusually fast light curve and reddish color near
maximum light (de Vaucouleurs & Corwin 1985), point to
a subluminous Type Ia event similar to SN 1991bg (Filip-
penko 1997).
A little over a century later, the remnant of SN 1885
(SNR 1885) was detected through a near-UV filter (3900±
100 A˚) as a spot of absorption silhouetted against the
starlight of M31’s central bulge (Fesen, Hamilton, & Saken
1989). Fesen et al. attributed the absorption to the res-
onance line of Fe I 3860 A˚, consistent with the expected
presence of a large mass of iron in a Type Ia supernova.
Subsequent near-UV WFPC2 imaging and FOS spec-
troscopy with the Hubble Space Telescope (HST) revealed
that the principal source of absorption is not Fe I, but
rather Ca II H & K, freely expanding at velocities up to
13 100±1500 kms−1 (Fesen et al. 1999, hereafter Paper 1).
In addition to strong Ca II H & K absorption, the FOS
spectrum showed similarly broad but weaker absorption
from Ca I 4227 A˚ and Fe I 3720 A˚ (5v), and possibly 3441 A˚
(6v) and 3860 A˚ (4v).
The Fe I absorption observed in the FOS spectrum im-
plies a mass of MFeI = 0.013
+0.010
−0.005M⊙ in the ejecta of
SNR 1885. The observed relative strengths of the Ca II
and Ca I lines indicate that calcium is mostly singly ion-
ized, with MCaII/MCaI = 16
+42
−5 , the large upward uncer-
tainty reflecting the near saturation of the Ca II H & K
feature. If the ionization state of iron is similar to that of
calcium, with MFeII/MFeI ≈ 10–50, then the correspond-
ing Fe IImass isMFeII ≈ 0.1–0.7M⊙. Such a large mass of
iron is consistent with what is expected in normal or sub-
luminous Type Ia supernovae (Ho¨flich & Khokhlov 1996;
Ho¨flich, Wheeler & Thielemann 1998; Nomoto, Thiele-
mann, & Yokoi 1984; Nomoto et al. 1997; Woosley &
Weaver 1994; Woosley 1997). Thus on both observational
and theoretical grounds there is good reason to expect that
the remnant of SN 1885 should show strong Fe II resonance
line absorption.
In this paper we report the detection of Fe II absorption
in a UV image of SNR 1885 obtained with the WFPC2 on
HST.
2. OBSERVATIONS
2.1. Images
The strongest resonance lines of Fe II are the 2600,
2587 A˚ (1uv) and 2382, 2344, 2374 A˚ (2, 3uv) complexes. A
model fit to the near-UV spectrum reported in Paper 1 pre-
dicts that these Fe II resonance lines should form a broad,
deep, blended profile that is fortuitously well matched to
the WFPC2 F255W (2597± 200 A˚) filter on HST.
Three UV exposures were taken with the WFPC2 and
F255W filter over 3 orbits on 16 Feb 1999. The bulge
of M31, though bright enough to see with the naked eye
in the visible, is quite faint in the UV, and special mea-
sures were taken to ensure detection of SNR 1885. While
sky brightness was negligible (about 0.01 of the signal),
both readout noise and dark counts were significant. Dark
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Fig. 1.— WF2 F255W image of SNR 1885 in the bulge of M31. Some obscuration by dust is visible, notably along a broad
lane from top left to bottom right, somewhat above center. Bottom panels show close-ups of the region around the position of
SNR 1885, at left in the ‘Fe II’ F255W filter, and at right in the ‘Ca II’ FQUVN-D filter, at the same scale. The Ca II image
is from Paper 1. SNR 1885 is the black absorbing spot at the center of the close-ups. The dark patch to the top right in the
close-ups is part of the broad lane of dust visible in the full image.
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counts were reduced by centering SNR 1885 in the WF2
chip, which has the lowest dark count of the WF and PC
chips. Readout noise was reduced by minimizing the num-
ber of readouts, which was accomplished by 2× 2 on-chip
binning (AREA mode), and by extending each exposure
over a full orbit, 2700 s each. Finally, the effect of hot and
cold pixels was mitigated by dithering the three images
along a diagonal line, by two binned pixels (4 unbinned
pixels) in each of the horizontal and vertical directions.
The long exposures increased the risk of contamination
by cosmic rays, but this risk was considered acceptable in
the interest of reducing noise. Cosmic rays were removed
by applying the crrej routine in STSDAS to the three ex-
posures. Approximately 10% of the binned pixels in each
2700 s exposure were affected by cosmic rays. Cold pixels
were removed by applying the cosmicray routine in IRAF
to the negative of the cosmic-ray-removed WF2 image.
Figure 1 shows the resulting cleaned, coadded WF2 im-
age. SNR 1885 shows up as a dark spot of Fe II absorp-
tion. Since the absorbing region at SNR 1885’s position
was partially contaminated by cosmic rays in both the first
and third images, the pattern of absorption visible in the
UV close-up in Figure 1 is determined to a considerable
degree by the second image. We estimate the diameter
of the dark Fe II spot to be 0.′′55 ± 0.′′15, slightly smaller
than, but consistent with, the diameter 0.′′70± 0.′′05 of the
Ca II spot measured in Paper 1. The position of the dark
spot is consistent with (within one binned pixel of) that
measured from the higher quality Ca II WFPC2 image of
Paper 1, which was 15.′′04± 0.′′1 west and 4.′′1± 0.′′1 south
of the nucleus of M31.
The cleaned image shown in Figure 1 shows of the order
of a hundred point sources. These point sources appeared
only if the 3 exposures were correctly registered. If instead
one or more exposures were misaligned, then most of the
point sources disappeared, being rejected as cosmic rays by
crrej. Visual inspection in several cases confirmed that
the point sources that survive screening by crrej occur in
all three exposures, and look like stars on each exposure.
We therefore conclude that, while a handful of the point
sources may be cosmic ray artifacts, the majority (∼> 90%)
of them are real stars.
Most of the stars in the Fe II (∼ 2600 A˚) image are not
apparent in the Ca II (∼ 3900 A˚) image from Paper 1,
although the mottled appearance of the Ca II image sug-
gests incipient resolution into stars (Lauer et al. 1998).
That resolved stars appear only at shorter wavelengths
is consistent with previous UV imaging of the bulge of
M31 by Bertola et al. (1995), Brown et al. (1998), and
Lauer et al. (1998). Current observational evidence and
theoretical ideas, reviewed by O’Connell (1999), suggest
that the UV (∼< 2500 A˚) light observed in old populations
such as the bulge of Andromeda is dominated by low-mass,
thin-envelope stars in extreme (hot) horizontal branch and
subsequent phases of evolution. The more luminous UV-
bright stars, such as those observed here, are undergo-
ing hydrogen- and helium-shell burning in later phases of
evolution following core helium burning on the horizontal
branch. Further discussion of this issue goes beyond the
scope of this paper.
2.2. UV Count Levels for SNR 1885
In the UV absorption image of SNR 1885, the observ-
able quantity that can be compared to theoretical expec-
tation is the fractional depth of absorption produced by
the remnant against background starlight from the bulge
of M31. The fractional depth of absorption follows from
three quantities: (a) the zero-level of counts from dark
current plus readout, (b) the background level of counts
from starlight in regions adjacent to SNR 1885, and (c)
the level of counts in SNR 1885 itself.
The zero-level of counts, from dark current plus read-
out, was estimated from averages of counts in the dark-
est regions of the cosmic-ray-removed WF2 image. Mea-
surements at the centers of the darkest dust lanes and
in regions farthest from the bulge gave a consistent zero-
level of 27 ± 1DN (data numbers) per 2 × 2 binned
pixel for the coadded 3 × 2700 s = 8100 s image. At a
gain of 7.12 ctsDN−1, this corresponds to a zero-level of
192 ± 7 counts per binned pixel. The uncertainty here
is an estimate of the uncertainty in the mean zero-level,
not a measure of the variation in pixel to pixel counts,
which is larger. The measured zero-level agrees well with
the expected zero-level, which comprises dark counts of
(0.0030± 0.0005) cts s−1pix−1 × 4 pix× 3(2700+ 120) s =
102± 17 cts (the uncertainty is the systematic variation in
the dark current of the WF2 chip, while the 120 s added
to each 2700 s exposure is the unexposed dark time), plus
readout counts of 3 × 5.512 = 91 cts, for a total expected
zero-level of 193± 17 cts per binned pixel.
The level of background starlight against which
SNR 1885 is seen in absorption was estimated from clean
regions adjacent to SNR 1885. The average and dis-
persion of the counts in these regions was 38 ± 4DN
per binned pixel, equivalent to 271 ± 28 cts per binned
pixel. Subtracting the zero-level of 192 ± 7 cts gives a
background starlight level of 79± 29 cts per binned pixel.
This translates into a surface brightness of 2.0 ± 0.7 ×
10−17 erg s−1cm−2arcsec−2A˚
−1
at ∼ 2600 A˚ in the vicin-
ity of SNR 1885. This surface brightness is consistent
with the mean surface brightness measured by IUE of
4.4× 10−17 erg s−1cm−2arcsec−2A˚−1 at 2600 A˚ through a
154 arcsec2 racetrack-shaped aperture centered on the nu-
cleus of M31 (Burstein et al. 1988; see also Bertola et al.
1995; Brown et al. 1998).
Counts in SNR 1885 itself were estimated from the 2×2
(0.′′4× 0.′′4) block of binned pixels centered at the position
measured from the Ca II image of Paper 1. In the Fe II im-
age, the dark absorbing region associated with SNR 1885
appears to extend over a block 2 binned pixels (0.′′4) wide
(east-west) by 3 binned pixels (0.′′6) high (north-south).
However, since the northern 2 binned pixels in the 2 × 3
block lie partially outside the Ca II absorbing region, we
conservatively chose to estimate the counts in SNR 1885
only from the southern 2× 2 block of binned pixels.
In this 2 × 2 block of binned pixels at SNR 1885’s po-
sition, the southern 2 of the 4 pixels were contaminated
by cosmic rays in each of the first and third exposures,
but the second exposure was clean of cosmic rays. Thus
there are 8 independent measurements of counts in the in-
terior of SNR 1885: from 2 pixels in each of the first and
third exposures, and from 4 pixels in the second expo-
sure. The average and dispersion of the 8 measurements
was 9.9 ± 1.2DN per binned pixel per exposure, which
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at 7.12 cts pix−1 is equivalent to 70.4± 8.5 cts per binned
pixel per exposure. The dispersion of 8.5 cts is consistent
with the dispersion
√
70.4 = 8.4 expected from counting
noise. The uncertainty in the mean counts is 1/
√
8 times
the dispersion, that is, 8.5 cts/
√
8 = 3.0 cts. Multiplying
by 3 to scale to the coadded exposure time gives a mean
count of 211 ± 9 cts per binned pixel over the combined
8100 s exposure. Subtracting the zero-level of 192 ± 7 cts
yields a mean count of 19± 11 cts per binned pixel in the
interior of SNR 1885.
The ratio of the net counts 19± 11 cts inside SNR 1885
to 79± 29 cts in adjacent regions yields the observed frac-
tional depth of absorption, 0.24± 0.17.
3. ANALYSIS
The depth of absorption of SNR 1885 observed with the
F255W filter, 0.24 ± 0.17, may be compared to the ratio
expected on the basis of a model fit to the 3240–4780 A˚
absorption line FOS spectrum reported in Paper 1.
The model spectrum includes absorption from all non-
negligible resonance lines of neutral and singly-ionized
species of C, O, Mg, Al, Si, S, Ar, Ca, and iron-group
elements with ionic charges from 22 to 30, namely Ti, V,
Cr, Mn, Fe, Co, Ni, Cu, and Zn. Relative masses of these
elements were set equal to those in the normal SN Ia model
DD21c of Ho¨flich et al. (1998).
The adopted ejecta density profile is the best fit to the
Ca I and Ca II absorption line profiles in the FOS spec-
trum reported in Paper 1. The best-fit density profile n(v)
is bell-shaped, a quartic function of free-expansion velocity
v up to a maximum velocity vmax = 13 100 kms
−1:
n(v) ∝ [1− (v/vmax)2
]2
, (v < vmax) . (1)
The available data offer no evidence that the ejecta are
compositionally stratified: the Ca II and Fe II absorption
images of SNR 1885 are consistent with being the same
size, and the spectral absorption line profiles of Ca I, Ca II,
and Fe I are similarly consistent with being the same. We
therefore assume that the compositional structure is fully
mixed, so that all elements follow the same density profile.
3.1. Photoionization
As described in Paper 1, the freely expanding ejecta in
SNR 1885 appear to be in the process of becoming op-
tically thin to photoionizing radiation, and are currently
undergoing a period of photoionization by ambient UV
starlight out of neutral into the singly-ionized state, as
originally argued by Hamilton & Fesen (1991). Recombi-
nation is negligible, with recombination times exceeding a
hundred times the age of the remnant.
Calculations of the photoionization of Ca and Fe, the
two elements observed in the G400H FOS spectrum, were
reported in Paper 1. Here we complete the account by
reporting photoionization calculations for all elements of
interest.
The expected ratios of singly-ionized to neutral species
of various elements depend on how fast they are photoion-
ized out of the assumed initially neutral state by ambi-
ent UV starlight. Photoionization timescales can be es-
timated fairly reliably, at least in the limit where the
supernova ejecta are treated as optically thin, since the
spectrum of photoionizing starlight in the bulge of M31
is observed directly with IUE (Burstein et al. 1988) and
HUT (Ferguson & Davidsen 1993). Table 1 lists optically
thin photoionization times of all elements considered here,
computed as detailed in Paper 1. Photoionization cross-
sections were taken from Verner et al. (1996). The uncer-
tainty in the photoionization timescales quoted in Table 1
includes only that arising from uncertainty in the posi-
tion of SNR 1885 relative to the central nucleus of M31
along the line of sight, as estimated in Paper 1, not uncer-
tainty from the reddening correction or from photoioniza-
tion cross-sections.
The photoionization timescales given in Table 1 are for
optically thin ejecta, whereas in fact the ejecta are ex-
pected to be optically thick in broad bands of the ul-
traviolet, thanks to resonance line absorption by neutrals
and singly-ionized species. Moreover, the expanding ejecta
would have been more optically thick in the past. An ac-
curate evaluation of the expected ionization structure of
SNR 1885 would involve a self-consistent time-dependent
computation of photoionization and radiative transfer in
the freely expanding ejecta, such as was done for SNR 1006
by Hamilton & Fesen (1988). However, the present data
are too limited, and the choice of underlying supernova
model too uncertain, to warrant such a computation.
Instead, we estimate the ionization state of different el-
ements from the optically thin photoionization timescales
in Table 1, together with the observational datum from the
FOS spectrum that calcium is mostly singly ionized, with
MCaII/MCaI = 16
+42
−5 . According to Table 1, the optically
thin photoionization timescale of Ca I is tCaI = 8
+10
−1 yr.
To reach the observed ionization state of calcium requires
an effective time t given by exp(−t/tCaI) = MCaI/(MCaI+
MCaII), implying t = 23
+30
−6 yr. In other words, it is as if
calcium has been ionizing not for the full ∼ 110 year (at
the time of the 1995 FOS observation) age of the remnant,
but rather only for ∼ 20–50 years, because the remnant is
only now becoming optically thin to photoionizing radia-
tion.
If this effective time t is used instead of the age of the
remnant, then the predicted ratio of singly-ionized to neu-
tral species of element Z is
MZII/MZI = (1 +MCaII/MCaI)
tCa/tZ − 1 , (2)
values of which are given in the third column of Table 1.
The quoted error on the ratio depends only on the un-
certainty in the observed MCaII/MCaI ratio, since uncer-
tainty in the photoionization timescales cancels in the ra-
tio tCa/tZ, to the extent that uncertainties in the relative
photoionization cross-sections are neglected, as here.
3.2. Model spectrum
The upper panel of Figure 2 shows a model absorp-
tion line spectrum based on the fit to the 3240–4780 A˚
spectrum observed with the G400H grating on the FOS
(Paper 1). Since singly-ionized to neutral ratios in the
best-fit model are skewed to the low end of the allowed
range MCaII/MCaI = 16
+42
−5 (from which other ionization
fractions follow in accordance with eq. [2]), we choose to
show not the ‘best-fit’ model, with MCaII/MCaI = 16, but
rather a ‘typical’ model, with MCaII/MCaI = 25, the ge-
ometric mean of the allowed range MCaII/MCaI = 11–58.
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Fig. 2.— (Top) Model UV absorption spectrum over 1900–3300 A˚ predicted from a model fit to the near-UV 3240–4780 A˚
spectrum observed with G400H on the FOS (Paper 1). Thin line shows the absorption from Fe alone; thick line includes absorp-
tion from all elements. Vertical lines mark principal resonance lines included in the model. The lengths of the vertical lines are
proportional to oscillator strength times wavelength times ion abundance for each resonance line, a measure of the optical depth
of the line. The minimum flux level of 0.21 is produced by unabsorbed starlight to the foreground of SNR 1885 in the bulge of
M31. (Bottom) Thin line is the throughput of the F255W filter with the WF2 chip on WFPC2. Upper thick line is the expected
spectrum from the bulge of M31 as measured by IUE (Burstein et al. 1988), normalized to the surface brightness at the position of
SNR 1885, and multiplied by the filter throughput. Lower thick line is the expected absorbed spectrum at SNR 1885, the product
of the filtered bulge spectrum with the absorption spectrum in the top panel. The ratio of the area under the SNR 1885 spectrum
to the area under the bulge spectrum, here 0.33, is the predicted fractional depth of absorption at SNR 1885’s position in the
F255W image.
This spectrum is similar (differing in the adopted ioniza-
tion fractions) to the model spectrum shown in Figure 4
of Paper 1, plotted there over the extended range 900–
5000 A˚. The range 1900–3300 A˚ covered in Figure 2 here
includes resonances lines from Mg I, Mg II, Al I, Si I, V I,
V II, Cr II, Ti II, Mn I, Mn II, Fe I, Fe II, Ni I, and Zn II,
although the contributions from Al I, Si I, and Ti II are
negligible.
Starlight to the foreground of SNR 1885 is not absorbed.
The fraction of foreground starlight was measured in Pa-
per 1 from the depth and shape of the Ca II H & K lines
to be 0.21+0.06
−0.12. The model shown in Figure 2 uses the
best-fit foreground starlight fraction of 0.21.
While the ionization fractions in the model spectrum
are fixed by the observed ionization state of Ca, and the
relative masses of elements are fixed by Ho¨flich et al.’s
(1998) theoretical SN Ia model DD21c, the overall depth
of absorption is scaled so that the depth of Fe I absorp-
tion is as observed in the FOS spectrum. The corre-
sponding mass of neutral iron is MFeI = 0.013M⊙. At
the level of ionization adopted in Figure 2, the ionization
state of iron is MFeII/MFeI = 14, for a total Fe mass of
MFeI +MFeII = 0.20M⊙.
The lower panel of Figure 2 shows the expected spec-
trum from the bulge of M31 as measured by IUE (Burstein
et al. 1988), normalized to the surface brightness at the po-
sition of SNR 1885, and multiplied by the throughput of
the F255W filter. The lower panel of Figure 2 also shows
the expected filtered and absorbed spectrum at the po-
sition of SNR 1885, which is the filtered bulge spectrum
multiplied by the absorption curve in the top panel. The
ratio of the area under the SNR 1885 spectrum to the
area under the bulge spectrum is the predicted fractional
depth of absorption, the expected ratio of counts inside to
outside SNR 1885 in the F255W image.
The ratio of counts inside to outside SNR 1885 in the
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model shown in Figure 2 is 0.33, consistent with the ob-
served ratio of 0.24 ± 0.17. Increasing the level of ioniza-
tion deepens the absorption slightly: for ionization states
varying over MCaII/MCaI = 16
+42
−5 , the fractional depth of
absorption varies over 0.35−0.05+0.02, again consistent with the
observed ratio of 0.24± 0.17.
The model level of absorption can be deepened, but
only slightly, from 0.33 to 0.30, by reducing the foreground
starlight fraction below the best-fit value of 0.21, and at
the same time reducing the Ca II mass in order to main-
tain consistency with the depth of the Ca II H & K line
profiles observed in the FOS spectrum.
While Fe II is the main contributor to the expected ab-
sorption in the F255W filter, Fe I also makes a significant
contribution, and Mg I, Mg II and Mn I produce appre-
ciable absorption along the red side of the filter. Because
the Fe II absorption is heavily saturated, increasing the
amount of Fe II changes little the fractional depth of ab-
sorption predicted by the model. The contribution of Fe I
cannot be changed, since it is tied to the level of absorp-
tion observed with the FOS. Changing the abundance of
Mg or Mn on the other hand does have some effect. For
example, increasing the abundance of Mg by a factor of 5,
which is plausible, deepens the fractional depth of absorp-
tion to 0.29; increasing Mg to the point where the Mg lines
are fully saturated deepens the fractional depth to 0.26.
We therefore conclude that the model predicts a frac-
tional depth of absorption in the rather narrow range
0.33 ± 0.04. While the observed level of UV absorption,
0.24±0.17, is consistent with expectation, it does not con-
strain strongly the amount of Fe II in the ejecta of SN 1885.
4. SUMMARY
Fe II imaging of the remnant of SN 1885 using the
F255W filter on the WFPC2 reveals a dark spot of ab-
sorption, with position and diameter in accord with those
measured from the higher quality WFPC2 Ca II absorp-
tion image from Paper 1.
The measured ratio of flux inside to outside SNR 1885
in the Fe II image is 0.24 ± 0.17, in good agreement with
the ratio 0.33 ± 0.04 expected on the basis of a model fit
to the near-UV FOS spectrum reported in Paper 1.
The observed depth of the Fe II absorption in SNR 1885
is consistent with Fe II being fully saturated, so that the
present data constrain the mass of iron in the supernova
ejecta only weakly. In particular, the iron mass is consis-
tent with the rangeMFe = 0.1–1.0M⊙ inferred in Paper 1.
Figure 2 of the present paper illustrates a model UV spec-
trum with MFe = 0.20M⊙. The Figure indicates that,
besides iron, ion species Mg I, Mg II, and Mn I probably
make some contribution to the absorption in the F255W
image.
Finally, the observed depth of Fe II absorption is consis-
tent with the theoretical expectation that the remnant of
SN 1885 should have a rich UV spectrum of broad absorp-
tion lines. Unfortunately, the faintness of the bulge of M31
in the UV means that the signal-to-noise ratio currently
attainable with STIS on HST is marginal. If a UV spec-
trum with adequate S/N ratio could be obtained, then it
should be possible to constrain the mass and velocity dis-
tribution of Mg, Si, Ca, V, Cr, Mn, Fe, Co, Ni, Cu, and Zn
in the ejecta of SN 1885. From such observations it would
be possible to learn a great deal not only about SN 1885
itself, but also about the increasingly important class of
subluminous SN Ia in general (Filippenko 1997).
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Table 1
Photoionization timescales
Element Photoionization timea Z II/Z Ib
(yr)
C 3.9+4.7
−0.4 300
+4000
−140
Oc long 0
Mg 44+53
−4 0.7
+0.4
−0.1
Al 1.0+1.1
−0.1 ∼ 1010
Si 0.7+0.9
−0.1 ∼ 1013
S 1.3+1.5
−0.1 ∼ 108
Arc long 0
Ca 8+10
−1 16
+42
−5
Ti 9+12
−1 10
+20
−3
V 23+29
−2 1.6
+1.4
−0.3
Cr 4+4
−1 600
+10000
−300
Mn 111+135
−9 0.23
+0.11
−0.03
Fe 10+11
−1 10
+19
−3
Co 63+76
−6 0.44
+0.24
−0.07
Ni 35+42
−3 0.9
+0.7
−0.1
Cu 9+10
−1 13
+33
−4
Zn 62+75
−6 0.44
+0.25
−0.06
a Ionization timescale in optically thin limit;
actual ionization timescale is probably longer.
b Predicted ratio of singly-ionized to neutral
abundance.
c Ionization potentials of these elements exceed
the Lyman limit.
