In a recurrent setting, conventional approaches to neural architecture search find and fix a general model for all data samples and time steps. We propose a novel algorithm that can dynamically search for the structure of cells in a recurrent neural network model. Based on a combination of recurrent and recursive neural networks, our algorithm is able to construct customized cell structures for each data sample and time step, allowing for a more efficient architecture search than existing models. Experiments on three common datasets show that the algorithm discovers highperformance cell architectures and achieves better prediction accuracy compared to the GRU structure for language modelling and sentiment analysis.
Introduction
First proposed by Hopfield [12] , recurrent Neural Network (RNN) models excel at machine learning tasks that involve sequential data such as natural language processing. Researchers soon noted that a major obstacle of RNN models is in backpropagation when computing gradients. Since RNNs are trained by backpropagation through time, when the recurrent structure is unfolded into a huge feed-forward network with many layers, gradients tend to grow or vanish exponentially in the same way as in very deep feed-forward neural networks [20] . Many extensions of RNN models, such as Long Short-Term Memory (LSTM) [11] and Gated Recurrent Units (GRU) [5] , are proposed to address this problem. These models achieve state-of-the-art results in many machine learning tasks like language modeling [6] and speech recognition [15, 22] . However, the cell structure of these hand-crafted RNN models, like LSTM and GRU, is fixed across all time steps and data samples. It is also a time-consuming and tedious effort to find a suitable cell structure through trial and error [19] . Lastly, there is no universal answer to which cell structure to use when facing different types of data and a different problem at hand. Therefore, a more flexible model that can automatically determine the cell structures based on a finite set of trainable parameters is needed to deal with more and more complicated and diversified data sources and problems.
There is another line of research about Recursive Neural Network (RecNN) models [24] . A RecNN model is defined over recursive tree structures -each node of the tree corresponds to a vector computed from its child nodes, and the information passes from the leaf nodes and internal nodes to the root node in a bottom-up manner. The model produces a structured prediction such as a tree by applying the same set of trainable parameters recursively. Derivatives of errors are computed with back-propagation over the tree structures [8] . RecNN has shown great success in learning tree structures of certain natural language processing tasks [25] because the structures it dynamically produces are customized for each data sample.
We consider how to replace the cell structure in RNN models to be time-variant and sample-dependent. We note that the equations governing a cell can be represented as a computational tree where each non-leaf node corresponds to a vector that is computed from the vectors on its two child nodes. The initial multiset of vectors is composed of the current feature vector at time t and all vectors produced by the previous cell (hidden state representation). If we augment this multiset with constant vectors, such as the zero vector, we can then express mathematical equations behind a cell as a tree on this multiset. RecNN is an appropriate model to capture such a tree by means of a finite set of trainable parameters. In summary, our proposed model is using RecNN in each time step as a replacement for a fixed set of equations. In this way we obtain an architecture with cells depending on time and on each individual sample. In addition to this flexibility, the approach does not require hand-crafting of cells.
Our model shows great results on a series of language modeling and sentiment prediction tasks.
In the experiments we show that RRNN is able to design sample-dependent tree structures on the Wikipedia dataset and achieves 5.5% improvement in Bits per Character (BPC) compared to GRU. The performance on the datasets also show the advantage of dynamically designing cell structures for each sample.
The major contribution of this paper is a novel architecture that dynamically searches for the structure of cells in an RNN. Our model, called a Recursive-Recurrent Neural Network (RRNN), recursively designs the cell structure with the help of a scoring function and allows us to build different cell structures under a fixed set of parameters. The proposed model can generate the cell structure of some traditional RNN models, like GRU and LSTM which we establish theoretically. Most importantly, the output tree structure of hidden cells in RRNN are customized based on each data sample, and therefore they are time-variant and data-dependent. Besides, we define a new tree distance metric that can measure the difference between the tree with vectors on each of its nodes. We also exhibit and prove the sufficient and necessary conditions for avoiding the gradient exploding and vanishing problem that usually appears in recurrent neural network models. While such results are known for RNNs, they have not yet been established for RecNNs. Furthermore, our result applies to RRNNs which are a combination of RNN and RecNN.
The rest of the manuscript is structured as follows. In Section 2 we review the literature while in Section 3 we present the RRNN model, including an algorithm to construct trees, the design of the loss function, and other extensions. Section 4 presents some properties of the RRNN model. In Section 5 we introduce the data sets and discuss all experimental results. We defer the proofs of the theorems and other technical details to Appendix.
Literature Review
A recurrently connected structure in RNN can improve the performance of a model by its ability to infer sequential dependencies [16] . Despite their success, vanilla RNN models are still limited by the algorithms employed due to the problems of exploding or vanishing gradients that may appear in the training phase [2] . LSTM [11] is one of the most popular ways to address this problem. Many variants are then proposed to improve the performance of LSTM [10, 14] . RNN models often work well if a hand-crafted cell structure is well-designed, which requires time and expertise, and it leads to a fragile setting that works only on a particular problem or, worse, on a single dataset. This is clearly less general and less flexible than the method proposed in this paper where the cells are algorithmically designed.
Recursion is the division of a problem into subproblems of the same type and the application of an algorithm to each subproblem. It can help with augmenting neural architectures and improving the generalization ability of a model [3] . RecNN greedily searches hierarchical tree structures and achieves state-of-the-art performances on tasks like semantic analysis in natural language processing and image segmentation [24, 25] .
To provide better flexibility and robustness, automatically searching a neural network architecture is thus a logical next step. Neural Architecture Search (NAS), a subfield of AutoML, is a method which algorithmically finds an architecture; it has significant overlap with hyper-parameter optimization and meta-learning [7] . A simple approach to NAS is to build a layer-chained neural network where layers are differentiated by their choices of operations (pooling, convolution, etc.), activation functions (ReLU, Sigmoid, etc.), width, etc. [4, 26, 1] . Despite its impressive empirical performance, NAS is computationally expensive and time consuming [29] .
Various methods of producing novel cell structures for RNNs have been recently proposed.
[28] introduce a reinforcement learning approach that utilizes policy gradient to search for convolutional and recurrent neural architectures. However, the reinforcement learning approach is computationally expensive in the sense that obtaining an architecture with state-of-the-art performance on CIFAR-10 and ImageNet requires 1,800 GPU days [29] . [21] accelerate the search process by sharing parameters among potential architectures.
[23] introduce a more flexible algorithm that searches for novel RNNs of arbitrary depth and width. [17] relax the discrete architecture space by continuous probability vectors and utilize a gradient based optimization method to derive an optimal architecture. All these methods are extremely computationally demanding and they yield a fixed network architecture for all times and samples. Some exceptions are in [9] and [27] where the proposed models automatically adjust the number of layers of the LSTM model based on time and sample but the cell structures are static. Our RRNN model further extends this property such that the predicted cell structures are time-variant and sample-dependent.
Recursive-Recurrent Neural Network Model
Generally, RNNs consist of two parts which are a hidden cell (recurrent cell) and an output layer. A single sample input of an RNN is a sequence of vectors {x t ∈ R p : t = 1, 2, . . . , T }, labeled by time step t. Given a hidden state h t−1 , the t-th recurrent cell defines the next hidden state h t by h t = f (x t , h t−1 ). The output layer is usually a simple network that takes x t and h t as input and returns q t = g(x t , h t ; Γ) as output. These two equations are applied for t = 1, 2, . . . , T .
Function f defined above is time-invariant and thus remains the same in all time steps and for all samples. To address this shortcoming, we propose a new model that can dynamically design the recurrent cell structure (i.e. generate different functions f ) with respect to the argument vectors. This is inspired by the idea of RecNNs, thus we call it the Recursive-Recurrent Neural Network model. A dynamic architecture has two advantages: (1) no need to hand-craft a cell, and (2) it automatically adjusts based on timestep and sample.
A simple RecNN model starts with a set of input nodes {p 1 , . . . , p n } with corresponding embedding vectors {c 1 , . . . , c n }. Two nodes are merged into a parent node using a pair of weight matrices L and R, a bias vector b, and an activation function σ that provides non-linearity. For two nodes p i and p j , their parent, denoted by p i,j , is also a node with the embedding vector calculated by c i,j = σ (Lc i + Rc j + b). In each iteration, we compute the scores s i,j = W score c i,j for all pairs of nodes (p i , p j ) and select the pair of nodes (p i1 , p j1 ) with the highest score. We next merge nodes p i1 and p j1 into the parent node p i1,j1 and remove the two child nodes p i1 and p j1 from further consideration. This procedure repeats until all nodes are merged and only one parent node p out remains. The set of parameters and activation function {L, R, b, σ, W score } are shared across the whole network. The RecNN model returns p out and the binary tree rooted at p out as the model output.
The RRNN model replaces the fixed hidden cell of RNN by a recursive tree, dynamically determined by an algorithm similar to RecNN. Note that, even with the fixed set of parameters and activation function {L, R, b, σ, W score }, the RecNN model can dynamically produce different tree structures based on input nodes (vectors). Therefore, in RRNN, the recurrent cell is different across all time steps and data points. We further discuss the RRNN model in the following sections.
Recursive-Recurrent Neural Network Model Framework
We start with an example of how to represent the hidden cell structure of GRU to be a binary tree with computational information on it. In the following we assume X is a given sample, where
p is a sequence of input vectors. Recall that the GRU equations are:
where {W r , W r , W z , W z , W h , W h } and {b r , b z , b h } are parameter matrices and bias vectors of GRU, respectively. Equations (1) - (4) jointly define the function f of the t-th hidden cell of GRU. As shown in Figure 1 , the above equations can also be regarded as a binary tree where each node of the tree corresponds to a 3-tuple (binary operator, activation function, bias vector), and each edge is associated with a trainable matrix or identity matrix. Figure 1 : Representation of GRU equations as a binary computational tree. Here red labels are the vectors correspond to each node, blue labels are the weight matrices corresponding to each edge from a child node to its parent, and the 3-tuple in each node is the binary operation, activation function, and the bias vector that are used to calculate the vector of this node. 0 stands for the zero vector, 1− the one-minus activation and id the identity activation (mapping).
The tree structure can be achieved in the scheme of RecNN by giving a multiset of initial nodes
Assuming an appropriate scoring function, in the first iteration, we can find that the parent node that combines x t and h t−1 with parameters and operations (W r , W r , b r , +, σ) has the highest score, thus we merge two nodes x t and h t−1 together to achieve node q t . In the second iteration, we find that the parent node
has the highest score among all potential parent nodes, thus we again take two nodes x t and h t−1 from the node set and merge them to be z t . After 9 iterations, we end up with one node h t and this is exactly the output of the t-th hidden cell of GRU. We can prove that, with an appropriate choice of the scoring function, a RecNN can find the tree in Figure 1 and thus it can produce GRU. The statement is given in Section 4.1 and the proof is in the Appendix.
Next, we present the RRNN model. The RRNN model has the same recurrent structure as RNN and an algorithm for building the hidden cell. We start with the case where only one hidden state needs to be transferred between two consecutive hidden cells (GRU falls in this case, but in LSTM we have two states, i.e. the hidden state h t and the memory state). We extend the model to be compatible with multiple hidden states in Appendix B.
For each hidden cell of RRNN, we build up a binary tree from a multiset of initial nodes with corresponding vectors on each node. A set of trainable parameter matrices and bias vectors, activation functions, binary operations, and a scoring function is given prior to the construction of the tree. We denote L = {L 1 , . . . , L n l } and R = {R 1 , . . . , R n l } with L i , R i ∈ R p×p as the set of trainable weight matrices, B = {b 1 , . . . , b n l } with b i ∈ R p as the set of trainable bias vectors, U = {u 1 , u 2 , . . . , u nu } and O = {o 1 , o 2 , . . . , o no } as the set of available activation (unary) functions and binary operations, respectively. Besides, a scoring function α(·; Θ), depending on a set of trainable parameters Θ, is given. A multiset of initial nodes N 0 = {c 1 , c 2 , . . . , c N } with c i ∈ R p is also given as input of the hidden cell. We do not distinguish between a node and its corresponding vector in the following discussion, however we note that nodes in the tree are unique while the corresponding vectors form a multiset. The tree shown in Figure 1 is the equivalent RRNN representation for the GRU cell.
Formally, the RRNN hidden cell can be understood as a function f : N 0 → (T , R p ), where T is the set of all possible (binary) computational trees such that each node of the tree corresponds to a vector and a 3-tuple (u, o, b), u ∈ U, o ∈ O, b ∈ B, and each directed edge from each one of the two child nodes to its parent node is associated with a weight matrix.
Function f can be recursively defined as
where N −1 (we can discover it by unfolding the collapsing decisions and tracing each parent node down to its child nodes until all initial nodes appear) and the corresponding vector c * N −1 ∈ R p as the output. We point out that by definition the produced binary tree is full, i.e. each node has exactly 2 or 0 child nodes.
We next specify the recursive relationship of our cells. To this end, let multiset
consist of several copies of x t , several copies of h t−1 and other constant vectors such as the vector of all zeros or all ones or unit vectors. The numbers of each of them can vary by t. The transition equations and cell output are as follows:
It remains to specify the loss function. The generic function is as follows with further details provided in Section 3.3. We assume that a sample consists of (X, Y ) where Y = (y 1 , . . . , y T ) is a sequence of ground truth labels. We also assume that we are given a ground truth binary tree T target t which is specified as in Figure 1 but without the trainable matrices and bias vectors. The target tree usually does not depend on t. Ideally this target tree should not be specified but we leave this as future research work.
One further complication is the fact that the ground truth tree does not have a unique representation. Indeed, since the leaf nodes corresponding to N 0 are unordered, there are several isomorphisms of a given tree that yield the same underlying ground truth transition function, i.e. mathematically equivalent expressions. To this end, let Iso(T target t ) be the set of all isomorphic trees to T target t . Note that we do not need to consider the isomorphisms when leaf nodes are ordered, as is the case in [24] .
The set of all trainable parameters in RRNN is denoted by Φ = {L, R, B, Θ, Γ}. The loss function is specified by
where function l is the standard loss function, T D measures the difference of two trees, and m is the margin function. These two are described in detail in Section 3.3. The minimum operation over isomorphic target trees can also be replaced by expectation.
Cell Tree Construction
Several changes of constructing the cell tree are made for practical concerns. Functions f k , k = 1, . . . , N − 1 can be regarded as N − 1 iterations of merging two nodes (vectors). Multisets N k can have multiple copies but in practice we keep a single copy that is reused. The new set N k−1 consists of three fixed sets of vectors, namely S data t = {x t } as the set of vectors from the data samples, S prev t as the set of vectors from the previous hidden cell, and S aux t as the set of auxiliary vectors such as the zero vector, etc., together with the set P k−1 as the set of generated parent nodes. The model takes the new set
as the set of all potential choices of child nodes to build the k-th parent node c * k . Then we set P k = P k−1 ∪ {c * k } and step to the (k + 1)-th iteration. We further need a hyper-parameterN corresponding to the number of iterations of the tree construction steps. The practical algorithm for constructing the computational tree for the t-th hidden cell of RRNN is exhibited in Algorithm 1. It is worth mentioning that the number of iterationsN in Algorithm 1 might be different from the number of nodes N in the predicted tree. A vector might be chosen several times to serve as a child node in Algorithm 1. In this case, the number of nodes N in the predicted tree is larger than the number of iterationsN . : Binary computational tree corresponds to the t-th hidden cell 5:
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Loss Function
We discuss the definition of the tree distance (TD) and the scoring margin m in this section.
Score Margin To give scoring more partitioning power, we incentivize it to leave a significant margin between the score of the highest-scoring vector and the second-highest vector for each node. Recall the definition of C k and c * k from Section 3.1. We further define c * * k to be the vector with the second highest score among the vectors in C k . In Algorithm 1 the analogous to C k is V k t . The scoring margin function is thereby defined as m(
M is a hyper-parameter. Intuitively, the margin function incentivizes scoring to increase the gap between the scores of the highest and second-highest vectors to at least M . We divide by M so that the overall scale of this loss term is not affected by the choice of M .
Tree Distance For convenience, in the discussion of this part, we use T pd and T tgt to denote the predicted tree and the target (ground truth) tree, respectively. For any binary treeT , we use Int(T ) to denote all internal (non-leaf) nodes ofT . We use I(T ) to denote the labeling of Int(T ) such that the root node ofT has index 1, and if a node has index i, then its left and right child nodes have index 2i and 2i + 1, respectively. For a node n ∈ Int(T ), we use Subtree(T , n) to denote the subtree ofT rooted at node n. In addition, we use n i,T and v i,T to denote the node and the corresponding vector with index i in treeT , respectively.
Given two binary trees T 1 and T 2 , we define
to be the vector differences (VD) of these two trees. The tree distance between T pd and T tgt is the sum over all minimum VD values between a sub-tree of T pd and all sub-trees of T tgt :
This expression matches each subtree in T pd with the closet subtree in T tgt with respect to VD, and therefore the TD measures the difference of vectors on all of the nodes of the two trees.
Properties of RRNN and Gradient Control
In this section, we state some properties of the RRNN model and show how to avoid gradient exploding and vanishing during training of RRNN. We give theorems in this section and defer the proofs to the appendix.
Expressibility of RRNN
We argue that if we carefully choose sets L, R, B, U, O, S data t , S prev t , S aux t , the quantity N , and the scoring function α, then Algorithm 1 can replicate the GRU and LSTM equations. We give the formal statements in this section and defer the choice of the sets and the proof to Appendix C. Theorem 1. There exists a scoring function α such that Algorithm 1 generates GRU equations (1) - (4) 
Controlling Gradient
As introduced in [2] , the exploding gradient problem refers to the large increase in the norm of the gradient during training. This is due to the fact that the gradient of long-term dependencies grows exponentially quicker than for short-term dependencies. The vanishing gradient problem, on the other hand, refers to the behavior that the gradients of long-term dependencies go to zero exponentially. [20] introduce a sufficient condition of vanishing gradient and a necessary condition of exploding gradient for a simple RNN. In this section, we extend their results to a more general case -we provide these two conditions for our RRNN model. We note that our result as a special case applies to RecNN where such conditions have not yet been established.
We consider the case where only one hidden state h t is returned by the t-th hidden cell of the RRNN model. The loss function (6) can be written as L(Φ) = T t=1 E t where each E t is a function of all parameters in Φ. For 1 ≤ t ≤ T , the gradient of E t with respect to φ ∈ Φ comes from t cells, namely going to +∞ (0) exponentially fast as t goes to +∞ and t is fixed as a constant. For simplicity, we consider the case where t = T and t = 1.
We state a simplified version of the theorems here and defer the full version to Appendix D. We argue that most of the time these conditions are met in practice and we elaborate them one by one in Appendix D.2. Theorem 3 (Sufficient condition of gradient vanishing). Under certain conditions given in Theorem 7, we have
→ 0 as T → +∞, i.e., the vanishing gradient problem occurs.
Theorem 4 (Necessary condition of gradient exploding). If we observe the vanishing gradient problem, then at least one of the conditions listed in Theorem 8 holds.
Experimental Results
In this section, we present numerical results by comparing our algorithm with a GRU baseline model. The experiments are conducted on three datasets, and the source code is available at http: //after_accepted.
We test two versions of the RRNN algorithm. The first one is the full algorithm we presented in Algorithm 1. The second one, which we call it RRNN-GRU, is a simplified version of the RRNN model where we limit the tree structure to be exactly the same as GRU. This model has a limited tree search space and the only dynamic component is the choice of the tuple (L i , R i , b i ) to use on each pair of parent-child nodes, so the positioning of weights in the cell is flexible. Therefore, RRNN-GRU is still time-variant and data-dependent. In addition, we alternate between training the L, R, b parameters and training the scoring neural network α consisting of a 2-layer fully connected neural network, while continuously training the output layer. The frequency (in epochs) that we switch training phases is set as a hyperparameter of the RRNN-GRU model. Due to the model architecture, training can sometimes be unstable with exploding gradients which we clip. The baseline model is the single layer GRU which has 100-dimensional hidden states.
For both 100-dimensonal character and word embeddings, we used the pre-trained embedding vectors from GloVe 1 . The Adam optimizer is used for all experiments and random initial weights are selected. A random search on hyperparameters is used for all RRNN-GRU models and GRU models. We train the model parameters on the training set and select the optimal parameters and hyperparameters based on the performance measure on the validation set. Then we use this set of hyperparameters and the optimized model parameters to predict on the test set. We test the RRNN model only on the Wikipedia dataset. We report the performance on both validation and test sets for all datasets in Table  1 and list the optimal hyperparamers in Appendix E.2. Further details about the implementations are given in Appendix E.1.
Datasets and Settings
The Wikipedia task is to predict the next character on text drawn from the Hutter prize Wikipedia dataset 2 [13] . We remove all numbers, punctuation, XML tags, and markup characters so that 26 English characters and space are left in the raw text. Performance is measured using BPC (the smaller the better). For RRNN-GRU, we randomly select 10,000 20-character sequences for the training set, along with 1,000 sequences for validation and 2,000 for testing, such that no sequences overlap. For RRNN, the training set has 5,000 sequences while the validation and test sets remain of the same size.
The Stanford Sentiment Treebank (SST) dataset 3 [25] is a sentiment analysis task involving classifying one-sentence movie reviews as positive, negative, or neutral. We obtain the dataset from the torchtext package and use the full 8,544-sample training set, along with a randomly-chosen 1,000 samples for validation and 2,000 for testing. Since the training data has variable length, we prepend each sample with zeros to make each sample be the same length. The performance is measured in the accuracy of correctly predicting sentiments (the higher the better). We also perform word-level language modeling using the Penn Treebank (PTB) dataset 4 [18] , a corpus containing articles from the Wall Street Journal. We obtain this dataset from the torchtext package and randomly select a 10,000 sample subset of 20 words each, along with 1,000 samples for validation and 2,000 for testing. We predict over all 10,001 unique words in our subset without eliminating uncommon words. The performance is measured in perplexity (the smaller the better).
Discussion
From Table 1 it is clear that RRNN-GRU outperforms GRU by 5.8% on the Wikipedia dataset while RRNN improves the results of GRU by 5.5% on validation set and 1.9% on test set with a simple set of hyperparameters. On SST, RRNN-GRU also beats GRU by 0.8% and 5.2% on validation and test sets, respectively. These experiments show that the data-dependent structures do help improve the prediction power of the model and achieve better performance. Meanwhile, RRNN-GRU matches the performance of GRU on PTB. Its performance on the test set of PTB can be improved by a more dedicated hyperparameter search.
One interesting observation of the full RRNN model is the evolution of the predicted tree structures. Figure 3 of Appendix A shows the common tree structures we find at the beginning epochs while Figure 4 of Appendix A shows the common tree structures at later epochs (near the point where optimal performance is achieved on the validation set). The tree structures tend to be balanced in the beginning epochs since the structure of the ground-truth tree plays a significant role. In later epochs, the output layer dominates the predicting ability and therefore the model tends to feed simple h t to the output layer.
Another interesting observation lies in the dynamics of the RRNN-GRU model. Let us denote I e,i,t,j to be the index of parameter tuple (L, R, b) that the j-th internal node of i-th sample on the t-th time step in e-th epoch, and we further set N e i,t,j 1 {I e,i,t,j = I e−1,i,t,j } to measure the number of changes in the choice of parameter tuples between (e − 1)-th epoch and e-th epoch. Then we should expect the quantity N e to be decreasing as e increases since the model is expected to become more stable as the training goes on and the choice of indices of parameter tuples should also become more stable. Figure 2 in Appendix A shows the plot of N e vs epochs which supports our hypothesis.
[ 
B Extensions of RRNN model
The exposition so far handles the case where only one state vector transfers between hidden cells of the RRNN model, and it can capture the structure of GRU. However, LSTM, for example, has two state vectors h t and c t to transfer between cells. In this section we extend the RRNN model to be compatible with transferring multiple state vectors. Suppose that a total of M vectors, h t−1,1 , . . . , h t−1,M , are the output of the (t − 1)-th hidden cell. The transition equations and cell output are thereby
where each f The loss function is redefined as
is the ground truth binary tree.
As an example, we show how to transfer two state vectors c t and h t between hidden cells of RRNN and mimic the structure of LSTM. To adhere with notation from prior works, we use c t and h t to replace h t,1 and h t,2 in the above general definition. The transition equations and cell output are therefore
where N t 0,1 (x t , c t−1 , h t−1 ) consists of several copies of x t , h t−1 , c t−1 and possible other constant vectors, and N t 0,2 (x t , c t−1 , h t−1 , c t ) consists of several copies of x t , c t−1 , h t−1 , c t and possible other constant vectors.
C Expressibility of RRNN
We extend the contect of Section 5 here. We first show that for a given set of vectors, there always exists a scoring function that can rank the scores of these vectors by any order we want. Formally, we have the following lemma. Lemma 1. Given n vectors v 1 , . . . , v n ∈ R p , there exists a function α with a set of parameters Θ such that α(v 1 ; Θ) > · · · > α(v n ; Θ).
We next show that if we carefully choose sets L, R, B, U, O, S , the quantity N , and the scoring function α, then Algorithm 1 can replicate the GRU and LSTM equations.
To replicate GRU, we should have N = 8, S data t = {x t }, S prev t = {h t−1 }, S aux t = {0}, where 0 is the zero vector. We further set , and S aux t specified above.
For LSTM, note that there are two state vectors h t and c t . Therefore, to replicate LSTM (see equations (7) - (11) below), we run Algorithm 1 twice. In the first run, we should have N = 7, S data t = {x t }, S prev t = {h t−1 , c t−1 }, S aux t = {0}. We further set
In the second run, we should have N = 2, S data t
We further set L = {L 6 }, R = {R 6 }, where L 6 = R 6 = I, B = {b 6 }, where b 6 = 0, U = {tanh(·), id(·)}, and B = {+, }. Theorem 2 therefore becomes the following Theorem 6. There exists a scoring function α such that Algorithm 1 (applied twice) generates the following LSTM equations
for the choice of L, R, B, U, O, S data t , S prev t
, and S aux t specified above.
C.1 Proof of Lemma 1
Consider function
with Θ = {σ 0 }, and σ 0 is a large enough constant such that σ 2 0 ≥ ∆ log(n 2 )−log(n 2 −1) , and ∆ =
On the other hand, for a fixed 1 ≤ i ≤ n and all 1 ≤ k ≤ n, we have exp
nk , and therefore
In conclusion, for 1 ≤ i ≤ n − 1, we have
and thus α(v 1 ; Θ) > · · · > α(v n ; Θ).
C.2 Proof of Theorem 5 and 6
We start with the proof of Theorem 5. In Algorithm 1, we set N = 8, S data t = {x t }, S prev t = {h t−1 }, S aux t = {0}, where 0 is the zero vector. In the following, "the algorithm" refers to Algorithm 1. The scoring function α has a set of parameters Θ and is capable of sorting the scores of different vectors. We show the existence of this function at the end of the proof by relying on Lemma 1.
We start with P 0 = ∅. For k = 1, the algorithm generates the vector set V 1 t and one of its elements is r t σ (
The scoring function α guarantees that α(r t ; Θ) > α(v; Θ), ∀v ∈ V 1 t , v = r t . Therefore, we have c * 1 = r t and P 1 = {r t }. Similarly, the algorithm finds z t to be the vector with the highest score in the set V 2 t \ P 1 . We have c * 2 = z t and P 2 = {r t , z t }.
For k = 3, the algorithm generates the vector set V 3 t and one of its elements is r t id[(L 4 h t−1 ) (R 4 r t ) + b 4 ] = r t h t−1 . The scoring function α guarantees that α( r t ; Θ) > α(v; Θ), ∀v ∈ V 3 t \ P 2 , v = r t . Therefore, we have c * 3 = r t and P 3 = {r t , z t , r t }. For k = 4, the algorithm generates the vector set V 4 t and one of its elements is 1
Therefore, we have c * 4 = 1 − z t and P 4 = {r t , z t , r t , 1 − z t }. For k = 5, the algorithm generates the vector set V 5 t and one of its elements is h t tanh(L 3 x t + R 3 r t +b 3 ) = tanh(W h x t +W h (r t h t−1 )+b h ). The scoring function α guarantees that α( h t ; Θ) > α(v; Θ), ∀v ∈ V 5 t \ P 4 , v = h t . Therefore, we have c * 5 = h t and P 5 = {r t , z t , r t , 1 − z t , h t }. For k = 6, the algorithm generates the vector set V 6 t and one of its elements is z t h t−1 = id[(L 4 h t−1 ) (R 4 z t )+b 4 ]. The scoring function α guarantees that α(z t h t−1 ; Θ) > α(v; Θ), ∀v ∈ V 6 t \P 5 , v = z t h t−1 . Therefore, we have c * 6 = z t h t−1 and P 6 = {r t , z t , r t , 1−z t , h t , z t h t−1 }. Similarly, the algorithm finds (1 − z t ) h t to be the vector with the highest score in the set V 7 t \ P 6 . Thus we have c * 7 = (1 − z t ) h t and P 7 = {r t , z t , r t , 1 − z t , h t , z t h t−1 , (1 − z t ) h t } Finally, for k = 8, the algorithm generates the vector set V
t and one of its elements is
It remains to specify the scoring function α. Note that α should satisfy that α(c *
t contains a finite number of vectors, Lemma 1 guarantees that such scoring function α exists. Therefore, the algorithm returns vector h t and the binary tree rooted at h t as the output, and thus it replicates the GRU equations (1) -(4).
The proof of Theorem 6 is almost the same as the proof above. The only difference is that in the first run of Algorithm 1, we generate equations (7) - (10), while in the second run of Algorithm 1, we generate equation (11) .
D Gradient Control
In this section, we first give the full statements of Theorem 3 and 4. Then we give proofs for these two theorems and discuss about them.
Theorem 7 (Sufficient condition of gradient vanishing). Let V t to be the set of vectors on the nodes of predicted tree T pred t . Assume that there exist constants
Under conditions (12) - (16), we have
→ 0 as T → +∞, i.e., the vanishing gradient problem occurs. Theorem 8 (Necessary condition of gradient exploding, restated). Let l min log 2 (N + 1) + 1 be the minimum possible depth of all full binary trees T pred t , 1 ≤ t ≤ T . If the exploding gradient problem occurs, then at least one of the following conditions hold:
• there exists an activation function u ∈ U such that u ≥ (N + 1)
• there exists a parameter matrix P ∈ L ∪ R such that P ≥ (N + 1) ≥ (N + 1)
• for infinite many t, there exists a pair of parent-child nodes (v, v 2 ) in the tree T ≥ (N + 1)
D.1 Proof of Theorem 7
Recall that Algorithm 1 builds a full binary tree T . We use A and v ∞ to denote the spectral norm of matrix A and the infinity norm of vector v, respectively. We use diag{v} to denote the diagonalization of vector v. For an activation function u ∈ U, we use u to denote the derivative of u.
Note that
Intuitively, the vanishing gradients problem appears when the norm of ∂hi ∂ht−1 is smaller than 1. We first provide some lemmas that facilitate proving Theorem 3. For simplicity, we remove the subscript t in n int k,t and n leaf k,t , since the following derivation applies to all 1 ≤ t ≤ T in the same way. We define the path starting from the root node n int N to a leaf node n leaf k
, where l k is the length of this path, P By the chain rule, we have
where the last inequality follows by diag{u } = u ∞ ≤ C 3 by condition (14) together with conditions (12) and (13) . By setting C 0 = C 1 C 2 C 3 , the statement holds from condition (16) .
We have for all 1 ≤ t ≤ T ,
where the last inequality follows by Lemma 2.
Note that l 1 , . . . , l N +1 are the lengths of all the paths starting from the root node to the leaf node of a full binary tree. Lemma 3 gives an upper-bound of the sum of exponents of these lengths. . Then for any 0 < C 0 < 1 2 , there exists a constant = (C 0 ), 0 < < 1, such that
Proof. We prove by induction on N that
For N = 1, the tree T pred t has exactly one internal node and two leaf nodes, thus there is only one tree structure for T pred t if we do not consider isomorphisms. We have {l 1 , l 2 , l 3 } = {2, 2, 1} and
Suppose that equation (18) holds for N ≥ 1, and we consider the case of N + 1. For a tree T , recall the definition of I(T ) in Section 3.3. Given the full binary tree T pred t , we denote n 0 to be the node that has the largest index in I(T pred t ) among all N + 1 internal nodes of T pred t . It is obvious that both child nodes of n 0 are leaf nodes (if not, say the left child of n 0 is also an internal nodes, then it should have a larger index than n 0 , which leads to a contradiction). We use T 0 to denote the tree obtained by removing the two child nodes of n 0 from the tree T pred t (n 0 is a leaf node of T 0 ). Then T 0 has exactly N internal nodes. We use l 1 , . . . , l N +2 and l 1 , . . . , l N +1 to denote the lengths of all paths of T pred t and T 0 , respectively. Without loss of generality, we denote the length of the path that ends at n 0 in T 0 as l N +1 , and the length of those two paths that pass through n 0 in T pred t as l N +1 and l N +2 , respectively.
where the inequality follows from the induction equation
and the facts that 2C 0 − 1 < 0 and l N +1 ≤ N . This complete the induction step.
It remains to define the constant . Since C 0 < 1 2 , we have
By (17) and Lemma 3, for every t, 1 ≤ t ≤ T we have
Combining with condition (15), we have
As η < 1, we have
goes to 0 exponentially with T → ∞.
D.2 Disscussion of Theorem 3
We next discuss the feasibility of conditions (12) - (16) . Condition (12) requires all the weight matrices in L ∪ R to have the spectral norm no larger than C 1 . For sigmoid, condition (13) holds for C 2 = 1 4 while for tanh and ReLU it holds for C 2 = 1. Condition (14) bounds the spectral norm of the gradient of each binary function. If the binary operation o is addition, then the Jacobian matrix
is simply the identity matrix and its spectral norm equals to 1. For vector entry-wise multiplication, note that
where C 5 max v∈Vt,1≤t≤T v ∞ is the upper bound of the infinity norm of all vectors on the predicted trees. Therefore, if ∈ O, we should have C 3 ≥ √ pC 1 C 5 . Condition (16) holds when the scale of weight matrices or vectors on nodes of the predicted trees are small. In the experiments we have C 2 = 1 and p = 100. Note also that C 5 = 1 if each v is the outcome of sigmoid or tanh, or entry-wise product of such vectors; in presence of addition this no longer holds however computational experiments have established that C 5 ≤ 1 even if addition is a candidate binary operation. Then condition (16) holds for C 1 ≈ 0.223 which has been observed in our experiments.
It is worth to mention that condition (15) is mild since we only require the norm to be bounded by a sufficiently large constant. By (6), we have E t = E (X,Y ) λ 1 l(y t , q t ) + λ 2 min
T ∈Iso(T There are three terms in the expression of E t that are related to h t , namely, the standard loss term, the tree distance term, and the scoring margin term. We bound them one by one. Since the number of samples is finite, we only consider each term for one data point in the following (i.e. we ignore the expectation).
Assume that If we use h target t to denote the vector of the root node of the ground truth tree T target t and assume that h target t ≤ C 8 for all t. Note that h t only appears at the root node of the predicted tree T pred t , and the definition of TD can be regarded as a summation over many norms of vector differences. Then the only term in TD that includes h t is h t − h target t
2
. Therefore, the tree distance term is bounded by ∂TD(T In conclusion, if we assume the existence of constants C 5 , C 6 , C 7 , C 8 , and C 9 , then the gradient of loss function E t with respect to the hidden state h t is bounded. Note that in practice C 5 and C 8 are about the norm of a finite set of vectors, and C 6 , C 7 , C 9 bound the norm of some simple functions or networks which in practice are all bounded. Therefore, we can easily argue that these constants do exist and thus the condition (15) is mild.
In summary, gradient vanishing frequently appears in practice.
D.3 Discussion of Theorem 8
In this section, we discuss the conditions appearing in the Theorem 8. As the proof is similar to the proof of Theorem 3 we omit it here.
The conditions listed in Theorem 8 are common in practice since the quantity (N + 1)
3l min is smaller than 1. If we have tanh ∈ U or ReLU ∈ U, then the first condition above is automatically achieved. Besides, if the addition operation belongs to B, then the third and the fourth conditions are both fulfilled. In summary, gradient exploding is frequent in practice.
E Details of Experimental Study E.1 Implementation Details
For our implementation of RRNN-GRU, we use PyTorch and train on Nvidia 1080 Ti GPUs or Intel Skylake CPUs. In order for our choices of cell structures to be differentiable with respect to the parameters of the scoring network, we evaluate softmax over the scores of all potential vectors at each node in the cell. Gradient clipping is used for RRNN-GRU, but random hyperparameter search often allows large gradient magnitudes. With the optimal hyperparameters, training of RRNN-GRU takes approximately ten hours for the Wikipedia dataset, one hour for PTB, and eight hours for SST, which is longer than the GRU training time since the RRNN-GRU weights must adapt to multiple placements within the cell structure.
For the RRNN model, we use batch normalization to stabilize training. The RRNN training time on the Wikipedia dataset with 5,000 samples is 40 hours on a CPU of a 12-core server. We find RRNN to be faster on a CPU than GPU due to its structure searching algorithm, but RRNN-GRU's algorithm runs faster on GPUs.
E.2 Hyperparameters

