Abstract: Numerical optimization is used to construct new orthonormal compactly supported wavelets with Sobolev regularity exponent as high as possible among those mother wavelets with a fixed support length and a fixed number of vanishing moments. The increased regularity is obtained by optimizing the locations of the roots the scaling filter has on the interval (π/2, π). The results improve those obtained by I. Daubechies [Comm. Pure
Introduction
To construct orthonormal compactly supported wavelets we use as the starting point the dilation equation
for the scaling function or father function φ. A solution exists in the sense of distributions when k c k = √ 2 and it has compact support if only finitely many of the filter coefficients c k are non-zero (in fact, if c k = 0 only for k ∈ {0, . . . , n} then the support of φ is contained in [0, n]). The solution of the dilation equation is given by
where the trigonometric polynomial m 0 (ξ) is the scaling filter of φ,
The condition when the solution to (1) yields wavelets can be expressed in terms of the scaling filter m 0 (ξ). If m 0 satisfies
m 0 (0) = 1, and a technical condition called the Cohen criterion holds, then there exists a scaling function and wavelet pair [1] , [4, Section 6.3 ]. We will not need exact details about Cohen's condition, we only use that if m 0 does not vanish on [−π/2, π/2], then it satisfies the criterion.
If φ is such that it gives rise to a wavelet, the wavelet ψ is obtained by
Note that then φ and ψ have the same regularity properties. The original construction of orthonormal compactly supported wavelets by I. Daubechies [3] considers a trigonometric polynomial m 0 with at most 2N non-zero coefficients c 0 , . . . , c 2N −1 . The polynomial m 0 is required to satisfy (4) and to have a zero at π of maximal order N (the order of the zero is also the number of vanishing moments the corresponding wavelet has). The resulting equations can be solved and the constructed m 0 has no roots on (−π, π), hence it satisfies the Cohen criterion. ( [4] is a comprehensive reference for these results.)
To construct smoother wavelets our approach is to reduce the order of the zero m 0 has at π and instead to introduce zeros on the interval (π/2, π). Keeping N and the number of zeros on (π/2, π) fixed we use numerical optimization to choose the locations of the roots so that the resulting wavelets are as smooth as possible. We are able to construct wavelets that are more regular than those introduced in [3] , [8] , and [15] . This paper is organized as follows: in Section 2 we state our results and compare them to the above mentioned papers. The methods used are described in Section 3, and in Section 4 the optimization is discussed in detail. We comment in Section 5 on some other approaches that were tried. Finally, filter coefficients for selected most regular wavelets are listed in section 6.
Results
In the numerical optimization for smoothness we studied wavelets with up to 40 filter coefficients and whose scaling filter has up to four roots on the interval (π/2, π). The Sobolev regularity exponents of the most regular wavelets found are shown in Table 1 . Table 1 : The best Sobolev regularity exponents found. The length of the filter is 2N and the filter m 0 has n z roots on the interval (π/2, π). For comparison the column n z = 0 gives the Sobolev exponents of the Daubechies wavelets [3] , the other columns are new.
(By the Sobolev regularity exponent s 0 of φ we mean s 0 = sup{s :
.) The results are also summarized in Figure 1 .
The column n z = 0 gives the Sobolev exponents for the Daubechies wavelets constructed in [3] . For N ≥ 4 we have constructed wavelets which are more regular. For large values of N there are four families of wavelets corresponding to different numbers of roots on (π/2, π), and the regularity increases with the number of roots.
To relate these results to Hölder regularity, it can be shown that the Hölder regularity exponent α 0 = sup{α : φ ∈ C α } satisfies α 0 ∈ [s 0 − 1/2, s 0 ] [13, Corollary 9.9]. Here C α consists of functions that are continuously differentiable up to order equal to the integer part of α, and the highest order continuous derivative belongs to the (standard) Hölder class with exponent equal to the fractional part of α. Note that in each column n z = 1, . . . 4, the first few entries are smaller than in the previous columns on the same row. This is not surprising, since it can be shown that in Table 1 . For clarity only those are shown that are better than the ones with the same length filter but with fewer roots on (π/2, π).
order to have ψ ∈ H n , the wavelet ψ must have at least n + 1 vanishing moments [13, Proposition 8.3] . The wavelets corresponding to the entries in the table have N − 2n z vanishing moments.
We show below (see Section 4.2) that the entries in the column n z = 1 are best possible in the sense that the corresponding wavelets are smoothest possible among those with 2N ≥ 8 coefficients and at least N − 2 vanishing moments.
For higher values of n z the exponents listed in Table 1 are best possible among those wavelets with 2N coefficients and whose scaling filter m 0 has the indicated number of zeros on (π/2, π). Some of these were subjected to extensive tests by choosing many different initial approximations for the optimizer. Note also how the results, except for the first few entries, lie on almost straight lines in Figure 1 . See also Figures 3 and 7 which show typical examples of the regularity exponent as a function of the location of the roots.
However, it is not completely clear if the results for n z ≥ 2 are best possible if we consider wavelets with the same number of vanishing moments as above but do not insist on m 0 having roots on (π/2, π). We come back to this at the end of Section 4.3.
We remark that the case 2N = 10, n z = 1 appears already in [10] . More regular wavelets than the original Daubechies family have been constructed by I. Daubechies [5] , H. Volkmer [15] , P. G. Lemarié-Rieusset and E. Zahrouni [8] . We discuss the wavelets from [5] in Section 4.1.
H. Volkmer [15] computes only the asymptotic regularity ratio lim N →∞ σ/2N and constructs wavelets for which the ratio is close to 0.19. Note that for many entries in Table 1 the ratio σ/2N is over 0.21. P. G. Lemarié-Rieusset and E. Zahrouni [8] discuss what they call the Matzinger wavelets: the scaling filter has a multiple root at 2π/3 and no other roots on (π/2, π). Our results are better, e.g., the smoothest one they construct has 34 coefficients and Sobolev exponent 6.13. Table 1 shows that already with n z = 1 our wavelet with the same number of coefficients is more regular. In fact, for each value of N the n z = 1 wavelet listed in Table 1 is better than the smoothest wavelet discussed in [8] .
Methods
We begin by describing the theorem that allows us to compute exactly the Sobolev regularity exponent of solutions to (1) . Define another trigonometric polynomial, r(ξ), by factoring out all zeros of |m 0 (ξ)| 2 at ξ = π, that is, let
where M ∈ N is chosen so that r(π) = 0. The function r is used to define an operator on C[0, π] by
The Sobolev regularity exponent of a solution to the dilation equation (1) is given by the following theorem, proved independently by L. Villemoes and T. Eirola:
Theorem 3.1 ( [7, 13] ) Suppose φ is a solution to (1), M, r, and T r are as above, and r satisfies the Cohen criterion. Then φ ∈ H s if and only if s < s 0 = M − log 4 ρ(T r ), where ρ(T r ) is the spectral radius of T r on C[0, π].
If r is a polynomial of cosines of degree at most d, i.e., r(ξ) = d k=0 b k cos(kξ), then T r maps the space spanned by {cos(kξ)} d k=0 into itself and the spectral radius of T r can be calculated from the eigenvalues of a finite matrix [7, 13] .
Suppose we want to look at a filter of length 2N (i.e., a filter m 0 with at most 2N non-zero coefficients), such that m 0 has a zero of order M at π and n z zeros on the interval (π/2, π). Note that M is also the number of vanishing moments the associated wavelet has (if it exists).
Define a new sequence of coefficients by
The orthonormality condition (4) is equivalent to
We first use the zero of m 0 at π to find (linear) relations among the {a k }: we express a k , k = 1, 3, . . . , 2M − 1, in terms of a k , k = 2M + 1, 2M + 3, . . . , 2N − 1. Note that there are N − M = 2n z independent parameters. For convenience we switch to a new set of parameters v = (v 1 , . . . , v nz ) that are simply obtained from a k , k = 2M + 1, 2M + 3, . . . , 2N − 1 by scaling the latter so that v = (1, . . . , 1) corresponds to the Daubechies wavelets (i.e., all roots of m 0 are at π). The function r is then obtained by factoring
(The computations are done quickly with a symbolic algebra system such as Mathematica by using the Taylor polynomial of m 0 at π.)
When r has low degree it is easy to compute the matrix of the operator T r on the span of {cos(kξ)} deg r k=0 algebraically-an example is done in Section 4.1. When the degree is high it is more convenient to compute the matrix numerically by using the fast Fourier transform. Finally, s 0 is computed from the largest eigenvalue of this matrix.
Note that fixing the value of v does not uniquely determine the wavelet, since it only determines the absolute value of m 0 (ξ). For our purposes this is enough, since all those wavelets have the same regularity by Theorem 3.1.
Optimization

One degree of freedom
First consider wavelets with four filter coefficients, i.e., N = 2, and one vanishing moment. Then
and m(π) = 0 gives a 1 = 1/2 − a 3 . To compute r we get
The Daubechies wavelet has two vanishing moments, hence r(π) = 0, which implies
and the matrix of the operator T r on the span of {1, cos ξ, cos 2ξ} is easily computed to be 1 4 Table 3 : Hölder and Sobolev regularity exponents for the Hölder smoothest wavelets constructed in [5] . (The Hölder exponents are lower bounds for the actual value.)
2N
The eigenvalues of this matrix are
Recall that r(ξ) has to be non-negative. In particular r(π) ≥ 0 gives v ≤ 1. Then λ 1 ≥ 1 and ρ(T r ) ≥ 1 and so s 0 ≤ 1 for all admissible values of v. The Daubechies wavelet corresponds to v = 1 and s 0 = 1, for all other wavelets in this family we have v < 1, and therefore s 0 < 1. Numerical results show this is also the case for wavelets with larger values of N and with one degree of freedom. Thus the original Daubechies [3] wavelets are the smoothest possible among wavelets with 2N coefficients and at least N − 1 vanishing moments. I. Daubechies [5] has also constructed wavelets that have higher Hölder regularity exponents than the ones originally constructed in [3] . In [5] the cases 2N = 4 and 2N = 6 were studied. Table 2 gives both Hölder and Sobolev exponents for two wavelets from the original construction in [3] . (The Sobolev exponents are as in Table 1 , the Hölder exponents are from [6] .) Table 3 gives the exponents for the two wavelets constructed in [5] . The Sobolev exponents for the new wavelets are easily computed from Theorem 3.1, e.g., for 2N = 4 we get s 0 = log 4 (10/3) ≈ 0.87.
Comparing the numbers in Tables 2 and 3 an interesting phenomenon appears: both for 2N = 4 and for 2N = 6 we have an example of two functions, one of which is slightly more regular when regularity is measured in the Hölder sense, but the opposite is true if Sobolev regularity is used.
Two degrees of freedom
Optimization was done on the v = (v 1 , v 2 ) parameters. Since some values of v yield an r v that takes on also negative values, this is now a constrained optimization problem with the nonlinear constraint min 0≤ξ≤π r v (ξ) ≥ 0. A typical example of the exponent on the boundary of the feasible region is given in Figure 3 , where the exponent is plotted as a function of the double root that r has on (π/2, π). Figure 4 shows a plot of r(ξ) and |m 0 (ξ)| for the optimal choice of the root. Note that the Cohen criterion is clearly satisfied.
Numerical optimization of the regularity exponent was done by using the Matlab Optimization Toolbox. The smoothest wavelet was always found on the boundary of the feasible region {v ∈ R 2 : min r v ≥ 0}, that is, the optimal r has a double root on (π/2, π). For comparison with the Daubechies family, the most regular scaling function with ten coefficients is shown in Figure 5 together with its first derivative and graphs of the corresponding Daubechies scaling function. Figure 6 shows graphs of the Fourier transforms of the scaling functions. Table 4 lists the locations of the root of m 0 on (π/2, π) for the most regular wavelets. The set {v ∈ R 2 : min r v ≥ 0} contains a parametrization of all wavelets with 2N coefficients and N − 2 vanishing moments. Together with the results of the previous section this shows the regularity exponents in the n z = 1 column of Table 1 are the best possible among wavelets with at least N − 2 vanishing moments and 2N ≥ 8 filter coefficients. Table 4 : Location of the root of r for the most regular wavelets for n z = 1. 
More degrees of freedom
The approach of the previous section did not work with higher degrees of freedom, i.e., with v ∈ R n , n ≥ 3, due to convergence problems with Matlab's constrained optimizer (since r is a polynomial of high degree, problems with the constraint min r v ≥ 0 are not unexpected). Instead, the optimization was done by considering the Sobolev regularity exponent s 0 as a function of the zeros z = (z 1 , . . . , z nz ) of r on (π/2, π). The benefits are that now we are studying an unconstrained optimization problem and the number of degrees of freedom is halved.
For a fixed value of z we can solve for the parameters v discussed above by requiring r v (z) = r ′ v (z) = 0. This is a linear system, though it may be badly conditioned when r is of high degree. (This problem was overcome by using Mathematica and 30 digit precision in the computations.)
The optimal locations for the roots of m 0 are given in Tables 5, 6 , and 7. Figure 7 shows a typical example of the regularity exponent as a function of the roots and Figure 8 shows a plot of r(ξ) for the optimal choice of the roots. Again the Cohen criterion is clearly satisfied.
As discussed in Section 2 it is still open what happens if r is not required to have as many roots on (π/2, π) as above. Recall that r is essentially a polynomial (of cosines) of high degree. Figure 8 shows high peaks between the roots of r. Is it possible to make these peaks lower by not requiring r to vanish between them? However, even if this were Table 5 : Location of the roots of r for the most regular wavelets for n z = 2.
the case, it is not clear how the regularity exponent would change.
Other parametrizations
The parametrization of the wavelets could also be based on the original result of Daubechies [4, Proposition 6.1.2], or on a similar result by Wells [16] . Both of these were tried, but they suffer from the same difficulty as our parametrization in terms of the vector v: there is a non-linear constraint that makes numerical optimization for complicated filters impossible with the software that was used. (These parametrizations could be used as the starting point for a parametrization in terms of roots of m 0 , though.) Direct parametrizations of the coefficients c k have been introduced in [9, 11, 12, 17] , but in contrast to our approach the moment condition (5) is then a system of nonlinear equations of the parameters (see in particular [17, Theorem 2] ). For wavelets with 2N filter coefficients and M vanishing moments there are N parameters and M − 1 non-linear equations. The equations can be used to solve for M − 1 of the parameters when the rest are kept fixed. Numerical experiments show, however, that typically there are multiple solutions that correspond to wavelets with different regularity, making this approach unsuitable for optimizing regularity. Moreover, these parametrizations provide an expression directly for m 0 (ξ), but for the computation of the regularity exponent we need r(ξ).
Only the parametrization in terms of the roots of m 0 has provided the computational simplicity necessary for optimizing regularity when the filter is complicated: recall that there are only linear equations to be solved. Table 7 : Location of the roots of r for the most regular wavelets for n z = 4. 
Filter coefficients
The optimization provides us with an expression for |m 0 (ξ)|. The (low-pass) filter coefficients c k in (1) are then easy to compute by using spectral factorization [4, p. 172] . The coefficients for selected most regular wavelets are listed in Tables 8-10 . To guarantee that m 0 satisfies the orthonormality condition (4) to high precision, the factorization was done with Mathematica using 30 digit precision and checked by repeating the computations with 60 digit precision: the results are accurate to the number of decimals given in the tables. c k 1.807084186243315e-1 6.272955371644549e-1 7.021176047824324e-1 1.120128480002895e-1 -2.446469866533168e-1 -2.970511286791226e-2 8.518480911807988e-2 -7.179751673520435e-3 -1.625706468497944e-2 4.683260563235789e-3 
