Abstract. We prove some new upper and lower bounds for the first Dirichlet eigenvalue of a triangle in terms of the lengths of its sides.
Introduction
With the exception of a few domains such as rectangles, balls, annuli and some triangles, the first eigenvalue λ 1 of the Dirichlet Laplacian of a planar domain is not known explicitly. While this is not surprising in general, we might expect that in the very special case of the triangle we would be able to say a bit more, since in this case λ 1 depends only on three variables (two if we allow for rescaling). Furthermore, it is known that in other spectral related issues triangles behave in a special fashion (see, for instance, [CD] , where it was proven that a finite number of eigenvalues uniquely determines the triangle up to congruence). However, this is not the case, and, as far as we are aware, the only cases for which the spectrum is known explicitly are the equilateral triangle, the right isosceles triangle and the right triangle with angles π/3 and π/6; for attempts at more general results, see [Ga, Go] .
Regarding specific estimates for λ 1 , not much can be found in the literature either. The main result in this respect is the classical isoperimetric inequality of Pólya and Szegö, which basically states that among all triangles of equal area, the equilateral triangle minimizes the first Dirichlet eigenvalue [PoSz] . This may be written as
where A denotes the area of T . There is also a lower bound by Brooks and Waksman [BW] , namely,
but it is not difficult to see that this does not compare well with more general lower bounds such as the following estimate due to Makai [M] :
Here K is a planar convex domain and A and L denote its area and boundary length, respectively. In fact, this estimate may be improved upon by using the following result of Protter [Pr] :
where ρ and d denote the inradius and the diameter of K, respectively. Proceeding as in Makai's paper, we are lead to
As for upper bounds, we have the following result due to Pólya [Po] :
valid for arbitrary doubly-connected domains; see the remark on this in [O] . Due to their simplicity, we will use these two results and (1) as comparison terms for our bounds. Also note that inequality (2) is attained asymptotically in the case of a narrow circular sector, which means that, at least in this limiting case, it should provide a good bound for triangles.
Another motivation for the present paper, is the numerical study recently carried out in [AF] , which seems to point in the direction that known bounds can still be improved in the case of polygons and other planar domains. In particular, based on the numerical data gathered it is conjectured in [AF] that Conjecture 1. For any triangle T we have
While we have not been able to obtain this, we do improve on Pólya's upper bound in the particular case of triangles, and, under some conditions, on both (1) and (2) in the case of the lower bound. More precisely, we have the following.
Theorem 1. Let T be a triangle with sides of lengths
where A denotes the area of T .
Remark 1.1. In both cases equality holds for the equilateral triangle and this is the only instance where the two bounds agree; see the last section. However, the lower bound does give values lower than this value for a certain range of 3 and A.
Remark 1.2. The area A may, of course, be written in terms of the lengths of the sides of T only, by means of Heron's formula, and so the bounds given above depend in fact only on 1 , 2 and 3 .
We prove the lower bound in the next section, the upper bound in Section 3, and in the last section discuss the results obtained and compare them with the bounds (1), (2) 
Proof of the lower bound
The idea for the proof of the lower bound is to build a test function for the second eigenvalue of a flat cylinder by using the first eigenfunction of the triangle in question. In order to do this, and given a triangle T with sides 1 ≤ 2 ≤ 3 , we begin by considering the rectangle R with sides 3 and h 3 , where h 3 is the height of T with respect to 3 . If we denote by T 1 and T 2 the two right triangles that T is divided into by h 3 , then the rectangle R will contain precisely two copies of each T 1 and T 2 . We shall denote by T 3 and T 4 the two triangles which are isometric to T 1 and T 2 , respectively; see Figure 1 . since 3 is the largest side, and thus h 3 is always less than or equal to √ 3 3 /2, which is attained for the equilateral triangle. In this case we have a double eigenvalue whose corresponding eigenfunctions are given by
On the other hand, we have that
where X is the set of continuous functions in C, whose gradient belongs to L 2 (C), take zero values on ∂C, do not vanish identically and, furthermore, are orthogonal to u 1 on C. We shall now construct a test function for the second eigenvalue of C based on the first eigenfunction of T which we shall denote by v. Let
where v 13 is the function obtained from v by rotating the triangle T 1 around the middle point of its largest side until it coincides with T 3 , and then changing its sign. In a similar way, one obtains v 24 from v on T 2 .
From the expression for u 1 and the construction of ϕ we see that C ϕu 1 dxdy = 
which gives the desired result.
Proof of the upper bound
In order to obtain the upper bound, we shall now use a test function based on the first eigenfunction of the equilateral triangle. For simplicity, we shall begin by proving the result for a triangle T with vertices at the origin, (1, 0) and (a, b) ∈ R × R + , and then rescale to obtain the upper bound given in the theorem. We will not assume any restrictions on the relative lengths of the sides, since in this case this is irrelevant.
Consider the first eigenfunction of the equilateral triangle with vertices at the origin, (1, 0) and (1/2, √ 3/2), that is,
We will now perform a linear transformation in order to be able to use this as a test function for the first eigenvalue of T . Thus, let
Clearly, ϕ satisfies the boundary conditions on T , and, after some lengthy but straightforward computations, we obtain
Plugging this into the Rayleigh quotient yields
If we now rescale T by multiplication by 1 , we obtain a triangle, say T , with vertices at the origin, ( 1 , 0) and (α, β) = 1 (a, b). With this notation, we have
where the last indentity follows from the relations 2 = α 2 + β 2 and 3 = ( 1 − α) 2 + β 2 .
Discussion
We begin by proving the assertion made in Remark 1.1 that the upper and lower bounds agree only in the case of the equilateral triangle. To see this, equate the two bounds to obtain that On the other hand, and denoting by τ and 3 − τ the lengths of the line segments that the longest side of T is divided into by the corresponding height, we have that , which contradicts (6). Now we compare the bounds obtained with those mentioned in the Introduction, and we begin by comparing our lower bound with that of Pólya and Szegö's. It is easy to check that we will have where, as before, h 3 denotes the height with respect to the longest side 3 . This was to be expected, since their bound depends only on the area, and thus cannot be very good away from the equilateral triangle. The comparison with Makai's lower bound is not as straightforward, but it is still possible to see that our bound does improve on (2) for a class of triangles. Due to the above comparison with Pólya and Szegö's bound, we will concentrate on the case of small h 3 .
We want to check when it is that 4 2 3
holds. Consider, without loss of generality, the triangle with two vertices at (0, 0) and ( 3 , 0) and write the x-coordinate of the remaining vertex as α 3 for some α on [0, 1]. Then, the above condition is equivalent to
If we expand F in h 3 around zero we obtain
showing that Clearly, the above inequality will not hold in general. However, if we take into account the triangle inequality and the fact that the side lengths are nonnegative, it is a simple exercise in constrained optimization to see that the minimum value of the function G, subject to these restrictions, occurs at the origin. We finish by pointing out that in the last case, instead of using a test function based on the first eigenfunction alone, it is possible to use a linear combination of the first m eigenfunctions. However, the number of computations necessary to proceed in this fashion grows very quickly, making the process rather cumbersome.
