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潜在変数を含む統計モデルにおける効率的なパラメータ推定























































































































































































Step 1 μと v?の初期値を与える．
Step 2 δ^?とw??を推定する．（E-Step）
Step 3 μ?と v??を計算する（近似値の推定）．
（M-Step）







Step 1 μと v?の初期値を与える．
Step 2 δ^?とw??を推定する．（E-Step）
Step 3 μ?と v??を計算する（近似値の推定）．
（M-Step）
Step 4 Step 2と Step 3を収束するまで繰り返
す．
Step 5 ブートストラップ標本をX?作る．
Step 6 μ?と v??の初期値として，μ?と v??を与
える．
Step 7 δ^?とw??を推定する．（E-Step）
Step 8 μ??と v???を計算する．（M-Step）
Step 9  Step 7と Step 8を収束するまで繰り返
す．


















Step 1 μと v?の初期値を与える．
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Step 7 μ??と v???を計算する．




































































































に対して（Nakamura and Konishi, 2016; 中村・小
西, 1998），安定的な情報量規準の計算が可能となる．
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the number of components for multivariate nor-
















平均の推定値 推定値の分散 平均の推定値 推定値の分散
t?4? －0.0001 0.0073 －0.0002 0.0154 0.47 0.68
Huber －0.0014 0.0144 －0.0015 0.0185 0.78 0.88
Tukey －0.0039 0.0128 －0.0041 0.0174 0.74 0.85
Fair －0.0032 0.0089 －0.0029 0.0130 0.68 0.83
Cauchy －0.0009 0.0118 －0.0008 0.0167 0.70 0.84





平均の推定値 推定値の分散 平均の推定値 推定値の分散
t?4? －0.0017 0.0014 －0.0016 0.0028 0.50 0.71
Huber －0.0023 0.0029 －0.0024 0.0037 0.77 0.88
Tukey －0.0014 0.0026 －0.0013 0.0035 0.72 0.85
Fair －0.0014 0.0018 －0.0013 0.0026 0.68 0.82
Cauchy －0.0014 0.0024 －0.0013 0.0034 0.70 0.83














We propose an efficient bootstrap method for statistical models which have the latent
 
variables as a weight for each data point. The proposed method, can also be seen as the
 
resampling of a way to fully reflect the structure of the estimated statistical model f(θ^)from the
 
observed data. Examples of such statistical models are the t-distribution model, the M-
estimator,and the finite normal mixture model,etc. The effectiveness of the proposed method
 
is verified through numerical experiments.
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