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ABSTRACT

Knick, Cory R. M.S.Egr., Department of Mechanical and Materials Engineering,
Wright State University, 2012. Modeling the Exfoliation Rate of Graphene Nanoplatelet
Production and Application for Hydrogen Storage.

Graphene is a unique and revolutionary new nanomaterial. A method for its’ production had a
U.S. patent application in 2002 (patent issued in 2006), it was produced via mechanical exfoliation in 2004, and subsequently the Nobel Prize in Physics was awarded in 2010 for it. These
events have sparked a surge of graphene-related research. In order for graphene to be widely
studied and incorporated into emerging technologies, a versatile method for large scale production of high-quality graphene is required. Current methods are either slow or expensive which
limits the scale-up of graphene production. Very recently, the liquid phase exfoliation of
graphene from graphite has been shown as a promising large scale method for graphene production with little to no defects or surface oxides.
In this thesis, the liquid phase exfoliation of graphene from bulk graphite is studied through
computational simulations and subsequent entropy and rate calculations. Employing molecular
modeling programs, the energetics of exfoliation are modeled and calculated (a key aspect to determining the overall reaction rate for graphene production). Subsequent entropy calculations
allow tabulation of reaction rates over a range of temperatures suitable for graphene production
in the laboratory. Solvent effects are included and used to validate the feasibility of exfoliation in
solvent. The methods used here allow for calculation of the exfoliation rate under various setup
III

conditions including temperature and solvent. As such, comparing different temperatures and
solvents is possible to choose better setup conditions for exfoliation in order to optimize the process.
In addition to the exfoliation rate predictions, metal-doped graphene is presented as a novel substrate for the storage of hydrogen with specific application in, e.g., hydrogen fuel cells. Based on
accurate calculations and simulations, the binding energy and weight ratio of hydrogen molecules stored on the graphene substrate under various conditions (i.e. hydrogen densities, substrate
defects, and various metal-adsorbates) are predicted. Maximum theoretical prediction is on the
order of 9 wt% of H2, which meets or exceeds Department of Energy requirements, indicating a
very promising result.
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1. INTRODUCTION
Carbon is one of the most fascinating and widely studied materials in existence. Carbon-based
materials are found in many forms or allotropes based on the versatile bonding nature of carbon
atoms. The carbon bonding scheme1 allows for a wide variety carbon-based materials existing in
0D, 1D, 2D, and 3D. The most common forms of carbon found in nature are graphite and diamond (3D). Carbon also exists in the nanotube (1D) and fullerenes (0D). It was only recently, in
2004 that the 2D form of carbon was discovered. This versatile new 2-dimensional material is
called graphene. Graphene exists as a flat, 2-dimensional sheet of carbon atoms arranged in a
“honeycomb lattice.” The exact nature is depicted in Figure 1 along with the other carbon allotropes2. A method for its’ production had a U.S. patent application in 2002 by Jang and Huang
(patent issued in 2006)3. Graphene was isolated in 2004 by Geim and Novosolov by mechanically exfoliating graphite. Simply enough, scotch tape was adhered to the graphite commonly found
in pencil lead and then peeled off and transferred to paper. These two were awarded the Nobel
Prize in 2010 for their discovery of 2D graphene. Even though graphene was only just recently
discovered, its’ theoretical prediction (or lack thereof) has been around since the 1930’s. In fact,
the work of Landau and Peierls declared that the 2D form of carbon is not permitted to exist
based on its lack of thermodynamic stability4, 5.

So of course the discovery of graphene came as a huge surprise to the science community at
large. Since 2004, there has been a huge burst of research efforts regarding the study of proper-
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ties and applications of this new carbon “wonder material.

Fig. 1: Crystal structures of the various forms of carbon materials2. Diamond and graphite exist
in 3D; the nanotube in 1D, fullerenes in 0D, and graphene in 2D.

In terms of electrical properties, graphene is a semiconductor with a band gap of zero, meaning
that the conduction band and valance band are not separated by an energy gap. This is why
graphene is termed a ‘zero-gap semiconductor.’ In most semiconductors possessing a band gap,
the charge carrier mobility is decreased across the gap between the valence and conduction
bands. Graphene is quite unique in this regard in that the carriers in graphene have the same mo2

bility throughout both bands6. This is a remarkable property that makes graphene a very interesting material. Experimentally measured electronic transport in graphene is very good and is easily
modifiable by doping and various methods.
One form of graphene that is readily available is the nanoscale graphene platelet (NGP). These
nano-sized graphene sheets have the same structure as graphene, namely the 2D honeycomb lattice of carbon atoms, and are easily manufactured. Due to the relative ease in producing these
NGPs, it is important here for us to discuss the processing, properties, and applications of the
NGP.
1.1 Nanoscale Graphene Platelets (NGPs)
Nanoscale graphene platelets (NGPs) are shown to have unique mechanical, electronic, optical,
and magnetic properties6, 7. The anomalous quantization of the Hall conductance shows that electrons in graphene behave as massless chiral relativistic particles8. For graphene, the Dirac equation is useful in describing the behavior of electrons8, 9. Commonly, the Schrödinger equation is
used in physics to describe charge carriers, so graphene is unique in this regard. Due to the
unique properties of NGPs, a wide variety of applications incorporating NGPs is feasible. Field
effect transistors are a potential market for NGPs. A major advantage of the NGP is production
cost, which is significantly lower than cost associated with producing carbon nanotubes or other
carbon nanomaterials. Other applications could include electromagnetic interference (EMI)
shielding and electrostatic charge dissipation (ESD) 10-14. A recent review2 mentions the following applications for graphene: transparent electrodes for touch screens, light emitting devices
(LED), field effect transistors (FET), organic photovoltaic devices (OPD), flexible electronics,
and high strength composites.
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Thermal conductivity in NGPs is four times that of copper, while graphene is about four times
less dense. One can only begin to imagine the various uses with such exceptional thermal properties of the NGP. NGPs could be used for thermal management in micro-scale electronics for example. Another very promising area where graphene can be used is in Transmission Electron
Microscopy (TEM). This experimental method currently requires a transparent and mechanically
sound grid on which to mount samples to be imaged. In fact, graphene has been referred to as the
perfect substrate material for TEM use due to its regular crystal structure and transparency15. In
the ever-expanding field of renewable energy, graphene has potential use as anode material in
Li-ion batteries16. Various other technologies that can benefit from graphene include molecular
or gas sieves, electrical transistors, micromechanical switches, gas sensors, and various composite blends owing to its fine mechanical strength.
Very recently, graphene field-effect transistors operating at GHz frequencies17 have been reported. There is an ever growing need for smaller scale, functional electronic devices. Graphene offers huge promise in this regard owing to the exceptionally high electron mobility. Graphene is a
very promising material for nanosize devices in the future.
It is common knowledge that graphene has remarkable properties and it goes without saying that
these remarkable properties make it applicable to many cutting edge technologies. However, before graphene can be incorporated into new technology, first a large scale production method of
graphene is necessary. There are currently three major methods used to produce graphene:
1. Chemical Vapor Deposition (CVD) Growth on a substrate
2. Mechanical Exfoliation (i.e. scotch tape method)
3. Liquid Phase Exfoliation from Graphite
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It is important for the science community to establish the overall best method for large scale production of graphene. A versatile method is one that should be relatively inexpensive, be able to
produce mass quantities (i.e. tons of graphene), and have precise control over the quality of the
graphene (i.e. non-oxidized and defect free).
It is immediately apparent that the mechanical exfoliation method is no longer a viable option for
large scale production of graphene. The next possible and widely studied method is CVD growth
which will be discussed in detail below. However, CVD growth is very expensive and often results in graphene which contains defects or oxides. These defects to the graphene lattice are detrimental to the electronic and mechanical properties (among others) that were originally desired.
Mainly, the high cost and lack of graphene quality control associated with CVD growth will prevent this method from scaling up to mass production.
The only option left then is the liquid phase exfoliation of graphene. So far, this production
method is the most promising option for the scaling up and large scale production of graphene.
The following sections will discuss in more detail about the aforementioned graphene production
methods, offering a comparison of the feasibility for mass production and graphene quality associated with each method.
1.2 Graphene by CVD Growth
When talking about graphene production methods, it is important to discuss the chemical vapor
deposition (CVD) method. Graphene can be grown through a process known as CVD growth,
where a metal substrate (Ni, among others) is heated in carbon containing gas atmosphere. At
high temperatures, carbon atoms will diffuse into the Ni lattice. Upon cooling of the Ni substrate,
the carbon atoms will precipitate out of the Ni lattice, forming graphene on the surface18. The Ni
5

(111) surface has good lattice matching to a free standing graphene crystal which makes it a suitable surface for graphene growth. The graphene layer can be removed from Ni surface by a gentle chemical etch and then transferred to various other substrates for testing and characterization.
Figure 2 depicts the CVD method18 discussed above.

Fig. 2: Graphene Production by CVD growth18. (a) Thin layer of Ni is deposited onto a substrate;
(b) Ni layer is heated to around 1000 C and exposed to carbon containing gases. Carbon atoms
diffuse into Ni substrates at elevated temperatures. (c) Ni is cooled and carbon atoms precipitate
out and graphene is formed on Ni (111) surface. (d) Graphene is removed from Ni surface by
gentle chemical etching technique. (e) Free standing graphene layer can be transferred onto various other substrates for testing and characterization.

Generally, scanning tunneling microscopy (STM) is a very versatile method for imaging the
graphene grown by CVD. Using STM the atomic structure of the carbon atoms in graphene can
be detected and then made viewable. Figure 3 shows STM images of graphene crystals grown by
CVD method on Cu surface19.
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Fig. 3: Scanning tunneling microscopy (STM) of single graphene crystal on Cu surface: (a) STM
topography taken near the grain edge of graphene crystal, (b-d) atomic scale resolution images
showing individual carbon atoms and the characteristic hexagonal lattice of graphene 19.

Very commonly graphene can be grown on SiC (0001), Co(0001)20, Ni(111)21, Pt(111)22-24,
Pd(111)25, Ru(0001)26, and Ir(111)27-29 surfaces. Batzill writes a very comprehensive review30 of
graphene by CVD growth on the following substrates: Ruthenium(0001), Iridium(111), Platinum(111), Palladium(111), Rhenium(0001), Rhodium(111), Nickel(111), and Cobalt(0001).
Growth on the various substrates has certain merits and limitations inherent to each surface. A
major drawback of CVD growth is the resulting structural defects like carbon vacancies, grain
boundaries, Stone-Wales defects (structural rotations), among others. Structural defects in
7

graphene lattice can severely affect the electronic properties of graphene, and such defects
should be avoided as pristine graphene is most generally desired.
An alternative method for graphene production, namely, the mechanical exfoliation of graphite
can produce graphene with relatively little to no structural defects. It suffers however from lack
of scalability for mass production. The mechanical exfoliation process and its limitations are discussed below.
1.3 Mechanical Exfoliation from Graphite
Geim and Novoselov were credited with the discovery of graphene in 2004 via the mechanical
exfoliation process. Although it is now widely accepted that the mechanical exfoliation of graphite is not a viable solution for large scale production of graphene, it is still important to discuss
the production method here. One particular merit here is that relatively defect free graphene can
be produced which is desirable for experiments and characterization.
The starting material is highly ordered pyrolitic graphite (HOPG), which is just many layers of
graphene stacked upon one another. The substrate material is SiO 2 wafers around 5 mm2 in size.
Blake et al have reported31 that SiO2 on the order of 300 nm thickness is ideal for viewing single
layer graphene under a simple optical microscope. Under the optical microscope, few layer
graphene will appear darker than single layer graphene. Simple enough then, scotch tape is removed from the roll and pressed onto the HOPG surface (sticky side down of course). Upon
peeling the tape off of the HOPG, visible flakes of graphite are adhered to the tape. The tape is
then pressed together and removed on clean sections of the tape until the shiny graphite flakes
become dull and grey in color. After this, the tape is pressed into the SiO 2 substrate to transfer
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graphite flakes onto the substrate. After this, one must just rigorously search various sections of
the substrate to find regions of single to few layer graphene under the optical microscope.
Because CVD and mechanical exfoliation cannot scale up for mass production of graphene, a
more feasible method is desired for large quantity production. Currently, liquid phase exfoliation
from graphite seems to be relatively inexpensive and it should be the best method for scaling up
to mass production.
1.4 Liquid Phase Exfoliation of NGPs
Currently, the liquid phase exfoliation of graphene is a versatile production method for making
mass quantities of defect-free monolayer graphene. By far the most common form of liquid
phase exfoliation is the oxidation and subsequent exfoliation of graphene oxide (graphene with
oxygen impurities on basal plane and edges).32-36 However, a major downside is that oxidized
graphene is plagued with structural defects. These defects are commonly found using Raman
spectroscopy and can consist of vacancy or Stone-Wales defects. The disadvantage of such defects in graphene lattice is that graphene electronic properties are adversely affected which is
highly undesired.
Significant improvement in graphene production was discovered when it was shown that liquid
phase exfoliation of graphite in various solvents yields defect free monolayer graphene 37-39. In
liquid phase exfoliation, solvents like N-methyl-pyrrolidone (NMP) are used to aid the exfoliation process. In this case, NMP (and other solvents) have surface energies that make the exfoliation of graphene sheets energetically favorable. Various drawbacks are encountered though; these solvents can be expensive and care must be taken when used. The solvents necessary generally have high boiling points which make monolayer deposition onto substrate a non-trivial pro9

cess. The most common and abundant solvent, water is not very well suited for this process. The
surface energy of water appears to be too high. Based on the factors above, it is now apparent
what should be needed to improve this exfoliation procedure. The optimized procedure should
not require graphene oxide while still providing good yield of monolayer graphene. High temperatures and post production chemical treatments should be avoided as well. Additional benefits
would be evident if low boiling point, safe, and abundant solvents could be used. Figure 4 shows
some electron microscopy images of graphene sheets produced the by liquid phase exfoliation
process as described in the work of Hernandez et al40.

Fig. 4: Electron microscopy of graphite and graphene (from Hernandez et al. 40) (a) SEM of
sieved, pristine graphite, (b) SEM of sediment centrifugation, (c-e) Bright-field TEM images of
monolayer graphene flakes exfoliated in three different solvents (scale bars: 500nm), (f, g)
Bright-field TEM images of multilayer graphene flakes deposited from NMP solvent (scale bar:
500nm), (h) Histogram of graphene number layer distribution.
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As recently as 2011, Coleman et al report on solvent-exfoliated graphene in extremely high concentration41. Their procedure yields graphene concentrations around 20 mg/mL which is significantly more than the standard 1-2 mg/mL as previously reported. Lateral dimensions of the single to few layer graphene flakes are roughly 1 micron by 0.5 micron. In this work as well as in
general, graphene concentration is expected to increase with increasing sonication times42-44.
In 2011, Coleman et al also report on graphene dispersion in low boiling point solvents 45. As
previously mentioned, one drawback of the liquid phase exfoliation process is the necessary use
of high boiling point solvents. Here, the authors report average yields (0.5 mg/mL) using low
boiling point solvents like isopropenal and chloroform with flake sizes on the order of 1 micron.
Impressively, they report that 75% of the few layer graphenes remain dispersed indefinitely. Recall that a significant disadvantage of this production method is graphene recombination which
results in the restacking of previously exfoliated graphene sheets.
In 2009, Hernandez et al report on the liquid phase production of graphene by exfoliation of
graphite in surfactant/ water solutions43. They claim that the exfoliated flakes (< 5 layers) are
stabilized from reaggregation by a large potential energy barrier. The energy barrier which prevents reaggregation comes from Coulombic repulsion of the surfactant coated graphene sheets.
Insignificant amount of defects (such as vacancies and oxides) in such sheets are reported as evidenced through high-resolution TEM, Raman, IR, and X-ray photoelectron spectroscopy. The
obtained films are semitransparent, relatively conductive, with further enhancement in physical
properties reported upon removal of surfactant.
Some recent computational and theoretical works39, 46, 47 on the liquid phase production of
graphene are also important here. Blankschtein et al (from MIT) report on the molecular insights
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of surface morphology and aggregation kinetics of surfactant stabilized graphene dispersions. In
summary, they use molecular simulations, theoretical models, and experimental measurements to
study the stability of several graphene dispersions. From potential mean force calculations within
a graphene bilayer, they find that electrostatic interaction is not the main factor causing a repulsive energy barrier preventing restacking. Rather, steric hindrance from adsorbed surfactant (sodium cholate) on the sheets surface is responsible for the restacking barrier. Finally, they report
on the time dependent number layer distribution of graphene layers. In general, restacking is inevitable and the single to few-layer concentration of graphene decays with time as a direct result
of sheet restacking.
In their 2010 paper, Blankschtein et al report on the stabilization of graphene in various polar
solvents. By using molecular dynamics (MD) simulations and potential of mean force calculations they are able to rank five solvents in order of most efficient disperser of graphene to least
efficient. Based on their kinetic model of graphene dispersion the following solvents are ranked
in order of best to worst: NMP ~ DMSO > DMF > GBL > water. Interestingly enough, the first
three solvents here are most commonly used in experiment. This is encouraging for continuing
study on efficient solvents for dispersing graphene in solution via the liquid phase exfoliation
process.

Above, the three main production methods of graphene have been discussed and it has been concluded that the liquid phase exfoliation process is most feasible for large scale production of
graphene. Next, the nano-graphene platelet production method, and three different starting materials used in the liquid phase exfoliation are discussed.
1.5 Nano-graphene platelet (NGP) Production
12

Based on the literature, production of nano-graphene platelets (NGPs) via liquid phase exfoliation involves three general forms of graphite;
1. Natural graphite flakes
2. Intercalated graphite
3. Expanded graphite.
The following sections describe the three graphite starting materials used in production of NGPs.
1.5.1 Natural Graphite
This natural graphite is a black carbon-based mineral. Graphite has the sp2 bond structure; with
hexagonal layers of carbon atoms. The π electron clouds cause graphene sheets to be stacked in
parallel with regular ABAB stacking nature. Intersheet distance is 3.335 Å and the van der Waals
force is responsible for intersheet bonding.
1.5.2 Intercalated Graphite
Graphite can accommodate a wide variety of atoms, ions, and sometimes even molecules between its sheets. Generally a physical or chemical treatment is required to force the atoms or ions
between the graphene sheets. This process of intersheet diffusion of atoms, ions, or molecules is
termed intercalation48-51. There are two basic types of intercalated graphite, depending on the
charge transfer between graphite and the intercalant species. Donor-type is classified by intercalates which donate charge to the graphite and become positive ions in the process. Acceptor-type
is where the charge is transferred from graphite to the intercalants which become negatively
charged ions. Graphite-intercalation compound (GIC) is the name given to the system of graphite
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and intercalant. The most common donor type GIC is the alkali metal type. One example is the
lithium GICs which have been extensively researched for applications in lithium ion batteries.
1.5.3 Expanded Graphite and NGPs
The term expanded graphite is synonymous with exfoliated graphite. If a GIC is heated, this
causes the intercalated species to evaporate. After the intercalant evaporates the intersheet distance within the graphite is increased. Using a certain recipe of intercalant species, heating rate,
and maximum heating temperature, volume expansion of up to 300% is achievable. This expanded graphite has a lower density compared to regular graphite and possesses exceptional surface areas.
1.6 Hydrogen Storage on Metal-Doped Graphene Platelets
Hydrogen fuel is cleaner and more efficient than the carbon-based fuels that are currently being
used. One of the biggest challenges in establishing a hydrogen economy is developing ideal solid
state hydrogen storage materials. The US Department of Energy has set a goal of 9 wt% hydrogen volumetric density by 201552. It is well established that hydrogen should be adsorbed with a
binding energy (BE) within the range of 0.2 – 0.6 eV/H253. When hydrogen is adsorbed in this
energy range, the hydrogen molecules can be adsorbed and desorbed at room temperature and
ambient pressure by minor temperature variations.
Of the carbon-based nanomaterials, graphene in particular has proven to be a promising material
for solid state hydrogen storage. Hydrogen storage on graphene provides a safer alternative to
current methods that require extreme temperatures or pressures. The hydrogen storage capacity
of pristine graphene is only on the order of 2wt% 54. The low hydrogen storage capacity in carbon materials, such as graphene is due to hydrogen being stored though weak van der Waals
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forces 55-57. Recently, several studies have shown that one possible method for increasing hydrogen storage capacity on graphene is by metal atom adsorption58-65. In metal-doped graphene systems, the metal atom is relaxed on the graphene surface as an intercalated system. The hydrogen
is generally absorbed by Kubas66 interaction, where charge is transferred between the hydrogen
and metal atom.
One issue that has been reported is reduced capacity for hydrogen adsorption due to metal clustering on graphene surface67, 68. This happens especially with transition metals (TM) which tend
to be more reactive. One method that is shown to prevent metal clustering is introducing vacancy defects in the graphene lattice69, 70. The vacancy defects provide reactive regions where metal
atoms tend to form a strong chemical bond with graphene, thereby forming a metal atomgraphene substrate. Calcium has recently been shown to be a favorable metal atom addition to
graphene due to its strong chemical bond with carbon and ability to bind strongly with hydrogen71-74. Calcium is able to effectively store hydrogen with high capacity while providing strong
binding energy with graphene. Recently, other metal-doped graphene systems have also been
investigated within the last couple of years including Li and Ti among others 75-84.
1.7 Overview of this research report
The purpose of this research is to model the rate of liquid-phase exfoliation of nanoscale
graphene platelets from graphite, and to study possible application as hydrogen storage material.
Chapter 2 explains various computational modeling approaches that were used. Chapter 3 contains results and discussions, and Chapter 4 summarizes the conclusions.
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2. METHOD
2.1 Computational Materials Science
The properties of materials can be modeled theoretically from size scales ranging from nanometers to meters. This multiscale modeling of materials provides a good understanding of material
behavior and helps to connect the various size scales that materials are used in while provided
insight into structure-property relationships. The quantum mechanical description of electrons,
ions, and particles is very useful in explaining material properties. Using computer simulation, it
is possible to calculate and predict a wide-range of material properties and interactions. With the
constant increase in computing power, this field of computational materials science will continue
to play a vital role in the understanding of physical properties of materials. In modern materials
science and physics, theoretical modeling is a very versatile tool for calculation and prediction of
new materials.
We are in a time of growing collaboration between experimentalists and those doing materials
modeling. Very often we see good agreement between experimentally measured values and theoretical calculations. Quantum mechanics is very useful in explaining phenomenon like atomic
energy levels, covalent bond strength, and ground state electronic properties. Very often, experimental results are verified with at least some basic computations.
As this field progresses, it is becoming possible to use commercially available software packages
to predict experimental parameters used in fabricating new materials. The packages available
offer opportunity to gain insight into physical properties without the hassle and down time associated with experiment set-up or equipment failures. Materials modeling software starts by describing the intra and inter molecular interaction within a system. Quantum mechanical and mo16

lecular mechanics are employed for these descriptions. An overall energy is calculated for the
system based on atomic coordinates with respect to one another. Different configurations can be
sampled, and the lowest energy is deemed the most thermodynamically favorable or equilibrium
system energy.
After such a calculation is made it is important to check the accuracy of the calculation. Methods
such as energy minimizations (i.e. conjugate gradient, steepest descent, etc.), molecular dynamics (MD), and conformational searches are used for finding equilibrium geometry.
Four fundamental forces of nature are involved in material properties; weak nuclear, strong nuclear, gravity, and electromagnetic interactions. However, the electromagnetic interactions are
usually sufficient to describe the material structure-property relationships. The electrons and nuclei within an atom both experience electromagnetic forces on the same order of magnitude.
Therefore, both electrons and nuclei must experience the same kind of momentum change as a
result of these forces. Given that the nucleus is much more massive than the electrons; the velocity of the nucleus is negligible compared to that of the electrons. It is safe to make this approximation; that the nuclei are stationary during calculations, and that electrons relax to the
ground state configuration (i.e. lowest energy). Born-Oppenheimer approximation is used to
separate the electron and nucleus motions85.
The past decade or so has witnessed a steady increase in the development of computational
methodology. Computational methods allow for materials properties to be calculated based on
theories ranging from classical mechanics to quantum physics. The field of computational materials science allows scientists and engineers to readily calculate and predict materials structures
and their corresponding properties. At the forefront of this field, new materials and properties
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can even be predicted based on computational methods and then developed or synthesized in the
laboratory. Computational methods in materials science research provide a very cost effective
method for calculating materials properties without the need for expensive experiments and
equipment. We have witnessed, and will continue to witness a huge growth in computational resources that will allow this field to continually evolve.
The basic concept in computational materials science is that a material is comprised of a manyparticle system. In essence, a solid body is composed of many atoms and electrons. The properties of a many-particle system can be determined based on its energy and how the system energy
changes as atoms or particles are rearranged. Quantum mechanics (QM) shows that this can be
achieved by solving the Schrödinger equation for 3N spatial variables, and N spin variables.
Here, N is the total number of particles (electrons, neutrons, protons). Current computational
methods cannot simply handle this complex solution for the many-particle problem. In fact, the
only exact solutions that have been/yet to be determined are the hydrogen and helium atoms. In
order to solve the complex Schrödinger equation for a real material comprised of many particles,
several approximations must be made.
Currently, computational methods for treating materials can be divided into four general categories; molecular mechanics, semi-empirical, ab initio, and density functional theory (DFT). Each
of these four classes comes with inherent advantages and disadvantages which deal with computational resources, size of the material system, and the desired accuracy. Many software packages
are currently available with the basic principles of these methods built-in. For the course of this
thesis, Gaussian 09 package86 is used extensively.
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Molecular mechanics (MM) uses Newtonian mechanics and force fields to describe and calculate
material properties. Semi-empirical methods, on the other hand, generally use experimentallyderived data as input for the quantum mechanical solution. Ab initio methods solve for Schrödinger equation (using some assumptions) by using exact Hamiltonian matrices. Ab initio methods are based on first-principals and thus do not employ and empirical parameters. In this work,
molecular mechanics as well as ab initio and density functional methods are used. A very comprehensive review of the computational materials is done by Payne 85. Below is a discussion on
the principles of density functional theory and how it is employed in the calculations.

2.2 Density Functional Theory
Recent advancements have allowed for density functional theory (DFT) to become the most
widely used technique for making electronic structure calculations in physics and materials science. DFT codes provide a formulation of QM that is straightforward and computationally efficient. The recent developments in DFT allow for a wide-range of materials properties to be calculated in a relatively short amount of time.
The basis principals of DFT were developed by Hohenberg and Kohn, and Kohn and Sham in
1964 and 1965 respectively87, 88. The methodology of Kohn and Sham says that the electron density (probability of electron location), can be used to determine the total energy in given system.
The system here is described by the location of atoms in space. The electron density describes
the distribution of electrons around the atoms in the material. Mathematically, the electron density, ρ at a position in real space, localized by coordinates (x, y, z) is given by the following function.
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[2.1]
Total system energy, E, is a function of the electron density, and is given by,
[2.2]
Here,

is the electron kinetic energy,

is the Coulomb energy, and

is the elec-

tron-electron exchange correlation energy term. Coulomb energy, U, is represented by,
[2.3]
Here,

is the Coulomb attraction between electrons and nuclei,

repulsion energy, and

is the electron-electron

is the inter-nucleus repulsion energy.

The total kinetic energy of the electrons is given by,
[2.4]

where i is index of wave-function. T can be solved for by using ab initio methods.
Finally, the electron exchange-correlation energy term,

is used to describe the electron-

electron interaction within the material. Using standard DFT methods, this term which is a function of electron spin density is the only term that requires an approximation. Currently, there are
several methods used to approximate the electron-electron interaction. Local density approximation (LDA) and generalized gradient approximation (GGA) are the two most commonly used
functionals in this regard.
The local density approximation (LDA) only provides a rough estimation for the electronelectron interaction because it assumes that exchange-correlation energy depends only on electron density at each point in space. Previously, LDA is shown to do very well in describing the
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electron exchange correlation energy for ground state systems but it suffers for any system where
electrons are in excited states or in magnetically spin polarized systems. The lack of success in
predicting excited state energetics stems directly from the fact that LDA is based on the ground
state electron density. It is generally understood that LDA will underestimate calculated values
for band gaps in semiconductor and insulators based on this assumption89. Because LDA could
not successfully describe some of these fundamental values, a new method had to be developed
to describe this electron correlation effect.
The next significant attempt at describing the electron correlation effect comes from the generalized gradient approximation (GGA), that in addition to electronic density takes its derivative into
account. Compared to LDA, this GGA method significantly improves the accuracy of exchange
correlation energy in systems that are spin polarized. This is not to say the GGA is not without
certain limitations. In fact, GGA often leads to an underestimation in binding energies. For example: GGA will underestimate the binding energy in molecular systems based on nitrogen and
noble gases among others90.
From this it can be seen that DFT methods have advantages and disadvantages that should be
carefully considered when making atomic scale calculations. DFT can significantly improve
computational times (i.e. make them faster) when compared to wave-based methods like HartreeFock (HF) and MPn but can also lead to errors in fundamental values like band gap energy and
binding energy. Due to these inherent limitations of DFT, more detailed ab initio methods like
Moller-Plesset Perturbation Theory (MPn) are commonly required.
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2.3 Moller-Plesset Perturbation Theory
Moller-Plesset Perturbation (MPn) Theory is a hybrid ab initio method that was developed to enhance the shortcomings associated with the hartree-fock (HF) method. Since MPn theory was
implemented to improve the HF method, it is termed a post Hartree-Fock method. The MPn
method has several orders of n. The most commonly implemented are second-order (MP2), third
order (MP3), and fourth order (MP4). The improvement upon the HF method comes from the
Rayleigh-Schrödinger perturbation theory which accounts for electron-electron interactions. In
Rayleigh-Schrödinger theory the Hamiltonian is divided into two parts
[2.5]
Here,

is the HF Hamiltonian and

is a generally small perturbation. The corresponding

wavefunction and energy can be expanded using power series methods.
[2.6]
[2.7]
Here,

is the HF energy and

is the HF wavefunction. First order MPn (MP1) is exactly the

same as HF. The second order (MP2) energy takes the form of
[2.8]

Higher orders of n yield more accurate results, but there has to be a tradeoff between accuracy
and computation time. MP2 is the most commonly used because 3 rd and 4th order corrections are
very computationally demanding. MP2 is generally sufficient in most cases, as MP2 will account
for about 85% of the correlation energy. In most cases, MP2 will be ideal for calculating the system energy91.
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The wave-based MP2 method generally provides good accuracy in describing ground state material properties but have inherent disadvantages. MP2 method often requires very long calculations and can take weeks or months to reach convergence depending on the size of the system.
These post-Hartree Fock methods like MP2 scale with respect to the number of basis functions
used. In this regard, one would expect longer calculations with improved basis functions. The
second-order correction (i.e. MP2) method is generally used for treating larger systems (i.e.
greater than 30 atoms). In our calculations on graphene bilayers, MP2 is necessary to obtain an
accurate description of the dominating van der Waals interactions between the sheets. MP2 is
widely regarded as a suitable method for the treating van der Waals forces in carbon materials
like graphene.
Because it is necessary to consider larger systems (i.e. graphene sheets of side length 40 Å or
larger), full MP2 calculations are not feasible. Therefore, it is necessary to employ the ONIOM
(Our Own N-layered Integrated Molecular Orbital and Molecular Mechanics) method within the
GAUSSIAN program, as developed by GAUSSIAN group92. By employing ONIOM method,
high accuracy methods can be used on certain part of the large system, while saving some resources by using low cost methods like molecular mechanics (e.g. universal force field, UFF) for
the rest. ONIOM allows the user to treat larger systems with varying degrees of accuracy making
large system calculations more manageable. This means that the desired MP2 method can be
used to treat the edges of graphene (where quantum mechanical interactions are presumably
more pronounced), while a more feasible but less accurate UFF method can be used to treat the
bulk.
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2.4 ONIOM IMPLEMENTATION
ONIOM is a computational scheme involving hybrid methods that is useful in partitioning different levels of theory to different regions of a molecule or material system. The benefit of the
ONIOM method is that it can produce reliable geometry optimizations and or energy/properties
calculations at a fraction of the computational cost and time93, 94. ONIOM in used here in the calculations in an attempt to capture the energetics of exfoliation of large graphene sheets (i.e. 40 Å
side lengths) by combining accurate MP2 level of theory and molecular mechanics to various
parts of our system.
Within the GASSIAN software package, ONIOM method can be used for energy calculations,
vibrational frequency analysis, geometry optimizations, Raman modes, and evaluation of various
dipole moments and related properties93, 94. Recently, it has been confirmed that ONIOM is a
valuable and promising tool set for treating larger molecular systems94. The ONIOM method is
basically an extrapolation scheme and Figure 5 is used to show how the ONIOM energy calculation is performed via GAUSSIAN.
The ONIOM method is used to approximate the energy of a real system by combining the energies of a less accurate method (or faster calculation) with higher accuracy calculations on a small
part of the system. The real energy is calculated as the “model system” energy with a correction
based on the size difference between the model system and real system and the accuracy of the
two methodologies employed to treat the model and real systems. The following equation (both
symbolically and graphically) is used to describe the ONIOM energy calculation:
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Here

is the approximated energy of the real system (or full system);

rep-

resents the high accuracy method calculation for just a small portion of the system;
represent the low accuracy energy for the small portion.
Figure 5 shows this ONIOM calculation schematically.

Figure 5: How the ONIOM method can be used to extrapolate energy values schematically. Here
DFT represents the high accuracy method and Amber represents the low accuracy method.
ONIOM method provides an estimation for the energy of the full system (left) by adding the
Amber energy of the full system (2nd from left) to the DFT energy of the model region (3 rd from
left), and then subtracting the Amber energy of the model system94.

It has now been described how ONIOM works and its’ merits have been justified. Next,
GAUSSIAN program is used for energy calculations regarding graphene exfoliation.

2.5 GAUSSIAN PROGRAM IMPLEMENTATION
GAUSSIAN 09 software86 is used for the energy calculations in the present study about graphene
exfoliation rates and hydrogen storage application. GAUSSIAN is a commercially available
software package that is used here to relax the structure geometries, calculate system energies,
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and obtain the necessary energy barriers of exfoliation. GAUSSIAN program comes standard
with the four general types of molecular modeling techniques mentioned earlier (i.e. ab initio,
density functional, semi-empirical, and empirical methods). Molecular mechanics is an example
of the empirical method. Molecular mechanics force fields available within GAUSSIAN include
AMBER, UFF, and DRIEDING.
In this research, a wide variety of methods have been used to gain a comprehensive understanding of exfoliation energetics and to allow for comparison of the said results with published values.
Single-point energy calculations were carried out using BLYP, HF, MP2, HSE, and PBE. BLYP
is a hybrid density functional method originally used to describe ground state energetics and configurations of small molecules. BLYP is generally assumed to be accurate at describing atomic
scale enthalpy, molecular geometry, and vibrational frequencies of small molecules 18. BLYP
method serves as an improvement upon the basic Hartree-Fock (HF) method. The HF method
has been used to successfully describe ground state properties, but suffers when describing band
gap energy and magnetic properties. In these cases HF generally overestimates these values as a
result of poor treatment of electron correlation effects.
These quantum mechanical calculations have been treated within a Linear Combination of Atomic Orbital (LCAO) basis set. The basis set is used to convert Schrödinger equation into a matrix
equation. This means that the molecular orbitals, i.e. wave functions, within the system were described as a linear combination of atomic orbitals. However with the GAUSSIAN program, a
different nomenclature is involved and atomic orbitals basis functions are expressed in terms of
Gaussian functions. In these calculations, a basis set of 3-21g is used throughout; which means
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three Gaussian functions are summed for core atomic orbital basis functions, while valence orbital basis functions contain two functions each with the first being expressed as the sum of two
Gaussians and the second as a single Gaussian function.

2.6 REACTION RATE CALCULATION
This section is concerned with the exfoliation rate regarding the removal of a single layer
graphene sheet from bulk graphite. In previous work39 we have concluded (based on equilibrium
energetics calculations) that graphene sheets will only slide in a transverse direction (i.e. parallel
to the stacked sheets of graphite). The energy required to remove a single layer sheet normal to
the basal plane in graphite is orders of magnitude greater than for the transverse slide direction.
Thus, it is concluded that ultrasonic agitation of graphite in solution will cause only shifts in the
parallel direction. Refer to Figure 6 which is used to depict the transverse slide of a single
graphene sheet39.
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Figure 6: A model for the direct exfoliation of a graphene nanoplatelet in a water + surfactant
solution as a promising method for large scale production of graphene nanosheets. Notice, the
uppermost graphene sheet is sliding in the parallel direction; the direction requiring the least
amount of energy to exfoliate39.

In Figure 6, the molecules surrounding the graphite particle are SDBS surfactant 39. In our previous work we showed the significant role of the surfactant locking mechanism. Specifically, the
surfactant molecules latch onto the exposed graphene surface and prevent the graphene sheet
from recombining into the bulk. From these findings, we conclude that the exfoliation becomes
just a one way reaction (i.e. once the sheet is exfoliated from the bulk, the surfactant will prevent
recombination).
The following formula is used to estimate the reaction rate95 governing the exfoliation process:
[2.10]

Here, h is Plank’s constant,

is Boltzmann constant, T is absolute temperature, and

is the

one-way energy barrier governing the exfoliation.

is obtained by using GAUSSIAN program

to calculate the energy barrier,

will provide the change in enthalpy,

, of exfoliation.

,

based on
[2.11]
Here, a system under constant pressure and volume is considered, therefore
[2.12]
The change in Gibbs Free Energy,

, is given by
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[2.13]
at temperature T, where
In order to calculate

is change in entropy.
it is necessary have

i.e. AB stacked configuration, and

corresponding to the bottom on the energy barrier,

corresponding to the top of the energy barrier, i.e. fully ex-

foliated configuration. The following general discussions are based on Van P. Carey’s textbook96. The general formalisms within are adapted it fit to the case of graphene exfoliation from
graphite nanoparticles.
Canonical ensemble is assumed, which is suitable to describe a system at constant temperature,
T, volume, V, and number of particles, N. The partition function for each pair of stacked sheets,
considered as a “molecule”, is defined as
[2.14]

Here,

corresponds to the ith energy storage mode. Estimation for q is given as
[2.15]

and includes most dominant translation, rotation, and vibration modes, i.e. the low energy
modes.
Having partition function q, the entropy is given by
[2.16]

AB stacked configuration is considered first, i.e. fully stacked bilayer. The low energy translation, rotation, and vibration modes are as follows:
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1. Translation of the whole “molecule” along x, y, and z directions corresponding to three
(3) translation modes. The corresponding partition function is given by
[2.17]

Here, m is the mass of the “molecule.”
2. Rotation of the whole “molecule” along three axes of rotation, corresponding to three (3)
rotation modes. The corresponding partition function is given by
[2.18]

Here, I is the moment of inertia given as
[2.19]

is the perpendicular distance of the jth atom from the axis of rotation assuming that the axis
passes through the center of mass of the molecule.
This expression is valid when

is the mass of the jth atom.

, where the characteristic temperature of rotation, e.g. for

rotation mode 1, is defined as
[2.20]

3. A total of six (6) intersheet vibration modes: (a) Vibration of the two sheets along the x,
y, and z direction where top sheet and bottom sheet translate in opposite directions yield
three (3) vibration modes. (b) Vibrations of the two sheets where the sheets rotate around
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x, y, and z axes in opposite directions yield three (3) more vibration modes. These are
depicted below in Figure 6.

Figure 7: The six (6) intersheet vibration modes used in partition function calculation; Translation of the two sheets in opposite directions along y-axis (a), x-axis (b), and z-axis (c). Rotation
of the two sheets in opposite direction around y-axis (d), x-axis (e), and z-axis (f).

The corresponding vibration partition function is given by
[2.21]
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provided that

. Here,

is the vibration frequency given by
[2.22]

for translation-induced vibrations for which

is the reduced mass, and k is the effective force

constant. The vibration frequency is given by
[2.23]

for rotation-induced vibrations for which

is the reduced moment of inertia.

Next, the exfoliated configuration is considered, i.e. a configuration in which the two sheets have
negligible interaction. In this case, the six (6) intersheet vibration modes are absent due to the
negligible intersheet interaction. Thus, for exfoliated configuration it is necessary to consider only the single sheet translation and rotation modes.
Based on the discussion above, the change in entropy is calculated as
[2.24]

is given by
[2.25]
where

represents the partition function of one fully exfoliated sheet.
[2.26]

Here, subscript A represents values corresponding to a single exfoliated graphene platelet, and it
is assumed that at the verge of exfoliation, the two platelets still translate together, but are free to
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vibrate and rotate independently. The latter observation is based on the fact that the characteristic
rotational temperatures are different for states 1 and 2 (i.e. AB stacked and exfoliated), to be
shown shortly. Furthermore, Eq. (2.26) ignores the high-frequency/high-energy in-plane vibrations of each exfoliated sheet (as compared to inter-plane vibrations included in

).

is given by
[2.27]

The mass, frequencies, and characteristic temperatures correspond to the overall “molecule”, i.e.
AB stacked bilayer.
The ratio

is therefore given by
[2.28]

Therefore,
[2.29]

and
[2.30]
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In the Chapter on Results and Discussion, a detailed look at the exfoliation energy barriers and
entropies calculated using GAUSSIAN results, the exfoliation rate prediction (i.e. number of exfoliated sheets per unit time), and the hydrogen storage properties is given.
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3. RESULTS AND DISCUSSION
3.1 Calculation of Energy Barriers
A vital step in this research project is obtaining the energetics corresponding to the bi-layer
graphene sheet exfoliation. As a first step, single layer sheets are optimized (side length 10, 20,
and 40 Å) using the HF method. Once the relaxed single layer graphene sheets are obtained, the
bilayer patches of various sizes are constructed for energy barrier calculation. Currently, the
MP2 method is widely regarded as a viable method for treating carbon nanomaterials and the
weaker interlayer van der Waals forces between stacked graphene sheets. To accurately describe
the exfoliation energetics, van der Waals interactions should be accounted for. However, it is
necessary to run simulations involving systems with hundreds or even thousands of atoms, which
is not feasible using the MP2 method and the available computing resources. One strategy that
can be employed to help overcome this limitation is the ONIOM method in the Gaussian 09 program. ONIOM allows the user to treat only certain parts of the system with accurate quantum
mechanical methods, while treating other parts with classical, less time consuming methods. The
idea is that ONIOM will allow us to perform calculations on larger graphene sheets (i.e. 80 Å
side length) while using accurate quantum mechanical (QM) methods to treat the graphene sheet
edges, where QM effects are presumably more pronounced. The rest of the material can be treated with classical universal force field (UFF) method which can be calculated relatively fast.
Figure 8 is used to aid in the discussion of the various ONIOM partitionings considered. To
make the discussion simpler, some simple short-hand notation regarding the ONIOM partitioning
scheme is introduced here. Figure 8(a) shows one edge chain of carbon atoms perpendicular to
the shift direction with QM accuracy. This is referred to as “1-perp.” In Figure 8(b) two chains of
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carbon atoms perpendicular to the shift direction are treated with QM accuracy. This will be
called the “2-perp setup”, etc. Figure 8(c) shows two chains of carbon atoms perpendicular and
one chain of carbon atoms parallel to shift direction treated with QM accuracy. This is called “2perp + 1-par” setup. This setup is shown here to help aid in understanding the naming sequence;
however such a setup is not suitable for such calculations due to the discontinuity between QM
and UFF treatment along the armchair edge carbon chain. A more reliable setup is given in Figure 8(d). Figure 8(d) has two chains of carbon atoms perpendicular and two chains of carbon atoms parallel to shift direction treated with QM accuracy. Here, one full armchair chain of C atoms is treated with QM accuracy which is suitable for calculation. This will be called “2-perp +
2-par” setup.

Figure 8: ONIOM partitioning for four various setups for energy barrier calculation: (a) one row
perpendicular to shift direction; (b) two rows perpendicular to shift direction; (c) two rows perpendicular to shift direction + one row parallel to shift direction; (d) two rows perpendicular to
shift direction + two rows parallel to shift direction. The following is the shorthand notation in36

troduced above and used throughout this section: (a) 1-perp; (b) 2-perp; (c) 2-perp + 1-par; (d) 2perp + 2-par. Please note that (c) is used for visualization and descriptive purposes only. Such a
setup would not be suitable for ONIOM calculation.

Table 1 lists the calculated energy barriers for the 20 Å bilayer patches with various ONIOM partitioning and several QM accuracies.

Table 1: Calculated energy barrier results for 20 Å bilayer graphene platelets with various
ONIOM partitioning and full UFF calculation

Initially, calculations are performed with an ONIOM configuration of 1-perp for the 20Å patch.
With this setup, ONIOM method is used to treat a single edge row of atoms with various QM
accuracies. The grayed out atoms in Figure 1 are treated with classical UFF method. With this
setup, good agreement in energy barrier (~8.15 eV) among the following QM methods is observed: MP2, HF, PBE, and LSDA. This agreement is most likely due to the fact that a large portion of the system is treated with UFF method. Only about 10% of the atoms are treated with QM
accuracy here, so significant difference is not obtained for energy barrier among the various
methods with 1-perp partitioning.
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Next, two edge rows of carbon atoms with QM accuracy (i.e. 2-perp) setup is tested. With this
setup, about 20% of the system is treated with QM accuracy. Again, very little fluctuation in energy barrier among the various QM methods is observed with 2-perp configuration. In fact it can
be noted that the energy barrier does not change much with respect to the 1-perp partitioning.
The average energy barrier for the 2-perp setup is 8.24 eV, among the methods considered. Up to
this point in considering 1-perp and 2-perp with QM accuracy, energy barrier has been on the
order of 8.2 eV most likely because UFF is still the dominant treatment of the system.

The next systematic step then is to consider three rows of carbon atoms treated with several QM
methods (our 3-perp setup). The setup with three edge rows at QM accuracy is tested to discern
if there will be any noticeable change in energy barrier. In Table 1, energy barrier is on the order
of 8.6 eV for the 3-perp partitioning, a slight increase from the 2-perp treatment. Using a 4-perp
configuration, energy barrier is on the order of 8.80 eV, still just a slight increase from 3-perp
case. From this, it is concluded that increasing the number of perpendicular rows to the shift direction has very negligible effect beyond the 2-perp setup.

Based on the trends established here, the next step is to see what the energy barriers would look
like if not only the exfoliated edge rows are treated with QM methods, but also the armchair edges (namely, the edges parallel to shift direction). Based on this latter setup, the edge effects in the
exfoliation process are accounted for. For example, when only the front most edge rows of C atoms are accounted for with QM accuracy, the latter part of the exfoliated sheet is treated with
only UFF accuracy. At this point, energy barrier is calculated with perpendicular and parallel
carbon chains treated with QM accuracy.
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In the “2-perp + 2-par” setup, excellent agreement between HSE and MP2 calculated energy barriers (on the order of 9.4 eV) are noted, which is encouraging for when treating larger graphene
platelets. For platelets larger than 40Å, the MP2 method is no longer feasible due to enormous
disk and memory requirements. The agreement here between HSE and MP2 is promising for justifying our treatment of larger platelets where only HSE method is practical. It is noted here that
HSE and MP2 methods with “2-perp + 2-par” setup closely match the results where the only
armchair edges (perpendicular to shift) are treated with UFF method. (i.e. 8.8 eV compared to
9.4 eV)

The HF energy barrier of 5.22 eV in “2-perp + 2-par” setup significantly underestimates the energy barrier for exfoliation. This could certainly be expected, as HF is not the most reliable
method when one wishes to treat van der Waals or electron-electron correlation effects. Due to
the HF limitations, it is presented here simply for comparison of various QM methods. It is not
useful for accurate predictions. In Table 1, calculated energy barrier of exfoliation with full QM
treatment of the bilayer 20Å system with the following methods is presented: HF, PBE, LSDA,
HSE, and full UFF. Results for MP2 method were not achieved, again due to its large disk and
memory demands.

Next, the energetics of exfoliation for larger systems (i.e. 40 Å patches) is determined. By doubling the platelet size to 40 Å, calculations become longer and achieving convergence with various methods becomes less feasible. However, in keeping with the same methodology used for
the 20 Å patch, ONIOM energy barriers for 40 Å patches are calculated. Figure 9 shows a sample
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ONIOM partitioning considered for the 40 Å patch (i.e. 1-perp) and the corresponding energy
barriers are reported in Table 2.

Figure 9: ONIOM partitioning for a bilayer 40 Å patch. Here, 1 edge row of carbon atoms is
treated with various QM accuracies (i.e. MP2 and HF). Energy barrier for exfoliation is on the
order of 40 eV for all methods (as reported in Table 2). With the setup shown here (where only
6% for the system is treated with QM accuracy), these results are almost synonymous with full
UFF results.
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Table 2: Calculated energy barrier results for 40 Å bilayer graphene platelets with various
ONIOM partitioning, QM methods, and full UFF treatment.

Next, sample energy curve landscapes based on different ONIOM partitioning are presented to
provide an idea of how energy barrier is determined. When comparing the 2-perp (Figure 10) and
2-perp + 2-par (Figure 11), there are noticeable differences. Namely, in the 2-perp calculations, a
linear increase in energy as a function of shift distance is observed until finally an energy plateau
is reached upon complete platelet separation (See Figure 10). However in the 2-perp + 2 par configuration an extra “energy hump” is evident midway through the exfoliation. The extra energy
“hump” is likely produced from the parallel side chain interaction that is accounted for with the
QM treatment of these edges (Figure 11). The “hump” appears to be shorter and smoother with
MP2 treatment. HF results are presented here for completeness, but generally HF method is not
suitable for accurate van der Waals treatment in graphene due to HF’s inherent neglect of electron correlation effects (as described in the Introduction).
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Figure 10: Energy landscapes produced from 20 Å patch ONIOM partitioning (2-perp) for four
different levels of theory (blue: LSDA, red: HF, green: MP2, purple: PBE). In such calculations
MP2 is trusted to provide most accurate energy landscape.
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Figure 11: Energy landscapes produced from ONIOM partitioning (2-perp + 2-par) for three different levels of theory (blue: HSE, red: PBE, and green: MP2). In such calculations, MP2 is taken to be the most accurate energy landscape. An extra energy “hump” is evident here where two
chains of carbon atoms along the armchair edge are treated with high accuracy QM methods. The
“hump” turns out to be shorter and smoother with MP2 treatment.

In Table 2, the energetics of exfoliation for the 40 Å patches under several ONIOM treatments,
as well as full treatment using the UFF method are presented. Full UFF method predicts an
energy barrier of 40.45 eV which is in very good agreement with energy barrier on the order of
45.5 – 40.75 eV predicted with several ONIOM configurations and range of QM methods. In the
2-perp + 2-par ONIOM setup a subtle decrease in energy barrier to around 37 eV is noticed, as
predicted by PBE, HSE and LSDA methods. Conclusion here is that the various ONIOM setups
combined with the various QM methods all predict energy barrier between 37 and 40.75 eV.
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Figure 12: Energy landscapes produced from ONIOM partitioning (2-perp + 2-par) of 40 Å
platelets for different levels of theory (blue: PBE, red: HSE, green: LSDA).

The energy barrier results from the vdW code by Farajian38 are in excellent agreement with the
result presented thus far, specifically the full UFF results. Farajian vdW code and GAUSSIAN
UFF are capable of predicting energy barrier results for platelet sizes on the order of 100 to 1,000
Å (10 to 100 nm) which is significantly larger than what is treated using GASSIAN ONIOM
program and the methods within.
In this next subsection, the Farajian vdW code results and energy barrier extrapolation to larger
sheet sizes based on our GAUSSIAN QM calculations is given. Using GAUSSIAN and the
methodologies presented above, the maximum sheet size treated is 80 Å, which is still limited to
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just the UFF calculation here. Based on the UFF method, the energy barrier for exfoliation of 80
Å platelets is 109 eV. Energy barriers calculated by UFF and the vdW program are given in Table 3.

Table 3: Calculated energy barriers based on Farajian vdW code and UFF calculation in
GAUSSIAN. Notice the excellent agreement between the two methods and that these methods
are able to treat platelets on the order of 1000 Å side length.

Based on Table 3, excellent agreement between the vdW program and the UFF calculations is
evident. Based on the good agreement between ONIOM and full UFF energy barriers at 20 and
40 Å, extrapolation results for larger platelet sizes can be determined. In Figure 13, energy barrier vs. platelet size is given. For 20 and 40 Å the energy barrier is averaged amongst the ONIOM
and full UFF results, and for 80 and 100 Å the vdW calculated barrier is presented.
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Figure 13: Exfoliation energy barrier and relative deviation vs. platelet size, (a) Total Energy
Barrier (eV) vs. platelet Size up to 100 Å, (b) Energy barrier per atom (eV) vs. Platelet Size, (c)
Total relative deviation (from 100 Å platelet as reference), (d) Relative deviation (per atom) from
the 100 Å platelet. For 20 and 40 Å the energy barrier is averaged amongst the ONIOM and full
UFF results, and for 80 and 100 Å the vdW calculated barrier is shown.

Figure 13(a) shows an almost liner set of data point for energy barrier vs. shift distance. This figure should prove to be an excellent tool with which to make estimations for energy barriers of
platelets much larger in size. This is quite useful owning to the necessarily large graphene platelets required for technologies such as transparent electrodes and big screen displays.
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Based on Figure 13, a very versatile relationship between platelet size and energy barrier is determined. If for example the total number of atoms in a square graphene platelet is N, then the
total number of edge atoms is
which equals 1/

. This gives us a ratio of edge atoms to total atoms of

. For large values of N (large platelets) this ratio decreases which is to say

that the edge effects become more and more negligible for larger platelets. ONIOM calculations
have been used thus far to treat the edge effects, which are less pronounced for larger platelets.
Based on this intuitive finding, it is concluded that van der Waals calculation should be suitable
in treating large platelets and obtaining the energy barrier of exfoliation.
3.2 EXFOLIATION RATE CALCULATION
In Section 2.6 it was shown that the following formula can be used to estimate the reaction rate 94
governing the exfoliation process:
[3.1]

Here, h is Plank’s constant,

is Boltzmann constant, T is absolute temperature, and

one-way energy barrier governing the exfoliation.

is the

is obtained by using GAUSSIAN program

or vdW code to calculate the energy barrier of exfoliation and entropy.
Based on the results and discussions presented in Section 3.1, the exfoliation energy barrier for
platelet sizes of 20 Å and 40 Å are presented in Table 3 above. In order to obtain
essary to have

, it is nec-

. This is given by Eq. [2.30]. Various parameters that are used in this equation

are given for 20 Å and 40 Å sheets in Tables 4-8.
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Table 4: Calculated moments of inertia for 20 Å and 40 Å sheets. Subscript A denotes singlelayer sheet and x, y, and z correspond to moment of inertia about each axis, respectively.

Table 5: Calculated characteristic temperatures of rotation for 20 Å and 40 Å sheets. Subscript A
denotes single-layer sheet and 1, 2, and 3 correspond to shift directions.
Based on the values in Table 5, the condition

is validated regarding Eq. (2.18).
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Table 6: Calculated force constants for Å and 40 Å sheets for translation-induced and rotationinduced vibrations. Subscripts AC, ZZ, and perp represent the armchair, zigzag, and perpendicular (normal) translation-induced vibration directions; x, y, and z subscripts represent the rotationinduced vibration about the x, y, and z axis, respectively.

Table 7: Calculated reduced mass and reduced moment of inertia for 20 Å and 40 Å sheets. The
subscripts x, y, and z represents the axis in which moment of inertia is calculated about.

Table 8: Calculated vibration frequencies for 20 Å and 40 Å sheets. Vibration frequencies correspond to three translation-induced vibration directions along armchair (AC), zigzag (ZZ), and
perpendicular or normal direction as well as three rotation-induced vibrations about x, y, and z
axes. Vibration frequency in direction normal to graphene planes is an order of magnitude greater than translational vibration frequency, corresponding to hard and soft modes, respectively.
Based on values in Table 8, condition

is satisfied for all the vibration frequencies

and moderate temperatures (T=273-373K). Equation (2.21) is therefore valid.
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Table 9: Calculated entropy values and corresponding single-exfoliation-event reaction rates in
vacuum for 20 Å and 40 Å sheets at temperatures of 273 K, 300 K, and 373 K, respectively.
The calculated entropy values

for 20 and 40 Å sheets are presented in Table 9. Recall Eq.

(2.13)

The energy barrier

is comprised of two terms,

barrier in the energy curves, whereas
term, energy barrier

and

comes directly from energy

is calculated and presented above. By subtracting the

is lowered and thus exfoliation is onset at lesser energy values.

As is observed from Table 9, the reaction rates turn out to be too small. One should keep in
mind, however, that these rates correspond to one single graphene platelet’s exfoliation in vacuum. In order to obtain an exfoliation rate under realistic circumstances, it is necessary to account
for solvent effects. Here, the properties of the solvent that directly enter our formalism are the
dielectric constant and surface energy. The former causes shielding of electrostatic interactions
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and its inverse should be multiplied by the energies, while the latter provides the energy necessary to generate new surface area in the solvent (by the newly exposed surfaces of the exfoliated
platelet). The energy barriers and vibration frequencies would therefore be reduced in solvent
owing to the shielding effect, however, the (unshielded) surface energy contribution should be
added to the (shielded) energy barrier. Here, two typical solvents; water and Nmethylpyrrolidone (NMP), with dielectric constants 78.3 and 32.2, and surface energies 71.97
and 40.7 mJ/m2 are considered. Furthermore, the shielding effect of solvent’s dielectric constant
only on the energy barriers is treated, and change in entropy is ignored (owing to change of vibration frequencies). As showed above, the entropy contribution to the free energy is small compared to that of the energy barrier. The resulting reaction rates are presented in Table 10.

Table 10: Calculated reaction rates for a single exfoliation event for 20 Å and 40 Å sheets including solvent effects.

51

Comparing Tables 9 and 10, it is clear that inclusion of solvent results in more realistic estimation of reaction rates. It should be mentioned that including surfactants will cause reduction of
the required surface energy. This will further increase the reaction rates.

3.3 GRAPHENE-BASED COMPOUNDS FOR HYDROGEN STORAGE
This part of the current thesis work deals with metal atom adsorption on vacancy-defected and
pristine graphene patches. The focus is to investigate the hydrogen storage capacity of metaldoped graphene and compare the results for pristine and vacancy-defected graphene. Vacancy
defects are shown to provide enhanced metal binding energy to graphene, making the metal +
graphene complex a more stable substrate for hydrogen adsorption. Optimizations are performed
for a hexagonal graphene cluster similar to cornene molecule, only larger. The graphene structures are shown below in Figure 14. Our variety of metal atom additions (Be, Li, and Ti) is used
to highlight any trends in metal-graphene binding distance and energy based on element location
on the periodic table.
Molecular Relaxation Methods
Molecular relaxations are performed with Gaussian 09 using the following three methods:
1. Full HSE
2. ONIOM (H2 treated with MP2; graphene + metal substrate with HSE)
3. ONIOM (H2 + metal atom with MP2; graphene with HSE)
Full HSE relaxation is useful in providing an accurate starting guess for atomic geometry in a
reasonable amount of time. Due to the large disk/memory requirements for full MP2 calcula52

tions, use of ONIOM method is inevitable. In methods (2) and (3) above, ONIOM is used to treat
various parts of the system with MP2 or HSE level accuracy. Refer to Figure 15 for the three different partitionings. The novelty of the MP2 method for treating physisorbed molecules is discussed in references52-55. MP2 level of theory has been used to calculate physisorption energy
very accurately comparable to experimental values in the case of hydrogen molecules on
graphene53.

Figure 14: Pristine graphene platelet (left); and vacancy defect graphene platelet (right)

Relaxations are performed using three methods discussed above. After relaxation of metal atom
on graphene, hydrogen atoms are introduced symmetrically around the atom and relaxations are
again performed with same method and basis. Relaxation of metal atoms on vacancy graphene
tends to result in deformed graphene lattice (as evidenced in Figure 16). The metal atoms prefer
to form chemical bonds in the region of vacancy defect which induces graphene platelet defor-
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mation in some cases. Metal atoms on pristine graphene result in a non-deformed, planar
graphene. These results are explained in detail in the results section.

Figure 15: The three methodologies used for molecular relaxation. (a) Full HSE, (b) ONIOM (
@ MP2; atom + graphene @ HSE), (c) ONIOM (

+ metal @ MP2; graphene @ HSE)

Results
Essential results obtained in this study include the following:
1. Optimized metal-graphene distance and geometry for Be, Li, and Ti atoms
2. Binding energy of these atoms on both pristine and vacancy-defect graphene
3. Binding energy of hydrogen molecules on metal-doped graphene
4. Weight percent (wt %) of hydrogen stored for each case.
The following equations are used in calculation of binding energy and wt% of hydrogen stored:
[3.2]
[3.3]
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[3.4]

In equation [3.4], Carbon is multiplied by 12, which represents the number of carbon atoms immediately below the overlaying structure of metal atom + hydrogen adsorbates. If the metal atoms + hydrogen molecules were distributed evenly and symmetrically (in clusters) across an infinite graphene sheet, 12 C atoms is enough to ensure that there is no overlap of superstructures
(i.e. a fully saturated graphene sheet).
Binding energy of metal on graphene
As stated earlier, relaxations of metal on vacancy-defect graphene generally result in deformed
graphene lattice (shown in Figure 16). This is also explained by the binding energy calculations.
of metal atoms are calculated to be approximately an order of magnitude larger for the vacancy-defect graphene systems compared with pristine metal-doped graphene. Table 11 shows the
calculated metal binding energies. These results show that when the metal atom is more strongly
absorbed, the graphene becomes deformed. In order to have a practical hydrogen storage substrate, the metal atoms should be chemically bonded to the graphene to prevent metal atom clustering. This way, hydrogen can be desorbed while the metal remains a permanent part of the
graphene substrate.
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Table 11: Binding energies calculated with the three different methods: (1) Full HSE; (2) H2 @
MP2; (3) H2+metal @ MP2 for the three metal atoms: Be, Li, and Ti on vacancy and pristine
graphene.
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Figure 16: HSE relaxed geometry for vacancy-defect and pristine graphene for Ti, Li, and Be
atoms with up to 4 H2 adsorbed. (a) 2Ti-pristine with 4H2, (b) 2Li-pristine with 4H2, (c) 2Bepristine with no H2, (d) 2Ti-vacancy with 4H2, (e) 2Li-vacancy with 4H2, (f) 2Be-vacancy with
4H2. In (c) no H2 adsorption is considered because Be on pristine graphene has negligible binding energy and such a Be-graphene substrate would not be suitable for H2 storage. In every other
case, up to 4 H2 can be adsorbed.

Binding Energy of hydrogen on metal-doped graphene
For our relaxed hydrogen-metal complexes, binding energies were calculated in terms of energy
per each hydrogen molecule. It is well established that BE per H2 should be in the range of 0.2
to 0.6 eV. The calculated hydrogen binding energies are presented in Table 11.
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In general, Table 11 shows increased binding energy of metal on graphene in the presence of vacancy defect. Binding energy of the H2 tends to decrease as the number of H2 is increased from
1H2 to 4H2. H2 binding energy is also less when calculated with the method (3). Based on these
ONIOM partitionings, method (3) should provide results most similar to that of full MP2 treatment.
Weight ratio of hydrogen stored
From Eq. (3.4) it is possible to calculate the wt % of hydrogen stored for each substrate. These
results are presented in Table 12.

Table 12: Calculated values for hydrogen storage by mass (wt %) on metal-doped graphene substrates: Be, Li, and Ti, respectively.
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It is observed that some of the systems considered here have promising hydrogen storage capacity as compared to the US Department of Energy goal of 9 wt% hydrogen volumetric density by
2015 (mentioned in Section 1.6 of Introduction).

59

4. CONCLUSIONS

In conclusion, graphene has been introduced as a novel nanomaterial and various methods used
in graphene production are described. Each production method has its own advantages and disadvantages, with disadvantages including high cost and/or low graphene sample quality. The liquid phase exfoliation of graphene has been shown to be a very promising method for large-scale
production (i.e. tons) of nearly defect-free graphene platelets at a feasible cost. The exfoliation
process has been modeled though accurate molecular-scale calculations on graphene bilayers of
various dimension (i.e. 20 Å and 40 Å lateral side length, and larger). With the accurate calculations, energy barriers of exfoliation can be determined (i.e. Gibbs free energy, based on internal
system energy and entropy) for 20 Å, 40 Å, and larger graphene sheets. After the energy barrier
is determined, a rate equation is used to calculate the exfoliation rate of the said process. These
calculations reveal that the exfoliation rate is rather sluggish at temperatures near room temperature under vacuum condition. Including solvent effects, specifically dielectric constant and surface energy, however, results in much better estimates of the reaction rates. Although surfactants
are not considered here, inclusion of surfactant interactions in the exfoliation process could also
improve the estimation of exfoliation rate to obtain a more thorough understanding of the liquid
phase exfoliation of graphene. The methods used within are flexible in a sense that they allow for
exfoliation rate to be predicted at nearly any temperature and for any solvent.
In a more fundamental finding, it was shown that quantum mechanical treatment of the graphene
edges during exfoliation does not significantly alter the energy barrier result (as compared to
pure universal force field approach). This finding is rather important, because it shows that the
UFF results (which can be achieved in a shorter time) is in very good agreement with the quan60

tum-mechanical calculations (which can takes days/weeks). With this being said, the UFF method or methods based on van der Waals interactions should be sufficient enough for calculations
regarding graphene sheets and exfoliation energy calculations. These findings should allow for
much larger graphene systems to be treated in future work (i.e. larger sheets or more stacked layers of graphene).

The potential for graphene to be used as novel hydrogen storage substrate/medium for renewable
energy sources like hydrogen fuel cells has been demonstrated. Accurate molecular-scale optimization schemes are used to predict the hydrogen storage properties of metal-doped graphene substrates. Results for the weight percent of maximum hydrogen uptake achievable are presented
and compared with the Department of Energy requirements/goals. The maximum achievable
wt% shown within is on the order of 9 wt%, which exceeds the D.O.E. goal, a promising finding.
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