In this paper we propose a method for blind signal decomposition that does not require the independence or stationarity of the sources. We define suitable quotients of linear combinations of the images of the mixtures in a given frame and we show experimentally that such quotients can be used to recursively extract three sources from only two measurements. A general strategy to extract more than three sources from two measurements is proposed.
Introduction
Independent Component Analysis can recover signals that are linearly mixed with an unknown mixing matrix. All algorithms are essentially based on some local learning rule (see [L] and references therein, but also [QKS] ). This procedure is effective, but it suffers from the need to assume that sources are independent and stationary. A different approach is taken in [CC] , where sources are assumed to be independent and non-stationary and only time-delayed correlations of the observations are used to recover the mixing matrix. None of the previous methods can handle the case of mixtures of sources and their echoes, since clearly a source and its shifted versions are not independent.
In this paper we suggest an algorithm that requires a different set of assumptions on the sources. This algorithm allows to estimate more than two sources given at least two mixtures. More specifically let Clearly, if we denote the expansion of s n in D by S n , we have:
Let R be a non-singular 2×2 real-valued matrix that we call exploratory matrix, and consider the quotient
In this paper we use the collection of Q R [k] for some choice of R to find atoms in the dictionary where each source is dominant. This in turn reduces the search for the estimation of the sources to a type of projection pursuit. The reasoning behind our method is that, if at k 0 there is only one source, say S n1 , then
that is, the value of the quotient at k 0 is independent of the value of the measurements at that point, but it depends only on the coefficients a n1 , b n1 of S n1 . Ideally, if at each k only one source is dominant, the distribution of the values of Q R , is made up of several delta functions of different weigth centered at 0 (due to the elements in the dictionary where there is no contribution from any signal), and at the value of the quotients
.., N that we can assume finite for a generic choice of R. To be able to discriminate the sources in the histogram of the value distribution of Q R , it is therefore necessary that bn an = bm am when n = m, we call bn an the slope of the source s n . In this ideal setting, the number of 'dominant' peaks of the value distribution of the non zero values of Q R gives us an estimate of the number of sources and their positions will give the values of the q R (n) and therefore also the values of the slopes bn a n . Unfortunately in practice it is not possible to enforce a total separation of the sources in D, therefore the value distribution of Q R will at best give the position of the few most prominent peaks. So, any effective algorithm based on the previous insights must be able to recursively reduce the influence of the sources on the shape of the histogram of Q R . Even then, we need additional restrictions to avoid having degenerate situations in which ghost sources are detected. Assume for example that S m = pS n , p constant, 0 < m, n ≤ N in some region M ⊂ D where the contribution of other signals is marginal. Then we have that, on M:
The slope b n +pb m a n +pa m of a 'source' that does not exist as physical entity would be detected. Therefore we must require that sources are linearly independent on most atoms of the dictionary. On the other hand it is indeed possible that sources can be very similar in some cases, thus it is expected that there will always be limit cases that lead the algorithm into detecting ghost sources. Our own auditory system is not immune from illusions. We summarize now the previous discussion in a series of conditions that seem to be necessary for the histogram of the value distribution of Q R to help in detecting the sources :
Condition (1): 
These conditions are not fully rigorous, moreover conditions (2) and (3) are dependent on the choice of D, which, as we will see, is changing in time in the algorithm we developed, nevertheless such restrictions are the background against which we can assess the practical applicability of our method to specific problems. In the examples of next section something stronger that condition (1) is enforced, namely we select the mixing matrix in a set of matrices such that the angle between any two vectors (a i , b i ) is larger than a given constant. We produce in this way matrices that are 'non degenerate' with respect to our method. Note that we do not require the sources to be independent or stationary, but rather we have geometrical separation conditions of the sources in the dictionary D. In essence, two related data sets (X 1 and X 2 ) are projected onto a one dimensional space through the non-linear function Z = R(1,1)X 1 +R(1,2)X 2 R(2,1)X1+R(2,2)X2 , therefore we can view the underlining method as a type of non-linear projection pursuit in which the choice of the exploratory matrix determines the specific non-linear projection of interest (see [H] for an extensive treatment of projection pursuit). In a way, we can say that our approach relaxes the requirements on the sources while it imposes more stringent conditions on the mixing matrices.
The second section of this paper introduces the general strategy of the 'quotient projection' algorithm. In section three we perform experimental separations for the case of two mixtures and three sources. Moreover we show that, for the case of speech sources, a more sophisticated technique is needed if we want to extract four sources from two measurements. The strategy of such generalized algorithm is outlined.
The possibility of identifying and separating sources through the use of the simple quotient X1 X 2 in time frequency domain was already underlined by Rickard and collaborators in [RD] , [RBR] , [RY] , and [BR] , but see also our preliminary unpublished work [NBK] . In this paper on the other hand we stress the possibility of choosing several exploratory matrices to build a robust algorithm that can be implemented in general dictionaries, expecially the results in section three show that any one single choice of exploratory matrix is unable to properly identify all sources for most mixing matrices.
It should be noted that a major problem for speech (audio) signals is to find the correct model of their mixing. Our assumption here (implicit in the way in which the mathematical model is constructed) corresponds to instantaneous mixing; while this choice is common in testing the basic performance of blind signal separation algorithms, it is very restrictive for real world signals, where one needs to take into account echoes and asynchrony of measurements.
Quotients Projections
We directly give a description of the basic steps of our algorithm (based on the insights of the previous section), we then explain the heuristics behind it. 
Go to step (a).
The first thing to note is that (a)-(f), as it is, does not have a termination rule. In the experiments performed in next section we iterated the core loop (a)-(f) a fixed large number of times. Note also that the selection of D and R in (a) does not need to be the same at every iteration. Actually we will see in the examples of the following section that there is an advantage in selecting several dictionaries to find all atoms that contribute to a given source. The same reasoning can be applied to the choice of R: we will give evidence in the next section that the most general strategy based on (a)-(f) uses several choices of R. The algorithm (a)-(f) first identifies the dominant sources in step (b), with the inspection of the histogram of Q R , then it uses the localization of the peaks associated to these sources in steps (d) to (e) to 'extract' all the structure belonging to such dominant sources as visible in the dictionary D. The whole process is repeated with another dictionary in a fashion similar to matching pursuit algorithms [M] .
Step (b) is ambiguous as we do not explain how to find the 'significant' sources, the fact is that the number of sources that can be extracted is limited in any case when the sources are speech signals (our main case of study). In our implementation we assume we know a priori the maximum number N 0 of sources and we build a robust estimator of the first significant N < N 0 maxima of the histogram of the value distribution of Q R . The specific implementation of step (b) of our procedure is the following: 
, and M = max n m n , we consider significant only the maxima such that the m n > 0.05M . Moreover
It is immediatly evident that there are several parameters chosen in (b') in a somewhat arbitrary way, nevertheless (b') as stated seems to work for large classes of mixing matrices and for most speech sources we tested. Further experimental and theoretical work would be necessary to establish if (b') is indeed the most efficient implementation of (b). Here we only say that often the true quotient q R (n) will not be detected as a maximum of H R , but it will appear as sizeable asymmetrical 'enlargment' of one of the other peaks (see Figure 6 in next section), these enlargments are associated to inflection points of the smoothened histogram, so our choice of n as half the distance of the computed quotients q n from the nearest inflection point prevents the most common cause of clustering two separate sources in a single reconstruction.
Remark: we restrict our attention to the case in which all (a n , b n ) are in the positive quadrant, as this case correspond to the most relevant applications in speech processing where the coefficients of the mixing matrix are positive attenuation coefficients of the energy intensity. Given the previous restriction, any fixed choice of R such that r 1 , r 2 are properly contained in the positive quadrant does assure that there is a lower bound on < v i , r j >, j = 1, 2 for any possible v i in the positive quadrant. Note that the choice of R = 1 0 0 1 , that is the simple quotient
, would reduce the ability of identifying any source s n such that (a n , b n ) ≈ (1, 0) or (a n , b n ) ≈ (0, 1) since in the first case s n would have marginal contribution in the denominator, and in the second case the signal would be marginal in the numerator and there would be no significant peak associated to q R (n) in the histogram of the value distribution of Q R .
Remark: in [BR] the authors offer an interesting stochastic model for mixing of speech signals, that in the case of quotient
provides an optimal estimation of the position of the peaks. It is conceivable that similar ideas could be used in our case, instead of the heuristic in (b'), to find the position of the peaks, the identification of n in (d) above, and possibly to select the optimal exploratory matrix as well.
Experiments and Further Developments.
We treat in this section two distinct cases: the case of three sources of interest and two measurements, and the case in which there are four sources and two measurements. In this second case we give evidence that no single choice of exploratory matrix is enough to find all four quotients.
In the following two experiments we apply the algorithm to speech signals from the TIMIT database. Because of this choice, the dictionary in (a) is selected to be a cosine packets or wavelet packets basis (see [M] ) of the sum of the current x 1 and x 2 . These types of bases are known to be effective in approximating speech signals and therefore they increase the chance of having condition 2 satisfied. Moreover to increase the robustness of the iterative structure extraction, we attenuate the coefficients selected in (e) and we alternate between wavelet packets bases and cosine packets bases in (a). We explicitely write these modifications of steps (a) and (e):
(a')Given x 1 and x 2 , compute x = x 1 + x 2 . Choose a 'random' cosine or wavelet packets basis D for x. Choose an exploratory matrix R.
(e') If the basis used is a cosine packets basis set α = 0.4, otherwise if it is a wavelet packets basis set
Remark: The values of α for cosine and wavelets packets were heuristically adjusted to obtain good reconstruction when the algorithm alternates one iteration using cosine packets and one using wavelets packets. As regards the 'random' choice of basis in (a'), in this paper we simply selected a small set of basis trees and alternated among them uniformly to generate our cosines and wavelets packets bases. The issue of basis selection deserves certainly a more detailed study and in a subsequent paper we will compare the performance of several different ways to choose dictionaries in (a'). We are now ready to write down the basic implementation of our algorithm:
(A1)Apply (a) and (b') once with the windowed Fourier frame (see [S] ) as choice of dictionary D.
(A2)Apply (a'), (c)-(d), (e') and (f ) a fixed number (T = 60) of times, alternating in (a') a choice of cosine packets and wavelet packets basis.
We first expand in the windowed Fourier frame (rather than a basis) to assure the generation of a relatively smooth histogram determined by local time frequency structure. Note that the identification of the dominant regions in the windowed Fourier frame are used only to 'track' the positions of the quotients q R (n): the sources do not need to be totally separated in any given basis. Rather we use several bases in (A2) to recursively separate the structure belonging to different sources.
Example 1: In our first set of experiments, we asks for the estimation of three unknown speech sources (of a duration of about one second) given two measurements, a situation that, in the setting of this paper, can be described by the model:
We apply the algorithm to 30 instances of the model with a u , b u , u = 1, 2, 3 chosen as coordinates of unit vectors in the positive quadrant such that the angle between any two of them is at least π/16. The specific way we generated such mixing matrices is the following: we repetedly compute three angles θ n , n = 1, 2, 3, chosen uniformly in [0, π 2 ] until their minimum angular distance is bigger than π 16 . We then set a n = sin(θ n ) and b n = cos(θ n ). The choice of the exploratory matrix is taken as R = sin(
, for some δ << π 16 .The reason we take both numerator and denominator close to (sin( π 4 ), cos( π 4 )) is that for this choice we have the largest possible lower bound on the reduction of the norm of the projection of any vector in the positive quadrant, so avoid, as much as we can, to unwittingly reduce the contribution of one source to the overall value distribution of Q R . Figure 1 shows the generic smoothened histogram generated by (b'). The attenuation coefficient α in (e') prevents a full recovery of the energy of the sources, but what we are really interested in is of course the overall shape of the reconstruction, so in scaled to have norm one. In Figure 5 we show the two original mixtures. Since the comparison between sources and reconstructions is meaningful only modulo a rescaling of them, we define the scaled Signal-to-Noise Ratio (scaled SNR) to be the usual SNR (measured in decibel) where signal and reconsrtuction are scaled to have norm one.
We can summarize our results by noting that: in all cases except one we find three maxima and therefore we obtained reconstructions of all sources s 1 ,s 2 and s 3 96% of the time. The mean scaled SNR was: 7.6db for reconstructions of s 1 , 6.4db for reconstructions of s 2 and 6.3db for reconstructions of s 3 . The perceptual quality was very good for most reconstructions.
Incidentally the same set of 30 mixtures, if analyzed with the exploratory matrix R = 1 0 0 1 , leads to lower scaled SNR and lower proportion of reconstructions:
we reconstruct exactly one source 20% of the time, exactly two sources 43% of the time and just 37% of the time we recover exactly three sources. On the other hand, the mean scaled SNR for the cases in which we do have reconstruction is only slightly worse than for the exploratory matrix of example 1. We have scaled SNR of :7.6db for the nonzeros reconstructions of s 1 , 5.8db for the nonzeros reconstructions of s 2 and 6.2db for the nonzeros reconstructions of s 3
Example 2: The generalization to the recovery of more than three sources in the setting of algorithm (A1)-(A2) is problematic. Assume for example that we have 4 specific speech sources s i , i = 1, ..., 4 (of a duration of about one second) and two mixtures,
All other details are as in example 1, modulo the increase in the number of sources. The result of applying algorithm (A1)-(A2) to this setting is somewhat disappointing. We reconstruct exactly one source 20% of the time, exactly two sources 54% of the time, exactly three sources 23% of the time and just 3% of the time we recover exactly four sources. The mean scaled SNR is: 4db for reconstructions of s 1 , 4.2db for reconstructions of s 2 , 3.7db for reconstructions of s 3 and 4.2db for reconstructions of s 4 . In Figure 6 we show a typical histogram generated by (b'), we see clearly that the procedure fails to detect one of the quotients, which appears as an inflection point at the right of largest maxima.
We may think that a diminishing quality of the reconstructions is unavoidable as the number of sources increases, after all we are dealing with more and more underdetermined systems of vector equations. On the other hand we do believe that at least the attempt of reconstructing 4 speech sources from 2 measurements is within the reach of our method. In Figure 7 we show the position of true ('o' curves) and computed ('*' curves) quotients as we change a particular unidimensional family of exploratory marices for a specific fixed choice of mixing matrix. We assume that the angular distance between coefficients of the sources is larger than π 16 (as we enforced in Examples 1 and 2). The family of exploratory matrices has the form: R β = sin(β + π 100 ) cos(β + π 100 ) sin(β) cos(β) where β goes from 0 to π. That is R β is made of two vectors that are much closer to each other than any two vectors (a n , b n ).
Note that each of the true quotient curves γ n is defined exactly modulo π and that it has a very regular monotone shape, with divergence corresponding to the value of β that makes (sin(β), cos(β)) perpendicular to (a n , b n ). Also note that there is at least one value of R β for which the computed quotient curveγ n is locally well approximating the corresponding γ n . While there is no value of R β for which all curves are locally approximated. This observation is the key of a refinement of algorithm (A1)-(A2) that we sketch in (B1)-(B4). Preliminary results show that (B1)-(B4) is effective in extracting 4 speech sources from 2 measurements most of the time, we will come back in a subsequent paper on a complete implementation and analysis of this 'moving' quotient algorithm. Data files of the sources, mixtures and reconstructions computed in examples 1 and 2 are available upon request for direct evaluation of their perceptual quality. 
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