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HITTING TIME IN REGULAR SETS AND LOGARITHM LAW
FOR RAPIDLY MIXING DYNAMICAL SYSTEMS
STEFANO GALATOLO
Abstract. We prove that if a system has superpolynomial (faster than any
power law) decay of correlations (with respect to Lipschitz observables) then
the time τ(x, Sr) needed for a typical point x to enter for the first time a set
Sr = {x : f(x) ≤ r} which is a sublevel of a Lipschitz funcion f scales as
1
µ(Sr)
i.e.
lim
r→0
log τ(x, Sr)
− log r
= lim
r→0
log µ(Sr)
log(r)
.
This generalizes a previous result obtained for balls. We will also consider
relations with the return time distributions, an application to observed systems
and to the geodesic flow of negatively curved manifolds.
1. Introduction and statement of results
Let (X,T, µ) be an ergodic system on a metric space X and fix a point x0 ∈ X .
For µ-almost every x ∈ X , the orbit of x goes closer and closer to x0 entering
(sooner or later) in each positive measure neighborhood of the target point x0.
For several applications it is useful to quantify the speed of approaching of the
orbit of x to x0. In the literature this has been done in several ways, with more or
less precise estimations or considering different kind of target sets.
A general approach is to consider a family of sets Sr indexed by a real parameter
r containing x0 and give an estimation for the time needed for the orbit of a point
x to enter in Sr
τ (x, Sr) = min{n ∈ N
+ : T n(x) ∈ Sr}.
If X is a metric space, the most natural choice is to take Sr = Br(x0) (the ball
of radius r ). In this case several estimations are known for the behavior of τ (x, Sr)
as r → 0. For example if the system has fast decay of correlations or is a circle
rotation, or an interval exchange map with generic arithmetical properties then for
a.e. x
(1.1) lim
r→0
log τ (x,Br(x0))
− log r
= dµ(x0)
(see [6, 10, 13, 15]) it is worth to remark that in this case τ(x,Br(x0)) ∼ r
−dµ ∼
1
µ(Sr)
how it is natural to expect in a system having ”stochastic” behavior: roughly
speaking, as the target shrinks you need more and more iterations to reach it,
but mixing makes geometry of the target to be ”forgotten” and only its measure
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”recalled”, making the time needed to enter, to be inversely proportional to this
measure.
On the other hand it is worth to remark that there are mixing systems (hav-
ing particular arithmetical properties and slow decay of correlations) for which
lim infr→0
log τ(x,Br(x0))
− log r =∞ > dµ(x0) (see [7] [8]).
In some cases, even if X is a metric space it is interesting to look to different
target sets: for example considering a tubular neighborhood of a ”singular set” and
asking how much time we need to approach the singular set at a distance r (see
[4]).
Another interesting situation is when X has a local product structure and one
is interested to approach only some coordinates, for example when X is a tangent
bundle of a manifold M and the dynamics is given by the geodesic flow, here one
can be interested to approach a given target in M giving no importance to the
other coordinates (see [18],[21], e.g.). Similar examples are given if one consider
the structure given by stable and unstable directions ([2]). Another particularly
interesting case where set other than balls become interesting is the case of ob-
served systems (see section 3.1 and [20] for a similar point of view in quantitative
recurrence).
We remark that in some of the cited papers the problem of estimating the speed
of approaching a target point is not always directly stated in the above form,
considering the hitting time to a set, but considering the behavior of some distance
to a point or by the so called dynamical Borel Cantelli lemma (see e.g. [2],[3] which
can give a slightly more precise estimation for typical hitting times in small sets
than the one given in 1.1) general relations between these approaches can be found
in [7] and [11].
In this note we take the point of view of equation 1.1 and consider target sets
of the form Sr = {x ∈ X , f(x) ≤ r} where f is a Lipschitz function. The main
result (see theorem 3.2 for a precise statement) is a generalization of the one given
in [6] for this more general family of sets: if the system has superpolynomial decay
of correlations with respect to Lipschitz observables, then the power law behavior of
the hitting time in regular sets Sr as defined in the abstract satisfies a ”logarithm
law” of the form
(1.2) lim
r→0
log τ (x, Sr)
− log r
= d(f)
where d(f) = lim
r→0
logµ(Sr)
log(r) , generalizing the formula for the local dimension which
is in the right hand of eq. 1.1.
We will also give relations limit return time statistic (see Thm. ??) in the sets
Sr a similar statement for observed systems (see section 3.1 ).and an application
(see section 3.0.1) to geodesic flows on negatively curved manifolds.
2. Setting and basic results
Let f be a Borel measurable function such that f ≥ 0 on X . Let consider
sublevel sets Sr = {x ∈ X , f(x) ≤ r}. Let us consider the power law behavior of
the hitting time to the set Sr as r → 0
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(2.1) R(x, f) = lim sup
r→0
log τ(x, Sr)
− log(r)
, R(x, f) = lim inf
r→0
log τ (x, Sr)
− log(r)
.
In this way τ (x, Sr) ∼ r
−R(x,f) for small r. We remark that the indicator R(x, y)
of [6] is obtained when f(x) = d(x, y) and the indicator R(x) of [1] is obtained as
a further special case when x = y.
Let us recall that the definition of local dimension of a measure on a metric
space. If X is a metric space and µ is a measure on X the local dimension of µ
at x is defined as dµ(x) =lim
r→0
log(µ(B(x,r)))
log(r) (when the limit exists). Conversely, the
upper local dimension at x ∈ X is defined as dµ(x) =limsup
r→0
log(µ(B(x,r)))
log(r) and the
lower local dimension dµ(x) is defined in an analogous way by replacing limsup
with liminf . If dµ(x) = dµ(x) = d almost everywhere the system is called exact
dimensional. In this case many notions of dimension of a measure will coincide. In
particular d is equal to the dimension of the measure: d = inf{dimH Z : µ(Z) = 1}
(see e.g. [19]). By analogy with the definition of local dimension let us consider
(2.2) d(f) = lim sup
r→0
logµ(Sr)
log(r)
, d(f) = lim inf
r→0
logµ(Sr)
log(r)
Between those two indicators there is a general relation, which follow by a direct
application of the classical Borel Cantelli lemma:
Proposition 1. Let f be as above. Then
(2.3) R(x, f) ≥ d(f) , R(x, f) ≥ d(f)
µ-a.e.
Before to prove the above proposition we point out an elementary remark on the
behavior of real sequences which will be often used in the following.
Lemma 2.1. Let rn be a decreasing sequence such that rn → 0. Suppose that
there is a constant c > 0 satisfying rn+1 > crn eventually as n increases. Let
τr : R → R be decreasing. Then lim infn→∞
log τrn
− log rn
= lim infr→0
log τr
− log r and
lim supn→∞
log τrn
− log rn
= lim supr→0
log τr
− log r .
Proof. (of proposition 1) First we prove R(x, f) ≥ dµ(f). Let us consider the set
of x where R(x, f) < dµ(f) , we will prove that this set has zero measure. By the
above lemma we will consider a sequence of radii rk of the form rk = 2
−k. Let us
consider d < dµ(f), then we have eventually that µ(S2−k) ≤ 2
−dk. Let us consider
d′ < d and
A(d′) = {x ∈ X |R(x, f) ≤ d′}.
By definition of R(x, f), it holds that for each m
(2.4) A(d′) ⊂ ∪n≥m ∪
i≤2n(
d+d′
2
)
T−i(S2−n)
but µ( ∪
i≤2n(
d+d′
2
)
T−i(S2−n)) ≤ 2
n(d+d
′
2 ) ∗ 2−dn and n(d+d
′
2 ) − dn < 0, hence this
sequence of sets has summable measure and by the classical Borel Cantelli lemma
µ(A(d′)) = 0, proving the first inequality.
4 STEFANO GALATOLO
Now we prove R(x, f) ≥ dµ(f). Again, we can suppose rk to be of the form
rk = 2
−k. Suppose d′ < dµ(f), let us consider
A(d′) = {x ∈ X |R(x, f) < d′}.
If 0 < d′ < d < dµ(f) then there is a sequence nk such that
(2.5) µ(S2−nk ) < 2
−dnk for each k.
On the other side for each x ∈ A(d′) the relation τ(x, S2−n) < 2
d+d′
2 n must hold
eventually. Let us consider
(2.6) C(m) = {x ∈ A(d′)|∀n ≥ m, τ (x, S2−n) < 2
d+d′
2 n}.
This is an increasing sequence of sets “converging” to A. If we prove that lim inf
m→∞
µ(C(m)) =
0 the statement is proved. By the definition of C(m) we see that
(2.7) C(nk) ⊂ ∪
i≤2
d+d′
2
nk
T−i(S2−nk )
the latter is made of 2
d+d′
2 nk sets, whose measure can be estimated by Eq. 2.5,
because T is measure preserving. Then µ(C(nk)) ≤ 2
d+d′
2 nk ∗ 2−dnk and µ(C(nk))
goes to 0 as k →∞. 
3. Fast mixing systems
As it is well known, in a mixing system we have µ(A ∩ T−n(B)) → µ(A)µ(B)
for each measurable sets A,B. The speed of convergence of the above limit can be
arbitrarily slow (depending on T but also on the shape of the sets A,B). In many
systems however the speed of convergence can be estimated for sets having some
regularity.
Let us remark that considering 1A(x) =
{
1 if x ∈ A
0 if x /∈ A
the mixing condition
becomes
∫
1B ◦ T
n1Adµ→
∫
1Adµ
∫
1Bdµ.
Definition 3.1. Let φ, ψ : X → R be Lipschitz observables on X . A system
(X,T, µ) is said to have superpolynomial decay of correlations with respect to
Lipschitz observables, if
|
∫
φ ◦ T nψdµ−
∫
φdµ
∫
ψdµ| ≤ ||φ|| ||ψ||Φ(n)
with Φ having superpolynolmial decay, i.e. limnαΦ(n) = 0, ∀α > 0.
Here || || is the Lipschitz norm. This is one of the weakest requirements on
the space of observables. Decay of correlations with respect to Holder observables
implies it. In the remaining part of the section we will prove the following result
Theorem 3.2. If f : X → R+ is ℓ-Lipschitz, the system has superpolynomial decay
of correlations, as above, and d(f) exists, then for a.e. x it holds
(3.1) R(x, f) = d(f).
Before to prove the theorem we will need some preliminary lemmas: the first is
technical and allow to use decay of correlation to estimate the measure of certain
intersections of sublevels.
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Lemma 3.3. Let rn → 0 and Srk be a sequence of nested sets as above, let Ak =
T−k(Srk) and let us write A−1 = X. If (X,T, µ) is a system satisfying definition
3.1 then there is N such that when k > j > N
(3.2) µ(Ak ∩ Aj) ≤ µ(Ak−1)µ(Aj−1) +
4ℓ2 Φ(k − j)
(rk−1 − rk)(rj−1 − rj)
.
Proof. Let
(3.3) fn(x) =


rn−1−f(x)
rn−1−rn
if x ∈ Srn−1 − Srn
1 if x ∈ Srn
0 if x /∈ Srn−1
these are ℓ
rn−1−rn
-Lipschitz functions, and with support in Srn−1 . Notice that
µ(Srn) ≤
∫
fn(x)dµ ≤ µ(Srn−1). The Lipschitz norm is such that ||fk||Lip ≤
ℓ
rn−1−rn
+1. IfN is big enough that rn−1−rn ≤ ℓ, ∀n ≥ N, then ||fk||Lip ≤
2ℓ
rn−1−rn
.
Let k > j > N . Since µ is preserved
µ(Ak ∩ Aj) = µ(T
−k+j(Srk) ∩ Srj ) ≤
∫
fk ◦ T
k−j fj dµ.
By decay of correlations∫
fk ◦ T
k−j fj dµ ≤
∫
fkdµ
∫
fjdµ+ ||fk||Lip ||fj ||LipΦ(k − j) ≤
≤ µ(Ak−1)µ(Aj−1) + ||fk||Lip ||fj||Lip Φ(k − j)
which gives the statement. 
The second Lemma we will use is a sort of dynamical Borel Cantelli lemma for
systems having fast decay of correlations ( [6] , Lemma 7)
Lemma 3.4. Let Sk be a decreasing sequence of measurable sets such that
lim inf
k→∞
log(
∑k
0 µ(Sk))
log(k)
= z > 0.
Let Ak = T
−k(Sk) and let us suppose that the system is such that when k > j
(3.4) µ(Ak ∩ Aj) ≤ µ(Ak−1)µ(Aj−1) + k
c1jc2Φ(k − j)
with Φ having superpolynomial decay and c1, c2 ≥ 0. Then posing
(3.5) Zk(x) =
k∑
0
1Ai(x)
we have Zk
E(Zk)
→ 1 in the L2 norm and almost everywhere.
We remark that, since the set sequence is decreasing the condition µ(Ak ∩Aj) ≤
µ(Ak−1)µ(Aj−1) + ... is slightly more relaxed than µ(Ak ∩Aj) ≤ µ(Ak)µ(Aj) + ....
This is a technical point which will allow us to use Lemma 3.3 without further
technical complications and apply the Lemma 3.4 to the sequence Srk . This will
allow to prove the main result:
Proof. (of Thm. 3.2) Let us prove R(x, f) ≤ dµ(f) for almost each x. For simplicity
of notations let us set d = dµ(f). We recall that this implies R(x, f) ≤ d and the
opposite inequalities come from theorem 1. Let us consider 0 < β < 1
dµ(f)
, the
sequence rk = k
−β and set Sk = Srk (we remark that if the result is proved for
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such a subsequence, then it holds for all subsequences, see lemma 2.1). For each
small ǫ < β−1 − d, eventually µ(Sk) ≥ (rk)
d+ǫ = k−β(d+ǫ) and if k is big enough∑k
0 µ(Sk) ≥ Ck
1−β(d+ǫ). Since ǫ is arbitrary we have
lim inf
k→∞
log(
∑k
0 µ(Sk))
log(k)
≥ 1− β(d+ ǫ) > 0.
Moreover, rk−1 − rk ∼ k
−β−1. Hence we can apply Lemma 3.3 and 3.4 to the
sequence Sk and obtain that for such a sequence lim
n→∞
Zn
E(Zn)
= 1, µ−almost every-
where.
Let us now consider ǫ′ > 0 such that β(d + ǫ′) > 1 for β as above, near to 1
d
.
Moreover let us consider ε > 0 so small that β(d+ε) < 1 and β(d+ǫ′)− 1−β(d−ε)1−β(d+ε) > 0.
Let us consider x such that R(x, f) > d+ ǫ′, then for infinitely many n, τ (x, Sn) >
nβ(d+ǫ
′). Then
x /∈ ∪0≤i≤⌊nβ(d+ǫ′)⌋T
−i(S
n
)
and in particular
x /∈ ∪
n≤i≤⌊nβ(d+ǫ′)⌋T
−i(S
n
) ⊃ ∪
n≤i≤⌊nβ(d+ǫ′)⌋T
−i(S
i
),
which implies that there is a sequence ni such that Zni(x) = Z
j
n
β(d+ǫ′)
i
k(x) (Z was
defined in lemma 3.4) for each i. Now let us consider E(Zni) and E(Z
j
n
β(d+ǫ′)
i
k).
By the definition of d = dµ(f), when i is big enough
i−β(d+ε) < µ(Si) < i
−β(d−ε)
then there are constants k1 and k2 such that when n is big enough k1n
1−β(d+ε) <
E(Zn) < k2n
1−β(d−ε). From this we have that if i is big enough
E(Zni)
E(Zj
n
β(d+ǫ′)
i
k) ≤
k2n
1−β(d−ε)
i
k1
⌊
n
β(d+ǫ′)
i
⌋(1−β(d+ε)) ∼
∼
k2
k1
n
(1−β(d−ε))−β(d+ǫ′)(1−β(d+ε))
i .
By the assumptions on ε, (1 − β(d − ε)) − β(d + ǫ′)(1 − β(d + ε)) = (1 − β(d +
ε))(1−β(d−ε)1−β(d+ε) − β(d+ ǫ
′)) < 0, hence
lim
i→∞
E(Zni)
E(Zj
n
β(d+ǫ′)
i
k) = 0.
Since ni was chosen such that Zni(x) = Z
—
n
β(dµ(f)+ǫ′)
i
(x) this implies that
(3.6)
Zni(x)
E(Zni)
E(Zj
n
β(d+ǫ′)
i
k)
Zj
n
β(d+ǫ′)
i
k(x) =
E(Zj
n
β(d+ǫ′)
i
k)
E(Zni)
→∞
as i increases. Then is not possible that lim
n→∞
Zn(x)
E(Zn(x))
= 1. This, implies that
R(x, f) > d + ǫ′ on a zero measure set. Finally, since ǫ′ can be chosen to be
arbitrarily small we have the statement. 
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3.0.1. Geodesic flow and its time one map. As a simple application of the main
theorem (3.2) we give a sort of logarithm law for the geodesic flow in a negatively
curved manifold, which is a sort of discrete time version of the main result of [18].
We remark that since we only need an estimation for the decay of correlation, we
can apply the deep results available for this kind of flows and consider manifolds
with (variable) negative curvature instead of constant curvature ones. We will use
the following result from [17]:
Theorem 3.5. The geodetic flow T t of a C4 manifold with strictly negative curva-
ture is exponentially mixing with respect to Holder observables: there exists C and
σ > 0 such that
(3.7) |
∫
φ ◦ T tψdµ−
∫
φdµ
∫
ψdµ| ≤ C ||φ||α ||ψ||α e
−σt.
Theorem 3.2 hence gives
Proposition 2. Let M be a C4 manifold of dimension d with strictly negative
curvature and T 1M be its unitary tangent bundle. Let π : T 1M →M the canonical
projection. If T is the time 1 map of the geodesic flow, µ the Liouville measure on
T 1M , and d the Riemannian distance on M, then for each p ∈M :
(3.8) lim sup
n→∞
− log d(p, π(T nx))
logn
=
1
d
holds for almost each x ∈ T 1M.
Proof. By the above theorem, the time 1 map associated to the flow has exponen-
tial decay of correlations for Holder observables and hence for Lipschitz too. Let
us consider the function f : T 1M → R given by f(x) = d(π(x), p). Since the Liou-
ville measure is absolutely continuous, with density bounded away from zero, the
associated sets Sr are such that
log µ(Sr)
log(r) → d, then by Theorem 3.2
(3.9) lim
r→0
log τ (x, Sr)
− log(r)
= d.
Let dn(x, p) = mini≤n dist(π(T
i(x)), p), let us suppose that for n big enough dn =
n−α(n). Since lim
n→0
log τ(x,S
n−α(n)
)
− log(n−α(n))
= d then ∀ǫ if n big enough
(3.10) nα(n)d−α(n)ǫ ≤ τ (x, Sn−α(n))
but τ (x, Sn−α(n)) ≤ n hence n
α(n)d−α(n)ǫ ≤ n , α(n)d−α(n)ǫ ≤ 1 and then α(n) ≤
1
d−ǫ
. This implies that lim sup
n→∞
− log dn(p,π(T
nx))
logn ≤
1
d
. On the other hand there are
infinitely many n such that τ (x, Sn−α(n)) = n. This with the same calculation as
above implies the statement. 
3.1. Observed systems. An important case where hitting time for sets different
than balls become interesting and our approach very natural is the case of observed
systems. Here the behavior of the system (X, d, T, µ) is observed trough a measur-
able function F : X → Y and we look to the time needed for F (T nx) to approach
F (x0) (in [20] something similar was done for quantitative recurrence indicators).
The function naturally induces a measure F ∗(µ) on Y , defined as F ∗(µ)[A] =
µ(F−1(A)) for each measurable set A ⊆ Y . We can then consider the local dimen-
sion of the induced measure dF∗(µ) of F
∗(µ) and the observed hitting times:
8 STEFANO GALATOLO
(3.11) τFr (x, x0) = min{k ∈ N
+, F (T k(x)) ∈ Br(F (x0))}.
Proposition 3. Let us consider f : X → R defined by f(x) = d(F (x), F (x0)), then
for each x ∈ X
dF∗(µ)(F (x0)) = d(f),(3.12)
τFr (x, x0) = τ (x, Sr)(3.13)
where Sr = {x ∈ X , f(x) ≤ r} as in 2.2 and d(f) is also defined as in 2.2.
Proof. The proof is straightforward from definitions
dF∗(µ)(F (x0)) = lim
r→0
log(F ∗(µ)[Br(F (x0))])
log r
= lim
r→0
log(µ(F−1(Br(F (x0))))
log r
=
= lim
r→0
logµ({x ∈ X , d(F (x), F (x0)) ≤ r})
log(r)
= lim
r→0
logµ(Sr)
log(r)
= d(f)
moreover
τFr (x, x0) = min{k ∈ N, F (T
k(x)) ∈ Br(F (x0))} = τ (x, Sr).

This gives the following corollary of the main theorem 3.2 for observed systems
Corollary 1. If we consider an observed system as above and: F : X → Y is Lips-
chitz, the system has superpolynomial decay of correlatinos, as above, dF∗(µ)(F (x0))
exists, then
lim
r→0
log τFr (x, x0)
− log(r)
= dF∗(µ)(F (x0))
µ-a.e.
The following theorem form [20] ensures the existence of the local dimension for
a class of interesting examples of observed systems.
Theorem 3.6. Let F : Rm→Rn be a C∞function, let µ be an absolutely continuous
measure on Rm, then dF∗(µ) exists and belongs to the set {0, 1, ...,min(m,n)} almost
everywhere. More precisely, dF∗(µ)(f(x)) = rank(dxF ) for µ−almost every x ∈
R
M .
4. A relation with return time statistics
The return time statistics is a widely studied feature of dynamics (see e.g. [16], [1]
and references therein) and has links with other subjects as the extreme value theory
([5]) Let us consider a measurable function f , the above sets Sr = {x : f(x) ≤ r}
and the statistical distribution of return times in these sets. We say that the return
time statistics of (X,T ) converges to g for the sets Sr, if
(4.1) lim
r→0
µ({x ∈ Sr, τ(x, Sr) ≥
t
µ(Sr)
})
µ(Sr)
= g(t).
If g(t) = e−t we say that the system has an exponential return time limit statis-
tics. Such statistics can be found in several systems with some hyperbolic behavior
in some class of decreasing sets, however other limit distributions are possible. The
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following shows that if the logarithm law does not hold then the return time statistic
has a trivial limit.
Theorem 4.1. If (X,T, µ) is ergodic, the measure is finite, nonatomic and
(4.2) R(x, f) > dµ(f)
a.e., then the system has trivial return time statistic in the sets Sr. That is, the
limit in 4.1 exists for each t and g(t) = 0.
Let us consider the set
(4.3) Cl,r = {x ∈ Sr, τ(x, Sr) > lµ(Sr)
−1}.
We remark that if the return time statistic converges to g as above then lim
r→0
µ(Cl,r)
µ(Sr)
=
g(l). The above theorem is implied by the following
Lemma 4.2. If there is an l > 0 such that lim sup
r→0
µ(Cl,r)
µ(Sr)
> 0 then R(x, f) ≤ dµ(f).
Proof. Let us consider a number l, a sequence rn → 0 such that limn→∞
µ(Cl,rn)
µ(Srn)
> 0
and the sets T−1(Cl,rn), T
−2(Cl,rn), ..., T
−⌊l (µ(Srn )−1)⌋(Cl,rn). All these sets are
disjoint because if there was x ∈ T−i(Cl,rn)∩T
−j(Cl,rn) with i, j ≤
⌊
l (µ(Srn)
−1)
⌋
then τ (Tmin(i,j)(x), Srn) ≤ |i − j| and by definition of Cl,rn , T
min(i,j)(x) can-
not be contained in Cl,rn , leading to a contradiction. The set Un = T
−1(Cl,rn) ∪
T−2(Cl,rn)∪...∪T
−⌊l (µ(Srn )−1)⌋(Cl,rn) is then such that µ(Un) ≥
⌊
l (µ(Srn)
−1)
⌋
µ(Cl,rn).
Since limn
µ(Cl,rn)
µ(Srn)
> 0 there is a c > 0 s.t. µ(Cl,rn) ≥ cµ(Srn) for n big enough,
then µ(Un) ≥ c
⌊l (µ(Srn)−1)⌋
µ(Srn )
−1 > c
′ > 0. We remark that the set of points
G = {x ∈ X s.t. x ∈ Urn for infinitely many n}
has positive measure. We remark that if a point x is contained in Urn for some n
then T i(x) ∈ Srn for i ≤
⌊
l (µ(Srn)
−1)
⌋
and then τ (x, Srn) ≤
⌊
l (µ(Srn)
−1)
⌋
.
If dµ(f) = d then for each δ > 0, if n is big enough, µ(Srn) ≥ rn
d+δ. Hence
τ(x, Srn) ≤
⌊
l (µ(Srn)
−1)
⌋
≤
⌊
l rn
−(d+δ)
⌋
, giving
−log(τ(x,Srn))
log(rn)
≤ d + δ for infin-
itely many n then R(x, f) ≤ d. This is true for x belonging in a positive measure
set G. Since µ is ergodic and R(x, f) = R(T (x), f), we have the statement. 
Remark 4.3. The mixing system without logarithm law given in [7] hence has trivial
return limit statistic in each centered sequence of balls, this give an example of a
smooth mixing systems with trivial return time statistics.
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