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Abstract
In this paper we obtain higher order asymptotic profilles of solutions to the Cauchy
problem of the linear damped wave equation in Rn
utt −∆u+ ut = 0, u(0, x) = u0(x), ut(0, x) = u1(x),
where n ∈ N and u0, u1 ∈ L2(Rn). Established hyperbolic part of asymptotic expansion
seems to be new in the sense that the order of the expansion of the hyperbolic part depends
on the spatial dimension.
1 Introduction
In this paper we consider the Cauchy problem of the solution to the linear damped wave equation
utt −∆u+ ut = 0, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(1.1)
where n ∈ N and u0, u1 ∈ L2(Rn) are given initial data.
Our purpose is to obtain higher order asymptotic expansions of the solution to problem
(1.1) in the L2 framework for all spatial dimension n. We investigate both the wave and the
diffusive structure. As will be described later in detail, we propose a quite simple idea to obtain
such profiles by applying the Taylor theorem to the appropriate functions, which are naturally
included in the damped wave equation itself.
Now let us recall previous studies on the asymptotic behavior of solutions to damped wave
equations.
In [17] Matsumura, who made a pioneering study on this subject, first obtained Lm-L2 decay
estimates of solutions. Since then, many mathematicians have analyzed the diffusion structure
of hyperbolic type equations and systems (see e.g., [6], [7] and [24]). His study in [17] is also
applied to the Cauchy problem of the nonlinear equation
utt −∆u+ ut = |u|p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(1.2)
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where p > 1. Concerning the problem (1.2), Todorova-Yordanov [23] studied the so-called critical
exponent problem, which implies that there exists a exponent p∗ > 1 of the nonlinear term |u|p
such that if the power p of the nonlinearity satisfies p∗ < p, then the corresponding problem
(1.2) has a unique small data global solution, while if 1 < p ≤ p∗, then the associated solution
of (1.2) does not exist globally in time. In [23], they derived p∗ = 1+2/n, which coincides with
the Fujita exponent in the heat equation case [3]. Independently of them [23], Ikehata-Miyaoka-
Nakatake [14] succeeded in proving the global existence and optimal decay estimates of the total
energy of the weak solutions to problem (1.2) with the power p > p∗ for n = 1, 2, and p > 2
for n = 3. It should be mentioned that the results in [23] fully depends on the compactness
assumption on the support of initial data, while in [14] they removed it. (See also [12], [13],
[15], [19] and references therein.) In this line, one should cite an extremely important result
due to Nishihara [19], who derived the Lp-Lq estimates for the difference between the solution
u(t, x) to problem (1.1) and the sum of solutions w(t, x), w˜(t, x), and v(t, x) corresponding to
the equations 
wtt −∆w = 0, t > 0, x ∈ Rn,
w(0, x) = u0(x), x ∈ Rn,
wt(0, x) = u1(x), x ∈ Rn,
w˜tt −∆w˜ = 0, t > 0, x ∈ Rn,
w˜(0, x) = 0, x ∈ Rn,
w˜t(0, x) = u0(x), x ∈ Rn,
and heat equation {
vt −∆v = 0, t > 0, x ∈ Rn,
v(0, x) = u0(x) + u1(x), x ∈ Rn,
respectively. In fact, Nishihara in [19] derived
u ∼ e− t2
{
w +
(
1
2
+
t
8
)
w˜
}
+ v, t→∞, (1.3)
and this work has been done for n = 3. Before [19], to the best of the author’s knowledge, no
attempt has been done to derive such a wave effect appeared in the first term of the right-hand
side of (1.3). This wave effect has been considered as an error term for it decays much faster that
diffusive part v. When Nishihara obtains and evaluates the wave effect, he suggested a method
to divide the solution u into two parts: one is a wave part multiplied by e−
t
2 , and the other one
is an integrated function whose integrand includes the modified Bessel function. Nowadays, this
fashion is known as the Nishihara decomposition. Narazaki [18] obtained the Lp-Lq estimates
for general n, however its asymptotic profile increases as the spatial dimension n does. This fact
is already pointed out by Hosono-Ogawa [8]. In [8], they also showed the Lp-Lq estimates for
the same function as that of [19] in the case of n = 2. Marcati-Nishihara [16] dealt with the
case n = 1, and derived that the solution u to problem (1.1) with n = 1 behaves like
u ∼ e− t2w + v, t→∞. (1.4)
It should be mentioned that in (1.4) the term e−
t
2 (1/2 + t/8)w˜ is dropped as compared with
(1.3). One cannot find a clear explanation why there is such a difference of the profiles between
(1.3) and (1.4). In this paper we will study the reason concerning the difference, and the work
will be done for all n (see Proposition 4.1 and 4.2 below). This is one of our novelties.
Quite recently, Sakata-Wakasugi [20] extended the idea of [1] and [19] to obtain the asymp-
totic profile of the solution to (1.1) for general n ∈ N, and applied it to the study of the hot
spots of solutions to (1.1).
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Many asymptotic expansions of solutions to parabolic type equations are well-studied (see
[2], [4], [5], [9], [10], [11] and references therein). From the viewpoint of the diffusion phenomena
of the solution to (1.1), it is quite natural to consider the higher order expansions to the solution
to problem (1.1). Takeda [21] recently succeeded in deriving the asymptotic profile of diffusive
part of the solution to (1.1), and also obtained Lp-Lq estimates together with weighted L1
estimates. In his study the following asymptotic profile is obtained; for arbitrary m ∈ N,
uˆ(t, ξ) ∼ 1
2
m∑
j=0
m−j∑
k=0
αj,k(−t)j |ξ|2(2j+k)e−t|ξ|2û0
+
m∑
j=0
m−j∑
k=0
m−j−k∑
ℓ=0
αj,kβℓ(−t)j |ξ|2(2j+k+ℓ)e−t|ξ|2û1.
(1.5)
Here the coefficients αj,k and βℓ are
αj,k :=
1
j!k!
dk
drk
φj(r)
∣∣∣∣
r=0
, βℓ :=
1
ℓ!
dℓ
drℓ
ψ(r)
∣∣∣∣
r=0
, (1.6)
where
φj(r) :=
(
1
1/2 +
√
1/4− r
)2j
, ψ(r) :=
1
2
√
1/4 − r .
The method to obtain (1.5) is called the Takeda expansion. The number of summation symbols
in (1.5) represents how many times the Taylor theorem is applied. As a result, the resulting
expansion (1.5) is so complicated and redundant in the sense that some of coefficients are 0, for
example, α0,k = 0 for k ∈N.
As will be seen later, this complexity can be avoided by discovering appropriate functions to
which the Taylor theorem can be applied. The appropriate functions are naturally determined
by the equation itself. The diffusive part of the asymptotic profile developed in this paper seems
to be different from (1.5), but it will be shown that it actually coincides with (1.5) (see Ap-
pendix).
In the rest of this section we explain our main idea to obtain precise wave and diffusive
structures. As is often explained, the damped wave equation is a cross between the wave
equation (when ut drops), and the heat equation (if utt is removed). So the solution to (1.1)
has wave-like property and behaves like the heat flow. From this observations, when one wants
to see the diffusive structure, one considers the equation
autt −∆u+ ut = 0 (1.7)
with small a > 0. Then, in order to describe the solution of (1.1) (=(1.7) with a=1), we first
solve (1.7) in the Fourier space. In fact, the solution uˆ(t, ξ; a) of (1.7) is expressed by
uˆ(t, ξ; a) = e−
t
2a cos
t
√
a|ξ|2 − 14
a
 û0 + e− t2a sin
(
t
√
a|ξ|2− 1
4
a
)
√
a|ξ|2 − 14
(
1
2
û0 + aû1
)
. (1.8)
Although a = 0 may be a singular limit, it works well in the diffusive part. For example, when
one divides the first term in the right-hand side of (1.8) in the low frequency parts as follows
e−
t
2a cos
t
√
a|ξ|2 − 14
a
 = 1
2
exp
(
− 2t|ξ|
2
1 +
√
1− 4a|ξ|2
)
− 1
2
e
−t
(
1
2a
+
√
1−4a|ξ|2
)
, |ξ| ≪ 1
3
(see also the proof of Proposition 4.3), one finds the first term on the right-hand side can be
defined at a = 0, and the heat kernel e−t|ξ|
2
automatically appears. By this consideration, we
naturally encounter nice functions g and h, and similarly f to be expanded asymptotically (see
(2.1) below).
It will be considered whether this method works or not in such “hybrid” type equations.
The strongly damped wave equation
utt −∆u−∆ut = 0
will be studied in a forthcoming paper.
The rest of this paper is organized as follows. In section 2 we describe the asymptotic profile
of the solution to (1.1) and state the main theorem. In section 3 we prepare several lemmas for
the proof of Theorem 2.1. In section 4 we give the proof of Theorem 2.1, which directly follows
from the results in section 3. As in Appendix, we will see that the asymptotic profile obtained
in this paper includes the results in [8], [16], [19], and [21].
2 Main Result
The solution u = u(t, x) of (1.1) is given by (see e.g., [19])
u(t) = K0(t)u0 +K1(t)
(
1
2
u0 + u1
)
,
where
K0(t)g = F−1
[
e−
t
2 cos
(
t
√
|ξ|2 − 1
4
)
gˆ
]
= F−1
[
e−
t
2 cosh
(
t
√
1
4
− |ξ|2
)
gˆ
]
,
K1(t)g = F−1
e− t2 sin
(
t
√
|ξ|2 − 14
)
√
|ξ|2 − 14
gˆ
 = F−1
e− t2 sinh
(
t
√
1
4 − |ξ|2
)
√
1
4 − |ξ|2
gˆ
 .
Here the function gˆ represents the Fourier transform of g,
gˆ(ξ) =
∫
R
n
e−ix·ξg(x) dx.
The inverse Fourier transform F−1 is similarly defined.
We introduce cut-off functions. Let χL, χH and χM be smooth functions such that
χL(r) :=
{
0, r ≥ 13 ,
1, r ≤ 14 ,
χH(r) :=
{
1, r ≥ 2,
0, r ≤ 1, χM(r) := 1− χL(r)− χH(r).
Set
f(r, c, t) := cos
(
t
√
r2 − c
)
,
g(r, a, t) := exp
(
− 2tr
2
1 +
√
1− 4ar2
)
,
h(r, a, t) :=
1√
1− 4ar2 exp
(
− 2tr
2
1 +
√
1− 4ar2
)
.
(2.1)
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In this paper N denotes the set of all natural numbers and we set N0 := N ∪ {0}.
Let b ∈ N and ℓ ∈ N. Define
W 1b (ξ, t) :=
b−1∑
k=0
(
1
4
)k 1
k!
∂kf
∂ck
(|ξ|, 0, t) ,
D1ℓ (ξ, t) :=
1
2
ℓ−1∑
k=0
1
k!
∂kg
∂ak
(|ξ|, 0, t),
and
W 2b (ξ, t) := 2t
−1
b−2∑
k=0
(
1
4
)k 1
k!
∂k+1f
∂ck+1
(|ξ|, 0, t) ,
i.e.,
W 2b (ξ, t) :=

2t−1
b−2∑
k=0
(
1
4
)k 1
k!
∂k+1f
∂ck+1
(|ξ|, 0, t), b ≥ 2,
0, b = 1,
D2ℓ (ξ, t) :=
ℓ−1∑
k=0
1
k!
∂kh
∂ak
(|ξ|, 0, t),
for ξ ∈ Rn and t > 0. We also define
m1b,ℓ,J(ξ, t) := χJ(|ξ|)
[
e−
t
2 cos
(
t
√
|ξ|2 − 1
4
)
− e− t2W 1b (ξ, t)−D1ℓ (ξ, t)
]
, (2.2)
m2b,ℓ,J(ξ, t) := χJ(|ξ|)
e− t2 sin
(
t
√
|ξ|2 − 14
)
√
|ξ|2 − 14
− e− t2W 2b (ξ, t)−D2ℓ (ξ, t)
 , (2.3)
for J = L, M , H.
For f ∈ L2(Rn), we set
‖f‖2 :=
(∫
R
n
|f(x)|2 dx
) 1
2
.
We are ready to state the main theorem.
Theorem 2.1 Let n ∈ N, b ∈ N with b > n/2, and ℓ ∈ N and let u be the solution of (1.1).
Then there exists a constant C > 0 such that∥∥∥∥uˆ(t)− (e− t2W 1b (t) +D1ℓ (t)) û0 − (e− t2W 2b (t) +D2ℓ (t))(12 û0 + û1
)∥∥∥∥
2
≤
(
Ct2(b−1)e−
t
2 + Ctbe−
t
2 + Ct−
n
4
−ℓ
)
‖u0‖2
+
(
Ct2(b−1)−1e−
t
2 + Ctb−1e−
t
2 + Ct−
n
4
−ℓ
)
‖u1‖2
for t ≥ 1. Here the constant C > 0 does not depend on t and the initial data u0, u1 ∈ L2(Rn).
Remark 2.1 A discovery of the condition b > n/2 is our main contribution. The leading term
of the hyperbolic part depends on the spatial dimension n.
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3 Preliminaries
Now we recall Faa` di Bruno’s formula which is a generalization of the chain rule to higher order
derivatives. Let k ∈ N, and let F (x) and G(x) be functions for which all necessary derivatives
are defined, then
dk
dxk
F (G(x)) =
∗∑
p1,...,pk
k!∏k
j=1 pj!j!
pj
F (
∑k
j=1 pj)(G(x))
k∏
j=1
(
G(j)(x)
)pj
.
Here and subsequently, the sum
∗∑
p1,...,pk
is taken over all (p1, . . . , pk) ∈ N0k satisfying
k∑
j=1
jpj = k.
This formula is useful when we write down all the terms in higher order derivatives of a
composite function in the sense that it describes all the coefficients explicitly.
3.1 Estimates in High-frequency Region
In this subsection, we obtain pointwise estimates for derivatives of cos
(
t
√
r2 − c
)
in the region
r ≥ 1 and 0 ≤ c ≤ 1/4. In this setting, we use the fact that
√
r2 − c ≥
√
3
2
r if r ≥ 1 and 0 ≤ c ≤ 1
4
,
without mentioning anything afterwards.
Lemma 3.1 Let b ∈ N. Then there exists a constant C1b > 0 such that∣∣∣∣ ∂b∂cb cos(t√r2 − c)
∣∣∣∣ ≤ C1b tbr−b (3.1)
for t ≥ 1, r ≥ 1 and 0 ≤ c ≤ 1/4. In particular, there exists a constant C2b > 0 such that∣∣∣∣ ∂b∂cb cos(t√r2 − c)
∣∣∣∣
c=0
∣∣∣∣ ≤ C2b tbr−b (3.2)
for t ≥ 1 and r > 0.
Proof. It suffices to consider the case b ≥ 2. Inductively, we have
∂j
∂cj
(√
r2 − c
)
= Lj
(√
r2 − c
)−(2j−1)
.
for j ∈ N. Here and after, Lj stands for the constant such that
Lj :=

−(2j − 3)!!
2j
, j ≥ 2,
−1
2
, j = 1.
(3.3)
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Set G(r, c) :=
√
r2 − c. Then, for each j ∈ N, there exists a constant Cj > 0 such that∣∣∣∣∂jG∂cj (r, c)
∣∣∣∣ ≤ Cjr−(2j−1) for r ≥ 1 and 0 ≤ c ≤ 1/4. (3.4)
We also see that
∂jG
∂cj
(r, 0) = Ljr
−(2j−1) for r > 0. (3.5)
Applying Faa` di Bruno’s formula, we have
∂b
∂cb
cos
(
tG(r, c)
)
=
∗∑
p1,...,pb
b!∏b
j=1 pj!j!
pj
cos(
∑b
j=1 pj)
(
tG(r, c)
) b∏
j=1
(
t
∂jG
∂cj
(r, c)
)pj
= tb
(
∂G
∂c
(r, c)
)b
cos(b)
(
tG(r, c)
)
+
∑
p1,...,pb
b!∏b
j=1 pj !j!
pj
t
∑b
j=1 pj cos(
∑b
j=1 pj)
(
tG(r, c)
) b∏
j=1
(
∂jG
∂cj
(r, c)
)pj
,
where the sum
∑
p1,...,pb
is taken over all (p1, . . . , pb) ∈ N0b satisfying
b∑
j=1
jpj = b with p1 ≤ b− 1.
It follows from (3.4) that∣∣∣∣ ∂b∂cb cos(t√r2 − c)
∣∣∣∣ ≤ Ctbr−b + C ∑
p1,...,pb
t
∑b
j=1r−
∑b
j=1(2j−1)pj
= Ctbr−b + C
∑
p1,...,pb
t
∑b
j=1r−2b+
∑b
j=1 pj
≤ Ctbr−b + C
∑
p1,...,pb
tb−1r−2b+(b−1)
= Ctbr−b + Ctb−1r−b−1 ≤ Ctbr−b
for t ≥ 1, r ≥ 1 and 0 ≤ c ≤ 1/4. Hence, we obtain (3.1). Inequality (3.2) is proved in the same
way as above with the aid of (3.5). Therefore the proof is complete. 
3.2 Estimates in Low-frequency Region
Here we often use the relation√
1− 4ar2 ≥
√
5
3
if 0 ≤ r ≤ 1
3
and 0 ≤ a ≤ 1.
To begin with, we check the asymptotic profile of wave part (see Appendix) is well-defined
as an L2 function in the low-frequency region. To do this, our first goal is to prove Lemma 3.5.
For this purpose, we prepare several lemmas.
Lemma 3.2 Define
Fk(r, c, t) :=
∂k
∂ck
cos
(
t
√
r2 − c
)
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for k ∈ N0. Then
Fk(r, c, t) =
1
4(r2 − c)
(
− t2Fk−2(r, c, t) + 2(2k − 3)Fk−1(r, c, t)
)
(3.6)
for k ≥ 2.
Proof. The proof is done by induction on k. Throughout the proof, we write Fk = Fk(r, c, t)
for simplicity. First we calculate
F1 =
t
2
√
r2 − c sin
(
t
√
r2 − c
)
,
F2 = − t
2
4(r2 − c) cos
(
t
√
r2 − c
)
+
t
4
(√
r2 − c
)3 sin(t√r2 − c)
= − t
2
4(r2 − c)F0 +
1
2(r2 − c)F1 =
1
4(r2 − c)(−t
2F0 + 2F1),
which shows that the statement is true for k = 2.
Assuming (3.6) to hold for k ≥ 2, we will prove it for k + 1. It follows that
Fk+1 =
1
4(r2 − c)2
(
− t2Fk−2 + 2(2k − 3)Fk−1
)
+
1
4(r2 − c)
(
− t2Fk−1 + 2(2k − 3)Fk
)
=
1
r2 − cFk +
1
4(r2 − c)
(
− t2Fk−1 + 2(2k − 3)Fk
)
=
1
4(r2 − c)
(
4Fk − t2Fk−1 + 2(2k − 3)Fk
)
=
1
4(r2 − c)
(
− t2Fk−1 + 2(2k − 1)Fk
)
.
Thus (3.6) is also true for k + 1. Therefore the proof is complete. 
From (3.6) of Lemma 3.2 we see that
Fk(r, 0, t) =
1
4
−t2Fk−2(r, 0, t) + 2(2k − 3)Fk−1(r, 0, t)
r2
=
1
4
(
− t2Fk−2(r, 0, t) + 2(2k − 3)Fk−1(r, 0, t)
)
r2k−3
r2k−1
.
Set
Ik(r, t) :=

1
2
t sin(tr), k = 1,
1
4
(
− t2Fk−2(r, 0, t) + 2(2k − 3)Fk−1(r, 0, t)
)
r2k−3, k ≥ 2.
Then, one has
Fk(r, 0, t) =
Ik(r, t)
r2k−1
for k ∈N.
Lemma 3.3 For all k ∈ N, it holds that
Ik(0, t) = 0
for t > 0.
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Proof. Faa` di Bruno’s formula and (3.3) yield
Fk(r, 0, t) =
∗∑
p1,...,pk
k!∏k
j=1 pj!j!
pj
cos(
∑k
j=1 pj)(tr)
k∏
j=1
(
tLjr
−2j+1)pj
=
∗∑
p1,...,pk
k!∏k
j=1 pj!j!
pj
 k∏
j=1
L
pj
j
 t∑kj=1 pjr−2k+∑kj=1 pj cos(∑kj=1 pj)(tr)
= −Lktr−2k+1 sin(tr)
+
∑
p1,...,pk
k!∏k
j=1 pj!j!
pj
 k∏
j=1
L
pj
j
 t∑kj=1 pjr−2k+∑kj=1 pj cos(∑kj=1 pj)(tr),
where the sum
∑
p1,...,pk
is taken over all (p1, . . . , pk) ∈ N0k satisfying
k∑
j=1
jpj = k with pk = 0.
This constraint shows
k∑
j=1
pj =
k−1∑
j=1
pj ≥ 2.
Substituting r = 0 into the following equality
Ik(r, t) = r
2k−1Fk(r, 0, t)
= −Lkt sin(tr) +
∑
p1,...,pk
k!∏k
j=1 pj!j!
pj
 k∏
j=1
L
pj
j
 t∑kj=1 pjr−1+∑kj=1 pj cos(∑kj=1 pj)(tr),
we finish the proof of lemma. 
Lemma 3.4 Let 2 ≤ k ∈ N. Then
1
r
∂
∂r
Ik(r, t) =
t2
2
Ik−1(r, t). (3.7)
Proof. The proof is done by induction on k. First we see that
I2(r, t) = − t
2
4
r cos(tr) +
t
4
sin(tr),
I3(r, t) = − t
3
8
r2 sin(tr)− 3t
2
8
r cos(tr) +
3t
8
sin(tr)
and so we have
I ′2(r, t) =
t3
4
r sin(tr), I ′3(r, t) = −
t4
8
r2 cos(tr) +
t3
8
r sin(tr).
Here we use symbol ′ as ∂/∂r for simplicity. Thus it follows that
I ′2(t, r) =
t2r
2
I1(t, r), I
′
3(t, r) =
t2r
2
I2(t, r).
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Hence (3.7) is true for k = 2, 3.
Next assuming (3.7) holds for k and k−1 with k ≥ 3, we will prove it for k+1. By definition
of Ik we have
Ik+1(t, r) =
2k − 1
2
Ik(t, r)− t
2
4
r2Ik−1(t, r).
Thus we obtain
1
r
I ′k+1(t, r) =
2k − 1
2
1
r
I ′k(t, r)−
t2
4
r2
1
r
I ′k−1(t, r)−
t2
2
Ik−1(t, r)
=
2k − 1
2
t2
2
Ik−1(t, r)− t
2
4
r2
t2
2
Ik−2(t, r)− t
2
2
Ik−1(t, r)
=
t2
2
(
2k − 3
2
Ik−1(t, r)− t
2
4
r2Ik−2(t, r)
)
=
t2
2
Ik(t, r),
and so (3.7) is true for k + 1. Therefore the proof is now complete. 
Lemma 3.5 Let k ∈ N. Then
lim
r↓0
(
∂k
∂ck
cos
(
t
√
r2 − c
)∣∣∣∣
c=0
)
=
t2k
2k(2k − 1)!! (3.8)
for t > 0.
Proof. By Lemmas 3.3 and 3.4 and (3.7), applying the l’Hospital rule k-times, it follows that
lim
r↓0
(
∂k
∂ck
cos
(
t
√
r2 − c
)∣∣∣∣
c=0
)
= lim
r↓0
Fk(r, 0, t) = lim
r↓0
Ik(r, t)
r2k−1
=
1
2k − 1 limr↓0
I ′k(r, t)
r2k−2
=
1
2k − 1
t2
2
lim
r↓0
Ik−1(r, t)
r2k−3
= · · ·
=
1
(2k − 1) · · · 5
(
t2
2
)k−2
lim
r↓0
I2(r, t)
r3
=
1
(2k − 1) · · · 5 · 3
(
t2
2
)k−1
lim
r↓0
I1(r, t)
r
=
t2k
2k(2k − 1)!!
(3.9)
for t > 0. 
The latter part of this subsection is devoted to obtain the estimates for diffusive part.
Lemma 3.6 Let k ∈ N0 and set G(r, a) =
√
1− 4ar2. Then there exists a constant C1k > 0
such that ∣∣∣∣∣ ∂k∂ak
(
1 +G(r, a)
)−1∣∣∣∣∣ ≤ C1kr2k (3.10)
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for 0 ≤ r ≤ 1/3 and 0 ≤ a ≤ 1. Furthermore, there exists a constant C2k 6= 0 such that
∂k
∂ak
(
1 +G(r, a)
)−1∣∣∣∣∣
a=0
= C2kr
2k (3.11)
for r ≥ 0. Here constatns C1k and C2k are independent of r and a.
Proof. It suffices to show the lemma for k ∈ N. Faa` di Bruno’s formula gives
∂k
∂ak
(
1 +G(r, a)
)−1
=
∗∑
p1,...,pk
k!∏k
j=1 pj!j!
pj
d
∑k
j=1
ds
∑k
j=1
s−1
∣∣∣∣∣
s=1+G(r,a)
k∏
j=1
(
∂jG
∂aj
(r, a)
)pj
.
We see that
∂jG
∂aj
(r, a) = 4jLjr
2jG(r, a)−(2j−1), (3.12)
where Lj is already defined in (3.3). Note that G(r, a)
−1 is bounded for 0 ≤ r ≤ 1/3 and
0 ≤ a ≤ 1, and that G(r, 0) = 1. Thus it follows that∣∣∣∣∣ ∂k∂ak
(
1 +G(r, a)
)−1∣∣∣∣∣ ≤ C
∗∑
p1,...,pk
k∏
j=1
r2jpj ≤ Cr2
∑k
j=1 jpj = Cr2k
for 0 ≤ r ≤ 1/3 and 0 ≤ a ≤ 1. We also see that
∂k
∂ak
(
1 +G(r, a)
)−1∣∣∣∣∣
a=0
=
∗∑
p1,...,pk
k!∏k
j=1 pj !j!
pj
d
∑k
j=1
ds
∑k
j=1
s−1
∣∣∣∣∣
s=2
k∏
j=1
C
pj
j r
2jpj
=
 ∗∑
p1,...,pk
k!∏k
j=1 pj!j!
pj
d
∑k
j=1
ds
∑k
j=1
s−1
∣∣∣∣∣
s=2
k∏
j=1
C
pj
j
 r2k.
for r ≥ 0. 
Lemma 3.7 Let k ∈ N. Then there exists a constant C > 0 such that∣∣∣∣ ∂k∂ak exp
(
− 2tr
2
1 +
√
1− 4ar2
)∣∣∣∣ ≤ Cr2ke−tr2 k∑
j=1
(tr2)j (3.13)
for 0 ≤ r ≤ 1/3, 0 ≤ a ≤ 1 and t > 0. Furthermore, there exist constants Cj > 0 such that
∂k
∂ak
exp
(
− 2tr
2
1 +
√
1− 4ar2
)∣∣∣∣
a=0
= r2ke−tr
2
k∑
j=1
Cj(tr
2)j (3.14)
for r ≥ 0 and t > 0. Here constants C and Cj (j = 1, . . . , k) are independent of r, a and t.
Proof. Set G(r, a) :=
√
1− 4ar2. Applying Faa` di Bruno’s formula, we have
∂k
∂ak
exp
(
− 2tr
2
1 +G(r, a)
)
=
∗∑
p1,...,pk
k!∏k
j=1 pj !j!
pj
exp
(
− 2tr
2
1 +G(r, a)
) k∏
j=1
(
∂j
∂aj
(
− 2tr
2
1 +G(r, a)
))pj
= exp
(
− 2tr
2
1 +G(r, a)
) ∗∑
p1,...,pk
k!∏k
j=1 pj!j!
pj
(−2tr2)
∑k
j=1 pj
k∏
j=1
(
∂j
∂aj
(
1 +G(r, a)
)−1)pj
.
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It follows from (3.10) of Lemma 3.6 that∣∣∣∣ ∂k∂ak exp
(
− 2tr
2
1 +G(r, a)
)∣∣∣∣ ≤ Ce−tr2 ∗∑
p1,...,pk
(tr2)
∑k
j=1 pj
k∏
j=1
r2jpj
= Ce−tr
2
r2k
∗∑
p1,...,pk
(tr2)
∑k
j=1 pj
≤ Ce−tr2r2k
k∑
j=1
(tr2)j
for 0 ≤ r ≤ 1/3, 0 ≤ a ≤ 1 and t > 0. Thus we obtain (3.13).
We see from (3.11) of Lemma 3.6 that
∂k
∂ak
exp
(
− 2tr
2
1 +
√
1− 4ar2
)∣∣∣∣
a=0
= e−tr
2
∗∑
p1,...,pk
k!∏k
j=1 pj !j!
pj
(−2tr2)
∑k
j=1 pj
k∏
j=1
(
C2j r
2j
)pj
= e−tr
2
r2k
∗∑
p1,...,pk
k!∏k
j=1 pj!j!
pj
(−2tr2)
∑k
j=1 pj
k∏
j=1
(
C2j
)pj
= e−tr
2
r2k
k∑
j=1
Cj(tr
2)j
for r ≥ 0 and t > 0. At last, we have replaced the constants with different ones. Hence, (3.14)
hols and the proof is complete. 
Lemma 3.8 Let k ∈ N. Then there exists a constant C > 0 such that∣∣∣∣ ∂k∂ak
(
1√
1− 4ar2 exp
(
− 2tr
2
1 +
√
1− 4ar2
))∣∣∣∣ ≤ Cr2ke−tr2 k∑
j=0
(tr2)j (3.15)
for 0 ≤ r ≤ 1/3, 0 ≤ a ≤ 1 and t > 0. Furthermore, there exist constants Cj such that
∂k
∂ak
(
1√
1− 4ar2 exp
(
− 2tr
2
1 +
√
1− 4ar2
))∣∣∣∣
a=0
= Cr2ke−tr
2
k∑
j=0
(tr2)j (3.16)
for 0 ≤ r ≤ 1/3, 0 ≤ a ≤ 1 and t > 0. Here constants C and Cj (j = 1, . . . , k) are independent
of r, a and t.
Proof. Again we set G(r, a) =
√
1− 4ar2. By the Leibniz rule we see that
∂k
∂ak
(
G(r, a)−1 exp
(
− 2tr
2
1 +G(r, a)
))
=
k∑
j=0
k!
(k − j)!j!
(
∂k−j
∂ak−j
G(r, a)−1
)(
∂j
∂aj
exp
(
− 2tr
2
1 +G(r, a)
))
.
On the other hand, for each i ∈ N, one has
∂i
∂ai
G(r, a)−1 = 2i(2i− 1)!!r2iG(r, a)−(2i+1). (3.17)
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This implies that ∣∣∣∣ ∂i∂aiG(r, a)−1
∣∣∣∣ ≤ Cr2i (3.18)
and that
∂i
∂ai
G(r, a)−1
∣∣∣∣
a=0
= 2i(2i− 1)!!r2i. (3.19)
Therefore, it follows form (3.13) and (3.18) that∣∣∣∣ ∂k∂ak
(
1√
1− 4ar2 exp
(
− 2tr
2
1 +
√
1− 4ar2
))∣∣∣∣
≤
∣∣∣∣ ∂k∂akG(r, a)−1
∣∣∣∣ e−tr2 +C k∑
j=1
∣∣∣∣ ∂k−j∂ak−jG(r, a)−1
∣∣∣∣ ∣∣∣∣ ∂j∂aj exp
(
− 2tr
2
1 +G(r, a)
)∣∣∣∣
≤ Cr2ke−tr2 + C
k∑
j=1
r2(k−j)r2je−tr
2
j∑
i=1
(tr2)i
= Cr2ke−tr
2
+ Cr2ke−tr
2
k∑
j=1
j∑
i=1
(tr2)i
≤ Cr2ke−tr2 + Cr2ke−tr2
k∑
j=1
(tr2)j
= Cr2ke−tr
2
k∑
j=0
(tr2)j
for 0 ≤ r ≤ 1/3, 0 ≤ a ≤ 1 and t > 0. Thus we obtain (3.15).
Next, we see from (3.14) and (3.19) that
∂k
∂ak
(
1√
1− 4ar2 exp
(
− 2tr
2
1 +
√
1− 4ar2
))∣∣∣∣
a=0
=
∂k
∂ak
G(r, a)−1
∣∣∣∣
a=0
e−tr
2
+
k∑
j=1
k!
(k − j)!j!
∂k−j
∂ak−j
G(r, a)−1
∣∣∣∣
a=0
∂j
∂aj
exp
(
− 2tr
2
1 +G(r, a)
)∣∣∣∣
a=0
= Dkr
2ke−tr
2
+
k∑
j=1
k!
(k − j)!j!Dk−jr
2(k−j)r2je−tr
2
j∑
i=1
Ci(tr
2)i
= Dkr
2ke−tr
2
+
k∑
j=1
k!
(k − j)!j!Dk−jr
2(k−j)r2je−tr
2
j∑
i=1
Ci(tr
2)i
= Dkr
2ke−tr
2
+
k∑
j=1
k!
(k − j)!j!Dk−jr
2ke−tr
2
j∑
i=1
Ci(tr
2)i
= Dkr
2ke−tr
2
+ r2ke−tr
2
k∑
j=1
Ej(tr
2)j
= r2ke−tr
2
k∑
j=0
Ej(tr
2)j .
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Here we have replaced some constants from Dj to Ej. Therefore the proof is complete. 
The following lemma is found in, e.g., [21] and [22].
Lemma 3.9 Let n ∈ N, 1 ≤ q ≤ ∞ and k ≥ 0. Then there exists a constant C > 0 such that
‖|x|ke−t|x|2‖Lq({x∈Rn:|x|≤1}) ≤ C(1 + t)−
n
2q
− k
2 .
for t ≥ 0.
Proof. In this paper, we use this lemma with q = 2, so we check it only for q = 2. It follows
that
‖|x|ke−t|x|2‖2L2(|x|≤1) =
∫
|x|≤1
|x|2ke−2t|x|2 dx ≤ C
∫ 1
0
r2k+n−1e−2tr
2
dr
≤ C
∫ 1
0
r2k+n−1e−(1+t)r
2
dr ≤ C(1 + t)− 2k+n2
∫ √t
0
R2k+n−1e−R
2
dR
≤ C(1 + t)−n2−k
for t ≥ 0. The proof is now complete. 
4 Poof of Theorem
Let u be the solution of (1.1). Then we see that∥∥∥∥uˆ(t)− (e− t2W 1b (ξ, t) +D1ℓ (ξ, t)) û0 − (e− t2W 2b (ξ, t) +D2ℓ (ξ, t))(12 û0 + û1
)∥∥∥∥
2
≤
∑
J=L,M,H
{
‖m1b,ℓ,J‖2‖u0‖2 + ‖m2b,ℓ,J‖2
(
1
2
‖u0‖2 + ‖u1‖2
)}
,
where mib,ℓ,J (i = 1, 2; J = L, M , H) are defined in (2.2) and (2.3). Proof of Theorem 2.1 can
be divided into the following six propositions by treating each mib,ℓ,J (i = 1, 2), which will be
estimated in the low, middle, and high frequency region with j = L, M , and H, respectively.
First we deal with the case mib,ℓ,H (i = 1, 2). It is essential to estimate the norm of wave
part W ib (i = 1, 2) on the support of χH , i.e., in the high frequency region.
Proposition 4.1 Let n ∈ N, b ∈ N with b > n/2, and ℓ ∈ N. Then there exists a constant
C > 0 such that ∥∥m1b,ℓ,H(t)∥∥2 ≤ Ctbe− t2
for t ≥ 1.
Proof. The Taylor theorem gives
cos
(
t
√
|ξ|2 − 1
4
)
−W 1b (ξ, t) = f
(
|ξ|, 1
4
)
−
b−1∑
k=0
1
k!
(
1
4
)k ∂kf
∂ck
(|ξ|, 0)
=
1
b!
(
1
4
)b ∂bf
∂cb
(
|ξ|, 1
4
τ
)
for some 0 ≤ τ ≤ 1. It follows from (3.1) that∣∣∣∣∣cos
(
t
√
|ξ|2 − 1
4
)
−W 1b (ξ, t)
∣∣∣∣∣ ≤ Ctb|ξ|−b, t ≥ 1,
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on the support of χH . Since −2b+ n < 0, we have∥∥∥∥∥χH(|ξ|)
[
cos
(
t
√
|ξ|2 − 1
4
)
−W 1b (ξ, t)
]∥∥∥∥∥
2
≤ Ctb‖|ξ|−b‖L2(|ξ|≥1)
≤ Ctb, t ≥ 1.
On the other hand, we can conclude from Lemma 3.7 that
∥∥χH(|ξ|)D1ℓ (ξ, t)∥∥2 ≤ C ∥∥∥e−t|ξ|2∥∥∥L2(|ξ|≥1) +
∥∥∥∥∥∥e−t|ξ|2
ℓ−1∑
k=1
|ξ|2k
k∑
jk=1
(t|ξ|2)jk
∥∥∥∥∥∥
L2(|ξ|≥1)
≤ Ctℓ−1‖|ξ|4(ℓ−1)e−t|ξ|2‖L2(|ξ|≥1)
≤ Ctℓ−1
(
e−
3
2
t
∫
|ξ|≥1
|ξ|8(ℓ−1)e− 12 |ξ|2 dξ
)1/2
≤ Ctℓ−1e− 34 t, t ≥ 1,
(4.1)
in the case ℓ ≥ 2. The same estimate also holds for ℓ = 1. 
Proposition 4.2 Let n ∈ N, b ∈ N with b > n/2, and ℓ ∈ N. Then there exists a constant
C > 0 such that ∥∥m2b,ℓ,H(t)∥∥2 ≤ Ctb−1e− t2
for t ≥ 1.
Proof. First, one considers the case b ≥ 2. By the Taylor theorem one has
sin
(
t
√
|ξ|2 − 14
)
√
|ξ|2 − 14
−W 2b (ξ, t) = 2t−1
[
∂f
∂c
(
|ξ|, 1
4
, t
)
−
b−2∑
k=0
1
k!
(
1
4
)k ∂k+1f
∂ck+1
(|ξ|, 0, t)
]
=
2
(b− 1)!
(
1
4
)b−1
t−1
∂bf
∂cb
(
|ξ|, 1
4
τ, t
)
for some 0 ≤ τ ≤ 1. It follows from (3.1) that∣∣∣∣∣∣∣
sin
(
t
√
|ξ|2 − 14
)
√
|ξ|2 − 14
−W 2b (ξ, t)
∣∣∣∣∣∣∣ ≤ Ctb−1|ξ|−b, t ≥ 1,
on the support of χH . Thus∥∥∥∥∥∥∥χH(|ξ|)
 sin
(
t
√
|ξ|2 − 14
)
√
|ξ|2 − 14
−W 2b (ξ, t)

∥∥∥∥∥∥∥
2
≤ Ctb−1, t ≥ 1,
in the case b ≥ 2. If b = 1 and n = 1, then one can obtain∥∥∥∥∥∥∥χH(|ξ|)
sin
(
t
√
|ξ|2 − 14
)
√
|ξ|2 − 14
∥∥∥∥∥∥∥
2
≤ C‖|ξ|−1‖L2(|ξ|≥1) ≤ C, t > 0.
15
On the other hand, from Lemma 3.8, a similar estimate to (4.1) shows that∥∥χH(|ξ|)D2ℓ (ξ, t)∥∥2 ≤ Ctℓ−1e− 34 t, t ≥ 1,
for ℓ ∈ N. 
Next we state some estimates in the low frequency region. They are the most difficult parts
to be proved in this paper.
Proposition 4.3 Let n ∈ N, b ∈ N and ℓ ∈ N. Then there exists a constant C > 0 such that∥∥m1b,ℓ,L(t)∥∥2 ≤ Ct2(b−1)e− t2 + Ct−n4−ℓ
for t ≥ 1.
Proof. If |ξ| ≤ 1/2, then
e−
t
2 cosh
(
t
√
1
4
− |ξ|2
)
=
1
2
e
−t
(
1
2
−
√
1
4
−|ξ|2
)
+
1
2
e
−t
(
1
2
+
√
1
4
−|ξ|2
)
.
By definition of g, we have e
−t
(
1
2
−
√
1
4
−|ξ|2
)
= g(|ξ|, 1, t), since
1
2
−
√
1
4
− |ξ|2 = |ξ|
2
1
2 +
√
1
4 − |ξ|2
=
2|ξ|2
1 +
√
1− 4|ξ|2 .
Hence, m1b,ℓ,L can be represented as
m1b,ℓ,L(ξ, t) = χL(|ξ|)
[(
1
2
g(|ξ|, 1, t) −D1ℓ (ξ, t)
)
+
1
2
e
−t
(
1
2
+
√
1
4
−|ξ|2
)
− e− t2W 1b (ξ, t)
]
.
By the Taylor theorem we have
1
2
g(|ξ|, 1) −D1ℓ (ξ) =
1
2ℓ!
∂ℓg
∂aℓ
(|ξ|, τ, t)
for some 0 ≤ τ ≤ 1. Therefore, it follows from (3.13) and Lemma 3.9 that
∥∥∥∥χL(|ξ|)(12g(|ξ|, 1, t) −D1ℓ (ξ, t)
)∥∥∥∥
2
≤ C
∥∥∥∥∥∥|ξ|2ℓe−t|ξ|2
ℓ∑
j=1
(t|ξ|2)j
∥∥∥∥∥∥
L2(|ξ|≤1)
≤ C
ℓ∑
j=1
tj
∥∥∥|ξ|2(j+ℓ)e−t|ξ|2∥∥∥
L2(|ξ|≤1)
≤ C
ℓ∑
j=1
tj(1 + t)−
n
4
−(j+ℓ)
≤ C(1 + t)−n4−ℓ, t > 0,
for ℓ ∈ N. Furthermore, we find that∥∥∥∥χL(|ξ|)e−t( 12+√ 14−|ξ|2)∥∥∥∥
2
≤ Ce−t( 12+
√
5
6
), t > 0.
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On the other hand, (3.9) and (3.2) imply
∥∥∥χL(|ξ|)e− t2W 1b (ξ, t)∥∥∥
2
≤ Ce− t2
b−1∑
k=0
t2k ≤ Ct2(b−1)e− t2 , t ≥ 1.
Combining above three inequalities, one obtains the desired estimates. 
Proposition 4.4 Let n ∈ N, b ∈ N and ℓ ∈ N. Then there exists a constant C > 0 such that
∥∥m2b,ℓ,L(t)∥∥2 ≤
{
Ct2(b−1)−1e−
t
2 + Ct−
n
4
−ℓ, b ≥ 2,
Ce−
t
2 + Ct−
n
4
−ℓ, b = 1,
for t ≥ 1.
Proof. Similarly to the proof of Proposition 4.3, we estimate
m2b,ℓ,L(ξ) = χL(|ξ|)
(h(|ξ|, 1, t) −D2ℓ (ξ, t))− e−t
(
1
2
+
√
1
4
−|ξ|2
)
√
1− 4|ξ|2 − e
− t
2W 2b (ξ, t)
 .
By the Taylor theorem we have
h(|ξ|, 1, t) −D2ℓ (ξ, t) =
1
ℓ!
∂ℓh
∂aℓ
(|ξ|, τ, t)
for some 0 ≤ τ ≤ 1. We use (3.15) and Lemma 3.9 to have
∥∥∥∥χL(|ξ|)(h(|ξ|, 1, t) −D2ℓ (ξ, t))∥∥∥∥
2
≤ C
∥∥∥∥∥∥|ξ|2ℓe−t|ξ|2
ℓ∑
j=0
(t|ξ|2)j
∥∥∥∥∥∥
L2(|ξ|≤1)
≤ C(1 + t)−n4−ℓ, t > 0,
for ℓ ∈ N. Next, it can be easily seen that∥∥∥∥∥∥χL(|ξ|)e
−t
(
1
2
+
√
1
4
−|ξ|2
)
√
1− 4|ξ|2
∥∥∥∥∥∥
2
≤ Ce−t( 12+
√
5
6
), t > 0.
Furthermore, by (3.9) and (3.2), one has
∥∥∥χL(|ξ|)e− t2W 2b (ξ, t)∥∥∥
2
≤ Ce− t2 t−1
b−2∑
k=0
∥∥∥∥∂k+1f∂ck+1 (|ξ|, 0, t)
∥∥∥∥
L2(|ξ|≤1)
≤ Ce− t2 t−1
b−2∑
k=0
t2(k+1)
≤ Ct2(b−1)−1e− t2 , t ≥ 1,
in the case b ≥ 2. If b = 1, then W 2b (ξ, t) = 0, and the proof is now complete. 
Finally, we deal with the decay estimates in the middle frequency region. It is much easier
to obtain the following estimates.
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Proposition 4.5 Let n ∈ N, b ∈ N and ℓ ∈ N. Then there exists a constant C > 0 such that∥∥m1b,ℓ,M(t)∥∥2 ≤ Ctb−1e− t2 + Ctℓ−1e− t9
for t ≥ 1.
Proof. According to (3.2) and (3.14), we obtain∥∥m1b,ℓ,M(t)∥∥2
≤ e− t2 + Ce− t2
b−1∑
k=0
∥∥∥∥∂kf∂ck (|ξ|, 0, t)
∥∥∥∥
L2(1/3≤|ξ|≤1)
+ C
ℓ−1∑
k=0
∥∥∥∥∂kg∂ak (|ξ|, 0, t)
∥∥∥∥
L2(1/3≤|ξ|≤1)
≤ e− t2 + Ce− t2
b−1∑
k=0
tk‖|ξ|−k‖L2(1/3≤|ξ|≤1) + C
ℓ−1∑
k=0
tk‖(1 + |ξ|2)2ke−t|ξ|2‖L2(1/3≤|ξ|≤1)
≤ Ctb−1e− t2 + Ctℓ−1e− t9
for t ≥ 1. 
Proposition 4.6 Let n ∈ N, b ∈ N and ℓ ∈ N. Then there exists a constant C > 0 such that∥∥m2b,ℓ,M(t)∥∥2 ≤ Ctb−1e− t2 + Ctℓ−1e− t9 (4.2)
for t ≥ 1.
Proof. Similarly to the proof of Proposition 4.5, it follows from (3.2) and (3.16) that∥∥m2b,ℓ,M(t)∥∥2
≤ te− t2 + Ce− t2
b−2∑
k=0
∥∥∥∥∂k+1f∂ck+1 (|ξ|, 0, t)
∥∥∥∥
L2(1/3≤|ξ|≤1)
+ C
ℓ−1∑
k=0
∥∥∥∥∂kh∂ak (|ξ|, 0, t)
∥∥∥∥
L2(1/3≤|ξ|≤1)
≤ te− t2 + Ce− t2
b−1∑
k=1
tk‖|ξ|−k‖L2(1/3≤|ξ|≤1) +C
ℓ−1∑
k=0
tk‖(1 + |ξ|2)2ke−t|ξ|2‖L2(1/3≤|ξ|≤1)
≤ Ctb−1e− t2 + Ctℓ−1e− t9 , t ≥ 1,
in the case b ≥ 2. When b = 1, it is much simpler to prove (4.2). 
5 Appendix
In this appendix, we check the equivalence of the representations between Diℓ (i = 1, 2) and that
derived by the Takeda expansion.
We first check that our results include those of [8], [16] and [19]. For this, we list several
derivatives of f , g and h in order to see the asymptotic profile of the solution to (1.1). For
simplicity, we write r = |ξ| throughout this section.
The derivatives of f are
∂f
∂c
(r, 0, t) =
t sin(tr)
2r
,
∂2f
∂2c
(r, 0, t) =
t sin(tr)− t2r cos(tr)
4r3
,
∂3f
∂3c
(r, 0, t) =
3t sin(tr)− 3t2r cos(tr)− t3r2 sin(tr)
8r5
.
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This shows (1.3) and (1.4) from Theorem 2.1 with b = 2, ℓ = 1 and b = 1, ℓ = 1, respectively,
which includes the previous results of [8], [16], and [19]. In the previous studies, the asymptotic
profile of wave part was not found in the case n = 4. However, by substituting b = 3 into
W ib (r, t) (i = 1, 2), we obtain
e−
t
2
(
cos(tr) +
t sin(tr)
8r
+
t sin(tr)− t2r cos(tr)
128r3
)
û0
+ e−
t
2
(
sin(tr)
r
+
sin(tr)− tr cos(tr)
8r3
)(
1
2
û0 + û1
)
,
which is completely new.
Next, the derivatives of g are
∂g
∂a
(r, 0, t) = r2(−tr2)e−tr2 , ∂
2g
∂2a
(r, 0, t) = 4r4(−tr2)e−tr2 + r4(−tr2)2e−tr2 .
and the derivatives of h are
∂h
∂a
(r, 0, t) = 2r2e−tr
2
+ r2(−tr2)e−tr2 ,
∂2h
∂a2
(r, 0, t) = 12r4e−tr
2
+ 8r4(−tr2)e−tr2 + r4(−tr2)2e−tr2 .
Now, let us check the equivalence between the asymptotic profiles obtained in Theorem 2.1
and those of the Takeda expansion.
We first calculate coefficients defined by (1.6) of the Takeda expansion:
α0,0 = 1,
α0,1 = 0, α1,0 = 1,
α0,2 = 0, α1,1 = 2, α2,0 = 1/2,
α0,3 = 0, α1,2 = 5, α2,1 = 2, α3,0 = 1/6,
β0 = 1, β1 = 2, β2 = 6, β3 = 20.
On the coefficients βℓ, in general, we see that
βℓ =
2ℓ(2ℓ− 1)!!
ℓ!
, ℓ ∈N,
and the quantity 2ℓ(2ℓ − 1)!! has been already seen in (3.9) (see also (3.3), (3.12) and (3.17)).
Thus the first order expansion is{
e−tr
2
+ r2(−tr2)e−tr2
}
û0 +
{(
1 + 2r2
)
e−tr
2
+ r2(−tr2)e−tr2
}(1
2
û0 + û1
)
.
and the second order expansion is{
e−tr
2
+ (r2 + 2r4)(−tr2)e−tr2 + 1
2
r4(−tr2)2e−tr2
}
û0
+
{(
1 + 2r2 + 6r4
)
e−tr
2
+ (r2 + 4r4)(−tr2)e−tr2 + 1
2
r4(−tr2)2e−tr2
}(
1
2
û0 + û1
)
.
Compared with the author’s expansion (substituting ℓ = 1 and ℓ = 2 into Diℓ, i = 1, 2), we can
find that both representations are the same. The following two theorems assure that they are
completely the same expressions not only in the lower order case but also for the higher order
expansions.
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Theorem 5.1 For each m ∈ N,
m∑
k=0
1
k!
∂kg
∂ak
(r, 0) =
m∑
j=0
m−j∑
k=0
1
j!k!
dk
dsk
φ1(s)
j
∣∣∣∣
s=0
(−tr2)jr2(j+k)e−tr2 , (5.1)
where
g(r, a) = exp
(
− 2tr
2
1 +
√
1− 4ar2
)
, φ1(s) =
(
1
1/2 +
√
1/4 − s
)2
.
Proof. Since
1
1
2 +
√
1
4 − ar2
− 1 =
1
2 −
√
1
4 − ar2
1
2 +
√
1
4 − ar2
= ar2φ1(ar
2),
we see that
etr
2
g(r, a) = exp
(
tr2 − 2tr
2
1 +
√
1− 4ar2
)
= exp
−tr2
 1
1
2 +
√
1
4 − ar2
− 1

= exp
(
− tr2 · ar2φ1(ar2)
)
.
Moreover, it follows that
∂k
∂ak
exp
(
− tr2 · ar2φ1(ar2)
)
= r2k
∂k
∂sk
exp
(
− tr2 · sφ1(s)
)∣∣∣∣
s=ar2
.
On the other hand, we have
m∑
j=0
m−j∑
k=0
1
j!k!
dk
dsk
φ1(s)
j
∣∣∣∣
s=0
(−tr2)jr2(j+k) =
m∑
k=0
k∑
j=0
1
j!(k − j)!
dk−j
dsk−j
φ1(s)
j
∣∣∣∣
s=0
(−tr2)jr2k.
Thus (5.1) is equivalent to
m∑
k=0
1
k!
∂k
∂sk
exp
(
− tr2 · sφ1(s)
)∣∣∣∣
s=0
=
m∑
k=0
k∑
j=0
1
j!(k − j)!
dk−j
dsk−j
φ1(s)
j
∣∣∣∣
s=0
(−tr2)j . (5.2)
Putting φ(s) := −tr2φ1(s), (5.2) becomes
m∑
k=0
1
k!
∂k
∂sk
exp
(
sφ(s)
)∣∣∣∣
s=0
=
m∑
k=0
k∑
j=0
1
j!(k − j)!
dk−j
dsk−j
φ(s)j
∣∣∣∣
s=0
.
So it suffices to show that
∂k
∂sk
exp
(
sφ(s)
)∣∣∣∣
s=0
=
k∑
j=0
k!
j!(k − j)!
dk−j
dsk−j
φ(s)j
∣∣∣∣
s=0
. (5.3)
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However, by the Taylor theorem one has the equality
dk
dsk
exp
(
sφ(s)
)∣∣∣∣
s=0
=
 dk
dsk
∞∑
j=0
1
j!
(
sφ(s)
)j∣∣∣∣∣∣
s=0
=
∞∑
j=0
1
j!
dk
dsk
(
sφ(s)
)j∣∣∣∣∣∣
s=0
=
k∑
j=0
1
j!
dk
dsk
(
sφ(s)
)j∣∣∣∣∣∣
s=0
=
k∑
j=0
1
j!
k∑
i=0
k!
i!(k − i)!
(
di
dsi
sj
)∣∣∣∣
s=0
(
dk−i
dsk−i
φ(s)j
)∣∣∣∣
s=0
=
k∑
j=0
1
j!
k!
j!(k − j)!j!
(
dk−j
dsk−j
φ(s)j
)∣∣∣∣
s=0
=
k∑
j=0
k!
j!(k − j)!
(
dk−j
dsk−j
φ(s)j
)∣∣∣∣
s=0
for any k ∈ N, which implies the validity of (5.3). 
Theorem 5.2 For each m ∈ N,
m∑
k=0
1
k!
∂kh
∂ak
(r, 0) =
m∑
j=0
m−j∑
k=0
m−j−k∑
ℓ=0
1
j!k!ℓ!
dk
dsk
φ1(s)
j
∣∣∣∣
s=0
dk
dsk
ψ(s)
∣∣∣∣
s=0
(−tr2)jr2(j+k+ℓ)e−tr2 ,
where
φ1(s) =
(
1
1/2 +
√
1/4− s
)2
, ψ(s) =
1√
1− 4r ,
h(r, a) =
1√
1− 4ar2 exp
(
− 2tr
2
1 +
√
1− 4ar2
)
.
Proof. Similarly to the proof of Theorem 5.1, it suffices to show that
dk
dsk
(
ψ(s) exp
(
sφ(s)
))∣∣∣∣
s=0
=
k∑
j=0
k−j∑
ℓ=0
k!
j!(k − j − ℓ)!ℓ!
dk−j−ℓ
dsk−j−ℓ
φ(s)j
∣∣∣∣
s=0
dℓ
dsℓ
ψ(s)
∣∣∣∣
s=0
, (5.4)
since h(r, a) = ψ(ar2)g(r, a). In fact, it follows that
dk
dsk
(
ψ(s) exp
(
sφ(s)
))∣∣∣∣
s=0
=
k∑
j=0
1
j!
dk
dsk
((
sφ(s)
)j
ψ(s)
)∣∣∣∣∣
s=0
=
k∑
j=0
1
j!
k∑
ℓ=0
k!
(k − ℓ)!ℓ!
dk−ℓ
dsk−ℓ
(
sφ(s)
)j∣∣∣∣∣
s=0
dℓ
dsℓ
ψ(s)
∣∣∣∣
s=0
=
k∑
j=0
1
j!
k−j∑
ℓ=0
k!
(k − ℓ)!ℓ!
dk−ℓ
dsk−ℓ
(
sφ(s)
)j∣∣∣∣∣
s=0
dℓ
dsℓ
ψ(s)
∣∣∣∣
s=0
=
k∑
j=0
1
j!
k−j∑
ℓ=0
k!
(k − ℓ)!ℓ!
(k − ℓ)!
(k − ℓ− j)!
dk−ℓ−j
dsk−ℓ−j
φ(s)j
∣∣∣∣
s=0
dℓ
dsℓ
ψ(s)
∣∣∣∣
s=0
=
k∑
j=0
k−j∑
ℓ=0
k!
j!(k − j − ℓ)!ℓ!
dk−j−ℓ
dsk−j−ℓ
φ(s)j
∣∣∣∣
s=0
dℓ
dsℓ
ψ(s)
∣∣∣∣
s=0
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for any k ∈ N. 
Remark 5.1 One can obtain (5.4) also from (5.3) :
dk
dsk
(
ψ(s) exp
(
sφ(s)
))∣∣∣∣
s=0
=
k∑
ℓ=0
k!
(k − ℓ)!ℓ!
dk−ℓ
dsk−ℓ
exp
(
sφ(s)
)∣∣∣∣
s=0
dℓ
dsℓ
ψ(s)
∣∣∣∣
s=0
=
k∑
ℓ=0
k!
(k − ℓ)!ℓ!
k−ℓ∑
j=0
(k − ℓ)!
j!(k − ℓ− j)!
dk−ℓ−j
dsk−ℓ−j
φ(s)j
∣∣∣∣
s=0
dℓ
dsℓ
ψ(s)
∣∣∣∣
s=0
=
k∑
ℓ=0
k−ℓ∑
j=0
k!
j!(k − ℓ− j)!ℓ!
dk−ℓ−j
dsk−ℓ−j
φ(s)j
∣∣∣∣
s=0
dℓ
dsℓ
ψ(s)
∣∣∣∣
s=0
=
k∑
j=0
k−j∑
ℓ=0
k!
j!(k − j − ℓ)!ℓ!
dk−j−ℓ
dsk−j−ℓ
φ(s)j
∣∣∣∣
s=0
dℓ
dsℓ
ψ(s)
∣∣∣∣
s=0
.
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