Manual construction of ontologies by domain experts and knowledge engineers is an expensive and time consuming task so, automatic and/or semiautomatic approaches are needed. Ontology learning looks for identifying ontology elements like non-taxonomic relationships from information sources. These relationships correspond to slots in a frame-based ontology. This article proposes an initial process for semi-automatic extraction of non-taxonomic relationships of ontologies from textual sources. It uses Natural Language Processing (NLP) techniques to identify good candidates of non-taxonomic relationships and a data mining technique to suggest their possible best level in the ontology hierarchy. Once the extraction of these relationships is essentially a retrieval task, the metrics of this field like recall, precision and f-measure are used to perform evaluation.
Introduction
An ontology is a formal and explicit specification of a conceptualization of a domain of interest [9, 15] that defines concepts and relationships between those concepts to represent knowledge in that domain. Ontologies have a great importance for modern knowledge systems since they provide a formalism for structuring knowledge bases and their reusing and sharing [13, 16] .
There are two fundamental aspects in ontology learning. The first is the availability of prior knowledge, which may be in the form of an ontology to be extended or to be transformed into the first version of an ontology. This version is then automatically extended by learning procedures or manually by the knowledge engineer. The other aspect is the format of data sources from which you want to extract knowledge. There are three different types of data sources: unstructured sources (documents in natural language like traditional Web pages), semi-structured sources (dictionaries and folksonomies) and structured sources (database schemas).
Some approaches for ontology learning from structured [4] and semistructured sources [8] were proposed and showed good results. However, even considering that these approaches provide support for the development of ontologies, most of the available knowledge, especially on the Web, is in the form of texts in natural language [1] . This paper proposes a process for automating the extraction of non-taxonomic relationships between concepts of ontologies from textual sources. These relationships correspond to slots in a frame-based ontology. For example, in the field of Family Law, we expect to extract relationships such as "represents" between the frames "Lawyer" and "Client" and "judge" between the frames "Court" and "Action". Issues related to this extraction are the definition of the label of the relationship, its hierarchical level in the ontology taxonomy and in which frame the slot should be added.
This paper is organized as follows. Section 2 presents the definition of ontology used in this work. Section 3 describes non-taxonomic relationships and its linguistic realizations. Sections 4 and 5 discuss an initial approach to extract these relationships from text and metrics to perform evaluations. Section 6 introduces main related work and finally, Section 7 concludes the work.
An Ontology Definition
Ontologies are formal specifications of concepts in a domain of interest. Their classes, relationships, constraints and axioms define a common vocabulary to share knowledge [9] . Following, an ontology definition and a simple example in the domain of family relationships are presented.
Formally, an ontology can be defined as the tuple (1):
where, C = C C  C I is the set of entities of the ontology. They are designated by one or more terms in natural language. The set C C consists of classes, i.e., concepts that represent entities that describe a set of objects (for example, "Mother"  C C ), while the set C I is constituted by instances, (for example, "Anne Smith"  C I ).
} is the set of taxonomic relationships between concepts, which define a concept hierarchy and are denoted by "kind_of (c 1 ,c 2 )", meaning that c 1 is a subclass of c 2 , for instance, "kind_of (Mother, Person)". A = {condition x  conclusion y (c 1 , c 2 , ..., c n ) | j, cj  C C } is a set of axioms, rules that allow checking the consistency of an ontology and infer new knowledge through some inference mechanism. The term condition x is given by condition x = {(cond 1 , cond 2 , ..., cond n ) | z, cond z  H  I  R}. For example, " Mother, Daughter 1 , Daughter 2 , mother_of (Mother, Daughter 1 ), mother_ of (Mother, Daughter 2 )  sister_of (Daughter1, Daughter2)" is a rule that indicates that if two daughters have the same mother then, they are sisters.
Non-Taxonomic Relationships
Non-taxonomic relationships can be classified in domain independent and domain dependent. The domain independent relationships are of two subtypes: ownership and aggregation. Aggregation is the "whole-part" relationship. For example, in the sentence "The car's wheel is out of order". We have a non-taxonomic relationship of aggregation between "car" and "wheel". The linguistic realization of the relationship of aggregation occurs in two forms: the possessive form of English (apostrophe) and the verb "have" in any conjugation.
However, the converse is not true, i.e., the occurrence of such linguistic accomplishments does not imply a relationship of aggregation as will be explained in the next case. Ownership relationships are held as in the example: "Father and mother will wait for the court's decision" in which there is a relationship of possession between "court" and "decision". The linguistic realization of this kind of relationship occurs in two forms: the possessive form of English (apostrophe) and the verb "have" in any conjugation. However, the converse is not true, i.e., the occurrence of such linguistic accomplishments does not imply a relationship of possession. Domain dependent relationships are expressed by particular terms of an area of interest. For example, the sentence "The court will judge the custody in three days" shows the relationship "judge" between the terms "court" and "custody" and is characteristic of the legal field. Table 1 summarizes the subtypes of non-taxonomic relationships and their dependence/independence of the domain.
The Proposed Process
The proposed process makes use of NLP [3, 12] and data mining techniques [5] to extract, from textual sources in English, non-taxonomic binary relationships between two ontology classes. The technique retrieves the relationships indicated by verbs in a sentence, and suggests the possible best level in the ontology hierarchy where the relationship should be added. The process (Figure 1 ) is composed of three phases: extraction of candidate relationships, analysis of the hierarchical level and manual selection of relationships. These phases are detailed in the following sections.
Extraction of Candidate Relationships
The extraction of candidate relationships phase makes use of NLP techniques to extract from text an initial set of relationships (Figure 2) . Initially, the text is split into sentences since relationships are identified only between terms in the same sentence. Then, a search is done in the sentences to find those that have at least two terms that can represent concepts from the class hierarchy of the ontology. For that, the class concepts of the ontology hierarchy are expanded with their synonyms and possibly with their hyponyms and heteronyms in a generalization/specialization level defined by the user. For example, beyond the term " w i ne" we can consider one level higher in the hierarchy of drink concepts and then include "alcoholic drink" in the search. These two parameters are intended to increase the recall of the search. Next, a lexical analysis is performed only on the sentences retrieved in the previous. step. The goal is to find the verb forms as indicative of non-taxonomic relationships. The last step consists on the generation of tuples composed of two concepts and a verb relating them from the sentences considered in the previous activity. Two situations are possible. First, there can be sentences having terms that represent ontology concepts that are at a maximum distance of D terms (being D a non-negative integer) and have a verbal form among them. For this situation, a tuple in the form <concept 1, verb form, concept 2> is generated. Second, there can be sentences that have the contract form "'", as in "Courts' decision". In this case, a tuple is generated with the format <concept 1, has, concept 2>. It is also generated an alert to the user that he/she needs to take a decision about the label of this relationship, since it may not be an aggregation, and so "has" may not be the best label. For example, in the sentence "Father and mother will wait for the court's decision", the best label for the relationship between "court" and "decision" might be "take".
Analysis of the Appropriate Hierarchical Level
To suggest the most appropriate level in the ontology hierarchy where to insert the relationship as a class slot, the algorithm for discovering generalized association rules proposed by Srikant and Agrawal [14] is used. One popular application of this algorithm is to find associations between products that are sold in a supermarket and describe them in a more appropriate hierarchical level. For example, a valid association could be "snacks are purchased together with drinks" rather than "chips are purchased with beer" and "peanuts are purchased with soda". The basic algorithm for extracting association rules uses a set of transactions T = {t i | i = 1, ..., n}, each transaction t i consists of a set of items, t i = {a i,j | j = 1, ..., m i , a i,j  C} and each item a i,j is an element of a set of concepts C. The algorithm computes association rules 
Manual Selection of Relationships
No technique of NLP or Machine Learning (ML) replace better the expert decision in an environment of ambiguous nature as learning from natural language sources. Therefore, the goal of this phase is to make the best possible suggestions to the user and give him/her the control to take the final decision. Thus, the result of the technique should be evaluated by a specialist before the relationships can be definitely added to the ontology. Issues such as scope of knowledge to be represented, level of generalization, the real need of adding a relationship, its direction and label must ultimately be evaluated, selected, and possibly adjusted by an expert.
Evaluation
Since the extraction of non-taxonomic relationships can be seen as an activity of information retrieval, measures to evaluate such systems can be used in this context. The usual measures of effectiveness of retrieval systems are precision and recall. Recall measures the system's ability to retrieve relevant information from all relevant information available, which in this context correspond to the extraction from the corpus as many tuples corresponding to real relationships. Precision measures the relevance of what was recovered, in other words, it is the system's ability to reject irrelevant information, that in the context of non-taxonomic relationships retrieval corresponds to ensure that among the retrieved tuples most of them represent real relationships. Figure 3 defines recall and precision. To this end we define the following sets: "T + " corresponds to all relevant tuples present in the corpus, i.e., those that represent relationships. "T -" corresponds to all irrelevant tuples present in the corpus, i.e., those that do not represent relationships and "r" is the retrieved set of tuples (r = A  B). "A" is the set of retrieved tuples that represent relationships and "B" corresponds to those that do not represent relationships.
Usually, mechanisms to improve recall reduce the precision and vice versa. Thus it is not desirable to provide good values only for recall (R) or precision (P). It is important to have a good combination of both. A measure frequently used to reflect this combination in a single value is the F-measure, a harmonic average of both that is given by (2).
6. Related Work Table 2 shows a comparison of some approaches for the extraction of non-taxonomic relationships with the one proposed in this work. Most of them combine both NLP and ML techniques. Villaverde et al. [5] proposed an approach based on the premise that non-taxonomic relationships are usually expressed by verbs that relate pairs of concepts (elements of the C set in the definition of section 2). First, sets of synonyms of concepts from an ontology are created, using Wordnet. The use of synonymous increases the recall of concepts extracted from a corpus. The corpus is then searched to identify pairs of concepts that occur in the same sentence with verbs that relate them. Thus, each occurrence of a relationship has the form of a tuple <concept 1, concept 2, verb> which make up the set of candidate relationships. It is then applied over this set a mining algorithm of association rules, which in this case will be of the form {<ci, cj>  v | c i , c j  C and v is a verb}. As a result in [5] , rules are extracted that, according to the statistical evidence measures, support and confidence, represent good suggestions of non-taxonomic relationships. For example, given the concepts "parent" and "child" and the verb "has", the tuple <parent, child, has> represents the co-occurrence of these three terms in a sentence of at least one of the documents. If the rule <parent, child>  <has> has a support greater than the minimum, the strength of association between these two concepts, linked by this verb, is given by the confidence of the rule. The recommendation of an association rule is ultimately made based on the measure of his confidence, [5] , with the difference that it uses an algorithm of generalized association rules [14] to suggest the possible most appropriate hierarchical level for the relationship. This approach works with texts in German. Sánchez and Moreno [2] propose an automatic and unsupervised technique for learning non-taxonomic relationships that is able to learn verbs from a domain, to extract related concepts and label them using the Web instead of a corpus as a source for the construction of an ontology. Despite being unstructured and diverse, according to the authors, the redundancy of information in an environment as vast as the Web is a measure of its relevance and veracity. The first stage is the extraction and selection of verbs that express typical relationships of the area. Based on morphological and syntactic analysis, verbs that have a relationship with the domain keyword are extracted. To avoid the natural language complexity, some constraints are used, for example, verb phrases containing modifiers in the form of adverbs are rejected. Then, it measures the degree of relationship between each verb and the domain. To do so statistical measures are made about the term distribution on the web. The values obtained are used to rank the list of candidate verbs. This let one choose the labels of non-taxonomic relationships that are closely related to the domain. The domain dependent verbs are used to discover concepts that are non-taxonomically related. To do so the system queries a web search engine with these patterns: "verb domain-keyword" or "domain-keyword verb" that returns a corpus related to the specified queries. The goal is to assess the content of documents to find concepts that precede ("High sodium diets are associated with hypertension") or succeed ("Hypertension is caused by hormonal problems") the constructed pattern which will be candidate to be non-taxonomic related to the original domain keyword.
Concluding Remarks
Most efforts on ontology development are required to identify and specify its non-taxonomic relationships and there is still a lack of effective techniques and tools to automate and even provide an appropriate help to these tasks.
This paper described a process to extract nontaxonomic relationships from English texts. The process is semi-automatic once it presents to the specialist a list of probable relationships that will be selected manually. The process uses NLP techniques to extract candidate relationships. It aims at extracting pairs of concepts in a sentence with the verb that probably link them. For this purpose, the specialist is asked to interactively adjust a parameter that indicates the maximum distance, in words, between two concepts in a sentence for them to be considered related by a verb located in between. The technique also includes a phase, which can be optionally performed, for the identification of the best level of the ontology hierarchy where a non-taxonomic relationship should be included. For this purpose a ML technique for the extraction of generalized association rules proposed by Srikant e Agrawal [14] is used.
A tool is been developed to automate and better evaluate [7] the proposed process. For the evaluation, a corpus of 500 documents in the Family Law doctrine will be searched for non-taxonomic relationships and the result will be compared against Family Law, a reference ontology in the same domain. The effectiveness of results will be measured using the traditional information retrieval measures (recall, precision and f-measure). 
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