Abstract. For an analytic function f (z) on the unit disk |z| < 1 with f (0) = f ′ (0)−1 = 0 and f (z) = 0, 0 < |z| < 1, we consider the power deformation f c (z) = z(f (z)/z) c for a complex number c. We determine those values c for which the operator f → f c maps a specified class of univalent functions into the class of univalent functions. A little surprisingly, we will see that the set is described by the variability region of the quantity zf ′ (z)/f (z), |z| < 1, for the class in most cases which we consider in the present paper. As an unexpected by-product, we show boundedness of strongly spirallike functions.
Introduction
Let A denote the set of analytic functions on the unit disk D = {z : |z| < 1} of the complex plane C. Set furtheremore A 0 = {f ∈ A : f (0) = 1} and A 1 = {f ∈ A : f (0) = 0, f ′ (0) = 1}. We note that a function h(z) belongs to A 0 if and only if the function zh(z) belongs to A 1 . In what follows, f (z)/z will be regarded as a function in A 0 for f ∈ A 1 . More concretely, for a function f (z) = z + a 2 z 2 + a 3 z 3 + · · · in A 1 , the function f (z)/z is regarded as the analytic function 1 + a 2 z + a 3 z 2 + · · · . Let A × 0 be the set of invertible elements of A 0 with respect to the ordinary multiplication; that is, A × 0 = {h ∈ A 0 : h(z) = 0, z ∈ D}. In what follows, Log h means the (single-valued) analytic branch of log h in D determined by Log h(0) = 0 for h ∈ A × 0 . We also set Arg h = Im Log h for h ∈ A × 0 . We note that Log maps A × 0 bijectively onto the complex vector space V = {f ∈ A : f (0) = 0}.
The set S consisting of all the univalent funtions in A 1 has been the central object to study in the theory of univalent functions since early 20th century.
We are interested in classical subclasses of S in the present paper. Let us now introduce them. A function f ∈ A 1 is called convex if f maps D univalently onto a convex domain in C. We denote by K the class of convex functions. It is well known that f ∈ A 1 is convex if and only if
Let λ be a number with −π/2 < λ < π/2. For a point a = 0 in C, the λ-spiral segment [0, a] λ is defined to be the set {0} ∪ {a exp(−te iλ ) : 0 ≤ t < +∞}. A domain Ω in C is called λ-spirallike (about the origin) if [0, a] λ ⊂ Ω for every a ∈ Ω. In particular, a 0-spirallike domain is also called starlike as usual. A function f ∈ A 1 is called λ-spirallike if f maps D univalently onto a λ-spirallike domain. The class of λ-spirallike functions will be denoted by SP(λ). Set SP = −π/2<λ<π/2 SP(λ). The class of starlike functions SP(0) is also denoted by S * . It is also known that f ∈ A 1 is λ-spirallike if and only if
For a real number α ≤ 1, a function f ∈ A 1 is called starlike of order α if Re (zf ′ (z)/f (z)) ≥ α, z ∈ D. Let S * (α) denote the set of starlike functions of order α. Similarly, for 0 < α < 1, a function f ∈ A 1 is called strongly starlike of order α if |Arg (zf ′ (z)/f (z))| < πα/2, z ∈ D, and the set of those functions will be denoted by SS(α).
We can extend strong starlikeness to strong spirallikeness in an obvious way. Let λ ∈ (−π/2, π/2) and 0 < α < 1. A function f ∈ A 1 is called strongly λ-spirallike of order α if
We denote by SP(λ, α) the set of these functions. When we do not specify λ and α, we simply call it strongly spirallike. This sort of classes were first introduced by Bucka and Ciozda [4] . It is an important observation due to Alexander [2] that f (z) is convex if and only if g(z) = zf ′ (z) is starlike. The mapping g → f is sometimes called the Alexander transformation and will be denoted by J 1 [f ] in the sequel. More explicitly,
The set of close-to-convex functions will be denoted by C.
We have the inclusion relations K ⊂ S * ⊂ C ⊂ S and S * ⊂ SP ⊂ S. See [5] for basic information about these subclasses of S.
Several integral operators have been considered by many authors in connection with univalent functions. For instance, for c ∈ C, we define
, and In order to deal with these operators at once, let X represent one of I, J and K which will be introduced below. For instance, X c and D X mean I c and D I = LU, respectively, when X = I.
It is an interesting problem to describe or estimate the set
for M ⊂ D X and N ⊂ R X and a family of operators X c : D X → R X , c ∈ C. (This kind of sets appeared earlier in the authors' paper [9] .) When M consists of a single function f, then we write [f, N ] X for [{f }, N ] X . We denote by D(a, r) = {z ∈ C : |z − a| < r} and by D(a, r) its closure. We summarize known relations of this kind.
Theorem A.
(1) D(0,
) ∪ {1} (Pfaltzgraff [12] and Royster [14] ).
) (Y. J. Kim and Merkes [10] ).
] (Aksent'ev and Nezhmetdinov [1] , cf. [8] ).
In the present paper, we would like to propose yet another operator K c for c ∈ C defined by
for f ∈ ZF. This will be called the power deformation of f with exponent c. Let
Of course, the present paper is not the first to define it. Indeed, this simple operation was used at many places before (for instance, [15] , [13] , [11] ). It seems, however, that the operators K c have not been studied systematically in the literature. Introduction of this operator is motivated by the following facts: [11] ) and
(see [13] , [11] ). These relations easily follow from the relation
,
Thus, several typical subclasses of S can be obtained as power deformations of S * . We will show the following relations.
).
As an application of our investigation of power deformations, we obtain the following result, which is used in the second author's paper [16] .
We note that boundedness of strongly starlike functions is due to Brannan and Kirwan [3] .
Fundamental facts
In this section, we collect fundamental properties of the operators I c , J c , K c and the sets [M, N ] X of exponents for X = I, J, K.
We first observe that the Alexander transformation J 1 maps the class ZF of zero-free functions onto LU, the class of locally univalent functions, in a one-to-one manner. By definition, we have
In particular, we have K c = J 
′ ∈ C. Moreover, we can even introduce linear structures to the sets LU and ZF , although we will not go into details in the present paper. Indeed, such a linear structure on LU was first considered by Hornich [7] (see also [8] ).
We now collect obvious properties of the sets [M, N ] X for X = I, J, K.
[M, N ] X for c ∈ C \ {0} and for X = I, K. 
Here, we define cE = {cz : z ∈ E} for E ⊂ C and c ∈ C. We remark that S, S * (α), K, C, SS(α), SP(λ), SP(λ, α), SP, LU, ZF are all closed in the topology of local uniform convergence on D.
The power deformation effects on boundedness. We summarize a few facts about it. Proof. Assertions (1) and (2) are clear when we look at the relation Log f c (z)/z = c Log f (z)/z. We prove assertion (3) . Let c = a + ib. By assumption, we have a sequence z n (n = 1, 2, . . . ) in D such that |f (z n )| → ∞ and |z n | → 1 as n → ∞. Since we have the relation
Then, f c is never univalent. Also, the above relation tells us that f c is unbounded if b > 0.
For a subclass M of ZF, we denote by V (M) the variability region of the quantity zf ′ (z)/f (z) for f ∈ M; more concretely, 
Proof. Let c be a finite point in T (V (M)). Then there are f ∈ M and
In particular, K c [f ] is not locally univalent at z 0 and therefore c / ∈ [M, LU] K . We can also trace back the above argument to prove the converse.
. We can also derive the following corollary. ( 
) (see [5, p. 251 ] for instance). Therefore, we have V (K) ⊂ {w : Re w > 1/2}. On the other hand, l(z) = z/(1 − z) is convex and
(7) Consider the function f ∈ A 1 determined by zf ′ (z)/f (z) = (
The assertion V (C) = C \ {0} can be found in [17] . Since V (C) ⊂ V (S) ⊂ C \ {0, 1}, the other assertion follows, too.
Proof of main results
Proof of Theorem 1.1. SP(λ, α) , S, C and the subset A ⊂ C which appears in the right-hand side of the relation in the corresponding assertion (though we should omit [M, SP] K in the case of (8)). First we observe that the set A is indeed equal to C \ T (V (M)) in each case by virtue of Lemma 2.5. Therefore, by Lemma 2.3 and Lemma 2.1 (2), we obtain
We need to prove the assertion [M, S]
Therefore, it is enough to show that A ⊂ [M, SP] K with the exception of (8). We will take this strategy unless a simpler way is available. We divide the proof into several pieces according to the numbering.
[Proof of (1):] We show the implication D(
In view of the relation e iλ cos λ = (e 2iλ + 1)/2, we obtain
Thus we have shown that D(
[Proof of (2) and (4):] We combine Lemma 2.1 (5) with (1.2) and (1.1) to obtain (2) and (4). Here, we note the relation 1/(e iλ cos λ) = 1 − i tan λ.
[Proof of (3):] By the Strohhäcker theorem:
) which is mentioned in the proof of Lemma 2.5, we obtain
[Proof of (5) [Proof of (6) :] Since SS(α) = SP(0, α), this follors from (7).
[Proof of (7):] Since SP(λ, α) = SP(λ + ) ∩ SP(λ − ), Lemma 2.1 (4) yields the relation
[Proof of (8) :] It is enough to see {0, 1} ⊂ [S, S] K . This is trivial.
Remark. As we saw in the proof, we actually showed the relations ).
In order to prove Theorem 1.2, we recall the following result. 
