We introduce an axiomatic definition of a conditional convex risk mapping and we derive its properties. In particular, we prove a representation theorem for conditional risk mappings in terms of conditional expectations. We also develop dynamic programming relations for multistage optimization problems involving conditional risk mappings.
1. Introduction. Models of risk, and optimization problems involving these models, attracted considerable attention in recent years. One direction of research associated with an axiomatic approach was initiated by Kijima and Ohnishi [8] . The influential paper of Artzner et al. [1] introduced the concept of coherent risk measures. Subsequently, this approach was developed by Föllmer and Schied [7] , Cheridito et al. [5] , Rockafellar et al. [16] , Ruszczyński and Shapiro [17] , and others. In Ruszczyński and Shapiro [17] a general duality framework has been developed that allows us to view earlier representation theorems for risk measures as special cases of the theory of conjugate duality in paired topological vector spaces. In the discussion below we follow the general setting and terminology of Ruszczyński and Shapiro [17] .
We assume that is a measurable space equipped with a sigma algebra of subsets of , and that an uncertain outcome is represented by a measurable function X → . We assume that the smaller the values of X, the better (for example, X represents uncertain costs). Of course, our constructions can be easily adapted to the reverse situation.
If we introduce a space of measurable functions on , we can talk of a risk function as a mapping → (we can also consider risk functions with values in the extended real line). In our earlier work (Ruszczyński and Shapiro [17] ) we have refined and extended the analysis of Artzner et al. [1] , Delbaen [6] , Cheridito et al. [5] , Föllmer and Schied [7] , and Rockafellar et al. [16] , and we have derived, from a handful of axioms, fairly general properties of risk functions. Most importantly, we have analyzed optimization problems involving risk functions. In such a problem the uncertain outcome X results from our decision z modeled as an element of some vector space . Formally X = F z , where F → . The associated optimization problem takes on the form: min
where S is a convex subset of . In Ruszczyński and Shapiro [17] we have derived optimality conditions and duality theory for problems of form (1.1).
Our objective now is to analyze models of risk in a dynamic setting. Suppose that our information, decisions, and costs are associated with stages t = 1 T . After each stage t, a sigma subalgebra t of models the information available. We assume that these sigma subalgebras form a filtration: 1 ⊂ 2 ⊂ · · · ⊂ T , with
The cost incurred at stage t is represented by a function X t ∈ t , where t is a space of measurable functions on t . The total cost is thus X = X 1 + X 2 + · · · + X T One way to model risk in problems involving such random outcomes would be to apply a certain risk function · to the entire sum X. However, this would ignore the dynamic character of the problem in question, and the sequential nature of the decision-making process. For these reasons we aim at developing conditional risk mappings that represent future risk from the point of view of the information available at the current stage.
Our approach, as well as that of Riedel [13] , is different from the method of Artzner et al. [2] . In Artzner et al. [2] , an adapted sequence X t , t = 1 T , is viewed as a measurable function on a new measurable space , with = × 1 T , and with the sigma algebra generated by sets of form B t × t , for all B t ∈ t and t = 1 T . They then use the properties of coherent (scalar) risk measures on this new space to develop risk models in the dynamic setting. Our intention is to develop models suitable for sequential decision making, and eventually to extend dynamic programming equations to risk-averse problems.
The main issue here is our knowledge at the time when risk is evaluated. In the classical setting of multistage stochastic optimization, the main tool used to formulate the corresponding dynamic programming equations is the concept of conditional expectation. Given two sigma algebras 1 ⊂ 2 of subsets of , with 1 representing our knowledge when the expectation is evaluated, and 2 representing all events under consideration, the conditional expectation can be defined as a mapping from a space of 2 -measurable functions into a space of 1 -measurable functions. Of course, the conditional expectation mapping is linear. The basic idea of our approach is to extend the concept of conditional expectation to an appropriate class of convex mappings.
Together with the sigma algebras 1 ⊂ 2 , we consider two linear (vector) spaces 1 and 2 of functions measurable with respect to 1 and 2 . A conditional risk mapping is defined in §2 as a convex, monotone, and translation equivariant mapping 2 1 2 → 1 . In §3 we extend our insights from Ruszczyński and Shapiro [17] to derive a duality representation theorem for conditional risk mappings. Section 4 is devoted to the analysis of relations of conditional risk mappings and conditional expectations. In §5 we consider a sequence of sigma algebras 1 ⊂ 2 ⊂ · · · ⊂ T and the corresponding linear spaces t , t = 1 T , of measurable functions, and we analyze compositions of risk mappings of the form 2 1
. Two practically important examples of conditional risk mappings are thoroughly analyzed in §6. Finally, §7 addresses the issue of risk measures for sequences, and develops dynamic programming equations for associated optimization problems.
2. Axioms of conditional risk mappings. In order to construct dynamic models of risk we need to extend the concept of risk functions. We proceed as follows. Let 1 ⊂ 2 be sigma algebras of subsets of a set , and 1 ⊂ 2 be linear spaces of real-valued functions , ∈ , measurable with respect to 1 and 2 , respectively. Definition 2.1. We say that a mapping 2 → 1 is a conditional risk mapping if the following properties hold:
(A1) Convexity. If ∈ 0 1 and X Y ∈ 2 , then
The inequalities in (A1) and (A2) are understood componentwise, i.e., Y X means that Y ≥ X for every ∈ . The above definition depends on the choice of the spaces 1 and 2 . To emphasize this, we sometimes write 2 1 for the conditional risk mapping. An example of a conditional risk mapping is the conditional expectation X = Ɛ X 1 , provided that Ɛ X 1 is an element of the space 1 for every X ∈ 2 . We show in §4 that, in general, the concept of conditional risk mappings is closely related to the notion of conditional expectation. This motivates the use of the adjective conditional in the name of these mappings.
Assumptions (A1)-(A3) generalize the conditions introduced in Riedel [13] for dynamic risk measures in the case of a finite space . We postulate convexity rather than positive homogeneity, and we allow for a general measurable space .
For each ∈ , we associate with the function
Assumptions (A1) and (A2) mean that, for every ∈ , the function 2 → is convex and monotone, respectively. Moreover, Assumption (A3) implies that X + a = X + a for every X ∈ 2 and every a ∈ , provided that the space 1 includes the constant functions (see the following Assumption (C )). That is, · satisfies the axioms of convex risk functions, as given in Föllmer and Schied [7] and analyzed in our earlier paper, Ruszczyński and Shapiro [17] . In particular, if the sigma algebra 1 is trivial, i.e., 1 = , then any function X ∈ 1 is constant over , and hence the space 1 can be identified with . In that case, · becomes real valued, and Assumptions (A1)-(A3) become the axioms of convex (real-valued) risk functions.
We assume that with each space i , i = 1 2, is associated a linear space i of signed finite measures on i such that 1 ⊂ 2 , and 1 X d < + for every X ∈ i and ∈ i . Then we can define the scalar product (bilinear form)
we denote the set of probability measures ∈ i , i.e., ∈ i if is nonnegative and = 1. We assume that i and i are paired, locally convex topological vector spaces. That is, i and i are endowed with respective topologies that make them locally convex topological vector spaces. Moreover, these topologies are compatible with the scalar product (2.2), i.e., every continuous linear functional on i can be represented in the form · for some ∈ i , and every continuous linear functional on i can be represented in the form · X for some X ∈ i . In particular, we can endow each space i and i with its weak topology induced by its paired space. This will make i and i paired, locally convex topological vector spaces provided that for any X ∈ i \ 0 there exists ∈ i such that X = 0, and for any ∈ i \ 0 there exists X ∈ i such that X = 0. A natural choice of i i = 1 2, is the space of all bounded i -measurable functions X → . In that case, we can take i to be the space of all signed finite measures on i . Another possible choice is i = p i P for some positive (probability) measure P on 2 and p ∈ 1 + . Note that because 1 ⊂ 2 , P is also a positive measure on 1 , and hence 1 ⊂ 2 . We can then take i to be the linear space of measures , which are absolutely continuous with respect to P and whose density (Radon-Nikodym derivative) h = d /dP belongs to the space q i P , where q ≥ 1 is such that 1/p + 1/q = 1. In that case, we identify i with q i P , and define the scalar product
Note that an element X ∈ p i P (an element h ∈ q i P ) is a class of functions that are equal to each other for almost every (a.e.) ∈ with respect to the measure P . The space i = p i P is a Banach space and, for p ∈ 1 + , i = q i P is its dual space of all linear-continuous functionals on i . When dealing with Banach spaces we endow i and i = * i with the strong (norm) and weak * topologies, respectively. If i is a reflexive Banach space, i.e., * * i = i , then i and * i , both endowed with strong topologies, form paired spaces.
We assume throughout the paper that the space 2 is sufficiently large so that the following assumption holds (recall that for X ∈ 2 , the notation X 0 means that X ≥ 0 for all ∈ ).
Assumption (C). If ∈ 2 is not nonnegative, then there exists X ∈ 2 such that X 0 and X < 0.
The above condition ensures that the cone of nonnegative-valued functions in 2 and the cone of nonnegative measures in 2 are dual to each other. It is a mild technical requirement on the pairing of 2 and 2 . We are using it in the key Theorem 3.1.
A measure is not nonnegative if A < 0 for some ∈ 2 . Therefore, Assumption (C) holds, for example, if the space 2 contains all functions A · , A ∈ 2 , where A = 1 for ∈ A and A = 0 for A. For technical reasons we assume that this property also holds for the space 1 :
Assumption (C ). For every B ∈ 1 , the function B belongs to the space 1 .
We say that Y is an 1 In that case, 0 = 0, and for any Y ∈ 1 we have
and hence X = X for any X ∈ 2 .
1 For a signed measure we denote by the corresponding total variation measure, i. 
Note that the conjugate function * · can take the value + . Recall that the extended real-valued function * · is said to be proper if * > − for any ∈ 2 , and its domain dom * = ∈ 2 * < + is nonempty. Because it is assumed that · is finite valued, we always have * · > − . We also use the notation * for the function * in order to emphasize that it is a function of two variables, i.e., * 2 × → . It has the following properties: For every ∈ the function * · is convex and lower semicontinuous, and for every ∈ 2 the function * · is 1 -measurable. We denote by 2 the set of all probability measures on 2 that are in 2 . In particular, if 2 = q 2 P , then (identifying measures with their densities)
With each ∈ we associate a set of probability measures
, defined as the set of all ∈ 2 such that for every B ∈ 1
Note that is fixed here and B varies in 1 . Condition (3.2) means that for every and every B ∈ 1 , we know whether B happened or not, and can be written equivalently as B = B , ∀ ∈ . In particular, if
for all ∈ . We can now formulate the basic duality result for conditional risk mappings.
be a lower-semicontinuous conditional risk mapping satisfying Assumptions (A1)-(A3). Then
where 2 1 is the set of probability measures defined in (3.2) , and * is defined in (3.1) . Conversely, suppose that a mapping 2 → 1 can be represented in form (3.3) 
for some ( proper) function
Proof. If Assumptions (A1)-(A3) hold true, then is a convex risk function. As is lower semicontinuous, it follows from the Fenchel-Moreau theorem that
Conversely, if can be represented in form (3.3) for some * , then is lower semicontinuous and satisfies Assumptions (A1)-(A2). All these facts can be established by applying verbatim the proof of Theorem 2 in Ruszczyński and Shapiro [17] to the function . Therefore, the only issue that needs to be clarified is the restriction of dom * to 2 1 . Let ∈ be fixed and let ∈ dom * , and hence * is finite. It follows from (A3) that for every Y ∈ 1 we have * = sup 
, be an 1 -step function. By Assumption (C ), we have Y ∈ 1 . Then,
Passing to the limit, we obtain Y = Y for every 1 -measurable Y . Therefore, (3.3) implies that for every Y ∈ 1 and all ∈ , we have
This is identical to (A3).
Let us provide a sufficient condition for the lower-semicontinuity assumption. Recall that the space 2 is said to be a lattice if for any X 1 X 2 ∈ 2 the element X 1 ∨ X 2 , defined as
belongs to 2 . For every X ∈ 2 we can then define X ∈ 2 in a natural way, i.e., X = X , ∈ . The space 2 is a Banach lattice if it is a Banach space and X 1 ≤ X 2 implies X 1 ≤ X 2 . For example, every space 2 = p 2 P , p ∈ 1 + , is a Banach lattice. We can remark here that the lower semicontinuity of follows from Assumptions (A1)-(A2) if 2 has the structure of a Banach lattice. Note that X · is a finite-valued function, and hence X is finite for all ∈ and all X ∈ 2 . Direct application of Ruszczyński and Shapiro [17 , and hence
We view → as a multifunction from into the set 2 of probability measures, on 2 , which are included in 2 . Formula (3.5) was first derived in Riedel [13, Theorem 1] for finite spaces . Our results extend it to arbitrary measurable spaces.
The property of positive homogeneity can be strengthened substantially. 
Proof. Consider a set B ∈ 1 and any X ∈ 2 . It follows from (3.5) that
If ∈ B, then (3.2) implies that \B = 0 for all ∈ , and the second term at the right-hand side of (3.7) vanishes. Hence,
By a similar argument, B X = 0 for all B. Thus,
Consider now a nonnegative 1 
It follows from (3.9) that for ∈ B k the following chain of equations holds true:
Using positive homogeneity and (3.9) again, we obtain
This means that
This completes the proof. Remark 3.1. In order to pass in (3.6) from step functions to general functions Y ∈ 1 , we need some additional assumptions about the spaces involved. For example, consider i = p i P , i = 1 2, where P is a probability measure on 2 and p ∈ 1 + . Then for every 1 -step function Y and every X ∈ 2 , we have YX ∈ 2 . Moreover, the set of 1 -step functions is dense in 1 . Hence, by "passing to the limit operation" and using Proposition 3.1, we conclude that (3.6) is valid for all Y ∈ 1 and X ∈ 2 , provided that YX ∈ 2 .
4. Conditional expectation representation. In this section we discuss relations between conditional risk mappings and conditional expectations. In Theorem 3.1 we have established the representation (3.3) of a conditional risk mapping. Our objective now is to analyze in more detail the set of probability measures = dom * . Recall that ⊂ 2 1 , and that representation (3.3) reduces to (3.5) if the risk mapping is positively homogeneous. Definition (3.2) of the set 2 1 means that its every element is a certain probability measure on 2 , which assigns value one or zero to sets in 1 , depending whether is an element of the set or not. It is thus reasonable to ask if it is possible to represent these measures as conditional probability measures.
In order to gain an insight into this question, let us view as a multifunction from to 2 . For the sake of illustration, we temporarily suppose that is finite, say = 1 N , and that 2 contains all subsets of . Consider a selection ∈ , i.e.,
, we have, of course, that ∈
. By the definition of the conditional risk mapping, the function → X is 1 -measurable. Therefore, the selection is 1 -measurable as well. The selection is a conditional probability measure, of some measure 2 on 2 with respect to the sigma algebra 1 , if and only if the complete probability formula is valid:
for all S ∈ 1 B ∈ 2 (4.1) (see, e.g., Billingsley [3, p. 430] ). By noting that the left-hand side of (4.1) is equal to ∈B∩S 2 , we can view (4.1) as a system of linear equations in unknowns 2 i , i = 1 N . The question is whether system (4.1) has a solution 2 , which is a probability measure. The answer is rather simple. Consider a set S ∈ 1 . We have that ∈ 2 1 , and hence it follows by (3.2) that if S, then S = 0, and consequently = 0 for any ∈ S. Let S 1 S K ∈ 1 be sets generating 1 , i.e.,
N , the value of is constant, because is 1 -measurable and the set S i is indivisible. Let us denote this value by S i . Note that
where the last equality holds by (3.2). Now let us take an arbitrary probability measure 1 on 1 and define
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Of course, the condition " ∈ S i " means that S i is the smallest 1 -measurable set containing . Clearly, 2 ≥ 0 and
and hence 2 is a probability measure. Let us verify that Equation (4.1) holds here. We have that for ∈ S j , it follows by (3.2) that B = B ∩ S j , and hence
is equal to one if S i ⊂ S, and is zero otherwise. It follows that
We showed that for every selection ∈ there exists a probability measure 2 on 2 such that is the conditional probability measure of 2 . The measure 2 is given explicitly by formula (4.2). In particular, we have that 2 S = 1 S for every S ∈ 1 . This shows that not only can be represented as a conditional probability of some measure 2 , but that we can also fix the values of 2 on the sigma algebra 1 by taking an arbitrary probability measure 1 on 1 . In order to extend the above analysis to a general setting, we proceed as follows. 
and hence 1 -measurability of X · follows from the fact that X ∈ 1 , which ensures 1 -measurability of X · and −X · . In the sequel, whenever speaking about measurability of multifunctions and their selections, we shall mean weak * measurability. By Theorem 3.1, for all ∈ , every measure ∈ satisfies condition (3.2). Therefore, if = is a selection of , then
Moreover, if is weakly * 1 -measurable, then · B is 1 -measurable, for every B ∈ 2 . Example 4.1. Consider X = Ɛ X 1 , X ∈ 2 , where the conditional expectation is taken with respect to a probability measure P on 2 . It is assumed here that this conditional expectation is well defined for every X ∈ 2 , and the space 1 is large enough such that it contains Ɛ X 1 for all X ∈ 2 . Note that the function Ɛ X 1 · is defined up to a set of P -measure zero, i.e., two versions of Ɛ X 1 · can be different on a set of P -measure zero. The conditional expectation mapping satisfies Assumptions (A1)-(A3) and is a linear mapping. Representation (3.5) holds, with = being a singleton and = being a probability measure on 2 . By the definition of the conditional expectation, Ɛ X 1 is 1 -measurable, and hence is weakly * 1 -measurable. Considering X = A for A ∈ 2 , we see that
This means that · is the conditional probability of P with respect to 1 (see, e.g., Billingsley [3, pp. 430-431] , ∈ , be a family of conditional risk mappings satisfying Assumptions (A1)-(A3). Here, is an arbitrary set. Suppose, further, that for every X ∈ 2 the function
belongs to the space 1 , and hence maps 2 into 1 . It is then straightforward to verify that the maxfunction also satisfies Assumptions (A1)-(A3). Moreover, if , ∈ , are lower semicontinuous, then is also lower semicontinuous. In particular, let X = Ɛ X 1 , ∈ , where is a subset of the set of probability measures on 2 . Suppose that the corresponding max-function is well defined, i.e., maps 2 into 1 . Then is a lower-semicontinuous, positively homogeneous, conditional risk mapping. We show below that, under mild regularity conditions, the converse is also true, i.e., a positively homogeneous conditional risk mapping can be represented as the maximum of a family of conditional expectations.
Remark 4.2. Let Q be a probability space and = 2 1 , ∈ , be a family of conditional risk mappings satisfying Assumptions (A1)-(A3). Suppose further that the integral mapping
is well defined for every X ∈ 2 and ∈ , and X is an element of 1 . It is not difficult to see, then, that the integral mapping 2 → 1 also satisfies Assumptions (A1)-(A3). Moreover, if each , ∈ , is lower semicontinuous, then by Fatou's lemma, is also lower semicontinuous.
Let ∈ be a weakly * 1 -measurable selection. It follows that for any set B ∈ 2 , the function = B is 1 -measurable. Consider a probability measure 1 on 1 . Then the function can be viewed as a random variable on the probability space 1 1 . We can now define a set function 2 on 2 as follows: Proof. The set function 2 is a probability measure, as an average of probability measures . For B ∈ 1 , by virtue of (4.3), formula (4.7) yields:
It remains to prove that is the conditional probability of 2 with respect to the sigma subalgebra 1 , i.e., that B = 2 B 1 for any B ∈ 2 and a.e. . Let us consider sets B ∈ 2 and S ∈ 1 . From (4.7) we obtain
We have B = B ∩ S + B\S and B\S ≤ \S . Because \S ∈ 1 , it follows from (4.3) that \S = 0 for all ∈ S. Hence, B\S = 0, for all ∈ S. Thus, B = w B ∩ S , and Equation (4.8) can be rewritten as follows: 2 for all S ∈ 1 and B ∈ 2 (4.9) This is equivalent to the statement that is the conditional probability of 2 with respect to 1 (see, e.g., Billingsley [3, p. 430 
]).
Recall that i and i are assumed to be paired locally convex topological vector spaces. It is said that i is separable if it has a countable dense subset. for all X ∈ 2 and ∈ .
Proof. Let k ↓ 0 be a sequence of positive numbers and X n n∈ be a dense subset of 2 . For every k, n ∈ consider the multifunction
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This multifunction is weakly * 1 -measurable and nonempty valued. Because 2 is separable, the multifunction M k n · admits a weakly * 1 -measurable selection k n · (see Kuratowski and Ryll-Nardzewski [9] ). By the definition of M k n , we have that
for all k n ∈ and ∈ . Because · is lower semicontinuous for every ∈ , it follows that
Because of (3.5), we also have that
Thus, representation (4.10) follows with i = k n , i = k n ∈ × . Remark 4.3. Under the assumptions of Lemma 4.1, we can also write the following representation
where the supremum is taken over all weakly * 1 -measurable selections ∈ . We can now formulate the main result of this section. , i ∈ , of probability measures on 2 that agree with on 1 and are such that
Proof. By Theorem 3.1, representation (3.5) holds. The assertion then follows by Lemma 4.1 together with Proposition 4.1.
Remark 4.4. If in Theorem 4.1 we remove the assumption that is positively homogeneous, then by the above analysis, Theorem 3.1 implies the following extension of the representation (4.12):
Remark 4.5. Assuming that the representation (4.12) holds, we have that for any Y ∈ 1 Y 0, and X ∈ 2 such that YX ∈ 2 ,
That is, under the assumptions of Theorem 4.1, the result of Proposition 3.2 (i.e., Equation (3.6)) holds for a general function Y ∈ 1 (compare with Remark 3.1).
Iterated risk mappings.
In order to formulate dynamic programming equations for multistage stochastic optimization problems involving risk measures, we need to consider compositions of several conditional risk mappings. In this section we give a preliminary analysis of this subject. Let 1 ⊂ 2 ⊂ 3 be sigma algebras, 1 ⊂ 2 ⊂ 3 be respective spaces of measurable functions, with dual spaces 1 ⊂ 2 ⊂ 3 , and let 3 2 3 → 2 and 2 1 2 → 1 be conditional risk mappings. (For any inclusion like 2 ⊂ 3 , we assume that the topology of 2 is induced by the topology of 3 .) Then it can be easily verified that the composite mapping 3 1 3 → 1 , defined by
is also a conditional risk mapping.
Suppose that both conditional risk mappings at the right-hand side of (5.1) are positively homogeneous and lower semicontinuous. We then have 3 2 are positively homogeneous, lower semicontinuous, and satisfy Assumptions (A1)-(A3). Then the conditional risk mapping 3 1 can be represented in the form 3 1
where the second "sup" operation on the right-hand side of (5 .4 
where the supremum in the right-hand side of (5.5) is taken over all weakly * 2 -measurable selections 2 ∈ 2 . Consequently,
Similarly to the proof of Lemma 4.1, we can now interchange the integral and "sup" operators at the right-hand side of (5.6), and hence (5.4) follows. Remark 5.1. By Lemma 4.1 we have that it actually suffices to take the second supremum at the right-hand side of (5.4) with respect to a countable number of weakly * 2 -measurable selections 2 ∈ 2 . Representation (5.4) means that 3 1 can be written in form (3.5) with the set is formed by all measures ∈ 3 representable in the form
where 2 · ∈ 2 · is a weakly * 2 -measurable selection and 1 ∈ 1 . We denote the multifunction by 1 2 . Consider now a sequence of sigma algebras (a filtration) 1 ⊂ 2 ⊂ · · · ⊂ T , with 1 = and T = . We define linear (locally convex topological vector) spaces 1 ⊂ · · · ⊂ T of real-valued functions on such that all functions in t are t -measurable. We also introduce the corresponding paired spaces 1 
, t = 2 T , be conditional risk mappings. Note that because 1 = , the space 1 is formed by constant over functions and can be identified with , and hence 2 1 is an (unconditional) risk function.
With the above sequence of conditional risk mappings, we associate the following (unconditional) risk functions
The recursive application of Proposition 5.1 renders the following result. , and therefore there is no ambiguity in the notation 1 · · · t−1 . Remark 5.2. Although formula (5.7) suggests a way for calculating the composition 1 · · · t−1 in the max-representation (5.9), its practical application is difficult. It seems that this is not a drawback of that formula, but rather a nature of the considered problem. In the classical setting of multistage stochastic programming, the situation simplifies considerably if the underlying process satisfies the so-called between-stages independence condition. That is what we discuss next.
Let 1 T be a sequence of random vectors, t ∈ d t , on a probability space P , representing evolution of random data at times t = 1 T . Let t be the sigma subalgebra of generated by random vector t = 1 t , t = 1 T . Clearly, the inclusions 1 ⊂ 2 ⊂ · · · ⊂ T hold. For p ∈ 1 + , we assume now that each space t is formed by functions of t with finite pth moment. That is, every X ∈ t can be represented in the form X = X t and X p dP < + , i.e., t = p t P . We then take t = q t P and use the corresponding scalar product of the form (2.3). With a slight abuse of the notation we sometimes write an element X of t as X t and an element h of t as h t . In this framework, the set in the max-representation (5.10) is a function of t . It also makes sense here to talk about the "between-stages independence" condition in the sense that random vectors t+1 and t are independent for t = 1 T − 1. Under this condition, the dynamic programming equations, which will be discussed in §7, simplify considerably.
6. Examples of conditional risk mappings. In this section we discuss some examples of conditional risk mappings that can be considered as natural extensions of the corresponding examples of (real-valued) risk functions (see Ruszczyński and Shapiro [17] ). We use the framework and notation of §2, and take P to be a probability measure on 2 . Unless stated otherwise, all expectations and probability statements in this section are made with respect to P . Example 6.1. Let i = p i P and i = q i P , i = 1 2, for some p ∈ 1 + . Consider
where c ≥ 0 and p · 1 is the conditional upper semideviation:
If the sigma algebra 1 is trivial, then Ɛ · 1 = Ɛ · and p X 1 becomes the upper semideviation of X of order p. Thus, is the conditional counterpart of the mean-p th -semideviation models of Ogryczak and Ruszczyński [10, 11] .
Let us show that for c ∈ 0 1 , the above mapping satisfies Assumptions (A1)-(A3). Assumption (A3) can be verified directly. That is, if Y ∈ 1 and X ∈ 2 , then
In order to verify Assumptions (A1) and (A2), consider function defined in (2.1). For ∈ we can write
where = is the conditional probability of P with respect to 1 (see Example 4.1). Therefore, for any X ∈ 2 and ∈ ,
We have that ∈ 2 1 and its (conditional probability) density f = d /dP has the following properties: f ∈ 2 , f ≥ 0, for any A ∈ 2 , the function → A f dP is 1 -measurable and, moreover, for any B ∈ 1 , the following equality holds
We see that for a fixed the function X is identical with the risk function analyzed in Ruszczyński and Shapiro [17, Example 2] ; the conditional measure plays the role of the probability measure. It follows from the analysis in Ruszczyński and Shapiro [17] that, for c ∈ 0 1 , the function · satisfies Assumptions (A1) and (A2). Moreover, the representation
holds with
Because d = f dP , we conclude that the representation (3.5) follows with
where
Consider now the framework outlined in Remark 5.2. That is, there are two random vectors 1 , 2 ; the sigma algebras 1 and 2 are generated by 1 and 1 2 , respectively; an element X ∈ 2 is a function of 1 2 ; and the conditional expectations in (6.1) and (6.2) are taken with respect to the random vector 1 . We then have that X 1 is a function of 1 . Now if 1 and 2 are independent and every X ∈ 2 is a function of 2 only, then the corresponding conditional expectations are independent of 1 , and hence X 1 is constant, and
In that case X can be viewed as the mean-pth-semideviation risk function. Example 6.2. Let i = 1 i P and i = i P , i = 1 2. For constants 1 > 0 and 2 > 0, consider
It is straightforward to verify that Assumption (A3) holds here. Indeed, for X ∈ 2 and Y ∈ 1 , we have
By changing of variables Z → Z − Y , we obtain that X + Y 1 = X 1 , and hence Assumption (A3) follows.
Because of (6.3), we can write, as in the previous example, that
where f = d /dP is the conditional density. We can continue now in a way similar to the analysis of Example 3 in Ruszczyński and Shapiro [17] . We have that By substituting the right-hand side of (6.10) into (6.9), we obtain
Because the set is compact in the weak * topology of 2 , we can interchange the "inf" and "sup" operators in the right-hand side of the above equation. Also, we have that
We obtain that X = Ɛ f X + sup Ɛ hf X h ∈ Ɛ hf 1 = 0 It follows that for 1 ∈ 0 1 and 2 > 0, Assumptions (A1) and (A2) are satisfied, and representation (3.5) holds with
where is defined in (6.11). It is also possible to derive the max-representation of conditional expectations, of the form (4.12), either from (6.12) or directly as follows. We have that
Consequently, by interchanging the "sup" and integral operators (see the following Remark 7.1) and then the "inf" and "sup" operators, we obtain
and hence, for 1 ∈ 0 1 and 2 > 0,
The above Equation (6.14) can also be written as follows
where p = 2 / 1 + 2 , we have that
where CV@R
Clearly, for 1 = 1 we have that · = CV@R 2 1 · . By the above analysis, we obtain that for p ∈ 0 1 CV@R [14] , Rockafellar et al. [16] , and Shapiro and Ahmed [18] . For a nontrivial 1 , the measure CV@R 2 1 was analyzed in Pflug and Ruszczyński [12] .
7.
Multistage risk optimization problems. In order to construct risk models for multistage decision problems, we first introduce recursive risk models for sequences.
As in §5, consider a sequence of sigma algebras 1 ⊂ 2 ⊂ · · · ⊂ T , with 1 = and T = , and let 1 ⊂ · · · ⊂ T be a corresponding sequence of linear spaces of t -measurable functions, t = 1 T . Let are lower semicontinuous, we obtain by Theorem 5.1 that the following representation holds truẽ
where the set = 1 · · · T −1 is given by the composition of the multifunctions ⇒ +1 , = 1 T − 1, defined in Equation (5.10) of Theorem 5.1. It may be of interest to discuss the difference between our approach and a construction in Artzner et al. [2] . In Artzner et al. [2] an adapted sequence X t , t = 1 T , is viewed as a measurable function on a new measurable space , with = × 1 T , and with the sigma algebra generated by sets of form B t × t , for all B t ∈ t and t = 1 T . Then representation (7.4), for some set , can be derived from axioms of coherent risk measures of Artzner et al. [1] . In our setting, these axioms correspond to Assumptions (A1)-(A3) for the trivial sigma algebra 1 = , and to the positive homogeneity of the (unconditional) risk function X . Our approach is via axioms of conditional risk mappings, which allows for a specific analysis of the structure of the set . This connects the theory of dynamic risk measures with the concept of conditional probability, which is crucial for the development of dynamic programming equations.
In applications, we frequently deal with random outcomes X t ∈ t resulting from decisions z t in some stochastic system. In order to model this situation, we introduce linear spaces t of t -measurable functions 2 Z t → n t and consider functions f t n t × → , t = 1 T . With functions f t we associate mappings F t t → t defined as follows
We assume that the functions f t z t are random lower semicontinuous, 3 and that the mappings F t are well defined, i.e., for every Z t ∈ t , the function f t Z t · · belongs to the space t , t = 1 T . We say that the mapping F t is convex if F t · is convex for all ∈ . Then for every conditional risk mapping F t · is convex for every ∈ . This follows by Assumptions (A1) and (A2) and can be shown in the same way as Ruszczyński and Shapiro [17, Proposition 2] . Let = 1 × 2 × · · · × T , and let F → be defined as
With the risk function˜ , defined in (7.1), and the mapping F , we can associate the function
As discussed above, by the recursive application of Ruszczyński and Shapiro [17, Proposition 2] , it can be easily shown that · is a convex function. Also, by using (7.2) and (7.4) we can write
Suppose that we are given t -measurable, closed-valued multifunctions
with 1 ⊂ n 1 being a fixed (deterministic) set. We define the set = Z ∈ Z t ∈ t Z t−1 ∈ t = 1 T and consider the problem min Z∈ Z (7.5)
We refer to problem (7.5) as the nested formulation of a multistage optimization problem. We shall derive dynamic programming equations for this problem.
In order to accomplish that, we need some mild technical assumptions. We assume that the spaces t are solid in the sense that for every two elements X X ∈ t and every t -measurable function X t satisfying X · ≤ X t · ≤ X · , the function X t is an element of t . For example, the spaces p t P , p ∈ 1 + are solid. Furthermore, we assume that there exist elements X t ∈ t such that for all Z ∈ we have F t Z t X t , t = 1 T . Remark 7.1. We also need the following result about interchageability of the "min" and "integral" operators. Let be a measurable space, be a linear space of -measurable functions X → , and be a linear space of -measurable functions Z → n . It is said that the space is decomposable if for every Z ∈ and B ∈ , and every bounded and -measurable function W → n , the space also contains the function V · = \B · Z · + B · W · (Castaing and Valadier [4, p. 197 where H Z = h Z . Let us go back to the multistage problem (7.5). We assume that the spaces t , t = 1 T , are decomposable. Problem (7.5) can be written in a more explicit form as follows:
Consider the minimization with respect to Z T in the above problem. Because the function T is a risk function, and in particular is monotone in the sense of (A2), and Z T is required to be only T -measurable, the interchangeability formula (7.7) allows us to carry out this minimization inside the argument of T . We obtain the following equivalent formulation of (7.8):
Suppose that the between-stages independence condition holds for the random process 1 T , and at every period t we want to maximize t W t , where t is a positively homogeneous risk function. For example, it may be the mean-semideviation or CV@R function. At the last stage, the value function V T W T −1 is the optimal value of the problem max The wealth at the preceding stage, W T −1 , is the parameter of this problem. Because T is positively homogeneous, we see that the optimal value is simply proportional to the wealth:
where V T 1 is the (nonnegative) optimal value of (7.23) for W T −1 = 1. We can use this fact at stage T − 2.
Because T −1 is positively homogeneous and its argument, V T W T −1 , is linear, by a similar argument we conclude that
where V T −1 1 is the optimal value of the problem obtained from (7.23) by replacing T with T − 1. Continuing in this way, we conclude that the optimal solution of the first-stage problem is obtained by solving a problem of the form (7.23) with T = 1. That is, under the assumption of between-stages independence, the optimal policy is myopic and employs single-stage risk models.
