Abstract. In a recent work, Gandhi, Khoussainov, and Liu [7] introduced and studied a generalized model of finite automata able to work over arbitrary structures. As one relevant area of research for this model the authors identify studying such automata over partciular structures such as real and algebraically closed fields. In this paper we start investigations into this direction. We prove several structural results about sets accepted by such automata, and analyse decidability as well as complexity of several classical questions about automata in the new framework. Our results show quite a diverse picture when compared to the well known results for finite automata over finite alphabets.
Introduction
Finite automata represent one of the fundamental elementary models of algorithms in Computer Science. There is an elaborated theory about problems that can be solved both with and concerning finite automata which now usually is taught in basic theory courses. When dealing with algorithmic questions about finite automata like the word problem, the emptiness and finiteness problems, the equivalence problem or minimization of such automata, such questions are treated by analyzing the Turing model of computation as underlying computational model. Thus, statements like 'the equivalence problem for non-deterministic finite automata is NP-complete' are to be understood using complexity theory in the Turing model.
In recent years theoretical computer science has seen an increasing interest in alternative to the Turing machine models of computation. The reader might think of quantum computers [13] , neural networks [8] , analogue computers [4] , several kinds of biologically inspired devices [14] , and models for computations over the real and complex numbers. Models for the latter split into approaches based on the Turing machine like those followed in recursive analysis [15] and in algebraically inspired notions of algorithms [3, 5] . 1 One feature of such algorithm models is that they do not any longer exclusively work over finite alphabets as underlying structures. For example, the Blum-Shub-Smale (shortly BSS) model introduced in [3] can be and was used to define a computability notion for many different structures including R and C. It is thus a reasonable question whether also the concept of a (deterministic and non-deterministic) finite automaton can be generalized to work over more general structures than just finite alphabets. In recent work Gandhi, Khoussainov, and Liu [7] introduce such a generalized model of finite automata called (S, k)-automata. It is able to work over an arbitrary structure S, and here in particular over infinite alphabets like the real numbers. A structure is characterized by an alphabet (also called universe) together with a finite number of binary functions and relations over that alphabet. Now, intuitively the model processes words over the underlying alphabet componentwise. Each single step is made of finitely many test operations relying on the fixed relations as well as finitely many computational operations relying on the fixed functions. For performing the latter an (S, k)-automaton can use a finite number k of registers. As we shall see the latter ability adds significantly power to the model in comparison to 'old-fashioned' finite automata. An automaton then moves between finitely many states and finally accepts or rejects an input.
The motivation to study such generalizations is manifold. In [7] the authors discuss different previous approaches to design finite automata over infinite alphabets and their role in program verification and database theory. One goal is to look for a generalized framework that is able to homogenize at least some of these approaches. As the authors remark, many classical automata models like pushdown automata, Petri nets, visible pushdown automata can be simulated by the new model. Another major motivation results from work on algebraic models of computation over structures like the real and complex numbers. Here, the authors suggest their model as a finite automata variant of the Blum-ShubSmale BSS model. They then ask to analyze such automata over structures like real or algebraically closed fields.
The latter will be the focus of the present work. We restrict our attention to generalized finite automata over two special structures denoted by S R and S C and defined precisely below. These are the suitable choices for relating (S, k)-automata to the BSS model. The paper is structured as follows. Section 2 recalls the generalized automata model from [7] for the above two structures and gives some basic examples. It collects as well the notions from BSS computability theory necessary to relate the automata model to the latter. We shall then study a bunch of questions well known from finite automata theory. Section 3 analyzes the word problem for deterministic and non-deterministic (S, k)-automata in comparison to certain complexity classes in the BSS model. A complexity class coming into play very naturally here is the class DNP of problems that can be verified by so called digital nondeterminism. In particular, we shall get a somehow diverse picture concerning the classes of languages accepted by (non)-deterministic (S, k)-automata. For example, we shall see that there are easy problems in P C , the class of problems being polynomial time solvable in the complex number BSS model, that cannot be accepted by any non-deterministic automaton, whereas the complex Knapsack problem KS C (a problem likely not located in P C ) can. This problem can as well be used to show that languages accepted by non-deterministic complex (S, k)-automata are not closed under complementation. Towards obtaining this result we discuss certain structural properties of languages accepted by complex (S, k)-automata. We discuss as well the real case, where (partially by different arguments) the same results hold as well. A second structural result for complex automata will give a kind of weak pumping lemma. A number of undecidability results are shown for both structures in Section 4. Among them we find the emptiness problem, the equivalence problem, several reachability questions as well as the problem to minimize an (S, k)-automaton. For some restricted classes of automata we also give decidability results. The paper closes with a discussion concerning open future questions.
Generalized finite automata over R and C
We suppose the reader to be familiar with the basics of the Blum-Shub-Smale model of computation and complexity over R and C. Very roughly, algorithms in this model work over finite strings of real or complex numbers, respectively. The operations either can be computational, in which case addition, subtraction, and multiplication is allowed; without much loss of generality we do not consider divisions in this paper to avoid technical inconveniences. Or an algorithm can branch depending on the result of a binary test operation. The latter either will be an inequality test of form 'is x ≥ 0?' over the reals or an equality test 'is x = 0?' when working over the complex numbers. The size of a string is the number of components it has, the cost of an algorithm is the number of operations it performs until it halts. For more details see [2] . Notions being central for this paper shall be explained in more detail below.
The generalized finite automata introduced in [7] work over structures. Here, a structure S consists of a universe D as well as of finite sets of (binary) functions and relations over the universe. A more precise definition concerning the structures we are interested in follows below. An automaton informally works as follows. It reads a word from the universe, i.e., a finite string of components from D and processes each component once. Reading a component the automaton can set up some tests using the relations in the structure. The tests might involve a fixed set of constants from the universe D that the automaton can use. It can as well perform in a limited way computations on the current component. Towards this aim, there is a fixed number k of registers that can store elements from D. Those registers can be changed using their current value, the current input and the functions related to S. After having read the entire input word the automaton accepts or rejects it depending on the state in which the computation stops. These automata can both be deterministic and non-deterministic.
Since the approach allows structures to have arbitrary universes, the model in particular easily can be adapted to define generalized finite automata over structures like R and C. We shall in the rest of the paper focus on these uni-verses. Our goal is to study questions for these automata in the framework of the BSS model of computations over those structures. We thus define two structures S R and S C according to the operations used in the BSS model over R and C, respectively. As in the original work [7] we equip all our structures as well with the projection operators pr 1 , pr 2 which give back the first and the second component of a tuple, respectively. Definition 1. Let S R := (R, +, −, •, pr 1 , pr 2 , ≥, =) denote the structure of the reals as ring with order. Similarly, the structure of the complex numbers as ring with equality is given by S C := (C, +, −, •, pr 1 , pr 2 , =).
In order to avoid technicalities for operation − we allow both orders of the involved arguments, i.e., applying − to two values x, v can mean x − v or v − x. Similarly, the order test can be performed both as x ≤ v? and v ≤ x? As mentioned above without loss of generality we do not include division as an operation. This will not significantly change our results.
The following definition is from [7] but adapted for the special structures exclusively considered here. Definition 2. (Finite automata over S R and S C , [7] ) Let k ∈ N be fixed. a) A deterministic (S R , k)-automaton A consists of the following objects:
-a finite state space Q and an initial state q 0 ∈ Q, -a set F ⊆ Q of accepting states, -a set of registers which contain fixed given constants c 1 , . . . , c ∈ R -a set of k registers which can store real numbers denoted by
The automaton processes elements of R * , i.e., words of finite length with real components. For such an (x 1 , . . . , x n ) ∈ R n it works as follows. The computation starts in q 0 with an initial configuration for the values v 1 , . . . , v k ∈ R, say all v i = 0. Then, A reads the input components step by step. Suppose a value x is read in state q ∈ Q. Now the next state together with an update of the values v i is computed as follows:
. . . , xσ k+ c ?, where σ i ∈ {≥, ≤, =}. This gives a vector b ∈ {0, 1} k+ , where a component 0 indicates that the comparison that was tested is violated whereas 1 codes that it is valid; -depending on state q and b the automaton moves to a state q ∈ Q (which could again be q) and updates the v i applying one of the operations in the structure: 
As usual, a non-deterministic automaton accepts an input if there is at least one accepting computation. c) (Non-)Deterministic automata over S C are defined similarly, the only difference being that the tests all have to be equality tests. d) For an automaton A the language of finite strings accepted by A is denoted by L(A). Clearly, L(A) ⊆ R * or L(A) ⊆ C * , depending on the structure considered. Remark 1. a) A few words concerning the intuitive abilities and some technical aspects of generalized automata are appropriate here. Given k registers an automaton can perform calculations. Depending on the problem considered this ability can be relatively strong. It is, for example, easy to see that in appropriate structures like S R and S C one can count in certain situations. For example, a language like {(−1) n 1 n |n ∈ N} easily is seen to be acceptable by such an automaton if 1 is available as constant. On the other hand input components still can be read only once. If we want to use it several times it has to be stored in one of the k registers in order to be used again. This of course might be a severe restriction.
b) Another technical aspect refers to the initialization of a computation. In the original definition in [7] one can start a computation with an arbitrary assignment for the registers v i . However, this might mean that additional constants are introduced into calculations. Below we do not want to analyze which impact the use of an initialization in general has with respect to the constants used. For our results it seems not to change arguments significantly. Therefore, all our computations start with initial values 0 for the v i . Nevertheless, the impact of different initializations seems an interesting problem to be analyzed further.
c) The final component of an input somehow is treated differently than all the others by the model. The reason is that after having read the final component only a test but no computation is performed. So in a certain sense an automaton is working only restrictedly with it. In some cases below we circumvent this effect by choosing a kind of dummy final component which will be the same for all inputs of a problem. That way the crucial parts of an input all are handled the same way by an automaton.
Since below we want to treat some elementary questions about such automata within the framework of real and complex BSS machines, we finish this section with the definition of a special non-deterministic complexity class in the BSS model that turns out to be interesting for analyzing non-deterministic generalized automata. a) In the BSS-model over R a problem L ⊆ R * belongs to the class DNP R of problems verifiable in polynomial time using digital non-determinism if there is a BSS algorithm M working as follows: M gets as its inputs tuples (x, y) ∈ R * × {0, 1} * and computes a result in {0, 1} interpreted as reject or accept, respectively. For an x ∈ L there has to be a y ∈ {0, 1} * such that M (x, y) = 1, for x ∈ L the result M (x, y) has to be 0, no matter which y is chosen.
The running time of M has to be polynomial in the (algebraic) size of x. b) Similarly, the complex counterpart DNP C is defined.
Digital non-determinism is a kind of restricted non-determinism in the real and complex BSS model. Here, usually the guess y is allowed to stem from R * or C * having polynomial length in the size of x. Most natural generalizations of discrete NP-complete problems to the real framework lead to problems in DNP R ; the Knapsack problem treated below is a typical example. However, there are important open questions related to this class. It is easy to see that P R ⊆ DNP R ⊆ NP R , but it is currently only conjectured that both inclusions are strict. As a consequence, problems in DNP R are conjectured not to be NP Rcomplete in the BSS model. The same is conjectured to be true for the classes
3 Basic results, a structural theorem and a weak pumping lemma for complex automata
Given the above definition of digital non-determinism our first result is immediate. The word problem for a fixed (S, k)-automaton asks whether a given input w ∈ D * is accepted by the automaton. The following is easily proved.
Lemma 1. The word problem belongs to class P R for deterministic (S R , k)-automata and to class DNP R for non-deterministic such automata. This holds as well if the automaton is considered part of the input. It is analogously true for complex automata and the complex BSS model.
The previous result gives rise to several further questions which we shall treat next dealing with complex automata. Are all problems in P C acceptable by a non-deterministic (S C , k)-automaton, are there any DNP C problems which potentially do not belong to P C but will be accepted by such an automaton, are non-deterministic automata closed under complementation?
We shall see that the answers to the above questions show a somewhat skew picture of the relation between acceptable languages in the generalized automata model and complexity classes in the BSS model. Let us start with defining an extension of the classical NP-complete Knapsack problem.
Definition 4. The complex Knapsack problem KS C is defined as follows: Given n ∈ N and n complex numbers x 1 , . . . , x n , is there a subset S ⊆ {1, . . . , n} such that
The real Knapsack problem KS R is defined similarly.
Remark 2. Dealing with this problem using (S C , k)-automata we consider inputs of the form (x 1 , . . . , x n , 1) of length n + 1. This is done in order to guarantee that the numbers x 1 , . . . , x n are treated equally, see Remark 1 c) above. This could of course be done differently.
Note that the complexities of both KS C and KS R in the respective BSS model are unknown. This is the case for many reasonable extensions of classically NP-complete problems to the real or complex number model. On the one hand side such problems usually fall into the classes DNP K defined above, where K ∈ {R, C}. It is not known whether DNP K contains NP K -complete problem for one of the settings (and actually conjectured to be false [9] ), so the respective generalized Knapsack problems likely will neither be NP C -nor NP R -complete. On the other side it is neither known whether problems being NP-complete in the Turing model can be solved more efficiently in the BSS model. Example 1. KS C can be accepted by a non-deterministic (S C , 1)-automaton. The non-deterministic automaton uses 1 as its only constant and a single register v 1 . When reading a new component x i of the input the automaton nondeterministically chooses whether x i should participate in the final sum or not. If it should, then x i is added to v 1 , otherwise v 1 remains unchanged. When (x 1 , . . . , x n ) has been processed the automaton finally checks whether the last input component x n+1 equals 1. If not A rejects, if yes (i.e., x n+1 = 1 ) it is also compared with v 1 . The automaton accepts iff v 1 = 1.
A structure theorem for complex automata
Our first major result will be a structural theorem concerning the languages accepted by complex deterministic and non-deterministic automata. As an easy consequence of this theorem it follows that the class of languages accepted by non-deterministic complex automata is not closed under complementation. For a particular restricted structure over the integers the corresponding result was shown in [7] . We prove it using topological arguments. More precisely, the Knapsack problem turns out to be a counterexample here. Before doing so we recall the definition of typical paths for a BSS algorithm [2] , adapted accordingly to (S C , k)-automata. Characteristic paths are important since the sets of inputs that follow those paths have a useful topological structure.
Definition 5. a) Let A be a deterministic (S C , k)-automaton using constants. Let P be a path of this automaton, i.e., a finite sequence (q 0 , q 1 , . . . , q s ) of states of A together with a sequence (
k+ such that the automaton moves from q i to q i+1 when b (i) represents the outcome of the tests. Here, q 0 denotes the start state of A.
i) The path set V P related to a path P of length s is the set of points in C s that are branched by A's computation along P.
ii) The characteristic path of length s of A is the one obtained if all b (i) = 0, i.e., all k + equality tests performed at each step of the computation give result 'false'. b) If A is a non-deterministic automaton any path that corresponds to a computation where all test results give b (i) = 0 is called a characteristic path.
Note that characteristic paths always are realizable by some computation, i.e., the corresponding path sets are non-empty. This is true because at each step of a computation only a constant number of values are stored in the registers, so there is always a next complex input component being different from all of them.
Characteristic path sets have a very special structure. This structure is made more precise in the following definition.
denote the projection of L to the first component. Then L is called recursively co-finite, or rcf for short, if the following two conditions hold:
is recursively co-finite.
In particular, a set L ⊆ C is rcf if it is co-finite. We say that L is recursively co-finite of cardinality s ∈ N if the cardinalities of all the complements of projections involved in the above definition are less than or equal to s. Now the following structural theorem can be proven.
A is deterministic, then for each n ∈ N exactly one of the two sets L n (A) and L n (A) contains a rcf set of cardinality at most s := k + . In particular, for all n the cardinalities of the respective complements are bounded by a constant that is independent of n. Which of the two sets contains the rcf set can vary with n.
b) If A is non-deterministic, then there is a constant M such that for each n ∈ N exactly one of the two sets L n (A) and L n (A) contains a rcf set of cardinality at most O(M n ). Moreover, for those n where the rcf set is contained in L n (A) the cardinalities of the respective complements can again be bounded by s = k + .
Thus the difference between the statements for deterministic and non-deterministic automata is the cardinality bound for the rcf sets in L n (A). In the non-deterministic case in general it cannot be bounded by a constant being independent of n.
Proof. a) Suppose first that A is deterministic. Fix n and consider the characteristic path γ n of length n. Its path set V γn is rcf with cardinality at most s = k + ; in each computational step i of A along the characteristic path if x i denotes the current input component all but at most s many choices for x i ∈ C will be branched further along γ n . Thus, V γn is rcf of cardinality at most s. If path γ n accepts, then L n (A) contains a rcf set, otherwise L n (A) contains such a set.
It remains to show that only one of the two sets contains a rcf set. Towards this aim let U ⊂ C n denote a subset of an arbitrary union of path sets of length n other than V γn . We claim that U is not a rcf set. For any point x ∈ U define t(x) ∈ {1, . . . , n} as index of the first component of x such that A's computation on x answers a test with = . Since by assumption x ∈ V γn such an index exists. Now choose x * ∈ U with maximal value t(x * ). For the point (x * 1 , . . . , x * t(x * )−1 ) all tests so far have been answered by =, for component x * t(x * ) an equality test is satisfied. If U would be rcf the projection of the set {(
. . , x n ) ∈ U } to its first component has to be co-finite. Thus, there has to exist an x t ∈ C such that all tests performed by A on input (x * 1 , . . . , x * t(x * )−1 , x t ) are answered negatively and (x * 1 , . . . , x * t(x * )−1 , x t ) can be extended to a point x in U . However, for such a point t( x) would be larger than t(x * ) thus contradicting our choice of x * . It follows that U cannot be a rcf set. b) Next, let A be non-deterministic. There are two cases two consider due to the fact that now several characteristic paths of a given length can exist. Let n ∈ N be fixed.
Case 1: All characteristic paths of length n reject. Then L n has the same structure as in the deterministic case, i.e., it is the finite union of paths which are not characteristic. By the same argument as above L n does not contain a rcf set.
Concerning the structure of L n in Case 1 let M ∈ N denote the maximal number of non-deterministic choices automaton A can follow in one of its states. If ϕ is a characteristic path of A note that not necessarily V ϕ ⊆ L n since a point x ∈ V ϕ could be branched as well along an accepting non-characteristic path. Nevertheless, along a characteristic path in each step at most k + values are branched away from the path. There are at most M n many characteristic paths of length n, thus at most (k + )M n values for a fixed input component can be branched away from all characteristic paths (note that there might be inputs which can follow all characteristic paths of A). It follows that L n contains a rcf set of cardinality O(M n ). Case 2: There are characteristic paths which accept. Let ϕ denote one of them. Since the path accepts it follows V ϕ ⊆ L n . Clearly, V ϕ is rcf of cardinality k + . Finally, L n does not contain a rcf set. Because if U ⊆ L n would be rcf each point in U has to be branched away from the accepting characteristic path ϕ. The same argument as in the deterministic case gives a contradiction.
2
We derive two further results from the theorem. Example 1 has shown that the Knapsack problem, which is conjectured not to be efficiently solvable in the BSS model, can be accepted by a non-deterministic automaton. However, the next result shows that easier problems cannot. Thus, the class of languages acceptable by non-deterministic (S, k)-automata is contained in DNP R or DNP C , respectively, but lies kind of skew with respect to the class of languages decidable in polynomial time in the BSS model. Corollary 1. There are problems in complexity class P C which can not be accepted by any non-deterministic (S C , k)-automaton. Similarly for P R . As a consequence, the class of languages accepted by non-deterministic real or complex automata is strictly contained in DNP C and DNP R , respectively.
Proof. For the complex case define a language L as
By repeated squaring of x and subsequent evaluation of the univariate polynomial given through the a i membership in L can be decided in the complex BSS model in polynomial time in n, i.e., L ∈ P C . Now suppose a non-deterministic (S C , k)-automaton A accepts L. As in the proof of Theorem 1 let M denote an upper bound on the number of non-deterministic choices in any state. For a canonical choice of (a 0 , . . . , a n ) ∈ C n+1 the polynomial z → n i=0 a i z i has n different complex roots and each of them has n n different n n -th roots. Thus, there are n · n n choices for x such that (a 0 , . . . , a n , x) ∈ L. Now on the one hand side L ∩ C n+2 does not contain a rcf set since given (a 0 , . . . , a n ) = 0 there are always only finitely many choices for x yielding a point in L. On the other hand, for large enough n we have n · n n > const · M n which contradicts as well part b) of Theorem 1. It follows that A cannot exist.
The proof for the real number is similar and postponed to the full paper. The last claim now follows from Lemma 1 and the containment of P R in DNP R and of P C in DNP C .
The above proof for the real case uses a certain structural property of accepted sets similar to rcf sets but seemingly weaker with respect to deriving interesting structural results. Therefore, we did not formulate it separately.
The following corollary shows another application of Theorem 1. Note that part a) follows from b), however we add the simple argument based on the previous theorem.
b) For all k ∈ N there is no non-deterministic (S C , k)-automaton accepting the complement of KS C , i.e., the set KS C = {(x 1 , . . . , x n , x n+1 )|n ∈ N and either x n+1 = 1 or ∀S ⊆ {1, . . . , n}
c) The class of languages accepted by non-deterministic complex automata is stritcly larger than the class of languages accepted by deterministic such automata.
Proof. a) Our definition of KS C requires as positive instances n + 1-dimensional vectors whose final component is 1. Thus no rcf set can be a subset of KS C . According to the theorem the only characteristic path of a potential deterministic automaton has to contain an rcf set. Consider an input (x 1 , . . . , x n−1 ) ∈ C n−1 such that all 2 n−1 possible sums of components give a different result and such that the automaton follows the characteristic path when reading (x 1 , . . . , x n−1 ). Clearly, such a sequence exists. Then there are 2 n−1 many choices for x n such that (x 1 , . . . , x n , 1) ∈ KS C , but for component x n the characteristic path can only branch away a constant number s of values for x n . Thus, such an automaton cannot exist.
b) Suppose a non-deterministic automaton A accepts KS C . The theorem implies that precisely one of the sets KS C and KS C contains an rcf set. For KS C this is not possible since the final component of an input in KS C is forced to equal 1. For deriving as well a contradiction in the remaining case we need an additional argument. As in a) choose n large enough and (x 1 , . . . , x n−1 ) ∈ C n−1 such that all 2 n−1 possible sums of components give a different result, this time also different from 1. In addition we require that A follows for an infinite number of choices for x n an accepting characteristic path when reading (x 1 , . . . , x n−1 ). Note that fixing (x 1 , . . . , x n−1 ) as above there is an infinite number of x n such that (x 1 , . . . , x n , 1) / ∈ KS C and all such inputs must be accepted by A. Thus the existence of such a path ϕ is guaranteed because there are only finitely many paths of a given length. Consider the two final computational steps of A when reading x n and x n+1 = 1. Since A accepts for infinitely many choices of x n along ϕ, for the final tests with x n+1 = 1 only those register values v i have an influence that depend on the choice of x n . Each of them, however, can only branch a single value away from ϕ. Since there are 2 n−1 > k choices for x n such that (x 1 , . . . , x n , 1) ∈ KS C the automaton can still branch most of them along ϕ and accept, thus leading to a contradiction.
Finally, claim c) directly follows since the class of languages accepted by a deterministic automaton clearly is closed under complementation. Example 1 together with parts a), b) imply the statement.
Though the notion of characteristic path(s) makes sense for real automata as well it is not clear how to use it to obtain a meaningful structural result like Theorem 1. This is discussed a bit further in the final section. With respect to the real Knapsack problem, however, we can prove the same statement by applying well known results from algebraic complexity theory [1, 12] . Due to space limitations a proof will be postponed to the full version.
Note that a much more general result for KS R in the realm of the real BSS model has been shown in [6] . Proposition 1. For all k ∈ N there is no non-deterministic (S R , k)-automaton accepting the complement of KS R . Thus, the class of languages accepted by non-deterministic real automata is not closed under complementation. The real Knapsack problem is not accepted by a deterministic (S R , k)-automaton.
A weak pumping lemma
One major structural tool for establishing a language not to be regular in the classical finite automata framework is the pumping lemma. It is thus natural to ask whether a similar property holds for our generalized automata. However, a short consideration immediately implies that -if at all -such a statement has to be more involved. Consider the language L := { (x 1 , 1, x 2 , 1, . . . , 1, x n ) ∈ C n |n ∈ N, x 1 = 1, x i+1 = x i + 1, 1 ≤ i ≤ n − 1}, i.e., (x 1 , . . . , x n ) represent initial segments of N. L clearly is acceptable by a deterministic (S C , 1)-automaton. Now, if in a word w ∈ L we pump any of its substrings the structure of the defining recursion formula for the components clearly is destroyed.
One major obstacle for obtaining a kind of pumping lemma is the ability to perform computations. Even if an automaton runs through a loop with respect to its state set it is by no means clear whether the loop is realizable even only once more repeating the same subsequence of input components. The reason is that in most cases the assignments of registers will change. And a different assignment clearly can result in a different computation path when reading the same part of an input repeatedly.
For complex automata and some loops it turns out that we can say a bit more. Here, once again the characteristic path of a deterministic automaton is helpful because many inputs follow it. We shall now show that a weak kind of pumping is possible. As drawback two features of the classical pumping lemma are lost. First, the pumping might not be possible for words in the language but for rejected words; and secondly, it cannot be guaranteed to hold for all words of a certain length. Nevertheless, we shall see that the statement can be used to show certain problems not being acceptable by deterministic complex automata. Theorem 2. Let L ⊆ C * be accepted by a deterministic (S C , k)-automaton A. Then there is a word w := uz ∈ C * such that either all uz t , t ∈ N 0 belong to L or they all belong to C * \ L. Moreover, u and z have an algebraic length of at most K and 2K, respectively, where K denotes the number of states of A.
Proof. Before going into detail we outline the main idea of the proof. We are looking for inputs that follow the characteristic path of A when the input dimension becomes larger. As mentioned earlier this path is realizable. For example, we could take a sequence of algebraically independent numbers. So there is a loop that can be realized as many times as we want. Let q denote the starting and final state of the first such loop; here, by first we mean first time the loop is completed. We fix this loop as the one we are interested in for the rest of the proof. Then there is a u of length at most K such that when reading u as its first input components A follows the characteristic path and enters q for a first time. The length of the loop is some s ≤ K.
The problem, however, is that the above easy argument implies realizability of the characteristic path only when the input components can be changed all the time. Ad hoc there is no guarantee that we can follow the loop any given number of runs always taking the same complex vector z ∈ C s . The main task in the proof is to establish the existence of such a z. This will be done as follows: First, we show the existence of an open set X ⊆ C s such that for each x ∈ X automaton A on input ux follows the loop once. For this purpose we can use a sequence ux with the set of components being algebraically independent. In that case, no equality test will be answered positively, so ux follows the characteristic path. Since the test functions are continuous in the input components there is an open set X containing x such that for all y ∈ X the input uy follows the characteristic path as well.
The main part of the proof now shows that for each additional run through the loop only a reasonably small set of points from X have to be removed because they might not be branched along the characteristic path when passing another time the loop. Now towards the details. In the proof we restrict ourselves to an automaton A that uses no contants and a single register only. However, after it has been given it should be obvious that this is no restriction at all. We add a comment on this at the end.
Let u and X ⊆ C s be as above. When A has read u it is in state q; let v * denote the value of the register at that moment. For all x ∈ X the computation on ux follows the characteristic path. Fix u and x * := (x * 1 , . . . , x * s ) ∈ X such that all components are algebraically independent. Our goal is to find a z ∈ X such that uz t for all t ∈ N 0 follows the characteristic path. To do so it must be guaranteed that for each run of A through the loop the current input component z j never equals the current value in the register, for all 1 ≤ j ≤ s. The latter of course can change with each new run through the loop. We thus have to analyze how the register value evolves.
Let us begin with some easy cases. First, if all computations performed during the loop are the projection pr 2 onto v, then v does not change. Since u and x * have independent components all tests x * j = v? are answered negatively and we are done. Secondly, suppose there is an operation pr 1 (x * j , v) performed and this is the only one that changes v, i.e., all other operations are pr 2 . Then from this step on v = x * j and in the next run through the loop the corresponding equality test is positive, so the computation leaves the characteristic path. This can easily be resolved replacing x * by x * x * ∈ C 2s with all components independent (and thus different) and running twice through the loop. Now if v = x * j in the next run v =x * j ? will be tested with negative outcome; the projection pr 1 changes v's value intox * j . We then consider two consecutive runs through the loop as a new loop of double length. The only price to pay for this is the length of z in the theorem's statement which changes from at most K to at most 2K.
Thirdly, if all operations are projections but different from the first two cases the statement trivially is correct. Finally, the case that projections occur but not exclusively is covered by the arguments that follow below. We therefore without loss of generality assume that during each step j, 1 ≤ j ≤ s along the loop an arithmetic operation v • j x j is performed. For sake of notational simplicity we only consider • j ∈ {+, * }; subtractions do not change the arguments.
The way how v's value evolves during one sweep through the loop starting from initial value v t , t ≥ 1 can be described as follows:
Moreover note that (1) includes s updates, one for each move along the states constituting the loop. The structure of the register value at intermediate steps can be easily extracted from the above formula, this will be used below.
Each additional run through the loop formally gives the same update starting from the respective value v t . We now have to show that there is a point z ∈ X such that all updates given by (1) are different from the respective components of z, no matter how often the loop is passed.
For all intermediate updates leading from v 1 = v * to v 2 this is true for all points in X. We now show for each t ≥ 1 the following Claim: Suppose X (t) is the subset of points x ∈ X such that A for each input ux j , 0 ≤ j ≤ t follows the characteristic path and thus ends in state q. Then X (t+1) is obtained from X (t) by removing a set R (t) of points whose final component x s belongs to a finite set.
The claim implies the theorem: Since X is open, if at each loop such a set R (t) has to be removed, then X \ t≥1 R (t) has a non-empty projection onto the s-th component. This is true since with respect to this component an at most countable set is removed from an interval. It follows that X contains a point z that follows the characteristic path for any given number of loops. with certain powers. The choice of the x * i as algebraically independent numbers guarantees this product to be always non-zero and different from 1. This implies that a comparison between the current value of v and the actual component x * j , 1 ≤ j ≤ s − 1 always gives a negative result except for one assignment of x s . This 'bad' value is the unique complex solution of a linear equation in x s . The same holds for the final step in the loop and the comparison with x s . As consequence, the computation continues to stay for one more step on the characteristic path.
Case 2:
A similar reasoning as before shows that if the computation runs for the t-th time through the loop (t ≥ 1) the current register value is expressible as a polynomial of degree t − 1 in x s . More precisely, the highest coefficient, i.e., the coefficient of x s−1 ) = 0 because f is a polynomial and there is no algebraic relation between the components. It follows that the comparison between the register value and one of the x * j or x s only is positive for at most t − 1 many choices of x s . These choices have to be excluded in order to stay on the charateristic path.
The above reasoning shows that for each run through the loop all but a finite number of assignments to x s are suitable in order to guarantee that the point ux * 1 . . . x * s−1 x s is branched along the characteristic path of A. Each such point is a suitable choice for uz. The Claim and thus the theorem follow.
Two final remarks are appropriate: If the automaton has k registers and constants the arguments apply in precisely the same way. Once again, only a finite number of values have to be forbidden for one of the variables x i with respect to each register and each sweep through the loop. Moreover, for several registers it might be the case that instead of x s another component has to be taken into account, for example, when one register value does not depend on x s . Once again, this does not harm the above proof.
We end this section with an easy example showing how the weak pumping lemma can be applied. We are confident that other interesting examples can be treated that way as well.
Example 2. Consider the following modification of the Subset Sum problem. Define the language L ⊂ C * to consist of all points (x 1 , . . . , x n ) ∈ C n such that there are two disjoint and non-empty sets S 1 , S 2 ⊂ {1, . . . , n} satisfying i∈S1
x i . Then L cannot be accepted by a deterministic complex (S C , k)-automaton. The proof of the weak pumping lemma implies that we can choose all components of u, z algebraically independent. Consequently, the input uz must be rejected since validity of the defining property for L implies an algebraic relation between the input components. But uz 2 clearly is an input in L since we can choose S 1 to cover the first occurence of z and S 2 its second. This is not possible since it would imply the starting state of the loop to be at the same time accepting and rejecting. L thus cannot be accepted.
Undecidability results
We now turn to a bunch of undecidability results for the generalized automata model dealing with classical problems from finite automata theory. The basic of all these results is the following well known fundamental undecidability result for the BSS model, see [3] .
Proposition 2. The set Q + of positive rational numbers is neither decidable in the real nor in the complex BSS model.
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The undecidability results below are obtained by embedding the decidability question for the rationals into the problems under consideration. In all cases this will be done using in one or the other way a fundamental automaton that is described in the next result.
Proposition 3.
There is a deterministic (S R , 3)-automaton A that accepts the language L ⊆ R * , defined as
The automaton uses three constants −1, 0, 1. L as well can be accepted by a deterministic (S C , 3)-automaton when considered as language in C * .
Proof. Before describing A in more detail its way of functioning is outlined briefly. A tuple accepted by A as its first component must have a positive rational number r of form s t . The correct values for s and t are determined by means of the intermediate components x i which are used as counters: a value x i = 1 is used by A to increase a counter for s by 1, x i = −1 similarly is used for t. Those counters are realized in two of the registers of the automaton. Now towards the details. From the following description it should be obvious how the automaton formally can be devised, so we do not specify each possible transition in detail. The automaton uses three registers v 1 , v 2 , v 3 that are initialized with 0. It uses as its constants −1, 0, 1 (this is not intended to be the minimal number possible to achieve the all-over goal). Any input that does not respect the formal constraints given in the definition of L is branched into a sink state. More precisely, the automaton checks all x i to belong to {−1, 1} by comparing a current x i with the two constant registers storing −1, 1. Similarly, A expects the sequence of x i 's to terminate reading a 0 component followed by two additional non-zero components s and t.
Let us then assume that an input satisfies these formal requirements (which of course can only be guaranteed after having read the entire input). A copies the first component r into register v 1 . Now each time A reads a component x i = 1 it adds the value 1 to register v 2 , i.e., v 2 ← v 2 + x i . Registers v 1 and v 3 are not changed in this case. Similarly, reading x i = −1 register v 3 is increased by 1 using the operation v 3 ← v 3 − x i and v 1 , v 2 remain unchanged. The first 0 read indicates that the automaton enters a new phase of its algorithm. Notice that if already x 1 = 0 the computation should end in a sink as well. In the next phase the automaton checks whether the numbers constructed so far in registers v 2 , v 3 constitute a representation of r as fraction, thus yielding r to be a positive rational number. First A checks by a corresponding test whether v 2 = t. If not it moves into a sink state; otherwise t is a potential candidate for the correct denominator and the automaton performs the operation v 1 ← v 1 · t. Then, it reads s and compares it to both v 3 and the updated value of v 1 . Only if both these equality tests are satisfied the automaton runs into its unique accepting state, otherwise it moves again into a sink.
It is then obvious that A only accepts tuples of the corresponding form for which r is a positive rational and s, t represent a valid fraction for r. Since the automaton does not use inequality branches the algorithm works exactly the same in the complex model. 2
The proposition immediately implies several undecidability results. Since the theorem deals with deterministic automata the corresponding problems are as well undecidable for non-deterministic automata. The size of an automaton can be taken as sum of its number of registers and number of states. a) Emptiness Problem: Given A, is L(A) = ∅? b) Equivalence Problem: Given two automata, do they accept the same language? c) Reachability Problem I: Given A and a state p of A, is there a computation of A that starts in q 0 and reaches p? d) Reachability Problem II: There is an (S R , 4)-automaton A (not part of the input) such that the following problem is undecidable: Given a state p of A and an assignment v ∈ R k of the 4 registers of A, is there a computation of A starting in its initial state with initialization 0 ∈ R 4 and leading to p attaining register values v? e) Minimization Problem: Given A, is it state minimal among all deterministic automata accepting L(A)? As consequence, there is no BSS algorithm minimizing any given generalized automaton.
Proof. All statements are implied by using suitable variants of the automaton constructed in Proposition 3.
For the emptiness problem consider as input an automaton A that uses in addition to constants −1, 0, 1 a constant c ∈ R. This constant thus is part of the input and can be used to relate the emptiness problem with deciding the positive rationals. This can be done by modifying the automaton in Proposition 3 in such a way that in its first step it compares the first input component r with constant c. Only if r = c the automaton continues to work as described in the proposition, otherwise it moves into a sink state. Now this A will accept a word if and only if c is rational. Thus deciding whether a given real number is a positive rational number can be reduced to deciding whether L(A) = ∅. The latter problem is undecidable.
Claim b) is a direct consequence since one easily can construct an automaton that accepts no word from R * . Taking this automaton together with the one from a) as input the emptiness problem reduces to the equivalence problem.
Reachability problem I is easily seen to be undecidable as well using part a) since the automaton reaches its only accepting state iff the constant c is a positive rational.
Reachability problem II needs another modification of our standard automaton. It is necessary because now the automaton should be fixed, so we cannot code the rationals as decision problem by varying the automaton using different constants. Instead we code the rationals in the final desired register assignment as follows. First, recall that automaton A from Proposition 3 finishes an accepting computation on a tuple (r, x 1 , . . . , x n , 0, t, s) in its unique accepting state, say p, with register assignment (r · t, t, s). In that case r = s t is rational. However, we do not know in advance how s, t look like and whether they exist, so they cannot be used as the desired assignment for an instance of Reachability Problem II. Therefore, A is modified as follows giving a new (S R , 4)-automaton A . This automaton uses one additional register in order to store twice the first component r read. The second copy is stored in register v 4 and this register will not be changed any more during the rest of the computation of A . If A has reached its final state p, then A continues its computation requiring one additional 0-component as remaining input and using the projection operation to set registers v 1 = v 2 = v 3 = 0. The only accepting state of A is a new state p and it can only be reached from p in the above described way. If this is the case, then the four registers of A have the assignment (0, 0, 0, r), where r is the rational leading as first component of an input to the above final configuration. Thus, for the fixed automaton A there is a computation leading from q 0 to state p and resulting in a register assignment (0, 0, 0, r) iff r ∈ Q + . It follows that the second version of the reachability problem is undecidable as well.
Finally, the minimization problem clearly cannot be computable for deterministic generalized automata; if it were one could decide the emptiness problem since a minimal automaton for the empty set has one state only. 
Conclusion and open questions
In this paper we have studied the generalized model of finite automata introduced in [7] in the framework of BSS computability and complexity. The focus has been on real and complex number computability. Our results show that a lot of classical questions about finite automata in the generalized framework have different answers. Among them we find both different complexity and computability results. In addition, they lead to a lot of further open questions, a few of which are outlined below.
Another kind of reachability problem than those of Theorem 3 was studied in [7] . There, the question is whether given a (non-deterministic) automaton and a computation path there is an input such that the automaton follows the given path with its computation. One of the main results in [7] is that this problem is decidable. Since the path is part of the instance there is a finite number of steps to be performed, i.e., the dimension of a suitable input x ∈ R * for the automaton's computation to realize the path is given. Then the problem translates into an existential formula in first order logic over the reals. The formula just asks for the existence of an input realizing the required computational steps. Thus the problem is decidable by quantifier elimination. The same holds over C. The difference with the above Reachability problem II is that we do not know in advance (a bound for) the length of a potential accepting path. The problem thus looks a bit similar to the real Halting Problem [3] . It would then be interesting to analyze whether reachability problems can be of the same degree of undecidability than the real Halting Problem. Note, however, that the rationals are known to be of a weaker degree of undecidability [11] . This question seems interesting also from the BSS side since not many problems are known that are of the same difficulty of the Halting Problem, see [10] for one such.
Theorem 3 gives as well rise to investigate the limits of the respective undecidability results, i.e., for which kind of restricted automata some of the problems might turn out to be decidable. Here, restrictions for example can apply to the number of registers and/or the number of constants used by the automaton. One easy result into this direction is the following. Lemma 2. For (S C , 1)-automata and (S R , 1)-automata that use no constants the emptiness problem is decidable in polynomial time in the size of the automaton over the corresponding structure.
Note that the above problem is purely discrete if the initial configuration contains no complex data. This holds as well if the automaton has k registers but no constants. Since all purely discrete problems are decidable in the BSS model [3] (though not necessarily in polynomial time) restrictions of the problems treated in Theorem 3 only become interesting if either constants are present or the initial configuration is part of the input as well. This of course does not apply to the second reachability problem since here the final register values are part of an instance. In general, we could also wonder about the impact arbitrary initial assignments to the registers have, for example, with respect to the interplay with the set of constants used.
Other open questions relate to the weak pumping lemma and further structural properties of languages accepted. Is there a similar result for real automata? One can easliy define characteristic paths in the real setting as well. Instead of requiring all tests to give a negative answer one could demand that the tests establish the current input component to be larger (or smaller) than all values it is compared to. This conditions even could be mixed with changing states. However, it is not clear to us whether a meaningful statement about the evolvement of register values could be deducted for computations along such real characteristic paths. Another problem related of course would be a stronger pumping lemma, i.e., one dealing with accepting computations. Once again, a main difficulty here seems to be to control the register values. And even more ambitious: What's about a Myhill-Nerode like characterization of languages accepted by (S, k)-automata? Though Theorem 3 indicates that such a result would likely look very different from the classical one, since it might not result in computable properties like state minimization, it would certainly be interesting to find such characterizations.
