In this paper, we characterize the sigma-adequacy of a link diagram in two ways: in terms of a certain edge subset of its Tait graph and in terms of a certain product of Tutte polynomials. Furthermore, we show that the symmetrized Tutte polynomial of the Tait graph of a link diagram can be written as a sum of these products of Tutte polynomials, where the sum is over the sigma-adequate states of the given link diagram. Using this state sum, we show that the number of sigma-adequate states of a link diagram is bounded above by the number of spanning trees in its associated Tait graph. By combining results, we give a method to find all of the sigma-adequate states of a link diagram. Finally, we give necessary and sufficient conditions for a link diagram to be sigma-adequate and sigma-homogeneous (also called homogeneously adequate) with respect to a given state.
Introduction
Since the early years of knot theory, a correspondence between link diagrams and edge-signed planar graphs (called Tait graphs) has been known to exist ( [20] ). As a means to study both links and graphs, polynomial invariants have been used. An important polynomial invariant of graphs, introduced in 1947, is the two-variable Tutte polynomial ( [26] ) and an important polynomial invariant of links, introduced in 1984, is the one-variable Jones polynomial ( [9] , [10] ). As shown by Kauffman in [12] , the Jones polynomial satisfies a recursive skein relation that parallels the contraction-deletion relation of the Tutte polynomial. Deepening the connection between the Jones and Tutte polynomials, Thistlethwaite expressed the Jones polynomial of an alternating link in terms of the Tutte polynomial of its associated Tait graph ( [23] ) and, soon after, Kauffman extended this result to all links by defining a Tutte polynomial for edge-signed graphs ( [13] ).
Kauffman also generalized the Jones polynomial to a two-variable Laurent polynomial that is now called the Kauffman polynomial ( [14] ). Using the (unnormalized) Kauffman polynomial of a link diagram, Thistlethwaite ( [25] ) extracted two boundary term polynomials φ + D (t) and φ − D (t) (called critical line polynomials in [22] ) and expressed each such polynomial as a product of two Tutte polynomials, where the Tutte polynomials come from edge-contractions and edge-deletions of the associated Tait graph. From this, Thistlethwaite shows that a link diagram is A-adequate (resp. B-adequate) if any only if the boundary term polynomial φ + D (t) (resp. φ − D (t)) is nonvanishing. The family of semi-adequate links, that is, links that have either A-or B-adequate diagrams, was introduced by Lickorish and Thistlethwaite ( [17] , [18] ) and is a very large family of links. For example, the family of semi-adequate links has been shown to contain all alternating links, all adequate links, all Montesinos links, all positive and negative closed braids, all closed 3-braids, and all planar cables of the link families just mentioned ( [17] , [21] ). To give a sense of how frequently semi-adequate links occur, we have that all knots with at most 10 crossings are semi-adequate and all but two 11-crossing prime knots are semi-adequate ( [22] ). As one would expect, the family of semi-adequate links has been widely studied ( [1] , [5] , [8] , [11] , [16] , [17] , [18] , [21] , [22] , [25] ). While many knots and links are known to be semi-adequate, it has been shown ( [17] , [22] , [25] ) that there exist links that are neither A-nor B-adequate (such links are sometimes called inadequate).
In this paper, we extend some of the results of Thistlethwaite from [25] to the larger family of σ-adequate link diagrams, where σ denotes a fixed but arbitrary state of a link diagram. To begin, let D denote a checkerboard-colored link diagram with associated Tait graph G. Given that the edges of G are labeled with + or − and given that the crossings of D are either A-resolved or B-resolved according to the state σ, we use E σ to denote the union of the + edges of G whose corresponding crossings are A-resolved and the − edges of G whose corresponding crossings are B-resolved. Given the edge subset E σ ⊆ E(G), let G|E σ denote G restricted to the edge set E σ and let E σ = E(G) − E σ denote the complement of the edge set E σ . The first main result of this paper is given below. Theorem 1.1. Let D be a connected, reduced, checkerboard-colored link diagram with at least one crossing and with associated Tait graph G. Then D is σ-adequate with respect to a state σ if and only if there exists a partition E(G) = E σ E σ of the edges of G such that the following conditions hold.
(1) Every edge of E σ is contained in a cycle of G|E σ .
(2) No edge of E σ has both endpoints on a connected component of G|E σ .
To generalize the boundary term polynomials of Thistlethwaite ( [25] ) we define, for each state σ of a link diagram, a polynomial φ σ D (t) that is a product of two Tutte polynomials and that reduces to a boundary term polynomial when the state being considered is the all-A state or the all-B state. Using the polynomial φ σ D (t), we extend Thistlethwaite's nonvanishing result to the family of σ-adequate link diagrams. By combining the results of Theorem 1.1, Theorem 1.2, and Theorem 1.3, we present a method for finding all of the σ-adequate states of a connected, reduced, checkerboard-colored link diagram. We highlight this method by using it to find all 20 σ-adequate states of the standard diagram ( [3] ) of the nonalternating inadequate knot 11n 95 .
Next, we apply the notion of partial duality, as defined by Chmutov in [4] , to the ribbon graph associated to the black checkerboard state of a checkerboard-colored link diagram in order to give necessary and sufficient conditions for a link diagram to be σ-adequate and σ-homogeneous (also called homogeneously adequate) with respect to a given state. The family of links with homogeneously adequate diagrams has been studied by a number of authors ( [2] , [6] , [7] , [19] ). Theorem 1.5. Let D be a connected, reduced, checkerboard-colored link diagram with at least one crossing and with associated Tait graph G. Then D is homogeneously adequate with respect to a state σ if and only if there exists a partition E(G) = E σ E σ of the edges of G such that the following conditions hold.
(3) Each connected component of G|E σ either consists entirely of + edges or consists entirely of − edges.
(4) The edges of E σ inside a fundamental cycle of G|E σ either consist entirely of + edges or consist entirely of − edges.
(5) The edges of E σ in the unbounded region outside all of the fundamental cycles of G|E σ either consist entirely of + edges or consist entirely of − edges.
Finally, we conclude the paper by modifying the method mentioned above to give a method for finding all of the homogeneously adequate states of a given link diagram. As an example, we show that none of the 20 σ-adequate states of the standard diagram of the knot 11n 95 are σ-homogeneous. Thus, we show that this knot diagram has no homogeneously adequate states. This paper is organized as follows. In Section 2, we provide background on the Tait graph associated to a checkerboard-colored link diagram, the Tutte polynomial of a graph, the σ-adequacy (as well as A-, B-, and semi-adequacy) of a link diagram, and the unnormalized Kauffman polynomial and boundary term polynomials associated to a link diagram. In Section 3, we generalize the boundary term polynomials to the polynomials φ σ D (t) associated to any state σ of a link diagram; we provide a characterization of the σ-adequacy of a link diagram that involves edge-contractions and edge-deletions of the Tait graph; we prove Theorem 1.1, Theorem 1.2, Theorem 1.3, and Theorem 1.4; and we provide a method for finding all of the σ-adequate states of a link diagram. In Section 4, we define the state ribbon graphs of a link diagram, define the operation of partial duality for these ribbon graphs, and build connections between the state ribbon graph perspective and the Tait graph perspective for link diagrams. In Section 5, we introduce the families of σ-homogeneous and homogeneously adequate link diagrams, we prove Theorem 1.5, and we present a method for finding all of the homogeneously adequate states of a link diagram. 
Background
In this section, we present the background from graph theory and knot theory that will be used in the rest of this paper. A link diagram D is called checkerboard-colored if each complementary region of Γ D , which we call a region of D, is shaded either black or white so that, in a small neighborhood of each crossing, two opposite regions are shaded black and two opposite regions are shaded white. See the left side of Figure 1 for an example of a checkerboard-colored link diagram. It is a well-known result that every link diagram can be checkerboard-colored. Definition 2.1. To a checkerboard-colored link diagram D, we construct the associated Tait graph G as follows. First, we associate a vertex to each black region of D. Next, we join a pair of distinct vertices by an edge if the two corresponding regions share a crossing of D and we join a vertex to itself if the corresponding region meets a crossing of D twice. Finally, we label the edges with either + or − according to the convention displayed in the center of Figure 1 . What results is an edge-signed planar graph G called the Tait graph associated to D. See Figure 1 for an example of the construction of a Tait graph. Note that the white regions of D correspond to the faces (complementary regions) of G. Also note that changing the crossing type of a single crossing of D corresponds to changing the sign of the corresponding edge of G and forming the mirror reflection D of D corresponds to changing all of the edge signs of G. Remark 2.1. As was first observed by Tait in the late 1800s (for the case of alternating knots), there is a bijection between the family of checkerboard-colored link diagrams and the family of edge-signed planar graphs. The construction defined above gives one direction of this bijection and a medial graph construction can be used to give the reverse direction. Refer to [13] for more details. As a special case of this bijection, alternating checkerboard-colored link diagrams correspond to edge-signed planar graphs where the edges are either all + edges or all − edges. See the top half of Figure 2 .
The Tait Graph Associated to a Link Diagram
Throughout this paper, we will often work with reduced link diagrams. We now introduce some terminology from graph theory. Definition 2.3. Let G be a graph. An edge of G is called a loop if it joins a vertex to itself. An edge e = {v, w} of G is called a multiedge if there are multiple parallel edges of G that join vertex v to vertex w. An edge of G is called a bridge if deleting this edge from G increases the number of connected components. A vertex of G is called a cut vertex if deleting this vertex and its incident edges from G increases the number of connected components. A graph G is called nonseparable if it is connected and contains no cut vertices. Every graph G can be decomposed into blocks, where a block is either an isolated vertex of G, a bridge of G with its incident vertices, a loop of G with its incident vertex, or a maximally connected subgraph of G that contains no cut vertices and is neither a bridge nor a loop of G. The blocks and cut vertices of a connected graph G give rise to a block decomposition of G as G = G 1 ∨ G 2 ∨ · · · ∨ G k , where the G i are the blocks of G and where the G i meet at shared cut vertices of G.
The remark below, which relates properties of a checkerboard-colored link diagram to properties of its associated Tait graph, will be used multiple times throughout this paper. 
Graph Operations and the Tutte Polynomial
The graph operations of deletion and contraction with respect to both a single edge and a collection of edges will play an important role in the remainder of this paper.
Definition 2.4. Let G be a graph. Then, for e an edge of G, we use G − e to denote the graph obtained from G by deleting the edge e and G/e to denote the graph obtained from G by contracting the edge e. Our convention will be that contracting a loop is the same as deleting the loop. Let H ⊆ E(G) denote a subset of the edges of G. Then we use G|H to denote G restricted to the edges of H, that is, G|H is the (spanning) subgraph of G whose vertices are the same as those of G and whose edges are the edges of H. Alternatively, G|H is the graph obtained from G by deleting the edges in the complement H = E(G) − H of the edge set H. Finally, let G/H denote the graph obtained from G by contracting the edges of H. The Tutte polynomial of a graph is defined below. Definition 2.5. The Tutte polynomial of a graph G, denoted χ G (x, y), is a two-variable polynomial invariant defined recursively as follows.
if e is neither a bridge nor a loop of G By repeatedly applying Definition 2.5, we are able to compute the Tutte polynomial of the cycle graph C n with n edges.
Recall that a graph is called planar if it can be drawn in the plane R 2 in such a way that no two edges cross each other. For a planar graph, the faces (complementary regions) are well-defined. We now define the planar dual of a planar graph. Definition 2.6. The planar dual of a planar graph G, denoted G * , is the planar graph where the vertices of G * correspond to the faces of G, the faces of G * correspond to the vertices of G, and the edges of G * correspond to the edges of G so that an edge and its planar dual intersect transversely when we overlay G with its planar dual G * . Remark 2.3. Given a planar graph G with planar dual G * , it can be shown that the bridges (resp. loops) of G * correspond to the loops (resp. bridges) of G. It can also be shown that contraction and deletion reverse roles under the operation of planar duality. Thus, for e an edge of G and e * the corresponding dual edge of G * , we have that (G/e) * ∼ = G * − e * and (G − e) * ∼ = G * /e * . Furthermore, in the case that G is the Tait graph associated to a checkerboard-colored link diagram D, it can be seen that changing the checkerboard coloring of D, which reverses the black and white regions of D, corresponds to changing from G to its planar dual G * .
The following proposition, which can be proved by applying Remark 2.3 to Definition 2.5, shows how the Tutte polynomial behaves under the operation of planar duality. 
Sigma-Adequacy for Link Diagrams
To define the family of σ-adequate link diagrams, we first need a precise definition of a state σ of a link diagram. Definition 2.8. By resolving the crossings of a link diagram D according to a state σ, we form the trivalent state graph H σ that consists of a disjoint collection of state circles and a disjoint collection of state segments (either A-segments or B-segments) that are used to record the locations and types of the crossing resolutions. Let H A (resp. H B ) denote the state graph that arises from the all-A (resp. all-B) state. For an example of a link diagram and its all-A state graph, see Figure 4 . Note that we may sometimes suppress the labels of A and B on the state segments of H σ .
We now define what it means for a link diagram to be σ-, A-, B-, and semi-adequate. Definition 2.10. Given a checkerboard-colored link diagram D, the black (resp. white) checkerboard state of D, denoted σ bl (resp. σ wh ), is the state of D where the crossings of D are resolved so that the state circles of H σ bl (resp. H σ wh ) are, up to minor perturbations, the boundaries of the black (resp. white) regions of D. Note that σ bl and σ wh are dual states.
As will be shown below, the black and white checkerboard states of a reduced link diagram are always σ-adequate states. Proof. Since D is reduced, then, by Remark 2.2 and Remark 2.3, neither its Tait graph G nor its planar dual G * contain loops. By Definition 2.1, Definition 2.6, and Definition 2.10, the vertices of G (resp. G * ) correspond to the black (resp. white) regions of D, which correspond to the state circles of the black (resp. white) checkerboard state graph H σ bl (resp. H σ wh ). Moreover, the edges of G (resp. G * ) correspond to the crossings of D, which correspond to the state segments of H σ bl (resp. H σ wh ). Therefore, loops of G (resp. G * ) correspond to state segments of H σ bl (resp. H σ wh ) that connect a state circle to itself. Thus, by Definition 2.9, we have the first desired result. The second desired result follows from considering Figure 2.
The Kauffman and Boundary Term Polynomials
Let K be an oriented link and let D be a diagram of K with writhe w(D). The Kauffman polynomial,
is the unnormalized Kauffman polynomial defined recursively as follows.
denotes the result of applying
Reidermeister move R1 to D to increase the number of crossings of D by one and increase (resp. decrease) w(D) by one. Let D be a link diagram with n crossings. Expanding
Thistlethwaite shows that u rs = 0 only if |r| + s ≤ n (Theorem 4 of [24] ).
From the outermost coefficients of Λ D (a, z), we can construct the boundary term polynomials
In [25] , Thistlethwaite expresses each of the two boundary term polynomials φ 
Extending to the Sigma-Adequate Case
In this section, we define the polynomials φ σ D (t) that generalize Thistlethwaite's boundary term polynomials, we prove Theorem 1.1, Theorem 1.2, Theorem 1.3, and Theorem 1.4, and we provide a method for finding all of the σ-adequate states of a link diagram.
Generalizing the Boundary Term Polynomials
To begin, we define the polynomials that extend Thistlethwaite's boundary term polynomials to every state of a link diagram. 
Furthermore, if we let E B + denote the (+, B) edges of G and let E A − denote the (−, A) edges of G, then the complement E σ = E(G) − E σ of the edge set E σ can be defined as
Note that E σ = E σ * , where σ * is the state dual to the state σ.
If we apply the definition of φ σ D (t) above to the all-A and all-B states of D, then we get the boundary term polynomials introduced by Thistlethwaite in [25] .
In the following proposition, we apply Definition 3.1 to find the edge subsets E σ corresponding the two checkerboard states of a link diagram.
Proposition 3.1. Let D be a connected, reduced, checkerboard-colored link diagram with at least one crossing and with associated Tait graph G. Then, given the black checkerboard state σ bl of D, every edge of G is either a (+, B) edge or a (−, A) edge of G and, given the white checkerboard state σ wh of D, every edge of G is either a (+, A) edge or a (−, B) edge of G. Thus, we have that E σ bl = ∅ and E σ wh = E(G). Consequently, we get that φ
Proof. Given the Tait graph G and the black checkerboard state σ bl , Remark 2.4 allows us to classify the edges of G as (+, A), (+, B), (−, A), or (−, B) edges. By considering the local structure of the link diagram D, the black checkerboard state graph H σ bl , and the associated Tait graph G, we get that the edges of G are either (+, B) or (−, A) edges. See Figure 2 . Therefore, by Definition 3.1, we have that E σ bl = ∅. Since G|E σ bl contains no edges and since G/E σ bl = G, then, by Definition 3.1 and Definition 2.5, we get that φ
The proof for the white checkerboard state σ wh is similar.
We now establish two properties of the polynomial φ σ D (t) that will be used later in this paper. The proposition below generalizes Corollary 1.1 of [25] . It should be noted that the three additional properties that appear in Corollary 1.1 of [25] can also be generalized to apply to the polynomial φ σ D (t). (1) The coefficients of φ σ D (t) are nonnegative.
(2) φ σ D (t) = 0 if and only if G|E σ contains no bridges and G/E σ contains no loops.
Proof of Property (1). By Definition 2.5, it can be seen that the coefficients of any Tutte polynomial are nonnegative. Hence, by Definition 3.1, the coefficients of φ σ D (t) are nonnegative.
Proof of Property (2). (⇒)
Proceed by contraposition. If G|E σ contains a bridge, then, by Definition 2.5, we have that χ G|Eσ (0, t) = 0. If G/E σ contains a loop, then, by Definition 2.5, we have that χ G/Eσ (t, 0) = 0. In either case, by Definition 3.1, we get that φ σ D (t) = 0.
(⇐) Proceed by contradiction. Assume that G|E σ contains no bridges, that G/E σ contains no loops, and that φ σ D (t) = 0. Therefore, by Definition 3.1, either χ G|Eσ (0, t) = 0 or χ G/Eσ (t, 0) = 0. Suppose χ G|Eσ (0, t) = 0. Then, by the contrapositive of Proposition 2(ii) of [23] , we can conclude that either G|E σ contains a bridge or G|E σ contains a loop. Since G|E σ contains no bridges by assumption, then G|E σ contains a loop. If E L denotes the set of loops of G|E σ , then, by Definition 2.5, we have that
neither bridges nor loops. Therefore, by Proposition 2(ii) of [23] , we have that χ (G|Eσ)−E L (0, t) = 0, which implies that χ G|Eσ (0, t) = 0, a contradiction. The proof of the case when χ G/Eσ (t, 0) = 0 is similar.
A Tait Graph Perspective on Sigma-Adequacy
Our goal is now to show that the σ-adequacy of a connected checkerboard-colored link diagram D can be detected from properties of the edge-restricted Tait graph G|E σ and the edge-contracted Tait graph G/E σ . In the proposition below, we provide an alternate definition of σ-adequacy for a link diagram. Proof. By Definition 2.9, D is σ-adequate with respect to a state σ if and only if its state graph H σ contains no state segments that connect a state circle to itself. This is equivalent to the condition that every state segment s of H σ connects two distinct state circles of H σ , call them C 1 and C 2 . Since the state segment s corresponds to a crossing, call it c, of D, then changing the crossing type of c (but not changing the state σ) switches the local structure of the crossing resolution at c so that the new state segment, call it s c , now joins a state circle, call it C 12 , to itself. Therefore, the condition that every state segment s of H σ connects two distinct state circles C 1 and C 2 of H σ is equivalent to the condition that |s σ (D c We now give a state circle count for a link diagram and use it to provide a characterization of σ-adequacy for a link diagram that uses the edge-restricted and edge-contracted Tait graphs. (
(2) D is σ-adequate with respect to the state σ if and only if G|E σ contains no bridges and G/E σ contains no loops. Proof of Conclusion (1) . Proceed by induction on n (which is both the number of crossings of D and, by Definition 2.1, the number of edges of G). In the case when n = 0, we have that D is the trivial diagram of the unknot and, therefore, |s σ (D)| = 1. Furthermore, since E σ = ∅, then G|E σ = G is a single isolated vertex and
link diagram with n = j ≥ 0 crossings. Let n = j + 1 ≥ 1 and choose an arbitrary crossing c of D, which corresponds to an edge e of G.
Case 1: Suppose c is a non-nugatory crossing of D. By Remark 2.2, this implies that e is neither a bridge nor a loop of G. Since there are two crossing types and two state resolutions, then there are four subcases to consider. By rotation, we do not need to consider two separate cases for the two checkerboard colorings of D.
Subcase 1: Suppose a local neighborhood of c has the checkerboard coloring represented by the top left of Figure 6 and suppose c is A-resolved by the state σ. Then, by Remark 2.4 and Definition 3.1, we have that e is a (+, A) edge of G and, therefore, e ∈ E σ . Let D be the link diagram formed by A-resolving the crossing c and let σ be the state σ restricted to the crossings of D except c. Then D is a connected checkerboard-colored link diagram with n − 1 crossings and with associated Tait graph G ∼ = G/e. See the top right of Figure 6 . Hence, by the inductive hypothesis and the observation that G |E σ ∼ = (G|E σ )/e, we get that
Subcase 2: Suppose a local neighborhood of c has the checkerboard coloring represented by the top left of Figure 6 and suppose c is B-resolved by the state σ. Then, by Remark 2.4 and Definition 3.1, we have that e is a (+, B) edge of G and, therefore, e / ∈ E σ . Let D be the link diagram formed by B-resolving the crossing c and let σ be the state σ restricted to the crossings of D except c. Then D is a connected checkerboard-colored link diagram with n − 1 crossings and with associated Tait graph G ∼ = G − e. See the bottom right of Figure 6 . Hence, by the inductive hypothesis and the observation that G |E σ ∼ = G|E σ , we get that
Subcase 3: Suppose a local neighborhood of c has the checkerboard coloring represented by the bottom left of Figure 6 
Proof of Conclusion (2)
Case 1: Suppose e is a (+, A) edge of G. Then e ∈ E σ is an edge of G|E σ while e / ∈ E σ is not an edge of G |E σ . Therefore, since
By substituting this information into Inequality 1 and canceling and rearranging terms, we get that
Since we are working with integers, this inequality is equivalent
Since deleting an edge either leaves the number of connected components unchanged or increases the number of connected components by one, then the previous inequality is equivalent to the condition that k((G|E σ ) − e) = k(G|E σ ) + 1. This says that deleting e from G|E σ does not increase the number of connected components, which means that e ∈ E σ does not correspond a bridge of G|E σ .
Case 2: Suppose e is a (+, B) edge of G. Then e / ∈ E σ is not an edge of G|E σ while e ∈ E σ is an edge of G |E σ . Therefore, since
Since we are working with integers, this inequality is equivalent to
Since adding an edge either leaves the number of connected components unchanged or decreases the number of connected components by one, then the previous inequality is equivalent to the condition that k((G|E σ ) ∪ e) = k(G|E σ ) − 1. This says that adding e to G|E σ decreases the number of connected components, which says that e is a bridge of (G|E σ ) ∪ e. This means that e is not contained in a cycle of (G|E σ ) ∪ e, which means that e / ∈ E σ does not correspond to a loop of G/E σ .
Case 3: Suppose e is a (−, A) edge of G. This case is very similar to Case 2.
Case 4: Suppose e is a (−, B) edge of G. This case is very similar to Case 1.
Since Case 1 and Case 4 show that G|E σ contains no bridges and since Case 2 and Case 3 show that G/E σ contains no loops, then we have the desired result.
From Proposition 3.4, we are able to prove Theorem 1.1 from the introduction, which gives a characterization of σ-adequacy for a link diagram that uses only the edge-restricted Tait graph G|E σ . This theorem is the first main component of a method, presented in Section 3.5, to find all of the σ-adequate states of a link diagram.
Proof of Theorem 1.1. By Conclusion (2) of Proposition 3.4, D is σ-adequate with respect to a state σ if and only if G|E σ contains no bridges and G/E σ contains no loops. Since an edge of a graph is not a bridge if and only if that edge is contained in a cycle of the given graph, then the condition that G|E σ contains no bridges is equivalent to the condition that every edge of G|E σ , which can be identified with an edge in the set E σ ⊆ E(G), is contained in a cycle of G|E σ . Since D is reduced, then, by Remark 2.2, G contains no loops. This means that loops of G/E σ must correspond to certain non-loop edges of G. Since a connected component of the subgraph G|E σ of G becomes a single vertex of G/E σ when we contract the edges of E σ to form G/E σ from G, then an edge of E σ = E(G) − E σ with both endpoints on a connected component of G|E σ becomes a loop in G/E σ . Conversely, since a loop of G/E σ must come from an edge e ∈ E σ in a cycle of the subgraph (G|E σ ) ∪ e of G, then e must have both endpoints on a connected component of G|E σ . Therefore, the condition that G/E σ contains no loops is equivalent to the condition that no edge of E σ has both endpoints on a connected component of G|E σ .
Generalizing Thistlethwaite's Nonvanishing Theorem
We are now ready to prove Theorem 1.2 from the introduction, which shows that a connected checkerboard-colored link diagram D is σ-adequate with respect to a state σ if and only if φ σ D (t) = 0. 
A Sigma-Adequate State Sum for the Symmetrized Tutte Polynomial
We now define the Tutte polynomial that will be expressed as a σ-adequate state sum when applied to the Tait graph associated to a link diagram.
Definition 3.2. If χ G (t, t) denotes the evaluation of the Tutte polynomial χ G (x, y) of a graph G at x = y = t, then we call χ G (t, t) the symmetrized Tutte polynomial of G.
Remark 3.2. By Remark 2.3, changing the checkerboard coloring of D corresponds to changing from the associated Tait graph G to its planar dual G * . Moreover, by Proposition 2.2, the variables x and y of the Tutte polynomial reverse roles under the operation of planar duality, that is, χ G * (x, y) = χ G (y, x). By combining these two ideas, we get that the initial choice of checkerboard coloring of D has no effect on the symmetrized Tutte polynomial χ G (t, t) of G.
By restricting Theorem 1 of [15] to graphs (a special type of matroid) and making the substitution x = y = t, we get the following result. Table 1 for a depiction of this correspondence. By Theorem 3.1, Table 1 , and Definition 3.1, we get that
By Theorem 1.2, since D is σ-adequate with respect to a state σ if and only if φ σ D (t) = 0, then the summation above can be written as
From Theorem 1.3, we are able to prove Theorem 1.4 from the introduction, which provides upper and lower bounds on the number of σ-adequate states of a given link diagram. sign of edge e e ∈ H ⊆ E(G)? resolution type of crossing c e ∈ E σ ⊆ E(G)? 
where IA(T ) denotes the internal activity of T and EA(T ) denotes the external activity of T .
(For more information on the spanning tree expansion of the Tutte polynomial, refer to [23] .) By Theorem 1.3, we have that
Expand χ G (t, t) as a polynomial χ G (t, t) = a m t m +a m−1 t m−1 +· · ·+a 1 t+a 0 . Since, by Property (1) of Proposition 3.2, the coefficients of φ σ D (t) are nonnegative, then a i ≥ 0 for all 0 ≤ i ≤ m and no cancellation can occur in the σ-adequate state sum expansion above. Since φ σ D (t) is a polynomial in t, then it is potentially possible that each of the polynomials φ σ D (t) corresponding to a σ-adequate state σ of D is a single monomial t IA(T )+EA(T ) for some spanning tree T of G. Otherwise, some of the polynomials φ σ D (t) are sums of monomials from the spanning tree expansion above. Therefore, we have that N ≤ a m + a m−1 + · · · + a 1 + a 0 = χ G (1, 1) , where χ G (1, 1) is the number of spanning trees of G.
To show that the lower bound of Theorem 1.4 is sharp for diagrams of an infinite family of links, we prove that the standard diagrams of the (2, n)-torus links, for n ≥ 2, have exactly two σ-adequate states.
Proposition 3.5. Let D be the standard diagram of the (2, n)-torus link for n ≥ 2. Then D has exactly two σ-adequate states, namely the black and white checkerboard states σ bl and σ wh of D.
Proof. Without loss of generality, give D the checkerboard coloring where the unbounded region is shaded white. By Definition 2.1, the corresponding Tait graph G is the cycle graph C n with n edges. By Proposition 3.1 and Proposition 2.1, for the black and white checkerboard states σ bl and σ wh of D, we have that φ σ bl D (t) = χ Cn (t, 0) = t n−1 + t n−2 + · · · + t 2 + t and φ σ wh D (t) = χ Cn (0, t) = t. Since these polynomials sum to give χ Cn (t, t) = t n−1 + t n−2 + · · · + t 2 + 2t, then, by Theorem 1.2 and Theorem 1.3, there are exactly two σ-adequate states of D.
To show that the upper bound of Theorem 1.4 is sharp for diagrams of an infinite family of links, we prove that the number of σ-adequate states of the connect sum of n ≥ 1 standard diagrams of the (2, 2)-torus link (the Hopf link ) is exactly the number of spanning trees in either of its Tait graphs. Proposition 3.6. Let D be the connect sum of n ≥ 1 standard diagrams of the (2, 2)-torus link (the Hopf link). Then the number of σ-adequate states of D is exactly the number of spanning trees in a Tait graph G of D.
Proof. Without loss of generality, give D the checkerboard coloring where the unbounded region is shaded white. By Definition 2.1, the corresponding Tait graph G is a path of n double edges. Therefore, by Definition 2.5, we get that χ G (t, t) = (2t) n , which gives that the number of spanning trees of G is χ G (1, 1) = 2 n . By Figure 3 it can be seen that, for D to be σ-adequate, the pair of crossings in a T (2, 2) connect summand of D (in a twist region of D) must either be both A-resolved or both B-resolved. The converse of this statement can also be shown to be true. Therefore, since there are n connect summands and a choice of either both A-resolutions or both B-resolutions for each connect summand, then there are exactly 2 n σ-adequate states of D.
A Method for Finding All Sigma-Adequate States of a Link Diagram
We now combine results to provide a method for finding all of the σ-adequate states of a connected, reduced, checkerboard-colored link diagram D.
Step 1: Construct the Tait graph G associated to the checkerboard-colored link diagram D.
Step 2: Look for partitions E(G) = E σ E σ of the edges of G that satisfy Condition (1) and Condition (2) of Theorem 1.1.
Step 3: Given the collection of edge partitions E(G) = E σ E σ from Step 2, use Table 1 to find the corresponding σ-adequate states σ.
Step 4: Use Definition 3.1 to compute the φ σ D (t) polynomials for the σ-adequate states found in Step 3. Note that, by Theorem 1.2, getting that φ σ D (t) = 0 will confirm that D is σ-adequate with respect to the state σ.
Step 5: Use Definition 2.5 to compute the symmetrized Tutte polynomial χ G (t, t).
Step 6: Find the sum of the φ σ D (t) polynomials from Step 4 and compare this to the symmetrized Tutte polynomial χ G (t, t). If equality is achieved, then, by Theorem 1.2 and Theorem 1.3, all of the σ-adequate states of D have been found (and confirmed). If equality is not achieved, return to
Step 2.
An Example of the Method: Consider the connected reduced diagram, call it D, of the nonalternating and inadequate (neither A-nor B-adequate) knot 11n 95 from the KnotInfo website ( [3] ). Without loss of generality, checkerboard color D so that the unbounded region of D is shaded white. This is sometimes called the canonical checkerboard coloring.
Step 1: From our checkerboard coloring of D, we get the Tait graph G depicted on the left side of Figure 7 .
We now break Step 2 into two cases. This division depends on whether or not G|E σ consists entirely of fundamental cycles of G, were a fundamental cycle of the planar graph G is the boundary of a face (complementary region) of G.
Step 2A: First, consider the case of Theorem 1.1 where G|E σ is a union of isolated vertices of G and fundamental cycles of G and where no edge of E σ has both endpoints on a connected component of G|E σ . For our labeling of the fundamental cycles of G, see the center of Figure 7 . See Table 2 for a list of the 19 collections of fundamental cycles of G with edge sets E σ .
Step 2B: Second, consider the case of Theorem 1.1 where G|E σ is a union of isolated vertices of G and cycles of G that are not all fundamental cycles and where no edge of E σ has both endpoints on a connected component of G|E σ . In the case of the standard diagram D of the knot 11n 95 , there is only one such union of cycles. See the right side of Figure 7 .
Step 3A: Using Table 1 , the edge sets E σ from Step 2A correspond to the black checkerboard state σ bl , the white checkerboard state σ wh , and 17 other σ-adequate states of D, which we label as σ 1 , σ 2 , . . . , σ 17 . As an aside, the state σ 2 is the Seifert state of D. See Table 2 for the list of the 19 σ-adequate states σ corresponding to the edge sets E σ found in Step 2A.
Step 3B: Using Table 1 , the edge set E σ from Step 2B corresponds to a σ-adequate state, call it σ, of D.
Step 4A: Using Definition 3.1, we compute the polynomials φ σ D (t) for the 19 σ-adequate states found in Step 3A. See Table 2 . Since φ σ D (t) = 0 for each such state, then we have confirmation that D is σ-adequate with respect to each state in this collection of states.
Step 4B: Using Definition 3.1, we get that φ σ D (t) = t 4 + t 3 . Since φ σ D (t) = 0, then we have confirmation that D is σ-adequate with respect to the state σ.
Step 5: Using Definition 2.5, we compute the symmetrized Tutte polynomial of G to be
Step 6: By summing the polynomials φ σ D (t) for the states σ bl , σ wh , and σ 1 , σ 2 , . . . , σ 17 from Step 4A (see See Table 2 ) and adding this to φ σ D (t) = t 4 + t 3 from Step 4B, we get the symmetrized Tutte polynomial χ G (t, t), as given in Equation 2.
To summarize, we have found (and confirmed) all 20 σ-adequate states of the standard diagram D of the knot 11n 95 . The advantage of this method is that it only requires an investigation of the Tait graph G to find σ-adequate states of the link diagram D and utilizes computations of Tutte polynomials for the Tait graph G, the edge-restricted Tait graphs G|E σ , and the edge-contracted Tait graphs G/E σ to confirm that all of the σ-adequate states of D have been found. 
Applying the Perspective of Ribbon Graphs and Partial Duality
In this section, we use work of Chmutov on ribbon graphs and partial duality ( [4] ) to provide an alternate perspective on σ-adequacy for link diagrams.
Ribbon Graphs, States and Partial Duality
We begin by introducing the notions of ribbon graphs and partial duality, as defined by Chmutov in [4] .
Definition 4.1. A ribbon graph G is a surface with boundary that consists of a vertex set V (G) and an edge set E(G), where the vertices are a collection of disks, where the edges are a collection of bands, and where the following conditions hold.
• The vertices and edges intersect in a disjoint collection of line segments.
• Each such line segment is formed by the intersection of one vertex and one edge.
• Each edge contains exactly two such line segments.
To distinguish ribbon graphs from graphs, we will often use the term vertex disk instead of vertex and edge ribbon instead of edge. For examples of ribbon graphs, see Figure 9 and Figure 10 .
As shown in [4] , to each state σ of a link diagram, we can associate a state ribbon graph G σ .
Definition 4.2. Given a state σ of a link diagram D, we construct the corresponding state ribbon graph G σ as follows. Recall that, by Definition 2.8, we can use the state σ to construct the state graph H σ , which consists of a disjoint collection of state circles and a disjoint collection of state segments. By capping off each state circle of H σ with a disk (in such a way that disks coming from inner circles lie above disks coming from outer circles), we obtain the disjoint collection of vertex disks of G σ . By covering each state segment of H σ with a planar band that deformation retracts back to the state segment, we obtain the collection of edge ribbons of G σ . It can quickly be seen that the conditions required by Definition 4.1 are satisfied.
Given the state ribbon graph G σ of a link diagram D, we can reinterpret the σ-adequacy of D as follows.
Remark 4.1. By Definition 2.9, we have that a link diagram D is σ-adequate with respect to a state σ if and only if the state graph H σ contains no state segments that connect a state circle to itself. Since the state circles of H σ correspond to the vertex disks of G σ and since the state segments of H σ correspond to the edge ribbons of G σ , then we have that D is σ-adequate with respect to a state σ if and only if the state ribbon graph G σ associated to the state σ contains no loops.
Recall that, by Definition 2.6, we can form the planar dual G * of a planar graph G. By extending the notion of planar duality to a (not necessarily planar) ribbon graph G, we can define the geometric dual G * of G. By applying geometric duality to a subset, call it F , of the edge ribbons of a ribbon graph G, we can (roughly speaking) form the partial dual G F of G. We define one case of partial duality below. See [4] for full details about geometric and partial duality. inner vertex disk outer vertex disk Figure 9 : A depiction of the construction of the partial dual of the cycle ribbon graph C 4 with respect to all four of its edge ribbons. The edge ribbons both before and after partial duality are shaded black while the vertex disks both before and after partial duality are shaded white. We view inner vertex disks as lying above outer vertex disks in order to avoid any self intersections in the resulting ribbon graph. Definition 4.3. Let G be a ribbon graph and let e be a non-loop edge ribbon of G. Recall that the edge ribbon e is a four-sided band and notice that two opposite sides of the edge ribbon e run along boundaries of vertex disks and the remaining two opposite sides of the edge ribbon e join the distinct vertex disk endpoints of e. The partial dual of G with respect to the non-loop edge ribbon e, denoted G e and formed by dualizing the non-loop edge ribbon e, is the ribbon graph that results from reversing the roles of the pairs of opposite sides of the edge ribbon e of G. See Figure 8 for a local depiction of partial duality with respect to a non-loop edge ribbon. Note that the vertex disk structure of the ribbon graph is changed by the operation of partial duality. Given a collection F = {e 1 , e 2 , . . . , e k } of non-loop edge ribbons of G, the partial dual of G with respect to the collection F of non-loop edge ribbons, denoted G F and formed by dualizing the collection F of non-loop edge ribbons, is the ribbon graph that results from dualizing the edge ribbons of F all at once. See Figure 9 for a depiction of the construction of the partial dual of the cycle ribbon graph C 4 with respect to all four of its edge ribbons.
Using the notion of partial duality, Chmutov shows that, given two states of a link diagram, the corresponding state ribbon graphs are partial duals of each other (Lemma 6.2 of [4] ). By applying this result to the black checkerboard state σ bl and any other state σ of a checkerboard-colored link diagram D, we get the following important result. 
Relating the Tait Graph to the State Ribbon Graphs of a Link Diagram
We now compare the Tait graph G associated to a checkerboard-colored link diagram D to the state ribbon graph G σ bl associated to the black checkerboard state σ bl of D. As will be shown below, these graphs encode the same information. Proposition 4.2. Let D be a checkerboard-colored link diagram with associated Tait graph G, let σ bl denote the black checkerboard state of D, and let G σ bl denote the corresponding black checkerboard state ribbon graph. Then G is the spine of G σ bl . Therefore, the cycles of G correspond to the cycles of G σ bl and the planarity of G corresponds to the planarity of G σ bl .
Proof. By Definition 2.1, the vertices of G correspond to the black regions of D. These regions correspond, by considering their boundaries, to the state circles of the black checkerboard state graph H σ bl , which bound the vertex disks of the black checkerboard state ribbon graph G σ bl . Again by Definition 2.1, the edges of G correspond to the crossings of D between black regions of D. These crossings correspond to the state segments of H σ bl , which are deformation retracts of the edge ribbons of G σ bl . Thus, G is the spine of G σ bl . The remaining results follow immediately.
Remark 4.2. For a reduced checkerboard-colored link diagram D with associated Tait graph G, since G is the spine of the black checkerboard state ribbon graph G σ bl and since D is reduced, then, by Remark 2.2, G σ bl contains no loops. Hence, by Proposition 4.1, we can study the state ribbon graphs G σ using partial duality for collections of non-loop edge ribbons of G σ bl .
Definition 4.4. Given a state σ of a reduced checkerboard-colored link diagram D, let E σ P D denote the collection of edge ribbons of G σ bl that must be dualized to realize G σ as a partial dual of G σ bl and let E σ F denote the collection of edge ribbons of G σ bl that are not dualized (are fixed) to realize G σ as a partial dual of G σ bl . By Remark 4.2, G σ bl has no loops. Therefore, by Definition 4.3, we have that G σ = (G σ bl ) E σ P D . Additionally, let (E σ P D ) * denote the collection of edge ribbons of G σ that result from dualizing the edge ribbons of E σ P D to realize G σ as a partial dual of G σ bl and let (E σ F ) * denote the collection of edge ribbons of G σ that result from not dualizing (fixing) the edge ribbons of E σ P D to realize G σ as a partial dual of G σ bl . Note that the interiors of the edge ribbons of (E σ F ) * can be identified with the interiors of the edge ribbons of E σ F . The endpoints of these edge ribbons, however, may have been changed by the operation of partial duality.
Let G denote the Tait graph associated to a checkerboard-colored link diagram D and recall, by Definition 3.1, that
In the following proposition, we show that the subset E σ ⊆ E(G) corresponds to the subset E σ P D ⊆ E(G σ bl ).
Proposition 4.3. Let D be a connected, reduced, checkerboard-colored link diagram with at least one crossing and with associated Tait graph G. Let σ be a state of D with associated state ribbon graph G σ and let σ bl denote the black checkerboard state of D with associated black checkerboard state ribbon graph G σ bl . Then the edges in the subset E σ ⊆ E(G) correspond bijectively to the edge ribbons in the subset (E σ P D ) * ⊆ E(G σ ), which correspond bijectively to the edge ribbons in the subset E σ P D ⊆ E(G σ bl ). As a result, we also get that the edges in the subset E σ ⊆ E(G) correspond bijectively to the edge ribbons in the subset (E σ F ) * ⊆ E(G σ ), which correspond bijectively to the edge ribbons in the subset E σ F ⊆ E(G σ bl ).
Proof. Given the Tait graph G and the black checkerboard state σ bl , Remark 2.4 allows us to classify the edges of G as (+, A), (+, B), (−, A), or (−, B) edges. Since, by Proposition 4.2, G is the spine of G σ bl , then the edges of G and G σ bl must be in bijective correspondence. Hence, by Proposition 3.1, every edge ribbon of the black checkerboard state ribbon graph G σ bl is either a (+, B) edge or a (−, A) edge. By Definition 4.4, E σ P D denotes the collection of edge ribbons of G σ bl that must be dualized to realize G σ as a partial dual of G σ bl . After applying the operation of partial duality to G σ bl to form the state ribbon graph G σ , the edge ribbons of E σ P D become either (+, A) edges or (−, B) edges of G σ . Since, by Definition 3.1, we have that E σ = E A + ∪ E B − denotes the set of (+, A) and (−, B) edges of G corresponding to the state σ of D, then we can see that the edges of E σ ⊆ E(G) correspond bijectively to the edge ribbons of (E σ P D ) * ⊆ E(G σ ). Since partial duality modifies but does not add or remove any edge ribbons, then the edge ribbons of (E σ P D ) * ⊆ E(G σ ) correspond bijectively to the edge ribbons of E σ P D ⊆ E(G σ bl ). The remaining results follow immediately.
In the following corollary, we translate Theorem 1.1 from the language of the Tait graph G and the edge subset E σ ⊆ E(G) to the language of the black checkerboard state ribbon graph G σ bl and the edge subset E σ P D ⊆ E(G σ bl ). This result follows immediately from Proposition 4.2 and Proposition 4.3. (1) Every edge ribbon of E σ P D is contained in a cycle of G σ bl |E σ P D .
(2) No edge ribbon of E σ F has both endpoints on a connected component of G σ bl |E σ P D .
In the remark below, we study how partial duality affects the black checkerboard state ribbon graph G σ bl .
Remark 4.3. Let D be a connected, reduced, checkerboard-colored link diagram with at least one crossing, let σ be a σ-adequate state of D with associated state ribbon graph G σ , and let σ bl denote the black checkerboard state of D with associated black checkerboard state ribbon graph G σ bl . Then we can realize G σ as a partial dual of G σ bl in three steps.
Step 1: First, delete the edge ribbons of E σ F from G σ bl to obtain the graph G σ bl |E σ P D . Since Corollary 4.1 requires every edge ribbon of E σ P D to be contained in a cycle of G σ bl |E σ P D for D to be σ-adequate with respect to the state σ, then G σ bl |E σ P D consists of a union of isolated vertex disks and cycles of G σ bl .
Step 2: Second, we apply the operation of partial duality to dualize the (non-loop) edge ribbons of E σ P D and obtain the graph G σ |(E σ P D ) * .
Step 3: Finally, we add the edge ribbons of E σ F back to their original locations, relabeling this collection of edge ribbons as (E σ F ) * and noting that the structure of the vertex disks may have been changed by the operation of partial duality.
See Figure 10 for a depiction of the construction of the state ribbon graph G σ , as realized as a partial dual of the black checkerboard state ribbon graph G σ bl . Note that the corresponding connected, * , as well as all of the vertex disks, are shaded white. Recall that we view disks coming from inner state circles as lying above disks coming from outer state circles in order to avoid any self intersections in the resulting ribbon graph. The ribbon graphs, in order from left to right, are G σ bl ,
* , and G σ .
reduced, checkerboard-colored link diagram D with σ-adequate state σ has been suppressed. Upon closer investigation, the following conditions can be shown to occur during the three-step partial duality process described above. Figure 9 and Figure 10 provide useful examples.
(
(2) The inner boundary of each fundamental cycle in a connected component of G σ bl |E σ P D becomes an inner vertex disk of G σ |(E σ P D ) * , which becomes a vertex disk of G σ .
(3) The outer boundary of each connected component of G σ bl |E σ P D becomes an outer vertex disk of G σ |(E σ P D ) * , which becomes a vertex disk of G σ .
(4) The edge ribbons of a fundamental cycle of G σ bl |E σ P D become edge ribbons of G σ |(E σ P D ) * that emanate from an inner vertex disk.
(5) If two fundamental cycles of G σ bl |E σ P D share an edge ribbon, then the resulting ribbon subgraphs of G σ |(E σ P D ) * share a corresponding dual edge ribbon.
(6) The fixed edge ribbons of E σ F become the fixed edge ribbons of (E σ F ) * where
• the edge ribbons of E σ F that are inside a fundamental cycle of G σ bl |E σ P D and are incident to vertex disks of a fundamental cycle of G σ bl |E σ P D become edge ribbons of (E σ F ) * that are incident to inner vertex disks of G σ |(E σ P D ) * .
• the edge ribbons of E σ F that are in the unbounded region G σ bl |E σ P D and are incident to vertex disks of G σ bl |E σ P D become edge ribbons of (E σ F ) * that are incident to outer vertex disks of G σ |(E σ P D ) * .
Sigma-Homogeneous and Homogeneously Adequate States of a Link Diagram
In this section, we define the families of σ-homogeneous and homogeneously adequate link diagrams, we prove Theorem 1.5, and we provide a method for finding all of the homogeneously adequate states of a link diagram.
Sigma-Homogeneous States of a Link Diagram
To begin, we define what it means for a link diagram to be σ-homogeneous with respect to a state σ. 
Homogeneously Adequate States of a Link Diagram
We now move on to study link diagrams that are both σ-adequate and σ-homogeneous with respect to a state σ. These link diagrams, called homogeneously adequate link diagrams, have been explored by a number of authors ( [2] , [6] , [7] , [19] ). Definition 5.2. Let D be a link diagram and let σ be a state of D. If D is σ-adequate and σ-homogeneous with respect to the state σ, then we call D homogeneously adequate with respect to the state σ. Note that an A-adequate (resp. B-adequate) link diagram is homogeneously adequate with respect to the all-A (resp. all-B) state σ A (resp. σ B ).
We now give a characterization of when a link diagram is homogeneously adequate with respect to a state σ. 
of the edge ribbons of G σ bl such that the following conditions hold.
(1) Every edge ribbon of E σ P D is contained in a cycle of G σ bl |E σ P D .
(2) No edge ribbon of E σ F has both endpoints on a connected component of G σ bl |E σ P D . (⇒) Since D is σ-adequate with respect to the state σ, then Corollary 4.1 implies that Conclusion (1) and Conclusion (2) must hold. Let H σ denote the state graph and let G σ denote the state ribbon graph associated to the state σ of D. By Proposition 4.1, G σ can be realized as a partial dual of the black checkerboard state ribbon graph G σ bl , which we know to be loopless by Remark 4.2. Therefore, we can apply partial duality to G σ bl using the three steps given by Remark 4. (1) Every edge ribbon of E σ P D is contained in a cycle of G σ bl |E σ P D .
(3) Each connected component of G σ bl |E σ P D corresponds to a connected component of G|E σ and this connected component either consists entirely of + edges or consists entirely of − edges.
(4) The edge ribbons of E σ F inside a fundamental cycle of G σ bl |E σ P D correspond to the edges of E σ inside a fundamental cycle of G|E σ and these edges either consist entirely of + edges or consist entirely of − edges.
(5) The edge ribbons of E σ F in the unbounded region outside all of the fundamental cycles of G σ bl |E σ P D correspond to the edges of E σ outside all of the fundamental cycles of G|E σ and these edges either consist entirely of + edges or consist entirely of − edges.
Proof. To prove this proposition, it suffices to show that Conclusion (3), Conclusion (4), and Conclusion (5) of Proposition 5.1 are equivalent to the corresponding conclusions of this proposition. By Proposition 3.1 and Proposition 4.2, given the black checkerboard state σ bl of D, every edge of G (and, therefore, every edge of G σ bl ) is either a (+, B) edge or a (−, A) edge. Therefore, we have that E σ bl = ∅ (and, therefore, that E σ bl P D = ∅). By Proposition 4.3, the edges in the subset E σ ⊆ E(G), which are either (+, A) or (−, B) edges, correspond bijectively to the edge ribbons in the subset (E σ P D ) * ⊆ E(G σ ) and the edges in the subset E σ ⊆ E(G), which are either (+, B) or (−, A) edges, correspond bijectively to the edge ribbons in the subset (E σ F ) * ⊆ E(G σ ). This says that choosing an edge partition E(G σ bl ) = E σ P D E σ F of the edge ribbons of G σ bl corresponds to choosing the edge ribbons of G σ bl that will become either (+, A) or (−, B) edge ribbons after partial duality turns G σ bl into G σ and, consequently, choosing the edge ribbons of G σ bl that will stay fixed as either (+, B) or (−, A) edge ribbons after partial duality turns G σ bl into G σ . Since the edge ribbons of each connected component of G σ bl |E σ P D become either (+, A) or (−, B) edge ribbons, then statements about A-and B-resolved crossings of D can be translated to statements about + and − edges of G (and, therefore, G σ bl ). Similarly, since the edge ribbons of E σ F stay fixed as either (+, B) or (−, A) edge ribbons, then statements about A-and B-resolved crossings of D can be translated to statements about + and − edges of G (and, therefore, G σ bl ).
We are now able to prove Theorem 1.5 from the introduction.
Proof of Theorem 1.5. By applying Proposition 4.2 and Proposition 4.3, we are able to translate Proposition 5.2 from the language of the black checkerboard state ribbon graph G σ bl and the edge subset E σ P D ⊆ E(G σ bl ) to the language of the Tait graph G and the edge subset E σ ⊆ E(G). This gives the desired result. Figure 11 : The Tait graph G corresponding to the canonical checkerboard coloring of the algebraic link diagram given in Figure 7 of [19] . All of the multiedges in the top half of the graph are − edges and all of the multiedges in the bottom half of the graph are + edges. The right side of the graph contains, as subgraphs, two path graphs of length three, one with all + edges and one with all − edges.
Remark 5.3. In [19] , Ozawa claims that the algebraic link diagram given in his Figure 7 , call it D, has no homogeneously adequate states. This claim can be proved by using Theorem 1.5 as follows. Without loss of generality, give D the canonical checkerboard coloring and construct the associated Tait graph G. See Figure 11 for a depiction of G. For a contradiction, suppose D has a homogeneously adequate state, call it σ. Then, by Theorem 1.5, Conclusions (1) through (5) must hold. First, suppose σ = σ bl is the black checkerboard state. Then E σ bl = ∅ and, therefore, G|E σ bl contains all of the vertices of G but has no edges. This violates Conclusion (5) of Theorem 1.5. See Figure 11 . Now suppose σ = σ bl is not the black checkerboard state. Then E σ = ∅ and, therefore, G|E σ bl contains edges. By Conclusions (1) and (3) of Theorem 1.5, each connected component of G|E σ must be a union of cycles, all of whose edges are + edges or all of whose edges are − edges. This means that E σ cannot contain any of the edges of the path subgraph of length three with all + edges since there is no cycle of G with all + edges that contains any of these edges. See Figure 11 . By a similar argument, E σ cannot contain any of the edges of the path subgraph of length three with all − edges. Therefore, the edges in these two paths of length three are forced to be contained in the unbounded region outside all of the fundamental cycles of G|E σ . This violates Conclusion (5) of Theorem 1.5.
A Method for Finding All Homogeneously Adequate States of a Link Diagram
In Section 3.5, we presented a method for finding all of the σ-adequate states of a connected, reduced, checkerboard-colored link diagram D. In this section, we add to this method so that all homogeneously adequate states of such a link diagram can be found.
Steps 1 through 6: Use the method from Section 3.5 to find all of the σ-adequate states of the given link diagram.
Step 7: Use Conclusion (3), Conclusion (4), and Conclusion (5) of Theorem 1.5 to determine which, if any, of the σ-adequate states found above are also σ-homogeneous with respect to the same state.
