ABSTRACT In order to mimic the capability of human listeners identifying speech in noisy environments, this paper proposes a phoneme classification technique using simulated neural responses from a physiologically based computational model of the auditory periphery instead of using features directly from the acoustic signal. The 2-D neurograms were constructed from the simulated responses of the auditory-nerve fibers to speech phonemes. The features of the neurograms were extracted using the Radon transform and used to train the classification system using a deep neural network classifier. Classification performance was evaluated in quiet and under noisy conditions for different types of phonemes extracted from the TIMIT database. Based on simulation results, the proposed method outperformed most of the traditional acoustic-property-based phoneme classification methods for both in quiet and under noisy conditions. The proposed method could easily be extended to develop an automatic speech recognition system. 
I. INTRODUCTION
State-of-the-art algorithms for automatic speech recognition (ASR) systems suffer from poorer performance when compared to the ability of human listeners to detect, analyze, and segregate the dynamic acoustic stimuli, especially in complex and under noisy environments [1] - [3] . Performance of ASR systems can be improved by using additional levels of language and context modelling, provided that the input sequence of elementary speech units is sufficiently accurate [4] . To achieve a robust recognition of continuous speech, both sophisticated language-context modeling and accurate predictions of isolated phonemes are required. Indeed, most of the inherent robustness of human speech recognition occurs before and independently of context and language processing [2] , [5] . For phoneme recognition, human auditory system's accuracy is already above chance level, at a signalto-noise ratio (SNR) of −18 dB [2] . Also, several studies have demonstrated the superior performance of human speech recognition compared to machine performance both in quiet and under noisy conditions [6] , [7] , and thus the ultimate challenge for an ASR is to achieve recognition performance that is close to the performance of human auditory system. Recently, speech recognition communities have shown a tremendous interests in deep neural networks (DNNs) which were popular during late 80's and early 90's [8] , [9] . A neural network becomes a high-quality acoustic model due to some factors: a) they can be made powerful by making the network deeper, b) using a much faster hardware and initializing the weights sensibly, deep neural networks can be trained effectively, and c) the performance can be improved by using a larger number of output units [9] .
The perceptual linear prediction (PLP) [10] , relative spectra (RASTA) [11] , and Mel-frequency cepstral coefficients (MFCCs) [12] are some examples of the preferred traditional features for ASR system. These features are derived by computing the short-term magnitude spectra of speech, and then the nonlinear transformation is applied to model the processing of human auditory system. However, a moderate level of signal distortion due to additive noise or linear filtering may cause a significant departure of feature distribution from the features of the signal in clean condition [13] . As a result, the performance of ASR systems based on these features is far below compared to human performance in adverse conditions [1] , [3] . During past years, efforts have been made to design a robust ASR system motivated by auditory processing. For example, Holmberg et al. incorporated a synaptic adaptation into their feature extraction methods and found that the performance of the system improved substantially [14] . Similarly, Strope and Alwan [15] used a model of temporal masking and Perdigao and Sá [16] employed a physiologically-based inner ear model for developing a robust ASR system. However, these models did not include most of the nonlinearities observed at the level of the auditory periphery and thus were not physiologically-accurate.
This study proposes a novel phoneme classification technique in which the features were extracted from the simulated neural responses of a physiologically-accurate model of the auditory system. The responses of this model were successfully used in several speech intelligibility metrics [17] , [18] , speaker identification system [19] and phoneme classification [20] . Substantial improvements in performances were achieved over conventional systems using the neural-response-based feature instead of employing acoustic-signal-based features. The proposed approach is also expected to improve the robustness of the phoneme classification system by mimicking the response properties observed in the peripheral auditory system in the feature extraction technique. It has been reported in the literature that the auditory-nerve (AN) fiber responds preferentially at a certain phase of the input stimulus, referred to as the phase-locking property, even when the input signal becomes noisy, i.e., neural responses are robust against noise [20] . In the proposed method, the neural responses were simulated using a well-known physiologically-based model of the auditory periphery [21] . This auditory-nerve (AN) model successfully incorporates most of the nonlinear properties observed at the peripheral level of the auditory system such as nonlinear tuning, compression, two-tone suppression, and adaptation in the inner-hair-cell-AN synapse as well as some other nonlinearities observed only at very high sound pressure levels (SPLs) [22] , [23] . The model simulates the discharge timings (spike train sequence) of an AN fiber for a given characteristic frequency (CF), and thus a 2-D representation (neurogram) was constructed by simulating the responses of AN fibers over a wide range of CFs. The features for classification (training and testing) were provided by computing the parallel-beam projections (discrete Radon transform, DRT) of the 2-D neurogram image for a wide range of angles. The extracted features were used to train a discriminative classifier, deep neural network (DNN) [8] , [9] , to classify phonemes for both in quiet and under noisy environments. The performance of the proposed system was compared to the performance of phoneme classification systems based on the widely used features such as the MFCC and the frequency domain linear prediction (FDLP) coefficients [24] . This paper is organized as follows. Section II describes the computational procedure of the proposed phoneme classification technique. The performance of the proposed and traditional methods is provided in section III, and finally the conclusion of this study is presented in section IV.
II. METHODOLOGY
The block diagram of the proposed neural-response-based phoneme classification method is shown in Fig. 1 . The block diagram consists of two stages: training and testing. In the training stage, the clean phoneme signal was applied to the AN model to generate the corresponding neural responses. Neural responses for a range of CFs were simulated to construct the neurogram (2D time-frequency representation). The proposed features were then extracted from the neurogram using the DRT. The features of each phoneme were trained using the framework of the DNN. In the testing stage, either the clean or the noisy/distorted phoneme signal (unknown) was applied to the AN model to generate the neurogram responses, and the features were extracted using the DRT. The extracted features of the testing signal were used as an input to the DNN model to predict the class of the phoneme (label). 
A. AN MODEL AND NEUROGRAM
A physiologically-accurate model of the auditory periphery was employed in this study to simulate the responses at different stages of the peripheral auditory system. The input to the model is an instantaneous pressure waveform of speech signals taken from the TIMIT database [25] , and the final output is the spike times from the discharge generator. The schematic diagram and detail description of the employed AN model can be found in [21] and [23] . Each block in the diagram represents a phenomenological description of major components in the auditory periphery from the middle ear to the auditory nerve.
In the AN model, the acoustic signal is passed through a middle-ear filter (first stage), followed by parallel signal-path narrowband (i.e., basilar membrane, BM) and control-path broadband filters (second stage). The control path reflects the active processes in the cochlea. The gain and bandwidth of the nonlinear BM filter are varied according to the output of the control-path filter to account for several leveldependent response properties of the cochlea such as compression, suppression, and nonlinear phase responses in the cochlea. The output of the BM filter is passed through the third stage of the model which simulates inner-hair-cell (IHC) mechanisms with a static nonlinearity followed by a fifthorder low-pass filter. Then the IHC output drives the IHC-AN synapse which provides the instantaneous synaptic release rate as output. Finally, the discharge times are produced by a renewal process that includes both absolute and relative refractory effects. The model responses have been extensively validated against a wide range of physiological recordings from the peripheral auditory system to both simple and complex stimuli [21] , [23] . However, to construct the 2-D neurogram, the model IHC-AN synapse output which provides the probability of instantaneous discharge rate of AN fibers as a function of time was used in the present study.
In this study, the IHC-AN synapse outputs for 32 AN fibers with CFs ranging from 150 Hz to 8 kHz were used to construct neurogram. Conceptually, a neurogram is analogous to a spectrogram that gives a pictorial representation of neural responses in the time-frequency domain. Fig. 2 shows the two types of representation, spectrogram and neurogram plots, in response to a typical signal taken from the TIMIT database. The neurogram was initially constructed by averaging the synapse output of each CF (AN fiber) with a bin-width of 100 µs, and then the resulting response was smoothed by a Hamming window of 128 samples. Thus, the resulting neurogram reflects a relatively slow variation in the amplitude of the input speech signal and is referred to as the envelope (ENV) neurogram [26] .
B. DISCRETE RADON TRANSFORM (DRT)
The multiple parallel-beam projections of the image, f (x, y), from different angles are referred to as the discrete Radon transform. The projections are computed by rotating the source around the center of the image [27] . In general, the Radon transform R θ (x ) of an image is the line integral of f parallel to the y -axis,
where
Fig . 3 illustrates the geometry of the Radon transform. The DRT has been extensively applied in image processing applications such as the computed axial tomography (CAT scan), barcode scanners, and electron microscopy of macromolecular assemblies like viruses and protein complexes. Also, a texture analysis method [28] and a face recognition framework [29] were previously developed based on Radon projections on the input image. Motivated by these applications, in this study, the proposed features were extracted by applying the DRT on the 2-D neurogram image. Quantitatively, the Radon coefficient in this case represents the relative spectro-temporal information across CFs for different angles of projection which would capture the relevant perceptual features of phonemes. The Radon projection coefficients for different angles were then combined to form the feature vector for each neurogram. 
C. DEEP NEURAL NETWORK (DNN)
DNNs are receiving increasing attention for acoustic modeling in speech recognition, especially for large-scale tasks [9] , [30] - [32] . In general, the classification problem can be solved using multiple hidden layers. In this study, VOLUME 5, 2017 two layers have been used and trained up (each layer individually) using special type of artificial neural networks known as the autoencoder and the sofmax layer. Autoencoder is unsupervised machine learning technique to encode a data set for the purpose of dimensionality reduction. The structure of autoencoder network is similar to that of the traditional feed forward multilayer perceptron (MLP) network but with the output nodes having the same size as the input nodes. In general, the autoencoder technique consists of two stages: encoder and decoder. When the number of nodes in the hidden layer is less than the size of the input layer, a compressed version of the input can be achieved. In other words, the input is mapped to a compressed representation (encoder stage).
Similarly, the autoencoder network can be decoded to map the compressed representation back to the original input (decoder stage). In this study, two autoencoders were employed. The first autoencoder with a hidden layer of 400 neurons was trained to encode the 735-dimensional input features (the Radon projections of the neural responses as explained in subsection E) to a 400-dimensional output. This output was fed to the second autoencoder with a hidden layer of 100 neurons to map the 400-dimensional data to 100-dimensional feature set.
Unlike the autoencoders, the softmax layer is a supervised machine learning technique that uses a multinomial logistic regression to train (classify) the input feature vectors according to the corresponding labels. The input to the softmax layer is the 100-dimensional features set (output of the second autoencoder). The output of the softmax layer consists of 39 neurons which represents the number of phoneme classes.
As a summary, the 735-dimensional proposed feature vectors were compressed to a set of 100-dimensional representation using two networks of autoencoder, and the softmax layer was then employed to classify the compressed form of features into the required classes. The trained network was saved to be used in the testing stage for predicting the classes of the test data-set. Fig. 4 shows the schematic diagram of the neural network.
As a future work, DNNs can be integrated with hidden Markov models (HMMs) for developing a continuous speech recognition system [30] using the same proposed feature.
D. DATASET AND PHONE CLASSES
Experiments were performed on the complete test set of the TIMIT database [25] . There are two ''sa'' (dialect) sentences in the TIMIT database spoken by all speakers that may result in artificially high classification scores [33] . To avoid any unfair bias, experiments were performed on the ''si'' (diverse) and ''sx'' (compact) sentences. The training data set consists of 3696 utterances from 462 speakers, whereas testing set consists of 1344 utt erances from 168 speakers (not included the training set). The glottal stop /q/ was removed from the class labels, and the 61 TIMIT phoneme labels were collapsed into 39 labels following the standard practice given in [33] . Further, we evaluate the classification performance using a broad phone-class approach proposed by Reynolds and Antoniou [34] . White noise, street noise, station noise and airport noise [35] with different signal-to-noise ratios (SNRs) were added to the clean phoneme signals to evaluate the performance of the proposed and two traditional methods.
E. PROCEDURE
Each phoneme signal was up-sampled to 100 kHz which was required by the AN model in order to ensure stability of the digital filters implemented for faithful replication of frequency responses of different stages (e.g., middle ear) in the peripheral auditory system. The sound pressure level (SPL) of all phonemes was set to 70 dB which represents the preferred listening level for a monaural listening situation. Because the AN model used in this study is nonlinear, the neural representation would be different at different sound levels.
However, for the purpose of classification, all phonemes were isolated (from TIMIT) and scaled to 70 dB SPL.
In the DNN training phase, the Radon projection coefficients were calculated from the phoneme neurogram using twenty one (21) rotation angles ranging from 0 • to 180 • in steps of 9 • . The vector of each Radon projection was resized to 35 points and then combined together for all angles to form a (1 × 735) feature vector. Thus the total number of features for each phoneme was 735 irrespective of the duration of the phoneme in the time domain. A mapping function was used subsequently to normalize the mean and standard deviation of the feature vector to 0 and 1, respectively. All normalized data from each phoneme were combined together to form an input array for DNN training. The corresponding label vector of phoneme classes was also constructed.
In testing phase, the Radon projection coefficients using the same twenty one rotation angles were calculated from the test (unknown) phoneme neurogram. The label (class) of the test phoneme was identified using the approximated function obtained from the DNN training stage. Fig. 5 shows example features extracted by applying the Radon transform on the neurogram. Fig. 5(a) shows the waveform of a typical phoneme (/aa/) taken from the TIMIT database and the corresponding neurogram representation is shown in Fig. 5(b) . Fig. 5(c) shows the Radon projection coefficients of the neurogram for an angle of 0 • for the phoneme signal in quiet (solid line) and at SNRs of 0 dB (dashed line) and 10 dB (dotted line).
In order to compare the accuracy of the proposed method to the performance of two traditional methods, the RASTAMAT [36] and FDLP [37] , [38] toolboxes were used for extracting MFCC and FDLP features, respectively, from all phonemes. Each phoneme signal was divided into frames using a Hamming window of length 25 ms with an overlap of 10 ms between frames. For each frame, 39 features (dimension of the classifier) consisting of 3 groups such as Ceps (Mel-frequency cepstral coefficients), Del (derivatives of Ceps) and Ddel (derivatives of Del) with 13 features per group were computed.
As a result, for each phoneme the size of the MFCC coefficients array is l × 39, where l is the total number of frames (observations). It is important to mention that the number of features (39) is fixed for all phonemes, whereas l varies depending on signal duration. Similarly, the same size of overlapped frames and window type were used in computing the corresponding 39 FDLP features for each frame. The structure of the FDLP feature array is similar to that of the MFCC method. In the training stage, the DNN network shown in Fig. 4 was employed to train the 39-dimensional MFCC/FDLP features. For both MFCC and FDLP the first autoencoder with a hidden layer of 200 neurons was trained to encode the 39-dimensional input features to a 200-dimensional output. This output was fed to the second autoencoder with a hidden layer of 100 neurons to map the 200-dimensional data to 100-dimensional feature set. The input to the softmax layer is the 100-dimensional features set (output of the second autoencoder). The output of the softmax layer consists of 39 neurons which represents the number of phoneme classes. In the testing stage, the feature vectors of an unknown phoneme with a size of l × 39 were used as an input to the DNN model generated form the training stage. The model predicts l values (the range is from 0 to 39) and the class which has a maximum repetition over the l values determines the final identity (label) of the test phoneme.
III. RESULTS AND DISCUSSIONS
This section provides simulation results of the proposed, MFCC-and FDLP-based phoneme classification methods. These methods were tested both in quiet and under noisy conditions. For phoneme classification under noisy conditions, the features extracted from original (clean) phoneme samples of the TIMIT train subset were used to train DNN models. In the testing stage, different noise with a particular signal to noise ratio was added to the test phoneme signal from the TIMIT test subset, and proposed features were then extracted.
In this study, different values of SNRs ranging from 0 to 25 dB in steps of 5 dB were considered to evaluate the performance of the classification methods. To generate the confusion matrices of segment classification for the three methods, the full phone-against-phone confusions matrices were first calculated, and all the entries within each broad-class block were then added together to provide one value [34] . The segment classification confusion matrices areshown in Table I for quiet (clean) condition. It is obvious that closures (CLO) were identified more accurately for MFCC and neurogram-based features. For FDLP-based features plosives were less confused with others. For FDLP and neurogram features some of the plosives (PLO) and fricatives (FRI) were confused with other groups, but most of the confusions were observed within these two groups. Similarly, semivowels (SVW) and vowels (VOW) were con- fused more among these groups compared to other groups for all three methods.
However, the proposed method outperformed the two other traditional methods in terms of accuracy. Table II shows classification accuracies of individual classes using different features for different noise types at six levels of SNR. For street, train station and airport noises, the performances of the proposed method for all SNRs were better than the results for all other features. MFCC features showed better performance for white noise at all noisy conditions except at 0 dB SNR.
The percentage accuracies of broad phone classes as a function of SNR are shown in Fig. 6 . It is clear that the proposed method resulted better accuracy compared to the performance of other two methods at all noisy environments except for white noise. For street, train station and airport noises, the classification accuracy of the proposed method dropped from 82.84% in quiet to ∼58% at 0 dB SNR, whereas for the same condition, the performance of the MFCCand FDLP-based methods declined from 73.15% to ∼38% and from 51% to ∼30%, respectively. For white noise, MFCC features showed a relatively better performance compared to using other features.
acoustic measurements for phoneme classification, and their broad class accuracy using the complete set (118 speakers) Plenty of research has been done on phoneme classification [13] , [32] , [39] - [41] . The core test set (7,215 tokens) of the TIMIT database was used in most of the literature for the evaluation of performances of different phoneme classification methods [13] , [34] , [40] , [42] . However, in order to include more variations of phonemes, the proposed method was tested and results are reported here using the complete set of the TIMIT database (50,754 tokens). In quiet, a classification accuracy of 84.1% for the core test set was reported by Reynolds and Antoniou [34] , whereas the proposed method achieved an accuracy of 83.48% for the complete test set. Halberstadt et al. used heterogeneous was 79.0%, whereas the accuracy using our method was 83.48% (168 speakers) [42] . In 2005, Johnson et al. showed the result for the complete set using the HMM as a classifier, and they reported the single phone accuracy of 54.86% and 35.06% using the MFCC and reconstructed phase space (RPS)-based method, respectively [41] , whereas the proposed neuralresponse-based method showed an accuracy of 67.71% for single phones. We also showed the result of 60.55% using the MFCC-based feature with the DNN as a classifier.
Similarly, Saeb et al. [40] used the sparse representation for a robust phoneme classification for the core set. At clean condition, their performance was 75.12%, but it dropped to 10% at 20 dB SNR for white noise, whereas the accuracy of the proposed method for the complete set dropped from 67.71 % in quiet to 50.88% for the same SNR condition (20 dB).
To investigate the reason behind robustness of the neuralresponse-based proposed method, a typical phoneme (/ao/) of length 90 ms was used as an input to the AN model to gen- erate the corresponding neurogram responses. The phoneme waveform in the time domain is shown in Fig. 7(a) .
The corresponding MFCC and FDLP coefficients are shown for each frame in Fig. 7(b) and (c) , respectively. The size of the generated neurogram image was 32 by 20, where the neural responses were simulated for 32 CFs. All columns of neurogram array were combined together to form a 1-D vector (the new size was 1 × 640) which is shown in Fig. 7(d Based on the similarity index, it is obvious that the proposed neural features were more robust compared to the traditional acoustic-property-based features. This observation is further supported by the findings in study [43] that neural responses are robust to noise due to the phase-locking VOLUME 5, 2017 property of the neuron (especially at lower CFs). Moreover, it was found that in response to a vowel-like stimulus at a conversational speech level, the AN response is phase-locked almost exclusively to the formant frequency closest to the fiber's CF, and this phenomenon is referred to as the synchrony capture [44] . The synchrony capture by the formants makes temporal representations of spectral shape very robust. The auditory-periphery model employed in this study successfully captures all of these properties [45] , and thus the proposed neural feature could contribute to the better classification performance similar to the performance of human listeners with normal hearing.
In order to explore the effect of number of Radon angles on classification accuracy, Fig. 8 presents the single classification accuracy for the proposed method as a function of the number of Radon angles. For an angle, the accuracy was almost 30% for the signals in quiet. With the increase of number of angles, the classification accuracy increased substantially up to a number of 21. The number of Radon angles used in this study was chosen as twenty one based on the phoneme classification accuracy for both in quiet and under noisy conditions.
IV. CONCLUSIONS
A phoneme classification technique was proposed in this study based on the application of Radon transform on simulated neural responses from a model of the auditory periphery. The performance was evaluated on the complete test set of the TIMIT database and compared to the results using two standard acoustic-property-based methods. In general, the proposed method outperformed MFCC-and FDLP-based classification methods for both in quiet and under most of the noisy conditions. The robustness in the performance of the proposed neural-response-based method could be attributed to the nonlinear properties of the neurons in the peripheral auditory system, and the Radon transform applied on the auditory neurogram successfully captures the relevant perceptual features of the phonemes.
