Abstmct-This correspondence proposes a new CELP coding method which embeds speech classification in adaptive codebook search. This approach can retain the synthesized speech quality at bit-rates below 4 kb/s. A pitch analyzer is designed to classipY each frame by its periodicity, and with a finite-state machine, one of four states is determined. Then the adaptive codebook search scheme is switched according to the state. Simulation results show that higher SEGSNR and lower computation complexity can be achieved, and the pitch contour of the synthesized speech is smoother than that produced by conventional CELP coders. E L
I. INTRODUCTION
Many researchers have recently endeavored to lower the bit-rate of speech coders below 4 kb/s. A popular approach is to improve the basic CELP coding through speech classification. Some classification methods [l], [2] are based on acoustic knowledge and use the technology of speech recognition. Parameters, such as zero-crossing rate, frame energy, etc., are computed to classify the speech segments, which are then coded with some class-specific methods. On the contrary, some classification methods [3] , [4] adopt a nonparametric approach to determine the type of speech segments with a bank of coders or codebooks, or with some mapping functions trained in advance.
This correspondence introduces a new method, called pitch-bused finite-state (PBFS) CELP coding. The speech segments are classified based not only on the acoustic knowledge but also on the coding mechanism itself. It has been shown that the adaptive codebook in the CELP coding plays a dominant role, especially in low bit-rate speech coding [5] . Therefore, our approach is based on and designed for the mechanism of the adaptive-codebook search. A pitch analyzer is designed to classify each speech frame by its periodicity, or in other words, the manner in which the adaptive codebook should be applied. Then, with a finite-state machine, one of four states is determined and assigned to a frame. Different ranges and resolutions of adaptive-codebook search (windowed-search) are designed for different states. With this classification scheme, CELP coders with various bit-rates under 4 kb/s were designed and simulated. It was shown that the lower the bit-rate, the larger the quality improvement in SEGSNR which could be obtained, as compared with the corresponding reference coder using conventional CELP structure at the same bit-rate. Moreover, the computation load was reduced for the PBFS-CELP coders and the pitch contour of the reconstructed speech was smoother, which improved the subjective quality under an informal listening test.
PITCH-BASED FINITE-STATE (PBFS) CLASSIFICATION

A. Encoder and Decoder of PBFS-CELP Coding
The block diagrams of the PBFS-CELP encoder and decoder are shown in Figs. 1 and 2, respectively. There are two major components for the classification of speech frames in the encoder: the pitch analyzer and the finite state machine. The codebook-search process is undertaken according to the state so that the excitation parameters for each subframe is generated. In this correspondence, each frame consists of four subframes. The frame size is 30 ms, containing 240 samples at an 8-kHz sampling rate.
B. Pitch Analyzer
There are two parameters to be determined by the pitch analyzer. One is the long-term correlation factor and the other is the stationarity of pitch delay. According to the long-term correlation factor, a frame is classified as a voiced-like frame or an unvoiced frame. The stationarity of pitch delay will further classify a voiced-like frame into a voiced frame or a transient frame. to find the best match of Ej and E J , d is done by the pitch analyzer for each subframe. That is, the estimated optimal delay is where is the optimal scaling factor, which is similar to the gain for the adaptive codeword in CELP analysis.
The long-term correlation factor of subframe j is defined by the following equation T ) is of value between 0 and 1 and correspondent to the long-term prediction gain (dB) which can be expressed as -1Olog(l -7 , ) .
If rave, the averaged value of r j over all subframes in a frame, is greater than Tth, a threshold, this frame is voiced-like, otherwise it is unvoiced. In our experiments, rth is chosen empirically to be 0.2, which seems somewhat small due to a more strict unvoiced condition in the classification of unvoiced sounds.
The stationarity of pitch delay is determined by the variation of dJ between consecutive subframes. Usually, d; is a good estimate of pitch period. But sometimes it could be the multiple of pitch period due to the low temporal resolution caused by the low sampling-rate. Hence the temporal resolution is increased by mixing some noninteger delays with original integer delays to form the possible delay values
. Also, a smoothing method is applied, which is to search for any possible submultiple of d; and to find the smooth delay contour in the frame. When the differences of the smoothed delays between consecutive subframes are all within some threshold, A d t h , the frame is considered as stationary, otherwise it is transient. The threshold value A d t h depends on the delay value and the bit-allocation of the coder, and will be described in detail in next section.
C. Finite-State Machine
There are four states, listed as follows.
The state diagram of the finite state machine is shown in Fig. 3 The label beside each arc in the state diagram is the state input, b l b z , which is defined as follows:
Note that A T = the jth subframe. . . . ,4. Then the stationarity represented by bz is defined as follows:
That is, the variation of adaptive codebook indices between consecutive subframes is always within f I t h in voiced state. The index variation threshold, Ith, corresponding to A d t h , depends on the bitallocation. From preliminary experiment, if I t h is set to 8, then about 90% of voiced-like frames would be classified as voiced frames, and, in another test, only about 5% of voiced-like frames would be classified as transient frames if 16 is chosen as the threshold.
It was also observed that, for most cases, the pitch delay increases or decreases monotonically in a frame. If the pitch delay oscillates (both increases and decreases) in a frame, the variation is usually smaller than the monotonical case. Based on the observation, a windowed-search method for pitch delay was designed as follows:
1) For the first subframe 0' = l), the adaptive codebook within the range D -' ( Z ) f Ith is searched. Let dl = D(i1) be the optimal delay we find. Then i l which is specified by 8 bits is transmitted. 2) For the subsequential subframes (J' = 2, 3,4), the search region is based on the previous index i J -l . Four types of windows are defined for this windowed search.
but not belonging to type 1.
otherwise.
Based on this search scheme, the adaptive codebook search is reduced to windowed ranges, and only the relative index is necessary to be transmitted. It needs only log, I t h bits to specify the relative index. Besides, 2 bits are required to specify the window type.
State I (W): The characteristics of the transient state is that the long-term correlation coefficient is large, but the periodicity is unstable. This implies the difficulty in tracking the pitch delay. Therefore, a wider range is required in adaptive codebook search. In order to reduce the bit-rate, only even indices of an adaptive codebook are used. This lowered resolution is acceptable because the long-term correlation in the transient state is not so strong as that in voiced state. State 0 (U): In the unvoiced state, the long-term correlation is very weak. This implies the insensitivity of the adaptive codebook search. Hence only some fixed delays are searched.
B . Gain of Adaptive Codewords
The adaptive codebook gain (AG) depends on the amplitude of excitation sequence of the present subframe relative to those of the previous subframes. Fig. 4 demonstrates the histograms of AG's for the four states. For V state, the steady periodicity of speech in the consecutive subframes makes the AG concentrated around 1. For UV state, the AG is distributed on both sides and most of its absolute values are greater than one. On the contrary, most of the absolute values of AG for VU state are less than one. For the unvoiced state, the distribution of AG is almost symmetrical in both sides. The narrow distribution of AG for the voiced-like states (especially V state) implies less bits required for the quantization of AG. 
C. LPC Encoding and Fixed Codebook Search
LPC coefficients are transferred to LSP parameters which are suitable for quantization. In our study, the 2DdLSP coding scheme which simultaneously exploits both intra-frame and inter-frame correlations of LSP parameters is used for LSP encoding [7]. The productcodebook VQ with 19 bits (10 bits for the first 5 parameters and 9 bits for the others) is adopted for the quantization of 2DdLSP. Variant sizes of the fixed codebook are used for different bit-allocations. The jixed codebook gain (FG) is quantized by nonuniform quantizer.
IV. SIMULATION
A. Bit Allocation
Several reference and test coders were implemented for simulation. The bit allocations for each subframe of the reference coders are given in Table I (a). Note that only adaptive codebooks and fixed codebooks are given in the table. All the reference and test coders have the same LPC encoding method described previously. The reference coders can be divided into two categories: one with every adaptive codebook index (AI) encoded independently, and the other with AI encoded independently in odd subframe and delta-coded in even subframe. The AI delta-coded relative to the preceding subframe's AI can saves 2 bits. 
B. Simulation Results
The SEGSNR results of the test and reference coders computed by using a test database are shown in Fig. 5 rapidly when the bit-rate is reduced beyond 4 kbls. On the contrary, the test coder can sustain the quality from drastic degradation. The computation load of the adaptive codebook search plays a dominant role in the CELP encoder. The computation reduction with the PBFS-CELP coder is evident because windowed search instead of full search of the adaptive codebook is performed. Of course, the PBFS-classifier needs some computation overhead, but it is much less than the synthesis-filter computation of the adaptive codewords. In some case, the fixed codebook is twice as large as that used in the reference coder. However, the increase of computaion due to fixed codebook search is also less than the decrease of computation due to adaptive codebook search since a fast algorithm of fixed codebook search as that used in the US DoD 4.8 kb/s Standard is applied.
The delay of adaptive codeword represents the pitch period of the synthesized speech in the voiced state. Therefore, a smooth delay contour usually entails a better subjective quality because of a better harmonic structure of the synthesized-speech in frequency spectrum [l] . Fig. 6 demonstrates typical delay contours with the reference coder and the PBFS-CELP coder. It shows that the multiple pitch period may occur for conventional CELP coders, but is quite rare for the PBFS-CELP coder. The delay contour is always smooth in the voiced state. This is another advantage of the PBFS-CELP coders.
V. CONCLUSION
This correspondence proposed a new scheme of CELP coding which exploits the characteristics of voiced, unvoiced, and transient state of speech segments. Several coders below 4 kb/s were designed and simulated. The objective quality of the proposed scheme is better than that of the conventional CELP coders, and the subjective quality is even better due to the smooth pitch contour of the reconstructed speech. Computational complexity is also reduced. 
I. INTRODUCTION
Speech enhancement can be described as the processing of speech signals to improve perceptual features associated with quality, intelligibility, and/or listener fatigue. The need for enhancement arises when speech is produced in a noisy acoustic environment, where human-to-human, human-to-machine (speech recognition), or humanto-machine-to-human (voice coding) communication is desired. In this study, it is assumed that i) only the degraded speech signal is available, and ii) that the noise is additive and uncorrelated with the speech signal.
There has been renewed interest in speech enhancement in recent years due in part to improved speech production and auditory modeling methods. Several reviews can be found in the literature [3], [9], [5]. In general, three broad methods have emerged, which include i) short-time spectral amplitude estimation (spectral subtraction), ii) model based optimal filtering (Wiener filtering), and iii) adaptive noise canceling.
The enhancement approach considered here is an extension of a previously formulated class of constrained iterative methods proposed maximum a posteriori (MAP) estimation of the speech waveform and speech modeling parameters followed by the application of interand/or intra-frame spectral constraints between iterations. Constrained enhancement approaches impose intra-and inter-frame vocal tract spectral constraints on the input speech signal to ensure more speech-like formant trajectories, reduce frame-to-frame pole jitter, and effectively introduce a relaxation parameter during the iterative scheme. Two methods in particular are of interest in the present study. The first method is based on spectral constraints applied to the autocorrelation lags across iterations (Auto:I), followed by application of further spectral constraints based on the line spectral pair (LSP) transformation of the LPC parameters across time (LSP:T) for fixedframe sizes (FF); hence the notation (FF, Auto:I, LSP:T). This method proved to be the most successful of the class of methods considered [7] . An extension was also considered where LSP spectral constraints were applied on a variable-frame (VF) basis across time (VF, Auto:I, LSP:T). The idea was to apply similar speech spectrum constraints across longer speech segments. This approach, while desirable in theory, produced inconsistent results as signal-to-noise ratio (SNR) decreased, while fixed-frame processing provided consistent quality improvement across a much broader SNR range. Loss in performance was attributed to the inability of the segmentation algorithm to perform reliably as SNR decreased.
Separate from the issue of speech enhancement is the impact of additive background noise on speech quality across phonemes. For the problem of single-channel speech enhancement, it is assumed that background noise is additive and stationary across an input utterance. However, since speech energy varies significantly across phoneme classes, local SNR as well as the impact of noise distortion on speech quality will vary locally. For example, vowel sections are not distorted as much as transitive and plosive sounds for a given background acoustic noise level. Therefore, for speech enhancement to be successful, it must address the nonuniform effect that noise has on speech across phoneme classes. Improvements in speech enhancement could be achieved if additional a priori speech information is known or estimated prior to the enhancement process to address the variable impact of noise. For example, in one study [4] , a hidden Markov model (HMM) recognizer is used to select an improved all-pole Wiener filter for enhancement. This approach can provide improvements if reliable recognition is achieved on a frameby-frame basis. One possible limitation, however, is that prior speech data is required for training for each speaker, leading to a possible speaker-dependent enhancement approach. Another alternative is to employ a frame-based vector quantization-directed approach [ 1 11, where a formant distance measure is used to select a noisefree entry from a vector quantizer codebook for enhancement. Since the codebook can be trained with multiple speakers, requiring less training data than that needed for an HMM, it would provide further quality improvement versus traditional spectral subtraction or Wiener filtering. Both methods seek to further incorporate apriori knowledge of speech or speaker characteristics. These methods could, in theory, suffer from the same limitation experienced in variable-frame (VF, Auto:I, LSP:T) constrained enhancement. If an error is made in the decision process, significant distortion can be introduced during the enhancement process.
Given that noise affects speech quality in a nonuniform manner, and that a priori estimation of speech characteristics prior to enhancement could potentially improve the enhancement process, an improved speech classification method which directs enhancement is 1063-6676/94$04.00 0 1994 JEEE
