In this paper we show the global existence for critical dissipative quasi-geostrophic equations if θ 0 L 1 is small enough; among others we prove the analyticity of such a solution. If in addition the initial condition verifies |D| −δ θ 0 ∈ L 1 (R 2 ) with 0 < δ < 1, then the solution remains regular and limt→∞ t δ θ(t) L 1 = 0. Fourier analysis and standard techniques are used.
where R 1 , R 2 are the Riesz's transformation giving by
and κ > 0 is the dissipative coefficient. for more details and mathematical and physical explanations of this model we can consult [7] , [14] , [16] and [17] . These equations have the property of invariance by change of scales called "Scaling" as following: If θ(t, x) is solution of (S 1 ) on [0, T ] with initial data θ 0 = θ(0, x) then θ λ defined by θ λ (t, x) = θ(λt, λx) is a solution of (S 1 ) on [0, T /λ] with initial data θ 0 λ = θ λ (0, λx). For σ ∈ R, we define the de Fourier space by
which is equipped with the following norm
The critical space for (S 1 ) is the Fourier's space definite previous for σ = 0. We recall that a functional space (X, . X ) is critical for the equations (S 1 ) if f (λ.) X = f X for all λ > 0. Particularly, L ∞ (R 2 ),Ḣ 1 (R 2 ) and X 0 (R 2 ) are critical spaces for the system (S 1 ), in order to solve the problem of completeness ofḢ 1 , the authors often use the inhomogeneous space H 1 , it is also called critical space. In the periodic case ( see [6] ) the authors proved that if θ 0 ∈ H 1 ∩ L ∞ such that θ 0 L ∞ < c ∞ κ, then we get a global solution satisfying θ(t) H 1 ≤ θ 0 H 1 for all t ≥ 0. Moreover, if in addition we have θ 0 ∈ H 2 , they obtain an exponential decreasing property
In [11] , Dong a shows the global existence in H 1 (T 2 ) with the only condition θ 0 ∈ H 1 . The case of the whole plane R 2 was treated by Dong in his good work [11] , more precisely he proved that there is global existence in H 1 (R 2 ) if the initial condition is only small in spaceḢ 1 (R 2 ).
Our idea, inspired by [6] , is to study the system (S 1 ) in the critical space X 0 which is a little smaller than L ∞ . In this paper we show some uniform regularity of the global solution: θ ∈ L ∞ ([0, T ], X 0 (R 2 )) for any time T . This property helps us to show smallness at infinity and the analyticity of such a solution. Finally we prove the relationship between the decreasing at infinity and the small frequencies of initial condition. To simplify the calculus and some steps of proofs of our results, we assume that κ = 1, then we get
Our first result is the following. Theorem 1.1. Let θ 0 ∈ X 0 (R 2 ) such that θ 0 X 0 < 1, then there exists a unique solution θ of the system (S 2 ) in the space C b ([0, ∞), X 0 (R 2 )). Furthermore we have ∇θ ∈ L 1 ([0, ∞), X 0 (R 2 )). Precisely
Remark 1.2. a) The local existence and uniqueness is due to the Fixed Point Theorem, but the global existence is due to the following inequality
and the smallness of the initial data. b) If the global solution θ satisfies θ(t) X 0 ≤ 1+ θ 0 X 0 2 for all t ≥ 0, by using (1.2) we get (1.3) θ(t) X 0 ≤ θ 0 X 0 , ∀t ≥ 0. Again by using equation (1.2) and (1.3) we get (1.1). c) To show global existence we did not end up showing an explosion result, but we introduced a time noted T * which is not necessarily the maximum time of existence. The continuity of (t → θ(t) X 0 ) at 0 and the inequality (1.2) show that we were able to extend the solution beyond T * , which gives the global solution.
Our second result characterizes the regularizing effect of (S 2 ) equations where we used the following notations
Theorem 1.3. For any initial data in X 0 (R 2 ) with θ 0 X 0 < 1/4, there exists a unique global solution θ ∈ X 0 ∩ X 1 such that θ X 0 + θ X 1 ≤ 4 θ 0 X 0 . By using the above results we can prove the decrease of global solution in large time towards 0. Precisely, we have the following result.
then the global solution θ of the system (S 2 ) given by Theorem 1.1 satisfies
Now, we state the second principle result of our work.
, then the solution of (S 2 ) by Theorem 1.1 satisfies e t 2 |D| θ X 0 + e t 2 |D| θ X 1 ≤ 12 θ 0 X 0 . Remark 1.6. a) If θ 0 X 0 < 1, by Theorem 1.4 and Theorem 1.5, there is a time t 0 such that the unique global solution θ given by Theorem 1.1 satisfies
We could improve the index of analyticity in the following way: For 0 < σ < 1, there is C σ > 0 such that e σt|D| θ X 0 + e σt|D| θ X 1 ≤ C σ θ 0 X 0 , under the condition θ 0 X 0 < ε σ , for some small positif ε σ . The case σ = 1 is critical in the right
Our last result is the asymptotic study of the global solution given by Theorem 1.1 with additional conditions on the small frequencies of the initial condition.
, then there exists a unique solution θ of the system (QG) in the space
Remark 1.8. a) The local existence and uniqueness is due to the Fixed Point Theorem, but the global existence is due the following inequality
b) The result (1.5) prove relationship between the quality of decreasing of θ(t) X 0 and the small frequencies of θ 0 .
The paper is organized in the following way: In section 2, we give some notations and important preliminary results. Section 3 we prove the global existence if θ 0 X 0 < 1 . The proof used Fixed Point Theorem and standard Fourier techniques. In section 4, we give a proof of Theorem 1.3. Section 5 is devoted to prove the long time decay given by Theorem 1.4. In section 6, we prove the analyticity property of θ, which helps us to prove the last result. Section 7 is devoted to prove long time decay of the global solution if the initial condition has some regularity with respect to small frequencies. Finally in section 8, we give some general remarks, among others we give some results on the periodic case.
Notations and preliminaries results

Notations.
• The Fourier transformation is normalized as
• The inverse Fourier formula is
• The convolution product of a suitable pair of function f and g on R 2 is given by
• If f, g : R 2 → R 2 are two functions, we set u f .∇g = div (gu f ).
• Let (B, ||.||) be a functional Banach space, 1 ≤ p ≤ ∞ and T > 0. We define L p
• The periodic Fourier transformation is normalized as
• The inverse Fourier formula in periodic case is
• We use often the following equalities: For T > 0, we have
2.2. Preliminaries results. We begin by recalling an inequality cited in [4] which helps us to prove the decrease of the global solution if the initial condition is more regular.
Proof. We have
Using |ξ| ≤ |ξ − η| + |η|, we get
Young's inequality gives
Using Lemma 2.2 and the fact that
Integrating the function e −(t−z)|ξ| twice with z ∈ [0, t] and t ∈ [0, T ], we obtain
Then
This implies
We do some estimations, to get
Choosing
, we obtain the desired result.
And we have
Similarly to the proof of lemma 2.2 we get
Which ends the proof.
By inequality (2.1), we have
Proof of Theorem 1.1
In this section we prove the Theorem 1.1. In the first part, we show the local existence and the uniqueness, and the second part is devoted to prove the global existence and the estimate (1.1).
Uniqueness and local existence when θ
). Let
r 1 is a small positif real number to fixed later, and the closed subset of
• We start by looking for conditions on r 1 and T such that
Then if the conditions (C 1 ) and (C 2 ) are satisfied, we obtain ψ(B T ) ⊂ B T .
• Search for additional conditions on r 1 and T such as ψ is a contraction on B T . Let θ 1 , θ 2 ∈ B T , then
Then, by lemma 2.3, we get
Then the third sufficient condition is
Fixed Point Theorem gives the existence and uniqueness of solution of (
T (X 1 ) be the solution of (S 2 ) given by the first step. Then
We multiply this equation by θ, we obtain
By the equation (3.1) we have
We multiply this equation by δ we obtain
The sum of equations (3.2) and (3.3) gives
For ε > 0, we have
Integrating with respect to time, we have
By tending ε −→ 0, we obtain
Integrating with respect to ξ we obtain
We want to prove T * = +∞. By using the same method of the first step and using the decay of the function (t → θ(t) X 0 ), we get θ ∈ L 1 loc ([0, T * ), X 1 ) and
Therefore θ ∈ L 1 ([0, T * ), X 1 ). We assume the opposite such as T * < ∞. For 0 ≤ t < t ′ < T * , we have
Then, by applying again the first step to the following system
we get a time T 0 > 0 and a solution γ ∈ C T0 (X 0 ) ∩ L 1 T0 (X 1 ) of this system satisfying
The function
then defines an extension of the solution θ over [0, T * + T 0 ], and satisfying
which contradicts our assumption, therefore T * = +∞. Finally equation (1.1) is given by Remark 1.2 b) and (3.4).
Proof of Theorem 1.3
This proof is inspired by that of the principle result of [2] and it's done in three steps. We begin by define the operator ϕ :
First step: We first take the Fourier transformation to the above integral form of ϕ(θ), then we have
By taking the L 1 norm in ξ to (4.2) and applying Young inequality, we get
Second step: Now we estimate θ in X 1 . We multiply (4.1) by |ξ|, then
We take the L 1 norm in time to (4.4) and taking into account Young's inequality we get
We take the L 1 norm in ξ to (4.5), we obtain 
Finally the unique solution given by Theorem 1.1 is in X 0 ∩ X 1 for small initial data in X 0 .
Proof of Theorem 1.4
The idea of this proof is to write θ(t 0 ), for some t 0 , as the sum of two functions, the first is small in norm X 0 and the second is more regular. For this, let 0 < ε < 1/8. By inequality (1.1) there is a time t 0 ≥ 0 such that
the unique solution of the following system
given by Theorem1.1 and Theorem1.3. Moreover, b satisfies
is the unique solution of the following system
We denote then a(t) := θ(t 0 + t) − b(t) which implies θ(t 0 + t) = a(t) + b(t). As (t → θ(t 0 + t)) and b are two elements of C b (R + , X 0 ) ∩ L 1 (R + , X 1 ), then a ∈ C b (R + , X 0 ) ∩ L 1 (R + , X 1 ) and we have
Moreover, a is the unique solution of the following system (S) ∂ t a + |D|a + u a ∇a + u a ∇b + u b ∇a = 0 a /t=0 = a 0 .
5.1.
Estimate of a L ∞ ([0,T ],L 2 (R 2 )) . The integral form of the system (S)
Young's inequality implies
, (by (5.1)).
In other hand, to estimate J 2 , we write
Young inequality gives
Combining the above inequalities and the fact 0 < ε < 1/8, we get
, ∀t ≥ 0.
5.2.
Last step of the proof. Now, we return to the proof of Theorem 1.4. Let
Then, by Lemma 2.5 we have
By squaring the last inequality and using inequality (5.6), we obtain
Integrating on E ε we get
Consequently we obtain
As λ 1 ([0, T ε + 1]) = T ε + 1 > λ 1 (E ε ), there exists t 1 ∈ [0, T ε + 1]\E ε such that a(t 1 ) X 0 < ε 2 . Finally, as θ(t 0 + t 1 ) = a(t 1 ) + b(t 1 ), we get
Now consider the system starting in θ(t 0 + t 1 )
By the uniqueness given by Theorem 1.1, we get Γ(s) = θ(s + t 0 ) and
which ends the proof.
Proof of Theorem 1.5
In this section we prove the analyticity of the solution of (S 2 ) given by Theorem 1.1 if the initial data is small enough. We define the subspace of Since e τ 2 (|ξ|−|ξ−η|−|η|) ≤ 1 is uniformly bounded independently of τ, ξ and η, then
Then we follow the proof of Theorem 1.3, we get
Then, if θ 0 X 0 < 1/8, we have ϕ(Q) ⊂ Q where
Finally the unique solution given by Theorem 1.1 is in Y and e t 2 |D| θ X 0 + e t 2 |D| θ X 1 ≤ 12 θ 0 X 0 .
Proof of Theorem 1.7
In this section we prove Theorem 1.5 where we assume that θ 0 ∈ X 0 (R 2 ) ∩ X −δ (R 2 ), and
This proof is done in four steps
• Uniqueness and local existence in
• lim t→∞ θ(t) X −δ = 0
• lim t→∞ t δ θ(t) X 0 = 0. 7.1. Step1: Uniqueness and local existence. For T > 0, we begin by equipping the space
}.
• Firstly and for a good choice of T, r 0 , r 1 and r 2 , we want to show that ϕ(A) ⊂ A. We have
≤ θ 0 X 0 + r 0 r 1 . Then if r 0 and r 1 satisfy
Then, by Dominated Convergence Theorem if we choose T such that
≤ θ 0 X −δ + 2 2−δ r 0 r 2 . Then if r 0 and r 2 satisfies
Then if we choose r 0 ∈ ( θ 0 X 0 , 2 −(2−δ) ) and T > 0 such that
So if the above conditions are all satisfied, then ϕ(A) ⊂ A.
• Secondly we look for additional conditions on r 0 , r 1 , r 2 and T so that ϕ is a contraction on A. For this let θ 1 , θ 2 ∈ A, then
We have
Similarly, we obtain
Then, ϕ is a contraction on A if we add the additional condition
We can finish by applying the Fixed Point Theorem.
By the local existence step t * is well defined and t * ∈ (0, ∞]. We want to prove that t * = ∞. For this, suppose that t * < ∞, then for 0 ≤ t < t * we have
which gives θ ∈ C([0, t * ], X −δ ) ∩ L 1 ([0, t * ], X 1−δ ). By applying the first step to the system
we can extend θ beyond t * in C([0, t * + ε], X −δ ) ∩ L 1 ([0, t * + ε], X 1−δ ), (ε > 0 given by step 1), which contradicts the definition of t * . Then t * = +∞, and by (7.1), we get
Step3: Asymptotic study in X −δ . In this step we want to prove
We do exactly like the first part of the proof of Theorem 1.4: Let ε ∈ (0, 1/8), then there is a time t 0 and a large integer k such that
where A k = {ξ ∈ R 2 / |ξ| ≤ k and | θ(t 0 , ξ)| ≤ k}. We write θ(t 0 ) as the sum of two functions as follows
. Now, consider the following system
Combining Theorem 1.1 and the above step we get a unique solution b ∈ C b (R + , X 0 ∩ X −δ ) ∩ L 1 (R + , X 1−δ ) of the system (S 0 ). Moreover, we obtain the following estimation
and a is the unique solution of the following system
Using the fact a 0 ∈ L 2 ∩ X 0 and the second step of the proof of Theorem 1.4 (see (5.6)), we obtain a ∈ L ∞ (R + , L 2 (R 2 )), and a(t) L 2 ≤ 2 a 0 L 2 , ∀t ≥ 0. Define the following subset of R + ,
Using the interpolation result in Lemma 2.1 with σ = −δ, we get
Integrating over F ε we get
As
Now consider the system starting in t 0
By the uniqueness given by Theorem 1.1 and the first step (See (7.2)), we obtain γ(s) = θ(t 0 +t ε +s), for s ≥ 0, and
Therefore, the desired result as following
7.4.
Step4: Asymptotic study in X 0 . Now we want to prove that
For λ > 0, we have
The low frequencies A λ (t) satisfies
The analyticity of θ gives
Consequently we obtain that
Let s ≥ 0 and φ is the solution of the following system
Using (2), we get 8. General remarks 8.1. Periodic case. In this section, we give some remarks about the periodic dissipative Quasigeostrophic equation
In this case we often use f ∈ L 1 (T 2 ) such that
The critical Fourier space X 0 (T 2 ) is defined as follows
We define also
We use the same methods, we get: (R1) If θ 0 X 0 < 1, then (S 3 ) has a unique global solution θ ∈ C b (R + , X 0 (T 2 )) ∩ L 1 (R + , X 1 (T 2 )). k =0 | f (t, k)|dt.
(R3) If θ 0 X 0 < 1, then the global solution of (S 3 ) satisfies lim t→∞ θ(t) X 0 = 0.
(R4) If θ 0 X 0 < 1/8, then the global solution of (S 3 ) satisfies e t 2 |D| θ X 0 per + e t 2 |D| θ X 1 per ≤ 12 θ X 0 . Particulary, we get e t 2 θ(t) X 0 ≤ 12 θ X 0 and θ(t) X 0 ≤ 12 θ X 0 e − t 2 . This property of exponential decay is due to the fact that T 2 is compact and zero is isolated in the frequencies space. We can improve the analytical index 1/2 to r ∈ (0, 1): There is ε r ∈ (0, 1) such that if θ 0 X 0 < ε r , then the global solution θ of (S 3 ) satisfies e εrt|D| θ X 0 per + e εrt|D| θ X 1 per ≤ C r θ X 0 , which implies θ(t) X 0 ≤ C r θ 0 X 0 e −rt . (R5) Combining (R3) and (R4), we obtain: If θ 0 X 0 < 1/4, then there is a time t 0 ≥ 0 such that θ(t 0 ) X 0 < 1/8. Moreover the global solution of (S 3 ) satisfies e t 2 |D| θ(t 0 + .) X 0 per + e t 2 |D| θ(t 0 + .) X 1 per ≤ 12 θ(t 0 ) X 0 . Similarly, if r ∈ (0, 1) there is a time t r ≥ 0 such that θ(t r ) X 0 < ε r and θ satisfies e εrt|D| θ(t r + .) X 0 per + e εrt|D| θ(t r + .) X 1 per ≤ C r θ(t r ) X 0 , which implies θ(t r + t) X 0 ≤ C r θ(t r ) X 0 e −rt . 8.2. Property of analyticity. Generally, the property of analyticity comes from the linear part of the nonlinear equation
where Ω = R 2 or T 2 . If f 0 ∈ X 0 (Ω) (rep. f 0 ∈ H 1 (Ω)), then g(t) = e −t|D| σ f 0 , σ ≥ 1, is the unique solution of the following system (LS) ∂ t g + |D| σ g = 0 in R + * × Ω g| t=0 = f 0 .
Then e t|D| σ g(t) = f 0 ∈ C b (R + , X 0 ) (rep. C b (R + , H 1 )). But for the system (S) even if σ > 1 we don't hope to have more than the analyticity of his solution. This is a technical problem of analysis: For p > 0, the property By density of Q in R, we obtain (1 + a) p ≤ 1 + a p , ∀a ∈ (0, ∞), which implies (1 + a) p − 1 a ≤ a p−1 , ∀a ∈ (0, ∞).
By taking the limit a → 0 + , we obtain contradiction.
In conclusion with classical analysis, one cannot prove the following type of inequality, if p > 1 and z > 0, e z|D| p (f g) X 0 ≤ C p e z|D| p f X 0 e z|D| p g X 0 .
At this stage, we recall the result of Foias and Temam (See [8] ) with σ = 2 for the Navier-Stokes equations on T 3 , where they proved only the analyticity of the solution. So, in our case we don't hope to have more than analyticity of the global solution.
