The maze traversal problem (finding the shortest distance to the goal from any position in a maze) has been an interesting challenge in computational intelligence. Recent work has shown that the cellular simultaneous recurrent neural network (CSRN) can solve this problem for simple mazes. This thesis focuses on exploiting relevant information about the maze to improve learning and decrease the training time for the CSRN to solve mazes. Appropriate variables are identified to create useful clusters using relevant information. The CSRN was next modified to allow for an additional external input. With this additional input, several methods were tested and results show that clustering the mazes improves the overall learning of the traversal problem for the CSRN.
Introduction
Maze navigation is an important subject for autonomous robot and route optimization.
An example application may be finding the optimized route in an urban area during a disaster.
Teaching the robot to navigate through an unknown environment and find the optimal route is a very difficult task. A simplified version of this problem can be simulated by using a random 2D synthetic maze. This research seeks to improve the performance of an existing cellular simultaneous recurrent neural network (CSRN) for the 2D maze navigation problem by clustering the states of the maze. For this problem, this maze is represented as a square matrix.
Within this square matrix, each cell is classified as an obstacle, pathway, or the goal. Figure 1 shows an illustration of a maze.
The 2D maze representation has already been explored in several works [1] back propagation algorithm [1] . Further work replaced the back propagation through time training algorithm with the extended Kalman filter (EKF) [2] . The maze traversal performance in [2] is good but still has room for improvement. Additionally, it has been noted [3] that the CSRN fails to converge at times. Experiments with the CSRN show that non-convergence of the CSRN occurs more often when using larger amounts of data. This work seeks to improve the accuracy and speed of the network by clustering the maze cells.
During the summer of 2008, members of the Intelligent Systems and Image Processing (ISIP) group at the University of Memphis visited the Information and Communication
Technology (ICT) lab at the University of Wollongong, Australia on a National Science Foundation sponsored face recognition project. It was there that the idea of clustering mazes was first conceived. One of the students at the ICT lab was working on training algorithms for neural networks that used weighted cluster information to help learn pattern classification of large or imbalanced data sets [6] . The success of weighted clusters in [6] inspired us to use clusters to improve the performance of the CSRN for maze navigation. Since the problem domain of maze traversal is inherently different then classification, investigation was required to find a plausible clustering technique.
Literature research yielded a relevant work in which Manor et al. [7] used clustering to improve the learning in a Q learning problem. In [7] , the basic idea was to use partial information learned about an environment to accelerate learning. The steps include first interacting with the environment and learning using Q-learning, saving the state transition history, and if the clustering conditions are met then the state transition history is translated into a graph representation. The clustering algorithm is then run, new options are learned for reaching neighborhood clusters from each cluster, and finally the new options are added to the agent's
choices. An option is basically a set of state transitions to take. So, if an agent knows that it needs to get to a certain location and there is an option leading to that location then the agent can simply take that option instead of each individual state transition leading to the desired location.
The timing for the clustering is very important. If clustering is performed too soon the agent will not have enough useful information to make any improvements by clustering. However, if clustering is performed too late then the agent has already learned most of the environment and will not have a need for many of the options. Two clustering techniques were used. The first is clustering by topology and the second is clustering by value [7] . When clustering is performed by topology, their results were that each cluster was basically a different room.
Background

Neural Networks: The Neuron
The human brain is very powerful and complex. For years, scientists and researchers have worked to discover how the brain works in hopes of emulating the learning and calculations brains are capable of. The brain consists of several processing units called neurons. When a message is sent between neurons, it is sent by way of the synapses or connecting links. There are an estimated 10 10 neurons connected by approximately 10 14 synapses in the human brain [8] .
Each synapsis has an associated weight that either amplifies or diminishes the signal passing through it. Each neuron typically receives several inputs which it sums together. The sum is then passed through an activation or squashing function before being sent to other neurons [9] . Figure 2 shows an illustration of the processing of a single neuron.
Neural Network History
In 1943 McCulloch and Pitts introduced the idea of neural networks as computing machines. Later in 1949, Hebb postulated the first rule for self-organizing, or unsupervised, learning. Unsupervised learning takes place based on a set of rules rather than examples. The network performs calculations and updates weight in attempts to best apply the defined rules to its input data. In 1958, Rosenblatt proposed the perceptron as the first model for supervised learning [9] . Supervised learning presents the network with the desired output after it has performed its calculations. Based off the error between the network's calculated output and the desired output, it adjusts it weights and tries again. This is basically teaching by example. The network is presented with several example data, training data, for which it tries to emulate the desired output, target. By connecting several of these perceptons in certain arrangements, it was shown that this artificial neural network could be taught simple functions.
Artificial neural networks learn by adjusting weights based off an error. The network is trained by first being presented with an input for which it calculates an output. For supervised learning, this output is then compared to a target output. An error is then calculated based upon the difference between the output of the network and the target output. This error is then used to adjust the weights in the network to better approximate the target output. Throughout this process, the total error decreases and the network is considered to have converged once the total error does not vary greatly for several iterations. This means that the network has adjusted the weights to the best of its ability and in doing so, it has minimized the error. Some of the first functions taught to neural networks were the AND and OR functions.
Types of Neural Networks
It was quickly discovered that the basic perceptron had limited utility. Work was then done to allow the neural network to learn more complex functions. In general, three types of behavior if the neural network contains non-linear units [9] .
One example of a recurrent network that has been developed is the simultaneous recurrent network (SRN). Previous research has shown that functions generated by multi-layer perceptrons (MLPs) are always able to be learned by SRNs, but the opposite is not true [1] .
SRNs, being recurrent networks, use the output of the current iteration as input for the next iteration. This makes them excellent for prediction problems and training with the Kalman filter, since they are able to learn from previous estimations. The basic topology of the SRN is shown in Fig. 3 . The output is calculated by multiplying the previous output (z) and the input (x) by the appropriate weights (W). 
Learning in Neural Network
Neural networks learn by adjusting the weights between neurons. This is why adding neurons and connections can, sometimes, help a network to learn more efficiently. The adjustments to the weights are calculated as the derivative of the error with respect to the particular weight. Once the network has been trained and the error has been minimized, it is then tested. At this point the network is simply presented with data and calculates an output. If it outputs the correct solution then the network has successfully learned the given task. Often, a network may learn the correct output for some data but not all.
The learning algorithm of a network is closely related to the structure of the network.
Since the CSRN is a recursive network, the Kalman filter works well for its training algorithm since the Kalman filter is a recursive filter that estimates that state in a system based off previous measurements [11] . The Kalman computations are briefly summarized as follows. The following variables are used in the Kalman filter calculations [9] :
• w(n) is the state vector of the system, the weights in this case
• C(n) is the measurement matrix, or the Jacobian of current output with respect to weights
• G(n) is the Kalman Gain which determines the correction to the state estimation
• Γ(n) is a conversion factor that relates the filtered estimated error to the actual error α(n)
• R(n) is the measurement noise
• K(n, n-1) is the error covariance matrix
The equations can be summarized as follows.
The basic Kalman equations are used to calculate the updates to the weights in the CSRN.
These equations also proved to be a performance bottleneck which is addressed in section 3.3.
Clustering
Clustering is a form of unsupervised learning that seeks to group similar objects together.
By supplying a clustering algorithm with different parameters for several objects, it determines the appropriate group to place each object in. This is done based on two ideas. First, all objects in a group should be as similar as possible. Second, each group should be as different as possible. The way in which the similarity of difference of two objects is determined is by means of a distance measure. The difference in distance measurements will create different clusters.
Some of the most common distance measurements include the Euclidean distance, the Hamming distance, and the maximum norm [12] . K-means is one of the most common clustering algorithms and requires one to manually choose the number of clusters to create. The algorithm then randomly generates the chosen number of clusters. Each point is then assigned to the cluster whose centroid is closest. The cluster's centroid is the average (arithmetic mean of each variable) of all the points within the cluster. Next the cluster centroid are recomputed after all of the points have been assigned to a cluster. The points are then reassigned to the new clusters.
The calculation of the new cluster centroid and reassignment of points to new clusters is repeated until some convergence criterion is met, usually when the cluster assignments do not change
[12].
3. Methods
Clustering of Mazes
Following the topological clustering approach in [7] , a similar clustering was accomplished by dividing the mazes into quadrants. The goal is considered as the reference of origin. It was believed that by using this extra information from the resulting clusters, the network would be better able to correctly solve a given maze. The hypothesis was that one needs to move in the same general direction for cells in each quadrant to reach the goal. However, the goal could be in the corner of the maze which would force the whole maze to group in just one cluster. To eliminate this possibility, the row and column information were also included when
clustering. This causes a large quadrant to be split into pieces. One piece of a quadrant might be the half closest to the goal while the second piece might be the half farthest away from the goal. 
Modification of Existing CSRN Code
After looking into how to use the clusters a problem arose. The original CSRN only had two external input nodes, the obstacle and goal as shown in Fig. 5 . Therefore, to use the clustered information the obstacle and/or goal would no longer be able to used as one of the external inputs. All attempts at this failed to improve the results. Then it was decided that in order to successfully use any cluster information additional external inputs had to be added to the network. The current CSRN structure in Fig. 5 allows for two external inputs which are used to designate if a particular cell is an obstacle or the goal.
Adding additional external inputs proved to be much easier than expected using the built in ability to add extra recurrent nodes using the publicly available CSRN code [15] . In essence, how each node was identified was simply redefined. Originally the nodes were identified based on the first node. In this scenario, several offset pointers embedded deep within the code would have required changes. However, by redefining the nodes based on the last node in Fig. 5 , adding additional external inputs simply required increasing the total number of nodes in the network. Therefore, redefining the nodes based on the last one, were able to add new nodes to the front instead of the back.
Performance Improvements a) Performance Metrics:
The first experiments used the existing form of performance evaluation metric, the "Goodness of Solution" function [3] . The "Goodness of Solution" was Since the "Correctness of Solution" accounts for multiple good directions while the "Goodness of Solution" only accounts for one good direction, the "Correctness of Solution" will always be greater than or equal to the "Goodness of Solution." Figure 7 simply shows that the "Correctness of Solution" will detect more correct cells than the "Goodness of Solution." The results in Fig. 7 and all following results were obtain using five random 12x12 mazes for training and five different, random 12x12 mazes for testing. 
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Since division is less computationally intensive, this can make a great improvement when working large mazes and/or many training samples. However, when a few small mazes are used, not much improvement in speed may be expected. Also, it should be noted that multiplying by the inverse and dividing by the matrix do not offer exactly the same result. Due to the rounding of calculations there is a slight difference. For a 12x12 Maze the SSE is less than 10 -3 (1.3231e-004). However, since the matrix is used for state estimation an exact value is not needed.
Another improvement was obtained during the Kalman calculations as well. When updating the Jacobian matrix, C(n), rows were added one at a time. In Matlab, unlike C, it is easy to add a row to a matrix code-wise. However, even though writing code that augments a matrix is easy, the task is still very computationally intense. When a row is added to a matrix, Matlab automatically creates a new matrix of the appropriate size. Then all the data from the old matrix is copied to the new matrix and the old matrix is deleted. This can also lead to memory fragmentation. In the original code, adding one row at a time became a performance bottleneck.
To overcome this bottleneck, the code was changed so that several rows were added at once.
This provided a noticeable speed improvement as well.
Results
Clustering of Mazes
The first attempts to cluster mazes were an attempt to simulate rooms as in Ref. 7 . Figure   8 shows a sample maze used in Ref. 7 that partially inspired this work. This maze consists of rooms in which the majority of the states must travel in the same direction to reach the exit.
States are indicated by the arrows.
16 Figure 8 : Influential maze from [7] .
The mazes were successfully clustered in a way that visually appeared similar to the work of [7] , as seen in Fig. 10 . 
Modification of Existing CSRN Code
The first attempts to improve the network through clustering used the "Goodness of every 10 th epoch. This clustering during epochs method more closely followed the approach used in [7] and discussed in Section1. Since the clustering during epochs method did not show significant improvement in the goodness for individual trials, next dividing the maze into submazes was tried. A similar technique with this network has been shown to show potential for affine transforms [14] . Since the publicly available CSRN implementation [15] is hard coded to use square matrices, larger mazes were divided the into several smaller square mazes. For example, a 12x12 maze is divided into nine 4x4 submazes as shown in Fig. 11 . to be expect since the Euclidean distance can be seen as an approximation of the number of steps to the goal. Thus, the network is fed an approximate solution into its third external input. Figure   13 shows the same maze traversing solution results using the Correctness of Solution metric, however, for the original CSRN configuration [15] for comparison. Despite improved average Correctness of Solution performance from using the Euclidean distance as an additional external input to the CSRN, the initial goal was to cluster the mazes.
We then retested the previous methods with the Correctness of Solution metric, discussed in Section 3.3. Interestingly, it was found that when using the Correctness of Solution metric, the original method of using the cluster number as the third external input does improve the performance. The two other methods, clustering during epochs and submazes, showed slightly lower correctness then the original CSRN. It is also worth noting that even though the initial individual trials did not show significant improvements in goodness with any of the methods, the batch results, shown in Table 1 , show improved goodness for plain clustering and the submaze methods. This is likely due to variations possible within individual tests. Testing a batch of 100 training and testing sets gives us a much more accurate feel for the performance of each method. Table 1 shows the average results for each method run on a batch of 100 training and testing set.
All training and testing sets used 5 random 12x12 mazes for training and testing.
Method
Correctness Goodness
Original From Table 1 , note that the Euclidean distance method produces the best results with an increase of 29.8% using the Correctness of Solution metric. While using the Euclidean distance as one of the inputs to the CSRN might initially appear cheating, it can be considered a viable method as well. In a real life scenario, one may have access to a GPS system that indicates their current position as well as the position of a goal. From this information the Euclidean distance can be determined but that alone may not indicate the correct path to the goal. Furthermore, the original clustering method using the cluster number as the third external input to the CSRN shows very good performance as well. The clustering during epochs and submaze methods resulted in a slight improvement but not enough to warrant much attention. The improvement in performance using the original clustering method is similar to that using the Euclidean distance.
Note the clusters are sorted by their distances of centroids from the goal, they contain information relative to each cell's distance to the goal. Also, note that this clustering approach is different from the earlier hypothesis that clusters moving in the same direction will accelerate the CSRN's maze traversing performance. Therefore, it is observed that as the number of clusters are increased, the performance should also increases. Theoretically, if the number of clusters is increased to the number of cells in the maze then the performance will be the same as the Euclidean distance.
Performance Improvements
By optimizing the original code for the CSRN, training and testing the network was much quicker. As seen in Fig. 14 and Fig. 15 other application domains such as image processing applications.
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