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 RESUMO 
A previsão de vendas é fundamental para organizações uma vez que permite melhorar o 
planejamento e a tomada de decisão sobre o futuro da empresa, contudo toda previsão 
carrega consigo a incerteza. Na tentativa de diminuir essa incerteza, novas técnicas e 
métodos são constantemente pesquisados e desenvolvidos. Entre as diversas técnicas de 
previsão existem as baseadas em métodos quantitativos, que analisam o comportamento e 
padrão das séries no passado e traçam projeções futuras sobre as mesmas. A evolução 
destes modelos tem sido determinada pelo avanço da tecnologia da informação que, a partir 
da utilização mais intensiva de técnicas de inteligência artificial, permite o desenvolvimento 
de modelos preditivos com melhor desempenho. Diante destas novas possibilidades que a 
inteligência artificial propicia, emerge o seguinte problema de pesquisa: Quais são as 
técnicas que apresentam maior acurácia quando aplicadas para previsão de vendas? Para 
responder a esta questão, essa dissertação avaliou de forma quantitativa modelos de 
previsão aplicados em dados reais de uma indústria brasileira do segmento têxtil. Foram 
desenvolvidas e avaliadas técnicas estatísticas de suavização exponencial, modelos ARIMA, 
regressão e redes neurais artificiais otimizadas pela técnica de algoritmos genéticos. A 
pesquisa mostrou que a inclusão de variáveis externas auxilia na melhor acurácia dos 
modelos de previsão e que a adoção de métodos que captam variações não lineares nem 
sempre gera ganhos de previsão. Por fim, os resultados mostraram que a otimização por 
Algoritmos Genéticos pode gerar modelos com uma capacidade preditiva superior. 
 
Palavras-chave: Previsão de Vendas; Métodos Quantitativos de Previsão; Redes Neurais; 
ARIMA, Regressão Linear, Algoritmos Genéticos. 
 
  
ABSTRACT 
Sales forecasting is fundamental to organizations, once it allows to improve planning and 
decision making in a company`s future. However every forecast has its share of incertitude. 
In the attempt to reduce this incertitude new techniques and models have been constantly 
researched and developed. Among the several forecast techniques there are those based on 
quantitative methods which analyze séries behavior and patterns in the past and determinate 
projections of this séries in the future. The evolution of these models has been determined by 
the innovations of Information Technology, which based on a more intensive utilization of 
artificial intelligence allows a better development of predictive methods. Considering these 
new possibilities that artificial intelligence allows, the problem of the thesis emerges: Which 
techniques present more accuracy when applied to sales forecast? To answer this question, 
this thesis evaluated in a quantitative manner the forecast methods applied in the data of a 
Brazilian Industry from the textile segment. Statistical techniques of exponential smoothing, 
ARIMA methods, regression and neural networks optimized by the genetic algorithms 
technique were developed and evaluated. This extensive research has shown that the 
inclusion of external variables can help in a better accuracy of forecasting models and also 
that the utilization of methods which can recognize nonlinear variations will not always 
generate forecasting gains. At last, the results have shown that optimization by genetic 
algorithms can generate models with a superior predictive capacity. 
Keywords: Sales Forecast, Neural Networks, ARIMA, Linear Regression, Genetic 
Algorithms. 
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1 INTRODUÇÃO 
O novo contexto da chamada Sociedade da Informação impôs às organizações 
diversas mudanças de paradigmas, bem como a velocidade em que estas precisam 
modificar-se, adaptar-se e tomar decisões para garantir vantagens competitivas ou mesmo a 
sua sobrevivência nesse ambiente cada vez mais competitivo. 
Este ambiente econômico no qual as organizações estão inseridas tem se 
mostrado cada vez mais complexo devido a maior integração entre mercados, avanços 
tecnológicos, variações de demanda, fusões e aquisições de empresas, aumento da 
competição dentre outras características que influenciam na formulação estratégica das 
empresas e no seu desempenho. 
De acordo com Porter (1986) a essência da formulação estratégica é a 
compreensão do ambiente em que a organização está inserida. Contudo, esta compreensão 
do ambiente é invariavelmente limitada, o que determina uma característica preponderante a 
toda previsão de uma empresa que é a incerteza. 
Modelos de previsão são aplicados em áreas de finanças, econômicas, 
meteorológicas, produção de energia, sociologia entre outras.  (THOMASSEY, HAPPIETTE; 
CASTELAIN, 2005). Entre as diversas técnicas de previsão existem as que são baseadas 
em modelos estatísticos e matemáticos. Estes modelos utilizam dados históricos que são 
estudados a fim de se identificar os seus comportamentos e padrões para que sejam 
traçadas projeções futuras com base nos mesmos.  
Dentre os campos de aplicação, problemas de previsão de vendas se mostram 
relevantes para organizações uma vez que permitem o melhor planejamento e tomada de 
decisão sobre o futuro da empresa. Ela é vital para diversos tipos de decisão no âmbito das 
organizações desde decisões de investimentos em ampliação ou redução de plantas de 
produção, ampliação da capacidade produtiva, definição de número de funcionários, bem 
como todo planejamento da força comercial e planejamento de marketing da empresa 
(ARMSTRONG, 2008). 
1.1 Problema 
Além do caráter estratégico da previsão de vendas, existe uma dimensão tática e 
operacional em que a previsão de vendas pode ser utilizada, sobretudo no segmento de 
indústrias manufatureiras que comercializam seus produtos para outras empresas ou para 
canais de vendas que irão vender os produtos para clientes finais. A aplicação de modelos 
de previsão como suporte a gestão comercial pode auxiliar no desdobramento de metas 
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comerciais por regiões, por grupos de clientes, no acompanhamento do desempenho de 
vendas em clientes, na identificação de sinais de evasão de potencias clientes, na 
programação de abordagens comerciais como maior chance de sucesso entre outras 
aplicações. 
Essa pesquisa desenvolvida sobre modelos de previsão de vendas está focada 
na aplicação das técnicas de previsão no âmbito da gestão da área comercial de indústrias 
manufatureiras especificamente do setor têxtil que comercializam seus produtos para 
clientes intermediários. Esses clientes são indústrias que irão agregar algum valor ao 
produto para depois serem comercializados ou são empresas que irão revender os produtos 
para clientes finais. 
A Revisão Sistemática da Literatura mostrou que existem diversos métodos para 
se prever vendas. Inicialmente elas se concentravam em métodos estatísticos lineares 
baseados em análises de séries temporais como modelos ARIMA - modelo autoregressivo 
integrado de média móvel e modelos de suavização exponencial. Contudo, estes métodos 
são baseados em funções lineares entre as séries temporais e esta característica impediria 
que modelos desta natureza capturassem variações não lineares nas séries, ciclos 
assimétricos ou variações ocasionais (WONGN; GUO, 2010; THOMASSEY, HAPPIETTE; 
CASTELAIN, 2005).  
Na busca de modelos que permitissem a captura de parâmetros não lineares, 
diversas pesquisas desenvolveram e testaram modelos baseados em técnicas de 
Inteligência Artificial, sobretudo por meio do desenvolvimento de sistemas baseados em 
Redes Neurais Artificiais (WONGN; GUO, 2010).  
Além das diferentes características de cada método de previsão, outra dimensão 
que emerge nas pesquisas de modelagem de previsão diz respeito a otimização dos 
métodos. A Revisão Sistemática da Literatura mostrou que as pesquisas em previsão de 
vendas desenvolvem e combinam técnicas para melhorar a capacidade preditiva dos 
modelos. Basicamente são desenvolvidos sistemas robustos que integram e combinam 
técnicas buscando a solução de problemas, chamados de modelos híbridos. A combinação 
de técnica, em geral, é apresentada por um método principal e procedimentos de otimização 
com uma ou mais técnicas. 
Este tipo de abordagem de pesquisa vem sendo impulsionado pelo avanço da 
tecnologia da informação. Este avanço tem determinado novas possibilidades para o 
processamento de sistemas computacionais e a utilização mais intensiva da inteligência 
artificial em modelos de previsão. Neste cenário de maior capacidade de processamento 
cada vez mais as técnicas de previsão mais complexas tem sido pesquisadas, 
desenvolvidas e testadas.  
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Diante dessas novas possibilidades que o processamento computacional permite 
e a necessidade de se utilizar previsões de vendas como suporte a gestão comercial no 
âmbito tático e operacional, emerge a seguinte questão a ser discutida nessa pesquisa: 
 
Quais modelos de previsão apresentam maior acurácia quando aplicadas 
para previsão de vendas em uma indústria têxtil brasileira? 
1.2 Objetivos 
O objetivo geral desta dissertação é avaliar modelos quantitativos de previsão 
baseados em análise de séries temporais, em métodos causais e em técnicas de 
inteligência artificial para a previsão de vendas a ser testada em dados reais de uma 
indústria têxtil.   
Como objetivos específicos, pode-se destacar: 
Obj. 1 – Identificar as técnicas de previsão mais utilizadas em pesquisas científicas; 
Obj. 2 – Implementar os modelos de previsão para séries de vendas reais; 
Obj. 3 - Comparar a acurácia de modelos lineares versus modelos não lineares de 
previsão e vendas; 
Obj. 4 - Avaliar se a inclusão de variáveis externas gera ganho na capacidade de 
previsão; 
Obj. 5 - Avaliar se otimização por Algoritmos Genéticos gera ganho na capacidade 
de previsão. 
O objetivo 1 foi alcançado com o desenvolvimento da Revisão Sistemática da 
Literatura em que os resultados finais são apresentados na seção 2.8. O Objetivo 2 foi 
alcançado com a implementação de seis modelos de previsão para duas bases de vendas 
reais do setor têxtil brasileiro apresentados no capítulo 4. Os objetivos 3, 4 e 5 são 
alcançados nas avaliações dos experimentos realizadas na seção 4.7.  
1.3 Justificativa 
O desenvolvimento de pesquisas empíricas sobre a aplicação de modelos de 
previsão de vendas mostra-se aderente às necessidades do ambiente organizacional, uma 
vez que todas as empresas de uma maneira ou outra realizam algum tipo de previsão para 
suas vendas.  
Zotteri e Kalchschmidt (2007) pesquisaram as práticas de previsões realizadas 
por empresas italianas do setor têxtil e do setor de maquinas e ferramentas. Umas das 
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conclusões da pesquisa é que o objetivo da previsão é mais determinante para definição de 
como será o processo de previsão do que fatores ambientais e econômicos e a estrutura da 
empresa. Desta forma, as pesquisas sobre previsões precisam ser delimitadas quanto à 
aplicação que se deseja para a previsão. Outro apontamento da pesquisa é que quando as 
empresas realizam previsões de vendas elas dão mais importância para processos que 
consigam medir a performance das previsões, ou seja, nas previsões de vendas as 
empresas se preocupam mais com a assertividade e precisão das mesmas. 
A metodologia de previsão explorada nesta pesquisa busca auxiliar às 
organizações a tomarem decisões no ambiente comercial como: “quais clientes devo 
direcionar meus esforços de vendas nesse mês?”, “em quais clientes estou vendendo 
menos que o previsto?”; “quais famílias de produto tem maior potencial de vendas para cada 
grupo de clientes?”, além de outras questões alinhadas às decisões táticas e operacionais 
de vendas como estratégia de descontos comerciais a ser aplicada, aumento da força de 
vendas, ações de promoção em clientes e regiões. 
Toda previsão, invariavelmente, carrega consigo a chance de não ser assertiva. 
Diversos fatores podem influenciar na previsão de variáveis futuras o que faz com que seja 
fundamental se delimitar e conhecer o papel e as limitações de uma previsão  
Executivos e profissionais das organizações reconhecem o papel fundamental 
das previsões como instrumentos de melhoria na tomada de decisão. De alguma maneira, 
toda organização faz previsão sobre o futuro de uma variável, seja previsão de vendas, 
previsão sobre o sucesso de um novo produto, sobre volumes de produção, previsões a 
cerca de custos de suprimentos, entre outras.  
Nas palavras de Hicham e Anas (2012, p.1): 
 
A previsão de vendas desempenha um papel muito importante 
na estratégia de negócios. Para reforçar a vantagem 
competitiva em um ambiente em constante mudança, o gerente 
de uma empresa deve tomar a decisão certa no momento certo 
com base na informação que tem em mãos. A obtenção de 
previsões de vendas eficazes com antecedência pode ajudar 
os tomadores de decisão a calcular os custos de produção, 
determinar o preço de venda e a Gestão Estratégica das 
Operações.
1
 
                                            
1
 Tradução do Autor para o texto: Sales forecasting plays a very important role in business 
strategy. To strengthen the competitive advantage in a constantly changing environment, the 
manager of a company must make the right decision in the right time based on thein formation 
at hand. Obtaining effective sales forecasts in advance can help decision makers to calculate 
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Mesmo com o reconhecimento de sua importância, sistemas estruturados de 
previsão são muitas vezes difíceis e complexos de serem implementados e principalmente 
de serem utilizados no dia a dia das organizações. A importância e as possibilidades de 
utilização das previsões de vendas pelas empresas justificam a relevância do tema do ponto 
de vista das organizações. 
Se por um lado existe uma relativa ausência de implementações de modelos 
mais complexos e robustos de previsão nas organizações, tem-se, por outro lado, uma 
difusão de pesquisas sobre o problema de previsão, como foi encontrado na revisão 
sistemática da literatura. 
Do ponto de visto científico, o avanço da inteligência computacional permite a 
pesquisa de novos modelos e técnicas de previsão. Diversas pesquisas de caráter 
quantitativo foram desenvolvidas a partir dessas novas possibilidades da inteligência 
artificial como visto em Thomassey, Happiette e Castelain (2005); Wongn e Guo (2010) 
Chang, Lui e Fan (2009), Chang, Lui e Lai (2008), Hicham, Mohamed e Abdellah (2012). 
Diante da pluralidade de métodos de previsão e das possibilidades de 
otimização propiciadas pelas técnicas de inteligência artificial, a motivação principal desta 
pesquisa é acrescentar ao conhecimento científico resultados empíricos sobre a acurácia de 
modelos de previsão e contribuir para que modelos mais assertivos sejam implantados nas 
organizações, auxiliando em suas tomadas de decisões. 
1.4 Estrutura da dissertação 
Essa dissertação está organizada em capítulos além dessa introdução. No 
capítulo 2 apresenta-se a conceituação dos principais métodos de previsão de vendas, as 
técnicas de otimização utilizadas para melhoria de desempenho dos modelos e as técnicas 
de avaliação de desempenho de acurácia. Ainda no capítulo 2 analisa-se estudos empíricos 
que desenvolveram e testaram modelos de previsão de vendas identificando as principais 
técnicas de previsão e de avaliação utilizadas. No capítulo 3 descreve-se a metodologia da 
pesquisa adotada abordando o problema de previsão, as bases de dados utilizadas, os 
modelos desenvolvidos e avaliados e as hipóteses testadas. No capítulo 4 apresenta-se os 
modelos de previsão de vendas desenvolvidos e seus resultados comparando o 
desempenho de cada um deles. Por fim, conclui-se com as considerações finais. 
                                                                                                                                        
production and material costs, determine also the sales price, strategic Operations 
Management. (HICHAM; ANAS, 2012, p.1) 
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2 REVISÃO SISTEMÁTICA DA LITERATURA 
O objetivo geral dessa Revisão Sistemática da Literatura - RSL é revisar o que 
vem sendo desenvolvido em termos de pesquisa aplicada sobre Previsão de Vendas. 
Entende-se como pesquisa aplicada, estudos que testaram diferentes modelos de previsão 
em dados reais buscando avaliar quais apresentam o melhor desempenho de acordo com 
critérios objetivos. 
Antes de apresentar os principais resultados da RSL são conceituadas as 
principais técnicas de previsão de vendas destacando os métodos de Análise de Séries 
Temporais, Métodos Causais e técnicas de Inteligência Artificial. 
2.1 Visão Geral das Técnicas 
Existem diferentes abordagens para caracterização de métodos de previsão. 
Armstrong (2008) propõe uma caracterização geral dos métodos de previsão de acordo com 
a figura 1. 
Figura 1 – Caracterização dos Métodos de Previsão 
 
Fonte: Armstrong (2008, p. 2) 
Os métodos de previsão podem ser separados em técnicas de Julgamento 
(Abordagens Qualitativas ou Técnicas Subjetivas) e técnicas Estatísticas ou Quantitativas. 
As técnicas de julgamento envolvem a participação preponderante do conhecimento 
humano na previsão, seja de indivíduos isoladamente seja de grupos e especialistas. Já as 
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técnicas estatísticas pressupõem a utilização de modelos quantitativos a partir de dados 
históricos. 
Os métodos de previsão de julgamento utilizam o conhecimento humano para 
estabelecerem uma previsão sobre o comportamento de uma variável no futuro. Utilizam-se 
informações e conhecimentos específicos dos gestores das organizações, de clientes ou 
consumidores, de especialistas para construção das previsões. (ARMSTRONG, 2008) 
Nota-se a relação existente entre as técnicas baseadas em julgamento e as 
técnicas baseadas em estatísticas. Armstrong (2008) defende que a combinação de 
técnicas pode propiciar uma leitura mais assertiva do futuro. Nesse projeto o foco de 
investigação foi a utilização de técnicas estatísticas ou quantitativas para previsão de 
vendas, dessa forma não serão detalhadas as técnicas de julgamento. 
Os métodos quantitativos podem ser classificados em dois tipos, Análises de 
Séries Temporais e Métodos Causais (PASSARI, 2003; LEMOS, 2006) ou de acordo com a 
proposição de Armstrong (2008) com apenas uma variável, quando se realiza a 
extrapolação a partir da própria série temporal e múltipla quando se analisa mais de uma 
variável na previsão. Seja qual for o tipo de método quantitativo utilizado pressupõe-se o uso 
de dados históricos quantitativos. Dessa forma, para o desenvolvimento de modelos 
estatísticos de previsão se faz necessário uma base de dados. A sua maior vantagem é sua 
imparcialidade diante da previsão, tanto previsões ruins como boas podem ser feitas, porém 
o seu desempenho depende, em grande parte, da qualidade dos dados de entrada 
(ARMSTRONG, 2008). 
O método de Redes Neurais pode tanto ser caracterizado como Séries 
Temporais como por Métodos Causais dependendo do tipo de variável utilizada em sua 
construção. Essa dissertação testou redes neurais tanto como método de serie temporal 
como método causal, com mais de uma variável de entrada. Para efeito de descrição do 
método, optou-se por apresenta-lo dentre os métodos causais. 
Conforme será apresentado nesse capítulo, muitos estudos têm desenvolvido 
modelos híbridos, caracterizadas como HIS – Hybrid Intelligent Systems (BAHRAMMIZAEE, 
2010). Basicamente são sistemas robustos que integram e combinam técnicas buscando a 
solução de problemas. A combinação de técnicas, em geral, é apresentada como uma 
arquitetura híbrida em que se tem uma dimensão com os métodos de previsão tradicionais 
com métodos de inteligência artificial. 
 
Sistemas Inteligentes Híbridos são sistemas que combinam de 
forma paralela métodos e técnicas de inteligência artificial. Um 
sistema inteligente híbrido busca resolver problemas de 
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previsão com efeitos não lineares. (...). A combinação de 
técnicas usando Redes Neurais Artificiais, lógica fuzzy, Particle 
Swarm Optimization (PSO), e algoritmos genéticos tem 
demonstrado ser uma abordagem inovadora de previsão. 
Como a maioria dos problemas de vendas são não lineares e 
complexos, a maioria dos estudos tende a aplicar modelos 
híbridos para previsão de séries temporais. (HICHAM; ANAS, 
2012, p. 1).
2
 
 
Um modelo de previsão quantitativo pode ser separado em três fases além do 
resultado (output) da previsão. A primeira é as variáveis de entrada (inputs), a segunda 
etapa é o sistema de inferência e na terceira etapa tem seu sistema de aprendizado. A 
Revisão Sistemática da Literatura mostrou que a pesquisa em previsão de vendas tem 
buscado formas de melhorar o desempenho de uma previsão combinando os métodos de 
previsão com técnicas de inteligência artificial que buscam a otimização em uma das três 
fases. As principais técnicas de inteligência artificial encontradas na Revisão Sistemática da 
Literatura foram baseadas em lógica fuzzy, em algoritmos evolucionários com ênfase nos 
algoritmos genéticos e em técnicas de data mining destacando-se modelos de segmentação. 
Dado os diversos formatos de técnicas e combinações para previsões de vendas, 
ir-se-á focar na descrição em algumas técnicas de inteligência artificial que foram 
encontrados na Revisão Sistemática da Literatura. 
Desta forma, propõe-se a classificação apresentada na figura 2. Cada caixa na 
figura representa classes de métodos de previsão de vendas e de técnicas de inteligência 
artificial utilizadas para otimização das previsões. As caixas inferiores herdam as 
propriedades das caixas superiores. A função “usa” é utilizada para demonstrar que as 
classes de métodos quantitativos de previsão de vendas podem “usar” uma ou mais 
técnicas de inteligência artificial para otimizar as previsões. 
                                            
2
 Tradução do Autor para o texto: Hybrid intelligent system denotes system that utilizes a parallel 
combination of methods and techniques from artificial intelligence. As hybrid intelligent 
systems can solve non-linear prediction (...).Recently, the combined intelligence technique 
using artificial neural networks (ANNs), fuzzy logic, Particle Swarm Optimization (PSO), and 
genetic algorithms (GAs) has been demonstrated to be an innovative forecasting approach. 
Since most sales data are non-linear in relation and complex, many studies tend to apply 
Hybrid models to time-series forecasting. (HICHAM; ANAS, 2012, p. 1) 
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Figura 2 – Modelos de Previsão Combinados com Técnicas de Inteligência Artificial para 
Otimização 
 
Fonte: Elaborado pelo autor. 
 
2.2 Análise de Séries Temporais 
A classe de fenômenos cujo processo observacional e consequente 
quantificação numérica geram uma sequencia de dados distribuídos no tempo é 
denominada série temporal. Ou seja, uma série temporal é um conjunto de observações 
sobre um fenômeno obtido ao longo do tempo em intervalos sucessivos e/ou regulares. A 
hipótese básica que guia a análise de séries temporais é o comportamento dos dados no 
passado continua no futuro. A evolução dos dados no tempo costuma atuar criando padrões, 
aleatórios ou não, que podem ser detectados em um gráfico da série de observações 
gerada ou mediante algum outro processo estatístico. 
Os métodos de análise de séries temporais partem da premissa que existe uma 
constância nos padrões de relacionamento e na estacionariedade dos dados utilizados para 
a previsão. Dessa forma, o modelo prevê a relação entre os valores analisados no passado 
e projeta para valores futuros seguindo a mesma constância observada no passado 
(LEMOS, 2006; ARMSTRONG, 2008). Nas palavras de Passari (2003, p. 33): 
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Modelos de séries temporais realizam previsões baseadas em 
uma série de dados observados em intervalos de tempo 
regulares, buscando padrões no passado para prever o futuro. 
Esse tipo de modelagem é especialmente útil quando há pouco 
conhecimento da base teórica sobre o processo em que os 
dados foram gerados. As previsões são muitas vezes 
confiáveis no curto prazo, sendo a classe de técnicas 
quantitativas a mais tempo em desenvolvimento. 
 
Dados de séries temporais podem apresentar uma grande variedade de padrões 
e é útil categorizar alguns dos padrões e comportamentos que podem ser vistos em séries 
temporais. Segundo o modelo clássico todas as séries temporais são compostas de quatro 
padrões: 
- Tendência: é o comportamento de longo prazo da série, pode ser causada pelo 
crescimento demográfico, ou mudança gradual de hábitos de consumo, ou qualquer outro 
aspecto que afete a variável de interesse no longo prazo; 
- Variações cíclicas ou ciclos: flutuações nos valores da variável com duração 
superior a um ano, e que se repetem com certa periodicidade, podem ser resultado de 
variações da economia como períodos de crescimento ou recessão, ou fenômenos 
climáticos; 
- Variações sazonais ou sazonalidade: flutuações nos valores da variável com 
duração inferior a um ano, e que se repetem todos os anos, geralmente em função das 
estações do ano. Se os dados forem registrados anualmente não haverá influência da 
sazonalidade na série; 
- Variações irregulares: são as flutuações inexplicáveis, resultado de fatos 
fortuitos e inesperados como catástrofes naturais, atentados terroristas, decisões 
intempestivas de governos. Resumindo é o componente restante, irregular ou erro do 
período. 
A decomposição da série permite identificar quais componentes estão atuando 
naquele conjunto em particular, além de possibilitar obter índices e equações para realizar 
previsões para períodos futuros da série. A questão crucial do modelo clássico é decidir 
como será a equação que relaciona as componentes com a variável. Há duas opções: o 
modelo aditivo ou o modelo multiplicativo. 
No modelo aditivo o valor da série Y no período t será o resultado da soma dos 
valores das componentes no mesmo período: 
           , onde: 
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   = valor da série no período t; 
   = componente sazonal no período t; 
   = componente do ciclo de tendência no período t; 
  = componente restante (irregular ou erro) no período t. 
 
Alternativamente, no modelo multiplicativo o valor da série Y no período t será o 
resultado do produto dos valores das componentes no mesmo período: 
           , onde: 
   = valor da série no período t; 
   = componente sazonal no período t; 
   = componente do ciclo de tendência no período t; 
  = componente restante (irregular ou erro) no período t. 
 
Caso a amplitude das flutuações sazonais ou a variação em todo o ciclo de 
tendência não variam com o nível da série temporal, o modelo aditivo é o mais apropriado. 
Quando a variação no padrão sazonal, ou a variação em torno do ciclo de tendência, parece 
ser proporcional ao nível das séries, então o modelo multiplicativo é mais adequado. Serão 
apresentados os três principais métodos dentre os utilizados na Análise de Séries 
Temporais: Suavização através de médias, Suavização Exponencial e Método 
Autoregressivos (ARIMA). 
2.2.1 Métodos de Suavização através de médias 
Nesse tipo de método são utilizados procedimentos matemáticos simples que 
buscam tornar mais homogênea uma série temporal. As duas técnicas mais conhecidas 
neste método são as Técnicas Naive e as Técnicas de Média Móvel. A técnica Naive 
consiste em considerar o último valor da série como o mais provável de acontecer, desta 
forma a previsão do próximo valor de uma variável é o último valor dessa variável. A técnica 
conhecida como Média Móvel é a mais comum, basicamente consiste em assumir um 
número fixo de sequencia de observações que se move ao longo da serie e a média dessas 
observações é considerada como a previsão para o próximo período (HYNDMAN; 
ATHANASOPOULOS, 2012). 
Apesar de extremamente simples do ponto de vista matemático as técnicas de 
Suavização são constantemente utilizadas como comparações de capacidade preditiva em 
relação a outros modelos (PASSARI, 2003). 
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2.2.2 Métodos de Suavização Exponencial 
A suavização é um método estatístico que parte de uma equação de médias 
móveis, ponderadas exponencialmente, com o objetivo de produzir ajustes nas variações 
aleatórias dos dados de uma série temporal. A suavização utiliza uma ponderação diferente 
para cada valor da série temporal, sendo que s valores mais recentes recebam pesos 
maiores. Assim, os pesos formam um conjunto que decai exponencialmente a partir de 
valores mais recentes (GARDNER, 2006). 
Os métodos de suavização exponencial são calculados a partir da média 
ponderada das observações ao longo da serie. O critério de ponderação é dado por 
progressões geométricas em que os valores mais recentes possuem maior peso que os 
valores antigos (LEMOS, 2006). 
A grande vantagem desse tipo de método é sua velocidade de aplicação e seu 
baixo custo sendo bastante utilizados na prática. As principais técnicas dentro desse método 
são Suavização Exponencial Simples, Suavização Exponencial Linear de Holt e Método de 
Holt-Winters (MAKRIDAKIS, WHEELWRIGHT; HYNDMAN, 1998). 
a. Método de Suavização Exponencial Simples (SES) 
O tipo mais simples de série temporal é aquele em que os valores da série 
flutuam aleatoriamente em torno de um valor fixo, sem apresentar qualquer tendência. Se a 
série temporal mantém-se constante sobre um nível médio, uma suavização exponencial 
simples pode ser usada para a previsão de valores futuros da série. Sua representação 
matemática é dada por: 
 ̂        (   ) ̂  , onde: 
 ̂    = Valor previsto para o período t+1; 
  = Parâmetro constante de suavização do método (     ); 
   = Valor observado atual (valor real) para o período t; 
 ̂  = Valor previsto para o período t. 
O valor da constante de suavização   é arbitrário, sendo que a determinação de 
seu melhor valor pode ser realizada iterativamente, utilizando alguma forma de comparação, 
como, por exemplo, o erro quadrático médio (MSE). Desta forma, seleciona-se 
aleatoriamente um valor inicial para a constante, a partir do qual previsões são geradas. 
Comparam-se os valores previstos com os reais, e calcula-se a média do quadrado das 
diferenças entre os mesmos; o parâmetro que minimiza essa média é utilizado no modelo 
final. 
b. Método de Suavização Exponencial Linear de Holt 
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A suavização exponencial dupla, também conhecida como método de Holt é 
muitas vezes uma ferramenta eficaz de previsão, que expandiu a suavização exponencial 
simples para dados de série temporal que exibem uma tendência linear. Este método 
oferece refinamentos adicionais na modelagem, à medida que introduz uma constante de 
suavização que afeta a tendência da série. A função de previsão do método de Holt é 
representada por: 
 ̂           , onde: 
 ̂    = Valor previsto para o período t+1; 
   = Estimativa do nível esperado no período t; 
n = Número de períodos após t; 
  = Influência esperada da tendência (taxa de aumento ou redução). 
Neste método utilizam-se os parâmetros   e   denominadas constantes de 
suavização. Além de se calcular o valor previsto para o período t+1, outras duas funções 
são utilizadas para estimar o nível e a tendência da série: 
       (   )(         ) e      (        )   (   )    , onde: 
   = Estimação do nível da série no período t; 
  = Estimação da inclinação (tendência) da série no período t. 
  = Parâmetro do nível da série (     ); 
  = Parâmetro do nível da série (     ); 
Os valores de   e   são encontrados por ensaio sobre a série histórica, sendo 
frequente selecionar aqueles que minimizam o erro quadrático médio (MSE). 
 
c. Método de Holt-Winters (Suavização Exponencial Tripla) 
O método de Holt-Winters é uma expansão do método Holt desenvolvida por 
Winter para aplicar em séries temporais que exibem tendência e sazonalidade. É um dos 
métodos mais utilizados para previsão de curto prazo da demanda, devido a sua 
simplicidade, baixo custo de operação, boa precisão e capacidade de ajustamento 
automático e rápido a mudanças na série em análise. Partindo do princípio que 
determinadas séries possuem um fator sazonal, além do nível e tendência que repetem a 
intervalos regulares de tempo, Winter propõe métodos de projeção para essas séries, 
considerando dois tipos de efeitos sazonais: multiplicativo e aditivo. 
i. Método de Holt-Winters para Efeitos Sazonais Multiplicativos 
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Utilizado na modelagem de dados onde a amplitude do ciclo sazonal varia 
proporcionalmente ao nível da série com o passar do tempo. Seja um modelo de série 
sazonal, de período s, fator sazonal multiplicativo e tendência aditiva, que descreve o 
comportamento estrutural da série. 
             , onde: 
   = valor da série no período t; 
   = componente do nível no período t; 
   = componente sazonal no período t; 
   = componente do ciclo de tendência no período t; 
  = componente restante (irregular ou erro) no período t. 
As projeções dos valores futuros da série são efetuadas através da função de 
previsão do método, que é dada por: 
 ̂    (      )       
O  ̂    é a previsão para n períodos à frente (t+n). Nesse método, além da 
fórmula acima, que calcula a previsão, três outras funções são utilizadas para estimar o 
nível, a tendência da série no período atual e os valores do fator sazonal correspondente ao 
último período de sazonalidade, conforme mostram as equações a seguir. 
     
  
    
 (   )(         ) 
    (       )  (   )     
     
  
    
 (   )     
Onde   (     ),   (     ) e   (     ) são constantes de suavização 
que controlam o peso relativo ao nível (  ), a tendência (  ) e a sazonalidade (  ), 
respectivamente. As equações do nível e da sazonalidade assumem que, no período de 
tempo t, existe uma estimativa do índice sazonal no período de tempo t-s. Assim, é preciso 
estimar os valores para           . Uma forma simples de fazer estas estimativas sazonais 
iniciais necessárias para a utilização das equações de suavização é permitir que: 
    
  
∑
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ii. Método de Holt-Winters para Efeitos Sazonais Aditivos 
Utilizado na modelagem de dados onde a amplitude do ciclo sazonal independe 
do nível local da série, ou seja, permanece constante com o passar do tempo. Seja um 
modelo cuja série sazonal, de período s, é formada pela soma do nível, tendência, um fator 
sazonal e um erro aleatório, dado por: 
               , onde: 
   = valor da série no período t; 
   = componente do nível no período t; 
   = componente sazonal no período t; 
   = componente do ciclo de tendência no período t; 
  = componente restante (irregular ou erro) no período t. 
As projeções dos valores futuros da série são efetuadas através da função de 
previsão do método representada por 
 ̂                     
Assim como no método multiplicativo, o  ̂    é a previsão para n períodos à 
frente (t+n). De forma semelhante ao método anterior, este método utiliza três outras 
funções para estimar o nível, a tendência da série no período atual e, os valores do fator 
sazonal correspondente ao último período de sazonalidade: 
     (       )  (   )(         ) 
    (       )   (   )     
    (     )  (   )     
Onde   (     ),   (     ) e   (     ) são constantes de suavização 
que controlam o peso relativo ao nível (  ), a tendência (  ) e a sazonalidade (  ), 
respectivamente. De forma análoga ao método multiplicativo, precisamos estimar os valores 
de           . Uma forma simples de fazer estas estimativas sazonais iniciais necessárias 
para a utilização das equações de suavização é permitir que: 
        ∑
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2.2.3 Método Autoregressivos (ARIMA) ou Box-Jenkins 
O método Autoregressivos ou Box-Jenkins utiliza um ferramental matemático 
mais complexo. Basicamente tem-se a utilização de técnicas de autoregressão, ou seja, 
regressões com base no tempo, médias móveis com objetivo de suavizar e identificar 
sazonalidades e diferenciação buscando a incorporação de processos não estacionários 
(PASSARI, 2003; LEMOS, 2006, ARCHER, 1980). 
O método possibilita combinações de modelos, e com a ajuda 
de análises estatísticas pode determinar o modelo combinado 
mais apropriado para uma dada situação. O modelo Box-
Jenkins modela a função de autocorrelação de uma série 
estacionária com o mínimo de parâmetros possíveis, 
utilizando uma combinação de termos de autoregressivo (AR), 
integrado (I) e de média móvel (MA). (LEMOS, 2006, p. 48) 
Em um modelo autoregressivo, a série de dados históricos    é descrita por seus 
valores passados regredidos e pelo ruído aleatório εt. Assim, um modelo AR(p) é dado por: 
 ̂      ̂        ̂         ̂        
 ̂         
onde φi, é o parâmetro que descreve como  ̃  se relaciona com o valor  ̃    para i=1, 
2, 3, ..., p. 
Para o modelo ser estacionário é necessário que |φ1| < 1(condição de 
estacionariedade) e que as autocovariâncias (  ) sejam independentes.  
Em um modelo de médias móveis, a série    resulta da combinação dos ruídos 
brancos ε do período atual com aqueles ocorridos em períodos anteriores. Assim, um 
modelo de médias móveis de ordem q ou MA(q) é dado por: 
 ̂                              
 ̂         
   é o parâmetro que descreve    se relaciona com o valor      para i=1, 2, 3, ..., q. 
Em alguns casos, pode ser necessário utilizar um grande número de parâmetros 
em modelos puramente AR ou puramente MA. Nesses casos, é vantajoso misturar os 
componentes de um modelo AR como os componentes de um modelo MA, gerando, assim, 
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um modelo ARMA. O modelo ARMA (p,q) exigirá um número menor de termos e pode ser 
descrito como: 
 ̂      ̂         ̂                       
Quando uma série temporal apresenta média e variância dependentes do tempo, 
é porque ela não é estacionária. A não-estacionariedade de uma série implica que: a) há 
inclinação nos dados e eles não permanecem ao redor de uma linha horizontal ao longo do 
tempo e/ou b) a variação dos dados não permanece essencialmente constante sobre o 
tempo, isto é, as flutuações aumentam ou diminuem com o passar do tempo, indicando que 
a variância está se alterando. Para detectar a não-estacionariedade de uma série, o 
comportamento temporal pode ser analisado graficamente, buscando padrões (a) e (b) ou, 
então, aplicando os testes estatísticos de raiz unitária. O teste de raiz unitária mais usado é 
o de DickeyFuller.  
Como a maioria dos procedimentos de análise estatística de séries temporais 
supõe que estas sejam estacionárias, será necessário transformá-las caso ainda não sejam. 
A transformação mais comum consiste em tomar diferenças sucessivas da série original até 
obter uma série estacionária. A primeira diferença de    é definida por: 
             
E a segunda diferença de    é dada por: 
      [   ]   [       ]                
Em situações normais, será suficiente tomar uma ou duas diferenças para que a 
série se torne estacionária. O número d de diferenças necessárias para tornar a série 
estacionária é denominado ordem de integração. A inclusão do termo de ordem de 
integração permite que sejam utilizados os modelos ARIMA (p,d,q). 
A construção dos modelos Box-Jenkins é baseada em um ciclo iterativo, no qual 
a escolha do modelo é feita com base nos próprios dados. São três as etapas para 
construção do modelo: 
1. Identificação: consiste em descobrir qual dentre as várias versões dos 
modelos de Box-Jenkins, sejam eles sazonais ou não, descreve o comportamento da série. 
A identificação do modelo a ser estimado ocorre pelo comportamento das funções de 
autocorrelações (ACF) e das funções de autocorrelações parciais (PACF).  
2. Estimação: consiste em estimar os parâmetros φ e Φ do componente 
autoregressivo, os Parâmetros θ e Θ do componente de médias móveis e a variância de εt. 
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 3. Verificação: consiste em avaliar se o modelo estimado é adequado para 
descrever o comportamento dos dados. 
Caso o modelo não seja adequado, o ciclo é repetido, voltando-se à fase de 
identificação. Um procedimento utilizado é identificar não só um único modelo, mas alguns 
modelos que serão então estimados e verificados. Quando se obtém um modelo satisfatório, 
passa-se para a última etapa da metodologia de Box-Jenkins, que constitui o objetivo 
principal da metodologia: realizar previsões. 
2.3 Métodos Causais 
As técnicas de previsão causais buscam descrever matematicamente as 
relações de causa efeito entre a variável que está sendo medida e seus fatores explicativos. 
Em geral, os modelos causais são descritos como equações de regressão e tem como 
grande vantagem a possibilidade de explicar como as mudanças nas variáveis explicativas 
alteram a variável prevista (PASSARI, 2003). 
Os modelos causais podem ser separados em dois tipos, Modelos de Regressão 
e/ou Econométricos e Modelos baseados em Mineração de Dados. 
Os modelos de Mineração de Dados ou data mining são processos e técnicas 
aplicadas a base de dados históricos de uma organização em que busca explorar padrões e 
compreender as relações contidas nos dados. Dentre as técnicas de mineração de dados 
dar-se-á ênfase nessa dissertação nas técnicas de Redes Neurais Artificiais, que podem 
tanto ser utilizadas como métodos causais como métodos de análise de série temporal. 
2.3.1 Modelo de Regressão e/ou Econométricos 
Dois tipos de regressão mais utilizados são as regressões lineares e as 
regressões múltiplas. O conceito básico da regressão linear é de que uma variável y, 
chamada de variável dependente ou prevista, possui uma relação linear com uma variável x, 
a variável explicativa ou independente. Dessa forma, a variação em y é explicada por meio 
da variação em x. Conforme a equação abaixo: 
           
Onde E é o “erro”, que representa toda variação que ocorre em y que não é 
explicada pela variação em x. 
 tem média zero. 
 não é autocorrelacionada. 
 não está relacionada com a variável preditora 
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As regressões múltiplas são ampliações das regressões lineares, pois assumem 
que a variável y, prevista, é explicada por mais de uma variável explicativa, x1, x2, x3, xn. 
                                  
Em modelos de previsão de vendas, pode-se considerar que a variável prevista 
é explicada pelo crescimento da economia, pelo crescimento da renda da população, pelo 
preço de produtos concorrentes, entre outras. 
Para se estimar os parâmetros  , tanto das regressões lineares como das 
múltiplas, utiliza-se com maior frequência a técnica de mínimos quadrados, baseada no 
Teorema de Gauss-Markov. A aderência do modelo é inferida em termos do erro encontrado, 
que é minimizado pela técnica de mínimos quadrados. 
Quando você tem uma grande quantidade de variáveis preditoras o método 
stepwise pode ser utilizado para selecionar automaticamente as variáveis com maior 
importância para explicar a variação na variável prevista pelo modelo. O método é útil para 
uma grande quantidade de variáveis, pois auxilia na eliminação daquelas que pouco 
acrescentam ao modelo. Por outro lado, ele seleciona as variáveis com base somente no 
critério estatístico e em alguns casos as variáveis preditoras podem ter uma relação 
significativa com a variável prevista (SPSS, 2011). 
Os modelos de regressão são mais difíceis de serem operacionalizados, contudo, 
são bem aceitos por estabelecerem uma equação matemática para explicar a variação da 
variável prevista. Por esse caráter intuitivo, muitas empresas utilizam este tipo de técnica 
(PASSARI, 2003; HYNDMAN; ATHANASOPOLUOS, 2012). 
Modelos Econométricos são aplicações de ferramental matemático e estatístico 
a análise de dados econômicos. Basicamente utiliza-se conjunto de equações e/ou 
regressões para estimar os parâmetros de efeito de diversas variáveis em fenômenos 
econômicos (ARMSTRONG, 2008).  
A principal vantagem dos modelos econométricos é a possibilidade de abordar 
os fenômenos investigando o efeito mútuo entre as variáveis explicativas separando-as em 
várias equações. Os modelos econométricos podem ser considerados uma extensão dos 
Modelos Baseados em Regressões uma vez que utilizam um conjunto de equações e/ou 
regressões.  
Dentre as análises econométricas existem tanto modelos lineares como modelos 
não lineares e muitas vezes são utilizadas em uma estrutura de Dados em Painel. 
O modelo de dados em painel é também conhecido como modelo longitudinal. 
Esse painel se caracteriza por apresentar informações (dados) para uma mesma cross-
sectional em diferentes períodos. Ou seja, temos para cada um das cross-sectional 
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observações em cada período da série. A literatura econométrica, em geral, caracteriza 
essa abordagem por permitir identificar heterogeneidades individuais, o que significa que o 
modelo de dados em painel sugere que existem características diferenciadas para cada 
cross-sectional que podem, ou não, variar ao longo do tempo (MARQUES; 2000). 
Além disso, o modelo de dados em painel apresenta outras importantes 
características de acordo com Marques (2000, p.3): 
 
(...) os dados em painel providenciam uma maior quantidade de 
informação, maior variabilidade dos dados, menor 
colinearidade entre as variáveis, maior número de graus de 
liberdade e maior eficiência na estimação. A inclusão da 
dimensão seccional, num estudo temporal agregado, confere 
uma maior variabilidade aos dados, na medida em que a 
utilização de dados agregados resulta em séries mais suaves 
do que as séries individuais que lhes servem de base. Esse 
aumento na variabilidade dos dados contribui para a redução 
da eventual colinearidade existente entre variáveis, 
particularmente em modelos com desfasamentos distribuídos. 
 
Existem diferentes formas de estimar modelos usando dados em painel. 
Marques (2000) conclui que os principais e mais eficientes são os modelos de efeito fixo e 
os de efeito aleatório. O modelo de efeito fixo admite que os coeficientes B são idênticos 
para todos os indivíduos, com a exceção do termo independente, que é específico para 
cada indivíduo. Dessa forma, admite-se que existam efeitos individuais que são resultados 
de efeitos não aleatórios, ou seja, específico de cada um. 
Já o modelo de efeito aleatório também considera a existência de efeitos 
individuais, contudo não os identifica de forma determinística e sim como causa de efeitos 
aleatórios. Assim esses efeitos, ou heterogeneidades dos indivíduos fariam parte do termo 
de perturbação e não do termo independente. 
A escolha entre os dois modelos, em geral, pode ser feita através dos 
pressupostos do comportamento da base. Segundo Marques (2000, p.7), ao se esperar que 
os efeitos individuais resultem de um grande número de fatores não aleatórios, a 
especificação com efeitos fixos é a mais lógica. Caso se deseje realizar uma inferência para 
uma população através de uma amostra aleatória, o modelo de efeitos aleatórios é o mais 
indicado. 
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Tanto os modelos lineares como os não lineares podem utilizar a estrutura de 
dados em painel.  
De acordo com Wooldridge (2002) um exemplo de sistemas de equações 
lineares é o SUR - Seemingly Unrelated Regressions. Basicamente tem-se um conjunto de 
equações com diferentes variáveis dependentes e aparentemente não correlacionadas, mas 
com as mesmas variáveis independentes. 
  
            
            
            
Tem-se que    é uma matriz de 1 x    e    é uma matriz de    x 1, em que G = 
1, 2, ..., G. Dessa forma, tem-se G equações com diferentes variáveis dependentes, com as 
mesmas variáveis independentes, com diferentes B e diferentes E. 
As equações podem tanto ter uma única variável independente ou múltiplas 
variáveis. 
Os modelos não lineares pressupõem a existência de funções de regressões 
com parâmetros não lineares. Alguns exemplos de funções de regressões não lineares são 
as funções exponenciais e a regressão logística (WOOLDRIDGE, 2002). 
2.3.2 Redes Neurais Artificiais 
A utilização de redes neurais tem sido largamente utilizada para previsão de 
vendas (ALMEIDA; PASSARI, 2006) por ser um método mais flexível que permite a 
incorporação de variáveis exógenas e principalmente lidam com efeitos não lineares dentre 
outras características que as diferenciam dos métodos estatísticos convencionais. 
Uma Rede Neural Artificial é uma estrutura de modelagem computacional que 
explora inúmeras hipóteses de relação entre as variáveis de forma simultânea e não lineares, 
estabelecendo interações por meio de conexões com pesos distintos (ADYA; COLLOPY, 
1998).  
O conceito básico de modelagem de redes neurais passa pela construção de 
elementos computacionais, chamados de nó, que são interconectados e apresentam 
diversas conexões diretas. Cada nó opera em dois estágios, realiza o somatório dos 
diversos sinais de entrada com seus respectivos pesos e por meio de uma função determina 
uma saída. A figura 3 ilustra a estrutura de funcionamento de cada nó. 
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Figura 3 - Estrutura de funcionamento de Nó em uma Rede Neural 
 
Fonte: Elaborado pelo autor 
Essa estrutura relativamente simples resulta em uma grande capacidade de 
execução de combinações e interações simultâneas e paralelas. As redes neurais podem 
ser caracterizadas por meio das seguintes propriedades: pela sua estrutura (topologia), 
como e o que a rede processa (propriedade computacional) e como a rede aprende 
(propriedade de treinamento) (PASSARI, 2003). 
i. Topologia 
A topologia de uma rede é definida por quantas camadas e nós ela utiliza, além 
de sempre ter uma entrada e uma camada de saída. As topologias de redes neurais podem 
ser divididas em Não Recorrentes e Recorrentes. 
a. Redes Neurais Não Recorrentes 
De acordo com Pacheco e Vellasco (2007) as redes não recorrentes são aquelas 
que não possuem retro alimentação em suas saídas para suas camadas, ou seja, a saída 
não gera nenhum aprendizado para as entradas, por isso são chamadas de redes “sem 
memória”. Elas podem possuir uma única camada ou múltiplas camadas. As camadas que 
não possuem nenhuma ligação direta com a entrada ou com saída são camadas escondida.  
A figura 4 apresenta um exemplo da estrutura de redes neurais multicamadas 
não recorrentes. 
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Figura 4 - Estrutura de Rede Neural Multicamadas Não Recorrente 
 
Fonte: Elaborado pelo autor 
  
b. Redes Neurais Recorrentes 
De acordo com Pacheco e Vellasco (2007) as redes recorrentes são aquelas que 
contêm realimentação das saídas às entradas. Elas possuem uma estrutura mais complexa 
que as redes neurais não recorrentes, pois possuem ligações entre os neurônios de mesma 
camada e de outras camadas não consecutivas. 
A figura 5 apresenta um exemplo de Redes Neurais Multicamadas Recorrente.  
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Figura 5 - Estrutura de Rede Neural Multicamadas Recorrente 
 
Fonte: Adaptado de Pacheco e Vellasco (2007) 
ii. Propriedade Computacional 
A propriedade computacional é a especificação em termos de função utilizada 
para que cada nó seja ativado e processe uma saída. Existem diversas funções possíveis, 
desde lineares e não lineares. As funções mais utilizadas são função logística (Sigmoide) e 
Tangente Hiperbólica. 
iii. Treinamento 
A parte de aprendizagem ou treinamento de uma rede é o processo em que os 
valores de entrada são processados até se encontrar os valores de saída, sendo que os 
pesos de cada valor de entrada são reajustados até se encontrar o valor desejado da saída. 
Os treinamentos podem ser supervisionados ou não supervisionados. 
Basicamente a diferença é que para o treinamento supervisionado são necessários valores 
de entrada e valores de saída. O aprendizado da rede calculará o erro e irá ajustar os pesos 
dos valores de entrada para corrigir os erros. Já o treinamento não supervisionado somente 
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os valores de entrada são disponibilizados à rede e ela irá calcular as relações e pesos das 
entradas e irá calcular automaticamente a saída. 
 
iv. Redes Neurais do tipo Backpropagation 
A utilização de redes neurais com objetivo de previsão tem se baseado, 
sobretudo em Redes Neurais supervisionadas com uma camada oculta, treinadas por meio 
de backpropagation que funciona por meio de uma retropropagação dos erros com objetivo 
de ajustar os pesos, (YU, CHOI; HUI, 2011). 
Um dos mais populares modelos de Redes Neurais Artificiais 
em previsões é o baseado em 3 camadas de retro alimentação 
baseadas em Back-propagation Neural Network. Este modelo 
tornou-se popular porque é robusto e pode mapear 
aproximadamente funções de qualquer tipo. (YU, CHOI; HUI, 
2011)
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De acordo com Pacheco e Vellasco (2007), “o algoritmo de retropropagação do 
erro (Backpropagation) consiste, basicamente, em determinar as variações nos pesos 
sinápticos da Rede Neural, tendo como objetivo minimizar o erro obtido na saída através do 
aprendizado do vetor de treinamento (entrada-saída).” (2007, p. 76).  
Existem outros tipos de redes neurais como as Funções Radiais (Radial Basis 
Functions – RBF). De acordo com Pacheco e Vellasco (2007, p. 80), a RBF “é um tipo 
especial de função que tem a seguinte característica: sua resposta decai (ou cresce) de 
forma monotônica à medida que o argumento se afasta de um determinado valor central”. 
Outros tipos de Algoritmos como Extreme Learning Machine têm sido pesquisados e 
desenvolvidos para otimizarem as previsões baseadas em Redes Neurais. Essas novas 
pesquisas irão ser abordadas dentro das técnicas de Inteligência Artificial descrita na 
próxima seção como abordagens de otimização para inferência dos sistemas inteligentes de 
previsão. Evidentemente que a Redes Neurais Artificiais com algoritmo de retropropagação 
são técnicas de inteligência artificial. Optou-se por separar tipo de rede das demais 
arquiteturas e algoritmos por esta ter-se apresentado como mais presente na RSL e as 
demais serem tratadas como abordagens de otimização da capacidade destas.  
                                            
3
 Tradução do Autor para o texto: One of the most popularly used ANN models in forecasting is 
the three-layer feed-forward back-propagation neural network (3L-FF-BPNN). This model 
becomes popular because it is robust and can approximate function mappings of any kind.  
39 
 
2.4 Técnicas de Inteligência Artificial para Otimização 
Nos trabalhos científicos recentes existe uma difusão de abordagens 
caracterizadas como HIS – Hybrid Intelligent Systems (BAHRAMMIZAEE, 2010). 
Basicamente são sistemas robustos que integram e combinam técnicas buscando a solução 
de problemas. No campo de previsão de vendas, nota-se que existem grande diversidades 
de combinações sendo aplicadas. 
Os HIS vão de encontro à tendência de sistemas inteligentes baseados em 
inteligência computacional que vai além de dar opções ou possíveis variações em um 
processo de negócio, mas sim algoritmos que podem auxiliar e orientar os gestores em suas 
escolhas (GRÖNER; BOŠKOVIĆ; PARREIRAS; GAŠEVIĆ, 2013). 
A Tabela 1 apresenta alguns artigos que propõem modelos híbridos. Existe a 
exploração de combinações variadas, desde a combinação de Fuzzy com Redes Neurais - 
FNN como em Attariuas Hicham; Bouhorma Mohamed ;El Fallahi Abdellah (2012), a 
combinação de técnicas de análise de clusters e redes neurais em Pei-Chann Chang ; 
Chen-Hao Liu ; Chin-Yuan Fan (2009).   
Os resultados das pesquisas mostram que os modelos híbridos possibilitam a 
solução de problemas de previsão com resultados melhores em termos de acurácia, além 
de focarem diferentes níveis de agregação e horizonte temporais das previsões. 
Tabela 1 - Exemplos de Modelos Híbridos 
Modelo Desenvolvido Autores 
FCBPN - Fuzzy clustering and Back-propagation (BP) Neural Networks 
with adaptive  learning  rate 
Hicham, Mohamed e 
Abdellah (2012) 
FCBR - Fuzzy Case Base Reasoning Chang, Liu e Lai (2008) 
KGFS - K-means clustering with Genetic Fuzzy Systems 
Hadavandi, Shavandi, 
Ghanbari (2001) 
A Hybrid Method to Improve Forecasting Accuracy 
Kuroga, Nagata, Takeyasu 
(2012) 
KFNN - K-means clustering and fuzzy neural network Chang, Liu e Fan (2009) 
SOM/CBR - Self-organizing map with Case-based reasoning Chang e Lai (2005) 
Fonte: Elaborada pelo autor. 
Nota-se que a estrutura geral dos modelos híbridos consiste de um modelo de 
previsão baseado em uma técnica de série temporal, regressão, redes neurais combinados 
com técnicas de inteligência artificial. Essas técnicas em geral visam auxiliar na fase de 
definição das variáveis de input do modelo, na capacidade de inferência dos modelos e na 
fase de evolução e aprendizado dos métodos. 
Serão apresentadas nas seções 2.6.1, 2.6.2, 2.6.3 três das principais técnicas 
encontradas. Essas técnicas foram classificadas como de otimização das previsões de 
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vendas por serem desenvolvidas, em geral, em conjunto com os métodos tradicionais e por 
terem em seus objetivos incorporar alguma faceta que os métodos puros não conseguem. A 
caracterização básica de cada método será feita sem a intenção de aprofundar em suas 
diversas possibilidades, o objetivo é descrever como essas técnicas atuam na construção 
dos modelos híbridos. Nos métodos baseados em Lógica Fuzzy e Algoritmos Genéticos 
será feita uma descrição com base na conceituação utilizada por Pacheco e Vellasco (2007). 
2.4.1 Lógica Fuzzy 
A lógica fuzzy é a tradução em um conceito matemático de relações imprecisas 
e aproximadas em que a relação entre as variáveis não necessariamente é precisa como 
pressupõe o conceito matemático tradicional. A Teoria de Conjuntos Fuzzy é uma alternativa 
às teorias dos conjuntos e a teoria da probabilidade para tratar incertezas e imprecisões. Ela 
“tem sido cada vez mais usada em sistemas que utilizam informações fornecidas por seres 
humanos e tem produzido bons resultados nas mais variadas aplicações” (PACHECO; 
VELLASCO, 2007, p. 84). 
Em uma visão simplificada, a diferença entre a lógica fuzzy e a lógica tradicional 
pode ser traduzida na diferença entre funções características (lógica tradicional) e funções 
de pertinência (lógica fuzzy). 
Tendo como premissas que se x = A então y = B, uma vez que x seja igual A* 
(conjunto fuzzy) a consequência é que y é B* (conjunto fuzzy). Na lógica clássica essa regra 
só acontecerá se A* for exatamente igual a A ou pertencer ao seu conjunto. Por outro lado, 
na lógica fuzzy a regra acontecerá se existir alguma similaridade entre A e A*, dessa forma 
o resultado também será um similar. 
De acordo com Pacheco e Vellasco (2007), em um modelo básico de um 
Sistema de Inferência Fuzzy existem as seguintes etapas: 
1) Entrada de dados 
a. São dados não-fuzzy obtidos de séries históricas por meio de observações e 
medições. 
2) Fuzzificação 
a. Consiste na transformação dos dados ou conjunto de dados de entrada em 
conjuntos fuzzy de entrada. 
b. Nessa etapa também ocorre a ativação das regras para uma dada situação. 
3) Regras 
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a. As regras são as definições de relações entre uma entrada e uma saída. Elas podem 
ser obtidas junto a especialistas ou por meio de métodos de extração de regras de dados 
numéricos. Esse último mais utilizado em sistemas de previsão de séries temporais. 
4) Inferências 
a. A partir dos conjuntos fuzzy de entradas e das regras são efetuadas as operações e 
a sua respectiva consequência em termos de saídas. 
5) Defuzzificação 
a. Essa etapa consiste em transformar os conjuntos fuzzy de saídas em conjuntos 
específicos, ou seja, é feita a interpretação das saídas fuzzy da etapa de inferência em 
saídas precisas. 
A figura 6 caracteriza um Sistema de Inferência Fuzzy. 
Figura 6 – Sistema de Inferência Fuzzy 
 
Fonte: Pacheco e Vellasco (200, p. 88) 
Nota-se que uma fase fundamental de um Sistema Fuzzy é a definição dos 
conjuntos fuzzy correspondentes às variáveis de entrada e suas respectivas saídas. Nessa 
etapa, uma combinação de técnicas que tem demonstrado resultado é a integração entre os 
sistemas de inferência fuzzy e redes neurais em modelos chamados de neuro-fuzzy. 
Segundo Pacheco e Vellasco (2007, p. 98): 
Os Sistemas Neuro-Fuzzy (SNF) combinam a capacidade de 
aprendizado das Redes Neurais Artificiais (RNA) com o poder 
de interpretação linguístico dos Sistemas de Inferência Fuzzy 
(SIF). Atualmente, estes sistemas estão sob intensa 
investigação. Tal fato deve-se principalmente à confluência dos 
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seguintes fatores: a) aplicabilidade de algoritmos de 
aprendizado desenvolvidos para redes neurais. b) possibilidade 
de promover a integração de conhecimento (implícito e 
explícito); e c) possibilidade de extração de conhecimento, sob 
o formato de regras fuzzy, a partir de um conjunto de dados. 
2.4.2 Algoritmos Genéticos 
Os Algoritmos Genéticos (GA) são técnicas de busca e otimização 
desenvolvidas a partir da teoria da seleção natural das espécies propostas por Darwin. 
Esses algoritmos são baseados nos processos genéticos para procurar soluções ótimas ou 
quase ótimas. Em termos gerais o algoritmo trabalha a partir da codificação de cada 
potencial solução de um problema em uma estrutura chamada de “cromossomo”; Estes 
cromossomos representam indivíduos que são submetidos a processo de evolução ao longo 
de gerações que envolve avaliação, seleção, cruzamento e mutação. À medida que evolui 
tem-se uma população (conjunto de soluções de um problema) cada vez mais “ótima” 
(PACHECO; VELLASCO, 2007). 
O princípio básico do algoritmo genético pode ser resumido em termos do 
seguinte procedimento, conforme apresentado por Pacheco e Vellasco (2007, p. 40). 
 
Figura 7 – Procedimento Básico de Algoritmo Genético 
Início 
t1 
inicializar população P(t) 
avaliar população P(t) 
enquanto (não condição_de_fim) faça 
tt+1 
selecionar população P(t) a partir de P(t-1) 
aplicar operadores genéticos 
avaliar população P(t) 
fim enquanto 
fim 
Fonte: Pacheco e Vellasco (2007, p. 40) 
Os principais componentes de um algoritmo genético são: Representação, 
Avaliação, Operadores Genéticos e Parâmetros de Evolução. 
 
i. Representação 
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A representação consiste na codificação da solução de um problema em um 
conjunto de caracteres (genes) que vão definir um cromossomo. Dessa forma, cada solução 
de um problema é representada por um cromossomo composto por vários genes. 
ii. Avaliação 
A avaliação determina a ligação entre o resultado do algoritmo genético e a 
solução do problema. Ela consiste em atribuir um valor a cada cromossomo (indivíduo, 
solução do problema) proporcional a “aptidão” desse indivíduo em resolver o problema. 
Dessa maneira, o processo de avaliação consegue apontar quais indivíduos, cromossomos, 
estão mais aptos a melhor resolver o problema e consequentemente são os que irão dar 
prosseguimento à evolução. 
iii. Operadores Genéticos 
Os principais operadores de acordo com Pacheco e Vellasco (2007) são 
Reprodução, Crossover e Mutação. 
A Reprodução consiste na seleção dos indivíduos mais aptos para formação de 
novos indivíduos que carregam características dos indivíduos selecionados. 
O Crossover consiste na troca de genes entre cromossomos pais para gerar 
filhos (novas soluções) aleatórios que troca genes de acordo com a Taxa de Crossoover 
definida no algoritmo. 
A Mutação consiste na troca de genes específicos de um cromossomo por 
qualquer outro gene válido, garantindo a diversidade da população e aumentando a 
probabilidade de se trabalhar todas as características possíveis da solução.  
iv. Parâmetros do Algoritmo Genético 
O processo de evolução da solução de problemas por meio de algoritmo 
genético é influenciado principalmente por cinco parâmetros: Tamanho da População, Taxa 
de Crossover, Taxa de Mutação, Intervalo de Geração e Número de Gerações. De acordo 
com Pacheco e Vellasco (2007) estes parâmetros podem ser descritos da seguinte forma: 
 Tamanho da População 
O tamanho da população afeta o desempenho do AG na medida em que 
determina o espaço busca em que se têm as possibilidades de cobertura do domínio do 
problema. 
 Taxa de Crossover 
Nas palavras de Pacheco e Vellasco (200, p. 42), é a “probabilidade de um 
individuo ser recombinado com outro. Quanto maior esta taxa, mais rapidamente novas 
estruturas serão introduzidas na população.”  
 Taxa de Mutação 
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A taxa de mutação previne que uma população não fique estagnada. Ela garante 
que novos indivíduos serão produzidos de forma aleatória garantindo que todo o espaço 
busca de soluções seja utilizado. 
 Intervalo de Geração 
É a definição de qual percentual da população será substituída na nova geração 
de população. As principais alternativas são substituição total, substituição com elitismo, 
substituição dos piores indivíduos da população e substituição parcial da população sem 
duplicatas. 
 Número de Gerações 
Ele determina o critério de parada do algoritmo genético. A população irá evoluir 
de acordo com o número de ciclos que forem estabelecidos por esse parâmetro. 
2.4.3 Modelos de Segmentação 
Os modelos de segmentação tem o objetivo de criar grupos em conjunto de 
dados que apresentam características similares. Eles focam em identificar grupos em que as 
variáveis utilizadas como base de estudo da segmentação apresentem comportamentos e 
características próximas. Os modelos de segmentação não exigem uma variável resposta 
para sua construção, eles buscam no conjunto de dados segmentos homogêneos a partir 
das variáveis presentes. 
Em geral, os modelos de segmentação são utilizados como inputs de análises 
subsequentes como os métodos de previsões que é o foco dessa dissertação. Nesse 
sentido, os modelos de segmentação foram classificados como métodos de otimização para 
a previsão de vendas, pois permitem a criação de grupos homogêneos que permitem a 
aplicação de métodos de previsão individuais para cada grupo. Dessa forma, a capacidade 
de previsão seria otimizada por não ser desenvolvida de maneira agregada e sim 
individualizada (por grupo) o que possibilitaria um melhor desempenho em termos de 
acurácia dos modelos.  
De acordo com SPSS (2011), as principais técnicas de segmentação são 
Kohonen networks, K-Means clustering, two-step clustering.  
Kohonem networks é um tipo de rede neural utilizada em segmentações de base 
de dados. Após ser treinada a rede cria um agrupamento de dados similares de modo que 
os registros similares ficam próximos e os diferentes mais distantes. Dessa forma, pode-se 
avaliar a quantidade de clusters de acordo com rede criada encontrando os nódulos mais 
fortes. A técnica de k-means clustering é um método em que se define um número fixo de 
clusters, de forma iterativa atribui registros de agrupamentos e ajusta os centros do cluster 
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até não poder mais melhorar o modelo. Em vez de tentar prever um resultado, k-means usa 
um processo conhecido como aprendizado não supervisionado para descobrir padrões no 
conjunto de campos de entrada (SPSS, 2011). Já a técnica de two-step clustering de acordo 
com SPSS (2011), consiste em uma etapa inicial em que se faz uma única passagem pelos 
dados para comprimi-los em subgrupos. A segunda etapa mesclas, por meio de 
agrupamentos hierárquicos, os subgrupos em grupos cada vez maiores. Essa técnica tem a 
vantagem de calcular automaticamente o número ótimo de clusters e pode lidar com um 
grande número de conjuntos de dados de forma eficiente. 
O uso de Modelos de Segmentação na previsão de vendas é indicado para 
previsões em conjuntos extenso de dados, com diferentes unidades que precisam ser 
previstas, como previsões de vendas por produtos e por clientes. 
2.5 Avaliação de Técnicas de Previsão de Vendas 
Para se avaliar e comprar métodos de previsão existe diferentes critérios. De 
acordo com Passari (2003) alguns desses critérios são: 
• Acurácia 
• Custo 
• Habilidade do analista 
• Características desejadas de previsão 
• Características específicas do problema 
• Facilidade do uso 
• Requerimento de dados 
• Disponibilidade de softwares 
• Velocidade 
• Facilidade de interpretação 
• Eficiência 
• Viés 
• Capacidade de incorporar a experiência do gestor. 
Apesar de não haver consenso entre os autores sobre quais critérios são mais 
importantes, a revisão da literatura, mostra que a acurácia tem sido o critério mais utilizado 
para selecionar qual modelo de previsão se apresenta como melhor. 
Nesse sentido, comparar as alternativas desenvolvidas por meio de análises de 
acurácia é primordial uma vez que previsões com grandes erros não suportam decisões dos 
gestores ou mesmo determinam decisões equivocadas. 
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Segundo Lemos (2006), algumas das principais técnicas de medição da acurácia 
são: 
 ME - Erro médio (Mean error) 
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 MSE - Erro quadrático médio (Mean squared error) 
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 MAE – Erro absoluto médio (Mean absolute error) 
     
 
 
 ∑|     ̂ |
 
   
 
 RMSE – Raiz do erro quadrático médio (Root mean squared error) 
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 MPE – Erro percentual médio (Mean percentual error) 
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 MAPE – Média dos erros percentuais absolutos (Mean absolute percentual error) 
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A escolha de qual método de acurácia utilizar depende da situação de 
comparação e das séries temporais analisadas. Em condições de mesma escala entre as 
previsões e os valores reais a aferição do erro pode ser direta em que basicamente tem-se a 
diferença entre o valor previsto e o valor real. Nessas situações os métodos mais comuns 
utilizados são MAE e o RMSE (HYNDMAN; ATHANASOPOULOS, 2012).  
Em situações de escalas diferentes são necessários outros métodos. Dentre os 
mais utilizados em estudo científicos tem-se o MAPE (HYNDMAN; ATHANASOPOULOS, 
2012; LEMOS, 2006) que transforma o erro em uma escala percentual. 
47 
 
2.6 Questões respondidas na Revisão Sistemática da Literatura 
Após ser apresentadas nas primeiras 6 seções desse capítulo os conceitos 
gerais da literatura de Previsão de Vendas, serão detalhados nesta e nas próximas duas 
seções os resultados específicos da Revisão Sistemática da Literatura - RSL. 
Foram desdobradas três grandes questões a serem respondidas pela RSL. 
i. Tipos de modelos quantitativos de previsão de vendas 
Em cada artigo selecionado foi identificado o modelo de previsão de vendas 
proposto e caracterizado que tipo de método é utilizado no modelo. Os modelos poderiam 
ser caracterizados como baseados em métodos de Séries Temporais, Métodos Causais e 
Redes Neurais. 
Além da caracterização em três tipos de métodos, a RSL apontou para 
existência de modelos híbridos, no conceito apresentado na seção 3.5. Dessa forma, os 
modelos híbridos foram desmembrados em seus métodos sendo caracterizado, além do 
Tipo de Método Principal, o tipo de técnicas de inteligência artificial utilizada no modelo. 
ii. Benchmarking de modelos quantitativos de previsão de vendas 
Os estudos pesquisados além de avaliar um modelo proposto também 
apresentavam modelos de referência para comparar o desempenho deles. Dessa forma, os 
estudos selecionados foram caracterizados segundo tipo de modelos de referência e 
benchmarking utilizado. Esses modelos de benchmarking foram caracterizados nas mesmas 
dimensões do tipo de modelo proposto apresentado no tópico anterior.  
iii. Métodos de Avaliação de Modelos de Previsão de Vendas 
Conforme apresentado na seção 3.6, para avaliar os modelos de previsão de 
vendas podem ser utilizados diversos tipos de critérios. A RSL identificou quais as técnicas 
de avaliação de modelos mais utilizadas para avaliar o critério de acurácia dos modelos. 
 
2.7 Busca e Seleção de Estudos 
Para a busca e seleção de estudos foram definidos quatro itens. A definição das 
bases de dados a serem pesquisadas, o período considerado, o critério para retorno 
automático da busca e a análise qualitativa do estudo. 
i. Base de dados 
Foram pesquisados três bases de artigos eletrônicos a ScienceDirect, Emerald e 
EBSCO. 
ii. Período 
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Foram pesquisados artigos publicados entre 2003 e 2013. 
iii. Critério de Busca 
Foi utilizado como critério de busca os termos “Sales Forecasting” e “Forecasting 
Sales” utilizando o operador Booleano “ou”. A busca retornou 58 artigos científicos, foram 
desconsiderados livros e capítulos de livros. 
iv. Análise Qualitativa 
 Para refinar a seleção dos artigos foi analisado o resumo de cada um dos 
artigos selecionados. Como critérios de inclusão foram selecionados estudos que 
desenvolveram experimentos em que testava-se o desempenho de um ou mais modelos de 
previsão de vendas em dados reais. Os principais motivos para exclusão de artigos foram: 
estudos que não testavam os modelos em dados reais; que avaliavam a previsão de vendas 
por meio de modelos não quantitativos e estudos que foram desenvolvidos para previsão de 
vendas de novos produtos, não de produtos atuais. 
2.8 Resultados Gerais da RSL 
Os 32 artigos selecionados foram analisados e classificados quanto a: 
 Tipo de Método principal do modelo proposto, 
 Tipo de Técnica de Otimização utilizada (quando utilizada) no modelo proposto, 
 Tipo de Método principal dos modelos de benchmarking, 
 Tipo de Técnica de Otimização utilizada (quando utilizada) nos modelos de 
benchmarking e 
 Técnicas utilizadas para Avaliação de Desempenho dos Modelos. 
A maior parte dos estudos analisados apresentava a proposição de um modelo 
de previsão com um método principal e uma ou mais técnicas que permitiam otimizar o 
resultado da previsão em termos de acurácia. Esse conjunto de técnicas muitas vezes se 
caracterizava como um sistema complexo de previsão. Em alguns casos, a complexidade do 
modelo e as diversas técnicas utilizadas dificultam a identificação e a tipificação de cada 
modelo. O intuito dessa Revisão Sistemática da Literatura não é aprofundar na 
caracterização de cada modelo e suas especificidades e sim apresentar uma visão geral dos 
mesmos. Dessa forma optou-se por tipificar cada modelo em suas técnicas principais, 
sabendo-se que a forma de utilizar cada técnica pode variar em cada caso. 
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2.8.1 Tipo de Método do modelo proposto 
Os 32 estudos analisados foram classificados de acordo com a técnica de 
previsão utilizada no modelo proposto no estudo. Em caso de modelos de previsão híbridos, 
buscou-se a principal técnica do modelo. 
A figura 8 apresenta as técnicas utilizadas nos estudos analisados. 
 
Figura 8 - Tipos de Métodos do Modelo Proposto 
Fonte: Elaborada pelo autor 
Dos 32 estudos analisados 18 desenvolveram um modelo de previsão que tinha 
como base a técnica de Redes Neurais. A maior parte das Redes Neurais desenvolvidas 
eram multicamadas e baseados no algoritmo de Backpropagation. 
Nota-se que os métodos estatísticos lineares tradicionais tiveram uma 
participação menor nos estudos analisados. Como era esperado, a maior parte dos estudos 
justifica a utilização do modelo proposto pelo mesmo conseguir captar efeitos não lineares e 
isso seria uma vantagem sobre os métodos lineares presentes, principalmente, no tipo 
Séries Temporais. 
2.8.2 Tipo de Técnica de Inteligência Artificial utilizada na otimização do modelo 
proposto 
As principais técnicas de inteligência artificial para otimização consistiam em 
métodos que buscavam otimizar as entrada de dados (Otimização de inputs do modelo), 
otimizar a inferência e aprendizado da rede (Algoritmos de Aprendizagem), algoritmos 
evolucionários que tinham objetivo de melhorar a capacidade de busca e otimização de 
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soluções possíveis e o uso da lógica fuzzy em sistemas que captassem melhor a incerteza 
de variáveis de entrada e suas relações. A figura 9 apresenta os 32 estudos caracterizados 
quanto ao tipo de técnica inteligência artificial utilizada na otimização. 
 
Figura 9 - Tipos de Técnicas de Inteligência Artificial utilizadas na Otimização do 
Modelo Proposto 
 
Fonte: Elaborada pelo autor 
Dos 32 estudos analisados 5 foram classificados como “puros”, ou seja, 
apresentavam apenas um método principal de previsão sem a composição com outras 
técnicas. Por outro lado, os outros 27 estudos podem ser considerados modelos Híbridos. 
Esse fato aponta que a pesquisa sobre modelos de previsão de vendas tem buscado o 
desenvolvimento de técnicas mais complexas impulsionado pela cada vez maior capacidade 
computacional para tratamento de dados. 
Como técnicas de otimização pode-se destacar aquelas baseadas em lógica 
fuzzy que estão presentes em 11 dos 32 estudos. Nota-se também que 17 estudos 
buscaram técnicas que auxiliassem na melhor definição dos inputs dos modelos. As 
principais técnicas encontradas dentro desse tipo foram as técnicas de clusterização como a 
K-means, a Gray relation analysis que é uma técnica matemática utilizada para selecionar 
vários fatores de inputs ao modelo de acordo seu grau de influência por meio da 
comparação das séries temporais das diversas variáveis e técnicas de dessazonalização de 
séries temporais na entrada do modelo.  
Dentre os métodos evolucionários o destaque foi o uso de algoritmos genéticos 
para otimização dos parâmetros dos modelos de previsão. Os algoritmos de aprendizagem 
trabalhados foram ELM – Extreme Learning Machine, SVM - Support Vector Machines e 
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RBF – Radial Basis Function em que se explorava ganhos de aprendizagem em relação ao 
algoritmo de backpropagation. 
Outra técnica encontrada em dois estudos foi CBR - Case-Based Reasoning que 
é um tipo de técnica de inteligência artificial que consiste em processos para solução de 
problemas baseados em soluções similares no passado. Ela é similar aos algoritmos de 
indução de regras. 
2.8.3 Tipo de Método dos modelos de Benchmarking 
Cada estudo comparava o desempenho do modelo proposto frente a modelos de 
referência ou benchmarking. Em geral, os modelos de referências eram baseados nos 
métodos de Redes Neurais e uma grande quantidade de modelos baseados em métodos de 
Séries Temporais. Dos 32 estudos, sete não apresentaram modelos de comparação, 
apenas o modelo principal.  
No total foram encontrados nos 32 estudos 52 modelos de referência, pois cada 
estudo poderia comparar com mais de um modelo. 
Figura 10 - Tipos de Modelos de Benchmarking 
Fonte: Elaborada pelo autor 
O grande número de modelos baseados em série temporal aponta, novamente, 
para que a pesquisa em modelos de previsão de vendas tem desenvolvido modelos que 
captam variações não lineares e comparado como modelos lineares. Além disso, o grande 
número de modelos de benchmarking baseados em Redes Neurais demonstra que as 
pesquisa em modelos de previsão de vendas tem proposto modelos que sugerem uma 
evolução nas técnicas tradicionais de redes neurais.  
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Outra forma de apresentar os modelos de benchmarking é por meio de 
diagramas de venn em que se analisa para cada um dos 32 estudos quantos compararam 
com cada tipo de método de forma individual e em conjunto. 
Figura 11 – Diagrama de Tipos de Modelos de Benchmarking utilizados 
 
Fonte: Elaborada pelo autor 
Nota-se que dos 25 estudos que compararam o modelo proposto com os 
modelos de benchmarking a maior parte, 17 estudos, compararam com Redes Neurais e 
Séries Temporais, sendo que 6 deles também compararam com modelos de métodos 
Causais. 
2.8.4 Tipo de Técnica de Inteligência Artificial utilizada na otimização dos modelos de 
Benchmarking 
Os modelos de referência utilizados para comparar o desempenho do modelo 
proposto frente a outros, em geral, não apresentavam combinação de técnicas de 
inteligência artificial para sua otimização. Novamente, a RSL aponta que a pesquisa em 
métodos de previsão de vendas tem buscado modelos híbridos e comparado o seu 
desempenho com modelos “puros” para avaliar o ganho na capacidade preditiva. 
A figura 12 apresenta as técnicas utilizadas nos modelos de benchmarking. Dos 
25 estudos que utilizaram modelos de referência 22 compararam com modelos “puros”. 
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Figura 12 - Tipos de Técnicas de Inteligência Artificial utilizadas na Otimização dos 
Modelos de Benchmarking 
 
Fonte: Elaborada pelo autor 
2.8.5 Técnicas utilizadas para Avaliação de Desempenho dos Modelos 
Dos 32 estudos analisados 28 utilizaram alguma técnica quantitativa para avaliar 
o desempenho do modelo proposto em termos de acurácia. A técnica mais usada foi a 
MAPE (Média dos Erros Percentuais Absolutos) utilizada em 22 estudos, em seguida foi a 
técnica RMSE (Raiz do Erro Quadrático Médio) utilizada em 12 estudos. Essas duas 
técnicas se mostraram as mais difundidas para avaliar a acurácia dos modelos de previsão. 
Figura 13– Técnicas de Avaliação de Desempenho de Acurácia 
Fonte: Elaborada pelo autor 
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2.8.6 Modelos de Previsão de Vendas e Técnicas de Otimização 
A Revisão Sistemática da Literatura mostrou que a maior parte dos modelos de 
previsão de vendas desenvolvidos em pesquisas empíricas de 2003 a 2010 são modelos 
híbridos. Dentre os métodos principais destacam-se as Redes Neurais combinadas com a 
lógica fuzzy. Outra vertente dentre as técnicas de inteligência artificial foram algoritmos que 
buscavam a otimização do resultado trabalhando as variáveis de entrada dos modelos como 
as técnicas de clusterização. 
A maior parte das pesquisas compara o desempenho dos modelos propostos 
com modelos baseados em Séries Temporais, em sua maioria linear, e com modelos de 
Redes Neurais sem nenhuma técnica de otimização. Nota-se que os estudos apresentam, 
em geral, duas principais hipóteses a serem testadas. A primeira é que modelos não 
lineares têm uma maior capacidade de previsão e que modelos híbridos (com técnicas de 
otimização) também possuem uma maior capacidade de previsão do que modelos “puros”. 
A figura 14 sintetiza os resultados da RSL em termos de métodos e técnicas de 
previsão de vendas. 
Figura 14 – Combinações entre Modelos de Previsão de Vendas e Técnicas de 
Inteligência Artificial 
 
Fonte: Elaborada pelo autor 
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3 METODOLOGIA 
Para alcançar os objetivos propostos, utilizou-se a seguinte abordagem de 
pesquisas (GIL, 1994).  
Do ponto de vista da natureza da pesquisa: 
Pesquisa aplicada, pois explorou-se métodos e técnicas de previsão de vendas 
que são aplicados para soluções de problemas práticos no ambiente comercial de empresas. 
Do ponto de vista da abordagem ao problema: 
Pesquisa quantitativa, pois aplicou-se métodos matemáticos e estatísticos para 
testar e estabelecer de forma quantitativa relacionamentos entre variáveis respostas e 
explicativas, buscando-se avaliar quais modelos apresentam a melhor acurácia do ponto de 
vista estatístico. 
Do ponto de vista dos objetivos: 
Pesquisa Explicativa, pois identificou-se quais modelos de previsão melhor 
explicam ou preveem o comportamento de uma variável futura. 
Do ponto de vista das técnicas de pesquisas: 
Pesquisa Experimental, pois testou-se diferentes modelos de previsão em dados 
reais buscando parametrizá-los de acordo com os dados e avaliar quais apresentam o 
melhor desempenho de acordo com critérios objetivos. 
3.1 Visão Geral da Metodologia 
A exploração de modelos de previsão passa por algumas definições das 
dimensões que se deseja prever. Robert (1998) apresenta uma abordagem para o 
desenvolvimento de técnicas de previsão aplicadas a vendas e marketing de uma empresa. 
Nessa proposição, ele destaca que as técnicas de previsão de vendas podem variar quanto 
ao nível de agregação das previsões no modelo e quanto ao tempo de existência dos 
produtos no mercado, conforme tabela 2. 
Este trabalho está localizado no Nível de Individual e em previsões de Produtos 
Existentes. Caracteriza-se em abordagem de modelos de varredura de dados e exploração 
do comportamento individual em um segmento ou família de produto (ROBERT, 1998). 
A metodologia de pesquisa foi desenvolvida em 5 grandes etapas: 
1. Definição do Problema de Previsão; 
2. Definição dos Modelos de Previsão a serem desenvolvidos e hipóteses a serem 
testadas; 
3. Construção das bases de dados; 
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4. Desenvolvimento dos modelos de previsão; 
5. Comparação dos modelos de previsão de vendas baseada no critério de acurácia. 
Antes de discorrer sobre cada uma das etapas da metodologia será feita uma 
contextualização sobre o setor têxtil e as características da empresa da qual serão 
analisados os dados de vendas. 
Tabela 2 - Classificação de Modelos de Previsão quanto ao nível de agregação e tempo 
de existência do produto 
 
Previsões em Nível Individual Previsões em Nível Agregado 
Previsão após lançamento 
(Produtos Existentes) 
Modelos de varredura de dados e 
exploração do comportamento 
individual 
Modelos Econométricos do 
comportamento do mercado 
Previsão antes do 
lançamento (Produtos 
Novos) 
Pesquisas de Teste e Pré-teste no 
mercado 
Modelos de Ciclo de Vida e 
Difusão da Inovação 
Fonte: Roberts (1998) 
3.2 O Setor Têxtil 
De acordo com dados do IBGE a participação do setor têxtil foi de 5% do PIB e 
13% dos empregos da indústria da transformação brasileira em 2011. A relevância do setor 
para economia brasileira se confirma nos mais de 1,6 milhões de empregos gerados (ABIT, 
2013). 
De acordo com o relatório o Relatório Setorial de Panorama da Cadeia Produtiva 
Têxtil: 
Os negócios do setor se iniciam com a matéria-prima (fibras 
têxteis), sendo transformada em fios nas fábricas de fiação, de 
onde seguem para a tecelagem (que fabrica os tecidos planos) 
ou para a malharia (tecidos de malha). Posteriormente, passam 
pelo acabamento para finalmente atingir a confecção. O 
produto final de cada uma dessas fases é a matéria-prima da 
fase seguinte. Na etapa final, os produtos podem chegar ao 
consumidor em forma de vestuário ou de artigos para o lar 
(cama, mesa, banho, decoração e limpeza). (VALOR 
ECONONÔMICO, 2006, apud COSTA; ROCHA, 2009, p. 162). 
 
A pesquisa desenvolvida nessa dissertação analisa os dados de vendas de uma 
empresa têxtil brasileira que atua nas etapas de fiação, tecelagem e beneficiamento de 
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tecidos de algodão, comercializando seus produtos para confecções que posteriormente irão 
produzir peças de vestuário para serem comercializadas aos consumidores finais. 
A figura 15 apresenta a cadeia têxtil e os elos em destaques são aqueles que a 
indústria pesquisada está inserida. 
Figura 15 – Cadeia Têxtil e Atuação da Indústria Pesquisada 
 
Fonte: COSTA; ROCHA, 2009, p. 163 
A indústria produz e comercializa dois tipos distintos de segmento de tecido. Ela 
comercializa produtos para confecções do segmento Denim e do segmento Brim.  
De acordo com relatório setorial do GORINI (1999, p. 316) “o tecido denim 
tradicional é uma sarja (tecido de construção diagonal) de algodão produzida a partir de uma 
trama (fios transversais do tecido) em fio cru e um urdume (conjunto de fios longitudinais) 
em fio tinto.” Ele é o principal tecido utilizado para confecções de calças conhecidas como 
jeans. Esse segmento será tratado nessa dissertação como Segmento A. 
Já o tecido Brim é “uma sarja fabricada com fios crus e posteriormente tingido, 
usualmente em peça, com a cor desejada, não passando pelo processo de envelhecimento 
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que o jeans sofre depois de confeccionado.” (GORINI, 1999, p. 317). Esse segmento será 
tratado como Segmento B. 
O setor de vestuário, que consome os tecidos dos dois segmentos, se 
caracteriza por ter vendas em maior quantidade no segundo semestre do ano devido, 
sobretudo ao Natal em que as famílias consomem mais produtos do gênero. Outra 
característica importante é que tendências de moda podem influenciar as vendas assim 
como produtos substitutos como malhas e tecidos sintéticos. Dessa forma, existe uma 
característica importante no setor que é sensação de “imprevisibilidade” das vendas, pois 
flutuações são comuns.  
O problema de previsão de vendas no contexto em estudo passa a ser 
fundamental para o planejamento da produção, compra de insumos e gestão comercial e de 
marketing ao mesmo tempo em que se apresenta complexo por apresentar oscilações 
constantes. 
3.3 Definição do Problema de Previsão 
Setor: 
Empresa do setor têxtil brasileira que produz e comercializa tecidos de algodão 
para confecções de vestuário.  
Variável a ser estudada: 
Vendas mensais da empresa no mercado nacional em metros de tecidos 
agregadas em dois segmentos distintos A e B. 
Horizonte da Previsão: 
Previsão das vendas para cada segmento para o mês seguinte. 
Objetivo: 
Obter previsões com o menor erro (acurácia) possível medido pelo MAPE (Média 
dos Erros Percentuais Absolutos). 
3.4 Definição dos Modelos de Previsão a serem desenvolvidos 
O objetivo geral desta dissertação é avaliar modelos quantitativos de previsão 
baseados em análise de séries temporais, em métodos causais e em técnicas de 
inteligência artificial. Para cumpri-lo foram desenvolvidas alternativas de modelos de 
previsão em cada método e aquela alternativa com a melhor acurácia foi eleita para ser 
testada e comparada com os demais métodos. 
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Figura 16 – Modelos de Previsão Avaliados 
 
Fonte: Elaborado pelo autor. 
A partir dos objetivos específicos 3, 4 e 5 foram traçadas as comparações a 
serem realizadas. 
Obj. 3 - Comparar a acurácia de modelos lineares versus modelos não lineares de 
previsão e vendas. 
Para testar essa hipótese foi comparado o MAPE métodos A, B e D que são 
métodos que captam efeitos lineares e C e E que são métodos que captam efeitos lineares 
e não lineares. 
Obj. 4 - Avaliar se a inclusão de variáveis externas gera ganho na capacidade de 
previsão. 
Para alcançar esse objetivo foi comparado o MAPE dos métodos C (sem 
inclusão de variáveis externas) e E (com inclusão de variáveis externas) e comparado os 
métodos B (sem inclusão de variáveis externas) e D (com inclusão de variáveis externas). 
Obj. 5 - Avaliar se otimização por Algoritmos Genéticos gera ganho na capacidade 
de previsão. 
Para avaliar o ganho da utilização de algoritmos genéticos foi comparado o 
MAPE dos métodos D e E (Modelo com otimização por Algoritmo Genético). 
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3.6 Construção das bases de dados 
Os dois Segmentos investigados possuem séries de vendas mensais, 
correspondem ao período de janeiro de 2006 a novembro de 2013 e representam a 
quantidade de metros faturados a cada mês. Para efeito de uma comparação mais “honesta” 
da capacidade de predição de cada modelo as séries foram separadas em dois conjuntos. 
De janeiro de 2006 a março 2013 foi o período utilizado para desenvolvimento e treinamento 
dos modelos de previsão. As alternativas de cada modelo com o melhor desempenho na 
fase de treinamento foram selecionadas e testadas no período de abril de 2013 a novembro 
de 2013. A avaliação da acurácia de cada método utilizada na comparação foi relativa ao 
seu desempenho na fase de teste em termos de MAPE. 
Como os modelos precisam dos dados passados para iniciar as previsões os 
dados do primeiro ano (2006) serão utilizados no treinamento, mas não será estimado o erro 
para esse período. 
Para os modelos de Redes Neurais Artificiais baseados em Métodos Causais 
(Modelos E e F) e para as Regressões (Modelo D) foram acrescentadas cinco variáveis do 
ambiente como independentes e explicativas das vendas. Basicamente elas estão 
relacionadas ao nível de atividade econômica, ao custo de produção e volume de 
importação. Não é objetivo dessa dissertação fazer uma análise mais profunda sobre as 
potenciais variáveis econômicas que poderiam afetar as vendas de uma indústria têxtil. Não 
obstante, optou-se por utilizar algumas variáveis ambientais mais comumente utilizadas em 
modelos de explicação de vendas.  
Algumas das variáveis apresentam defasagens em sua mensuração. Como o 
objetivo das previsões desenvolvidas é realizar um experimento em condições mais 
próximas ao real optou-se por defasar as variáveis de acordo com a disponibilidade das 
mesmas para serem utilizadas em uma previsão para o mês seguinte. 
Tabela 3 – Variáveis Ambientais 
Código Nome Unidade Fonte 
Defasagem 
temporal 
Indice_Varejo 
Índice volume de vendas no varejo - 
Tecido, vestuário e calçado 
Índice IBGE 2 meses 
Cambio 
Taxa de câmbio - Livre - Dólar americano 
(venda) - Média de período – mensal 
u.m.c./US$ BCB-Depec 1 mês 
PIB Produto Interno Bruto Mensal 
US$ 
(milhões) 
IBGE 2 meses 
Algodão Média mensal do Preço do Algodão US$ CEPEA 1 mês 
Importação 
Volume mensal de importação brasileira 
de Tecidos de Algodão 
Kg 
SEC DE 
COMÉRCIO 
EXTERIOR    
1 mês 
Fonte: Elaborado pelo autor. 
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Além da incorporação das variáveis ambientais de acordo com sua 
disponibilidade no momento da previsão também foram introduzidas variações temporais em 
todas as variáveis. A justificativa para isso é que uma variável pode ter impacto em outra 
depois de um determinado período de tempo, ou seja, uma variação em determinada 
variável independente pode afetar a variável dependente em um período posterior (lag). Não 
se espera  efeitos com mais de 12 meses, dessa forma todas as variáveis foram defasadas 
em 12 variáveis sendo que cada uma apresentava uma defasagem de 1 a 12 meses.  
A tabela 4 resume todas as variáveis utilizadas em cada um dos modelos. 
Tabela 4 – Variáveis testadas por Método 
Tipo de Método Método Variáveis Unidade 
Séries Temporais 
Suavização Exponencial Variável Dependente: Vendas Mensais Metros 
ARIMA Variável Dependente: Vendas Mensais Metros 
Redes Neurais 
Variável Dependente: Vendas Mensais Metros 
Vendas Mensais (t-1 até t-12) Metros 
Causais 
Redes Neurais e 
Regressão 
Variável Dependente: Vendas Mensais Metros 
Câmbio (t-2 até t-12) u.m.c./US$ 
Índice de Varejo (t-2 até t-12) Índice 
Vendas Mensais (t-1 até t-12) Metros 
PIB (t-2 até t-12) US$ 
Algodão (t-1 até t-12) US$ 
Importação (t-1 até t-12) Kg 
Fonte: Elaborado pelo autor. 
3.6.1 Segmento A 
A base de vendas do Segmento A possui uma distribuição com uma pequena 
tendência de crescimento e uma variação sazonal próximo a anual. 
Figura 17 – Base de Vendas Segmento A 
 
Fonte: Elaborado pelo autor. 
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Para a utilização das variáveis independentes no modelo de Redes Neurais foi 
avaliada a correlação entre a variável dependente e as explicativas. Foi utilizada a 
correlação de Pearson como teste e o conjunto de variáveis foi dividido em dois grupos de 
acordo com os resultados.  
• Grupo 1 – Variáveis com correlação significativa no nível 0,05 
• Grupos 2 – Variáveis com correlação não significativa até nível 0,05 
Para avaliar o efeito da quantidade de variáveis de entrada no modelo de Redes 
Neurais foram testadas Redes Neurais com a combinação dos dois grupos, ou seja, 
somente Grupo 1, Grupo 1 mais Grupo 2. A utilização das variáveis independentes no 
modelo baseado em Regressão (Modelo D) é definida pela construção do próprio modelo, 
dessa forma o uso da correlação foi somente utilizado para as Redes Neurais. 
A tabela 5 apresenta o coeficiente de correlação e os respectivos níveis de 
significância para o Segmento A. 
Tabela 5 – Correlação entre as Variáveis Independentes e as Dependentes para o 
Segmento A 
Variáveis 
Correlação de Pearson Sig. (2 extremidades) N Grupo 
Vendas_t_1 ,727
**
 ,000 95 Grupo 1  
Vendas_t_2 ,489
**
 ,000 94 Grupo 1  
Vendas_t_3 ,310
**
 ,002 93 Grupo 1 
Vendas_t_4 ,165 ,115 92 Grupo 2 
Vendas_t_5 ,201 ,056 91 Grupo 2 
Vendas_t_6 ,185 ,081 90 Grupo 2 
Vendas_t_7 ,143 ,182 89 Grupo 2 
Vendas_t_8 ,093 ,387 88 Grupo 2 
Vendas_t_9 ,168 ,119 87 Grupo 2 
Vendas_t_10 ,306
**
 ,004 86 Grupo 1 
Vendas_t_11 ,455
**
 ,000 85 Grupo 1  
Vendas_t_12 ,549
**
 ,000 84 Grupo 1  
Indice_Varejo_t_2 ,132 ,199 96 Grupo 2 
Indice_Varejo_t_3 ,239
*
 ,019 95 Grupo 1 
Indice_Varejo_t_4 ,200 ,054 94 Grupo 2 
Indice_Varejo_t_5 ,112 ,286 93 Grupo 2 
Indice_Varejo_t_6 ,014 ,892 92 Grupo 2 
Indice_Varejo_t_7 ,112 ,290 91 Grupo 2 
Indice_Varejo_t_8 ,359
**
 ,001 90 Grupo 1  
Indice_Varejo_t_9 ,339
**
 ,001 89 Grupo 1  
Indice_Varejo_t_10 ,280
**
 ,008 88 Grupo 1 
Indice_Varejo_t_11 -,004 ,967 87 Grupo 2 
Indice_Varejo_t_12 -,225
*
 ,038 86 Grupo 1 
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Variáveis 
Correlação de Pearson Sig. (2 extremidades) N Grupo 
Cambio_t_1 -,309
**
 ,002 96 Grupo 1 
Cambio_t_2 -,260
*
 ,011 95 Grupo 1 
Cambio_t_3 -,214
*
 ,038 94 Grupo 1 
Cambio_t_4 -,170 ,103 93 Grupo 2 
Cambio_t_5 -,121 ,249 92 Grupo 2 
Cambio_t_6 -,105 ,320 91 Grupo 2 
Cambio_t_7 -,090 ,400 90 Grupo 2 
Cambio_t_8 -,075 ,486 89 Grupo 2 
Cambio_t_9 -,105 ,329 88 Grupo 2 
Cambio_t_10 -,116 ,285 87 Grupo 2 
Cambio_t_11 -,160 ,140 86 Grupo 2 
Cambio_t_12 -,169 ,121 85 Grupo 2 
PIB_t_2 ,462
**
 ,000 96 Grupo 1  
PIB_t_3 ,433
**
 ,000 95 Grupo 1  
PIB_t_4 ,424
**
 ,000 94 Grupo 1  
PIB_t_5 ,433
**
 ,000 93 Grupo 1  
PIB_t_6 ,409
**
 ,000 92 Grupo 1  
PIB_t_7 ,402
**
 ,000 91 Grupo 1  
PIB_t_8 ,421
**
 ,000 90 Grupo 1  
PIB_t_9 ,434
**
 ,000 89 Grupo 1  
PIB_t_10 ,483
**
 ,000 88 Grupo 1  
PIB_t_11 ,501
**
 ,000 87 Grupo 1  
PIB_t_12 ,468
**
 ,000 86 Grupo 1  
Algodao_t_1 ,441
**
 ,000 96 Grupo 1  
Algodao_t_2 ,428
**
 ,000 95 Grupo 1  
Algodao_t_3 ,437
**
 ,000 94 Grupo 1  
Algodao_t_4 ,428
**
 ,000 93 Grupo 1  
Algodao_t_5 ,390
**
 ,000 92 Grupo 1  
Algodao_t_6 ,321
**
 ,002 91 Grupo 1 
Algodao_t_7 ,206 ,051 90 Grupo 2 
Algodao_t_8 ,101 ,346 89 Grupo 2 
Algodao_t_9 ,061 ,573 88 Grupo 2 
Algodao_t_10 ,054 ,617 87 Grupo 2 
Algodao_t_11 ,106 ,331 86 Grupo 2 
Algodao_t_12 ,138 ,208 85 Grupo 2 
Importacao_t_1 ,313
**
 ,002 96 Grupo 1 
Importacao_t_2 ,184 ,073 96 Grupo 2 
Importacao_t_3 ,102 ,320 96 Grupo 2 
Importacao_t_4 ,094 ,365 96 Grupo 2 
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Variáveis 
Correlação de Pearson Sig. (2 extremidades) N Grupo 
Importacao_t_5 ,156 ,128 96 Grupo 2 
Importacao_t_6 ,258
*
 ,011 96 Grupo 1 
Importacao_t_7 ,317
**
 ,002 96 Grupo 1 
Importacao_t_8 ,352
**
 ,000 96 Grupo 1  
Importacao_t_9 ,362
**
 ,000 96 Grupo 1  
Importacao_t_10 ,367
**
 ,000 96 Grupo 1  
Importacao_t_11 ,380
**
 ,000 96 Grupo 1  
Importacao_t_12 ,377
**
 ,000 96 Grupo 1  
Fonte: Elaborado pelo autor. 
3.6.2 Segmento B 
A base de vendas do Segmento B também apresenta uma característica de 
maior venda nos meses de agosto a outubro por serem os meses que abastecem as 
confecções para as vendas de vestuário no Natal. 
Figura 18 – Base de Vendas do Segmento B 
 
Fonte: Elaborado pelo autor. 
Assim como feito no Segmento A, para a utilização das variáveis independentes 
no modelo de Redes Neurais foi avaliada a correlação entre a variável dependente e as 
explicativas. Foi utilizada a correlação de Pearson como teste e o conjunto de variáveis foi 
dividido em dois grupos de acordo com os resultados.  
• Grupos 1 – Variáveis com correlação significativa no nível 0,05 
• Grupos 2 – Variáveis com correlação não significativa até nível 0,05 
Para avaliar o efeito da quantidade de variáveis de entrada no modelo de Redes 
Neurais foram testadas Redes Neurais com a combinação dos dois grupos, ou seja, 
somente Grupo 1, Grupo 1 mais Grupo 2. A utilização das variáveis independentes no 
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modelo baseado em Regressão (Modelo D) é definida pela construção do próprio modelo, 
dessa forma o uso da correlação foi somente utilizado para as Redes Neurais. 
A tabela 6 apresenta o coeficiente de correlação e os respectivos níveis de 
significância para o Segmento B. 
Tabela 6 – Correlação entre as Variáveis Independentes e as Dependentes para o 
Segmento B 
Variáveis Correlação de Pearson 
Sig. (2 
extremidades) 
N Grupo 
Vendas_t_1 ,763** 0 95 Grupo 1  
Vendas_t_2 ,483** 0 94 Grupo 1  
Vendas_t_3 ,210* 0,043 93 Grupo 1 
Vendas_t_4 -0,019 0,857 92 Grupo 2 
Vendas_t_5 -0,151 0,153 91 Grupo 2 
Vendas_t_6 -,255* 0,015 90 Grupo 1 
Vendas_t_7 -,243* 0,022 89 Grupo 1 
Vendas_t_8 -0,19 0,077 88 Grupo 2 
Vendas_t_9 -0,043 0,69 87 Grupo 2 
Vendas_t_10 0,164 0,13 86 Grupo 2 
Vendas_t_11 ,339** 0,001 85 Grupo 1  
Vendas_t_12 ,373** 0 84 Grupo 1  
Indice_Varejo_t_2 -0,025 0,809 96 Grupo 2 
Indice_Varejo_t_3 0,07 0,5 95 Grupo 2 
Indice_Varejo_t_4 -0,048 0,649 94 Grupo 2 
Indice_Varejo_t_5 -0,066 0,532 93 Grupo 2 
Indice_Varejo_t_6 -0,126 0,232 92 Grupo 2 
Indice_Varejo_t_7 -0,062 0,557 91 Grupo 2 
Indice_Varejo_t_8 0,151 0,155 90 Grupo 2 
Indice_Varejo_t_9 ,270* 0,011 89 Grupo 1 
Indice_Varejo_t_10 ,310** 0,003 88 Grupo 1  
Indice_Varejo_t_11 -0,069 0,528 87 Grupo 2 
Indice_Varejo_t_12 -0,202 0,062 86 Grupo 2 
Cambio_t_1 -,208* 0,042 96 Grupo 1 
Cambio_t_2 -0,162 0,116 95 Grupo 2 
Cambio_t_3 -0,078 0,454 94 Grupo 2 
Cambio_t_4 0,013 0,904 93 Grupo 2 
Cambio_t_5 0,104 0,324 92 Grupo 2 
Cambio_t_6 0,198 0,059 91 Grupo 2 
Cambio_t_7 ,293** 0,005 90 Grupo 1  
Cambio_t_8 ,348** 0,001 89 Grupo 1  
Cambio_t_9 ,382** 0 88 Grupo 1  
Cambio_t_10 ,378** 0 87 Grupo 1  
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Variáveis Correlação de Pearson 
Sig. (2 
extremidades) 
N Grupo 
Cambio_t_11 ,310** 0,004 86 Grupo 1  
Cambio_t_12 ,283** 0,009 85 Grupo 1 
PIB_t_2 0,141 0,171 96 Grupo 2 
PIB_t_3 0,08 0,442 95 Grupo 2 
PIB_t_4 0,013 0,897 94 Grupo 2 
PIB_t_5 -0,024 0,818 93 Grupo 2 
PIB_t_6 -0,075 0,475 92 Grupo 2 
PIB_t_7 -0,134 0,204 91 Grupo 2 
PIB_t_8 -0,179 0,091 90 Grupo 2 
PIB_t_9 -0,141 0,186 89 Grupo 2 
PIB_t_10 -0,087 0,418 88 Grupo 2 
PIB_t_11 -0,053 0,626 87 Grupo 2 
PIB_t_12 -0,013 0,903 86 Grupo 2 
Algodao_t_1 0,023 0,825 96 Grupo 2 
Algodao_t_2 0 0,998 95 Grupo 2 
Algodao_t_3 -0,019 0,856 94 Grupo 2 
Algodao_t_4 -0,03 0,776 93 Grupo 2 
Algodao_t_5 -0,057 0,592 92 Grupo 2 
Algodao_t_6 -0,113 0,285 91 Grupo 2 
Algodao_t_7 -0,206 0,052 90 Grupo 2 
Algodao_t_8 -,283** 0,007 89 Grupo 1 
Algodao_t_9 -,343** 0,001 88 Grupo 1  
Algodao_t_10 -,381** 0 87 Grupo 1  
Algodao_t_11 -,366** 0,001 86 Grupo 1  
Algodao_t_12 -,347** 0,001 85 Grupo 1  
Importacao_t_1 -0,002 0,987 96 Grupo 2 
Importacao_t_2 -0,122 0,236 96 Grupo 2 
Importacao_t_3 -,230* 0,024 96 Grupo 1 
Importacao_t_4 -,298** 0,003 96 Grupo 1  
Importacao_t_5 -,312** 0,002 96 Grupo 1  
Importacao_t_6 -,253* 0,013 96 Grupo 1 
Importacao_t_7 -0,183 0,074 96 Grupo 2 
Importacao_t_8 -0,122 0,238 96 Grupo 2 
Importacao_t_9 -0,05 0,628 96 Grupo 2 
Importacao_t_10 0,002 0,985 96 Grupo 2 
Importacao_t_11 0,059 0,569 96 Grupo 2 
Importacao_t_12 0,106 0,302 96 Grupo 2 
Fonte: Elaborado pelo autor. 
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3.7 Desenvolvimento dos modelos de previsão 
Cada método avaliado possui alternativas de modelos dentro dele. Dessa forma 
em cada um deles foram avaliados mais de uma alternativa e escolhida a melhor para 
comparar com os demais métodos. No próximo capítulo são detalhados os resultados das 
alternativas testadas bem como os procedimentos principais para a construção de cada 
modelo. A tabela 7 apresenta as alternativas testadas em cada modelo. 
Tabela 7 – Alternativas Avaliadas por Método e Software Utilizado 
Métodos Alternativas Testadas SOFTWARE 
A - Suavização 
Exponencial 
Simples IBM SPSS 
Tendência Linear de Holt IBM SPSS 
Tendência Linear de Brown IBM SPSS 
Método de Holt-Winters para Efeitos Sazonais Aditivos IBM SPSS 
Método de Holt-Winters para Efeitos Sazonais Multiplicativo IBM SPSS 
B. Método 
Autoregressivos 
(ARIMA) 
Foram testadas 5 alternativas de configuração indicadas pela 
análise visual da série de vendas e pela análise das Funções 
de Autocorrelação total e parcial. 
IBM SPSS 
C. Redes Neurais 
Artificiais de 
Perceptron 
Multicamadas (MLP) 
com 
Backpropagation 
Foram testadas variações nos seguintes parâmetros da Rede 
Neural:  
Taxa de Aprendizado: 0.01, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1 
Termo de Momento: 0.01, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1 
Número Camadas: 1, 2 
Número Neurônios: 3, 6, 9, 12, 15, 18, 21, 24, 27, 29, 32 
% de períodos utilizados para Validação: 10%, 20%, 30% 
Variáveis de Entrada: 12 variáveis de entrada correspondentes 
as vendas passadas (t-1 a t-12) 
WEKA 
D. Regressão 
Múltipla Estatística 
(Stepwise) 
Foram testadas diferentes regressões utilizando o método 
Stepwise e partir da análise de significância dos parâmetros, 
análise dos resíduos e da autocorrelação entre as variáveis 
independentes foram construídas diferentes regressões. 
Minitab 
E. Redes Neurais 
Artificiais de 
Perceptron 
Multicamadas (MLP) 
com 
Backpropagation 
Foram testadas variações nos seguintes parâmetros da Rede 
Neural:  
Taxa de Aprendizado: 0.01, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1 
Momentum: 0.01, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1 
Número Camadas: 1, 2 
Número Neurônios: 3, 6, 9, 12, 15, 18, 21, 24, 27, 29, 32 
% de períodos utilizados para Validação: 10%, 20%, 30% 
Variáveis de Entrada: Todas as variáveis de vendas passadas 
e ambientais (t-1 a t-12) e somente as variáveis com correlação 
significativa a 5%  
WEKA 
F. Redes Neurais 
Artificiais de 
Perceptron 
Multicamadas (MLP) 
com 
Backpropagation 
combinada com 
otimização por meio 
de Algoritmo 
Genético 
Foi desenvolvido o Algoritmo Genético que buscava as 
melhores soluções na combinação de características nos 
seguintes parâmetros da Rede Neural: 
Taxa de Aprendizado 
Momentum 
Número Camadas: 1, 2 
Número Neurônios: 1 a 32 
% de períodos utilizados para Validação: 0, 5, 10, 15, 20, 25, 
30 
Programação 
em 
linguagem 
Python e 
WEKA 
Fonte: Elaborado pelo autor. 
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3.8 Comparação dos modelos de previsão de vendas baseada no critério 
de acurácia 
Os resultados das previsões foram comparados em dois momentos. No primeiro 
momento foram analisadas as alternativas dentro de cada método comparando-se o 
desempenho das mesmas em função do MAPE (Média dos erros percentuais absolutos) 
obtido na fase de treinamento (Janeiro de 2007 a Março de 2013). As alternativas com 
melhor desempenho foram selecionadas e avaliadas durante a fase de teste (Abril de 2013 
a Novembro de 2013), sendo novamente mensurado o desempenho das mesmas em 
função do MAPE. 
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4 DESENVOLVIMENTO E ANÁLISE DAS PREVISÕES DE VENDAS 
Cada um dos seis métodos foi desenvolvido respeitando as mesmas condições 
de disponibilidade dos dados e delimitando-se o tempo para treinamento e para teste. É 
apresentado primeiro o desenvolvimento de cada um dos modelos por segmento 
investigado considerando apenas a fase de treinamento e na sequencia são avaliados os 
resultados na fase de teste. 
4.1 Modelo A - Suavização Exponencial 
Foram testados modelos de suavização exponencial sazonais e não sazonais 
utilizando o Software IBM SPSS Statistics.  
4.1.1 Suavização Exponencial para o Segmento A 
Como era esperado dadas as características sazonais da série do segmento A, 
os modelos sazonais baseados no Método de Holt-Winters tiveram o melhor desempenho 
em termos de acurácia. A tabela 8 resume os resultados para o Segmento A. 
Tabela 8 – Resultados das Alternativas do Modelo A para Segmento A 
Métodos de Suavização Exponencial MAPE Treinamento 
Simples 14,03% 
Tendência Linear de Holt 14,03% 
Tendência Linear de Brown 16,85% 
Holt-Winters para Efeitos Sazonais Aditivos 10,08% 
Holt-Winters para Efeitos Sazonais Multiplicativos 11,26% 
Fonte: Elaborada pelo autor. 
Os métodos sazonais de Efeitos Aditivos e os de Efeito Multiplicativos tiveram 
desempenho próximo. Basicamente a diferença entre eles é que aquele baseado em efeitos 
multiplicativos é mais indicado para séries em que a tendência e sazonalidade dependem do 
nível da série. Já o modelo de efeitos sazonais aditivos é mais indicado quando a tendência 
e a sazonalidade não dependem do nível. 
Dado o desempenho na fase de treinamento e considerando que os métodos 
tiveram o mesmo comportamento em termos de significância dos parâmetros, selecionou-se 
aquele que obteve o melhor desempenho em termos de MAPE. Dessa forma, o Método de 
Holt-Winters para Efeitos Sazonais Aditivos foi o indicado dentre as alternativas de 
Suavização Exponencial. 
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O desempenho dele será utilizado para comparação com as previsões dos 
demais métodos. O resumo do modelo e as previsões realizadas estão resumidos na figura 
19. 
Figura 19 – Síntese dos Resultados do Modelo A para o Segmento A 
 MAPE Treinamento MAPE Teste 
Método de Holt-Winters para Efeitos Sazonais Aditivos 10,08% 6,35% 
 
Fonte: Elaborado pelo autor 
4.1.2 Suavização Exponencial para o Segmento B 
Assim como no segmento A os métodos sazonais tiveram um desempenho 
superior. A tabela 9 resume os resultados para o Segmento B considerando a fase de 
treinamento. 
Tabela 9 – Resultados das Alternativas do Modelo A para Segmento B 
Métodos de Suavização Exponencial MAPE Treinamento 
Simples 17,53% 
Tendência Linear de Holt 17,54% 
Tendência Linear de Brown 19,69% 
Holt-Winters para Efeitos Sazonais Aditivos 12,47% 
Holt-Winters para Efeitos Sazonais Multiplicativos 14,78% 
Fonte: Elaborado pelo autor 
O melhor modelo foi de Holt-Winters para Efeitos Sazonais Aditivos, que é mais 
indicado quando a tendência e a sazonalidade não dependem do nível. O desempenho dele 
será utilizado para comparação com as previsões dos demais métodos. O resumo do 
modelo e as previsões realizadas estão resumidos na figura 20. 
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Figura 20 – Síntese dos Resultados do Modelo A para o Segmento B 
 
MAPE Treinamento MAPE Teste 
Método de Holt-Winters para Efeitos Sazonais Aditivos 12,47% 11,41% 
 
Fonte: Elaborado pelo autor 
4.2 Modelo B - Método Autoregressivo (ARIMA) 
Conforme apresentado no Capítulo 3, a construção dos modelos Box-Jenkins é 
baseada em um ciclo iterativo, no qual a escolha do modelo é feita com base nos próprios 
dados. Para desenvolver os modelos ARIMA para os dois segmentos estudados serão 
realizadas as três etapas descritas na revisão da literatura, que são: 
1. Identificação: consiste em descobrir qual modelo dentre as várias opções descreve o 
comportamento da série. A identificação do modelo a ser estimado é baseada no 
comportamento das funções de autocorrelações (ACF) e das funções de autocorrelações 
parciais (PACF).  
2. Estimação: consiste em estimar os parâmetros. 
3. Verificação: consiste em avaliar se o modelo estimado é adequado para descrever o 
comportamento dos dados. 
4.2.1 ARIMA para o Segmento A 
Ao se analisar a série nota-se sazonalidade em que os meses de novembro, 
dezembro são marcados por menores vendas. A série tem um comportamento não 
estacionário. Dessa forma a diferenciação é necessária para remover a presença de 
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tendência e permitir a correta estimação dos parâmetros. Para tornar a série estacionária 
removeu-se a tendência anual diferenciando a série em 12 meses e aplicou-se a primeira 
diferença. Dessa forma, a série estacionária tem uma diferença na componente não sazonal 
e uma diferença na componente sazonal. 
Figura 21 – Evolução da Série de Vendas Segmento A 
 
Fonte: Elaborado pelo autor 
A figura 22 apresenta a série com as diferenças aplicadas ficando claro o seu 
comportamento estacionário ao longo do tempo. Além disso, ela mostra funções de 
autocorrelações (ACF) e funções de autocorrelações parciais (PACF) para a identificação 
dos parâmetros de autocorrelação e média móvel do modelo. 
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Figura 22 – Série Estacionária, ACF e PACF Segmento A 
 
  
Fonte: Elaborado pelo autor 
Na autocorrelação parcial nota-se um alto valor no lag 12 e 24 o que indica uma 
média móvel sazonal. Na autocorrelação nota-se um valor alto no primeiro lag indicando a 
necessidade de autoregressão de ordem 1. Optou-se por considerar as seguintes 
alternativas a serem estimadas e verificadas: 
ARIMA 1 – (0, 1, 1) (0, 1, 1) 
ARIMA 2 – (1, 1, 0) (0, 1, 1) 
ARIMA 3 – (2, 1, 0) (0, 1, 1) 
ARIMA 4 – (2, 1, 0) (1, 1, 1) 
Os quatro modelos tiveram resíduos não correlacionados, ACF e PACF 
razoáveis. Dessa forma, partiu-se para análise do desempenho em termos de MAPE das 
previsões para escolha do melhor modelo.  
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Tabela 10 – Resultados das Alternativas do Modelo B para Segmento A 
Métodos de Suavização Exponencial MAPE Treinamento 
ARIMA 1 – (0, 1, 1) (0, 1, 1) 11,66% 
ARIMA 2 – (1, 1, 0) (0, 1, 1) 12,22% 
ARIMA 3 – (2, 1, 0) (0, 1, 1) 11,40% 
ARIMA 4 – (2, 1, 0) (1, 1, 1) 11,30% 
Fonte: Elaborado pelo autor 
As alternativas 1, 3 e 4 tiveram os melhores desempenhos na fase de 
treinamento. Optou-se por escolher o ARIMA 4 por ele apresentar a ACF e a PACF mais 
bem comportadas, conforme observado na figura 23, além de ter o melhor MAPE. 
 
Figura 23 – ACF e PACF dos resíduos do ARIMA 1 – (2, 1, 0) (1, 1, 1) 
 
Fonte: Elaborado pelo autor 
O desempenho dele será utilizado para comparação com as previsões dos 
demais métodos. O resumo do modelo e as previsões realizadas estão resumidos na figura 
24. 
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Figura 24 – Síntese dos Resultados do Modelo B para o Segmento A 
 
MAPE Treinamento MAPE Teste 
ARIMA 4 – (2, 1, 0) (1, 1, 1) 11,30% 6,78% 
 
Fonte: Elaborado pelo autor 
4.2.2 ARIMA para o Segmento B 
O segmento B apresenta um comportamento similar quanto a sazonalidade ao 
segmento A, no entanto as variações sazonais são mais perceptíveis no gráfico de evolução 
das vendas. A série também tem um comportamento não estacionário. Para torná-la 
estacionária removeu-se a tendência anual diferenciando a série em 12 meses e aplicou-se 
a primeira diferença. Dessa forma, a série estacionária tem uma diferença na componente 
não sazonal e uma diferença na componente sazonal. 
Figura 25 – Evolução da Série de Vendas Segmento B 
 
Fonte: Elaborado pelo autor 
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A figura 26 apresenta a série com as diferenças aplicadas ficando claro o seu 
comportamento estacionário ao longo do tempo. Além disso, ela mostra funções de 
autocorrelações (ACF) e das funções de autocorrelações parciais (PACF) para a 
identificação dos parâmetros de autocorrelação e média móvel do modelo. 
Figura 26 - Série Estacionária, ACF e PACF Segmento B 
 
 
  
Fonte: Elaborado pelo autor 
Tanto no ACF como no ACF parcial (PACF) nota-se um alto valor no lag 12 o 
que indica uma autoregressão sazonal e possivelmente uma média móvel sazonal. O ACF e 
no PACF apresentam um valor alto no lag 1, dessa forma testou-se modelos variando média 
móvel e autoregressão de ordem 1. Os modelos testados foram: 
ARIMA 1 – (1, 1, 1) (1, 1, 0) 
ARIMA 2 – (1, 1, 1) (1, 1, 1) 
ARIMA 3 – (0, 1, 1) (1, 1, 0) 
ARIMA 4 – (1, 1, 0) (1, 1, 1) 
Os 4 modelos tiveram resíduos não correlacionados, ACF e PACF razoáveis.  
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Tabela 11 – Resultados das Alternativas do Modelo B para Segmento B 
Métodos de Suavização Exponencial MAPE Treinamento 
ARIMA 1 – (1, 1, 1) (1, 1, 0) 16,18% 
ARIMA 2 – (1, 1, 1) (1, 1, 1) 15,76% 
ARIMA 3 – (0, 1, 1) (1, 1, 0) 16,12% 
ARIMA 4 – (1, 1, 0) (1, 1, 1) 15,98% 
Fonte: Elaborado pelo autor 
A alternativa ARIMA 2 apresentou o melhor desempenho na fase de teste e o 
desempenho dele será utilizado para comparação com as previsões dos demais métodos. O 
resumo do modelo e as previsões realizadas são apresentados na figura 27. 
Figura 27 – Síntese dos Resultados do Modelo B para o Segmento B 
 MAPE Treinamento MAPE Validação 
ARIMA 2 – (1, 1, 1) (1, 1, 1) 15,76% 10,16% 
 
Fonte: Elaborado pelo autor 
4.3 Modelo C - Redes Neurais Artificiais de Perceptron Multicamadas 
(MLP) com Backpropagation 
Foram testados modelos de Redes Neurais supervisionadas baseados em 
Multicamadas treinadas por meio do algoritmo de retropropagação (backpropation). Os 
modelos foram treinados com bases nos dados de janeiro de 2006 a março de 2013. Foram 
avaliadas as seguintes combinações de Topologia e variações no algoritmo de treinamento. 
Topologia: Foram testadas Redes Neurais com uma e duas camadas ocultas 
com funções de ativação dos neurônios de Curva Sigmoide. Foram testadas diferentes 
configurações de número de neurônios em cada camada. As opções foram:  3, 6, 9, 12, 15, 
18, 21, 24, 27, 29, 32 neurônios em cada camada. 
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Treinamento: Para se estimar os pesos utilizou-se o algoritmo de 
backpropagation. Foram testadas redes com diferentes configurações de treinamento. Os 
parâmetros e as opções de configurações testadas foram: 
Taxa de Aprendizado: 0.01, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1 
Termo de Momento: 0.01, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1 
% de períodos utilizados para Validação: 10%, 20%, 30% 
Em cada segmento será apresentado os resultados das 10 redes com melhor 
desempenho. 
4.3.1 MPL com Backpropagation para o Segmento A 
As 10 redes com melhor desempenho apresentaram apenas 1 camada e taxa de 
aprendizagem de 0,01. Os demais parâmetros variaram entre as 10 redes com melhor 
desempenho. Nota-se que não houve grandes variações nas medidas de erro entre as fases 
de treinamento e teste. 
Tabela 12 - Resultados das Alternativas do Modelo C para Segmento A 
Métodos de Redes Neurais 
MAPE 
Treinamento 
Nº de 
Camadas 
Ocultas 
Nº de 
Neurônios 
Taxa de 
Aprendizagem 
Termo de 
Momento 
Rede 1 10,75% 1 6 0,01 0,9 
Rede 2 9,92% 1 15 0,01 0,9 
Rede 3 11,04% 1 3 0,01 0,7 
Rede 4 11,00% 1 6 0,01 0,7 
Rede 5 11,08% 1 18 0,01 0,9 
Rede 6 11,30% 1 6 0,01 0,7 
Rede 7 10,90% 1 3 0,01 0,9 
Rede 8 11,55% 1 29 0,01 0,01 
Rede 9 11,64% 1 32 0,01 0,01 
Rede 10 11,42% 1 21 0,01 0,01 
Fonte: Elaborado pelo autor 
A Rede 2 teve o melhor desempenho na fase de treinamento em termos de 
MAPE. Ela possui 12 neurônios de entrada onde cada uma representa as vendas dos 
meses anteriores em uma sequencia de t-1 a t-12. Ela possui uma camada oculta com 15 
neurónios, uma taxa de aprendizagem de 0,01, um Termo de Momento de 0,9 e 20% dos 
períodos foram utilizados para validação durante o treinamento. 
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Figura 28 - Síntese dos Resultados do Modelo C para o Segmento A 
 
MAPE Treinamento MAPE Teste 
Rede 2 9,92% 6,27% 
 
Fonte: Elaborado pelo autor 
4.3.2 MPL com Backpropagation para o Segmento B 
As 10 redes com melhor desempenho no segmento B apresentaram arquiteturas 
e parâmetros variados. Os erros na fase de treinamento se mostraram maiores do que no 
segmento A. 
A Rede 1 apresentou o melhor MAPE na fase de treinamento e em função disso 
ela foi selecionada como a melhor rede para o segmento B considerando apenas como  
variáveis de entrada as vendas nos meses anteriores. 
 A Rede 1 possui 12 neurônios de entrada onde cada uma representa as vendas 
dos meses anteriores em uma sequencia de t-1 a t-12. Ela possui camada oculta com 3 
neurónios, uma taxa de aprendizagem de 0,5, um Termo de Momento de 0,01 e 30% dos 
períodos foram utilizados para validação durante o treinamento. 
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Tabela 13 - Resultados das Alternativas do Modelo C para Segmento B 
Rede 
MAPE 
Treinamento 
Nº de Camadas 
Ocultas 
Nº de 
Neurônios 
Taxa de 
Aprendizagem 
Termo de 
Momento 
Rede 1 15,37% 1 3 0,5 0,01 
Rede 2 15,88% 1 3 0,3 0,01 
Rede 3 16,02% 2 18 0,2 0,01 
Rede 4 16,68% 1 6 0,2 0,1 
Rede 5 16,53% 1 3 0,3 0,1 
Rede 6 16,44% 1 3 0,2 0,3 
Rede 7 15,85% 1 3 0,2 0,2 
Rede 8 17,99% 1 24 1 0,2 
Rede 9 16,46% 2 18 0,2 0,1 
Rede 10 16,79% 1 6 0,3 0,01 
Fonte: Elaborado pelo autor 
Figura 29 - Síntese dos Resultados do Modelo C para o Segmento B 
 
MAPE Treinamento MAPE Teste 
Rede 1 15,37% 8,13% 
 
Fonte: Elaborado pelo autor 
4.4 Modelo D – Regressão Múltipla Estatística (Stepwise) 
A construção das regressões em cada segmento se deu pelo método stepwise 
para seleção de variáveis, refinamento do modelo e avaliação da qualidade de ajuste. O 
primeiro passo consiste em fornecer todas as variáveis de entrada para o modelo que irá 
excluir ou manter a variável avaliando a sua importância para explicar variações no modelo 
específico. Dessa forma, o procedimento constrói modelos com as variáveis com as maiores 
importâncias estatísticas. Contudo, nem sempre o modelo criado corresponde ao mais 
adequado seja porque algumas das variáveis podem possuir coeficientes não significativos 
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ou por ainda existirem variáveis altamente correlacionadas. Dessa forma, opções de 
regressões foram construídas para alcançar modelos mais criteriosos do ponto de vista 
estatístico. Além disso, a regressão dentre dos métodos causais de previsão tem uma 
característica de tentar explicar os efeitos das variáveis relacionando-os com a teoria. Dessa 
forma também foram evitados modelos que apresentavam em seus parâmetros efeitos 
contraditórios ou “sem sentido” em uma primeira análise. 
4.4.1 Regressão para o Segmento A 
Para o Segmento A a regressão construída apresentou 9 variáveis das 70 
disponíveis, todas elas significativas  ao nível de significância 10%. Foram elas: 
Tabela 14 – Resultados Modelo D de Regressão Segmento A 
Variável Independente Coeficiente 
Constante -1.327.172  
Vendas_t_1      0,482  
Vendas_t_4 -    0,229  
Indice_Varejo_t_8      4.213  
Indice_Varejo_t_11 -    3.858  
Indice_Varejo_t_12 -    5.158  
Cambio_t_5    607.444  
PIB_t_2         10  
Importacao_t_3 -    0,009  
log(Alg_t_1)    629.579  
Fonte: Elaborado pelo autor 
Esse modelo apresentou um MAPE na fase de treinamento de 8,78% e mostrou-
se um modelo bem comportado do ponto de vista estatístico. Dessa forma, foi selecionado 
como o modelo de regressão com melhor desempenho para o segmento A. 
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Figura 30 - Síntese dos Resultados do Modelo D para o Segmento A 
 
MAPE Treinamento MAPE Teste 
Regressão 8,78% 5,58% 
 
Fonte: Elaborado pelo autor 
4.4.2 Regressão para o Segmento B 
Para o Segmento B a regressão construída apresentou 11 variáveis 
independentes das 70 disponíveis, todas elas significativas à 10%. Partiu-se do modelo 
gerado pelo procedimento Stepwise tomando-se o passo (step) com melhor ajuste. Como o 
modelo apresentava coeficientes não significativos retirou-se esses parâmetros chegando 
às seguintes variáveis e seus coeficientes: 
Tabela 15 – Resultados Modelo D de Regressão Segmento B 
Variável Independente Coeficiente 
Constante  1.208.710  
Vendas_t_1      0,393  
Vendas_t_3 -    0,162  
Vendas_t_6 -    0,243  
Indice_Varejo_t_8      4.051  
Indice_Varejo_t_9      4.361  
Indice_Varejo_t_10      4.252  
PIB_t_10      5,385  
Importacao_t_2 -    0,020  
Importacao_t_7 -    0,020  
Importacao_t_11 -    0,011  
Cambio_t_2 -  398.236  
Fonte: Elaborado pelo autor 
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Esse modelo apresentou um MAPE na fase de treinamento de 9,34% e mostrou-
se um modelo bem comportado do ponto de vista estatístico. Dessa forma, foi selecionado 
como o modelo de regressão com melhor desempenho para o segmento B. 
 
Figura 31 - Síntese dos Resultados do Modelo D para o Segmento B 
 
MAPE Treinamento MAPE Teste 
Regressão 9,34% 11,26% 
 
Fonte: Elaborado pelo autor 
 
4.5 Modelo E – MPL com Backpropagation e inputs de Variáveis 
Ambientais 
Foram testada modelos de Redes Neurais supervisionadas baseados em 
Multicamadas treinadas por meio do algoritmo de retropropagação (backpropation). Os 
modelos seguiram as mesmas condições de arquitetura e treinamento dos desenvolvidos na 
seção anterior. A única diferença foi a incorporação de outras variáveis como inputs do 
modelo. Essas variáveis são as caracterizadas na seção 4.5.  
As redes construídas seguiram as seguintes variações. 
Topologia: Foram testadas Redes Neurais com uma e duas camadas ocultas 
com funções de ativação dos neurônios de Curva Sigmoide. Foram testadas diferentes 
configurações de número de neurônios em cada camada. As opções foram:  3, 6, 9, 12, 15, 
18, 21, 24, 27, 29, 32 neurônios em cada camada. 
Treinamento: Para se estimar os pesos utilizou-se o algoritmo de 
backpropagation. Foram testadas redes com diferentes configurações de treinamento. Os 
parâmetros e as opções de configurações testadas foram: 
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Taxa de Aprendizado: 0.01, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1 
Termo de Momento: 0.01, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1 
% de períodos utilizados para Validação: 10%, 20% e 30% 
Variáveis de Entradas: Foram testadas redes com todas as variáveis 
ambientais disponíveis no momento da previsão e um cenário com todas as variáveis que 
possuem correlação significativa a 5% com a variável dependente. A identificação das 
variáveis utilizadas em cada segmento e cenário testado está na tabela 16. 
Tabela 16 – Variáveis ambientais utilizadas em cada cenário de desenvolvimento 
Variáveis 
disponíveis 
Segmento A Segmento B 
Cenário Todas 
Variáveis 
Cenário Variáveis 
Selecionadas 
Cenário Todas 
Variáveis 
Cenário Variáveis 
Selecionadas 
Vendas Mensais t-1 até t-12 
t-1, t-2, t-3, t-10, t-11, t-
12 
t-1 até t-12 
t-1, t-2, t-3, t-6, t-7, t-
11, t-12 
Índice de Varejo t-2 até t-12 t-3, t-8, t-9, t-10, t-12 t-2 até t-12 t-9, t-10 
PIB t-2 até t-12 t-2 a t-12 t-2 até t-12   
Câmbio t-2 até t-12 t-1, t-2, t-3 t-2 até t-12 
t-1, t-7, t-8, t-9, t-10, t-
11, t-12 
Algodão t-1 até t-12 t-1, t-2, t-3, t-4, t-5, t-6 t-1 até t-12 t-8, t-9, t-10, t-11, t-12 
Importação t-1 até t-12 
t-1, t-6, t-7, t-8, t-9, t-10, 
t-11, t-12 
t-1 até t-12 t-3, t-4, t-5, t-6 
Total de variáveis de 
entrada 
70 40 70 25 
Fonte: Elaborado pelo autor 
4.5.1 MPL com Backpropagation e inputs de Variáveis Ambientais para o 
Segmento A 
Não houve grandes diferenças de desempenho entre as Redes desenvolvidas 
com todas as variáveis ambientais e aquelas apenas com as variáveis selecionadas. Apesar 
disso, as redes com melhor desempenho são as que utilizaram todas as variáveis como 
input do modelo. A Rede com melhor desempenho em MAPE foi a Rede 4. 
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Tabela 17 - Resultados das Alternativas do Modelo E para Segmento A 
Variáveis de 
Entrada 
Métodos de 
Redes Neurais 
MAPE 
Treinamento 
Nº de Camadas 
Ocultas 
Nº de 
Neurônios 
Taxa de 
Aprendizagem 
Termo 
de 
Momento 
Cenário 
Todas 
Variáveis 
Rede 1 8,53% 1 27 0,5 0,2 
Rede 2 8,82% 1 21 0,01 0,5 
Rede 3 9,38% 2 32 0,1 0,01 
Rede 4 8,52% 1 21 0,01 0,3 
Rede 5 9,70% 2 32 0,1 0,1 
Rede 6 9,11% 2 9 0,2 0,01 
Rede 7 8,43% 1 21 0,01 0,2 
Rede 8 10,13% 2 32 0,1 0,2 
Rede 9 9,34% 2 9 0,2 0,1 
Rede 10 9,44% 2 29 0,1 0,01 
Cenário 
Variáveis 
Selecionadas 
Rede 11 11,28% 1 32 0,01 0,9 
Rede 12 9,85% 1 6 0,01 0,7 
Rede 13 9,74% 1 3 0,01 0,7 
Rede 14 9,68% 1 6 0,01 0,5 
Rede 15 9,60% 1 6 0,01 0,3 
Rede 16 9,57% 1 6 0,01 0,2 
Rede 17 11,49% 1 29 0,01 0,7 
Rede 18 11,35% 1 29 0,01 0,9 
Rede 19 10,35% 1 3 0,01 0,9 
Rede 20 11,54% 1 27 0,01 0,7 
 
Fonte: Elaborado pelo autor 
A Rede 4 possui 70 neurônios de entrada, uma camada oculta com 21 neurónios, 
uma taxa de aprendizagem de 0,01, um Termo de Momento de 0,3 e 20% dos períodos 
foram utilizados para validação durante o treinamento. 
Figura 32 - Síntese dos Resultados do Modelo E para o Segmento A 
  MAPE Treinamento MAPE Teste 
Rede 4 8,52% 5,74% 
 
Fonte: Elaborado pelo autor 
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4.5.2 MPL com Backpropagation e inputs de Variáveis Ambientais para o 
Segmento B 
Assim como no segmento A não houve diminuição relevante no MAPE devido a 
seleção de variáveis correlacionadas para input do modelo. 
Tabela 18 - Resultados das Alternativas do Modelo E para Segmento B 
Variáveis de 
Entrada 
Rede 
MAPE 
Treinamento 
Nº de 
Camadas 
Ocultas 
Nº de 
Neurônios 
Taxa de 
Aprendizagem 
Termo de 
Momento 
Cenário Todas 
Variáveis 
Rede 1 11,50% 1 3 0,01 0,9 
Rede 2 10,60% 1 3 0,01 0,3 
Rede 3 10,50% 1 3 0,01 0,2 
Rede 4 10,42% 1 3 0,01 0,1 
Rede 5 10,91% 1 3 0,01 0,5 
Rede 6 10,38% 1 3 0,01 0,01 
Rede 7 11,60% 1 3 0,01 0,7 
Rede 8 10,71% 1 3 0,01 0,9 
Rede 9 11,58% 1 6 0,01 0,7 
Rede 10 11,37% 1 6 0,3 0,2 
Cenário 
Variáveis 
Selecionadas 
Rede 11 10,99% 1 3 0,1 0,7 
Rede 12 10,76% 1 29 0,01 0,7 
Rede 13 14,58% 1 15 0,9 0,1 
Rede 14 13,51% 1 32 0,01 0,9 
Rede 15 12,86% 2 29 0,1 0,5 
Rede 16 14,48% 2 6 0,1 0,9 
Rede 17 12,49% 2 15 0,3 0,01 
Rede 18 13,38% 2 18 0,3 0,01 
Rede 19 12,89% 2 15 0,7 0,1 
Rede 20 10,49% 2 27 0,1 0,3 
Fonte: Elaborado pelo autor 
Quatro redes se destacaram em termos de melhor acurácia na fase de 
treinamento, a 3, a 4, a 6 e a 20. Entre as 4 redes, a rede 20 foi a única que apresentou 
duas camadas ocultas. 
A Rede 6 foi eleita como a de melhor desempenho devido ao MAPE ter sido o 
menor. Ela possui uma camada oculta, 3 neurônios nessa camada, uma taxa de 
aprendizagem de 0,01, um Termo de Momento de 0,01 e 30% dos períodos de treinamento 
foram utilizados para validação. 
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Figura 33 - Síntese dos Resultados do Modelo E para o Segmento B 
 
MAPE Treinamento MAPE Teste 
Rede 6 10,38% 5,84% 
 
Fonte: Elaborado pelo autor 
4.6 Modelo F - MLP com Backpropagation combinada com Algoritmo 
Genético 
Os Algoritmos Genéticos foram utilizados na construção do Modelo F como 
técnica de busca e otimização, capaz de procurar soluções ótimas ou quase ótimas em um 
intervalo de domínio. Com esse objetivo definiu-se os parâmetros do Algoritmo Genético de 
forma que ele evoluísse a população de indivíduos (no caso configuração das redes neurais) 
encontrando soluções melhores em termos de um menor erro de previsão. 
O Algoritmo foi aplicado ao Modelo F para os dois segmentos. Considerou-se o 
cenário com todas as variáveis de entrada disponíveis. 
O Algoritmo Genético foi assim modelado: 
Cada indivíduo é representado por um vetor de valores que por sua vez 
representam uma configuração de parâmetros para a Rede Neural Perceptron Multicamadas 
(MLP). Segue a relação destes parâmetros e seus respectivos domínios: 
 Taxa de Aprendizagem:  
  ∑  
 
   
     
com k = 6; 
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 Termo de Momento: 
  ∑  
 
   
     
com k = 4; 
 Número de camadas ocultas: 1 ou 2; 
 Número de neurônios na primeira camada: 1, 2, 3, ..., 32; 
 Número de neurônios da segunda camada: 1, 2, 3, ..., 32; 
 Percentagem de validação: 0, 5, 10, 15, 20, 25, 30; 
A Função Objetivo (fitness), que indica a qualidade do indivíduo, é dada pela 
seguinte equação: 
fitness = 0.4 * RMSE-Treinamento + 0.6 * RMSE-Validação 
Optou-se por dar um peso para o erro da fase de validação por entender que 
uma boa solução não pode ter como objetivo apenas um bom desempenho na fase de 
treinamento, pois a serie de dados utilizada é relativamente pequena o que poderia levar a 
uma solução ótima local e não para toda a série. Os períodos de validação eram aleatórios e 
poderiam ou não existir. Mensurou-se o erro pelo parâmetro de RMSE ser uma estatística já 
utilizada como padrão no software WEKA dessa forma tinha-se um ganho na velocidade do 
processo. Além disso, o RMSE apresenta boa aderência e relação com o MAPE. 
Os Operadores Genéticos utilizados foram: 
Cruzamento: 
Realiza a troca de material genético de dois indivíduos. O algoritmo percorre o 
vetor de cromossomos dos dois indivíduos e a cada cromossomo existe 50% de chances de 
serem trocados. 
Ex.: 
  Indivíduo 1:   0.1, 0.2, 2, 10, 2, 10 
  Indivíduo 2:   0.3, 0.5, 2,  3, 10, 0  
Cromossomos sorteados para troca: 0, 4, 5 
  Novo Indivíduo 1:   0.3, 0.2, 2, 10, 10,  0 
  Novo Indivíduo 2:   0.1, 0.5, 2,  3,  2, 10  
Mutação: 
Realiza uma alteração em um ou mais cromossomos de um indivíduo. O 
algoritmo percorre o vetor de cromossomos e a cada cromossomo existem 50% de chance 
de ser alterado por um novo valor de seu domínio. 
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Ex.: 
  Indivíduo 1:   0.1, 0.2, 2, 10, 2, 10 
Cromossomos sorteados para troca: 2,3 
  Novo Indivíduo 1:   0.1, 0.357, 1, 10, 2, 10 
A aplicação das duas operações, mutação e cruzamento são controlados por 
fatores denominados taxa de cruzamento e taxa de mutação. O objetivo destas taxas é o de 
controlar a frequência com que ocorrem o cruzamento e a mutação respectivamente. 
Seleção: 
Durante a evolução é necessário selecionar os indivíduos que serão submetidos 
às operações de cruzamento e mutação com o intuito de gerar a nova população. O método 
de seleção utilizado foi o de seleção por torneio que seleciona dois indivíduos aleatórios da 
população e retorna o individuo com melhor fitness. O objetivo de selecionar indivíduos 
aleatórios e não o melhor é para aumentar a variabilidade da população controlando a 
pressão seletiva. 
Além disso, foi adotado o Elitismo em que o melhor individuo de uma população 
é sempre copiado para a população seguinte. 
De forma sintética, o Algoritmo Genético utilizado pode ser descrito da seguinte 
maneira: 
 1 - Gera uma população inicial com indivíduos aleatórios; 
 2 - Calcula o valor da Fitness dos indivíduos da população; 
 3 - Gera uma nova população de indivíduos; 
 4 - Repete os passos 2 e 3 até que se alcancem o número máximo de gerações; 
Algoritmo para gerar nova população: 
 1 - Copia o melhor indivíduo da população antiga para a nova população (elitismo); 
 2 - seleciona dois indivíduos usando seleção por torneio; 
 3 - aplica mutação e cruzamento respeitando ambas as taxas; 
 4 - insere os novos indivíduos na nova população 
 5 - repete os passos 2 a 4 até completar a nova população; 
Foi definida uma evolução com as seguintes características: 
Numero de Gerações: 100 
Numero de indivíduos na população: 100 
Taxa de Cruzamento: Foram testadas evoluções com 60%, 70%, 80% e 90%. 
Taxa de Mutação: Foram testadas evoluções com 1%, 10%, 20%, 30%, 40% e 50%. 
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4.6.1 MLP com Backpropagation combinada com Algoritmo Genético para o 
Segmento A 
Como descrito no início da seção foram testadas algumas configurações de 
evolução. As evoluções de maior sucesso são aquelas que se consegue atingir os melhores 
parâmetros de fitness (função objetivo do modelo) do melhor indivíduo. Uma forma de 
mostrar o desempenho da evolução é plotando a evolução da fitness do melhor indivíduo, 
do pior indivíduo e da média da população a cada geração. 
Para o segmento A as duas melhores configurações de evolução foram a com 
uma taxa de combinação de 90% e uma mutação de 10% e a com uma taxa de combinação 
de 80% e de mutação de 30%. 
A figura 34 apresenta o desempenho dessas duas evoluções. 
Figura 34 – Evolução do Algoritmo Genético para o Segmento A 
 
 
Fonte: Elaborado pelo autor 
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A primeira configuração garantiu uma evolução do melhor indivíduo em dois 
momentos, em que ele parte na geração 1 com 188.072 de fitness chegando a 114.130. 
Além disso, o fitness médio da população evoluiu durante as gerações alcançando 139.500 
de RMSE uma vez que partiu de 317.257. 
Já a segunda configuração do Algoritmo Genético fez com que o melhor 
indivíduo evoluísse mais saindo de 213.655 e chegando em 80.229. Nota-se que o melhor 
individuo foi obtido na geração 53 e da geração 54 até a centésima geração não gerou-se 
um indivíduo com fitness superior. 
Considerando o melhor indivíduo da última geração da segunda configuração 
tem-se uma rede com uma camada oculta, cinco neurônios nessa camada, uma taxa de 
aprendizagem de 0,25, um termo de momento de 0,1875 e 0% de períodos destinados a 
validação durante a fase de treinamento. 
Os resultados dessa configuração de rede são apresentados na figura 35. 
 
Figura 35 - Síntese dos Resultados do Modelo F para o Segmento A 
  MAPE Treinamento MAPE Teste 
Melhor Indivíduo 1,73% 2,92% 
 
Fonte: Elaborado pelo autor 
4.6.2 MLP com Backpropagation combinada com Algoritmo Genético para o 
Segmento B 
Da mesma forma que apresentado na evolução definida pelo Algoritmo Genético 
no segmento A será apresentada as duas configurações do algoritmo que tiveram o maior 
sucesso na evolução, considerando o desempenho do fitness final. 
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Para o segmento B as duas melhores configurações de evolução foram a com 
uma taxa de combinação de 80% e uma mutação de 40% e a com uma taxa de combinação 
de 70% e de mutação de 30%. 
A figura 36 apresenta o desempenho dessas duas evoluções. A primeira 
configuração mostra a importância da mutação para gerar indivíduos mais evoluídos, pois 
entre a geração 23 e a 81 não houve nenhuma evolução do melhor indivíduo, mas após 
esse período a geração 82 gerou um indivíduo superior aos anteriores.  
A segunda configuração garantiu o melhor indivíduo para o segmento B em que 
se tinha na geração 1 uma fitness de 140.060 e chegou-se a 84.379. 
Figura 36 – Evolução do Algoritmo Genético para o Segmento A 
 
 
Fonte: Elaborado pelo autor 
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Considerando o melhor indivíduo da última geração da segunda configuração 
tem-se uma rede com uma camada oculta, oito neurônios nessa camada, uma taxa de 
aprendizagem de 0,359, um termo de momento de 0,375 e 0% de períodos destinados a 
validação durante a fase de treinamento. 
Os resultados dessa configuração de rede são apresentados na figura 37. 
 
Figura 37 - Síntese dos Resultados do Modelo F para o Segmento B 
 
MAPE Treinamento MAPE Teste 
Melhor Indivíduo 2,35% 3,85% 
 
Fonte: Elaborado pelo autor 
4.7 Comparação dos Modelos 
A comparação dos modelos foi feita por segmento e buscando explorar os 
objetivos específicos 3, 5 e 5 apresentados na seção 3.4. 
Importante destacar que apesar da seleção das alternativas dentro de cada 
modelo ter seguido um critério objetivo, as variações no erro entre as alternativas não 
necessariamente eram significativas do ponto de vista estatístico. O critério utilizado nessa 
dissertação é avaliar as diferenças absolutas no erro de previsão, indo de encontro a outras 
pesquisas que buscam a avaliar a percepção sobre a avaliação do gestor que toma a 
decisão com base nas previsões. 
Assim como na análise das alternativas por modelo, essa seção também fará 
comparações apenas considerando as diferenças absolutas entre os métodos. Não obstante, 
ao final das comparações faz-se uma reflexão sobre a relevância dessas diferenças para as 
organizações. 
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4.7.1 Comparação dos Modelos para o Segmento A 
Os modelos podem ser classificados em duas dimensões: quanto à modelagem 
de efeitos lineares e não lineares e quanto ao tipo de método - causal ou de análise de 
séries temporais. Os modelos lineares desenvolvidos e avaliados foram o Modelo A de 
suavizações exponencial, o Modelo B baseado no método ARIMA e o Modelo D baseado 
em regressões lineares. Por sua vez, os modelos não lineares desenvolvidos e testados 
foram os modelos baseados em Redes Neurais Artificiais ilustrados pelos modelos C e E.  
Os modelos baseados em análise de uma única série temporal, ou seja, sem a 
inclusão de variáveis externas são os modelos A de suavização exponencial, B que utiliza 
ARIMA e C que utiliza RNA somente com a própria série de vendas como neurônios de 
entrada. Já os modelos D de regressão linear e E de RNA possuem outras cinco variáveis 
que auxiliam na previsão dos valores futuros das vendas. 
O modelo F baseado em redes neurais capta efeitos não lineares e utiliza 
variáveis externas para a previsão das vendas. Contudo, ele possui um importante 
diferencial em relação aos demais que é a combinação com outra técnica de inteligência 
artificial para sua otimização. Dessa forma, a comparação com os ganhos da otimização 
será realizada de forma separada. 
No Segmento A, conforme observado na figura 38, os erros na fase de teste 
ficaram próximos. De qualquer maneira, nota-se que os modelos D e E tiveram uma média 
dos erros percentuais absolutos menor, sendo que o modelo de regressão foi aquele que 
teve o melhor desempenho. 
Figura 38 – Comparação dos Modelos para o Segmento A 
 
Fonte: Elaborado pelo autor. 
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O terceiro objetivo era avaliar ou testar a hipótese de que os métodos com 
capacidade de modelar efeitos não lineares nas séries temporais possuem um menor erro 
de previsão. No segmento A, nota-se que o modelo de melhor desempenho foi um método 
que capta efeito linear nos seus parâmetros demonstrando que nesse caso a utilização dos 
modelos não lineares não foi responsável por gerar ganhos relevantes de previsão. 
O quarto objetivo específico era avaliar se a inclusão de variáveis externas gera 
previsões com um menor erro. De acordo com os resultados obtidos no teste dos modelos 
no segmento A, nota-se que os modelos D e E que são métodos causais tiveram um melhor 
desempenho o que aponta que os modelos com inclusão de variáveis externas 
possibilitaram um ganho de acurácia de previsão, ainda que não tenha sido em grande 
magnitude.  
4.7.2 Comparação dos Modelos para o Segmento B 
No Segmento A, conforme observado na figura 39, os erros na fase de teste 
tiveram uma variação maior que no segmento A. Nota-se que os modelos C e E tiveram 
uma média dos erros percentuais absolutos na fase de teste menor, sendo que a Rede 
Neural com a inclusão de variáveis externas teve o menor erro de previsão. 
 
Figura 39 – Comparação dos Modelos para o Segmento B 
 
Fonte: Elaborado pelo autor. 
Considerando a fase de teste, os resultados mostram que para o segmento B os 
modelos que captam efeitos não lineares conseguiram um desempenho superior aos 
modelos lineares. Os resultados mostram também que apesar da regressão não ter 
apresentado um melhor desempenho na fase de teste ainda assim o melhor modelo foi 
utilizando variáveis causais, porém agora em um método de redes neurais. 
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4.7.3 Modelo MPL com Otimização por Algoritmo Genético versus demais 
modelos 
O quinto objetivo era avaliar se a combinação de um método de previsão com 
técnicas de inteligência artificial para otimização gera um modelo com menor erro de 
previsão. O Modelo F foi construído com base em redes neurais de multicamadas treinadas 
pela retropropagação do erro, assim como o modelo E, a diferença é que no modelo F 
combinou-se a escolha da melhor configuração de rede a partir da utilização do algoritmo 
genético de evolução. As figuras 40 e 41 mostram os resultados dos 6 modelos e 
demonstram que o modelo F conseguiu um erro inferior nos dois segmentos. 
Figura 40 – Comparação Modelo MPL com Otimização por Algoritmo Genético versus 
demais modelos para o Segmento A 
 
Fonte: Elaborado pelo  autor. 
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Figura 41 – Comparação Modelo MPL com Otimização por Algoritmo Genético versus 
demais modelos para o Segmento B 
 
Fonte: Elaborado pelo autor. 
 
Era natural que o algoritmo genético conseguisse um modelo com um erro 
inferior na fase de treinamento, pois o objetivo da evolução era chegar a indivíduos com 
esse perfil. Os resultados nos dois segmentos mostram que a solução encontrada pelo 
algoritmo genético conseguiu um desempenho superior aos demais modelos alcançando 
ganhos de 2,6 pontos percentuais no segmento A e 2,0 pontos percentuais no segmento B 
em relação ao melhor modelo sem otimização. 
4.7.4 Comparação dos Modelos com Melhor Desempenho 
A avaliação final das melhores alternativas de cada modelo testado aponta que 
os métodos híbridos obtiveram um melhor desempenho em termos de erro de previsão. A 
utilização do algoritmo genético como técnica de busca e otimização possibilitou a 
identificação de uma solução com melhor capacidade preditiva, conforme pode ser visto na 
Tabela 19. 
Os modelos de Redes Neurais que utilizam dados do ambiente mostraram um 
desempenho bom nos dois segmentos, por outro lado o uso das redes sem as variáveis 
externas não tiveram o mesmo desempenho. 
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Tabela 19 – Comparação dos Modelos Testados 
Modelo 
Segmento A Segmento B 
MAPE Teste MAPE Teste 
A - Suavização Exponencial 6,35% 11,41% 
B. Método Autoregressivos (ARIMA) 6,78% 10,16% 
C. MPL com Backpropagation sem variáveis externas 6,27% 8,13% 
D. Regressão Múltipla Estatística (Stepwise) 5,58% 11,26% 
E. MLP com Backpropagation com variáveis externas 5,74% 5,84% 
F. MPL com Backpropagation combinada com otimização por 
meio de Algoritmo Genético 
2,92% 3,85% 
Fonte: Elaborado pelo autor. 
O modelo de regressão possui um importante diferencial em relação aos demais 
que é a capacidade de compreender os efeitos das variáveis preditoras na variável prevista, 
trazendo uma visão teórica para o estudo de previsão. O modelo conseguiu bons resultados 
tanto na fase de treinamento como na fase de teste. Além disso, foi o modelo com melhor 
desempenho no segmento A com exceção do modelo F. 
Importante destacar que o segmento B apresentava uma sazonalidade e uma 
variação maior ao longo de sua série temporal de vendas e os modelos não lineares podem 
ter conseguido captar efeitos que influenciam nessas variações. Por outro lado, no 
segmento A a captação dos efeitos pelos modelos lineares foi suficiente para se conseguir 
previsões com um erro menor.  
Importante ressaltar que todos os modelos tiveram erros relativamente baixos, 
em que o modelo de pior resultado no segmento A (Modelo B) teve uma média dos erros 
percentuais absolutos de 6,78% na fase de teste. No segmento B, o modelo de pior 
desempenho (Modelo A) teve uma média dos erros percentuais absolutos maior, 11,41%. 
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5 CONSIDERAÇÕES FINAIS 
O objetivo geral desta dissertação era avaliar modelos quantitativos de previsão 
baseados em análise de séries temporais, em métodos causais e em técnicas de 
inteligência artificial para a previsão de vendas a ser testada em dados reais de uma 
indústria têxtil. 
A pesquisa cumpriu esse objetivo ao mostrar que, para as séries de vendas 
analisadas de uma indústria têxtil brasileira, a inclusão de variáveis externas ou causais 
auxiliaram na melhor acurácia dos modelos de previsão. Apontaram que nem sempre os 
modelos que captam efeitos não lineares possuem um desempenho superior aos modelos 
lineares. Além disso, os resultados mostraram que o modelo baseado em Redes Neurais 
Artificias Multicamadas com Backpropagation quando otimizado por algoritmo genético 
permitiu a parametrização da rede que alcançasse um erro de previsão menor. 
Dessa forma, esse trabalho corrobora com as recentes pesquisas no campo de 
previsão de vendas que apontam que modelos de previsão de vendas com combinação de 
técnicas geram melhores previsões. Algumas importantes considerações sobre os 
resultados, limitações do estudo e pesquisas futuras são apresentadas na sequencia. 
5.1 Considerações sobre os resultados 
Os modelos implementados no contexto da indústria estudada demostraram que 
as previsões por eles geradas podem auxiliar as decisões no ambiente organizacional uma 
vez que apresentaram erros relativamente baixos. Contudo, a complexidade para o seu 
desenvolvimento talvez ainda seja um impeditivo para serem mais difundidos nas indústrias 
brasileiras. 
Por outro lado, a diferença entre os modelos mais complexos e de maior esforço 
computacional apresentaram um melhor resultado, mas dependendo do contexto de 
utilização das previsões a relação de esforço e ganho de acurácia talvez não se faça 
necessária. Nesse sentido, os modelos de Suavização Exponencial podem ser utilizados 
como ferramentas de previsão interessantes. 
A diferença entre os resultados entre o segmento A e B mostra que as variáveis 
de entrada e a série a ser prevista são fatores preponderantes para o resultado do modelo. 
Dessa forma, os melhores modelos podem variar de acordo com o contexto e características 
do problema de previsão a ser estudado. Não obstante, os modelos híbridos mostram-se 
como um importante desenvolvimento científico, pois os resultados de ganho de previsão 
têm se mostrado consistentes. 
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5.2 Considerações sobre as limitações da pesquisa 
O maior problema enfrentado durante a pesquisa foi a disponibilidade de dados 
históricos de boa qualidade. A série estudada com 95 períodos possibilitou o 
desenvolvimento da pesquisa, mas é importante buscar séries mais longas pois permitiriam 
mais tempo para aprendizagem dos modelos e um período maior para teste. 
Os modelos de previsão baseados em Redes Neurais se mostraram instáveis. 
Uma rede com a mesma arquitetura possuía um coeficiente de variação significativo o que 
indica que ela não está estável e é altamente dependente da semente aleatória que dá início 
ao seu treinamento. 
O esforço para encontrar uma boa configuração de rede que não gere um 
overfitting exigiu muitas horas de análise e programação. Essa situação dificulta o uso mais 
intensivo das técnicas de inteligência artificial no ambiente organizacional. 
Dada a grande quantidade de técnicas originárias da inteligência artificial a 
possibilidade de combinação de modelos híbridos torna-se extensa. Novos modelos são 
criados e implementados em grande volume e velocidade o que faz com que sempre se 
tenha algo novo a ser pesquisado, testado e avaliado. Diante disso, a escolha dos métodos 
a serem avaliados tornou-se difícil pela necessidade de abrir mão de modelos que talvez 
pudessem gerar bons resultados. 
5.3 Considerações sobre futuras pesquisas 
Do ponto de vista científico a pesquisa sobre o desempenho da previsão de 
vendas dos diversos modelos híbridos em diferentes setores e contexto de indústrias se faz 
necessária para avaliar o seu desempenho e permitir o amadurecimento das novas técnicas. 
Por outro lado, pesquisas que explorem o uso de modelos de previsão dentro 
das organizações mostram-se essenciais para aproximar a latente evolução dos modelos de 
previsão discutidos no ambiente acadêmico da realidade das indústrias. 
Identificar os determinantes para uso, a percepção sobre técnicas, o grau de 
maturidade, a eficiência e as necessidades das organizações no que tange previsões 
podem representar importantes avanços para pesquisas sobre o tema. 
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