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Abstract
We prove a Delorme–Guichardet type theorem for discrete quantum groups expressing property (T) of
the quantum group in question in terms of its first cohomology groups. As an application, we show that the
first L2-Betti number of a discrete property (T) quantum group vanishes.
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0. Introduction
The notion of property (T) was introduced by Kazhdan in his influential paper [18] and has
since then played a prominent role in a variety of mathematical disciplines, including topology,
ergodic theory and operator algebras. Over the years the definition has been generalized to differ-
ent operator algebraic settings, for instance by Connes and Jones for the class of II1-factors in [9]
and by Bekka for tracial C∗-algebras in [5]. Recently Fima introduced property (T) in the context
of discrete quantum groups; a class of operator algebras not necessarily arising from groups, but
still carrying some of the extra structure present in group C∗-algebras or group von Neumann
algebras. The present paper is devoted to the study of this notion of property (T). Before stating
our main results, we set the stage by briefly discussing the definitions and a few classical results
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by Bekka, de la Harpe and Valette. Recall that a discrete, countable group Γ has property (T)
if any unitary representation of Γ with almost invariant vectors has a non-zero invariant vector.
That is, if a unitary representation π : Γ → B(H) admits a sequence of unit vectors ξn ∈ H such
that ‖π(γ )ξn − ξn‖ → 0 for every γ ∈ Γ , then there exists a non-zero vector ξ ∈ H such that
π(γ )ξ = ξ for every γ ∈ Γ . One reason why property (T) is an important notion is that it allows
many different descriptions. Firstly, it can be described using the positive definite functions on
Γ by means of the following theorem.
Theorem. (See Akemann and Walter [1].) The group Γ has property (T) if and only if any
sequence of positive definite functions ϕn : Γ → C converging pointwise to 1 and with ϕn(e) = 1,
converges uniformly to the constant function 1.
Property (T) can also be described in terms of the first cohomology of Γ which, among other
things, provides a link between property (T) and Serre’s property (FA). The precise cohomolog-
ical description is given by the celebrated Delorme–Guichardet theorem.
Theorem. (See Delorme [11], Guichardet [15].) The group Γ has property (T) if and only if the
first group cohomology H 1(Γ,H) vanishes for all Hilbert spaces H carrying a unitary Γ -action.
Both of these results have analogues in the II1-factor setting [26], but statements and proofs
are considerably more involved than in the case of discrete groups. The main purpose of the
present paper is to show how the classical results mentioned above can be generalized to the
quantum group context in a way that is somewhat closer to the original results than the gener-
alizations obtained in the general setting of von Neumann algebras with property (T). If Gˆ is a
discrete quantum group and G is its compact dual, we denote by (Pol(G),,S, ε) the associ-
ated Hopf ∗-algebra of matrix coefficients and by C(Gu) the universal C∗-completion of Pol(G).
These objects will be introduced and discussed in greater detail in Section 1 where we also elab-
orate on Fima’s definition of property (T) and the results obtained in [13]. Our first main result
(Theorem 3.1) is an analogue for quantum groups of the result of Akemann and Walter.
Theorem. The discrete quantum group Gˆ has property (T) if and only if any net of states
ϕi : C(Gu) → C converging pointwise to the counit ε converges in the uniform norm.
Secondly, we prove in Theorem 5.1 the following quantum group version of the Delorme–
Guichardet theorem.
Theorem. The discrete quantum group Gˆ has property (T) if and only if the following holds: for
every ∗-representation π : Pol(G) → B(H) on a Hilbert space H the first Hochschild cohomol-
ogy of Pol(G) with values in the bimodule πHε vanishes.
The relevant definitions concerning the first Hochschild cohomology will be given in Sec-
tion 4. Along the way we also obtain (see Theorem 5.1) a characterization of property (T) in
terms of conditionally negative functionals ψ : Pol(G) → C that parallels the classical descrip-
tion stating that a discrete group Γ has property (T) if and only if every conditionally negative
definite function ψ : Γ → R is bounded. Finally, as an application we obtain in Corollary 6.1 the
following generalization of a well-known result (see [7]) for groups.
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The paper is organized as follows.
Structure. The first section provides the reader with the necessary background concerning the
theory of compact quantum groups, their discrete duals and the definition of property (T) for
discrete quantum groups. In Section 2 we show how property (T) of a discrete quantum group
can be described in terms of its dual compact quantum group and use this description to give a
spectral interpretation of property (T). Section 3 is devoted to the proof of the characterization
of property (T) in terms of states on the associated universal C∗-algebra, and in Section 4 the
proof of the Delorme–Guichardet theorem is given. In the sixth and final section we show how
the results obtained can be used to derive information about the L2-invariants of the quantum
group in question.
Notation. Throughout the paper, the symbol  will be used to denote algebraic tensor products
while the symbol ⊗¯ will be used to denote tensor products of Hilbert spaces and von Neumann
algebras. All tensor products between C∗-algebras are assumed minimal/spatial and these will be
denoted by the symbol ⊗. Hilbert spaces are assumed to be complex and their inner products to
be linear in the first variable. Furthermore, ∗-representations of unital algebras on Hilbert spaces
are implicitly assumed to be unit-preserving.
1. Preliminaries on quantum groups
We choose here the approach to compact quantum groups developed by Woronowicz in
[39–41]. Thus, a compact quantum group G consists of a (not necessarily commutative) separa-
ble, unital C∗-algebra C(G) together with a unital, coassociative ∗-homomorphism  : C(G) →
C(G) ⊗ C(G) satisfying a certain density condition. The map  is referred to as the comulti-
plication. Such a quantum group possesses a unique Haar state; i.e. a state h : C(G) → C such
that
(id ⊗ h)a = h(a)1 = (h⊗ id)(a) for every a ∈ C(G).
The GNS-construction applied to the Haar state yields a separable Hilbert space L2(G) together
with a ∗-representation λ : C(G) → B(L2(G)) and a linear map Λ : C(G) → L2(G) with dense
image. In general, the Haar state need not be faithful and hence the left regular representation
λ might have a kernel and we denote by C(Gr) the image λ(C(G)). This C∗-algebra inherits a
quantum group structure from G and the comultiplication r on C(Gr) is implemented by the
so-called multiplicative unitary W ∈ B(L2(G) ⊗¯L2(G)) given by
W ∗
(
Λ(a)⊗Λ(b))= Λ⊗Λ((b)(a ⊗ 1)).
The statement that W implements r means that r(λ(a)) = W ∗(1 ⊗ λ(a))W for every a ∈
C(G). One notes that the right-hand side of this formula also makes sense if λ(a) is replaced with
any T ∈ B(L2(G)), and it turns out that the enveloping von Neumann algebra L∞(G) = C(Gr)′′
is turned into a compact von Neumann algebraic quantum group (see [20]) when endowed with
this map as comultiplication.
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C(G)) such that (id ⊗ )u = u(12)u(13). Here K(H) denotes the compact operators on H ,
M(K(H) ⊗ C(G)) is the multiplier algebra of K(H) ⊗ C(G) and the subscripts (12) and (13)
are the standard leg-numbering notation. Representation theoretic notions from the theory of
compact groups, such as direct sums, tensor products, intertwiners and irreducibility, have nat-
ural counterparts in the corepresentation theory for compact quantum groups. In particular the
following important theorem holds true.
Theorem 1.1 (Woronowicz). Any irreducible unitary corepresentation of G is finite dimensional
and an arbitrary unitary corepresentation decomposes as a direct sum of irreducible ones.
We denote by Irred(G) the set of equivalence classes of irreducible, unitary corepresentations
of G. The separability assumption on C(G) together with the quantum Peter–Weyl theorem [41]
ensures that Irred(G) is a countable set. We label its elements by an auxiliary countable set I
and choose for each α ∈ I a Hilbert space Hα and a concrete representative uα ∈ B(Hα) ⊗
C(G). Abusing notation slightly, we shall often identify the index α with the corresponding class
of uα . Fix an orthonormal basis {e1, . . . , enα } for Hα and consider the corresponding functionals
ωij : B(Hα) → C given by ωij (T ) = 〈T ei | ej 〉. The matrix coefficients of uα , relative to the
chosen basis, are then defined as
uαij = (ωji ⊗ id)uα ∈ C(G).
It turns out that these matrix coefficients are linearly independent and that their linear span con-
stitutes a dense ∗-subalgebra Pol(G) of C(G). Furthermore, the comultiplication descends to
a comultiplication  : Pol(G) → Pol(G)  Pol(G) and with this comultiplication Pol(G) be-
comes a Hopf ∗-algebra; i.e. there exists an antipode S : Pol(G) → Pol(G) as well as a counit
ε : Pol(G) → C satisfying the usual Hopf ∗-algebra relations [19]. The fact that Pol(G) is
spanned by matrix coefficients arising from finite dimensional, unitary corepresentations also
ensures that the relation
‖a‖u = sup
{∥∥π(a)∥∥ ∣∣ π : Pol(G) → B(H) a cyclic ∗ -representation}
defines a C∗-norm ‖ · ‖u on Pol(G) which dominates any other C∗-norm. The C∗-completion
of Pol(G) with respect to this norm is called the universal C∗-algebra associated with G and
is denoted C(Gu). By definition of ‖ · ‖u, the comultiplication extends to a comultiplication
u : C(Gu) → C(Gu) ⊗ C(Gu) turning C(Gu) into a compact quantum group. Note that the ∗-
representations of C(Gu) are in one-to-one correspondence with the ∗-representations of Pol(G)
via restriction/extension.
Example 1.2. The fundamental example of a compact quantum group, on which the general
definition is modeled, is obtained by considering a compact, second countable, Hausdorff topo-
logical group G and its commutative C∗-algebra C(G) of continuous, complex-valued functions.
In this case the comultiplication is the Gelfand dual of the multiplication map G × G → G
and the Haar state is given by integration against the unique Haar probability measure μ on G.
The GNS-space therefore identifies with L2(G,μ) and the ∗-representation λ with the action of
C(G) on L2(G,μ) by pointwise multiplication. Similarly, the von Neumann algebra identifies
with L∞(G,μ) and the Hopf ∗-algebra becomes the subalgebra of C(G) generated by matrix
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dual of the inversion map and the counit is given by evaluation at the neutral element in G.
In the previous example there is no real difference between the reduced and universal version
of the compact quantum group. The next example, however, will illustrate this difference more
clearly.
Example 1.3. Consider a countable, discrete group Γ . Denote by C∗r (Γ ) its reduced group C∗-
algebra acting on 2(Γ ) via the left regular representation and define a comultiplication on group
elements by rγ = γ ⊗ γ . This turns C∗r (Γ ) into a compact quantum group whose Haar state
is given by the natural trace on C∗r (Γ ). Hence the GNS-space and GNS-representation can
be identified, respectively, with 2(Γ ) and the left regular representation, and the enveloping
von Neumann algebra is therefore nothing but the group von Neumann algebraL (Γ ). Each ele-
ment in Γ is a one-dimensional corepresentation for this quantum group and the Hopf ∗-algebra
therefore identifies with the complex group algebra CΓ . Thus, the universal C∗-algebra is, by
definition, equal to the maximal group C∗-algebra C∗u (Γ ).
Remark 1.4. The three C∗-algebras C(G),C(Gr) and C(Gu), together with their comultipli-
cations, can be thought of as “different pictures of the same quantum group”, each having its
advantages and disadvantages. For instance, whereas the Haar state is always faithful on C(Gr)
this is in general not the case on C(Gu) and, conversely, the counit is always well defined on
all of C(Gu) but not necessarily on C(Gr). The latter difference is the fundamental observation
leading to the notion of (co-)amenability for quantum groups as studied in [4].
Any compact quantum group G has a dual quantum group Gˆ of so-called discrete type. As in
the compact case, Gˆ comes with both a C∗-algebra c0(Gˆ) and a von Neumann algebra ∞(Gˆ)
defined, respectively, as
c0(Gˆ) =
c0⊕
α∈I
B
(
Hα
)
and ∞(Gˆ) =
∞∏
α∈I
B
(
Hα
)
.
In the discrete picture we will primarily be working with the von Neumann algebra ∞(Gˆ),
which is endowed with a natural comultiplication ˆ : ∞(Gˆ) → ∞(Gˆ) ⊗¯ ∞(Gˆ) arising from
the quantum group structure on G. Since c0(Gˆ) is a direct sum of finite dimensional C∗-algebras
we have isomorphisms
∞(Gˆ) ⊗¯B(H)  M(c0(Gˆ)⊗B(H))
∞∏
α∈I
B
(
Hα
)⊗B(H)
for any Hilbert space H . For an element T ∈ ∞(Gˆ) ⊗¯ B(H) we will denote by (T α)α∈I the
corresponding element in
∏∞
α∈I B(Hα) ⊗ B(H) and in the sequel we will freely identify T and
(T α)α∈I . By a unitary corepresentation of Gˆ on a Hilbert space H we shall mean a unitary
operator V ∈ ∞(Gˆ) ⊗¯B(H) satisfying
(ˆ⊗ id)V = V(23)V(13).
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tary encodes the duality between G and Gˆ in the following sense: for every unitary corepresenta-
tion V ∈ ∞(Gˆ) ⊗¯ B(H) of Gˆ there exists a unique ∗-representation πV : C(Gu) → B(H) such
that
(id ⊗ πV )uα = V α for each α ∈ I.
Conversely, every ∗-representation π : C(Gu) → B(H) defines a unitary corepresentation of Gˆ
on H by the above relation. See [33] for details.
As mentioned in the introduction, the notion of property (T) was recently introduced in the
quantum group setting by Fima [13] and the definition is as follows.
Definition 1.5 (Fima). Let Gˆ be a discrete quantum group and consider a unitary corepresentation
V = (V α)α∈I ∈ ∞(Gˆ) ⊗¯B(H) of Gˆ on a Hilbert space H .
(i) A vector ξ ∈ H is said to be invariant if V α(η ⊗ ξ) = η ⊗ ξ for all α ∈ I and η ∈ Hα .
(ii) For a finite, non-empty subset E ⊆ Irred(G) and a δ > 0 a non-zero vector ξ ∈ H is called
(E, δ)-invariant if ‖V α(η ⊗ ξ) − η ⊗ ξ‖ < δ‖η‖‖ξ‖ for all α ∈ E and all η ∈ Hα , and V
is said to have almost-invariant vectors if it has an (E, δ)-invariant vector for each finite,
non-empty E ⊆ Irred(G) and each δ > 0.
(iii) The discrete quantum group Gˆ is said to have property (T) if any unitary corepresentation
of Gˆ with almost invariant vectors has a non-zero invariant vector.
Remark 1.6. For notational smoothness we will adopt the convention that, unless explicitly
specified otherwise, subsets E of Irred(G) are always both finite and non-empty.
Remark 1.7. The study of property (T) for quantum groups began before the paper [13]. In [27]
property (T) was studied in the setting of Kac algebras and in [3] it was introduced for the class
of algebraic quantum groups. As is shown in [23], these different notions all agree with Fima’s
definition in the case of a discrete quantum group.
The main results in [13] are summarized in the following theorem.
Theorem 1.8 (Fima). If Gˆ is a discrete quantum group with property (T) then the following hold.
(i) The quantum group is automatically of Kac type; i.e. the Haar state h : C(G) → C is a
trace.
(ii) The discrete quantum group is finitely generated; i.e. the corepresentation category
Corep(G) of the compact dual is a finitely generated tensor category.
(iii) The quantum group allows Kazhdan pairs; i.e. for every finite subset E ⊆ Irred(G) gener-
ating the corepresentation category and containing the trivial corepresentation there exists
a δ > 0 such that whenever V is a unitary corepresentation of Gˆ having an (E, δ)-invariant
vector, then V has a non-trivial invariant vector.
Moreover, if Gˆ is an infinite, discrete quantum group such that L∞(G) is a factor then Gˆ has
property (T) iff L∞(G) is a type II1-factor with property (T) in the sense of Connes and Jones [9].
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constructed in [13, Example 3.1] by twisting the comultiplication on ŜLn(Z) by a 2-cocycle.
Using [23, Proposition 6.1] it is not difficult to see that one can also obtain examples, of an
admittedly somewhat trivial nature, by considering quantum groups of the form Ĝ × H where Gˆ
is a discrete (quantum) group with property (T) and H is any finite quantum group.
2. Property (T) from the dual point of view
In this section we reformulate property (T) for discrete quantum groups in terms of their
compact duals and use this description to give a spectral characterization of property (T). In the
compact setting it is natural to consider the following notions of invariance and almost invariance.
Definition 2.1. Let π : Pol(G) → B(H) be a ∗-representation. A vector ξ ∈ H is said to be
invariant if π(a)ξ = ε(a)ξ for all a ∈ Pol(G). If a non-zero invariant vector exists then π is
said to contain the counit. For a subset E ⊆ Irred(G) and δ > 0 a vector ξ ∈ H is said to be
(E, δ)-invariant if
∥∥π(uαij )ξ − ε(uαij )ξ∥∥< δ‖ξ‖,
for all α ∈ E and i, j ∈ {1, . . . , nα}. The ∗-representation π is said to have almost invariant
vectors if it allows a non-zero (E, δ)-invariant vector for every finite E ⊆ Irred(G) and every
δ > 0.
Remark 2.2. Since the set {uαij | α ∈ I, 1  i, j  nα} spans Pol(G) linearly it is not difficult
to see that a ∗-representation π : Pol(G) → B(H) has almost invariant vectors iff there exists a
sequence of unit vectors ξn ∈ H such that
lim
n→∞
∥∥π(a)ξn − ε(a)ξn∥∥= 0
for every a ∈ Pol(G).
The following proposition contains the translation of property (T) from the discrete to the
compact picture.
Proposition 2.3. Let Gˆ be a discrete quantum group and consider a unitary corepresentation
V ∈ ∞(Gˆ) ⊗¯ B(H) as well as the corresponding ∗-representation πV : Pol(G) → B(H). Let
furthermore E ⊆ Irred(G) and δ > 0 be given and define KE = max{nα | α ∈ E}. Then the
following hold.
(i) A vector ξ ∈ H is V -invariant if and only if it is πV -invariant.
(ii) If ξ ∈ H is (E, δ)-invariant for V then it is also (E, δ)-invariant for πV .
(iii) If ξ ∈ H is (E, δ)-invariant for πV then it is (E,KEδ)-invariant for V .
Thus, V has almost-invariant vectors if and only if πV has almost invariant vectors. In particular,
the discrete quantum group Gˆ has property (T) iff any ∗-representation π : Pol(G) → B(H) with
almost invariant vectors has a non-zero invariant vector.
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e′i : Hα → C given by e′i (x) = 〈x | ei〉. A vector ξ ∈ H is V -invariant exactly when V α(ej ⊗ξ) =
ej ⊗ ξ for any α ∈ I and j ∈ {1, . . . , nα}. This in turn holds iff
(
e′i ⊗ id
)
V α(ej ⊗ ξ) = e′i (ej )ξ for all α ∈ I and i, j ∈ {1, . . . , nα}.
Keeping in mind that ε(uαij ) = δij , the above equation translates into
πV
(
uαij
)
ξ = ε(uαij )ξ for all α ∈ I and i, j ∈ {1, . . . , nα},
which is equivalent to ξ being πV -invariant since the matrix coefficients constitute a linear basis
for Pol(G). This proves (i). To prove (ii), fix E ⊆ Irred(G) and δ > 0 and assume that ξ ∈ H is
an (E, δ)-invariant unit vector for V . Then for each α ∈ E and i, j ∈ {1, . . . , nα} we have
∥∥πV (uαij )ξ − ε(uαij )ξ∥∥= ∥∥(e′i ⊗ id)(V α(ej ⊗ ξ)− ej ⊗ ξ)∥∥ ∥∥V α(ej ⊗ ξ)− ej ⊗ ξ∥∥< δ,
as desired. To prove (iii), assume that ξ ∈ H is an (E, δ)-invariant unit vector for πV . For each
α ∈ E and j ∈ {1, . . . , nα} we then get
∥∥V α(ej ⊗ ξ)− ej ⊗ ξ∥∥2 =
nα∑
i=1
∥∥(e′i ⊗ id)(V α(ej ⊗ ξ)− ej ⊗ ξ)∥∥2
=
nα∑
i=1
∥∥πV (uαij )ξ − ε(uαij )ξ∥∥2 < nαδ2.
Hence for η =∑nαi=1 ηiei ∈ Hα we get by Hölder’s inequality
∥∥V α(η ⊗ ξ)− η ⊗ ξ∥∥
nα∑
i=1
|ηi |
∥∥V α(ei ⊗ ξ)− ei ⊗ ξ∥∥
< ‖η‖1√nαδ
 ‖η‖2nαδ,
which shows that ξ is (E,KEδ)-invariant for V . 
Similarly, the existence of Kazhdan pairs also translates to the dual picture.
Corollary 2.4. Let Gˆ have property (T) and let E ⊆ Irred(G) be a finite subset containing the
trivial corepresentation 1 which generates the corepresentation category of G. Then there exists
δ > 0 such that any ∗-representation π : Pol(G) → B(H) having an (E, δ)-invariant vector has
a non-zero invariant vector.
Proof. Let a ∗-representation π : Pol(G) → B(H) be given. Denote by V the corresponding
corepresentation of Gˆ on H and choose δ > 0 such that (E, δ) is a Kazhdan pair for Gˆ. If we
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sition 2.3(iii), ξ is an (E, δ)-invariant vector for V . Hence V allows a non-zero invariant vector
which is then also invariant for π by Proposition 2.3(i). 
Remark 2.5. In the sequel we will primarily work with the ∗-representations of Pol(G) instead
of the corepresentations of Gˆ and thus a Kazhdan pair for Gˆ is going to mean a pair as described
in Corollary 2.4.
Recall from Theorem 1.8 that a discrete property (T) quantum group is automatically finitely
generated. Consider now any finitely generated, discrete quantum group Gˆ and let E ⊆ Irred(G)
be a finite generating set for Corep(G) containing the trivial corepresentation. For each α ∈ E
and i, j ∈ {1, . . . , nα} define xαij = uαij − ε(uαij )1 and put XE =
∑
α∈E,i,j xα∗ij xαij . Property (T)
can then be read of the element XE by means of the following result.
Theorem 2.6. The discrete quantum group Gˆ has property (T) if and only if zero is not in the
spectrum of π(XE) for any ∗-representation π : Pol(G) → B(H) not containing the counit.
Proof. Assume that Gˆ has property (T) and let π : Pol(G) → B(H) be a ∗-representation such
that π(XE) is not bounded away from zero. Then there exists a sequence (ξk)k∈N in the unit ball
of H such that π(XE)ξk → 0. Hence
0 = lim
k
〈
π(XE)ξk
∣∣ ξk 〉
= lim
k→∞
∑
α∈E
nα∑
i,j=1
〈
π
(
xαij
)∗
π
(
xαij
)
ξk
∣∣ ξk 〉
= lim
k→∞
∑
α∈E
nα∑
i,j=1
∥∥π(uαij )ξk − ε(uαij )ξk∥∥2.
For a suitable δ > 0 the pair (E, δ) is a Kazhdan pair for Gˆ and therefore the above convergence
forces π to have a non-trivial invariant vector; hence π contains ε. Conversely, assume that Gˆ
does not have property (T). Then there exists a ∗-representation π : Pol(G) → B(H) with almost
invariant vectors, but without non-zero invariant vectors. In particular we may find a sequence of
unit vectors (ξk)k∈N in H such that
lim
k→∞
∑
α∈E
nα∑
i,j=1
∥∥π(uαij )ξk − ε(uαij )ξk∥∥2 = 0.
On the other hand we have
∑
α∈E
nα∑
i,j=1
∥∥π(uαij )ξk − ε(uαij )ξk∥∥2 = 〈π(XE)ξk ∣∣ ξk 〉= ∥∥π(XE) 12 ξk∥∥2,
and hence zero is in the spectrum of π(XE)
1
2
. Thus π is a ∗-representation not containing ε such
that π(XE)
1
2 , and hence also π(XE), is not invertible. 
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Kesten condition for coamenability [2], which states that G is coamenable iff zero is in the
spectrum of λ(XE). Theorem 2.6 is an extension of a result for groups due to de la Harpe,
Robertson and Valette [10].
As in the classical situation, we also get a version of property (T) with “continuity constants”.
Proposition 2.8. A discrete quantum group Gˆ has property (T) if and only if one of the following
two conditions holds.
(i) For every δ > 0 there exist E0 ⊆ Irred(G) and δ0 > 0 such that any ∗-representation
π : Pol(G) → B(H) with an (E0, δ0δ)-invariant vector ξ ∈ H has an invariant vector η ∈ H
such that ‖ξ − η‖ < δ‖ξ‖.
(ii) For every δ > 0 there exist E0 ⊆ Irred(G) and δ0 > 0 such that any ∗-representation
π : Pol(G) → B(H) with an (E0, δ0)-invariant unit vector ξ ∈ H has an invariant vector
η ∈ H such that ‖ξ − η‖ < δ.
The proof of the proposition is basically identical to the corresponding proof in the group case
[6, Proposition 1.1.19], but we include the short argument for the sake of completeness.
Proof. Assume that Gˆ has property (T) and let δ > 0 be given. Choose a Kazhdan pair (E0, δ0)
for Gˆ and consider a ∗-representation π : Pol(G) → B(H). Denote by P ∈ B(H) the projection
onto the closed subspace of invariant vectors. Assume furthermore that ξ is an (E0, δ0δ)-invariant
vector and decompose ξ as ξ = ξ ′ + ξ ′′ with ξ ′ = Pξ and ξ ′′ = (1 − P)ξ . Since P(H)⊥ does
not have non-zero invariant vectors and (E0, δ0) is a Kazhdan pair there must exist β ∈ E0 and
k, l ∈ {1, . . . , nβ} such that
∥∥π(uβkl)ξ ′′ − ε(uβkl)ξ ′′∥∥ δ0∥∥ξ ′′∥∥.
Using that ξ is (E0, δ0δ)-invariant we get
δ0δ‖ξ‖ >
∥∥π(uβkl)ξ − ε(uβkl)ξ∥∥= ∥∥π(uβkl)ξ ′′ − ε(uβkl)ξ ′′∥∥ δ0∥∥ξ ′′∥∥,
and hence that δ‖ξ‖ > ‖ξ ′′‖. Putting η = ξ ′ we get
‖ξ − η‖ = ∥∥ξ − ξ ′∥∥= ∥∥ξ ′′∥∥< δ‖ξ‖
and (i) follows. To prove (ii), let δ > 0 be given and assume without loss of generality that δ  1.
Choose a Kazhdan pair (E0, δ′0) for Gˆ and put δ0 = δ′0δ. Then (E0, δ0) is also a Kazhdan pair
and from the proof of (i) we have that the pair (E0, δ0) satisfies the claim. That (i) and (ii) both
imply property (T) is clear. 
3. Property (T) in terms of states on the universal C∗-algebra
As already mentioned in the introduction, a discrete group Γ has property (T) exactly when
every sequence of normalized, positive definite functions on Γ converging pointwise to 1 actually
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positive definite if
n∑
i,j=1
α¯iαjϕ
(
γ−1i γj
)
 0 for all n ∈ N, γ1, . . . , γn ∈ Γ and α1, . . . , αn ∈ C.
Hence, there is a one-to-one correspondence between normalized, positive definite functions on
Γ and states on the universal group C∗-algebra C∗u (Γ ). Having this correspondence in mind, the
following theorem generalizes the classical result.
Theorem 3.1. A discrete quantum group Gˆ has property (T) if and only if any net of states on
C(Gu) converging pointwise to the counit ε converges in the uniform norm.
Here the uniform norm is the norm on the state space of C(Gu) given by
‖ϕ‖ = sup{∣∣ϕ(a)∣∣ ∣∣ ‖a‖u  1},
and convergence in this norm will be referred to as uniform convergence. The fact that prop-
erty (T) implies the convergence property was proved independently by Fima (private communi-
cation) in the dual picture. For the proof of Theorem 3.1 we need the following lemma.
Lemma 3.2. Let Gˆ be a discrete quantum group and let δ > 0 and a ∗-representation
π : C(Gu) → B(H) be given. If ξ ∈ H is a unit vector such that ‖π(v)ξ − ε(v)ξ‖  δ for
every unitary v ∈ C(Gu) then there exists an invariant vector η ∈ H such that ‖ξ − η‖ δ.
The proof of Lemma 3.2 is inspired by the corresponding proof for (pairs of) groups [16]. For
the proof, and throughout the rest of the paper, we denote the unitary group of C(Gu) by U .
Proof of Lemma 3.2. Denote by C the closed, convex hull of the set
Ω = {π(v)ε(v∗)ξ ∣∣ v ∈ U}.
For any element η =∑nk=1 tkπ(vk)ε(v∗k )ξ in the convex hull of Ω we have
‖ξ − η‖ =
∥∥∥∥∥
n∑
k=1
tk
(
π(vk)ε
(
v∗k
)
ξ − ξ)
∥∥∥∥∥

n∑
k=1
tk
∥∥π(vk)ε(v∗k )ξ − ξ∥∥
=
n∑
k=1
tk
∥∥π(vk)ξ − ε(vk)ξ∥∥ δ,
and hence ‖ξ − η‖  δ for any η ∈ C. Now let η ∈ C be the unique element of minimal norm
[17, Proposition 2.2.1]. For every v ∈ U we have
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= π(v){π(v∗u)ε(u∗v)ξ ∣∣ u ∈ U}
= ε(v)Ω,
and hence π(v)C = ε(v)C. Since π(v)η is the element of minimal norm in π(v)C and ε(v)η
is the ditto element in ε(v)C we conclude that π(v)η = ε(v)η for every v ∈ U . But since the
elements in U span C(Gu) linearly the vector η is invariant. 
Proof of Theorem 3.1. Assume first that Gˆ has property (T) and consider any net (ϕλ)λ∈Λ of
states on C(Gu) converging pointwise to ε. Denote by (Hλ,πλ, ξλ) the GNS-triple associated
with ϕλ. A straightforward calculation reveals that
∣∣ϕλ(a)− ε(a)∣∣2 = ∥∥πλ(a)ξλ − ε(a)ξλ∥∥2 − (ϕλ(a∗a)− ϕλ(a∗)ϕλ(a)) (1)
for any a ∈ C(Gu). Note also that the Cauchy–Schwarz inequality implies that 0  ϕλ(a∗a) −
ϕλ(a
∗)ϕλ(a) and that this quantity converges to zero. Hence limλ ‖πλ(a)ξλ − ε(a)ξλ‖ = 0 for
every a ∈ C(Gu). Let δ > 0 be given. Since Gˆ has property (T), Proposition 2.8 allows us to find
a Kazhdan pair (E0, δ0) such that any ∗-representation with an (E0, δ0)-invariant unit vector ξ
has an invariant vector η such that ‖ξ − η‖ δ2 . We now claim that the ∗-representation
π :=
⊕
λ∈Λ
πλ : Pol(G) → B
(⊕
λ∈Λ
Hλ
)
is of this type. To see this, denote by ξ˜λ the image of ξλ under the natural embedding of Hλ into
H :=⊕μ∈Λ Hμ and note that
∥∥π(a)ξ˜λ − ε(a)ξ˜λ∥∥= ∥∥πλ(a)ξλ − ε(a)ξλ∥∥−→
λ
0
for any a ∈ C(Gu). In particular we get a λ0 ∈ Λ such that
∀λ λ0, ∀α ∈ E0, ∀i, j ∈ {1, . . . , nα}:
∥∥π(uαij )ξ˜λ − ε(uαij )ξ˜λ∥∥< δ0,
and we may therefore find, for each λ λ0, an invariant vector ηλ ∈ H such that ‖ξ˜λ − ηλ‖ δ2 .
Eq. (1) now gives
∣∣ϕλ(a)− ε(a)∣∣ ∥∥πλ(a)ξλ − ε(a)ξλ∥∥
= ∥∥π(a)ξ˜λ − ε(a)ξ˜λ∥∥
= ∥∥π(a)(ξ˜λ − ηλ)+ ε(a)(ηλ − ξ˜λ)∥∥

∥∥π(a)∥∥‖ξ˜λ − ηλ‖ + ∣∣ε(a)∣∣‖ξ˜λ − ηλ‖2
 δ‖a‖u
for every λ λ0. Hence (ϕλ)λ∈Λ converges uniformly to ε as desired.
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subsets En ⊆ Irred(G) with union Irred(G). This is possible since C(G) is assumed separable
so that Irred(G) is a countable set. By Proposition 2.8 we can find δ0 > 0 such that for any
n ∈ N there exists a Hilbert space Hn and a ∗-representation πn : Pol(G) → B(Hn) which has
an (En,
1
n
)-invariant unit vector ξn, but such that any invariant vector is at least δ0 away from ξn.
Define ϕn : C(Gu) → C by ϕn(a) = 〈πn(a)ξn | ξn〉. Just as above, we get that each ϕn satisfies
Eq. (1) and by construction of the En’s it follows that limn ‖πn(a)ξn − ε(a)ξn‖ = 0 for any
a ∈ Pol(G). Hence (ϕn)n∈N converges pointwise to ε on Pol(G) and a standard approximation
argument shows that the pointwise convergence then holds on all of C(Gu). Since there are no
non-zero invariant vectors within distance δ02 from ξn, Lemma 3.2 provides us with a vn ∈ U such
that
∥∥π(vn)ξn − ε(vn)ξn∥∥> δ02 .
Using again Eq. (1) we see that
∣∣ϕn(vn)− ε(vn)∣∣2 + (1 − ∣∣ϕn(vn)∣∣2) δ
2
0
4
,
proving that the convergence cannot be uniform. 
The proof of Theorem 3.1 shows that we can get a bit closer to the classical formulation in
that we can replace nets with sequences.
Corollary 3.3. The discrete quantum group Gˆ has property (T) iff any sequence of states on
C(Gu) converging pointwise to the counit converges in the uniform norm.
Proof. If Gˆ has property (T) the desired conclusion follows from Theorem 3.1. If, on the other
hand, Gˆ does not have property (T) the proof of Theorem 3.1 shows how to construct a sequence
of states converging pointwise, but not uniformly, to the counit. 
4. Cocycles and conditionally negative functions
The Delorme–Guichardet theorem for groups, stated in the introduction, expresses prop-
erty (T) in terms of vanishing of the first cohomology of the group in question. In order to prove
a quantum group version of this result we first introduce the relevant notion of cohomology.
Definition 4.1. Let Gˆ be a discrete quantum group and let π : Pol(G) → B(H) be a ∗-
representation. A 1-cocycle for the ∗-representation π is a linear map c : Pol(G) → H satisfying
c(ab) = π(a)c(b)+ c(a)ε(b),
for all a, b ∈ Pol(G). A 1-cocycle c is called inner if there exists ξ ∈ H such that c(a) =
π(a)ξ − ξε(a) for all a ∈ Pol(G). The set of cocycles Z1(Pol(G),H) is naturally a complex
vector space in which the set of inner cocycles B1(Pol(G),H) constitutes a subspace, and the
first cohomology H 1(Pol(G),H) with coefficients in H is then defined as the space of cocycles
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〈
c
(
S
(
y∗
)) ∣∣ c((Sx)∗)〉= 〈c(x) ∣∣ c(y)〉 for all x, y ∈ Pol(G).
Remark 4.2. Note that a cocycle c : Pol(G) → H is nothing but a derivation into H where H
is considered as a Pol(G)-bimodule with left action given by π and right action given by the
counit ε. This is the reason why we from time to time, a bit unconventionally, write the scalar
action via ε on the right. Using the standard description of the first Hochschild cohomology in
terms of derivations [24], we see that H 1(Pol(G),H) is exactly the first Hochschild cohomology
of Pol(G) with coefficients in the bimodule πHε . Throughout the paper, we shall only make use
of the first Hochschild cohomology group and in the sequel the term cocycle will therefore be
used to mean 1-cocycle.
The following lemma gives an alternative description of the space of inner cocycles and is a
modified version of a result in [26].
Lemma 4.3. If π : Pol(G) → B(H) is a ∗-representation and c : Pol(G) → H is a cocycle then
c is inner if and only if it is bounded with respect to the norm ‖ · ‖u on C(Gu).
Proof. First note that both π and ε extend to C(Gu) by definition of the universal norm. It is
clear that an inner cocycle is bounded so assume, conversely, that c extends to C(Gu). We denote
the extensions of π , ε and c by the same symbols and define
X = {c(u)ε(u∗) ∣∣ u ∈ U},
where U as before denotes the unitary group of C(Gu). Since X is a bounded set in the Hilbert
space H there is a unique Chebyshev center [6, Lemma 2.2.7]; i.e. there exists a unique ξ0 ∈ H
minimizing the function
H  ξ → sup{‖x − ξ‖ ∣∣ x ∈ X} ∈ R.
Consider now the affine isometric action of U on H given by α(v)(ξ) = π(v)ξ + c(v). Then
for any v ∈ U we have that α(v)ξ0 is the Chebyshev center for α(v)X and that ξ0ε(v) is the
Chebyshev center for Xε(v). On the other hand
α(v)X = α(v){c(u)ε(u∗) ∣∣ u ∈ U}
= α(v){c(v∗u)ε(u∗v) ∣∣ u ∈ U}
= {π(v)c(v∗u)ε(u∗v)+ c(v) ∣∣ u ∈ U}
= {π(v)(π(v∗)c(u)+ c(v∗)ε(u))ε(u∗v)+ c(v) ∣∣ u ∈ U}
= {c(u)ε(u∗)ε(v)+ π(v)c(v∗)ε(v)+ c(v) ∣∣ u ∈ U}
= {c(u)ε(u∗)ε(v)− c(v)ε(v∗)ε(v)+ c(v) ∣∣ u ∈ U}
= {c(u)ε(u∗)ε(v) ∣∣ u ∈ U}
= Xε(v),
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and since the elements in U span C(Gu) linearly we conclude that c is inner. 
The notion of 1-cocycles on a discrete group Γ is intimately linked (see e.g. Section 2.10
in [6]) to the notion of conditionally negative definite functions. Recall, that a function
ψ : Γ → R is called conditionally negative definite if ψ(γ ) = ψ(γ−1) for every γ ∈ Γ and
if ψ , for any finite subset {γ1, . . . , γn} ⊆ Γ , furthermore satisfies
n∑
i,j=1
αiαjψ
(
γ−1i γj
)
 0 for all α1, . . . , αn ∈ R with
n∑
i=1
αi = 0.
The function ψ is said to be normalized if ψ(e) = 0. Generalizing this to quantum groups we
arrive at the following definition.
Definition 4.4. A functional ψ : Pol(G) → C is said to be conditionally negative if ψ(x∗x) 0
for all x ∈ ker(ε). Moreover, ψ is called normalized if ψ(1) = 0 and hermitian if ψ(x∗) = ψ(x)
for all x ∈ Pol(G).
The conditionally negative, normalized and hermitian functionals are also called infinitesimal
generators because of the following version of Schönberg’s theorem.
Theorem 4.5. (See Schürmann [31].) A functional ψ : Pol(G) → C is conditionally negative,
normalized and hermitian if and only if ϕt = exp(−tψ) : Pol(G) → C is a positive and unital
functional for every t  0.
Here positivity of the map ϕt simply means that ϕt (x∗x) 0 for every x ∈ Pol(G). Note that
[4, Theorem 3.3] states that such functionals automatically extend to states on C(Gu). Perhaps
the definition of the ϕt ’s requires a bit of explanation. For two functionals μ,ω : Pol(G) → C
their convolution product ω  μ is defined as (ω ⊗ μ). For a single functional ψ , the co-
semisimplicity of Pol(G) makes the series
∞∑
k=0
(−t)k
k! ψ
k(x)
convergent for each x ∈ Pol(G) and its sum is denoted exp(−tψ)(x). For an infinitesimal gen-
erator ψ , the family ϕt defined above is actually a 1-parameter convolution semigroup of states
on C(Gu) converging pointwise to the counit; i.e. for all s, t  0 we have ϕt  ϕs = ϕt+s , ϕ0 = ε
and for every x ∈ Pol(G) we have ε(x) = limt→0 ϕt (x). Such 1-parameter semigroups of states
on C∗-bialgebras have been studied by Lindsay and Skalski in [32] where it is also proved that if
lim
t→0‖ϕt − ε‖ = 0,
i.e. if the convergence is uniform, then the infinitesimal generator ψ is bounded with respect to
the norm ‖ · ‖u.
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ψ : Γ → C by setting ψ(γ ) = ‖c(γ )‖2; for quantum groups we have the following analogous
result.
Theorem 4.6 (Vergnioux). Let π : Pol(G) → B(H) be a ∗-representation and c : Pol(G) → H a
cocycle. Then ψ : Pol(G) → C defined by
ψ(x) = 〈c(x(1)) ∣∣ c(S(x∗(2)))〉
is linear and satisfies
ψ
(
x∗y
)= −〈c((Sx)∗) ∣∣ c(S(y∗))〉− 〈c(y) ∣∣ c(x)〉 for all x, y ∈ ker(ε). (2)
If furthermore c is a real cocycle then ψ is an infinitesimal generator; i.e. ψ is conditionally
negative, normalized and hermitian.
In the definition of the functional ψ we made use of the so-called Sweedler notation, writing
x(1) ⊗ x(2) for x. We shall use this notation without further elaboration in the following and re-
fer the reader to [19] for a detailed treatment. Theorem 4.6 is due to R. Vergnioux and the author
would like to express his gratitude to Vergnioux for communicating it and for allowing its ap-
pearance in the present paper. Since the result is not published elsewhere we include Vergnioux’s
proof, but before doing so a bit of notation is needed.
Notation 4.7. The dual of the Hilbert space H is denoted H op and the inner product in H will
be considered both as a sesquilinear form 〈· | ·〉 : H × H → C and as a linear map 〈· | ·〉 : H 
H op → C. For ξ ∈ H we denote by ξop ∈ H op the dual element 〈· | ξ 〉 and for T ∈ B(H) we
denote by T op ∈ B(H op) the operator T opξop = (T ξ)op. The symbol m will denote both the
multiplication map Pol(G)  Pol(G) → Pol(G) as well as the action π(Pol(G))  H → H .
The antipode in Pol(G) is denoted by S and as usual we denote the counit by ε. Recall that in
the general (i.e. non-Kac) case S2 = id, but the relation S(S(x∗)∗) = x always holds. We will
often consider the ∗-operation as a self-map of Pol(G) and may therefore write ∗(a) instead
of a∗; the above relation involving the antipode may then be written as S ∗ S ∗ = id. Likewise,
we will consider ξ → ξop as a map op : H → H op and write op(ξ) instead of ξop whenever
convenient. By σ we will denote the flip-map on Pol(G)  Pol(G) as well as the flip-map on
H H . Similarly, σ(13) will denote the map on a three-fold tensor product which flips the first and
the third leg and leaves the middle leg untouched. Throughout this section, we will furthermore
make use of the abundance of relations valid in a Hopf ∗-algebra without further reference. These
may be found in any standard book on Hopf ∗-algebras; for instance [19].
For the proof of Theorem 4.6 we will need a small lemma concerning the interplay between
the cocycle and the antipode.
Lemma 4.8 (Vergnioux). For x ∈ Pol(G) with ε(x) = 0 we have
c(Sx) = −π(Sx(1))c(x(2)); (3)
c(x) = −π(x(1))c(Sx(2)); (4)
c
(
(Sx)∗
)= −π((Sx(2))∗)c(x∗ ). (5)(1)
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0 = c(m(S ⊗ id)x)
= c((Sx(1))x(2))
= π(Sx(1))c(x(2))+ c(Sx(1))ε(x(2))
= π(Sx(1))c(x(2))+ c
(
S
(
(id ⊗ ε)x))
= π(Sx(1))c(x(2))+ c(Sx),
proving Eq. (3). In the same manner, Eq. (4) follows from the formula m(id ⊗ S)x = ε(x)1.
Eq. (5) follows from (4) and the formula S = (S ⊗ S)σ:
c
(
(Sx)∗
)= −π(((Sx)∗)
(1)
)
c
(
S
((
(Sx)∗
)
(2)
))
= π((Sx(2))∗)c(S((Sx(1))∗))
= π((Sx(2))∗)c(x∗(1)).
This concludes the proof of the lemma. 
Proof of Theorem 4.6. The functional may be written as ψ = 〈· | ·〉 c⊗ (op c S ∗) which shows
that ψ is well defined and linear. We first prove that ψ satisfies Eq. (2). Using the cocycle condi-
tion we get
ψ
(
x∗y
)= 〈· | ·〉c ⊗ (op c S ∗)(x∗y)
= 〈c(x∗(1)y(1)) ∣∣ c((Sx(2))S(y∗(2)))〉
= 〈π(x∗(1))c(y(1)) ∣∣ π(Sx(2))c(S(y∗(2)))〉+ 〈π(x∗(1))c(y(1)) ∣∣ c(Sx(2))ε(S(y∗(2)))〉
+ 〈c(x∗(1))ε(y(1)) ∣∣ π(Sx(2))c(S(y∗(2)))〉+ 〈c(x∗(1))ε(y(1)) ∣∣ c(Sx(2))ε(S(y∗(2)))〉.
We now treat the four terms one by one. Since ε(x) = 0, the first term vanishes:
〈
π
(
x∗(1)
)
c(y(1))
∣∣ π(Sx(2))c(S(y∗(2)))〉= 〈c(y(1)) ∣∣ π(m(id ⊗ S)x)c(S(y∗(2)))〉
= 〈c(y(1)) ∣∣ π(ε(x)1)c(S(y∗(2)))〉
= 0.
Using the formula (3) and the fact that εS = ε, the second term becomes
〈
π
(
x∗(1)
)
c(y(1))
∣∣ c(Sx(2))ε(S(y∗(2)))〉= 〈ε(y(2))c(y(1)) ∣∣ π(x(1))c(Sx(2))〉
= −〈c((id ⊗ ε)y) ∣∣ c(x)〉
= −〈c(y) ∣∣ c(x)〉.
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〈
c
(
x∗(1)
)
ε(y(1))
∣∣ π(Sx(2))c(S(y∗(2)))〉= 〈π((Sx(2))∗)c(x∗(1)) ∣∣ ε(y∗(1))c(S(y∗(2)))〉
= −〈c((Sx)∗) ∣∣ c(S((ε ⊗ id)(y∗)))〉
= −〈c((Sx)∗) ∣∣ c(S(y∗))〉.
We are therefore done if we can show that the fourth term vanishes. This follows from the as-
sumption ε(y) = 0 and the following calculation:
〈
c
(
x∗(1)
)
ε(y(1))
∣∣ c(Sx(2))ε(S(y∗(2)))〉= ε(y(1))ε(y(2))〈c(x∗(1)) ∣∣ c(Sx(2))〉
= ε((id ⊗ ε)y)〈c(x∗(1)) ∣∣ c(Sx(2))〉
= 0.
Hence ψ satisfies (2). Assume now that c is a real cocycle. Eq. (2) then gives that ψ(x∗x) =
−2‖c(x)‖2 whenever x ∈ ker(ε) which shows that ψ is conditionally negative. Since c(1) = 0 it
is clear that ψ is normalized. That ψ is hermitian is seen by the following calculation:
ψ
(
x∗
)= 〈· | ·〉(c ⊗ (op c S ∗))x∗(1) ⊗ x∗(2)
= 〈c(x∗(1)) ∣∣ c(Sx(2))〉
= 〈c(Sx(2)) ∣∣ c(x∗(1))〉
= −〈π(S(x(2)(1)))c(x(2)(2)) ∣∣ c(x∗(1))〉 (by (3))
= −〈c(x(2)(2)) ∣∣ π(S(x(2)(1))∗)c(x∗(1))〉
= −〈· | ·〉c(x(2)(2))⊗ π
(
(Sx(2)(1))
∗)opc(x∗(1))op
= −〈· | ·〉c ⊗ [m((opπ ∗ S)⊗ (op c ∗))](x(2)(2) ⊗ x(2)(1) ⊗ x(1))
= −〈· | ·〉c ⊗ [m((opπ ∗ S)⊗ (op c ∗))]σ(13)(x(1) ⊗ x(2)(1) ⊗ x(2)(2))
= −〈· | ·〉c ⊗ [m((opπ ∗ S)⊗ (op c ∗))]σ(13)(x(1)(1) ⊗ x(1)(2) ⊗ x(2))
= −〈c(x(2)) ∣∣ π((S(x(1)(2)))∗)c(x(1)∗(1))〉
= 〈c(x(2)) ∣∣ c((Sx(1))∗)〉 (by (5))
= 〈c(S(S(x∗(2))∗)) ∣∣ c((Sx(1))∗)〉
= 〈c(x(1)) ∣∣ c(S(x∗(2)))〉 (c real)
= ψ(x).
This concludes the proof of Theorem 4.6. 
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In this section we prove our main result which characterizes property (T) of a discrete quantum
group in terms of its first cohomology groups.
Theorem 5.1. For a discrete quantum group Gˆ the following are equivalent.
(i) Gˆ has property (T).
(ii) Gˆ is Kac and every normalized, hermitian, conditionally negative functional ψ : Pol(G) →
C is bounded with respect to ‖ · ‖u.
(iii) For every ∗-representation π : Pol(G) → B(H) the first cohomology group H 1(Pol(G),H)
vanishes.
Before giving the proof we introduce a topology on the space of 1-cocycles. Let π : Pol(G) →
B(H) be a ∗-representation and define, for each finite subset E ⊆ Irred(G), a seminorm on
Z1(Pol(G),H) by
‖c‖E = sup
{∥∥c(uαij )∥∥ ∣∣ α ∈ E, 1 i, j  nα}.
Since the matrix coefficients span Pol(G) linearly, it is a routine to check that Z1(Pol(G),H)
becomes a Fréchet space when endowed with the topology arising from this family of seminorms.
This topology captures the existence of almost invariant vectors for π by means of the following
lemma, which generalizes a result of Guichardet [15, Théorème 1].
Lemma 5.2. Assume that π does not have non-zero invariant vectors. Then B1(Pol(G),H) is
closed in Z1(Pol(G),H) if and only if π does not have almost invariant vectors.
Proof. Consider the map Φ : H → B1(Pol(G),H) mapping a vector ξ to the corresponding
inner cocycle. Then Φ is linear, continuous and surjective and since π is assumed to have no
non-zero fixed vectors it follows that Φ is also injective. Assume first that π does not have
almost invariant vectors either. Then there exist E0 ⊆ Irred(G) and δ0 > 0 such that
∥∥Φ(ξ)∥∥
E0
= sup{∥∥π(uαij )ξ − ε(uαij )ξ∥∥ ∣∣ α ∈ E0, 1 i, j  nα} δ0‖ξ‖ (6)
for all ξ ∈ H . Let c be in the closure of B1(Pol(G),H) and choose a sequence (ξn)n∈N such
that Φ(ξn) converges to c in the Fréchet topology. Then, in particular, (Φ(ξn))n∈N is a Cauchy
sequence with respect to the seminorm ‖ · ‖E0 and by (6) this implies that (ξn)n∈N is a Cauchy
sequence in H ; hence it has a limit point ξ ∈ H . By continuity of Φ we conclude that c = Φ(ξ)
and therefore c is inner and B1(Pol(G),H) closed. Conversely, assume that B1(Pol(G),H) is
closed and therefore a sub-Fréchet space in Z1(Pol(G),H). Then the open mapping theorem
[29, Corollaries 2.12] implies that Φ : H → B1(Pol(G),H) is bi-continuous and thus bounded
away from zero in at least one of the seminorms; say ‖ · ‖E0 . Hence there exists a δ0 > 0 such
that
sup
{∥∥π(uαij )ξ − ε(uαij )ξ∥∥ ∣∣ α ∈ E0, 1 i, j  nα}= ∥∥Φ(ξ)∥∥E0  δ0‖ξ‖
for all ξ ∈ H , and therefore π cannot have almost invariant vectors. 
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Proof of Theorem 5.1. We first prove (i) ⇒ (ii). Assume therefore that Gˆ has property (T) and
let ψ : Pol(G) → C be normalized, conditionally negative and hermitian. By exponentiation (see
Section 4) we get a 1-parameter family of states on C(Gu) converging pointwise to the counit,
and by Theorem 3.1 the convergence has to be uniform. Applying [32, Proposition 2.3], this
implies that the infinitesimal generator ψ is bounded. That Gˆ is Kac follows from Theorem 1.8.
Next we prove (ii) ⇒ (iii). Assume therefore that Gˆ is Kac and that every infinitesimal gener-
ator is bounded, and let furthermore a ∗-representation π : Pol(G) → B(H) as well as a cocycle
c : Pol(G) → H be given. By Lemma 4.3 it suffices to show that c is bounded with respect to
the norm ‖ · ‖u. Since Gˆ is assumed Kac the antipode S : Pol(G) → Pol(G) is ∗-preserving. The
∗-representation π therefore gives rise to a dual ∗-representation πop : Pol(G) → B(H op) on the
dual Hilbert space H op given by πop(a)ξop = (π(Sa∗)ξ)op and the map cop : Pol(G) → H op
given by cop(a) = (c(Sa∗))op is a cocycle for this representation. Moreover, it is easy to check
that
Pol(G)  a → (c(a), cop(a)) ∈ H ⊕H op
is a real (π ⊕ πop)-cocycle which is bounded if and only if c is bounded. It therefore suffices to
treat the case where the cocycle c is real. In this case, Theorem 4.6 provides us with a condition-
ally negative functional ψ : Pol(G) → C such that ψ(x∗x) = −2‖c(x)‖2 for all x ∈ ker(ε). By
assumption the functional ψ is bounded with respect to ‖ · ‖u so for x ∈ ker(ε) we get
‖x‖2u‖ψ‖
∣∣ψ(x∗x)∣∣= 2∥∥c(x)∥∥2,
and hence the restriction c0 of c to ker(ε) extends boundedly to a map c˜0 on the closure
J of ker(ε) inside C(Gu). The ideal J is exactly the kernel of the extension of the counit
ε : C(Gu) → C and therefore the map
C(Gu)  a → c˜0
(
a − ε(a)1) ∈ H
is bounded and extends c.
To prove (iii) ⇒ (i), assume that all the first cohomology groups vanish and let π : Pol(G) →
B(H) be a representation without non-zero invariant vectors. By assumption H 1(Pol(G),H)
vanishes so in particular B1(Pol(G),H) is closed in the Fréchet topology on Z1(Pol(G),H),
and by Lemma 5.2 this implies that π does not have almost invariant vectors; thus Gˆ has prop-
erty (T). 
6. An application to L2-invariants
In this section we prove that the first L2-Betti number of a discrete quantum group with
property (T) vanishes. The corresponding statement for groups was known to Gromov [14], but
the first detailed proof was given by Bekka and Valette in [7]. The modern homological algebraic
approach to L2-invariants developed by Lück [25] (see also [34,36,35,30,12]) provides a different
proof of this result; it can, for instance, easily be deduced from [36, Theorem 2.2]. In this section
we show how this argument can be adapted to the quantum group context. Before doing so, we
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and quantum groups.
For a discrete group Γ , its L2-Betti numbers can be described/defined in purely algebraic
terms [25] as β(2)p (Γ ) = dimL (Γ ) TorCΓp (L (Γ ),C) where dimL (Γ )(−) is Lück’s extended
Murray–von Neumann dimension. For a discrete quantum group Gˆ of Kac type it is therefore
natural to define its L2-Betti numbers as
β(2)p (Gˆ) = dimL∞(G) TorPol(G)p
(
L∞(G),C
)
,
where dimL∞(G)(−) is the Murray–von Neumann dimension arising from the tracial Haar state.
These L2-Betti numbers have been studied in [8,38,22,21],1 and the aim of the present section is
to prove the following.
Corollary 6.1. If Gˆ has property (T) then β(2)1 (Gˆ) = 0.
Note that if Gˆ has property (T) then G is automatically of Kac type, and its Haar state
h : L∞(G) → C is therefore a trace, so that the first L2-Betti number is defined. As mentioned
above, the proof of Corollary 6.1 follows the lines of the corresponding proof in [36]. During
the proof we will have to consider dimensions of both right and left modules for L∞(G), and
to avoid confusion we will let dimL∞(G)(X) denote the dimension of a left module X whereas
dimL∞(G)op(Y ) will denote the dimension of a right module Y .
Proof of Corollary 6.1. Denote by M(G) the ∗-algebra of closed, densely defined (potentially
unbounded) operators affiliated with L∞(G). This is a self-injective and von Neumann regular
ring and tensoring L∞(G)-modules with M(G) is a flat and dimension preserving functor [28].
Therefore
β
(2)
1 (Gˆ) = dimL∞(G) M(G) L∞(G) TorPol(G)1
(
L∞(G),C
)
= dimL∞(G) TorPol(G)1
(
M(G),C
)
.
By [34, Corollary 3.4] we have
dimL∞(G) TorPol(G)1
(
M(G),C
)= dimL∞(G)op HomM(G)(TorPol(G)1 (M(G),C),M(G)),
and using the self-injectiveness of M(G) (see e.g. [34, Theorem 3.5] and its proof) we get an
isomorphism of right M(G)-modules
HomM(G)
(
TorPol(G)1
(
M(G),C
)
,M(G)
) Ext1Pol(G)(C,M(G)).
By considering the bar-resolution of the trivial Pol(G)-module C, one sees that Ext1Pol(G)(C,
M(G)) may also be computed as the first Hochschild cohomology H 1(Pol(G),M(G)) where
1 Notice that β(2)p (Gˆ) is denoted β
(2)
p (G) in [22] and [21].
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arrive at the formula
β
(2)
1 (Gˆ) = dimL∞(G)op H 1
(
Pol(G),M(G)
)
.
Since Gˆ has property (T), Theorem 5.1 implies that H 1(Pol(G),L2(G)) vanishes and we are
therefore done if we can prove that
dimL∞(G)op H 1
(
Pol(G),L2(G)
)= dimL∞(G)op H 1(Pol(G),M(G)).
To see this we consider the following diagram of right L∞(G)-modules:
0 B1(Pol(G),L∞(G)) Z1(Pol(G),L∞(G)) H 1(Pol(G),L∞(G)) 0
0 B1(Pol(G),L2(G)) Z1(Pol(G),L2(G)) H 1(Pol(G),L2(G)) 0
0 B1(Pol(G),M(G)) Z1(Pol(G),M(G)) H 1(Pol(G),M(G)) 0.
The rows in this diagram are exact by definition and the two first columns clearly consist of
inclusions. We now prove that
dimL∞(G)op B1
(
Pol(G),L∞(G)
)= dimL∞(G)op B1(Pol(G),M(G)); (7)
dimL∞(G)op Z1
(
Pol(G),L∞(G)
)= dimL∞(G)op Z1(Pol(G),M(G)), (8)
and the result then follows from additivity [25, Theorem 6.7] of the dimension function
dimL∞(G)op(−). To prove the equality (7), notice that the first column identifies with the in-
clusions L∞(G) ⊆ L2(G) ⊆ M(G) so it suffices to see that
dimL∞(G)op
(
M(G)/L∞(G)
)= 0.
By [30, Theorem 2.4], it is enough to see that for every ξ ∈ M(G) and every δ > 0 there exists a
projection p ∈ L∞(G) such that h(p) 1 − δ and ξp ∈ L∞(G). But this follows from the fact
all the spectral projections of the absolute value of ξ are in L∞(G). To prove the equality (8),
consider a cocycle c : Pol(G) → M(G) and a δ > 0. Again by [30, Theorem 2.4], we have to
find a projection p ∈ L∞(G) such that h(p) 1 − δ and c(−)p ∈ Z1(Pol(G),L∞(G)). For this,
consider the set of matrix coefficients
{
uαij
∣∣ α ∈ I, 1 i, j  nα}.
Since C(G) is assumed separable, this set is at most countable so we may choose a sequence of
numbers δαij > 0 such that
∑ nα∑
δαij  δ.α∈I i,j=1
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α
ij ) ∈ M(G) and hence we can find a projection pαij ∈ L∞(G) such that
c(uαij )p
α
ij ∈ L∞(G) and such that h(pαij ) 1− δαij . Let p be the infimum of all these projections.
We then have
h(1 − p) = h
(
1 −
∧
α,i,j
pαij
)
= h
( ∨
α,i,j
1 − pαij
)

∑
α,i,j
h
(
1 − pαij
)
 δ.
Since the set {uαij | α ∈ I, 1  i, j  nα} spans Pol(G) linearly we also have that c(−)p is a
cocycle with values in L∞(G) and the proof is complete. 
Turning things around, vanishing of the first L2-Betti number may be turned into an honest
vanishing of cohomology result.
Corollary 6.2. If Gˆ is non-amenable and of Kac type with β(2)1 (Gˆ) = 0 then H 1(Pol(G),L2(G))
vanishes.
Recall that a discrete quantum group Gˆ is said to be amenable if the counit ε : Pol(G) → C
extends to a bounded character on C(Gr). A detailed study of this notion may be found in [4]
and [37]. Note also that the results in [38] show that Corollary 6.2 applies to the duals of the free
orthogonal quantum groups O+n for n 3. The proof of Corollary 6.2 is again a modification of
the corresponding proof in [36].
Proof. Since β(2)1 (Gˆ) = 0 we have2 that
dimL∞(G) TorPol(G)1
(
M(G),C
)= 0,
and by [34, Corollary 3.3] this implies vanishing of the dual M(G)-module
HomM(G)
(
TorPol(G)1
(
M(G),C
)
,M(G)
)
.
As in the proof of Corollary 6.1 we have an isomorphism of right M(G)-modules
HomM(G)
(
TorPol(G)1
(
M(G),C
)
,M(G)
) H 1(Pol(G),M(G)),
and hence every cocycle with values in M(G) is inner. Denote by J ∈ B(L2(G)) the modu-
lar conjugation arising from the tracial state h and recall that for each x ∈ L2(G) the operator
L(x)0 : Λa → Jλ(a)∗Jx is pre-closed and its closure L(x) is affiliated with L∞(G). We there-
fore have L2(G) embedded into M(G) via the map L : x → L(x) which is easily seen to be
an embedding of Pol(G)-bimodules. For a given cocycle c : Pol(G) → L2(G) we can therefore
find an affiliated operator ξ ∈ M(G) such that L(c(a)) = λ(a)ξ − ξε(a) for every a ∈ Pol(G).
Choose now an increasing sequence of projections pn ∈ L∞(G) such that ξpn ∈ L∞(G) for ev-
ery n ∈ N and such that (pn)n∈N converges in the strong operator topology to 1. For each n ∈ N
2 See the beginning of the proof of Corollary 6.1.
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L
(
c(a)
)
pn = λ(a)(ξpn)− (ξpn)ε(a),
and evaluating the operators on Λ(1) we get
JpnJ
(
c(a)
)= λ(a)Λ(ξpn)−Λ(ξpn)ε(a).
But also (JpnJ )n∈N converges in the strong operator topology to 1 and hence
c(a) = lim
n→∞
(
λ(a)Λ(ξpn)−Λ(ξpn)ε(a)
)
,
which proves that c is the pointwise limit of a sequence of inner cocycles with values in L2(G).
But since Gˆ is non-amenable the left regular representation λ cannot have almost invariant vec-
tors and by Lemma 5.2 the space B1(Pol(G),L2(G)) is therefore closed in the Fréchet topology
on Z1(Pol(G),L2(G)). This topology is exactly the topology of pointwise convergence and we
conclude that c ∈ Z1(Pol(G),L2(G)) is inner. 
Remark 6.3. For further quantum group applications of property (T) we refer the reader to [23]
where a connection with Bekka’s notion of property (T) for C∗-algebras [5] is established and
used to construct new examples of completions of Pol(G) that result in C∗-algebraic quantum
groups.
Acknowledgments
The author wishes to thank Pierre Fima, Ryszard Nest, Jesse Peterson and Roland Vergnioux
for discussions revolving around the notion of property (T). The work presented was initiated
during the author’s stay at the Hausdorff Research Institute for Mathematics and it is a pleasure
to thank the organizers, Wolfgang Lück and Nicolas Monod, as well as the participants of the
trimester program on Rigidity.
References
[1] Charles A. Akemann, Martin E. Walter, Unbounded negative definite functions, Canad. J. Math. 33 (4) (1981)
862–871.
[2] Teodor Banica, Representations of compact quantum groups and subfactors, J. Reine Angew. Math. 509 (1999)
167–198.
[3] Erik Bédos, Roberto Conti, Lars Tuset, On amenability and co-amenability of algebraic quantum groups and their
corepresentations, Canad. J. Math. 57 (1) (2005) 17–60.
[4] Erik Bédos, Gerard J. Murphy, Lars Tuset, Co-amenability of compact quantum groups, J. Geom. Phys. 40 (2)
(2001) 130–153.
[5] Bachir Bekka, Property (T) for C∗-algebras, Bull. Lond. Math. Soc. 38 (5) (2006) 857–867.
[6] Bachir Bekka, Pierre de la Harpe, Alain Valette, Kazhdan’s Property (T), New Math. Monogr., vol. 11, Cambridge
University Press, Cambridge, 2008.
[7] Mohammed E.B. Bekka, Alain Valette, Group cohomology, harmonic functions and the first L2-Betti number,
Potential Anal. 6 (4) (1997) 313–326.
[8] Benoît Collins, Johannes Härtel, Andreas Thom, Homology of free quantum groups, C. R. Math. Acad. Sci.
Paris 347 (5–6) (2009) 271–276.
[9] Alain Connes, Vaughan Jones, Property T for von Neumann algebras, Bull. Lond. Math. Soc. 17 (1) (1985) 57–62.
D. Kyed / Journal of Functional Analysis 261 (2011) 1469–1493 1493[10] Pierre de la Harpe, A. Guyan Robertson, Alain Valette, On the spectrum of the sum of generators for a finitely
generated group, Israel J. Math. 81 (1–2) (1993) 65–96.
[11] Patrick Delorme, 1-cohomologie des représentations unitaires des groupes de Lie semi-simples et résolubles. Pro-
duits tensoriels continus de représentations, Bull. Soc. Math. France 105 (3) (1977) 281–336.
[12] M.S. Farber, Homological algebra of Novikov–Shubin invariants and Morse inequalities, Geom. Funct. Anal. 6 (4)
(1996) 628–665.
[13] Pierre Fima, Kazhdan’s property T for discrete quantum groups, Int. J. Math. 21 (1) (2010) 47–65.
[14] Mikhael Gromov, Asymptotic invariants of infinite groups, in: Geometric Group Theory, vol. 2, Sussex, 1991, in:
London Math. Soc. Lecture Note Ser., vol. 182, Cambridge University Press, Cambridge, 1993, pp. 1–295.
[15] Alain Guichardet, Sur la cohomologie des groupes topologiques. II, Bull. Sci. Math. (2) 96 (1972) 305–332.
[16] Paul Jolissaint, On property (T) for pairs of topological groups, Enseign. Math. (2) 51 (1–2) (2005) 31–45.
[17] Richard V. Kadison, John R. Ringrose, Fundamentals of the Theory of Operator Algebras, vol. I: Elementary The-
ory, Pure Appl. Math., vol. 100, Academic Press Inc. [Harcourt Brace Jovanovich Publishers], New York, 1983.
[18] David Každan, On the connection of the dual space of a group with the structure of its closed subgroups, Funktsional.
Anal. i Priložen. 1 (1967) 71–74.
[19] Anatoli Klimyk, Konrad Schmüdgen, Quantum Groups and Their Representations, Texts Monogr. in Phys.,
Springer-Verlag, Berlin, 1997.
[20] Johan Kustermans, Stefaan Vaes, Locally compact quantum groups in the von Neumann algebraic setting, Math.
Scand. 92 (1) (2003) 68–92.
[21] David Kyed, L2-Betti numbers of coamenable quantum groups, Münster J. Math. 1 (1) (2008) 143–179.
[22] David Kyed, L2-homology for compact quantum groups, Math. Scand. 103 (1) (2008) 111–129.
[23] David Kyed, Piotr M. Sołtan, Property (T) and exotic quantum group norms, J. Noncommut. Geom. (2010), in press,
arXiv:1006.4044.
[24] Jean-Louis Loday, Cyclic Homology, second ed., Grundlehren Math. Wiss., vol. 301, Springer-Verlag, Berlin, 1998,
Appendix E by María O. Ronco, Chapter 13 by the author in collaboration with Teimuraz Pirashvili.
[25] Wolfgang Lück, L2-Invariants: Theory and Applications to Geometry and K-Theory, Ergeb. Math. Grenzgeb. (3),
vol. 44, Springer-Verlag, Berlin, 2002.
[26] Jesse Peterson, A 1-cohomology characterization of property (T ) in von Neumann algebras, Pacific J. Math. 243 (1)
(2009) 181–199.
[27] Steliana Petrescu, Maria Joit¸a, Property (T ) for Kac algebras, Rev. Roumaine Math. Pures Appl. 37 (2) (1992)
163–178.
[28] Holger Reich, On the K- and L-theory of the algebra of operators affiliated to a finite von Neumann algebra,
K-Theory 24 (4) (2001) 303–326.
[29] Walter Rudin, Functional Analysis, McGraw–Hill Ser. Higher Math., McGraw–Hill Book Co., New York, 1973.
[30] Roman Sauer, L2-Betti numbers of discrete measured groupoids, Internat. J. Algebra Comput. 15 (5–6) (2005)
1169–1188.
[31] Michael Schürmann, Gaussian states on bialgebras, in: Quantum Probability and Applications, V, Heidelberg, 1988,
in: Lecture Notes in Math., vol. 1442, Springer, Berlin, 1990, pp. 347–367.
[32] Adam Skalski, J. Martin Lindsay, Convolution semigroups of states, Math. Z. 267 (2011) 325–339.
[33] Piotr M. Sołtan, Stanisław L. Woronowicz, From multiplicative unitaries to quantum groups. II, J. Funct.
Anal. 252 (1) (2007) 42–67.
[34] Andreas Thom, L2-cohomology for von Neumann algebras, Geom. Funct. Anal. 18 (1) (2008) 251–270.
[35] Andreas Thom, L2-invariants and rank metric, in: C∗-Algebras and Elliptic Theory II, in: Trends Math., Birkhäuser,
Basel, 2008, pp. 267–280.
[36] Andreas Thom, Jesse Peterson, Group cocycles and the ring of affiliated operators, Invent. Math., doi:10.1007/
s00222-011-0310-2, in press, arXiv:0708.4327.
[37] Reiji Tomatsu, Amenable discrete quantum groups, J. Math. Soc. Japan 58 (4) (2006) 949–964.
[38] Roland Vergnioux, Paths in quantum Cayley trees and L2-cohomology, preprint, arXiv:0905.1732, 2009.
[39] Stanisław L. Woronowicz, Compact matrix pseudogroups, Comm. Math. Phys. 111 (4) (1987) 613–665.
[40] Stanisław L. Woronowicz, Twisted SU(2) group. An example of a noncommutative differential calculus, Publ. Res.
Inst. Math. Sci. 23 (1) (1987) 117–181.
[41] Stanisław L. Woronowicz, Compact quantum groups, in: Symétries Quantiques, Les Houches, 1995, North-Holland,
Amsterdam, 1998, pp. 845–884.
