In this work we consider the instationary Gross-Pitaevskii equation for describing the dynamics of rotating Bose-Einstein condensates and its discretization with the finite element method. We analyze the discretization and prove corresponding a priori
Introduction
When a dilute gas of a certain type of Bosons is trapped by a potential and afterwards cooled down to extremely low temperatures close to the absolute minimum of 0 Kelvin, a so called Bose-Einstein condensate (BEC) is formed [16, 20, 25, 42] . Such a condensate consists of particles that occupy the same quantum state. That means that they are no more distinguishable from each other and that they behave in their collective like one single 'super-atom'. Recent overviews on the mathematics for Bose-Einstein condensates are given in [9, 8] .
In this work, we focus on the specific case of Bose-Einstein condensates in a rotational frame. One of the interesting features of a Bose-Einstein condensate is its superfluid behavior. In order to distinguish a superfluid from a normal fluid on the quantum level, one needs to verify the formation of vortices with a quantized circulation (cf. [2] for an introduction in the context of BECs). In experimental setups the formation of such vortices can be triggered by rotating the condensate. This can be achieved by using a stirring potential which is generated by imposing laser beams on the magnetic trap (cf. [4, 37, 36, 52, 38, 51] ). If the rotational speed is sufficiently large, the vortices can be detected (cf. [1] ). In particular, the equilibrium velocity of the BEC can no longer be identified with a solid body rotation and it can be observed that the rotational symmetry breaks (cf. [50] for an analytical proof). The number of vortices strongly depends on the rotation frequency. However, if the rotational speed is too low no vortices arise and if the rotational speed is too large (relative to the strength of the trapping potential) the BEC can be destroyed by centrifugal forces. Analytical results concerning the formation/non-formation of vortices, their stability, types and structures depending on the rotational speeds and trapping potentials can e.g. be found in [3, 15, 19, 34, 44, 50] . Detailed numerical investigations are e.g. given in [11, 15] .
The formation and the dynamics of BECs are typically modeled by the Gross-Pitaevskii equation (GPE) which is a Schrödinger equation with an additional nonlinear term that accounts for the particle-particle interaction [27, 35, 41] . Considering the case of a rotating BEC, it is common to extend this model by an angular momentum term. Let D ⊂ R d , d = 2, 3, be a bounded convex Lipschitz-domain and [0, T ] ⊂ R a time interval. We consider the dimensionless instationary Gross-Pitaevskii equation. For the case d = 3 we seek the complex-valued wave function u : D × [0, T ] → C that describes the quantum state of the condensate. It is the solution with initial state u(·, 0) = u 0 to the nonlinear Schrödinger equation
where we denote x = (x, y, z). Here, V characterizes the magnetic trapping potential that confines the system (by adjusting V to some trap frequencies) and the nonlinear term β|u| 2 u describes the species of the bosons and how they interact with each other. In particular, β depends on the number of bosons, their individual mass and their scattering length. We assume that β is strictly positive (which means that we have a repulsive interaction between the particles). The term iΩ · (x × ∇) u characterizes the angular rotation of the condensate, where Ω ∈ R 3 defines the angular velocity. As usual, the operator L = (L x , L y , L z ) := −i (x × ∇) = x × P just describes the angular momentum, with P = −i∇ denoting the momentum operator.
In the following, we assume that the rotation is around the z-axis, which leads to the simplification iΩ · (x × ∇) = −ΩL z , where L z = −i (x∂ y − y∂ x ) is the z-component of the angular momentum. With this simplification the weak formulation of problem (1) (respectively its dimension reduced version in 2d) reads: find u ∈ C 0 ([0, T ), H 1 0 (D)) and ∂ t u ∈ C 0 ([0, T ), H −1 (D)) such that u(·, 0) = u 0 and
for all φ ∈ H 1 0 (D) and almost every t ∈ (0, T ). Here, ·, · L 2 (D) denotes the standard L 2 -scalar product for complex valued functions, i.e. v, w L 2 (D) = D v(x)w(x) dx for v, w ∈ L 2 (D).
A recent existence and uniqueness result concerning the solution of (2) can be found in [6] for the case of the 3d Cauchy problem, i.e. for the case D = R 3 (see also [29] for an earlier work). For the case of a bounded domain D, we are not aware of corresponding well-posedness results.
The literature on the numerical treatment of (2) is rather limited. Very efficient methods that exploit Fourier expansions were e.g. proposed in [14, 12, 13] : in [12] a time-splitting method is proposed that is based on the scaled generalized-Laguerre, Fourier and Hermite functions, whereas in [13] it is suggested to discretize (2) in rotating Lagrangian coordinates. A finite difference discretization is discussed in [10] . For numerical methods for solving the eigenvalue problem associated with (2), we refer to [5, 21] .
There are only few results concerning the convergence of numerical methods with respect to the space discretization. For the the case Ω = 0, a space-time finite element method for solving (2) was proposed and analyzed in [31, 32] , where [31] is devoted to the case of a Discontinuous Galerkin time discretization and [32] is devoted to a Continuous Galerkin time discretization. Concerning the convergence of space discretizations for the nonlinear GPE eigenvalue problem (again for Ω = 0) we refer to [18] for optimale convergence rates in Fourier and finite elements spaces and to [30] for a two level discretization technique based on suitable orthogonal decompositions. Regarding the Gross-Pitaevskii equation with rotation term (i.e. Ω = 0), we are only aware of the work by Bao and Cai [10] where optimal error estimates for the finite difference method are proved.
In this work we present an error analysis for the finite element approximation of the instationary GPE with rotation. We do not consider Fourier approaches here (even though they can be computationally more efficient in many applications), since they require smoothness of the trapping potential, whereas the strength of finite element approaches lies in the fact that it does not require such smoothness and that it can be easily combined with adaptive mesh refinement strategies. This might be necessary in experiments involving disorder potentials.
Outline. In Section 2 we establish our model problem and and state the basic preliminaries. The main results are presented in Section 3, where we introduce an implicit Euler time-and P1 Finite Element space discretization of the Gross-Pitaevskii equation. Furthermore, corresponding a priori error estimates in the L ∞ (L 2 )-norm and in the L ∞ (H 1 )-norm are given. The proof of these estimates takes place in several steps. First we introduce a general framework and some auxiliary results by investigating the fully continuous problem in weak formulation. This is done in Section 4. In Section 5 we show well-posedness of the numerical scheme presented in Section 3. Furthermore, we introduce a regularized discrete auxiliary problem which will turn out to produce the same solutions as the classical implicit Euler Finite Elemente scheme (under suitable assumptions). Finally, in Section 6 we derive an error identity and estimate the arising terms. At the end of this section, all results are combined to finish the proof of the main theorem.
Model problem and preliminaries
Let d = 2, 3 denote the space dimension. In order to keep our analysis as general as possible, we subsequently consider a slightly generalized Gross-Pitaevskii model. Before stating the problem and a corresponding set of assumptions, we introduce our basic notation.
By x we denote the complex conjugate of a complex number x ∈ C, by (·, ·) we denote the Euclidean scalar product on
we denote the corresponding norm. The real part of a complex number is denoted by ℜ and by ℑ its imaginary part. We furthermore use the standard notation for the Sobolev spaces W k,p (D) (for 0 ≤ k < ∞ and 1 ≤ p ≤ ∞) equipped with the norm
For p = 2 we write as usual
We consider the following model problem.
Definition 2.1 (Model problem). We consider the (smooth) linear differential operator L :
that is associated with the following bilinear form.
With the above definition see seek
for all φ ∈ H 1 0 (D) and almost every t ∈ (0, T ).
Here we make the following assumptions.
) is a convex bounded polyhedron.
(A2) The coefficients A, b and c are real valued, smooth and bounded (i.e. L represents the smooth linear part of the problem). On the other hand, we assume
(A3) The real matrix-valued coefficient A = A(x) is symmetric and there exist positive constants γ min > 0 and γ max ≥ γ min such that
(A5) It holds ℜ(κ) ≥ 0 and the real coefficient c = c(x) is such that there exist real-valued constants ζ 0 > 0 and ζ 1 > 1 with
We note that assumptions (A1)-(A4) are obviously fulfilled for the Gross-Pitevskii equation (2) . Observe that (A4) implies that the operator L is self-adjoint. Assumption (A5) is an additional (often crucial) physical constrained, which says that the rotational speed Ω should be balanced with the trapping potential V in the sense that V − 3/2|Ω| 2 x 2 + y 2 ≥ ζ 0 > 0 on D. The physical interpretation is that the trapping potential should be stronger than the arising centrifugal forces. Otherwise particles can escape from the trap and the Bose-Einstein condensate is destroyed (hence there exist no physically meaningful solutions). As we will see later, the differential operator L is elliptic, but degenerates for the case ζ 0 = 0 and ζ 1 = 1, which just resembles the instability. 
, which again suit our assumptions above. Also note that we can hide any imaginary part of c in κ (which is allowed to be imaginary without constraints).
Discretization and main result
In this section we propose a space-time discretization of problem (4) and we state corresponding a priori error estimates in L ∞ (L 2 ) and L ∞ (H 1 ).
Space discretization
In the following, we denote by T h a conforming family of partitions of D ⊂ R d that consists of simplicial elements and which are shape regular, i.e. there exists an h-independent shape regularity parameter ρ > 0 such that (for all T h ) it holds
for all K ∈ T h , where B K denotes the largest ball contained in K. The diameter of an element K ∈ T h is denoted by h K ; the maximum diameter by h max := max K∈T H h K and the minimum diameter by h min := min K∈T H h K . Finally, by h : U → R >0 we denote the corresponding mesh function with h(x) := h K if x ∈ K. Abusing this notation, we subsequently write
The corresponding P1 Lagrange finite element space
By {λ 1 , . . . , λ N h } we denote an ordered (Lagrange) basis of S h . In particular, we denote by N h =dim(S h ) the number of degrees of freedom in S h (which is twice the number of nodes in T h ). On S h , we introduce the corresponding L 2 -projection and the Ritz-projection associated with L.
associated with L is given as the unique solution to the problem
Existence and uniqueness of P h (v) follow from Conclusion 4.3 below.
In order to derive the final a priori error estimates, we require further assumptions on the grid T h , which will be posed indirectly in the following way exploiting the projections.
(A6) We assume that the L 2 -projection is H 1 -stable, i.e. there exists a h-independent constant C L 2 such that
(A7) We assume that the Ritz projection given by (8) is W 1,∞ -stable, i.e. there exists a h-independent constant C W 1,∞ such that
Both assumptions (A6) and (A7) can be fulfilled by making proper assumptions on T h . In this paper we directly assume stability of the projections to avoid complicated mesh assumptions in this paper. Concerning (A6), recent results on the H 1 -stability of P L 2 on adaptively refined grids can be found in [7, 33, 26] . Concerning (A7), we refer to Conclusion A.14 in the appendix, where we prove the W 1,∞ -stability of P h on locally quasi-uniform meshes. Note that the validity of (A7) strongly depends on the assumption that κ is not included in L.
Time discretization, method and main result
Subsequently we assume that the time interval [0, T ] is divided into 0 =: t 0 < t 1 < · · · < t N := T . Accordingly we define the n'th time interval by I n := (t n−1 , t n ] and the n'th time step by τ n := t n − t n−1 . We consider the following Backward-Euler discretization. Definition 3.3 (Backward-Euler Method for GPE). Let u 0 h := I h (u 0 ) ∈ S h be the Lagrange interpolation of u 0 . For n ≥ 1, we seek the approximation u n h ∈ S h with
for all v h ∈ S h .
We prove the following proposition in Section 5.
Proposition 3.4 (Existence and uniqueness). If (A1)-(A5) are fulfilled there exists as solution u n h of (11) . If h and τ n are sufficiently small (in the sense of Theorem 3.5 below), then the solution is also unique.
We note that there exist computationally cheaper approaches than using a BackwardEuler FEM discretization of the problem (see for instance the explicit methods proposed in [14, 12, 13] ). However, these methods exploit at some point Fourier expansions, which generally requires high smoothness of the magnetic potential to work. Furthermore, explicit methods are typically not unconditionally stable (unless special structures or features of the equation are exploited as in [14] ). Finite Element approaches with an implicit time stepping do not have such restrictions, can be easily combined with adaptivity and also work for nonsmooth potentials as they might arise in the context of investigating Josephson effects (cf. [55, 56] ). Other relevant cases involve very rough potentials such as disorder potentials (cf. [40] ). Consequently, the usage of a method such as (11) might be necessary in some extreme scenarios, whereas more efficient methods (like the one in [13] ) should be preferred in the case of e.g. harmonic trapping potentials. In the future we also plan to analyze different time-discretizations.
The main result of the work is the following a priori error estimate, which we prove in Section 6. (4) and let h and τ n be small enough. We define
If h and τ n are such that ℓ h (h max + τ n ) → 0 for h, τ n → 0 then there exists generic constants C that are independent of h, τ n and T such that for any solution u N h of (3.3)
We observe that the method yields optimal convergence rates, i.e. it is of linear order in time and in space it is of order 2 for the L 2 -error and of linear order for the H 1 -error. Details on the arising constants in Theorem 3.5 can be found in Lemma 6.5 and Lemma 6.6 below. 
Reformulation of the continuous problem
In this section, we establish some auxiliary results and preliminaries concerning the model problem (4). In particular, we introduce a suitable scalar product on H 1 (D) which can be associated with the operator L and which is more convenient for the analysis in the following sections.
If clear from the context, we subsequently leave out the integration variable in our integrals, for instance we write D v for D v(x) dx. For simplicity we subsequently only write
. In order to analyze problem (4) properly, we require some additional definitions and auxiliary results.
Lemma 4.2. Let ω ⊂ Ω be a subdomain. Under assumptions (A1)-(A5), the sesquilinear form (·, ·) E(ω) is a scalar product on H 1 (ω) and the induced norm v E(ω) is equivalent to the standard H 1 -norm · H 1 (ω) . In particular we have for all v ∈ H 1 (ω)
Proof. Obviously, (·, ·) E(ω) is a symmetric sesquilinear form on H 1 0 (ω). Hence, it only remains to show the existence of constants c E and C E such that
The upper bound is straightforward using the boundedness of the coefficients. To verify the lower bound, we first observe with Youngs inequality for any ǫ > 0 that
Choosing ǫ = ζ 1 together with (A5) finishes the result (where we assumed ζ 1 > 1). Also observe that ζ 1 ≤ 1 leads to degeneracies.
The differential operator L is uniformly elliptic and continuous on
Observe that Lemma 4.2 and Conclusion 4.3 imply that the operator L degenerates for ζ 0 = 0 and ζ 1 = 1.
where we used that ∇ · b = 0. Hence we have
Assumption (A4) finishes the proof of (12) . The continuity and ellipticity of L hence follow with Lemma 4.2.
Remark 4.4. Let ω ⊂ D be a subdomain and v, w ∈ H 1 (ω) arbitrary. Under assumptions (A1)-(A5) it is obvious that there exists a constant C (only depending on A, b and c) such that
Using the norm equivalence of Lemma 4.2 we hence also have
with C E = C E (A, b, c). However, note that we do not have (v, w) E(ω) = L(v), w |ω for arbitrary v, w ∈ H 1 (ω).
Existence and uniqueness of discrete solutions
In this section we draw our attention to questions of existence and uniqueness of discrete solutions.
We treat the existence of discrete solutions u n h of (11) together with the solutions of some regularized auxiliary problem. This auxiliary problem is essential for the analysis of (11) . For this purpose, we recall a lemma that was basically proved in [31] .
The above lemma is a slightly generalized version of [31, Lemma 4.1] in the sense that we are more precise about the constants in (17) and (18), condition (16) is new and condition (19) is formulated with a different norm. The latter two points are obvious, therefore we only prove (17) and (18).
Proof. Let us define θ := M 2 , g(s) := 3θ −4 s 5 − 7θ −3 s 4 + 4θ −2 s 3 + s and the curve γ : R → R by
for s ≥ 2θ.
It can be verified that γ ∈ C 2 (R) and we can hence define f M (z) := γ(|z| 2 )z for z ∈ C. In order to verify the properties of f M it is sufficient to check the behavior of g on [0, θ]. It holds
which is obviously strictly positive on [0, θ). Hence g is monotonly increasing and so is γ. Furthermore, we have
which implies that g ′ has a maximum in 2θ/5 with g ′ (2θ/5) ≤ 2. Furthermore we observe |g ′′ (s)| ≤ 60θ −1 . Combining these properties of g allows to derive (17) and (18) Using the previously introduced function f M , we can now state the regularized problem. As we will see later, the solution to the regularized problem is identical to the solution of the discrete problem (11) for sufficiently small time steps. Definition 5.2 (Discrete auxiliary problem). Let f M denote a function with the properties depicted in Lemma 5.1. Furthermore we let U 0 = u 0 h ∈ S h with u 0 h being the initial value used for problem (11) . For n ≥ 1 we let U n ∈ S h denote the solution of
In order to show existence of the solutions of problem (11) and (20) we require the following lemma, which is a well-known conclusion from Brouwers fixed point theorem.
Lemma 5.3. Let N ∈ N and let B 1 (0) := {α ∈ C N | |α| ≤ 1} denote the closed unit disk in C N . Then every continues function g :
If there exits no α 0 ∈ B 1 (0) with g(α 0 ) = 0, thenĝ(α) := −g(α)/|g(α)| (interpreted as a functionĝ : R 2N → R 2N ) has a fix point α * ∈ B 1 (0) by Brouwers fixed point theorem. Hence
Lemma 5.4. For every n ≥ 1 there exists a solution u n h ∈ S h of problem (11) and a solution U n ∈ S h of problem (20) . If the time step size is such that
then the solution U n ∈ S h is also unique. Recall that M is the constant appearing in Lemma 5.1.
Remark 5.5. Later we will show equivalence of the problems (11) and (20) under certain assumptions on the discretization. Hence the uniqueness result for U n can be transferred to u n h .
Proof. We exemplarily prove the existence result for U n (i.e. problem (20) ). The result for u n h can be proved analogously. First, recall that N h =dim(S h ) and that λ m denotes the m'th Lagrange basis function. We want to apply Lemma 5.3 and define g :
To show the existence of some α 0 with g(α 0 ) = 0, it is sufficient (by scaling arguments) to show that there exists some K ∈ R >0 so that ℜ g(α), α ≥ 0 for all α ∈ C with |α| = K. For brevity, let us denote α :=
and by (16) 
where we used the Poincaré-Friedrichs inequality in the last step. Consequently, for all α
, α ≥ 0 and hence existence of a discrete solution of (20) . The corresponding proof for problem problem (11) is identical.
For uniqueness in (20) we use an L 2 -contraction argument. Let us compare two solution U n (1) and U n (2) of problem (20) . Using the equation we get
A priori error estimates
In the following we assume that u denotes a solution of (4) with sufficient regularity. In this section we derive an a priori error estimate for the discrete solutions. However, instead of taking (11) as our reference problem we follow the ideas of [31] and take the auxiliary problem (20) as our reference. In this context, note that by the definitions of u and f M we have (21) for all v h ∈ S h . Since u is continuous in time we can define u n := u(·, t n ).
For simplification (and slightly abusing the notation), we write for
In order to derive the a priori error estimates, we first derive as usual an error identity and then estimate the various terms in the identity.
Before starting, recall Definition 3.1, i.e. the definition of the Ritz-projection associated with L. Note that we do not include the term (κv, φ h ) in the Ritz-projection. The reason is that κ ∈ W 1,3 (D) is not sufficiently smooth to fulfill assumption (A7) (i.e. the W 1,∞ -stability of the projection). We refer to the appendix of this paper for more details. Another subtle reason is that κ can be imaginary. This does not destroy the W 1,∞ -stability but, if included in L, it will make it a non-self-adjoint operator and equation (12) would not be valid any longer. We therefore treat the κ-term separately. Also note that we have κ ∈ L ∞ (D) by Sobolev embedding.
Finally, we also recall a standard result (which follows from the best approximation property of P h with respect to the H 1 -norm and an Aubin-Nitsche duality argument).
Lemma 6.1. Assume (A1)-(A5). There exist generic positive constants C 1 and C 2 such that
In the first step, we establish an error identity.
Lemma 6.2 (Error identity).
We introduce the abbreviationf (v) := κv + βf M (v). For n ∈ N, n ≥ 1 we define the error splitting by
and the error contributions by
n := i
With these notations the following L 2 -norm identity holds for
and the following energy-nom identity
Proof. Recalling the definition of U n we have for all
Subtracting the term
on both sides of (27) gives us
Testing with v h = E n h and only using the real part of the equation gives us
The simplification
finishes the proof of the L 2 -norm identity.
To derive the energy-norm identity we use the L 2 -Riesz representer G n h ∈ S h of the error functional L(E n h ), · . The Riesz representer G n h ∈ S h is characterized by the equation
Testing with v h = G n h in (28) and using
0 (D) and taking the real part of equation (30) yields
and finishes the proof.
Lemma 6.3 (L 2 -error estimate for E n h ). Let n ≥ 1 and E n h = U n − P h (u n ). By M we denote the constant appearing in Lemma 5.1 and by C 1 the constant that appears in the L 2 -estimate (23) for the Ritz-projection. It holds
Proof. We estimate the terms on the right of side of the error identity (24) and start with ℜ ξ
Next we bound the term depending on ξ
For the ξ
n -term we get
Next, we bound the term L(ξ
Combining the estimates (32)- (35) with the error identity (25) proves the lemma.
Recall that according to Lemma 4.2 and the Poincaré-Friedrichs inequality there exist positive constants c E and C E such that
Lemma 6.4 (Energy-error estimate for E n h ). Let n ≥ 1 and E n h = U n −P h (u n ) and let C W 1,∞ be the W 1,∞ -stability constant from assumption (A7). We set M ′ := C W 1,∞ sup 0≤n≤N u n and note that the real number M is not yet specified. The remaining notation is as in Lemma 6.3. Then there exists a positive constantC
Proof. We proceed analogously to the proof of Lemma 6.3. Starting from the energy error identity (26) we obtain the following estimates for the various terms. Using (12) we get
Second, we have
and using
In the last step we also used the following inequality (based on Sobolev embeddings) which holds for any v ∈ H 1 (D)
In the same fashion we also have
For the last term in the error identity we get
Combining estimates (38)- (42) and plugging them into the error identity (26) finishes the proof.
Lemma 6.5 (Full L 2 -error estimate for E n h ). We use the notation of Lemma 6.3 and define
Proof. First we note that if a n , b n , α n is a sequence of positive real numbers that is related via a n+1 ≤ (1 + α n )a n + b n then it holds
Next we use equation (31) to obtain
where
Combining (44) with (43) and
The Cauchy-Schwarz inequality together with
Lemma 6.6 (Full energy-error estimate for E n h ). We use the notation of Lemma 6.4 and set
Proof. The proof is analogous to the proof of Lemma 6.5 by combining equation (43) with Lemma 6.4.
Following the ideas of [31] , we want to show that the solution u n h of the original discrete problem (11) is identical to the solution U n h of the auxiliary problem (20) implying that the estimates in Lemma 6.5 and 6.6 hold equally for u n h . It is sufficient to show that if τ n is sufficiently small, there exists a (h-and τ n -independent) constant M ∈ R such that U n h L ∞ (D) ≤ M for all n ≥ 0. Then, by the properties of f M , we obtain equality of u n h and U n h . To show the desired boundedness we could use the following well known result which can be e.g. found in the book by Thomée [53, Lemma 6.4] . It can be easily proved using Sobolev embeddings with the inverse inequality (50).
Conclusion 6.8. Let assumptions (A1)-(A7) be fulfilled and let h and τ n be small enough and such that ℓ h (h max + τ n ) → 0 for h, τ n → 0. Then there exists a positive constant M ∈ R which is independent of h and τ n such that if U n h denotes the corresponding solution (i.e. the solution for f M as specified in Lemma 5.1) then it holds
Proof. We have U n h = E n h + P h (u n ). Using (36) and Lemma 6.7 we get
The term P h (u n ) is uniformly bounded by Conclusion A.14 and the Poincaré inequality. Let us hence consider the second term. Fixing the model problem (and assuming (A1)-(A7)), the only variables are h, τ n and M (respectively the function f M which influences the solution U n h and consequently also E n h ). Keeping this in mind, we can write Lemma 6.6 as: there exists a constant C(M ), which is independent of h and τ n such that
Consequently, for each given M and ǫ > 0, we can pick h(M ) and τ n (M ) small enough so that (D×(0,T ) ) + 1 and h and τ n small enough so that
Observe that Conclusion 6.8 proves Proposition 3.4. We are now prepared to conclude the proof of Theorem 3.5.
Proof of Theorem 3.5. We pick M (respectively f M ) as predicted by Conclusion 6.8 and denote the corresponding solution by U n h . Since U n h L ∞ (D) ≤ M we obtain from the properties of f M (see Lemma 5.1) that U n h must be identical to the solution u n h of (11) for every time step n ≥ 1. Hence, we obtain the splitting
where E n h can be estimated by Lemma 6.6, respectively Lemma 6.6 and where (P h (u n ) − u n ) can be estimated in the usual matter. A Lagrange-interpolation error estimate for the initial value u 0 ∈ H 2 (D) concludes the proof.
Hence, the Ritz-projection associated with L is well-defined. For v ∈ H 1 0 (D) and any subdomain ω ⊂ D we also generalize the definition of (·, ·) E(ω) in the following way
With the above assumptions, the scalar product (·, ·) E(D) induces a norm that is equivalent to the H 1 -norm on D.
With that, we recall the definition of the Ritz-projection P h (see equation (8)), where we have that P h (v) ∈ S h as the unique solution of
In this section we show that the above Ritz-projection P h is W 1,∞ -stable on locally quasiuniform meshes. In fact we show even more, namely an associated best-approximation property. This result was first proved by Demlow et al. for the case L = −△ and is so far the result with the least restrictions on the nature of the partition T h . It requires a convex polyhedral domain in 2d or 3d and the availability of local quasi-uniformity in the sense of assumption (B1) below. Earlier attempts on proving W 1,∞ -stability relied on global quasi-uniformity and hence ruled out graded meshes (see e.g. Guzmán et al. [28] for a recent work). However, to our best knowledge, the desired W 1,∞ -stability on locally quasi-uniform meshes was not yet proved for any other operator than the standard Laplician, but is not yet available for e.g. the operator L. To justify assumption (A7), which is basic for proving our final error estimate for the Gross-Pitaevskii equation, we wish to close this gap. This will be done in the following. We would also like to refer to the interesting work by Brenner and Scott [17] (see also [43] ) who treated general elliptic (not necessarily smooth) operators L. In comparison to the result that we present in this section, their technique requires global quasi-uniformity and higher regularity such as v ∈ W 2,p (D) for some p > 3, which puts further restrictions on the geometry of the convex domain D (see [28] for a discussion).
The subsequent proofs follow the arguments established in [22, 23, 54] (which itself originate from the techniques of Schatz and Wahlbin [45, 47, 48, 49] ).
In the following, we require that our grid is locally quasi-uniform. This assumption is basic for deriving suitable maximum-norm estimates. We define local quasi-uniformity according to Schatz [46] . Assumption A.1 (Local quasi-uniformity).
(B1) There exist an h-independent constant ρ * > 1 and a sufficiently large constant q * such that for all
for all y ∈ D with |y − x| ≤ q * h(x) ln(1 + h max /h min ).
For a detailed discussion on assumption (A7) including examples, equivalent formulations and its practical relevance of (B1) we refer to [23] .
In this section we also require the Hölder spaces C 1,σ (D) for 0 < σ ≤ 1 which are defined by
By C we subsequently denote any generic constant that may depend on the mesh-regularity constants, the data functions A, b and c, on the computational domain D or on the constants appearing in (B1).
Remark A.2 (Non-self-adjoint operator). In this section L is not assumed to be self-adjoint. Hence, Conclusion 4.3 is no more valid. However, it can be generalized to the equation
we hence obtain ellipticity of L via
Using the equations (46) and (48), the changes that are necessary in the subsequent proofs to treat the case of non-self-adjoint L are rather straightforward.
A.1 Auxiliary results
We start by recalling some auxiliary results. The following two lemmata can be e.g. found in the book by Brenner and Scott [17] .
Lemma A.3 (Nodal interpolation error estimates). Let
where C is a generic constant that only depends on the shape regularity parameter ρ.
Lemma A.4 (Inverse error estimates). There exists a generic constant C (only depending on the shape regularity) such that for any v h ∈ S h and any
where 0 ≤ s 2 ≤ s 1 ≤ 1 and 1 ≤ p 2 , p 1 ≤ ∞.
A.2 Stability on quasi-uniform grids
We start with proving our result for the case of quasi-uniform meshes before concluding to locally quasi-uniform meshes in a final step. We hence make the following auxiliary assumption.
Assumption A.5 (Quasi-uniformity).
(B1) * The family of simplicial partitions T h is such that there exists an h-independent constant q > 0 such that h max ≤ qh min .
In the light of assumption (B1) * we can abuse the notation within this section and denote h := h max . We make use of the following definitions.
Definition A.6. Let ω 1 , ω 2 ⊂ D. We define the distance function d < by
and the space S < h (ω 1 ) by
Analogously we define C ∞ < (ω 1 ).
Furthermore, we require the following lemma, which is e.g. discussed in [22] and [23] .
Lemma A.7 (Superapproximation). Assume that (B1) * is fulfilled and let
The following inverse inequality generalizes a well known result for the laplacian operator (cf. [54, Lemma 9.1]) to the operator L.
Then we have for
With our assumptions on η this implies
Repeating the procedure withω 2 and ω 2 we can again derive the same type of bound for w h 2 E(ω 2 ) . In total we obtain
By norm equivalence and an inverse inequality we easily see that
. Taking the square root on both sides of (53) proves the lemma.
The above result implies the following local energy estimate.
where C = C(K) is a generic constant.
Proof. The proof follows the standard arguments as in [54] . Let
We start with estimating the second term. Applying Lemma A.8 to
≤ Cδ
In order to bound ηu − P h (ηu) L 2 (B 1 ) further, we use an Aubin-Nitsche duality argument and consider to find z ∈ H 1 0 (D) such that
We obtain
where I h denotes the Lagrange interpolation operator. Since the differential operator L is smooth (and D convex), we obtain z ∈ H 2 (D) with
. Hence with the standard interpolation estimates (49) we get
Plugging (55) in (54) gives us
Finally we can apply the energy-norm stability of the Ritz-projection to estimate
In total we obtain
The choice u = w+φ h for arbitrary φ h ∈ S h finishes the proof since u−P h (u) = w−P h (w).
Lemma A.10 (Hölder estimates). Let G(x, y) denote the Green's function associated with the operator L (with respect to the bounded and convex domain D ⊂ R d ).Then there exists a constant 0 < σ < 1 (that depends on the geometry of the domain) and a generic constant C (depending on A, b and c) such that the following pointwise estimates hold for d = 2, 3 and 1 ≤ i, j ≤ d:
Proof. The proof for the case L = −△ and d = 3 can be found in [28, Theorem 1] . As easily seen by looking at the mentioned reference, their proof is purely based on a set of abstract assumptions on the Green's function (see [28, equation (2. 3)-(2.7)]) but does not any longer use the differential operator that it is associated with. These assumptions however were shown to hold true for general (possibly complex valued) smooth operators by Maz'ya and Roßmann (see [39, Section 2 and 3] ) and include in particular our operator L defined in (3). Consequently, the proof follows 1-to-1 the arguments given in [28, Section 3] without any changes. We note that the smootheness of L is crucial for the Hölder estimates.
Finally, we also require interpolation error estimates in Hölder-norms for the Lagrange interpolation operator which can be e.g. found in [24] . 
, where s = 0, 1.
Now we are prepared to prove the main result of this subsection.
Theorem A.12. Let P h denote the Ritz projection associated with L which is given by (8) and assume (A1)-(A5) (with the generalizations introduced at the beginning of this appendix) and (B1) * . Then there exists a generic constant C that depends on A, b, c, D, σ and the quasi-uniformity constant q such that for all
Proof. The following proof is analogous to the proof given in [28] for the case
. To show the required changes and how Lemma A.9 and the regularity of L enter, we elaborate it here. We consider an arbitrary w ∈ W 1,∞ (D) ∩ H 1 0 (D). Let z ∈ D be an arbitrary point and K ∈ T h an element that contains z. We wish to bound |∇w(z) − ∇P h (w)(z)|. As in [28] we pick a regularized Dirac delta function η ∈ C 1 0 (K) such that
For details on the construction of η we refer to [49, Appendix A] . Now regard the partial derivative
and denote g h := P h (g) ∈ S h . Then we get for arbitrary
Consequently we obtain by using the triangle inequality and Poincaré-Friedrichs inequality for L p -spaces (p ∈ [1, ∞]) that
Since (59) implies boundedness of η L 1 (D) , it only remains to bound ∇g − ∇g h L 1 (D) to finish the proof. Analogously to [28] bounding ∇g − ∇g h L 1 (D) will be done in four steps, which we name the same way as in the reference.
Step 1. Dyadic decomposition. We assume that the diameter of D is less than 1 (otherwise we rescale). Let ρ be some sufficiently large constant that is specified later and let J ∈ N be such that 2 −J ≤ ρh ≤ 2 −J+1 (i.e. J ≃ ⌊| log(h)|⌋). With that, the dyadic decomposition of D is given by
where ω z := {x ∈ D| |x − y| ≤ ρh} and ω j := {x ∈ D| 2 −(j+1) ≤ |x − y| ≤ 2 −j }. Using this decomposition we obtain with the Cauchy-Schwarz inequality that For M z we obtain by using the smoothness of the differential operator
We have
Step 2. Initial estimate of M j . We define the following additional subdomains ω ′ j := {x ∈ D| 2 −(j+2) ≤ |x − z| ≤ 2 −(j−1) } and ω ′′ j := {x ∈ D| 2 −(j+3) ≤ |x − z| ≤ 2 −(j−2) }, and apply Lemma A.9 to obtain
In order to bound g C 1+σ (ω ′′ j )
we can use the Green's function representation of L to obtain for arbitrary x, y ∈ ω ′′ j (with x = y) and 1 ≤ i ≤ d that
In the same way it is possible to bound g C 1 (ω ′′ j )
. In total we obtain g C 1+σ (ω ′′ j )
≤ C2 (d+σ)j and consequently
Step 3. Duality argument. An Aubin-Nitsche argument is used to bound the L 2 -error
For arbitrary v ∈ C ∞ 0 (ω ′ j ) with v L 2 (ω ′ j ) ≤ 1 we consider the adjoint problem: find z v ∈ H 1 0 (D) such that
By v L 2 (D) ≤ 1 and by the regularity properties of L we have z ∈ H 2 (D) with z
Hence we obtain
.
In order to bound z v C 1+σ (D\ω ′′ j )
we proceed in a similar way as in Step 2 of the proof. First we recall that v is only supported on ω ′ j which is separated from D \ ω ′′ j by a layer of thickness 2 −j . This implies for arbitrary x, y ∈ D \ ω ′′ j (with x = y)
Finally, plugging (67) in (61) and assuming that ρ is large enough shows that ∇g−∇g h L 1 (D) is uniformly bounded in h and equation (60) finishes the proof.
A.3 Stability on locally quasi-uniform grids
In fact, the stability in the case of local quasi-uniformity (i.e (B1)) is based on the stability in the case of global quasi-uniformity (i.e. (B1) * ). More precisely, assuming (B1), Demlow et al. [23] proved the best approximation property
for L = −△ by exploiting that the result was already established for the globally quasiuniform case. With the very same techniques it is also possible to generalize Theorem A.12.
Since the proof is straightforward following the arguments in [23] , we do not elaborate it here and only refer to the mentioned reference. We hence obtain the following.
Proposition A.13. Assume (A1)-(A5) (respectively its generalizations introduced at the beginning of this appendix) and (B1) and let P h denote the Ritz projection given by (8) . Then there exists a generic constant C that depends on A, b, c, D, the shape regularity parameter σ and the local quasi-uniformity constant ρ * such that for all w ∈ H 1 0 (D) ∩ W 1,∞ (D)
