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TELEGRAPH PROCESS IN THE BOUNDED DOMAIN WITH ABSORBING
LOWER BOUNDARY AND REFLECTING WITH DELAY UPPER
BOUNDARY2
Abstract
We study the asymmetric one-dimensional telegraph process in the bounded domain.
Lower boundary is absorbing and upper boundary is reflecting with delay. Point stays
in the upper boundary until switch of regime occurs. We obtain the distribution of this
process in terms of Laplace trasforms.
Mathematical subject classification: 60H30, 60K99, 44A10.
Keywords: telegraph process, Laplace transform.
1 Introduction
Telegraph process was introduced in [7] and [11]. It was shown in these works that telegraph
process is closely related to the well-known PDE called telegrapher’s equation. Telegraph process
has been applied to the number of problems in physics ([17], [10], [9]) and economics ([15], [3],
[5], [21], [23], [22], [13]). A growing body of literature is dedicated to the properties of telegraph
process: [18] and [6] derive the distribution of the symmetric telegraph process, its maximum and
first passage time for unbounded domain, [16] solve telegrapher’s equation with reflecting and
partially reflecting boundaries, [12] solves telegrapher’s equation by the Adomian decomposition
method, [2] and [14] analyze asymmetric telegraph process on unbounded domain, [4] and [8]
solve time-fractional telegrapher’s equation including the case of bounded domain with different
types of boundary conditions, [19] solves telegrapher’s equation in the domain with variable
borders.
We are interested in the dynamics of telegraph process in the bounded domain with absorbing
lower boundary and reflecting upper boundary. Unlike [16], we assume that reflection is not
instantaneous — point stays in the upper boundary until switch to the regime 0 occurs. That
type of boundary conditions was analyzed in [1] and the dynamics for the case of two boundaries
of this type was described in [20]. However, the case of mixed boundaries, to the best our
knowledge, was not yet analyzed in the literature. We derive the system of two partial differential
equations with boundary conditions and solve them by the method of Laplace transform. The
solution is given in the terms of inverse Laplace transform of rather cumbersome functions.
2 Statement and solution of the problem
We consider telegraph process A(t) in the bounded domain [0, B] for some B > 0. There are two
regimes s(t) ∈ {0, 1} defined by velocities µ0 < 0 for the regime s = 0 and µ1 > 0 for the regime
s = 1. The rates of occurences of velocity switches are Λ0 > 0 (for the switch from regime 0 to
1) and Λ1 > 0 (for the opposite switch). The process starts at some point A(0) ∈ [0, B] in some
regime s(0) ∈ {0, 1}. When A(t) becomes negative for the first time, process stops. When A(t)
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hits B, it stays in B until the switch to the regime 0 accurs. In order to describe the evolution
of the process, we introduce functions
Fs(t, A) = P (A(t) ≥ A, s(t) = s). (1)
The definition of the process leads to the following description of dynamics
F0 (t +∆t, A) = (1− Λs∆t)Fs (t, A− µs∆t) + Λ1−s∆tF1−s (t, A) , s ∈ {0, 1} (2)
for small ∆t, which leads to the system of partial differential equations{
∂
∂t
F0 (t, A) = −µ0 ∂∂AF0 (t, A)− Λ0F0 (t, A) + Λ1F1 (t, A) ,
∂
∂t
F1 (t, A) = −µ1 ∂∂AF1 (t, A)− Λ1F1 (t, A) + Λ0F0 (t, A) .
(3)
In order to derive boundary conditions, substitute A = 0 and A = B to (2) and note that
F1(t,−µ1∆t) = F1(t, 0) and F0(t, B − µ0∆t) = 0. After some simple calculations we get
∂
∂A
F1(t, 0) = 0, F0(t, B) = 0. (4)
Our goal is to solve the system (3) with boundary conditions (4). To do so, we multiply both
equations by e−ξA for some arbitrary ξ and integrate them with respect to A:{
∂
∂t
L0 (t, ξ) = −µ0
∫ B
0
e−ξA ∂
∂A
F0 (t, A) dA− Λ0L0 (t, ξ) + Λ1L1 (t, ξ) ,
∂
∂t
L1 (t, ξ) = −µ1
∫ B
0
e−ξA ∂
∂A
F1 (t, A) dA− Λ1L1 (t, ξ) + Λ0L0 (t, ξ) ,
(5)
where
Ls (t, ξ) =
∫ B
0
e−ξ AFs (t, A) dA, s ∈ {0, 1}. (6)
Integrating by parts and using the upper boundary condition, we get
{
∂
∂t
L0 (t, ξ) = µ0φ (t)− µ0ξ L0 (t, ξ)− Λ0L0 (t, ξ) + Λ1L1 (t, ξ) ,
∂
∂t
L1 (t, ξ) = −µ1e−ξ Bω (t) + µ1ψ (t)− µ1ξ L1 (t, ξ)− Λ1L1 (t, ξ) + Λ0L0 (t, ξ) , (7)
where
F0 (t, 0) = φ (t) , F1 (t, B) = ω (t) , F1 (t, 0) = ψ (t) . (8)
Now taking Laplace transform of (7) with respect to t, we get
L˜0 (p, ξ) = − ω˜ (p) Λ1µ1e
−ξ B
(p− n) (p−m) +
Λ1µ1ψ˜ (p)
(p− n) (p−m) +
(µ1ξ + p + Λ1)µ0φ˜ (p)
(p− n) (p−m) +
Λ1L1 (0, ξ)
(p− n) (p−m) +
(µ1ξ + p+ Λ1)L0 (0, ξ)
(p− n) (p−m) ,
L˜1 (p, ξ) = − ω˜ (p)µ1 (µ0ξ + p+ Λ0) e
−ξ B
(p− n) (p−m) +
µ1 (µ0ξ + p+ Λ0) ψ˜ (p)
(p− n) (p−m) +
Λ0µ0φ˜ (p)
(p− n) (p−m)+
(µ0ξ + p+ Λ0)L1 (0, ξ)
(p− n) (p−m) +
Λ0L0 (0, ξ)
(p− n) (p−m) ,
(9)
2
where p is the parameter of Laplace transform, tilde means Laplace transform of a function and
n =
−µ0ξ − µ1ξ −√q − Λ0 − Λ1
2
, m =
−µ0ξ − µ1ξ +√q − Λ0 − Λ1
2
,
q = ξ2µ20 − 2 ξ2µ0µ1 + ξ2µ21 + 2 ξ Λ0µ0 − 2 ξ Λ0µ1 − 2 ξ Λ1µ0 + 2 ξ Λ1µ1+
Λ20 + 2Λ0Λ1 + Λ
2
1.
(10)
We now prove the simple
Proposition 1. 1. m is positive for sufficiently big absolute values of ξ and any values of
the parameters of the model.
2. n is negative for any values ξ and any values of the parameters of the model.
Proof. 1. Expanding m in a Taylor series in the neighborhood of ξ = +∞, we get
m ≈ −µ0ξ − Λ0 − Λ0Λ1
ξ (µ0 − µ1) ,
which is positive for sufficiently big positive values of ξ. Expanding m in a Taylor series in the
neighborhood of ξ = −∞, we get
m ≈ −ξ µ1 − Λ1 + Λ0Λ1
ξ (µ0 − µ1) ,
which is again positive for sufficiently big negative values of ξ.
2. Inequality n < 0 may be rewritten as
− µ0ξ − ξ µ1 − Λ0 − Λ1 < √q. (11)
If the expression on the left side is negative, inequality is proven. Assume it is positive:
µ0ξ + ξ µ1 + Λ0 + Λ1 < 0. (12)
Taking squares of both sides of (11), we get
ξ(ξµ0µ1 + Λ0µ1 + Λ1µ0) < 0. (13)
Assume µ0 + µ1 > 0. Then (12) leads to
ξ <
−Λ0 − Λ1
µ0 + µ1
< 0.
Hence, first multiplier in (13) is negative. Consider the second one:
ξµ0µ1 + Λ0µ1 + Λ1µ0 > µ0µ1
−Λ0 − Λ1
µ0 + µ1
+ Λ0µ1 + Λ1µ0 =
Λ0µ
2
1 + Λ1µ
2
0
µ0 + µ1
> 0,
hence (13) holds. Similarly, assume µ0 + µ1 < 0. Then (12) leads to
ξ >
−Λ0 − Λ1
µ0 + µ1
> 0.
Hence, first multiplier in (13) is positive. Consider the second one:
ξµ0µ1 + Λ0µ1 + Λ1µ0 < µ0µ1
−Λ0 − Λ1
µ0 + µ1
+ Λ0µ1 + Λ1µ0 =
Λ0µ
2
1 + Λ1µ
2
0
µ0 + µ1
< 0,
3
hence (13) holds. Obviously, if µ0 + µ1 = 0, (12) cannot hold. Proposition is proven.
Inverting Laplace transform in (9), we get
L0 (t, ξ) =
Λ1µ1e
−ξ BentΩn (t)
−n +m −
Λ1µ1e
−ξ BemtΩm (t)
−n+m +(
−µ1Ψn (t) Λ1−n +m −
µ0 (ξ µ1 + n+ Λ1) Φn (t)
−n +m
)
ent+(
µ1Ψm (t) Λ1
−n +m +
µ0 (ξ µ1 +m+ Λ1) Φm (t)
−n +m
)
emt +
(
− Λ1e
nt
−n +m +
Λ1e
mt
−n +m
)
L1 (0, ξ)+(
−(ξ µ1 + n+ Λ1) e
nt
−n +m +
(ξ µ1 +m+ Λ1) e
mt
−n +m
)
L0 (0, ξ) ,
L1 (t, ξ) = −Ωm (t)µ1 (µ0ξ +m+ Λ0) e
−ξ B+mt
−n +m +
µ1 (µ0ξ + n+ Λ0) e
−ξ B+ntΩn (t)
−n+m +(
−Λ0µ0Φn (t)−n +m −
µ1 (µ0ξ + n + Λ0)Ψn (t)
−n +m
)
ent+(
Λ0µ0Φm (t)
−n +m +
µ1 (µ0ξ +m+ Λ0) Ψm (t)
−n+m
)
emt +
(
emtΛ0
−n +m −
entΛ0
−n +m
)
L0 (0, ξ)+(
−(µ0ξ + n + Λ0) e
nt
−n +m +
(µ0ξ +m+ Λ0) e
mt
−n +m
)
L1 (0, ξ) ,
(14)
where Πk (t) =
∫ t
0
pi (τ) e−kτ dτ for pi ∈ {φ, ψ, ω} and k ∈ {m,n}. Since the process stops with
probability one, L0 and L1 tend to zero as t tends to infinity for any ξ. In view of Proposition 1,
the necessary condition for this is that the coefficients of emt tend to zero as t tends to infinity.
This leads to the system of two equations, one of them turns out to be identity and the second
one is
L1 (0, ξ) = −(ξ µ1 +m+ Λ1)L0 (0, ξ)
Λ1
− µ0 (ξ µ1 +m+ Λ1) Φm
Λ1
− µ1Ψm + µ1e−ξ BΩm, (15)
where Πk =
∫
∞
0
pi (τ) e−kτ dτ . We now consider the lower boundary condition. Twice integrating
(6) for s = 1 by parts, we get
0 =
∂
∂A
F1 (t, 0) = ξ
2L1 (t, ξ) + ξ F1 (t, B) e
−ξ B − ξ F1 (t, 0) + e−ξ B ∂
∂A
F1 (t, B)−∫ B
0
(
∂2
∂A2
F1 (t, A)
)
e−ξ A dA.
Applying mean theorem for the integral, we get
0 =
∂
∂A
F1 (t, 0) = ξ
2L1 (t, ξ) + ξ F1 (t, B) e
−ξ B − ξ F1 (t, 0) + e−ξ B ∂
∂A
F1 (t, B)−
1
ξ
∂2
∂A2
F1
(
t, Aˆ (t, ξ)
)
+
e−ξ B
ξ
∂2
∂A2
F1
(
t, Aˆ (t, ξ)
)
for some point Aˆ (t, ξ). Tending ξ to +∞, we get
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0 = lim
ξ→∞
(
ξ2L1 (t, ξ)− ξ ψ (t)
)
. (16)
Substituting (15) to (14), we obtain
L1 (t, ξ) = −Ωm (t)µ1 (µ0ξ +m+ Λ0) e
−ξ B+mt
−n+m +
µ1 (µ0ξ + n+ Λ0) e
−ξ B+ntΩn (t)
−n +m +(
−Λ0µ0Φn (t)−n +m −
µ1 (µ0ξ + n+ Λ0) Ψn (t)
−n +m
)
ent+(
Λ0µ0Φm (t)
−n +m +
µ1 (µ0ξ +m+ Λ0)Ψm (t)
−n +m
)
emt +
(
emtΛ0
−n +m −
entΛ0
−n +m
)
L0 (0, ξ)+(
−(µ0ξ + n+ Λ0) e
nt
−n +m +
(µ0ξ +m+ Λ0) e
mt
−n +m
)
(
−(ξ µ1 +m+ Λ1)L0 (0, ξ)
Λ1
− µ0 (ξ µ1 +m+ Λ1) Φm
Λ1
− µ1Ψm + µ1e−ξ BΩm
)
.
(17)
Now we apply the following representation of every integral:
∫ T
0
pi (τ) e−kτ dτ = −pi (T ) e
−kT
k
+
pi (0)
k
− pi
′(T )e−kT
k2
+
pi′ (0)
k2
+
pi′′ (θ)
k3
− pi
′′ (θ) e−kT
k3
, T ∈ {t,∞}.
Substituting it to (17) and applying Taylor series for big ξ, we get
L1 (t, ξ) ≈ ψ (t) ξ µ1 − ψ (t) Λ1 + φ (t) Λ0 − ψ
′ (t)
µ1ξ2
(18)
Substituting (18) to (16) we get
ψ (t) Λ1 − φ (t) Λ0 + ψ′ (t) = 0. (19)
Substituting (19) to (15) and integrating by parts, we get
L1 (0, ξ) =
µ0µ1ξ ψ (0)− L0 (0, ξ) ξ Λ0µ1 + µ0mψ (0) + µ0ψ (0)Λ1 − L0 (0, ξ)mΛ0 − L0 (0, ξ) Λ1Λ0
Λ0Λ1
−
(mξ µ0µ1 + ξ Λ1µ0µ1 +m
2µ0 + 2mΛ1µ0 + Λ0Λ1µ1 + Λ
2
1µ0)
∫
∞
0
ψ (τ) e−mτ dτ
Λ0Λ1
+
µ1e
−ξ B
∫
∞
0
ω (τ) e−mτ dτ.
(20)
We now exclude ξ from (20). To do so, we express ξ through m from (10). It can be done
in two ways:
ξ1 =
−µ0m−mµ1 − Λ0µ1 − Λ1µ0 +
√
r
2µ0µ1
, ξ2 = −µ0m+mµ1 + Λ0µ1 + Λ1µ0 +
√
r
2µ0µ1
,
r = m2µ20 − 2m2µ0µ1 +m2µ21 − 2mΛ0µ0µ1 + 2mΛ0µ21 + 2mΛ1µ20 − 2mΛ1µ0µ1+
Λ20µ
2
1 + 2Λ0Λ1µ0µ1 + Λ
2
1µ
2
0.
(21)
5
We also introduce
U = mµ0 +mµ1 + Λ0µ1 + Λ1µ0 −
√
r,W = mµ0 +mµ1 + Λ0µ1 + Λ1µ0 +
√
r. (22)
Substituting (21) into (20), we get:
L1
(
0,− U
2µ0µ1
)
= − −2mµ0ψ (0)− 2µ0ψ (0) Λ1 + Uψ (0)
2Λ0Λ1
+
µ1e
UB
2µ0µ1
∫
∞
0
ω (τ) e−mτ dτ +
−2mµ0 − 2Λ1µ0 + U
2Λ1µ0
L0
(
0,− U
2µ0µ1
)
+
(−2m2µ0 − 4mΛ1µ0 − 2Λ0Λ1µ1 − 2Λ21µ0 + Um + UΛ1)
∫
∞
0
ψ (τ) e−mτ dτ
2Λ0Λ1
,
L1
(
0,− W
2µ0µ1
)
= − −2mµ0ψ (0)− 2µ0ψ (0) Λ1 +Wψ (0)
2Λ0Λ1
+
µ1e
WB
2µ0µ1
∫
∞
0
ω (τ) e−mτ dτ +
−2mµ0 − 2Λ1µ0 +W
2Λ1µ0
L0
(
0,− W
2µ0µ1
)
+
(−2m2µ0 − 4mΛ1µ0 − 2Λ0Λ1µ1 − 2Λ21µ0 +Wm+WΛ1)
∫
∞
0
ψ (τ) e−mτ dτ
2Λ0Λ1
.
(23)
This is the linear system of equations on two unknowns. We derive its solution as the
combination of fundamental solutions. Indeed, let ψ0A(t) and ω
0
A(t) be solutions of (23) for
F0(0, A) = 0, F1(0, A) = δA(x) and ψ(0) = 0 and ψ
1
A(t) and ω
1
A(t) be solutions of (23) for
F0(0, A) = δA(x), F1(0, A) = 0 and ψ(0) = 0 and ψ
2
A(t) and ω
2
A(t) be solutions of (23) for
F0(0, A) = 0, F1(0, A) = 0. Then the general solution of (23) can be found as
ψ(t) =
∫ B
0
ψ0A(τ)F0(0, A)dA+
∫ B
0
ψ1A(τ)F1(0, A)dA+ ψ
2(τ),
ω(t) =
∫ B
0
ω0A(τ)F0(0, A)dA+
∫ B
0
ω1A(τ)F1(0, A)dA+ ω
2(τ).
(24)
Substituting F0(0, A) = 0, F1(0, A) = δA(x) and ψ(0) = 0 into (23) and solving the system,
we get
∫
∞
0
ω0A (τ) e
−mτ dτ =
(
e
UA
2µ0µ1UΛ0 − e
WA
2µ0µ1WΛ0
)
µ0
(
e
WB
2µ0µ1 S2 + S1e
UB
2µ0µ1
) ,
∫
∞
0
ψ0A (τ) e
−mτ dτ =
2Λ1Λ0µ1
∫
∞
0
ωA0 (τ) e
−mτ dτ
S2
e
UB
2µ0µ1+
− Λ0 (mµ0 −mµ1 − Λ0µ1 + Λ1µ0 + s)
S2µ0
e
UA
2µ0µ1 .
(25)
Substituting F0(0, A) = δA(x), F1(0, A) = 0 and ψ(0) = 0 into (23) and solving the system,
we get
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∫
∞
0
ω1A (τ) e
−mτ dτ =
(
e
WA
2µ0µ1 S2 + e
UA
2µ0µ1 S1
)
µ1
(
e
WB
2µ0µ1 S2 + S1e
UB
2µ0µ1
) ,
∫
∞
0
ψ1A (τ) e
−mτ dτ =
2Λ1Λ0µ1
∫
∞
0
ω1A (τ) e
−mτ dτ
S2
e
UB
2µ0µ1 − 2Λ1Λ0
S2
e
UA
2µ0µ1 .
(26)
Substituting F0(0, A) = 0 and F1(0, A) = 0 into (23) and solving the system, we get
∫
∞
0
ω2 (τ) e−mτ dτ =
2sψ(0)(
e
WB
2µ0µ1 S2 + S1e
UB
2µ0µ1
) ,
∫
∞
0
ψ2 (τ) e−mτ dτ =
−ψ (0) (−2mµ0 − 2Λ1µ0 + U) e
WB
2µ0µ1 + ψ (0) (−2mµ0 − 2Λ1µ0 +W ) e
UB
2µ0µ1(
e
WB
2µ0µ1 S2 + S1e
UB
2µ0µ1
) .
(27)
Hence, in order to derive explicit formulae for ω0A, ψ
0
A, ω
1
A, ψ
1
A, ω
2, ψ2, we need to find correspond-
ing inverse Laplace transforms in (25), (26) and (27). After that ω and ψ can be found from
(24) and φ can be found from (19). After that L0 and L1 can be found from (14), which gives
the full description of the dynamics of the process.
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