Differences in cortical geometry within and between subjects can complicate multifocal visual evoked potential (mfVEP) and standard evoked potential (EP) intra-and inter-subject comparisons. We present methods for aligning temporal intra-and inter-subject data prior to comparison.
Introduction
Multiple groups including Maier et al. (1987) , James (2003) , Zhang and Hood (2004b) , and Carney et al. (2006) have applied principal component analysis (PCA) via singular value decomposition (SVD) to either the conventional or the multifocal pattern reversal VEP and demonstrated in both cases that two principal components (PCs) account for a substantial amount of intra-subject variance. Several groups including (Maier et al., 1987; Zhang and Hood, 2004b) have also made the informal qualitative observation that the inter-subject variability of the two dominant, individually determined temporal principal components is considerably less significant than the inter-subject variability of the unprocessed VEP temporal waveforms. In this paper we use the subspaces derived from SVD to facilitate intraand inter-subject comparisons of the multifocal VEP (mfVEP).
Although there are inter-subject similarities in the structural organization of human early visual areas, the folded shape of cortex is highly variable across subjects. The variability in the cortical folding patterns of human primary visual areas has been observed using functional magnetic resonance imaging (fMRI) in conjunction with structural MRI and retinotopic mapping techniques (DeYoe et al., 1996; Engel et al., 1997) . The variability in the folding patterns of cortex in human visual areas has also been noted in VEP studies (Foxe and Simpson, 2002; Maier et al., 1987; Zhang and Hood, 2004b) .
One likely manifestation of the inter-subject variability of cortical folding that is of particular interest in VEP studies (and EP studies in general) is the contribution of the variability of cortical folding to the observed inter-subject variability of voltage distributions on the scalp when subjects are presented with the same stimulus. Recent fMRI work by Bartels and Zeki (2004) implies that the underlying time courses of activation in response to visual stimuli associated with corresponding functional subdivisions of visual cortex might be expected to display significant inter-subject correlation. In VEP studies, even if the underlying time courses of sources in visual cortex are the same across subjects, the inter-subject variability of cortical folding results in a unique linear combination of the source waveforms at the recording electrodes for every subject. The specific superposition of sources observed for a subject is significantly influenced by the specific cortical folding pattern of that individual. The intersubject variability of cortical geometry is therefore a contributor to the inter-subject variability of the observed temporal potential waveforms on the scalp in VEP and other evoked potential studies.
Similar complications make intra-subject comparisons of mfVEP data difficult. The small, independently modulated patches used in mfVEP studies evoke activity in smaller regions of cortex than the conventional VEP (Baseler et al., 1994; Baseler and Sutter, 1997; Slotnick et al., 1999) . The mfVEP data of a single subject has therefore been found to display considerable variability across the visual field simply due to local differences in cortical geometry (Baseler et al., 1994) . It is therefore difficult to determine what fraction of intra-subject variability across the visual field is due to local differences in cortical geometry and what portion of the variability might be due to local differences in neural processing.
In this paper, we quantify intra-and inter-subject similarity of the time course of activation in early visual areas in response to pattern reversal. We employ the mfVEP to attempt to isolate the pattern reversal response in early visual areas. The mfVEP has been shown to minimize the contribution of extrastriate sources relative to the conventional, full field VEP when the mfVEP is presented at a sufficiently high frame rate (Fortune and Hood, 2003) . The conclusion in Fortune and Hood (2003) was inferred from the observation of polarity reversal between the waveforms associated with the upper and lower visual hemifields in cases of relatively high frequency mfVEP stimulation bore closer resemblance to the waveforms that one might expect from striate generators (that should display such a polarity reversal) than did the polarity reversals observed in lower frequency mfVEP stimulation and the polarity reversals between the upper and lower fields observed with a conventional VEP stimulus.
As discussed, comparison of raw temporal data can be difficult largely due to cortical geometry differences. We apply SVD to reduce the dimensionality of both intra-and inter-subject mfVEP data and methods that operate on the data with reduced dimensionality to facilitate intra-and inter-subject comparisons.
Methods

Data collection/stimulus
Data were collected from eight subjects. The study was approved by the University of California, Berkeley, Committee for the Protection of Human Subjects and all subjects gave written informed consent prior to the beginning of experimentation. The subjects consisted of six males and two females. All subjects had normal or corrected-to normal vision. A mfVEP paradigm as developed and described by Sutter (1991) was used.
The stimulus consisted of 48 checkerboard patches arranged in 4 concentric rings (see Fig. 1 ). The unstimulated, inner diam- The stimulus was designed such that each patch activated approximately 64 mm 2 of visual cortex. Patch modulation was performed according to a binary, 16-bit m-sequence with a presentation rate of 60 Hz. The stimulus was presented using the WinVis psychophysical and physiological testing toolbox (www.neurometrics.com/winvis). Every subject participated in two to six runs of the sequence, with each presentation of the sequence lasting approximately 20 min. Each run was broken up into multiple 1 min segments. The multiple data runs from a single subject were averaged together. In analyses involving data from multiple subjects, only electrodes that displayed reasonable noise levels for all subjects were included. This procedure removed 23 electrodes from the multiple-subject analysis.
An ActiveTwo EEG system (www.biosemi.com) with 96 electrodes was used to sample scalp potentials at 512 Hz during stimulus presentation. The checkerboard reversal response (first cut of second order kernel, see Sutter, 1991 for details) was determined for each patch at each of the electrodes using the Fast-Walsh transform. The resulting data could be expressed as a function of three variables, V (e, p, t) , where e is the recording electrode (ranging from 1 to 96), p the stimulus patch (ranging from 1 to 48), and t is a time index.
A filter with a passband of 2-100 Hz was applied to the data. In addition, an average reference was applied to every dataset. Differences in the time of presentation of each individual patch due to the vertical screen raster delay were taken into account during pre-processing of data.
SVD of single and multiple subject data
Application of SVD to mfVEP data of a single subject was performed as follows. Prior to the application of a SVD to single subject data, the V (e, p, t) data from each subject was appropriately redistributed into a 2D matrix with (E × P) rows and N columns. P and E are the total number of patches and electrodes, respectively, and N denotes the total number of time samples over which the SVD was computed. All SVDs discussed in this paper were applied over the same time window in the pattern reversal response. Each time window consisted of 121 samples, corresponding to 37-260 ms after pattern reversal. Let us suppose that the SVD expansion has D dominant components(c) so that the original data set can be approximated by the expansion:
(The SVD diagonal eigenvalue matrix is multiplied by the leftmost matrix of the SVD to form the E matrix above.) Note that if the data is full rank, when D equals the total number of time points, N, the expansion shown in Eq. (1) is equivalent to the original data. A similar application of SVD was applied to data from all eight subjects grouped together. In the case of data from multiple subjects, the data was grouped into a 2D matrix with (S × E × P) rows and N columns, where S is the number of subjects and E, P and N are defined as above. Similar to the individually applied SVD, an approximation of the multiple subject data using the first D dominant components of the SVD can be written as:
The expansions in Eqs.
(1) and (2), can be used to write the fraction of variance accounted for either by the individual subject expansion (varI) or by the expansion for data from all subjects combined (varA):
The simplicity of these two equations is a result of the orthogonality of the various terms in the SVD expansion. (It should be noted that an alternative, easily applied method to calculate the percent variance accounted for by some subset of the principal components is to determine the ratio of the sum of the squares of the eigenvalues associated with the PCs of interest to the sum of the squares of all eigenvalues. See Zhang and Hood, 2004b.) A main motivation for this paper is the empirical finding that Eq. (4) provides almost as good a fit to the raw data as Eq. (3). As will be discussed further in Section 3, it was found that for D = 2 the percent of the variance accounted for by Eq. (4) (varA = 67%) is almost the same as for Eq. (3) (varI = 73%). We consider this minor reduction in variance to be remarkable because Eq. (2), the expansion of data from multiple subjects, involves eight times (S = 8) the number of data points as the single subject case.
Comparison of 2D subspaces
The findings that varI was 73% on average for each subject and varA was 67% as defined in Eqs. (3) and (4) indicate that both intra-and inter-subject data were well-described by 2D subspaces.
These results suggest that temporal inter-and intra-subject comparisons could be simplified by comparing the 2D temporal subspaces derived from SVD of the data (i.e. T(c, t) for c = 1-2 in Eq. (1) for intra-subject comparisons and T(c, t) in Eq. (2) for c = 1-2 in Eq. (2) for inter-subject comparisons). It should be noted that the methods to be presented for comparisons of 2D subspaces could also be extended to subspaces derived from EEG data with dimensionality greater than two.
Prior to applying SVD according to the procedures described in Section 2.2, the data were transformed to have zero mean across each temporal observation/time dimension. At every time point, the mean across waveforms at that time point was subtracted. This step ensured that the temporal PCs resulting from different applications of SVD had minimal DC offsets from one another.
For the intra-subject comparisons, we compared temporal subspaces that were derived from SVD applied to different subsets of the visual field for the same subject. The mfVEP data for a single subject demonstrates differences in local folding patterns of cortex across the visual field as well as possibly different responses due to functional differences across the visual field (Baseler and Sutter, 1997) . However, it has been shown that patches at the same eccentricity of the mfVEP display relatively similar temporal responses (Baseler and Sutter, 1997) . SVDs were therefore applied to subsets of patches from the same eccentricity (i.e. one SVD for each concentric ring of the stimulus, applying Eq. (1) to only the appropriate subset of patches corresponding to each ring). Four SVDs, one for each stimulus ring, were therefore applied to data from each subject. This resulted in four 2D subspaces per subject.
Use of composite subspace as reference plane for comparisons
Rather than comparing each of the four intra-subject temporal 2D subspaces (which will be referred to as "individual" subspaces and be denoted as I (c, t) ) to all other intra-subject subspaces for the same subject, we defined what we shall refer to as a 'composite' subspace. We shall denote the composite subspace as C (c, t) . It was determined by applying the decomposition in Eq. (1) to data from the entire field from each subject. The composite plane served as a fixed reference to which other data could Comparisons for a single subject are performed by applying SVD to data from the entire visual field for a single subject and comparing the resulting 2D temporal "intra-subject composite" subspace with the 2D "individual" subspaces resulting from application of SVD to each of the stimulus rings separately. Right side: similar to left side except showing methods for inter-rather than intra-subject comparisons.
be compared. Intra-subject comparisons were between the intrasubject C(c, t) subspace and the four "individual" intra-subject I(c, t)s. Fig. 2 (left) illustrates the subspaces used in intra-subject comparison.
Similarly, for inter-subject comparisons, we could compare an inter-subject composite, C (c, t) , that was determined via decomposition of data grouped from the multiple subjects (as shown in Eq. (2)), to decompositions applied to data from each subject individually (resulting in "individual" subspaces, I(c, t) ). Use of a composite subspace in the inter-subject comparisons avoided having to perform a pair-wise comparison for each of the eight single subject subspaces. Fig. 2 (right) illustrates the subspaces used in inter-subject comparisons.
Intra-and inter-subject comparisons and the rotation problem
The "rotation problem" of SVD complicates intra-and inter-subject comparisons. Even if there are similar underlying temporal processes in response to pattern reversal across the visual field within a single subject, or temporal similarities between subjects, distortions due to differences in cortical geometry within a subject and between subjects are expected to cause the SVD components (as well as the raw EEG data) to be some unknown linear combination of the true sources (see Appendix A.1 for a simulated example of how cortical folding affects the SVD time functions).
Determining the degree of similarity of C(c, t) and any given individual subspace, I(c, t), is therefore complicated by the rotation problem. In order to address the problem, a method is developed that searches for the linear combination of sources in each I(c, t) that is most similar to the rotation in C(c, t). The motivation for comparing similar linear combinations of sources is to obtain improved quantitative comparison metrics. Improved comparison metrics are expected to result from examining comparable linear combinations of sources so that differences that are likely due to cortical geometry can be identified.
Methods to find linear combinations of sources in individual subspaces that best correspond to those in a composite subspace and accompanying methods to quantify similarity are formally developed in Section 2.6. In this section, we present an example to clarify the motivation for the methods presented in Section 2.6. Fig. 3 contains simulated data that illustrates how the rotation problem could complicate comparisons by masking similarities between two sets of EEG signals. Fig. 3 illustrates two dominant temporal vectors in a composite subspace (shown in blue). We shall denote the first temporal PC associated with a composite subspace as C(1, t) and the second temporal principal component associated with a composite as C(2, t). The two, dominant temporal PCs defining an individual subspace that we wish to compare to the composite subspace will be denoted as I(1, t) and I(2, t), respectively (shown in red in Fig. 3 ). It can be seen that Fig. 3 . Simulated data to illustrate rotation problem. Two composite subspace PCs (blue) and two individual subspace PCs (red) appear, at first glance, to differ. However, any rotation/linear combination of sources in the composite subspace (as determined by value of θ in Eq. (5)) can be matched exactly by a rotation in the in the individual subspace (φ i in Eq. (6)) so that C (t, θ) = I m (t, φ i ). Inset: illustration of both pairs of PCs in their shared 2D subspace. Note that the individual subspace (red) can be rotated within the shared 2D subspace into alignment with any in-plane rotation of the composite subspace (blue). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.) the two sets of two dominant PCs in Fig. 3 look substantially different at first glance.
Rotations in the composite plane can be specified relative to the unrotated composite vector C(1, t) (with a rotation of θ = 0 corresponding to being perfectly aligned with (C(1, t) and a rotation of θ = 90 corresponding to C(2, t)). The rotations are determined via Eq. (5):
Similarly, rotations in an individual subspace are measured relative to a rotation of φ i = 0 that corresponds to I(1, t). The rotations in the individual subspace can be written as:
Although the simulated data in Fig. 3 appears to exhibit differences between C and I, every rotation/linear combination in the composite space is matched perfectly by some other linear combination of sources in the individual subspace. The result is due to the fact that, in the simulated data, the individual subspace and the composite subspace are identical with the exception that the I(1, t) and I(2, t) vectors that define the individual subspace are rotated in the shared subspace by π/4 relative to C(1, t) and C(2, t). Thus, for example, a rotation corresponding to θ = 0 according to Eq. (5) such that C (t, θ) = C(1, t) can be matched by evaluating Eq. (6) with φ i = −π/4 so that the time function at the rotation θ in the composite subspace equals the time function at the rotation
The simulated data highlights the importance of comparing corresponding linear combinations of sources in EEG data. If corresponding linear combinations of sources are not compared, differences that are simply due to a different superposition of sources might be confused with differences of genuine interest.
In the simulated data, the individual and the composite subspace were identical. If the subspaces under comparison aren't identical a question of interest is whether or not the subspaces under comparison possess similar linear combinations of sources. Also of interest is quantifying the extent of the observed similarity. A comparison metric employed in Section 2.6 for comparisons of multiple individual subspaces is how similar all individual subspaces are at the linear combination of PCs that is most similar among all of the individual subspaces. The linear combination of PCs displaying the greatest similarity to all of the subspaces under comparison will be denoted as C (t, θ max ). The C (t, θ max ) could indicate a neural process that is shared between all of the sets of EEG data that are under comparison. Also of interest is the linear combination of PCs that displays the greatest differences between the individual subspaces under comparison, which will be denoted as C (t, θ min ). The C (t, θ min ) could indicate a neural process that is relatively variable in the sets of EEG data under comparison. It should be noted that the maximum and minimum similarity metrics presented in Section 2.6 can be extended to subspace comparisons of higher dimensions than two. The methods we present for N = 2 dimensional subspace comparisons consist of a search for maxima and minima over one (N − 1) free rotation parameter.
To extend this to a general N-dimensional subspace comparison, one could search for maxima and minima over N − 1 rotation parameters.
Methods for intra-and inter-subject comparison
Given any linear combination of sources in the composite subspace, the corresponding rotation in an individual subspace with the greatest similarity to those sources in the composite plane can be determined.
The composite is used as a reference that allows similar linear combinations of sources in multiple individual subspaces to be compared. The metric used to quantify similarity between the composite and any given individual subspace is the sum-squared error (SSE).
If one fixes the rotation in the composite subspace at θ, the θ will specify a single linear combination of sources in the composite plane. One can then determine the particular rotation in an individual subspace (φ irot ) that minimizes the SSE between the I m (t, φ i ) and the C (t, θ) (see Eqs. (5) and (6) for definitions of C (t, θ) and I m (t, φ i )):
Because both I m (t, φ i )and C (t, θ) are unit length:
From Eq. (8) it can be seen that finding the rotation in an individual subspace that minimizes the SSE between it and any given rotation in the composite plane can be found by maximizing the dot product of I m (t, φ i ) and the C (t, θ). If θ is fixed, the φ i that maximizes the dot product of I m (t, φ i ) and the C (t, θ) is simply the φ i where C (t, θ) projects onto the individual subspace.
Projection length will be extensively used as a metric for similarity. The reader should keep in mind the result of Eqs. (7) and (8) that minimizing the SSE is equivalent to maximizing projection length.
Therefore, given a time function in the composite subspace at rotation θ corresponding to some linear combination of sources, C (t, θ), the corresponding rotations in each of the individual subspaces that minimized the sum squared error with C (t, θ) were found by projecting C (t, θ) onto each individual subspace. This was done for all rotations in the composite subspace, θ. Fig. 4A is a synthetic example of the rotation of a vector, C (t, θ) shown in red, within a composite subspace (shown in blue) in three time dimensions. Shown in black and shaded in gray is another 2D subspace embedded in 3D that could correspond to an individual subspace. The two components (c = 1 and 2) of the projection of C (t, θ) onto the mth individual subspace can be written as:
P m (θ, 1) and P m (θ, 2) are shown in green in Fig. 4A and B. Fig. 4B is an example of what the projection of the composite rotation onto the individual subspace might look like if the projection were viewed on the 2D individual subspace. It can be seen that length of the projection of the composite onto the mth individual subspace can be written as:
Since all temporal waveforms were unit length (due to being derived from SVD and the rotation procedure being lengthpreserving) the maximum possible projection length of any rotation in the composite plane onto each individual subspace was one. A projection length of one is expected to occur if the two subspaces being compared are coplanar at a rotation in the composite subspace. Plots of L(θ) (i.e. plots of projection length onto an individual subspace versus rotation in the composite plane) are used extensively in Section 3 to compare intra-and inter-subject data. For a further description of the interpretation of these plots, see Appendix A.3.
It can be seen from Fig. 4B that the rotation of the projection of C (t, θ) (specified within the mth individual subspace) can be expressed as:
(For an alternative derivation of Eq. (11) that employs exclusively SSE rather than geometry, see Appendix A.2.) If the phase of a projection of a rotation in the composite plane onto an individual subspace fell in the left half of an individual subspace, the location of projection was rotated by 180 • such that it was transformed to lie in the right half of an individual subspace. The rotation by 180 • of projections in the left halves of individual subspaces was performed so that all phases could be easily compared to the positive, unrotated PC 1 in each individual subspace.
To find the rotation in the composite subspace, θ max , that produces the greatest agreement between C (t, θ) and the corresponding projections onto the multiple individual subspaces, one can find the θ that maximizes the sum of the lengths of the projections onto all of the individual subspaces. If M is the total number of individual subspaces, then θ max is as defined below:
The time function in the composite plane located at the rotation θ max , C (t, θ max ), is expected to be a temporal source or combination of temporal sources that displays similarity in all individual subspaces.
Similarly the rotation in the composite plane that minimizes the sum of the lengths of the projections onto M individual subspaces is θ min :
The time function located at the rotation in the composite plane producing the minimum sum of lengths of projections onto the individual subject subspaces will be referred to as C (t, θ min ). The time functions in each of the individual subspaces at the rotations that are coincident with the projections of C (t, θ max ) and C (t, θ min ) onto each of the individual subspaces will be denoted as I max and I min , respectively. The rotation angle Table 1 SNRs across the visual field across subjects
Subject
Ring 1 (outer ring) Ring 2 Ring 3 Ring 4 (fovea) Entire visual field 1 2.6 ± 0.6 2.8 ± 0.8 2.7 ± 0.8 2.6 ± 0.6 2.7 ± 0.7 2 2.4 ± 0.7 2.1 ± 0.6 2.3 ± 0.9 2.4 ± 0.7 2.3 ± 0.7 3 1.8 ± 0.5 1.5 ± 0.3 1.4 ± 0.3 1.3 ± 0.2 1.5 ± 0.4 4 1.9 ± 0.3 1.9 ± 0.3 1.8 ± 0.4 1.7 ± 0.4 1.8 ± 0.4 5 1.9 ± 0.4 1.5 ± 0.3 1.5 ± 0.2 1.4 ± 0.2 1.6 ± 0.3 6 3.1 ± 0.8 2.4 ± 0.5 2.1 ± 0.5 2.1 ± 0.5 2.4 ± 0.7 7 3.6 ± 0.6 2.8 ± 0.4 2.4 ± 0.3 2.5 ± 0.5 2.8 ± 0.6 8 1.9 ± 0.3 1.4 ± 0.3 1.6 ± 0.4 1.8 ± 0.3 1.7 ± 0.4
The standard deviation shown for each subject/ring combination is the standard deviation across the 12 patches composing each ring. The bottom row is the standard error across all subjects. It is given by the standard deviations of the SNRs of individual subjects divided by sqrt(8).
(as specified within an individual subspace) corresponding to the location of I max in the individual subspace will be denoted as φ i max . The rotation angle (as specified within an individual subspace) corresponding to the location of I min in the individual subspace will be denoted as φ i min .
The M I max in the M individual subspaces under comparison are expected to be linear combinations of sources in the individual subspaces exhibiting relatively great similarity. In contrast, the M I min in the compared individual subspaces are expected to be linear combinations of sources in the individual subspaces that exhibit relatively great variability.
Results
Subject signal to noise ratio
Signal to noise ratios (SNRs) were determined from each subject's V(e, p, t) data using a method that was similar to the method presented in Zhang and Hood (2004a) . Signal windows were defined as 37-260 ms (window length was 121 samples) after pattern reversal within the evoked response to each stimulus patch. The RMS amplitude of signal windows for each patch were used to calculate the SNR values shown in Table 1 . The same method was used to determine RMS amplitudes in the "noise" regions of responses, defined as being 667-890 ms after pattern reversal in the evoked response to each stimulus patch. Noise window lengths were the same lengths as the signal windows, 121 samples. SNRs, the ratios between the two RMS measures in various regions of the visual field, are listed in Table 1 and discussed in later sections.
Intra-subject results
SVDs were performed on data from the entire visual field for each subject after forming a V(e × p, t) matrix for each subject as described in Section 2.2. Table 2 lists the percent variance associated with the first four eigenvalues of each subject accounting for the most variance. Similar to the results found in Maier et al. (1987) , James (2003) and Zhang and Hood (2004b) , two principal components accounted for, on average for each individual subject, 73% of the total signal variance. This implies that, for every subject tested, the original VEP data can be well-approximated by the sum of products of two time dependent (T) and two spatial (E) components and that each subject's temporal data can be well-approximated by a 2D subspace.
As discussed in Section 2, each subject had an associated 2D "intra-subject composite subspace" determined by applying Eq.
(1) to data from the entire visual field for each subject. In addition, four individual ring temporal subspaces were determined for each subject by applying Eq. (1) to data from each stimulus ring. Four L(θ) curves were determined for each subject as follows: a single vector was rotated within the composite subspace and at every rotation in the composite subspace the vector was projected onto each of the four individual subspaces corresponding to each stimulus ring for each subject (application of Eq. (10) at each θ from −π/2 to π/2). Each L(θ)curve consisted of a plot of the projection length of the projection of the vector that was rotated in the composite subspace onto each individual subspace versus its rotation within the composite plane (see Section 2 and Appendix A.3 for more details). The sums of the L(θ) curves across all four rings for each of the subjects are shown in Fig. 5 . If the 2D subspaces associated with all four rings of a subject's data were located in the same subspace as the intra-subject composite, the sum of the projection lengths at each rotation of the intra-subject composite would be four (sum of four unit length projections onto four ring subspaces). The sum of L(θ) curves for some subjects can be seen to deviate more substantially from four and therefore display greater intra-subject variability than others, in particular the curves of subjects 3 and 5. Note in Table 2 that two components accounted for only 56% and 58% of the total variance for these two subjects. In addition, note that in Table 2 the ratio of the percent variance accounted for by PC 2 to the percent variance accounted for by PC 3 is significantly smaller for subjects 3 and 5 than the same ratio as determined for the other subjects. Subject 3 showed a sum of projection lengths that significantly deviated from four for most composite rotations. The low SNR of subject 3's data could be at least partially responsible for this result. Similarly, it is possible that some portion of the inconsistency between rings shown by subject 5 is attributable to effects of low SNR (see Table 1 ).
Several subjects displayed quite similar L(θ) curves for the subspaces derived from all four-stimulus rings with projection lengths uniformly near one for each stimulus ring. As can be seen in Fig. 5 , even the minima of the sum of the four L(θ) curves for subjects 2, 4, 6, 7 and 8 are above 3.8, indicating a significant amount of similarity between each individual ring subspace and the intra-subject composite subspace at all rotations within the intra-subject composite plane. These results indicate that some or all of the sources contributing to the responses to the individual rings of the stimulus for these subjects were similar to one another.
Of interest is the rotation in the intra-subject composite subspace, θ max , that maximized the sum of the lengths of the projections onto each of the individual ring subspaces via application of Eq. (12) across all four-stimulus rings for each subject. The θ max for each subject is shown in Table 3 . The greatest projection lengths onto the individual ring subspaces were determined for each subject by plugging their particular θ max into Eq. (10), and are listed as "L(θ max )" in Table 3 . The L(θ max ) indicates how similar the individual subspaces are at the rotations in each of the individual subspaces that make the individual time functions most similar. It can be seen that all of the L(θ max ) are relatively near the maximum possible value of one for all subjects and all stimulus rings. A possible interpretation of this result is that each of the C (t, θ max ) represents a temporal neural process of substantial consistency across the visual field for each subject.
In order to determine which rotation in the intra-subject composite plane deviated the most substantially from the individual ring data, we could find the rotation in each intra-subject composite, θ min , that minimized the sum of the lengths of the projections onto each of the individual ring subspaces via application of Eq. (13) across all four-stimulus rings for each subject. (Recall that this would be equivalent to finding the rotations in the individual subspaces that maximized the SSE between the individual subspaces.) The θ min are shown in Table 3 . The projection lengths, L(θ min ), onto the individual ring subspaces as determined for each subject by plugging their particular θ min into Eq. (10), are also shown in Table 3 .
It can be seen that the L(θ min ) are relatively near one for most subjects (however not as consistently near one as the L(θ max )). The projection lengths near one indicate that there was relatively Table 3 The lengths of projection of C (t, θ max ) and C (t, θ min ) onto individual ring subspaces, L(θ max ) and L(θ min ), respectively little tilt/dissimilarity between each individual ring subspace and the composite subspace even at the C (t, θ min ) rotation within the composite plane that minimized the sum of the lengths of the projections onto the individual subspaces. (See Appendix A.3 for a description of the meaning of 'tilt.') The main exceptions were subjects 1, 3 and 5 who, although they displayed L(θ max ) that were close to one, displayed significant deviations from unity in L(θ min ). Table 4 lists the rotations within the individual ring subspaces, φ i max , in radians at the location of projection of C (t, θ max ) onto each ring subspace (Eq. (11) was applied to determine φ i max for each individual ring subspace for each subject). Fig. 6 is a plot of the projections of the each subject's C (t, θ max ) onto the four ring subspaces of all eight subjects. The lengths and phases shown in Fig. 6 correspond to the actual rotations and lengths of the projections.
It can be seen from Table 4 and Fig. 6 that most of the rotations are closer to the unrotated PC 1 in each individual's subspace (defined as being at 0 phase within each individual subspace) than to the unrotated PC 2 in each individual's subspace (defined as being at π/2 phase within each individual subspace). However, there is a considerable deviation from the unrotated PC 1 in most cases.
Subjects 6 and 7, for example, both had φ i max associated with the inner stimulus ring that were slightly closer to the unrotated PC 2s in their respective subspaces. The projections associated with the inner stimulus ring are shown in magenta for all subjects in Fig. 6 . The three projections onto the three outer ring subspaces for subjects 6 and 7, however were relatively near the unrotated PC 1s of the three outer ring subspaces.
The difference in φ i max across rings is likely at least partially attributable to differences in cortical folding in portions of cortex corresponding to different regions of the visual field. As has been discussed, differences in folding across the parts of cortex responsive to different regions of visual field are expected to result in a varying linear combination of sources associated with responses from each region. Another possible explanation for varying linear combinations of sources at different eccentricities within a single subject are differential contributions of the M and P pathways at different eccentricities (Baseler and Sutter, 1997) .
The φ i min are listed in Table 4 with the φ i max . It can be seen that the φ i min tended to be relatively close to the unrotated PC 2s for each ring subspace and the φ i max tended to be relatively close to the unrotated PC 1s in each individual ring subspace. This was to be expected as the PC 2 in the intra-subject composite and the PC 2s in the individual subspaces accounted for less variance than the PC 1s. The smaller amount of variance accounted for by PC 2 guaranteed that the region in each 2D subspace near the unrotated PC 2 was associated with the noisiest temporal processes in the subspace. Fig. 7C is a plot of I max for each subject. The I max correspond to the time functions in individual subspaces at the locations of the projection of C (t, θ max ) onto each individual subject subspace. One motivation for plotting each I max is to be able to visually inspect how similar the individual time functions are to each other at the rotations that bring the individual time functions closest together. Fig. 7A and B are plots of the unrotated temporal PC 1s and PC 2s for all subjects. Recall that subjects 6 and 7 displayed considerably different φ i max for the inner ring subspace than for the outer three ring subspaces. A considerable qualitative difference can therefore be observed in the unrotated PC 1 and 2 of the inner ring for these two subjects relative to the PCs for other rings (inner ring PCs shown in magenta in Fig. 7) . For all subjects to varying degrees, it can be seen in Fig. 7 that the I max display considerably less intra-subject variability than the unrotated temporal waveforms shown in Fig. 7A and B. A possible explanation for the greater intra-subject variability of the raw PCs in Fig. 7 is that the raw PCs consist of some linear combination of sources unique to the portion of cortex associated with each stimulus ring. This unique linear combination of sources is largely dependent on the local geometry of cortex. By finding a C (t, θ max ) for each subject that projects well onto all individual ring subspaces at the I max time functions, we have found temporal processes that display a significant amount of consistency across the visual field within a subject. This is exemplified by the substantial similarity of the I max waveforms shown in Fig. 7C .
Plots of I min for all subjects are shown in Fig. 7D . One hypothesis that could explain the relatively great intra-subject variability of the I min across the visual field (relative to the intra-subject variability of the I max ) might be that the I min contain significant extrastriate contributions, perhaps associated with relatively weak, very small and/or deep regions of cortical activation (DeYoe et al., 1996) . An alternative hypothesis/possible contributing factor that might explain the variations in the I min across the visual field for any given subject could be varying M and P contributions across the visual field (Dacey, 1993; Baseler and Sutter, 1997) . Spatially specific attention and feedback effects have been observed in two prior mfVEP studies (Seiple et al., 2002; Slotnick et al., 2002) . A third possible contributing factor, therefore, might be that some of the intra-subject differences might correspond to temporal processes involving feedback and/or attention that might be expected to vary at different regions of the visual field within the same subject.
Inter-subject results
Application of a SVD to a V(s × e × p, t) matrix formed as described in Section 2.2 by concatenating signal windows from each subject appropriately into the V(s × e × p, t) matrix resulted in the first two PCs accounting for 47% and 20% of the inter-subject variance, respectively. Fig. 8 is a plot of the percent variance accounted for by the first 17 inter-subject PCs for an inter-subject SVD done across the entire visual field.
The fact that two PCs accounted for the majority of intersubject variance indicated that a "composite" 2D inter-subject subspace defined by the two dominant inter-subject temporal PCs accounted for the majority of the temporal variance in the V(s, e, p, t) space. The first and second composite inter-subject temporal eigenvectors were determined for each ring of the stimulus separately. This was done by performing four SVDs on V(s × e × p, t) matrices containing only the appropriate subset of patches corresponding to each stimulus ring from each subject. Each of the four 2D inter-subject ring-by-ring composites could then be compared to the corresponding ring-by-ring dominant two PCs as determined for each subject individually. A composite intersubject 2D subspace for the entire visual field was determined by applying SVD to combined data from the entire visual field for all subjects. The inter-subject composite for the entire visual field was compared with each of the subspaces resulting from application of SVD to individual subject data from the entire visual field. Fig. 9 is a plot of the L(θ) curves summed across all subjects for the inter-subject subspace comparisons done ring by ring. In Fig. 9 , if all of the individual subspaces were identical to the inter-subject composite subspace, the sum of the lengths of the projections would sum to eight at all rotations within the composite subspace (sum of eight unit length vectors, one for each of eight subject subspaces). All of the L(θ) curves with the exception of the L(θ) curve associated with the outer ring of the stimulus displayed projection lengths that were consistently near one for all rotations. The maximum of the L(θ) curve for the outer ring of the stimulus is near 8, however the minimum point in the L(θ) curve for the outer ring deviated considerably from 8. This indicates that at least one of the sources contributing to the outer ring responses for the subjects did, as a whole, display substantial inter-subject similarity. Other source(s) contributing to the outer ring responses of the subjects, however, were significantly variable from subject to subject. A possible reason for the differing responses to the outer ring could be that it was not surrounded by other patches as was the case for all other stimulus rings. Fig. 10 is a plot of the subject-by-subject L(θ) curves using an inter-subject composite as determined across the entire field. The lengths of projections were found by projecting rotations Fig. 10 . Subject by subject L(θ) curves. Rotation in inter-subject composite subspace is specified relative to unrotated PC 1 in inter-subject composite subspace.
of the inter-subject composite onto individual subject subspaces that were derived from data from the entire visual field for each subject. It can be seen that all subjects except subjects 1 and 3 display projection lengths near one for all rotations in the composite plane. Note that the subjects who deviated from the inter-subject composite at some rotations in the composite plane nevertheless showed substantial similarity to the composite plane at other rotations. This could indicate that some sources were similar between subjects but not all sources showed significant intersubject similarity.
θ max was determined at each ring across all individual subject subspaces as determined at each stimulus ring (four applications of Eq. (12) with M = 8). Eq. (12) was applied to determine the rotations in each of the four ring-by-ring inter-subject composite planes that maximized the sum of the lengths of the projection onto the individual subject subspaces for each ring (solving for one θ max for all subjects per stimulus ring). Table 5 contains the lengths of projection (L(θ max )) resulting from the projection of the inter-subject C (t, θ max ) for each stimulus ring onto the eight individual subject subspaces as determined for the appropriate stimulus ring. The standard deviation of the L(θ max ) across stimulus rings was quite low for all subjects. This demonstrates that the relationship of the individual subspaces to the composite (and hence the L(θ max ) measure) is fairly consistent with varying stimulus eccentricity.
Similarly Eq. (13) was used to determine θ min at each ring using data from all of the individual subject subspaces corresponding to each stimulus ring (four applications of Eq. (13) with M = 8). The rotations in each of the four ring-by-ring intersubject composite planes that minimized the sum of the lengths of the projection onto the individual subject subspaces for that ring were determined (solving for one θ min for all subjects for each stimulus ring). Table 5 contains L(θ min ), the lengths of projection when the C (t, θ min ) for each stimulus ring was projected onto the eight individual subject subspaces as determined for the appropriate stimulus ring.
For most subjects, although the standard deviations of the L(θ min ) were higher than those associated with L(θ max ), the standard deviations were still relatively low. For subjects 3 and 5, however, the standard deviation of the L(θ min ) were relatively high with the associated projection lengths being relatively low. Subject 1 also exhibited uniformly low L(θ min ) across rings with relatively low standard deviation.
It can be seen that some of the L(θ min ) are relatively near one, but many of the L(θ min ) are substantially smaller than the L(θ max ). This indicates that the multiple subjects do share some temporal processes of substantial similarity (mainly the I max ) but there is a substantial tilt between the multiple subject subspaces at those portions of the subspaces that correspond to linear combinations of sources that are relatively dissimilar between subjects (the I min ). This is to be contrasted with the individual subject data which showed relatively great similarity in both the I max and I min , indicating relatively little tilt between the intra-subject subspaces at every linear combination of sources in the intra-subject composite plane and therefore substantial intra-subject similarity in response across stimulus rings. Table 6 lists the rotations within the individual subject subspaces, φ i max , at the locations of projection of C (t, θ max ) onto each individual subject subspace. It can be seen that most of the phases in Table 6 are closer to the unrotated PC 1 in each individual subject's subspace (defined as being at 0 phase within each individual subspace) than to the unrotated PC 2 in each individual's subspace. However, there is a considerable amount of deviation from the unrotated PC 1 across subjects. Table 5 Lengths of projection of inter-subject composites C (t, θ max ) and C (t, θ min ) onto individual subject subspaces L(θ max ) and L(θ min ) and associated standard deviations across subjects and rings
Subject
Ring 1 The φ i min are also presented in Table 6 . It can be seen that the φ i min are predominantly near the unrotated PC 2 in each individual subspace, but do exhibit some variation from the unrotated PC 2 across subjects. Fig. 11 contains the inter-subject φ i max as determined for the entire visual field. The difference in φ i max across subjects exhibited in Fig. 11 (also apparent in Table 6 for data in which SVDs were performed ring-by-ring) is likely at least partially attributable to differences in cortical folding among subjects. As discussed, each subject has a unique cortical geometry leading to differences in the observed combination of sources for each subject. Fig. 12C is a plot of the waveforms in the individual subject subspaces, I max at the rotation of the entire-visual field intersubject composite C (t, θ max ) maximizing the sum of the lengths of the projections onto all of the individual subspaces as determined across the entire visual field for each. Fig. 12A and B are plots of the unrotated PC 1s and PC 2s for all subjects. It can be seen that the I max , display less inter-subject variability than the Fig. 11 . φ i max , or plots of projection of inter-subject C (t, θ max ) (as determined from data from the entire visual field) onto individual subject subspaces (also determined from data from the entire visual field). Lengths and phases of the projections are drawn to scale. A unit circle is drawn to facilitate comparisons of projection lengths. unmodified temporal PC 1s or PC 2s. A possible explanation for the greater variability of the raw PCs is that the raw PCs are likely influenced by the unique cortical folding pattern of each subject and therefore consist of some linear combination of sources unique to each subject. Finding an inter-subject C (t, θ max ) for the entire visual field that projects well onto all individual subject subspaces allows us to compare similar linear combinations of sources in the individual subspaces. The I max waveforms for each subject shown in Fig. 12C therefore show a relatively more consistent temporal process for all subjects than the raw PCs. Fig. 12D is a plot of the temporal vectors in each of the individual subject subspaces, I min , at the rotation corresponding to the location where the rotation of the entire visual field composite produced the minimum sum of lengths across projections onto individual subject subspaces. Although there are some similarities in the I min , there are also a variety of inter-subject differences apparent in Fig. 12D .
As was the case for the intra-subject C (t, θ min ) and I min , the inter-subject C (t, θ min ) and I min were, for the most part, closer to the unrotated PC 2 in the composite and individual subspaces. Therefore, much of the variability is likely due to the fact that C (t, θ min ) and I min were derived from the noisiest portions of the subspaces. Reasons for the variability and noisiness at the I min rotations could be due to any combination of a number of factors. It is possible that the source or sources at the C (t, θ min ) rotation consist of substantial extrastriate contributions that are relatively weak, small, and/or deep (DeYoe et al., 1996) . Another possible explanation that could contribute to inter-subject differences in the I min (as well as the less extensive differences in I max ) could be individual differences in feedback and/or attention (Seiple et al., 2002; Slotnick et al., 2002) .
Discussion
In addition to confirming the previously known finding that two PCs account for over 50% of intra-subject variance of the multifocal VEP (Maier et al., 1987; James, 2003; Zhang and Hood, 2004b; Carney et al., 2006) we have quantified intersubject similarity of the mfVEP, finding that two dominant inter-subject composite PCs account for 67% of inter-subject variance.
It is important to note that temporal PCs determined via SVD are not necessarily physiologically meaningful (Maier et al., 1987; Bartels and Zeki, 2004) . SVD decomposes data into orthogonal spatial and temporal components. The orthogonality constraint is an artificial one; the underlying physiological time functions are most probably not orthogonal. Therefore, the composite 2D intra-and inter-subject temporal subspaces that we use in comparisons are not necessarily physiologically meaningful. However, the composites can be used as fixed standards to which inter-and intra-subject temporal data are compared to gauge variability. We use the composites to facilitate alignment of corresponding temporal features.
One argument against rotating the principal temporal components derived from mfVEP data into alignment prior to combining or comparing inter-or intra-subject data is that perhaps the unrotated principal component 1 is already a physiologically meaningful source (Zhang and Hood, 2004b) . In Zhang et al., the authors suggested that PC 1 likely is a "relatively pure V1 component and can be used to study the processing in V1." One aspect of the authors' arguments is based on the observation that the spatial topographies associated with PC 1 display a flip in polarity between the upper and lower visual fields. In our interand intra-subject analyses, we derived temporal 2D subspaces from various subsets of individual and inter-subject data and have shown that corresponding temporal features in these subspaces are at variable rotations in each individual subspace. For example, we found that the rotation in each individual subspace, φ i max , at the location of the projection of the composite rotation, C (t, θ max ), varied substantially within individual subjects and between individual subjects (see Figs. 7 and 11) . Much of the variability observed is likely due to the unique cortical folding of the cortical region or regions from which each individual subspace was derived. Cortical folding is expected to cause the observed linear combination of sources at any given rotation in each individual subspace to be variable from one individual subspace to another. Our results therefore indicate that the temporal waveform associated with the unrotated PC 1 as determined from a single or only a few subjects is likely some unknown superposition of sources that is likely dependent on the unique cortical folding associated with the brain regions from which the PC is derived. It therefore seems unlikely that the unrotated PC 1 (at least as determined from a single or a few subjects) can be used to reliably isolate V1 temporal activity. However, perhaps only minimal distortions of PC time functions are to be expected in a situation such as the experiments described in Zhang and Hood (2004b) in which PCs from a relatively great number of subjects (greater than 30 in the case of Zhang et al.) are averaged. In a case such as this, perhaps individual variations in temporal data that are attributable to cortical geometry differences will tend to cancel out.
Our finding that there is generally excellent agreement of the 2D subspaces across eight subjects (recall that there was a minor reduction of variance from 73% to 67% of variance accounted for) implies that there is significant commonality of the temporal responses across our subjects. This likely implies that there is significant similarity in V1 time functions across subjects, assuming (as evidence indicates in Fortune and Hood, 2003) that there are sizable contributions of striate generators to the mfVEP. If V1 time functions are substantially different across subjects, then there may be some other principle, not yet understood, that underlies the observed subspace similarity across subjects.
If future work involving source localization reveals that the underlying V1 time function is essentially the same across subjects, this could suggest useful extensions of the methods presented in this paper. A 'composite V1 time function' could be defined based on the expected temporal response of V1 obtained from source localization of multiple subjects. To obtain an estimate of the V1 time function from the multifocal data of a new subject, one could rotate within the 2D subspace defined by PC 1 and 2 of the new subject to best match the composite V1 time function. The electrode weightings and time functions obtained from multifocal data could be used to facilitate isolation of the V1 components in non-multifocal experiments.
Many EP studies rely on comparison of averaged, raw temporal waveforms across subjects. As discussed in (Baseler et al., 1994) , averaging of data from multiple subjects (or, as our data suggests, even averaging data from different regions of the visual field for a single subject) can result in unintended signal cancellation and distortion due to individual differences in cortical folding. As shown in Figs. 7 and 12, examination of comparable linear combinations of sources rather than comparisons of raw data or comparisons of unrotated temporal PCs can mitigate much apparent intra-and inter-subject variability that is presumably largely due to individual differences in cortical geometry. The alignment process that we propose might therefore facilitate investigation of neural processes of interest by disambiguating such processes from differences that are more likely due to cortical geometry variability.
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Appendix A
A.1. Cortical folding and the rotation problem
Consider three sets of V k (e, t) data, with the subscript k representing the three datasets. The voltage for a single a single patch can be written as
Each of the datasets is associated with the same pair of time functions, T(1, t) and T(2, t). The two time functions can be arbitrary other than having unit norm and being orthogonal to each other. For simplicity we consider the case with just two electrodes (e = 1 or 2) where the first component is the same for all three datasets:
The second components for the three datasets are chosen to be very slightly different from each other:
A singular value decomposition of V k (e, t) gives:
where the new time functions are rotated versions of the original time function:
where θ 1 = 0 • , θ 2 = 90 • , and θ 3 = −58 • . That is the two PCs for the first example, with θ 1 = 0, are identical to the original time functions. The two PCs for the second example with θ 2 = 90 • are identical to the original time functions except in reverse order and with a sign flip of one of the components. For the third example, because of the slight nonorthogonality of the two electrode weightings the two principal components are rotated by −58 • from the original components.
We like this example because it is remarkable that an amazingly small change in the electrode weighting can make a large change in the principal component time functions that are obtained from the SVD algorithm. The reason for the dramatic jump from 0 to π/2 for k = 1 and 2 is because in the former case the time function, T(1, t) is associated with the slightly stronger electrode function and in the latter case it is associated with the slightly weaker electrode weighting. Since SVD sorts the principal components according to the amount of variance accounted for there is a switch in components in going from case 1 to case 2. This example provides a vivid demonstration that the time functions can be very sensitive to the electrode weightings.
A.2. SSE derivation of φ irot
In Section 2.6, we show how, given any rotation in the composite subspace, the closest rotation in an individual subspace can be found by projecting the composite vector onto the individual subspace and determining the phase of the projection within the individual subspace (see Eq. (11)). An alternative to the geometric derivation in Section 2.6 is one that uses SSE to obtain the same result.
The distance between a rotated time function within the composite space and a rotated time function in the mth individual subspace is given by the sum of squared differences between the two: SSE(θ, φ i ) = Combining Eqs. (6), (A.2) and (9) gives: SSE(θ, φ i ) = 2 − 2(cos(φ i )P(θ, 1) + sin(φ i )P(θ, 2)) (A.
3)
The minimum (or maximum) value of Eq. (A.3) is obtained by taking the derivative of Eq. (A.3) with respect to φ i . The angle of interest in the individual subspace, φ irot , is therefore:
The above equation is equivalent to Eq. (11) in Section 2.6.
A.3. Three-dimensional example of L(θ) plot
For each individual subspace, we can find the lengths of the projections of rotations in the composite plane onto the individual subspace as a function of rotation angle within the composite plane, θ, by using Eq. (10).
Examination of this plot for each individual subspace can give us information about the tilt between each individual subspace and the composite subspace for all of the linear combinations of the two composite subspace temporal waveforms (i.e. for every θ). In Section 3, we present intra-and inter-subject L(θ) plots. In this section, we will present L(θ) plots for several example 2D subspaces in 3D to acquaint the reader with interpretation of the plots. displays more extreme tilt relative to the composite than the blue subspace. The L(θ) curve associated with the blue subspace therefore displays a greater projection length at the rotation producing maximum tilt away from the composite subspace than the curve associated with the red subspace does. An important difference between our N-dimensional temporal data and the three dimensional example shown in Fig. A.1 is that for 2D subspaces in 3D there will be at least one rotation in the composite plane that projects onto an individual subspace with projection length of unity. In situations in which 2D subspaces are embedded in higher dimensions than three, the 2D subspaces do not necessarily have to be coplanar at any rotation and therefore the L(θ) plots do not have to have maxima equal to 1.
