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ABSTRACT
On Using Block Principal Component Analysis for Reducing Gene-Expression Data
Dimensions
by
Sang Hee Lee
Dr. Ashok K. Singh, Examination Committee Chair 
Professor o f Statistics 
University o f Nevada, Las Vegas
Since a microarray gene expression database contains a large number o f variables and 
a relatively small number o f samples, using and analyzing the databases require an 
intense, large-dimension computation method. Principal component analysis (PCA) is a 
useful tool to reduce the number of dimensions, and therefore, the complexity. PCA 
allows us to analyze the gene expression database with a relatively small data dimension 
without losing relevant information and increases the analytic visibility o f the data. The 
initial computation using PCA, however, involves calculating a high-dimension 
covariance or correlation matrix and requires time and hardware resources which are 
limited in most real situations.
In this thesis, we propose to use a Block Principal Component Analysis (Block PCA) 
method, introduced by Liu et al. (2002), to produce a subset that can explain a large 
amount of variation and propose criterion to find the most appropriate subsets.
Ill
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The gene expression data typically is highly correlated and the covariance matrix 
becomes highly ill-conditioned. The Mahalanobis distances resulting from the application 
o f software packages such as SAS are not reliable in such cases. We investigate the effect 
o f ill-conditioning on Discriminant Analysis of gene expression data from a DNA 
microarray. Bioinformatics literature recommends forming blocks o f variables that are 
correlated with another. We proposed the method of Partial Least Square (PLS) to form 
the block o f correlated variables for use in Block PCA.
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CHAPTER 1 
INTRODUCTION
Newly developed technology including computers enables us to store enormous 
amounts o f data and analyze them. Using this technology, bioinformatics has evolved 
into a discipline based on recent biological and computational research. Bioinformatics 
is the relatively new independent discipline o f Science which leverages the recent 
increase in computational capacity and the resulting exponential increase in available 
data to perform the organization, indexing and analysis o f biological statistical data 
(Mount, 2001; Jones and Pevzner, 2004; Miyano et al, 2005). Drawing from several 
different disciplines including Statistics, Computer Sciences, and Biology, very large 
amounts o f disparate biological data are combined into an accessible and comprehensible 
format for analysis and research. Computational/statistical methods such as database 
mining and computational biology have enabled researchers to make advances in areas of 
study such as three dimensional protein modeling, amino acid sequencing and genome 
sequencing. There is no single evolutionary path for the future o f bioinformatics; 
possibly there will be several major branches o f advancement. As for now, 
bioinformatics represents the brightest future for the analysis o f and pertinent response to 
the modern universe o f biological statistical information. Among the various branches o f 
bioinformatics, microarray technology now makes it possible to rapidly measure and 
analyze the patterns of gene expressions.
1
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Figure 1 : Micro Array Production Process 
(Reference: http://www.ebi.ac.uk/2can/databases/microarrav.htmlJ
The microarray production process is as follows (Draghici, 2003): DNA fragments 
are amplified and spotted on microscope glass slides coated with poly-L-Lysine (or other 
types of microarray chips). RNA are extracted from a target organism and are 
transformed to cDNA by reverse transcription. During this stage, DNA are labeled with a 
fluorescent dye (Figure 1). During the hybridization step, two different types o f 
laboratory analyses are available depending on the purpose o f the research. Absolute 
intensity research is denoted by the name one-channel DNA and relative intensity 
research is denoted by two-channel DNA data. The former is derived from technologies 
that employ the hybridization o f individual labeled cDNA to a microarray, whereas the 
latter comes from the simultaneous competitive hybridization o f two instinct cDNA 
probes, each labeled with a different (red and green) dye. Labeled cDNA are put on the 
matrix of spotted single strand DNA (called probe) and will hybridize on the spotted ones 
through incubations. Then the spots on the slides are scanned to get images revealing 
fluorescent intensities. With the images, the data generation can begin. After the final
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step, fluorescent intensities and ratio information o f hundreds or thousands o f genes are 
contained in one gene expression profile (Figure 2).
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Figure 2: Image Analysis o f the Raw Microarray Data 
(Reference: http://www.ebi.ac.uk/2can/databases/microarrav.htmlJ
Multivariate statistical methods are used on microarray data to figure out which genes 
are expressed differently in a particular cell type o f organism, at a particular time and 
under specific conditions. In this thesis, we will focus on the comparison of gene 
expression between normal and diseased (e.g., cancerous) cells and the classification of 
samples into the types of cancer. Two data sets will be used: (1) the Cutaneous Malignant 
Melanoma data set and (2) the cDNA Microarray Data of the NCI 60 Cancer Cell Lines.
One characteristic of gene expression data from microarray is the faet that A very 
large number p o f genes can be collected on a relatively small number n o f samples. The 
number o f genes (p) on an array is usually in the hundreds or thousands eompared the 
few numbers o f observations due to the cost o f experiments, although the both numbers
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are rapidly growing. In statistical terms, elassification is difficult if  a very large number 
o f predictors or variables (genes) is compared to a small number of samples or 
observations (microarray). Hence, high dimensionality plays a crucial role in microarray 
data. Although the number p is large, it may be true that much of the data variation can 
be accounted for by only a few gene components. In this case, we can solve the 
dimensionality problems by reducing the high p-dimensional space into a lower k- 
dimensional space.
For dimension reduction, we will use Prineipal Component Analysis and Bloek 
Principal Component Analysis (Block PCA) which was introduced by Liu et al. (2002). 
Block PCA is a method that groups all variables o f the original data into a small number 
of blocks before performing PCA to make the analysis computationally feasible. Two 
grouping method will be introduced in this thesis: One is called orderly grouping and the 
other is using Partial Least Square Regression.
For the classification. Discriminant Analysis (Johnson and Wichem, 2002; Kachigan, 
1991) will be used. After the dimension is reduced, several subsets are used to represent 
all data. The ill-conditioning o f the covariance matrix o f a subset of variables causes the 
Mahalanobis distances between clusters to be extremely large. We propose a method of 
determining when ill-conditioning is present, and we also show a simple way o f reducing 
the ill-conditioning effects.
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CHAPTER 2
METHODOLGY 
Principal Component Analysis 
Principal Component Analysis (PCA) is one o f the most common tools used to reduce 
dimensionality in multivariate data (Johnson and Wichem, 2002; Kaehigan, 1991). The 
major objective of PCA is to reduce the p elements o f x to a small number while 
discarding very little relevant information. All p variables (components) of .Y , are
required to explain total variability in the data set {W,, • ■ •, }. In most situations,
however, only a small number o f linear combinations o f the p variables (components) is 
needed to explain most o f this variability. The k principal components (PC’s) can then 
replace the original data, and be used as inputs to further statistical analyses. 
Geometrically, PC’s are new coordinate systems obtained by rotating the original system 
of axes. The new axes are directions o f maximal variability. PC’s depend solely on the 
covariance matrix (or the correlation m a t r i x ).
L e t r  = [ %
Let Â,>Â2>Â^>-- -Â^>0  be the p eigenvalues o f ■
Set = i ' X , i = l ,2, - - - ,p,  then var(I^) = iJ 'L l j , cov(I^,T,) = £ j Y l j .
PC’s are uncorrelated linear combinations with maximum variance .
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Since f  f  Z f , can be increased by multiplying the vector f by a constant c, we 
restrict attention to £_ such that length o f the vector £_ is£^£ = \ .
L'PC = the linear combination £ [ X  that maximizes f /Z f , subject to £^ £_^  =1.
2"‘‘PC = the linear combination £j^X such that f jZ f  is maximum, = 1 and 
PCj  is uncorrelated with PC, : f / Zf^ = 0 and so on. The z-th PC is given by 
PC, = Y-= eJX,  where T, >- T, > > 0,
and e, = eigenvector corresponding to T ,.
The ith PC is computed from
p c , = } ;= g r%
Then + • • • +
= t ,V a r ( ï ,)
i= \
— T| + T, -i 1- Àp
= Total Population Variance 
By the above equation, if  the proportion of total variance due to the principal 
components from the first to kth is sufficient enough (for instance, 90%), then these 
components can be replaced by the original p variables without much loss o f information.
The book by Jolliffe (1986) suggests three methods to reduce the number o f 
variables. We will use one among the three: Select one variable with each o f the first m 
PCs, namely the variable not already chosen with the highest coefficient in absolute value
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in each successive PC. These m variables are retained, and the remaining k* = p - k  
deleted.
However, when we have large numbers o f  gene expressions, the derivation o f the 
principal components involves eomputing a covariance matrix (or eorrelation matrix) 
with high dimensionality. It is computationally intense; often the limitation o f resources 
may hinder the analysis.
Block Principal Component Analysis
Liu et al. (2002) proposed the modified PCA called Block Principal Components 
Analysis (Block PCA) in their paper. The first step o f Block PCA is to group the original 
variables into several blocks o f variables. PCA computation and selections o f the first 
few leading principal components, which will explain the variance o f the total variables a 
satisfactory amount, say, at least 95 percent, will be done for each block. We then 
combine the selected variables from each block and examine them to see if  the number of 
variables selected is the appropriate amount. If  it is still too large, we will conduct 
principal component analysis again with the selected variables and perform the selection 
process using the new eigenvectors.
Using the principal components we described before, we start to derive the concept of 
Block PCA in a mathematical way (Liu et a l, 2002).
Let X '  be divided in toX'j = [W, , where p^+ P 2 + — ^Pk = P and
consequently Z  will be partitioned as
z ... z \k
\^ k \ ^kk J
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In the same way we defined PC, = Y. -e^X_  before, define PC* = E ^ j X j , where 
(A,,£.) = (eigenvalue, eigenveetor) pair for Z,, ■
Then = ( ^ „  - = - A: and
-J ^M-J ~ , ^j\ -  ^jp, ■
Let Q = diag(E^,"' ,Ek)  and define Y = Q^ = {PC[ ,• • •,PCl a random vector 
combining all ‘block’ principal components, then
;=1
^  ...
. . .  y
Note thatz'race(Q) = trace(L) , because Q and Z have the same eigenvalues. Hence 
X  and Thave equal total variance, i.e., the p principal components o f Tare identical to 
those o f X .
We used a data set to demonstrate the use o f the Block PCA. The data set consists of 
43 birds (row) and measurements (column) of 10 variables relating to the physical 
characteristics o f a bird (weights, bwid, bfan, ts, tail, wch, Itert, SI, and longP). We need 
to classify the data into the female and male bird groups. First, we do PCA on the total 
variables and compute the PC scores o f eaeh bird. The PC scores are given as linear 
combinations o f the original data with the loadings as the coefficient. We denote PCA by 
Full PCA for this example to differentiate from the Block PCA. Then, for the Bloek 
PCA, the variables are divided into two groups: The first five variables go in the first 
group and the rest in the second group. PCA on each group is performed and the scores 
o f each group will be stored. Like the steps o f the Block PCA described above, we
8
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complete the PCA on the scores of each group. The scores o f the first and the second 
principal components from each method (PCA and Block PCA) are compared (Figure 3). 
The graphs show that the scores o f each method are the same, though the second scores 
have the opposite sign.
We next compare the clustering results obtained using full PCA and Block PCA. 
Figure 4 shows the scatter plots of the U* and 2"'' PC scores for full PCA and Block PCA, 
respectively. Figure 5 shows the same for the U' and 3'^ '* PC scores. Each point is labeled 
by a sample number. It is easily seen from these figures that there is no difference in 
clustering results obtained from using Full PCA and Block PCA.
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Figure 3: First Score and Second Score- Full PCA vs. Block PCA
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In the Liu et al. (2002)’s paper, the mathematical derivation tells us that the definition 
o f blocks does not affect the results o f PCA, while grouping the variables into blocks 
according to their correlation is recommended. First, we adopt the concept o f the Block 
PCA to analyze the gene expression data sets; however, for the sake of simplicity, we 
divide the set o f variables into B blocks containing an equal number o f variables (B 
ranged 1 to 16). Second, we follow the authors’ recommendation and the correlation of 
the data is taken into consideration. This was done using the Partial Least Square 
Regression method, which will be explained later.
Partial Least Squares as a Tool for Forming Blocks o f Variables 
Partial Least Squares (PLS) regression is a multivariate statistical method which 
extracts a majority o f the information present in the predictor variables (X block) that is 
related to the dependent variables (Y block). PLS was introduced as an econometric 
prediction method (Wold, 1966), and later applied to spectrometric calibration problems ( 
Wold et a l ,  1987). In multiple linear regression (MLR), if the number o f predictors X 
exceeds the number o f observations, one can get a model that fits the sample data well, 
but will give a poor prediction for new data due to over-fitting. In such cases, one can 
first perform a principal components analysis (PCA) of X, and then perform MLR o f Y 
on the PC-scores. This method of regression is called the principal components 
regression (PGR). PGR is based on the spectral decomposition o f X^X. In PLS, the latent 
factors o f X that have the maximum correlation with Y are computed by performing the 
singular value decomposition o f X^Y.
13
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If X and Y denote the matrices of predictors and dependent variables, respectively, 
then PLS fits a bilinear model o f the form
Z = +h^2 + — + + E
E -  kP\ + h P i  +■■■ + i P a +  E
or
X=TP'+E and Y=TQ'+F,
T= XW = an orthogonal matrix
where W is a matrix o f coefficients whose columns are the PLS factors which are 
linear combinations o f the independent variables. Successive PLS factors are computed 
so as to minimize the residuals in E and simultaneously to have high squared covariance 
with a single Y variate (in the case o f PLS 1) or a linear combination of multiple Y 
variâtes (in the case o f PLS2). Cross-validation is used to determine the correct number 
o f latent variables (factors) to include in the PLS model.
Our goal here is to form blocks of variables that are highly correlated. We will use 
PLS in the following manner to achieve this goal:
1) Select one variable arbitrarily (say X,). Run a PLS with X, as the dependent 
variable and the rest o f the X ’s as the independent variables.
2) Examine the factor loadings and calculate the mean and the variance of the 
absolute values o f the loadings. Let f  .be a loading o f an i"’ variable, where i = 2 , - - , p .
_ ZKI
Set i  = — —  and s = standard deviation o f If, L • ■ •, k , 
p - l  '
14
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Select any Xj with |f  ^ | > f  ± 5 . Then, the variable XI and the set o f selected variables
whose loadings exceed one standard deviation form the first block o f variables.
3) Repeat steps 1-2 with the remaining variables, until all the blocks have been 
formed. If the number o f the remaining variables is small enough, these form the last 
block.
Discriminant Analysis 
The goal o f Discriminant Analysis (DA) is to separate distinct sets o f objects, in our 
case, samples (Johnson and Wichem, 2002; Kachigan, 1991). With the data sets, we want 
to find out if  that the gene expression values o f X differ, to some extent, from the 
melanoma to the control group or from one kind of cancer to the other. Consider two 
groups: , melanoma group and control group.
( ^ , Z )
^2 • Eqx\ (^2 ’ 2j)
Set Y- -  l [ X  , /■ = 1,2, • ■ •, />, then we obtain,
^(2:1 = f  A , ^(2:1 ;:2 ) = f , and
The best linear discriminant is obtained by maximizing the ratio 
E  (//, - )(/ i^ ~ P i) ‘ L
o-y
, ^  = A -M l
15
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( E ô ŸSince f  = cYT^8 = cYY (//, -  M2 ) maximizes for any nonzero c, we take c=l :
f = (A -  8 : -
( d'I's:\T- y JT^ V-I
So, the maximum value of the ratio is max Y=_
L
( f g y
f '^z f y z - 'z z " '( ^  -
Using the linear discriminant function, we can allocate new observations into the 
class. Let Lg = (//, -  M i f  ^  ' - ^ 0  > -Eo ^  riGW observation to be classified as from ;r, and
and m = —(M]y + Mir) = ~(E'M] + i ZM2 ) = “ (>“ 1 ~ >^ 2 ^  ~/^2 ) • The classification2 2  ~  ~  2  ~  ~
rule is:
Allocate Ag to tt, if  lj,> m , X q to if  fj, < m .
In practice, the population mean vectors M\ , M2 and the covariance matrix Z are not 
known and their sample estimates are used in their place.
Ill-Conditioning of Cov. Matrix 
In the discriminant analysis step, the Mahalanobis distances between groups are 
calculated using the covariance matrix. However, the gene expression data typically is 
highly correlated and the covariance matrix gets highly ill-conditioned which causes 
unreliable distances being reported by software packages such as SAS. An ill-conditioned 
matrix is a matrix whose condition number is too large. To explain the ill-conditioning, 
we will introduce two definitions here (Burden and Paires, 1997; Chapra and Canale, 
2006).
16
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Definition 1 : The matrix norm is the real-valued function ||A|| o f the matrix A defined 
by ||A|| = sup ||x|| = 1 ||Ax||, where ||x|| = vector norm of the vector x.
One example o f a vector norm is the Euclidean norm: ||x|| = sqrtfx^ x).
Definition 2: The condition number o f a nonsingular matrix A is defined as
«■(A) = ||a ||-||a ''|| .
Suppose we have an approximate solution X of Ax = b , where A is nonsigular. The 
residual vector then can be defined as r = b - A x . Intuitively, we infer that if  |r | is small,
then ||x -  x|| would be small as well. Since b = A x , then X - X = A"'r. Using the theorem
related to the natural matrix norm, we obtain 11X - x|| < A"' ||||r||. Using the definition o f the
r
condition number, the previous inequality then becomes |x  - x |  < a:(A ) . For any
nonsingular matrix A and natural norm [|-||, 1 = | l |  = | AA ' | < • | A ’ |j | A|| = /c(A) .
Matrices with condition numbers near 1 are said to be well-conditioned. The 
condition number is basically a measure o f stability or sensitivity o f a matrix to numerical 
operations. In other words, the results of computations on an ill-conditioned matrix are 
not to be trusted.
An Illustration o f 111 Conditioning 
The Hilbert matrices are known to be ill-conditioned. The elements o f the Hilbert 
matrix Hp of order p are given by:
17
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2
2
2
3
\_
P
1
p  + \
1 1
p  p  + \ 2 p - l
Table 1 shows the condition number K(Hp) of the Hilbert matrix for p = 3, 4, . . 1 1 ,  
computed in the R programming language. The R is a free statistical software which is 
available at www.R-project.org. Clearly, the Hilbert matrix is heavily ill-conditioned for 
p > 5 .
To demonstrate the effects ill-conditioning has on matrix operations, we will solve 
the following linear systems:
HpX = b, where è, = sum of elements o f i-th Row of
Clearly, the exact solution o f the above linear system isx^ = ( l, 1, ..., 1 ) ^ . A  code in 
R was developed to solve the above system. The solutions o f the above linear system for 
p = 4,5, ..., 11 are shown in the table 2:
18
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Table 1 : Condition number K(Hp) and ln(|Hp|) of the Hilbert matrix
p K(Hp)
Natural Log of the 
Determinant
3 524 -7.677864
4 15,514 -15.615240
5 476,607 -26.309450
6 14,951,059 -39.766210
7 475,367,357 -55.988580
8 15,257,575,673 -74.978430
9 493,154,000,000 -96.736950
10 16,024,730,000,000 -121.264800
11 521,668,600,000,000 -148.560300
Table 2: The solution o f H = b
P 4 10 11
^1^
1
1
vly
V V
f 1.0000000^
1 1.0000000
1 1.0000000
1 1.0000002
1 0.9999994
1 1.0000008
0.9999994
J  .0000002,
"1.0000000^ '1.0000000^ "1.0000000"
1.0000000 1.0000001 1.0000007
0.9999996 0.9999972 0.9999825
1.0000025 1.0000253 1.0001960
0.9999907 0.9998799 0.9988327
1.0000190 1.0003292 1.0041044
0.9999783 0.9994611 0.9910615
1.0000131 1.0005198 1.0121887
^0.9999968 0.9997276 0.9898727
JL0000598, 1.0046870
^0.9990739,
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The Effects o f Ill-Conditioning on Mahalanobis Distance
The statistical distance or Mahalanobis distance between two points 
x ' ={x^,X2 ,...,Xp) and y ’ the p-dimensional real vector space is
defined by
ds (2E, T) = ~ y Y  “S' ' -  t )  , where S  is the covariance matrix.
Let Sp = Hp, the p-dimensional Hilbert matrix, ^  = (1,1,...,1), and y^ = (2,2,...,2)
Suppose the first point ^  = (1,1,...,1) is perturbed by a small a m o u n t :
The Mahalanobis distances between pairs of points (x , y ) and ( x i , y ) are:
D = ( x - y / r ' ( x - y )
A  =  '(^1 ~ Y )
Tables 3 and 4 show the change |D-D1| and % change 100|D-Dl|/5 when S is the 
Hilbert matrix o f order p -  3, 4, ..., 11.
Tables 3 and 4 show that the relative change in Mahalanobis distance exceeds 10% 
when p > 5 (or k(A ) > 476607), which may be considered to be unacceptable for most 
applications.
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Table 3: Change in D for small perturbation (ô = 0.0001) in x
p K D D1 Diff %
3 524.1 9 8.9994 0.0006 6
4 15,513.7 16 16.0008 0.0008 8
5 476,607.3 25 24.999 0.001 10
6 14,951,059.0 36 36.0012 0.0012 12
7 475,367,357.0 49 48.9986 0.0014 14
8 15,257,575,673.0 64 64.0016 0.0016 16
9 4.93E+11 80.99995 80.99815 0.0018 18
10 1.60E+13 99.99834 100.0003 0.00196 19.6
11 5.22E+14 120.9622 120.9601 0.0021 21
ible 4: Change in D for small perturbation (8 = 0.01) in X
P K D D1 Diff %
3 524.1 9 8.9409 0.0591 5.91
4 15,513.7 16 16.0816 0.0816 8.16
5 476,607.3 25 24.9025 0.0975 9.75
6 14,951,059.0 36 36.1236 0.1236 1236
7 475,367,357.0 49 48.8649 0.1351 13.51
8 15,257,575,673.0 64 64.1664 0.1664 16.64
9 4.93E+11 80.99995 80.82805 0.1719 17.19
10 1.60E+13 99.99834 100.2083 0.20996 20396
11 5.22E+14 120.9622 120.7555 0.2067 20.67
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CHAPTER 3
DATA ANALYSIS 
Data Description
Two data sets will be used: the Cutaneous Malignant Melanoma data set and the 
cDNA Microarray Data of the NCI 60 Cancer Cell Lines. These data sets are published 
and are available at http ://dc .nci .nib. gov/dataSets and http ://discover.nci .nih. gov. 
respectively. The former contains 8037 gene expression from 38 gene expression 
profiles (or samples). There are 7 control samples and 31 Melanoma samples. The 
Melanoma samples are divided into two groups: 19 Melanoma Primary Cluster and 12 
Melanoma Non-Clustered. We labeled the control group as “control”, melanoma primary 
cluster group as “Cluster”, and melanoma non-clustered as “Non-Cluster” for analysis 
purposes. The data set o f the NCI60 Cancer Cell Lines contains 9,706 gene expressions 
of 60 cells from nine types o f cancer. For simplicity, three types o f cancer, colorectal (7 
cell lines), leukemia (6 cell lines), and renal (8 cell lines) will be studied. We removed 
some gene expressions and some samples which had a large number o f missing values. 
This resulted in 3890 gene expressions. Hence, we have a 38 x 8037 matrix from the 
first data set and a 21 x 3890 matrix from the second, representing 38 and 21 samples 
(the rows of the matrix) and 8037 and 3890 genes (the columns of the matrix) 
respectively.
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t-test
We performed the t-test on the each gene o f the first data set, the Cutaneous 
Malignant Melanoma data set to show that the univariate t-test method does not work by 
testing , there is no significant difference between two groups (Table 5). Assuming
the variance of each group are the same, only 784 out o f 8067 variables show that a 
significant difference exists between the control and the melanoma group. We can notice 
that just by chance 5% of 8067 (or 403) gene expressions would turn out to be different.
Table 5 The Result o f t-Test
Variances Result Count o f Variables
Equal 8067
Accept 7283
Reject 784
Unequal 8067
Accept 7309
Reject 758
Principal Component Analysis 
The PC A with all data o f the first set is not executable because o f hardware 
limitations when calculating 8037*8037 correlation matrixes, whereas the second one is 
small enough to do the complete PCA. We tried several recent high-end personal 
computers (3 gigabyte memory) to do the PCA on the first data set and failed. Instead of 
using all the data, the first data set was divided into three subsets and the PCA was 
performed on each subset. We selected about 33 variables from each subset using the 
method which Jolliffe (1997) introduced and combined those selected variables into one
23
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
subset. SAS applications including SAS BASE, SAS/STAT, and SAS macro were used 
to perform PCA here. The dimensionality was reduced from 8037 to 110. The 
Discriminant Analysis will be performed on this set of 110 variables. The standard 
statistical discriminant procedure o f SAS is used and the result shows that the gene 
expressions are well classified into groups (Figure 6), whereas other software packages 
like Minitab failed to perform the analysis with the error message that the data is highly 
correlated.
Number oT O b s e r v a t i o n s  and P e r c e n t  C l a s s i f i e d i n t o  g r o u p
From g r o u p C l u s t e r C o n t r o l Non- C l u s t e r T o t a l
C l u s t e r 19 0 0 19
1 0 0 . 0 0 0 . 0 0 0 . 0 0 1 0 0 .0 0
C o n t r o l 0 7 0 . 7
0 . 0 0 1 0 0 .0 0 0 . 0 0 1 0 0 .0 0
N o n - C l u s t e r 0 0 12 12
0 . 0 0 0 . 0 0 1 0 0 .0 0 1 0 0 .0 0
Figure 6: The Result o f Discriminant Analysis with 110 data
Because o f the error message mentioned above, the correlation matrix o f 110 data 
was inspected. We discarded several variables which were highly correlated with one 
another and further reduced the number o f variables to 22. With the final subset o f 22 
variables, we got the same result as Figure 6, i.e., and the gene expressions fell into the 
proper group.
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P o o l e d  C o v a r i a n c e  M a t r ix  I n f o r m a t i o n
N a t u r a l  Log o f  t h e  
C o v a r i a n c e  D e t e r m i n a n t  o f  t h e
M a t r ix  Rank C o v a r i a n c e  M at r i x
35  - 1 3 4 7
G e n e r a l i z e d  Squared D i s t a n c e  t o  group  
From
group C l u s t e r  C o n t r o l  N o n - C l u s t e r
C l u s t e r  0 673451624 454861330
C o n t r o l  6 7 3 4 5 1 6 2 4  0 4 5 5 1 9 8 8 8 7
N R m - C l u s t e r  4 5 4 8 6 1 3 3 0  4 5 5 1 9 8 8 8 7  0
Figure 7: The Distances between Groups with 110 data
P o o l e d  C o v a r i a n c e M a t r ix  I n f o r m a t i o n
C o v a r i a n c e
N a t u r a l  Log o f  t h e  
D et er m i n a n t  o f  t h e
M a t r ix  Rank C o v a r i a n c e  M at r i x
22 - 3 9 . 8 8 7 7 3
G e n e r a l i z e d  Squared D i s t a n c e  t o  group
From
group C l u s t e r C o n t r o l  Non - C l u s t e r
C l u s t e r  0 1 4 . 5 1 9 . 6
C o n t r o l  1 4 . 5 0 1 3 . 9
N o n - C l u s t e r  1 9 . 6 1 3 . 9 0
Figure 8: The Distances between Groups with 110 data
However, when we examined the distances between groups, the distances between 
the groups using 110 data (Figure 7) are excessively large compared to those using the 22 
variables (Figure 8). We will handle this problem in detail in the section o f ill- 
conditioning, but we point out that the subset with small correlation among the final set 
o f variables the better choice.
25
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
Block Principal Component Analysis 
The previous section showed that it may be impossible to perform the full PCA if  the 
number o f variables is huge. In this case we must use the Block PCA. There is new 
technology on the horizon which will remove this obstacle. As for now, we adopt the 
Block PCA to analyze the data sets. For the data sets used in this thesis, the Block PCA in 
combination with the variables selection method described earlier was sufficient. Again, 
this methodology was implemented using several packages in SAS such as SAS BASE, 
SAS/STAT, and SAS macro (Appendix III). After several executions with two data sets, 
we found that the number o f non-zero eigenvalues is small enough (roughly equal to 
number of samples). Therefore, we take the first few leading principal components which 
can explain the total variation, i.e., 100%.
The main purpose o f the Block PCA or PCA is that we find the best subset o f all 
variables which can explain the total variance o f the original data. The two factors we 
consider are: 1) the computer time to run the code and 2) ill-conditioning.
Table 6 shows the processing time o f the Block PCA on the first data set. This may 
vary depending on the machine and the version o f software used. Work in this thesis 
was on a personal computer which is configured with 512 Mb memory and 3 GHz 
Pentium 4 processor and SAS version 9. From the result, any block with less than 2000 
variables will be small enough to ignore the time factor.
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Table 6: The Processing Time o f the Block PCA
n=2 
(about 4000)
n=3 
(about 3000)
n=4 
(about 2000)
n=8
(about=1000)
Processing Time 
in Stepl 1 . 5 - 2  hours 25 - 30 mins 4-6 mins
around 30 
secs
# of Variables 
in Stepl 74 110 148 294
# of Variables 
in Step2 32 34 32 37
We performed the Block PCA on each data set. The number o f blocks used varied 
from 2 to 16 for the first data, and 1 to 10 for the second data. After the discriminant 
analysis was performed using the gene expressions selected through Block PCA, the 
genes from the first data set fell into one o f three groups (Control, Melanoma-clustered, 
and Melanoma-Non-clustered) without any mis-classification error. The classification of 
the second data set, NCI60, was also 100% successful.
Block Principal Component Analysis with PLS 
The difference between Block PCA using PCA loadings and Block PCA with PLS 
loadings lies in the grouping method. When we group variables into blocks, the former 
one uses loadings from PCA, whereas the latter uses the loading from PLS. The steps 
described in Chapter 2 are programmed using SAS and the code is included in Appendix 
IV.
The first data set was used to illustrate this method. After PLS, there are 7 blocks 
formed. Each block has a different number o f variables and the last block consisted of
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1242 variables. Within a block, the variables are considered to be highly correlated. We 
performed PCA 7 times PCA on the variables of 7 blocks and selected variables in the 
same manner as with Block PCA.
DA was executed on the selected variables and we verified that the successful 
classification was achieved. Therefore, we conclude that Block PCA with PLS is a good 
grouping method.
111-Conditioning in Discriminant Analysis 
Example 1 : The Cutaneous Malignant Melanoma data set (n = 38, p = 8067)
The variable selection method using Block PCA was used on this data set with 38 
samples and 8067 variables. In the following table, B represents the number o f blocks, 
when performing Block PCA and p i is the number o f variables selected for performing 
discriminant analysis (DA). The software package SAS was used for Block PCA and DA. 
Table 7 shows the natural log o f the determinant o f S (the pooled covariance matrix) and 
the condition number. The general trend shown in Table 7 is that as the number o f the 
block increases, the condition number o f the pooled covariance matrix becomes larger. 
Thus, we may conclude that grouping the total variables into many blocks is unwise. 
Table 8 shows the Mahalanobis distance when the number o f blocks is 4 and 11 (all the 
distances resulting from the number o f blocks between 2 through 16 and are shown in 
Appendix 1).
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Table 7: Values o f ln(|S|) and the Condition Number
B Covariance Matrix Rank
Condition
Number
Natural Log o f the 
Determinant o f the 
Covariance Matrix
2 32 54,165 -42.31987
3 34 6,498 -42.36532
4 32 122,515 -42.86877
5 35 52,789,329 -62.41880
6 35 87,209,220 -70.87111
7 35 102,843,488 -36.49157
8 35 106,665,260 -63.83255
9 35 212,873,664 -33.74519
10 35 4,430,929,463 -72.65356
11 35 579,492,118 -95.54235
12 35 2,224,810 -68.20560
13 35 24,748,368 -80.46257
14 35 6,192,211,188 -61.40031
15 35 41,889,084 -52.61295
16 35 32,420,105 -80.53878
The distances between the groups from 11 blocks are much larger when compared to 
those from 4 blocks. In the previous chapter, we considered that a relative change in 
Mahalanobis distance exceeding 10% is unacceptable for most applications. Furthermore 
the condition number at that level is 476607 (Hilbert matrix with p=5) and the natural log 
of the determinant is -26.309. Therefore, the criterion for finding a “better subset” is 
either: 1) if  the condition number o f a subset’s pooled covariance matrix is lower than 
476,607 or 2) if  its natural log is less than -26.309. Applying this criterion, we chose that 
the subsets from 2 blocks or 3 or 4 blocks are good sets. However, if  we form only two 
blocks, i.e., we group all variables into two blocks, each block has around 4000 variables. 
Hence the time for performing PCA on each block (Table 6) needs to be considered. Thus 
the subsets o f 3 blocks and 4 blocks are the best choices.
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Table 8: The Distances between Groups - 4 Blocks vs. 11 Blocks
B=4
From
group
Cluster
Control
Non-Cluster
Cluster
0
32.8
180.4
Control
32.8
0
115.7
Non-Cluster
180.4
115.7
0
From
group Cluster Control Non-Cluster
B = l l Cluster 0 45826014 33708004
Control 45826014 0 27341961
Non-Cluster 33708004 27341961 0
The NCI 60 Cancer Cell Lines (n = 21, p = 3890)
The variable selection method using Block PCA was used on this data set with 21 
samples and 3890 variables. Table 9 shows the natural log o f the determinant o f S (the 
pooled covariance matrix) and the condition number.
The DA was performed using SAS and the p i variables were selected using Block PCA. 
The pairwise Mahalanobis distances between clusters reported by SAS are given in 
Appendix II. It can be seen from Table 9 and Appendix II that the pooled covariance 
matrices obtained from Block PCA with B > 4 are highly ill-conditioned. This explains 
the extremely large distances between clusters obtained from DA when B > 4. Applying 
the same criterion about the ill-conditioning and the time factor we considered with the 
previous data, the good subsets are 2 blocks and 3 blocks.
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Table 9: Values o f  ln(|S|) and the Condition Number
B Pi
Covariance 
Matrix Rank
Condition
Number
Natural Log of 
the Determinant o f 
the Covariance 
Matrix
1 13 13 55 -18.35762
2 16 16 436 -26.55781
3 17 17 415 -37.11519
4 20 18 6,564 -65.69217
5 20 18 9,085,088 -73.98421
6 19 18 14,143 -59.68438
7 20 18 67,622 -67.69106
8 20 18 1,992,384 -72.71837
9 19 18 602 -52.10573
10 20 18 9,012.0450 -71.41885
With this data, we examined how the ill-conditioning of the covariance matrix affects 
the Mahalanobis distance between groups. Two subsets are chosen for this test: the 
subsets from two blocks and five blocks, for which the condition numbers are 436 and 
9085088, respectively. The value o f one variable from each subset is changed into a very 
small amount; the actual value tested was 0.00071566. Table 10 demonstrates the 
resulting changes. The difference o f the distance from colorectal to leukemia in the subset 
o f 2 blocks is only 0.00707, whereas the difference in the subset o f 5 blocks is 14681.
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Table 10: The differences o f  the Mahalanobis distances
B = 2
From group Colorectal Leukemia Renal
The Original 
value = 0.032232507 ColorectalLeukemia
Renal
0
122.13286
20.88958
122.13286
0
202.36609
20.88958
202.36609
0
From group Colorectal Leukemia Renal
The new value = 
0.031516841 ColorectalLeukemia
Renal
0
122.13993
20.88740
122.13993
0
202.37101
20.88740
202.37101
0
B =5
From group Colorectal Leukemia Renal
The Original 
value = 0.410715666 ColorectalLeukemia
Renal
0
40108573
74502376
40108573
0
223912721
74502376
223912721
0
From group Colorectal Leukemia Renal
The new value = 
0.41 ColorectalLeukemia
Renal
0
40093892
74514741
40093892
0
223899455
74514741
223899455
0
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CHAPTER 4
CONCLUSION AND RECOMMENDATIONS 
Microarray technique enables us to analyze a huge amount o f gene expressions data. 
Its major application lies in oncology: classifying gene expressions into normal or 
diseased or the type o f cancer. However, since the number o f variables we can get from 
mircroarrays is very large, the high dimensionality of the data is the main difficulty in 
performing accurate statistical analysis. This paper describes an approach to maneuver 
past this difficulty.
Principle Component Analysis (PCA) is one o f the most common tools used to reduce 
dimensionality. Thus, PCA is chosen as a tool for reducing the dimensionality o f a data 
set being considered, however, the data set is sometimes too big to perform PCA on the 
whole data. From our experience, if  the number o f variables exceeded around 4000, 
performing PCA itself is problematic. The two data sets we analyzed in this thesis have 
8067 and 3890 variables, respectively. Since the variable number in the first data exceeds 
4000, we expected that it would be almost impossible to perform PCA on the entire data 
set. Several attempts on several computer platforms using varied software such as SAS, 
Minitab, or R verified our assumption. We even attempted discriminant analysis directly 
on the whole data and did not get any result after 24 hours o f computation. Block 
Principal Component Analysis (Block PCA) which was introduced by Liu et al. (2002) 
was used to overcome this problem. Block PCA is a method that groups the variables
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into several blocks before performing PCA and executes PCA on the variables o f each 
block. Hence, the formation of blocks becomes an important step in the process.
Two grouping methods were taken. The first way is the simplest way. We form the 
blocks with the same number o f variables, i.e. divide the set of all variables into B blocks, 
each consisting o f an equal number o f variables. The first data set was divided into 2 
blocks (around 4000 variables per block) through 16 blocks (around 500 variables).
When using 2 blocks, PCA was executed 3 times; 2 times per block and one for the 
selected variables from each block. In the same sense, the 16 blocks need 17 PCA 
iterations. Though the number o f iterations for 16 blocks is near 6 times larger than that 
o f the 2 blocks, the time for PCA on the former is much shorter than on the latter. The 
number of variables in a block is the key in terms o f the time factor; therefore, only the 
time factor is considered, which is at that moment an important consideration, formation 
of a block with a small number o f variables is the ideal goal. The second data set was 
divided into 1 block (3890 variables) through 10 blocks (400 variables). Since this set is 
small enough to allow PCA execution on the entire variables set, a comparison between 
the result o f PCA on the entire data sets and Block PCA on the blocks is feasible.
The recommendation in Liu et al. (2002)’s paper defines the second grouping 
technique: form blocks by grouping variables that are correlated. Partial Least Square 
Regression (PLS) is used to form the blocks according to the variables’ correlation. One 
variable is chosen and considered as a dependent variable, as opposed to the rest as 
independent variables. Then, after PLS, we constructed a block using the variable and the 
set of variables in which the loadings exceed one standard deviation of the mean. Another 
variable among the unselected will be chosen and PLS used to form the second block in
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the same way. We repeat this process until the number o f remaining variables is small 
enough to form the last block.
Both techniques successfully classify the gene expressions into the expected groups. 
Therefore, both ways have advantages depending on the purpose o f further analysis: the 
former being simple and direct and the latter more useful for correlation.
Although the discrimination of samples were well done, the Mahalanobis distances 
resulting from Discriminant Analysis (DA) seemed unreasonably large in many cases. 
This is explained by one o f characteristics of the gene expressions: they are highly 
correlated. The ill-conditioning of the covariance matrices o f the selected variables 
affects the Mahalanobis distances among groups. Therefore, the ill-conditioning becomes 
another factor we must consider when we form the blocks. To investigate the effect of ill- 
conditioning, we used the Hilbert matrix as an example of an ill-conditioned covariance 
matrix. The relative change in Mahalanobis distance exceeding 10% was considered to be 
unacceptable. Since the Hilbert matrices o f order less than 5 affect the distance less than 
10%, we used the condition number and the natural log of the determinant o f the Hilbert 
matrix o f order 5 as a criterion.
The difficulties of performing an appropriate statistical method or interpretation o f its 
result from the high dimensionality o f gene expressions from a microarray can be 
addressed using the Block PCA. The two grouping methods we introduced here are both 
useful, yet have unique advantages in later analysis. Selecting a good subset which can 
represent the most variation and nature o f the all data is the essential step and it can be 
evaluated by the performing time and the ill-conditioning of the covariance matrix.
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The variable selection based upon the Block PCA, followed by DA, is a good way to 
analyze gene expression data when P>4000. If the Mahalanobis distances between groups 
are unreasonably large, the variables in the final subset are highly correlated resulting in 
highly ill-conditioned covariance matrix; further reduction in dimensionality is warranted 
in such cases.
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APPENDIX I
PAIRWISE GENERALIZED SQUARED DISTANCES BETWEEN GROUPS;
THE MELANOMA DATA
Number o f  B l o c k G e n e r a l i z e d Squared D i s t a n c e  t o  group
2
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
2 9 . 2 6 8 2 0
3 5 . 2 0 8 1 2
C o n t r o l
2 9 . 2 6 8 2 0
0
6 6 . 9 1 6 6 0
N o n - C l u s t e r
3 5 . 2 0 8 1 2
6 6 . 9 1 6 6 0  
0
3
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
1 2 3 . 8 1 0 0 9  
1 0 3 . 8 1 2 8 3
C o n t r o l
1 2 3 . 8 1 0 0 9
0
3 4 2 . 3 9 4 7 0
N o n - C l u s t e r
1 0 3 . 8 1 2 8 3
3 4 2 . 3 9 4 7 0
0
4
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
3 2 . 8 0 0 3 4
1 8 0 . 3 8 3 9 6
C o n t r o l
3 2 . 8 0 0 3 4
0
1 1 5 . 7 2 4 1 1
N o n - C l u s t e r
1 8 0 . 3 8 3 9 6
1 1 5 . 7 2 4 1 1
0
5
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
22541
2 00 1
C o n t r o l
2 2 5 4 1
0
11950
N o n - C l u s t e r
2001
11950
0
6
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
13154 150 1
7 48 34 14 6
C o n t r o l
131541501
0
7944998
N o n - C l u s t e r
7 4 8 3 4 1 4 6
7 9 4 4 9 9 8
0
7
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
2 8 6 5 2 3 8 0
7 2 3 7 8 9 2
C o n t r o l
2 8 6 5 2 3 8 0
0
7 0 8 8 9 4 9
N o n - C l u s t e r
7 2 3 7 8 9 2
708894 9
0
8
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
1612048
2 3 2 2 4 1 5
C o n t r o l
1612048
0
64772
N o n - C l u s t e r
2322415
64 77 2
0
9
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
1 0 4 . 6 3 3 0 3  
4 0 2 . 4 8 0 1 5
C o n t r o l  
1 0 4 . 633 03
0
2 7 0 . 9 9 0 3 8
N o n - C l u s t e r
4 0 2 . 4 8 0 1 5
2 7 0 . 9 9 0 3 8
0
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10
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
39290810
2196021
C o n t r o l
3 9 2 9 0 8 1 0
0
2 2 9 1 2 5 3 5
N o n - C l u s t e r
21960 21
2 2 9 1 2 5 3 5
0
11
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
4 5 8 2 6 0 1 4
3 3 7 0 8 0 0 4
C o n t r o l
4 5 8 2 6 0 1 4
0
27341961
N o n - C l u s t e r
33708004
27341 961
0
12
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
2 7 4 8 3 4 2 2 9
140086906
C o n t r o l
274834229
0
22490311
N o n - C l u s t e r
1 4 0 0 8 6 9 0 6
2 2 4 9 0 3 1 1
0
13
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
64105028
253201540
C o n t r o l
6 4 1 0 5 0 2 8
0
1 1 0 5 5 1 9 4 5
N o n - C l u s t e r
2 5 3 20 1 5 40
1 105 51 94 5
0
14
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
34415647
18182368
C o n t r o l
34415647
0
95173561
N o n - C l u s t e r
1 8 1 8 2 3 6 8
95173561
0
15
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
4 0 0 0 5 8 3
10946764
C o n t r o l
4 0 0 0 5 8 3
0
1713476
N o n - C l u s t e r
10946764
171347 6
0
16
From
group
C l u s t e r
C o n t r o l
N o n - C l u s t e r
C l u s t e r
0
111798373
3 5 4 0 2 0 5 9
C o n t r o l
1 1 1 7 9 8 3 7 3
0
8 7 1 3 6 2 8 0
N o n - C l u s t e r
3 5 4 0 2 0 5 9
8 7 1 3 6 2 8 0
0
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APPENDIX II
PAIRWISE GENERALIZED SQUARED DISTANCES BETWEEN GROUPS:
THE NCI 60 DATA
Number o f  
B l o c k G e n e r a l i z e d  Squared D i s t a n c e  t o group
From group C o l o r e c t a l Leukemia Renal
1
C o l o r e c t a l 0 4 0 . 7 2 4 2 5 1 0 5 . 9 4 7 0 4
Leukemia 4 0 . 7 2 4 2 5 0 1 9 7 . 1 9 7 2 1
Ren al 1 0 5 . 9 4 7 0 4 1 9 7 . 1 9 7 2 1 0
From group C o l o r e c t a l Leukemia Renal
C o l o r e c t a l 0 1 2 2 . 1 3 2 8 6 2 0 . 8 8 9 5 8
Leukemia 1 2 2 . 1 3 2 8 6 0 2 0 2 . 3 6 6 0 9
Ren al 2 0 . 8 8 9 5 8 2 0 2 . 3 6 6 0 9 0
From group C o l o r e c t a l Leukemia Renal
C o l o r e c t a l 0 3 0 4 . 3 6 8 2 3 9055
Leukemia 3 0 4 . 3 6 8 2 3 0 6925
Renal 905 5 69 25 0
From group C o l o r e c t a l Leukemia Renal
C o l o r e c t a l 0 1 3 3 9 4 6 1 6 1 303186255
Leukemia 133946161 0 4 8 3 2 0 9 3 3 5
Ren al 3 0 3 1 8 6 2 5 5 4 8 3 2 0 9 3 3 5 0
From group C o l o r e c t a l Leukemia Renal
C o l o r e c t a l 0 401085 73 7 4 5 0 2 3 7 6
Leukemia 4 0 1 0 8 5 7 3 0 2 2 3 9 1 2 7 2 1
Rena l 7 45 02 37 6 2 2 3 9 1 2 7 2 1 0
From group C o l o r e c t a l Leukemia Renal
C o l o r e c t a l 0 138215 33 1887456
Leukemia 1 3 8 2 1 5 3 3 0 25915317
Renal 1887 456 2 5 9 1 5 3 1 7 0
From group C o l o r e c t a l Leukemia Renal
C o l o r e c t a l 0 17 44 2 8 9 75 2 4 6 5 1 9 0 8 3
Leukemia 174428 975 0 23071313
Ren al 2 4 6 5 1 9 0 8 3 2 30 71 31 3 0
From group C o l o r e c t a l Leukemia Renal
8 C o l o r e c t a l 0 33 60 12 381 65 69 2 9
Leukemia 3 3 6 0 1 2 3 8 1 0 3 6 3 9 2 9 5 8 0
Rena l 6 5 6 9 2 9 3 6 3 9 2 9 5 8 0 0
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9From group  
C o l o r e c t a l  
Leukemia  
Renal
C o l o r e c t a l
0
35795170
173976305
Leukemia
35795170
0
51942894
Renal
1 7 3 9 7 6 3 0 5
51942894
0
From group C o l o r e c t a l Leukemia Renal
10 C o l o r e c t a l
Leukemia
Renal
0
152759329
54574719
1 5 2 7 5 9 3 2 9
0
270585475
5 4 5 7 4 7 1 9
2 7 0 5 8 5 4 7 5
0
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APPENDIX III
SAS CODES -  BLOCK PCA
%macro BlockPCA(raw_data= , n=, method= );
/ *  STEP 1 * /
% l o c a l  s t a r t  f i n i s h  i n d i c a t o r ;
% l e t  i n d e x  = 0;
DATA _ n u l l _ ;
s e t  & r a w _ d a t a  e n d = e o f ;
i f  e o f  t h e n  c a l l  s y m p u t  ( " t o t a l _ n u m ' ' , _n__ ) ;
PROC TRANSPOSE d a t a = & r a w _ d a t a  o u t =  r a w _ t r s d ;
PROG TRANSPOSE d a t a = r a w  t r s d  o u t = r a w  new ;
DATA r a w _ n e w _ r e v d ;  
s e t  r a w _ n e w ;  
t a g  = ' u n s e l e c t e d ' ;
RUN;
PROC SQL;
c r e a t e  t a b l e  vn ame ( name c h a r ( 7 ) ) ;
QUIT;
% l e t  su b _n u m  = % e v a l ( & t o t a l _ n u m  /  & n ) ;
%put & t o t a l _ n u m ;
%put &sub_num;
%do s t a r t = l  %to & t o t a l _ n u m  %by &sub_num;
% le t  f i n i s h  = % e v a l ( & s t a r t  + &sub__num - 1 ) ;
% le t  i n d e x  = % e v a l ( & i n d e x  + 1 ) ;
% le t  i n d i c a t o r  = % e v a l ( & t o t a l _ n u m  -  S f i n i s h ) ;
% if  S i n d i c a t o r  < &sub_num %then % le t  f i n i s h  = & t o t a l _ n u m ;
PROC PRINCOMP D A T A = r a w _ t r s d  &method
O U T S T A T = e i g e n _ s t e p l _ & i n d e x  n o p r i n t  ;
VAR C O L & s t a r t  -  C O L & f i n i s h ;
RUN;
% CalculatePCNuaber  ( d a t a n a m e l = e i g e n _ s t e p l _ & i n d e x ) ; 
% M a j r i - r h e H i g h e s t ( d a t a n a m e 2 = e i g e n _ s t e p l _ & i n d e x  ) ;
%if  & f i n i s h  = & t o t a l _ n u m  %then  % le t  s t a r t  = & t o t a l _ n u m ;
%end;
PROC SQL;
u p d a t e  r a w _ n e w _ r e v d  
s e t  t a g = ' s e l e c t e d '
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w h e r e  _ n a m e _  i n  
( s e l e c t  * f r o m  v n a m e ) ;
DATA s t e p l _ d a t a ;
s e t  r a w _ n e w _ r e v d ;  
i f  t a g  = ' s e l e c t e d ' ;  
d r o p  t a g ;
PROC TRANSPOSE d a t a = s t e p l _ d a t a  o u t = s t e p l _ d a t a _ & n ;
PROC SQL; d e l e t e  * f r o m  v n a m e ;  q u i t ;
/ *  STEP 2 S t a r t  * /
DATA s t e p l _ d a t a _ r e v d ;  
s e t  s t e p l _ d a t a ;  
t a g  = ' u n s e l e c t e d ' ;
PROC PRINCOMP D A T A = s t e p l _ d a t a _ & n  &method
0 U T S T A T = e i g e n _ s t e p 2  n o p r i n t ;
RUN;
%CalculatePCNumber  ( d a t a n a m e l = e i g e n _ s t e p 2 ) ;
% M a r k T h e H i g h e s t { d a ta n a m e 2 = e i g e n _ s t e p 2  ) ;
PROC SQL;
u p d a t e  s t e p l _ d a t a _ r e v d  
s e t  t a g = ' s e l e c t e d ' 
w h e r e  __name_ i n  
( s e l e c t  * f r o m  v n a m e ) ;
DATA s t e p 2 _ d a t a ;
s e t  s t e p l _ d a t a _ r e v d ;  
i f  t a g  = ' s e l e c t e d ' ;  
d r o p  t a g ;
PROC TRANSPOSE d a t a = s t e p 2 _ d a t a  o u t = s t e p 2 _ d a t a _ & n ;
PROC SQL; d e l e t e  * f r o m  v n a m e ;  q u i t ;
%mend B l o c k P C A ;
% m acro  C a l c u l a t e P C N u m b e r ( d a t a n a m e l =  ) ;
% G lo b a l  p c ;
PROC TRANSPOSE d a t a = & d a t a n a m e l  o u t = t r n s p o s e d ;  
w h e r e  _ t y p e _  = 'EIGENVAL';  
i d  _ t y p e _ ;
RUN;
DATA _ n u l l _ ;
s e t  t r n s p o s e d  ; 
i f  e i g e n v a l  n e  0 ;  
c a l l  s y m p u t C ' p c " ,  _ n _  ) ;
RUN;
%mend C a l c u l a t e P C N u m b e r ;
% m acro  M a r k T h e H i g h e s t ( d a t a n a m e 2 =  ) ;
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DATA _ p c l _  ;
s e t  &dataname2; 
i f  _ t y p e _  = 'SCORE';
RUN;
PROC TRANSPOSE d a t a = _ p c l _  o u t = P C _ S c o r e s ;
RUN;
%do i = l  %to &pc;
PROC SQL;
i n s e r t  i n t o  vn ame
s e l e c t  _ n a m e _  f r o m  P C s c o r e s
w h e r e  a b s { p r i n & i )  = ( s e l e c t  m a x ( a b s ( p r i n & i ) ) f r o m
P C _ s c o r e s ) ;
%end;
%mend M a r k T h e H i g h e s t ;
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APPENDIX IV
SAS CODES -  PLS
% m ac ro  CREATE_BLOCK;
% l e t  h o w m a n y l e f t  = 2 0 0 0 ;
% le t  1 = 0 ;
DATA a.CMM_PLS_&i;
s e t  T h e s i s . CMM_PLS;
%do % w h i l e ( S h o w m a n y l e f t  > 1 5 0 0  ) ;
DATA i n d e p  d e p ;
s e t  a .CMM_PLS_&i (KEEP = _ n a m e _ ) ; 
i f  _ n _  =1  t h e n  o u t p u t  i n d e p ;  
e l s e  o u t p u t  d e p ;
RUN;
PROC SQL;
s e l e c t  _ n a m e _  i n t o  : d e p  s e p a r a t e d  b y  ' ' f r o m  d e p ;  
s e l e c t  _ n a m e _  i n t o  : i n d e p  f r o m  i n d e p ;
QUIT;
PROC TRANSPOSE d a t a = a . CMM_PLS_&i o u t = a . PLSDATA;
PROC PLS d a t a = a . P L S D A T A
m e t h o d  = p i s (ALGORITHM=RLGW)
I v  = 10  
n f a c  = 10 ;
m o d e l  S i n d e p  = &dep /SOLUTION;
Ods o u t p u t  C e n S c a l e P a r m s  = CSParam;
RUN;
PROC SQL;
s e l e c t  m e a n ( a b s ( & i n d e p ) ) ,  s t d ( a b s ( & i n d e p ) ) 
i n t o  :m, : s  
f r o m  CSParam;
QUIT;
% l e t  LL = % s y s e v a l f ( &m-&s) ;
% l e t  UL = % s y s e v a l f ( &m+&s) ;
% l e t  j  = % e v a l ( & i + l ) ;
PROC SQL;
c r e a t e  t a b l e  b l o c k  a s
s e l e c t  RowName f r o m  CSParam  
w h e r e  ( a b s ( & i n d e p ) < &LL) o r  ( a b s ( S i n d e p ) > &UL) ;
i n s e r t  i n t o  b l o c k  s e t  RowName = "&i n d e p " ;
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C r e a t e  t a b l e  a . P L S _ b l o c k _ & j  a s  
s e l e c t  * f r o m  a . CMM_PLS_&i
w h e r e  _ n a m e _  i n  ( s e l e c t  ROWname f r o m  BLOCK) ;
C r e a t e  t a b l e  a.CMM_PLS_&j a s  
s e l e c t  * f r o m  a.CMM_PLS_&i
w h e r e  _ n a m e _  n o t  i n  ( s e l e c t  ROWname f r o m  BLOCK)
S e l e c t  c o u n t ( _ n a m e _ )  i n t o  : h o w m a n y l e f t  
f r o m  a . CMM_PLS__& j ;
QUIT;
%put & h o w m a n y l e f t ;
% l e t  i  = % e v a l ( & i + l ) ;
%end;
% l e t  k = % e v a l ( &1 + 1 ) ;
DATA a . P L S  BLOCK_&k;
s e t  a . CMM_PLS_&j;
RUN;
%mend CREATE BLOCK;
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