Clearly, if f and g share (a, k), then f and g share (a, p) for all integers p, (0 ≤ p < k). Also, we note that f and g share a value a IM or CM if and only if f and g share (a, 0) or (a, ∞), respectively.
In 1989, Brosch [4] improved the four value theorem in another direction and proved the following result. 
, and f and g assume one of the following forms:
−1 e γ −1 Recently, Han and Yi [6] improved a result of Li and Yi [7] . In fact, they proved the following theorem. and one of the following cases will hold: 
Theorem C. Let f and g be two distinct nonconstant meromorphic functions sharing (0,
where γ is a nonconstant entire function, s and k (≥ 2) are positive integers such that s and k + 1 are mutually prime and 1 ≤ s ≤ k in (1), (2) and (3), s and k are mutually prime and 1 ≤ s ≤ k − 1 in (4), (5) and (6) .
It is natural to ask whether the value-sharing assumptions of Theorem A could be weakened anymore? Is it still true if we replace the assumption
In general, the answer is negative. The following counterexample shows this:
− 1 e −γ − 1 , a = 3/4 and b = 3.
Then f and g share 0, 1, ∞ CM, and
thus f − a only has multiple zeros and
), but we cannot get b = 3 in the first case of Theorem A.
In this paper, we study the problem and get the following theorem. 
, with a = 3/4;
, with a = −3; , with a = 4/3;
, with a = −1/3;
, with a = 4;
, with a = 1/4 ; (1−b) 4 and a = −3;
, with λ = 0, 1
where γ is a nonconstant entire function and A = 
, and f and g satisfy one of the following three relations:
In 2007, Alzahary [9] got a similar theorem. 
Naturally, we will ask what will happen when the assumption 
and f , g satisfy one of the relations
then f is a fractional linear transformation of g and f , g satisfy one of the following relations:
) fg = ab and ab is a constant;
, where
are constants;
are two constants.
From Theorem 1.2, we can easily get the corollary. 
Since f and g share the values a 1 , a 2 , a 3 
IM, then we have S(r, f ) = S(r, g). In what follows, we denote this term by S(r)
for the sake of brevity.
Some lemmas Lemma 2.1 ([6]). Let f and g be two distinct nonconstant meromorphic functions sharing
and
Here, N 0 (r) denotes the reduced counting function of the zeros of f − g that are not zeros of f (f − 1), 1/f . 
Lemma 2.2 ([10]). Let f and g be two distinct nonconstant meromorphic functions sharing
0, 1, ∞ CM. If lim n→∞ r ∈E N 0 (r) T (r, f ) > 1/2,
Lemma 2.3 ([11]). Let f and g be two distinct nonconstant meromorphic functions sharing
(a 1 , k 1 ), (a 2 , k 2 ), (a 3 , k 3 ), where {a 1 , a 2 , a 3 } = {0, 1, ∞} and k 1 k 2 k 3 ≥ k 1 + k 2 + k 3 + 2. Then, for h ∈ {f , g}, we have N (2 (r, h) + N (2 r, 1 h + N (2 r, 1 h − 1 = S(r).
Lemma 2.4 ([1]). Let f and g be two distinct nonconstant meromorphic functions sharing
0. 1, ∞ CM. Then f = e α − 1 e β − 1 , g = e −α − 1 e −β − 1 (2.1)(r, g) + T (r, e α ) + T (r, e β ) = O(T (r, f )) (r ∈ E).
Lemma 2.5 ([10]). Let f 1 and f 2 be two nonconstant meromorphic functions satisfying
Then either
or there exist two integers s, t(|s| + |t| > 0) such that
denotes the reduced counting function of f 1 and f 2 related to the common 1-points, T (r) = T (r, f 1 )+T (r, f 2 ) and S(r) = o(T (r)) (r → ∞ r ∈ E) only depending on f 1 and f 2 . From the assumption of Theorem 1.1, without loss of generality, we assume that f and g share (0.k 1 ), (1, k 2 ) and (∞, k 3 ).
Lemma 2.6 ([12]). Let f be a nonconstant meromorphic function that satisfies the following Riccati differential equation
In the following, we distinguish two cases.
First case. Suppose that a is not a Picard value of f and
From Theorem C, we can get (1.1) and six cases. Next, we discuss the six cases.
By Lemma 2.7 of [7] we can set,
where
− a j , which is not a zero of γ , then z j is a simple zero of f . Then from the assumption
Thus we can get have k + 1 − s and s roots respectively. Thus, we have
Hence we get
By Theorem C, we get (s, k + 1) = 1, k ≥ 2 and 1 ≤ s ≤ k. Now, we deal with the division into those subcases. Case 1.1.1. k = 2, s = 1. Then l = k − 2 = 0, which implies that f − a only has multiple zeros. Hence
we have a = 3/4, we get (1) of Theorem 1.1.
.
From this and (3. 
Thus 
We claim that in this case f is a fractional linear transformation of g. Now, we prove this claim.
If a is a Picard value of f , we get N r, 1 f −a = 0, by Lemma 2.1, we get, f is a fractional linear transformation of g.
We suppose that a = b.
by the lemma of logarithmic derivative and the conclusion of Lemma 2.3, since the poles of ϕ are all simple and derive from the zeros, 1-points and poles of f and g with different multiplicities. Now, since we assume
This is a contradiction.
If ϕ ≡ 0, then it is easy to see that f and g share 0, 1, ∞ CM, we know that
Thus,
by Lemma 2.2, we get, f is a fractional linear transformation of g. Now, we assume a = b, we can easily get that f is a fractional linear transformation of g. In fact, this case has been proved by Qi Han, Seiki Mori and Kazuya Tohge [13] . Thus we prove the second case. Hence we complete Theorem 1.1.
Proof of Theorem 1.2
We consider two cases.
and f , g satisfy one of the relations (i)-(iii) in Theorem D. 
From Lemma 2.1, we get
(4.1)
Let z 0 be a simple zero of f − a such that a(z 0 ) = 0, ∞, 1 and b(z 0 ) = 0, ∞, 1, then by the assumption of Theorem 1.2, we get g(z 0 ) = b(z 0 ). Substitute z 0 into (2.1), we get
Then we get 
which is a contradiction. Then we get e
, from (4.1), we get 
Thus we get (2). We deduce (3). Subcase 2.4. T (r, e α ) = S(r), T (r, e β ) = S(r), T (r, e α−β ) = S(r). In the following, we will prove that f is a fractional linear transformation of g. Suppose to the contrary, f is not a fractional linear transformation of g. From (4.3), we get 
) = S(r).
Here, we denote by N(r, a; f |g = b) the reduced counting function of those a-points of f , which are the b-points of g.
By (4.1), we get that
Let z 0 be a common zero of f − a and e . Let us now define the following two functions:
and consider
where E is a set of r of finite linear measure. From this we get S 0 (r) = S(r) and
Then we get f i (z 0 ) = 1, i = 1, 2, thus we deduce that N r, a; f |e
Hence N 0 (r, 1, f 1 , f 2 ) = S(r). By Lemma 2.5, there exist two integers s and t (|s| + |t| > 0) such that
From (4.1), (4.5) and (4.7) we get
From (4.9), we have
(4.10)
By (4.1), we get
From the first equation of (4.11), we derive that
Thus, we get
By (4.11), we have N r, 1
The possible zeros of e . Thus, from the above discussion, we deduce that N r, 1
Hence,
(4.12)
Similarly, we can get
(4.14)
We define 
Hence, the possible zeros of e Similarly as above, we deduce the counting function of those points such that z ∞ 's form a S(r). From (4.17) and the above discussion, we obtain
(4.18)
Then we have
and hence
(4.19)
We define three meromorphic auxiliary functions
. By (4.15) and (4.16), the Laurent expansion of φ around z a is
Thus, z a is a multiple zero of φ(z). Hence
which implies that
This contradicts (4.17). Thus, τ 1 ≡ 0, and T (r, τ j ) = S(r) (j = 1, 2, 3). Now, take z a to be a simple zero of f −a, such that
and e
Again by (4.15) and (4.16), the Laurent expansions of φ and ω around z a , respectively, are Define the function
where µ 2 = 3µ 1 − µ 2 /4 − µ . By using (4.20) and (4.21), we get 
By the lemma of logarithmic derivative we get
that is Thus, almost all the poles of R(z) are simple, that is
N(r, R) = N(r, R) + S(r).
From this with (4.23) and (4.24) we get
Then by Lemma 2.2, we get, f is a fractional linear transformation of g, which is a contradiction.
All the foregoing discussions yield R ≡ 0, which implies that ω is a solution of the following Riccati differential equation 
(4.28)
We know that T (r, e α ) = N r, 
Apply analogous discussions as those after (4.26) for obtaining
(4.32) 
which imply that 
+ S(r).
Similarly we obtain T (r, f ) = N 1) r, . We get (8) .
Thus, we prove Theorem 1.2.
