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Abstract
RNA editing is an important alternative genetic processing event that is known to take place in all higher eukaryotes. We study a
model of string rewriting based on the sophisticated RNA editing mechanism found in trypanosome kinetoplasts. We demonstrate
basic properties of three principal variants of this model which we show to form a strict hierarchy in terms of expressive power.
We also present a method and software for simulating real biological RNA editing via this model and apply the theoretical results
to suggest real biological constraints on this process.
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1. Introduction
A gene encoded in DNA is transcribed into mRNA which is then translated into a protein. This is the central
dogma of molecular biology. Although this is correct from a high-level viewpoint, biologists continue to discover
intermediate steps (post-transcriptional and post-translational processing) that complicate this process enormously.
Indeed, post-transcriptional events such as alternative splicing are now known to be absolutely critical for creating the
observed diversity of life on earth.
Humans have approximately 20,000–25,000 genes while the microscopic roundworm C. elegans has more than
19,000 genes. Without alternative processing, the central dogma implies that proteins can be described as the result of
nothing more than two morphisms applied to an organism’s genome. The observed difference in complexity between
humans and roundworm must thus be explained by other means, including the enormous diversity introduced via
alternative genetic processing.
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In this paper we study a formal model, originally described in [1], based on a post-transcriptional mechanism
known as RNA editing. Simple forms of RNA editing (A to I) are known to occur in all higher eukaryotes, including
humans (see, e.g., [2]), while more complex forms have been observed in plants and protists. The most involved RNA
editing mechanism currently known is that which takes place in the kinetoplasts of flagellate protozoa of the order
Trypanosomatida [3] and it is this system that we will study here.
Briefly, kinetoplasts produce two types of RNA that are of interest: mRNA (messenger RNA, viz. a transcribed
gene) and gRNA (guide RNA). The gRNA molecules directly control the editing of the mRNA molecules, allowing
for the creation of new mRNAs by specifying insertions into, or deletions from, the substrate mRNA. A single mRNA
may be edited more than once, and the editing may be controlled by more than one gRNA.
2. Notations
Let N and N0 be the set of positive and non-negative integers, respectively. An alphabet Σ is a finite, non-empty
set of symbols. The set of all words over Σ is denoted by Σ ∗, and this set contains the empty word, ε. A language L
over Σ is any subset of Σ ∗. Let x, y ∈ Σ ∗. We let |x | denote the length of x . For two languages L1, L2, we denote by
L−11 L2 the left quotient of L2 by L1 and by pref(L1) we denote the prefix closure of L1. We say x is a sparse subword
of y, denoted by x ≤d y, if x = x1x2 · · · xn and y = y0x1y1x2y2 · · · xn yn , for some n ∈ N0 and x1, . . . , xn ∈ Σ ,
y0, . . . yn ∈ Σ ∗.
For the basic notions of formal language theory we refer to [4–6]. The families of regular, linear, context-free,
context-sensitive and recursively enumerable languages are denoted by L(REG), L(LIN), L(CF), L(CS) and L(RE).
An insertion/deletion system is a construct γ = (V, T, A, R), where V and T ⊆ V are alphabets of non-
terminals and terminals, A is a finite set of words over V and R is a finite set of rules (u, α/β, v) with either
(α, β) ∈ ({ε} × V+) or (α, β) ∈ (V+ × {ε}). We say, for x, y ∈ V ∗, x ⇒ y if, for some x1, x2 ∈ V ∗, either
x = x1uvx2, y = x1uβvx2 and (u, ε/β, v) ∈ R, or x = x1uαvx2, y = x1uvx2 and (u, α/ε, v) ∈ R. By ⇒∗
we denote the reflexive and transitive closure of ⇒. We define L(γ ) = {w ∈ T ∗ | x ⇒∗ w, x ∈ A} and γ is
of weight (n,m, p, q) if n = max{|v| | (u, ε/v,w) ∈ R}, m = max{|u| | (u, ε/v,w) ∈ R or (w, ε/v, u) ∈ R},
p = max{|v| | (u, v/ε,w) ∈ R} and q = max{|u| | (u, v/ε,w) ∈ R or (w, v/ε, u) ∈ R}. By L(INSmn DELqp) we
denote the family of languages generated by insertion/deletion systems of weight (n,m, p, q). If one of the parameters
is unbounded we replace it with ∗. Insertion–deletion systems were proved to be computationally universal in [7]. For
a more detailed study of insertion/deletion operations and systems, see [8,7,9].
Insertion systems (sometimes called semi-contextual grammars), are insertion/deletion systems with insertion rules
only. They induce, for n,m ∈ N∪ {∗}, language families L(INSmn ) = L(INSmn DEL00), see [10]. In [11,12], it is shown
that any recursively enumerable language can be characterized by applying either a homomorphism and a weak coding
or a left quotient with a regular language to a language generated by an insertion system.
A family of formal languages is an AFL (Abstract Family of Languages) if and only if it contains a non-
empty language, is closed under union, concatenation, Kleene plus, intersection with regular languages, non-erasing
homomorphism and inverse homomorphism. A family of formal languages is an anti-AFL if it is closed under none
of the AFL operations. For more details about AFLs, consult [6].
3. Guided insertion–deletion systems
In RNA editing, there are two strings—one representing the gRNA (which controls the editing), and one
representing the mRNA (which receives the effects of editing).
Definition 1. We define the sets INSΣ∆ and DEL
Σ
∆ of all well-formed guided insertion and deletion rules over Σ and
∆ with INSΣ∆ = {((u, v), ε/(w, x), (y, z)) | u, w, y ∈ Σ ∗, v, x, z ∈ ∆∗} and DELΣ∆ = {((u, v), (w, x)/ε, (y, z)) |
u, w, y ∈ Σ ∗, v, x, z ∈ ∆∗}.
To clarify the relationship between the two strings, we use a stacked notation with one string atop the other, so that
an insertion rule ((u, v), ε/(w, x), (y, z)) can be written as
(
u
v
, ε/
w
x ,
y
z
)
, and similarly for a deletion rule.
In the biological model, though two strings are used in the operation (viz., the messenger RNA and the guide
RNA), typically only one string is edited (the mRNA). Therefore we define the following restricted version of the
guided insertion and deletion operation.
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Definition 2. An insertion rule
(
α
δ
, ε/
β
ζ
,
γ
η
)
or deletion rule
(
α
δ
,
β
ζ
/ε,
γ
η
)
is semi-constant if and only if ζ = ε.
Definition 3. A guided insertion/deletion system (GID system) is a tuple Γ = (V, T,∆, L0,G0, R). V , T and ∆ are
a non-terminal, terminal and guide alphabet and T ⊆ V ; L0 ⊂ V ∗ and G0 ⊂ ∆∗ are the finite base and initial guide
languages, and R is a finite set of guided insertion/deletion rules (over V and ∆), such that R ⊆ (INSV∆ ∪ DELV∆). A
GID is called semi-constant (SCGID system) if and only if all rules in R are semi-constant.
We consider two derivation modes for guided insertion/deletion systems.
Definition 4. Given a GID system Γ = (V, T,∆, L0,G0, R), two strings x, y ∈ V ∗ and two guide languages
G1,G2 ⊆ ∆∗, we say that (x,G1) directly derives (y,G2) in
• uniting mode (u-mode), denoted by (x,G1)⇒u (y,G2), if either x = x1αγ x2, y = x1αβγ x2,
(
α
δ
, ε/
β
ζ
,
γ
η
)
∈ R
and there exists g ∈ G1 with g = g1δηg2, and G2 = G1 ∪ {g1δζηg2}; or x = x1αβγ x2, y = x1αγ x2,(
α
δ
,
β
ζ
/ε,
γ
η
)
∈ R and there exists g ∈ G1 with g = g1δζηg2 and G2 = G1 ∪ {g1δηg2}, for some x1, x2 ∈ V ∗,
g1, g2 ∈ ∆∗;
• non-uniting mode (/u-mode), denoted by (x,G1) ⇒/u (y,G2), if either x = x1αγ x2, y = x1αβγ x2,
(
α
δ
, ε/
β
ζ
,
γ
η
)
∈
R and there exists g ∈ G1 with g = g1δηg2 and G2 = (G1 \ {g}) ∪ {g1δζηg2}; or x = x1αβγ x2, y = x1αγ x2,(
α
δ
,
β
ζ
/ε,
γ
η
)
∈ R and there exists g ∈ G1 with g = g1δζηg2 and G2 = (G1 \ {g}) ∪ {g1δηg2}, for some
x1, x2 ∈ V ∗, g1, g2 ∈ ∆∗.
As usual,⇒∗u and⇒∗/u denote the reflexive and transitive closure of⇒u and⇒/u.
Note that the two derivation modes are equal when using a semi-constant guided insertion or deletion rule.
Therefore we use⇒ instead of⇒u or⇒/u in this case.
Definition 5. Let Γ = (V, T,∆, L0,G0, R) be a guided insertion/deletion system. The languages generated by Γ
are, for z ∈ {u, /u} defined as L z(Γ ) = {w ∈ T ∗ | (x,G0) ⇒∗z (w,G1), for some x ∈ L0 and G1 ⊆ ∆∗}. We define
the language families L(SCGID), L(uGID) and L(/uGID) to be the set of all languages that can be generated by an
SCGID system, and a GID in u-mode and in /u-mode, respectively.
It is immediate that guided insertion/deletion systems can simulate all traditional insertion/deletion systems and
are therefore, by [7], computationally complete. Thus, we focus on guided systems using insertion only in this paper.
In this case no alphabet of non-terminals is used (due to the lack of deletion).
Definition 6. A guided insertion system (GI system) is a tuple Γ = (Σ ,∆, L0, G0, R) where Σ and ∆ are finite
alphabets, L0 ⊂ Σ ∗ and G0 ⊂ ∆∗ are the finite base and initial guide languages, and R ⊆ INSΣ∆. A GI system is
called semi-constant (SCGI system) if and only if all rules in R are semi-constant. By L(SCGI), L(uGI) and L(/uGI)
we denote the family of all languages that can be generated by an SCGI system, a GI in u-mode and a GI system in
/u-mode, respectively.
Lemma 7. For each GI system Γ , there exists a GI system Γ ′ with a singleton guide language such that L z(Γ ) =
L z(Γ ′), for z ∈ {u, /u}.
Proof. Let Γ = (Σ ,∆, L0,G0, R) be a GI system with G0 = {g1, g2, . . . , gn} for some n ∈ N. Let $ /∈ ∆ be a new
special letter. It is now immediate that Γ ′ = (Σ ,∆∪ {$}, L0,G ′0, R) with G ′0 = {g1$g2$ · · · $gn} generates the same
language in either mode. 
4. Generative capacity of GI systems
In this section we compare the generative capacity of the different variants of GI systems as well as how their
generative capacity is related to the language families in the Chomsky hierarchy.
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By mutual simulation, and from [9,10], we obtain:
Lemma 8. L(SCGI) = L(INS∗∗) and, thus, L(REG) ⊂ L(SCGI).
It is known, see e.g. [9], that L(SCGI) is incomparable with L(LIN) and L(CF).
Lemma 9. L(SCGI), L(uGI) and L(/uGI) are incomparable with L(CF) and L(LIN).
Proof. It was proved in [13] that insertion systems generate non-context-free languages. Let L = {an$bn | n ∈ N}.
Assume that there exists a GI system Γ = (Σ ,∆, L0,G0, R) for L in z-mode, z ∈ {u, /u}. All words in the base
language L0 have to contain the letter $. Now all rules have to insert either only a’s or only b’s and, as rules can only
be applied sequentially, this yields words not in L . 
We now show that L(SCGI), L(uGI) and L(/uGI) form a strict hierarchy.
Lemma 10. L(SCGI) ⊂ L(uGI).
Proof. The inclusion follows from Definition 6. We need to show that the inclusion is proper. Let
L = {$an1$ · · · $anq#ak1¢ · · · ¢akmblm¢ · · · ¢bl1#bnq$ · · · bn1$ |
m, q, n1, . . . , nq , k1, . . . , km, l1, . . . , lm ∈ N, ¢ ∈ {$, #}}
∪ {$an1$ · · · $anqbnq$ · · · bn1$ | q, n1, . . . , nq ∈ N}.
Assume that there is an SCGI system Γ = (Σ ,∆, L0,G0, R) for L . First observe that there has to be at least one
rule only inserting a’s in R in order to generate the subwords flanked by #. Also among these rules there has to be
one the context of which contains at most one occurrence of $. Thus, there has to be, for some p1, p′1, p3, p′3 ∈ N0,
p2, p′′3 ∈ N, δ, η ∈ Σ ∗, at least one rule from the following list.(
a p1
δ
, ε/
a p2
ε
,
a p3
η
)
,
(
a p1$a p
′
1
δ
, ε/
a p2
ε
,
a p3
η
)
,
(
a p1
δ
, ε/
a p2
ε
,
a p3$a p
′
3
η
)
,(
a p1
δ
, ε/
a p2
ε
,
a p3bp
′′
3
η
)
,
(
a p1
δ
, ε/
a p2
ε
,
a p3$a p
′
3bp
′′
3
η
)
,
(
a p1$a p
′
1
δ
, ε/
a p2
ε
,
a p3bp
′′
3
η
)
.
But with each of the above rules we can generate a word not in the language. Thus, L /∈L(SCGI).
On the other hand we construct a guided insertion system Γ ′ = ({a, b, $, #}, {c, d}, L0,G0, R) with L0 =
{$ab$},G0 = {cc} and the following rule set R.(
a
c , ε/
ab
ε
,
b
c
)
,
(
a
c , ε/
$ab$
ε
,
b
c
)
,
(
a
c , ε/
#ab#
dd ,
b
c
)
, (1)(
a
d, ε/
a
ε
,
b
d
)
,
(
a
d, ε/
b
ε
,
b
d
)
,
(
a
d, ε/
$ab$
ε
,
b
d
)
. (2)
Γ ′ generates precisely L , as only the first and second rule, which generate only equal numbers of a’s and b’s, are
applicable before the marker # is produced and dd is inserted into the guide string, changing the guide language
to {cc, cddc}. From that point on all rules can be used, generating arbitrary numbers of a’s and b’s in between the
outermost pair of #. 
Lemma 11. L(uGI) ⊆ L(/uGI).
Proof. Let Γ = (Σ ,∆, L0,G0, R) be a GI system. We construct a GI system Γ ′ = (Σ ,∆, L0,G0, R ∪ R′), where(
α
δ
, ε/
β
ε
,
γ
η
)
∈ R′ whenever
(
α
δ
, ε/
β
ζ
,
γ
η
)
∈ R for some α, β, γ ∈ Σ ∗, δ, ζ, η ∈ ∆∗. The construction adds non-
guide-inserting rules and, as the application of a rule in u-mode can only add new guides without removing existing
guides to the guide language, Lu(Γ ′) = Lu(Γ ).
We now show that in any derivation in u-mode the number of applications of guide-inserting rules can be bounded.
Let p =
(
α
δ
, ε/
β
ζ
,
γ
η
)
∈ R. For p and a set of guide languages SG ⊆ 2∆∗ we define p(SG) = {G ∪ {uδζηv} | G ∈
SG, uδηv ∈ G} to be the set of all guide languages obtainable from any set G in SG by applying p to exactly one
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string in G. This definition is then generalized to sequences of rules in the natural way, so that for r ∈ R∗, r(SG)
consists of all guide languages obtainable from SG by subsequently applying the rules in r .
We define L p = {r ∈ R∗ | ∃G ∈ r({G0}), g1δηg2 ∈ G} to be the language of all rule sequences that can lead from
the initial guide languages to a guide language containing a string with the infix δη, which makes it possible to apply
rule p.
If there are two words r1 and r2 in L p with r1 ≤d r2, then the extra rules in r2 are not necessary to obtain the context
for applying p, thus in a u-mode derivation of Γ ′ we can replace the rules not represented in r1 by the corresponding
non-guide-inserting rules. We say that r ∈ L p is minimal if there is no word r ′ ∈ L p with r ′ ≤d r , r ′ 6= r . We define
X p ⊆ L p to be the set of all minimal words in L p.
It is known that the sparse subword ordering contains no infinite anti-chains, see e.g. [14], and, thus, the set X p is
finite. We now define, for each rule p, n p = max{|r | | r ∈ X p} to be the maximal length of a rule sequence in the set
X p of minimal sparse subwords of L p.
Then the number of guide-inserting rule applications in Γ ′ can be bounded by b =∑p∈R n p, and, thus, the length
of each guide string is bounded by b ·m+ng , where m = max{|ζ | |
(
α
δ
, ε/
β
ζ
,
γ
η
)
∈ R} and ng = max{|w| | w ∈ G0}.
From this we construct Γ ′′ = (Σ ,∆, L0,G ′0, R′′), with G ′0 = {$g1$g2$ · · · $gn$}, where G0 = {g1, g2, . . . , gn}
was the guide language of Γ and $ /∈ ∆, and R′′ contains, for each
(
α
δ
, ε/
β
ζ
,
γ
η
)
∈ R with α, β, γ ∈ Σ ∗, δ, ζ, η ∈ ∆∗,
the following rules:(
α
ε
, ε/
β
$g1δζηg2$
,
γ
$g$
)
,
for all g1, g2 ∈ ∆∗, g = g1δηg2,
|g1δζηg2| ≤ n + b · m + ng;(
α
ε
, ε/
β
ε
,
γ
$g$
)
,
for all g1, g2 ∈ ∆∗, g = g1δηg2,
|g| ≤ n + b · m + ng.
These rules allow any derivation of Γ during which the length of each guide string is bounded by b · m + ng .
From the argument above we know that this is sufficient to simulate any u-mode derivation of Γ and, thus,
L/u(Γ ′′) = Lu(Γ ). 
Note that the construction in the above proof is not effective as we do not know the constants n p.
From the proof of Lemma 11 we obtain (because of the bounded length of the guide string)
Lemma 12. L(uGI) ⊂ L(CS).
We now show that L(/uGI) is incomparable to L(CS).
Lemma 13. There exists a language L ∈ L(/uGI) \ L(CS).
Proof. Let Σ be an alphabet and let L be a language over Σ and $, #, ¢ /∈ Σ , such that L#¢ ∈ L(RE) \ L(CS). By
[12], L can be written as R−1L ′ where R ∈ L(REG) and L ′ ∈ L(SCGI) are languages over some alphabet Σ ′ and
each word in R ends with a marker, which we will denote $. We design a GI system generating (in /u-mode) $ L ′# in
the guides with # being a new special symbol. Once the marker $ appears (signalling the end of the computation in
the guide, as in the construction in [12]), we start copying the symbols after $ from the guide into the base string (to
the left of a special symbol ¢, which serves as the initial base string), generating pref(L#)¢, the prefix closure of L#
concatenated with ¢. As L#¢ = pref(L#)¢ ∩ (Σ )∗#¢ and context-sensitive languages are closed under intersection
with regular languages, pref(L#)¢ ∈ L(/uGI) \ L(CS). 
Theorem 14. We obtain the following hierarchy of language families, where an arrow denotes proper inclusion, and
language families not (transitively) connected by any arrow are incomparable.
L(REG)*HHj
L(SCGI)
L(LIN) -
- L(uGI)
L(CF) -
-
PPq
L(/uGI)
L(CS) *
HHj L(RE)
Similarly to insertion–deletion systems, we define the weight of a guided insertion system.
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Definition 15. A GI system Γ = (Σ ,∆, L0,G0, R) has weight (n,m, p, q) if n,m, p and q are the maximal length
of the inserted base string, context base string, inserted guide string and context guide string. We define L(SCGIm,qn,p ),
L(uGIm,qn,p ) and L(/uGIm,qn,p ) to be the families of SCGI, uGI and /uGI languages with weight (n,m, p, q), where
n,m, p, q ∈ N ∪ {∗}.
Proposition 16. L(xGIm,qn,p ) ⊂ L(xGIm,qn+1,p), L(xGIm,qn,p ) ⊂ L(xGIm+1,qn,p ) and L(xGIm,qn+1,p) and L(xGIm+1,qn,p ) are
incomparable, for n,m, p, q ∈ N and x ∈ {SC, u, /u}.
Proof. For m, n ∈ N, let Lm,n = ({$ak$ | k < m} ∪ {$ambnam$})∗. Clearly Lm,n ∈ L(xGIl,qk,p), for k ≥ n, l ≥ m,
but Lm+1,n /∈ L(xGIm,qn+1,p) and Lm,n+1 /∈ L(xGIm+1,qn,p ) for x ∈ {SC, u, /u} and p, q ∈ N. 
Proposition 17. L(SCGIm,0n,0 ) = L(SCGIm,qn,p ), for all n,m, p, q ∈ N ∪ {∗}.
Proof. Immediate from the equality of L(SCGI) and insertion systems (Lemma 8). 
Proposition 18. L(uGIm,1n,1 ) = L(uGIm,qn,p ), for all n,m, p, q ∈ N ∪ {∗}.
Proof. The proof of Lemma 11 implies that for each uGI system there exists an equivalent one for which there is a
constant k ∈ N that bounds the length of the guide strings. We can, therefore, encode all words over ∆ of length at
most k in single letters over ∆≤k . 
5. Closure properties
It is known from [15] that all families INSm∗ with m ∈ N are anti-AFLs. In this section we demonstrate (non-)
closure properties of L(SCGI), L(uGI) and L(/uGI) and show that L(SCGI) and L(uGI) are anti-AFLs.
Lemma 19. L(SCGI), L(uGI) and L(/uGI) are not closed under concatenation, Kleene plus, intersection with regular
sets, homomorphism and inverse homomorphism.
Proof. Concatenation: Let L1 = {anbn | n ∈ N} and L2 = {anb2n | n ∈ N}. Clearly L1, L2 ∈ L(SCGI). To generate
L1 · L2 = {anbnamb2m | n,m ∈ N} there have to be rules inserting, for some natural numbers k, l, akbk and alb2l ,
depending on contexts of finite length. Thus, there are words in L1 · L2 which permit the insertion of either string in
two places, yielding words not in L1 · L2.
Non-erasing homomorphism: Let L = {anbncmd2m | n,m ∈ N} and let h(a) = h(c) = a and h(b) = h(d) = b.
Then h(L) = {anbnamb2m | n,m ∈ N} which we just proved not to be in any of the three language families.
Inverse homomorphism: The following proof is based on a proof in [15]. Let L = {(ab)n(ba)n−1b | n ≥
1} ∪ {(ab)naa(ba)n−1b | n ≥ 1}. Clearly L is in all three language families. Now we define the homomorphism
h by h(a) = ab and h(b) = a. Then h−1(L) = {anban | n ≥ 1} which is not in L(/uGI) similarly to the proof of
Lemma 9.
Kleene plus: Let L = {anbn | n ∈ N} ∪ {bnan | n ∈ N}. Clearly L ∈ L(SCGI). A GI system generating L+ has to
have rules inserting akbk and blal for some k, l ∈ N. But both these rules can also yield strings not in L+.
Intersection with regular sets: Let L = {an$bn | n ≥ 1} ∪ {anbn | n ≥ 1}. Clearly L ∈ L(SCGI). Let R = a∗$b∗.
Then L ∩ R = {an$bn | n ≥ 1}, which, by Lemma 9 is not in L(/uGI). 
Lemma 20. L(SCGI) and L(uGI) are not closed under union.
Proof. Let L1 = {anbn | n ∈ N} and L2 = {anb2n | n ∈ N}. Clearly L1 and L2 are in L(SCGI). Assume that
L1 ∪ L2 ∈ L(uGI). Let Γ = (Σ ,∆, L0,G0, R) be a GI system generating L1 ∪ L2 in u-mode and let m be the
maximal length of context of rules in R. Then all words of length greater than 3m have the same set of infixes of
length m. Rules that only insert a’s or b’s yield words not in the language (because if they are applicable once they
can be applied an unbounded number of times). Thus, there have to be rules inserting akbk and alb2l for some k, l ∈ N.
Both these rules have to be applicable with the initial guide language (otherwise it is impossible to generate the whole
language), which means that they will both be applicable at anytime during the derivation in u-mode, generating
am+kb2m+k which is not in L1 ∪ L2. 
By combining Lemmas 19 and 20 we obtain the following.
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Theorem 21. L(SCGI) and L(uGI) are anti-AFLs.
We now show that the family L(/uGI) is closed under union modulo the empty word.
Proposition 22. Let L1, L2 ∈ L(/uGI), then (L1 ∪ L2 ∪ {ε}) ∈ L(/uGI).
Proof. Let Γ1 = (Σ1,∆1, L01,G01, R1) and Γ2 = (Σ2,∆2, L02,G02, R2) be two GI systems and let $, $1, $2 be
three new symbols not contained in ∆1 ∪∆2.
For i ∈ {1, 2} and some n1, n2 ∈ N, let G0i = {gi1, . . . , gini } and let gi = gi1$igi2$i · · · $igini . We define two
homomorphisms hi : (∆i ∪ {$i })∗ → (∆i ∪ {$i })∗ with hi (a) = a$i for a ∈ ∆i and hi ($i ) = $i . We construct a GI
system Γ = (Σ1 ∪ Σ2,∆1 ∪∆2 ∪ {$, $1, $2}, {ε}, {$$}, R), where R contains, for i ∈ {1, 2}, the following rules:(
ε
$, ε/
w
$i$ihi (gi )
,
ε
$
)
, for all w ∈ L0i , i ∈ {1, 2}; (3)(
α
$ihi (δ)
, ε/
β
hi (ζ )
,
γ
hi (η)
)
, for
(
α
δ
, ε/
β
ζ
,
γ
η
)
∈ Ri . (4)
The rules of (3) choose the system and insert one initial string and all the guide-strings of the chosen system. The
letters in the guides are separated by markers which indicate the system and the different guides are separated by
double markers. The rules of (4) then simulate the derivation while making sure, by the markers, that only rules of the
system chosen in step one can be applied. 
Corollary 23. The union of two SCGI languages is in L(/uGI).
6. Application to RNA editing
Kinetoplastids are protozoa whose genes are created overwhelmingly through a process of post-transcriptional
RNA editing. Strands of guide RNA (gRNA) and messenger RNA (mRNA) hybridize, and then U is inserted into or
deleted from the mRNA. This process of U-insertion and U-deletion can be modelled precisely and quite naturally
using semi-constant guided insertion/deletion systems. Code for simulating U-insertion and U-deletion can be found
in [16].
6.1. Encoding RNA
RNA can be thought of in terms of its primary structure, e.g., as strings over the alphabet of {A,C,G,U }.
Secondary structure—how a strand of RNA hybridizes with itself—is also important. Strands of RNA often fold
back on themselves, forming “loops” where they bend, with the two ends of the loop hybridizing to form contiguous
“helices” of bases. In reality, RNA structure can become very complicated, but for modelling purposes we consider
only this view of secondary structure.
To model RNA, we introduce an alphabet for RNA bases, S = {A,C,G,U } and a marked alphabet S˙ =
{A,C,G,U, A˙, C˙, G˙, U˙ } and an alphabet S˙′ = S˙ ∪ {?,Á} to include the non-terminals used for marking insertions
and deletions. A dotted letter indicates that the base is in or immediately adjacent to a helix in the RNA’s secondary
structure; an undotted letter indicates the opposite.
Complementarity of x and y is denoted by x  y. For the purposes of modelling RNA editing: A  U ; C  G;
G  U . Also, x  y implies y  x , x˙  y, and x˙  y˙.
6.2. An overview of RNA editing
Before being translated to amino acids, mRNA interacts with gRNA, both having been transcribed from
kinetoplastid DNA (kDNA). The gRNA and mRNA hybridize together to form an “anchor”. The anchor must have
complementarity between the gRNA and the mRNA, and must be at least 4 bases in length. Further, the mRNA and
gRNA immediately after the anchoring point (the “editing site”) must not be complementary, and the mRNA must be
in a loop (not hybridizing with itself) at that site. The mRNA at the editing site is cleaved.
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Bˆ, ε/
?U˙
ε
,
x
yˆ
)
, x 6 yˆ
(B
Bˆ
? U˙
yˆ1 yˆ2
, ε/
?U˙
ε
,
x
ε
)
, x 6 yˆ2(B
Bˆ,
?
ε
/ε,
U˙?
yˆ
) (B
Bˆ,
?
ε
/ε,
U˙ x
yˆ y
)
, x  y(B
Bˆ, ε/
Á
ε
,
U˙
y
) (B
Bˆ
ÁU˙
y
, ε/
Á
ε
,
z
ε
)
(B
Bˆ,
ÁU˙
ε
/ε,
Á
ε
) (B
Bˆ,
Á
ε
/ε,
U˙
yˆ
)
(B
Bˆ,
Á
ε
/ε,
zˆ
ε
)
Fig. 1. Semi-constant guided insertion and deletion rules for U-insertion and U-deletion. Note that these rules operate deterministically.
The gRNA immediately after the editing site then directs what sort of editing is to take place: an A or a G
(complementary to U) directs insertion of a U; a C or a U directs deletion of a U. Multiple Us are inserted or deleted,
so long as there remains non-complementarity between the gRNA and mRNA after the editing site.
After the U-insertion or U-deletion process is finished, the mRNA is ligated back together. The gRNA may anchor
with another mRNA, or anchor with the same mRNA at a different site. The gRNA re-anchoring to the same mRNA
allows multiple rounds of editing, such that a single gRNA and mRNA pair will often have multiple passes of insertion
and deletion. One round of RNA editing can even create the anchor site for the next round of RNA editing. Also note
that a single mRNA is typically edited by many gRNAs.
6.3. Simulating RNA editing
The equations in Fig. 1, describe the deterministic operation of U-insertion and U-deletion, where
(B
Bˆ
)
is an anchor
with B ∈ S˙∗, Bˆ ∈ S∗, B  Bˆ, yˆ, yˆ1, yˆ2 ∈ {A,G}, y ∈ {C,U }, x ∈ S˙,z /∈ {?,Á},zˆ /∈ {?,Á, U˙ }. Also, in each of the
rules, the strings on top refer to the mRNA, and the strings at the bottom refer to the gRNA.
It should be noted that if one allows infinite rule sets (e.g., context-free rules), the rules for simulating U-insertion
and U-deletion can be described much more simply.
We now introduce the class of guided insertion–deletion systems over specific mRNA and gRNA strands. We define
KM,G to be the SCGID system KM,G = (S˙′,S,S,M,G, R) where R is the set of rules described in Fig. 1. The first
proposition of this section proves that U-insertion is simulated properly.
Proposition 24. Consider an mRNA strand m1Bxm2 where m1,m2 ∈ S˙∗,B ∈ S˙+, x ∈ S˙, and a gRNA strand
g1Bˆz1 · · · zng2 where g1, g2, Bˆ ∈ S+, z1, . . . , zn ∈ {A,G}, such that
(B
Bˆ
)
is an anchor, n ∈ N, and none of the zi
letters are complementary to x. Thus, the RNA editing system described generates an edited mRNA with n inserted
Us, such that m1BU˙nxm2 ∈ L(K{m},{g}).
Proof. Given the constraints on m and g, the rules from Fig. 1 are applied in a deterministic manner in the context of(
x
z1 · · · zn
)
(the editing site). Only rules which insert or delete ? can be applied. 
The second proposition shows that U-deletion is simulated correctly.
Proposition 25. Consider an mRNA strand m1BU˙ nm2 where m1,m2 ∈ S˙∗,B ∈ S˙+, and a gRNA strand g1Bˆxˆ g2
where g1, g2, Bˆ ∈ S+, xˆ ∈ {C,U }, such that
(B
Bˆ
)
is an anchor and n ∈ N. The RNA editing system described then
generates an edited mRNA with n Us deleted, such that m1Bm2 ∈ L(K{m},{g}).
Proof. Similar to Proposition 24, only rules which insert or delete Á can be applied. The rules direct the deletion of
U˙ in a deterministic manner. 
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6.4. Rewriting properties
The editing process on mRNA in kinetoplastids, as described via semi-constant guided insertion/deletion systems,
can be thought of as a rewriting system.
First, it should be noted that editing is not guaranteed to terminate, even under extremely simple circumstances.
However, even though termination is not guaranteed, determining if U-insertion and U-deletion will halt is decidable.
Proposition 26. For a strand of mRNA m ∈ S˙∗ and a strand of gRNA g ∈ S∗, editing between m and g will not halt
if and only if g = g1z1 · · · zk+1g2 for some g1, g2 ∈ S∗, z1, . . . , zk+1 ∈ {A,G} and m = m1y1 · · · yk yˆm2 for some
m1,m2 ∈ S˙∗, y1, . . . , yk, yˆ ∈ S˙, such that ∀1 ≤ i ≤ k, 1 ≤ j ≤ k, yi  zi and yˆ 6 zk+1.
Proof. ⇒. It must be that U˙s are being inserted and hence there must be some anchor in g which binds to U˙s. Further,
the mRNA must have an initial anchor which is complementary to the anchor in g, and which allows the insertion of
U˙s. Only the gRNA and mRNA described match these criteria.⇐. This follows immediately from the definitions. 
This proof, that U-insertion and U-deletion is not necessarily terminating, is significant, especially in light of the
fact that it is decidable for any given mRNA and gRNA strands if the process terminates. This suggests that all mRNA
transcribed from kDNA must have very specific limitations on their primary structures. mRNA and gRNA which
allowed for infinite editing would deplete resources within the cell.
6.4.1. Non-confluence
The process of U-insertion and U-deletion is highly non-deterministic, and this is reflected in the simulation of
it via guided insertion/deletion systems. Indeed RNA editing is not even confluent. That is, where multiple editing
sites exist, choosing to perform editing at one editing site before another can limit the range of possible edited mRNA
strands.
Consider two editing sites, ES1 and ES2, such that ES2 is to the right of ES1. If editing is applied in ES2, it cannot
affect the anchor of ES1, and so ES1 is still able to be applied. Comparatively, one can run into situations, particularly
where the anchors for ES1 and ES2 overlap, where applying editing to ES1 first will prohibit editing in ES2. Thus,
applying editing in a right-to-left fashion guarantees that all editing sites will be visited. There are two caveats to this:
applying editing right-to-left will not generate the entire language (specifically, it will not include strings in which ES1
was visited, but not ES2); and, several (perhaps infinite) right-to-left “passes” may not be performed as new anchors
are generated.
This theoretical result actually validates empirical evidence, which is that, when looking at all rounds of editing,
mRNA is edited in the 3’ to 5’ direction. Genes must be produced the same way each time for this to be an effective
genetic process. If editing were not regulated in some way, this property of non-confluence would lead to a high
frequency of incorrect editings, and thus the production of incorrect proteins leading to lethality for the organism.
7. Conclusion
We have introduced guided insertion/deletion systems, a regulated rewriting system inspired by RNA editing.
As iterated contextual insertion/deletion is well-known to be computationally universal, we focused on studying
three variants of guided insertion-only systems: semi-constant, uniting and non-uniting. The generative capacity of
such systems was shown to form a strict hierarchy, with L(SCGI) and L(uGI) falling between the families of regular
and context-sensitive languages, while L(/uGI) is incomparable to the context-sensitive languages and all three are
incomparable with the linear and context-free languages. For L(SCGI) and L(uGI), we also demonstrated a strict
hierarchy based on the descriptional complexity metric of maximum permitted rule weight, for L(/uGI) the question if
there exists such a hierarchy remains open. The families of languages generated by such systems were shown to have
poor closure properties, with two modes generating anti-AFLs.
Finally, we used semi-constant guided insertion/deletion systems to accurately model the process of RNA editing
that takes place in the kinetoplasts of certain trypanosomes. This model has been implemented as a Haskell program
for use on real biological data and has also given us rather strict bounds on the structure of real guide RNAs.
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