Introduction
Recall that if R is a commutative ring, then the set R × ⊂ R of invertible elements of R is naturally an abelian group under multiplication. This construction is a functor from commutative rings to abelian groups. In general, there is no obvious relation between the additive group of a ring R and the multiplicative group of units R × . However, under certain circumstances one can define a homomorphism from a subgroup of R × to a suitable completion of R, e.g., the natural logarithm Q × >0 → R, or the p-adic logarithm (1 + pZ p )
× → Z p . The "logarithmic cohomology operation" is a homotopy-theoretic analogue of the above, where R is a commutative S-algebra and "completion" is Bousfield localization with respect to a Morava K-theory. The purpose of this paper is to give a formula for the logarithmic operation (in certain contexts) in terms of power operations. Before giving our results we briefly explain some of the concepts involved.
Commutative S-algebra.
A spectrum is a topological object which represents a generalized homology and cohomology theory. A commutative S-algebra is a spectrum equipped with a commutative multiplication; such a spectrum gives rise to a cohomology theory which has a commutative product, as well as power operations. Just as any ordinary commutative ring is an algebra over the ring Z of integers, so a commutative S-algebra is an algebra over the sphere spectrum S.
The definition of commutative S-algebra is rather technical; it is the result of more than twenty years of effort, by many people. There are in fact several different models of commutative ring spectra: the commutative S-algebra in the sense of [EKMM97] , or a symmetric commutative ring spectrum in the sense of [HSS00] , or some other equivalent model. These models are equivalent in the sense that they have equivalent homotopy theories; for the purpose of stating results it does not matter which model we use.
Power operations.
A spectrum R which admits the structure of a commutative ring up to homotopy gives rise to a cohomology theory X → R * (X) taking values in graded commutative rings. The structure of a commutative S-algebra on R is much richer; it provides not just a ring structure on homotopy groups, but 970 CHARLES REZK also power operations, which encode "higher commutativity". Let Σ m denote the symmetric group on m letters, and let BΣ m denote its classifying space. If R is a commutative S-algebra, there are natural maps
with the property that the composite of P m with restriction along an inclusion { * } × X → BΣ m × X is the mth power map α → α m on R 0 (X). In other words, for a commutative S-algebra, the mth power map is just one of a family of maps parameterized (in some sense) by the space BΣ m . An exposition of power operations and their properties can be found in [BMMS86] .
For suitable R, one can construct natural homomorphisms of the form
where D is an R 0 -algebra, and so get a cohomology operation of the form op : R 0 (X)
Such functions op are what are usually called power operations.
For instance, the Eilenberg-Mac Lane spectrum HR associated to an ordinary commutative ring R is the spectrum which represents ordinary cohomology; when R = F p , the power operations are the Steenrod operations. Topological K-theory spectra, both real and complex, admit a number of power operations, including the exterior power operations λ k and the Adams operations ψ k . Other theories of interest include some elliptic cohomology theories, including the spectrum of topological modular forms [Hop02] ; bordism theories, including the spectrum MU of complex bordism.
Formal groups and isogenies.
Recall that a multiplicative cohomology theory is complex orientable if R * (CP ∞ ) is the ring of functions on a onedimensional commutative formal group. (In this paper, all formal groups are commutative and one-dimensional.)
If R is a commutative S-algebra whose associated cohomology theory is complex orientable with formal group G, and op is a power operation on R which is a ring homomorphism as above, then
is a homomorphism i * G → G of formal groups; here i : R 0 → D is a map of rings, and i * G is the formal group obtained by extension of scalars along i. For example, complex K-theory is complex orientable, and K 0 (CP ∞ ) is the ring of functions on the formal multiplicative groupĜ m ; the Adams operation ψ k corresponds to the k-th power mapĜ m →Ĝ m .
The philosophy is that power operations (of degree m) on a complex orientable commutative S-algebra R should be parameterized by a suitable family of isogenies (of degree m) to the associated formal group. This philosophy is best understood in the case of Morava E-theories, which we now turn to.
1.4. Power operations on Morava E-theory. Fix 1 ≤ n < ∞ and a prime p. Let k be a perfect field of characteristic p, and Γ 0 a height n formal group over k. Such a formal group admits a Lubin-Tate universal deformation [LT66] , which is a formal group Γ defined over a ring
. . , u n−1 ]];
W k is the ring of p-typical Witt vectors on k. Morava E-theory is a 2-periodic complex orientable cohomology theory with Γ as its associated formal group; thus π * E ≈ O [u, u −1 ] with O in degree 0 and u in degree 2. The Hopkins-Miller theorem (see [GH04] , [RR04] ) states that Morava E-theories admit a canonical structure of a commutative S-algebra.
Power operations for Morava E-theories were constructed by Ando [And95] ; see also [AHS04] . These operations are parameterized by level structures on the associated Lubin-Tate universal deformation. To each finite subgroup A of the infinite torsion group Λ * ≈ (Q p /Z p ) n is associated a natural ring homomorphism
where D is the E 0 -algebra representing a full Drinfel d level structure f : Λ * → i * Γ; the ring D was introduced into homotopy theory in [HKR00] . The associated isogeny i * G → G has as its kernel the subgroup generated by the divisor of the image of f | A in i * G. An expression in the ψ A 's which is invariant under the action of the automorphism group of Λ * descends to a map E 0 X → E 0 X (see §1.12 below). When n = 1 and E is p-adic K-theory, then ψ A = ψ
A precise definition of the operations ψ A is given in §11.7.
1.5. Units of a commutative ring spectrum. To a commutative S-algebra R is associated a spectrum gl 1 (R), which is analogous to the units of a commutative ring (see §2). The 0-space of the spectrum gl 1 (R) is denoted GL 1 (R), and it is equivalent up to weak equivalence with a subspace of Ω ∞ R.
Write H q (X; E) def = E q (X) for a space X and a spectrum E. Then gl 1 (R) gives a generalized cohomology theory which, in degree q = 0, is given by H 0 (X; gl 1 (R)) ≈ (R 0 (X)) × .
The higher homotopy groups for the spectrum gl 1 (R) are given by π q gl 1 (R) = H 0 (S q ; gl 1 (R)) ≈ (1 + R 0 (S q )) × ⊂ (R 0 (S q )) × , q >0.
In particular, there is an isomorphism of groups π q gl 1 (R) ≈ π q R for q > 0, defined by "1 + x → x". This isomorphism of homotopy groups is induced by the inclusion GL 1 (R) → Ω ∞ R of spaces, but not in general by a map of spectra. The main interest in the cohomology theory based on gl 1 (R) is that the group H 1 (X; gl 1 (R)) contains the obstruction to the R-orientability of vector bundles over X, according to the theory of [May77] . The present paper was motivated by one particular application: the construction of an MO 8 -orientation for the topological modular forms spectrum. This application will appear in joint work with Matt Ando and Mike Hopkins.
1.6. K(n) localization. Let F be a homology theory. Bousfield F -localization consists of a functor L F on the homotopy category of spectra, and a natural map ι X : X → L F X for each spectrum X, such that ι X is the initial example of a map of spectra out of X which is an F * -homology isomorphism [Bou79] . Distinct homology theories may give rise to isomorphic Bousfield localizations, in which case they are called Bousfield equivalent.
Given a Morava E-theory spectrum, there is an associated "residue field" F , a spectrum formed by killing the sequence of generators of the maximal ideal
The spectrum F is not a commutative S-algebra, although it is a ring spectrum up to homotopy.
1.7. The logarithmic cohomology operation. For each commutative S-algebra R, there is a natural family of "logarithm" maps from gl 1 (R) to various "completions" of R. For each prime p and n ≥ 1, there exists a natural map
This map is defined using the construction due to Bousfield and Kuhn [Bou87] , [Kuh89] , which is a functor Φ n from spaces to spectra, with the property that
If R is a commutative S-algebra, the spaces Ω ∞ gl 1 (R) and Ω ∞ R have weakly equivalent basepoint components, and so the Bousfield-Kuhn construction gives an equivalence
The construction of n,p is described in detail in §3.
The map n,p gives a natural transformation of cohomology theories, and thus for any space X a group homomorphism
natural as X varies over spaces and R varies over commutative S-algebras. The purpose of this paper is the computation of this "logarithmic" map in terms of power operations, when R is a reasonable K(n)-local commutative S-algebra. It is convenient to consider the cases n = 1 and n > 1 separately, though the proof for n = 1 is really a corollary of the general case.
1.8. The logarithm for K(1)-local spectra. Let p be a prime, and let R be a K(1)-local commutative S-algebra, satisfying the following technical condition:
S is torsion free for odd p), and is satisfied at all primes when R is the p-completion of the periodic complex or real K-theory spectra, or if R is the K(1)-localization of the spectrum of topological modular forms.
Such a ring R admits canonical cohomology operations ψ and θ such that (in particular) ψ is a ring homomorphism, and for x ∈ R 0 X, 
which converges p-adically for any invertible x, and so is a well-defined expression.
Note that the series can be formally rewritten as
and that this new expression is still meaningful, up to p-torsion. Since x p /ψ(x) ≡ 1 mod p for invertible x, this can be written as
which is meaningful (up to p-torsion) when x − 1 is nilpotent. If x = 1 + with 2 = 0, then the formula of Theorem 1.9 becomes
The proof of Theorem 1.9 is given in §13, as a corollary of Theorem 1.11 below.
1.10. The logarithm for Morava E-theory. For general n ≥ 1, we give a result for Morava E-theory, in terms of power operations. We have 1.11. Theorem. Let p be any prime, n ≥ 1, and let E be a Morava E-theory associated to a height n formal group law over a perfect field of characteristic p.
where M : E 0 X → E 0 X is the unique cohomology operation such that
In the case when n = 1, then 1
, and thus we recover the result for K-theory.
Interpretation in terms of Hecke operators. Define formal expressions
these give rise to well-defined additive operations 
(using the fact that log takes products to sums and that the ψ A 's are ring homomorphisms), where
In particular, if
The formal operator inverse of F X is
and both these expressions appear in the theory of automorphic forms. Namely, if f is an eigenvector of the action of the algebra H n,p on a space of automorphic forms, then F
of the Hecke L-function of f , and
.) It is notable that this expression from the theory of L-functions arises naturally from a purely topological construction; it came as a surprise to the author, and he still has no good explanation for it. It is also significant for the application to elliptic cohomology; in the presence of an elliptic curve, these Hecke operators coincide with the classical action of Hecke operators on modular forms.
1.13. Structure of the proof. The proof of Theorem 1.11 falls naturally into two parts.
First part. The logarithm is equal to a certain power operation in E-cohomology, corresponding to a particular element v ∈ E ∧ 0 Ω ∞ S, the completed E-homology of the 0-th space of the sphere spectrum (Theorem 5.8). Furthermore, the element v (the "logarithmic element") is completely characterized by certain algebraic properties (Theorem 9.3). The proof of the first part comprises § §4-9.
Second part. An element v ∈ E ∧ 0 Ω ∞ S is constructed and shown to be a logarithmic element (Proposition 12.3). The explicit form of v gives the formula of Theorem 1.11. The proof of the second part comprises § §10-12.
The proof of Theorem 1.11 is completed in §12.4.
1.14. Conventions on spaces and spectra. We write Spaces for a category of "spaces" (such as topological spaces or simplicial sets), and Spaces * for based spaces. We write Spectra for any suitable category of spectra. Most of this paper takes place in suitable homotopy categories of spaces or spectra; therefore, we will usually not specify a particular model. There are exceptions, namely §2 (where we refer to the model of [LMSM86] ) and §6 (where we use the model of [BF78] ). By commutative S-algebra, we mean any suitable category of commutative ring objects in spectra (e.g., the model of [EKMM97] , or any equivalent model; see [MM02] ). In §2, we will use the particular model of algebras over the linear isometries operad, in the sense of [LMSM86] .
There are pairs of adjoint functors with units and counits
where K + ≈ K pt, and K − ≈ K with the basepoint forgotten,
we will use these identifications often.
1.15. Conventions on localization. When n ≥ 1 and the prime p are fixed, we write L = L K(n) for the Bousfield localization functor, and write ι X : X → LX for its coaugmentation.
We make the following convention for the sake of legibility: in general we do not specify the augmentation ι X . Thus, if f : X → Y is a map of spectra, the notation "Lf : X → LY " is understood to denote the composite of Lf : LX → LY with the coaugmentation ι X : X → LX. Note that little information is lost, since Lf : LX → LY is in fact the unique factorization of X → LY through ι X up to homotopy.
Both functors R q and R ∧ q take K(n)-homology isomorphisms to isomorphisms.
The units of a commutative ring spectrum
In this section, we describe the units spectrum of a structured commutative ring spectrum. The notion of the units of a commutative S-algebra has a long history, paralleling the long history of constructions of structured ring spectra. The notion was introduced in part to explain the relationship between the infinite loop space Ω ∞ S ≈ n map * (S n , S n ) associated to the sphere spectrum and the infinite loop space space F = n haut(S n , S n ) of stable self-homotopy equivalences of the sphere. These two spaces have weakly equivalent connected components, but very different infinite loop space structures. The solution, which was first proved in [May77] as corrected in [May82] , is that the infinite-loop space F should be regarded as the "group of multiplicative units" of the sphere spectrum viewed as a ring spectrum, and that this is a special case of a general construction, which associates an infinite-loop space of units to any suitable "E ∞ -ring". There is another approach for constructing the units spectrum due to Woolfson [Woo79] , based on Segal's theory of Γ-spaces.
2.1. Definition of the units spectrum. Let R be a commutative ring spectrum in the sense of [LMSM86] , i.e., a spectrum defined on a universe and equipped with an action of the linear isometries operad L. Then R(0) = Ω ∞ R, the 0-space of the spectrum R, is itself an algebra over L. Let GL 1 (R) ⊆ Ω ∞ R denote the subspace of Ω ∞ R defined by the pullback square
We write θ : GL 1 (R) → Ω ∞ R for the inclusion. Then GL 1 (R) is a grouplike E ∞ -space, and so by infinite loop space theory is the 0-space of a (−1)-connective spectrum, which we denote gl 1 R. Note that the identity element of GL 1 (R) is not the usual basepoint of Ω ∞ R. The construction which associates R → gl 1 R defines a functor Ho S-alg → Ho Spectra. (It can be lifted to an honest zig-zag of functors between underlying model categories; we don't need this here.) 2.2. Example. Let R = S. Then GL 1 (S) ≈ G, the monoid of stable self-homotopy equivalences of the sphere.
2.3. Example. Let R = HA, the Eilenberg-Mac Lane spectrum associated to a commutative ring A. Then gl 1 HA ≈ HA × , the Eilenberg-Mac Lane spectrum on the group of units in A.
The spectrum gl 1 R defines a cohomology theory on spaces; it is convenient to write X → H q (X; gl 1 R) for the group represented by homotopy classes of stable maps from Σ ∞ + X to Σ q gl 1 R. In general, there seems to be no convenient description of these groups in terms of the cohomology theory R, except when q = 0.
Proposition. There is a natural isomorphism of groups
H 0 (X; gl 1 R) ≈ (R 0 X) × .
Furthermore, if X is a pointed and connected space, then this isomorphism identifies
In particular, if we take X = S k for k ≥ 1, we obtain isomorphisms of groups
this uses the isomorphism (1 + R 0 S k ) × ≈ R 0 S k defined by 1 + → and is realized by a map of spaces GL 1 (R) → Ω ∞ R. A main motivation for studying the units is their role in the obstruction to orientations. For instance, if V → X is a spherical fibration, the obstruction to the existence of an orientation class in the R-cohomology of the Thom space is a certain class w(V ) ∈ H 1 (X; gl 1 (R)); see [May77, IV, §3].
2.5. A rational logarithm. In §3 we will construct a "logarithm" in the K(n)-local setting, for n ≥ 1. This construction does not extend to the case of n = 0, where "K(0)-local" means "rational". For completeness, we notice an ad hoc logarithm in the rational setting; it will not be used elsewhere in the paper. Let R be a commutative S-algebra, and let R Q denote the rationalization of R; its homotopy groups are π n R Q ≈ (π n R) ⊗ Q. Let (gl 1 R) 1 denote the 0-connected cover of the spectrum gl 1 R.
The group H 0 (X; (gl 1 R) 1 ) is equal to the subgroup of (R 0 X) × consisting of classes α which restrict to 1 ∈ R 0 ({x}) for each point x ∈ X.
2.6. Proposition. There exists a map 0 : (gl 1 R) 1 → R Q of spectra, unique up to homotopy, which when evaluated at a space X is a map
given by the formula
Proof. The indicated formula is in fact well-defined; convergence of the series follows because
is the k-skeleton of a CWapproximation to X, and because α − 1 ∈ H 0 (X, R) is nilpotent when restricted to any finite-dimensional complex.
Therefore, the indicated formula gives rise to a natural transformation of functors to abelian groups, and therefore is represented by a map
Since R Q is a rational spectrum, it is straightforward to show that this map deloops to a map of spectra, unique up to homotopy.
When X = S k , k ≥ 1, and α ∈ R 0 S k , this gives 0 (1 + α) = α; that is, 0 is the "identity" on homotopy groups in dimensions ≥ 1.
3. The Bousfield-Kuhn functor and the construction of the logarithm Fix a prime p and an integer n ≥ 1. Write L = L K(n) for the localization of spectra with respect to the nth Morava K-theory, as in §1.15.
The Bousfield-Kuhn functor.

Proposition
There exists a functor Φ = Φ n : Spaces * → Spectra and a natural weak equivalence of
That is, L : Spectra → Spectra factors through Ω ∞ : Spectra → Spaces * , up to homotopy.
3.3. Remark. In fact, a stronger result applies. There is a functor Φ f n and a natural equivalence
is Bousfield localization with respect to a v n -telescope of a type n finite complex. In fact, the functor constructed in
Everywhere in this paper where L K(n) and Φ n appear, they may be replaced by L f K(n) and Φ f n , including in the key results (Theorems 5.8 and 9.3).
3.4. The basepoint shift. Let (K, k 0 ) be a pointed space and X a spectrum, and
where µ :
are the addition and inverse maps associated to the infinite loop space structure. Colloquially, (jf )(k) = f (k) − f (k 0 ). In terms of the cohomology theory represented by X, this induces the evident projection
3.5. Construction of the logarithm. For a commutative S-algebra R, we write θ : GL 1 (R) → Ω ∞ R for the standard inclusion, as in §2. It is not a basepointpreserving map; however, jθ is.
3.6. Definition. Define = n,p : gl 1 (R) → LR to be the composite
Note that the map Φ(jθ) is an equivalence, since jθ is a weak equivalence on basepoint components.
This construction (for fixed n and p) gives rise, for each space K and for each commutative S-algebra R, to a map
which is natural in the variables K and R. It factors through the composite
thus, when attempting to calculate the effect of on R, it will suffice to assume that R is already L-local.
A formula for the Bousfield-Kuhn idempotent operator
The Bousfield-Kuhn functor produces an idempotent operator which turns unstable maps between infinite loop spaces into infinite loop maps; the logarithm of §3 is the result of applying the Bousfield-Kuhn idempotent to the inclusion θ :
To derive a formula for the logarithm, we will first give a formula for the Bousfield-Kuhn idempotent. In this section, we do this for a version of the Bousfield-Kuhn operator ϕ which acts on basepoint-preserving maps. In the next section, we extend this to an operator ϕ which acts on arbitrary maps; that form will apply to the logarithm.
For based spaces K, L, we write [K, L] * for the set of basepoint-preserving maps up to homotopy. For spectra X, Y , we write {X, Y } for the the set of maps in the stable homotopy category.
In what follows, we assume that X and Y are spectra and that Y is an L-local spectrum, so that ι Y : Y → LY is a weak equivalence.
The Bousfield-Kuhn operator. We define an operator
The operator ϕ has the following properties, where
(a) ϕ is a natural with respect to maps of spectra g : X → X and to maps of
where addition is defined using the infinite loop structure of
In particular, ϕ 2 = ϕ, and thus the group of stable maps {X, Y } can be identified with a summand of the group of unstable maps [Ω ∞ X, Ω ∞ Y ] * . Our approach to this operation relies on two facts. First, the fact that all unstable maps f :
is an infinite loop map and η Ω ∞ X is the unit of the Σ ∞ -Ω ∞ adjunction. Therefore, we really only need to understand the effect of the Bousfield-Kuhn functor on the "universal example" of an unstable map out of an infinite loop space, which is η
where K is a based space, then we can translate the problem of understanding the effect of the Bousfield-Kuhn functor on η Ω ∞ Σ ∞ K to that of understanding its effect on η Ω ∞ S ; this is a consequence of the fact that the Bousfield-Kuhn functor can be modeled as a simplicial functor.
The natural transformation λ. Let λ X : X → LΣ
∞ Ω ∞ X be the map defined by
λ is a natural transformation between functors on the homotopy category of spectra. It is the same natural transformation considered in [Kuh] .
Proof. Observe that f is equal to the composite
Apply Φ to this diagram.
We remind the reader that f * is not necessarily a homomorphism of abelian groups, although it is the case that f * (0) = 0. Our goal is to calculate the cohomology operation induced by ϕf in terms of that induced by f . The formula we give is in the form of a composite
where P and Q are certain functions which we now define.
If Y is an L-local spectrum, then we define a natural map
and let Q(α) be the class represented by
The main result of this section is the following.
Proposition. We have an identity
4.7. The natural transformation δ. For a based space K and a spectrum Z, let
Proof. The composite
which represents P (α).
The proof of Proposition 4.6.
Proof of Proposition 4.6. Let α ∈ X 0 (K), represented by a spectrum map a :
We will refer to the following diagram.
t h h h h h h h h h h h h h h h h h h LY ≈ Y
We are going to prove that this diagram commutes. Given this, the proposition is derived as follows. Note that the composite Φf • ι X • a is precisely the map representing the class ( ϕf ) * (α). We claim that the long composite
around the outer edge of the diagram is a map representing
and so it is clear from the definition of Q that the long composite is in fact the desired class.
To show that the diagram commutes, we need to check the commutativity of each of four subdiagrams. The central square commutes because λ defines a natural transformation 1 → LΣ ∞ Ω ∞ . The bottom triangle commutes by Proposition 4.3. The commutativity of the right-hand triangle of the diagram follows from Lemma 4.8.
We defer the proof of the commutativity of the upper-left triangle (Proposition 6.1) to §6.
An unbased Bousfield-Kuhn operator
In this section, we define a Bousfield-Kuhn operator on unbased maps, using the stable basepoint splitting, and derive a formula for it similar to Proposition 4.6; from this we will produce the logarithm formula of Theorem 5.8.
For unbased spaces K and L, we write [K, L] for the set of unbased homotopy classes of (not necessarily basepoint-preserving) maps.
5.1. The stable basepoint splitting. For a spectrum Y and a based space K, we consider functions
The function i is the evident inclusion, while j is the basepoint shift operator of §3.4. These operations give rise to the direct sum decomposition
In particular, ji = id. Note this direct sum decomposition arises from the stable splitting 
With this notation, the operators i and j are induced by q K and γ K respectively. We record the relation between j and γ in the following.
5.2. Lemma. Let K be a based space, and f : 
5.4. The operator ϕ. Now suppose that X and Y are spectra and that Y is L-local. We define an operator ϕ :
The operator ϕ is idempotent and has as its image the set of infinite-loop maps; it coincides with ϕ on the summand of basepoint-preserving maps. We are going to prove a formula for ϕ analogous to the one proved for ϕ.
For an unbased space K we define natural functions
Proof. Let K be an unbased space, and let α ∈ X 0 (K) ≈ X 0 (K + ). We will show that Q(f * (P α)) = Q((jf ) * ( P (α))) = ( ϕjf ) * (α); the result follows when we note that there is an identity of cohomology operations (ig)
We have a direct sum decomposition
which is produced by smashing K + with the maps
The remaining projection of the splitting comes from smashing Σ
We claim that with respect to this splitting, the maps in
The proposition will follow immediately.
The formula for P follows, using a standard adjunction argument, from the facts that
2), and
is the null map, and b can be taken to be basepoint-preserving. Set
We have that y is represented by the stable map
5.6. Application to ring spectra. We now introduce the additional hypothesis that Y is a commutative ring spectrum; here we only need that Y be a commutative ring up to homotopy, not a structured ring spectrum. We write
i.e., the homology class represented by
where κ : S → Y represents the unit of the ring spectrum. Since Y is a ring spectrum, there is a slant product operation
defined by
5.7. Proposition. For an L-local ring spectrum Y , and α ∈ Y 0 (K), we have
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Proof. The second statement is immediate from the first. The first statement is straightforward from the definitions.
Now suppose that Y = R is a K(n)-local commutative S-algebra, and that X = gl 1 (R). Let θ : Ω ∞ gl 1 (R) → Ω ∞ R be the standard inclusion; it corresponds to the "cohomology operation" R 0 (K) × → R 0 (K), which is the inclusion of the units into the ring. The logarithm is = (ϕθ) * , and thus we have proved
We will often abuse notation by taking θ * to be understood, so that we write (α) = (P α)/v.
Simplicial functors
For a spectrum X and a space K, recall (from §4.7) that δ X,K :
where is the counit of the adjunction (Σ ∞ , Ω ∞ ). The purpose of this section is to prove the following.
6.1. Proposition. For every spectrum X and space K, the diagram
commutes in the homotopy category of spectra; the vertical maps involve the localization augmentation, as described in §1.15.
The idea of the proof is easy to describe: the functors in question come from simplicial functors on an underlying simplicial model category of spectra, and the natural transformation λ on the homotopy category comes from a natural transformation between these simplicial functors; the vertical maps in the square are certain natural transformations associated with a simplicial functor. To carry out the proof, we will choose explicit models for these functors.
Simplicial functors.
Recall that if C is a simplicial model category, then for any X, Y ∈ C and K ∈ sSet there are objects
which come with isomorphisms
We will usually write
It is standard that these give rise to derived functors LT K , RM K : Ho C → Ho C, and that furthermore LT K and RM K are adjoint to each other. See [GJ99, IX] for a full treatment.
A simplicial functor F : C → D is a functor which is enriched over simplicial sets, in the sense that for every pair of objects there is an induced map map C (X, Y ) → map D (F X, F Y ) which on 0-simplices coincides with F . For any such functor, there is a natural transformation
which is adjoint to the map
A simplicial natural transformation is a natural transformation α : F → G such that the two evident maps map
6.3. Bousfield-Friedlander spectra. Let BFSpectra denote the BousfieldFriedlander model category of spectra [BF78] , [HSS00] , [GJ99, X.4]. This category has as objects X = {X n ∈ sSet * , f
, with morphisms g : X → Y being sequences {g n : X n → Y n } n≥0 commuting with the structure maps f . It is a simplicial model category.
We note the following functors; all of them are simplicial functors.
(1) Σ ∞ : sSet * → BFSpectra, defined on objects by (
with the evident structure maps. (2) Ω ∞ : BFSpectra, defined on objects by Ω ∞ X = X 0 . (3) F : BFSpectra → BFSpectra, defined on objects by
where Sing : sSet * Top * : |−| are the geometric realization and singular complex, and ΩK = map * (S 1 , K). (The functors | |, Sing, and Ω are simplicial functors, and thus so is F.) (4) Φ : sSet * → BFSpectra, the functor defined in [Bou01] ; there it is constructed as a simplicial functor. (5) T K : sSet * → sSet, where K is an unpointed simplicial set, defined on objects by
where K is an unpointed simplicial set, defined on objects by T K (X) n = X n ∧ K + . A spectrum X ∈ BFSpectra is cofibrant if and only if each structure map f X n : X n → S 1 ∧ X n+1 is an inclusion of simplicial sets. For all K ∈ sSet * , the spectrum Σ ∞ K is cofibrant. A map f : X → Y ∈ BFSpectra between cofibrant objects is a weak equivalence if and only if Ff is a weak equivalence of simplicial sets in each degree. The functor F comes equipped with a natural transformation 1 → F, which on degree n of a spectrum X is the map adjoint to the evident map |X n | → colim m Ω ∞ |X m+n |. The functors Σ ∞ , Φ, and both versions of T K are homotopy functors: they preserve weak equivalences. The functor F is a homotopy functor on the full subcategory of cofibrant objects. The functor Ω ∞ is not a homotopy functor; however, the composite Ω ∞ F is a homotopy functor on the full subcategory of cofibrant spectra.
There is a simplicial natural transformation η : id → Ω ∞ FΣ ∞ of functors sSet * → sSet * ; it is the evident map
to be the natural simplicial transformation ΦηΩ ∞ F. By the above remarks, both functors are homotopy functors on cofibrant spectra. Both functors are simplicial functors. Therefore, the square
commutes for all X. Applied to cofibrant X, it gives rise to a commutative diagram in the homotopy category of spectra. It is clear that the horizontal arrows are precisely those of Proposition 6.1. It remains to identify the arrows labeled ρ and ρ . They can be factored as
6.4. Proposition.
(a) The natural transformation ρ
on the homotopy category of spectra, induces the map
which is the unique map up to homotopy compatible with the augmentations
on the homotopy category of spectra, induces the canonical equivalence
Σ ∞ X ∧ Σ ∞ + K ∼ − → Σ ∞ (X ∧ Σ ∞ + K). (c) The natural transformation ρ Ω ∞ F : T K Ω ∞ F → Ω ∞ FT K ,
on the homotopy category of spectra, induces the map
Proof.
(a) The composite ΦΩ ∞ F is a model for the Bousfield localization functor on spectra.
(b) The map ρ Σ ∞ is easily seen to be an isomorphism on objects in BFSpectra. 
which is seen to commute by appeal to the definitions. The vertical arrow on the left is an isomorphism, and the vertical arrow on the right is a weak equivalence when applied to cofibrant spectra. This gives the desired result.
Power operations and the units spectrum
Power operations on a representable functor on the homotopy category of spaces are defined via the action of some E ∞ -operad on the representing space. We need to consider two flavors of E ∞ -spaces and their associated power operations: the "additive" E ∞ -structure on the 0-space of any spectrum (power operations here amount to the theory of transfers), and the "multiplicative" E ∞ -structure on the 0-space of any commutative S-algebra. The purpose of this section is to show that both flavors are united in the E ∞ -space GL 1 (R), which can be viewed as "multiplicative" by the inclusion GL 1 (R) ⊆ Ω ∞ R, or as "additive" by GL 1 (R) ≈ Ω ∞ gl 1 (R). There are some standard references for some of this material, notably [BMMS86] , who frame their power operations in terms of the extended power of spectra. (Their formulation works naturally not just for commutative S-algebras (a.k.a., E ∞ -ring spectra), but with the weaker notion of an H ∞ -ring spectra, and much of what we say in this section applies in that context, too.) 7.1. Power operations associated to E ∞ -spaces. Let Z be an E ∞ -space, as in [May72] . That is, for a suitable E ∞ -operad E, there are structure maps E m × Σ m Z m → Z, satisfying certain axioms. Each space E m of the operad is a free contractible Σ m -space; we will not refer explicitly to the operad E, but rather to a structure map
This gives rise to functions P m and P m on homotopy classes of maps
and
is a commutative monoid via the E ∞ -structure of Z. With respect to this, P m and P m are homomorphisms of commutative monoids. Furthermore, these operations are natural with respect to maps of spaces in the K-variable, and maps of E ∞ -spaces in the Z-variable.
Power operations associated to a commutative S-algebra.
Let R be a commutative S-algebra, and Z = Ω ∞ R, viewed as an E ∞ -space using the "multiplicative" structure (which, we emphasize, is not the same as the "additive" structure coming from Z being an infinite loop space). Then the constructions of the previous section specialize to natural power maps P m and P m :
These operations are multiplicative: P m (αβ) = P m (α) P m (β) and P m (1) = 1, and similarly for P m . Hence if α ∈ R 0 K is multiplicatively invertible, then P m (α) and P m (α) are also invertible, and so these operations restrict to functions (
× . These operations are not in general additive. Instead, we have the following.
Proposition. We have
P m (α + β) = i+j=m T ij [P i (α)P j (α)] and P m (α + β) = i+j=m T ij [P i (α)P j (β)],
where T ij and T ij denote the transfers associated to the covering maps EΣ
Proof. This is [BMMS86, Lemma 2.1].
Power operations associated to an infinite loop space, and transfers.
Let Y be a spectrum, and let Z = Ω ∞ Y , viewed as an E ∞ -space using the "additive" structure. Then we again have natural power maps, which we denote P + m and P + m :
These operations are additive: P We recall the well-known relation between such "power operations" and the theory of transfers. 
Proposition. The map P
+ m (η + K ): EΣ m × Σ m K m → Ω ∞ Σ ∞ + K is adjoint to the composite Σ ∞ + (EΣ m × Σ m K m ) transfer − −−−− → Σ ∞ + (EΣ m × Σ m (m × K m )) Σ ∞ + (proj) − −−−−− → Σ ∞ + K,
The natural transformation δ
+ . Let Y be a spectrum and K an unbased space. Let δ
This is a variant of the map δ defined in §4.7. 7.7. A total power operation for infinite loop spaces. Let K be a space and Y a spectrum. We define operations P :
∞ Y is an infinite loop space, it admits "additive" power operations of the type described in §7.4. The following lemma says that the two kinds of operations coincide, via the standard maps
commutes up to homotopy. The example we are interested in is Y = gl 1 (R). In this case, "classical" power operations are just the standard power operations in R-cohomology, restricted to units. 7.9. The universal example of the "infinite-loop" total power operation. The "infinite-loop" power operation P :
Proof. The adjoint pair (Σ
of the previous section is completely determined by its restriction to a "canonical" class, namely the map η
This leads to the following. 7.10. Proposition. Given a map α : K → Ω ∞ Y , we have that
Here α denotes the adjoint to α. In particular, the operator P coincides with the one called P in §5.4.
Proof. Consider the diagram
Σ ∞ + Ω ∞ S ∧ Σ ∞ + K Σ ∞ + δ + S,K / / + S ∧id Σ ∞ + K * * U U U U U U U U U U U U U U U U U U Σ ∞ + Ω ∞ Σ ∞ + K Σ ∞ + Ω ∞ α / / + Σ ∞ + K Σ ∞ + Ω ∞ Y + Y Σ ∞ + K α / / Y .
It is clear that the square commutes (up to homotopy), because
+ is a natural transformation, while the triangle commutes because δ + S,K is adjoint to
11. Power operations associated to homology classes. We now assume that R is a K(n)-local commutative S-algebra. From now on, we will be interested only in two related kinds of power operations: the operations P n and P n associated to the multiplicative structure on Ω ∞ R ( §7.2), and the total operations P and P associated to the infinite loop space GL 1 (R) ( §7.4).
Similarly, for a class 
8. The structure of the spaces parameterizing power operations
We summarize here some structure which is relevant to power operations, and which is used in § §9-12. Most of what we say in this section is well known; the summary is provided mainly to fix notation. For another summary of this sort of structure, in a similar context, the reader is directed to [ST97] .
Let R be a K(n)-local commutative S-algebra, and D a flat extension of
. We write h for h(pt). The functor h admits a Künneth map
We give below a combined list of structure maps (numbered items) involving the group h(M ), and a list of properties they satisfy (lettered items). After the list, we will give the definitions of each of the structure maps and sketch the proofs of each of the properties. We will also show that in every case in which structure maps are defined for both M = BΣ and M = Ω ∞ S, they commute with the standard map BΣ → Ω ∞ S. It may be helpful to point out here that structures (1) through (7) make h(Ω ∞ S) into a Hopf ring.
8.1. Summary list of structure maps for BΣ and Ω ∞ S. The letters u, v denote elements of h(M ), while α denotes an element of R 0 (K), for an arbitrary space K.
( 
Structures (1), (2), and (3) can be summarized: h(M ) is a commutative h-algebra, and for
grp . Thus, the set of grouplike elements h(M ) grp forms a commutative semi-ring, in which "addition" is given by u · v, "multiplication" is given by u • v, the "zero" element is 1, and the "one" element is Here × : Σ × Σ → Σ is the cartesian product functor on finite sets, and H × is the "multiplicative" H-space product on Ω ∞ S and is adjoint to 
Alternately, ∆ + is induced by the ring map DS → D(S ∨ S) ≈ DS ∧ DS which is free on the pinch map S → S ∨ S.
8.3. Compatibility of the structure maps. We need to know that in each of the cases (1) through (8), the two structure maps are compatible with respect to BΣ → Ω ∞ S. For (1), (2), (4), (6), and (7), compatibility is clear. For (3) and (5), compatibility amounts to saying that BΣ → Ω ∞ S is a map of "semi-ring spaces" up to homotopy, which is well known.
For (8), this is Proposition 7.5.
Proof of properties.
(a) The slant product h
Restricting along the diagonal maps ∆ i and ∆ j gives the result.
For M = Ω ∞ S, this follows from the fact that 
The two products are defined via space-level maps M × M → M and so are compatible with the diagonal. (k) For M = BΣ, this is a consequence of the "double-coset formula" applied to the homotopy pullback square
For M = Ω ∞ S, it follows from the fact that the composite
(l) For M = BΣ, this is a consequence of the "double-coset formula" applied to the homotopy pullback square
To prove it for M = Ω ∞ S, note that for any spectrum X there is a diagram
where π i : X × X → X denote the projection maps. This diagram is commutative up to homotopy. Evaluating at X = S gives the desired result. (m) This is clear from the observation that ζ arises from a ring map DS → S.
This follows from Proposition 7.3.
The logarithmic element
In this section, we characterize the element v ∈ R ∧ 0 (Ω ∞ S) which appears in the statement of Theorem 5.8. The main result is Theorem 9.3, which states that v satisfies certain algebraic identities, which characterize it uniquely; i.e., it is the unique logarithmic element. These algebraic identities in some sense encode the properties of the operator ϕ: namely, that ϕ is a projection onto a subgroup of infinite loop maps.
We note that all the results in this section still hold if we take L to be the telescopic localization functor L f K(n) , rather than K(n)-localization; see (3.3).
9.1. Logarithmic elements. Recall from §8.1(8) the homomorphism τ :
∞ S with the following two properties: In particular, there is a logarithmic element for R = LS, the K(n)-localization of the sphere. By Proposition 9.2 all logarithmic elements for K(n)-local commutative S-algebras are determined by the logarithmic element for the case R = LS.
Proposition. There is at most one logarithmic element in R
To give a proof of Theorem 9.3, we need some results involving the natural transformations λ + ( §5.3) and δ + ( §7.6). Recall the structure map γ of §5.1.
Proposition. The diagram
commutes in the homotopy category of spectra.
Proof. This is immediate from Lemma 9.5 and the stable basepoint splitting of §5.1.
Lemma. For every unbased space K and spectrum Y , the diagram
commutes in the homotopy category of spectra. (The map q was defined in §5.1.)
Proof. The commutativity of the left-hand square follows from the fact that δ + is a natural transformation and so commutes with the map induced by the projection Y → pt.
The right-hand square is equal to Σ ∞ applied to the square
so it suffices to show that this square commutes in the homotopy category of pointed spaces. In fact, formal properties of adjunction show that
9.6. Proposition. Let K be a space and Y a spectrum. The diagram
commutes. (We use the conventions for localization described in §1.15.)
In particular, taking Y = S gives λ
Proof. This square breaks up into two squares:
The commutativity of the left-hand square is Proposition 6.1, while commutativity of the right-hand square is proved by applying L to the square of Proposition 9.4. 9.7. Lemma. The composite
is the Künneth map, i.e., the map representing the external product map
is precisely the Künneth product for S.
Proof. The Künneth map Ω
The result follows by factoring
1) and taking adjoints. As a consequence, we have the following. 
Lemma. The diagram
The top square is just Proposition 9.6 specialized to K = Ω ∞ S and Y = S, and so commutes. The bottom square commutes because λ
The composite of the right-hand vertical maps is LΣ ∞ + m, by Lemma 9.7, and therefore the outer rectangle is the desired square.
9.9. Proof of Theorem 5.8. We must verify for v the identities (La) and (Lb) of the definition of logarithmic element.
Proof of Theorem 9.3, property (La). We have that
Proof of Theorem 9.3, property (Lb). Apply R-homology to the commutative square of Lemma 9.8 to get
On the bottom and left, the composite is x → τ (x) · v. On the top and right, the composite is x → x • v.
10. Level structures and the cocharacter map 10.1. Morava E-theory. In this section, we fix a prime p and a height n ≥ 1, a perfect field k of characteristic p, and a height n formal group Γ 0 over k. We let E denote the Morava E-theory associated to the universal deformation Γ of Γ 0 .
Level structures. For a profinite abelian p-group M , we write
where Q p /Z p is given the discrete topology, and we write M [p r ] for the subgroup of p r -torsion elements of M . If F is a formal group over a complete local ring R with maximal ideal m R , then F (m R ) denotes the additive group with underlying set m R and group law given by F . For a discrete abelian group A, a homomorphism f : A → F means a homomorphism A → F (m R ) of abelian groups. The set of such homomorphisms is denoted hom (A, F ) 
where the left-hand side is over the elements of the p-torsion subgroup of A, and the right-hand side denotes the divisor of the p-torsion subgroup of F . In terms of a coordinate T on F , this amounts to the condition that
Write level(A, F ) for the set of level structures; note that by definition it is a subset of hom(A, F ). There is an evident right action of GL(Λ) on G Λ .
The ring O(level(A, Γ)) is a quotient of O(hom(A, Γ)). (b) If f : A → B is an inclusion of finite abelian groups, then there is an evident natural transformation level(B, F ) → level(A, F ). The map O(level(A, Γ)) → O(level(B, Γ)) classifying the universal example of this transformation is finite and flat. (c) The invariant subring of the evident action of the group
In [HKR00] , the authors define a character map, which is a ring homomorphism
Their theorem [HKR00, Thm. C] states that this becomes an isomorphism after inverting p. It is more convenient for us to use a dual construction, which we call a cocharacter map. The cocharacter map ω G : 
One checks that this definition does not depend on the choice of r or f and that the HKR character map is derived from the cocharacter map: the evaluation of χ G at a given x ∈ G Λ is given by Kronecker pairing with ω G (x).
Recall that an element u ∈ D ⊗ O E ∧ 0 X is grouplike if π * (u) = 1 where π : X → * , and if ∆ * (u) = u × u, where "×" denotes the external product, and ∆ : X → X × X is the diagonal.
Proposition.
(a) The image of ω G is contained in the grouplike elements of
y). (c) The cocharacter map ω G is equivariant with respect to the actions of GL(Λ)
on G Λ and D.
where x : Λ → G is a fixed representative of the generalized conjugacy class, 
Let r be chosen sufficiently large such that p r Λ ⊆ S, and such that x and y are represented by maps f, g : Λ/p r Λ → G. It suffices to show, in
is in the image of j; given this, the result follows, because x| S = y| S implies that f | S/p r Λ and g| S/p r Λ are conjugate by an element of G and so induce identical maps
BG. Dualizing, we are asking that a dotted arrow exist making the following a commutative square of rings:
The existence of such a dotted arrow is a tautology; it amounts to a factorization Proof. For a free module on one generator, this is well known; the usual proof (e.g., [AM69, Prop. 10.14]) using the Artin-Rees lemma generalizes to give the lemma, as we show below.
Let S be a set, and define a functor on A-modules by
. We claim that (i) F is exact on the full subcategory of finitely generated A-modules, and (ii) the evident map F (A)⊗ A M → F (M ) is an isomorphism when M is finitely generated.
Then F (A) ⊗ A − is exact on the full subcategory of finitely generated modules, and thus F (A) is flat.
Recall the Artin-Rees lemma [AM69, Thm. 10.11]: given a finitely generated module M and a submodule M , there exists c ≥ 0 such that for all k ≥ 0, To prove (ii), note that the map is an isomorphism if M is free and finitely generated, and therefore surjective for all finitely generated M , using the exactness result (i). Since A is Noetherian, (ii) follows by a 5-lemma argument. 
The set A + (Λ) admits the structure of a semi-ring, with addition and multiplication corresponding to coproduct and product of sets. Let A(Λ) be the ring obtained from A + (Λ) by adjoining additive inverses; it is the Burnside ring of Λ, isomorphic to the direct limit A(Λ/S) where S ranges over open subgroups of Λ.
For the following proposition we need the notation introduced in §8.1.
11.6. Proposition. The cocharacter maps (10.5) for symmetric groups fit together to give a map
It is a homomorphism into the semi-ring of grouplike elements. That is, for x, y ∈
) is also primitive. Furthermore, this map extends uniquely to a map Proof. That ω + lands in the grouplike elements follows from Proposition 10.6(a). That it is a homomorphism of semi-rings follows from the fact that the operations of sum and product on A + (Λ) are derived, using Proposition 10.6(b), from the maps . According to the remarks of the previous section, s(A) is both grouplike and primitive, and thus ψ A is a ring homomorphism (though not an O-algebra homomorphism). These operations coincide with the ones constructed by Ando [And95] , though the construction is not identical, since Ando did not have available to him the fact that the Morava E-theories are commutative S-algebras. Some discussion of these operations is given in [AHS04] . This element e really lives in A(Λ) and not just A(Λ) ⊗ Q, since 1+j(j − 1)/2 − j = (j − 1)(j − 2)/2 ≥ 0 when j ≥ 0.
which is a homomorphism into the ring of grouplike elements in
In this section, we will prove the following. 
