In this paper,we proposed novel method that is ProMiSH (Projection and Multi Scale Hashing) that uses random projection and hash-based index structure. Consider object that are embedded in vector space and tagged with keywords. By using this algorithm we find tightest group of keyword as well as we use five different method i.e Euclidean Distance, Jaccard Distance, Cosine Similarity and correlation Distance for finding more accurate result. ProMiSH has up to 60 time faster as compare to the State-of-the art tee-based techniques. In this system study nearest keyword queries on text reach multidimensional dataset.
Contributions is summarized as follows.(1) For exact and approximate NSK query processing we propose novel multi-scale index. (2) Develop search algorithm for fast query processing(3)Develop five different method (i.e Jaccard, Manhhant, Cosine, Co-relation, Euclidean) for getting more accurate result of subset search.
II.
RELATED WORK A different type of queries studied in literature on text reach multidimensional datasets. Locating Mapped Resources in Web 2.0 [9] In this proposed an efficient tag-centric query processing strategy also locating geographic locations. find the set of nearest co-located objects which together match the query tags. Develop efficient search algorithm that scale up in term of number of objects and tags.Felipe et al. [1] present an efficient method to answer top-k special keyword queries. Indexing structure IR2-Tree (Information Retrieval R-Tree) which combines an superimposed text signatures with R-Tree . Maintain an IR2-Tree and use it to answer top-k special keyword queries. Top-k spatial keyword queries which is based on tight integration of data structure and algorithm used in special database search and information retrieval R-Tree (IR2-Tree )which is structure based on the R-Tree at query time and incremental algorithm is employed that uses IR2-Tree which is structure based on the RTree at query time and incremental algorithms. Aggregate Nearest Keyword Search in Spatial Dataset [4] , in this retrieves k objects from Q with minimum sum of distances to its nearest point in D such that each nearest point matches at least one query keyword for processing this query several algorithm proposed using IR2-Tree as index structure. Another track of related works deal with m-closest keyword queries [2] . In [2] ,bR*-Tree is developed based on R*-tree [3] that stores bitmaps and minimum bounding rectangles(MBRs) of keywords in every node along with points MBRs.bR-Tree also suffers from a high storage cost; therefore Zang et al Modified bR*-Tree to create virtual bR*-tree in memory at run time. Virtual bR*-tree is created from a pre-stored r*-Tree, which indexes all the points, and an inverted index which stored keyword information and path from the root node in R*-Tree for each point. Both bR*-Tree and virtual bR*-Tree shares similar performance weaknesses as bR*-Tree. Tree-based indexes, such as M-tree [5] ,is proposed to organize and search large dataset from generics-Tree always balanced several heuristic split alternatives are considered and experimentally evaluated. This M-Tree have been extensively investigated for nearest neighbor search in high dimensional spaces. this index fails to scale to dimensions greater than 10 because of the curse of dimensionality. Random projection with hashing [6] [7] [8] has comes to be the state-of-the-art method for nearest neighbor search in high dimensional dataset. Jon M. Kleinberg [8] Develop new approach to the nearest-neighbor problem, combining randomly chosen one dimensional projections of the underlying point set based on method. Two algorithms are introduce in this first for finding epsilon-approximate nearest neighbors and second epsilon approximate nearest-neighbor algorithm with near linear storage and query time improves asymptotically linear search in all dimensions. Aristides Gionis [6] examine a novel scheme for approximate similarity search based on hashing. the basic idea is to hash the points from the database. High dimensional spaces based on hierarchical tree de-composition the method gives significant improvement in running time over other methods for searching in . This scheme scales well even for relatively large number of dimensions(more than 50). previous technique [6] solve this problem efficiently only for the approximate case Accurate and efficient Near neighbor Search in High Dimensional Spaces [7] In this are design to solve r-near neighbor queries for a fixed query range or for set of query ranges with probabilistic guarantees. and then extend for nearest neighbor queries. Vishwakarma Singh introduce novel indexing and querying scheme called Spatial Intersection and Metric Pruning(SIMP) Empirical study of this method on three real datasets having dimensions between 32 to 256 and size up to 10 million show a superior performance of SIMP over LSH. 
III. SYSTEM ARCHITECTURE

Cosine Distance:
Cosine similarity is a measure of similarity between two non-zero vectors of an inner product space that measures the cosine of the angle between them. The cosine of 0 is 1, and it is less than 1 for any other angle. It is thus a judgment of orientation and not magnitude: two vectors with the same orientation have a cosine similarity of 1, two vectors at 90 have a similarity of 0, and two vectors diametrically opposed have a similarity of -1, independent of their magnitude. Cosine similarity is particularly used in positive space, where the outcome is neatly bounded in [0,1]. The name derives from the term "direction cosine": in this case, note that unit vectors are maximally "similar" if they're parallel and maximally "dissimilar" if they're orthogonal (perpendicular). It should not escape the alert reader's attention that this is analogous to cosine, which is unity (maximum value) when the segments subtend a zero angle and zero (uncorrelated) when the segments are perpendicular . Given two vectors of attributes, A and B, the cosine similarity, cos Ɵ, is represented using a dot product and magnitude as,
Correlation Distance:
The distance correlation is derived from a number of other quantities that are used in its specification, specifically: distance variance, distance standard deviation and distance covariance. These quantities take the same roles as the ordinary moments with corresponding names in the specification of the Pearson product-moment correlation coefficient,
Jaccard Distance:
The algorithm controls whether the data input matrix is rectangular or not. If not the function returns FALSE and a defined, but empty output matrix. When the matrix is rectangular the Jaccard similarity will be calculated. Therefore the dimensions of the respective arrays of the output matrix are set, and the titles for the rows and columns set. As the result is a square matrix, which is mirrored along the diagonal only values for one triangular part and the diagonal are computed. When errors occur during computation the function returns FALSE. For practical reasons the implementation of the algorithm does not necessarily need true binary data. It distinguishes whether a value is 0 or within a certain threshold close to it. In this case it will be interpreted as logical FALSE, e.g. Absence. Values being larger than the given threshold are interpreted as logical TRUE, e.g. Presence. Thus, it is possible without further preparation to pass a count matrix to the function. As the given threshold affects all values equally it does not alter its metric characteristic. To calculate the Jaccard dissimilarity the Jaccard similarity matrix is computed first and thereafter transformed.
Refer Figure 1 it shows the Architecture of proposed system. It consist of following modules:
Search Algorithm Module
ProMiSH referred to as ProMiSH-A. We start with the algorithm description of ProMiSH-A, and then analyze its approximation quality. Finds top-k results from a subset of data points that ProMiSH-E highly depends on an efficient search algorithm.
HI Construction Module
It consists of multiple hash tables and inverted indexes referred to as HI. HI is controlled by three parameters:
Index Level (L).
HI at all the index level then it performs a search in the complete dataset D.
Number of Random Unit Vectors.
We partition the segment into 2(L-s+1) + 1 overlapping bins, where each bin has width and is equally overlapped with two other bins and consider its projection space as a segment [0, pMax] .All m random unit vectors partition into Projection space.
A given a dictionary V and hash table H(s), we create the inverted index I(s) khb. Keys are still keywords in inverted index. Inverted index shown in the dotted rectangle and HI with one pair of hash table.
Dataset
Our evaluation employs synthetic datasets. We generate synthetic datasets. In particular, the data generation process is governed by the following parameters: (1) Dimension d specifies the dimensionality of each data point; (2) Dataset size N indicates the total number of multi-dimensional points in a synthetic dataset; (3) Keywords per point t suggests the number of keywords for each data point; and (4) Dictionary size U denotes the total number of keywords in a dataset. For each data point, its coordinate in each dimension is randomly sampled between 0 and 10; 000, and its keyword is randomly selected following a uniform distribution. We create multiple synthetic datasets to investigate how these parameters affect the performance of ProMiSH. Step 
IV. ALGORITHM
Figure. 2. Accuracy of Nearest Data point
V. CONCLUSION
In this paper, we proposed solution for The problem of nearest keyword set search in multidimensional datasets. We Proposed a novel method called ProMiSH based on random projection and hashing for finding nearest keyword set Based on this index, developed ProMiSH-E that find an optimal result with better efficiency. As well as we use five different type of distance calculation method for obtain more accurate subset of nearest data point and our result shows that the more accurate subset of data point. We plan to explore the extension of ProMiSH to disk.ProMiSH-E sequentially reads only required bukets from Ikp to find points containing at least one query keyword. Therefore, Ikp can be stored on disk using dictionary file structure.
