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Abstract 
Face processing system is a vast and modern research area of 
computer vision and pattern recognition. This is a challenging 
task for integrating various techniques into an application. A 
detailed survey about facial feature techniques is presented. We 
have classified the facial features and the extraction methods 
into categories. The performance of face recognition methods 
are summarized that help researcher to have a brief introduction 
about current techniques and the evolution of face recognition 
methods. The presence of the face is important for face process-
ing system. We propose a Face Detection Committee Machine 
(FDCM) to increase the accuracy of correct classification for 
faces. The machine combines three face detection methods that 
are Sparse Network of Winnows algorithm, Support Vector Ma-
chines, and Neural networks. An evaluation among the three 
individual approaches and FDCM are presented using the same 
set of training images (6,977) and testing images (24,045) in the 
experimental result. The result shows that the false alarm rate 
of FDCM (7.79%) is nearly half of the best approach (12.32%) 
among other three approaches. We propose two facial feature 
localization algorithms that based on separability filter. The 
separability filter is shown to be useful in improving the accu-
racy of eye localization. The localization algorithm for color 
image is presented to normalize the variation of a face image. 
We also develop a face processing system to demonstrate the 
integration of various techniques for generic purpose. 
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In the modern information age, human's information becomes 
valuable. Retrieval information from the video source or camera 
becomes many researchers' interest, especially for human face. A 
system can retrieve the face information, we call face processing 
system. Rich contents can be extracted by a face processing 
system. That's why it can have a wide range of usage and 
becomes a hot topic in recent years. It can be used for the 
security and social issues, multimedia database, and intelligent 
vision-based human computer interaction. 
For the security issue, identification and authentication meth-
ods have developed into a main technology in various areas, such 
as entrance control in building and access control for comput-
ers. Most of these methods have a drawback with their legiti-
mate applications. Except for the human and voice recognition, 
these methods almost require user to remember a password, or 
human action in the course of identification or authentication. 
However, the corresponding means are potentially being lost or 
forgotten, whereas fingerprints and retina scans suffer from low 
user acceptance rate. Face recognition has a high identification 
and recognition rate of greater than 90% for huge face databases 
with well-controlled pose and illumination conditions. This high 
rate can be used for replacement of lower security requirement 
1 
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environment and can be successfully employed in different kind 
of issues such as multimedia. Video is a kind of multimedia 
source that contains huge information. To create a digital li-
brary, useful information like actors' name in a movie, must be 
retrieved and analyzed before stored in the database. Video in-
dexing and summarization can be achieved by performing face 
processing. Besides the usage for security issue and multimedia 
issue, human computer interaction is another important system 
that communicates with human not only relies on mice and key-
boards. New information technology and media can be given in 
a more effective and friendly method. A face processing sys-
tem can provide more human-computer interactive services to 
improve the life style [53 . 
Automatic face processing system is a vast and modern re-
search area of computer vision and pattern recognition, reaching 
from face detection, face tracking, extraction of facial features, 
face recognition and facial expressions. The first step of any face 
processing system is to detect the presence of a face and the lo-
cation of the face in images. Face detection is to determine an 
image that contains a human face or not. Face localization is to 
locate the position and size of the face. In an image sequence, 
the movement of the head is captured by the face tracking in-
stead of performing face detection for each image. The execution 
time for the tracking method is shorter than those for the face 
detection because the positions of face are strongly depend on 
the adjacent image in an image sequence. Extraction of facial 
feature is one of the important parts in face processing; the aim 
of the extraction is to find out the most discriminated feature 
from the face. These features can be part of human knowledge 
about the face, such as the positions of eyes and nose, or set 
of coefficients that represent a face. Several techniques apply 
the extracted feature for higher level classification such as face 
recognition and expression recognition. 
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Human communicate with the computer that can give an 
appropriate feedback to you. This ultimate goal for a human 
computer interaction system is extremely difficult to achieve. 
Some possible problems for the area have been raised by [27], 
99]. In the past ten years, researchers had focused their efforts 
on various face processing field that include face detection, face 
tracking, face recognition, and expression recognition. Human 
computer interaction is being developed using different tech-
niques. With the help of the evolution of technology and media, 
the development of computer vision systems in desktop and em-
bedded systems becomes true [100], [79], [99], [128], [53], [56:. 
However, the functionality of the systems is limited and works 
under some specify conditions. 
In this thesis, we investigate various techniques for face pro-
cessing that involve in a basic framework . Lots of research 
work has focused on face detection, face tracking, face recogni-
tion and expression recognition. These problems are related to 
find out features of human face in images or image sequences. 
Analysis of facial feature is presented for understanding the cur-
rent literature and future research direction. There are two face 
recognition methods, Eigenface [122] and Elastic Bunch Graph 
Matching [126], that give a great impact in the literature. A 
comparative study on these two methods helps to explain the 
reason for the impact. The presence of the face is important for 
face processing system. After the study of face detection meth-
ods, we find that using different training and testing data for the 
evaluation may varies the results. An experimental comparison 
is needed for further studies on the face pattern classification 
methods. Also, a possible way to improve the accuracy of clas-
sification of face pattern is presented, that is the committee ma-
chine based detection approach. Two facial feature localization 
algorithms are proposed for gray-scale image and color image. 
The algorithm used for the color image can be employed for 
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the image normalization. A basic face processing framework is 
provided for the development of a system. The framework is 
composed of various techniques. This is a challenging task for 
integrating those techniques into an application because there 
are limitations on the development of a face processing system. 
1.2 Introduction about Face Processing Frame-
work 
Face processing systems have different purposes of usages, such 
as security, intelligent vision-based human computer interaction 
and multimedia database system. Different kinds of information 
are extracted from the sources in the system such as the iden-
tity of a person from the security system, the gesture of a person 
and the identity of an actor in a movie. All the above face pro-
cessing system can be developed from a basic face processing 
framework. By adding different components, the basic frame-
work can provide a suitable functionality for the system. In this 
section, an introduction of basic face processing framework is 
given. Three important modules are needed in the framework, 
i.e. face detection module, face tracking module and face recog-
nition module. 
1.2.1 Basic architecture 
Although different face processing systems have various abili-
ties, several basic procedures are applied to the system for in-
formation retrieval. The aim of the framework is to extract the 
information about human face including the location of the face, 
the size of the face and the identity of the human. There are 
two main types of systems: online system and offline system. 
An online system is a time critical machine that the procedures 
should be processed within a fixed time interval, thus, only the 
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Figure 1.1: The basic framework for face processing 
most important information is extracted. An offline system can 
have less limitation on the execution time for extracting the fea-
tures, more detailed and accurate information can be retrieved 
for further usage. We can divide the face processing procedure 
into three main modules, 1) face detection module, 2) face track-
ing module, and 3) face recognition module. Figure 1.1 shows 
the basic architecture of the framework that is designed for a 
sequence of images. For a still image, the face tracking module 
can be omitted in the framework. 
1.2.2 Face detection 
The presence of face is one of the key factors for a face process-
ing system. Face can appear in different conditions in an image 
such as user sitting in front of a web camera, passenger walk-
ing along a corridor and reporter reporting news in a roundup. 
Color image or gray-scale image can be the source of the system. 
A sequence of images provide continuously for an interactive sys-
tem. We treat these images as the input of the face detection 
module. After processing, there are various outputs such as the 
number of faces, position, size, pose and orientation about the 
Chapter 1 Introduction 6 
detected faces. A normalization step can be performed using 
the output parameters before the face recognition module. 
1.2.3 Face tracking 
Tracking an object from a sequence of images is important for 
face processing. After the successful detection for a human face, 
the region of the face is processed by the face tracking module 
instead of the face detection module. In an image sequence, the 
positions of the face are strongly related to the adjacent images. 
Researchers have developed tracking methods based on this as-
sumption. The initial state of the face is provided for tracking, 
and the restriction is held on the position and size of the face. 
This helps to reduce the search space for the new position in 
the adjacent image, and the execution time for tracking method 
can be shorter than those for detection. The outputs of the face 
tracking module are similar to those of the face detection mod-
ule, except that the motion of the object can be provided by the 
tracking method. 
1.2.4 Face recognition 
After the region of the face is extracted, face recognition is ap-
plied to classify the identity of the person. Different systems em-
ploy this module to provide various functions. Security system 
can grant the permission to the user when the authentication 
result is matched with the stored profile. Video summarization 
system can generate a set of actor's information for multimedia 
indexing. The face recognition can change to other recognition 
method to provide more information such as expression recog-
nition. Human computer interaction can be achieved when the 
human gesture classification module is employed. 
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1.3 The scope and contributions of the thesis 
The main statement of this thesis is: knowledge of processing 
face can be used to develop a generic face processing system. 
Faces were selected as the objects to be studied because they 
are important and informative in many applications. This thesis 
employs three different phases: 1) survey about techniques ap-
plied in face processing, 2) make enhancement on current tech-
niques, and 3) apply the obtained knowledge to develop a face 
processing system. The following list shows the contributions in 
our research work: 
• A detailed survey about facial feature is presented. We clas-
sify the facial features and the feature extraction methods 
into categories. A summary of the performance of differ-
ent face recognition methods is given. This survey helps 
researcher to have a brief introduction about current tech-
niques and the evolution of face recognition methods. 
• A Face Detection Committee Machine (FDCM) is intro-
duced to enhance the accuracy of correct face classification 
(Paper I^). The machine combines three face detection ap-
proaches that are Sparse Network of Winnows (SNoW) al-
gorithm, Support Vector Machines (SVM) and Neural net-
works (NN). An evaluation among the three individual ap-
proaches and FDCM is presented using experimental result, 
• Two ad-hoc facial feature localization algorithms are intro-
duced. The algorithm for gray-scale image is based on tem-
plate matching and separability filter to find the position of 
IR. F. Jang, H. M. Tang, M. R. Lyu and 1. King. A Face Processing System Based 
on Committee Machine: The Approach and Experimental Results. Proc. of 10th Interna-
tional Conference on Computer Analysis of Images and Patterns (CAIP'2003), Groningen, 
The Netherlands. The co-author H.M. Tang participated in the writing process and the 
research work of face recognition committee machine. The other authors gave their useful 
comments. 
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irises and mouth. This algorithm shows that separability 
filter is useful in improving the accuracy of iris localization. 
A modified localization algorithm is proposed for color im-
age, that is employed to normalize the face image. 
• A face processing system (Paper I see footnote 1) is de-
veloped for generic purpose. Various face processing tech-
niques are included in the system. Here it is shown that 
the knowledge obtained about face processing can be used 
to develop a face processing system. The system is success 
in detecting, tracking and recognizing human faces. 
1.4 The outline of the thesis 
The remaining chapters of this thesis are organized as follows: 
Chapter 2 gives a survey about facial features that are im-
portant in the development of face processing system. We sum-
marize and analyze the extraction techniques and the represen-
tation methods in various face processing fields. Two state-of-
the-art face recognition methods, Eigenface and Elastic Bunch 
Graph matching are evaluated for explaining the impact. 
Next, in Chapter 3, we investigate some of the face detection 
techniques, especially SNoW algorithm, SVM and NN. We also 
propose a Face Detection Committee Machine, FDCM, using 
the above three approaches. We combine three face detection 
approaches to form an expert system to improve the accuracy of 
classifying faces. We present the experimental results of FDCM 
using a data set of about 30,000 images and have a comparison 
among three different approaches under controlled condition. 
The evaluation shows that our machine performs better than 
the other three individual algorithms in terms of detection rate, 
false-alarm rate and ROC curve. 
Then, two ad-hoc algorithms are proposed for facial feature 
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localization in Chapter 4. Template matching technique and 
separability filter are applied to locate the features in gray-scale 
image. Facial features include the position of eye region, irises 
and lip. Eye region is first located to reduce the search space for 
locating the eyes and the separability filter is applied to increase 
the accuracy of locating eyes. Besides, an image normalization 
algorithm for color image is proposed, the separability filter is 
applied to construct a sepmap. This sepmap is then combined 
with the color information to increase the accuracy of choosing 
eye candidates. Moreover, the location of the eyes can be found 
inside a non-upright face image without the predefined size. Ex-
perimental results are given to show that the separability filter 
can help to increase the accuracy of locating iris and the nor-
malization algorithm can reduce the variation of the image such 
as rotation and scale. 
We have developed a face processing system based on the 
generic framework, and is presented in Chapter 5. The system 
architecture is given in the first part of the chapter. Afterward, 
detailed description of each module and the techniques being 
applied are discussed. 
Finally, conclusions are drawn about the work in Chapter 6. 
• End of chapter. 
Chapter 2 
Facial Feature Representation 
Useful data are extracted from the images or image sequences 
to be further processed. We call these data as feature. Image 
analysis and pattern recognition take an important role of find-
ing facial feature. In this chapter, we aim to summarize and 
analyze different facial features used in face processing regard-
ing face recognition. We group the facial features into two main 
categories - pixel information and geometry information. We 
survey the techniques presented in various face processing fields 
and have a discussion about current techniques. We do not at-
tempt to perform an exhaustive review in each field but most 
the-state-of-the-art approaches. Discussion about the facial fea-
ture and the development of face processing system is given. 
2.1 Facial feature analysis 
Although face processing technology contains many different ar-
eas, we can identify it as three basic problems. The three prob-
lems are: 1) finding out the feature, 2) coding of the feature, 
and 3) classifying the coded feature. 
What features are useful in face processing? Before analyzing 
the facial feature being used in various face processing fields, we 
have summarized the facial feature that had been used in past 
work into two main categories: Geometry information and Pixel 
information. We do not attempt to perform an exhaustive search 
1 0 
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Table 2.1: Category of facial feature - Pixel  
Features Reference 
Pixel Global Eigenface Turk [122] 
Discrete Cosine Transform (DCT) Eickeler [33] 
DCT-mod2 Sanderson [107] 
Discriminant Karhunen-Loeve projection Swets [116] 
(DKL)  
Fisher linear discriminant (FLD) Belhumeur [7] 
Enhanced Fisher linear discriminant Liu [77] 
(EFC)  
Autocorrelation coefficients Goudail [44] 
Direct LDA (D-LDA) Yu [132] 
Direct fractional-step LDA (DF-LDA) Lu [82] 
Log transform Adini [2] 
Gabor + Enhanced FLD (GFC) Liu [78] 
Independent component analysis (ICA) Bartlett [5] 
Kernel PCA (KPCA) Kim [63] 
Kernel direct discriminant analysis Lu [81] 
(KDDA)  
Local Elastic bunch graph Wiskott [126] 
Eigennose, Eigeneye, Eigenmouth or Su [115] 
Eigeneyebrow  
Color PCA in each color channel Torres [121] 
for all the related papers to find out all the facial features, we 
focus on finding the features in most popular papers or the-
state-of-the-art in the literature. Table 2.1 and Table 2.2 show 
the facial features found, and we only show one of the reference 
papers in the last column of the table to simplify the table. 
2.1.1 Pixel information 
A face photo or face sequences are represented by digital signal 
in computer. These signals are the prime information of facial 
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Table 2.2: Category of facial feature - Geometry  
Features Reference 
Geometry Position Iris center Tian [119j 
Mouth position Tian [119] 
Cheek triangular position Tian [119] 
Nose position Brunelli [13] 
Vertical position at the eye center Brunelli [13] 
Shape Iris radius Tian [119] 
Mouth orientation Tian [119] 
Face elliptical shape Lanitis [70] 
Eye brow thickness Brunelli [13] 
Four corner of the mouth Brunelli [13] 
Eleven radii describing the face chin shape Brunelli [13] 
Edge Nasolabial region Tian [119] 
Wrinkle (3 area lateral to eye outer corner) Tian [119] 
Coarse description of brow's arches Brunelli [13] 
Line Edge Map Gao [41] 
Distance Distance of two blows Tian [119] 
Mouth width Tian [119] 
Nose width Brunelli [13] 
Face bigonial or zygomatic breadth Brunelli [13] 
Motion Muscle action Tian [119] 
Lips motion Tian [119] 
feature. We called pixel value. Face processing technologies are 
mainly based on the mathematical operations with the pixel val-
ues. Within past ten years, researchers had developed numerous 
methods to deal with this basic information. These methods can 
be divided into three approaches: 
1. Global approach. This approach treats the whole image as 
the input data. Two dimension image may transform to 
one dimension feature vector for further processing. 
2. Local approach. This is a similar approach to the global 
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one except performing part of the image as the input data 
instead of the whole image. 
3. Color information approach. Besides gray-scale intensity, 
a color space contain more information than the gray-scale 
level. There are many studies [90], [113], [65], [15], [62], [3], 
112] used the color information in various fields success-
fully. This is one of the most efficient method for reducing 
the search space in face detection. 
High dimensionality of the data is one of the problems in the 
face-related work. One of the motivations for this category is 
to reduce the dimension of the input data. The extracted coef-
ficients form a feature vector whose dimension is much smaller 
than the original one. Besides this, the extracted vectors con-
tain more compact features, that discard most of the useless or 
noisy information. Another motivation is that we do not need 
to pre-defined a model or apply human knowledge on selecting 
the features. These approaches should capture the most repre-
sentative variability of facial appearance. We will discuss each 
method in later section. 
2.1,2 Geometry information 
The aim of this category is to retrieve an intermediate level of 
facial feature from the input data. All the methods are based 
on the pixel value. The characteristic of human face is being 
employed to select the features. This pre-defined model is rep-
resented by a set of geometry points or data that describes the 
information about the face. We can further summarize these 
methods into five sub-categories according to their level: 
1. Edge. This is one of the features that we can easily re-
trieve from the image using edge detector like Sobel filter 
or Canny filter. Also cognitive psychological studies [10], 
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67] show that human can recognize line drawing as the 
same speed and the same accuracy as gray-level pictures. 
This points out that edge is one of the important features. 
2. Position of the feature point. The points can represent cer-
tain information about the face such as the center of the iris 
and the position of the mouth. The geometry position of 
the feature points help to build the pre-defined model Re-
trieval of these feature points requires a high computational 
effort. 
3. Distance between feature points. The relationships between 
feature points are recorded. The relative position of differ-
ent feature can be calculated. 
4. Shape of the feature. This is a group of feature points 
that describe the position and the outline of a feature. The 
feature can be eye, eyebrow, nose, mouth, face boundaries, 
etc. 
5. Motion of the feature. Geometry movement of the feature 
is one of the human signals to represent their emotion. The 
character of each feature should be pre-defined before the 
extraction of effective information. 
Researchers combine the human knowledge and basic pixel 
information to form different high-level feature. These interme-
diate features are employed in most of the face processing work 
including face detection, face recognition, expression classifica-
tion, age classification, gender classification and pose estimation. 
2.2 Extracting and coding of facial feature 
After we explore different kinds of facial features, the next prob-
lem we need to investigate how the features are coded. The ex-
traction techniques and representation methods are important 
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Table 2.3: Coding methods for Face Recognition  
Type Reference Methods 
Linear-based Turk [122] Principal Component Analysis (PCA)  
Brunelli [13] Geometric feature-based matching  
Swets [116] Discriminant Karhunen-Loeve projection (DKL) 
Belhumeur [7] Fisher linear discriminant (FLD)  
Yu [132] Direct LDA (D-LDA) 
Lu [82] Direct fractional-step LDA (DF-LDA) 
Liu [77] Enhanced Fisher linear discriminant (EFC)  
Bartlett [5] Independent component analysis (ICA)  
Goudail [44] Autocorrelation coefficients  
Kernel-based Eickeler [33] Discrete Cosine Transform (DCT) 
Sanderson [107] DCT-mod2 
Kim [63] Kernel PCA (KPCA) 
Lu [81] Kernel direct discriminant analysis (KDDA) 
Wiskott [126] Elastic bunch graph matching (Gabor wavelet) 
Liu [78] Gabor + Enhanced FLD (GFC) 
Edge-based Takacs [117] Binary Image Metrics  
de Vel [28] Random rectilinear line segment  
Gao [41] Line Edge Map (LEM) 
Other Torres [121] Skin Color  
Georghiades [42] Illumination Cone  
Chua [20] 3D Point Signature (PS)  
for classification especially for face recognition and expression 
recognition. We will discuss each of the area in this section. 
2.2.1 Face recognition 
We will discuss the face recognition problem in depth. Survey 
for face recognition [106], [123], [16], [4], [38] have been published 
about five years ago. Within the years, lots of new techniques 
are developed by researchers, that make significant improvement 
on the results. The recent methods utilized by the face recogni-
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tion are shown in Table 2.3. We focus on the feature extraction 
techniques and face representation methods rather than the clas-
sifiers, thus we will not discuss some famous learning based face 
recognition methods such as Support Vector Machine [103] [96 
46], Self-Organizing Map [71], Neural Networks [71], probabilis-
tic model [93] [109] [92] [135] and hidden Markov model [97]. In 
general, there are mainly four types of coding methods: 
1. Linear-based approach. These are the most common meth-
ods for coding the face. Linear mathematical transforma-
tion is applied into a set of training data to find a mapping 
function. 
2. Kernel-based approach. Using kernel functions to decom-
pose the face, this approach performs nonlinear transfor-
mation on the face. 
3. Edge-based approach. The face is represented by a set of 
edges that are extracted from basic image processing tech-
niques. 
4. Other approach. The previous approaches extract the fea-
ture from the gray-scale images, color information are be-
ing discarded. Color space conversion may have a non-
linear transformation for the input pixel values, that helps 
to extract some important feature from the color domain. 
Besides 2D information, researchers have started to inves-
tigate the help of 3D information. 
Linear-based approach 
Turk and Pentland [122] applied principal component analysis 
(PCA) to face recognition. This is a global method that treats 
the face image as a two-dimensional recognition problem. The 
face patterns are not randomly distributed. By using the PCA 
developed by Sirovich and Kirby [111], faces can be represented 
f 
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in a more efficient way. They assume that faces are upright at 
normal to have a smaller set of two-dimensional characteristic 
views. They first find out the mean face image from the training 
set Fi, r2，Fs . . . Tm-
1 M 
(2.1) 
and then calculate each face difference 
- r , - 屯 . （2.2) 
All the face differences form a large matrix and then perform 
PC A to find out the eigenvectors and eigenvalues, that represent 
the most expressive information from the face distribution. The 
covariance matrix is defined as 
1 M 
c = 去 E ^ n C = (2.3) 
M n-1 
where matrix A 二 盃 m]. The eigenvectors are then 
sorted by their associated eigenvalues, the first m eigenvectors 
are selected as principle components. The overall transformation 
is 
Z = (2.4) 
where Wpca is the projection matrix from the original image 
space to the lower dimensional space. The projection of resul-
tant eigenvectors look like a face, that's why they called Eigen-
faces. Some of these faces are shown in Figure 2.1. Figure 
2.2 shows the original images and the reconstructed images are 
shown in Figure 2.3. 
These methods greatly reduce the dimension from the num-
ber of pixels {N) to the number of training images (m). The 
computation time and store capacity can be saved. The recon-
struction of faces is possible when the extracted features are 
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Figure 2.2: Original images Figure 2.3: Reconstructed images 
projected into the eigenspace plus the mean face images. This 
approach gives a great influence in the literature. 
Brunelli and Poggio [13] is one of the early method to com-
bine the use of geometry information and PCA method on face 
recognition. The idea is to extract a set of parameters to rep-
resent the facial feature such as eyes, nose, mouth and chin. 
They calculate the horizontal and vertical gradients to locate 
the position of facial features and to form a 35-D numerical vec-
tor. The PCA method is applied to increase the effectiveness 
of the feature vector. The extracted feature vectors from the 
training data are sued to train a Bayesian classifier for further 
recognition. They give a direction for the usage of geometry 
information on face recognition. 
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Figure 2.5: Feature points for calculation of distance vector. [24 
Mixture Distances are developed by Cox et al. [24] for face 
recognition. They first select a set of facial feature points (Figure 
2.5) manually and then calculate a set of feature distance to form 
a 30-D feature vector. A mixture of mixtures technique is used to 
remove the uncertainty of choosing a particular order statistics 
or model, that reported the best result. They demonstrate the 
important of the use of mixture-distance instead of a simple 
Euclidean distance. 
Swets and Weng [116] proposed a method - discriminant 
Karhunen-Loeve (KL) projection to solve the problem of de-
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generation the within-class scatter matrix in small sample size 
(SSS). They suggest performing two projections, i.e., the dis-
criminant analysis projection is performed in the space of the 
KL projection. They first project the TV-dimensional image 
space into m-dimensional space using the KL projection. The 
between-class scatter matrix is defined as 
SB=j： m n 《 , (2.5) 
n二 1 
and the within-class scatter matrix is defined as 
= E E ^ n C (2-6) 
n=l Xk^ Xn 
where is calculated from (2.2) and Ni is the number of sam-
ples in class X^. To have a better discriminant power from the 
data, the ratio of the determinant should be maximized by max-
imizing the between-class scatter while minimizing the within-
class scatter, 
W V = argm#X|所巧败评丨 (2.7) 
where W is the projection matrix from image space to the most 
discriminating feature (MDF) space. The DKL projection to 
the MDF space is 
z 二《力 r (2.8) 
where Wopt is the projection matrix from the image space to 
the optimal space, and the final dimension of Z can be reduced 
to the number of sample classes. The benefits of class specific 
linear projection is to achieve greater between-class scatter that 
help to increase the correct classification rate. 
However, the KDL projection has some difficulty when the 
within-class scatter matrix Sw is singular. Belhumeur et al. 
7] modified the KDL projection to solve this problem. The 
method is called Fisherface, a derivative of fisher linear discrim-
inant (FLD) [37]. They employ the standard FLD instead of 
Chapter 2 Facial Feature Representation 21 
j SVI : Dia^ nafea |入| . Di^^ Oa. U l DLssgoitailas 1 licducc 4iroejtaonalit-y：. 
py ： 拜 WLl •^•UmteeA (opaonal). 
Figure 2.6: Overview of the Direct LDA algorithm [132 
the linear discriminant analysis for the second projection. The 
new optimal projection matrix is 
= (2.9) 
where 
Wpca = arg m a x S t W 
巧丨d 二 a r g m �恢 『 昭 》 & 州 ’ (2.10) 
Experimental results demonstrate that Fisherface method per-
forms better than Eigenface. Also, Fisherface method can be 
more robust than Eigenface when handling variation in lighting 
and expression. This is one of the best face recognition in the 
literature. 
The KDL and Fisherface methods are a two-stage method 
using the technique of PCA and LDA-like approach. This is be-
cause the traditional LDA algorithm is computational expensive 
and may be infeasible when the dimension of data is too high. 
Yu and Yang has proposed a direct LDA (D-LDA) algorithm for 
high dimensional data [132]. The key idea of the algorithm is to 
discard the null space of Sb rather than Sw in (2.7). The Sb 
contains no useful information while Sw contains the most dis-
criminative information. They reverse the diagonalization order 
to achieve, that mean diagonalize the matrix Sb first and then 
Sw- The conceptual overview is shown in Figure 2.6. Fukunaga 
40] also show that Fisher's criterion can be one of variant: 
知 别 ( 2 . 1 1 ) 
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where St = S^  + Sw is the total scatter matrix. The first step of 
the proposed algorithm will equivalence to PCA method and the 
remaining step will give the same performance with Fisher face. 
This algorithm provides an efficient implementation since they 
perform without the PCA step and eliminates the problem of 
singular in Siu. 
Lu et al. introduce a new algorithm DF-LDA [82]. This is 
a combination of D-LDA and fractional step linear discriminant 
analysis algorithm (F-LDA) [80]. The algorithm first applies a 
new variant of D-LDA and then performs F-LDA to the data 
set. The variant of D-LDA is to change the Fisher's criterion 
from (2.11) to 
丨所『办所丨‘ (2.12) 
That results in a low-dimensional SSS free subspace without dis-
carding the most discriminant features. Besides this, a weighting 
function is introduced in D-LDA for sub-sequent F-LDA to re-
orient the subspace into a set of optimal discriminant features 
for face representation. The paper made a comparison among 
Eigenface, Fisher face, D-LDA and proposed method. The ex-
perimental results show that DF-LDA achieves the lowest error 
rates on two popular face databases. 
Liu et al. [77] proposed an enhanced Fisher classifier (EFC) 
that integrated the pixel and geometry information to enhance 
the recognition method. A similar approach is early proposed by 
69]. The Enhanced FLD Model (EFM) [75] is employed on these 
two features. The geometry features are selected manually from 
the image. Figure 2.7 shows the control points that represents 
the shape of a face image. The feature points include eyebrows, 
eyes, nose, nasolabial region, mouth and face boundary. A mean 
shape is first calculated by averaging the aligned face images of 
the training images. All the face images will be normalized 
to a shape-free face image by warping the original image to 
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Figure 2.7: The control points for EFC. Left: the shape of a face image 
represented by 32 control points (white circles). Right: the distribution of 
the aligned shapes of the training images. [77 
the mean shape. Using PCA, the lower dimensional shape and 
texture features Z are then integrated using the normalization 
equation: 
f Vt -yt 
Z 二 ‘ M (2.13) 
、『靠 I I J 
where Yi and Y2 are the projection matrix of shape space and 
texture space that calculated by (2.4), respectively. They treat 
the pixel and geometry information as equal important discrim-
inating power. The within-class covariance matrix Sb of Z is 
calculated by (2.6) and the between-class covariance matrix Sw 
of Z is calculated by (2.5). EFM first diagonalizes the matrix 
Sw to find out the eigenvector E and the diagonal eigenvalue 
V. A new between-class covariance matrix is computed 
E-”〜'S禪二 Kb, 
and diagonalize the new matrix K^ 
KbQ 二 eA and = I 
where 0 , A are the eigenvector and the diagonal eigenvalue ma-
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Figure 2.8: The model of ICA. The images in X are considered to be a 
linear combination of statistically independent basis image S, where A is an 
unknown mixing matrix. The basis images were estimated as the learned 
ICA output U. [5' 
trices of Kb. The overall projection matrix of EFM is: 
W^ e/m = EV-'^'Q^ (2.14) 
and each new face image are to compute the integrated feature 
Z and then the new feature X: 
X 二 W L 兄 （2.15) 
They show that the contour of the face is one of the impor-
tant discriminative features and the pixel information takes the 
internal facial features as the discriminative features. This ap-
proach also yields the best recognition rate (98.5%) even only 
25 features when compare with the Eigenfaces. 
Independent component analysis (ICA) is being used for face 
recognition by Bartlett et al. [5] recently. There are several al-
gorithms for performing ICA. The infomax algorithm developed 
by Bell and Sejnowski [8] are chosen in that paper. The basic 
concept for ICA is to define a model for the observed multivari-
ate data from a set of training data. Figure 2.8 shows the model 
of ICA. Assume that the pixel values in face images were gen-
erated from a linear mixing process and have a super-Gaussian 
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Figure 2.9: The representation of ICA. The independent basis image repre-
sentation consists of the coefficients, b, for the linear combination of inde-
pendent basis images, u, that comprises each face image x. [5 
response distribution. PCA is applied to reduce the dimension 
of the data and the first m principles eigenvectors of the image 
set Pm is chosen. The independent source images in the rows of 
U is produced by performing ICA on P: 
P i = Wf 'U. (2.16) 
By minimized the squared error of the reconstruction of the Pm, 
R爪 二 XP + m, the error approximation of X is obtained by 
X = RmP:. Thus, combine with (2.16), 
X = RmP: = RmWW;'U 二 RmWr'U (2.17) 
where Wz is the sphering matrix produced by ICA and Wj is 
the full transform matrix of ICA. The coefficients for the lin-
ear combination of independent sources U can be retrieved from 
RmWf^. Figure 2.9 shows the representation of ICA. A com-
parative assessment of ICA for face recognition also provided by 
Liu and Wechsler [74] and showed that ICA can outperform the 
PCA method. The reason is that ICA can extract higher order 
statistics than PGA's second order covariance decomposition. 
Goudail et al. [44] employed the local autocorrelation coef-
ficients to represent a face. The method uses different kernels 
(Figure 2.10) to scan the image and the product of pixel marked 
in black is computed. We can formulate the equation of the co-
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Figure 2.10: Set of autocorrelation kernels used for feature extraction, (a) 
The kernels used for 3x3 pixels neighborhood. The order of a kernel is its 
number of active pixels minus 1. (b) Example of scaling of the kernel from 
size of 3x3 to size of 5x5 pixels. [44 
efficient: 
Ck = Z』力办 j (2.18) 
where k is the kernel, m is all the possible scan window inside 
the image, n is all the pixel inside the scan window, lij is the 
intensity value of the p i x e l a n d Bij is the boolean value of 
the active pixel in the kernel. The storage space for representing 
a face is very small and do not have the problem of small sample 
size for training the system. The classification procedure is also 
efficient. 
Kernel-based approach 
There are several papers using the 2D Discrete Cosine Trans-
form (DCT) coefficients as the features [97], [66]. Eickeler et al. 
33] proposed one of the representative approach using 2D DCT 
coefficients for face recognition. An image is first compressed in 
JPEG standard and then calculates the observation feature vec-
tor using the DCT. Each pixel in the sampling window (iVxiV) 
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is transformed according to the equation: 
C{u,v) = a{u)a{v) E E f{x,y) cos ^ — c o s — ^ 
x = 0 y=0 \ ⑶ J \ ) 
(2.19) 
where 
-i : for w = 0 
a{w) = ^ J . 
1 為 ： / o r i^  = l ， 2 , T V —1 
The DCT transforms the information from spatial domain to 
frequency that can compact the energy well. The first 15 coef-
ficients are extracted to form the feature vector. The vector is 
defined as: 
= … C 产 … . . . V (2.20) 
where C(…”）is the nth DCT coefficient and M is the dimension of 
the vector. The method can process on the JPEG and MPEG 
standard to retrieve features directly. This is an efficient and 
powerful approach for analyzing huge multimedia resource such 
as video in digital library. 
Sanderson and Paliwal [107] introduced the DCT-mod2 ex-
traction technique that improve the previous method so that 
the extracted features are more insensitive to the illumination 
direction. They analyze the DCT coefficients and conclude that 
the 0th DCT coefficient is related to the mean intensity value in-
side each block window that will be affected by the illumination 
change directly. Furthermore, the first and second coefficients 
reflect the average horizontal and vertical intensity changes, re-
spectively. They define the nth delta coefficient for the replace-
ment of the first three DCT coefficients: 
例、r、二管,:工公 (2.21) 
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Figure 2.11: The basic idea of KPCA. [110； 
where h is a 2K+1 dimensional symmetric window vector, 
h for horizontal delta coefficient ^ 
z = { and 
V for vertical delta coefficient 
于or horizontal delta coefficient 
^ I C，、… f o r vertical delta coefficient 
The original DCT feature vector (2.20) is changed to: 
X 二 [ A^Co A^CI A'CI 饥2 A'Cs C3 C4 . . . CM-I Y 
(2.22) 
where the superscript of (u, v) is omitted for simplification. A 
various light illumination testing image is used in the experi-
ment. The result shows that it outperforms the other methods 
in terms of the variety of lighting direction and execution time. 
Kim et al. [63] employed the kernel-based PCA (KPCA) 
method to extract the facial feature. This method is early in-
troduced by [110], [95]. The basic idea of KPCA contains two 
steps. The first step is to map the original data x into a fea-
ture space F via a nonlinear mapping Figure 2.11 shows the 
idea of nonlinear mapping. The second step is to perform the 
linear PCA that we have discussed in early section in F. The 
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covariance matrix in F is different from (2.3), 
1 M 
= (2.23) 
To solve the eigenvalue equation, 
AV = CV (2.24) 
where A > 0 and V G F\{0}. The solutions V lie in the span 





Consider the equivalent equation 
入 . V 二 . CV) for all fc = 1 , . . . , M. (2.26) 
Defining an M x M matrix K that can be expressed in terms of 
the dot products of two mappings by 
：二 (^(x.) • = k(x„x,) . (2.27) 
Now, solve the equation 
MXa = Ka (2.28) 
J J J I 
for nonzero eigenvalues A/ and eigenvectors a 二（ai,..., a ^ ) 
subject to the normalization condition ‘ a^) 二 1. The 
polynomial kernel with degree d is chosen for the non-linear 
mapping 
(<l>.(x).歪办)）二 f y ] = ( x . (2.29) 
The input data x are projected onto the eigenvector in F， 
where the inner products are computed. The /th nonlinear prin-
cipal component is calculated by linearly combination of weights 
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a\ and One of the properties is that the number of extracted 
principal components can be more than the dimension of the 
input data. There are disadvantages of using kernel PCA to 
extract features, i.e., the reconstruction of the original pattern 
using the extracted principal components is not a easy task when 
compare with the linear PCA method, and the computational 
complexity is more expensive than its linear method. 
Different kernel version of linear-based methods have been 
developed and applied on face recognition problem. Besides 
KPCA, an enhanced kernel D-LDA method (KDDA) is proposed 
by Lu et al. [81]. KDDA is a derived method of D-LDA and 
generalized discriminant analysis (GDA) [6]. This method is 
similar to DF-LDA [82] except the kernel function is being used. 
For two arbitrary class Zi and Z h , � r Ch dot product matrix 
Kih can be defined as 
Kih = k{zii, Zhj) = (pli • (phj- (2.30) 
Then a LxL kernel matrix K is defined for non-linear mapping 
K = /i=i，...’c. (2.31) 
They also modified the Fisher's criterion from (2.7) to (2.12) to 
solve the singular problem. A low-dimensional representation y 
on z is 
y = ( 4 A � i / 2 p A i / 2 ) 『树动 （2.32) 
where P are the eigenvectors of input data. KDDA provides a 
nonlinear mapping for high dimensional data into a "linearized" 
and ” simplified” feature sub-space. Like DF-LDA, the SSS prob-
lem can also be solved and retrieve the optimal discriminant 
subspace of the feature space without losing any significant dis-
criminant information. The experimental result shows that the 
recognition rate is superior to KPCA and GDA on a multi-view 
face database. This may due to the non-linear property of dif-
ferent poses of the face images. 
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Another famous approach called Elastic Bunch Graph match-
ing (EBG) is proposed by Wiskott et al. [126] [127]. A similar 
idea is early proposed by Lades et al. [68], and has been used 
by [72]. They use the concept of labeled graphs [14] together 
with the Gabor wavelet coefficients to represent a face image. 
The face image is convolution with the Gabor filter, the result is 
shown in Figure 2.12. Position information of a face is used to 
deform the image plane and the edges are labeled with the dis-
tance information. Gabor wavelets are biologically motivated 
convolution kernels that consist of plane waves and Gaussian 
envelope function [26]. Each node in the labeled graph are rep-
resented by Gabor wavelet coefficients called jets. A mother 
kernels is defined as: 
(x) = "^exp exp (ikjx) — exp (2.33) 
V 20-2; L \ ) \ 2 yj 
where kj is the vector of plane wave and exp 办 J are the re-
striction of the Gaussian envelope function. A set of jets contain 
5 different frequencies, index "二 0, •. ” 4, and 8 orientations, 
index p = 0’ …，7, 
Ji {x) 二 a J exp {i(t)j) (2.34) 
where ctj is the magnitudes of the jet, that slowly vary with 
position, and phases ( f ) j that rotate at a rate approximately de-
termined by the spatial frequency. The width | of the Gaussian 
is controlled by the parameter a = 27t. The second term in—the 
bracket of (2.33) makes the kernels DC-free. The value of kj is 
expressed with: 
— (k jA ( K cos ( fA , 7T 
\kjy) sm (f^J « 
with index j 二 /x+8". All kernels are generated from one mother 
wavelet by dilation and rotation because the family of kernels is 
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Figure 2.12: The graph representation of a face is based on the Gabor wavelet 
transform, a convolution with a set of wavelet kernels. 
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Figure 2.13: Object-adapted grids for different poses. [126 
self-similar. A set of fiducial points is used to represent the face 
image such as the pupils, the eyebrows, corners of the mouth 
and the tip of nose. A labeled graph G is object-adapted, that 
represents a face consists of N nodes on these fiducial points 
at positions Xn and E edges between them. Figure 2.13 shows 
some examples of the labeled graph. This deformable model and 
the use of Gabor wavelets can resist the variation of translation, 
scaling, rotation in head pose, and deformation due to facial 
expression in the image plane. Profile view of face images can 
also be recognized by these approaches. Gabor Wavelet has been 
employed in various pattern recognition areas [9 . 
Liu et al. [78], [76] combined the technique of Gabor wavelet 
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and EFM to form a novel Gabor-fisher Classifier (GFC) for face 
recognition. They first use the Gabor kernel (2.33) to gen-
erate a set of Gabor feature Ou,”[z) from image I, 
0 , , ^ ) = / ( 之 ） * 、 , ( 么 ） ( 2 . 3 6 ) 
where z 二 (x, y) and * denotes the convolution operator. The 
Gabor feature is then downsample by a factor of p to reduce the 
space dimension, and normalize it to zero mean and unit vari-
ance. The normalized feature vector O热 is then concatenated 
to form the augmented Gabor feature x � 
X �= ( o s � ? r •••o j ry . (2.37) 
The EFM will be applied on the augmented Gabor feature x � 
to further reduce the dimension of the data and to extract the 
most discriminative information. Using (2.14), the final feature 
vector is defined as 
C d W ^ V n X � . (2.38) 
Their experiment shows that the proposed method can achieve 
100% recognition rate using 62 features on a data set from the 
FERET database. This may due to the usage of the Gabor 
wavelets that are optimized for face processing problems and 
EFM's discriminatory power. 
Edge-based approach 
Edge information is being used in wide range of pattern recog-
nition tasks, however it has been neglected in face recognition 
for a long time. 
Takacs and Wechsler [117] used the binary image metrics to 
compare faces. They proposed a shape comparison method that 
operates on edge maps and derives similarity measures using the 
modified Hausdorff distance [31]. Sobel edge detection is applied 
and thresholded using an adaptive technique to form the binary 
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face image. This image is scaled to N x M pixels to represent 
the face in the database. A simple distance similarity measure 
is used for classification. The dimension of extracted features 
can be as low as 1% of the original image and the proposed 
method is robust to illumination change due to the insensitivity 
of edge. However, this pixel-wise template matching method 
does not include the geometry information of features and can't 
deal with the image that variant in pose. 
de Vel and Aeberhard [28] proposed a method of using the 
intensity values of line segments as the representation of faces. 
They first define a face boundary and then randomly choose two 
pixels (pi,p2) inside that face boundary to form a rectilinear line 
segments L(pi,p2)- Each face class Fk in the training set of Tk 
.image of different views is represented by Nk = Tk x Nt^ lattice 
lines. The distance measure between two lines Lr,s and Lm,n is 
defined as: 
D�,S, LM,N) = E ( (4 ! i —(边;n + A) ) ' ) (2.39) 
q=l 
for r, m 1，2 ...，iV/c, and s,n 二 1’ 2 ...，K, where A is the 
compensate value for the illumination by shifting two lines to-
wards the same mean value. The benefits of this approach are 
computationally efficient, robust to variations in scale, expres-
sion and light condition. One assumption for this approach is 
that face boundary is known. Thus, the occluded face area will 
affect the recognition result. 
Cognitive psychological studies [10], [67] show that human 
can recognize line drawing as the same speed and the same ac-
curacy as gray-level pictures. This points out that the edge is 
one of the important features. The previous method employs 
the Hausdorff distance that only uses the spatial information 
of an edge map; the location of features is being ignored. Gao 
and Leung [41] had modified the distance measure method and 
proposed a face recognition method that is based on the Line 
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Figure 2.14: An example of LEM. [41: 
Edge Map (LEM). They also introduce a novel Line Segment 
Hausdorff Distance (LHD) for the distance measurement of two 
segments. This approach combines the geometry information 
and pixel information into consideration. It first groups the 
pixels of face edge map to line segments and then performs a 
thinning operation. Finally, a polygonal line fitting process is 
applied to form the LEM of a face. Figure 2.14 shows an ex-
ample of LEM. The edge information is expected to be more 
robust in illumination changes. This is one of the advantages 
of intermediate-level features. Beside this, the face prefiltering 
is also possible to speed up the searching of images in the huge 
database while the other approaches can't be achieved. These 
preprocess of LEM matching give a great convenient in face iden-
tification. Experimental results show that the proposed method 
can perform better than the well-known Eigenface approach. 
The LEM method can give researcher a new concept for coding 
and recognition faces. 
Other approach 
Most of the-state-of-the-art methods are based on the gray-scale 
image and the color information has been discarded. However, 
some studies show that the color information can improve the 
performance of the original method. 
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The original Eigenface method uses the luminance compo-
nent only. Torres et al. [121] stated that color information can 
improve the recognition rate. They apply the PCA method on 
different color channel independently to extract the principle 
components. The global distance between the test image and 
the training data is calculated by the weighted sum of differ-
ent channels. Experiments are done using several color schemes 
such as Y, RGB, YUV and SV. The results show that the per-
formance of YUV and SV are much better than the original 
approach (Y). This may due to the non-linear transform of the 
color space, that contains more discriminant information. 
Skin color information also being as feature for face verifica-
tion. Marcel and Bengio [84] encoded the color histograms to 
form a feature vector, and Multi-Layer Perceptrons (MLP) is 
served as classifier. They first transform the color space to nor-
malized chrominance space (r-g) and calculate the histograms of 
each channel. The histograms are then quantized into 32 levels 
and concatenated to form the feature vector with 96 (32x3) com-
ponents. This feature vector will feed into the MLP for training. 
The experimental results show decrease on the error rate when 
color information is involved. 
Besides the above methods, researchers start to use or con-
struct 3D information for face recognition. There are other ap-
proaches developed by researchers based on face synthesis. Il-
lumination Cone is one of the novel approaches developed by 
Georghiades et al. [43], [42]. A set of controlled face images 
is needed for calculating the convex Lambertian surface of each 
class. The shape and albedo of the face can be reconstructed. 
Illumination approximation is possible in a low-dimensional sub-
space that enhances the robustness of recognition under a large 
range of pose and lighting condition. 
Tanaka et al. [118] represents the faces using Extended Gaus-
sian Image (EGI). By mapping principal curvatures and their 
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directions at each pixel, two types of 3D directional facial fea-
tures, ridge lines and valley lines, are extracted to form feature 
vector. The fisher's spherical correlation coefficient of ridge lines 
and valley lines are used as the similarity measure. However, the 
performance is not as good as other methods. 
Chua et al. [20] introduce point signature (PS) [19] for face 
recognition problem, that is a representation for free-form sur-
faces. PS are represented by the signed distance and corre-
sponding clockwise rotation angle at each point along two refer-
ence points. Figure 2.15 shows the definition of point signature. 
They treat the face as a 3D non-rigid surface object. A set 
of images with different expressions is registered to form two 
face surfaces. Afterward, the rigid parts are found out from the 
non-rigid parts. Figure 2.16 shows the extracted rigid face re-
gion. The non-rigid regions will have high registration errors 
that need to ignore for building the face model. The matching 
is accepted when all the difference between each distance pair is 
smaller than a threshold. Phase shifting is possible to reduce the 
error when more than one local maximum inside the signature. 
The representation of PS is a simple ID feature vector, thus the 
matching process is fast and efficient. The surface of faces can 
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be described more completely that help for recognition. More-
over, it is invariant to translation and rotation. However, the 
proposed algorithm only being tested in 6 face range images and 
the evaluation of large data set is omitted. 
3D feature points are integrated with 2D feature points for 
face recognition by Wang et al. [125]. Gabor wavelet filters are 
applied on the ten 2D feature points while point signature are 
used to represent the four 3D feature points. The shape and 
texture features are extracted from 3D feature points and 2D 
feature points, respectively. PCA method is applied to reduce 
the dimension of feature vector and they choose the SVM as the 
classifier for the recognition. They demonstrate the improve-
ment of performance using fusion of 2D and 3D information. 
2.2.2 Facial expression classification 
Human's emotion can play an important role in interpersonal 
communication, this brings out the facial expression classifica-
tion problem for human-computer interaction. Most of the re-
searcher has focused on recognize the facial expression in term of 
action units (AUs) of the Facial Action Coding System (FACS) 
that is developed by Ekman and Priesen [34]. They define 44 
FACS AUs and 33 of those are related to the contractions of 
specific facial muscles. The upper face contains 12 AUs while 
the lower face has 18 AUs. By combining different AUs, most of 
the human emotions can be expressed. The main problems are 
how to extract the features and to represent the features. The 
recent techniques can be divided into three main categories: 
1. Optic flow estimation approach. Muscle contraction is one 
of the key factors for facial analysis. The usage of optic 
flow can estimate the motion of the muscles. 
2. Global analysis approach. This is a similar technique that 
applied in face recognition. The pixel information is pro-
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cessed by linear transformation or kernel decomposition to 
retrieve the features. 
3. Local analysis approach. The difference between local anal-
ysis approach and global analysis approach is that local ap-
proach performs the filtering on part of the image as the 
input data instead of the whole image. The subset of the 
images is usually small image pitcher near the facial feature 
such as eyes, nose and mouth. 
In the following section, we will have a general overview about 
different approaches for expression recognition. 
Optic flow estimation approach 
This is the most common method that researchers have focused 
on facial expression recognition. Mase [88] first used the optical 
flow to estimate the motion of the facial muscles. Essa et al. 
35] introduced the distributed response of a set of templates 
to observe a given facial region. Both skin and muscle dynam-
ics are described by a physical model, and the muscle control 
variables are estimated. Essa and Pentland [36] modified the 
previous approach by using an optimal optical flow method. A 
looping-system is used for the correction of the physical model. 
The system can learn the，，ideal” spatio-temporal patterns for 
coding, interpretation and recognition of facial expressions. 
Yacoob and Davis [129] worked without the physical model 
and based on the statistical distribution of the motion direction 
field to classify the expressions that are constructed by a mid-
level symbolic representation. Each feature is represented by a 
rectangular window rather than a set of control points. This 
tracking algorithm combines the spatial and temporal informa-
tion at each frame. The flow magnitudes are computed by the 
optical flow field and the motion vectors are quantized into eight 
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directions. The six expressions are recognized when the satisfac-
tory actions are detected. Rosenblum et al. [104] extended the 
former approach and applied the Radial Basis function Network 
for classifying the facial expression. 
The previous approaches recognize facial expressions into a 
small set of prototypic expressions such as happiness or sadness. 
Cohn et al. [21] suggested that human's emotion expressions 
are complex and varied. The prototypic expressions seldom oc-
cur in daily life. Thus, they capture the full range of emotion 
expression by discriminating the subtle changes in facial expres-
sion that based on feature point tracking. Figure 2.17 shows the 
manually marked facial point for tracking. The displacement of 
different feature points are used to form flow vectors that will 
be applied the discriminant function analysis to extract the high 
level features. 
Global analysis approach 
The PCA method has been applied on the expression recognition 
by Lanitis et al. [69]. They proposed a generic, compact and 
parameterized model to represent the facial appearance. The 
model is generated by a set of feature points as shown in Figure 
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2.18. A mean shape and mean image are first calculated from 
the training images. All the face images will be normalized to 
a shape-free face image and transformed to the mean shape. 
The Active Shape Model search (ASM) [22] is employed to de-
form the original image into the shape-free image. The PCA 
technique is applied to extract the feature parameters both in 
the shape model and gray-scale model. That paper had shown 
the possibility of applying the generic approach that includes 
pose estimation, person identification, gender recognition and 
expression recognition. 
Kimura and Yachida [64] performed PCA on the motion vec-
tors to form a 3D emotion space. Potential Net model is used 
for extracting motion flow of facial expression. The displace-
ment vector is calculated from the position of deformed grids 
and PCA is performed on these vectors to form the subspace. 
Each of the expressions is described by the top three principal 
components and the degree of them is estimated by the distance 
from the origin point. 
In previous study [7], FLD can improve the recognition per-
formance when compare with PCA. Donate et al. [30] apply 
the FLD method for the expression recognition. The linear as-
sumption for facial expression classification is that the images 
of a facial action across different faces while the images of the 
same person lie in a linear subspace for face recognition. They 
called this method as Fisher Act ions. The steps of the method 
are already explained in previous sub-section face recognition. 
The goal is to find a transformation matrix by (2.10). 
Besides Fisher Act ions, Donate et al. [30] also applied ICA 
for facial expression recognition. The procedure of performing 
ICA is similar to that used in face recognition. ICA can pro-
cess high-order dependencies of the image set include nonlinear 
relationships among pixel information while PCA and FLD are 
based on second-order dependencies. However, the inherent or-
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dering of the independent components is not known. They define 
the ratio of between-class to within-class variability r, for each 
coefficient 
r = "^b—n (2.40) 
J within 
where abetween = T^jiajk — akf is the variance of the j class 
means and ayjUMn 二 T^j YUi^ijk — ^ jkf is the sum of the variances 
within each class. The independent component representation 
is selected by the first p independent component according to 
the class discriminant power. ICA gave the best performance 
among several methods that descried in their paper. 
Hong et al. [54] applied the idea of EBG for facial expression 
recognition. A personalized gallery, that contains images of the 
same person with different facial expression, is constructed for 
each person. Node weighting and weighted voting are used for 
classification of expression. Gabor feature space is also optimal 
in high frequency components. This provides a good method 
for representing feature of facial expression. Lyons et al. [83 
combine the Gabor wavelet representation and the grid represen-
tation of face to form a labeled graph vector (LG vector). This 
LG vector is first perform the PCA to reduce the dimension and 
then LDA is used to clusters the facial attributes. This method 
can be generalized to perform on facial expression, gender and 
race recognition. 
Zhang et al. [134] proposed a method that combine two types 
of features. One is the geometry position of 34 facial points and 
the other one is the Gabor wavelet coefficients with 3 different 
scales and 6 different orientations. Each image is convoluted 
with the Gabor kernels to form a 612(3x6x34)-dimensional vec-
tor for further process. A multi-layer perceptron is used to train 
the system. The experiment results show that the number of 
hidden nodes can be reduced when using both the Gabor coef-
ficients and geometry positions. 
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119] 
Local analysis approach 
Permanent facial features and transient facial features are ex-
tracted for expression recognition by Tian et al. [119]. The 
permanent features include brows, eyes and mouth, that are 
commonly used by other approaches. The transient features are 
produced by contraction of the facial muscles or by aging effect 
that include facial lines and furrows. Figure 2,19 shows an ex-
ample of furrows near the nose region. Canny edge detector is 
used to quantify the amount and orientation of furrows. These 
features are translated to a set of parameters that describe the 
position, shape and orientation of the features. The parametric 
descriptions of features are then passed into the neural network 
for training and recognizing. The experimental results show 
that the parameterization of facial features perform well when 
compare with the template-based approach. 
Donate et al. [30] defined local filters based on the Gabor 
wavelet decomposition for expression recognition. This method 
is developed based on Lades et al. [68]. The mother kernel of 
Gabor wavelet 2.33) is used to generate a set of filters to convo-
lute with the original 5-image. The outputs jets calculated by 
(2.34) were downsampled by a factor q to reduce the dimension 
of the output data and normalized to unit length. Figure 2.20 
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Figure 2.20: An example of the Gabor decomposition (a) Original (5-image. 
(b) Gabor kernels (low and high frequency) with the magnitude of the filtered 
image to the right. [30 
shows an example. The resulting outputs form the feature vector 
for further similarity measure and classification. By observing 
the experimental result, they conclude that higher spatial fre-
quency bands of the Gabor filter representation contain more 
information than that of the lower frequency bands. 
We have summarized the techniques used to extract the fea-
tures for facial expression recognition. We find that the repre-
sentation methods are very similar to those of face recognition 
except the optical flow for detecting the motion of muscle. 
2.2.3 Other related work 
Beside the face recognition and expression recognition, age pre-
diction is a tough problem on face processing field. Researcher 
has put much effort to improve the accuracy, however, the tech-
niques are not mutual. One argument of the problem is that 
even if human still cannot have confident to confirm the cor-
rectness of results. 
Tiddeman et al. [120] proposed a wavelet based method for 
transforming facial feature. They first construct a shape model 
by averaging the position of the feature points, 
x'^  二:Ts + - Xpi) (2.41) 
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colors at each pixel. [120 
where Xs is the original shape vector, x'^  is the transformed shape 
vector, and Xpi and Xpi are the normalized source and destina-
tion prototype shapes, respectively. ASM [22] are applied to 
place these feature points and warp the original image to the 
mean shape. A color model is then calculated by the mean 
color, 
c； 二 c J (c,2 - c,i) (2.42) 
where c^  is the warped image, 4 is the final transformed image, 
and Cpi and Cpi are the warped source and destination proto-
type images, respectively. Figure 2.21 shows the transformation 
process of the shape and color from a younger adult (approxi-
mately 30 years old) to an older adult (approximately 60 years 
old). However, they point out that the wrinkles aren't captured 
in their prototype image�The texture-enhanced facial proto-
type is suggested by them. A wavelet-based method is early 
introduced in [114] for texture image. The usage of wavelet is to 
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adjust the amplitude of edges in the prototype image. A variety 
of different edge-detecting wavelet filters at different scales and 
orientations are applied in that paper. A locally weighted mea-
sure of the edge strength a at each point (x, y) in a particular 
wavelet subband w is defined as: 
cTwix, y) = K 本 V I y) I (2.43) 
where h^ and hy are the ID cubic B-spline smoothing filers, used 
to filter (* operator) along x and y axes, respectively. These 
values can be used to amplify the edges of the shape and color 
prototype w to have more representative local values: 
如 ) = ( 2 . 4 4 ) 
where is the smoothed magnitude of subband w of the shape 
and color prototype at pixel (x,y) and v is the wavelet trans-
form of the resulting texture-enhanced prototype. The texture-
enhanced transformation process is shown in Figure 2.22. The 
experiment results show that the average perceived age for ap-
plying the texture-enhanced transformation are five times more 
effective. 
Lanitis et al. [70] presented one of the first papers to focus 
on aging variation in a systematic way. A shape model and an 
intensity model are built for the approach; this idea is based on 
69]. The principle component analysis is performed on these 
two models to reduce the data dimensionality. Detailed proce-
dure and description are presented in [69]. The original image is 
first applied active appearance models (AAM) [32] to locate the 
landmarks for deforming the shape into the mean shape. The 
effect of the model parameters is shown in Figure 2.23. Aging 
functions age = f{b) are aimed to isolate the aging variation. 
Three formulations: a linear, a quadratic, and a cubic are de-
fined as 
age = offset + w^b (2.45) 
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Figure 2.22: The texture-enhanced transformation process. Wavelet pyra-
mids from these two images are built and the magnitudes are calculated. 
1 2 0 ； 
age = offset jw^b + (2.46) 
age=�ffset+w(b + w {^b2) + wl {b� (2.47) 
where b^  are vectors containing the squares and the cubes of 
the 50 raw model parameters, respectively, Wi,W2, w^ are vectors 
containing weights for each elements of b, respectively. Ge-
netic algorithm is used to calculate the optimum parameters of 
the aging function to minimize the difference between the actual 
ages of training images and that of estimated one. By using the 
aging function, a set of raw model parameters can be converted 
to an estimated age: 
b 二 f-i—e). (2.48) 
The facial appearance of an individual can be simulated or elimi-
nated for different ages. The new model parameters of the target 
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age is defined as: 
hnew = Kow + 一 (2.49) 
where 1)誦 are the face parameters for the given face image, 
age誦 is the estimated age of the subject in the image, age卿 is 
the target age, 1>腳 are the estimated model parameters. This 
approach can help to predict the facial appearance of wanted or 
missing persons for several years later. Also, the current records 
of the face database can be updated using the automatic age 
simulation. 
2.3 Discussion about facial feature 
Facial feature extraction method is the most important part for 
face recognition. In this section, the performance evaluation and 
the evolution of the face recognition are presented. 
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Table 2.4: The most famous face database for face recognition  
Data set Description  
M I T Media Laboratory [122] 16 subjects with variants in scale, lighting and head rota-
tion  
O R L Database (AT&T) 10 different images of each of 40 distinct subjects  
Yale Database 11 images per subject, 15 individuals, Images with expres-
sions, glasses and different illumination changes  
Yale Database B [42] 10 subjects each with 9 poses x 64 illumination conditions 
F E R E T Database [102] A large database that more than a thousand of subject 
and Images with different expressions, different pose and 
different lighting conditions  
U M I S T Database [45] 564 images of 20 subjects. Images with variant in poses 
from profile to frontal views, race, sex and appearance 
University of Bern Database 300 frontal images and 150 profile images of 30 subjects 
Purdue A R Database [87] Over 4,000 color images of 126 subjects with different ex-
pressions, illumination conditions and occlusions  
M 2 V T S Database [ 1 1 ] 3 7 different subjects and 5 multimodal shots for each sub-
jects  
T h e E x t e n d e d M 2 V T S D a t a b a s e Four recordings of 295 subjects head shot with rotation, 
(XM2VTS)[91] that taken over a period of four months, high quality colour 
images, video sequences and a 3d Model  
University of Stirling Database 35 subjects with 3 poses and 3 expressions  
Table 2.5: Other face database  
Data s e t D e s c r i p t i o n  
Harvard Database [51] 10 subjects each with 5 cropped, masked, single 
light source, frontal-view images  
Shimon Edelman's Database 28 subjects each with at least 60 images, variants 
in pose, illumination and expression  
The Japanese Female Facial Expression 10 Japanese female models with totally 213 im-
(JAFFE) Database [83] ages of 7 facial expressions  
University^OuluPhysics-Based 125 subjects of color images with variants in illu-
Database [85] mination, poses and with/without glasses 
BioID Database [59] Each one shows the frontal view of a face of one 
out of 23 different subjects. Some images con-
tains manually set eye postions, totally 1521 im-
ages  
C V L Database [1] 114 subjects each with 7 images  
M a x Planck Institute Database 7 views of 200 laser-scanned (Cyberware T M ) 
heads without hair  
Essex University Database 20 color images for each 395 subjects that vari-
ants in races, age, lighting condition  
2.3.1 Performance evaluation for face recognition 
It is important to evaluate the performance in terms of recog-
nition rate using standard face database. Table 2.4 and Table 
2.5 show some famous face databases for face recognition and 
the remaining face database, respectively. The resource paths 
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Table 2.6: The resource path of the face database for face recognition 
Data set Resource path  
M I T Database [122] ftp://whitechapel.media.mit.edu/pub/images/  
〇RL Database http://www.uk.research.att.com/facedatabcise.html  
Yale Database http://cvc.yale.edu/projects/yalefaces/yalefaces.html  
Yale Database B [42] http://cvc.yale.edu/projects/yalefacesB/yalefacesB.htmI 
F E R E T Database [102] http://www.itl.nist.gov/iad/humanid/feret/  
U M I S T Database [45] http://images.ee.umist.ac.uk/danny/database.html  
University of Bern Database ftp://iamftp.unibe.ch/pub/Images/FaceImages/  
A R Database [87] http://rvll.ecn.purdue.edu/ aleix/ar.html  
M 2 V T S Database [11] http：//www.tele.ucl.ac.be/PR0JECTS/M2VTS/ 一 
X M 2 V T S Database [91] http://www.ee.surrey.ac.uk/Research/VSSP/xm2vtsdb/ 
University of Stirling http://pics.psych.stir.ac.uk/ 
Database  
Harvard Database [51] ftp://ftp.hrl.harvard.edu/pub/faces  
Shimon Edelman's Database ftp://eris.wisdom.weizmann.ac.il/pub/FaceBase/  
J A F F E Database [83] http://www.mis.atr.co.jp/ mlyons/jaffe.html  
Oulu Database [85] http://www.ee.oulu.fi/research/imag/color/pbfd.html  
BioID Database [59] http://www.humanscan.de/support/downloads/facedb.php 
C V L Database [1] http://www.lrv.fri.uni-lj.si/facedb.html  
M a x Planck Institute http://faces.kyb.tuebingen.mpg.de/ 
Database  
Essex University Database http://cswww.essex.ac.uk/allfaces/  
Table 2.7: Face Recognition results under different database 
Method Database - Recognition rate% (Dimension)  
“ O R L Yale F E R E T * U M I S T Bern A R [87] 
"^genface [122] 93.1(22) 80.6(30) 50(25) 91.5(12) 100(20) 55.4(20) 
Fisherface [7] 87.8(22) 99.4(1^ 67(25) 94.8(12) x X 
D - L D A [132] 93.7(22) x x 96.5(12) x x 
D F - L D A [82] 95.7(22) x x 一 97.8(12) x x 
E F C [77] X X 98.5(25) x x x 
ICA [5] X X 99.8(200) “ x x x 
D C T [33] 100.0 X X x x x 
K P C A [63] 97.5(120) x x 86(12) x x 
K D D A [81] X X X —95(12) x x 
E B G [126] X X ^ X X x 
G F C [78] X X 95(25) “ x x x 
Line segments [28] 99.7* x x x 99.7* x 
L E M [41] X 85.4 X I X I 100 I 96.4  
Note: *= Combine the O R L and Ben database to form one larger database. 
•= 600 F E R E T frontal face images corresponding to 200 subjects. 
of each face database are given in Table 2.6. These benchmark 
data sets are constructed to evaluate different approaches in cer-
tain domains. We summarize the recognition results as shown in 
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Table 2.7. These results are getting from several papers [7], [82], 
77], [33], [81], [63], [78], [5], [41]. The values inside the bracket 
mean that the number of feature selected for the testing. Al-
though Table 2.7 shows the performance of these methods, we 
can not conclude the best representation method. There are 
several reasons that make the comparison become difficult. 
1. The reported results are based on tuning parameters and 
data sets. W e can observe that not all the approaches have 
been tested on the same data sets. Each face database 
has its own characteristic. The strength and weakness of 
different approaches can not be shown when testing on a 
small set of database. Besides, a set of experiments done 
by different set of parameters may give a variety of result. 
The number of features selected for the representation is an 
example of parameter. 
2. The training and testing data may not perform the same 
pre-processing step before applying the methods. The most 
common step is to normalize the pixel values and to deform 
the image into pre-defined template such as the alignment 
of eyes. Different system architecture affects the recogni-
tion rate significantly. 
3. The recognition rate may vary when different similarity 
measure functions are used. Cox et al. [24] show that 
the important of using a suitable classifier when using the 
same set of extracted features. Each approach has its own 
property, they may benefit on one similarity measure but 
not the others one. W e can not make any assumption on 
this important factor when evaluate different representation 
methods. 
Evaluation protocols such as Lausanne protocol and Brussels 
protocol have been used in face verification contest [89]. One of 
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the famous face recognition competitions F E R E T also provides 
a set of testing procedure to measure the algorithm performance 
94], [102]. However, these kind of protocols are developed for 
performance measure of mature face recognition system. Re-
searcher may have difficulty to perform the evaluation protocol 
for their prototypes. A standardized evaluation protocol should 
be well designed with clearly description to perform the eval-
uation. The description of the protocol must include how to 
find a representative universal test set. One suggestion [130] of 
evaluation on a small test set is that the test set is randomly 
chosen in each evaluation. Moreover, pre-processing steps are 
necessary to improve the quality of the images before extraction 
of the features. The training time and recognition time are usu-
ally ignored by most of the papers. A good evaluation protocol 
should keep in concern for these factors. 
2.3.2 Evolution of the face recognition 
After we have shown a number of different methods that have 
been applied on the face recognition task. Figure 2.24 shows the 
evolution of the face recognition methods for these ten years. W e 
summarize the trend of the evolution into three main ideas. 
1. Modify to kernel-based approach. The motivation of this 
modification is due to the non-linear characteristic of face 
problem. The comparison between linear and kernel based 
methods is being studied by [48]. The experimental results 
show that kernel-based method does not ensure better per-
formance if the original input data is close to linearly sep-
arable. The linear-based extraction method may achieve 
similar result if the classifier is using a kernel function. This 
shows the characteristic of face is a non-linear problem and 
kernel-based approach is superior to linear-based method. 
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Figure 2.24: The evolution of the major face recognition approaches. 
2. Adopt the deformable model. The deformable models are 
trained from examples that are superior to adapt a pre-
defined template. The face image can first transform into 
a sharp-free image and perform the extraction method for 
further classification. This method can be more robust to 
variant in pose changes. 
3. Combine the pixel information and geometry information. 
Researchers discovered that the geometry features contain 
discriminating power not less than the pixel information. 
They start to integrate both the pixel information and ge-
ometry information to improve the performance. 
2.3.3 Evaluation of two state-of-the-art face recogni-
tion methods 
There are two recently used techniques that give a great impact 
in the face recognition literature. The two techniques are Eigen-
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Figure 2.25: Snapshot of the implementation of Eigenface (left) and Gabor 
wavelet (right) 
face by Alex P. Pentland [122] and E B G by Laurenz Wiskott 
126]. These techniques are recent and have apparently promis-
ing performances, and are the representative of new trends in 
face recognition. Evaluation of these two methods help to learn 
more about the literature. 
The Eigen features and Gabor wavelet coefficients are tested 
in the experiment. Figure 2.26 shows the Gabor filters that ap-
plied in our experiment. The snapshot of the evaluation program 
is shown in Figure 2.25. The O R L face database is evaluated, 
that contains 40 subjects each of 10 images. In our experiments 
15 eigenvectors are extracted for Eigenface and 12 fiducial points 
are selected for extraction of Gabor wavelet coefficient. The se-
lected fiducial points (Figure 2.27) are: 
• Eye bows (1’ 2, 4 and 5) 
• Pupil of eyes (3, 6) 
• Nose (7, 8 and 9) 
• Mouth (10, 11 and 12) 
The images are divided into training set and recognition set. 
For the training set, the notation for the training list (tsAxB) 
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.Figure 2.26: The real part of the Gabor filter with 5 frequencies and 8 ori-
entations 
means that the first B images of each of the first A subjects in 
the database is trained. For the recognition set, the notation for 
the recognition list (rsAJB) means that the B image of each of 
the first A subjects in the database are recognized. By using a 
series of training set and recognition set, different combination 
of the results are shown in Table 2.8 for Eigenface and Table 2.9 
for Gabor wavelet coefficients. 
For the 〇RL database, the Eigenface has a better perfor-
mance (91.94%), rather than that of Gabor wavelet coefficients 
(80.92%). The result is not similar to that of the result from 
Jim Zhang [133]. There are some possible reasons for the results. 
First of all, the F B G formed doesn't have enough variation in 
the appearance of face. As the paper suggests including about 
70 different variations include different age, gender and appear-
ance. However, we have only 40 different subjects in the O R L 
database. Secondly, we only select 12 fiducial points for the 
experiments, the number of points is small when compare to 
the original approach. Moreover, faces are only compared with 
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Figure 2.27: Example of selected fiducial points  
Table 2.8: Results for Eigenface using 15 eigenvectors  
rs40_9 rs40-10 — Average  
Best 2nd best 3rd best Best 2nd best 3rd best Best 2iid best J S r d best 
• tslOx4 100 100 100 90 70 70 95 ^ 85 
tsl0x6 I M 100 100 - 90 100 70 95 100 85 
tslOxS 10"0~ 100 — 100 90 90 90 95 95 95 
ts20x4 80 70 ~ 55 85 75 65 82.5 72.5 60 
ts20x6 95 80 — 65 90 85 80 92.5 82.5 72.5 
ts20x8 95 95 90 — 90 95 80 92.5 95 85 
ts30x4 ‘ 83.3 70 60 86.7 73.3 60 85 71.65 60 
ts30x6 96.7 ~ ~ ^ . 7 66.7一 93.3 —86.7 83.3 95 86.7 75 
ts30x8 96.7 96.7 [ o ^ 93.3 93.3 86.7 95 95 90 
‘ Mean: 91.94 87.04 78.61 
the Gabor wavelet coefficients while the edge information are 
omitted. 
Eigenface is essentially a technique that use the minimum 
distance classifier, that is optimal if the lighting variation be-
tween the training set and recognition set can be modeled as 
zero-mean. It also success when the mean is nonzero but small. 
W h e n the changes in lighting are large, the result will have a 
significant decrease in recognition rate. The reason is that the 
distance between two face images is dominated by the lighting 
factor rather than the differences between the two faces. If the 
pose varies, the training set needs other profile-view in order 
to recognize such poses. If the Eigenface is used in a practical 
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Table 2.9: Results for Gab or wavelet coefficient using 12 nodes  
rs40_9 rs40_10 Average  
Best 2nd best 3rd best Best 2nd best 3rd best Best 2nd best 3rd best 
~tsl0x4 I 90 I 90 50 | 70 | 60 40 | 80 丨 75 45 
tsl0x6 ^ ^ ^ TO 70 ^ 75 80 60 
tslOxS ^ TO 70 70 50 80 7b 60 
ts20x4 85 TO ^ 7 5 6 0 50 80 ^ 55 
ts20x6 85 85 65 80 ^ 65 82.5 82.5 65 
ts20x8 ^ % ^ 80 80 65 82.5 87.5 70 
ts30x4 80 ^ 83.3 60 50 81.65 60 51.65 
t s 3 0 x 6 ^ ^ 86.7 83.3 50 85 81.65 56.65 
ts30x8 ^ 93^ tK? 83.3 86.7 73.3 81.65 | 90 | 75 " 
Mean: 80.92 77.41 59.81 
system, scale, position and lighting conditions should be pro-
vided for the system to ensure high recognition rate. Eigenface 
can take the advantages of computational efficiency when the 
Eigenfaces are stored and the dimension of these vectors is not 
large. 
E B G makes use of Gabor features, being the output of band-
pass filters, and these are closely related to derivatives and are 
therefore less sensitive to lighting changes. Also, this approach 
contains features only at the key node of the image rather than 
the whole image. This can reduce the noise taken from the back-
ground of the face images. Together with other important ad-
vantage, it is relatively insensitive to variations in face position 
and facial expression. The matching procedure uses the F B G as 
a face template for finding the precise fiducial point, that solves 
the problem for automatically localization. The stored data can 
be easily expanded to a database for storage. W h e n a new face 
image is added, no additional afford is needed to modify the 
templates, as it is already stored in the database. This advan-
tage has overcome the Eigenfaces because of the recalculation 
of the projection. 
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2.4 Problem for current situation 
H u m a n visual system is the perfect face processing system that 
has a wide ranges of functionality. A n ideal face processing 
system can retrieve all the features that can be captured by 
the human visual system. Different research work are developed 
based on our human visual system that is the ultimate goal of an 
ideal face processing system. The system is supposed to provide 
as much information as possible from the image or a sequence of 
images. There are several face processing fields that researchers 
currently focus on, include 
• Face detection 
• Face recognition 
• Expression recognition 
• Face tracking 
• Age classification 
• Gender classification 
• Pose-estimation 
Different techniques are developed to extract the features, and 
have been applied to different fields. The representation of the 
features is important for classification problem regarding face 
recognition. Several computer vision systems [99], [128], [53], 
17] had integrated some of the face processing fields. There are 
two main types of face processing system, i.e., face recognition 
system for the security issue and human computer interaction 
system for people to communicate with the computer. The re-
sult of famous Face Recognition Vendor Test from F E R E T is 
released [101]. They conclude that those mature face recogni-
tion systems have weakness on outdoor performance and the 
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recognition rate decreases linearly when the elapsed time be-
tween the database and the new image increases. These show 
that systems are not robust to variants in lighting condition and 
aging effect. Although, there are various techniques to extract 
features. Integration of all techniques into the system is not yet 
success. These reduce the robustness of the developed systems 
due to various environmental changes. These variations include 
illumination changes, variant in poses, variant in facial expres-
sions and partially occlusion of face, etc. The caricature of face 
is one of improvement for face recognition [23], [25]. Researchers 
2], [86] start to tackle the problems and to develop an automatic 
face processing system. 
W e have summarized the facial feature from the past work 
into two main categories: geometry information and pixel in-
formation. Numerous new techniques have been developed to 
retrieve these features. The goals of this chapter are to sum-
marize and to analyze the extraction techniques and the repre-
sentation methods in various face processing fields. This helps 
us to know more about the strength and weakness of current 
technology and the general direction of development. However, 
various papers are evaluated using different face databases. The 
performance comparison among different approaches becomes 
difficult. Even if we have a standardized database for testing, 
different pre-processing steps and training procedures will affect 
the results. To deal with this problem, a standardized evaluation 
protocol should be designed to perform a subjective evaluation. 
The evolution of the face recognition are also presented to give 
the roadmap of the techniques. Human computer interaction 
system and automatic face recognition system are challenging 
work in pattern recognition area. Lots of research work have 
been focused on these problems. However, the developed sys-
tems work properly on the specify environment only. There are 
a wide ranges of improvement to increase the robustness of the 
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system. 
• End of chapter. 
Chapter 3 
Face Detection Algorithms and 
Committee Machine 
Detecting face is the key factor for the success of the face process-
ing system. There are many face detection approaches recently 
and are contrasted to the appearance-based methods. They rely 
on statistical analysis and machine learning to find the charac-
teristics of face and non-face pattern rather than using a pre-
defined template or rules. Turk and Pentland applied principal 
component analysis to face detection [122]. In [105], Rowley et 
al. use neural networks to learn face and non-face patterns for 
face detection. Support Vector Machines is used by [98] and 
demonstrated the success in detecting frontal faces. Roth et al. 
proposed Sparse Network of Winnows, S N o W algorithm [131], 
that proposes the primitive feature space for the learning pro-
cess. 
In recent years, an ensemble of classifiers has proven to pro-
vide a better estimator than the use of a single classifier. The 
basic idea for the committee is to train a set of estimators and 
combines the results to make a final decision. There are several 
approaches proposed by researchers in the literature such as en-
semble of neural network by Hansen and Salamon [52], boost-
ing by R. Schapire [108], gating network by Jacobs et al. [58], 
bagging by L. Breiman [12], hierarchical mixtures-of-experts by 
Jiang and Tanner [60] and designed committee by [18]. These 
approaches have been applied for financial prediction, e.g. [47 
6 1 
Chapter 3 Face Detection Algorithms and Committee Machine 62 
29], and face processing likes face recognition [50] and gender 
classification [49] but not yet in face detection. 
In this chapter, an introduction about face detection is given. 
Moreover, Face Detection Committee Machine ( F D C M ) is pro-
posed, that combines S N o W algorithm, S V M and N N as our 
experts. Reviews for these three methods and description of 
F D C M are presented. Yang et al. [130] point out that there 
is no standard method or procedure to evaluate various face 
detection approaches because papers use different training and 
testing data for their experiment, and different infrastructure 
to find faces in images. There is no comparative study on dif-
ferent face detection methods. Thus, we present a comparison 
on S N o W algorithm, S V M , N N and F D C M using experimental 
result. The evaluation shows that our machine performs better 
than the other three individual algorithms in terms of detection 
rate, false-alarm rate and R O C curves. 
3.1 Introduction about face detection 
Existing face detection techniques are summarized by [130]. There 
are four main categories of approaches, 1) knowledge-based, 
2) feature invariant, 3) template matching and 4) appearance-
based. 
1. Knowledge-based. This approaches are based on the hu-
man rules derived from the researcher's knowledge of hu-
man faces. It defines simple rules to describe the features 
of a face and their relative positions or relationships. The 
main problem of this approach is difficult to translate the 
human knowledge to computer-coded rules. If the rules are 
too detailed, the system may fail to detect faces and causes 
many false negatives. If the rules are too general, it may 
give many false positives. W h e n the face is in different 
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poses, the rule needs to be changed and this is challenging 
to enumerate all possible cases. 
2. Feature invariant. Researchers find invariant features of 
faces for detection. They find out some properties or fea-
tures that exist in different poses and lighting conditions, 
and use these features as the indicator of presence of face. 
The problem of this approach is that the image feature can 
be corrupted or changed due to illumination, noise, and 
occlusion. 
3. Template matching. A standard face pattern is manually 
predefined. Correlation is used to compute the value be-
tween input image and the standard pattern. The higher 
the value, the higher the probability of existence of face. 
This approach is easy to implement but it has been proven 
to be inefficient to detect face with variation in pose, scale, 
and orientation. Thus, deformable templates have been 
used to achieve scale and shape invariance. 
4. Appearance-based. For the template matching methods, 
experts need to predefine the templates, but the "tem-
plates" used in the appearance-based method are learnt 
from the examples in training images. This is a kind of 
statistical analysis and machine learning to find the char-
acteristics of face and non-face images. The distribution of 
these facial features derived from the features form mod-
els or discriminant functions. The dimension of the fea-
ture vector is usually high, thus, dimensionality reduction 
is needed to increase the efficiency. To detect faces, there 
are two main stream of methods. One is the probabilistic 
framework, or maximum likelihood to classify a candidate 
image location as face or non-face. Another approach is 
to find a discriminant function between face and non-face 
classes. 
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This section provides an introduction on face detection. W e 
can conclude that the appearance-based approach is superior 
than the other three approaches. In general, face detection is a 
two class recognition problem that choose the answer between 
face and non-face. The accuracy of the classification result are 
depended on the feature extracted from the training data. How-
ever, most of the papers have shown their experimental results 
on different test data. A subjective comparison is not possible 
by using the results shown in those papers. 
In next section, we propose a committee machine for face 
detection. Three methods from the appearance-based category 
are chosen as the committee members. Moreover, we perform 
the evaluation among these three methods and the committee 
machine with the same training and testing data to have a sub-
jective comparison. 
3.2 Face Detection Committee Machine 
For a traditional committee machine, it applies homogeneous ex-
perts (Neural Networks or Radial Basis Function) that trained 
by different training data sets to arrive at a union decision. 
However, no one has yet focused on heterogeneous experts on 
face detection problems in the current status. W e propose the 
engagement of committee machine with heterogeneous experts. 
This is the first effort to employ different state-of-the-art algo-
rithms as heterogeneous experts on committee machines in face 
detection. W e include S N o W algorithm, S V M and N N in face 
detection to validate any possible face images. The use of com-
mittee machine can capture more features in the same training 
data and overcome the shortcoming of each individual approach. 
The reasons why we choose those three methods are that they 
are both statistics approach that operate with gray-scale images 
and can use the same training data to train each expert. 
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3.2.1 Review of three approaches for committee ma-
chine 
Our committee machine consists of three approaches, a) S N o W 
algorithm by Roth et al. [131], b) S V M [124] and c) N N by 
Rowley et al. [105]. A brief introduction about these three 
approaches is given. 
S N o W 
Sparse Networks of Winnow algorithm is proposed by Roth et 
al. [131] for face detection. This is a learning approach for 
detecting faces using a network of linear units over a common 
pre-defined feature space. The input image is encoded into a 
feature space using the position and intensity values of pixels. 
The feature index is calculated by 
256 X (y X + x ) + / (x, y) (3.1) 
where w is the width of the image, is the coordinate of 
the pixel, I{x,y) is the intensity of the pixel [0,255]. This rep-
resentation can ensure one and only one feature is active for the 
position {x,y) with I{x,y). This is so-called primitive features. 
Each input image is mapped into a set of features, that are ac-
tive, and propagates to the target node. The input layer of the 
network represents simple relation for the input features, that 
are connected to a target node. Let At {h,——,im} be the 
set of active features and are linked to the target node t. Then, 
the target node is active: 
Y M 〉 e t (3.2) 
ieAt 
where wj is the weight on the edge connecting the ith feature 
to the target node t, and 6t is the threshold of target node t. 
Winnow update rule is used to update the set of weight w\ only 
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Figure 3.1: A hyperplane that separate two set of data 
when have an error in prediction. It contains two steps, 
w\ = a^ w\ for a > 1 (3.3) 
w\ = (3^ w\ for 0 < /? < 1 (3.4) 
where w\ is the weight, a is the promotion factor and (3 is the 
demotion factor. The promotion step (Eq. 3.3) is used for all the 
active features when the algorithm predicts 0 but the received 
label is 1. While the algorithm predicts 1 but the received la-
bel is 0, the demotion step is used (Eq. 3.4). The network is 
then trained repeatedly until the errors reduce to a pre-defined 
threshold. 
S V M 
Osuna et al. use the S V M classifier to detect faces [98]. This ap-
proach is to find out a hyperplane that can separate two classes 
to have the smallest generalization error. Moreover, the hy-
perplane leaves the maximum margin between the two classes, 
where the margin is the sum of the distances of the hyperplane 
from the closest point of the two classes (Figure ??). The S V M 
classifier has the form: 
fix) 二 sign(E Xi) + b) (3.5) 
i 
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Figure 3.2: System diagram of Rowley's method. Each face is preprocessed 
before feeding it to neural network. [105 
where K(x, Xi) is the kernel function. W e can choose different 
function as the kernel function. In most cases, two classes can be 
separated using a linear function kernel. However, the problem 
of classification of face pattern cannot be solved well, we use 
polynomial kernel of second degree instead of linear kernel to 
solve the problem. 
Neural network 
Neural networks have been applied successfully in face detection. 
The most significant work is done by Rowley et al. [105]. They 
use a multi-layer neural network to learn the face and non-face 
patterns from images. In Figure 3.2, the first component of this 
method is a neural network that receives a 20x20 pixel region 
of an image and outputs a score ranging from [-1,1 . 
They use a number of simple processing elements that indi-
vidually deal with pieces of a hard problem. Each processing 
element simply multiples inputs by a set of weights, and a non-
linearly transforms the result into an output value. The mul-
tilayer perceptron is commonly used architecture. Figure 3.3 
shows the architecture, the left column is the input layer, the 
middle column is the hidden layer and the right column is the 
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Figure 3.3: The architecture of the multilayer perceptron 
output layer. The line connected between nodes represents the 
weighted connection. The output of the node is calculated by: 
Xij * Wij (3.6) 
where i is the input connection to node j, Xij is the input value 
from i to j and Wij is the weight of connection from i to j. The 
output of the network is compared with a desired response to 
produce an error. A n algorithm called back propagation method 
is used to adjust the weights a small amount at a time to reduce 
the error. The network is trained by repeating this process many 
times. The goal of the training is to reach an optimal solution 
based on the performance measurement. Multi-resolution of the 
input image is used to detect different size of the faces and the 
arbitrator is used to merge the detection result. 
3.2.2 The approach of FDCM 
The F D C M works according to the confidence value 7\ of each 
expert i. However, the confidence value Ti from each of the 
experts cannot be used directly. Figure 3.4 shows that the dis-
tribution of the confidence value of each expert varies in a large 
range. Thus, we need to normalize the value T] by using the 
statistical information obtained from the training data: 
c^i 二 - A O /〜 （3.7) 
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Figure 3.4: The distribution of confident value of the training data from (a) 
NN, (b) SNoW and (c) SVM 
where is the confidence value from expert z, /i^  is the mean 
value of training face pattern data from expert i, and cr^  is the 
standard derivation of training data from expert i. 
One of the reasons why we need to normalize the confidence 
value is that they are not a uniform function. The confidence 
values that far away from the threshold means the stronger con-
fidence for the decision. This information will be discarded if we 
first binarize the result to true or false. Another reason is that 
not all the experts have a fixed range of confidence value e.g., 
-1,1] or [0,1]. Using statistical approach to model the problem, 
the information of confidence value from experts can be pre-
served. The output value of the committee machine can then 
be calculated using equation: 
= E 购 * (仪i + A * 幻， （3.8) 
i 
where is the criteria factor for expert i and Wi is the weight of 
the expert i. The data is classified as face when the value of (3 
is larger than 0 and non-face pattern when the value is smaller 
than or equal to 0. 
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3.3 Evaluation 
W e apply the C B C L face database from M I T for training and 
testing each of the expert systems. The training set of the 
database contains 2,429 face patterns and 4,548 non-face pat-
terns, that are 19x19 pixels gray-scale and histogram normal-
ized images. The training methods of three experts in the com-
mittee machine are explained below. 
W e have used the S N o W version 2.1.2 package for the im-
plementation of S N o W approach and train the network with 
primitive features representation. For the S V M , the polynomial 
kernel of second degree is chosen to model the problem. A sim-
ple architecture for the neural network with back-propagation 
method is employed. All the input intensity values (19x19) are 
used as input units, that are connected to eight hidden units. 
Each hidden units are then connected to one output unit. 
The experiment uses the same set of training and testing data 
to control the condition. W e evaluate these three approaches 
and the committee machine without any difference in system 
setting. The testing set from C B C L face database contains 472 
face patterns and 23,573 non-face patterns, that are 19x19 pix-
els gray-scale and histogram normalized images. Each testing 
pattern is passed into three experts and then the confidence 
value of the experts are passed into the committee machine. 
The outputs from each single approach are determined by a 
threshold. W h e n the threshold increases, the detection rate and 
the number of false detection will increase at the same time. 
For the F D C M , output value is calculated based on the experts' 
confidence values. W h e n we change the value of criteria factor 
the sensitivity of the committee machine will be affected. 
Input images are classified as face patterns will be increased if 
we increase the value of criteria factor 5i. This property is shown 
in Fig. 3.5. 
Chapter 3 Face Detection Algorithms and Committee Machine 71 
！ ： ： ： 丨 . ！ ： 丨 丨：  
…i:...。.，.：卜二^  
令 C M 
+ Neutral Network ； 
-e- SVM with polynomial kernel 
V SNoW 
J i-- ！ i J J 
False alarm rate 
Figure 3.5: The ROC curves of three different approaches and the committee 
machine 
The Receiver Operating Characteristics (ROC) curves are 
employed to show the characteristic of each approach. The area 
under the R O C curve provides a convenient way to compare 
classifiers. Table 3.1 shows the false alarm rate of each approach 
under the same detection rate. The false alarm rate of F D C M 
is nearly half of the other approach with 80% detection rate. 
F D C M archives lower false alarm rate than the other methods 
with the same detection rate. Table 3.2 lists the best operating 
point of each classifier. Our approach obtains the highest true 
positive rate while maintaining the lowest false positive rate. By 
observation, the statistical model of the committee machine can 
be engaged in the face detection problem and can improve the 
accuracy in classifying face and non-face pattern. 
In summary, we summarize various face detection methods 
and propose a Face Detection Committee Machine, F D C M , us-
ing three face detection approaches, S N o W algorithm, S V M , and 
N N . It forms an expert system to improve the accuracy of clas-
sifying faces. The use of committee machine can capture more 
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Table 3.1: Experimental results on images from the CBCL testing set 
False Alarm Rate 
Detection Rate — N N S N o W S V M F D C M 
10% 0.56% 0.41% 0.05% 0.02% “ 
M 1.37% 1.09% 0.16% 0 . 0 7 ^ 
^ 2.54% 1 . 6 7 % 0 . 4 4 % 0.14% 
40% - ~ 4 . 1 1 % 2 . 9 2 % 0 . 8 3 % 0.41% 
6.32% 4 . 9 1 % 1 . 6 0 % 0 .77% 
m 9.47% 8.47% —3.07% ~ T . 4 1 % 
m 13.89% 14.67% 5.98% 3.90% 
8 0 % 26 .97% ~ 2 7 . 6 2 % 12 .32% 7 . 7 9 % 
^ 48.95% ~ 49.26% 28.60% 22.92% 
Table 3.2: CBCL results 
True Positive False Positive 
71.4% 15.2% 
S N o W — 71.6% 15.1% 
S V M ^ 81.2% 13.2% 
F D C M _ 84 .1% 11 .4% 
features in the same training data and can overcome the inade-
quacy of a single approach. W e present the experimental results 
of committee machine using a data set of about 30,000 images 
and also have a comparison among three different approaches 
under controlled condition. The result shows our machine per-
forms better than the other three individual algorithms in terms 
of detection rate, false-alarm rate and R O C curve. 
• End of chapter. 
Chapter 4 
Facial Feature Localization 
Using statistical approach for face recognition can achieve high 
recognition rate and robust against different variation. However, 
the position of the facial feature point must be known before ap-
plying the statistical analysis like P C A or decomposition using 
wavelet. This shows the important role of facial feature local-
ization. Although there are a number of facial feature detection 
algorithm, like genetic algorithm [73], their complexity is high 
and the effectiveness is not satisfied. In this section, we propose 
two algorithms to locate the facial feature points in gray-scale 
image and color image. For the gray-scale image, the template 
matching method and separability filter are applied. Color in-
formation and separability filter are combined for locating the 
feature points in the color image. Detailed description of the 
algorithms are presented in the following sections. 
4.1 Algorithm for gray-scale image: template 
matching and separability filter 
The proposed localization algorithm is based on the template 
matching method. Eye region is first located to reduce the 
search space for locating the eyes and the use of separability 
filter is to improve the accuracy of finding the position of iris. 
W e assume the input image contains only one face with plain 
background, and faces are frontal-view and half-profile view. 
7 3 
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Figure 4.1: (a) Original image (b) Binary im- pigure 4.2: Vertical projec-
age after applied Sobel filter tion of the binary image 
4.1.1 Position of face and eye region 
W e focus on finding the facial feature points, thus, we simplify 
the segmentation to find the face candidate using the edge de-
tection method. First, W e apply the Sobel filter to the original 
image /(x,y) and obtain a binary image B{x,y), as shown in 
Figure 4.1. The horizontal projection is calculated to find out 
the left and right boundary of the head using equation: 
N-l N-1 
V{x)= E B (x,y)^H{y)= E 妳，办 （4.1) 
x=0 y=0 
The position of left boundary xL, and right boundary xR are 
given by the smallest and largest values of x such that V{x) > 
^^^^ where xq denotes the column x with the largest V{x). The 
upper boundary yU of the head is given by the smallest y such 
that H{y) > 0.1{xR - xL) and the lower boundary yL of the 
head is given by yU + l.2{xR-xL). The extracted region is not 
the exact head region but all the feature points, such as eyes, 
nose and mouth, are included in this region. 
After finding the head location, we use the vertical projection 
of the binary image to find the rough position of the eyes. In 
our experiment, we set the range of eye region to \{xR — xL). 
Figure 4.2 shows the result of the selection. The extraction of 
the eye region is used to reduce the search space and to increase 
the accuracy of finding iris. 
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Figure 4.3: dynamic histogram thresholding technique. The histogram of the 
eye region (left) and the binary image using dynamic histogram thresholding 
technique (right). 
4.1.2 Position of irises 
A new binary image (Figure 4.3) is computed using dynamic his-
togram thresholding technique. In the histogram of the eye re-
gion (Figure 4.3), the first peak area represents the dark regions 
of the eye region, i.e. eyes, eyebrows. The other peak area rep-
resents the skin intensity. W e choose a threshold between these 
two peaks for binarize the image. After choosing the threshold, 
we calculate the ratio of the black and white pixel (fill factor) 
of the new binary image and check whether this value is within 
an interval or not. 
This technique is robust to different skin color. In Figure 
4.4’ comparison between three different binarization methods 
are shown. The standard binarization method using the fixed 
threshold (128 for gray-scale image) and the contour line of re-
sult image is not clear. After using the dynamic thresholding 
method, the contour line of two eyes can be seen. The eye and 
eyebrows can be clearly shown when the dynamic method with 
the fill factor is employed. This helps to determine the horizon-
tal nose position that divides the eye region into two parts and 
each part contains one eye. 
To find the horizontal nose position, the characteristic of the 
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Figure 4.4: An example of different thresholding technique, (a) Original 
image，(b) standard binarization method (c) dynamic thresholding method 
and (d) dynamic thresholding method with fill factor. 
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Figure 4.6: The result of the nose posi-
Figure 4.5: The projection of the tion. (Black line - final position of the nose, 
binary eye region (upper) and the white line - the other two peaks) 
binary eye 
horizontal projection of the binary eye region can be used. The 
projection of the binary image has three peaks and two valleys. 
The eye features form the two valleys and the peak between 
these two valleys is the horizontal nose position. The shape 
of the projection is shown in Figure 4.5. The middle peak of 
the projection is selected as the horizontal nose position (Figure 
4.6). 
Then, two eye templates are used (Figure 4.7) to compute the 
normalized cross-correlation. These eye templates are computed 
by averaging all eyes in the training set. The left part of the 
eye region is used to calculate the normalized cross-correlation 
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Figure 4.7: Eye templates used for 
normalized cross-correlation Figure 4.8: Result of two normal-
ized cross-correlations 
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Figure 4.9: An example of eye candidates. The white cross in the image 
means (a) the maximum value of normalized cross-correlation, (b) the local 
maxima of normalized cross-correlation that greater than Ti, and (c) the 
minimum value of the cost function 
with the left eye template. Figure 4.8 shows the result of the 
normalized cross-correlation. 
The value of the result is ranged from [-1,1] where -1 means 
that the region and template are dissimilar and 1 means that 
they are the same. Let r{ij) be the value of the normalized 
cross-correlation value at pixel {ij), the proposed algorithm 
selects all the local maxima whose value is larger than 
Ti 二 rmax - 0.4 X ar (4.2) 
where r^ax is the maximum value of the normalized cross-correlation 
result in the region and cr^  is the standard derivation of the nor-
malized cross-correlation result in the region. These selected 
candidates are called blobs. Figure 4.9 (b) shows the blobs ex-
tracted from the result. 
If we only use the global maximum of the normalized cross-
correlation value as the position of the iris, the result may be 
sensitive to the noise and yeilds an inaccuracy result, e.g. the 
white cross in Figure 4.9 (a). To make an improvement of the 
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Figure 4.10: The templates used to compute Ci{i) and C2(i) 
accuracy, we introduce a cost function C to evaluate the cost of 
each blob Bi. The idea of cost function is getting from [61] and 
separability filter is used. The equation of the separability [39 
between regions Ri and R2 is: 
AT 。 . 
rj 二 二 TAPi - Prnf ,5l = (Pi - Pmf + n2 (P2 - Pmf 
^T i=l , 、 
(4.3) 
where rik {k = 1,2) is the number of pixels inside Rk, N is the to-
tal number of pixels inside the union of Ri and i?2, Pk {k = 1,2) 
is the average intensity inside Rk,Pm, is the average intensity 
inside the union of Ri and R2, and Pi is the intensity values of 
pixel i. Using equation (4.3), (4.4) and (4.5) to compute the 
cost of each blob: 
C(i) = ⑷ +。2 ⑷ + + • (4.4) 
^ ,.、 |"23 ⑷ 1 4 ⑷ I r m — 1 ^ 2 5 ( 0 - ^ 2 6 ( 0 1 如 ) 一 歷 
G ⑷ 二 ^ ^ T ^ ， Q ⑷ _ m 舶 + m 拟,G ⑷ — ‘ 
(4.5) 
where rj^ y^ is the separability between region and Ry,U{i) is 
the average intensity inside 双，Uav is the average of U(z) over all 
blobs, and R{i) is the value of the normalized cross-correlation 
result. W e use the template of Figure 4.10 at the position (x, y) 
on/(x, y) and then compute the separability 7/23,仍4,仍5 and "26. 
After calculating the cost of all blobs, the position of the 
iris is selected by having the minimum cost value of the blob. 
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Figure 4.11: The estimation of the mouth position. Two irises are found 
using previous method (left), The geometry operation to locate the roughly 
mouth position (center), and the third point is the central mouth position 
(right). 
In Figure 4.9(c), the two irises are chosen using the proposed 
method. This information is used to find the position of the 
mouth in the next section. 
4.1.3 Position of lip 
One of another important facial feature is the position of mouth. 
The positions of two irises are used to roughly locate the position 
of the mouth. Let de be the distance between two irises and dm 
be the distance between the iris and the central part of the 
mouth. The distance dm can use the aspect ratio of d^ and dm 
(around 1.0-1.3 de) to estimate, 
d e < d m < 1.3 X d e . (4.6) 
W e set the distance dm to be 1.1x4 and use geometric operation 
to calculate the position of the central of the mouth m(x, y) as 
shown in Figure 4.11. Then, a mouth region is extracted around 
m(x, y) and the dynamic thresholding technique is applied to 
binarize the region (Figure 4.12). The minimum value of the 
projection of the binary image is the vertical position of mouth 
(Figure 4.13). 
All the result found by the proposed algorithm is shown in 
Figure 4.13 (right), the white box is the eye region, two white 
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Figure 4.12: The calculation of the mouth position. The extracted mouth re-
gion (left), the binary image of mouth region (center), and vertical projection 
of the binary image (right). 
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Figure 4.13: The location of different facial features. The vertical position of 
the mouth (left), and the entire facial feature selected by our algorithm in-
clude the two eye region, horizontal nose position and vertical mouth position 
(right). 
crosses are two irises, the vertical black line is the horizontal 
nose position and the horizontal black line is the vertical mouth 
position. The exact position of the left corner, right corner 
and central part of the mouth is still in development. For the 
proposed algorithm, we focus on the execution time. The per-
formance of this proposed algorithm is evaluated in the next 
section. 
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4.2 Algorithm for color image: eyemap and 
separability filter 
W e first apply the color information and separability filter to 
find the candidates of eyes and mouth. The color information 
gives an efficient way for finding the position of the eyes and 
mouth. The idea of the extraction algorithm is based on [55 . 
The separability filter is applied to construct a sepmap, which 
is then combined with the color information to increase the ac-
curacy of choosing eye candidates. Each pair of eye candidates 
and one mouth candidate are then combined to form a face can-
didate. The final result of the feature points are selected by 
verifying each face candidate. 
4.2.1 Position of eye candidates 
The characteristic of chrominance components of the eye shows 
that high Ch and low CV values are found around the eyes. W e 
find the chrominance eyemap EC by 
+ + (4.7) 
where Ch and CV are the two chrominance components of YCrCb 
color space, Cl, (255 — Crf, C^/Cr are normalized to the range 
of [0,255]. The construction of the chrominance eyemap and 
luma eyemap are shown in 4.14 and 4.15, respectively. 
For the luminance component, morphological operations are 
performed on the Y channel to find the luma eyemap EL, 
EL 二 ( 斯 ） (4.8) 
y e F + 1 V ) 
where Y is the luminance component of YCrCb color space, F 
is an ellipse structuring element, and 0 and 0 are the gray-scale 
dilation and erosion operations, respectively. 
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Figure 4.14: The construction of EC: (a )Ct (b)(255 - C r f , ( c ) § , (d) 
chrominance eyemap EC, and (e) EC after histogram equalization. 
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Figure 4.15: The construction of EL: (a)Upper part of the luma eyemap, 
(b)loweer part of the luma eyemap , (c) the luma eyemap EL, and (d) EC 
after histogram equalization. 
Separability filter is applied to the luminance component. 
The description of the separability filter is given in previous 
section. The coefficients of separability filter form the sepmap 
SEP, that are calculated by equation (4.3) and (4.5). After 
finding two eyemaps {EC and EL), histogram equalization are 
performed to normalize the values of these two eyemaps. The 
resultant eyemap EM is calculated by the formula, 
EM 二 ((EC A N D EC) A N D EL) A N D SEP (4.9) 
where A N D is the multiplication operation. The local maxi-
m u m values of the EM are chosen as the eye candidates. The 
calculation of the resultant eyemap is shown in Figure 4.16. 
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Figure 4.16: The calculation of EM. (a) The original image, (b) EC after 
histogram equalization, (c) EL after histogram equalization, (d) the masked 
intermediate image of ((a) AND (b)), (e) the sepmap SEP, and (f) the 
resultant eyemap EM. 
4.2.2 Position of mouth candidates 
After the eye candidates are found, mouth candidates are chosen 
from the mouthmap using the method proposed by [55]. The 
color of the mouth is red in color, that contains high CV and low 
Cb values of chrominance components. The mouthmap MM is 
constructed as follows: 
M M = C》.{C、-e.%2 (4.10) 
e 二 0.95 •腔 (4.11) 
jJjCj^ 
where C》and CrjCb are normalized to the range [0,255], iic》 
and fjicr are the mean value of C》and ^ inside the face mask, 
respectively. Figure 4.17 shows an example of the mouthmap. 
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Figure 4.17: The calculation of MM. (b)象，and (c) Mouthmap ( M M ) 
The mouth candidates are selected by each local maximum in 
the MM. 
4.2.3 Selection of face candidates by cost function 
Each pair of eye candidates and one mouth candidate are com-
bined to form a face candidate. Each face candidate is first 
verified by the geometry constraint such as the minimum dis-
tance between two eyes, and the ratio of the distance between 
eyes and mouth. This verification step can eliminate most of 
the impossible face candidate. Afterward, the cost of each eye 
candidate is calculated, 
C � -E M { x , y) + SEP{x, y) + U(x, y) + V{x, y) (4.12) 
where i is the index of eye candidate, {x,y) are the coordinate 
of the eye candidate i, EM is the value of eyemap, SEP is the 
value of sepmap, U is the average intensity of the blob and V is 
the sum of the value of the blob in EL. 
For each face candidate, the original image is normalized 
by the position of two eye candidates to form a 19x19 im-
age lN(i,j). These include rotation, re-scaling and histogram 
equalization operations. The face candidate is then evaluated 
by a cost function, that consists of different factors such as the 
confidence value of face detection classifier and the symmetric 
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Figure 4.18: The selection of face candidate and the final output image. Red 
cross is eye candidate and blue cross is mouth candidate. 
property, 
k) = C � + C{j) + SVM似 + SYM{i,j) (4.13) 
where i and j are the index of two eye candidates, k is the 
index of mouth candidate, C{i) is the cost of eye candidate i, 
SVM{i,j) is the confidence value of the S V M classifier using 
input image j), and SYM{iJ) is the coefficient of the 
normalized cross-correlation of the image /iv(z, j) and the mirror 
of the image lN{i,j). The location of the eyes and mouth are 
then determined by the face candidate having the maximum 
cost value. Figure 4.18 illustrates the selection among the face 
candidates and the final normalized face image. The advantage 
of this method is the location of the eyes can be found inside a 
non-upright face image without the predefined size. 
4.3 Evaluation 
In this section, we will have the performance evaluation for 
two facial feature localization algorithms. One gray-scale face 
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Figure 4.19: Experimental results of the localization algorithm. Four dif-
ferent people with different poses, skin intensities, open/closed eyes and 
with/without glasses 
database and one color face database are used for the experi-
ments. 
4.3.1 Algorithm for gray-scale image 
W e have implemented the proposed algorithm on a S U N Ul-
tra 5/400 workstation under Unix environment. Figure 4.19 
shows some of the experimental results. Moderate subject size 
database, Olivetti Research Lab, is used. There are 40 subjects, 
each with 10 variations to form a set of 400 images. All the im-
ages have the same size (92x112 pixels), contained frontal-view 
and half-profile view. W e can locate both of the irises and the 
horizontal position of the mouth precisely using the proposed 
algorithm. The face images are varying in poses, lighting, facial 
expressions, and facial details, such as with and without glasses, 
open and closed eyes. 
W e have used different cost functions to find the position of 
irises and calculate the Euclidean distance between the position 
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Figure 4.20: Comparison of the result of left/right iris using different cost 
function. 
found by the proposed method and manually selected position 
from the image. Figure 4.20 shows the correctness of the left iris 
and right iris. By observation, the cost function using both the 
normalized cross-correlation and separability obtains the highest 
correction rate. W e can conclude that the separability can help 
to increase the accuracy of finding the position of iris. To use the 
separability, we need to set the radius of the template (Figure 
4.10) in the calculation. W e have set the radius of the template 
from the range of [2, 7] and apply the algorithm. Increasing 
in radius will increase the execution time significantly, however 
the correctness of the result will not be better. Prom the results 
(Figure 
4.21), we know that radius 3 have the best performance 
because the radius of the iris in the input image is about 3 pixels. 
Table 4.1 shows the results of the experiments. The execu-
tion time of the proposed algorithm is about 0.5s. Our proposed 
method is faster than the original template matching method 
and another method that use Hough transform and separability 
filter [61]. Facial points such as eye, eye bows, nose and mouth 
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Figure 4.21: Comparison between the separability using different radius. 
Table 4.1: The comparison of the performances of the proposed method, the 
.template matching and the method using Hough transform and separability 
Algorithm “~ Correct rate(%) C P U time 
Proposed method 88.5 ^  
Proposed method without separability 84.75 0.3 
Template matching 63.75 0.6 
Hough transform and separability filter method 56.5 19-3 
take an important role for face recognition. W e propose an algo-
rithm that is based-on template matching and the separability 
filter to extract the feature points in a fast manner. 
4.3.2 Algorithm for color image 
The previous gray-scale face database lack of color information 
and can not be used for the evaluation. Thus, we have cho-
sen the A R color face database for the experiments. There are 
about 130 different subjects and each subject contains two sets 
of images that are taken in two sessions. W e select 4 subsets 
of the images of each subjects for the test, that are varying in 
poses, facial expressions, appearance with and without glasses, 
open and closed eyes. Figure 4.22 shows some example of set of 
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Figure 4.22: Examples of set of images for testing. 
Table 4 2: The results of AR face database  
w and w/o glasses w/o glasses  
Set 1-4 Set 1-3 S e H " Set 1-4 Set 1-3 S e H " 
# of images || 1,020 765 255 11 736 552 184 
# of errors 220 124 | 26 || 97 | 48 | 6 
Correct rate(%) 78.4 83.8 89.8 || 86.8 91.3 96.7 _ 
images. The description of each subset of images is as follow: 




This algorithm will be used to normalize a face image into an 
upright image with 112x92 pixels. The upright face that con-
tains two eyes and one mouth is classified as correct extraction. 
The algorithm is evaluated with different experimental setup. 
W e have divided the face images into two groups, image with 
glasses and image without glasses. Figure 4.23 shows some ex-
amples of the correctness of the result image and The experi-
mental results with these two setting are shown in Table 4.2. 
The correctness of the face with neutral expression can obtain 
nearly 90%. The accuracy of the algorithm decreases when the 
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Figure 4.23: Examples of the correctness of the images. 
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Figure 4.24: Example of images with glasses. 
variation of the image increases. Most of the images in set 4 are 
closed eyes, the information from the luma eyemap is reduced. 
This results in decreasing the correct rate to 78.4%. Besides, we 
find that lots of images with glasses have strong reflected light 
around the eyes (Figure 4.24). The values of chrominance com-
ponents are unusual around the eyes. These affect the accuracy 
of locating the eye candidates. Therefore, we select all the im-
ages without glasses for another testing. The results are shown 
in the right-hand side of the Table 4.2. W e see that the accu-
Chapter 2 Facial Feature R e p r e s e n t a t i o n 91 
racy increases by 6-7% for all the three results when compared 
with the former one. This shows that the reflected light from 
the glasses degrades the performance of the algorithm. For the 
image with neural expression, the correctness of the localization 
algorithm can achieve 96.7%. 
In this chapter, we have proposed two facial feature localiza-
tion algorithms. For the gray-scale image, the eye region is first 
located to reduce the search space for locating the eyes and the 
separability filter is applied to increase the accuracy of locating 
eyes. For the color image, the separability filter is applied to 
construct a sepmap. This sepmap is then combined with the 
color information to increase the accuracy of choosing eye can-
didates. Moreover, the location of the eyes can be found inside a 
non-upright face image without the predefined size. Evaluation 
of our proposed algorithms are given in this chapter. 
• End of chapter. 
Chapter 5 
Face Processing System 
W e have investigated several technologies for face processing 
that include face detection, face recognition and feature extrac-
tion. A n integration work for different technologies is needed to 
develop a face processing system. In this chapter, we first intro-
duce the purpose and the architecture of our system. There are 
some limitations that restrict our system development. Explana-
tion and solution for the problems are discussed. Furthermore, 
detailed implementation for each module is described. 
5.1 System architecture and limitations 
W e have developed a face processing system that detects and 
tracks a face automatically. The purpose of the system is to 
identify the person who sits in front of a web camera. The sys-
tem consists of four main components: 1) Pre-processing, 2) face 
detection, 3) face tracking, and 4) face recognition. The system 
architecture is shown in Figure 5.1. The raw image data is first 
pre-processed to find out all the face candidates. Presence of 
face is known in the face detection module using the S V M clas-
sifier. Face tracking is then performed instead of face detection 
in consecutive frames to improve the efficiency of locating the 
position of the detected face. Face recognition is applied to 
identify the person. 
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Figure 5.1: System architecture of the face processing system 
For an online system, the process must finish within a fixed 
time interval. The execution time for each module is concerned. 
W e have a trade off between the performance and accuracy. The 
main problem we faced is the processing time of face detection 
module. Although we have proposed a Face Detection Commit-
tee Machine that improves the accuracy of classifying the face 
pattern, we cannot choose the proposed method for the detection 
module due to the execution time of the F D C M . To solve this 
problem, we take the advantage of using color information to 
process the input data and then the S V M classifier is employed 
in the face detection module. Detailed descriptions about each 
module are presented in the following section. 
5.2 Pre-processing module 
This module is applied to reduce the noisy components from the 
capture device, and to reduce the search space of face detection 
and face tracking. In the pre-processing module, the system is 
activated by motion detection method, and the skin segmenta-
tion is applied to find out all the possible face candidate regions. 
The flow of the pre-processing module is shown in Figure 5.2. 
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processing module 
5.2.1 Ellipse color model 
Firstly, image obtained from the capture device or video file 
is transformed from R G B color model to YCrCb color model. 
The luminance component (Y) is used for the face detection and 
chrominance component (Cr and Cb) are used in other modules. 
In various studies, human skin color is not a uniform distribu-
tion around the whole color space. Human skin color is one of 
the effective features to detect face in a complex background. 
Although different people have different skin color, there are 
several papers shown that the major difference is varies in inten-
sity but not their chrominance. There are various color spaces 
have been used, such as R G B , normalized R G B , HSV, YCrCb, 
YIQ, etc. Kjeldsen and Render defined a color predicate in H S V 
color space to separate skin regions from background [65]. Most 
of human skin tone can be represented by an elliptical equation 
in the YCrCb color space (Figure 5.3) [55]. W e employ the el-
lipse color model to locate all the flesh color to form a binary 
mask. Morphological operation is then applied to the binary 
mask to form a new binary mask. This step can reduce noisy 
components especially for images taking from the web camera. 
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Figure 5.4: The motion detection step: (a) The image at time-step t, (b) the 
image at time-step t+1, (c) the binary skin mask of (a), (d) the binary skin 
mask of (b), and (e) the motion map. 
Motion detection 
Motion detection has been used to detect the human face by 
"62]. W e apply this technique to detect the moving segment for 
further processing. Once the system runs, the motion detection 
starts to detect any movement of skin color between two images. 
The two images first employ the ellipse color model to form two 
morphological binary masks. Let Bt{x, y) and y) be the 
morphological binary masks at time-step t and t+1, respectively. 
The motion map M{x,y) is defined as 
‘0 if Bt{x, y) 二 0 and Bt+iO,…二 • 
二 1 if Bt(x,y)^Bt+i(x,y) . (5.1) 
、2 if Bt(x, y)>0 and Bt+i(x, y) > 0 
Figure 5.4 shows the process of motion detection. For the 
motion map, the values of 0, 1, 2 are represented by black, white 
and gray in Figure 5.4(e)’ respectively. The moving segment is 
found by counting the pixels within the boundary of the white 
region only. 
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Figure 5.5: Skin segmentation step: (a) original image (b) binary skin mask, 
(c) binary skin mask after morphological operation, and (d) face candidates 
Skin segmentation 
The skin segmentation is performed on the image by applying 
the new binary mask to find out the face candidates regions from 
the image. The skin segmentation steps are shown in Figure 5.5. 
This module uses the color information to reduce the search 
space for finding face candidates. New face candidate regions 
are passed into the face detection module. 
The color model helps to detect the skin color like region 
that can be applied for motion detection and segmentation of 
face candidate region. Motion of skin color triggers the system 
to have further processing. 
5.3 Face detection module 
After the face candidates are found, the candidate regions are 
verified by face detection module. 
5.3.1 Choosing the classifier 
Besides the accuracy for detecting faces, execution time is an 
important factor for choosing a suitable model for the system. 
Each model has different execution time, detection rate and false 
alarm rate. To choose the most suitable model for the system, 
we need a performance evaluation for each model. 
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Table 5.1: Performance evaluation for different classifiers using CBCL testing 
set (24,045 patterns) 
(a) (b) (c) (d) (c)+(d) 一 
M e t h o d Time(s) ~False alarm rate " f o r m a l i z e d (a) Normalized (b) Performance 
N N 35.5732 26.97% -0.8517 0.6813 -0.1703 
S N o W 63.6025 — 27.62% -0-2889 0.7490 0.46018 
S V M (polynomial) 65.2234 12.32% “ -0.2563 -0.8440 -1.1002 
S V M (linear) 61.1298 27.43% 一 -0-3385 — 0.7292 0.3907 
F D C M 164.3991 7.79% 1.7352 -1.3156 0.4196 
W e first calculate the average execution time for classifying 
ten trials of 24,045 testing images, note that the time for loading 
the image file and data file is excluded. The statistics are shown 
in Table 5.1. Most of the models consume around 63 seconds to 
finish the testing process except the Neural Networks, that uses 
around 36 seconds only. The false alarm rates of each model 
with the same detection rate are selected for the calculation of 
the performance. The performance of each model is defined as 
Per formancei = — — — + — — — (5.2) 
cTt af 
where U and fi are the execution time and the false alarm rate 
of classifier i, respectively, im and at are the mean and standard 
derivation of the execution time of five classifiers, respectively, 
and /jf and af are the mean and standard derivation of the false 
alarm rate of five classifiers, respectively. The score of the S V M 
model with polynomial kernel of second degree obtain the lowest 
score (-1.1002). Thus, the S V M model with polynomial kernel 
of second degree is chosen as the face detection classifier for our 
system. 
5.3.2 Verifying the candidate region 
To verify the candidates, the S V M classifier is applied for detect-
ing a face in the region. The whole set of training and testing 
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Figure 5.6: The flow of the face detection module 
image of the C B C L face database are used for training the S V M 
classifier，that totally includes 2,901 face patterns and 28,121 
non-face patterns. The flow of the face detection module is 
shown in Figure 5.6. Each extracted candidate region is re-
sized to various scales to detect different size of faces. A 19x19 
search window is searching around the regions from top left of 
the resized region to bottom right. Histogram equalization is 
performed on the window, that compensates the camera varia-
tions such as lighting variations. Figure 5.7 shows an example 
of re-scaling and histogram equalization. 
Each search window is classified into face pattern or non-face 
pattern using the S V M classifier. The scale down approach can 
help to avoid the process of excess search window. For the same 
size of region, detecting a large face processes a smaller number 
of search window than detecting a small face. The number of 
detected face pattern is accumulated to reduce the false detec-
tion of the system. W e only accept the region containing a face 
when the number of classified face pattern is more than three. 
After the first presence of a face at the larger scale, the pixels in 
the detected window are extracted and then pass into the face 
tracking module or face recognition module. 
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Figure 5.7: The procedure of face detection: (a) Original face candidate 
region, (b) resize the region into different scales, (c) the zigzag movement 
of the 19x19 pixel search window, (d) one of the search window, and (e) 
histogram equalization on the search window. 
Binary skin . Back . Gondensatlon . Update the ^ 
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Figure 5.8: The flow of the face tracking module. 
5.4 Face tracking module 
More information is needed to extract from the detected face. 
W e start to track the face region using face tracking method 
instead of face detection method. The flow of the face tracking 
module is shown in Figure 5.8. The main process for tracking 
the detected object is the Condensation algorithm. 
5.4.1 Condensation algorithm 
Conditional Density Propagation (Condensation) algorithm [57 
is a sampling-based tracking method. It represents the posterior 
probability density p{xt\Zt) using a set of N random samples, 
denoted {Sf), 二 1，•.., A^} with weights Trf). There are three 
phases to compute the density iteratively at each time step t for 
the set of random samples to track the movement: 
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Figure 5.9: One time-step of the Condensation algorithm [57 
1. Selection phase. The element with high weights in the set 
S严 has a higher probability to be chosen to the predictive 
steps. 
2. Predictive phase. The new sample set for the new 
time-step t-f-1 is generated by independent Brownian mo-
tion of the selected elements in the previous phase. The 
weights are approximately from the effective prior den-
siiy p{xt^i\Zt) for time-step t+l, 
3. Measurement (Update) phase. A measurement model is 
given in terms of likelihood p{zt+i\xt+i), and the posterior 
P D F p{xt+i\Zt^i) is calculated by 
p(xt+i|Zt+i) 二 ct+ip{zt+i\xt+i)p{xt+iIZt) (5.3) 
where Q+i is a normalization factor. 
Figure 5.9 shows an example of the three steps of the prob-
abilistic propagation process. By using the above steps, the 
moment of the tracked object can be estimated by the newly 
formed sample set. 
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5.4.2 Tracking the region using Hue color model 
Condensation algorithm is employed for face tracking in our sys-
tem. A measurement model needs to be defined for the algo-
rithm. There are several color models can act as the measure-
ment model. 
1. H S V color model. The transformation of H S V is non-linear 
and the Hue channel represents the most significant char-
acteristic of the color. 
2. R G B color model. All the channel information should be 
included for representing the skin color. 
3. Y C r C b color model. The distribution of skin color is repre-
sented by two channels Cr and Cb without the brightness 
55；. 
To reduce the processing time, we choose one dimension model 
rather than two or three dimension models. Thus, the model is 
expressed as a histogram of the Hue channel in H S V color space. 
The region detected by the face detection module is used to 
calculate the histogram of the color model. A new sample set 
(100) is randomly selected, then, a set of random number is 
generated and is added into the sample set. Back-projection 
algorithm translates the color histogram to probability distribu-
tions. The probability distributions are transformed from the 
dynamics and formed the weight of each sample point. The 
mean position of the tracked face is calculated by the moments 
of the sample set. 
If only the Hue channel is applied in the tracking algorithm, 
the boundary of tracked face is not precise, and may be diverged 
to the background when the histogram is similar to the tracked 
object. To solve this problem, the input image is masked by 
the binary skin mask that is calculated in the pre-process mod-
ule. The localization period can be reduced in the Condensation 
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Figure 5.10: The flow of the face recognition module 
algorithm. Because the probability of masked region being se-
lected as the sample is decreased. The tracker can compute more 
quickly and is more insensitive to the background noise. 
5.5 Face recognition module 
The last module for the system to extract information is face 
recognition module. Two main steps for the face recognition 
module are shown in Figure 5.10. Normalization is applied on 
the face region, and the identity of the resultant image is rec-
ognized using the Eigenface method that has been discussed in 
previous chapter. 
5.5.1 Normalization 
To improve the accuracy of the recognition result, normalization 
is performed on the tracked region. These include rotation, scal-
ing and pixel normalization. Reference points, like the position 
of the eyes, provide the standard method for the normalization. 
Our proposed localization algorithm for color image is applied 
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Figure 5.11: A set of training image of one subject. 
for the normalization, that use the color information and the 
separability filter for locating the position of eyes and mouth. 
The resultant image are normalized to 92x112 pixels image for 
further processing. 
5.5.2 Recognition 
Eigenface is used to recognize the image. W e have discussed 
about the property that variation in the pixel values will affect 
the recognition result. To minimize the effect of the pixel vari-
ation, the normalized image is first extracted by the method 
described in the previous section. 
In our system, we divide the recognition process into two 
phases, i.e., training and recognition. For the training phase, 
each subject contains 10 normalized images that are captured 
from our system (Figure 5.11). The set of training images con-
tains variation in the facial expression and different angles from 
the frontal view. Size and orientation variations are not required 
in the training set because the normalization step provides a 
standard image. Thus, the training set can be more compact 
when compare to those without normalization. 
After Eigenface is applied on the training set, the first 30 
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eigenvectors are selected as principle components. Each of the 
training images is then projected onto the principle components 
to extract 30 eigen coefficients. W h e n the system has captured a 
new image, this image is first projected onto the principle com-
ponents to calculate 30 eigenvalues. A simple distance measure-
ment, Euclidian distance, is chosen for the similarity measure. 
The identity of the test image is classified by the face class hav-
ing the minimum Euclidian distance between the test image and 
the training image. 
5.6 Applications 
The system can be modified based on the system architecture to 
suit different purposes. The modifications include changing the 
capture device and recording the status of the tracked person. 
1. Recognition system. The name of the person can be rec-
ognized if that person has a personal record in our system. 
The system can have two types of applications, naming the 
person in 1) video conference and 2) news report. The video 
stream from the video conference becomes the capture de-
vice. The position of the person at different time can be 
recorded using the face tracking module, and the identity 
of the person can be extracted using the face recognition 
module. Information can be extracted from the multimedia 
by the system. The location, size and identity of a person 
can be found from a photo or video file. 
2. Authentication system. The identity given by the user can 
be verified by our system. W h e n the resultant identity 
matches the given identity, permission will be granted to 
that user. For example, the web camera is placed in front of 
the door as the input device. The user can provide the user 
identity to the system for verification. The authentication 
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of the door entry will grant to that user upon the successful 
checking. 
In this chapter, we provide the detailed description about 
the implementation of our system. These include the system ar-
chitecture, the process flow of each module and the technologies 
we applied in our system. Several applications can be developed 
based on the modification of our system. 
• End of chapter. 
Chapter 6 
Conclusion 
This thesis investigates the knowledge of face processing. The 
technologies of face processing are studied including face detec-
tion, face tracking, face recognition and expression recognition. 
A detailed survey about facial feature is presented. W e have 
classified the facial features and the feature extraction methods 
into categories. The performance of face recognition methods 
are summarized that help researcher to have a brief introduction 
about current techniques and the evolution of face recognition 
methods. 
Before the development of the face processing framework, 
techniques about different modules are studied. W e have pro-
posed an ensemble approach for face detection module. F D C M 
is applied to increase the accuracy of correct classification for 
faces. The machine combines three face detection methods that 
are S N o W algorithm, S V M , and N N . A n evaluation among the 
three individual approaches and F D C M is presented using the 
same set of training images (6,977) and testing images (24,045) 
in the experimental result. The result shows that the false 
alarm rate of F D C M (7.79%) is nearly half of the best approach 
(12.32%) among three approaches. 
The position of human eye is an important information for 
face tracking and face recognition. Two localization algorithms 
for facial features are proposed for gray-scale image and color 
image. The algorithm based on template matching and separa-
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bility filter is described to find the position of irises and mouth. 
The separability filter is shown to be useful in improving the 
accuracy of eye localization. This algorithm combines the color 
information to normalize the face image, and works satisfacto-
rily in our system. 
Lastly, the knowledge obtained from the literature is shown 
to be useful in the development of a face processing system. A 
face processing system is developed for generic purpose. Vari-
ous face processing techniques are employed in the system, that 
include face detection, face tracking, facial feature localization 
and face recognition. A wide range of applications can be devel-
oped based on the proposed architecture by adding or modifying 
the function of modules. 
These results support our aim of this thesis: knowledge of 
processing face can be used to develop a generic face processing 
system. 
• End of chapter. 
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