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Abstract
Testing the simplifying assumption in high-dimensional vine copulas is a difficult task because tests must
be based on estimated observations and amount to checking constraints on high-dimensional distributions.
So far, corresponding tests have been limited to single conditional copulas with a low-dimensional set of
conditioning variables. We propose a novel testing procedure that is computationally feasible for high-
dimensional data sets and that exhibits a power that decreases only slightly with the dimension. By
discretizing the support of the conditioning variables and incorporating a penalty in the test statistic,
we mitigate the curse of dimensions by looking for the possibly strongest deviation from the simplifying
assumption. The use of a decision tree renders the test computationally feasible for large dimensions. We
derive the asymptotic distribution of the test and analyze its finite sample performance in an extensive
simulation study. The utility of the test is demonstrated by its application to 10 data sets with up to 49
dimensions.
Keywords: Conditional copula, Pair-copula construction, Partial vine copula, Simplifying assumption,
Test for constant conditional correlation, Vine copula
1. Introduction
Vine copulas [1, 2, 3] are one of the most popular tools for multivariate dependence modeling. The
central model assumption for statistical inference is the so-called simplifying assumption [4]. It is the
assumption that every conditional copula [5] within the vine copula can be represented by an uncondi-
tional copula. An extensive literature containing methodological advances and applied research for vine
copulas has been based on the simplifying assumption [6, 7, 8, 9, 10, 11, 12].
In the early papers discussing the simplifying assumption, multivariate distributions which can be rep-
resented as simplified vine copulas have been identified [4, 13]. More recently the simplifying assumption
has again attracted a lot of attention [14, 15, 16, 17, 18, 19, 20, 11, 21, 22]. In the context of (bivariate)
conditional copulas non- and semiparametric tests for the simplifying assumption have been developed
[23, 16, 17]. See also Derumigny and Fermanian [15] for a recent survey. In the simulations and applica-
tion of these studies the conditioning variables are either assumed to be one- or rather low-dimensional
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and the simplifying assumption is only tested for one single conditional copula but not for a vine copula
where several conditional copulas need to be tested for constancy.
We contribute to the literature by proposing a framework for testing the simplifying assumption in
high-dimensional vine copulas. To this end, we use the partial vine copula to introduce a stochastic
interpretation of the simplifying assumption which is particularly useful for testing it in high dimensions.
We apply a semi-parametric framework to test the simplifying assumption. First, we use ranks to obtain
pseudo-observations from the partial vine copula. On the basis of these pseudo-observations we apply
a stepwise maximum likelihood estimator to obtain pseudo-observations from the partial probability
integral transforms which can be used to test the simplifying assumption. We consider the null hypothesis
that the correlation of the conditional copula associated to an edge of a vine is constant w.r.t. the
conditioning variables if the simplifying assumption is true. To obtain a test whose power does not
collapse dramatically with the dimension of the conditioning variables, we discretize the support of the
conditioning variables into a finite number of partitions and incorporate a penalty in the test statistic. To
render the test computationally feasible in high-dimensions, we apply a decision tree to find the possibly
largest difference in the set of conditional correlations using a greedy approach.
The proposed test is computationally feasible even in high dimensions which is demonstrated by its
application to a 49-dimensional data set. An accompanying R-package pacotest [24] with a C++-kernel is
publicly available and has already been applied to even higher-dimensional data sets [20]. Moreover, the
proposed test can be used to detect building blocks of a vine copula where the modeling of a conditional
copula might be more reasonable than the use of an unconditional copula [25] and it can also be applied
to construct new methods for the structure selection of vine copulas [20].
The organization of the paper is as follows. The partial vine copula (PVC) and stochastic interpre-
tations of the simplifying assumption are discussed in Section 2. A hierarchical procedure to test the
simplifying assumption in vine copulas is introduced in Section 3. In Section 4 we present the test for
the constancy of the conditional correlation by discretizing the support of the conditioning variables into
a finite number of subsets and derive its asymptotic distribution. A decision tree algorithm for finding
the largest deviation from the simplifying assumption with high-dimensional conditioning variables is
proposed in Section 5. An extensive analysis of the finite sample performance of the proposed test is
provided in Section 6. Applications to real data sets are presented in Section 7 and Section 8 concludes.
Throughout the paper we rely on the following notation and assumptions.1 The cdf of a d-dimensional
random vector X1:d is denoted by FX1:d := P(X1 ≤ x1, . . . , Xd ≤ xd). The distribution function or copula
of a random vector U1:d with uniform margins is denoted by F1:d = C1:d. For simplicity, we assume that
all random variables are real-valued and continuous with positive density. If X and Y are stochastically
independent we write X ⊥ Y . For the indicator function we use 1{A} = 1 if A is true, and 1{A} = 0
otherwise. ∂θg(θ) denotes the gradient w.r.t. θ and if h(γ) is a d-dimensional function then ∂ih(γ) is
the partial derivative w.r.t. the i-th element. To shorten the notation for D-vine copulas we use the sets
1We use the same notational conventions as in Spanhel and Kurz [22] and refer to Table 1 therein for an overview of the
used notation.
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Idl := {(i, j) : j = l, . . . , d− 1, i = 1, . . . , d− j} and Sij := i+ 1 : i+ j − 1 := i+ 1, . . . , i+ j − 1.
2. The partial vine copula (PVC) and stochastic interpretations of the simplifying assump-
tion
In this section, we discuss vine copulas and the simplifying assumption. Thereafter, we establish a
probabilistic interpretation of the simplifying assumption in terms of vectorial independencies, which can
be used to check the validity of the simplifying assumption.
Definition 1 (D-vine copula – Kurowicka and Cooke [26])
Let d ≥ 3 and U1:d be a uniform random vector with cdf F1:d = C1:d. Define uk|Sij := Fk|Sij (uk|uSij ) for
(i, j) ∈ Id2 , k = i, i + j and denote the conditional copula of Fi,i+j|Sij by Ci,i+j;Sij (Definition 3). For
j = 1 and k = i, i+ j we set uk|Sij = uk and Ci,i+j;Sij = Ci,i+1. The density of a D-vine copula is given
by
c1:d(u1:d) =
∏
(i,j)∈Id1
ci,i+j;Sij
(
ui|Sij , ui+j|Sij |uSij
)
,
where ci,i+j;Sij are bivariate conditional copula densities.
D-vine copulas, or regular vine copulas in general, can be considered as an ordered sequence of trees,
where j refers to the number of the tree and a bivariate conditional copula Ci,i+j;Sij is assigned to each
of the d − j edges of tree j [2]. For notational simplicity, we will discuss D-vine copulas but all results
can easily be generalized to regular vine copulas.2 Using conditional copulas as building blocks there
exists a D-vine copula representation for every multivariate copula. However, in order to simplify the
modeling process and to overcome the curse of dimensions, it is commonly assumed that the simplifying
assumption holds for the data generating vine copula.
Definition 2 (The simplifying assumption – Hobæk Haff et al. [4])
The D-vine copula in Definition 1 satisfies the simplifying assumption if ci,i+j;Sij (·, ·|uSij ) does not
depend on uSij for all (i, j) ∈ Id2 .
If the simplifying assumption holds for the data generating vine copula its density collapses to a
product of d(d− 1)/2 bivariate unconditional copula densities. Similarly, if a vine copula model consists
of bivariate unconditional copula densities we call it a simplified vine copula (SVC) model. Definition 2
characterizes the simplifying assumption in terms of restrictions that are placed on the functional form
of conditional copulas. That is, the simplifying assumption holds if each (j + 1)-dimensional function
ci,i+j;Sij (·, ·|uSij ) only depends on its first two arguments, but the other (j − 1) arguments uSij have no
effect. In the remainder of this section we derive equivalent statements to the simplifying assumption
which are especially useful for testing it. The new characterizations of the simplifying assumption are
related to the partial copula and the partial vine copula.
2In the accompanying R-package pacotest [24] all functions are implemented for regular vine copulas and we also make
use of regular vine copulas for real data applications.
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Definition 3 (Bivariate conditional and partial copula)
Let U1:d ∼ F1:d = C1:d, (i, j) ∈ Id2 and k = i, i+ j.
(i) Uk|Sij := Fk|Sij (Uk|USij ) is the conditional probability integral transform (CPIT) of Uk w.r.t. USij .
(ii) The bivariate conditional copula Ci,i+j;Sij of Fi,i+j|Sij (Patton [5]) is defined as
Ci,i+j;Sij (a, b|uSij ) := P(Ui|Sij ≤ a, Ui+j|Sij ≤ b|USij = uSij ).
(iii) The partial copula CPi,i+j;Sij of Fi,i+j|Sij [27, 28, 29] is defined as
CPi,i+j;Sij (a, b) := P(Ui|Sij ≤ a, Ui+j|Sij ≤ b).
Whereas the bivariate conditional copula is the conditional distribution of a pair of CPITs, the partial
copula is the bivariate unconditional distribution of a pair of CPITs. Therefore, assuming that a condi-
tional copula Ci,i+j;Sij (·, ·|uSij ) does not depend on uSij is equivalent to assuming that the conditional
copula equals the partial copula. From Definition 3 it immediately follows that the conditional copula is
equal to the partial copula if and only if the vectorial independence (Ui|Sij , Ui+j|Sij ) ⊥ USij holds.
A special simplified vine copula is the so-called partial vine copula which is of great importance
for testing the simplifying assumption. By means of the partial vine copula one can obtain a useful
probabilistic interpretation of the simplifying assumption and develop tests being feasible even in high
dimensions.
Definition 4 (Partial vine copula (PVC) – Spanhel and Kurz [22])
For i = 1, . . . , d − 1 set CPVCi,i+1 = Ci,i+1 and for i = 1, . . . , d − 2: CPVCi,i+2;i+1 = CPi,i+2;i+1. For (i, j) ∈ Id2
define the partial probability integral transforms (PPITs) for j = 2 as UPVCi|Sij := Ui|Sij and U
PVC
i+j|Sij :=
Ui+j|Sij and for j ≥ 3 as
UPVCi|Sij := ∂2C
PVC
i,i+j−1;Si,j−1(U
PVC
i|Si,j−1 , U
PVC
i+j−1|Si,j−1), (2.1)
UPVCi+j|Sij := ∂1C
PVC
i+1,i+j;Si+1,j−1(U
PVC
i+1|Si+1,j−1 , U
PVC
i+j|Si+1,j−1), (2.2)
and the (j − 1)-th order partial copula as
CPVCi,i+j;Sij (a, b) := P(U
PVC
i|Sij ≤ a, UPVCi+j|Sij ≤ b).
The resulting simplified vine copula CPVC1:d is called the partial vine copula (PVC) of C1:d and its density
is given by
cPVC1:d (u1:d) :=
∏
(i,j)∈Id1
cPVCi,i+j;Sij (u
PVC
i|Sij , u
PVC
i+j|Sij ).
The partial copula as well as the PVC give rise to the following stochastic interpretations of the
simplifying assumption.
Proposition 1 (Stochastic interpretations of the simplifying assumption)
For d ≥ 3, the following statements are equivalent:
(i) The D-vine copula given in Definition 1 satisfies the simplifying assumption (Definition 2).
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(ii) ∀(i, j) ∈ Id2 : (Ui|Sij , Ui+j|Sij ) ⊥ USij
(iii) ∀(i, j) ∈ Id2 : (UPVCi|Sij , UPVCi+j|Sij ) ⊥ USij
Proof. That (i) and (ii) are equivalent follows directly from the definition of the simplifying assumption
in Definition 2 and the definition of the conditional and partial copula in Definition 3. By means of
Lemma 3.1 in Spanhel and Kurz [22] and the definition of the PVC in Definition 4 it can be readily
verified that (ii) and (iii) are equivalent. 
Proposition 1 can be formulated in the same manner for any regular vine copula and highlights that the
simplifying assumption is equivalent to (d− 1)(d− 2)/2 vectorial independence assumptions. Note that
(Ui|Sij , Ui+j|Sij ) ⊥ USij in (ii) can be replaced by Ci,i+j;Sij = CPi,i+j;Sij and that (UPVCi|Sij , UPVCi+j|Sij ) ⊥ USij
in (iii) can be replaced by Ci,i+j;Sij = C
PVC
i,i+j;Sij
. That is, the simplifying assumption holds if and only
if all conditional, partial and (j − 1)-th order partial copulas coincide. While the different stochastic
interpretations (ii) and (iii) in Proposition 1 are equivalent in theory, the stochastic interpretation (iii) is
much more useful for testing the simplifying assumption. In practice, observations from the pair of CPITs
(Ui|Sij , Ui+j|Sij ) or the pair of PPITs (U
PVC
i|Sij , U
PVC
i+j|Sij ) are not observable and have to be estimated from
data so that a test for the simplifying assumption can be established. Observations from the CPIT Uk|Sij
can be obtained by estimating a j-dimensional function, namely, the conditional distribution function
Fk|Sij of Uk given USij . In contrast to the CPIT, observations from the PPIT U
PVC
k|Sij can be obtained
as a composition of j(j − 1)/2 bivariate functions, namely, the bivariate unconditional copulas being the
building blocks of the corresponding PVC given in (2.1) and (2.2) in Definition 4. Thus, one possible cause
for a curse of dimensions is eliminated when one uses the stochastic interpretation (iii) in Proposition 1
instead of (ii). Therefore, we use the stochastic interpretation given in (iii) to construct a test of the
simplifying assumption which is based on pseudo-observations from the PPITs.
3. A hierarchical procedure for testing the simplifying assumption in vine copulas
To obtain pseudo-observations from the PPITs, we use in the following a semi-parametric approach.
To this end, let X1:d ∼ FX1:d be the data generating process and C1:d be the copula of X1:d, i.e., U1:d ∼
C1:d, where Ui = FXi(Xi) for i = 1, . . . , d. Let {CSVC1:d (·; θ1:d−1) : θ1:d−1 ∈ Υ} be a parametric simplified
vine copula model for the PVC CPVC1:d of C1:d such that ∃θ1:d−1; 0 ∈ Υ so that CSVC1:d (·; θ1:d−1; 0) = CPVC1:d (·).
The density of the parametric simplified vine copula model for the PVC is given by
cSVC1:d (u1:d; θ1:d−1) =
∏
(i,j)∈Id1
cSVCi,i+j;Sij (u
SVC
i|Sij (θ1:j−1), u
SVC
i+j|Sij (θ1:j−1); θj,i),
where cSVCi,i+j;Sij is the density of a bivariate (unconditional) copula for each (i, j) ∈ Id1 . For (i, j) ∈ Id1 the
parameter of the copula CSVCi,i+j;Sij is denoted by θj,i. For 1 ≤ j ≤ d − 1, the vector θj := (θj,i)Ti=1,...,d−j
collects all parameter of the copulas in the j-th tree and the vector θ1:j := (θ1, . . . , θj)
T collects all
parameters up to and including the j-th tree. A sequential algorithm to test the set of hypotheses
∀(i, j) ∈ Id2 : H0 : (UPVCi|Sij , UPVCi+j|Sij ) ⊥ USij ,
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while controlling the family-wise error rate is stated in Definition 5.
Definition 5 (Hierarchical procedure for testing the simplifying assumption in vine copulas)
Let (Xk1:d)k=1,...,n be n independent copies from X1:d and C
SVC
1:d (·; θ1:d−1) be a parametric simplified vine
copula model for the PVC CPVC1:d of X1:d. Let α be the family-wise error rate, i.e., the probability of making
at least one type 1 error among the considered hypotheses and set M = (d− 1)(d− 2)/2.
1. Use the rescaled ecdf to compute the pseudo-observations from CPVC1:d via
V ki :=
1
n+ 1
n∑
m=1
1{Xmi ≤Xki }, for i = 1, . . . , d and k = 1, . . . , n.
2. Loop over the trees j = 2, . . . , d− 1:
(a) Apply the stepwise ML estimator [30] to estimate θj−1, i.e., the parameters of the pair-copulas
in tree j − 1.
(b) For i = 1, . . . , d − j, obtain the pseudo-observations (V SVC,ki|Sij (θˆ1:j−1), V SVC,ki+j|Sij (θˆ1:j−1))k=1,...,n
from the pair of PPITs (UPVCi|Sij , U
PVC
i+j|Sij ) using
V SVC,ki|Sij (θˆ1:j−1) := ∂2C
SVC
i,i+j−1;Si,j−1(V
SVC,k
i|Si,j−1(θˆ1:j−2), V
SVC,k
i+j−1|Si,j−1(θˆ1:j−2); θˆj−1,i),
V SVC,ki+j|Sij (θˆ1:j−1) := ∂1C
SVC
i+1,i+j;Si+1,j−1(V
SVC,k
i+1|Si+1,j−1(θˆ1:j−2), V
SVC,k
i+j|Si+1,j−1(θˆ1:j−2); θˆj−1,i+1).
where for j = 1 and i = 1, . . . , d− 1 we set V SVC,ki|Sij (θˆ1:j−1) := V ki and V
SVC,k
i+j|Sij (θˆ1:j−1) := V
k
i+j.
(c) For all i = 1, . . . , d − j, test the hypothesis H0 : (UPVCi|Sij , UPVCi+j|Sij ) ⊥ USij using a significance
level of α/M for each individual test.
(d) If at least one H0 is rejected, stop the testing procedure and reject the null hypothesis that the
simplifying assumption holds. Otherwise, increment the tree index j by one and start over with
step 2a.
The hierarchical procedure tests M = (d− 1)(d− 2)/2 hypotheses for a d-dimensional vine copula. In
order to control the family-wise error rate, we apply the Bonferroni correction and test each hypothesis
at a level of α/M . The rejection of an individual hypothesis H0 : (U
PVC
i|Sij , U
PVC
i+j|Sij ) ⊥ USij means that
the (j − 1)-th order partial copula CPVCi,i+j;Sij does not equal the conditional copula Ci,i+j;Sij . Thus, the
hierarchical procedure detects critical building blocks of a vine copula model where an unconditional
copula does not seem to be adequate and the modeling of a conditional copula may be required. See
Schellhase and Spanhel [25] who use this procedure to estimate (non-)simplified vine copulas. The testing
procedure given in Definition 5 is also in line with the common sequential specification and estimation
of simplified vine copulas and can be integrated in model selection algorithms as demonstrated in Kraus
and Czado [20].
4. Tests for higher-order partial copulas
In this and the following section, we develop a test that can be used in step 2c in Definition 5 to test
the null hypothesis H0 : (U
PVC
i|Sij , U
PVC
i+j|Sij ) ⊥ USij . The main challenge of testing this null hypothesis is
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that the dimension j−1 of USij can be rather large so that the power of a consistent tests is not satisfying
in practice if we do not only consider the second or third tree of a vine copula. For instance, a consistent
test for the H0 could be obtained using a Crame´r-von Mises type test for vectorial independence testing
(Kojadinovic and Holmes [31] and Quessy [32]). However, as it is pointed out by Gijbels et al. [16] and
shown in our simulation results, such a consistent test suffers dramatically from the curse of dimensions,
i.e., its power rapidly approaches the significance level if the dimension increases. Therefore, we do not
aim to develop a consistent test which is only useful for a very small dimension j − 1 but intend to
develop a test that is quite robust to the dimension of the data set and exhibits good power properties
for alternatives that one encounters in practical applications. In the following, we introduce a test that
considers the null hypothesis that the conditional correlation of the PPITs associated to one edge of a
vine is constant w.r.t. the conditioning variables USij if the simplifying assumption is true. To obtain a
test whose power does not collapse substantially with the dimension of the conditioning variables, we now
discretize the support of the conditioning variables into a finite number of subsets and later introduce a
penalty in the test statistic.
4.1. Constant conditional correlation (CCC) test for higher-order partial copulas
We first introduce the idea of discretizing the support of the conditioning variables into a finite number
of partitions.3 For the ease of exposition, assume for the moment that a sample from the PPITs is directly
observable and there is no need to estimate their pseudo-observations. By (UPVC,ki|Sij , U
PVC,k
i+j|Sij , U
k
Sij
)k=1:n
we denote n independent copies of the vector (UPVCi|Sij , U
PVC
i+j|Sij , USij ). Let Λ0 := supp(USij ) ⊂ [0, 1]j−1,
Λ1,Λ2 ⊂ Λ0 with Λ1 ∩ Λ2 = ∅, and P(USij ∈ Λ1),P(USij ∈ Λ2) > 0. We call Γ := {Λ1,Λ2} a partition of
the support Λ0 into two disjoint subsets. We are interested in the correlation between U
PVC
i|Sij and U
PVC
i+j|Sij
in the two subgroups determined by Γ, i.e.,
rl := Corr(U
PVC
i|Sij , U
PVC
i+j|Sij |USij ∈ Λl)
=
Cov(UPVCi|Sij , U
PVC
i+j|Sij |USij ∈ Λl)√
Var(UPVCi|Sij |USij ∈ Λl)Var(UPVCi+j|Sij |USij ∈ Λl)
,
for l = 1, 2. Note that if the simplifying assumption holds up to the j-th tree these conditional correlations
rl coincide with conditional Spearman’s ρ. Under the H0 : (U
PVC
i|Sij , U
PVC
i+j|Sij ) ⊥ USij , it follows that
Corr(UPVCi|Sij , U
PVC
i+j|Sij ) = r1 = r2,
i.e., the conditional correlations are constant w.r.t. the conditioning event.
To estimate the correlation in the l-th group we use the sample version
rˆl :=
σˆl√
σˆ21,lσˆ
2
2,l
,
3The idea of discretization has some similarity to the boxes approach of Derumigny and Fermanian [15] but differs
substantially. We only discretize the conditioning variables and the rejection of our null hypothesis is still a rejection of the
simplifying assumption which is not always true for the approach of [15]. Moreover, we present a data-driven approach to
select the partition so that the idea of discretization can also be applied in high-dimensional settings without the need to
impose strong a priori assumptions on the form of the partition.
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with
σˆl :=
1
npˆil
n∑
k=1
1{UkSij∈Λl}
(UPVC,ki|Sij − µˆ1,l)(U
PVC,k
i+j|Sij − µˆ2,l),
σˆ21,l :=
1
npˆil
n∑
k=1
1{UkSij∈Λl}
(UPVC,ki|Sij − µˆ1,l)2
and
µˆ1,l :=
1
npˆil
n∑
k=1
1{UkSij∈Λl}
UPVC,ki|Sij .
For the second PPIT UPVCi+j|Sij , the estimates σˆ2,l and µˆ2,l are defined analogously. The random scaling
factor
pˆil :=
1
n
n∑
k=1
1{UkSij∈Λl}
is the fraction of data corresponding to the subset Λl.
A statistic for testing the equality of the correlations in the two samples is given by
T ?n(Γ) = n
(rˆ1 − rˆ2)2
σˆ2(rˆ1) + σˆ2(rˆ2)
,
where σˆ2(rˆl), l = 1, 2, is a consistent estimator (see Appendix A.2) for the asymptotic variance of
√
n(rˆl−
rl). By construction of the estimators and because a sample from the PPITs is observable by assumption,
the asymptotic covariance between rˆ1 and rˆ2 is zero. Thus, under regularity conditions and the H0 it
can be readily verified that T ?n(Γ)
d→ χ2(1).
In a more general setting, one can also use a partition of the support Λ0 into L ∈ N pairwise disjoint
subsets Γ := {Λ1, . . . ,ΛL} and test whether
H0 : r1 = . . . = rL vs. HA : ∃l1, l2 ∈ {1, . . . , L}, l1 6= l2 : rl1 6= rl2 .
For this purpose, denote the vector of sample correlations in the groups by Rˆ?Γ = (rˆ1, . . . , rˆL)
T . Further,
define the diagonal L × L matrix Σˆ?RΓ , with diagonal elements Σˆ?RΓ,l,l = σˆ2(rˆl) and the (L − 1) × L
first-order difference matrix
A =

1 −1 0 · · · 0
0 1 −1 0 · · · 0
...
. . .
. . .
. . .
. . .
...
0 · · · 0 1 −1 0
0 · · · 0 1 −1

,
so that (ARˆ?Γ)
TARˆ?Γ =
∑L−1
l=1 (rˆl − rˆl+1)2. A statistic to test the equality of correlations in L groups is
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then defined by the quadratic form4
T ?n(Γ) = n(ARˆ
?
Γ)
T (AΣˆ?RΓA
T )−1ARˆ?Γ.
The asymptotic distribution of the resulting test statistic when pseudo-observations from the PPITs are
estimated is stated in Proposition 2.
Proposition 2
Let (Xk1:d)k=1,...,n be n independent copies from X1:d and C
SVC
1:d (·; θ1:d−1) be a parametric simplified vine
copula model for the PVC CPVC1:d of X1:d. Assume that the regularity conditions stated in Theorem 1
in Hobæk Haff [30] hold and that the partition Γ := {Λ1, . . . ,ΛL}, where Λ1, . . . ,ΛL ⊂ Λ0 ⊂ [0, 1]j−1,
satisfies
(i) Λl1 ∩ Λl2 = ∅, for l1 6= l2 with 1 ≤ l1, l2 ≤ L,
(ii) P(USij ∈ Λl) > 0 for all 1 ≤ l ≤ L.
Let ΣˆRΓ := Σˆ
?
RΓ
+ ΣˆPVC + Σˆr, where ΣˆRΓ is defined in Appendix A.2, and RˆΓ denote the vector of sample
correlations that are computed using the pseudo-observations from the PPITs. Construct the test statistic
Tn(Γ) = n(ARˆΓ)
T (AΣˆRΓA
T )−1ARˆΓ.
Under the H0 : (U
PVC
i|Sij , U
PVC
i+j|Sij ) ⊥ USij it holds that
Tn(Γ)
d→ χ2(L− 1).
Proof. The proof is given in Appendix A.2. 
The matrices ΣPVC = plimn→∞ΣˆPVC and Σr = plimn→∞Σˆr quantify the change in the asymptotic
covariance matrix due to the estimation of pseudo-observations from the PPITs. If the marginal distri-
butions are known and we don’t have to estimate ranks to obtain pseudo-observations from CPVC1:d it follows
that Σr = 0. If the PVC C
PVC
1:d is known it follows that ΣPV C = 0. Note that the off-diagonal elements of
ΣRΓ = plimn→∞ΣˆRΓ , i.e., the asymptotic covariances between estimated correlations in different groups,
are, in general, no longer zero if observations from the PPITs are estimated.
4.2. CCC test for higher-order partial copulas: Combining partitions
Whether the test proposed in Proposition 2 rejects the null hypothesis if the conditional correlation
Corr(UPVCi|Sij , U
PVC
i+j|Sij |USij ) is not constant depends on the chosen partition Γ. To illustrate that the choice
of the partition matters and to motivate the construction of a test based on the combination of several
partitions, we use the following Example 1. It consists of the D-vine copula representation of the four-
dimensional Clayton copula where the conditional copula in the last tree is replaced by a Frank copula
having a parameter which depends on the two conditioning variables U2 and U3.
4The statistic T ?n(Γ) also follows from (BRˆ
?
Γ)
TBRˆ?Γ =
∑L−1
l=1 pˆil(rˆl − r¯)2, where r¯ is the average correlation (see Ap-
pendix A.1). That is, the statistic can be written in terms of weighted differences of the correlations to the average
correlation.
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Figure 1: The plots correspond to a random sample of size 1000 from the data generating process defined in
Example 1. On the left hand side the shaded background shows the value of Kendall’s τ of C14;23 as a function
of U2 and U3. Areas with darker gray correspond to higher values of Kendall’s τ . In the middle and on the right
hand side, realizations from the PPITs of CPVC14;23 grouped according to Γ1 in the upper row and Γ2 in the lower
row are shown. The black points show observations being assigned to the corresponding subset of the support Λ0
and the light-gray points correspond to the observations which have been assigned to the other subset.
Example 1
Let CCl(θ) and CFr(θ) be the cdfs of the Clayton and Frank copula with parameter θ, respectively. The
building-blocks of the 4-dimensional D-vine copula are chosen to be
C12 = C23 = C34 = C
Cl(θ1),
C13;2 = C
PVC
13;2 = C24;3 = C
PVC
24;3 = C
Cl(θ2),
C14;23 = C
Fr(α(u2:3;λ)),
α(u2:3;λ) = 1 + 2.5λ(1− 1.5(u2 + u3))2,
with θ1 :=
2τ
1−τ and θ2 :=
θ1
1+θ1
, where τ is the value of Kendall’s τ .5
For the illustration we set in Example 1 τ = 0.4 and λ = 1 and simulate a sample of size n = 1000.
For instance, if we choose Λ1 = {(u2, u3) ∈ [0, 1]2 : u3 ≤ u2} and Λ2 = Λ0 \ Λ1, then r1 = r2 and the
power of the test is asymptotically equal to the level of the test. Instead, we could use partitions such as
Γ1 := {Λ1 = [0, 0.25]× [0, 1], Λ2 = (0.25, 1]× [0, 1]} or Γ2 := {Λ1 = [0, 0.75]× [0, 1], Λ2 = (0.75, 1]× [0, 1]}.
In Figure 1, we illustrate the resulting tests Tn(Γ1) and Tn(Γ2). The upper row corresponds to the first
partition Γ1 where the difference of the correlations in the two groups is rˆ2 − rˆ1 = 0.161, yielding a test
statistic value of Tn(Γ1) = 5.41. In contrast, if we consider the second partition Γ2 shown in the lower
row of Figure 1, we get rˆ2 − rˆ1 = 0.392 and Tn(Γ2) = 65.72.
5The parameter function is a generalization of the function θ(X) = 1 + 2.5(3−X)2 used by Acar et al. [23] for a Frank
copula with a one-dimensional conditioning set, where the conditioning variable X is assumed to be uniformly distributed
on the interval [2, 5]. The four-dimensional Clayton copula, and not the Frank copula, is used in the lower trees as it can
be represented as a simplified vine copula.
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In order to increase the probability that the test will reject the null hypothesis if the conditional
correlation is not constant, it seems naturally to consider not only one but a finite number of partitions
Γ0, . . . ,ΓM , M ≥ 1, where each partition Γm is a collection of Lm ∈ N subsets of the support Λ0. A test
statistic using a combination of several partitions is given by
Θn = max {Tn(Γ0) + nλn, Tn(Γ1), . . . , Tn(ΓM )} − nλn, (4.1)
where λn is a penalty function. The construction of a test in such a manner has some similarity to the
approach of Lavergne and Patilea [33]. The idea is that by choosing an appropriate penalty function
the asymptotic distribution of Θn under the H0 should be equivalent to the asymptotic distribution of
Tn(Γ0). Precise conditions are given in the following proposition.
Proposition 3
Assume that the conditions stated in Proposition 2 hold and that the partitions Γ0, . . . ,ΓM fulfill the
conditions stated for Γ in Proposition 2. Additionally, let λn : N→ R+ be a penalty function such that
(i) nλn →∞ for n→∞,
(ii) λn → 0 for n→∞.
Set Θn = max {Tn(Γ0) + nλn, Tn(Γ1), . . . , Tn(ΓM )} − nλn, where Tn(Γm), 0 ≤ m ≤ M, is given as in
Proposition 2. Under the H0 : (U
PVC
i|Sij , U
PVC
i+j|Sij ) ⊥ USij it holds that
Θn
d→ χ2(L0 − 1).
If there is a partition Γm? ,m
? ∈ {0, . . . ,M}, such that plimn→∞ 1nTn(Γm?) =: c > 0 it follows that
Θn
p→∞.
Proof. See Appendix A.3 
Thus, the critical value of Θn under the H0 only depends on Γ0 but not on Γ1, . . . ,ΓM . Moreover, if
there is a partition Γm? such that the correlations conditional on the subsets of the partition are not
identical, i.e., c > 0, the power of the test approaches 1 if the sample size goes to infinity.
5. A data-driven algorithm for testing with high-dimensional conditioning variables
In the previous chapter we introduced statistical tests for the hypothesis that the conditional corre-
lation Corr(UPVCi|Sij , U
PVC
i+j|Sij |USij ) is constant. Both constant conditional correlation (CCC) tests, Tn(Γ)
and Θn, are based on partitions of Λ0 := supp(USij ). We will now explain how such partitions can be
defined and efficiently selected in a data-driven fashion.
5.1. Naive approaches
For a conditional copula Ci,i+2;i+1, i = 1, . . . , d− 2, in the second tree of a D-vine copula, we obtain
a one-dimensional conditioning variable Ui+1. The support [0, 1] of Ui+1 can be partitioned into two
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subsets according to the sample median Q0.5[(U
k
i+1)k=1:n] of Ui+1. The subsets Λ
i+1
1 and Λ
i+1
2 are then
defined as
Λi+11 :=
{
ui+1 ∈ [0, 1] : ui+1 ≤ Q0.5[(Uki+1)k=1:n]
}
and Λi+12 := [0, 1] \ Λi+11 ,
resulting in the partition Γi+1med := {Λi+11 ,Λi+12 }. The corresponding groups of observations are given by{
(UPVC,ki|i+1 , U
PVC,k
i+2|i+1) : 1 ≤ k ≤ n,Uki+1 ∈ Λi+1l
}
with l = 1, 2.
For j = 3 one could consider the sample median of each conditioning variable to split the observations
into groups and then consider the partitions that result from the combinations of these groups. That is,
for the conditional copula Ci,i+3;i+1:i+2 we would obtain
Γ(1,1) = Λ
i+1
1 ∩ Λi+21 , Γ(1,2) = Λi+11 ∩ Λi+22 , Γ(2,1) = Λi+12 ∩ Λi+21 , Γ(2,2) = Λi+12 ∩ Λi+22 .
Generalizing this strategy for j ≥ 3 a resulting partition Γm has the form
Γm =
j−1⋂
k=1
Λi+kmk ,
where mk is the k-th entry of a vector m ∈ {1, 2}j−1 and {1, 2}j−1 is the cartesian power of the set
{1, 2}. However, this approach is computationally only feasible for small j, since the number of partitions
2j−1 increases exponentially with the dimension of the conditioning variables. Moreover, the number of
observations that are contained in a partition Γm might get too small.
Alternatively, one could use maps from [0, 1]j−1 to [0, 1] to aggregate the information. For example,
one can use the mean
g : [0, 1]j−1 → [0, 1], uSij 7→ g
(
uSij
)
=
1
j − 1
j−1∑
k=1
ui+k. (5.1)
The resulting partition Γmed := {Λ1,Λ2} is then given by
Λ1 :=
{
uSij ∈ Λ0 : g(uSij ) ≤ Q0.5[(g(UkSij ))k=1:n]
}
and Λ2 := Λ0 \ Λ1,
with Λ0 = supp(USij ) ⊂ [0, 1]j−1. This mean aggregation with the median as fixed split point provides
a useful partition for the CCC test to detect a possible difference in the conditional correlations if there
is a moderate positive pairwise dependence between all pairs in the conditioning set and the influence of
the conditioning variables on the conditional copula is similar, e.g. high (low) values of the conditioning
variable result in a copula with high (low) monotone dependence. However, in practice, we typically
have no information on the functional form of the conditional copula, so that a justification for this and
any other a priori determination of the partition is difficult. Therefore, we introduce in the following a
decision tree algorithm which selects the partitions in a data-driven way and is computationally feasible
also for large j.
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Λ0 0
Λ(0,l) Λ(0,r) 1
Λ(0,l,l) Λ(0,l,r) Λ(0,r,l) Λ(0,r,r) 2
. .
. ...
. . .
...
Λ(0,l,...,l)
Λ(0,l,...,l,l) Λ(0,l,...,l,r)
. . .
. . .
Λ(0,r,...,r)
Λ(0,r,...,r,l) Λ(0,r,...,r,r)
Jmax − 1
Jmax
Figure 2: Partitioning of the support Λ0 = supp(USij ) ⊂ [0, 1]j−1 of the random vector USij into disjoint subsets
Λγ0:J , where γ0:J := (γ0, γ1, . . . , γJ) ∈ {0}×{l, r}J , 0 ≤ J ≤ Jmax, using a decision tree algorithm with maximum
depth Jmax.
5.2. A decision tree algorithm
The test statistic Θn can be rewritten in the following way
Θn = max {Tn(Γ0) + nλn, Tn(Γ1), . . . , Tn(ΓM )} − nλn
= max {Tn(Γ0) + nλn, Tn(Γmax)} − nλn,
with Γmax := argmaxΓm∈{Γ1,...,ΓM}Tn(Γm). The set Γmax denotes the partition for which a possible
violation of the H0 is most pronounced. To find Γmax in a data-driven and computationally efficient
way we use the decision tree shown in Figure 2. The decision tree recursively uses binary splits to
partition the support Λ0 = supp(USij ) into disjoint subsets to obtain Γmax := {Λ(0,γ1,...,γJmax ) ⊂ Λ0 :
(0, γ1, . . . , γJmax) ∈ {0} × {l, r}Jmax}, where Jmax is the maximum depth of the tree. E.g., if Jmax = 2,
then Γmax := {Λ(0,l,l),Λ(0,l,r),Λ(0,r,l),Λ(0,r,r)}. The possible split points for each leaf Λ(γ0,γ1,...,γJ ), 0 ≤
J ≤ Jmax, are given by the empirical quartiles of each conditioning variable and by the empirical quartiles
of the mean aggregation of the conditioning vector given in (5.1). Among these possible splits the split
is chosen that maximize the statistic of the CCC test. For algorithmic details and a formal definition of
the decision tree algorithm we refer to Appendix A.4. In all simulations in Section 6 and the real data
applications in Section 7, we choose Jmax = 2, and λn =
1√
n
.6 We further set Γ0 = Γmed, because we
have no a priori information about the relative importance of each conditioning variable and because the
median as split point guarantees well-balanced sample sizes in the groups.
We illustrate the decision tree-based algorithm using the four-dimensional D-vine copula defined in
Example 1. In Figure 3, the decision tree approach to test whether C14;23 is a second-order partial copula
is visualized via colored frames showing the subsets building the selected partition. On the left hand side of
Figure 3, the shaded area in the background corresponds to the variation in Kendall’s τ of the conditional
copula C14;23 as a function of U2 and U3. Areas with darker gray correspond to higher values of Kendall’s
τ . The decision tree partitions Λ0 into subsets where the variation of the conditional correlation is rather
6A detailed finite sample analysis and explanations of how to choose the penalty function are provided in Appendix A.6.
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Figure 3: The plot correspond to the same 1000 observations from the D-vine copula (Example 1) as in Figure 1.
On the left hand side the shaded background shows the value of Kendall’s τ of C14;23 as a function of U2 and
U3. Areas with darker gray correspond to higher values of Kendall’s τ . On the right hand side the realizations
of the conditioning variables U2 and U3 are shown. The upper plots correspond to the first binary split of the
decision tree and the lower plots to the second and third binary split. The colored frames show the different
subsets {Λ(0,l),Λ(0,r),Λ(0,l,l),Λ(0,l,r),Λ(0,r,l),Λ(0,r,r)} of the support Λ0 := [0, 1]2.
constant. The chosen partition by the decision tree Γmax := {Λ(0,l,l),Λ(0,l,r),Λ(0,r,l),Λ(0,r,r)} results in
Tn(Γmax) = 130.54 and Θn = 98.91. Compared with the tests Tn(Γ1) = 5.41 and Tn(Γ2) = 65.72 for
naively constructed partitions (see Figure 1), the decision tree identifies a more suitable partition Γmax
when applied to the same data set. On the right hand side of Figure 3 it is illustrated how the dependence
within the conditioning set, determined by the Clayton copula C23(θ1), influences the variation of C14;23.
Shown are the realized values of (U2, U3) and their grouping into the subsets forming the partition chosen
by the decision tree algorithm. The two plots on top correspond to the first binary split, which is done
according to the 75% quantile of U2. The two plots at the bottom show the splits in the second level of
the decision tree.
The partitioning of Λ0 into Γmax is visualized in a different way in Figure 4 which shows the grouping
of the observations from the PPITs (UPVC1|23 , U
PVC
4|23 ) according to Γmax. In each scatter plot the black
observations have been assigned to this leaf while the observations in light gray have been assigned to the
other leaf due to the binary split of the observations from the mother leaf. Furthermore, the estimated
correlations in each group, which are used for the CCC test, are shown. We see that the decision tree
chooses a partition that results in estimated correlations that are quite different with a maximal difference
of Ĉorr(UPVC1|2:3, U
PVC
4|2:3|U2:3 ∈ Λ(0,l,l))− Ĉorr(UPVC1|2:3, UPVC4|2:3|U2:3 ∈ Λ(0,r,r)) = 0.596.
6. Simulation study
In the following, the finite-sample performance of the CCC test is analyzed and compared to the
performance of the vectorial independence (VI) test of Kojadinovic and Holmes [31]. We will analyze the
power of both tests w.r.t. the variation in the conditional copula, illustrate the power gain of the CCC test
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Figure 4: The plot correspond to the same 1000 observations from the D-vine copula (Example 1) as in Figure 1.
Shown is the decision tree-based grouping of PPITs from CPVC14;23 into four different groups according to the partition
Γmax := {Λ(0,l,l),Λ(0,l,r),Λ(0,r,l),Λ(0,r,r)}, which is also shown in the lower plots of Figure 3. The black points show
observations being assigned to the corresponding subset of the support Λ0 and the light-gray points correspond
to the observations which have been assigned to the other subset due to the binary split. The mean of the
conditioning variables u2 and u3 is denoted by u¯2:3.
due to the decision tree algorithm, and investigate the performance of both tests w.r.t. the dimensionality
of the testing problem. Additionally, we discuss two practical issues of testing the simplifying assumption
in high-dimensional vine copulas, namely, the impact of misspecified copula families and vine structure
selection.
All results for the CCC test are computed with estimated pseudo-observations using the steps de-
scribed in Definition 5. Since the asymptotic distribution of the VI test with estimated pseudo-observations
is unknown, we use the true observations from the PPITs for the VI test and compute p-values on the
basis of 1000 bootstrap samples [32].
6.1. Power study: The functional form of the conditional copula
To alter the variation of the conditional copula in Example 1, we vary the parameter λ in the function
α(u2:3;λ) = 1 + 2.5λ(1− 1.5(u2 + u3))2 (6.1)
between zero and one. For λ = 0, the copula C14;23 does not vary at all and for λ = 1 the variation is
most pronounced. In Figure 5, the variation in Kendall’s τ of the Frank copula C14;23 as a function of
the mean u¯2:3 =
1
2 (u2 + u3) is shown on the left hand side.
7 For the sample sizes n = 500, 1000, and λ =
7Note that we have already seen τ14|23 for λ = 1 as a function of u2 and u3 as shaded background in the plots on the
left hand side of Figure 1 and Figure 3.
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Figure 5: On the left hand side the value of Kendall’s τ of the conditional Frank copula C14;23 as a function
of the mean u¯2:3 of the conditioning variables u2 and u3 is shown for different values of the parameter λ. The
parameter function is stated in Equation 6.1 and the data generating process is defined in Example 1. The plot
on the right hand side shows the empirical power for different values of λ and the theoretical 5% level of the tests.
Empirical power values are based on 1000 samples. The solid lines correspond to the CCC test and the dashed
lines to the VI test. Different sample sizes are shown color coded.
0, 0.2, 0.4, 0.6, 0.8, 1, we apply the CCC test and the VI test [31] for the hypothesis H0 : C14;23 = C
PVC
14;23.
On the right hand side of Figure 5, empirical power values are plotted for different values of the
parameter λ. The numbers are based on 1000 samples for each combination of λ and n. The level of the
tests is chosen to be 5%. For both tests and sample sizes the empirical size (i.e. the case λ = 0) is close to
the theoretical level of the test. The empirical power of both tests is clearly increasing for all values of λ
if one doubles the sample size from 500 to 1000 observations. Furthermore, both tests are more powerful
the more the variation in the conditional copula is pronounced, i.e., the larger the parameter λ. Overall
the empirical power is much better for the CCC test than for the VI test. In terms of empirical power, the
CCC test outperforms the VI test in all settings with a relative improvement that often exceeds 300%.
6.2. Power study: Gain of power by using the decision tree algorithm
We now compare the CCC test based on the decision tree approach Θn with the CCC test Tn(Γ0)
where the partition Γ0 is pre-selected. By construction, Θn ≥ Tn(Γ0) always holds, meaning that if we
reject based on Tn(Γ0), we also reject based on Θn. As a consequence, the empirical power of Θn is never
smaller than the empirical power of Tn(Γ0). The improvement in power due to the use of Θn instead of
Tn(Γ0) depends on the data generating process and will be investigated in the following
As in Section 5, we choose Γ0 = Γmed, i.e., we use mean aggregation and the median as fixed split
point. As data generating processes we consider the vine copula in Example 1 and the resulting vine
copulas that arise if the parameter of the conditional Frank copula C14;23 in the last tree of Example 1
is given by
αI(u2:3;λ) = 1 + 2.5λ(1− 2u2(u2 + u3))2, or αD(u2:3;λ) = 1 + 2.5λ(1− 2(u2 − u3))2.
Instead of summing up the two conditioning variables as in α(·) (Equation 6.1), αI(·) exhibits an in-
teraction effect between the conditioning variables and αD(·) takes the difference of the conditioning
variables. Figure 6 shows the empirical power of the CCC tests Θn and Tn(Γ0) for the hypothesis
H0 : C14;23 = C
PVC
14;23. For the case of Example 1 (left panel in Figure 6), the test with the fixed partition
Γ0 = Γmed delivers a test Tn(Γ0) which performs almost as good as Θn. That is because the parameter
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α(u2:3;λ) of the conditional copula in Example 1 can be written as a function of the mean of the con-
ditioning variables u¯2:3 =
1
2 (u2 + u3). Furthermore, the conditioning variables are positively associated
due to the Clayton copula with τ23 = 0.4. As a result, the decision tree rarely finds a better partition
than the fixed partition Γ0 = Γmed.
For the other two cases, the partition Γmed is not a good choice and the decision tree algorithm
finds substantially better partitions in a data-driven way. The varying parameter αI(·) (middle panel in
Figure 6) introduces an interaction effect between the two conditioning variables. Although the test with
the fixed Γmed partition can detect some of the variation in the conditional copula, the decision tree finds
better partitions which can increase the empirical power by more than 20 percentage points. The gain of
power is even more pronounced if the parameter αD(·) (right panel in Figure 6) of the conditional copula
is a function of the difference of the conditioning variables. Even if λ = 1 and the conditional copula is
strongly varying, the test with the fixed partition Γmed can not recognize the variation in the conditional
copula because it uses a partition that is based on the mean of the conditioning variables. As a result,
the empirical power is identical to the level of the test. On the contrary, the data-driven selection of
the partition results in a substantial power increase even though the algorithm can not directly split the
support of the conditioning variables w.r.t. the difference of the conditioning variables. For λ = 1 and
n = 1000, the data-driven selection of the partition increases the power from 5% to 99%.
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
l l l
l
l
l l ll
l
l l l
l l l l l ll l
l
l
l
l
l
l
l
l
l l
α(u2:3 ; λ) = 1 + 2.5λ(1 − 1.5(u2 + u3)2) αI(u2:3 ; λ) = 1 + 2.5λ(1 − 2u2(u2 + u3)2) αD(u2:3 ; λ) = 1 + 2.5λ(1 − 2(u2 − u3)2)
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
0.00
0.05
0.20
0.40
0.60
0.80
1.00
λ
Em
pi
ric
al
 p
ow
e
r Sample size
l
l
1000
500
Test type
Θn
Tn(Γ0)
VI
Figure 6: Empirical power of the CCC tests Θn and Tn(Γ0) and the VI test for the hypothesis that the copula
C14;23 in Example 1 is a second-order partial copula. The three panels correspond the parameter functionals
α(·), αI(·) and αD(·), respectively. Empirical power values are based on 1000 samples and plotted against the
parameter λ. The solid lines correspond to the CCC test Θn, the dashdotted lines to the CCC test Tn(Γ0) and
the dashed lines to the VI test. Different sample sizes are shown color coded.
In summary, the choice of Γ0 determines a lower bound for the empirical power of the test Θn and
by applying Θn with the decision tree one obtains a more powerful test. The magnitude of the power
improvement depends on the data generating process and ranges from negligible (e.g., α(·)) to huge (e.g.
αI(·)). For all data generating processes, the power of the data-driven test Θn is much better than the
power of the VI test. The difference is most pronounced for αD(·) where the empirical power of the VI
test is always approximately 5% while the empirical power of the CCC test Θn can be 99%.
6.3. Power study: The dimension of the conditioning set
For high-dimensional vine copulas, the dimension of the conditioning set of a conditional copula
increases rapidly. Therefore, it is substantial that a test for the constancy of a conditional copula still
has power if the dimension of the conditioning set is not small. To investigate the performance of the
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Figure 7: Empirical power of the CCC and VI test for the hypothesis that the copula C1,d;2:(d−1) in Example 2
is a (d − 2)-th order partial copula. Empirical power values are based on 1000 samples. The empirical power is
plotted against the parameter λ. Each plot corresponds to a specific dimension d of the D-vine copula (Example 2).
For λ = 0 the plot shows the empirical size of the tests. The solid lines correspond to the CCC test and the
dashed lines to the VI test. Different sample sizes are shown color coded.
CCC test w.r.t. the dimension of the conditioning set, we start with a up to twelve-dimensional Clayton
copula which can be represented as a D-vine copula consisting of Clayton copulas. We then replace the
Clayton copula in the edge of the last tree by a Frank copula with varying parameter and investigate the
performance of the CCC test. The data generating process being analyzed is defined in Example 2.
Example 2
For d ≥ 4, the building-blocks of the d-dimensional D-vine copula are chosen to be
Ci,i+j;Si,j = C
Cl(θj), 1 ≤ j ≤ d− 2, 1 ≤ i ≤ d− j,
C1,d;2:(d−1) = CFr(α(u2:3;λ)),
α(u2:3;λ) = 1 + 2.5λ(1− 1.5(u2 + u3))2,
θj =
θ1
1 + (j − 1)θ1 , 2 ≤ j ≤ d− 2,
θ1 =
2τ
1− τ .
For d = 4 Example 2 coincides with Example 1 and as before we set τ = 0.4 and consider different values
for λ. For d = 4, 6, 8, 10, 12, we always use the same varying Frank copula in the last tree where the
functional form of the parameter only depends on the conditioning variables U2 and U3. Therefore, the
variation in the conditional copula is always the same and not influenced by d but the testing problem is
getting higher-dimensional with d. Grouped by the dimension d, the empirical power and size of the VI
and the CCC test are shown in Figure 7.
While the VI test suffers a lot from the curse of dimensions if the dimension of the conditioning set is
increased, the empirical power of the CCC test is only slightly decreasing for higher values of d. Indeed,
it is remarkable how the CCC test performs in comparison to the VI test. In particular, for the setup
λ = 1 and n = 1000, the power of the VI test drops from 36% to 5% if the dimension is increased from
d = 4 to d = 12. On the contrary, the power of the CCC test for this setup is always 100%. Moreover,
even when the power of the CCC test is not 100% for d = 4, the decrease in its power is still marginal.
For instance, for λ = 0.6 and n = 500, the power of the CCC test only decreases from 83% to 67% while
the power of the VI test quickly drops to 5% if the dimension is increased from d = 4 to d = 12. Thus,
the introduction of a penalty in the CCC test statistic and the data-driven selection of the partition Γmax
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Figure 8: Empirical power of the CCC test for the hypothesis that the copula C14;23 in Example 1 is a second-
order partial copula. Empirical power values are based on 1000 samples and are plotted against the parameter λ.
For λ = 0 the plot shows the empirical size of the test. Each plot corresponds to a specific value of Kendall’s τ23
for the true copulas in the first and second tree. In the top row the PPITs are estimated with the true Clayton
copula family in the first and second tree (C12, C23, C34, C13;2, C24;3). The second and third row show the results if
the PPITs are estimated with misspecified copula families (survival Gumbel and Gumbel, respectively). Different
sample sizes are shown color coded.
by means of a decision tree yields a test whose power decreases only slightly with the dimension of the
conditioning variables.
6.4. Practical issues: Misspecification of the copulas in the lower trees
The true family of the five copulas in the first and second tree (C12, C23, C34, C13;2, C24;3) in Example 1
is the Clayton copula. To analyze the effect of misspecified copula families, we now vary the pairwise
value of Kendall’s tau τ23 = τ12 = τ34 = τ13 = τ24 between 0 and 0.8 and estimate either survival Gumbel
or Gumbel copulas for all five copula in the lower trees. The top row of Figure 8 shows the results for
correctly specified Clayton copulas in the lower trees as a benchmark. Since the strength of the variation
of C14;23 is more pronounced for higher values of τ23, the empirical power of the tests is also increasing
in τ23. The empirical size of the tests (λ = 0) is not influenced by τ23 and always close to the theoretical
level of 5%.
The second row of Figure 8 corresponds to a rather mild misspecification where we estimate survival
Gumbel copulas in the first and second tree. We see that the empirical size is still very close to the
theoretical level of 5 % (λ = 0). Moreover, the power of the test with misspecified survival Gumbel
copulas is almost indistinguishable from the power of the test with correctly specified Clayton copulas.
If the degree of misspecification is severe and we fit Gumbel copulas (with upper tail dependence) to
data generated from Clayton copulas (with lower tail dependence), differences in the empirical power of
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the CCC test become visible in the third row of Figure 8. In the majority of the considered scenarios
the empirical power is now smaller. In cases with high dependence, i.e., τ23 = 0.4, 0.6, 0.8, the empirical
size is increased and no longer as close to the theoretical level than without misspecification. This shows
that the test might not control the size if the copula families in the lower trees are severely misspecified.
Note that we misspecify five copula families and that the misspecification in the second tree might be
even worse because the data in one edge of the second tree is no longer generated by a Clayton copula if
the copulas in the first tree are misspecified. Thus, the performance of the CCC test is relatively robust
w.r.t. such a severe misspecification.
6.5. Practical issues: Model selection and the hierarchical test procedure
Throughout the paper we consider the scenario where the hypothesis about the simplifying assumption
is formulated for a given vine copula structure. In practice, the vine structure and copula families are not
known and have to be selected by some model selection algorithms. Note that, in general, depending on
the vine structure, a copula can satisfy or violate the simplifying assumption (see [4] for examples). Thus,
in order to investigate the effect of vine copula model selection on the empirical power of the CCC test, it
is reasonable to consider exchangeable data generating processes for which the simplifying assumption is
either satisfied or violated for any structure. In this case, the null hypothesis is independent of the vine
structure and it is sound to analyze the resulting size and power of the CCC test due to model selection.
For this reason, we generate data from the Clayton, Gaussian, Gumbel, and Frank copula in four
dimensions with pair-wise values of Kendall’s τ of 0.2, 0.4, 0.6, 0.8. Then, we use the algorithm of Dißmann
et al. [6] to select a regular vine copula structure and to specify the copula families via the AIC. We apply
the hierarchical procedure (Definition 5) to test the simplifying assumption at a theoretical level of 5 %.
Thus, in the second tree two conditional copulas are tested with an individual level of 1.67 %. If we do
not reject the H0 for both copulas in the second tree, we continue in the third tree and test C14;23 at
an individual level of 1.67 %. Therefore, each test of the simplifying assumption for the considered four
dimensional copulas consists of up to three individual tests.
The first two panels in Figure 9 report the results for the four-dimensional Clayton and Gaussian
copula for which any structure satisfies the simplifying assumption [13]. The empirical size of the CCC
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Figure 9: Empirical power for the sequential procedure (Definition 5) with the CCC test applied to test the
simplifying assumption for the four dimensional Clayton, Gaussian, Frank and Gumbel copula. Regular vine
copula models are selected with the algorithm of Dißmann et al. [6]. Empirical power values are based on 1000
samples and plotted against the pairwise value of Kendall’s τ . Different sample sizes are shown color coded.
test is still very close to the theoretical level of the test even under the consideration of vine copula
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model selection and possibly misspecified copula families. On the right of Figure 9, the empirical power
of testing the simplifying assumption for the four-dimensional Frank and Gumbel copula is plotted. The
Frank and Gumbel copula slightly violate the simplifying assumption for every vine structure [13] as long
as τ /∈ {0, 1}. Although the variation in the conditional copulas induced by the four-dimensional Frank
and Gumbel copulas is rather mild,8 the CCC test often rejects the simplifying assumption. That the
power has a minimum at τ = 0.8 can be explained by the fact that both copulas satisfy the simplifying
assumption for τ → 1.
7. Real data applications
We now analyze the performance of the proposed test procedure (Definition 5 and Definition 6) for
regular vine copulas fitted to ten different data sets. Two different kinds of real data are considered:
On the one hand, prominent data sets from the vine copula literature, and on the other hand, filtered
financial returns which have been the subject of study in many applied vine copula research papers.
The dimensionality of the data varies between 3 and 49 and the number of observations between 312
and 23, 909. The two non-financial data sets are uranium [35] and concrete [36]. For both data sets,
normalized ranks as pseudo-observations from the copula are obtained by means of the rescaled ecdf.
All eight financial data sets are from the Kenneth R. French – Data Library and we apply ARMA(1,1)-
GARCH(1,1)-filtering [37, 38] and the rescaled ecdf to the residuals to obtain pseudo-observations from
the d-dimensional copulas. Note that by applying the rescaled ecdf to the residuals, our test with pseudo-
observations is still an asymptotically correct test (Chen and Fan [39]).
To obtain parametric models for the PVC we apply the standard regular vine model selection algorithm
proposed by Dißmann et al. [6] which is implemented in the R-package VineCopula [40]. The pair-copula
families are selected according to the AIC and we use the option to test for the independence copula in
each node of the vine copula by applying the test of Genest and Favre [41] to obtain a sparse parametric
simplified vine copula model.
In Table 1 and Table 2 we provide detailed information for all ten data sets being studied and also
report the test results with the hierarchical procedure (Definition 5 and Definition 6) to check the validity
of the simplifying assumption. For all cases where we reject the H0 that the simplifying assumption
is satisfied, we also report the first tree in which we reject at least one null hypothesis of the form
H0 : (U
PVC
i|Sij , U
PVC
i+j|Sij ) ⊥ USij and therefore stop the hierarchical test procedure. For both non-financial
data examples uranium and concrete we reject the simplifying assumption already in the second tree
(Table 1). This is in line with the results reported by Gijbels et al. [16] for the data set uranium and
by Kraus and Czado [20] for both data sets. The results for the filtered financial returns are mixed
(Table 2). For three out of eight data sets we reject the simplifying assumption. In the cases where the
simplifying assumption is rejected, the simplifying assumption is not already rejected in the second tree.
8For example, the induced conditional copula C13;2 of a three dimensional Frank copula C1:3 is a Ali-Mikhail-Haq copula
which only slightly varies (see Fig. 1. in Spanhel and Kurz [29]). In general, under weak regularity conditions, which hold
for the Frank and Gumbel copula, the value of Kendall’s τ12|3 is restricted to the interval [0, 13 ] if C1:3 is an Archimedean
copula [34].
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Table 1
Test results for non-financial data sets. Rescaled ecdfs are used as univariate models and the regular vine copula
models are selected with the algorithm of Dißmann et al. [6]. To test the simplifying assumption we apply the
hierarchical procedure (Definition 5 and Definition 6) with the CCC test.
Name concrete uranium
Description Concrete Compressive Strength Data Set Uranium Exploration Data Set
Source Yeh [36], R-package randomUniformForest Cook and Johnson [35], R-package copula
Variables Cement, Coarse Aggregate, Fine Aggregate,
Concrete compressive strength
log concentration of Uranium, Lithium, Colbalt,
Potassium, Cesium, Scandum, Titanium
Dimension 4 (6 pair-copulas) 7 (21 pair-copulas)
n 1, 030 655
CCC test results
(at a 5% confidence level)
The simplifying assumption can be rejected in
the second tree.
The simplifying assumption can be rejected in
the second tree.
Table 2
Test results for financial data sets. The data source for all financial data sets is the Kenneth R. French – Data
Library (available under: http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html).
ARMA(1,1)-GARCH(1,1) with t-distributed innovations are used as univariate models. The rescaled ecdf of
these innovations provides pseudo-observations which are used for the regular vine copula which is selected with
the algorithm of Dißmann et al. [6]. To test the simplifying assumption we apply the sequential procedure
(Definition 5 and Definition 6) with the CCC test.
Name FF3F FF5F Ind5 Ind10
Description Fama/French 3 Factors Fama/French 5 Factors 5 Industry Portfolios 10 Industry Portfolios
Variables SMB, HML, Rm − Rf SMB, HML, RMW, CMA,
Rm − Rf
5 industry portfolios formed
according to four-digit SIC
codes.
10 industry portfolios formed
according to four-digit SIC
codes.
Period 01-Jul-1926 to 31-Jan-2017
(daily)
01-Jul-1963 to 31-Jan-2017
(daily)
02-Jan-1997 to 31-Jan-2017
(daily)
02-Jan-1997 to 31-Jan-2017
(daily)
Dimension 3 (3 pair-copulas) 5 (10 pair-copulas) 5 (10 pair-copulas) 10 (45 pair-copulas)
n 23, 909 13, 489 5, 054 5, 054
CCC
test results
(at a 5% confi-
dence level)
The simplifying assumption
can not be rejected.
The simplifying assumption
can not be rejected.
The simplifying assumption
can not be rejected.
The simplifying assumption
can not be rejected.
Name Countries Pfs25 Ind30 Ind49
Description 20 Country Portfolios 25 Portfolios Formed on Size
and Book-to-Market
30 Industry Portfolios 49 Industry Portfolios
Variables AUT, AUS, BEL, CAN, DNK,
FIN, FRA, GER, HKG, IRL,
ITA, JPN, NLD, NZL, NOR,
SGP, ESP, SWE, CHE, GBR
Intersections of five portfo-
lios formed on size and five
portfolios formed on the ra-
tio of book equity to market
equity
30 Industry Portfolios formed
according to four-digit SIC
codes.
49 Industry Portfolios formed
according to four-digit SIC
codes.
Period Jan-1975 to Dec-2016
(monthly)
03-Jan-2007 to 31-Jan-2017
(daily)
Jul-1926 to Jan-2017
(monthly)
Jul-1969 to Jan-2017
(monthly)
Dimension 20 (190 pair-copulas) 25 (300 pair-copulas) 30 (435 pair-copulas) 49 (1,176 pair-copulas)
n 312 2, 538 1, 087 571
CCC
test results
(at a 5% confi-
dence level)
The simplifying assumption
can not be rejected.
The simplifying assumption
can be rejected in the ninth
tree.
The simplifying assumption
can be rejected in the ninth
tree.
The simplifying assumption
can be rejected in the
fourth tree.
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This indicates that the violation of the simplifying assumption for the vine copula selected by Dißmann’s
algorithm might be less severe for this kind of data as compared to uranium and concrete. This is
consistent with the findings of Kraus and Czado [20] who also use the CCC test and report that the
simplifying assumption seems to be rather appropriate for filtered financial returns. Kraus and Czado
[20] argue that a possible explanation is that multivariate t-copulas are often well suited for modeling
filtered financial returns and Sto¨ber et al. [13] has proven that t-copulas can be represented as simplified
vine copulas.
Summing up, the analysis of the real data sets demonstrates that the CCC test can successfully be
applied to investigate the simplifying assumption in high-dimensional simplified vine copula models. For
further applications of the CCC test we refer the reader to Kraus and Czado [20] and Schellhase and
Spanhel [25].
8. Conclusion
We introduce a test for the simplifying assumption in high-dimensional vine copulas. In practical
applications, a test for the simplifying assumption in high-dimensional vine copulas must be compu-
tationally feasible and tackle the curse of dimensions. The introduced CCC test addresses these two
issues.
The asymptotic distribution of the CCC test statistic is derived under the assumption of semi-
parametrically estimated pseudo-observations from the partial probability integral transforms. Since
the test has a known asymptotic distribution and is based on the stepwise maximum likelihood estimator
it is computationally feasible also in high dimensions. To prevent suffering from the curse of dimensions
if the number of conditioning variables increases, the CCC test utilizes a novel stochastic interpretation
of the simplifying assumption based on the partial vine copula. Moreover, we propose a discretization
of the support of the conditioning variables into a finite number of subsets and incorporate a penalty
in the test statistic. A decision tree algorithm detects the possibly largest deviation from the simplify-
ing assumption measured in terms of conditional correlations and also contributes to a computationally
feasible test. In a simulation study we provide a thorough analysis of the finite sample performance of
the CCC test for various kinds of data generating processes. The CCC test outperforms the vectorial
independence test by a large margin if the conditional correlation is varying. Even more important for
high-dimensional applications, the simulation study demonstrates that the power of the test decreases
only slightly with the dimension of the conditioning variables. Moreover, vine structure model selection
and a mild misspecification of the parametric copula families do not affect the power properties of the
CCC test. An application to 10 data sets with up to 49 dimensions demonstrates the usefulness of the
test and indicates that the validity of the simplifying assumption should be checked individually for each
data set.
Beside its application as a specification test of simplified vine copula models, the CCC test can also
be utilized to improve the modeling of data with vine copulas. Schellhase and Spanhel [25] make use
of the CCC test to identify building blocks of vine copulas where the modeling of a conditional copula
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is more appropriate than the specification of an unconditional copula. Additionally, Kraus and Czado
[20] introduce model selection algorithms that use the CCC test to find appropriate structures for vine
copulas which outperform the popular Dißmann algorithm [6].
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Appendix
A.1. Representation of the CCC test statistic in terms of weighted differences to the average correlation
The test statistic Tn(Γ) (and also T
?
n(Γ)) are based on the first-order difference matrix A defined in
Section 4.1. In the following, we show that an equivalent test statistic can be obtained using a matrix B
which results in a test statistic based on weighted squared differences to the average correlation. To see
this, consider the (L− 1)× L matrix
B =

(1− pˆi1)
√
pˆi1 −pˆi2
√
pˆi1 −pˆi3
√
pˆi1 · · · −pˆiL
√
pˆi1
−pˆi1
√
pˆi2 (1− pˆi2)
√
pˆi2 −pˆi3
√
pˆi2 · · · −pˆiL
√
pˆi2
...
. . .
. . .
. . .
...
−pˆi1
√
pˆiL−1 · · · (1− pˆiL−1)
√
pˆiL−1 −pˆiL
√
pˆiL−1
 .
If we multiply B by the vector of estimated correlations RˆΓ, we get the vector of weighted differences to
the average correlation, i.e.,
BRˆΓ =
(√
pˆi1(rˆ1 − r¯), . . . ,
√
pˆiL−1(rˆL−1 − r¯)
)T
,
with r¯ =
∑L
l=1 pˆilrˆl, so that (BRˆΓ)
TBRˆΓ =
∑L−1
l=1 pˆil(rˆl − r¯)2.
W.l.o.g., let
∑L
l=1 pˆil = 1. We can rewrite the matrix B as
B := DA = Diag(
√
pˆi1, . . . ,
√
pˆiL−1) (IL−1 − 1L−1 pˆiT1:L−1) C A,
where C is the (L− 1)× (L− 1) upper triangular matrix where all non-zero entries are one and A is the
first-order difference matrix used to define the test statistic Tn(Γ). Note that by the matrix determinant
lemma D is invertible. It follows that the χ2-statistics are equal, i.e.,
Tn(Γ) = n(ARˆΓ)
T (AΣˆRΓA
T )−1ARˆΓ = n(BRˆΓ)T (BΣˆRΓB
T )−1BRˆΓ.
A.2. Proof of Proposition 2
We first prove the following lemma stating the asymptotic distribution of the test statistic T ?n(Γ) =
n(ARˆ?Γ)
T (AΣˆ?RΓA
T )−1ARˆ?Γ under the H0 : (U
PVC
i|Sij , U
PVC
i+j|Sij ) ⊥ USij and the assumption that observations
from the PPITs are observable.
Lemma 1
Let (Uk1:d)k=1:n be n independent copies of U1:d ∼ C1:d and Λ0 := supp(USij ). Assume that the partition
Γ := {Λ1, . . . ,ΛL} satisfies the conditions stated in Proposition 2. Under the H0 : (UPVCi|Sij , UPVCi+j|Sij ) ⊥ USij
it holds that
T ?n(Γ)
d→ χ2(L− 1).
Proof. We first derive the asymptotic distribution of Rˆ?Γ = (rˆ1, . . . , rˆL) under the H0 before showing that
T ?n(Γ) has an asymptotic Chi-square distribution under the H0. For this purpose, let e5 := (0, 0, 0, 0, 1)
T ,
⊗ denote the Kronecker product, 1L be a L × 1 column vector of ones and IL be the L × L identity
matrix, so that (IL ⊗ e5)T is a L × 5L matrix that can be used to extract every fifth element from a
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5L-dimensional column vector. The correlations are then given by Rˆ?Γ = (IL ⊗ e5)T αˆ, with αˆ being the
unique solution of the estimating equation
1
n
n∑
k=1
gΓ(U
k
1:d, pˆi, α)
!
= 0, (8.1)
where the estimating function gΓ will be stated in the following.
Define
gpi(U
k
1:d, pi) =
(
pi1 − 1{UkSij∈Λ1}, . . . , piL − 1{UkSij∈ΛL}
)T
,
where pi := pi1:L ∈ (0, 1)L. The solution pˆi of 1n
∑n
k=1 gpi(U
k
1:d, pi)
!
= 0 denotes the random fraction of data
corresponding to Λl, i.e.,
pˆil :=
1
n
n∑
k=1
1{UkSij∈Λl}
, l = 1, . . . , L.
Define
h(Uk1:d, φ) =

φ1 − UPVC,ki|Sij
φ2 − UPVC,ki+j|Sij
φ3 − (UPVC,ki|Sij − φ1)2
φ4 − (UPVC,ki+j|Sij − φ2)2
φ5 − (UPVC,ki|Sij − φ1)(U
PVC,k
i+j|Sij − φ2)(φ3φ4)−
1
2

,
where φ := φ1:5 ∈ R5. For Λl ∈ Γ = {Λ1, . . . ,ΛL} we set
f(Uk1:d, pil, φ) = pi
−1
l 1{UkSij∈Λl}
h(Uk1:d, φ).
The estimating function gΓ in (8.1) is given by
gΓ(U
k
1:d, pi, α) :=
(
f(Uk1:d, pi1, α1)
T , . . . , f(Uk1:d, piL, αL)
T
)T
.
Let pi0 be the unique solution of E[gpi(Uk1:d, pi)] = 0, φ0 be the unique solution of E[h(Uk1:d, φ)] = 0, and
α0 = (φ
T
0 , . . . , φ
T
0 )
T so that E[gΓ(Uk1:d, pi, α0)] = 0 for all pi ∈ (0, 1)L under the H0 because for each l-th
block element of E[gΓ(Uk1:d, pi, α0)] it holds that(
E[gΓ(Uk1:d, pi, α0)]
)
l
:= E[f(Uk1:d, pil, φ0)] = E
[
pi−1l 1{UkSij∈Λ1}
h(Uk1:d, φ0)
]
H0= E
[
pi−1l 1{UkSij∈Λl}
]
E[h(Uk1:d, φ0)]︸ ︷︷ ︸
=0
= 0.
Using the same steps it can be readily verified that E[∂piT gΓ(Uk1:d, pi, α0)] = 0 for all pi ∈ (0, 1)L under
the H0. Thus, under the H0, the standard theory of estimating equations for two-step estimators, e.g.,
Theorem 6.1 in [42], yields that
√
n(αˆ− α0) d→ N5L(0, G−1Γ ΩΓ(G−1Γ )T ), (8.2)
where GΓ := E
[
∂αT gΓ(U
k
1:d, pi0, α0)
]
, ΩΓ := Cov
[
gΓ(U
k
1:d, pi0, α0)
]
and Nd(µ,Σ) denotes a d-dimensional
normal distribution with mean vector µ and covariance matrix Σ.
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If we now extract every fifth element from αˆ using Rˆ?Γ = (IL⊗ e5)T αˆ , we obtain the joint asymptotic
distribution of the estimated correlations under the H0 as
√
n((rˆ1, . . . , rˆL)
T − (r1, . . . , rL)T ) =
√
n(Rˆ?Γ −RΓ) d→ NL(0,Σ?RΓ),
so that
Σ?RΓ = (IL ⊗ e5)TG−1Γ ΩΓ(G−1Γ )T (IL ⊗ e5)
Under the H0 it holds that r1 = . . . = rL = r = Corr(U
PVC
i|Sij , U
PVC
i+j|Sij ) and therefore it follows with
the (L− 1)× L first-order difference matrix A and the continuous mapping theorem, that
√
nARˆ?Γ
d→ NL−1(0, AΣ?RΓAT ).
To obtain the statistic of the CCC test when a sample from the PPITs is observable, the covariance
matrix
Σ?RΓ = Cov
[
(IL ⊗ e5)TG−1Γ gΓ(Uk1:d, pi0, α0)
]
has to be consistently estimated, e.g., by Σˆ?RΓ = Ĉov[(IL⊗e5)T Gˆ−1Γ gΓ(Uk1:d, pˆi, αˆ)], where Ĉov[X] denotes
the sample covariance of the random vector X. By applying once more the continuous mapping theorem
and Slutsky’s theorem, we get
T ?n(Γ) = n(ARˆ
?
Γ)
T (AΣˆ?RΓA
T )−1ARˆ?Γ
d→ χ2(L− 1)
and Lemma 1 is proven. 
The remaining part of the proof of Proposition 2 requires the definition of the pseudo stepwise maximum
likelihood estimator of the vine copula parameters. This estimator can be obtained as the solution of
estimating equations (Hobæk Haff [30], Spanhel and Kurz [43], Tsukahara [44]).9 By extending these
estimating equations by the ones for the correlations defined in the proof of Lemma 1 we derive the
asymptotic distribution of the CCC test when pseudo-observations from the PPITs are estimated. Let
{CSVC1:d (·; θ1:d−1) : θ1:d−1 ∈ Υ} be a parametric simplified vine copula such that ∃θ1:d−1; 0 ∈ Υ so that
CSVC1:d (·; θ1:d−1; 0) = CPVC1:d (·) with density given by
cSVC1:d (u1:d; θ1:d−1) =
∏
(i,j)∈Id1
cSVCi,i+j;Sij (u
SVC
i|Sij (θ1:j−1), u
SVC
i+j|Sij (θ1:j−1); θj,i),
where CSVCi,i+j;Sij is a bivariate unconditional copula for each (i, j) ∈ Id1 . The individual stepwise pseudo
score functions for the copulas in the j-th tree are given by
∂θj `j(V1:d; θ1:j) := ∂θj
d−j∑
i=1
ln
(
cSVCi,i+j;Sij (V
SVC,k
i|Sij (θ1:j−1), V
SVC,k
i+j|Sij (θ1:j−1); θj,i)
)
, j = 1, . . . , d− 1.
9For details on the pseudo stepwise maximum likelihood estimator of the vine copula parameters we refer to the stated
references [30, 43].
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Here, the pseudo-observations of the PPITs for j = 1, i = 1, . . . , d− 1 are defined by
V SVC,ki|Sij (θ1:j−1) := V
k
i :=
1
n+ 1
n∑
m=1
1{Xmi ≤Xki },
V SVC,ki+j|Sij (θ1:j−1) := V
k
i+j :=
1
n+ 1
n∑
m=1
1{Xmi+j≤Xki+j},
and for (i, j) ∈ Id2 as
V SVC,ki|Sij (θ1:j−1) := ∂2C
SVC
i,i+j−1;Si,j−1(V
SVC,k
i|Si,j−1(θ1:j−2), V
SVC,k
i+j−1|Si,j−1(θ1:j−2); θj−1,i),
V SVC,ki+j|Sij (θ1:j−1) := ∂1C
SVC
i+1,i+j;Si+1,j−1(V
SVC,k
i+1|Si+1,j−1(θ1:j−2), V
SVC,k
i+j|Si+1,j−1(θ1:j−2); θj−1,i+1).
Set θ := θ1:d−1 and define the estimating function
gS(V
k
1:d, θ) = (∂θ1`1(V
k
1:d; θ1)
T , . . . , ∂θd−1`d−1(V
k
1:d; θ1:d−1)
T )T ,
so that the solution θˆ of 1n
∑n
k=1 gS(V
k
1:d, θ)
!
= 0 is the pseudo stepwise maximum likelihood estimator.
Moreover, gΓ(V
k
1:d, pi, θ, α) denotes the estimating function of the correlations when pseudo-observations
from the PPITs are used, i.e.,
gΓ(V
k
1:d, pi, θ, α) :=
(
f(V k1:d, pi1, θ, α1)
T , . . . , f(V k1:d, piL, θ, αL)
T
)T
,
where
f(V k1:d, pil, θ, φ) = pi
−1
l 1{UkSij∈Λl}

φ1 − V SVC,ki|Sij (θ1:j−1)
φ2 − V SVC,ki+j|Sij (θ1:j−1)
φ3 − (V SVC,ki|Sij (θ1:j−1)− φ1)2
φ4 − (V SVC,ki+j|Sij (θ1:j−1)− φ2)2
φ5 − (V SVC,ki|Sij (θ1:j−1)− φ1)(V
SVC,k
i+j|Sij (θ1:j−1)− φ2)(φ3φ4)−
1
2

.
Let β := (θT , αT )T so that the estimating function of the vine copula parameters and the correlations
is given by
g(V k1:d, pi, β) =
 gS(V k1:d, θ)
gΓ(V
k
1:d, pi, θ, α)
 .
The rank approximate estimator βˆ is then given as the solution of 1n
∑n
k=1 g(V
k
1:d, pˆi, β)
!
= 0 where pˆi is
given as in the proof of Lemma 1. To derive the asymptotic distribution of βˆ, introduce
Wi :=
∫
∂uig(u1:d, pi0, β0)1{Ui≤ui}dC1:d(u1:d), i = 1, . . . , d,
Ω˜ := Cov
(
g(Uk1:d, pi0, β0) +
d∑
i=1
Wi
)
,
where β0 := (θ
T
1:d−1; 0, α
T
0 )
T is the unique solution of E[g(Uk1:d, pi, β0)] = 0 for all pi ∈ (0, 1)L under the
H0. By the same reasoning as in the proof of Lemma 1 and because gS(U
k
1:d, θ) does not depend on pi
it follows that E
[
∂piT g(U
k
1:d, pi, β0)
]
= 0 for all pi ∈ (0, 1)L under the H0. Moreover, under the H0 the
simplifying assumption is true for the D-vine copula of Ci:i+j (Lemma 3.1 in Spanhel and Kurz [22]).
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Thus, provided the regularity conditions in Theorem 1 in Hobæk Haff [30] are satisfied, it follows that
√
n(βˆ − β0) d→ Nnθ+5L(0, Σ˜),
where Σ˜ = G−1Ω˜(G−1)T with G := −E[∂βT g(Un1:d, pi0, β0)] and let nθ be the number of vine copula
parameters, i.e., the length of the vector θ.
To extract the estimated correlations RˆΓ from βˆ and to obtain the corresponding asymptotic covari-
ance matrix, we can exploit the block-structure of G as follows
G =
 E[∂θT gS(Uk1:d, θ0)] 0
E[∂θT gΓ(Uk1:d, pi0, θ0, α0)] E[∂αT gΓ(Uk1:d, pi0, θ0, α0)]
 =
 E[∂θT gS(Uk1:d, θ0)] 0
E[∂θT gΓ(Uk1:d, pi0, θ0, α0)] GΓ
 .
Denote the nθ × L matrix consisting of zeros by 0nθ×L and define δ := (0Tnθ×L, (IL ⊗ e5)T )T so that
RˆΓ = δ
T βˆ. The asymptotic covariance matrix of
√
n(RˆΓ −RΓ) is then
ΣRΓ = Cov
[
δTG−1
(
g(U1:d, pi0, β0) +
d∑
i=1
Wi
)]
= Σ?RΓ +
(
Cov
[
δTG−1g(U1:d, pi0, β0)
]− Σ?RΓ)
+
(
Cov
[
δTG−1
(
g(U1:d, pi0, β0) +
d∑
i=1
Wi
])− Cov[δTG−1g(U1:d, pi0, β0)])
= Σ?RΓ + ΣPVC + Σr.
Thus, under the H0 it follows that
√
n(RˆΓ −RΓ) d→ NL(0,ΣRΓ).
With the same arguments as in the proof of Lemma 1 this implies under the H0
Tn(Γ) = n(ARˆΓ)
T (AΣˆRΓA
T )−1ARˆΓ
d→ χ2(L− 1),
where ΣˆRΓ = Ĉov
(
δT Gˆ−1(g(Uk1:d, pˆi, βˆ) +
∑d
i=1 Wˆi)
)
is a consistent estimator of ΣRΓ .
10
A.3. Proof of Proposition 3
To obtain the asymptotic distribution of the test statistic Θn, we need the following lemmas.
Lemma 2
Let Y ∼ FY , where FY is the cdf of a continuous probability distribution. Additionally, let λn be a penalty
function satisfying the conditions stated in Proposition 3. If Yn
d→ Y it holds that Yn − nλn p→ −∞, i.e.,
∀α ∈ R : lim
n→∞P(Yn − nλn ≤ α) = 1.
Proof. Let α ∈ R. Since nλn →∞ it holds that
∀ > 0 ∃n1 ∈ N ∀n ≥ n1 : FY (α+ nλn) > 1− 
2
. (8.3)
10See Genest et al. [45] for a consistent estimator of Wi =
∫
∂uig(u1:d, pi0, β0)1{Ui≤ui}dC1:d(u1:d).
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By assumption Yn converges in distribution to Y ∼ FY , therefore
∀ > 0 ∀n1 ∈ N ∃n2 ∈ N ∀n ≥ n2 : |FYn(α+ n1λn1)− FY (α+ n1λn1)| <

2
. (8.4)
Moreover, ∃n3 ∈ N ∀n ≥ n3 : nλn ≥ n1λn1 . Thus, ∀ > 0 ∀n ≥ max(n1, n2, n3) it holds that
P(Yn ≤ α+ nλn) ≥ P(Yn ≤ α+ n1λn1) = FYn(α+ n1λn1)
= FYn(α+ n1λn1)− FY (α+ n1λn1) + FY (α+ n1λn1)
(8.4)
> FY (α+ n1λn1)−

2
(8.3)
> 1− .
Thus,
lim
n→∞P(Yn − nλn ≤ α) = 1.

In the following Lemma 3 the asymptotic behavior of δn := max {Y n0 + nλn, Y n1 , Y n2 , . . . , Y nM} − nλn is
analyzed.
Lemma 3
Let (Y k0 )k=1:n, (Y
k
1 )k=1:n, . . . , (Y
k
M )k=1:n be (M + 1) sequences of random variables and Ym ∼ FYm , 0 ≤
m ≤ M , random variables with continuous cumulative distribution functions. Further let λn : N → R+
be a penalty function satisfying the conditions stated in Proposition 3.
Define δn := max {Y n0 + nλn, Y n1 , Y n2 , . . . , Y nM} − nλn.
(i) If Y nm
d→ Ym for each 0 ≤ m ≤M , it holds that δn d→ Y0.
(ii) If there is an m? ∈ {0, . . . ,M} such that plimn→∞ 1nY nm? = ym? > 0 then δn
p→∞.
Proof. Proof of (i). Let α ∈ R, then
P(δn ≤ α) = P (max {Y n0 + nλn, Y n1 , . . . , Y nM} − nλn ≤ α)
= P (max {Y n0 , Y n1 − nλn, . . . , Y nM − nλn} ≤ α)
= P (Y n0 ≤ α, Y n1 − nλn ≤ α, . . . , Y nM − nλn ≤ α) .
Using the Fre´chet-Hoeffding inequalities [46, 47] we have
P(δn ≤ α) ≥ max
{
0,P (Y n0 ≤ α) +
M∑
m=1
P (Y nm − nλn ≤ α)−M
}
and
P(δn ≤ α) ≤ min
{
P (Y n0 ≤ α) , min
1≤m≤M
{
P (Y nm − nλn ≤ α)
}}
.
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Due to the continuity of the minimum and maximum as well as Lemma 2 it follows that
lim
n→∞P(δn ≤ α) ≥ limn→∞max
{
0,P (Y n0 ≤ α) +
M∑
m=1
P (Y nm − nλn ≤ α)−M
}
= max
{
0, lim
n→∞P (Y
n
0 ≤ α) +
M∑
m=1
lim
n→∞P (Y
n
m − nλn ≤ α)−M
}
= max
{
0, FY0(α) +
M∑
m=1
1−M
}
= FY0(α)
and
lim
n→∞P(δn ≤ α) ≤ limn→∞min
{
P (Y n0 ≤ α) , min
1≤m≤M
{
P (Y nm − nλn ≤ α)
}}
= min
{
lim
n→∞P (Y
n
0 ≤ α) , min
1≤m≤M
{
lim
n→∞P (Y
n
m − nλn ≤ α)
}}
(8.5)
= min
{
FY0(α), min
1≤m≤M
{
1
}}
= FY0(α).
Thus,
δn
d→ Y0.
Proof of (ii). For m = 0, . . . ,M , define Znm := Y
n
m − nλn1{m 6=0}. Because λn → 0 it follows that
plimn→∞
1
nZ
n
m? = ym? . Note that P(Znm? ≤ α) n→∞→ 0 for all α ∈ R because 1nZnm?
p→ ym? > 0.
Thus, the Fre´chet-Hoeffding upper bound implies that for any α ∈ R,
lim
n→∞P(δn ≤ α) ≤ limn→∞min
{
P(Znm? ≤ α), min
m∈{0,...,M}\m?
{
P (Znm ≤ α)
}}
= min
{
lim
n→∞P(Z
n
m? ≤ α), min
m∈{0,...,M}\m?
{
lim
n→∞P (Z
n
m ≤ α)
}}
= min
{
0, min
m∈{0,...,M}\m?
{
lim
n→∞P (Z
n
m ≤ α)
}
︸ ︷︷ ︸
∈[0,1]
}
= 0,
and the proof is complete. 
Using Proposition 2 and setting Y nm = Tn(Γm) in Lemma 3 (i) it follows that the statistic Θn converges
under the H0 to a χ
2(L0 − 1) distribution.
Now assume that the correlations conditional on the subsets of the partition Γm? are not identical,
i.e., plimn→∞
1
nTn(Γm?) = c > 0 for some m
? ∈ {0, . . . ,M}. Setting Y nm = Tn(Γm) in Lemma 3 (ii) shows
that the test statistic Θn converges in probability to infinity.
A.4. The decision tree: Algorithmic details
Every leaf in the tree represents a subset of the support Λ0 of the random vector USij . The maximum
depth of the decision tree is denoted by Jmax and every leaf is assigned to a level J in the decision tree
(0 ≤ J ≤ Jmax). The level of a leaf refers to the number of splits which have already been used to arrive
at the leaf, starting from the root leaf Λ0 (see Figure 2).
A leaf is denoted by Λγ0:J , where the (J+1)-dimensional vector γ0:J := (γ0, γ1, . . . , γJ) ∈ {0}×{l, r}J
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is the unique identifier for a leaf in the J-th level of the decision tree. That is, the two leaves in the
(J + 1)-th level of the decision tree being connected via edges to the leaf γ0:J = (γ0, γ1, . . . , γJ) in the
J-th level are identified by γ0:J+1 := (γ0:J , k) := (γ0, γ1, . . . , γJ , k) with k ∈ {l, r}. The subsets assigned
to the leafs in the (J + 1)-th level by a binary split are given by
Λ(γ0:J ,k) ⊂ Λγ0:J , J ≥ 0, k ∈ {l, r}, Λ(γ0:J ,l) ∩ Λ(γ0:J ,r) = ∅.
Every split is chosen out of a finite number M of possible splits. A possible split Smγ0:J in the leaf γ0:J
is defined as a pair of disjoint subsets of Λγ0:J , i.e., S
m
γ0:J := (Λ
m
(γ0:J ,l)
,Λm(γ0:J ,r)) ⊂ Λγ0:J × Λγ0:J with
Λm(γ0:J ,l) ∩Λm(γ0:J ,r) = ∅. From these possible splits, the split is selected that maximizes the statistic of the
CCC test. Meaning that every split is defined as
Sγ0:J = (Λ(γ0:J ,l),Λ(γ0:J ,r)) = argmax
Smγ0:J
∈{S1γ0:J ,...,SMγ0:J }
Tn
(
Smγ0:J
)
.
Thus, the subsets that are transferred to leaf (γ0:J , k), k ∈ {l, r}, after using the optimal split Sγ0:J , are
given by Λ(γ0:J ,l) and Λ(γ0:J ,r). In the last level Jmax we obtain a final partition of the support Λ0 into
2Jmax disjoint subsets given by Γmax := {Λ(0,l,...,l,l),Λ(0,l,...,l,r), . . . ,Λ(0,r,...,r,l),Λ(0,r,...,r,r)}. For the final
partition we compute the value of the test statistic
Θn = max{Tn(Γ0) + nλn, Tn(Γmax)} − nλn.
The following definition summarizes the decision tree-based CCC test.
Definition 6 (CCC test with a decision tree)
To test the hypothesis H0 : (U
PVC
i|Sij , U
PVC
i+j|Sij ) ⊥ USij using the CCC test with a decision tree and a signifi-
cance level of α do the following:
1. Obtain the pseudo-observations
(
V SVC,ki|Sij (θˆ1:j−1), V
SVC,k
i+j|Sij (θˆ1:j−1)
)
k=1,...,n
using steps 1 - 2b in Defi-
nition 5.
2. Choose a null partition Γ0 consisting of L0 disjoint subsets of the support of USij .
3. Select a maximal depth Jmax for the decision tree and a finite number of possible splitting points
{S1γ0:J , . . . , SMγ0:J} in every leaf γ0:J for all 0 ≤ J ≤ Jmax − 1.
4. Use
(
V SVC,ki|Sij (θˆ1:j−1), V
SVC,k
i+j|Sij (θˆ1:j−1)
)
k=1,...,n
, the conditioning variables (UkSij )k=1,...,n, and the de-
cision tree explained in Section 5.2 to get Γmax.
5. Compute Θn = max{Tn(Γ0) + nλn, Tn(Γmax)} − nλn.
6. Reject the H0 if Θn ≥ F−1χ2(L0−1)(1 − α), where F
−1
χ2(L0−1) is the quantile function of the χ
2-
distribution with L0 − 1 degrees of freedom.
In all simulations in Section 6 and the real data applications in Section 7, we choose λn =
1√
n
and
Γ0 = Γmed. Further tuning parameters of the decision tree are the maximum depth Jmax of the tree
and the set of possible splits {S1γ0:J , . . . , SMγ0:J}. To keep the test computationally feasible and because
it performs well in simulations, we consider a maximum depth of Jmax = 2 and the number of possible
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splits in each leaf γ0:J is restricted to be at most M = 3(j − 1 + 1{j≥3}). The formal definition of the
set of possible splits is given in Appendix A.5 and we provide here a short explanation. To obtain the
sets Λ(0,l) and Λ(0,r) for the two leaves in level 1, we consider the empirical 0.25, 0.5, and 0.75 quantiles
for each conditioning variable Uk, k ∈ Sij . If j ≥ 3, we additionally take the empirical 0.25, 0.5 and
0.75 quantiles of the mean aggregation given in (5.1) into account, resulting in 3 · j possible splits. The
sets {Λ(0,l,l),Λ(0,l,r)} and {Λ(0,r,l),Λ(0,r,r)} for the four leaves in level 2 are obtained in the same fashion
except that we now condition on USij ∈ Λ(0,l) or USij ∈ Λ(0,r), respectively. Furthermore, we use several
restrictions in the decision tree algorithm to guarantee that the final data sets do not become too small,
so that we can still rely on approximations of finite-sample distributions using asymptotic distributions.11
A.5. Formal definition of the set of possible splits for the decision tree
If Qq[(Xi)i∈I ] denotes the empirical q-quantile of the vector (Xi)i∈I , the set of possible splits in the
leaf γ0:J , for J = 0, 1 and j ≥ 3 is given by
S1:3·jγ0:J :=
{
S1γ0:J , . . . , S
3·j
γ0:J
}
=
{
(Λ1(γ0:J ,l),Λ
1
(γ0:J ,r)
), . . . , (Λ3·j(γ0:J ,l),Λ
3·j
(γ0:J ,r)
)
}
,
with
Λm(γ0:J ,l) :=

{
uSij ∈ Λγ0:J : ui+m ≤ Q0.25[(Uki+m)k∈Iγ0:J ]
}
, 1 ≤ m ≤ j − 1{
uSij ∈ Λγ0:J : ui+m−(j−1) ≤ Q0.5[(Uki+m−(j−1))k∈Iγ0:J ]
}
, j ≤ m ≤ 2j − 2{
uSij ∈ Λγ0:J : ui+m−2(j−1) ≤ Q0.75[(Uki+m−2(j−1))k∈Iγ0:J ]
}
, 2j − 1 ≤ m ≤ 3j − 3{
uSij ∈ Λγ0:J : g(uSij ) ≤ Q(m−3(j−1))·0.25[(g(UkSij ))k∈Iγ0:J ]
}
, 3j − 2 ≤ m ≤ 3j
and Λm(γ0:J ,r) = Λγ0:J \ Λm(γ0:J ,l), where the index set Iγ0:J is defined as Iγ0:J := {k ∈ {1, . . . , n} : UkSij ∈
Λγ0:J}.
A.6. Choosing the penalty function: A finite sample analysis
To apply the test based on the statistic Θn, a penalty function λn has to be specified and any choice
satisfying the conditions stated in Lemma 3 results in an asymptotically valid test. However, the size
and power for finite sample sizes depends on the chosen penalty function λn. The choice of the penalty
function in finite samples will be analyzed in a simulation study under the H0, i.e., with a focus on the
empirical size.
In all simulations in Section 6 and the real data applications in Section 7, we choose λn =
1√
n
and
Γ0 = Γmed.
12 We will now show how testing based on Θn is related to testing based on Tn(Γ0), i.e., the
CCC test with fixed partition Γ0.
11A decision tree with two or three splits is only applied if we have a certain amount of data. This is implemented by
introducing a tuning parameter which controls the minimum sample size per leaf in the decision tree (the default value is
100 observations). As a result we do not always use the 0.25, 0.5 and 0.75 quantiles as thresholds but depending on the
available sample size we may only use the 0.5 quantile or even don’t apply any additional split at all.
12The partition Γmed is defined in Section 5.1.
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For Θn = max{Tn(Γ0), Tn(Γmax)− nλn}, with Γmax := argmaxΓm∈{Γ1,...,ΓM}Tn(Γm), it holds
Tn(Γ0) ≤ Θn,
meaning that if we reject based on Tn(Γ0), we also reject based on Θn. It follows that the empirical size
of Θn is bounded from below by the empirical size of Tn(Γ0) when both test are applied to the same
collection of data sets in a monte carlo simulation to compute the empirical size.
We now derive a condition on λn such that Θn and Tn(Γ0) result in equivalent test decisions. This
means that the test statistic Θn is analyzed relative to Tn(Γ0).
13 Let τ := F−1χ2(L0−1)(1 − α). If the
penalty function λn satisfies
λn >
1
n
(
Tn(Γmax)− τ
)
=: bn, (8.6)
it follows that Θn = max{Tn(Γ0), Tn(Γmax)−nλn} ≤ max{Tn(Γ0), τ}. Therefore, if we can not reject at
a α-level based on Tn(Γ0) and if λn satisfies (8.6), we also can not reject based on Θn, i.e., if λn > bn it
holds
Tn(Γ0) < τ ⇒ Θn < τ.
As a result, if λn > bn, both tests result in the same α-level test decisions, i.e.,
Tn(Γ0) ≥ τ ⇔ Θn ≥ τ.
Note that Tn(Γ) converges in distribution to a χ
2-distribution under the H0 and by Slutsky’s theorem
it follows that bn
p→ 0. Therefore, the lower bound bn is bounded in probability, i.e.,
∀ > 0 ∃B > 0 ∀n ≥ 1 : P(|bn| ≥ B) < .
Meaning that for any  > 0, we can choose λn such that P(|bn| ≥ λn) < , which restricts the probability
of different test decisions (i.e., rejecting the H0 with Θn but not rejecting the H0 with Tn(Γ0)) at a α-level
to  because
P(Θn ≥ τ, Tn(Γ0) < τ) = P(max{Tn(Γ0), Tn(Γmax)− nλn} ≥ τ, Tn(Γ0) < τ)
= P(Tn(Γmax)− nλn ≥ τ, Tn(Γ0) < τ)
≤ P(Tn(Γmax)− nλn ≥ τ) = P(bn ≥ λn) < .
This implies that for any  > 0, we can choose λn such that P(|bn| ≥ λn) <  and therefore
P
(
Tn(Γ0) ≥ τ ⇔ Θn ≥ τ
)
= P(Tn(Γ0) ≥ τ,Θn ≥ τ) + P(Tn(Γ0) < τ,Θn < τ)
= 1− P(Tn(Γ0) ≥ τ,Θn < τ)︸ ︷︷ ︸
=0
−P(Tn(Γ0) < τ,Θn ≥ τ) ≥ 1− .
In practical applications, we are interested in the finite sample distribution of the lower bound bn of
the penalty function λn. Using resampling techniques, we can determine this lower bound for λn under
the H0.
13An extensive simulation study of the finite sample performance of the proposed test Θn is presented in Section 6 where
the empirical size relative to the theoretical level of the test is studied.
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Figure 10: The dots correspond to the maximum of the lower bound for the penalty function in 1000 simulated
samples each consisting of n observations. The data generating process is the 4-dimensional D-vine copula
defined in Example 1. The lines correspond to different choices of the penalty function λn = cn
−β . The solid line
corresponds to the default penalty function λn =
1√
n
used in all simulations and applications. On the left hand
side the dashed lines correspond to different choices of the level c of the penalty function λn and on the right
hand side to different choices for the power β of the penalty function.
To illustrate how one can use resampling techniques to determine the parameters c and β of the
penalty function λn = cn
−β , we again consider the data generating process given in Example 1. For
λ = 0, the Frank copula C14;23 in the third tree of the D-vine copula defined in Example 1 is not varying
with the conditioning variables and therefore fulfills the H0 of being a second-order partial copula. For
each considered sample size n we generate 1000 random samples of size n from the 4-dimensional D-
vine copula and compute for each sample the lower bound bn of the penalty function λn. In Figure 10,
the maximum of all 1000 lower bounds in the different samples is plotted for different sample sizes n as
dots.14 By taking the maximum over all resampled lower bounds we identify a lower bound for the penalty
which would guarantee that in every of the 1000 samples the asymptotic α-level tests are equivalent, i.e.,
Tn(Γ0) ≥ τ ⇔ Θn ≥ τ . The lines correspond to different choices of the penalty function λn = cn−β .
The level c of the penalty function is varied for a fixed power of β = 0.5 in the plot on the left hand side
of Figure 10 and the power β of the penalty function is varied for a fixed level of c = 1 on the right hand
side. The solid line corresponds to the penalty function λn =
1√
n
which we use in all the simulations
and applications. One can see that the choice of the penalty function is reasonable in comparison to the
lower bounds obtained via resampling techniques for all sample sizes between 250 and 2500 observations,
as the penalty is for all sample sizes considerably larger than the lower bounds.
14The upward-jump at n = 500 is caused by restrictions on the decision tree for small samples which are less restrictive
for 500 than for 250 observations.
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