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The th$\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{y}_{\backslash }$of possibility has ken proposed by Zadeh [1], where fuzzy variables are associated with
possibility distributions in the same way as random variables are assoriated with probability distributions
[2]. The possibility measure and its dual measure call the necessity measure play important roles in
establishing the possibility theory [31. Condition possibility dismbutions have been defined in different
forms in $[4,5]$ . In [4], the consistency among joint conditional and marginal possibility distributions is
considered. In [5], a conditional possibility is obtained as an interval.
On the other hand, Dempster [6] introxluced upper and lower probabilities, which do not satisfy the
additivity, and Shafer [7] has interpreted Dempster’s work as a theory of evidence. The possibility and
necessity measures are special kinds of belief and plausibility measures discussed in [8]. In Dempster-
Shafer Theory, the evidence is represented by the basic probability assignment and the combination rule
of evidence is discussed. The theory is applied to obtain a oertainty factor in chaining syllogism as a
belief interval assoriated with the composition of chained rules [9].
Hlis paper studied a certain form of evidence theory by exPonential possibility disrributions. Because
possibility distributions are obtained from an expert knowledge, a possibility distribution is regarded as a
representation of evidence in this paper. A rule of combination of evidence is given similar to Dempster’s
rule [6]. Also, the measures of ignorance and fuzziness of evidence are defined by a $\mathrm{n}\alpha \mathrm{m}\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y}$ factor and
the area of a possibility distribution, respectively. The measures of ignorance is similar to the weight of
conflict by $\mathrm{S}\mathrm{h}\mathrm{a}\mathrm{f}\mathrm{e}\mathrm{r}\mathrm{l}7$ ], and the measure of fuzziness is the same as one defmed by Kaufinan and Gupta
[10]. Next, marginal and conditional possibilities are defined from ajoint possibility distribution, and it is
shown that these three defmitions are well match to each other. Thus, the posterior possibility distribution
is derived from the prior possibility distribution in $\mathrm{t}\dot{\mathrm{h}}\mathrm{e}$ same form as Bayes’ formula. This fact means that
an information-decision theory can be reconstructul from the viewpoint of possibility distributions.
Furthermore, linear systems whose variables are defined by possibility distributions are discussed. It
shows that the operations of fuzzy vectors defined by multidimensional possibility distributions are well
formulated using the extension principle of Zadeh [11].
As applications of possibility analysis, possibilistic regression $[12, 13]$ and possibility portfolio
selection $[14,15]$ are formulated in this paper. In regression analysis, it is assumed that regression models
are possibilistic linear systems defined by exponential possibility distributions. Thus, the problem of
possibilistic regression is to determine an exponential possibility distribution of parametric vector in a
model, which reflect the scattng of the given input-output data. In other words, the spread of the given
data is transformed into the possibility distribution of the parametric vector in the model.
In portfolio selection problems, it is assumed that security data have associated with possibility grades
given by experts. Those data can be described as two types of exponential possibility distributions. In
other words, the upper and lower possibility distributions can be identified. Thus, we propose two types
of portfolio selection models based on two types of distributions.
In numerical examples of two problems mentioned above are shown in this paper to illustrate our
proposed methods.
2. Possibility distribution and its properties
An exponential possibility distribution is regarded as a representation of evidence in this paper. A kind
of evidence is represented by an exponenual possibility distribution as
$\Pi_{A}(\mathrm{x})=\exp\{-(_{\mathrm{X}-}\mathrm{a})^{i}\mathrm{D}_{A}(\mathrm{x}-\mathrm{a})\}$ , (1)
where the evidence is denoted as $A$, a is a center vector and $\mathrm{D}_{A}$ is a symmerrical positive definite matrix.
$\Pi 1\mathrm{e}$ parametric representation $\mathrm{o}\mathrm{f}A$ is written as follows.
$A=(\mathrm{a},\mathrm{D}_{A})_{e}$ (2)
It should be noted that $\Pi_{A}(\mathrm{x})$ is normal, that is, there is an $\mathrm{x}$ such that $\Pi_{A}(\mathrm{X})=1$ . Let us assume
that $A$
’
is not $\mathrm{n}\alpha \mathrm{m}\mathrm{a}\mathrm{l}$ . $P\mathrm{m}_{\mathrm{u}\mathrm{S}},$ $A^{\mathfrak{j}}$ is given as




$\mathrm{n}1$ : Let a measure of ignorance of $A$ ’ denoted as $I(A’)$ be defined by
$I(A’)=-\log c$ (4)
It can be seen from Definition 1 that the possibility distribution given by (1) $h$as no ignorance. The
possibility distributions expressed by (1) are dealt with throughout this $\mathrm{p}\mathrm{a}\mathrm{p}\alpha$ . Thus, given th$\mathrm{e}$ evidence
$A$
’ expressed by (3), $A$
’
should be normalized to obtain a normal possibility $A$ with $I(A)$ , i.e.,
$\Pi_{A}(\mathrm{X})=\Pi_{A},(\mathrm{X})/_{C;}I(A)=-\log c$ . (5)
Thus, it should be $\mathrm{n}\mathrm{o}\mathrm{t}\dot{e}\mathrm{d}$ that th$e$ given evidence $A^{}$ is denoted as $\Pi_{A}(\mathrm{x})$ with $I(A)$.
Definition 2: Let a measure of fuzziness of A denoted as $H(A)$ be defined by
$H(A)=\overline{\int}\exp\{-(_{\mathrm{X}\mathrm{a}}-)l\mathrm{D}_{A}(\mathrm{X}-\mathrm{a})\$ (6)
The characteristic of an evidence $A$ can be represented as
$\{(\mathrm{a},\mathrm{D}_{4})*’ I(A),H(A)\}$ (7)
It follow.$\mathrm{s}$ from the definition (6) that
i) $H(A)=\pi^{n/2}.\mathrm{I}\mathrm{D}_{A}-1|^{1/2}$ , (8)
ii) If $\mathrm{D}_{A}\geq \mathrm{D}_{B}>0,$ $H(A)\leq H(B)$ . (9)
Let us define a combination rule of possibility distributions from a similar view to Dempster’s rule [7].
Definltion 3: Let $A_{1}\oplus A_{2}$ denote th$\mathrm{e}c\mathrm{o}\mathrm{m}\mathrm{b}\mathrm{i}\mathrm{n}\mathrm{a}\mathrm{t}\mathrm{i}(\mathrm{n}$ of possibility distributions $A_{1}=(\mathrm{a}_{1},\mathrm{D}_{1})e$ and
$A_{2}=(\mathrm{a}_{2},\mathrm{D}_{2})‘$ . Then the combination rule is defined as,
$\Pi_{\langle \mathrm{A}^{\oplus A_{2}})}=k\Pi\cdot\Pi \mathrm{A}A_{1}$
(10)
where $k$ is a noImalizing factor such that
$\max_{\mathrm{x}}\Pi_{(A1\oplus A_{1}\rangle}(_{\mathrm{X})=1}.$
(11)
It is clear from Definition 1 that th$e$ measure of ignorance of $A_{1}\oplus A_{2}$ is given by
$I(\mathrm{A}\oplus A_{2})=\log k$ , (12)
which is sin$\dot{\mathrm{u}}\mathrm{l}\mathrm{a}\mathrm{r}$ to the measure of conflict defined by $\mathrm{s}h$afer [7]. $I(A_{1}\oplus A_{2})$ can be regarded as th$e$
weight of conflict between $A_{1}$ and $A_{2}$ .
In order to obtain $\Pi_{(A_{1}\oplus A_{I}\rangle}(\mathrm{x})$ , we must solve the optimization problem descrikd in th$\mathrm{e}$ left-hand













Substituting $k$ into (10) $\mathrm{y}\mathrm{i}e1\mathrm{d}\mathrm{S}-$
$\Pi_{A_{1}\oplus A\mathrm{z}}(_{\mathrm{X}})=((\mathrm{D}+\mathrm{D}1\mathrm{z})-1(\mathrm{D}_{11}\mathrm{a}+\mathrm{D}\mathrm{a})22’(\mathrm{D}_{1}+\mathrm{D}_{2}))_{\iota}$ . (16)
From (15), th$\mathrm{e}$ measure of ignorance of $A_{1}\oplus A_{2}$ can be written as
$I(A_{1}\oplus A_{2})=\mathrm{a}_{1}^{l}\mathrm{D}_{1}\mathrm{a}1+\mathrm{a}_{22}^{\iota}\mathrm{D}\mathrm{a}-2(\mathrm{D}\mathrm{a}_{1}1+\mathrm{D}_{2}\mathrm{a}_{2})^{l}(\mathrm{D}_{1}+\mathrm{D}_{2})^{-1}(\mathrm{D}\mathrm{a}_{1^{+}}\mathrm{D}_{2}\mathrm{a})12$ (17)
In general, the possibility distribution of $A_{1}\oplus\cdots\oplus A_{n}$ can be obtained in th$e$ following theorem.
Theorem 1: The combination of $n$ possibility distributions $\mathrm{A},$ $i=1,\ldots,n$ can be represented as th$e$
following exponential possibility distributitn–.-.
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$A_{1^{\oplus\cdots\oplus A}n}=(( \sum_{1i=}^{n}\mathrm{D})^{-}t(1\sum_{1i=}^{n}\mathrm{D}_{ii}\mathrm{a}),\sum \mathrm{D})_{e}i=1n\iota$ .
The measure of ignorance of $A_{1}\oplus\cdots\oplus A_{n}$ is
$I(A_{1} \oplus\cdots\oplus A_{\hslash})=\sum_{i_{-}- 1}^{l}\mathrm{a}\mathrm{D}l\mathrm{a}-iii(\sum_{=i1}^{n}\mathrm{D}_{i}\mathrm{a})\oint(’\overline{\sum}i=1\mathrm{D})^{1}i(-\hslash\sum \mathrm{D}_{i^{O_{i}}})i=1^{\cdot}$
The measure of fuzzin$e\mathrm{s}\mathrm{s}$ of $A_{\mathrm{I}}\oplus\cdots\oplus A_{n}$ is
(18)
(19)
$H(A_{1} \oplus\cdots\oplus A_{\hslash})=\pi n/21(\sum_{-}^{n}\mathrm{D}_{i}i-_{1})^{-}1\mathrm{I}1/2$ . (20)
Marginal and conditional possibility distributions are defined from the. given joint possibility
distribution. It is shown that these defmitions are well matched to each other from the viewpoint of th$e$
given joint possibility distribution.
Let an exponential joint possibility distribution on the $(n+m)$ dimensional space be
$\Pi_{A}(\mathrm{x},\mathrm{y})=e\mathrm{x}\mathrm{p}\{-(_{\mathrm{X}}-\mathrm{a}-\mathrm{a})\mathrm{l}’ \mathrm{y}2l(\mathrm{x}-\mathrm{a}\mathrm{l}’ \mathrm{y}-\mathrm{a}2)\}$ , (21)
where $\mathrm{x}$ and $\mathrm{y}$ are $n$ and $m$ dimensional vectors, respectively, $\mathrm{a}_{1}$ and $\mathrm{a}_{2}$ are center vectors in $n$ and $m$
dimensional spaoes, i.e., $X$ and $\mathrm{Y}$, respectively and the positive definite matrix $\mathrm{D}_{A}$ is divided into 4
matrices as written in (21).
Definition 4: The marginal possibility distribution on $X$ is defined by
$\sim\Pi_{A(\mathrm{X})=\max_{\mathrm{y}}}\Pi A(\mathrm{x},\mathrm{y})$ . $\cdot$ (22)
.
The marginal possibility distribution obtain$e\mathrm{d}$ from the $e\mathrm{x}_{\vee}\mathrm{p}\mathrm{o}\mathrm{n}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{a}1$ distribution (22) can be
represented by
$\Pi_{A}(\mathrm{x})=(\mathrm{a}_{1},\mathrm{D}_{1}-1\mathrm{D}\mathrm{D}_{22}-1\mathrm{D}_{12}12)_{e}t$ , (23)
which is proved as follows. ne maximization problem shown in (22) can be reduced to th$e$ following
mininizati($\mathrm{n}$ problem:
$\min_{\mathrm{y}}(\mathrm{x}-\mathrm{a}_{1})’\mathrm{D}11(\mathrm{x}-\mathrm{a}_{1})+2(\mathrm{y}-\mathrm{a})2\mathrm{D}tt(_{\mathrm{X}}12-\mathrm{a}1)+(\mathrm{y}-\mathrm{a}2)\mathrm{D}_{22}(\mathrm{y}-\mathrm{a}_{2})$ . (24)




$S$ubstituting (25) into (24) yields (23).
Deflnition 5: Given th$\mathrm{e}$ joint possibility distribution (21), the conditional distribution given by $\mathrm{y}$ is
defined by
$\Pi_{A}(_{\mathrm{X}\mathrm{l}\mathrm{y}})=k\exp\{-(\mathrm{x}-\mathrm{a}\mathrm{y}-\mathrm{a}_{2}1’)^{l}(x-a_{1},y-a)2\}$ , (26)
where $k$ is a normalizing factor such that
$\max_{\mathrm{r}}\Pi_{A}(_{\mathrm{X}1}\mathrm{y})=1$ . (27)
By solving th$e$ optimization problem (27), $\Pi_{A}(\mathrm{x}\mathrm{l}\mathrm{y})$ can be written as
$\Pi_{A}(\mathrm{X}\mathrm{l}\mathrm{y})=(\mathrm{a}-\mathrm{D}^{-1}(11\iota^{\mathrm{D}_{1}}2\mathrm{y}-\mathrm{a}_{2}),\mathrm{D}_{11})\epsilon$
’ (28)
which is proved as follows. Consider the problem for obtaining a $\mathrm{n}\alpha \mathrm{m}\mathrm{a}\mathrm{h}_{\mathrm{Z}}\mathrm{i}\mathrm{n}\mathrm{g}$ factor $k$ The maximization
problem (27) can be reduced to the following minimization problem:
$\min_{\mathrm{x}}(_{\mathrm{X}-}\mathrm{a}1)^{l}\mathrm{D}_{1}(\mathrm{X}1-\mathrm{a})1+2(\mathrm{y}-\mathrm{a}_{2})t\mathrm{D}_{1}^{l}2(_{\mathrm{X}-\mathrm{a}_{1}})$. (29)
The optimal solution of (29) is
$\mathrm{x}$
.
$=-\mathrm{D}^{-}111\mathrm{D}_{12}(\mathrm{y}-\mathrm{a}_{2})+\mathrm{a}1$ . : (30)
By substituting $\mathrm{x}$ into (26) and setting $\Pi_{A}$ ($\mathrm{X}$ I $\mathrm{y}$) $=1$ , we have
$k=e\mathrm{x}\mathrm{p}\{(\mathrm{y}-\mathrm{a}2)^{\ell}(\mathrm{D}_{22}-\mathrm{D}t\mathrm{D}-1\mathrm{D})121112(\mathrm{y}-\mathrm{a}_{2})\}$ . (31)
$S$ubstituting (31) into (26) leads to (28).
In what follows, let us show that the marginal and conditional dismbutions derived from the joint
distribution are consistent with each other.
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Theorem 2: The following relation holds.
$\Pi_{A}(\mathrm{x}\mathrm{l}\mathrm{y})\Pi(A\mathrm{y})=\Pi_{A}(\mathrm{x},\mathrm{y})$ , (32)
where $\Pi_{A}(\mathrm{x}\mathrm{l}\mathrm{y})$ and $\Pi_{4}(\mathrm{y})$ are derived from $\Pi_{A}(\mathrm{x},\mathrm{y})$ by Definition 4 and 5.
From Theorem 2, we know that
$\Pi_{A}(\mathrm{X}\mathrm{l}\mathrm{y})=\Pi_{A}(\mathrm{y}|\mathrm{x})\cdot\Pi A(\mathrm{x})/\Pi_{A}(\mathrm{y})$ , (33)
which is just th$\mathrm{e}$ same as Bayes’ theorem. Suppose that $\Pi_{A}(\mathrm{y}^{1\mathrm{X}})$ is a possibilistic information system,
where $\mathrm{x}$ and $\mathrm{y}$ are associated with cause and $eff_{r}ec\mathrm{t}$, respectively. Assuming th$\mathrm{e}$ prior possibility
distribution $\Pi_{A}(\mathrm{x})$ , we can calculate the posterior possibility distribution $\Pi_{A}(\mathrm{x}\mathrm{l}\mathrm{y})$ given $\mathrm{y}$, using (33).
Thus, we can expect to constru$c\mathrm{t}$ an information-decision problem from the viewpoint of possibility[16].
3. Possibilistic linear systens
The possibilisuc linear system with exponential distributions are defined by the following extension
principle. Let $f:X\cross \mathrm{Y}arrow Z$ be a vector fimction. Given exponential possibility distributions $\Pi_{A}(\mathrm{x})$ and
$\Pi_{B}(\mathrm{y})$ on $X$ and $\mathrm{Y}$, respectively, th$\mathrm{e}$ possibility distribution $\Pi_{f(A.B)}(\mathrm{Z})$ on $Z$ is defined as
$\Pi_{f(}(A,B)\mathrm{Z})=,\max\{\chi \mathrm{y}|l=f(\mathrm{x},\mathrm{y}\rangle\Pi A(\mathrm{X})\cdot\Pi_{s}(\mathrm{y})$ . (34)
Suppose that a linear vector function is given as $\mathrm{y}=\mathrm{T}\mathrm{x}$ , where $\mathrm{T}$ is an $m\cross n$ matrix, $n>m$ and
$r\mathrm{a}\mathrm{n}\mathrm{k}[\mathrm{T}]=m$. The possibility distribution derived from an exponential possibility dismbution
$\Pi_{A}(\mathrm{x})=(\mathrm{a},\mathrm{D}_{\mathrm{A}})_{\ell}$ is denoted as
$\Pi_{\Gamma A}.(\mathrm{y})=\max\exp\{\mathrm{x}\mathrm{I}\mathrm{y}=\mathrm{T}x\}\{-(\mathrm{X}-\mathrm{a})^{l}\mathrm{D}_{\mathrm{A}()\}}\mathrm{X}-\mathrm{a}$ . (35)
In other words, when a fuzzy vector A is used instead of $\mathrm{x}$, th$e$ fuzzy output vector $\mathrm{Y}$ is denoted as
$\mathrm{Y}=\mathrm{T}A$ , (36)





where $\lambda_{1}$ and $\lambda_{2}$ are constants, and $\mathrm{x}$ and $\mathrm{y}$ are govemed by possibility distribution $\Pi_{A}(\mathrm{x})=(\mathrm{a}_{1},\mathrm{D}_{1})\ell$




whose distribution iS denoted as $\Pi_{z}(\mathrm{z}\rangle$ . By solving (34), $\Pi_{\mathrm{z}}(l)$ can be represented as
$\Pi_{\mathrm{z}}=(\lambda_{1}\mathrm{a}\lambda_{\mathrm{z}2}\mathrm{a},\lambda_{\iota}^{2}\mathrm{D}+\lambda^{2}\mathrm{D})1^{+}122e$ (40)
4. Possibility linear regression
Let us defin$e$ a possibility linear system as
$\mathrm{Y}=A_{1}x_{1}+A_{2}x_{2}+\ldots\ldots+A_{n}x_{\hslash}=A\mathrm{X}$ , (41)
where $\mathrm{x}$ is a real $\mathrm{V}\mathrm{e}C\mathrm{t}\mathrm{O}\mathrm{f}$($\mathrm{i}\mathrm{n}_{\mathrm{P}^{\mathrm{u}\mathrm{t}}}$ vector) and $\mathrm{A}=(4,A_{2’\cdots\cdot\cdot,\mathrm{A}^{)}}$ is a fuzzy coefficient vector defined by
$(\mathrm{a}_{c},\mathrm{D}_{A^{-1}}),$ . The possibility distribution $\Pi_{\mathrm{Y}}(y)$ Of (41) can be obtained as
$\Pi_{\mathrm{Y}}(y)=e\mathrm{x}\mathrm{p}\{-(\mathcal{Y}^{-\mathrm{x}^{l}\mathrm{a}}jC)2(\mathrm{X}_{j}\mathrm{D}_{A}i\mathrm{x}_{j})-1\}=(\mathrm{x}_{j}^{t}\mathrm{a}_{c},(\mathrm{X}^{t}jA\mathrm{D}\mathrm{X}_{j})^{-}1)_{e}$ (42)
Given data $(y_{i},\mathrm{x}_{i})$ , $i=1,\ldots,m$, let us formulate possibility regression analysis with the following
assumpuons:
1) $y_{i}\in[\mathrm{Y}]_{h},$ $=\{y^{1}\Pi(\mathrm{v}\mathcal{Y}_{i})\geq h_{i}\}$ ,
2) $J= \sum \mathrm{x}_{j}^{l}\mathrm{D}\mathrm{x}Ajarrow \mathrm{m}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{Z}\mathrm{e}$(An index of the $\mathrm{s}\iota^{r}\mathrm{e}\mathrm{a}\mathrm{d}$ of (42)),
3) $\mathrm{D}_{A}>0$ .
This formulation is given as follows:
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$\min$ $J= \sum \mathrm{X}_{jA}^{\ell}\mathrm{D}\mathrm{x}j$
$0_{\mathrm{A}\epsilon}.$.
$S.\mathrm{T}$. $\mathrm{x}_{j}^{l}\mathrm{D}_{Aj}\mathrm{X}\geq(y_{j}-.X_{j}.\mathrm{a}_{c})t2../(-\ln hi),j=1,\ldots,m$ . (43)
$\mathrm{D}_{A}>0$ .
The center vector $\mathrm{a}_{c}$ is obtained by a conventional regression method and th$\mathrm{e}$ condition $\mathrm{D}_{A}>0$ is
replace by a sufficient condition as follows: Given a real symmem$c$ matrix $[d_{ij}]\in R^{n}"$ , the sufficient
condition for this matrix being positive definite can be described as
$d_{ii}> \sum_{jj=1.\neq i}^{n}\mathfrak{p}_{u}|,$ $(i=1,\ldots,n)$ . (44)
In th$\mathrm{e}$ LP problems, 1 $d_{ij}|$ will be replaoed by $d_{ij}^{+}$. $+d_{ij}^{-}$. because
$d_{ij}^{+}+d_{ij}^{-}\geq \mathrm{I}d_{ij}^{+}-d_{ij}^{-}\mathrm{H}dij1$ where
$d_{ij}^{+}\geq 0$ and $d_{ij}^{-}\geq 0$ . This is a direct corollary of Gersgorin theorem.
5. Possibility portfolio selection
Given security data $(_{X_{i}},h_{i}),$ $i=1,\ldots,m$ where $\mathrm{x}_{\mathrm{i}}=[x_{i\mathit{1}},\ldots\ldots\alpha_{in}]^{t}$ is a vector of retums of securities $S_{i}$
$(i=1,\ldots,n)$ for th$\mathrm{e}i\mathrm{t}\mathrm{h}$ perioxl. The $h_{i}$ is an associated possibility grade given by an expert knowledg$e$ .
and $\prod_{l}$ , respectively,
are identified to satisfy $\prod_{u}(x)\geq\prod_{l}(\chi),wh\mathrm{i}\mathrm{C}h$ is similar to rough sets concept.
The center vector a can be approximately estinated as $\mathrm{a}=\mathrm{x}_{i}$ whose possibility degree
$h_{i}=Mj--1,\ldots.ma\mathfrak{r}hj$ and th$\mathrm{e}$ associated possibility degree $h_{i}$ is revised to be 1. Take $\mathrm{y}_{\mathrm{i}}=\mathrm{x}_{\mathrm{i}}-\mathrm{a}$ and denote
$\mathrm{D}_{A}^{-1}$ as $\mathrm{D}_{u}$ and $\mathrm{D}_{l}$ corresponding to the upper and lower $\mathrm{d}\mathrm{i}\mathrm{s}(\mathrm{r}\mathrm{i}\mathrm{b}\mathrm{u}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}\mathrm{S}}$, respectively. Let u.s identify th$\mathrm{e}$
upper and lower possibility distributions with th$e$ following assumptions.
$l$
1) $\Pi_{l}(\mathrm{y}_{i})\leq h_{i},$ $i=1,\ldots,m$
2) $\Pi_{u}(\mathrm{y}_{i})\geq h_{i},$ $i=1,\ldots,m$
3) $\prod_{u}(\mathrm{y})\geq\prod_{l}(\mathrm{y})$
4) $\Pi_{l}(\mathrm{y}_{1})\cross\ldots\ldots.\mathrm{X}\Pi_{l}(\mathrm{y}_{m})arrow \mathrm{m}\mathrm{a}\mathrm{x}\mathrm{i}\mathrm{m}\mathrm{i}_{\mathrm{Z}}\mathrm{e}$
5) $\Pi_{u}(\mathrm{y}_{1})\cross\ldots\ldots.\cross\Pi u(\mathrm{y}_{m})arrow \mathrm{m}\mathrm{i}\mathrm{n}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{Z}\mathrm{e}$




subject to $\mathrm{y}_{\iota^{\mathrm{D}}}^{l}u\mathrm{y}t\leq-\ln h_{\mathrm{I}}$ , (45)
$\mathrm{y}_{1l}^{\iota_{\mathrm{D}\geq\ln h_{\mathrm{i}}}}\mathrm{y}i-,$ $i=1,\ldots..m$ ,
$\mathrm{D}_{u}^{-1}-\mathrm{D}^{-}1\geq 0l$ .
$\mathrm{D}_{u}^{-1}-\mathrm{D}-1\iota\geq 0$ is a nonlinear $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{S}\alpha \mathrm{a}\dot{\mathrm{m}}\mathrm{t}$ condition. It is difficult to solve th$\mathrm{e}$ problem(44). Principle
component analysis (PCA) is used to rotate th$e$ given data $(\mathrm{y}_{i},h_{i})(i=1,\ldots,m)$ to obtain a positive
definite matrix easily. The data can bn transformed by the linear transfomation T. Th$\mathrm{e}$ columns of $\mathrm{T}$ are
eigenvectors of the matrix $\Sigma=[\sigma_{ij}]$ of given $\mathrm{d}\mathrm{a}\uparrow \mathrm{a}_{\sim}$ It should be noted that $\mathrm{T}^{t}\mathrm{T}=\mathrm{I}$ . $\sigma_{ij}$ is defined as
follows:
$\sigma_{ij}=\{\sum_{l1}^{m}(X-kf(\chi-a)--a_{i})k/jh_{k}\}/\sum_{-k_{-}1}^{m}hk$ . (46)
It is assumed that $rank[T]=n$ . Using the linear transformation, th$\mathrm{e}$ data $\{\mathrm{y}_{i}\}$ call be transformed
into $\mathrm{t}\mathrm{z}_{i}=\mathrm{T}^{\iota}\mathrm{y}_{i}$}. Then we have
$\Pi_{A}(\mathrm{Z}_{i})=e\mathrm{x}\mathrm{p}\mathrm{t}^{-\mathrm{z}^{t}}i\mathrm{T}’\mathrm{D}^{-}1\mathrm{T}\mathrm{z}\}Ai$ . (47)
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Denote $\mathrm{C}_{A}$ as $\mathrm{C}_{u}$ and $\mathrm{C}_{l}$ for th$\mathrm{e}$ upper and th$\mathrm{e}$ lower possibility distribution cases, respectively. The
corresponding diagonal elements in $\mathrm{C}_{u}$ and $\mathrm{C}_{l}$ are denoted as $C_{uj}$ and $c_{lj}(i=l,\ldots,n)$ , respectively.
The integrat.ed model can be rewritten as follows.
$\min_{\mathrm{C}_{l},\mathrm{C}}u$
$\sum_{\mathrm{i}--1}^{\mathrm{m}}\mathrm{z}_{i\iota i}^{\iota_{\mathrm{C}}}\mathrm{z}-\sum_{-\mathrm{i}-1}\mathrm{Z}^{t}\mathrm{c}_{u^{\mathrm{Z}_{i}}}\mathrm{m}i$
subject to $\mathrm{z}_{i}^{t}\mathrm{c}_{l}\mathrm{Z}_{i}\geq-\ln h$ ,
$\mathrm{Z}_{iui}^{1\mathrm{c}}\mathrm{Z}\leq-\ln hi$ ,
$c_{uj}\geq\epsilon$
$c_{lj}\geq c_{uj}$ , (49)
$i=\mathit{1},\ldots,m,j=l,\ldots,n$ ,




Theorem 3: The upper and the lower possibility distribution matrices in (48) always exist.
Theorem 4: Assume th$\mathrm{e}$ data $(\mathrm{y}_{i},h_{i})i=1,\ldots,m$ , are govemed by an exponential possibility distribution
$(0,\mathrm{D})_{e}$ . The oPtinal solutions of $\mathrm{D}_{u}$ and $\mathrm{D}_{l}$ in (44) are D.
A $\mathrm{p}\mathrm{o}\mathrm{S}\mathrm{S}\mathrm{i}\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y}$ retum of a Portfolio $\grave{\mathrm{z}}$ can be $w\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{t}\mathrm{e}\mathrm{n}\backslash |$ as $\mathrm{Z}--\sum_{j-1}^{l}rx_{j}-j$ , where $r_{j}$
.
denotes th$e$ proportion of
the total investnent funds devoted to th$\mathrm{e}\mathrm{s}\mathrm{e}c\iota\grave{1}r\mathrm{i}\mathrm{t}\mathrm{y}S_{i}$ . Thus, $Z$ is a possibility variable with th$\mathrm{e}$ following
possibility distribution:
$\prod_{\mathrm{z}}=\exp\{-(_{Z}-\mathrm{r}^{(}\mathrm{a})2(\mathrm{r}^{l}\mathrm{D}A\mathrm{r})^{-}11$ , (51)
where $\mathrm{r}^{t}\mathrm{a}$ is a center value and $\mathrm{r}^{t}\mathrm{D}_{A}\mathrm{r}$ is a spread of Z. .$\cdot$.




subject to $\mathrm{r}^{l}\mathrm{a}=_{C,\prime}$ ,
$\sum_{i_{-}^{-1}}*r_{i}=1$ , (52)
where $c$ is an expected center value of possibility retum rate.
Theorem 5: The spread of the possibility retum obtained by the lower model is not larger than the one
obtained by the upper moxlel.
Th$\mathrm{e}$ curves from upper and lower possibility moxlels are called possibility frontiers I and II,
respectively.
5. Numerical example




Th$e$ center vector $\alpha_{c}$ is $\mathrm{d}e\mathrm{t}\alpha \mathrm{I}\dot{\mathrm{m}}\mathrm{n}\mathrm{e}\mathrm{d}$ by the conventional regression analysis as $\alpha_{c}=(3.7885,0.4097)^{l}$ .
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By solving (43), the matrix is obtained as
$\mathrm{D}_{A^{-\downarrow}}=[_{0.02637}^{2.93}537$ $0.020.02636377]$ . $(54\rangle$
Fig. 1 $\mathrm{s}h_{\mathrm{o}\mathrm{W}}\mathrm{s}$ th $\mathrm{e}$ contour line $(\mathrm{h}=0.5)$ of the obtained possibility distribution of $\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{m}\mathrm{e}\mathrm{t}\propto \mathrm{s}$ and Fig. 2
shows the possibility regression moxlel and th$\mathrm{e}$ given data.
Table 1: input-output data
$i$ 1 2 3 4 5 6 7 8 9 10
$x_{i}$ 2 4 6 9 12 13 14 16 29 20
$\mathcal{Y}_{\mathrm{i}}$ 4 7 5 8 7 9. 12 9 14 10
a2
Fig.1 Possibility distribution of with $\mathrm{h}=0.5$
x2
Fig.2 Possibility regression moxlel and the given data
5.2 Possibility portfolio selection
Let us consider th$\mathrm{e}$ security data $\mathrm{s}h$own in Table 2. In order to show th$\mathrm{e}$ conoept of upper and lower
possibility distributions graphically let us just consider two securities, namely, Am.T.$\cdot$ and At&T in Table2. The upper and lower possibility, are obtained ff,om (49) and (50) as follows:
$\mathrm{a}=[0.154,\mathrm{o}.176]$,
$\mathrm{D}_{u}^{-1}=$ , $\mathrm{D}_{l}^{-1}=$ . (55)
Fig. 3 $\mathrm{s}h$ows the $\mathrm{u}\mathrm{p}\mathrm{p}\alpha$ and lower possibility distribution of these two securities with $h=0.5$ . From (49)
and (50), we can also obtain the upper and lower possibility distributions of nine securities in Table 2.
$\Pi \mathrm{e}\mathrm{n}$ , th$\mathrm{e}$ possibility efflcient ponfolio frontiers I and II can be obtained from (52) and $\mathrm{s}h$own in Fig. 4.
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Tabl$e2$ . Retums on nin$e$ securities and possibility grades
x2




Fig. 4 Possibility efficient portfolio frontiers I and II
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