Abstract. We study some number theory problems related to the harmonic analysis (Fourier bases) of the Cantor set introduced by Jorgensen and Pedersen in [JP98] .
Introduction
In [JP98] , Jorgensen and Pedersen made a surprising discovery: they constructed a fractal measure on a Cantor set which has an orthonormal Fourier series. This Cantor set is obtained from the interval [0, 1], dividing it into four equal intervals and keeping the first and the third, [0, 1/4] and [1/2, 3/4], and repeating the procedure infinitely many times. It can be described in terms of iterated function systems: let τ 0 (x) = x/4 and τ 2 (x) = (x + 2)/4, (x ∈ R).
The Cantor set X 4 is the unique compact set that satisfies the invariance condition X 4 = τ 0 (X 4 ) ∪ τ 2 (X 4 ).
The set X 4 is described also in terms of the base 4 decomposition of real numbers :
On the set X 4 one considers the Hausdorff measure µ of dimension log 4 2 = 1 2 . In terms of iterated function systems, the measure µ is the invariant measure for the iterated function system, that is, the unique Borel probability measure that satisfies the invariance equation Equivalently, for all continuous compactly supported functions f ,
We denote, for λ ∈ R: e λ (x) = e 2πiλ·x , (x ∈ R).
Jorgensen and Pedersen proved in that the Hilbert space L 2 (µ) has an orthonormal basis formed with exponential functions, i.e., a Fourier basis, E(Γ 0 ) := {e λ : λ ∈ Γ 0 } where
Later, Strichartz [Str06] proved that these Fourier series have better convergence properties than their classical counterparts on the unit interval; for example, the Fourier series of a continuous function converge uniformly. Definition 1.1. We say that the subset Γ of R is a spectrum for the measure µ if the corresponding family of exponential functions E(Γ) := {e λ : λ ∈ Γ} is an orthonormal basis for L 2 (µ). We say that Γ is complete/incomplete if the set E(Γ) is as such in L 2 (µ).
Other spectra for the measure µ were constructed later in [ LW02, Str00, DJ06, DHS09, DHL13], using some other digits for the spectrum. As we can see in (1.3), the spectrum Γ 0 corresponds to the digits {0, 1}.
The main question that we address in this paper is the following:
Question. For what digits {0, m} with m ∈ N odd is the set Γ(m) := mΓ 0 = n k=0 4 k l k : l k ∈ {0, m}, n ∈ N a spectrum for L 2 (µ)? Definition 1.2. Let m ∈ N be an odd number. We say that m is complete if the set Γ(m) is a spectrum for the measure µ 4 . We say that m is incomplete if it is not complete.
As it was shown in [DJ06] , that the set E(Γ(m)) is always orthonormal in L 2 (µ), but sometimes it is incomplete. For example, for m = 3, the set Γ(3) is not complete. Applying the results from [ LW02] or the refinement obtained in [DJ06] , we can characterize the numbers m that give spectra (i.e., complete orthonormal bases) in terms of extreme cycles. Definition 1.3. Let m ∈ N be an odd number. We say that a finite set {x 0 , x 1 , . . . , x r−1 } is an extreme cycle (for the digits {0, m}) if there exist l 0 , . . . , l r−1 ∈ {0, m} such that
and
(1.4) 1 + e 2πi2x k 2 = 1, (k ∈ {0, . . . , r − 1}).
The points x i are called extreme cycle points. For example, for m = 3, the set {1} is an extreme cycle: (1 + 3)/4 = 1 and e 2πi2·1 = 1, so Γ(3) is incomplete.
In [DJ09] it was proved that the sets Γ(5 k ) are complete for any k, which shows the surprising fact that spectra have arbitrarily low densities. In [DHL13] it was shown that there are spectra for this fractal measure which have zero Beurling dimension. The result from [DJ09] was used by Jorgensen et al. to construct some scaling operators on the Cantor set, operators that exhibit an interesting fractal structure [JKS12, JKS14] . Theorem 1.4 turns our question into a number theory question: for what odd numbers m are there no (non-trivial) extreme-cycles? Any odd number m satisfying this criterion is complete; any odd number m not satisfying this criterion is incomplete.
We state here the main results of the paper and we provide the proofs in the next section. Table 1 for more primitive numbers. So, in particular, the numbers 3k, 85k, 341k, 455k, 1285k etc. are incomplete for any odd natural number k. The primitive numbers seem to become more an more sparse, but we were able to prove that: Theorem 1.7. There are infinitely many primitive numbers.
First, we give a criterion that ensures that a number m is complete. It is based on the multiplicative group generated by the number 4 in Z m . Definition 1.8. Let m be an odd natural number. We will denote by Z m the finite ring of integers modulo m, Z/mZ. We use the notation Z × m to indicate the multiplicative structure on Z m . We denote by U (Z m ) the set of elements in Z m that have a multiplicative inverse. We denote by G m the group generated by 4 in U (Z m ),
The order of 4 in the group U (Z m ) is the smallest positive integer a such that 4 a ≡ 1 mod m. We denote a by o 4 (m) and o 4 (m) = |G m |. We denote by lcm(a 1 , . . . , a n ) the lowest common multiple of the numbers a 1 , . . . , a n . Then we prove that any prime power is a complete number:
Theorem 1.11. If p is a prime number, p > 3 and n ∈ N, then p n is complete.
The rest of the paper is devoted to the study of which composite numbers are primitive or complete.
Definition 1.12. For a prime number p ≥ 3, we denote by ι 4 (p) the largest number l such that The main techniques that we will use are contained in the following two lemmas: for all odd numbers a except a = 13 and a = 15, and for a = 15, since a is divisible by 3 we know that ab is not complete and not primitive. Despite this, we include this lemma since the arguments in the proof are different and they might be improved. Remark 1.17. We will use Lemmas 1.14 and 1.15 inductively to prove that some numbers are complete: start with a prime power. We know these are complete, from Theorem 1.11. Then, multiply by some number in such a way that one of the lemmas applies. Repeat this inductively. Theorem 1.18. Let p 1 , . . . , p r be distinct odd primes. For i ∈ {1, . . . , r}, let j i ≥ 0 be the largest number such that p
r is complete for any k 1 , . . . , k r ≥ 0. We performed a computer check to find all the primitive numbers less than 10 7 . The results are listed in Table 1 . Using this and Theorem 1.18, we get the next Corollary.
Corollary 1.19. Let p 1 , . . . , p r be distinct odd primes. For i ∈ {1, . . . , r}, let j i ≥ 0 be the largest number such that p (ii) There exists n ≥ 0 such that
If only condition (ii) is satisfied, then m is not primitive.
Here ⌈x⌉ is the smallest integer larger than or equal to x. 
Corollary 1.21. Let m be an odd number. If
In the last section of our paper, we illustrate the theory with some examples and we formulate some conjectures.
Proofs and other results
We begin with some preliminary lemmas. 
where X L is the attractor of the iterated function system
Proof. Let l 0 , . . . , l r−1 as in Definition 1.3. Then
4 .
Iterating this equality to infinity we obtain the base 4 decomposition of x 0 . Also
From (2.1), using the triangle inequality we see that we must have e 2π2x 0 = 1 so x 0 ∈ Z/2. If
, but since 2m + 1 + 2l 0 is odd it follows that x 1 ∈ Z/2. This contradicts the fact that x 1 is also an extreme cycle point so it satisfies (2.1). Thus x 0 ∈ Z.
These statements show that
4 , and we get that
. Then
Since 4 is mutually prime with m, it has a finite order a in the multiplicative group of invertible elements in U (Z m ), so 4 a ≡ 1(mod m). Proof. We have (2.3)
where l j ∈ {0, m}. Then
Considering the above modulo 4, we have
Lemma 2.4. Let m > 3 be an odd number not divisible by 3 and x t be the largest extreme cycle point in the non-trivial extreme cycle X for the digit set {0, m}. Then x t is divisible by 4.
Proof. Assume for contradiction's sake that x t is odd. Then, with Lemma 2.3, the next cycle point is x t + m 4 .
Since x t < m/3 we get that
This is a contradiction to the maximality of x t . Since x t is not odd, it is divisible by 4 by the previous lemma.
We mention also a way to determine if a coset of the group G m is an extreme cycle
where k ∈ {0, 1}, and similarly for x 0 and x a−1 . Rearranging, we find that (2.8)
where l j ∈ {0, m}, and similarly for x 0 and x a−1 . Since C contains only integers, by Lemma 2.1, C is an extreme cycle.
Proof of Proposition 1.5. If m is incomplete, then by Theorem 1.4, there exists a non-trivial extreme cycle {x 0 , . . . , x r−1 } for the digits {0, m}. Multiplying the relations in Definition 1.3 by k we see that {kx 0 , . . . , kx r−1 } is a cycle for the digits {0, km}. With Lemma 2.1 we have that x i ∈ Z, so kx i ∈ Z and therefore (1.4) is satisfied for the points kx i , and therefore we have a non-trivial extreme cycle for the digits {0, km}.
Proof of Theorem 1.9. Assume for contradiction's sake that m is incomplete. Then there is a nontrivial extreme cycle X = {x 0 , ..., x r−1 } for the digit set {0, m}. From the relation between the cycle points, (2.9)
where b j ∈ {0, m}, we have that 4x j+1 ≡ x j (mod m). Thus,
so, for all k ∈ N, the number 4 k x 0 is congruent modulo m with an element of the extreme cycle X. But then, the hypothesis, implies that there is a number c ∈ {−1, 2, −2, 3}, the number cx 0 is congruent modulo m with an element in X, and since x 0 is arbitrary in the cycle, we get that cx j is congruent to an element in X for any j.
In the following arguments we use the fact that since m is not divisible by 3, the condition on cycle points 0 < x j ≤ m 3 implies 0 < x j < Proof of Theorem 1.10. Assume for contradiction's sake that m is incomplete. Then there is a non-trivial extreme cycle X = {x 0 , ..., x r−1 } for the digit set {0, m}. As in the proof of Theorem 1.9, for all k ∈ N, the number 4 k x 0 is congruent modulo m with an element of the extreme cycle X. But then, the hypothesis, implies that there is a number c ∈ {5, 6, 7, 8, 9, 10, 11, 12}, the number cx 0 is congruent modulo m with an element in X, and since x 0 is arbitrary in the cycle, we get that cx j is congruent to an element in X for any j.
In the following arguments we use the fact that since m is not divisible by 3, the condition on cycle points 0 ≤ x j ≤ m 3 implies 0 ≤ x j < m 3 . Let x t be the largest element in the extreme cycle. We have 0 < x t < m 3 .
By the Lemma 2.4, x t is divisible by four. Therefore, dividing by four, we get the next element in the extreme cycle, called x N , and we have
For c ∈ {5, 6, 7, 8, 9, 10, 11, 12}, x t < cx N < m, so cx N (mod m) = cx N is a point in X bigger than x t , a contradiction to the maximality of x t .
Corollary 2.6. For n ≥ 1 the numbers 4 n + 1, 4 n − 3, 2 · 4 n − 1 and 2 · 4 n + 1 are complete. For n ≥ 3, the numbers 4 n − 5, 4 n − 7, 4 n − 9, 4 n − 11, 2 · 4 n − 3, 2 · 4 n − 5 are complete.
Proof. If m = 4 n + 1 then 4 n = −1(mod m). Then use Theorem 1.9. Similarly for 4 n − 3, 4 n − 5, 4 n − 7, 4 n − 9, 4 n − 11 using also Theorem 1.10. If m = 2 · 4 n − 1, then 4 n+1 − 2 = 2(2 · 4 n − 1) so 4 n+1 = 2(mod m). Then use Theorem 1.9. Similarly for 2 · 4 n + 1, 2 · 4 n − 3, 2 · 4 n − 5.
Proof of Theorem 1.11. It is well known (see e.g. [IR90, page 45]), that the equation x 2 ≡ b(mod p n ) has 0 or two solutions. Let a be the smallest positive integer such that 4 a ≡ 1(mod p n ). If a is even, then we have (4 a/2 ) 2 ≡ 1(mod p n ) so 4 a/2 ≡ ±1(mod p n ). Since 4 a/2 = 1(mod p n ) we get 4 a/2 ≡ −1(mod p n ). If a is odd, then (4 a+1 2 ) 2 ≡ 4(mod p n ). Therefore 4 a+1 2 ≡ ±2(mod p n ). In both cases, the result follows from Theorem 1.9
Remark 2.7. The proof of Theorem 1.11 indicates that it is enough to have exactly two solutions for both equations x 2 ≡ 1(mod m) and x 2 ≡ 4(mod m), to obtain that m is complete. But the only odd numbers for which this condition holds are the prime powers. Indeed, if m = p n 1 1 . . . p nr r , with r ≥ 2 and n 1 , . . . , n r > 0, then, by the Chinese Remainder Theorem, there exists an integer x such that x ≡ −1(mod p
2 ), . . . x ≡ 1(mod p nr r ). This implies that x 2 ≡ 1(mod p r k k ) for all k, and therefore x 2 ≡ 1(mod m). Also, it is clear that x = ±1(mod m).
The next proposition gives us some information about the structure of extreme cycles for primitive numbers. We have 4 j x i ≡ x (i−j)(mod p) (mod m) for all i, j ∈ {0, . . . , p − 1}. Therefore 4 p x 0 ≡ x 0 (mod m). Since x 0 is in U (Z m ), we get that 4 p ≡ 1(mod m), so p divides o 4 (m) =: a. Also, we have x 0 ≡ 4 a x 0 ≡ x −a(mod p) (mod m) so, since all the elements of the cycle are in [0, m/3] we get that
Since the length of the cycle is o 4 (m) which is the order of the group G, and since 4 j x 0 (mod m) = x −j(mod p) , we get that x 0 G m = C.
As we have seen in Proposition 2.8, the order of 4 in U (Z m ) plays an important role in our investigation. We enumerate some properties of o 4 (m) which will help us in our study. Proof. We have a = o 4 (mn) is the smallest integer such that 4 a ≡ 1(mod mn). So a is the smallest integer such that 4 a ≡ 1(mod m) and 4 a ≡ 1(mod n), which means that a is the smallest integer that is divisible by o 4 (m) and o 4 (n) so it is the lowest common multiple of these two numbers.
Proposition 2.10. Let p be an odd prime number. Then o
Proof. For k ≤ ι 4 (p), the statement is trivial. Assume by induction that, for k ≥ ι 4 (p),
Then there exists q not divisible by p such that 4 a k = 1 + qp k . Raise this to power p using the binomial formula:
for some integer q ′ . This implies that a k+1 = o 4 (p k+1 ) divides pa k and also that pa k is not o 4 (p k+2 ).
Since 4 a k+1 ≡ 1(mod p k+1 ) we have also 4 a k+1 ≡ 1(mod p k ) so a k divides a k+1 . Thus a k+1 is a number that divides pa k and is divisible by a k , and by the induction hypothesis a k+1 > a k . Thus
). Using induction we obtain the result.
Proposition 2.11. Let p 1 , . . . , p r be distinct odd primes and k 1 , . . . , k r ≥ 0. For i ∈ {1, . . . , r}, let j i ≥ 0 be the largest integer such that p
Proof. With Propositions 2.9 and 2.10, we have
already divides lcm(o 4 (p 1 ), . . . , o 4 (p r )) so it does not contribute to the right-hand side.
to the right-hand side. Then (2.11) follows.
Proof of Theorem 1.7. Suppose there are only finitely many primitive numbers and let m 1 , . . . , m s be all the primitive numbers strictly bigger than 3. Let n be a common multiple for the numbers o 4 (9), o 4 (m 1 ), . . . , o 4 (m s ). Then
. We have that m is not divisible by 3, m 1 , . . . , m s , otherwise 4 n+1 − 1 is divisible by 9, m 1 , . . . , m s . So m it is not divisible by any primitive number, therefore it must be complete.
On the other hand, in Lemma 2.1, let r = n, a n−1 = a n−2 = a n−3 = m, a 0 = · · · = a n−4 = 0. We have
Thus x 0 is a non-trivial extreme cycle point, so m cannot be complete.
Proof of Lemma 1.14. Suppose that ab is primitive. Since a > 1, b is a proper divisor of b so b is complete. By Proposition 2.8, there exists an extreme cycle C and it is equal to a coset x 0 G ab of the multiplicative group generated by 4 in U (Z ab ). Consider the map h :
Then, h is a homomorphism and it is onto. Let is not complete. Therefore, a divisor of this number has to be primitive, relabeling the powers k i , we can assume m is primitive. The hypothesis implies that for at least one i, k i ≥ ι 4 (p i ) + j i + 1. Relabeling again, we can assume k 1 ≥ ι 4 (p 1 ) + j 1 + 1. We have, with Proposition 2.11:
Using Lemma 1.14, with a = p
. . p kr r , we get a contradiction. is complete. If not, then it has to be divisible by some primitive number m ′ . Since m < 10 7 , we have that m ′ < 10 7 so m ′ has to be one of the numbers in Table 1 . Then the list of primes in the prime decomposition of m ′ is contained in the list of primes in the prime decomposition of m, and this contradicts the hypothesis. Therefore m is complete.
Lemma 2.12. The number of non-trivial cycle points for an odd number m not divisible by 3 is less than min
Proof. The phrasing in the statement of the above lemma, "number of non-trivial cycle points," refers to the total number of points among all non-trivial cycles.
We know from Lemma 2.1 that the cycle points are contained in the intersection of the attractor
..,a n−1 ∈{0,m} σ a n−1 . . . σ a 0 0, m 3 = a 0 ,a 1 ,...,a n−1 ∈{0,m} a 0 + 4a 1 + . . . 4 n−1 a n−1 4 n , m 3 · 4 n + a 0 + 4a 1 + . . . 4 n−1 a n−1 4 n .
The intervals in this union can be written as (2.12)
with l 0 , . . . , l n−1 ∈ {0, 1}.
Because m is not divisible by 3 or 4, the right endpoint is never an integer. Examining the left endpoint, we find (2.13)
and thus, since m is odd the left endpoint is an integer only if it is 0. Since the only cycle containing 0 is the trivial one, we have that the only non-trivial cycle points for m are the interior points of the above intervals; there are 2 n such intervals at each iteration, and each one contains at most ⌈ m 3·4 n ⌉ integers in its interior. Proof of Lemma 1.15. We proceed as in the proof of Lemma 2.12. We take n = ⌈log 2 a 3 ⌉. Then ab 3·4 n ≤ b, so the length of the intervals in (2.12) is at most b. As we have seen in the proof of Lemma 2.12. the endpoints of these intervals cannot be non-trivial cycle points. If ab is primitive, then it has an extreme cycle C which is a coset x 0 G ab , by Proposition 2.8. Now, as in the proof of Lemma 1.14, define the map h :
. We saw that this is an M -to-1 map, with M > 2 n . Therefore there are M values of k such that x 0 (mod b) + kb is in the cycle C. However, the intervals in (2.12) contain at most one such point, since their length is b and the endpoints are not extreme cycle points. We have 2 n < M such intervals, and this leads to a contradiction. 
Also we have, for k ≥ 2, since p ≥ 5,
Therefore,
for k ≥ 2 and also, from the hypothesis , for k = 1. By Lemma 1.15, p k a cannot be primitive, for k ≥ 1 and, because a is complete and p is prime, this means that p k a is complete. Note that
⌉ for p > 5, so this is indeed a peculiar case. The result follows from Corollary 1.21. 
Examples
Example 3.1. We want to prove that 5 k · 7 l is complete for any k, l. We have o 4 (5) = 2, o 4 (7) = 3 so lcm(o 4 (5), o 4 (7)) = 6 > 2 Since 5 and 7 are simple primes, the result follows immediately from Corollary 1.22.
Example 3.2. Let us prove that 5 k · 19 l is complete for any k, l. We have that 5 k is complete and o 4 (19) = 9 = 19−1 2 is prime with o 4 (5) = 2. So Corollary 1.24 applies. The same argument applies to show that 7 k · 11 l , 5 k · 7 l · 23 m are complete. We can use this argument also for 7 k · 11 l · 17 m , but we have to start with 17 k , since o 4 (17) = 4. Then 17 m · 7 k is complete and 17 m · 7 k · 11 l is complete.
Example 3.3. Let us check that 5 k 11 l is complete for any k, l. We have o 4 (5) = 2, o 4 (11) = 5. We have a small problem since o 4 (11) is divisible by 5, which is one of the primes. In Theorem 1.18 or Corollary 1.19, we have ι 4 (5) = 1, ι 4 (11) = 1, lcm(o 4 (5), o 4 (11)) = 10, so j 1 , the largest power of 5 that divides the lcm 10, is 1, and j 2 = 0. So we have to check that 5 2 · 11 is complete, or that it does not contain any of the lists in the second column of Table 1. And that is clear.
We could also try to use Theorem 1.20 or Corollary 1.21. For that, since we know that 5 and 11 are complete (because they are prime), we have to check that 5 · 11 and 5 2 · 11 are not primitive. We can use Corollary 1.21 to check that 5 · 11 is complete o 4 (5 · 11) = lcm(o 4 (5), o 4 (11)) = 10 > 2 ⌈log 2 5·11 3 ⌉ = 8.
However, we cannot use this for 5 2 11, because o 4 (5 2 · 11) = 10 < 2 Looking at Table 1 , we formulate the following conjecture: It is easy to see that Conjecture 3.4 implies Conjecture 3.5, for if m is not complete, then it is divisible by some primitive number, and by Conjecture 3.4, the orders cannot be mutually prime.
