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Les propriétés que l’on souhaite exprimer sur les applications système d’information ne 
peuvent se restreindre aux propriétés statiques, dites propriétés d ’invariance, qui portent 
sur des états du système pris au même moment. En effet, certaines propriétés, dites pro­
priétés dynamiques, peuvent faire référence à l’état passé ou futur du système. Les travaux 
existants sur la vérification de telles propriétés utilisent généralement le model checking 
dont l’efficacité pour le domaine des systèmes d’information est plutôt réduite à cause de 
l’explosion combinatoire de l’espace des états. Aussi, les techniques, fondées sur la preuve, 
requièrent des connaissances assez avancées en terme de raisonnement mathématique et 
sont donc difficiles à mettre en œuvre d’autant plus que ces dernières ne sont pas outillées.
Pour palier ces limites, nous proposons dans cette thèse des méthodes de vérification 
de propriétés dynamiques basées sur la preuve en utilisant la méthode formelle B. Nous 
nous intéressons principalement aux propriétés d’atteignabilité et de précédence pour les­
quelles nous avons défini des méthodes de génération d’obligations de preuve permettant 
de les prouver. Une propriété d’atteignabilité permet d’exprimer qu’il existe au moins une 
exécution du système qui permet d’atteindre un état cible à partir d’un état initial donné. 
Par contre, la propriété de précédence permet de s’assurer qu’un état donné du système est 
toujours précédé par un autre état. Afin de rendre ces différentes approches opérationnelles, 
nous avons développé un outil support qui permet de décharger l’utilisateur de la tâche de 
génération d’obligations de preuve qui peut être longue et fastidieuse.
Mots-clés : Systèmes d’information, propriétés dynamiques, preuve, méthode B, automa­
tisation.
R é su m é
Abstract
The properties that we would like to express on data-intensive applications cannot be 
limited to static properties, called invariance properties, that dépend on States taken at the 
same time. Indeed, some properties, called dynamic properties, may refer to the past or the 
future States of the system. Existing work on the vérification of such properties typically 
use model checking whose effectiveness for data-intensive applications is rather limited 
due to the combinatorial explosion of the State space. In addition, the techniques, based on 
the proof, require fairly advanced knowledge and mathematical reasoning especially that 
they are not alwaÿs supported by tools.
To overcome these limitations, we propose in this thesis proof-based vérification ap- 
proaches that use the B formai method. We are mainly interested in reachability and prece- 
dence properties for which we defined formai mies to generate proof obligations that per­
mit to discharge them. A reachability property expresses that there is at least one exécution 
scénario that permits to reach a target State from a given initial State while a precedence 
property ensures that a given system State is always preceded by another State. To make 
these différent approaches workable, we have developed a support tool that permits to di­
scharge the users from tedious and error-prone tasks.
Keywords: Information Systems, dynamic properties, proofs, B method, automation.
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Introduction
Contexte
Un système d’information est un ensemble organisé de ressources permettant d’ac­
quérir, de stocker et de traiter des informations sous forme de données au sein d’une ou 
plusieurs organisations [25]. Un tel système peut contenir des failles qui conduiraient à 
des pertes considérables comme des pertes matérielles très importantes. De telles failles 
peuvent être très pénalisantes surtout dans le cas des systèmes critiques qui ne tolèrent 
aucun dysfonctionnement, car des vies humaines sont mises en jeu. Ainsi pour avoir la 
garantie qu’un système ne se comportera pas de façon inattendue ou incorrecte, des vérifi­
cations doivent être réalisées dès ses premières phases de conception pour réduire le coût 
souvent élevé de la correction des bugs détectés tardivement.
Depuis quelques années, la nécessité d’utiliser des méthodes formelles s’est fait res­
sentir dans le développement des logiciels car ces dernières, fondées sur des notions ma­
thématiques et rigoureuses, permettent de garantir la correction du logiciel ainsi obtenu. 
Cependant, et bien qu’elles permettent d’assurer l’absence de bugs dans les logiciels, l’uti­
lisation de ces méthodes est souvent jugée coûteuse en termes de ressources matérielles et 
humaines. De ce fait, les méthodes formelles sont plus utilisées dans le cadre du dévelop­
pement des systèmes critiques. Le présent travail a pour but de contribuer à l’utilisation des 
méthodes formelles dans le développement de systèmes d’information sûrs.
Dans la littérature, les méthodes formelles de vérification les plus utilisées sont princi­
palement le model checking et la preuve. Le model checking (appelé aussi exploration de 
modèles), une technique le plus souvent automatique, effectue une énumération exhaustive 
des différents états du système [ 12] et par conséquent devient inadapté pour les systèmes à 
nombre d’états élevé ou infini en raison de l’explosion combinatoire de l’espace des états.
I n t r o d u c t io n
Par opposition au model checking, la preuve formelle a l’avantage d’être indépendante de la 
taille de l’espace des états du système à vérifier. Cependant, l’activité de preuve n’est géné­
ralement supportée que par des assistants à la preuve qui peuvent échouer sur des preuves 
trop complexes. Dans ce cas, l’intervention humaine devient nécessaire pour indiquer à 
l’assistant les bonnes règles d’inférence et de réécriture à appliquer.
Problématique
Jusqu’à présent, l’utilisation des méthodes formelles dans le cadre de la conception des 
systèmes d’information considère essentiellement les propriétés statiques qu’on désigne 
par le terme d'invariant. Un invariant est une propriété qui doit être toujours vérifiée sur 
tous les états possibles du système. De plus, de telles propriétés dépendent d’un seul état 
du système, i.e., les valeurs des variables du système sont toutes prises au même instant. 
La vérification de ces propriétés est réalisée sur chaque état du système sans considérer 
ni son passé ni son futur. D’un point de vue pratique, pour vérifier un invariant, il suffit de 
s’assurer que ce dernier est satisfait par l’état initial du système et est maintenu par chacune 
de ses opérations.
Cependant, garantir la qualité et le bon fonctionnement d’un système d’information 
ne peut pas se restreindre à la vérification de propriétés statiques ; d’autres types de pro­
priétés, dites dynamiques ou temporelles, doivent être considérées. Contrairement aux pro­
priétés statiques, les propriétés dynamiques dépendent de plusieurs états du système pris à 
des instants différents et qui doivent donc être considérés lors de la vérification. De telles 
propriétés permettent par exemple de s’assurer que le système de gestion de prêts d’une 
bibliothèque offre à un lecteur inscrit la possibilité d’emprunter un livre et de le restituer. 
De même, un système de vente de billets ne doit pas envoyer le billet à un voyageur avant 
que ce dernier ait payé sa facture.
Les propriétés dynamiques peuvent être classées selon plusieurs critères. La classifica­
tion qui suit est celle proposée dans [28] :
1. Propriété de sûreté : la sûreté est souvent liée à un ensemble de normes qui garan­
tissent la qualité et l’absence de vices dans un système. Les propriétés de sûreté ont 
ainsi pour but de garantir que, sous certaines conditions, une situation redoutée ne se 
produit jamais dans un système. Un exemple de propriété de sûreté sous conditions
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est la suivante : tant que l ’on ne met pas la clef de contact, la voiture ne démarre pas. 
Cette propriété peut être aussi considérée comme une propriété d’absence [15].
2. Propriété d ’équité : une propriété d’équité permet de spécifier que, sous certaines 
conditions, un événement aura lieu ou n’aura pas lieu indéfiniment souvent. À titre 
d’exemples, dans un système à choix non déterministes, une telle propriété assure 
qu’aucun de ces choix ne sera délaissé indéfiniment. De même dans un système de 
traitement de processus par un ordonnanceur, une propriété d’équité permettrait d’ex­
primer qu’aucun processus ne serait ignoré de manière infinie évitant ainsi le phéno­
mène de famine. Cette notion d’équité sera approfondie dans le Chapitre 1.
3. Propriété de vivacité : une propriété de vivacité énonce que, sous certaines condi­
tions, le système se trouvera dans une situation souhaitée. Ce type de propriété per­
mettrait d’exprimer par exemple qu’un programme termine. De même, sur le proto­
cole classique du bit alterné composé d’un émetteur A et d’un récepteur fi reliés par 
une ligne AB, on souhaiterait s’assurer que tout message émis finira par être reçu.
4. Propriété d ’atteignabilité : une propriété d’atteignabilité permet d’exprimer qu’un 
état désiré peut être atteint par le système à partir d’un état source donné [ 10]. 
Contrairement à la propriété de vivacité, cette propriété n’exige pas que tous les 
chemins d’exécution possibles du système mènent à cet état. En effet pour que la 
propriété soit vérifiée, il suffit qu’il existe un chemin qui mène à l’état souhaité.
Notons qu’une propriété de sûreté peut être vue comme une propriété de non atteignabi- 
lité. Par conséquent pour prouver qu’une propriété de sûreté P est violée, il suffit de montrer 
que la propriété d’atteignabilité ->P est vérifiée en exhibant un chemin qui mènerait à un tel 
état.
L’objectif de notre travail de thèse est de proposer des approches systématiques de vé­
rification de propriétés dynamiques sur les applications systèmes d’information. En effet, 
non seulement les approches existantes pour la vérification de telles propriétés ne sont pas 
adaptées pour le domaine des systèmes d’information mais elles sont aussi très complexes 
à mettre en pratique. Nos propositions sont fondées sur l’utilisation de la méthode B et de 
son prouveur associé. L’idée clé est de définir un ensemble d’obligations de preuve néces­
saires et suffisantes qui permettent de vérifier de telles propriétés. Nous avons choisi une 
approche orientée preuve car celle-ci nous semble la plus adaptée pour les applications sys-
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tèmes d’information connues pour leurs volumes très importants de données reliées par des 
contraintes d’intégrité de natures diverses. D’autre part, la méthode B, basée essentielle­
ment sur la logique du premier ordre et la théorie des ensembles, est une méthode formelle 
assez accessible aux utilisateurs et qui est dotée d’outils de preuve assez avancés et surtout 
gratuits.
Contributions
Les contributions présentées dans cette thèse sont les suivantes :
-  Une approche systématique de génération d’obligations de preuve B permettant de 
prouver qu’un chemin donné exécuté sur l’état source fait bien évoluer le système 
pour atteindre l’état cible désiré. Une preuve de correction de ces obligations de 
preuve a été réalisée (Chapitre 2).
-  Une approche de preuve de propriétés d’atteignabilité fondée sur le raffinement de 
spécification introduit par Morgan [18], L’idée clé de cette approche est d’exhiber 
un chemin par une série de raffinements allant de l’état source à l’état cible souhaité 
(Chapitre 3).
-  Une approche systématique de génération d’obligations de preuve B permettant de 
prouver la propriété de précédence. Cette propriété exprime qu’un état s' ne peut 
être atteint tant que le système n’a pas atteint auparavant un état donné s. Pour cette 
approche, une preuve de correction est également fournie (Chapitre 4).
-  Un outil développé sous éclipsé permettant d’automatiser ces différentes approches 
et qui facilite donc la mise en pratique de nos contributions (Chapitre 5).
La suite de ce manuscrit décrit, en détails, ces différentes contributions qui sont précé­
dées par un chapitre présentant les travaux existants dans le domaine de la vérification de 
propriétés dynamiques ainsi qu’une analyse critique qui permet de dégager leurs avantages 
et limites (Chapitre 1).
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Chapitre 1
Contexte et état de l’art
Dans ce chapitre, nous présentons les principales approches existantes pour la vérifi­
cation des propriétés dynamiques. Rappelons que les propriétés dynamiques désignent les 
propriétés dépendant de plusieurs états du système pris à des instants différents. La plupart 
des travaux existants utilisent les logiques linéaire LTL [23] et arborescente CTL [3]. Nous 
allons décrire essentiellement quatre approches : les trois premières utilisent les langages 
formels B et Event B, enfin la dernière approche porte sur la vérification de propriétés 
dynamiques sur un système FDS (Fair Discrète System). Une étude comparative de ces 
approches pour en tirer les avantages et les limites est également présentée.
1.1 La logique temporelle
La logique temporelle ou modale trouve de nombreuses applications en informatique : 
traitement du langage naturel, représentation des connaissances [17], spécification de sys­
tèmes [19], etc. Cette logique étend la logique conventionnelle (propositionnelle) en intro­
duisant de nouveaux opérateurs qui permettent de référencer plusieurs instants différents 
de l’exécution d’un système. La logique temporelle permet ainsi d’exprimer des proprié­
tés dynamiques portant sur plusieurs états des traces d’exécution d’un système. Dans la 
littérature, nous distinguons les deux classes principales de logique temporelle suivantes :
-  La logique linéaire comme LTL (Linear Temporal Logic) permettant d’exprimer des
5
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propriétés portant sur des chemins individuels issus de l’état initial du programme.
-  La logique arborescente comme CTL (Computation Tree Logic) permettant d’expri­
mer des propriétés portant sur les arbres d’exécution issus de l’état initial du pro­
gramme.
Il existe aussi la logique CTL* qui permet de décrire à la fois des propriétés linéaires 
et arborescentes. La logique CTL* est souvent considérée comme une fusion des logiques 
LTL et CTL puisque les formules LTL et CTL sont des sous-ensembles des formules CTL*.
1.1.1 La logique LTL
LTL est définie sur un ensemble de variables propositionnelles [p, q , ...} , de connec­
teurs logiques propositionnels habituels A, V , —* et de connecteurs temporels (G, F, U et 
X). La grammaire associée à la logique LTL est comme suit :
-  les formules atomiques :
p \ q \  ...\tru e \fa lse
-  les formules construites à partir de connecteurs propositionnels :
\f/ <f) | -' <p
-  les formules construites à partir de connecteurs temporels :
-  G<f> : (G comme Globally) spécifie que <p est toujours vrai
-  F0 : (F comme Futur) indique que <p sera vrai dans le futur
-  0 Uif/ : (U comme Until) spécifie que <p reste vrai jusqu’à ce que 4/ devienne vrai. 
Cet opérateur impose que le système atteigne un état où 4> devient vrai.
-  X<p : (X comme Next) spécifie que <f> sera vrai à l’étape suivante de l’exécution
1.1.2 La logique CTL
Contrairement à la logique LTL qui considère une vue linéaire du système, la logique 
CTL (Computation Tree Logic) permet de prendre en compte plusieurs futurs possibles 
à partir d’un état donné du système. La logique CTL a donc une vision arborescente de 
l’évolution du système. Elle étend la grammaire de LTL en incluant deux quantificateurs 
de chemins : l’un universel (A) et un second existentiel (E).
-  A signifie : "pour tous les chemins possibles de calcul à partir de l’état courant"
-  E signifie : "pour un certain chemin de calcul à partir de l’état courant"
1.1. La l o g i q u e  t e m p o r e l l e
Les formules CTL sont donc toutes précédées des quantificateurs A ou E et sont définies 
par la grammaire suivante :
4>, xp : = E G c p  | EF<A | E^Uxp I E X < p  \ A G < p  \ A F < p  \ A<p  U xp I AX<A
avec <f>, xp désignant des formules LTL. La logique CTL introduit également quelques no­
tions d’équité afin de ne considérer que les chemins où aucun événement du système ne 
prend indéfiniment le contrôle. Par exemple, dans un système, d’allocation de ressources 
partagées par plusieurs utilisateurs, on ne voudrait pas s'intéresser aux chemins où un uti­
lisateur garde la ressource indéfiniment. Pour ce faire, CTL introduit deux opérateurs Af et 
Ef pour préciser qu’on ne considère que les chemins jugés équitables.
1.1.3 La logique CTL*
La logique CTL* est la logique temporelle la plus générale. Comme en LTL et CTL, 
une formule CTL* est donc construite à partir de propositions atomiques, de connecteurs 
propositionnels, de connecteurs temporels et de quantificateurs de chemins. Les opérateurs 
propositionnels et les quantificateurs de chemins restent les mêmes que dans CTL. Ajouté 
à ces différents connecteurs, CTL* introduit un cinquième connecteur temporel noté W et 
dont la sémantique est comme suit : étant donné deux prédicats p  et q, p W q  signifie que p  
doit rester vrai jusqu’à ce que q  soit établi. Contrairement au connecteur U, le connecteur 
W n’impose pas que le prédicat q  devienne vrai durant l’exécution du programme. En 
CTL*, on distingue les formules d’états de celles de chemins :
-  Une formule d’état <p est définie comme suit :
<j> p  | - i<f> | <f> A <p | <p V (f> | A x p  | E x p
avec xp désignant une formule de chemin.
-  Une formule de chemin xp est quant à elle définie par :
xp := <p\ -■ xp \ x p t \ x p \ x p V x p  \ X x p  | F x p  | G xp | xpU xp  | x p W x p
Notons, qu’une nouvelle notation des connecteurs temporels F et G, très utilisée dans 
la littérature, a été introduite dans la logique CTL*. Les connecteurs F et G sont notés 0 et 
□ respectivement. Ces nouvelles notations s’expriment comme suit :
-  Op=T\]p  signifie que p  sera vrai dans le futur.
-  □p=-'Q-«p signifie que p  est toujours vrai. Par conséquent, l’opposé de p  ne sera 
jamais vrai dans le futur.
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1.2 Vérification de propriétés de vivacité d’UNITY avec 
Event B
Dans [2], les auteurs proposent une méthode de vérification de propriétés de vivacité 
sur un système spécifié en Event B [1 ]. Pour ce faire, ils se basent sur l ’opérateur LeadsTo 
défini dans la logique UNITY [ 14] en distinguant deux classes de propriétés :
1 Propriétés basiques : étant donnés deux prédicats p  et g, la propriété p  ensures q 
signifie que le prédicat p  reste vérifié tant que le prédicat q ne l’est pas encore. De 
plus, elle impose que q soit vérifié dans le futur. Cette propriété se décline en deux 
cas :
(a) Propriété basique avec progrès minimum : dans ce cas, on exige que le prédicat 
q soit vérifié immédiatement sur l’état suivant l’état où le prédicat p  est vrai. 
Cette propriété exige également la possibilité d’évolution du système en tout 
état qui satisfait p, i.e., il doit toujours exister un événement dont la précondition 
est vraie. Formellement :
p ensures q = (Vf.(p A -\q A grd.t => wp.t.q)) A (3s.(p A -<q => grd.s))
avec :
-  t et s deux événements quelconques du système.
-  grd.t et grd.s les gardes de t et s respectivement.
-  wp.t.q représente la plus faible précondition où t termine dans q.
(b) Propriété basique avec équité faible : dans ce cas, on n’exige pas que q soit vrai 
immédiatement sur l’état suivant l’état vérifiant p. Cependant, tous les événe­
ments potentiellement exécutables (dont la précondition est vraie) doivent éta­
blir q ou préserver p. De plus, il doit toujours exister un événement exécutable 
qui permet d’établir q. Formellement :
p ensures q = (Vt.(p A -<q => wp.t.(p V q))) A (3s.(p A -<q => wp.s.q A grd.s))
2. Propriétés générales : contrairement aux propriétés de base, les propriétés générales 
n’imposent pas que le prédicat p  reste vrai tant que le prédicat q n’est pas vérifié. 
La preuve d’une propriété de vivacité générale “LeadsTo”, notée p q, doit être 
établie en applicant les règles suivantes :
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-  Règle basique (BRL) : si la propriété basique p  ensures q est vérifiée alors, nous 
pouvons déduire que la propriété p q est aussi vérifiée :
pensuresq
p ^ > q
-  Règle de transitivité (TRA) : une propriété générale p q est vérifiée si cette 
dernière peut être déduite à partir de plusieurs propriétés plus élémentaires en ap- 
plicani la iransiuvné ;
p  -v» r r*^*q  
p ^ q
Afin donc de pouvoir prouver ces mêmes propriétés en Event B, les auteurs proposent 
une ré-expression des différentes règles suscitées en termes d’obligations de preuve B. La 
présentation de ces obligations de preuve fait l’objet des sections suivantes.
1.2.1 Preuve des propriétés basiques de vivacité
Pour prouver les propriétés basiques de vivacité, les auteurs ont défini quatre obligations 
de preuve qui correspondent à la définition formelle, vue précédemment, de ces propriétés. 
Pour cela, soient I  et E l’invariant et l’ensemble des événements du système exprimé en 
Event B. On considère également la substitution de choix non déterministe F  définie par :
F = []ee£
Les obligations de preuve permettant d’établir une propriété basique de vivacité p  en­
sures q sont définies comme suit :
-  Avec progrès minimum : il suffit d’établir les deux obligations de preuve suivantes : 
(MPO) I A p  A -■? => [F]q1 
(MPI) /  A p A ->q =* grd(F)2
L’obligation de preuve (MPO) permet de vérifier que pour tout état potentiel du sys­
tème (vérifiant l’invariant /) et satisfaisant le prédicat (p  A ->q), alors l’exécution de 
chaque événement, dont la garde est vraie, mène bien à un état qui vérifie q. L’obliga­
tion de preuve (MPI), quand à elle, assure que tout état potentiel du système vérifiant
1. [F]q = leiU ■ ■ ■ v\en]q =  V<?.(e e  E  A grd(e) => [e]q)
2. grd(F) = grd(ei [ ] . . .  []«?„) = \Ze€E grd(e)
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le prédicat (p A ->q) satisfait une des gardes des événements de l’ensemble E. Ceci 
permet de garantir qu’un des événements du système est exécutable. On en déduit 
donc que pour tous états tr, et cr,+1 d’une trace d’exécution du système, si (p  A ->q) 
est vrai à l’état cr, alors q devient vrai à l’état <x,+1.
-  Avec équité faible : il suffit d’établir les deux obligations de preuve suivantes : 
(WFO) /  A p A -iq => [F](p V q))
(WF1) I A p A -iq => ->[F~\->q
L’obligation de preuve (WFO) assure que pour tout état potentiel du système (vé­
rifiant l’invariant /) et satisfaisant le prédicat (p A -*q), tout événement exécutable 
préserve p ou établit q. De même, l’obligation de preuve (VVF1) vérifie qu’il existe 
au moins un événement exécutable qui établit q. Ces deux obligations de preuve as­
surent donc que si le système est dans un état qui satisfait p  alors il évoluera pour
atteindre un état où q devient vrai. En termes de séquence d’exécution, si un état cr,
satisfait (p A -><?), alors il existe un état cr,, avec ( j  > i) ,  qui vérifie q. De plus, pour 
tout état crk, avec (i < k < j), le prédicat (p A ->q) est vrai et la garde d’un événement, 
au moins, qui établit q est vraie.
1.2.2 Preuve de propriétés générales de vivacité
Rappelons qu’une propriété générale de vivacité p LeadsTo q, notée p q, signifie 
qu’à partir de tout état s vérifiant p, il est possible d’atteindre un état j ' qui vérifie q sans 
exiger pour autant que p  demeure vrai tant qu’on n’a pas atteint s'. Pour prouver une telle 
propriété, les auteurs ont repris le théorème suivant, défini dans la logique UNIT Y, et l’ont 
adapté à Event B :
V v.(p  A V  =  v ^ ( p A ( F < v ) ) V ç )  
p ^ q
Ce théorème signifie que pour prouver la propriété générale de vivacité p  <7 est vraie, 
il suffit d’exhiber une expression entière décroissante et strictement positive V appelée 
variant et de prouver que chaque transition du système décroît ce variant, tout en préservant 
p, ou établit q. Pour prouver la prémisse de ce théorème, on utilise la propriété basique de 
vivacité ((p A V = v) ensures({p A (V < v)) v  q)) qu’on prouve grâce aux différentes règles' 
présentées dans la section précédente.
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1.2.3 Exemple illustratif
Dans cette section, nous allons illustrer l’approche proposée sur un système de gestion 
de processus demandant une ressource critique qui est le processeur. Nous supposons que 
le nombre de processeurs est inférieur au nombre de processus en attente, à la création, un 
processus se trouve dans l’état NT (Nouvelle Tâche) et doit donc s’insérer dans une file, à 
taille limitée, si cette dernière n’est pas pleine. Dans ce cas, le processus passe dans l ’état
"DU /C m C< 1 am nn\iM  rtfA/^Arraiii* oa liKàra I iXr mi * nn nrAAar rau r  rlainanf 1 iKra r>a
iril x l i v ) WU UkU/ilUiUll IjU  UU piUVVOJWUi DV UUW1W. A/WO U ii piV/VWUUVUl. U V fiV U I UU1V) VV
dernier est alloué, par l’ordonnanceur, à un processus en attente et qui passera donc à l’état 
EL (Élu). Sur ce système de gestion de processus, on souhaiterait s’assurer qu’un processus 
en attente dans la file finira toujours par être élu.
Afin de modéliser ce système en Event B, on considère les ensembles et variables sui­
vants :
-  l’ensemble abstrait PROCS pour représenter l’ensemble de tous les processus pos­
sibles, et l’ensemble énuméré ETATS pour modéliser les trois états possibles d’un 
processus :
PROCS;
ETATS = (NT, EF, EL}
-  les variables Procs et E ta t  représentant respectivement l’ensemble des processus 
existants à tout instant et l’état de chaque processus :
P rocs çPROCS 
E ta t  € Procs —> ETATS
-  la variable F i le  représentant, à tout instant, l’état de la file :
F i le  € seq(Procs)
Pour faciliter l’écriture de la spécification Event B du système, nous considérons aussi les 
définitions suivantes :
-  New pour représenter l’ensemble des processus nouveaux :
New = E ta t -1 [{NT}]
-  E nFile pour représenter l’ensemble des processus présents dans la file :
E nFile = E ta t -1 [{EF}]
Elu pour représenter l’ensemble des processus élus :
E lu = E ta t " 1 [{EL}]
Le système de gestion de processus est défini en Event B comme suit :




EnFile = E ta t -1 [{EF}];
New = E ta t -1 [{NT}];
Elu = E ta t" 1 [ {EL} ]
SETS
PROCS;






Procs, E ta t, F ile  
INVARIANT
Procs ç PROCS A 
E ta t € Procs -» ETATS A 
F ile  € seq(Procs)
INITIALISATION
E ta t := 0 || P rocs :(Procs ç  PROCS) || F i le  := 0 
EVENTS 
eluEven=
ANY pr WHERE pr e Procs a  pr e EnFile a  F ile ( l)  = pr 
THEN
E ta t(p r) := EL ||
F ile  := f i l e  1 1 
END 
END;
fileE ven  =
ANY pr WHERE pr € procs A pr € New A size(File) < TAIL 
THEN
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E tat(p r) := EF ||




ANY pr WHERE pr e Procs A pr e Elu 
THEN
Procs := Procs - {pr} ||




Sur cette spécification Event B, nous allons illustrer l’approche présentée pour prouver 
deux propriétés, l’une sous l’hypothèse du progrès minimum et une seconde sous l’équité.
Vérification sous l’hypothèse du progrès minimum
Sur le système de gestion de processus précédent, nous souhaitons vérifier qu’un pro­
cessus se trouvant en tête de la file se verra allouer un processeur. Une telle propriété est 
exprimée comme suit :
(p e E nFile  A F ile ( l)  = p) p  e  Elu (1.1)
En appliquant la règle BRL, prouver la propriété (1.1) revient à établir la propriété suivante :
(p € E nFile  A F ile ( l)  = p) ensures (p  e Elu) (1.2)
Nous devons donc prouver les deux obligations de preuve suivantes :
MPO :
(p e EnFile) A (F ile(l)= p) A ( i  p € Elu)
=>
[eluEven [] f ileE v en  [] supEven] (p € Elu)
MPI :
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(p € EnFile) A (F ile(l)= p ) A (-. p e  Elu)
=>
grd(eluEven [] fileE ven[] supEven)
L’obligation de preuve (MPO) spécifie que si un processus p est en tête de la file, alors 
l’exécution de l’un des événements de la spécification rend ce processus élu. Ceci est vrai 
pour l’événement eluEven qui permet donc de prouver (MPO).
Prouvons à présent l’obligation de preuve (MPI)  qui exprime qu’il doit exister au moins 
un événement du système qui soit exécutable. Cette obligation de preuve est évidente pour 
l’événement eluEven dont la garde est vraie et qui prouve aussi (MPO). 
à présent, nous allons prouver la propriété générale de vivacité suivante :
p e E nFile p e E lu (1.3)
Cette propriété garantit que chaque processus en attente dans le file finira par être élu. Pour 
établir une telle propriété, considérons V(p) une variable qui donne la position du processus 
p dans la file. Cette variable est définie par :
V(p)=File",(p)
En applicant la règle citée précédemment, nous devons établir :
Vn.((p e EnFile a  V(p)=n) ((p e E nFile  A V(p)< n) V p e  Elu)) (1.4)
En utilisation la règle BRL, cela revient à prouver :
(p e E nFile A V(p)=n) ensures (((p e E nFile) A (V(p)< n)) v  (p e Elu)) (1.5)
pour chaque processus p et entier n. Pour cela, nous utilisons les obligations de preuve 
MPO et MPI suivantes :
MPO :
p € E nFile  A V(p)=n 
=>
[eluEven[]fileEven[]supEven]((pe E nFile  A V(p)< n) V pe Elu)
MPI :
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p 6  E nF ile  A V(p)=n
grd(eluE ven) v grd(supEven) v  g rd (f ile E v e n )
Pour prouver MPO, il suffit de montrer qu’après chaque extraction du premier élément 
de la file, les positions des processus dans la file décroissent. Ce qui se déduit de la défi­
nition de la variable F i le  qui est une séquence de processus et par conséquent MPO est 
prouvée Pour prouver MPI, F invariant suivant a été défini :
size(File)* 0 => 3 p.(p e E nFile  A F ile ( l)= p )
Cet invariant exprime que si la file n’est pas vide, alors il existe toujours un processus 
qui est en tête. Dans ce cas, l’événement eluE vent devient donc exécutable. Par consé­
quent, tant qu’on a (V(p)=n) avec n > 0 (ce qui veut dire que la file n’est pas vide), il 
existe un événement dont la précondition est toujours vérifiée si (V(p)=n). L’obligation 
de preuve MPI est donc vraie.
Vérification sous l’hypothèse d’équité faible
Considérons toujours le même système de gestion de processus défini précédemment 
sous l’hypothèse d’équité faible. L’objectif est de montrer comment une telle hypothèse 
suffit pour prouver la propriété :
(p e EnFile) {p e Elu) (1.6)
Pour ce faire, il suffit de prouver :
(p € EnFile) ensures (p e Elu) (1.7)
en appliquant la règle basique BRL. Pour prouver la propriété (1.7), il faut démontrer que
les deux obligations de preuve WFO et W F1 suivantes sont vérifiées :
WFO :
(p e  E n F ile  A -> p e  E lu ) => [ f i le E v e n  [] e luEven[] supEven](p e  E n F ile  v p e  E lu )
WFl :
(p e E nFile A -i p e Elu) => ->[ file E v e n  [] eluEven [] supEven ] ->(p e Elu)
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D’après (MPO), on sait que (p e E nFile  => [fileE ven  [] eluEven [] supEven] (p e 
EnFile v p e Elu)). Nous en déduisons donc que l’obligation de preuve (WFO) est vérifiée. 
Pour prouver (WF1), il suffit de prouver que (p e E nFile  => [ eluEven ] p e Elu). Ce 
prédicat est équivalent à :
p € EnFile = > 3 x . ( x e  Procs A x e  E nFile  A p e ((E ta t «  ( x E L } ) - 1[{EL}]))
Ce prédicat est vrai pour (x=p), l’obligation de preuve (WF1) est donc vérifiée.
1.3 Vérification de propriétés dynamiques en Event B
Dans [27], les auteurs proposent un ensemble de règles de vérification de propriétés 
dynamiques sur un système exprimé en Event B, et plus précisément des propriétés d’exis­
tence et de progression. Pour ce faire, ils ont défini un ensemble de règles d’inférence 
pour prouver des propriétés plus élémentaires comme la convergence, la divergence et le 
non-blocage.
1.3.1 Preuve de propriétés élémentaires
Dans cette section, nous décrivons les trois propriétés élémentaires qui ont été définies 
et qui permettent la preuve de propriétés plus élaborées comme l’existence et la progres­
sion.
Propriété LeadsTo
Soient Pi et P2 deux prédicats quelconques. Un système S vérifie la propriété “F  1 
LeadsTo3 P2” ssi tout état du système qui satisfait P\ est suivi d’un état qui vérifie P2. 
Formellement, pour tout événement du système dont la garde et la postcondition sont G et 
Postvy  respectivement :
P\ A G A Postvy  => P2
avec les prédicats P\ et P2 dépendant des variables v et v' respectivement. La notation : 
S 1- Pi av P2 représente l’expression Pi LeadsTo P2.
3. Notons que cette propriété, bien que portant portant le même nom, est différente de celle présentée à la 
section 1.2.
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Propriété de convergence
La convergence d’un système vers un prédicat P signifie qu’il n’existe pas de traces 
d’exécution qui se terminerait avec une suite infinie d’états qui vérifie le prédicat P. Pour 
montrer qu’un système converge vers le prédicat P, il suffit d’exhiber une expression entière 
V(v), dite variant et définie sur les variables v du système, et d’établir les obligations de 
preuve suivantes pour tout événement du système dont la garde et la postcondition sont G
f»t P n  et. rp çn p r 'tiv p m en f •
 - - r ..................................................
1. l’expression V(v) désigne toujours une expression entière :
P A G => V(v) € N
2 . l’exécution de tout événement décroît le variant :
P A G  A Postvy => V(v') < V(v)
La notation : S \~i P indique que le système converge vers P.
Propriété de divergence
La divergence d’un système sur un prédicat P signifie que toutes ses traces d’exécution 
se terminent avec une suite infinie d’états qui vérifie le prédicat P. Pour montrer qu’un sys­
tème diverge sur le prédicat P, il suffit d’exhiber une expression entière V(v), dite variant et 
définie sur les variables v du système, et d’établir les obligations de preuve suivantes pour 
tout événement du système dont la garde et la postcondition sont G et Postvy respective­
ment :
1. l’expression V(v) désigne toujours une expression entière :
-.P A G => V(v) € N
2. l’exécution de tout événement sur un état qui vérifie ->P décroît le variant :
--PA G  A P0Stvy  => V (V ') <  P (v)
3. l’exécution de tout événement sur un état qui vérifie P ne fait pas accroitre le variant :
P A G  A Postvy A P(v) e N => V{V) < V(v)
En effet, comme le variant doit toujours rester positif et décroît à chaque exécution d’évé­
nement, alors on est sûr d’atteindre un état où P est vérifié. La notation :S  I - / P  indique 
que le système diverge vers P.
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Propriété de non-blocage
Le non-blocage d’un système sur un prédicat P  signifie qu’il existe toujours un événe­
ment du système dont la garde est vraie :
P=> V,-Gi
avec G, désignant la garde d’un événement et du système. La notation : S bO P indique 
que le système n’est pas bloqué sur P.
1.3.2 Propriété d’existence
Une propriété d’existence spécifie qu’une situation, désignée par le prédicat P, se pro­
duira toujours dans le futur. Cette propriété est notée (OOP). L’idée intuitive pour établir 
une telle propriété est de montrer que les traces du système 5 ne se terminent pas par une 
séquence infinie d’états vérifiant ->P. Formellement
5 bj. —>P S bO -iP 
S b □ QP
1.3.3 Propriété de progression
Cette propriété exprime que si le système 5 est dans un état satisfaisant un prédicat 
P\, alors il évoluera pour atteindre un état qui vérifie un prédicat P2 : 5 b D(Pi => OP2). 
Pour établir une telle propriété, les auteurs ont défini une règle intermédiaire qui permet de 
prouver la propriété 5 b d(Pi => PiUP2) qui exprime que si le système est dans un état qui 
satisfait P 1 alors ce prédicat reste vrai tant qu’un état satisfaisant P2 n’est pas encore atteint. 
De plus, cette propriété exige qu’un tel état soit atteignable. Pour prouver cette propriété, 
la règle suivante a été définie :
S b (P, A ^P 2) (P, V P2) 5 b dO(^Pi V P2)
S b d (P, => (P,UP2))
Cette règle est ensuite utilisée pour prouver la propriété de progression :
M  b n(P, A -.P2) => P 3) M b o(P3 => P3UP2))
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Cette dernière règle signifie qu’on doit exhiber un prédicat P3 (invariant) qui doit rester 
vrai tant que Pi n’est pas encore vérifié.
1.3.4 Application à un cas d’étude
Pour illustrer cette approche, soit le modèle du lecteur/rédacteur représenté par deux va­
riables l (pour lecteur) et r (pour rédacteur). Le tampon partagé est modélisé par l’intervalle 
[/+1, r] et dénote les données écrites mais pas encore lues. On pose comme hypothèse que 
la taille du tampon est de 3 :
0 <  r - / < 3  






1 e  NAT A r  € NAT A 
r - 1  >  0 A r - 1  <  3 
EVENTS 
L i r e =
WHEN 1 < r  THEN 
1 :=  1+1 
END;
E c r i r e  =
WHEN r  < 1+3 THEN 
r  :=  r+ 1  
END 
END
Sur ce système on se propose de prouver une propriété d’existence et une seconde de pro­
gression.
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Propriété d’existence On souhaiterait prouver sur le système LectRedac précédent la 
propriété d’existence suivante : D0(/ > L) avec L  désignant un entier naturel positif. Pour 
ce faire, nous devons donc établir :
LectRedac (/ > L) (a)
LectRedac hO (l > L) (b)
Preuve de (a) : pour établir (a), il suffit de choisir comme variant V = (L—[)+(L+3—r).
En effet, ce variant décroît à chaque lecture ou écriture et est toujours positif ou nul. 
Preuve de (b) : on doit prouver la formule (l < L => l < r v  r < l + 3). Cette formule 
se déduit directement de l’invariant du système.
Propriété de progression On se propose de prouver que toute donnée écrite sera lue dans 
le futur □(/- = L => Ol -  L). Pour ce faire, nous devons établir :
LectRedac \- D((r = L A / £ L) => / < L) (c)
LectRedac b □ ( /< £ = >  ((/ < L)V(l = L))) (d)
Preuve de (c) : pour prouver cette formule, la règle suivante est utilisée avec (J = 
r — l > 0) et /  désignant l’invariant de la machine B :
h J  => /  S h u J  
S b n i
Preuve de (d) : pour établir cette formule, nous devons prouver :
LectRedac b □(/ < L A / ^ L ) r v ( / < L v /  = L) (d.l)
LectRedac b DO (/ > L v  l = L) (d.2)
Preuve de (d.l) : cette formule est équivalente à LectRedac t- □(/ < L) rv  (/ < L).
Il faut donc prouver que les événements d’écriture et de lecture conduisent d’un
état satisfaisant (r < L) vers un état qui satisfait (r < L), ce qui est trivialement
prouvé.
Preuve de (d.2) : cette formule est équivalente à LectRedac i- □<>(/ > L) qu’on a 
déjà prouvée en tant que propriété d’existence.
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1.4 Vérifïcation de propriétés dynamiques en Event B éten­
due avec PLTL
La majorité des propriétés des systèmes réactifs sont dynamiques. Ainsi, quelques tra­
vaux ont porté sur l’extension de la méthode B dans le but d’exprimer et de vérifier ce type 
d e  nronriétés. Dans T261. le s  a u te u r s  n r o n o s e n t  u n e  a n n r o c h e  d e  s n é c if i c a t io n  e t  d e  v é r i-
A A *- -* ' A A A A A
fication de propriétés dynamiques des systèmes réactifs qui utilise la méthode B étendue 
par la logique temporelle linéaire PLTL (Past Linear Temporal Logic, version antérieure 
de LTL). La logique temporelle PLTL définit les opérateurs temporels du passé comme 
Previous, Since, Always et Eventually que nous introduisons dans la suite.
Dans un premier temps, les auteurs montrent comment les propriétés PLTL sont pré­
servées par le raffinement B, puis proposent un processus de reformulation, en termes de 
modèles, qui consiste à définir de nouvelles propriétés à la suite du raffinement et de vé­
rifier celles-ci en utilisant un ensemble de théorèmes qu’ils proposent également. Ainsi, 
chaque modèle relie une propriété abstraite à une propriété définie sur une spécification 
plus concrète. Cette redéfinition a pour but de mieux prendre en compte les détails du sys­
tème introduits durant les différentes phases de raffinement de la spécification initiale.
Les propriétés dynamiques auxquelles s’intéressent les auteurs portent sur le passé du 
système. En effet, les propriétés dynamiques ne se limitent pas à ce qui peut se produire 
dans le futur d’une exécution mais peuvent également concerner des événements survenus 
dans le passé, à titre d’exemple, la propriété □ (ack => © mess) exprime qu’un système ne 
transmet un acquittement que s’il a repu un message précédemment. Pour un prédicat p, 
l’expression © p  signifie que p  était vrai précédemment. Avec un opérateur exprimant le fu­
tur comme Until(\J), cette propriété peut également s’exprimer par : a->ackV(-<ack)Umess. 
Comme l’opérateur U exige qu’un message soit reju dans le futur, la première partie de cette 
expression exprime le cas où un message n’est jamais reja. Dans ce cas, aucun acquittement 
ne doit être envoyé. La seconde partie spécifie qu’un acquittement n’est envoyé que si un 
message a été déjà reju. Nous pouvons remarquer que ce type de propriétés est plus simple 
quand il est exprimé avec les opérateurs du passé comme l’opérateur previous (©). D’autres 
opérateurs faisant référence au passé seront présentés dans la suite de cette section.
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1.4.1 Reformulation de propriétés
En B, le mécanisme de raffinement permet de passer d’un modèle abstrait vers un mo­
dèle plus concret. Dans cette approche, les auteurs proposent un raffinement conjoint de la 
spécification abstraite et des propriétés. Le raffinement des propriétés, appelé ici reformu­
lation, est représenté par un modèle jj#' avec PI : a(py => foi) représentant la propriété 
abstraite, P2 : n(p2 => #'<72) la propriété reformulée et #,#' € {e,<*S}. Par conséquent, 
n o u r  n r o n v e r  nue. l e  r a f f in e m e n t  e s t  c o r r e c t , o n  d o it  s ’a s su r e r  n u e  : s i  u n e  n r o n r ié té  P t e s t
i l  i  ' 1 1 1 *
vérifiée sur la spécification abstraite d’un système T S 1 alors la propriété P2 qui raffine Pi 
est aussi vérifiée sur le système T S2 qui raffine TS i. Pour ce faire, les auteurs introduisent 
un ensemble de définitions :
Définition 1 ( Propositions atomiques) Soit V = \ x \ , . . . , x n) l ’ensemble des variables du 
système. L ’ensemble des propositions atomiques sur V, noté APy, est défini comme suit :
APv = [apo, a p i , apn)
avec apk désignant une expression de la forme (x, = dj) où dj appartient au domaine de xit 
Dom(Xi).
Définition 2 (Propositions d ’état) Soit V = {xy,. . .  ,x„) l ’ensemble des variables du sys­
tème. L ’ensemble des propositions d ’état sur V, noté S P v, est défini comme suit :
S P V = {sp o ,sp i,...,sp n}
avec spk désignant l ’une des expressions suivantes :
sp ::= ap | sp V sp | sp A sp | ->sp
et ap € APy.
Définition 3 (Système de transitions) Un système de transitions est un quintuplet TS = 
(Q, Qo, L, T, l) avec
-  Q représentant l ’ensemble des états du système.
-  Qq représentant l ’ensemble des états initiaux : Qo ç  Q.
-  L -  [ao,ay,. . .  ,a„) est l ’ensemble des étiquettes appelées actions.
-  T e P (Q x L x Q )  dénotant la relation de transition.
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-  / : Q —* P(SPy) est une fonction qui associe à chaque état s une proposition d ’état 
de la forme :
l(s) = A"=iU = dj) avec dj € Dom(xi)
Dans la suite, une transition (si, a, s2) est notée Sy -?-* s2.
Définition 4 (Satisfaction d ’une proposition d ’état) Soit un système de transitions TS  1 = 
(Q Q0- L. T. Z). Un état s satisfait une proposition d ’état sp ssi lis) => sp.
Définition 5 (Notion de chemin) Soient un système de transitions TS = (Q, Qo, L, T, 1) et 
cr = (s0, sy ,..., sn) une séquence d ’états de ce système, cr est un chemin ssi :
Vi.(i > 0 => 3a.(a € L A Sy — * si+i € T))
Intuitivement, il doit exister une action capable de faire passer le système d’un état s, à 
l’état suivant si+y.
Définition 6  (Invariant de collage)
Soient deux systèmes de transitions TS \ = (Qi, <2oi ,L \,T \,li)  e tT S 2 = (Q2, Qoa, La, T2, l2) 
tels que T S2 raffine TS\. L ’état s2, d e T S 2, est relié à l ’état S\, d eT S \, par l ’invariant de 
collage I\f2 ssi (l2(s2) A / 1>2) => /i(vi).
Définition 7 (Opérateurs temporels du passé) Soient cr une séquence d ’exécution et <p, if/ 
deux formules PLTL. Les quatre opérateurs temporels de la logique PLTL sont définis 
comme suit où la notation ((cr,i) (p) spécifie que la propriété <p est satisfaite à l ’état i
de la séquence cr :
-  Previous noté © et défini par :
(cr, i) |= © 0  
o
i > 0 A (cr, i — 1) )= 0 
Cet opérateur signifie que <p était vrai à l ’état précédent i c ’est à dire à l ’état (i — 1).
-  Since noté S et défini par :
(cr, i) |= (pSi/f
<t=>
3 j.(j < i A (cr, j) f= if/ A Vk.(j < k < i => (cr,k) \= <f>))
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Cet opérateur signifie que depuis l ’état où iff est vrai, la formule <f> est restée vraie.
-  Always noté B et défini par :
(cr, i) N B<f>
<=>
V j - ( j  <  i. A (c r , j )  |= <p)
Cet opérateur signifie que <f> a toujours été vrai dans le passé jusqu’à l ’état i.
-  Eventually noté oet défini par :
(c r ,  i )  |= o<f>
<=>
3 / 0 '  ^  * A (o - , j )  (= (f>)
Cet opérateur signifie que <p a été vrai précédemment. Autrement dit, il a existé un 
état précédent l ‘état actuel pour lequel <(> était satisfaite.
Les auteurs ont prouvé également que les propriétés temporelles PLTL exprimées avec ces 
opérateurs sont préservées par le raffinement B.
1.4.2 Vérification d’une propriété reformulée
De manière générale, pour vérifier une propriété de sécurité sur un modèle, il suffit 
de la prouver sur le modèle abstrait et de garantir que cette propriété est préservée par le 
mécanisme de raffinement. En outre, étant donné que le raffinement ajoute au système de 
nouveaux détails (événements, variables, etc.), les variables du niveau abstrait et celles du 
niveau raffiné doivent être reliées par un invariant de collage. L’approche présentée dans 
cette section consiste à définir de nouvelles propriétés à partir des propriétés abstraites et 
à vérifier le respect de ces nouvelles propriétés sur la spécification raffinée à l’aide des 
théorèmes qu’ils ont eux-mêmes définis. La reformulation des propriétés abstraites a pour 
but de générer de nouvelles propriétés qui sont plus faciles à prouver sur la spécification 
concrète.
Pour vérifier les propriétés reformulées, des pattems de reformulation ont été proposés. 
Pour chaque pattem, dès théorèmes sont définis afin d’assurer la correction de la reformula­
tion appliquée. Cette section présente quelques uns de ces pattems ainsi que les théorèmes 
qui leur sont associés. Pour tous ces théorèmes, on considère TS i et TS 2 deux systèmes de 
transitions tels que TS 2 raffine TS \ par l’invariant de collage /12  (noté TS 1 C T S 2), et <p\
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et 02 deux formules PLTL qui doivent être vérifiées respectivement sur les systèmes TS i 
et TS2.
Théorème 1 (Pattem OS) Si T S i \= <p\ et les formules <p\ et 02  sont telles que :
0 j = n(Px => Qqx)
02 = u(p2 => r2S q2)
alors l ’établissement des propriétés fp 2 A / u  => P i ,  Pi  A I\ ? => r?,<7i A /i ? =* q2J garantit 
T S 2 (= 02.
Théorème 2 (Pattem Si TS\ \= <f> \ et les formules <p\ et 0 2 sont telles que :
0 1 = n(pi =* Oqi)
02 = o(p2 => »q2)
alors l ’établissement des propriétés {p2 A / i >2 => p\, q\ A I \>2 => q2} garantit T S 2 \= <p2. 
Théorème 3 (Pattem o-e) Si TSi |= 0 i et les formules <f>\ et <p2 sont telles que :
01 = D(pi =* oq{)
02 = U(p2 =>
alors.l’établissement des propriétés {p2 A / i>2 => P\, q\ A /12  => q2} garantit T S 2 \= <p2. 
Théorème 4 (Pattem SS) S iT S  1 H 0i ef fe-s formules 0 i et <p2 sont telles que :
0 1 = □(/>! => r,S^i)
02 = d(P2 =>
a/ors l ’établissement des propriétés {p2A I\<2 => p \,r\ A 1\<2 => r2, #1 A / i ,2 => garantit 
T S2 02.
Théorème 5 (Pattem So) Si T S 1 1= 0 i ef les formules 0 1 et 02 sont fe//es gne :
0 i = a(pi => nS^ i)
02 = n(P2 => 0 4 2 )
a/prs l ’établissement des propriétés {p2 A I\t2 => p \,q \ A I\t2 => q2} garantit T S 2 f= 02.
Dans la section suivante, nous illustrons cette approche de vérification par reformula­
tion de propriétés sur un cas d’étude.
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1.4.3 Application à un cas d’étude
Considérons un système de transitions d’états formé de deux états {51,52} avec l’état 
51 comme état initial. L’événement Transitionl permet au système de passer de l’état 5 1 








51 e  STATES A




ssi e STATES 
INITIALISATION 
ss i :=S1 
EVENTS
Transition] =




Sur ce système, la propriété P\ suivante est vérifiée : si le système se trouve dans l ’état S2, 
alors il a été précédemment dans l ’état SI. Cette propriété est exprimée par :
□((.si =  5 2 )  => © (s i = 5 1 ) )
Supposons que le système précédent soit raffiné par l’ajout d’un état intermédiaire SI et un 
événement supplémentaire qui fait passer le système de l’état intermédiaire SI vers l’état
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ss? € STATES A
SS2=SSi
INITIALISATION
ss 2 1 =S 12 
EVENTS 
Transition^




PRE s s2=SI THEN 
s s 2 : = S 2 2  
END 
END
En reformulant la propriété P\, on obtient la propriété P% suivante :
□((J52 = 522) =* o(5j2 = 512))
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Cette propriété spécifie que si le système se trouve dans l’état S 22 (raffinement de l’état S2), 
alors il s’est trouvé dans le passé dans l’état S 12 (raffinement de l’état S 1). Pour prouver 
cette propriété, nous devons utiliser le pattem 0 oprésenté précédemment. Par conséquent, 
nous devons établir les preuves suivantes :
-  ( j^2 = S22 A S22 = S2 A SS2 = ssi) =* ss\ = S2
-  ( s s i  =  5 1 A SS2  =  s-ri A S 12 =  S 1) => SS2 = S 12
Ces deux preuves sont déchargées automatiquement à partir de la partie gauche de 
chaque implication. On en déduit ainsi que la propriété reformulée P 2 est vérifiée sur le 
raffinement du système.
1.5 Vérification de propriétés dynamiques sur un système 
FDS
Dans cette section, nous présentons deux approches, très proches, de vérification de 
propriétés dynamiques sur un système FDS (Fair Discrète System) doté d’un ensemble 
d’hypothèses de faible et forte équité. La première approche [24] propose une règle pour 
vérifier des propriétés dynamiques de la forme p  => Oq sous l’hypothèse de forte équité. 
Cette propriété signifie que si un prédicat p  est vrai durant l’exécution d’un système alors 
on atteindra un état où le prédicat q sera vrai. La seconde approche [22] propose quand à 
elle un ensemble de règles de vérification de propriétés CTL* de la forme p  => AfOq. Ces 
propriétés expriment que si un prédicat p  est vrai, alors pour toute exécution possible et 
juste du système, à partir d’un état qui satisfait p, on aura le prédicat q qui sera vrai dans le 
futur. Le quantificateur A f a été introduit dans la section 1.1.2.
Tout d’abord, nous allons montrer la façon dont sont représentées les hypothèses d’équité, 
ensuite nous définissons ce que c’est un système FDS, puis enfin nous présentons les règles 
de vérification proposées par les deux approches.
1.5.1 Représentation des hypothèses d’équité
Dans [24] et [22], deux types d’hypothèses sont considérées : les hypothèses de faible 
et de forte équité. Ces deux hypothèses sont représentées comme suit :
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-  Une hypothèse de faible équité est représentée par une assertion J. Une exécution 
respecte une hypothèse de faible équité J  si elle contient un nombre infini d’états qui 
satisfont l’assertion/ .
-  Une hypothèse de forte équité (appelée aussi de compassion) C est représentée par un 
couple d’assertions noté (p, q). Une exécution respecte l’hypothèse de forte équité C 
si elle contient soit un nombre fini d’états satisfaisant p  soit un nombre infini d’états 
satisfaisant q.
1.5.2 Système FDS
. Un système FDS est un quintuplet D  = (V, 0 ,p , J, C) tel que :
-  V = {u\ , ..., u„) représente l’ensemble des variables du système D.
-  0  est la condition initiale du système. Par conséquent, l’état initial s0 de toute exécu­
tion (pr = {s0, si, ...}) du système D doit satisfaire la condition : s0 h  ©•
-  p(V,V') est une assertion reliant V et V , avec V et V' étant respectivement les valeurs 
des variables du système aux états s et s'.
-  J={Ju —, Jk} est l’ensemble des assertions de faible équité.
-  C={(pi,qi) , ..., (p„,qn)\ est l’ensemble des assertions de forte équité.
Un système FDS qui ne comprend que des hypothèses de forte équité est appelé CDS 
(pour Compassion Discrète System). De même, un système FDS qui ne considère que des 
hypothèses de faible équité est appelé 7D5(pour Justice Discrète System).
1.5.3 Preuve de propriétés de sécurité sous hypothèse de forte équité
Dans [24], des règles de vérification de propriétés de sécurité, qui ne reposent que sur 
des hypothèses de forte équité, ont été proposées. Pour ce faire, les auteurs ont ré-exprimé 
les hypothèses de faible équité en termes d’hypothèses de forte équité.
Soit En(T) et Taken(T) deux assertions définies comme suit :
-  En(T) est vraie pour tous les états où la transition T  est active. Cette assertion indique 
ainsi si la transition T  est franchissable.
-  Taken(T) est vraie pour tous les états où la transition T  est réellement franchie. 
L’assertion JT suivante :
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Jt  = (~'En(T) V TakeniT))
indique que si une transition peut être franchie alors elle l’est. Une exécution respecte 
l’hypothèse de faible équité correspondant à JT s’il existe un nombre infini d’états où JT 
est satisfaite comme le montre la figure ci dessous :
0 - ^ 0 - +  ...O — > o  — » O  — >
J t  J t  J t
Les auteurs ont montré que l’hypothèse de faible équité JT est équivalente à celle de 
forte équité <true,JT) car l’assertion îrue reste toujours vérifiée. Ainsi toute hypothèse de 
faible équité peut être exprimée sous la forme d’une hypothèse de forte équité. En se basant 
sur des hypothèses de forte équité, les auteurs ont proposé un ensemble de règles pour la 
vérification de propriétés CTL* sur des systèmes réactifs. Parmi ces règles, nous présentons 
ci-après la règle RESPONSE.
La règle RESPONSE permet de vérifier les propriétés temporelles de la forme (p  => 
Oq), sur un système CDS, sous des hypothèses de forte équité. La règle RESPONSE est 
définie comme suit :
Règle Response 
Hypothèses
Pour un système FDS D avec une relation de transition p 
Sur le domaine bien fondé A : (W, >), on considère :
S l’ensemble des états du système
les assertions p ,q ,(p \,..., tp„,
les hypothèses de compassion <p x, q\>,..., (p„, qn),
les fonctions de classement Aj, . . . ,  A„ tels que A, : L h* W
RI. p  => q V V"=i(/>; A <pj)
Pour chaque i = 1 , . . . ,  n,
R2. pi A(fii A p= > q'V  V"= i (P'j A <p'j)
R3. (Pi A p  => q[ V {ip\ A A,- = AJ) V VJ=i(P; A <p'j A Ai>  A') 
R4. (Pi => ->qt
alors
D |= {p => <>q)
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Cette règle permet de vérifier qu’en partant d’un état où un prédicat p  est vrai, le sys­
tème évolue pour atteindre un état où un prédicat q devient vrai. Elle est définie sous le 
domaine A : (W, > ) , sachant que l’ensemble (W; >) est bien fondé, c.à.d., il est impossible 
de former une suite infinie strictement décroissante avec les éléments de W. En outre, cette 
règle utilise un ensemble d’hypothèses de forte équité <p„ qî). à chacune de ces hypothèses 
correspond une assertion <Pi et une fonction A, qui détermine la distance entre l’état actuel 
du système et l’état où q sera satisfait. Les différentes hypothèses de cette règle sont comme 
suit :
-  RI : elle spécifie que si le prédicat p  est vrai, alors soit q est vrai ou il existe une 
assertions qui est vraie. Donc, tant qu’on n’a pas atteint l’état où q est établi, il 
existe toujours une assertion intermédiaire ifi qui est vraie.
-  R2 : elle spécifie qu’à chaque fois qu’une assertion </?, est vraie, alors après une tran­
sition p  soit le prédicat q devient vrai ou il existe une autre assertion qui s’établit.
-  R3 : elle spécifie qu’à chaque fois qu’une assertion est vraie, alors à la suite d’une 
transition p  on se retrouve dans l’un des trois cas suivants :
-  le prédicat q devient vrai.
-  l’assertion reste vraie et la distance entre l’état actuel du système et l’état satis­
faisant q reste inchangé.
-  une autre assertion (pj devient vraie avec diminution de la distance entre l’état 
présent et l’état satisfaisant q.
-  R4 : elle spécifie que s’il y’a une assertion qui est vraie alors la deuxième compo­
sante qi de l’hypothèse de compassion qui lui est associée est fausse.
à partir de l’hypothèse RI, on peut déduire que si le prédicat q n’est pas vrai initiale­
ment, alors il existe une assertion <£, qui est vérifiée. En plus, la première composante p, 
de l’hypothèse de compassion correspondant à cette assertion intermédiaire est également 
vraie. L’hypothèse R2 effectue la même vérification que RI à chaque étape d’exécution, 
ce qui nous assure qu’il est impossible que le système se trouve dans un état où aucune 
assertion n’est vraie. R3 vérifie qu’après chaque transition, soit l’assertion qui était vraie à 
l’état précédent le reste et, dans ce cas, la distance entre l’état actuel et l’état satisfaisant q 
reste inchangée, soit une autre assertion avec un rang plus petit devient vraie, à ce stade, 
on n’est pas sûr d’atteindre l’état où q est vrai. Cette règle ne serait pas applicable si une 
assertion <fij et le p, qui lui est associé restent indéfiniment vrais. Ce problème est résolu par
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l’hypothèse R4 qui assure que si une assertion <£, est vraie, alors la deuxième composante 
de l’hypothèse de compassion associée est fausse. Ceci implique que la première compo­
sante Pi ne peut pas rester indéfiniment vraie. Par conséquent, la règle termine puisqu’une 
autre assertion avec un rang plus petit deviendra vraie.
Nous décrivons dans la section suivante une seconde approche de vérification très simi­
laire à celle que nous venons de présenter mais basée, cette fois-ci, sur des hypothèses de 
faible équité ou de justice.
1.5.4 Un système de preuve déductive pour CTL*
Dans [22], les auteurs proposent un système de preuve pour la vérification de propriétés 
CTL* sur les systèmes réactifs. Pour simplifier la vérification des propriétés CTL*, un prin­
cipe de réduction a été introduit. Ce principe consiste à ramener la preuve d’une propriété 
CTL* à celle d’un ensemble d’expressions de la forme p, => /?,, avec p t désignant une as­
sertion et une formule basique de CTL*. Une formule basique CTL* contient uniquement 
un opérateur temporel principal et est de la forme gip , avec g représentant l’opérateur prin­
cipal de la propriété et <p une formule de chemin selon la terminologie CTL*. En supposant 
que f(fi)  soit une formule CTL* composée d’une ou plusieurs occurrences de la formule 
basique p, et en utilisant ce principe de réduction pour vérifier la formule CTL* fifi)  sur un 
système, il suffit de montrer que p => /? et /(p )  sont vrais, avec /(p )  désignant l’expression 
qu’on obtient en remplaçant toutes les occurrences de p  par p  dans f(P).
Plus particulièrement, les auteurs proposent une approche de vérification de propriété 
de vivacité de la forme p => AfOq. Cette propriété signifie que si p  est vrai alors pour toute 
exécution équitable possible, q sera vrai dans le futur. L’approche consiste en la règle de 
déduction suivante :
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Règle de vérification 
Hypothèses
Pour un système FDS D avec une relation de transition p 
Z l’ensemble des états du système 
des hypothèses de justice J = J \ , . .. ,Jm, 
des assertions p, q, <pi, . . . ,  ipm, 
un ensemble bien fondé (A, >)
rtae s4a A - À • V < « A
lu u v u u à â j ww viuüjviiiw ’ii i  •••> < M 1 ' i l
W l.p= *qV  y j = l(<Pj)
W2.Pour i = 1,..., m
<Pi A p => q '  v  (-.7', A <p'i A (V ”=| (<p'j) A Aj = A'*) v (A,- > A'y» alors 
p => A fOq
Cette règle est définie sur l’ensemble bien fondé (A,>). Par conséquent, il est impossible 
de former avec les éléments de A une séquence infinie strictement décroissante. Cette 
règle utilise un ensemble d’assertions intermédiaires <pi,. . . ,<pm, chacune étant associée à 
une fonction A, qui détermine la distance entre l’état actuel du système et l’état auquel q 
sera satisfait. Cette règle est constituée de deux éléments importants qui sont W l et W2 :
-  Wl spécifie que si le système se trouve dans un état où p  est vrai alors soit q est vrai 
ou il existe une assertion p, qui est vraie.
-  W l spécifie que si une assertion <p,- est vraie, alors après une transition, on sera dans 
l’un des cas suivants :
-  q devient vrai.
-  l’assertion «p,- reste vraie, l’hypothèse 7, est fausse et la distance entre cet état et 
l’état satisfaisant q reste inchangée.
-  une autre assertion <pj devient vraie avec diminution de la distance entre l’état 
présent et l’état satisfaisant q.
à partir de Wl, on peut déduire que si le prédicat q n’est pas vrai initialement, alors 
il existe une assertion intermédiaire qui est vraie. La règle W l comprend cependant trois 
alternatives. La première correspond au cas où q est vrai à la suite d’une transition, auquel 
cas l’état voulu est atteint. Dans le second cas, l ’assertion qui était vraie avant la transition 
reste vérifiée, mais l’hypothèse de faible équité 7, qui lui est associée est fausse. Dans une 
telle situation, la distance entre ce nouvel état et l’état satisfaisant q ne change pas. Enfin, 
la troisième partie correspond au cas où il existe une nouvelle assertion intermédiaire qui
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s’établit avec un rang plus petit que l’assertion précédente. Sachant qu’une hypothèse de 
justice est indéfiniment souvent vérifiée, nous sommes sûrs d’atteindre l’état où q sera vrai.
1.5.5 Application à un cas d’étude
Dans cette section, nous présentons un exemple qui illustre le fonctionnement de la 
règle RESPONSE  avec comme relation d’ordre > l’ordre lexicographique. Considérons le . 
programme suivant qui assure le traitement des éléments d’une file d’attente. L’opération 
first_elt{f) renvoie l’élément en tête de la file / tout en le supprimant de la file. L’opération
trait applique un traitement sur l’élément qu’elle reçoit en argument :
■>
/  : file
11 : while /  * 0  do
12 : trait(first_elt{f ))
13 : end
Sur ce programme, nous souhaitons s’assurer qu’un élément x ne reste pas indéfiniment 
dans la file sans être traité par le programme. Comme les insertions (resp. extractions) 
se font par la queue (resp. par la tête), un élément x  présent dans une file à une position 
px verra sa position décroître à chaque extraction. Pour garantir donc que n’importe quel 
élément x sera traité, nous devons nous assurer que le programme ne reste pas bloqué sur 
une ligne donnée. L’assertion as-sert_U indique que le programme se trouve à la ligne /, 
du programme et l’assertion C, : (true, ->assertJi) garantit que le programme visitera un 
nombre infini de fois les autres lignes (différentes de /,). Nous voulons donc montrer que si 
un élément x  est dans la file et si le programme démarre alors cet élément sera traité. Cette 
propriété s’exprime en CTL* comme suit :
(assert_li A x  e f )  => 0(x g f )
Pour prouver cette propriété, nous allons appliquer la règle RESPONSE  en utilisant les 
hypothèses définies précédemment. En notant C, l’hypothèse de compassion à la ligne i du 
programme, le tableau suivant résume les différentes hypothèses de la règles RESPONSE  :
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i Q <Pi A ;
1 {true, ->assert_l\) assert_l\ A x e  f f o r , 2 )
2 {true, -i assertJ.-Ï) a sse r tjj A x e  f  A px ± \ f o r . l )
3 {true, fa lse> assert_lj A x  e f  A px = 1 ( 0 , 0 )
D’après le tableau ci-dessus, nous remarquons qu’à chaque étape d’exécution du pro­
gramme, il y’a une assertion qui est vraie mais également la fonction A, décroît après 
chaque transition. Au début de l’exécution du programme. <Pi est établie puisque le pro­
gramme se .trouve à la ligne li et que (jc e / )  d’après l’hypothèse de départ. Après la 
première transition, soit l’élément a: se retrouve en tête de file, auquel cas <p3 est vraie, ou 
l’assertion <^ 2 devient vraie. Si <pi est vraie, nous savons qu’après une transition l’élément 
x  sera traité et supprimé de la file, la propriété est donc vérifiée. Par contre si <p2 est vrai, 
on aura A2 = (px, 1) qui est inférieur à Ai = (px, 2). Le programme va donc refaire un 
deuxième tour de boucle et tester si la file est vide, ce qui n’est pas le cas puisque x  est dans 
la file, à ce point d’exécution, on a <p\ qui redevient vraie et on a également Ai = (px, 2 ) 
qui est inférieur à A2 = (px, 1) puisque px a diminué lors du traitement de la tête de file. 
Sachant qu’à chaque tour de boucle, la tête de file est traitée; alors nous sommes sûrs que 
ce système atteindra un état où l’élément x  sera traité.
1.6 Commentaires généraux
Cette section est consacrée à une étude comparative des travaux présentés dans les 
sections précédentes. Cette étude comparative permet une meilleure perception de notre 
contribution à la vérification formelle de propriétés dynamiques. Les approches proposées 
dans [2, 27] ont l’avantage de définir des règles précises et faciles à mettre en œuvre ; 
néanmoins elles requièrent la définition de variants qui peut représenter une vraie difficulté.
Les travaux présentés dans [24, 22] sur la vérification de propriétés sur des systèmes 
FDS sont basés sur la définition d’assertions intermédiaires et des fonctions de distance 
pour prouver une sorte de convergence du système vers la propriété souhaitée. Ces mé­
thodes ne sont pas aisées à appliquer, car aucune indication n’est fournie sur comment 
calculer de telles assertions et fonctions de distance.
Enfin, les travaux proposés dans [26] portent sur la vérification de propriétés dyna­
miques en utilisant la logique PLTL. Bien que les pattems définis pour la preuve soient
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faciles à appliquer, ils ne considèrent que les propriétés faisant référence au passé. Cepen­
dant, en pratique, on s’intéresse plus à l’évolution de l’exécution d’un système dans le futur. 
Ainsi, la majorité des propriétés dynamiques se rapportent au futur du système. Par consé­
quent, cette approche reste intéressante mais limitée à un sous-ensemble assez restreint des 
propriétés dynamiques.
1.7 Conclusion
Dans ce chapitre, nous avons présenté des travaux réalisés dans le cadre de la véri­
fication des propriétés dynamiques. Comme nous l’avons fait remarquer, les approches 
existantes sont soit difficiles à mettre en œuvre, soit restreintes aux propriétés faisant réfé­
rence au passé. De plus, ces différentes méthodes ne sont pas du tout outillées. Nos travaux 
de recherche s’intéressent à d’autres types de propriétés dynamiques faisant référence à la 
fois au passé et au futur du système, en proposant des approches systématiques de preuve 
fondées sur l’utilisation de la méthode B. Ces propriétés sont particulièrement importantes 
pour les systèmes d’information sans être limitées à ce domaine ; nos techniques de preuve 
sont applicables à tout type de système, incluant les systèmes d’information. De plus, l’en­




Preuve de propriété d’atteignabilité par 
génération formelle d’assertions
Dans ce chapitre est présentée une approche de vérification de propriété d’atteignabilité 
basée sur la génération systématique d’obligations de preuve B pour un ensemble de che­
mins qui permettent de satisfaire la propriété. Rappelons que ce type de propriété permet 
de s’assurer qu’il est possible d’atteindre un état cible à partir d’un état de départ. En repré­
sentant ces deux états par les prédicats 0  et \f/ respectivement, la propriété d’atteignabilité 
précédente peut être exprimée en CTL par AG(^ => EF<p). L’idée de base de l’approche 
présentée dans ce chapitre est d’exhiber un ensemble de chemins et de générer un ensemble 
d’obligations de preuve B qui permettent de s’assurer que ces chemins mènent bien de ^  à 
<f>. Pour ce faire, nous avons développé un algorithme de génération d’obligations de preuve 
dont la correction est démontrée à l’annexe B. Dans ce présent chapitre, nous présenterons 
deux versions de cet algorithme en montrant l’avantage et la limite de chacun d’eux. Nous 
proposons également une alternative de ces algorithmes basée sur le calcul de la plus faible 
précondition telle que introduite par Dijkstra [6 ]. Ces travaux ont été publiés dans [16].
2.1 Notions et définitions
Dans cette section, nous présentons les notions et définitions nécessaires à la compré­
hension des différents algorithmes proposés pour la preuve de la propriété d’atteignabilité.
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L’approche que nous préconisons est basée sur la notion de chemin représenté par une sé­
quence d’actions qui peut être gardé par une condition. En effet dans l’état initial et en 
fonction des valeurs des différentes variables, plusieurs chemins sont possibles. Pour cela, 
nous considérons des chemins gardés de la forme (cond (act\ ; . . .  ;actn)). Un chemin 
gardé n’est exécuté que si sa garde cond est vérifiée. Nous donnons ci-après les définitions 
relatives aux actions ainsi que les différentes notions qui leurs sont associées.
t \  z ç . —  îa ï  i  / 4 .*.•____\  t i . . . _____________  j *   . 1 . _____i . .  .  —4. j  £ £ l i    i  ______ ^  n » r r  ____  ^.  / r
i/cfiiutiuii i [ficitunj une ucuuri u un cnenun cm ucjintc put tu &ytuuA.c u n i  àuivuntc \n,
désigne un ensemble quelconque d ’éléments) : 
action : :=
/^exécution de l ’opération op*/
op(param \ , . . . ,  param„) |
/*exécution de l ’opération op pour n ’importe
quelle valeur de x appartenant à E*/
UeE op( . . . ,  x, . . . )  |
/*exécution de l'opération op pour des valeurs x 
de E tant que C est vrai*/
LOOPiC,\xsEo p ( .. . ,x ,. . . ) ,V )  |
/*exécution de l'action si la condition cond est vraie, 
sinon ne rien faire1 */
cond —» action
L’action LOOP(C, \x<ee<>p(. .. , x , ...), V) signifie que l’opération op est exécutée en choi­
sissant un ensemble d’éléments de E  tant que la condition C est vérifiée. Le terme entier 
naturel décroissant V, appelé variant, permet d’assurer la terminaison de la boucle.
Définition 2 (Précondition d ’une action) Soit op une opération de la forme PRE P THEN  
S END. La précondition d ’une action est définie par le tableau suivant :
Action Pre
op(parami, . . . ,  param„) P
LefO/K.. ■ ,* ,...) 3x.(x € E A P)
LOOP(C,\xeEo p ( .. . ,x ,. . .) ,V ) C => 3x.(x e  E A P)
cond —» act cond => Pre(act)
1. (cond -* Act) est du sucre syntaxique de (IF cond THEN Act END)
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Définition 3 (Postcondition d ’une action) Soient act une action comme définie précédem­
ment, VSpec l ’ensemble des variables de la spécification et Vm le sous-ensemble de Vspec re­
présentant les variables modifiées par l ’action act. En posant comme hypothèse que chaque 
opération soit de la forme, PRE P THEN S  END, la postcondition d ’une action, notée 
PostXi'Xi’(actiori), est définie comme suit avec PostXyX>(S) représentant la relation valeur- 
avant, valeur-après de la variable de x  suite à l ’exécution de la substitution S :
Action Postx.,.>
o p ( p a r a m \ p a r a m „ ) P A PoStXirXj’(S)x e V u  A  (X i' =
Loop(C, \xeE op(. . . , x, . . . ) ,V) notiO  A ( x /  =  Xi)Xie(Vsptc-vM)
U £  <?/>(...,x, . . . ) PostXhXi' (op(. . . ,  v , . . . ) )  avec v e E
cond —» Action (cond => PostXj Xj<(Action)) A (-.cond => (jc ' = X i) Xi€Vsprc)
Dans la section qui suit, nous présentons l’approche de génération des obligations permet­
tant la preuve d’une propriété d’atteignabilité.
2.2 Algorithme de génération d’obligations de preuve : 
version simplifiée
2.2.1 Méthode de preuve
L’approche que nous proposons pour prouver une propriété d’atteignabilité (AG(^ => 
EF <p)) consiste à démontrer qu’il existe au moins un chemin, (cond (act\ ; . . .  ; act„)), 
qui mène de à <f>. Pour ce faire, nous devons établir que :
1. l’exécution de chaque chemin mène à <f> :
2 . pour un ensemble de chemins [ c h \ , c h m}, au moins un des chemins c/i, menant à
avec condi représentant la garde du chemin cht. L’utilisation de l’AtelierB pour la preuve 
de ces formules est évidemment possible. Néanmoins, les preuves générées sont très nom­
breuses et assez complexes à décharger (voir section 2.4). C’est pour cette raison que nous
if/ A cond => [(acti ; . . .  ; actn)]<p (2.1)
<p peut être exécuté :
(2.2)
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avons développé une autre approche de preuve qui permet d’avoir des obligations beaucoup 
plus simples à établir. L’idée clé de notre approche peut être résumée par les trois points 
suivants :
1. Dans l’état s où if/ et cond sont vrais, l’action act\ est exécutable, c.à.d., sa précondi­
tion est satisfaite,
2 . à tout point du chemin i (1 < i < (n -  1)), après l’exécution de chaque action acti, les 
vaicui!» Jc S  vai m u le s  v e n f ie n t  là  piéCüuurîiGü u c  i’àCtiûiï suivante uefj+j,
3. Après exécution de la dernière action act„, les valeurs des variables satisfont <p.
Pour faciliter la présentation de l’algorithme de génération d’obligations de preuve, 
nous avons défini les fonctions y, A jout et Cons_PO comme suit :
-  la fonction yj fait le renommage, dans une action act, de chaque variable x  par la 
variable xj~] :
—» —* j ~  1
yj(act) = [H* := x  ]act
av ec  x  d é s ig n a n t le s  v a leu rs  (jcj7-1, . . . , x nj~x) d es  v a r ia b le s  d e  la  sp é c if ic a tio n  à  
l ’é ta p e  ( j  — 1) d e  l ’e x é cu tio n  d u  c h e m in .
-  la fonction A jout mémorise, à chaque étape, les valeurs intermédiaires des variables 
locales (utilisées dans les actions de la forme |ie£), représentées par P, et celles de la 
spécification :
. V(y,X).(PA0, si (H = VY.Q)
Ajout(H,VX.P)
sinon
_ |  (7,A 
~ l  VX.P,
-  La fonction Cons_PO définit, à chaque étape, les formules à prouver
r va 
(,P)= \
l  p ,
. VX(Ô=>P), si (H = VX.Q)
Cons_PO(H,
smon
En utilisant ces différentes fonctions, notre algorithme procède en trois étapes pour 
chaque chemin :
1. Initialisation des variables locales relatives aux objets utilisés par les actions de la 
forme (|oo€£ op{. . . ,o o , . . .)), aux valeurs des variables à chaque étape (variable Hyp),
4 0
2 .2 .  A l g o r it h m e  d e  g é n é r a t io n  d ’o b l ig a t io n s  d e  p r e u v e  : v e r s io n  s im p l if ié e
et aux formules à prouver (variable For).
2. Génération de l’obligation de preuve pour la première action acîx : cette obligation 
de preuve assure qu’il est possible d’exécuter act\, i.e., sa précondition Pre(actx ) doit 
être vraie quand if/ et cond sont vérifiés.
il'( A cond => Pre(acU )
3. Pour chaque action actk (k € 2..n), génération d’une obligation de preuve de la 
forme :
_i _jt-i *_1
V(x , . . . ,  x PostXiJ-iiXij(yj(actj)) => Pre(yk(actk)))
;=i
-»/ . . 
avec x désignant les valeurs ( x i , . . . ,  x„) de la variable x, à l’étape l de l’exécution
du chemin.
4. Enfin, une obligation de preuve pour s’assurer que <f> est établie par la dernière action 
act„ est générée :
1 n n
V(3c , . . . ,  x ).(PostXi<Xii(al) A / y  PostXii-i<Xii{yj{actj)) => <p)
j=2
Ces principes sont détaillés dans l’algorithme 1 qui utilise les notations suivantes :
-  à chaque étape k de l’algorithme, Hyp représente un prédicat sur les valeurs x,* de 
chaque variable x„ mais également sur les variables locales utilisées dans les actions 
de la forme |j6£ op( . . .).
-  Pour chaque action de la boucle LOOP(C, |ooeEopt.. ,o o , . . .), V) où op est définie 
par (PRE P THEN S END), nous devons prouver que le variant V est un entier 
naturel décroissant afin d’assurer la terminaison de la boucle : (P => (V e N  A 
[n := V][S](V < n))). Quand la boucle se termine, les valeurs des variables (la 
postcondition de la boucle) sont telles que C soit fausse.
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Algorithm 1 Génération des obligations de preuve : version 1
Entrées: La propriété d’atteignabilité F  = (AG (\p => EF /p)) et un ensemble de chemins 
chs = {ch\ , . . . ,  chm)
1: Soit PO s <— 0 l’ensemble des obligations de preuve à établir 
2: pour chaque (ch g chs A ch = (cond (act\ ; . . .  ; actn))) faire 
3: Soit VSpec {jci , . . . ,  je*} l’ensemble des variables de la spécification /*Initialisation
des variables Hyp and For*/
o_ rr   t  i i. i____*♦; ju u  u y y  '— i /(ic icd ujfpuuiLdtd îuvoivs
5: Soit For «— 0 l’ensemble des formules à prouver /*Traitement de l ’action act\ */
6: For *— For U (Pre(act{)}
7: si (actx = LOOP(C, |oo€£ op(oo, ...), P)) alors
8: For «— For U {Pre(op) => (V G N  A [n := V][S](V < n))}
/*Hyp doit mémoriser la variable locale x  utilisée dans |*€e op ( . . .)*/
9: sinon si (act\ = |*e£ _) alors
10: Hyp <— Vx(x € 2s)
U: finsi
12: 2/;yp «— A jout(Hyp, V x, .PostXioXi\(Sactl )) /*Traitement des actions fa ,  ...,a„}*/
13: pour chaque (action actj telle que (j g 2..n» faire
14: actj <— jj(actj)
15: For «— For U [Cons_PO(Hyp, Pre(actj)))
16: si (actj = LOOP(C, |ooe£ op(oo, . . . ),  V0) alors
17: For <- For U {Cons_PO(Hyp, Pre(op) => (V G NA [n := V][S](V < n))))
18: sinon si (actj = \X^E _) alors
19: Hyp *- A jout(Hyp, Vx.(x G E))
20: finsi -*j-121 : Hyp <- Ajout(Hyp, Vx, .P ostai (S actj ))
22: fin pour
23: For <— For U {Cons_PO(Hyp,yn+\(<p))
24: Soit Vp l’ensemble des variables de F
25: Soit VF -  Vspec = Cvi, • * -, y/} l’ensemble des variables de F  qui n’appartiennent pas
à Vspec• Ces variables sont libres et sont implicitement quantifiées universellement. 
26: L’obligation de preuve du chemin ch est PO(ch) <— V(yi,. . .  ,yî).(*/f A cond =*
(A forzForfcr))
27: fin pour/*une obligation de preuve additionnelle est générée pour assurer que l’en- 
sembles des chemins couvre, dans l’état s (où ip est vrai), toutes les valeurs possibles 
des variables VSpec*l 
28: POs «- Ui=i,m PO(chi) U {V^y,,.. .  ,y{).(ip => V,=i..m cond/)]
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2.2.2 Application à un cas d’étude
Cette section présente un cas d’étude simplifié de gestion d’un club vidéo qui permet 
d’illustrer l’approche proposée. Nous considérons donc des clients qui peuvent emprunter 
des cassettes ou les réserver si ces dernières ne sont pas disponibles. On fait l’hypothèse 
qu’un client ne puisse pas emprunter plus de deux cassettes et que les réservations sur une 
cassette donnée sont stockées dans une file. Nous obtenons la spécification suivante avec 








Emprunt e  Cassettes -** C lien ts A 
Réservation e  C assettes —» iseq(Clients) A 
V cl. (cl € C lients => card(Emprunt- , [{cl}] < 2)
DEFINITIONS
/*Indice(bo, me) renvoie le rang d ’un client cl dans
la file de réservation d ’une cassette ca*/




cl e  C lients A ca e  C assettes A ca g dom(Emprunt) A 
(Reservation(ca)= [] v (first (Reservation(ca)) = cl)) A 
card(Emprunt-1[{cl}]) < 2 
THEN




c l e  C lients a  ca € Cassettes A c l
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g ran(Reservation(ca)) A ca i-» c l g Emprunt A
((ca e dom(Eraprunt)) v (Reservation(ca) * [ ] ) )
THEN




i"  i  t r  C  - i p p o + +  o e  A r> ra c  H n m
WM «- 4% «.M <- V,*—f.*
THEN




c l e  C lients A ca e  C assettes A c l e  ran(R eservation(ca))
THEN
Réservation:=Reservation <t {ca h* ((Reservation(ca) T
(Indice(ca, c l) - 1 ) ) ^  (réserva tion  (ca) { Index(ca, c l) ) )}
END
END
Sur cette spécification, on se propose de prouver qu’il est possible pour un client cl 
d’emprunter une cassette ca. Cette propriété est exprimée en CTL par :
AG((ca € Cassettes A cl e Clients A ca f-* cl g  Emprunt) => EF(ca y-* cl & Emprunt)) 
Pour prouver cette propriété, deux chemins sont possibles :
-  ch\ : ce chemin est possible quand il n’y a aucune réservation sur la cassette ca. D est 
décrit par
ch\ =  Reservation(ca) =  []
(
(ca e  dom(Emprunt) —» Rendre(ca));
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-  ch2 : ce chemin est possible quand il y a des réservations sur la cassette ca. Il est 
décrit par :
ch2 = Reservation(ca) £  []
(
(cl & ran(Reservation(ca)) —* Reserver(cl, ca));
LOOP(Reservation(ca) £  [c/],
\o<Æran(,Reservation{ca))—{cl)Altnui€f"__KCS€rVQtiOtl(00, Ca),
size(ran(reservation(ca)));
)(ca 6  dom(Emprunt) —* Rendre(ca)); 
card(Emprunt~l [{c/}]) =  2 —► | Ca'eEmprunr'[\ci))Rendre(ca'); 
Emprunter(cl, ca)
)
En appliquant l’algorithme proposé sur le chemin ch\, nous obtenons les résultats sui­
vants :
— act\ =  (ca  e  d o m (E m p ru n t)  —» R en d re (ca ))
F o r  *— {ca e  d o m (E m p ru n t)  .=> (ca  e  C a s s e t te s  A ca  €  d o m (E m p r u n t))}
Hyp <— V(,V[€v5p,c ).(((ca e  dom(Emprunt) A Emprunt\ = {ca}<Emprunt) V
(ca * dom(Emprunt) A Emprunt! = Emprunt)) A AvevSpec-{EmPrunt)(vi = v»
-  act2 = ((card(Emprunt~l [{c/}]) = 2) - *  \ca'ïE m p ru n r '{ { c m R e n d r e (c a ' ) )
For «- For U {V(,Viev5p„  ).(
((ca € dom(Emprunt) A Emprunt\ = {ca}<Emprunt) V 
(ca ÿ dom(Emprunt) A Emprunt\ =  Emprunt))A
AveVj(*cH£mprH/i/)(''l — v) ^
(ca rrf(£ m p ru n li_1[{c/}]) = 2 => 3ca '.(ca ' e  £>nprwnIi-1 [c/}]A
c a ' € Cassettesy A c a ' 6 dom(Emprunt\)))))
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HyP < ^(»vie.Vsptc< ,v2evSptc,ca' )•(
((ca € dom(Emprunt) À Emprunt\ = \ca)<Emprunt) V
(ica i  dom(Emprunt) A Emprunti = Emprunt)) A AveVSpec-{EmPrunt\(v\ = v)A 
((card{Emprunt\~x[[cl]]) = 2 A Emprunt2 = {ca'HÆmprwnfi) V 
(rn r/H F .m n n jn ti~ i [ {r i} ] )  -± 2 A E m p ru n ta  — E m p r u n ti) )h
AveVs'"-[Empruntai = ^ î) A (ca ' € Emprunt^ 1 [{c/}]A 
ca' e Cassette si A ca' e dom(Emprunt\ )))
-  actj = Emprunterai, ca)
For <- For U {V(,VieyJ#mr , >V2evip« , ca ').(
((ca e domlEmprunt) A Emprunti = {cà\<Emprunt) V 
(ca £ domlJEmprunt) A Emprunti = Emprunt))A 
AveVspeC-{Emprunt\(vi = v) A ((card(EmpruntAl [{c/}]) = 2A 
Empruntj = {ca'H£>nprMnfi) V
(cardiEmprunti-1 [{c/}]) #  2 A Emprunt2 = Emprunti))A
f\v€Vspcc—{Emprunt\(y2 Vj)A
(ca' 6 £m pru /ili-1 [{c/}] A ca ' e  Cassettesi A
ca' e  dom(Emprunti)) => (c/ 6 ClientS2 A ca e Cassettes^A
ca £ dom(Emprunt2)A
(Reservation2(ca) = [] v (first(Reservation2(ca)) = cl))A 
card(Emprunt2~l [{cl}]) < 2)}
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Hyp « V(,v, ‘eVspec » ’VîêVsjw 'C0 » Wi^ Vspec )•(
((ca e dom(Emprunt) A Emprunti =  {caH£>nprMn/) V 
(ca ç? dom(Emprunt) A Emprunti = Emprunt))A
f\v^V spec-{Em prunt)^y\ ~  v ) ^
((card(Emprunti [c/]) = 2 A Emprunt2 = (ca 'H £>nprunIi) v
(t'n rs tt F m r tm n t ,  T/'/T» J: 0 A F m n n m t- ,  = F m n r u n tiY lA
V  I, t* ’ J / • — — /  " ' * x i / /
Av6VSpec-{£mP™m)(v2 = Vi) A (ca ' € E m p ru /iir 'tfc /} ] A c a ' e  CassettesiA 
ca' e dom(Emprunti ))Emprunt$ = Emprunt2 U {ca 1-» c/}
A /\veVspeC-lEm prunt]iv 3 =  v2 ))
En posant (Hyp = V(,wl-€VjJIW, ,v2evSp„ , ca', ,VievSpec )-P), on obtient :
For <- For U {V(,v, ev5p(f, , ^ v Sptc, ca’, ,VievSpec )(P  => (ca i-* cl £ Emprunt3)}
Enfin pour prouver que chx permet d’atteindre un état où (ca 1-» c/ € Emprunt), on doit 
montrer :
V(ca, ct).(ca e Cassettes A cl e Clients A cav-* cl $.
Emprunt A Reservation(ca) = [] => A foreFor f or)
Sous l’AtelierB, ces assertions ont généré 41 obligations de preuve dont six ont nécessité 
l’intervention de l’utilisateur pour être prouvées.
Comme nous pouvons le remarquer, les obligations de preuve générées comportent des par­
ties répétitives relatives aux valeurs intermédiaires des variables à chaque point d’exécution 
du chemin. En effet, chaque obligation de preuve, générée à l’étape i, inclut toutes les hy­
pothèses concernant les valeurs intermédiaires des variables aux étapes 1 jusqu’à (i -  1). 
Pour pallier cet inconvénient, une nouvelle version de cet algorithme est présentée dans la 
section suivante.
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2.3 Algorithme de génération d’obligations de preuve : 
version améliorée
2.3.1 Méthode de preuve
L’idée clé de l’amélioration de l’algorithme proposé dans la section précédente est 
d’imbriquer les obligations de preuve de sorte que les hypothèses portant sur les valeurs 
intermédiaires des variables aux différentes étapes n’apparaissent qu’une seule fois. Pour 
ce faire, il est nécessaire de redéfinir la fonction A jout comme suit :
A jout(VX.((P A Q) => R), N) =
VX.((/> a Q) =>( Ua  Ajout(V, N ))),
si R = U A V  et V = VX'.( (F  A Q') => R') 
VX((P A  Q) => (R A  N )), sinon
La fonction A jout étant redéfinie, l’obligation de preuve générée à l’étape k est de la forme 
suivante :
Pre(acti ) A 
V x].(P ostXiX:i(acti) =>
(Pre(y2(act2)) A Vx*.{PostX:i ^2 (y2(act2)) =*
(Pre(y3(act3)) A V xf.(P ostXi2Xi3(y3(act3)) =>
(PostXit-Kxii(y k(actk)) = > ...)
L’algorithme 2 illustre les différentes étapes de génération de ces obligations de preuve.
2.3.2 Application à un cas d’étude
Afin de comparer les deux versions de l’algorithme proposé, nous avons appliqué l’al­
gorithme que nous venons de présenter sur le même cas d’étude et la même propriété. Nous 
avons donc généré les obligations de preuve suivantes :
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Algorithm 2 Génération des obligations de preuve : version 2
Entrées: La propriété d’atteignabilité F  = (AG (if/ => EF </>)) et un ensemble de chemins 
chs — {chu ..,c h m} 
l: Soit PO s <— 0 l’ensemble des obligations de preuve à établir 
2: pour chaque (ch £ chs A ch = (cond (acti ; . . .  ; actn))) faire 
3: Soit VSpec <— {aj, . . .  ,x*} l’ensemble des variables de la spécification
/"“Initialisation de la variable Hyp et For*/
4: Soit Hyp <— True les hypothèses locales
/*Traitement de l ’action act\*/
5: For *— Pre(act\)
6: si (act\ = LOOP(C, | ^  op(oo, ...) , VO) alors
7: For *- For A Voo.(oo e E  A Pre(op) => (V £ N  A[n:= V][S](V < n)))
8: finsi
/*Traitement de l ’action actj*/
9: si (n > 1) alors
10: act2 <— y2(act2)
il: si (act2 = LOOP(C,\00^ e op(oo, ...) , V0) alors
12: Hyp <- Vx).(Postx.o^(actO =>
(Pre(act2) A 'ioo.(oo £ E A Pre(op) => (V £ N  A \n := V][S](V <
”)))))
13: sinon
14: Hyp *— Vxj.(PostXiox.i(acti) => Pre(act2))
15: finsi
16: finsi/* Traitement des actions {actj,. actn}*/
17: pour j  = 3 jusqu’à n faire
18: actj jj(actj)
19: si (acfy = LOOP(C, |oo€£ op(oo, ...), V)) alors
20: /fyp «- Ajout(Hyp,Vxf~l.(PostXj/-2 Xij-i(actj„.i) => (Pre(actj)A
0/oo.(oo £ E k  Pre(op) => (V e iV A [n := V][S](V <
n)))))))
21: sinon
22: Hyp «— A jout(Hyp, Va/-1 .(PostXi, - 2  x.j-\(actj- \ ) => Pre(actj)))
23: finsi
24: fin pour
25: Hyp «- Ajout(Hyp, ^^ .(P ostXi,-x^(actn) =* y„(0)))
/*Obligation de preuve du chemin*/
PO(chi) <— V(yj,. . .  ,yi).(\J/ A cond => (For A Hyp))
26: finpourPOs «—  U,=lmP0(c/i,)U V(yi,. . . ,y t).(i// => V,=i..mconJ,)
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-  actx -  (ca € dom(Emprunt) —» Rendre(ca))
F or  <— {ca G dom (E m prunt) =>
(ca €  C assettes  A ca € dom (E m prunt))}
-  acf2 = ((card(Emprunt 1[{c/}]) = 2) -* |ca'e£mPru«r1 wrn(ca'))
H yp  « -  V(xj G Vspec).((((ca  G dom (E m prunt)  A Em prunti =  {caHEm /Jri/nOv
(ca (  dom (Em prunt) A Em prunti =  E m prunt)) A Ax^v.^-iEmpruntM] =  ■*.))) 
=*
(carrf(£mprKnrç', [{c/}]) = 2 => Bca'(ca' e  E m pru n t^  [{cl}] A 
ca! e  C a sse tte s  A ca' G dom (E m prunti )))
-  actj = Emprunterai, ca)
H yp V(xj e Vspec).((
((ca  e  dom (Em prunt) A Em prunti = {ca)-oEmprunt)V  
(ca i  dom (Em prunt) A Em prunti =  E m prunt)) A A^ev^-iEmprunnC-*,- =  *<)))
((card(Em prunt^x [{c/}]) =  2 => 3ca'(ca' 6 E m prun t^1 [{c/)]A 
ca' G C assettes  A ca' G dom (Em prunt{)))
A
V(*? G Vîp«).((
((card(Em prunt~x {{me){) =  2 A Vca'(ca' G £/nprtaifj‘l[(c/}]
=> Em prunt2 =  (ca 'H £m p rto ifi A A ^ev.^-iE m p™ /]^  =  x})))
V
(card(Em prunt~x [(c/)]) *  2 A A x .e v .^ i^  -  x]))))
=>
(c/ G C lien ts  A ca G C a sse tte s  A c a s  dom (E m prun ti)A  
(R eservation2(ca) =  [] V firs t(R eserva tio n (ca ))  =  c/) 
A card(E m pru nf^  [{c/)]) < 2)))
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-  S o rtie  d e  b o u c le
Hyp<- V(xj € Vspec).((
((ca € dom(Emprunt) A Emprunt\ = {ca)<Emprunt)V 
(ca g  dom(Emprunt) A Emprunti = Emprunt))A
A  Xi e Vjptc -1 Emprun  f | C*/ X j ) ) )
((card(EmpruntJl[{cl\)) = 2 => d c a '( c a ' €  £ > n /?rim fp l{c /} jA  
c a ' e  Cassettes A c a ' g  dom(Emprunti)))
A
V(jcf € V ^ c).((
((car^jE/nprwnr"1 [)c/}]) = 2 A Vca'(ca' G Fmpranf^tlc/}]
=> Emprunt2 = {ca'}<Emprunty A A^v^-icmprumiC*? = *,'))) 
V
(card(Emprunt~l [{cl)]) * 2 A Ax,evspJ x f  = **))))
(c/ G membersi A ca g  booksi A ca G dom(Emprunti)A 
(Reservation2 (ca) = [] V first(Reservation(ca)) = c/)
Acard(Emprunf^ [{c/}]) < 2)
A
V(x? G Vspec).((Emprunt^ = (Emprunti U {ca h-» c/})A
AXieVspec-[Emprunt}^^i ~  r f ) )
=>
(c a  i-» cl G Emprunt3))))
L ’o b lig a tio n  d e  p re u v e  finale  g é n é ré e  p o u r  le  c h e m in  c / if e s t  a lo rs  la  su iv a n te  :
V(ca, cl).(ca G Cassettes A cl G Clients A ca h  c/ ÿ Emprunt A Reservation(ca) = []
=>
F o r  A //y /» )
Sous l’AtelierB, ces assertions ont généré 41 obligations de preuve dont six ont nécessité 
l’intervention de l’utilisateurs pour être prouvées.
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2.4 Preuve de propriété d’atteignabilité par la plus faible 
précondition
Dans cette section, nous décrivons une seconde approche de vérification de la propriété 
d’atteignabilité AG(^ => EF<f>) en utilisant la notion de la plus faible précondition que nous 
rappelons ci-après.
2.4.1 Méthode de preuve
Introduite par Dijkstra [6], la notion de la plus faible précondition wp(S,R ) désigne 
la plus large condition sous laquelle une substitution S peut être exécutée pour satisfaire 
une postcondition R. En posant comme hypothèse que chaque opération soit de la forme, 
PRE P THEN S END, la plus faible précondition d’une substitution S par rapport à la 
postcondition R, notée wp(S,R) est donnée par le tableau suivant :
S wp(S,R)
Skip R
x  := E R[x/E ]
o p {p a ra m \,p a ra m „ ) P A wp(S,R)
IF P THEN S ELSE T END (P => wp(S,R )) A (~>P => wp(T,R))
S ;T wp(S,wp(T,R»
lve£ op(v,. . .) Vv.(v € E =* wp(op(v,. . .), R))
WHILE C DO S END il e x is te  u n  p ré d ic a t I  e t  u n e  e x p re ss io n  V te ls  q u e  :
/A
C A / = »  w p(S,I)A 
C.A /  A n  = V=> vvp(S, V < ri) A 
c  A /  =* V > OA 
-i C A /  => R
Dans le tableau ci-dessus, la plus faible précondition de la boucle est le prédicat P à 
l’itération k qui correspond à la terminaison de la boucle. La notion de la plus faible pré­
condition étant définie, prouver qu’un chemin (cond {acî\ ; . . .  ; actn)) permet de mener
de l’état ip à l’état <p revient à établir que :
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{ift A cond) => wp(act\ ; . . .  ; act„, <p)
2.4.2 Application à un cas d’étude
Afin de comparer l’approche présentée précédemment avec les deux premières mé­
thodes que nous avons proposées, nous l’avons appliquée sur la même propriété d’attei­
gnabilité suivante :
AG((ca € Cassettes A  cl € Clients A ca t-» cl i  Emprunt) => EF(ca i-* c/ e Emprunt))
nous obtenons alors l’obligation de preuve qui suit :
V(ca, cl).(ca  e  C a sse ttes  A c t e  C lien ts  A R éservation  [{ca} ] =  0  =>
(
ca  e  dom (E m prunt) =>
ca  G C a sse tte s  A ca  € dom (E m prunt)A
(
(card(({ca]<E m prun t) [{c/}]) =  2 =>
(Vto.((to  G ({ca)<E m prun t) [{c/}]) =>
(to  6  C a sse tte  A to  £ dom (([ca )-^Emprunt)) A c l G C lientsA
c l € C lien ts  A ca  £ C a sse tte s  A ca £ dom ({to)^ ({ca)<E m pru nt)))A  
ca  G dom (R eservation) A card(({to}-*({ca)<E m prun t))> {cl)) <  2 a  
(ca  i-* cl) £ (Uo}*a([ca}-<3Emprunt)) U {(ca t-* c/)})))
A
(card(({ca)< E m pru nt) [{c/}]) ^  2 => (c l £  C lien tsA  
ca £ C a sse tte s  A ca  £ dom (({ca]<E m pru nt))A  
ca G dom (R eservation) A card(({ca)-*E m prunt)>{m e}) < 2 a  





ca i  dom (E m prunt) =>
(
(card(E m prun t {{me)]) =  2 => (V to.((to  G E m pru n t [{me}])  => (to  G C a sse tte s  A 
to  G dom (E m prunt) A c l e  C lien ts  A ca  G B O O K ID  A ca  e  C a sse ttes  
A ca  G dom ( ( to }<E m pru nt)) A c a  G dom (R eserva tion )
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t\card(({to )< E m pru n t)> {cl}) < 2 a
(ca * -*  cl) e  ({to)<E m prunt) U {(ca  t-» d )} ) ) )
A
(card(E m prun t [{c/}]) *  2 => (c / e  C lien ts  A c a  € C a sse tte s  
A c a  e  C a sse tte s  A c a  g  dom (E m prunt) A ca  e  dom (R eservatiori)A  




Sous l’AtelierB, cette assertion a généré 34 obligations de preuve dont huit ont nécessité 
l’intervention de l’utilisateur pour être prouvées.
2.5 Comparaison des différentes approches
Dans ce chapitre, différentes méthodes de vérification des propriétés d’atteignabilité sur 
une spécification B ont été présentées. Ces approches consistent à générer des obligations 
de preuve pour s’assurer que les chemins exhibés permettent bien d’atteindre un état cible ÿ  
à partir d’un état source (p. Pour les prouver, ces obligations de preuve sont ajoutées comme 
des assertions à la spécification B initiale. Le tableau suivant donne une synthèse des ré­
sultats obtenus durant la phase de preuve en utilisant le prouveur de l’AtelierB, version 
4.0.
Approche OP générées OP automatiques OP interactives
Algorithme 1 41 35 6
Algorithme 2 41 35 6
Méthode WP 34 26 8
D’après le tableau, les deux versions de l’algorithme proposé génèrent le même nombre 
d’obligations de preuve car l’idée de base d’obtention des assertions reste identique, seule 
la manière dont sont présentées les obligations de preuve diffère. D’après l’analyse des 
obligations de preuve générées à partir de ces assertions, on se rend compte que le géné­
rateur d’obligations de preuve de l’AtelierB se ramène aux mêmes obligations de preuve 
dans les deux cas. Néanmoins, la présentation des assertions sous forme imbriquée traduit 
mieux l’intuition qu’on a du processus de preuve. Par contre, les assertions générées par le
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premier algorithme, bien qu’elles contiennent des parties répétitives, sont plus faciles à lire 
car une assertion séparée est produite à chaque point d’exécution du chemin.
Enfin, bien que la méthode de preuve par le calcul de la plus faible précondition génère 
un nombre total d’obligations de preuve plus faible, le nombre d’obligations de preuve in­
teractives est plus important d’autant plus que ces dernières sont plus complexes à prouver. 
Cette complexité est due aux substitutions successives réalisées sur les prédicats intermé­
diaires à chaque point d’exécution du chemin. On en déduit donc que, sur le cas courant, 
nos approches sont beaucoup plus avantageuses.
2.6 Conclusion
Dans ce chapitre, nous avons présenté trois approches de vérification de propriétés 
d’atteignabilité sur une spécification B. Ces approches ont en commun d’être basées sur 
le même principe de génération d’assertions à partir d’un ensemble de chemins proposés 
pour satisfaire la propriété. L’idée clé étant de prouver que ces chemins, exécutés sur l’état 
source de la propriété, permettent d’atteindre l’état cible. Pour chacune de ces approches, 
nous avons mis en évidence les avantages et les inconvénients. Les résultats présentés dans 
ce chapitre ont été publiés dans [16]. Une propriété d’atteignabilité \A V E Progress, assez si­
milaire à la propriété présentée dans ce chapitre, a été traitée dans [11]. Exprimée en LTL 
par G {p => F q), cette propriété signifie qu’un état vérifiant un prédicat q sera toujours at­
teint à partir d’un état vérifiant un prédicat p. Bien évidement, cette propriété n’est pas très 
adaptée pour les systèmes d’information car, en effet, les traces d’exécution du système 
sont définies par les actions des utilisateurs extérieurs qu’on ne peut pas contrôler. On ne 
peut pas, par exemple, obliger un client à emprunter une cassette ou même à la restituer.
Dans le chapitre suivant, nous allons présenter une autre méthode de vérification de 
propriétés d’atteignabilité basée aussi sur la notion de chemin d’exécution mais également 
sur le raffinement de substitutions comme technique de construction incrémentale de pro­
grammes sûrs.
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Chapitre 3
Preuve de propriété d’atteignabilité par 
raffinement
Dans ce chapitre, nous présentons une approche de vérification de propriét 
‘a’es d’atteignabilité utilisant le principe de raffinement de substitutions. Rappelons qu’une 
propriété d’atteignabilité, exprimée en CTL par AG(i/r => EF0), signifie qu’il existe tou­
jours au moins un chemin qui mène d’un état satisfaisant ^  à un état où (p est vrai. Cette 
approche est assez similaire à celle décrite dans le chapitre précédent en reposant sur la 
même notion de chemin représenté par une séquence d’exécution d’opérations du système. 
Suivant cette approche et la notion de spécification présentée par Morgan dans [18], une 
propriété d’atteignabilité est vue comme une spécification et le chemin comme étant un 
programme qui la raffine ou la réalise. Notre approche consiste donc à utiliser les règles de 
raffinement introduites par Morgan afin de générer un tel programme à partir de la spécifi­
cation associée à la propriété d’atteignabilité. Ces travaux ont été publiés dans [7].
3.1 Le raffinement B
Le raffinement constitue un principe fondamental de développement d’applications sui­
vant la méthode B. Il permet une construction graduelle et progressive d’un système depuis 
sa spécification abstraite initiale jusqu’à la génération de code exécutable en introduisant, 
étape par étape, les structures de données et de contrôle du langage cible choisi. En B, on
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distingue les deux types de raffinement suivants :
-  Raffinement de données : il consiste à remplacer une donnée abstraite D  par une 
donnée plus concrète U . Dans ce cas, un prédicat, appelé invariant de collage éta­
blissant la relation entre D et U , est défini dans la clause INVARIANT du composant 
raffiné.
-  Raffinement de substitutions : il consiste à remplacer une substitution S  par une 
substitution plus concrète S '. Notons qu’un raffinement de données donne lieu au 
raffinement de substitutions afin que celles-ci soient ré-exprimées en fonction du 
nouvel espace de données.
Dans le cadre de notre travail, nous utilisons exclusivement le raffinement de substitutions 
car l’espace des données est toujours conservé.
Le développement progressif de système par raffinement est basé sur la propriété de tran­
sitivité suivante :
Définition 1 (Propriété de transitivité) Soient S S 2 et S 3 trois substitutions. Si S  2 raffine 
S 1 et S 3 raffine S 2 alors S 1 est raffinée par S 3 :
Si ç S 2A 5 2 ç S 3 =>S j ç 5 3
Comme nous le verrons plus loin, la correction de chaque étape de raffinement est vérifiée 
par la génération d’obligations de preuve qui ont pour but de montrer que la spécification 
concrète ne contredit pas la spécification abstraite et préserve donc toutes ses propriétés. 
De proche en proche, nous prouvons ainsi la correction du code obtenu.
Dans [18], Morgan a proposé un ensemble de règles de raffinement de spécifications 
permettant la génération progressive de programmes à partir d’une spécification initiale. 
Selon Morgan, une spécification, représentée par w : [pre, post], désigne tout programme 
s’exécutant depuis un état initial vérifiant pre et terminant dans un état vérifiant post tout 
en modifiant les variables w. Dans le but d’alléger la notation de Morgan, nous représentons 
une spécification par s p e c ( ^ ,  <p) qui agit implicitement sur l’ensemble des variables de la 
spécification.
Le paragraphe suivant introduit les règles de raffinement définies par Morgan pour la 
génération de programmes à partir de spécifications.
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3.2 Règles de raffinement de Morgan
Dans cette section, nous présentons trois règles de raffinement introduites par Morgan. 
Nous restreignons notre présentation à ces règles utiles pour la preuve de propriété d’attei­
gnabilité objectif de ce chapitre.
3=2=1 Raffinement pa r une substitution
Cette règle permet de raffiner une spécification s p e c {pre, post) par une substitution S :
S pec(pre, post) E S (3.1)
Pour prouver un tel raffinement, nous devons montrer que si la substitution S s’exécute à 
partir d’un état qui satisfait pre alors elle terminera dans un état qui vérifie post. Formelle­
ment :
Spec(pre, post) E 5 «  (pre => [S]post) (3.2)
3.2.2 Raffinement par décomposition séquentielle
C e tte  rè g le  ra ffine  u n e  sp éc if ic a tio n  p a r  la  c o m p o s itio n  sé q u e n tie lle  d e  d e u x  so u s- 
sp éc if ic a tio n s  p e rm e tta n t a in s i d e  m ie u x  g é re r  la  c o m p le x ité  d e  la  sp é c if ic a tio n  in itia le . U n e  
sp éc if ic a tio n  s p e c  (pre, post) e s t  d o n c  ra ffin ée  p a r  d e u x  so u s -sp éc ific a tio n s  sP E c(pre, P{) 
e t spec(P2> post) m ise s  en  sé q u e n ce  c o m m e  su it
Spec(pre,post) E Spec(pre, P\);Spec(P2,post) (3.3)
Pour prouver un tel raffinement, nous utilisons la notion de la plus faible précondition et 
montrons que :
Spec(pre, post) E Spec(pre, P\)\ Spec(P2 , post) (3.4)
<=>
pre => [5pec{pre, P\ )]([5pec(P2, post)]post)
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Un cas particulier de la règle de raffinement par décomposition séquentielle (3.3) et très 
utilisé pour la construction de programmes par raffinement a été défini par Morgan. En effet, 
lorsque les prédicats P\ et P2 sont égaux et représentent donc un seul prédicat intermédiaire 
noté mid, la règle de raffinement (3.3) devient donc :
Spec(pre, post) Q Spec(pre, mid); Spec(mid, post) (3.5)
Intuitivement, cette règle signifie cjuc la construction u un p iogiaiiuuc qui ic iic  un ciai 
pre à un état post peut être obtenue par la mise en séquence de deux sous-programmes : 
le premier reliant l’état pre à un état intermédiaire mid, le second liant ce même état inter­
médiaire à l’état cible post. Une telle décomposition permet un raffinement modulaire et 
indépendant des deux sous-spécifications générées. Notons que par construction, ce raffi­
nement est correct et ne génère donc aucune obligation de preuve additionnelle. Ceci peut 
être évidement établi en utilisant la définition de la correction du raffinement (3.4).
La condition intermédiaire mid doit être choisie de manière minutieuse. En effet, bien 
qu’une condition trop forte (resp. faible) facilite le raffinement de la seconde (resp. pre­
mière) sous-spécification, elle complexifie le raffinement de la première (resp. seconde).
3.2.3 Raffinement par une boucle
Le raffinement d’une spécification par une boucle est un cas particulier de la première 
règle de raffinement par une substitution. Dans cette section, nous présentons le cas général 
du raffinement d’une spécification par une boucle mais également un cas particulier défini 
également par Morgan et très utile pour la génération de programmes par raffinement. Pour 
raffiner une spécification sPEc(/?re, post) par une boucle, nous devons exhiber les trois 
éléments principaux d’une boucle, à savoir :
1. Condition d ’arrêt de la boucle C : permet de limiter le nombre d’itérations de la 
boucle. La boucle se termine quand la condition C devient vraie.
2. Invariant Inv : désigne un prédicat qui doit être vrai au début de la boucle, à chaque 
itération de la boucle mais également à la fin de boucle. Ce prédicat permet principa­
lement de prouver la correction du raffinement d’une spécification par une boucle.
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3. Variant V : dénote une expression arithmétique de type entier naturel qui décroit stric­
tement à chaque itération de la boucle. Cette notion permet de prouver la terminaison 
de la boucle.
La règle de raffinement d’une spécification par une boucle s’exprime donc comme suit :
sp ec  (pre, post) £ WHILE -.CDOS INVARIANT Inv VARIANT V END (3.6)
Pour prouver un tel raffinement, nous utilisons donc la formule générale de correction du
raffinement d’une spécification par une substitution (3.2) ainsi que les règles de calcul de 
la plus faible précondition pour une boucle. Nous obtenons alors les obligations de preuve 
suivantes :
pre => Inv (3.7)
Inv A ->C => [5]/nv (3.8)
Inv A ->C =* [n := V][S](V < n) (3.9)
Inv A -iC => V e  N  (3.10)
Inv A C => post (3.11)
-  L’obligation de preuve (3.7) assure que l’invariant est vérifié au début de la boucle.
-  L’obligation de preuve (3.8) assure que l’invariant est vérifié à chaque itération de la 
boucle.
-  Les obligations de preuve (3.9) et (3.10) assurent que le variant est une expression 
naturelle et qu’elle décroît à chaque itération de la boucle. Ces deux obligations de 
preuve permettent de garantir la terminaison de la boucle.
-  L’obligation de preuve (3.11) vérifie que le prédicat post est vrai à la fin de la boucle. 
Une forme très particulière du raffinement d’une substitution par une boucle est tel que :
pre = Inv 
post = Inv A C
La règle de raffinement d’une spécification par une boucle s’écrit alors :
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sP E c (/n v , Inv A C) C  WHILE -<C DO S INVARIANT Inv VARIANT V END (3.12)
La preuve de ce raffinement particulier se restreint donc aux obligations de preuves (3.8), 
(3.9) et (3.10) ; les deux autres deviennent naturellement triviales.
3.3 Preuve de la propriété d’atteignabilité
3.3.1 Principe de preuve
Rappelons que le but de ce chapitre est de prouver la propriété d’atteignabilité en utili­
sant le principe de raffinement. Prouver une propriété d’atteignabilité “atteindre <f> à partir 
de t/r”, exprimée en CTL par AG(^ => EF0), revient à exhiber un programme P tel que :
*=>[F]0 (3.13)
Or d’après l’équation (3.2), cela revient à monter que le programme P raffine la spéci­
fication s p e c ( i^ ,  (p) qui représenterait alors la propriété d’atteignabilité. Notre principe de 
preuve est donc le suivant. Le programme P doit être généré de manière progressive à par­
tir de la spécification initiale s p e c ( ^ ,  <f>) en applicant les différentes règles de raffinement 
présentées à la section précédente. Ce processus de raffinement est réitéré jusqu’à l’ob­
tention de substitutions finales correspondant à celle du langage B. A chaque étape de ce 
raffinement, des obligations de preuve sont générées afin de s’assurer de la correction des 
transformations effectuées. La section suivante illustre ce principe de preuve sur le même 
cas d’étude et la même propriété d’atteignabilité introduits dans le chapitre précédent.
3.3.2 Application à un cas d’étude
Reprenons donc le cas d’étude de la gestion d’un club vidéo sur lequel nous souhaitons 
prouver la propriété d’atteignabilité “tout client cl a la possibilité d’emprunter une cassette
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ca”. Cette propriété est exprimée en CTL par AG(i// => EF<p) avec
if, à
ca € Cassettes 
A
cl € Clients 
A
 ^ ca *-* cl & Emprunt ,
et
^ ( ca h  c/ 6 Emprunt )
Un chemin possible pour établir cette propriété d’atteignabilité serait le suivant :
1. si le client cl a atteint le nombre limite d’emprunts, alors il rend une des cassettes 
qu’il a déjà empruntées ;
2. si la cassette ca n’est pas disponible, cette dernière doit être restituée ;
3. si la file de réservation n’est pas vide, annuler toutes les réservations qui s’y trouvent ;
4. Enfin, emprunter la cassette ca pour le client cl.
Ce chemin peut bien évidement sembler drastique comme les réservations des autres 
clients sont tout simplement annulées. Un chemin plus réaliste serait d’effectuer une ré­
servation de la cassette ca par le client cl et d’attendre que les autres clients aient réalisé 
leurs emprunts et retours. Nous choisissons néanmoins le premier chemin afin de faciliter 
la présentation de notre approche. Un tel chemin est représenté par le programme suivant :
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IF -i(card(E m prunt '[{c/}]) < M axN bL oans) THEN 
ANY ca' WHERE ca' e  E m p ru n t'1 [{cl)]
THEN R endre(ca') END 
END;
IF ->(ca ÿ dom (E m prunt)) THEN 
Rendre(ca)
END;
WHILE - ( R eservation(ca) =  []) DO
ANY cl' WHERE cl' 6 ran(R eservation(ca))
THEN Annuler_R eservation(cl' , ca)  END 
INVARIANT «A A (carù(E m prunt~x[{cl)]) <  M axN bL oans) A (ca  t  dom (E m prunt))
VARIANT su e(R eserva tion (ca))
END;
E m prunter(cl, ca)
à présent, nous allons montrer comment ce programme peut être dérivé de la spéci­
fication initiale s p e c ( ^ ,  <p) en utilisant les règles de raffinement. Nous commençons par 
décomposer s p e c ( ^ ,  (p) en deux sous-spécifications ;
s p e c ( ^ ,  <(>) E  S i ; S 2 (3.14)
avec les spécifications Si et S 2 définies comme suit :
5 1 = Speciif/, ip A Ci)
5 2 -  S pec(i(r A C\,4>)
C\ — C2 A C3 A C4
C2 -  card(Emprunt'1 [{c/}]) < MaxNbLoans 
Ci -  ca ^ dom{Emprunt)
C4 -  Reservation(ca) = []
D’après l’équation (3.5), ce raffinement est correct et ne génère aucune obligation de 
preuve. Il faut à présent appliquer le même processus de raffinement sur les spécifications 
Si et S 2. La spécification S 2 se raffine en une seule étape en applicant la règle de raffine­
ment (3.1) comme suit :
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S 2 E Emprunter(cl, ca) (3.15)
D’après la règle (3.2), ce raffinement est validé par l’obligation de preuve suivante :
ÿ  a  Ci => [Emprunterai, ca)]<f>
nous devons donc établir :
V(c<2, AC[ =>
cl G Client s A 
ca G Cassettes A 
ca g dom(Emprunt)A
(Reservation(ca) =  [] V ( f i r s t(Reservation(ca) = cl))) A 
cstrdiEmprunt^Ucl)]) < MaxNbLoans A 
ca y-* cl e Emprunt<[ca h-» cl))
Raffinons maintenant la spécification S i par la règle (3.5) et décomposons la en deux sous- 
spécifications 5 3 et S 4 :
S i E S 3;S 4 (3.16)
avec S 3 et 5 4 définies par :
5 3 ± Speciif/,^ A C2)
5 4 -  Spec(if/ A C2 , ÿ  A Ci)
De la même manière, la spécification S 3 est raffinée par la substitution suivante en utilisant 
la règle de raffinement (3.1) :
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5 3 ç  IF -C 2 THEN (3.17)




Ce raffinement est prouvé par la génération de l’obligation de preuve suivante (règle (3.1)):
ÿ  =* [IF -C 2 THEN
ANY ca' WHERE ca' € Emprunt'1 [{cl}] THEN 
Rendre(ca')
END 
END](i^ a  C2)
ce qui revient à prouver :
/ / ca' e  J?mprMnr-1[{c/}]
=>
ca' € Cassette A  ca' e  dom{Emprunt)
> >
V (ca, cl). -> c 2 => 'ica'.
A
c/ € Clients A  
ca’ i-> c/ g [ca'J-^Fmprunl 
A
\
 ^ card(({ca'}-*Emprunt)~' [(c/)]) < MaxNbLoans ; > /
A
( C 2 = > ( * a C 2) )
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et
V(ca, cl).
$  A - 1C 2  
=*
k Bca'. ( ca' € Emprunt”1 [{cl}] ) ,
Similairement, la spécification 5 4 est raffinée en la décomposant en deux sous-spécifications 
S * et S :
S4 E 55 ;  Sf,
avec les deux spécifications 5 5 et 5 6 définies par
(3.18)
S 5  -  SPEC(^ A C2, ^  A C2 A C3)
-  SPEC(^ A C2 A C3, if/ A C l)
La spécification 5s se raffine directement par une substitution en applicant la règle (3.1) :
5 5  C  IF - 'C3 THEN Rendre(ca) END (3.19)
et génère l’obligation de preuve suivante :
V (ca, cl).(if/ A C 2  =>
-C 3 =>
(ca e  Cassette A ca e  dom(Emprunt) A cl 6  client A
ca 1-+ cl $Ê Emprunt A  (card((ca<Emprunf)~l[(cl}]) < MaxNbLoans)
A ca g </om({caHEmprM/rt)))
A
(C 3  => ( ^  A C 2  A C 3 ))))
Finalement, la spécification 5 6 est raffinée par une boucle conformément à la règle de 
raffinement (3.12) :
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S 6 C WHILE -.C4 DO (3.20)
Sy
INVARIANT a  C 2 A C 3)
VARIANT size(Reservation(ca))
END
avec la substitution S 7 définie par :
ANY cl' WHERE cl' e ran(Reservation(cà)) THEN 
Annuler_Reservation(cl' , ca)
END
Pour prouver le raffinement (3.3.2), nous instancions les équations (3.8)—(3.10) relatives 
au raffinement d’une spécification par une boucle :
1. le corps de la boucle préserve l’invariant :
iff A C2 A C3 A ->C4 => [5 7 ]^  A C 2 A C3
2. le variant est un entier naturel :
^  A C2 A C3 A ~'C4 => V €  N
3. le variant décroît à chaque itération de la boucle :
^  A C 2 A C3 A ~'C4 => [n := V][5'7](V < n)
Notons que la première obligation de preuve est triviale puisque la substitution S y 
ne modifie aucune variable de l’invariant. La seconde obligation de preuve est également 
simple à établir. Enfin pour la troisième, nous devons prouver :
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V(ca, cZ).((Ÿ A C2 A C3 A - ^ 4) =>
(
Vcl',(cl' € ran(Reservation(ca)) =>
(
cZ € Clients A ca € Cassettes A  cl e  ran(Reservation(ca))A 
size((Reservation(ca) î  Index(ca,cl) — 1» ^


















IF - ,  Cj THEN WHILE-iC* 
Rendre{ca) END 00 S1
Emprunter(cl.ca)
INVARIANT ANY cT WHERE
y  a C , a Cj  c f  G ReservaOofi(ca)
vaL n?  THEN,
size(Reservation(ca)) ^nuter_Reserv3tK*i (cf.ca) 
END END
Figure 3.1 -  Arbre de raffinement de la propriété d’atteignabilité
La figure 3.1 illustre l ’arbre de raffinement de la spécification initiale en vue de la 
génération du programme qui vérifie la propriété d’atteignabilité. Le programme produit 
s’obtient en mettant en séquence les actions, de gauche à droite, présentes aux feuilles de 
cet arbre
L’ensemble des obligations de preuve générées tout au long de ce processus de raffine­
ment a été ajouté à la machine abstraite représentant la spécification du club vidéo (voir la 
section 2.2.2, page 43). Ajoutées comme des assertions (clause ASSERTIONS de B), ces
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fonnules ont généré 14 obligations de preuve dont dix ont été déchargées automatiquement 
par le prouveur, quatre ont nécessité l’utilisation de l’interface interactive afin de guider le 
prouveur dans le processus de preuve en lui indiquant les règles adéquates à appliquer.
3.4 Conclusion
Dans ce chapitre, nous avons proposé une méthode de vérification de propriété d’at­
teignabilité, exprimée en CTL par AG(i/s =* EF0), fondée sur la notion de raffinement de 
substitutions. L’idée de base de cette approche est d’exhiber un programme P  dont l’exécu­
tion à partir d’un état satisfaisant if/ se termine dans un état qui vérifie <f>. Pour ce faire, nous 
utilisons les règles de raffinement, introduites par Morgan dans [18], afin de générer de ma­
nière formelle et sûre un tel programme à partir de la spécification associée à la propriété 
d’atteignabilité considérée. L’utilisation de la technique de raffinement permet de prouver 
la correction de chaque étape de transformation et, de proche en proche, on assure que le 
programme généré réalise bien la spécification initiale. Enfin, notons que pour le même 
cas d’étude et le même chemin d’exécution, cette approche produit moins d’obligations de 
preuve que celle présentée dans le chapitre précédent. Néanmoins, cette approche néces­
site de trouver des prédicats intermédiaires lors du raffinement d’une spécification par une 
séquence ou aussi une boucle.
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Chapitre 4 
Preuve de propriété de précédence
Ce chapitre présente une approche formelle de vérification de propriétés de précédence 
de la forme : Prec(Pit P2)- Introduite dans [5], ce type de propriété exprime que tout état 
satisfaisant un prédicat P2 est précédé par un état satisfaisant P \. Sur un système de réser­
vation de billets d’avions, on aimerait s’assurer que le client ne reçoit de billet avant d’avoir 
réglé sa facture. De même, un processeur ne devrait pas allouer une ressource à un proces­
sus si une demande n’a pas été faite auparavant. L’idée clé de cette approche de vérification 
consiste à exhiber l’ensemble des chemins possibles menant de l’état initial jusqu’à un état 
satisfaisant P2 et de démontrer que, sur ces chemins, il existe toujours un état qui satisfait 
P i. Pour ce faire, nous définissons les conditions nécessaires et suffisantes pour la preuve 
de propriétés de précédence.
4.1 Définition formelle de Prec(Pi, P 2)
Afin de définir la sémantique formelle du pattem de précédence Prec(/>i, P2), introdui­
sons les notations suivantes :
1. Soit E l’ensemble des états du système M, op(cr) désigne les états atteignables à 
partir de l’état cr après exécution de l’opération op. L’expression cr\= P signifie que 
l’état cr vérifie le prédicat P.
2. Soit Chs l’ensemble des chemins possibles, à partir de l ’état initial c t q ,  en exécutant 
les différentes opérations Ops du système :
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Chs =  {(cr0, a -! , . . . )  | V i.(i >  1 => 3op.(op € Ops A cr, e  opicr^i)))}
3. É ta n t d o n n és  u n  c h e m in  ch = (cr0, cr\, . . . , <r„. . .) e t  u n  ra n g  i (0 < i), ch[t] re p ré s e n te  
l ’é ta t  <7*, d u  c h e m in  ch.




ch € Chs 
=>
i > 0 A ch[i] \= Qi A c/i[i] {= pre(op)
=>
( cA[i + 1] € op(chU}) => cA[i + 1] N 0 2  )
(4.1)
Un système M  vérifie la propriété de précédence :
Prec(Pi,P2) (4.2)
ssi
ch e Chs 
=>
'  '  i > 0 N
A
Vch. ch[i} N P2 (4.3)
Vi. =>
' j  > 0 A j  < i N 
3 j. A
,  chUl^Pi
Cette définition exprime que, pour tout chemin ch, si un état, de rang i, satisfait le prédicat 
P2, alors il existe un rang j  (j  < i) sur le chemin ch tel que l’état associé vérifie le prédicat 
P \. La section suivante présente la génération des conditions nécessaires et suffisantes à la 
preuve d’une telle formule.
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4.2 Définition des obligations de preuve
Afin de faciliter la présentation de notre approche pour la preuve de la propriété (4.3), 
procédons en deux étapes complémentaires. La première étape concerne le cas de base et 
correspond au cas où l’état satisfaisant le prédicat Pi précède immédiatement l ’état vérifiant 
le prédicat P2. Dans la suite de ce manuscrit, nous désignons ce cas par : Precl(Pi, P2). 
La seconde étape correspond au cas général et nous montrons qu’il est possible d’établir la 
propriété (4.3) en décomposant le pattem de précédence en plusieurs cas de base.
4.2.1 Preuve du cas de base Precl(Pi, P2)
Pour prouver qu’un état vérifiant le prédicat P2 est immédiatement précédé d’un état 
où Pi est vrai, nous devons établir que le système se comporte comme suit : à partir d’un 
état vérifiant (-1P 1 A -iP2) et après exécution d’une opération op, le système ne devrait 
pas atteindre un état où P2 serait vérifié alors que le prédicat Pi est toujours faux, i.e., le 
système doit atteindre un état qui vérifie Pi suivi d’un état satisfaisant P2 ou demeurer dans 
le même état. Aussi, nous admettons un état où les prédicats Pi et P2 seraient vrais en 
même temps. Dans la figure 4.1, la flèche en pointillés désigne une transition invalide dont 
l’état cible vérifie P2 et non P\ :
F igure 4.1 -  Cas de base de la propriété de précédence immédiate Precl(Pi, P2)
Formellement, la précédence immédiate Precl(Pi, P2) est définie par :
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1 >  0 
A =>
k c m  n p 2 ,
c h [ i - l ] ) = P l
s. < > y
(4.4)
Pour établir cette formule, nous définissons le théorème suivant :
Théorème 1 Soient P\ et P2 deux prédicats. La propriété de précédence immédiate 
Precl(Pi, P2) est vérifiée ssi l’obligation de preuve suivante est établie pour chaque opéra­
tion op du système :
V(3c, y, v).((--Pi A ->P2) A pre(op) => [5op](Pi V ->P2))
avec x  désignant les variable du système, (* i,. . . ,  jc„), y  sont les variables, distinctes des
- 4  —*
variables x, utilisées pour l’expression des prédicats Pi et P2, et v représentant les para­
mètres d’entrée de l’opération op.
4.2.2 Preuve du cas général Prec(Pi, P2)
Rappelons que notre objectif est de prouver le pattem de précédence Prec(Pi, P2). Re­
marquons que l’obligation de preuve du théorème (1) n’est pas applicable pour la preuve 
d’une telle propriété. En effet, la propriété Prec(Pi, P2) peut être vérifiée alors que l’état 
précédant celui vérifiant le prédicat P2 ne satisfait pas Pi comme le montre la figure 4.2. 
Cette figure montre des états non successifs vérifiant les prédicats Pi et P2 alors que les 
états intermédiaires ne satisfont pas Pi. De plus, plusieurs chemins peuvent mener d’un 
état vérifiant Pi à un état qui satisfait P2. Comme le montre la figure 4.2, la propriété 
Prec(Pi, P2) peut être décomposée en l ’ensemble des propriétés suivantes :
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{Prec(P,, P,)(€i..„, Precl(V,ei..nÆ» ^ 2)}
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avec les prédicats P, modélisant les états précédant immédiatement ceux vérifiant P2. Ainsi, 
le théorème 1 est appliqué sur la propriété Precl(V;ei n Æ,> ^ 2) et le processus de décom­
position est répété sur les propriétés Prec(Pi, P,),ei.n jusqu’à l’obtention de tous les états 
intermédiaires entre P\ et P2 ou la preuve que la propriété est fausse. Nous obtenons alors 
le théorème général suivant :
existe un ensemble de prédicats {Pi,. . . ,  P„} tels que :
1. Precl(V,ei..n Æ«. P i)
2. Prec(Pi, /?,) pour chaque/?I(,el n)
La section suivante décrit une heuristique qui permet de générer les différents prédicats P,.
4.2.3 Définition des prédicats
L’idée clé dans la définition des prédicats intermédiaires P; pour la preuve de la pro­
priété de précédence Prec(Pi, P2) est la caractérisation des états intermédiaires situés entre 
ceux vérifiant Pi et P2. En effet, ces états vérifient les conditions suivantes :
1. les prédicats Pi et P2 sont faux sur ces états ;
2. il existe une opération qui fait évoluer le système vers un état qui satisfait P2.
La définition des prédicats P,- consiste donc à trouver des contre-exemples de la propriété 
LTL suivante en utilisant le model checker ProB [13] :
F ig u r e  4.2 -  Cas général de la précédence Prec(Pi, P2)
Théorème 2 Soient P\ et P2 deux prédicats. La propriété Prec(Pi, P2) est vérifiée ssi il
(->P2 A ~>Pi) => X(->P2 V Pi)
7 5
C h a p it r e  4 .  P r e u v e  d e  p r o p r ié t é  d e  p r é c é d e n c e
L’algorithme suivant décrit une heuristique de calcul des prédicats /?, basée sur cette der­
nière formule LTL.
Algorithm Heuristique de calcul des prédicats /?, 
l : Entrées : prédicats P \, P2 
2 : Sorties : prédicats {/?i,
3: Soit R un prédicat initialisé à faux R = fa lse, i = 1.
4: Initialiscr la spécification B à (~,P2 A —-(P; v  /?)) en utilisant le mode! checker ProB.
5: Établissement de formule LTL X(->P2 V (Pi V R)) en utilisant le model checker ProB. 
6; si aucun contre-exemple n ’est trouvé alors
7: La propriété de précédence Prec(Pi, P2) est basique et peut être établie par le théo­
rème 1.
8: sinon
9: la propriété est violée et un contre-exemple (valeurs des variables) est retourné.
10: /*vérifier si l ’état s représentant le contre-exemple est atteignable à partir de l ’état
initial*/
11: Définir le prédicat P' qui représente l’état s et vérifier la formule CTL EF(/>') avec
l’initialisation réelle du système.
12: /*deux cas sont possibles*/
13: si (Pas de chemin menant à l ’état s) alors
14: ->F est un invariant qui est ajouté à l’invariant de la machine B, répéter le proces­
sus (Aller à l’étape 3)
13: sinon
16: /*vérifier si le prédicat P\ est satisfait sur le chemin exhibé*/
17: si (P\ n ’est pas vérifié) alors
18: la propriété P re c^ i, P2) n’est pas vérifiée
19: sinon
20: Ri = F
21: R = RVRi
22: 1 = 1 + 1
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26: finsi
4.3 Étude de cas
Afin d’illustrer notre approche de vérification de propriété de précédence, nous choi­
sissons le cas du système scolaire français d’inscription aux études doctorales. En France, 
l’inscription en thèse est possible pour les étudiants de niveau Master 2 (niveau Bac+5), 
mais également pour ceux ayant suivi une formation d’ingénieur au terme de deux ans de 
classes préparatoires aux grandes écoles. La figure 4.3 illustre ces deux options. La spéci­
fication B représentant ce système est comme suit.
Pi : Bac 
P2: Thèse 




Figure 4.3 -  Système éducatif français
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Machine
S y sterne Educatif Français
Sets
Etudiants ;




NiveauEt e  Etudiants -+► Niveaux 
Initialisation




et € Etudiants A et & domiNiveauEi)
THEN 




et € Etudiants A NiveauEt(et) = Æac 
THEN 
NiveauEt(et) := 3AUniv 
END;
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Admission2 AMaster(et)=
PRE
et € Etudiants A NiveauEtiet) = 3AUniv 
THEN 




et € Etudiants A NiveauEtiet) = Bac 
THEN




et € Etudiants A NiveauEtiet) = lAClassPrepa 
THEN




c/ € Etudiants A
NiveauEtiet) e {lAM aster, 3AGrandEcoles)
THEN 
NiveauEtiet) := The se 
END
END
Cette spécification a été validée en utilisant le prouveur de l’AtelierB [4]. Sept obliga­
tions de preuve ont été générées et prouvées pour s’assurer que les différentes opérations 
préservent l’invariant. Cependant, de telles obligations de preuve ne garantissent aucun 
ordre d’exécution sur les opérations du système. En effet, nous souhaitons vérifier que tout 
étudiant et inscrit en thèse est titulaire du diplôme du baccalauréat. Une telle propriété peut 
être exprimée, en utilisant le pattem de précédence, comme suit :
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NiveauEtiet) = The se 
)
La première itération de l’algorithme avec la formule LTL suivante :
X{NiveauEtiet) * The se V NiveauEtiet) = Bac)
en prenant comme état initial du système :
iNiveauEtiet) ± The se A  NiveauEtiet) £  Bac)
produit un contre-exemple où l’étudiant et est de niveau 2AMaster puis s’inscrit en thèse 
en exécutant l’opération AdmissionThese. Donc, le prédicat P' est égal à iNiveauEtiet) = 
lAMaster). En cherchant un chemin menant de l’état initial à un état vérifiant un tel prédi­
cat, ProB renvoie le chemin suivant :
Init • AdmissionBac(if) • Admission3AUniv(e;) •  Admission2AMaster(éT)
Comme nous pouvons le remarquer ce chemin contient un état où iNiveauEtiet) = Bac). 
Posons donc (Ri = NiveauEtiet) = lAMaster) et réitérons le processus avec 
(R = NiveauEtiet) — lAMaster). La seconde itération de l’algorithme avec la formule 
LTL suivante :
NiveauEtiet) £  The se 
v
NiveauEtiet) = Bac 
V
k NiveauEtiet) = lAM aster ,
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I R Initialisation LTL Formula Contre-exemple(P,)
1 false —'P2 A ~>P\ Xi~>P2 V Pi) ' NiveauEtiet) =  lAMaster
2 < *• 11^ T * ~'P2 A V R) X(-P2 v(Pi v/?)) NiveauEtiet) = 3AGrandEcoles
3 V*=l..i-1 Rk ~'P2 A -'(Pi V R) X{-nP2 v (P! V R)) -
T a b le  4.1 -  Définition des prédicats intérmediares /?,
avec l’état initial
NiveauEt(et) & The se)
A
NiveauEtiet) ï  Bac 
A
, NiveauEtiet) £  lAM aster ,
donne un contre-exemple avec un état vérifiant iNiveauEtiet) = 3AGrandEcoles) et attei- 
gnable à partir de l’état initial par un chemin sur lequel le prédicat iNiveauEtiet) = Bac) 
est également vérifié. Nous réitérons alors le processus avec R 2 =  R i  V iNiveauEtiet) = 
3AGrandEcoles). Le tableau 4.1 donne les résultats que nous obtenons sur l’étude de cas. 
où les prédicats P\ et P2 sont définis comme suit :
P\ = NiveauEtiet) = Bac 
P2 = NiveauEtiet) = The se
D’après le tableau ci-dessus, prouver la propriété (4.5) revient à établir :
1. Precl(Vi..2*i, Pi)
2 .  Prec(Pi, R i )
3. Prec(Pi, R 2)
En réitérant le processus sur les deux dernières propriétés, nous obtenons les cinq assertions 
suivantes :
1. Prec\iNiveauEtiet) = lAMasterV
NiveauEtiet) = 3AGrandEcole s, NiveauEtiet) = The se)
2. PrecliNiveauEtiet) = 3AUniv, NiveauEtiet) = lAM aster)
3. Prec\{NiveauEt{et) = Bac,NiveauEtiet) — 3AUniv)
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4. Pxec\{NiveauEt{et) = 2AClassPrepa, NiveauEt{et) = 3AGrandEcoles)
5. Precl(NiveauEtiet) = Bac, NiveauEt{et) = 2AClassPrepa)
Pour établir ces différentes assertions, nous les avons ajoutées à la clause ASSERTIONS 
de la machine B donnée à la page 78. Sur les 25 obligations de preuve générées, 22 ont été 
prouvées automatiquement ; les trois autres ont nécessité l’utilisation du prouveur interactif 
mais restent quand même faciles à décharger.
4.4 Preuve de correction
Dans cette section, nous donnons la preuve de correction de l’approche proposée pour 
la vérification de la propriété de précédence. L’objectif est de montrer que les conditions 
définies par les théorèmes 1 et 2 sont suffisantes et nécessaires pour la preuve de la formule
(4.3).
4.4.1 Les conditions sont-elles suffisantes ?
Supposons que :
(0 V(x, y, v).((-P, A - P 2) A pre(op) => [S0/,](P, V - P 2)) 
ou qu’il existe un ensemble de prédicats {/?i, . . . , tels que :
(*0 Precl(V/ei.7iÆ„ P2)
(iii) Prec(Pi, Ri) pour chaque prédicat /?,((€i n)
et prouvons que la formule (4.3) est vraie. Pour ce faire, considérons un chemin pa tel que 
pa[k] (= P2 pour un rang k. Nous devons prouver qu’il existe un rang j  tel que :
j > 0 A j  < k A p a [ j ]  (=P! (Gi)
Pour cela, soit k\ le premier rang (état), de pa, qui vérifie le prédicat P2 et supposons que 
l’opération op' est exécutée pour faire évoluer le système de l’état pa[k\ -1 ]  à l’état pa[k\].
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k\ > 0 A pa[k\ -  1] "'Pi A P<AMi — 1] N pre(op ) A 
pa[kx] € op'(pa[ki -  1]) A pa[k\] \= P2
(H,)
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Deux cas sont à distinguer :
1. La condition (i) est vérifiée : en utilisant la formule (4.1), cette condition est réécrite
en :
Wch. ch € Chs => V/.
i >  0  
A
Ch[i] N (- /> ! A - P 2)
A
c h [ i] |= p r e ( o p )
=>
c h [ i  + 1] e o p ( c h [ i])
=>
k c h [i  +  1] (= (P j  V -iP2) ,
(H2)
Si (pa[k\ -  1] 1= P\), le but (Gi) est vérifié pour j  = fej -  1. Sinon, l’instantiation de 
(H2) avec pa, (Ari — 1) et op' donne :
kx -  1  > 0  
A
p a m  -  1)] N ( - P ,  A - P 2)
A
, pa[(ki -  1 )] |= pre(op) ,
p a t^ i ]  €  o p \p a [ ( k x  -  1)1)
pa[k\] h  (Pi V -iP2)
(H3)
(H2)+(H3)+Modus ponens donne :
pa[ki] |= (P{ V - iP2)
Donc, nous concluons que le but (Gj) est vérifié pour j  = kx car (pa[kx] f= P 2).
2. Les conditions (/'/') et (iii) sont vérifiées : la condition (il) se réécrit en :
Y  Precl(/?„ P2)
iel.n
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Soit R' le prédicat associé au rang k\ - 1  du chemin pa : pa[k\ - 1] R’. La condition
(lii) et la définition (4.3) impliquent :
ch e Chs
VcZi. / ' 1 > o 1 ' l > 0  A l < i \
\ t •yi. À * "11 —✓ -J*. t \
s. , ch[i] (= R’ ; , ch[t\\=Pi , >
L’instantiation de (H») par pa et k\ — 1 donne :
 ^ (ki -  1) > 0 ' l> 0  A l < (ki -  l)
A => 3 /. A
<Pa[(ki- ! ) ] £ *  , pa[l) |= Pi
(H5)+Modus ponens donne :
3/.






Soit Z0 la valeur de / qui vérifie (Hé) :
lo > 0 A /0 <  (k\ -  1) A pa[lQ] (= Pi 
Finalement, le but (Gi) est vérifié pour j  = Iq.
4.4.2 Les conditions sont-elles nécessaires ?
Pour montrer que l’une des conditions (i) et (ii) ou (zii) sont nécessaires, nous devons 
établir que celles-ci sont vérifiées si la propriété (4.3) est satisfaite. Supposons donc que
(4.3) est vérifiée et montrons que les conditions (i) ou ((ii) et ( m i) )  sont satisfaites. Pour ce 
faire, raisonnons par l’absurde et supposons l’existence d’une opération op' pour laquelle 
il existe un chemin pa tel que pour un rang donné i0, nous avons :
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op'(pa[i0]) \= (P2 A - . F i )
(H7)
->Prec(Pi, Pred(pa[io])) (H8)
avec Pred(cr) désignant le prédicat associé à l’état cr. Instancions la formule (4.3) avec pa 
et iq + 1 !
( i*o + 1 > 0
k pa[i0 + 1] N P2 ,
(H9)




(H9) et (Hio) donne : Prec(P\, Pred(pa[io]). Ceci contredit l’hypothèse (H8).
4.5 Conclusion
Dans ce chapitre, nous avons présenté une approche formelle, fondée sur la preuve, 
pour la vérification de propriété d’absence. Exprimée en CTL par Prec(Pi, P2), cette pro­
priété permet de spécifier qu’un état vérifiant un prédicat P2 ne peut être atteint avant un 
autre état satisfaisant P\. C’est une façon d’exprimer un ordre sur l’apparition des événe­
ments du système. Pour ce faire, nous avons défini un ensemble de conditions suffisantes 
et nécessaires qui permettent de prouver une telle propriété. Nous avons également prouvé
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la correction de ces conditions.
Une propriété de précédence Prec(Pi, P2) peut également s’exprimer comme une pro­
priété d’absence Abs(P2, From Init Until Pi) qui spécifie qu’un état vérifiant P2 n’est pas 
atteignable, de l’état initial du système, jusqu’à ce que le prédicat P\ soit vérifié. La preuve 
d’une propriété d’absence de la forme Abs(02, From Q\ Until 03) a été explorée dans [8] 
pour laquelle deux conditions nécessaires et suffisantes ont été définies pour l’établissement 
d’une telle propriété avec l’idée clé de caractériser les états intermédiaires entre l’état Q\ 
et £?3 en définissant un prédicat Q  tel que pour chaque opération op, les deux assertions 
suivantes sont vérifiées :
(0 iQi => (-(Ô2 V Q') v 03»
(») (->(Ô2 V Q )  A preiop) => [5op] ( - |( 0 2  V 0 ' ) V  0 3))
En instanciant ces deux assertions sur notre étude de cas avec :
01 = (.NiveauEt = 0)
0 2  = (NiveauEtiet) = PhD)
03 = CNiveauEtiet) = Bac)
Q






NiveauEtiet) = 3 YGrandEcoles
V
NiveauEtiet) = 2 YPostS ec
nous obtenons sept obligations de preuve dont une seule est prouvée automatiquement, 
les six restantes ont nécessité l’utilisation du prouvèur interactif pour guider le prouveur 
dans son choix des règles à appliquer. De plus, ces preuves sont assez complexes car elles
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contiennent plusieurs termes. L’approche proposée dans ce chapitre est donc meilleure 
puisqu’elle produit des obligations de preuves plus simples que le prouveur de l’AtelierB 
décharge automatiquement.
Enfin dans [20], des règles de preuve sont proposées pour la preuve de formules LTL. 
La règle la plus proche de la propriété de précédence est la règle WAIT suivante :
P\ => /*3 V <p, <p => -1/ >2, Pre{op) A <f> => \_op](P-i V (p)
Pi => ( -P 2WP3)
En effet, la propriété de précédence PrecOPj, P2) peut s’exprimer en LTL par (Init => 
(-i/^WPi)). La règle ci-dessus devient donc applicable. Cependant, la preuve de la pré­
misse (<f> => - 1P2) peut nécessiter l’ajout d’invariants qui doivent être prouvés sur toutes les 
opérations du système. Le processus de preuve devient alors long et fastidieux.
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Chapitre 5 
Implémentation
Dans le but d’automatiser les approches de vérification de propriétés dynamiques pro­
posées dans ce manuscrit, nous avons développé en Java un outil que nous présentons 
dans ce chapitre. Cet outil prend en entrée la machine B représentant la spécification du 
système ainsi qu’un fichier contenant la propriété à vérifier et l ’ensemble des informations 
nécessaires à la vérification (la liste des chemins, les prédicats intermédiaires, etc.). Dans la 
suite, ce dernier fichier est désigné par fichier de spécification. Afin d’analyser ces fichiers 
et d’extraire les informations qu’ils contiennent, nous nous sommes inspirés des travaux 
présentés dans [21 ] et réalisés sous l’environnement SableCC[9]. Cet environnement a été 
conçu dans le cadre du développement de compilateurs et d’interpréteurs. Pour vérifier une 
propriété dynamique, notre outil procède en suivant les étapes illustrées par la figure 5.1 :
1. Analyse syntaxique des fichiers d ’entrée : consiste à analyser la machine B et le 
fichier de spécification représentant la propriété à vérifier afin de construire les arbres 
syntaxiques correspondants.
2. Extraction des informations : à partir des arbres syntaxiques obtenus précédemment, 
cette étape a pour but de transformer ces arbres en objets Java qui sont par la suite 
utilisés pour la génération des obligations de preuve.
3. Génération des obligations de preuve : cette étape applique les différentes approches 
proposées au cours de ce travail de thèse pour la génération des obligations de preuve 
permettant d’établir la propriété à vérifier.






^  de  preuve
F ig u r e  5.1 -  Génération d’obligations de preuve pour les propriétés dynamiques
4. Inclusion des obligations de preuve dans la machine B : les obligations de preuve 
générées à l’étape précédente sont ajoutées à la clause ASSERTIONS de la machine 
B initiale.
Nous commençons par une présentation de l’environnement SableCC, puis décrivons l’ar­
chitecture générale de l’outil développé à l’aide d’un diagramme de classes. Enfin, nous 
expliquons l’implémentation des différentes approches de vérification des propriétés dyna­
miques.
5.1 SableCC
SableCC[9] est un environnement orienté objet permettant le développement de com­
pilateurs et d’interpréteurs dans le langage de programmation Java. Il prend en entrée un 
fichier contenant la description du langage pour lequel le compilateur doit être développé.
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Ce fichier peut contenir plusieurs clauses parmi lesquelles on distingue : la clause Tokens 
qui permet de définir les différents mots clés du langage, la clause Production qui défi­
nit la grammaire du langage, et enfin la clause Abstract Syntax Tree qui permet de créer 
l’arbre syntaxique. En sortie, SableCC génère plusieurs composants incluant, entre autres, 
un analyseur lexical, un analyseur syntaxique et un ensemble de classes. L’analyseur lexical 
permet de découper le texte à analyser en jetons conformément à ceux qui sont définis dans 
la clause Tokens ; l’analyseur syntaxique vérifie si ce texte respecte bien la structure fixée 
par la grammaire. Parmi les classes générées, nous retrouvons les classes DepthFirstAdap- 
ter et ReverseDepthFirstAdapter qui permettent respectivement de parcourir en profondeur 
et en profondeur inverse l’arbre syntaxique. Pour effectuer des actions particulières sur cet 
arbre, il suffit d’étendre l’une de ces deux classes et de définir des méthodes dont les noms 
font référence aux nœuds sur lesquels on souhaite effectuer les actions.
Pour l ’analyse des fichiers d’entrée de notre outil, nous avons sélectionné et étendu 
l’analyseur syntaxique du langage B développé à l’université de Dusseldorf [21] sous l ’en­
vironnement SableCC. L’extension de cet analyseur a consisté en l’ajout de règles de gram­
maire pour analyser les différents éléments particuliers contenus dans les fichiers d’entrée 
de notre outil tout en réutilisant bien évidement la grammaire des éléments standards du 
langage B tels que les expressions, les substitutions et les prédicats.
5.2 Architecture structurelle générale de l’outil
L’architecture structurelle générale de notre outil de vérification de propriétés dyna­
miques est décrite par le diagramme de classes qui suit :
La figure 5.2 montre un ensemble de classes appelées Extractors qui héritent de la classe 
DepthFirstAdapter. Ces classes permettent d’extraire les informations contenues dans une 
machine B ou dans un fichier de spécification et de récupérer les objets stockant les infor­
mations extraites. Parmi ces classes, nous avons la classe Extractor_MachineB qui permet 
de récupérer un objet de type MachineB à travers la méthode get_machineQ et les classes 
ExtractorJSpec_Jile_* qui permettent de récupérer des objets de type SpecJFile à travers 
leurs méthodes get_spec{). Nous distinguons également la classe abstraite Verif_Prvperty 
dont hérite toute classe qui implémente une approche de vérification d’une propriété dyna­
mique. Cette classe compte, parmi ses attributs, un objet de type MachineB et un objet de
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sp*c_nk
— 2 3 -----
j Spec.fil«_taacH »bHity j |Spt.nit_Ab»«wc«|
a b s t n c t :  V e r i f _ P m p e r t y
m e h . M achinct 
sp e c  ; S p K .f ilc É-
Vertf.PropertytMachinetvSpec.Fiie)




V erif.ftopefty .toacheb tifty .R efinem eR t
V^_PropertyJte*chabiM ty_Refinem ent(M achineB ,$pec..fileJte*chabijity_ftef) 
run(Fit€.Strfng) : File
W rff_Property .A bsence
VerifJ>ropertY_Abs€nce(Machir»eB,$pcc_fiie.Ab*ence> 
ru n ^ ü e .s tr in g )  : File
a b i t r » e r V e f l f_ P r o p e r T y _ l tê » c h A b é h r y _ A J g o
Verif_PropefTy_Re*chabilltY<M*chineB,Spec_file_Reachabillty)
V erif.Property.fU achebillty .A lgoSlm ple Verif_Propeftv_Re*ch*bibty_Algolmbriqu*
rynffïle4»tring) : File nm(Ftlc,String) : File
de.be4 .ciassicaib.core.parser.analysis.D epthF ir$tA clapter I
_
Extractor_$pec_file_Reech*btlity
spec : Spec.fH e.ReechabW ty
gex.specO  : $pec_fHe_ReechabHity
Extractof_5pec_fH«_Reachabillty_Ref
spec ' Spec_ftle_Re*ch*bHtty_R*f
g e t.sp ecO  : Spec_file_Reachability_R*f
E xrractof.M achines
m ach ine  : m ach in es
g e t.m ach in eO  - M achines
E*t rac to r.S p ec .f ile ,. A bsence
spec  S p ec .f iie .A b sen ce
g ec.specO  : $pec_fik_A b*ence
F igure 5.2 -  Architecture structurelle de l ’outil
type Spec_File qui sont instanciés au niveau du constructeur ; et déclare de manière abs­
traite une méthode run() qui doit être implémentée par chacune de ses sous-classes. Notons 
qu’une sous-classe abstraite peut déléguer à nouveau l’implémentation de cette méthode à 
ses descendants!
Pour automatiser les deux méthodes de vérification de propriété d’atteignabilité basées 
sur les algorithmes de génération d’obligations de preuve (voir chapitre 2), nous avons im- 
plémenté la classe abstraite Verif_PropertyJReachability_Algo qui définit les méthodes et 
attributs communs aux deux algorithmes proposés. Cette classe est étendue par les classes 
Verif_Property_Reachability_AlgoSimple et Verif_Pmperty_Reachability_Algolmbrique qui 
implémentent respectivement la version simple et la version imbriquée de l’algorithme de 
génération d’obligations de preuve. Nous avons aussi défini la classe VerifJProperty_Rea- 
chability_Ref qui implémente l’approche de vérification de propriété d’atteignabilité par 
raffinement présentée au chapitre 3.
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Dans [15] et [8] ont été proposées deux approches de vérification de propriétés d’ab­
sence que nous avons également implémentées par les classes Verif_Property_Absence_From 
et Verif_Property_Absence_After qui héritent de la classe Verif_Pmperty_Absence. Les sec­
tions suivantes détaillent l’implémentation de chacune de ces approches.
5.3 Implémentation de la vérification de la propriété d’at­
teignabilité
5.3.1 Approches basées sur les chemins
Cette section présente l’implémentation des deux approches de vérification de propriété 
d’atteignabilité basées sur des algorithmes de génération d’obligations de preuve. Rappe­
lons que ces deux méthodes utilisent la même technique, mais se distinguent sur là forme 
finale des assertions générées. La deuxième version (imbriquée) a été définie dans le but de 
simplifier les assertions générées par la première en les imbriquant les unes dans les autres. 
Dans la section suivante, nous décrivons la grammaire BNF du fichier de spécification, 
celle-ci étant commune aux deux approches.
Grammaire du fichier de spécification
Nous définissons cette grammaire en réutilisant les termes "Predicate" et "Expression" 
déjà définis dans l’analyseur syntaxique que nous étendons. Ces termes permettent de 
prendre en compte tous les prédicats et expressions définis dans le langage B. Le fichier
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de spécification que doit fournir l’utilisateur est décrit selon la grammaire BNF suivante :





PATH  ::= Predicate ~> (ACTION)* '
ACTION  ::= Operation(param\ , .., param„) | 
lu € Expression Operation(id, . . . )  I
LOOP (Predicate, \u * Expression Operation(id,...), Expression) | 
IF Predicate THEN ACTION
La première ligne indique qu’il s’agit d’un fichier de spécification. Ensuite, nous avons 
deux clauses FROM et TO qui expriment respectivement les deux prédicats if/ et <p d’une 
propriété d’atteignabilité AG(^ => EF^). Enfin une liste de chemins possibles pour une 
telle propriétés est précisée dans la clause PATHS. Comme le montre la grammaire BNF 
ci-dessus, chaque chemin peut être gardé par un prédicat et consiste en une séquence d’ac­
tions. Le fichier de spécification suivant correspond à la propriété d’atteignabilité (voir 
section 2.2.2) du chapitre 2.
SPECIFICATION FILE
FROM ca 6 Cassettes A  cl € Clients A  ca y-y cl i  Emprunt
TO ca h-» cl € Emprunt
PATHS
Réservât ion{ca) = [] ~»
IF ca e dom(Emprunt) THEN Rendre(ca);
IF card(Emprunt~l [{c/}]) = MaxNbLoan THEN 
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Reservation(ca) #  ^
IF  c l $  ran(R eservation(ca)) T H E N  R eserver{cl, ca);
LOOP (reservation (ca) t  [cZ],
| oo e  ran(R eservation(ca)) -  (cl) A nnuler_R eservation(oo, ca), 
size(ran(R eservation(ca))));
IF  ca 6 dom (E m prunt) T H E N  Rendre(ca);
EF c a rd (E m p ru n rl [[cl)]) =  2 T H E N  | ca i e  E m prunt-1 [{cl}) R en dre{ca \); 
E m puntericl, ca)
END
Implémentation
Une fois l’analyse syntaxique et l’extraction des informations effectuées sur le fichier 
de spécification et la machine B, nous pouvons maintenant appliquer nos approches pour 
la génération des obligations de preuve. Comme les deux algorithmes proposés ne se dis­
tinguent que sur la forme des assertions générées, nous avons défini une classe abstraite 
Verif_Property_Reachability_Algo qui hérite de la classe Verif_Prvperty et qui regroupe 
l’ensemble des attributs et méthodes communs à ces deux algorithmes. Les classes Ve- 
rif_Property_Reachability_AlgoSimple et Verif_Property_Reachability_AlgoImbrique qui 
implémentent respectivement la version simple et la version imbriquée de l’algorithme hé­
ritent ainsi de la classe Verif_Property_Reachability_Algo. Elles implémentent également 
la méthode runQ définie dans la classe Verif_Property. Ces classes sont décrites dans les 
paragraphes suivants.
Classe VerifJProperty_Reachabitity_Algo Nous avons défini dans cette classe deux mé­
thodes getOPJS UBSQ et getOP_PREQ qui permettent de renvoyer la substitution et la 
précondition de l’opération associées à une action donnée. Aussi, ces opérations substi­
tuent les paramètres formels de l’opération par les paramètres effectifs en utilisant la mé­
thode get_param_appel{) qui permet de récupérer les paramètres formels d’une opération. 
Dans cette classe est aussi définie la méthode PreQ qui retourne la précondition d’une 
action. Les principales opérations utilisées pour l’implémentation de ces algorithmes sont 
localisées dans les classes Opérations et Substitutions.
1. Classe Opérations : les deux fonctions Update et ConsJPo utilisées dans l’algo­
rithme de génération d’obligations de preuve pour mettre à jour respectivement les
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hypothèses et l’ensemble des formules à prouver sont implémentées par les méthodes 
UpdateQ et Cons_Po() de la classe Opérations. Cette classe inclut GammaAct qui 
permet d’effectuer la substitution jj(act) = [|| x, := xj~l]act en prenant en compte les 
différents types d’action. Elle définit aussi la méthode PostQ qui permet de calculer 
la postcondition d’une action.
2. Classe Substitutions : dans cette classe sont définies toutes les opérations permettant 
u’effectuer des substitutions. Comme exemple, nous citons la méthode suksîiiuteQ 
qui remplace, dans une substitution, les paramètres formels d’une opération par les 
paramètres effectifs en utilisant les méthodes subsExpressionQ et subsPredicate(). 
Les méthodes subsExpressionQ et subsPredicateQ permettent de substituer, dans 
une expression (resp. un prédicat), les paramètres formels d’une opération par les 
paramètres effectifs. Ces deux méthodes ont également été utilisées par l’opération 
GammaAct de la classe Opérations afin d’effectuer la substitution des variables x, 
par les variables xf_I.
Classe Verif_Property_Reachabitity_AlgoSimple La méthode runQ de la classe VerifJPro- 
perty_Reachability_AlgoSimple correspond à la traduction Java de la version simple ou 
sans imbrication de l’algorithme de génération d’obligations de preuve présenté dans le 
chapitre 2. Cette méthode utilise les opérations définies dans la classe Verif_Property_- 
Reachability_- Algo dont elle hérite, ainsi que celles des classes Opérations et Substitutions 
introduites précédemment.
Classe Verif_Property_Reachabitity_AlgoImbrique La version imbriquée de l’algorithme 
de génération d’obligations de preuve introduite dans le chapitre 2 est implémentée par la 
méthode runQ de la classe Verif_Property_Reachability_AlgoImbrique. Cette méthode fait 
appel à l’opération Opérations_vers_imbriquee.UpdateQ qui, contrairement à Opérations. 
U pdateQ, permet d’imbriquer les assertions générées. Exceptée la méthode U pdateQ, dont 
l’implémentation constitue la principale différence entre les deux versions de l’algorithme, 
la méthode Verif_Property_Reachability_AlgoImbrique.runQ réutilise les mêmes opéra­
tions que Verif_Property_Reachability_AlgoS imple.runQ.
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5.3.2 Approche basée sur le raffinement
Cette section décrit l’implémentation de la méthode de vérification de propriété d’at­
teignabilité par raffinement introduite dans le chapitre 3. Elle est organisée en trois parties. 
D’abord, nous allons définir la grammaire BNF du fichier de spécification. Ensuite, nous 
allons identifier les vérifications à effectuer sur ce fichier afin de garantir que les informa­
tions qu’il contient sont correctes. Pour finir, nous allons expliquer l’implémentation de
i  u p p i u v u v  u w  « v m i v u t i v y i i .
Grammaire du fichier de spécification
Le fichier de spécification fourni par l’utilisateur doit décrire la propriété d’atteignabi­
lité à vérifier ainsi que l’arbre de raffinement permettant à l’outil de générer les obligations 
de preuve nécessaires à la vérification de cette propriété. La grammaire de ce fichier utilise 
la notion de Substitution dont la grammaire BNF est définie comme suit :
Substitution ::=
Operation(parami, .., param„) |
ANY jc WHERE x € Expression THEN Substitution END | 
IF Predicate THEN S ubstitution[ELSE S ubstitution] END | 
CHOICE S ubstitution OR S ubstitution END |
SELECT Predicate THEN S ubstitution 
(WHEN Predicate THEN S ubstitution)*
[ELSE S ubstitution]
END |




S ubstitution ;S ubstitution \
S pec(Predicate, Predicate) \
IncreasedByiPredicate, Predicate)
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avec la fonction IncreasedBy définie par :
încreasedBy{P\ , P2) == S pec(P\ , P\ A P2)
cette fonction a été définie dans le but de simplifier l ’écriture des spécifications en évitant 
de faire des répétitions. Nous réduisons ainsi la taille du fichier de spécification fourni par 
l’utilisateur. On définit aussi une substitution terminale comme toute substitution qui n’est 
ni de type Spec ni de type IncreasedBy, De plus, elle ne doit inclure aucune substitution 
de type spec ou IncreasedBy. La grammaire BNF décrivant le fichier de spécification est le 
suivant :




(LET Name = Predicate)*
REFINEMENT TREE 
((Spec{Predicate, Predicate) \ 
lncreasedBy(Predicate, Predicate)) Q S ubstitution)+
La première ligne indique que ce fichier est un fichier de spécification. Les deux prédi­
cats FROM et TO  permettent de décrire la propriété d’atteignabilité. La suite du fichier 
est organisée en deux clauses : DEFINITIONS et REFINEMENT TREE. La clause DEFI­
NITIONS permet d’associer un nom à un prédicat afin de faciliter la description de l’arbre 
de raffinement dans la clause REFINEMENT TREE. Cette deuxième clause est constituée 
d’une suite de relations de raffinement ; chacune est composée d’une partie gauche corres­
pondant à une spécification et d’une partie droite représentant une substitution. Cependant, 
une analyse syntaxique du fichier de spécification ne garantit pas la bonne définition et 
la correction de l’arbre de raffinement. Par conséquent, des vérifications supplémentaires, 
identifiées dans la section suivante, doivent être réalisées. Le fichier de spécification suivant 
correspond à la propriété d’atteignabilité (voir 2.2.2) du chapitre 2.
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SPECIFICATION FILE
FROM ca € Cassettes A cte Clients A ca t-» cl ë Emprunt
TO ca*-* cl e Emprunt
DEFINITIONS
LET P\ = ca e  Cassettes A cte Clients A ca i-> cl ë Emprunt A card{Emprunt~ 1 [{c/}]) < 2 
A ca ë dom{Emprunt) A  Reservation(ca) = []
LET P2 =  c<a e  Cassettes A cl e  Clients A ca h» cl ë Emprunt A card(Emprunt~l [{c/}]) <  2 
LET Ps =  ca e Cassettes A cl G Clients A ca i-» cl ë Emprunt A card(Emprunt~l [{c/}]) <  2
a  * F —
/  « V U  M I H /
REFINEMENT TREE
S pec(ca e Cassettes A cle Clients A ca cl ë Emprunt, ca*-* cl e Emprunt)
*REF*
Spec(ca e Cassettes A cl e Clients A ca y-* cl ë Emprunt, Pi);
S pec{P\ ,ca i-» cl € Emprunt)
5 pec{P\,ca t-* cl € Emprunt)
*REF*
Emprunterai, ca)
Spec{ca € Cassettes A cle Clients A ca cl ë Emprunt, P[)
*REF*
IncreasedBy(ca € Cassettes A cl e  Clients A  ca *-* cl ë Emprunt, 
card(Emprunt~x[{cl\\) < 2);
Spec(P2,Pi)
IncreasedBy{ca € Cassettes A cl e  Clients A  ca >-* cl ë Emprunt, 
card(Emprunt~l[{cl}]) < 2)
*REF*
IF not(card(Emprunrl [{c/}]) < 2) THEN




lncreasedBy{Pi,ca ë dom(Emprunt)); Spec(P2, P\)
IncreasedByiPi, ca ë dom{Emprunt))
*REF*
IF not(ca ë dom(Emprunt)) THEN Rendre(ca) END
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Spec(Pi,P\)
*REF*
WHILE ->(Reservation(ca) = [])DO
ANY cl\ WHERE cl\ e  ran(Reservation(ca))
THEN Annuler_Reservation(cl\, ca) END 
INVARIANT ca e  Cassettes A cl € Clients A ca h» cl t  Emprunt A  
card(Emprunt~x[{cl}]) < 2 A ca g dom(Emprunt) 
VARIANT size(Reservation(ca»
END
Vérification du fichier de spécification
La conformité du fichier de spécification par rapport à sa grammaire BNF n’est pas 
une condition suffisante pour garantir la bonne définition et la correction de ce dernier. 
Nous considérons qu’un tel arbre est bien défini et correct si et seulement si les conditions 
suivantes sont vérifiées :
1. la racine de l’arbre correspond à la spécification Speciif/, <p) avec tj/ et <p désignant les 
prédicats apparaissant dans les clauses FROM et TO,
2 . la spécification correspondante à la racine de l’arbre est bien raffinée, c.à.d., il doit 
exister, dans la clause REFINEMENT TREE, une et une seule relation de raffinement 
dont la partie gauche correspond à cette spécification que nous appelons spécification 
principale.
3. toutes les feuilles de l’arbre sont des substitutions terminales, c.à”.d., pour toute spé­
cification définie, il existe une relation de raffinement dans ce fichier telle que cette 
spécification soit sa composante gauche. Ainsi, nous garantissons que toute branche 
de l’arbre se terminer par une substitution terminale.
Implémentation
Pour automatiser l’approche de vérification de propriété d’atteignabilité par raffine­
ment, nous avons implémenté la classe Verif_Property_Reachability_Ref qui est une sous- 
classe de la classe Verif_Property. La classe VerifJProperty_Reachability_Ref hérite les 
attributs de sa classe mère dont un de type MachineB et un aiitre dè type Specjile  qu’elle
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instancie au niveau de son constructeur. L’attribut de type MachineB comprend les infor­
mations de la machine B ; celui de type Specjile  inclut les informations du fichier de 
spécification. La méthode principale de cette classe est la méthode runQ définie comme 
suit :
public Fils run (Eli* nacAins, Strmg name) <
/-qUnuplatenieiiL dus prédicats dôclatéa dans la partie DEFINITIONS ♦ /
j:  f ■ . i y ______ ^   /  x - - . 1 \ F
r«i* (AKaf marnant ttsiat ion) r  et .g«tList_rafinementBO .gat(i) ; 
r«f.&etList_r«f ineiueulsO . set(i, r«pl*ce_varlable(x«l)) ,
}
^•Vérification d* l’arbre de raffinement */




cat eh(Sp*c_Mot _Ref insd_Exe*pt ion •)
{System.out.println<e .getMessageO) ; >
/•Cénérstion de l’obligation de preuve correspondant */
/•â chaque relation de raffinement •/
forCinl i-0 ; i< ref.getList_refineuiwulst) .sireO , i-*-+){ 
rel» (ARefinementRelation)ref.getLiat_refineia«nts(>.get(i); 





roturn machine,with_assortions(POs, machine, name);
L’objet ref de la méthode run{) est un attribut de la classe Verif_Pmperty_Reach- 
ability_Ref ; il est de type SpecJile_Reachability_Ref. Cette méthode comporte les quatre 
parties suivantes :
-  Remplacement des prédicats (lignes de 2 à 6) : cette phase consiste à remplacer, au 
niveau des relations de raffinement, tous les prédicats déclarés dans la clause DEFI-
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NITIONS par leurs valeurs respectives. Si l’identifiant d’un prédicat mentionné dans 
une relation de raffinement n’est pas défini dans la clause DEFINITIONS, alors une 
exception notifiant cette erreur est levée.
-  Vérification du fichier de spécification (lignes 7 à 13 ) : dans cette partie, nous ef­
fectuons, sur le fichier de spécification, les vérifications identifiées à la section 5.3.2. 
Pour ce faire, on fait appel à la méthode Verification_tree_refinement. runQ en lui 
transmettant un objet de type Spec_Jile_Reachability_Ref.
-  Génération des obligations de preuve (lignes 17 à 23) : cette troisième partie per­
met de générer les obligations de preuve relatives à chaque relation de raffinement en 
faisant appel à la méthode generated_PO. Les obligations de preuve ainsi générées 
sont rajoutées dans la clause ASSERTIONS de la machine B pour être prouvées à 
partir des invariants.
-  Génération de la nouvelle machine B (ligne 24) : cette dernière partie consiste à 
générer un fichier qui correspond à la machine B initiale donnée en paramètre et à 
laquelle sont rajoutées les obligations de preuves générées comme des assertions.
5.4 Vérification de la propriété d’absence
5.4.1 Introduction
Dans cette section, nous présentons l’implémentation de la vérification de deux pro­
priétés d’absence. La première approche de vérification, introduite dans [15], permet de 
prouver une propriété d’absence exprimée par Abs(/,2, From Pi Until P3). Cette propriété 
spécifie qu’à partir d’un état satisfaisant le prédicat P\, il est impossible d’atteindre un état 
où P2 serait vrai tant qu’on a pas eu un état où le prédicat P 3 est satisfait.
La deuxième approche, proposée dans [8], permet quant à elle de vérifier une propriété 
d’absence de la forme Abs(/>2, After P\ Until P3) qui exprime : après un état satisfaisant 
Pi, on ne peut avoir un état où P2 est vrai tant qu’on a pas atteint un état qui satisfait P3. 
Le pattem From-Until spécifie qu’à l’état où P\ est vrai, soit P3 est vrai soit P2 n’est pas 
satisfait contrairement au pattem After-Until qui ne prend pas en compte cet état mais 
l’état suivant. Les obligations de preuve nécessaires et suffisantes à la vérification de ces 
deux pattems sont données ci-dessous.
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Vérification du pattem From-Until
Les travaux réalisés dans [15] montrent que pour prouver une propriété d’absence de 
la forme Abs(P2, From P t Until P 3 ), il faut et suffit d’exhiber un prédicat F  tel que pour 
chaque opération op  du système :
-  OP1 : Vit.(Pi => (^(P2 V F )  V P 3))
-  OP2 : V *(-.(P2 V F )  A Pre{op)  => [5 V](-.(P2 v F  ) V P3))
avec v incluant les param ètres form els uc l ’opération o p  et les vôuâulcs libxca» uc& picuicats  
P\,  P2 et P3. L’obligation de preuve OP1 vérifie que si le prédicat Pi  est vrai, alors soit 
P3 est vrai soit P 2  n’est pas établi. L’obligation de preuve OP2 permet de prouver qu’après 
l’exécution de chaque opération, le système se trouve dans un état où P3 est vrai ou P2  
reste non satisfait. Le prédicat -1 (JP2  v F )  permet de caractériser les états intermédiaires 
entre ceux vérifiant Pi et P 3.
Vérification du pattem After-Until
Afin de prouver une propriété d’absence de la forme Abs(P2, After P, Until P3), les 
travaux réalisés dans [8] montrent qu’il faut et suffit d’exhiber un prédicat F  tel que pour 
chaque opération op  du système :
-  OP3 : Vi?.(P, A Pre(op)  => [S op](^(P 2  V F )  V P3))
-  OP4 : V*(-.(P2 V F )  A pre iop )  => [Sop](^(P 2  V F )  V P3))
avec v incluant les paramètres formels de l’opération op  et les variables libres des prédicats 
Pi, P2 et P3. L’obligation de preuve OP3 permet d’établir que si Pj est vrai, alors après 
exécution d’une opération op,  on se retrouve dans un état où soit P3 devient vrai soit P2 
reste non satisfait. L’obligation de preuve OP4 est similaire à OP2 définie précédemment.
Nous avons implémenté ces approches afin de permettre une génération automatique de 
ces obligations de preuve. Pour cela, l’utilisateur doit fournir à l’outil une machine B et un 
fichier de spécification dont la grammaire est définie dans la section suivante.
5.4.2 Grammaire du fichier de spécification
La grammaire suivante décrit le fichier de spécification, point d’entrée de l’approche de 
vérification d’une propriété d’absence :
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FICHIER_SPEC ::=
LOCAL VARIABLES (TYPAGE)*’’’ 
ABSENCE_OF Predicate 
FROM | AFTER Predicate 
TO Predicate 
INVARIANT Predicate
TYPAGE ::= id : Expression
Les prédicats Pi, P3 et P' définis précédemment sont exprimés respectivement dans 
les clauses ABSENCE_OF, TO et INVARIANT. En fonction de la propriété d’absence 
à vérifier, le prédicat Pi est exprimé dans la clause FROM ou AFTER. Les types des 
variables utilisées pour l’expression des prédicats sont définis dans la clause LOCAL VA­
RIABLES. Remarquons que l’utilisateur n’a pas besoin de spécifier les types des variables 
dans les fichiers de spécification précédents. En effet dans ces cas, les variables sont utili­
sées comme paramètres formels d’opérations et on peut ainsi déduire leur type à partir de 
leur précondition. Le fichier de spécification suivant correspond à la propriété d’absence :
Abs(ca h-> cl2 € Emprunt,
After(c/i e  ran(Reservation(ca)) A c/2 £ ran(Reservation(ca)) A 
ca 1—* cli & Emprunt)
Until(ca h-> cl\ e Emprunt))
SPE C IFIC A T IO N  F IL E
L O C A L  VARIABLES cl\ e  Clients, c l2 e  Clients, ca  6  C a sse t te s  
A B SEN C E_O F ca  1-* c/2 e  Emprunt
A FT E R  c/i € ran(Reservation(ca)  A c/2 t  ran(Reservation(ca))  A ca i-> cl2 £  E m prunt
TO  ca  (-* c/i 6 Em prunt
INVARIANT
(c/j t  ran(Reservation(ca)))y
(cl2 6 ran(Reservation(ca))  A ln d ice (ca ,c l i )  <  In d ice (ca ,c l \) )
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5.4.3 Implémentation
Les deux approches présentées précédemment ont été implémentées en définissant les 
classes Verif_Property_Absence_From et Verif_Prvperty_Absence_After qui héritent de la 
classe abstraite Verif_Prvperty_Absence. Parmi les attributs de la classe Verif_Prvperty_- 
Absence, nous distinguons un objet de type MachineB qui contient les éléments de la ma­
chine B et un objet de type Spec_Jile_Absence qui correspond au fichier de spécification.
T.p« \7t> rif P m n e r t v  A hcartn#  P  rrtwn riiwA «t \ lo r i f- ----— ——— » ■- » — —r — — • . m J — J. .y w  # 1/ 1/ VI » /  ll/UVI V ^ i  AI A VI ■
runf j génèrent respectivement les obligations de preuve vérifiant les propriétés de la forme :
Abs(P2, From Px Until P3)
Abs(P2, After Px UntilP3).
Présentons tout d’abord la méthode Verif_Property_Absence_From.rùnQ qui peut être 
décomposée en quatre parties :
-  Récupération des prédicats : cette première partie permet de récupérer les informa­
tions contenues dans le fichier de spécification à travers l’objet Spec_Jile_Absence. 
à ce stade, sont aussi extraites les variables typées dans la clause LOCAL VA­
RIABLES. Ces variables sont quantifiées universellement lors de la génération des 
obligations de preuve.
-  Génération de OP1 : cette partie permet de générer l’obligation de preuve OP1.
-  Génération de OP2 : dans cette troisième phase, nous générons l’obligation de 
preuve OP2 pour chaque opération de la machine B. Afin d’appliquer la substitu­
tion de l’opération sur le prédicat (->(P2 V F )  V P3), nous faisons appel à la méthode 
Substitution.subs_in_predQ qui calcule l’effet de l’exécution d’une substitution sur 
un prédicat.
-  Génération de la nouvelle machine B : cette dernière phase consiste à générer un 
fichier qui correspond à la machine B initiale à laquelle sont rajoutées les obligations 
de preuve générées dans la clause ASSERTIONS.
La méthode Verif_Property_Absence_A fter.runQ peut être décomposée en les trois étape 
suivantes :
-  Récupération des prédicats : cette étape est similaire à la première étape de la 
méthode Spec_file_Absence_From.run{).
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-  Génération de OP3 et OP4 : cette étape consiste à générer les obligations de preuve 
OP3 et OP4 pour chaque opération de la machine B.
-  Génération de la nouvelle machine B : cette étape est similaire à la quatrième étape 
de la méthode S pec_file_Absence_From.run{).
5.5 Conclusion
Dans ce chapitre, nous avons présenté l’architecture structurelle et fonctionnelle de 
l’outil que nous avons développé pour la vérification de diverses propriétés dynamiques en 
générant des obligations de preuve intégrées comme assertion à la machine B modélisant le 
système sur laquelle portent les propriétés à vérifier. Programmé en langage Java (environ 
4400 lignes de code), cet outil peut être étendu facilement pour la prise en compte d’autres 
types de propriétés dynamiques. D’un point de vue performance et temps d’exécution, 
l’outil génère les obligations de preuve de la propriété d’atteignabilité associées au chi 
(voir page 44 du chapitre 2) en moins de deux secondes et ce pour les différentes approches 
de vérification présentées dans ce manuscrit. On retrouve les mêmes performances pour la 
propriété d’absence pour une machine B constituée de cinq opérations.
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Conclusion
Les méthodes formelles sont de plus en plus utilisées pour le développement de sys­
tèmes non réellement critiques comme les systèmes d’information pour risque financier par 
exemple. En effet, une mauvaise conception des systèmes d’information pourrait entrainer 
des dysfonctionnements susceptibles de causer des dommages importants. Néanmoins, la 
plupart des travaux développés jusqu’à présent s’intéresse plus à des propriétés statiques, 
dites d’invariance, qui ne prennent en compte qu’un seul état du système à la fois. Cepen­
dant, la qualité d’un système ne se restreint pas à la vérification de propriétés statiques mais 
doit aussi considérer d’autres types de propriétés, dynamiques par exemple. Une propriété 
dynamique porte sur plusieurs états du système pris à des instants différents. Le travail 
présenté dans cette thèse répond à ce besoin de vérifier des propriétés dynamiques sur les 
systèmes d’information en proposant des approches formelles fondées sur la preuve en uti­
lisant la méthode B. Nous avons opté pour l’utilisation de la preuve au détriment du model 
checking car ce dernier souffre du problème d’explosion combinatoire de l’espace des états 
et limite donc la taille des systèmes qu’on peut vérifier.
Contributions
Les contributions de ce travail de thèse sont les suivantes :
1. vérification de propriété d ’atteignabilité : une propriété d’atteignabilité permet de 
s’assurer qu’à partir d’un état donné s, le système a la possibilité d’évoluer pour 
atteindre un état cible s'. Pour prouver une telle propriété, nous avons proposé trois 
approches principales que nous avons évidemment prouvées :
-  la première approche se base sur la notion de chemin (séquence d’actions) et définit 
un algorithme de génération d’assertions B suffisantes qui vérifient que le chemin
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permet bien de mener de l’état s à l’état s'. L’idée clé de ces assertions consiste à 
s’assurer qu’il possible d’exécuter la première action à partir de l’état initial s, que 
les valeurs intermédiaires des variables permettent d’exécuter l’action suivante, et 
puis enfin l’exécution de la dernière action permet d’atteindre l ’état s
-  la seconde utilise le calcul de la plus faible pré-condition et produit également 
des assertions à établir. Cette approche adopte un raisonnement inversé car, dans 
ce cas, il s’agit d’établir que l’état s appartient au plus large ensemble des états 
permettant d’atteindre s' en exécutant un chemin donné.
-  la dernière se base sur le principe de raffinement de substitutions de B et consiste 
à générer par raffinement successif un programme (chemin) dont l’exécution de 
l’état s termine dans l’état s \  La correction d’une telle approche est assurée par la 
preuve des différentes étapes de raffinement.
Pour chacune de ces approches, nous avons dégagé ses avantages et ses limites.
2. vérification de propriété de précédence : une propriété de précédence permet d’expri­
mer qu’un état donné du système précède toujours un autre état. Une telle propriété 
permet d’exprimer un ordre sur certains états du système. Pour vérifier une telle pro­
priété, nous avons défini des conditions nécessaires et suffisantes dont nous avons 
aussi prouvé la correction. Pour une propriété de précédence “P2 précède P i”, de 
telles conditions permettent de vérifier que sur tout chemin, issu de l’état initial, s’il 
existe un état qui vérifie un prédicat P2 alors ce dernier est précédé par un état vé­
rifiant un prédicat P i. Nous avons bien évidemment prouvé le caractère suffisant et 
nécessaire des conditions définies.
3. développement d’un outil support : dans le but de rendre les approches proposées 
opérationnelles et décharger l’utilisateur de la tâche longue et fastidieuse de géné­
ration d’obligations de preuve, nous avons réalisé un outil qui implémente les dif­
férentes approches. Développé en JAVA, cet outil génère les différentes obligations 
de preuve associées à une propriété dynamique et ce à partir de la spécification B 
du système et de la description textuelle de la propriété. La phase de génération des 
obligations de preuve est précédée par une étape de vérification syntaxique pour s’as­
surer, en particulier, de la bonne expression des propriétés et des éléments nécessaires 
à la génération des obligations de preuve.
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Perspectives
Le travail de recherche présenté dans ce manuscrit ouvre plusieurs perspectives pos­
sibles. Notre travail pourrait être étendu afin de prendre en compte d’autres types de pro­
priétés qui pourraient être pertinents pour les systèmes d’information, comme les réponses 
en chaîne pour exprimer par exemple que l’annulation d’un voyage par un client doit être 
suivie par l’annulation de sa réservation d’hôtel, du remboursement éventuel des paye- 
iïicüiS, etc. CüÂïCcfuâtu l’iiïîpIémciïtâüOn, le uéVcloppciücüt u’uüc iiitcifàCc gïàphiijüc pci- 
mettrait de rendre l’utilisation de notre outil plus intuitive et plus aisée. Une telle interface 
comportera, par exemple, des champs texte pour la saisie des propriétés à vérifier, mais 
également un menu permettant de parcourir l’arborescence de la machine pour la sélection 
des fichiers représentant la spécification du système ou de la propriété.
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Annexe 
Compléments sur le langage B
A l. Principaux opérateurs relationnels du langage B
Nom Notation B Définition Condition
Produit cartésien s x t { j C t - > y | ; c e . s A y € f }
Ensemble des parties 
deS
PS | X  ç  S}
Relation s  «-* t P(jr X t)
Inverse r - 1 t-» y  | y  h-» x  €  r) r  e  s  *-» t
Domaine d o m (r) {jc | x  e  s  A 3 y .(y  e t A x i - * y € r ) r  €  s  *-* t
Codomaine ran(r) {y | y  €  t  A 3 x .( x  e s A ; c i - » y e r } r  €  s  *-* t
Image r[X] {y | y  €  f A 3 x . ( x  e X A r H y e r ) } r  e  s  «-» t 
x  e  5
Surcharge f < g {x i-» y  | x  y  € /  A x  & dom (g)}  U g f  €  S *-> t
g  e  s  *-* t
Anti-Restriction u< r { x t - > y \ x t - > y € r A x $ u ) r  e  s  «-» t
u Q  s
Fonction partielle s  -t* t
Vx.(x e  s  => c a r d ( f{ { x f t )  <  1)}
Fonction totale s  -*  t { /  | /  €  5  -+■» t  A d o m ( f )  =  s}
Injection partielle s  m  t { / 1 /  e  s  -+» / A f~ x e  t -h  s}
Injection totale s  >-» t s t n s  -* t
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Ensemble des séquences 
injectives sur T
iseq(r) U(l..n >-» T ) avec n e N
Insertion en queue s «— x s U {size(s) -H 1 1—> jc) s 6 seq{T) 
x e T
Restriction en tête s î  n l..« « s s e seq(T) 
0 < n 
n < size(s)
Rcàuicüüü en 41ÏCUC 1^ n T 1 . ./ _\ .. 1 . _*\\/u.yt — n \ -r t)) _ ____/T'\




S] — s2 Si U
Ai Xi € size(si) + l..size(si) + size(s2 ) | 
s 2( i  -  size(si)))
si € seq(T) 
s2 6 seq(T)
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A2. Principales substitutions du langage B
Nom Notation B Signification Condition de définition
Skip skip Ne rien faire
Substitution
élémentaire
x := E Affecter £  à la variable x x : variable 
E : expression
Précondition PRE P THEN
r» _~ /•nicwü \1 ju ))
S’assurer de P
— 4. _ — --4. ~ — C*&l WACAUlbl fcJ
P : prédicat
p  . — u-*:* ..* :____
u  . a u u a u i u u u n
IF I F  P THEN S 
ELSE 7 END
Si P est vrai, exécuter S 
sinon exécuter T
P : prédicat 
S et 7 : substitutions
Garde SELECT P 
THEN S END
Exécuter S si P est vrai P : prédicat 
5  : substitution
ANY ANY X WHERE P 
THEN S END
Sélectionner une valeur 
de X qui vérifie P et 
exécuter S
X : liste de variables 
P : prédicat 
S : substitution
Simultanée S ||7 Exécuter S et 7 
en même temps
S et 7  : substitutions
Séquence S ;7 Exécuter S puis 7 S et 7  : substitutions
Devient 
tel que
X:(P) Sélectionner des valeurs 
des variables X telles que 
P est vrai




[u +-]Op[(v)] appeler l’opération Op 
avec les paramètres v et 
affecter son résultat à u
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Annexe B
Preuve de l’algorithme de vérification de 
la propriété d’atteignabilité
Dans cette annexe est donnée la preuve de correction de l’algorithme de génération 
d’obligations de preuve pour l’établissement de la propriété d’atteignabilité AG(i^ => EF<p). 
Cet algorithme est décrit au chapitre 2, à la page 42 de cette thèse. Prouver l’exactitude de 
cet algorithme revient à établir que les obligations de preuve qu’il génère sont équivalentes 
à la formule (2.1). Pour ce faire, considérons :
-  (cond (ai ; . . .  ; a*)) un chemin quelconque,
-  {xi',. . .  les valeurs des variables {*i, après exécution de l’action a, et
avant exécution de l’action ai+i.
Pour prouver la correction de l’algorithme, nous devons établir que :
(a) La formule ([ai ; . . .  ; ak]<p) est équivalente à :
Pre(ai) A .(Postx.Xii(Sai) => y2(<P)) (Hi)
si Jt = 1, et à :
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P re (a \)  A
. (PostXitXi>(ai) => P re (y2(a2))
A . . .  A
_ i  _ t - i
* - i
( / \  P ostx.j-i'X.j(yj (Saj)) =* P re (yk(ak))) A (H2)
;= i
- i  -,* *
V(x* , . . .  S i  ) ( / \  P o s t a i j . j { y j ( S üj) )  => y t+ iW )
;=i
si k > 2 .
(b) Les obligations de preuve que l’algorithme produit sont équivalentes aux formules 
(Hj) et (H2).
Par soucis de concision, nous détaillons cette preuve uniquement pour les actions de la 
forme op(...). Les autres cas se traitent de manière similaire. Afin de prouver (a) et (b), 
adoptons un raisonnement par induction sur la longueur du chemin :
-  Cas de base (longueur = 1) : le chemin est composé d’une seule action ax. Par dé­
finition, la formule ([a\\4>) est équivalente à (H(). donc, (cond A ^) => ([«î]^) est 
équivalent à :
_,i
(cond A if/) => (Pre(ax) A Va, .(Postx.x.\(S ax) => J i ( $ ) ) )
En appliquant l’algorithme, nous obtenons :
-  les lignes 3-6 donnent : For = {Pre(a.\)}.
-  la ligne 12 donne :
Hyp = Va- ,PostXhX.i(Sai).
-  la ligne 23 donne :
For = For U {Va- .(P o sta i (Sai ) => y 2 (<f>))-
-  la ligne 26 donne :
_ , i
(cond A *//)=> (Pre(a\) A Va,- .(PostXjxa(Sai) => y2 (<f>)))
L’algorithme est donc correct pour tout chemin de longueur 1.
-  l’hypothèse d’induction (longueur = k) : supposons que la formule (2.1) est équiva­
lente à la formule (H2) et que l’algorithme est correct pour tout chemin de longueur 
inférieure ou égale à k{k > 2).
-  l’étape d’induction (longueur = k+  1) : prouvons que la formule (2.1) est équiva­
lente à la formule (H2) pour tout chemin de longueur (k + 1). Par définition, nous 
avons :
([ai ;. . .  ; a*; aM  ]<f>) o  ([ai ;. . .  ; a*]([a*+i ]0)) (H3)
Aussi, le terme ([a*+i]0) est équivalent à :
_,*+i
Pre(ak+1 ) A V*, .(Postxk x.M ( 5 aM ) => 7 k+2 (<P)) (H 4 )
En substituons (H4) dans ( H3), nous obtenons :
_ * + 1
[ a i ; . . .  ; ak](Pre(ak+ï) A V x, .(Postx.kx.k+ 1 (S„M ) => n +2(^ ) ) )
En utilisant l’hypothèse d’induction, nous obtenons :
Pre(a\)A 
S  Xi  .(Postx.^.i(S ai) => Pre(y2(a2)))
A . . .  A
-.1 -,*-1
V (jZi , . . . , X i  ).
(A>i P o s t^ ^ in iS a j) )  => Pre(yk(ak)))A 
—1




Y*,- .(Postxk XiM (Sût+1 ) =* yk+2(<P))))
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En utilisant l’équivalence suivante :




Vx, .(Postx.Xji(ai)  =* Pre(y2(a2)))
A . . .  A
^k- 1 k~l
V U  , . . . ,  Xi ) . ( f \ P o s t Xij-i Xii ( y j ( S aj))  = >
7=1
( P r e { y k(a k) ))  A
-.1 *
V U  , . . . ,  Xj ) . ( / \  P o s t Xt,-\ x . j ( y j { S a j ) )  (H5)
7=1
=> P r e ( y k+\ ( a M )))  A 
_,i+i
V U  )•
k
( / \  P o s t x. j - i ^ j i y j i S aj)) A 
7=1
n+2(^)))>
qui est égale à (H2). Maintenant, nous devons prouver que l’algorithme produit les 
mêmes formules. À l’étape (k + 1) de la boucle (ligne 13 de l ’algorithme), nous 
avons :
-  Hyp = V U  , • • •, Xj ).(A*=i Postx.j-i x.j(yj(Saj))
For = {Pre(ai),
S xi .(PostXiXA(Sai) => Pre(y2(a2)))
» • • •  »
-.1 -,*-1
VU , -- ,Xj  ).
(Ay={ PostXii-i,Xij(yj(Saj)) => Pre(yk{ak)))}
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L’application de l’algorithme donne :
-  les lignes 14-15 donnent :
For = {Pre(a\),
Vx- .{Postx. x.\(Sa, ) => Pre(y2(a2)))
i • • • *
-»i -»*-1
V(x, , . . . , x ,  ).
(A*=J PostXij-x Xil(yj{Saj)) => Pre(yk(ak))),
-1  - t
V(x, , . . . , x, ).(
A*=i PostXij-ijXij(yj(Saj)) => PreCyt+Kat+i)))
}
-  la ligne 21 donne :
_ i  _t+i .
H yp = V(x, , . . . ,  Xi ).(A ;=i PostXij-i Xij ( y j (S aj))A
PostXjkXjk+i iyk+\ (S )))
qui est équivalente à :
_,i _*+1
H yp  =  V(x, , . . . ,  Xj ) .(A ,= i P o s t ^ i ^ j i y j i S a,)))
-  la ligne 23 donne :
For  = (/Ve(ai),
Vx, .(Postx.x.i(Sai) => Pre(y2 (a2)))
> * • •  »
_*1 _ ,i-l
V(x,- ).
(A/=Î PostXi)-i'X.j(yj(SaJ)) => Pre(yk(ak))),
_ , i
V(x,- , . . . ,  x,- ).
(A*=i Postx.j-i x.j(yjSaj) => ^(y*+i(ajfc+i)))
_ i  _**+i
v(x, , . . . , x ,  >.
(A*:,1 PostXtt-i'Xtj(yJiSaj)) => (yk+2( m )
A n n e x e  B .  P r e u v e  d e  l’a l g o r it h m e  d e  v é r if ic a t io n  d e  l a  p r o p r ié t é  d ’ a t t e ig n a b il it é
Finalement, les lignes 25-26 donnent une formule égale à la formule (2.1), ce qui prouve 
la correction de notre algorithme.
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