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Abstract
In many practical situations, agents evolving in environments need to quickly gener-
alize to novel tasks and compose simpler tasks to solve more complex ones. Given
that often such environments have geometric and/or arithmetic structure, we think
that for this needs to be covered a better understanding of the environment structure
and mechanics is key. Our claim is that if an agent learns how its actions affect a set
of properties of the environment that are representative of its structure (what we call
attributes), then it may be able to use this knowledge to solve more complex tasks
than those it has been trained to solve, by composing simpler tasks.
A recent approach proposes to augment the environment with a set of user-defined
attributes that define the structure of the problem. In that work, a policy learns how
to transition between "nearby" sets of attributes, and then a tabular model of the
attribute space is used to plan paths between the current state and the goal. Our
approach makes two substantial changes: we augment the attributes with geometric
and arithmetic structure, and we change the tabular model of the attribute space to a
neural model, what leads to significant gains in sample complexity and generalization
to more complex or unseen tasks.
We show in three grid-world games that our model is able to generalize to unseen,
longer, more complex tasks at test time by composing simpler learned policies.
—————————
En moltes situacions pràctiques, agents evolucionant en certs ambients necessiten
generalitzar ràpidament cap a noves tasques, i composar tasques més simples per
resoldre’n de més complexes. Ja que normalment aquests ambients tenen una estruc-
tura geomètrica i/o aritmètica, pensem que per a cobrir aquestes necessitats és clau
una millor comprensió de l’estructura de l’ambient. Pensem que si un agent aprèn
com les seves accions afecten un conjunt de propietats de l’ambient representatives
de la seva estructura (a les que anomenem atributs), llavors podrà utilitzar aquest
coneixement per a resoldre tasques més complexes que aquelles per les quals ha estat
entrenat, composant-ne de meś simples.
Un enfocament recent proposa augmentar l’ambient amb un conjunt d’atributs
i
definits per l’usuari que defineixen l’estructura del problema. En aquest estudi, un
agent aprent com transicionar entre conjunts d’atributs "propers", i després s’utilitza
un model tabular de l’espai d’atributs per planificar camins entre l’estat actual i
l’objectiu. El nostre enfocament introdueix dos canvis substancials: augmentem els
atributs amb estructura geomètrica i aritmètica, i canviem el model tabular de l’espai
d’atributs per un neuronal; això porta a guanys significatius en termes de sample
complexity i generalització a tasques més complexes o noves.
Mostrem en tres jocs de tipus grid-world que el nostre model generalitza a noves
tasques més llargues i complexes després de l’entrenament, composant els comporta-
ments apresos més simples.
—————————
En muchas situaciones prácticas, agentes evolucionando en ciertos ambientes nece-
sitan generalizar rápidamente hacia nuevas tareas, y componer tareas más simples
para resolver otras más complejas. Ya que normalmente estos ambientes tienen una
estructura geométrica y/o aritmética, pensamos que para cubrir estas necesidades
es clave una mejor comprensión de la estructura del ambiente. Pensamos que si un
agente aprende cómo sus acciones afectan a un conjunto de propiedades del ambiente
representativas de su estructura (a las que llamamos atributos), entonces podrá
utilizar este conocimiento para resolver tareas más complejas que aquellas para las
cuales ha sido entrenado, componiendo otras más simples.
Un enfoque reciente propone aumentar el ambiente con un conjunto de atributos
definidos por el usuario que definen la estructura del problema. En este estudio, un
agente aprende cómo transicionar entre conjuntos de atributos "cercanos", y después
se utiliza un modelo tabular del espacio de atributos para planificar caminos entre el
estado actual y el objetivo. Nuestro enfoque introduce dos cambios substanciales:
aumentamos los atributos con estructura geométrica y aritmética, y cambiamos el
modelo tabular del espacio de atributos por uno neuronal; esto comporta ganancias
significativas en términos de sample complexity y generalización a tareas más complejas
o nuevas.
Mostramos en tres juegos de tipo grid-world que nuestro modelo es capaz de gener-
alizar a nuevas tareas más largas y complejas después del entrenamiento, componiendo
los comportamientos aprendidos más simples.
ii
Contents
1 Introduction 1
2 Related Work 3
2.1 Hierarchical RL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Horde and descendants . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Factored MDP and Relational MDP . . . . . . . . . . . . . . . . . . 5
2.4 Lifelong learning, multitask learning, and zero-shot learning . . . . . 5
2.5 Learning symbolic representations for planning . . . . . . . . . . . . 6
3 Introduction to Machine Learning 7
3.1 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.1.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.1.2 The Dynamic Programming approach . . . . . . . . . . . . . 9
3.1.3 Policy Gradient Methods . . . . . . . . . . . . . . . . . . . . 10
3.2 Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4 Planning with Arithmetic and Geometric Attributes 17
4.1 Problem Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 The Structured Attribute Model . . . . . . . . . . . . . . . . . . . . 18
4.2.1 State-Attribute Regressor and Parametrization . . . . . . . . 18
4.2.2 Edge Detector . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.2.3 Memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.2.4 Exploration Policy . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2.5 Execution Policy . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2.6 Transition Proposals . . . . . . . . . . . . . . . . . . . . . . . 21
4.2.7 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5 Experiments 23
5.1 Modular Switches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.2 Exchangeable Attributes . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.3 Constrained Attributes . . . . . . . . . . . . . . . . . . . . . . . . . . 28
iii
6 Conclusions 31
7 Acknowledgments 33
Bibliography 34
iv
1 Introduction
In the past few years there has been an impressive success the research field of decision
problems. Works like [Mnih et al., 2013,Silver et al., 2016] have demonstrated that
we can build agents that achieve excellent performance in difficult tasks, sometimes
surpassing the best human marks [van Hasselt et al., 2015]. These successes, though,
have been mostly seen in cases where it has been possible to train the same tasks a
large number of times. But a problem arises when various tasks have to be trained
from few examples, or when these tasks are unknown at training time. There is also a
problem that remains with classical approaches to reinforcement learning, which is to
train policies in the presence of sparse rewards. There is, thus, a need of a model that
can abstract from experiences to be able to generalize to unseen, long or complex
tasks.
Our work consists in exploiting the structure of the environment to do this abstrac-
tion. Our approach is based on the one in [Zhang et al., 2018], where compositional
structure is exploited. We say that a set of tasks is compositional if they are formed
by concatenating sequences of simpler tasks. For example, for a robot, the task ’move
the arm to the right’ can be a a part of the task ’grab the blue object’ or ’drop the
red object’. Here this compositional structure gives a state abstraction that can
be used as a communication channel between a high level agent which plans over
simple tasks and a low level agent that performs these tasks at the level of actions.
It also helps with the sparse rewards problem, as intrinsic rewards can be given
from the decomposition of long tasks in short ones. [Zhang et al., 2018] proved that
exploiting compositional structure leads to improvements in sample complexity and
generalization to unseen tasks. In this work we go a step further, to contemplate
not only compositional structure, but also geometric and arithmetic structure of the
environment.
To do this we extend the model from [Zhang et al., 2018], where a state abstraction
is crafted in the form of a set of binary attributes designed to capture the important
properties of the environment. This attributes are a natural way to describe tasks,
and reflect their compositionality; this is why they are useful for planning. In our
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work we augment this attributes from binary functions to general functions, which
can map to more structured spaces like R, N, Z/(qZ), and this is how we exploit not
only compositional but also geometric and arithmetic structure.
Our model does two things. First, it discovers the transition kernel of the attribute
space. That is, it learns which transitions are possible to achieve from each point of
the attribute space. When this kernel is known it will be possible to plan over the
attribute space, looking for paths between the initial and the goal states. Second, the
model finds a policy to perform the transitions it has acknowledged as possible, to
be able to follow the sequence of transitions proposed by the planner. Our claim is
that equipping the attributes with geometric and arithmetic structure will allow the
model to generalize better, and that this will result in gains in sample complexity
and performance.
We think that this line of work is interesting, because the setting is far from the
usual reinforcement learning problems. Here there is no extrinsic rewards, nor a
defined task to learn to perform. The only supervision given is the mapping from the
state to the attributes (which can be given as a set of pairs (state, attributes)), and
the structure of the attribute space, which we claim that in most cases is not difficult
for humans to detect. This work then, is a way of giving some human supervision
to an agent in order for it to exploit the structure of the environment to be able to
perform complex and unseen tasks at test time.
We show in three grid-world games that our model is able to generalize to unseen,
longer, more complex tasks at test time by composing simpler learned policies.
2
2 Related Work
This work builds upon the unstructured attribute planning model from [Zhang
et al., 2018]. In that work, a Markovian state space was augmented with a set of
binary attributes. The attributes were used as a means of organizing exploration
and communicating target states. In that work, the agent was built from three
components:
• A neural-net based attribute detector fˆ , which maps states s to a set of
attributes ρ, i.e. ρ = fˆ(s).
• A neural net-based policy pi(s, ρg) which takes a pair of inputs: the current state
s and attributes of an (intermediate) goal state ρg, and outputs a distribution
over actions.
• A transition table cpi(ρi, ρj) that records the empirical probability that
pi(sρi , ρj) can succeed at transiting successfully from ρi to ρj in a small number
of steps.
In this work, in addition to allowing binary attributes, we consider attributes with
more algebraic structure. In addition, we augment the transition table cpi with a
parametric edge detector that takes into account the structure of the attributes.
Because we add further structure to the attributes, this work moves the unstructured
attribute planner closer to [Hernandez-Gardiol and Kaelbling, 2003, van Otterlo,
2005,Diuk et al., 2008,Abel et al., 2015], which discuss MDPs that can be written in
terms of objects and relations between those objects. However, this current work still
focuses on the interface between the symbolic description of the underlying Markovian
space and the actual space; and the symbolic description in terms of attributes with
algebraic structure is an approximation.
The attribute-based planning model (both this work and [Zhang et al., 2018]) is
built upon a large literature; a review of some of this literature is next, structured by
topics, adapted from [Zhang et al., 2018].
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2.1 Hierarchical RL
Many researchers have recognized the importance of methods that can divide a MDP
into subprocesses [Thrun and Schwartz, 1994,Parr and Russell, 1998,Sutton et al.,
1999,Dietterich, 2000]. Perhaps the most standard formalism today is the options
framework of [Sutton et al., 1999], which deals with multistep "macro-actions" in
the setting of reinforcement learning. Recent works, like [Kulkarni et al., 2016] have
shown how options can be used with function approximation via deep learning.
Our work is also a hierarchical approach to controlling an agent in a Markovian
environment. However, the paradigm we consider differs from reinforcement learning:
we consider a setup where no reward or supervision is provided other than the mapping
f : S → R which includes the structure of R, and show than an agent can learn to
decompose a transition between far away ρ, ρ′ into a sequence of short transitions. If
we were to frame the problem as HRL, considering each pi(·, ρ) as a macro action, in
order for the agent to learn to sequence the pi(·, ρi), the environment would need to
give reward for the completion of complex tasks, not just simple ones.
As opposed to e.g. [Kulkarni et al., 2016], where additional human supervision is
used to allow exploration in the face of extremely sparse rewards, our goal is to show
that adding human supervision to parameterize the task space via attributes allows
compositionality through planning.
2.2 Horde and descendants
Our work is related to generalized value functions [Sutton et al., 2011] in that we have
policies parameterized by state and target attributes. Using attributes to parameterize
the goal space is related to the factored state-goal representation in [Schaul et al.,
2015]. In particular our work shares similarities with the formulation in [Dosovitskiy
and Koltun, 2016], which gives an agent supervision of future values of function of
the state considered important for describing tasks. Unlike that work our attributes
are functions of the current state, and the model uses its own estimator to learn the
dynamics at the level of attributes. Thus, our model gets no extrinsic supervision
of environment dynamics or goal attainment at the level of attributes. Finally, [van
Seijen et al., 2017] used human provided attributes as a general value function (GVF)
in Ms. Pacman, showing that using a weighted combination of these can lead to
higher scores than standard rewards. Although the representation used in that work
is similar to the one we use, the motivation in our work is to allow generalization to
guide exploration and to plan, rather than just as tools for building a reactive policy.
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2.3 Factored MDP and Relational MDP
Our approach is closely related to factored MDP [Boutilier et al., 1995,Boutilier et al.,
2000,Guestrin et al., 2003]. In these works, it is assumed that the environment can
be represented by discrete attributes, and that transitions between the attributes
by an action can be modeled as a Bayesian network. The value of each attribute
after an action is postulated to depend in a known way on attributes from before the
action. The present work differs from these in that the attributes do not determine
the state and the dependency relation is not assumed to be known. More importantly,
the focus in this work is on organizing the space of tasks through the attributes
rather than being able to better plan a specific task; and in particular being able to
generalize to new, more complex tasks at test time.
The Programmable Agents of [Denil et al., 2017] put the notions of objects and
attributes into an end-to-end differentiable neural architecture. Their model also
learns mappings from states to attributes. In their work, the attributes are used to
generalize to different combinations of object properties at test time, while we use
it to generalize compositionally to more complex tasks. Also, while our model uses
explicit search to reason over attributes, they use an end-to-end neural architecture.
2.4 Lifelong learning, multitask learning, and zero-shot
learning
There is a large literature on quickly adapting to a new learning problem given a set
or a history of related learning problems. Our approach in this work has a similar
motivation to [Isele et al., 2016], where tasks are augmented with descriptors and
featurized, and the coefficients of the task features in a sparse dictionary are used to
weight a set of vectors defining the model for the associated task. Similarly, the task
is specified by a feature as an input into a model in [Lopez-Paz and Ranzato, 2017].
However, in our work, although the attributes are used to parameterize tasks, rather
than directly featurize the tasks, they are fatures of a state. This allows our agent to
learn how to transit between sets of attributes unsupervised, and plan in that space.
Several recent deep reinforcement learning works have used modular architectures
and hierarchy to achieve generalization to new tasks. For example, [Tessler et al., 2017]
uses pre-trained skills for transfer. [Oh et al., 2017] uses a meta-controller that selects
parameterized skills and analogical supervision on outer-product structured tasks.
However our "meta-controller" is the search over attributes, rather than a reactive
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model, which allows explicit planning. Furthermore, although our assignments of
attributes serves a similar purpose to their analogical supervision (and outer-product
task structure=, the methods are complementary; we can imagine augmenting our
attributes with analogical supervision.
In [Andreas et al., 2017], generalization is achieved through supervision in the
form of "policy sketches", which are symbolic representations of the high level steps
necessary to complete a given task. The low level steps in executing modules in the
sketches are composable. Our work is similar in that high level annotation is used
to enable generalization, but the mechanism in this work is different. Note that the
approaches in [Andreas et al., 2017] is also complementary to the one described here;
in future work we wish to explore combining them.
2.5 Learning symbolic representations for planning
There is a large literature on using symbolic representations for planning, for example
the STRIPS formalism [Fikes and Nilsson, 1971]. In [Konidaris et al., 2018], the
authors propose a model that learns the symbols for a STRIPS-stype representation.
Like in our work, their model learns the interface between the raw state observations
and the planner. However, in that work, the abstract structure is given by a set of
pre-defined options with fixed policies.
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3 Introduction to Machine Learning
Machine learning is a field of computer science and a branch of artificial intelligence
that develops a range of techniques to give computers the ability to learn from data.
In a more concrete way, it consists in creating programs that are able to generalize
behaviors from the information given by examples.
Machine learning tasks can be classified in three main classes, or learning paradigms.
This classification relates to the concept of labeled or unlabeled data set. If a dataset
is labeled its examples come with a label, or "right answer". On the contrary, if a
dataset is unlabeled, its examples do not have any extra information, perhaps because
it does not exist such a thing. The three classes are:
• Supervised Learning: consists in learning a function that maps an input to an
output based on a labeled dataset (of input-output pairs).
• Unsupervised Learning: the goal here is to find patterns or describe the structure
of the data in an unlabeled dataset.
• Reinforcement Learning: consists in learning how an agent should take actions
in an environment so as to maximize a reward signal. Here the input is a
(possibly partial) observation of this environment.
3.1 Reinforcement Learning
Reinforcement Learning (RL), in few words, is learning how an agent should act
so as to maximize a numerical reward signal; learning how should we take actions
in an environment so as to maximize some notion of cumulative reward. Unlike in
Supervised Learning, the learner is not told which actions to take, but instead must
discover which actions yield the most reward by trying them. RL is also different
from Unsupervised Learning, because we do have some supervision, in the form of a
reward signal.
The main elements in a RL problem are the agent, the environment, a policy, a
reward signal, a value function and, optionally, a model of the environment [Sutton
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and Barto, 1998].
• Agent: is the entity that interacts with the environment taking actions in each
situation.
• Environment: is what defines the problem in itself: the observation the agent
gets, the actions it can take, and how these actions modify the state the world.
The environment behavior can be stochastic.
• Policy: is a mapping between states of the environment and actions the agent
will take. The goal in these problems is to discover the optimal policy, which
will lead to maximal rewards.
• Reward signal: is the only supervision the learner has to identify the goal in
the problem. This reward signal is given each time the agent takes an action.
• Value function: for each state of the environment, its value is the total amount
of reward that could be accumulated in the future, starting from there. It’s
an indicator of how desirable is a concrete state, more than the reward signal
(which is more immediate, but does not take into account the long run).
• Model: a model of the environment is something that tries to emulate the
behavior of the environment, in order to do planning, being able to consider
different future possibilities.
3.1.1 Formulation
Typically basic reinforcement learning is modeled as a Markov Decision Process
(MDP). A MDP is a tuple (S,A, P, γ,R), where
• S is the set of states.
• A is the set of actions. When the set of available actions depend on the state s,
we will write it as A(s). To simplify the notation, from now on we will assume
that all the actions are available anywhere.
• P : S × S × A 7→ [0, 1] is the transition probability distribution. P (s′|s, a) is
the probability of reaching the state s′ when taking the action a in the state s.
• γ ∈ [0, 1] is called the discount factor.
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• R : S ×A 7→ R is the reward function. R(s, a) is the reward we get from taking
the action a in the state s. Rewards are sometimes also written as a function
of the state s only, in which case we would have R : S 7→ R. We will use the
latter formulation.
The dynamics of an MDP proceeds as follows: the agent starts at the state s0,
and chooses an action a0 ∈ A to take. According to the distribution P (·|s0, a0) the
environment will transition to a new state s1, and the agent will receive a reward
r0 = R(s0, a0). Then the process starts again, the agent picking a new action a1,
which will make the environment transition to the state s2 and getting a reward r1,
and so on. At a given instant t, the total accumulated reward will be
rt + γrt+1 + γ
2rt+2 + . . . =
∑
i≥0
γirt+i
Our goal in reinforcement learning is to choose actions over time so as to maximize
the expected accumulated reward:
E
[
r0 + γr1 + γ
2r2 + . . .
]
= E
∑
i≥0
γiri

As can be seen, the discount factor γ plays an important role in the definition of
the goal. If γ is close to zero the best behavior for an agent will be to seek immediate
reward. If γ is close to one, the goal will be to look for good rewards in the long run.
A policy is formalized as a mapping pi : S 7→ A from states to actions. We say that
an agent follows the policy pi if at each step t it takes the action at = pi(st). A policy
can have some randomization, although we are not reflecting it in this notation.
3.1.2 The Dynamic Programming approach
The term dynamic programming (DP) refers to a collection of algorithms that can be
used to compute optimal policies given a perfect model of the environment as a MDP.
We cannot use classical DP algorithms in general in RL problems because they are
are too expensive computationally and because we do not have a perfect model of
the MDP, but the ideas behind the algorithms will prove useful theoretically.
The key idea of DP is the use of value functions to organize and structure the
search for good policies. Given a policy pi we can define its value function V pi over S
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as
V pi(s) = E
∑
i≥0
γiri
∣∣∣∣∣∣s0 = s, pi

which is the expected accumulated reward upon starting at state s and following the
policy pi. Given a fixed policy pi, its value function V pi satisfies the Bellman equations:
V pi(s) = R(s) + γEs′∼P (·|s,pi(s))
[
V pi(s′)
]
= R(s) + γ
∑
s′∈S
P (s′|s, pi(s))V pi(s′)
The optimal value function V ∗ is defined as
V ∗(s) = max
pi
V pi(s)
The optimal value function induces an optimal policy pi∗, which consists in taking
always the action that leads to the higher value:
pi∗(s) = argmax
a∈A
∑
s′∈S
P (s′|s, a)V ∗(s′)
It is easy to see that this optimal policy satisfies the following:
V pi
∗
(s) = V ∗(s) ≥ V pi(s) ∀pi
The methods for RL inspired on DP are obtained by turning Bellman equations
into assignments, that is, into update rules for improving approximations of the
desired value functions. After that, the policy taken is the induced by the optimal
value function found.
3.1.3 Policy Gradient Methods
Policy Gradient methods distinct themselves from the Dynamic Programming ap-
proach because they do not use value functions to choose actions; instead, they learn
a parameterized policy that selects the actions without consulting the value function.
We will use the notation θ ∈ Rd for the policy parameter, and the policy will now
be formalized as a distribution over the actions pi : A×S×Rd 7→ [0, 1], where pi(a|s, θ)
is the probability of taking the action a when we are at state s with parameter θ. For
a more compact notation we will call this policy piθ.
As their name suggests, the methods we are going to describe are based on gradients.
This means that we need some metric of the performance of the policy with the actual
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parameter θ that we want to increase, performing small changes to θ in the direction
of this increase, i.e. in the direction of the gradient. We will call this measure of
performance J(θ), and the updates to the parameter will be of the form
θt+1 = θt + α∇J(θt)
The performance measure will be defined as the value function of the policy:
J(θ) = V piθ(s0)
If the initial state is not fixed, the same expression can be used by taking an
expectation over all the possible initial states:
J(θ) = Es0 [V
piθ(s0)]
The Policy Gradient Theorem
The problem that arises is that J(θ) is non-differentiable respect to the parameters,
because at each step we are sampling an action to take from the distribution given
by the policy. Therefore we do not have an easy way to compute its gradient. Here
is where the policy gradient theorem is needed, which gives a way to calculate an
approximation to that that gradient. Before introducing the theorem we need some
more notation: we define the value function over pairs of state-action in S ×A as
Qpi(s, a) = E
∑
i≥0
γiri
∣∣∣∣∣∣s0 = s, a0 = a, pi

and also µ(s) will be the probability of reaching a state s following the policy pi. Now,
the theorem claims the following:
∇J(θ) ∝
∑
s
µ(s)
∑
a
Qpi(s, a)∇θpi(a|s, θ)
that is, that the gradient of the performance is proportional to something that we will
be able to approximate empirically (as we will see later). As it is a very important
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result we will show the prove here, which is adapted from [Sutton and Barto, 1998]:
∇Vpi(s) = ∇
[∑
a
pi(a|s)Qpi(s, a)
]
, for all s ∈ S
=
∑
a
[
∇pi(a|s)Qpi(s, a) + pi(a|s)∇Qpi(s, a)
]
=
∑
a
[
∇pi(a|s)Qpi(s, a) + pi(a|s)∇
∑
s′
P (s′|s, a)(R(s) + V pi(s′))
]
=
∑
a
[
∇pi(a|s)Qpi(s, a) + pi(a|s)
∑
s′
P (s′|s, a)∇V pi(s′)
]
where we have again the gradient of V pi. If we replace ∇V pi(s′) we have:
∇Vpi(s) =
∑
a
[
∇pi(a|s)Qpi(s, a) + pi(a|s)
∑
s′
P (s′|s, a)
∑
a′
[
∇pi(a′|s′)Qpi(s′, a′) + pi(a′|s′)
∑
s′′
P (s′′|s′, a′)∇V pi(s′′)
]]
=
∑
x∈S
∞∑
k=0
Pr(s→ x, k, pi)
∑
a
∇pi(a|x)Qpi(x, a)
which we have after repeated unrolling, where Pr(s→ x, k, pi) is the probability of
getting to state x from state s in k steps following the policy pi. Then we get:
∇J(θ) = ∇V pi(s0)
=
∑
s∈S
( ∞∑
k=0
Pr(s0 → s, k, pi)
)∑
a
∇pi(a|s)Qpi(s, a)
=
∑
s∈S
η(s)
∑
a
∇pi(a|s)Qpi(s, a)
where η(s) is the expected number of steps that the agent will be in state s in an
episode. Then:
∇J(θ) =
(∑
s
η(s)
)∑
s
η(s)∑
s η(s)
∑
a
∇pi(a|s)Qpi(s, a)
∝
∑
s
µ(s)
∑
a
∇pi(a|s)Qpi(s, a)
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The REINFORCE algorithm
The policy gradient theorem is key because it allows us to compute an approximation
of ∇J(θ), which would not possible to compute by common means. The way we do
it is the following:
∇J(θ) ∝
∑
s
µ(s)
∑
a
Qpi(s, a)∇pi(a|s)
=
∑
s
µ(s)
∑
a
Qpi(s, a)pi(a|s)∇pi(a|s)
pi(a|s)
=
∑
s
µ(s)
∑
a
Qpi(s, a)pi(a|s)∇ log pi(a|s)
= Epi
[
Qpi(S,A)∇ log pi(A|S)
]
where S and A are random variables
The final expression in the brackets is exactly what we need: a quantity that we
can sample on each time step while running episodes following pi, and that has the
expectation proportional to ∇J(θ). The proportionality term is absorbed by the α in
the gradient ascend equation. Now we have a Monte Carlo Policy Gradient algorithm,
which consists in running episodes following pi and updating the parameters with the
update rule:
θt+1 = θt + αRt∇θ log pi(at|st, θt)
where Rt is the accumulated reward at step t, that is, Rt =
∑T
k=t γ
k−trk. This is the
well known algorithm REINFORCE [Williams, 1992], and is what we have used in
this work.
Policy Gradient with Baseline
The policy gradient theorem can be generalized to include a comparison of the action
value to an arbitrary baseline b(s) as follows:
∇J(θ) ∝
∑
s
µ(s)
∑
a
(Qpi(s, a)− b(s))∇θpi(a|s, θ)
As its notation suggests, the baseline can be any function that does not depend on a.
This is true because the subtracted quantity is zero:∑
a
b(s)∇θpi(a|s, θ) = b(s)
∑
a
∇θpi(a|s, θ) = b(s)∇(1) = 0
This changes in the theorem can be applied to the REINFORCE algorithm, which
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changes its parameter update rule to:
θt+1 = θt + α (Rt − b(st))∇θ log pi(at|st, θt)
All this is motivated because, though the baseline does not change the expected value
of the update, it can reduce significantly its variance, speeding up the learning. A
common choice for the baseline is the state value function V pi, or an approximate
Vˆ (s, w) parameterized with the weights w, which can be learned with the same Monte
Carlo algorithm.
3.2 Deep Learning
The "deep learning" term is in contrast to "shallow" learning, because many machine
learning algorithms (linear or logistic regressions, support vector machines, decision
trees, boosting) have an input layer and an output layer [Li, 2017]. In deep learning,
between input and output layers we have one or more hidden layers. At each layer
except the input one, we compute the input to each unit as the weighted sum of
units from the previous layer, usually applying later a nonlinear transformation, or
activation function (such as logistic, tanh, rectified linear unit, known as ReLU).
This weights are the parameters of the model, and the learning algorithm is gradient
descent on this parameters.
The gradient is computed with backpropagation, a process that consists in the
following. First, the algorithm forwards the input through the network of layers, to
get an output. Then, from this output an error function (or loss) is computed, and
the gradient of the parameters is found by using the chain rule to derive the loss
backward through all layers.
The model is called artificial neural network, or just neural network, because in
its origins it was vaguely inspired by biological neural networks. When there is
more than one layer they are also called Deep Neural Networks (DNN). The case
where each unit in a layer is connected to all the units in the previous layer is the
multilayer perceptron (MLP), and this layers are called to be fully connected. A
convolutional neural network (CNN) is a deep neural network that has convolutional
layers, pooling layers and fully connected layers. This architecture is known to be well
fit for problems with high-dimensional signal inputs, such as image, language, audio
or video, because it benefits from their structural properties like the locality. There
are other kinds of models, like recurrent neural networks (RNN), which can be seen as
multilayer neural networks with all the weights shared. This networks are well suited
14
for sequential inputs, though they suffer from not being able to store information for
very long time, and that is why other models like Long Short Term Memory networks
(LSTM) or Gated Recurrent Unit (GRU) networks have been proposed [Li, 2017].
In this work we have used Deep Neural Networks with the REINFORCE algorithm
to learn different policies for an agent in several reinforcement learning environments.
The architecture of the networks used has been MLP.
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4 Planning with Arithmetic and
Geometric Attributes
4.1 Problem Setup
We start with a Markovian Enviroment (ME) (S,A, P ), given by a state space S,
an action space A and a transition kernel S × A → S specified by the probability
P (s′|a, s) to transition from state s ∈ S to s′ ∈ S by taking action a ∈ A. Model-
based approaches attempt to estimate the transition kernel in order to perform
planning. In this context, it is crucial to exploit regularity priors: in many practical
scenarios this ME is highly structured, in the sense that the transition kernel varies
smoothly with respect to specific transformations in the state/action spaces. For
example, applying a force a = F to an object at location p will likely produce the
same effect p′ than applying the same action to the same object at a different location:
P (p′|p,F) ≈ P (p′ + p0|p+ p0,F).
For that purpose, the ME is augmented with a structured attribute space R and
a deterministic mapping f : S → R, encoding the attributes ρ = f(s) associated to
each state. This mapping may be either given by the user, or may be regressed from
a dataset of labeled pairs {(si, ρi)}i, resulting in an estimate fˆ . Unless otherwise
specified, in the following we shall write f to denote the ground-truth state-attribute
mapping. In order to leverage the regularity of the environment, we equip the
attribute space R with predefined algebraic and geometric structure. In this work, we
consider attribute spaces built as outer products of elementary groups and monoids1,
such as real numbers R, integers Z, counts N and modular arithmetic Z/(qZ). Our
model-based approach thus amounts to estimating the transition kernel induced in
the attribute space. At test time, the agent will be given attribute goals ρg, and its
objective is to take an appropriate sequence of actions in the original environment to
reach ρg.
1 A monoid is a semigroup with identity element; a semigroup is a set with an associative binary
operation.
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Figure 1: Block Diagram of our Structurd Attribute Model. Dashed lines correspond
to Memory writes, dotted lines to memory reads, and thick lines provide
labels to the Edge detector. Our model thus combines a non-parametric
component given by the memory, and a parametric Edge Detector that
extends the agent experience through the structured attribute space.
4.2 The Structured Attribute Model
In this section we describe our Structured Attribute Model, depicted in Figure 1. It
contains several modules that interact with each other. We describe each of these
modules in detail and their interactions.
We consider attribute spaces R built as direct products of group building blocks.
In this work, we consider natural arithmetic attributes N, modular arithmetic Z/(qZ),
and real-valued attributes R. We note however that our methodology can be easily
extended to more exotic algebraic and geometric structures, such as modular real-
valued attributes S1, rigid motions SO(2) or dihedral groups.
For the purposes of this work we need a notion of difference vector in the at-
tribute space. We denote by δR = {ρ1 + (ρ0)−1; ∃s, s′ ∈ S s.t. ρ1 = f(s′), ρ0 =
f(s) ,
∑
a P (s
′|s, a) > 0} the set of admissible transitions in attribute space, and
where the group operation is taken coordinate-wise.
4.2.1 State-Attribute Regressor and Parametrization
In the case where f is not given by the user, on can train an estimator fˆ from labeled
pairs {si, ρi}i≤I ∈ (S ×R)I , with a neural network trained with a mean-squared loss
that reflects the geometry of each target attribute coordinate. If R = G1 × . . . GK ,
ρ = (ρ[1], . . . , ρ[K]), and y = (y[1], . . . , y[K]) is the output of the neural net regressor,
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we consider the following metric on each Gk:
• If Gk = N, then y[k] ∈ R, `k(y[k], ρ[k]) = |y[k]− ρ[k]|2 and ˆρ[k] = dy[k]e.
• If Gk = R, then y[k] ∈ R, `k(y[k], ρ[k]) = |y[k]− ρ[k]|2 and ˆρ[k] = y[k].
• If Gk = Z/(qZ), then y[k] ∈ S1, y[k] = u‖u‖ = (sin θ, cos θ), `k(y[k], ρ[k]) =
1− 〈y[k], e2piiρ[k]/q〉 and ˆρ[k] = dθq/2pie.
The loss aggregated through all attribute coordinates becomes
`(y, ρ) =
∑
k≤K
`k(y[k], ρ[k])
.
4.2.2 Edge Detector
The core component of our model is a module that, given a pair (ρ, δρ) ∈ R× δR,
evaluates when a given transition ρ→ ρ′ := ρ+ (δρ) is feasible in the environment
using at mostMmax actions, that is, whether ∃m ≤Mmax, s0 = s, s1, . . . , sm = s′ ∈ S
so that
f(s) = ρ, f(s′) = ρ′ ,
∑
a0,...,am−1
m∏
l=1
P (sl|sl−1, al) > 0 .
This network receives as input ρ using the corresponding group attribute parame-
terizations, and δρ ∈ R−R, and outputs ED(ρ, δρ), the estimated probability that
this transition is feasible. This detector is trained in a supervised fashion by receiving
both positive and negative samples. The positive samples are fed by the exploration
policy piexpl, whereas the negative samples are produced by the execution policy piexec.
4.2.3 Memory
Our model contains two policies, detailed next: the exploration policy and the
execution policy. In each case, we record the empirical counts on which attributes
they have visited. Since the size of the attribute space grows exponentially with
respect to the number of attributes, we consider only the marginal counts. For each
attribute dimension k ≤ K, we consider empirical marginal counts pˆexeck , pˆexplk over Gk.
In case some attributes are continuous, we quantize them using a predefined number
of bins in order to produce the empirical counts. Finally, in order to keep track of
the admissible transitions in the full attribute space (without marginalization), we
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consider a memory buffer B that contains every observed transition δρ ∈ δR, this
time without marginalization.
4.2.4 Exploration Policy
The estimation of the transition kernel starts with an exploration policy piexpl that
scans for transitions in attribute space (ρi, ρj). This policy is parametrised by a
neural network that takes as input the pair (si, ρi = f(si)) and outputs a distribution
over A. Its rewards are determined from the Edge Detector and from the empirical
marginal counts pˆexpl as follows. If ED(ρi, δρ) is the current estimated probability
that the transition ρi → ρi + (δρ) is feasible, then piexpl gets rewarded when he
finds an actual transition with low estimated probability using at most Mmax steps.
Additionally, we reward the exploration for uncovering unseen attribute values:
Rexp = −α1 log ED(ρi, δρ) · 1[ρi+m = ρi + (δρ)] + α2g(ρi+m, ρi) ,
with m ≤ Mmax. Here, the function g(ρi+m, ρi) is inversely proportional to the
times the exploration has previously seen this transition, measured according to each
coordinate:
g(ρ1, ρ2) :=
∑
k≤K
1(ρ1[k] 6= ρ2[k]) · pexplk (ρ1[k])−0.5 .
We only consider the coordinates which have changed in the last transition to give a
more accurate reward to each action. The weighting parameters α1, α2 are adjustable
to each environment and are reported in the experimental section.
When the agent is unable to perform any transition in less than Mmax steps we
consider that it has got stuck, or that has reached a final state; then we restart the
game. A game is always played only by one policy, either the exploration or the
execution one, and the training phase consists in alternating games of both.
4.2.5 Execution Policy
The execution policy piexec takes as input the current state-attribute pair (s, ρ = f(s))
as well as a target transition δρ (which may or may not be in δR) provided by the
Transition Proposal module, and outputs a distribution over A. This policy is trained
with reinforcement learning, via a positive reward R0 whenever it reaches a state s′
such that f(s′) = ρ + δρ. If after a certain number of steps M ′max it has failed to
reach the desired attribute transition, we consider that this is a difficult or impossible
transition, and therefore we send the sample (ρ, δρ) back to the Edge Detector with
20
a negative label.
4.2.6 Transition Proposals
Finally, we describe the module that proposes which transitions the execution policy
should be trained on. We want to accomplish two objectives:
• enforce that the coverage of the execution policy piexec matches that of the
exploration piexpl
• provide the Edge Detector with negative samples, i.e. transitions that are not
admissible in the environment.
We propose to sample the target transitions δρ from the current buffer B of recorded
transitions as follows. First, we filter out the transitions b ∈ B that are considered
unlikely to exist according to the current edge detector using a threshold ED(ρ, b) > p0
(we pick p0 = 0.1 in all experiments); call B+ the remaining transitions. Then we
consider a mixture that samples uniformly at random within B+ with probability s0,
and according to the following distribution with probability 1− s0:
∀ δρ ∈ B+ , p(δρ|ρ) = γ(δρ)∑
b∈B+ γ(δρ)
,
where
γ(δρ) =
mink pˆ
expl
k ((ρ+ δρ)[k])
1 + mink pˆ
exec
k ((ρ+ δρ)[k])
.
In words, we look at the differences in marginal counts between pˆexplk and pˆ
exec
k
across the recorded transitions in the buffer, and sample more often those where
exploration outpaces execution. The aim to match the execution policy coverage with
the exploration coverage is motivated by two reasons:
• We need to have a balanced dataset of positive and negative examples to train
the Edge Detector. We not only need this dataset to be balanced in terms of the
labels of the samples (positive/negative), but also in terms of the distribution
of the inputs (ρ, δρ).
• We also need the execution policy to explore, in the sense that it has to see the
larger part of the space possible, in order for it to learn to act in all possible
situations.
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4.2.7 Inference
Our inference strategy at test time is analogous to the unstructured attribute work
[Zhang et al., 2018], except that our estimated probabilities to realize each transition
are given by the Edge Detector. Specifically, we look for the path (ρ0, ρ1, . . . , ρK)
from the start ρ0 = f(s) to our goal g = ρK that minimizes the distance defined by
the Edge Detector as:
d(a, b) = − log(ED(a, b− a))
To do this we use Dijkstra’s algorithm on the graph that starts at the point where the
agent is and extends to other points in the attribute space by applying the transitions
in the buffer, giving each edge (p, q) the cost − log(ED(p, q − p)).
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5 Experiments
We report preliminary experiments on Grid-World games using the Mazebase envi-
ronments [Sukhbaatar et al., 2015]. It consists of 2-D maps that vary dynamically
at each episode, of size between 8 and 10 in each dimension, with a single agent
that interacts with the environment. In all scenarios, we train our structured model
without access to the test-time tasks during a prespecified number of episodes. After
training, given a target task, we perform planning using Djikstra as explained in
Section 4.2.7. For simplicity, we assume the state-to-attribute mapping ρ = f(s) is
known in our reported experiments. We consider two baselines:
i A reinforcement learning agent parametrised with the same neural network
architecture as our execution policy, taking the state and goal attribute as
inputs, trained using a curriculum that starts from nearby tasks and extends
them to the evaluation goals.
ii The Unstructred Attribute Planner from [Zhang et al., 2018]. Here, we treat
attributes as a set. When the environment contains continuous attributes, we
round them to the nearest integer and use the resulting discrete space.
5.1 Modular Switches
The first environment consists in 2-d mazes containing a variety of different objects.
Depending on the state of a switch, the agent is allowed to pick objects of a specific
Modular Switches Exchangeable Attr Constrained Attr
RL+curriculum 13.6% 14% 0.2%
Unstructured Attribute Model 9.6% 88% 20.8%
Structured Attribute Model 89.3% 93% 81.6%
Table 1: Percentage of proposed tasks that have been successfully accomplished using
a fixed budget of allowed steps on three different Grid-World Environments.
We consider a budget of 150 steps for all models. In the RL setting, we train
the model on the same conditions as faced during testing. In the attribute
setting, all the training is agnostic to the tasks proposed at test-time.
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Figure 2: Schema of the Modular Switches environment.
kind, as illustrated in Figure 2. For each object type, we consider two attributes:
how many objects are still available in the map, and how many objects the agent
already collected. We also consider as an attribute the state of the switch.
The attribute space is thus modeled with
R = N× . . .N︸ ︷︷ ︸
2q times
×(Z/qZ) ,
where q corresponds to the number of different objects. We consider q = 3 in
our experiment. This environment is highly structured, and the only admissible
transitions are of the form
• δρ = (−ej + ej+q; 0) = (0, . . . , 0︸ ︷︷ ︸
j−1
,−1, 0, . . . , 0︸ ︷︷ ︸
q−j
, 0, . . . , 0︸ ︷︷ ︸
j−1
, 1, 0, . . . , 0︸ ︷︷ ︸
q−j
, 0), which are
the transitions where an object of type j is picked from the map and stored in
the inventory, and
• δρ = (0, . . . , 0︸ ︷︷ ︸
2q
, 1)., which is the transition where the state of the switch is
changed.
The evaluation tasks consist in requesting a specific number of items of each
category ρtarget = (n1, . . . , nq, ∗).
The RL version is trained with a curriculum that grows the distance (induced by
the number of transitions in the attribute space) between the start and the end of
the task, from 1 to 15. This means that at the first phase we only train it to collect
an object (without having to change the switch state), at the second phase we can
ask for a change of the switch state and collecting an object or just collecting two
24
Figure 3: Rate at which positive and negative examples are being generated by
piexpl and piexec on the Modular Switch environment
objects, etc. In this environment, Table 1 shows that neither the curriculum RL agent
nor the Unstructured Attribute Planner model are able to successfully complete the
target goals. This last model fails because it does not cover enough the space in the
exploration phase. Our model does not suffer from that, because it is able to quickly
generalize the transition kernel of the environment to unseen regions, by leveraging
its rich arithmetic structure.
Training details
RL trained in 50M steps, and our model as well as the Unstructured Attribute is
trained in 25M steps for exploration and 25M steps to train the policy. For our model
and all baselines we have used a two fully-connected layers net with 128 hidden units
per layer. The batch size was of 5000 steps for the policies. In our model, we have
trained the exploration policy with α1 = 1 and α2 = 0. Figure 3 displays the positive
(resp. negative) transitions discovered by piexpl (resp. piexec) as training progresses.
5.2 Exchangeable Attributes
This environment contains objects of several types, and for each type we consider
two attributes: how many objects are still in the map, and how many objects the
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Figure 4: Schema of the Exchangeable Attributes environment.
agent has already collected.
At any time, the agent has the possibility to trade objects using pre-specified
exchange rates, as shown in Figure 4. The attributes of this environment can be
modeled as
R = N× . . .N︸ ︷︷ ︸
2q times
,
but this time the admissible transitions create interactions between attributes. The
exchange rates determine transitions of the form
(ρ[i], ρ[j]) 7→ (ρ[i]− fi,j , ρ[j] + gi,j),
for i, j = 1 . . . q. Inspired by real markets, we set fi,j > gi,j for all pairs. The
admissible transitions in this environment are:
• δρ = −ej + ej+q = (0, . . . , 0︸ ︷︷ ︸
j−1
,−1, 0, . . . , 0︸ ︷︷ ︸
q−j
, 0, . . . , 0︸ ︷︷ ︸
j−1
, 1, 0, . . . , 0︸ ︷︷ ︸
q−j
), which are the
transitions where an object of type j is picked from the map and stored in the
inventory, and
• δρ = gi,jeq+j − fi,jeq+i = (0, . . . , 0︸ ︷︷ ︸
q
, 0, . . . , 0︸ ︷︷ ︸
j−1
, gi,j , 0, . . . , 0︸ ︷︷ ︸
i−j−1
,−fi,j , 0, . . . , 0︸ ︷︷ ︸
q−i
), which
are the transitions where gi,j objects of type j are gained paying fi,j objects of
type i in return.
The evaluation tasks consist in obtaining a predefined number of items of each
type ρtarget = (n1, . . . , nq). We consider as before the case q = 3. Similarly as
before, the RL curriculum is implemented by growing the distance (induced by the
number of transitions in the attribute space) between the start and the end of the
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Figure 5: Rate at which positive and negative examples are being generated by
piexpl and piexec on the Exchangeable Attributes environment
task, from 1 to 30. In this case, Table 1 shows that, while our structured attribute
model still outperforms the two baselines, the difference is less dramatic than in
other environments. We attribute this to the fact that the transition kernel is more
homogeneous and faster mixing than before, and therefore although the exploration
in the unstructured attributes misses many transitions, the planning phase manages
to cover the attribute space more efficiently than in the modular switch environment.
Training details
The RL with curriculum is trained in 40M steps. Our model trained in 20M steps for
exploration and 20M steps to train the policy. We have used a two fully-connected
layers net with 128 hidden units per layer. The batch size was of 5000 steps for the
policies. We have trained the our model’s exploration policy with α1 = 0 and α2 = 1.
Figure 5 displays the positive (resp. negative) transitions discovered by piexpl (resp.
piexec) as training progresses.
In this experiment we have made the rewards of the exploration continuous in time,
in the sense that on each step we give reward not just for the transition that finishes
the episode, but also for all the transitions that come after that episode until the end
of the game. This way we are encouraging the explorer to look for trajectories that
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lead to late unseen attributes. This didn’t work on the other experiments, because it
stimulates the policy to do as much transitions as possible, and it got stuck in places
where one could execute a number of transitions in a row (mostly the switch, but
also the hammer store, the dump, etc).
5.3 Constrained Attributes
Finally, we consider an environment with a continuous attribute component. Here,
an agent is deployed in an terrain collecting minerals with a single-use hammer. Each
time the hammer is used, the agent receives a random amount of mineral coming
from a distribution over R+. The agent can go to the ’hardware store’ and obtain
new hammers restricted to a limited capacity of H in order to keep mining. He
can also go to the dump yard and throw away a fixed amount of mineral D (in our
experiments we set H = 4 and D = 1). This environment is described in Figure 6. In
that case, the attribute space is modeled as
R = R× . . .R︸ ︷︷ ︸
q times
×N .
The admissible transitions are of the form:
• δρ = Cej − eq+1 = (0, . . . , 0︸ ︷︷ ︸
j−1
, C, 0, . . . , 0︸ ︷︷ ︸
q−j
,−1), which are the transitions where
we lose a hammer to get a random amount C ∼ Unif of a mineral of type j. In
some occasions it can be that C is equal to zero.
• δρ = −ej = (0, . . . , 0︸ ︷︷ ︸
j−1
,−D, 0, . . . , 0︸ ︷︷ ︸
q−j
, 0), which are the transitions where we drop
a quantity of D of type j mineral.
• δρ = eq+1 = (0, . . . , 0︸ ︷︷ ︸
q
, 1), which are the transitions where we pick a hammer
from the store.
These transitions are only admissible as long as ρi+1 ∈ S, which is considered fixed.
When the agent uses a hammer to get mineral and the quantity he is going to receive
is outside the support S the mineral quantity stays the same whereas the hammer is
lost anyway. Figure 7 illustrates the setup with the constrain set S.
Since now the environment is stochastic, we can’t define the same distance to a
target goal in order to build the RL curriculum. Consequently, the first stage of the
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Figure 6: Schema of the Constrained Attributes environment. U1 and U2 are uniform
probability distributions
curriculum are goals with high probability of being at just one transition away from
the start, and next stages are defined by the euclidean distance in the attribute space
between the start and the end of the task.
Similarly as with other environments, at test-time, the evaluation tasks consist
in obtaining a predefined number of items of each type ρtarget = (n1, . . . , nq, ∗) (the
number of hammers is not predefined). Since being close to the boundary reduces the
probability of executing the desired transition (as it is possible to lose the hammer
without getting any mineral), planning in this environment essentially consists in
traversing the attribute map trying to stay away from the boundary of S. Table 1
shows that our structured attribute model is able to leverage the geometric structure
of the environment to significantly outperform both RL and unstructured attribute
baselines.
Training details
The RL with curriculum is trained in 80M steps. Our model trained in 40M steps for
exploration and 40M steps to train the policy. We have used a two fully-connected
layers net with 128 hidden units per layer. The batch size was of 5000 steps for the
policies. We have trained the exploration policy with α1 = 0 and α2 = 1. Figure 8
displays the positive (resp. negative) transitions discovered by piexpl (resp. piexec) as
training progresses.
In this game the transitions are only admissible as long as ρi+1 ∈ S. In our
experiments we have defined this support as S = {v ∈ R+ × R+ | 2.5 ≤ d(v, (6, 1)) ≤
7}. This set is illustrated in Figure 7 as the blue zone. In the figure, the black strips
show the area where the agent starts the game.
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Figure 7: Support S of the attributes in the constrained attributes game. The black
strips show the area where the game starts. The axis are the number of
mineral of each type the agent has collected.
Figure 8: Rate at which positive and negative examples are being generated by
piexpl and piexec on the Constrained Attributes environment
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6 Conclusions
We have presented a model for decision problems where the structure of the environ-
ment is used to decompose complex tasks in simpler tasks. This decomposition is
computed by a planning algorithm that maximizes the probability that the agent will
achieve a list of atomic tasks that leads to the completion of our goal task, according
to the empirical probabilities observed at training time. This schema is based on
that from [Zhang et al., 2018] where the space structure is given by a set of binary
attributes, and extended to contemplate attributes in more complex spaces, and
which have more structure by themselves.
As our experiments show, the attributes approach outperforms clearly the classic
reinforce approach, even when a curriculum is provided for a better learning. We can
also see that giving a structure to the attributes leads to much better performances,
especially when the space of attributes is large and the unstructured attribute model
suffers from a lack of generalization.
Future work
There are multiple lines for future work. Regarding the exploration phase, it could
be interesting to register the counts according to a hash function instead of just
marginalizing. For the execution policy, an important step would be to improve the
covering of the attribute space. This could be done in several ways.
One way to achieve it could be to alternate in the same game between both agents
(exploration and execution) so that the first one reaches unseen areas of the space
and then the second one learns how to move there. This would be in contraposition
to what we have done in this work which is playing a full game always with the same
policy.
Another way to improve the covering of the attribute space would be focusing on
the task proposal mechanism, which could be also a learned agent. This agent would
be trained as an adversarial network in the sense that it would have to find difficult
tasks for the execution policy (although possible), in order for it to learn them.
Other interesting ideas that could become interesting lines of work would be to
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have a generative model that computes the possible edges from each point (based
on the edge detector) instead of having the memory buffer store all seen edges, or
also to learn from the exploration episodes in an off-policy manner, to reduce sample
complexity.
A possible drawback of our model is that its performance can be reduced when
the environment is highly stochastic or multi-agent, as our ability to perform a
change in the attributes no longer depends completely on the agent actions. In this
line the model could be generalized to adapt to the situation when more than one
transition can happen at the same time, or when a transition can happen with a
stochastic variation. Here it might be useful to consider a distance or similarity
between transitions, instead of just accepting a transition when it is exactly equal to
the one we were expecting.
And lastly, another important line of work here would be to expand the attribute
space. In this work we have just considered the simpler spaces (natural arithmetic,
modular arithmetic, and real values), they could be extended to more exotic algebraic
and geometric structures as modular real values, rigid motions, or dihedral groups.
An important future step is also to make the agent able to learn by itself in which of
these spaces the attributes are set, as it is unrealistic to think that the attributes
structure will be always known in all possible scenarios.
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