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Abstract—The feature selection techniques are used to find 
the most important and relevant features in a dataset. 
Therefore, in this study feature selection technique was used to 
improve the performance of Anomaly Detection. Many feature 
selection techniques have been developed and implemented on 
the NSL-KDD dataset. However, with the rapid growth of 
traffic on a network where more applications, devices, and 
protocols participate, the traffic data is complex and 
heterogeneous contribute to security issues. This makes the 
NSL-KDD dataset no longer reliable for it. The detection 
model must also be able to recognize the type of novel attack 
on complex network datasets. So, a robust analysis technique 
for a more complex and larger dataset is required, to overcome 
the increase of security issues in a big data network. This study 
proposes particle swarm optimization (PSO) Search methods 
as a feature selection method. As contribute to feature analysis 
knowledge, In the experiment a combination of particle swarm 
optimization (PSO) Search methods with other search methods 
are examined. To overcome the limitation NSL-KDD dataset, 
in the experiments the CICIDS2017 dataset used. To validate 
the selected features from the proposed technique J48 
classification algorithm used in this study. The detection 
performance of the combination PSO Search method with J48 
examined and compare with other feature selection and 
previous study. The proposed technique successfully finds the 
important features of the dataset, which improve detection 
performance with 99.89% accuracy. Compared with the 
previous study the proposed technique has better accuracy, 
TPR, and FPR. 
Keywords—Feature Selection, Anomaly Detection, 
CICIDS2017, Correlation-Based, PSO Search 
I. INTRODUCTION
More applications, protocols and devices connected on 
data networks , will produce a huge and heterogeneous data 
which in turn contributes towards the increase of 
dimensionality of data. The increase of dimensionality of 
data causing more challenges in data analysis, specifically in 
a case of intrusion detection system (IDS) or anomaly 
detection system. As mentioned in [1] Analyzing network 
traffic and selecting relevant features is one of the challenges 
of handling large volumes of network data. The same 
problem has been stated in [2]. The increase of 
dimensionality of data will challenge the feature selection 
and feature extraction methods. 
Feature selection is considered as a method for 
dimensional reduction [3]. Many methods of feature 
selection have been developed and implemented. In [4], the 
information gain applied as a feature selection technique, 
from 41 features only 16 features have a good effect on 
classification algorithm. Research in [5] applies information 
gain on the NSL-KDD dataset, by selecting features with IG 
over 0.40 from 41 features is reduced to 8 features. Another 
researcher in [6] also implement an information gain 
technique on 41 features of the NSL-KDD dataset and 
resulted in 8 features. The experiment results on 
identification/classification of five attack classes/types  show 
that accuracy of class Normal=99.7%, DoS=99.9%, 
Probe=96.5%, U2R 99.4% and URL=98.0%. Previous 
studies have shown that information gain techniques provide 
relatively good performance in selecting the best and 
relevant features that contribute to higher accuracy of 
anomaly detection. However, with the information gain and 
the gain ratio technique, user knowledge is required to 
determine the minimum merit value (IG value). This 
minimum merit will affect the number of selected features. 
On other hand, the downside of the NSL-KDD dataset is, it 
only has 41 features. Thus, a larger dataset is required to test 
IDS that need more features to increase its accuracy. This 
study overcomes the disadvantages of information gain and 
gain ratio techniques by using correlation-based feature 
selection techniques. 
With the fast-growing of traffic flow in the modern 
network. more huge data will be produced. Therefore, the 
NSL-KDD dataset will no longer able to represent real-world 
traffic models. To overcome this problem, [7] creates a 
dataset namely CICIDS2017. The CICIDS 2017 is designed 
to represent Real-world network traffic data[8]. This 
circumstance motivates the researchers in this paper to utilize 
the dataset. In the anomaly or attack detection systems do not 
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use all features, instead, only a few relevant features are 
required by them. Thus, the challenge is to choose the best 
and important features in a complex dataset such as the 
CICIDS2017 dataset that can optimize the detection 
accuracy as well as the processing time. To select an 
important and relevant feature, experimentations are 
required. This paper evaluates Correlation-based Feature 
Selection (CFS) techniques with different search methods 
and its capability to search relevant features on a huge 
dataset. CFS is the most simple way of finding important 
features[9]. CFS eliminates all the features that are redundant 
and do not have a correlation between them that significantly 
improves execution speed[10]. There are 78 features in the 
CICIDS2017 dataset. Not all of these features are important 
and relevant for classifying traffic data. The main objective 
of this research is to analyze and design an ideal feature 
selection technique that can produce an important and 
relevant feature, which can improve the anomaly detection 
performance. To achieve the research objective, a novel 
feature selection techniques are proposed. In this study, PSO 
search method proposes as a feature selection technique and 
validates with the J48 classification algorithm. In contrast to 
Information Gain as previously described, the PSO search 
method is able to analyze and generate relevant features 
without user intervention. In the experiment, a combination 
of PSO Search methods with other search methods in 
correlation-based feature selection was also tested and 
compared. This to give a strong knowledge of the 
performance of correlation-based feature selection 
techniques in feature analysis. For validation purposes, the 
classification algorithm J48 is used for the detection type of 
traffic on the  dataset. This traffic then identifies as benign or 
attack traffic. 
This article is structured in five sections. Section I gives 
an introduction and research background. Section II 
describes a conceptual theory on feature selection 
method/technique and related works. Section III presents the 
details of the research methodology including the 
experimental setup and the proposed techniques. Section IV 
presents experimental results on the proposed feature 
selection techniques as well as its performance analysis and 
Section V concludes the work. 
II. CONCEPTUAL THEORY AND RELATED WORK
A. Feature Selection Method
As mentioned in [11] and supported by researchers in
[12], one method for dimensional reduction of the dataset is 
feature selection. Feature selection can be applied to a 
dataset to select relevant and important features. According 
to [13] the feature selection process consists of four steps as 
follows subset generation, subset evaluation, stopping 
criterion, and result validation. The subset generation is a 
heuristic step with a search procedure for selecting a new 
feature subset as a candidate for evaluation. For each new 
subset generated will be evaluated by evaluation criteria. 
Stopping criterion will be fulfilled if one of the search 
processes in the generation of subset creation is complete, or 
the merit of the selected subset of features is acceptable. The 
final step is result validation, used as empirical evidence of 
the selected feature set. 
The well-known feature selection methods are: filtered, 
wrapper, and embedded methods[14]. The filtered method 
uses ranking as criteria for determining relevant features. A 
suitable ranking criterion is used to score features or 
variables. A threshold value is then set to eliminate features 
having a score below the threshold value.  Some examples of 
filtered methods include Correlation-based Feature Selection 
(CFS), Markov Blanket Filter, Fast Correlation Based 
Feature Selection (FCFS), etc. The wrapper method uses a 
predictor as a black box and the predictor’s performance is 
determined as an objective function to evaluate the variable 
subset. The wrapper method includes Sequential Forward 
Selection, Sequential Backward Selection, Genetic 
Algorithm (GA), Simulated Annealing, Randomized Hill 
Climbing, etc.  The embedded method incorporates feature 
selection as a part of the training process as the main 
approach to reduce computation overhead.  Examples of the 
embedded method include Decision Tree, Random Forest, 
Naive Bayes, Support Vector Machine (SVM), methods 
based on regularization techniques, etc. 
B. Related Work
Some researchers have carried out studies on feature
selection techniques with different datasets and techniques or 
methods. For example, work in [15] propose a filtered-based 
feature selection algorithm namely Flexible Mutual 
Information Feature Selection (FMIFS) and combine with 
Least Square Support Vector Machine based IDS (LSSVM-
IDS). This method implemented on the KDD CUP'99, NSL-
KDD, and Kyoto 2006+ dataset. The proposed method has 
better accuracy and computational cost than the state-of-the-
art methods. While research in [16] using a Genetic 
Algorithm as feature selection techniques. This method 
combines with the Support Vector Machine (SVM). The 
proposed method implemented on KDD CUP 99 and 
UNSW-NB15 dataset achieve high accuracy and low FPR 
value when implemented. Research in [17] using the 
combination of Maximal Information Coeffecient (MIC) and 
Principle Component Analysis (PCA) to create detection 
algorithm. The proposed algorithm test on DARPA 1999 
dataset. This algorithm namely MSPCA is effectively select 
features and result in high detection accuracy. Another 
research in [18], proposed a fusion detection algorithm. A 
chi-square feature selection applied on NSL-KDD to select 
the best feature. Next, a multiclass SVM implemented to 
classify a network attack. The proposed method achieve high 
detection accuracy and FPR lower. 
 Furthermore, research in [19], proposed the combination 
of discretized differential evolution (DDE) with C4.5 
classification algorithm implemented to analyze NSL-KDD 
dataset. The test with the reduced feature set result in the 
detection rate is improved with training and testing time 
lower. However, the most of previous studies used the NSL-
KDD dataset which only has 41 features. in other words, the 
NSL-KDD data set can no longer be relied on to represent 
today's very large and complex data traffic. As mentioned in 
[7] the dataset that available since 1998 (including NSL-
KDD) is out of date and unreliable for investigating
robustness and accuracy of anomaly detection systems that
need a dataset with more numbers of features. This study
proposes an ideal feature selection technique that is capable
of producing relevant features for anomaly detection systems
on large traffic with complex data. Therefore we need a more
reliable dataset. Therefore, the CICIDS2017 dataset use for
the experiments. The detail explanation on the dataset is
given in Sub-section III-B.
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Referring to [20] research on determining a subset of 
features, a search method is applied to obtain the most 
relevant features. Search methods can use forward selection, 
backward elimination, or a combination. Based on related 
studies the authors conducted a combination of search 
methods and classification algorithms to get the most 
relevant features that can improve the detection system. 
III. RESEARCH METHODOLOGY
In this section,  the experimental setup, dataset, 
correlation-based feature selection, classification method, 
and the proposed technique is described. 
A. Proposed Feature Selection Method
In this paper, a new feature selection technique is
proposed. The objective of the propose technique is to select 
the most important features from the CICIDS2017 dataset. 
The selected feature is then used to classify normal and 
attack class of traffic. To meet the objective, this paper 
proposes a combination of the feature selection approach. 
For a clear view, Figure 1 illustrates the workflow of the 
proposed technique. 
In the initial experiment, feature analysis was carried out 
with a single search method such as Best-First (BF), 
Evolutionary, Greedy-stepwise (GS), and PSO-search and 
validated with the J48 classification algorithm, to test the 
ability to detect normal traffic and attacks with selected 
features. Furthermore, testing the combination of the PSO-
Search search method and other search methods is carried 
out and the results are compared. So that it is obtained the 
most ideal method for detecting traffic anomalies. In this 
study, the attack traffic is considered as anomalous traffic. 
Beside propose a combination PSO Search method of 
correlation-based feature selection with J48 classification 
algorithm, a couple of combinations of the selected features 
from the PSO Search method combine with Best-First Search 
and PSO Search combine with Evolutionary Search 
examined and validated through a training process using the 
J48 classification algorithm. 
B. CICIDS2017
The CICIDS2017 is proposed by researchers in [21], to
overcome the limitation of publicly available IDS dataset 
that meet real-world network traffic criteria [7]. The 
CICIDS2017 is the valid dataset[22], it is the largest and 
most commonly used dataset[23]. The 20% of 
MachineLearningcsv from the CICIDS2017 dataset used in 
this experiment are described in Table 1. This dataset 
consists of 78 features and normal traffic and attack traffic. 
CICIDS2017 dataset is a huge volume of data and high class 
imbalanced. To handle class imbalanced, as suggest in [24] 
re-labeled class is done as shown in Table 1. 














Normal Benign 454,306 1 80.245 





2,717 0.00598 0.480 







76,445 0.16827 13.503 
Infiltration Infiltration 6 0.00001 0.001 









426 0.00094 0.075 
Total Instances 566,149 
C. Units
As mentioned before, this research uses Correlation-
Based Feature Selection (CFS). This method is proposed by 
researchers in [25]. Correlation-based Feature Subset 
Selection is applied to calculate the merit of a subset of 
features with k number of features in (1). 
(1) 
where,  RFC = correlation between the class and the 
features; 
rfc = average value of feature-class correlation; 
rff = average value of feature-class correlation; 
k = number of feature in feature set start with 0 (empty) 
Correlation coefficient value is the level of eligibility of 
the selected subset which is considered as one of the 
performance metrics to identify the best subset selection 
technique. The level of correlation must be higher than the 
correlation between features and class attributes and must be 
the lowest among its features [26]. As the number of features 
increases, the level of correlation between classes and 
features increases, because newly added features are lack of 
correlation to the selected features and may have good 
dominance over higher correlations with class [27].  
The correlation-based feature selection has been widely 
used in many research and using vary search method, for 
Fig. 1. The Propose Method used in the Experiment 
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example : research in [28] implement Best first, Greedy 
Stepwise, Exhaustive search, Genetic search, Random search 
and Scatter search VI to select relevant feature from NSL-
KDD dataset. Research in [29] using the Best-First Search 
method for finding an important feature on KDD CUP 99 
dataset.  Another research in [30], using a correlation-based 
feature selection technique to reduce 41 features of NSL-
KDD. These techniques compare with chi-square feature 
selection. Correlation more effectively reduces the feature of 
NSL-KDD from chi-square. 
D. Classification Algorithm
Classification is one of the machine learning functions.
The classification method has been widely used in intrusion 
detection research. Many methods have been developed and 
applied to solve the security problem. In this research to 
validate the feature selection method, the J48 classification 
algorithm is used. J48 or knowing as the C4.5 algorithm is 
one of the decision tree algorithm, the pseudocode of the 
algorithm is shown in figure 2[31].  
E. Measurement Metrics
For performance evaluation of anomaly detection in this
research, the confusion matrix as listed in table 2 is used. 




Positive TP FN 
Negative FP TN 
Entries in Table 2 are defined as follows, 
• TP (True Positive) is attack class that is properly
defined as an attack;
• FP (False Positive) is a normal class defined as an
attack;
• TN (True Negative) is a normal class which is defined
as normal;
• FN (False Negative) is a class of attack defined as
normal.
By the above definitions, the performance of 
classification can be measured in terms TPR (True Positive 
Rate), FPR (False Positive Rate), Accuracy, and F-Measure 






For experiment purpose, a notebook powered by Intel
Core i7 processor, 2.70 GHz and 8 GB RAM with Windows 
10 as Operating System is used. Software Weka3.9 with 
heap size 3072 MB is utilized as an analysis tool. Weka is a 
machine learning tool[32] and for feature selection 
technique, Weka Library function used in this experiment. 
The experiments were carried out in three stages:  1) Feature 
selection stage is performed for correlation-based feature 
selection with different search methods include CFs-
BestFirst, CFs-Evolutionary, CFs-GreedyStepWise, and 
CFs-PSO. This stage produces selected features;  2) Next is 
the training stage where selected features will be trained by 
classification algorithm J48, and 3) Detection performance 
evaluation stage. In this stage, true positive rate (TPR), false-
positive rate (FPR), Accuracy, and Processing Time are 
measured to compare the detection performance of the 
techniques implemented during the experiments. The 10-fold 
cross-validation for feature selection and classification was 
used in the evaluation. The reason for using Cross-validation 
10-fold is that it reduces computation time while maintaining
an accuracy classification algorithm[33]. In the 10-fold
cross-validation test, The input dataset is randomly divided
into 10 fold by the same size. From the 10 fold, 9 fold are
used as training data and 1 fold section for testing data.
Furthermore, this process is repeated 10 times until each fold
is tested. This evaluation method has been used in research
[5], [32] and [34].
IV. RESULT AND ANALYSIS
In this section, Firstly, the experiment results from the 
feature selection using various methods are presented in Sub-
section IV-A. Sub-section IV-B presents the results of 
correlation-based feature selection and followed by the 
results of the learning process of the J48 classification 
algorithm. The performance analysis and discussion about 
the findings from the experiments are presented in Sub-
section IV-C. Lastly, Sub-section IV-D discusses the 
comparison results. 
A. Experimental Data
The CICIDS2017 dataset used in this experiment has 78
features consisting of 77 network data traffic information 
features and 1 feature as a label. Table 3 shows the 77 
features analyzed using the proposed feature selection 
technique.  
B. Selected Features from Proposed Method
The proposed technique is a kind of simple way of
feature selection by combining selected features from Best 
First, PSO, and Evolutionary searches. Feature selection 
using GS and BS produces 6 features with exactly the same 
feature types. While evolutionary produces 8 features. PSO 
Search produces 15 features, The proposed method, PSO 
Search produces 15 features, PSO + BF 16 features and PSO 
Fig. 2. C4.5 (J48) Pseudocode 
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+ Evo produces 20 features. The list of features produced by
each feature selection technique is presented in table 4.













f1 Bwd Packet Length Std f21 Flow IAT Mean f41 Packet Length Std f61 Bwd Avg Bulk Rate 
f2 Flow Bytes/s f22 Flow IAT Max f42 Packet Length Variance f62 Subflow Fwd Packets 
f3 Flow Packets/s f23 Flow IAT Min f43 FIN Flag Count f63 Subflow Fwd Bytes 
f4 Flow IAT Std f24 Fwd IAT Total f44 SYN Flag Count f64 Subflow Bwd Packets 
f5 Fwd IAT Std f25 Fwd IAT Mean f45 RST Flag Count f65 Subflow Bwd Bytes 
f6 Bwd IAT Std f26 Fwd IAT Max f46 PSH Flag Count f66 Init_Win_bytes_forward 
f7 Bwd Packets/s f27 Fwd IAT Min f47 ACK Flag Count f67 Init_Win_bytes_backward 
f8 Destination Port f28 Bwd IAT Total f48 URG Flag Count f68 act_data_pkt_fwd 
f9 Flow Duration f29 Bwd IAT Mean f49 CWE Flag Count f69 min_seg_size_forward 
f10 Total Fwd Packets f30 Bwd IAT Max f50 ECE Flag Count f70 Active Mean 
f11 Total Backward Packets f31 Bwd IAT Min f51 Down/Up Ratio f71 Active Std 
f12 Total Length of Fwd Packets f32 Fwd PSH Flags f52 Average Packet Size f72 Active Max 
f13 Total Length of Bwd Packets f33 Bwd PSH Flags f53 Avg Fwd Segment Size f73 Active Min 
f14 Fwd Packet Length Max f34 Fwd URG Flags f54 Avg Bwd Segment Size f74 Idle Mean 
f15 Fwd Packet Length Min f35 Bwd URG Flags f55 Fwd Header Length f75 Idle Std 
f16 Fwd Packet Length Mean f36 Bwd Header Length f56 Fwd Avg Bytes/Bulk f76 Idle Max 
f17 Fwd Packet Length Std f37 Fwd Packets/s f57 Fwd Avg Packets/Bulk f77 Idle Min 
f18 Bwd Packet Length Max f38 Min Packet Length f58 Fwd Avg Bulk Rate 
f19 Bwd Packet Length Min f39 Max Packet Length f59 Bwd Avg Bytes/Bulk 
f20 Bwd Packet Length Mean f40 Packet Length Mean f60 Bwd Avg Packets/Bulk 






Features ID. Of Selected Features 
Best First 6 f1, f8, f13, f19, f67, f69 
Greedy 
Stepwise 
6 f1, f8, f13, f19, f67, f69 
Evolutionary 8 f12, f13, f18, f20, f51, f67, f69, f73 
PSO 
(Proposed-1) 
15 f1, f8, f18, f19, f27, f31, f42, f50, f63, f65, 




16 f1, f8, f13, f18, f19, f27, f31, f42, f50, f63, 
f565, f66, f67, f69, f70, f72 
PSO+Evo(Pr
oposed-3) 
20 f1, f8, f12, f13, f18, f19, f20, f27, f31, f42, 
f50, f51, f63, f65, f66, f67, f69, f70, f72, 
f73 
C. Performance Analysis
The features selected from each feature selection method
is then used by the J48 algorithm to identify/classify normal 
traffic and attacks on the dataset. The TPR, FPR, Accuracy, 
and processing time are recorded. The TPR of attack 
identification/classification for each feature selection method 
is listed in Table 5. 
Comparing the TPR of weighted attack 
identification/classification, the propose method achieves the 
highest TPR value of 0.999 in detect the Normal, DoS/DDoS 
and PortScan. The proposed technique of PSO+J48, 
PSO+BF+J48 and PSO+Evo+J48 almost have the same 
achievement. Furthermore, only using selected features of 
BF and GS the J48 can identify/classify infiltration attacks, 
even in small percentages. Based on the experiment result, 
only the propose method can detect Bot and Web Attack.  
Overall, using the selected features resulted from the 
PSO+Evo feature selection method gives the best attacks 
identification/classification results as the TPR values are 
higher than others. 


















Normal 0.999 0.977 0.975 0.977 0.999 0.999 0.999 
DoS/DDo
S 0.999 0.998 0.994 0.998 0.999 0.999 0.999 
PortScan 0.999 0.996 0.996 0.996 0.999 0.999 0.998 
Bot 0.717 0.468 0.465 0.468 0.715 0.716 0.715 
Web 
Attack 0.983 0.120 0.104 0.120 0.933 0.933 0.923 
Infiltration 0.000 0.417 0.000 0.417 0.000 0.000 0.017 
Brute 
Force 0.996 0.996 0.982 0.996 0.996 0.996 0.995 
The FPR of classification using different results of 
feature selection methods are listed in Table 6. The 
experiment results shown is Table 6 indicate the propose 
method has the lowest FPR value of 0.002 for detection the 
Normal traffic compare with others. Overall, the FPR value 
of attack detection using selected features from the proposed 
technique is lower than the FPR value of Best-First, 
Evolutionary, and GreedyStepWise methods. The main 
objective of attack detection systems development is to 
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identify the attack with high accuracy, high TPR, and low 
FPR values. Thus, the proposed techniques are promising. 
But still, have a problem in detection infiltration attack. 


















Normal 0.002 0.007 0.011 0.007 0.002 0.002 0.002 
DoS/DDoS 0.000 0.020 0.023 0.020 0.000 0.000 0.000 
PortScan 0.000 0.000 0.001 0.000 0.000 0.000 0.000 
Bot 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Web 
Attack 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Infiltration 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Brute 
Force 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
The average Accuracy of attack detection/classification 
using the selected features resulted from each method is 
show in figure 3. The experiment result show the accuracy of 
All+J48 method achieve 99.98%, BF+J48 98.04%, Evo+J48 
97.73, GS+J48 98.04, PSO+J48 99.89%, PSO+BF+J48 
99.98% and PSO+Evo+J48 99.88%. Overall, The proposed 
method achieves accuracy above 99,88%. Although, the 
accuracy of the classification of attacks using all features 
also has the same accuracy with the proposed method, but 
still has the limitation that will describe in the next. 
To ensure the test results in this study, the F-measure 
value is presented in table 7. The F-Measure value is also 
used to measure the performance of the classification 
machine. The results show that the method used has a good 
performance in detecting normal traffic types, DoS / DDoS, 
PortScan, Bot, Web Attack, and Brute Force. However, the 
proposed method still has problems detecting the type of 
infiltration attack. This will be the aim of further research. 


















Normal 0.999 0.988 0.986 0.988 0.999 0.999 0.999 
DoS/DDoS 0.998 0.938 0.929 0.938 0.999 0.999 0.999 
PortScan 0.996 0.995 0.993 0.995 0.996 0.996 0.996 
Bot 0.806 0.628 0.627 0.628 0.821 0.820 0.817 
Web 
Attack 0.976 0.212 0.184 0.212 0.945 0.946 0.942 
Infiltration 0.000 0.560 Nan 0.560 Nan Nan 0.041 
Brute 
Force 0.997 0.986 0.971 0.986 0.997 0.997 0.997 
Another way to look at classification engine performance 
is the processing time. The observations on the processing 
time of the identification/classification using selected 
features resulted from each feature selection method are 
presented in Figure 4. The results show that the processing 
time of the J48 classification algorithm using all feature (78 
features) is take a longer time. Based on the experimental 
results, it can be concluded that the number of features 
analyzed greatly influences the processing time. This also 
shows that the ability of the feature selection algorithm to 
select the best feature also affects the performance of the 
detection engine. 
D. Comparison with previous studies
The objective of this study is to proposed a feature 
selection technique that effectively improved an anomaly 
detection system. To validate the proposed technique has 
been achieved the research objective, a comparison with 
previous studies is done. Table 8 present the experiment 
result and performance of previous studies, the proposed 
method outperforms the previous studies in terms of 
accuracy. As listed in Table 7, the proposed-1 (PSO+J48) 
and the proposed-2 (PSO+BF+J48) achieves 99.89% of 
accuracy while the proposed-3 (PSO+Evo+J48) achieves 
99.88% of accuracy. 
TABLE VIII.  COMPARISON OF ACCURACY OF CLASSIFICATION 
TECHNIQUES BASED ON ITS SELECTED 
Studies Technique Dataset Accuracy
(Ahmim et 
al., 2019) [22] 
the combination of three 
different classifiers 
namely, REP Tree, JRip 





ed et al., 
2019) [35] 
Dimensional reduction 
using auto-encoder and 









elimination using random 








Feature selection using 
Correlation-Based with 







Feature selection using 
Correlation-Based with 
BF+PSO Search method 






Feature selection using 
Correlation-Based with 
PSO+Evo Search method 




Fig. 4. Comparing the Process Time Accuracy Proposed Method 
Fig. 3. Accuracy Proposed Method 
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V. CONCLUSION
In order to produce important and relevant features, it is 
necessary to carry out feature analysis and testing. The best 
feature selection technique will produce the best and relevant 
features that contribute to the improvement of the 
classification algorithm’s performance. To provide the best 
and important features, the PSO-search method on the 
correlation-based feature selection technique combine with 
J48 the classification algorithm is proposed in this paper. The 
combination of the other search method to select the 
important features also investigated. The proposed technique 
has tested and the results show that the attacks detection 
using the J48 algorithm and the propose method outperforms 
the existing techniques/methods in term of Accuracy, TPR, 
and FPR. In other words, the selected features resulted from 
PSO Search and the combinations of PSO+BF also 
PSO+Evo improve TPR and Accuracy of the J48 
classification algorithm. Surprisingly, the proposed method 
shows better accuracy compared to other existing techniques. 
Furthermore, by utilizing the selected features from the 
proposed feature selection techniques, the J48 algorithm can 
detect normal and attacks traffic. By optimizing the feature 
selection method/technique in turn, it will improve 
significantly the accuracy of the anomaly detection system. 
In the future, the authors of this paper consider the 
improvement of the anomaly detection system for 
imbalanced data. 
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