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Abstract 
Masini, A., 2-Sequent calculus: a proof theory of modalities, Annals of Pure and Applied 
Logic 58 (1992) 229-246. 
In this work we propose an extension of the Gentzen sequent calculus in order to deal with 
modalities. We extend the notion of a sequent obtaining what we call a 2-sequent. For the 
obtained calculus we prove a cut elimination theorem. 
1. Introduction 
In this work we propose an extension of the Gentzen sequent calculus [3], that 
we call Z-sequent culculus, in order to obtain a proof theory of modalities. 
It is well known that there does not exist any ‘general’ proof theory for 
modalities. In practice an acceptable modal proof theory is possible when we deal 
with very powerful modalities, like those of the S4 and SS modal logics. 
The reason is that S4 and S5 modalities behave quite similar to first- and 
second-order quantifiers. 
For example let us consider the introduction rules of the modality 0, in a 
sequent calculus, when we want that Cl behaves like the S4 modality. 
l-‘,Al-A 
I-, OAkA 
q l- 
A well known example of such rules may be found in Girard’s linear sequent 
calculus, where the previous rules correspond to the ‘of course’ rules for the 
‘exponential’ !. 
If we analyze the introduction rules of Cl in analogy with the rules for V in the 
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Gentzen calculus LK, we can note that the rule 0 t works very similar to the V k 
rule, namely the introduction is not bound to any side condition. 
More delicate is the case of the right introduction rule t Cl; if we look at the LK 
rule I- V 
we have that it is bound by the following side condition on the variable x: “x must 
not be free in r, A”. 
From an intuitive point of view, we can think that the modality Cl behaves as a 
universal quantifier on an ‘implicit modal variable’. By imposing that the premise 
be Or t OA, A, we assert that the antecedent and the succedent (except A) are 
‘closed w.r.t. the implicit modal variable’. 
Unfortunately, when we want to deal with modalities more basic than those of 
S4, this approach does not work. 
In literature there are a number of attempts to give a proof theory for basic 
modalities (see [2], [lo]). 
For example, a typical rule of these systems is the Cl rule: 
This rule does not give any information on the meaning of the 0 modality, and 
furthermore it does not allow us to associate a natural deduction system to the 
proposed calculus. As logical rules on the right correspond to introduction rules 
and logical rules on the left correspond to elimination rules, there is no way to 
have a clear translation of this rule into a natural deduction system. A possible 
solution is that of translating the Cl rule into the following inference figure. 
This is an introduction rule of 0 (corresponding to the introduction of 0 on the 
right of the sequent r t A) plus a rewriting of assumptions rwith Or, denoted by 
[r], (corresponding to the introduction of 0 on the left of the sequent I’FA). 
This is not a good solution. 
In our opinion a sequent calculus must not be merely a calculus to prove 
theorems of logic (i.e., a deductive system), but more appropriately a theory 
about deductive systems [4,5], i.e., a sequent r t A represents a proof, in a 
deductive system, of A under the assumption r. 
A ‘good’ sequent calculus must enjoy the following basic characteristics: 
1. It is logistic and locally correct: 
Logistic [3] means that the proofs do not contain assumption formulas. Locally 
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correct means that sequents that are premises of a rule r contain all the 
information for applying r. This means that each rule is applicable correctly in a 
local way. As the calculus is logistic we have also its global correctness. 
2. For each logical connective there are introduction rules on the left and on 
the right. Such rules tell us: 
(a) The meaning (from a proof theoretical point of view) of connectives. 
(b) How the connectives behave ‘separately’ with respect to hypotheses and 
conclusions; this point is crucial as it gives us precise information on the way a 
natural deduction may be associated to the sequent calculus. More precisely, if 
we want to associate a natural deduction to a sequent calculus we have that [5]: 
(i) Logical rules on the right correspond to introduction rules of the natural 
deduction system. 
(ii) Logical rules on the left correspond to elimination rules of the natural 
deduction system. 
3. There is a cut rule and a cut elimination theorem: 
As proofs in deduction systems can be easily done (as in usual mathematics) 
using lemmas, and as sequent calculus represents the theory of deduction 
systems, it must formalize proofs by lemmas with an appropriate rule, namely the 
cut rule. We need also a cut elimination theorem for two reasons: 
(a) It proves that lemmas in deductive systems are redundant. 
(b) It allows the study of normal proofs. 
In this work we propose a new calculus to give a proof theory of modalities, the 
new calculus is based on an extension of the notion of sequents called 2-sequents. 
A 2-sequent will be an expression of the kind r t A where r and A are not 
merely sequences of formulas as for classical sequent, but ordinate sequences of 
sequences of formulas (2aequences). We can imagine the hypotheses and 
conclusions organized in levels as in the following example: 
A,B D 
C kE,F 
G 
Formulas A, B, D are at level 1, formulas C, E, F are at level 2 and formulas G 
is at level 3. 
The idea is that modalities may be introduced by internalizing the level 
structure of 2-sequents. 
With respect to the 2-sequent 
A,B D 
C tE,F 
G 
the occurrence of the formula G is at level 3 and furthermore there are not any 
other formulas at the same (or higher) level. This condition, as we will see in the 
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paper, authorizes to introduce on the right the 0 modality obtaining the new 
2-sequent 
A,B D 
C tE,F,tlG 
Note that now there are no formulas at level 3 and that the new formula q G is 
now at level 2. 
In the work we will propose a general basic proof theory of modalities; we will 
see that the proposed theory may be easily instantiated in the classical, 
intuitionistic and linear frameworks. 
2. Basic definitions and notations 
We introduce here the basic definitions that will be used in this paper. 
Definition 1. The language LM of propositional modal logic is given by the usual 
free construction on a denumerable set of propositional symbols, a set of 
propositional connectives and modal quantifiers 0, Cl. The language will be 
‘classic’, ‘intuitionistic’ or ‘linear’ according to the choice of propositional 
connectives of classic, intuitionistic, or linear logic. 
Now we introduce our extension of Gentzen sequents. 
Definition 2. A l-sequence is a finite (possibly empty) sequence of modal 
formulas. We denote with E the empty l-sequence. 
Definition 3. A Z-sequence is an infinite ‘vertical’ succession of l-sequences, 
r = { (~i},,<~<~ such that: 
3j~=l,Vksj, &=&. 
For each i the l-sequence ai is said to be at level i. The depth of r, denoted by 
#r is defined as 
min{i: i 2 0, Vk > i, ai, = E}. 
From a practical point of view we can assume the 2-sequences to be finite; in 
fact for each 2-sequence r of depth k we have that r has only empty l-sequences 
at level greater than k. 
In the following, modal formulas will be denoted by capital letters A, B, . . . , 
possibly indexed, l-sequences will be denoted by lower greek letters a, /I, . . . , 
possibly indexed and 2-sequences will be denoted by capital greek letters 
r, A,. . . , possibly indexed. 
Usually 2-sequences with depth greater than 0 will be represented graphically 
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in a vertical way such as 
%I 
where n is the depth of the sequence (we omit to write the empty l-sequences at 
level greater than the maximum level). 
Given two 2-sequences 
ffll hn 
r= i and A = i 
a;, Pn 
with T;A we mean: 
&I in 
If (Y is a l-sequence, we have that CX, E= E, a: = a. With 
T (with k > 0) 
we denote the 2-sequence of depth k + 1: 
E 
& 
A 
Definition 4. A 2-sequent is an expression r I- A where r and A are 2-sequences. 
The depth of a 2-sequent I’1 A, denoted by #(Tk A), is defined as 
max{#r, #A}. 
Definition 5. Let r k A be a 2-sequent and let A be an occurrence of a modal 
formula in the 2-sequent, A is maximal if it is at level k in r or A and 
k = #(T t A); A is a maximum if it is the unique maximal formula. 
3. A calcuhs for modalities 
As we have said in the introduction, there are several problems to give a basic 
proof theory for modalities. 
Our goal is to show that the 2-sequents are powerful enough for this aim. 
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Before giving the rules for modalities, we want to give some intuition to the 
reader. 
Let us consider the rules of LK to introduce the universal quantifier V: 
T,AtA 
Vl- 
l-‘kA,A 
r, VxAtA l-t A, VxA 
FV 
with the usual side condition for the rule t V: “the variable x must not be free in 
r, A.” 
The idea behind the side condition is a concept of ‘dependence’ between 
formulas with respect to free variables. 
We can think that two formulas sharing the same free variables are dependent, 
by using this concept we can reformulate the side condition of the FV rule as: 
“the formula A must be independent w.r. t. the variable x, of the formulas in r and 
A”. 
As a consequence we have that a dependence between formulas cannot be 
broken by introducing a universal quantifier on the right of sequents. 
Now we show that an analogous concept of dependence may be reformulated 
in the case of 2-sequents. 
Let S = rF A be a 2-sequent and let A be an occurrence of a formula at level k 
in A. We say that A depends on each occurrence of formulas in A and rat level 
greater than or equal to k. 
In order to introduce the 0 modality with respect to A the following side 
condition must be verified: “the occurrence of the formula A must be independent 
of the formulas in rand A”. This means that the 2-sequent S must have the form: 
where #T’ = #A’ = k - 1. This fact corresponds to the following side condition: 
“the occcurrence of A must be the maximum in rF A”. 
Now we must understand what the result is of the application of a 0 
introduction rule. Let us suppose to have the following 2-sequent: 
A 
rh 
A 
where the side condition for introducing the Cl modality w.r.t. the main formula 
A is verified. Our idea is that modalities ‘internalize’ the level structure of 
2-sequents. Therefore a natural way to introduce the 0 modalities w.r.t. the main 
formula A is to lift the resulting formula of one level, obtaining the 2-sequent: 
rk A 
a, CIA 
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We can observe that if in 
A 
rka 
A 
the occurrence of A was at level k, after the introduction of q the quantified 
formula CIA is at level k - 1. 
Summarizing we can state the following rule: 
where A must be a maximum. 
Now let us examine the problem of the introduction of the Cl modality on the 
left side of 2-sequents. As in the case of the left introduction of V in LK, we have 
no restriction, we can introduce the 0 with respect to each formula at every level 
by lifting the modalized formula of one level. This corresponds to a rule of the 
following kind: 
r 
PpA FA 
rl 
Kit 
r 
a, q A 
P 
FA 
r' 
The rule for the 0 modality is obtained in a purely symmetrical way, by 
interchanging the role of the left and right side of 2-sequents. 
Now we can give the basic calculus to deal with modalities; we do not give 
structural and propositional logical rules, as they are independent of the 
treatment of modalities. 
In the next section we will see how the 2-sequent calculus may be easily 
embedded in the three basic proof-theoretical frameworks, namely classic, 
intuitionistic and linear. 
3.1. Modal 2-sequent calculus 
Now we give the basic 2-sequent calculus (2SC); namely we give axioms, cut, 
and modal rules. 
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1. Axioms 
For each formula A we have the axiom 
2. Cut rule 
l-l- A; Ek 
A 
l-l; Ekt A’ 
A 
T;l-’ 1 A;A’ 
cut 
3. Logical rules 
(a) q introduction 
r 
r’ A 
cll- kcl 
r rk A 
cu, q A 
I-A 
~1, q4 
P 
r 
(b) 0 introduction 
A 
r 
a, OA 
tA 
A 
rp OA 
3-c 
A’ 
The rules t q and 01 have the restriction that the main formula A must be a 
maximum w.r.t. the premise of the rules. 
3.2. Some further comment 
A little discussion is necessary for the cut rule. The cut rule we have chosen is 
truly ‘good’ as we will see later that we can state a cut elimination theorem for it. 
It is natural to wonder whether it is possible to state a more liberal rule where we 
admit that the cut formula A may be at different levels in the 2-sequent premises 
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of the rule, namely we have the new cut rule: 
rkA;Ek 
A 
r’; 
l-;Z-’ I- A;A’ 
cut-bis 
With respect to the cut&s rule the following will be a correct proof: 
AI-A YE 
AA 
Ate 
A 
AtCiA 
It is easy to observe that there is not any cut-free proof for A t CIA; furthermore, 
the validity of a 2-sequent of the kind A k q A flattens the modal framework. 
4. The classical, intuitionistic and linear frameworks 
4.1. The classical framework 
The classical framework is obtained by adding for each level the ‘classical’ 
structural and propositional logical rules; we call C3SC the obtained calculus. 
More precisely we have: 
4.1.1. Structural rules 
1. exchange 
I- 
cu,A,B, PI2 
n 
exe 1 
r 
2. weakening 
r 
atA 
22 
Wt- r 
238 
3. contraction 
r 
cu,A,AbA 
2 
r 
ct 
a;AtA 
c 
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A 
rtcr,A,A 
z 
A 
tC 
rtff,A 
2 
4.1.2. Propositional logical rules 
We admit that for each level it is possible to use the classical logical rules for 
connectives. We give only the rules for the conjunction, the other rules may be 
obtained trivially. 
r r 
cx,AkA a,AtA 
r' A.Jzk r' 
r r 
At921 
(u,AABFA a,Br\AtA 
rl rr 
4.1.3. An associated Hilbert type system 
The proposed calculus, in the case of the classical framework, has an associated 
Hilbert type calculus, namely the modal logic KD. 
The modal logic KD is defined by the following logical axioms and inference 
rules: 
K q (AIB)=,(OAI>UB) 
D q AzOA 
Gen $ (Generalization). 
In order to prove the correspondence between KD and C-2SC we must give an 
interpretation of 2-sequents in terms of modal formulas. 
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Let cr=AI,. . . , A,, be a nonempty l-sequence; 
with&wemeanA,r\..*r\A,, 
with & we mean AI v - * . v A,, 
with&D&wemeanA,v...vA,, 
with &~BwemeanlA,v...vlA,, 
with .? 3 E we mean any false formula I (e.g. P A -IP). 
Let 7’WS be the set of all 2-sequents, and let WFF be the set of all modal 
formulas. The interpretation function r: ZIVS+ WFF is defined in the following 
way: 
r[atj3]=&36, 
z CUP 
[ 1 
rtA = (& 3 ,d) v q I(t[Tk A]). 
We can state the following theorem. 
Theorem 1. Let A be a modal formula. Then kA i.s provable in C3SC iff A is 
provable in KD. 
Proof sketch. The proof is simple but very long. The if side of the proof consists 
simply in showing that C-2SC proves axioms K and D and that moreover C-2SC is 
closed under generalization. For example the following is a proof in C-2SC of the 
axiom K: 
E E 
YE 
B’B A A 
& E 
A=B,A’B 
q (AIB)~ E 
A B 
IJ(AxB), OAt; 
q (A IJ B), q A I- IJB 
q (ADB)~OAIOB 
~U(AZB)D(OA~>OB) 
The only if side is a trivial but very long proof by induction on the structure of 
C-2CS proofs. We must only prove that, for a given C-2C2 rule, e.g. 
s1 s* 
s ’ 
if KD proves r[S,] and t[&] then KD proves t[s]. We leave the reader from the 
details of the proof. 0 
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4.2. The intuitionistic framework 
The intuitionistic calculus is simply obtained by a restriction on the form of 
2-sequents, namely we limit ourselves to 2-sequents with at maximum one 
formula (at some level) on the right side; we call I-2SC the resulting calculus. 
An intuitionistic 2-sequent is an expression r t 9 where r is a 2-sequence, and 
9 is a 2-sequence of the kind 
Ek 
A’ 
All the rules must be adapted, with suitable restrictions, to the case of 
intuitionistic 2-sequent; for a detailed analysis of the intuitionistic case see [8]. 
4.3. The linear framework 
An interesting question is: “What happens if we forbid completely the 
weakening and the contraction rules from the classical calculus?“. 
It is immediate that for each level we have the rules for multiplicative and 
additive connectives of Girard’s Linear Logic. 
For example instead of the A connective, we have the multiplicative 8 
(tensor) and the additive & (with). 
The rules for such connectives are (we adopt here, in analogy with linear 
sequent calculus, a formulation of 2-sequents with all formulas on the right-hand 
side) : 
Al 4 4 Al 
t L-X, A kcu’, B t-a, A ta, B 
A2 A; 42 42 
160 k& 
A,; 4 4 
t a; a’, A ‘8 B F a, A&B 
A,; A; A2 
We call L-2X the linear version of 2-sequent calculus. We can observe that the 
modalities 0, 0 represent a kind of ‘weak exponentials’, namely •i is a weak 
version of the ‘of course’ ! and 0 is a weak version of the ‘why not’ ?. 
It is only technical to prove that if in L-%X a formula A is provable then A is 
also provable in Linear Logic (substituting in A each occurrence of 0 with ! and 
0 with ?). 
It is interesting to note that in the calculus L-2SC, modalities represent a kind 
of linearization of Girard’s exponential. 
Linearity of modalities in L3SC is well expressed by the following proposition. 
Proposition 1. Let n be a cut free proof in L3SC of a 2-sequent t T. Then there is 
a one-to-one correspondence between the occurrences of modalities in T and modal 
introduction rules in n. 
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The proof is a trivial induction on the structure of proof. 
5. Cut elimination theorem 
We state here a cut elimination theorem for 2-sequent calculus; more precisely 
we present here the proof for the more general case of the classical framework, 
namely for C-2SC. The proof follows in principle the one given by Girard in [4] 
for the LK system. 
Definition 6. The degree of a formula is defined in the following way: 
6(A) = 1 if A is atomic, 
6(A A B) = 6(A v B) = 6(A 3 B) = max{G(A), 6(B)} + 1, 
6(1A) = 6(oA) = 6(UA) = 6(A) + 1. 
The degree of a cut rule I, denoted by d(r), is the degree of the cut formula. 
The degree of a proof x, denoted by d(n), is the maximum of the degrees of 
the cut rules in n. 
The height of a proof x, denoted by h(n), is defined as: 
h(lt) = max{h(n’): X’ is the proof of a premise of the last rule of JC} + 1. 
In the following with T&A we mean the 2-sequence obtained from r by 
deleting all the occurrences of A at level k, in r. 
In the proof of cut elimination, it is useful to work with proofs with a particular 
structure given by the following proposition, whose proof is a simple induction. 
Proposition 2. Let n be a proof of a 2-sequent S. Then, without augmenting the 
degree, we can build a proof J-C’ of S, called leveled, such that if in n’ there are two 
nonstructural rules r and r’, and r’ follows (from leafs to root) I, then the level of 
the main formulas of r is greater than or equal to the level of the main formulas of 
r’. 
Now we state the fundamental emma to prove the cut elimination theorem. It 
is important to note the role of depth of 2-sequents in order to apply the inductive 
steps. 
Lemma 1. Let A be the formula with 6(A) = D, let k be a natural number and let 
x, x’ be leveled proofs of the sequents T t A and I” t A’ such that d(x) < D and 
d(n’)< D. From JC, n’, we can build a proof a of T;T’kA t AkA;A’, such that 
d(m) < D. 
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Proof. Let r, r’ be the last rules of n and 36’ such that r has premises &t Ai 
proved by .ni, and r’ has premises rj t Ai proved by z:. 
The proof is done by induction on h(n) + h(~d’) and by cases on r, I’. 
Case 1: k > #A. By structural rules we obtain a proof of T;T’kA t AkA;A’. 
Case 2: k > #I”. Dual of Case 1. 
Case 3: Ed is an axiom (thus there is no r). We have two subcases: 
&kk Ek 
Subcase 3(a): n is A A. Using structural rules, we obtain a proof zv of 
Ek.@A f.. A’. 
A’ 
Subcase 3(b): n is ZF g. Using structural rules we obtain a proof ur of 
Case 4: d is an axiom. Dual of Case 3. 
Case 5: r is a structural rule. We can apply the inductive hypothesis to the 
proofs ,7~, and n’ obtaining a proof m, of &;FkA tAlkA;A’; by applying 
structural rules we obtain the thesis. 
Case 6: r’ is a structural rule. Dual of Case 5. 
Case 7: r is a logical rule not introducing A at level k on the right, or a cut rule. 
If #(TtA)a#(T’tA’) for each Jci we apply the inductive hypothesis 
to hi and J-C’ obtaining a proof mi of K;r’kA t AikA;A’. We can apply r to 
the uri. As r does not create new occurrences of A on the right we obtain the 
thesis. 
In the case I is t 0 or 0 t , r’ introduces A at level k and #(Tt A) s 
#(r’l A’), as n is leveled, either A does not belong at level k in A, or all the 
occurrences of A at level k are given by weakenings, or the formula premise of r 
is given by a weakening; in all cases the thesis follows immediately. 
Case 8: r’ is a cut rule or a logical rule not introducing A at level k on the left. 
Dual of Case 7. 
Case 9: r and r’ are logical rules introducing, at level k, A on the right and r’ 
introducing, at level k, A on the left. We have several cases, we examine here, 
among all the propositional logical rules, only the case of A rules; the other rules 
are handled in a strongly similar way. 
Subcase 9(a): r is k A , r’ is A ZE and A = B A C. We have the proofs nl, 
2r2, 2-c; respectively of 
Ek 
Gkrr,; 
C 
Q; Ekl- A’. 
B 
We make the following cross cuts, i.e., we apply the induction hypothesis to 
the following pairs: 
l .7dl, .7cI, obtaining 
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(with some exchange) a proof m, of 
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r,;r rk 
k 
-A t III-A;A I. 
Ek 
‘B. 
9 IL, Ed;, obtaining a proof GJ~ of 
T;&A;‘*k AkA;A’. 
B 
We can make a cut of degree 6(B) < D as follows: 
r,;+A 1 I~,IA’;LY;~* 
B 
@A;; k AkA;A’ 
T,;l+A;T;OkA t IIIILA;A’;AkA;A’ 
By contraction and exchange we obtain the proof m of T;I”kA 1 AkA;A’. 
Subcase 9(b): r is t A , r’ is A % I- and A = B A C. As for Subcase 9(a). 
Subcuse 9(c): r is t 0, r’ is 0 I- and A = q B. We have the proofs n,, J-C; 
respectively of 
rmiE 
k+l Ek+l 
B 
52. FA’. 
‘B 
We make the following cross cuts, i.e., we apply the induction hypothesis to 
the following pairs; 
l n1, Jr’, obtaining (with some exchange) a proof ZT, of 
k+l 
l JC, J-C;, obtaining a proof a; of 
Ek+l 
I’;QLA;B t AkA;A’. 
We can make a Cut of degree 6(B) c D as follows: 
r;r+AtZJ*A;At;' 
k+l Ek+l 
B 
l-;&A; 
B 
t AkA;A’ 
T;l+A;T;OkA t IIkA;A’;AkA;A’ 
and by contraction and exchange we obtain the proof m of r;FkA t AkA;A’. 
Subcase 9(d): r is t 0, r’ is 0 F and A = OB. Dual of Subcase 9(c). 0 
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Lemma 2. if J-C is a leveled proof of a sequent JY I@ such that d(n) = D > 0, then 
we can built a proof lip of the same sequent 2 I@ such that d(lt) < D. 
Proof. The proof is by induction on h(n). Let r be the last rule of JC with 
premises proved by JGi (i = 1,2). We have two cases: 
Case 1: r is not a cut of degree D. For each Jri we can apply the inductive 
hypothesis to nj obtaining a proof a, with d( mj) < D; we can apply r to the proofs 
m, obtaining a proof a such that d(a) < D. 
Case 2: r is a cut of degree D. We are in the following situation: 
Ei 
Tl-A. 
E’ 
‘A 
r’. I-A’ 
‘A 
By inductive hypothesis applied to .7d1 and 7c2 we obtain two leveled proofs a, and 
a2 with degrees lower of D. Now we can apply Lemma 2 obtaining a proof m of 
T;T’ 1 A;A’ such that d(a) < D. 0 
As an immediate consequence, we have the cut elimination theorem. 
Theorem 2 (Cut elimination). Zf a sequent r t A is provable, then it is provable 
without using the cut rule. 
5.1. Consequences of the cut elimination theorem 
Now we state some consequences of the cut elimination theorem. The most 
important are the subformula property (as for classical Gentzen calculus) and the 
max-depth property. 
Definition 7. Let A be a modal formula; the set of subformulas of A, denoted by 
sub(A) is defined in the following way: 
1. If A is atomic then sub(A) = {A}. 
2. If A is B =I C, B A C, B v C then sub(A) = sub(B) U sub(C) U {A}. 
3. If A is OB, LIB, 1B then sub(A) = sub(B) U {A}. 
Theorem 3 (Subformula property). Zf JG is a cut-free proof of the 2-sequent r t A, 
then all the formulas in it are subformulas of the formulas in r I- A. 
Proof. Immediate consequence of the cut elimination theorem and of the shape 
of the rules. Cl 
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Definition 8. The modal degree of a formula is defined in the following way: 
p(A) = 0 if A is atomic, 
,4A A B) = HA v B) = P(A = B) = maxMA), p(B)}, 
,+A) = P(A)> 
,4OA) = rWA) = P(A) + 1. 
The modal degree of a 2-sequent is defined in the following way: 
,u(~F A) = max{p(A) + i - 1: A is an occurrence of a modal formula 
at level i in r t- A}, 
Now we state the depth upper bound property, which relates the modal degree 
of a cut free provable 2-sequent with the depth of 2-sequents involved in the 
proof. 
Theorem 4 (Depth upper bound property). Zf E is a cut-free proof of the 
Z-sequent r t A and p(T I- A) = k, then if r’ 1 A’ is a sequent that occurs in n it 
holds that #(T’ t A’) G k. 
Proof. By a trivial induction on the proof structure, by using the subformula 
property. Cl 
In the case of intuitionistic and linear frameworks, we can easily retrieve 
standard results, such as for example the disjunction property in the case of the 
intuitionistic framework. 
In the specific case of modalities we have for example the following property, 
showing that the ‘classical’ interdefinability of modalities given by q iA =lOlA 
and OA =CllA is not longer intuitionistically valid. 
Proposition 3. The formulas -Cl1A 3 OA and 101A 3 CIA are not intuitionistic 
provable. 
Proof. Let us suppose that A is atomic. Then 
F-@A I CIA is provable iff 101A F ’ is provable, 
A 
but the latter is not provable by the subformula property as A is atomic. 
F-CllA I OA is provable iff -CllA k 
& 
A 
is provable, 
but the latter is not provable by the subformula property as A is atomic. q 
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6. Conclusions and related works 
We have introduced a new calculus to deal with modal logics. The novelty of 
the approach is in the new concept of 2-sequents. Such an extension allows us to 
deal with basic modalities. We have obtained a formalism to understand the 
meaning of modalities from a proof-theoretical point of view. In a related work 
([S]) we analyze in detail the intuitionistic 2-sequent calculus; for such a calculus 
we associate a natural deduction system. 
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