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Abstract
We consider least squares approximation of a function of one variable
by a continuous, piecewise-linear approximand that has a small number of
breakpoints. This problem was notably considered by Bellman who pro-
posed an approximate algorithm based on dynamic programming. Many
suboptimal approaches have been suggested, but so far, the only exact
methods resort to mixed integer programming with superpolynomial com-
plexity growth.
In this paper, we present an exact and efficient algorithm based on
dynamic programming with a hybrid value function. The achieved time-
complexity seems to be polynomial.
1 Introduction
A classic optimization problem, is that of approximating a function of one vari-
able by a piecewise-linear approximand with a small number of breakpoints,
that should be selected from a given set (see Fig. 1). While this problem has
been studied extensively, we are not aware of any previous approach that effi-
ciently finds an approximand that is optimal in 2-norm, continuous, and which
may take arbitrary values at the breakpoints.
The problem was for instance considered by Bellman [1], who restricted the
function values of the approximand at the breakpoints to finite sets, enabling a
solution by straight-forward dynamic programming. Similarly, it is easy to solve
the problem if the continuity constraint is dropped [2], or if the approximand is
restricted to equal the approximated function at the breakpoints [3]. Another
approach is reweighted ℓ1 regularization [4, 5], which efficiently computes a
sparse, but suboptimal solution. Formulating and solving the problem as a
mixed-integer quadratic program gives a certifiably optimal solution [6], but
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although the performance of mixed integer solvers have improved significantly
over the last decade [7], they still have a superpolynomial complexity growth in
general.
In this paper, we will present an algorithm for the exact and efficient solution
of the considered problem, allowing the approximand to take arbitrary values
at the breakpoints. The algorithm is based on dynamic programming, but more
sophisticated than the one in [1]—relying on that the hybrid value function can
be represented exactly using piecewise-quadratic functions. Crucial to the per-
formance, is that the piecewise-quadratic representations can be kept minimal
with little computational effort. The worst-case time complexity seems to have
a quartic dependence on the possible number of breakpoints—we have no proof
of this, but extensive numerical tests suggest it. See [8] for an implementation
of our algorithm in Julia, that solves medium-size problems with 1000–10 000
possible breakpoints in seconds to minutes.
Two notable papers that rely on piecewise-quadratic value functions are:
[9], where they were elegantly used for accelerating ℓ0 regularized, piecewise-
constant regression, and [10], where multivariate piecewise-quadratic function
was used for representing the relaxed value function in an optimal control prob-
lem. In the second paper, the S-procedure had to be used to keep the piecewise-
quadratic representations small. In this paper however, where the piecewise
quadratics are univariate, the representations can be kept minimal by storing
them as linked list. This is computationally more efficient than relying on the
S-procedure.
In Sec. 2 we present and discuss our algorithm, and in Sec. 3 we provide a
numerical example.
Remark: The discrete-time (time series) analog of the considered problem
is known as ℓ0 trend filtering, or segmented-line regression, and has important
applications in a wide range of disciplines—from economy to biology [5, Sec. 3.1].
Our algorithm also handles this discrete problem, but we focus our presentation
on the continuous formulation and the related dynamic programming, since we
feel that this is more appealing to a controls audience. In the seminal paper on
ℓ1 trend filtering [5] it was claimed that ℓ0 trend filtering was intractable.
2 Approximation Algorithm
Section Outline
We begin with a precise formulation of the considered problem (Sec. 2.1). Then,
we show that the approximation error between two breakpoints is a quadratic
form in the values of the approximand at the breakpoints (Sec. 2.2). With the
help of the derived expression, we can introduce a value function, that once
fully computed, gives the solution to the original problem (Sec. 2.3). Then, we
present the following three key points that make the algorithm efficient and
exact.
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Figure 1: Illustration of the considered problem. For a given function g (dashed
line) defined over [t0, tf ], we want to find a continuous, piecewise-linear func-
tion fI,Y (solid line), with a small number of breakpoints, that minimizes the
approximation error ||fI,Y − g||
2
2 =
∫ tf
t0
(fI,Y(τ)− g(τ))
2dτ . The breakpoints of
fI,Y are restricted to belong to some given set T = {tk} (illustrated by the tick
marks on the t axis), but the y values can be chosen freely. The notation in the
figure is further explained in Sec. 2.1.
1. The value function can be represented exactly using a collection of piecewise-
quadratic functions (Sec. 2.4).
2. The dynamic programming step of computing one of these piecewise-
quadratics from those that have already been computed, is straight for-
ward (Sec. 2.5).
3. The representations of the piecewise-quadratic functions can be kept min-
imal with little computational effort (Sec. 2.6).
The presentation of the algorithm is concluded by a pseudo-code implementation
(Sec. 2.7).
For the specialized case of (continuous-time) ℓ0 trend filtering, the algo-
rithm can be made significantly more efficient with minor modifications—this
we describe in Sec. 2.8. Then, we discuss the question of the computational
complexity, and justify that the algorithm is indeed efficient (Sec. 2.9).
We conclude the section by briefly introducing the discrete-time analog of
the problem (Sec. 2.10), and with the discrete-time formulation we explore the
connection to optimal control of hybrid systems (Sec. 2.11).
2.1 Problem Formulation
Given
1. a function g : [t0, tN ]→ R
2. an increasing sequence T = {t0, . . . , tN},
we want to find a short subsequence {tik}
M
k=0 of T , indexed by an index set
I := {ik}
M
0 ⊂ {0, . . . , N}, and a corresponding sequence Y := {yk}
M
0 of values,
so that the continuous, piecewise-linear function
fI,Y(t) :=
tik+1 − t
tik+1 − tik
yk +
t− tik
tik+1 − tik
yk+1, t ∈ [tik , tik+1 ],
is a good approximation to g in the least squares sense. Note that we implicitly
assume that 0 and N belong to I. See Fig. 1 for an illustration.
We will consider two versions of this problem, ℓ0 constrained minimization
minimize
I,Y
||fI,Y − g||
2
2
subject to card(I)− 1 = M (1a)
and ℓ0 regularization
minimize
I,Y
||fI,Y − g||
2
2 + ζ(card(I)− 1), (1b)
where card(S) is the number of elements in the set S.
We have assumed equality for the cardinality constraint in (1a). This sim-
plifies the exposition, and can be done without loss of generality since it is clear
that the objective value is non-increasing with M .
For the presentation of our algorithm, we will focus on problem (1a), since
this problem is more general, and was considered in [1].
Remark: For ℓ1-regularization the two formulations (1a) and (1b) are essen-
tially equivalent: sweeping ζ and M generates the same sets of regularizations.
However since the cardinality constraint (ℓ0-“norm”) is not convex, there will
typically be solutions to (1a) that cannot be reproduced by solving (1b).
2.2 Approximation Error Between Breakpoints
The error when the function g(t) is approximated over an interval [ti, ti′ ] by an
affine function, that takes the values y and y′ in the endpoints, is given by
lii′(y, y
′) :=
∫ ti′
ti
[
g(t)−
(
ti′ − t
ti′ − ti
y +
t− ti
ti′ − ti
y′
)]2
dt
=
[
y y′
]T
Pii′
[
y y′
]
+ qTii′
[
y y′
]
+ rii′ . (2)
The expressions for Pii′ , qii′ , and rii′ are given in the Appendix. Note that (2)
is a quadratic form in y and y′.
With this notation we can rewrite (1a) as
minimize
I,Y
M−1∑
k=0
likik+1(yk, yk+1)
subject to card(I) − 1 = M. (3)
2.3 Value Function
We will present an algorithm that relies on dynamic programming to find opti-
mal solutions to (3).
To this end, introduce V (i,m, y) as the minimal cost over the subinterval
[ti, tN ], using m segments, as a function of the value y at ti, i.e.
V (i,m, y) := min
I,Y
m−1∑
k=0
likik+1(yk, yk+1)
subject to card(I)− 1 = m
I ⊂ {i, . . . , N}
y0 = y, (4)
where Y = {yk}
m
k=0, I = {ik}
m
k=0.
For convenience, we introduce the notation V mi (y) := V (i,m, y). Note that
miny V
M
0 (y) equals the optimal cost of (3).
2.4 Piecewise-Quadratic Representation of Value Function
One key reason that our algorithm is able to find the exact solution is that every
V mi (y) will be piecewise quadratic
V mi (y) = min
p∈Πm
i
p(y), (5)
where the set Πmi is a set of positive definite, univariate, quadratic functions.
See Fig. 2 for an illustration. That this representation is possible follows from
that, for each selection of I, the objective in (4) is quadratic in the elements of Y.
It is clear that minimizing this function with respect to all but the first element
in the sequence, gives a quadratic function. The function V mi is simply the
minimum of all such quadratics for different index sets I. This representation
will also become clear from the dynamic programming step in the next section.
2.5 Dynamic Programming Step
From the definition of the value function (4) we get
V mi (y) = min
i′∈{i+1,..,N−m}
min
y′
lii′ (y, y
′) + V m−1i′ (y
′) (6a)
for m ≥ 2, with the initial case for m = 1 segment:
V 1i (y) = min
y′
[
liN (y, y
′) + V 0N (y
′)
]
, V 0N (y) = 0 (6b)
Although the terminal cost V 0N is identically zero, we have included it for con-
sistency with the dynamic programming literature, and to allow for a natural
transition to a discrete formulation of the optimization problem (1).
p1
p2
y
V mi (y)
Figure 2: The value function V (m, i, y) = V mi (y) is piecewise quadratic in the
y argument. This allows the representation V mi (y) = minp∈Πmi p(y), where Π
m
i
is a set of quadratic polynomials.
It is now clear that we, in principle, could compute V m+1i from knowledge
of V mi′ , i
′ > i in a dynamic programming fashion, according to Fig. 3. Next, we
show that the minimization in (6a) actually is easy to perform.
Using the representation (5) we can write (6a) as
V m+1i (y) = min
i′∈{i+1,..,N−m}
min
y′
[lii′(y, y
′) + V mi′ (y
′)]
= min
i′∈{i+1,..,N−m}
min
y′
min
p∈Πm
i′
[lii′(y, y
′) + p(y′)]
= min
i′∈{i+1,..,N−m}
min
p∈Πm
i′
[
min
y′
[lii′(y, y
′) + p(y′)]
]
(7)
The expression in the innermost parentheses is a positive definite quadratic form
in y and y′, so the minimum with respect to y′ is a quadratic function that is easy
to compute exactly. Relation (7) shows that the representation Πm+1i of V
m+1
i
in (5), is straight forward to compute from previous Πmi′ . The possibility of
swapping the min operations in the last equality above, enables us to work with
Πm+1i as the representation of V
m+1
i —this is a key step to make the algorithm
efficient.
2.6 Minimal Representation Πmi of V
m
i
In principle Πm+1i could be generated directly from {Π
m
i′ }i′∈{i+1,..,N−m} as
Πm+1i =
⋃
i′∈{i+1,..,N−m}
⋃
p∈Πm
i′
{
min
y′
[lii′(y, y
′) + p(y′)]
}
. (8)
If (8) would simply be iterated, then Πmi would grow rapidly in size. So the
third, crucial step for an efficient implementation is to keep the size of Πmi as
small as possible. Since V mi (y) = minp∈Πmi p(y), it is sufficient to keep only
those polynomials that are smaller than all other polynomials in Πmi over some
interval.
V 05
V 10 V
1
1 V
1
2 V
1
3 V
1
4
V 20 V
2
1 V
2
2 V
2
3
V 30
ℓ05 ℓ15 ℓ25 ℓ35 ℓ45
ℓ01 ℓ02 ℓ03 ℓ04ℓ12 ℓ13 ℓ14ℓ23 ℓ24 ℓ34
ℓ01 ℓ02 ℓ03
Figure 3: Illustration of the dynamic programming problem as a multistage
graph when the set T = {tk}
5
k=0 contains 6 possible breakpoints, of which 2 are
to be selected (t0 and tN are always included). Note that the cost V
m
i at each
node is given by a piecewise-quadratic function and that the transition costs lii′
are quadratic forms. Following the tradition of optimal control, the search is
made backwards in time, starting from V 05 .
This can be implemented efficiently using linked lists, where each list node
keeps track of an interval and a quadratic polynomial, see Fig. 4 for an illustra-
tion. With slight abuse of notation, we will refer to both the sets and linked
lists using the notation Πmi . Starting with an empty linked list Π
m+1
i , the ele-
ments in (8) are inserted one by one, while redundant list nodes are discarded.
Compare this to [10], where the S-procedure was used to obtain parsimonious,
but typically non-minimal, representations.
2.7 Algorithm
The algorithm resulting from the discussion above is described in pseudo-code
in Algorithm 1.
Recovering the solution (line 17) is a standard step in dynamic programming,
and is trivial to do if each polynomial p keeps track of the index i′ when it was
generated.
Note that the algorithm computes V m0 for allm ≤M , i.e., we get all solutions
to problem (1a) with less than M segments for free.
α1 α2
p1
p2
µ
y
V mi (y)
Figure 4: Representing the piecewise-quadratic function V mi (y) (blue) by a
linked list allows for efficient insertion of new polynomials. Each list node
contains an interval and the quadratic polynomial that attains the mini-
mum over this interval. In this example, the list would contain the nodes
([−∞, α1], p2), ([α1, α2], p1), and ([α2,∞], p2). To add a new quadratic µ to
the representation, it is sufficient to look for intersections with each of the poly-
nomials on their corresponding intervals. In this example, p1 would simply be
replaced with µ and the intervals updated.
Algorithm 1 Continuous Piecewise-Linear Approximation
Input: Function g(·) to approximate
Time points T = {t0, t1, . . . , tN}
Output: Solution (I, Y) of (1a)
1: Compute transition costs lii′(·, ·) from T and g(·)
(lii′(·, ·) are quadratic forms)
2: for i = 0 to N − 1 do
3: Let ΠiN = {miny′ liN (·, y
′)} (representation of V iN )
4: end for
5: for m = 2 to M do
6: for i = 0 to N −m do
7: Initialize Πmi = {}
8: for i′ = i+ 1 to N −m+ 1 do
9: for p in Πm−1i′ do
10: Compute µ(·) = miny′ lii′ (·, y
′) + p(y′)
(It is clear that µ is a quadratic)
11: Add µ to Πmi
(Keep only if µ is smallest at some interval)
12: end for
13: end for
(We now have a minimal representation Πmi of V
m
i )
14: end for
15: end for
16: Find argminp∈ΠM
0
miny′ p(y
′)
(i.e p corresponding to minimum of VM0 )
17: Recover the corresponding solution I, Y
2.8 ℓ0 Regularization
Although Algorithm 1 can be used for also solving (1b), the efficiency can be
improved by specializing the algorithm.
This is done by instead considering the following value function without an
explicit dependence on m
V (i, y) := min
I,Y
card(I)−2∑
k=0
likik+1(yk, yk+1) + ζ(card(I)− 1)
subject to I ⊂ {i, . . . , N}
y0 = y.
Introduce the notation Vi(k) := V (i, y), the dynamic programming step takes
the form
Vi(y) = min
i′∈{i+1,..,N}
min
y′
[lii′(y, y
′) + Vi′(y
′) + ζ]
= min
i′∈{i+1,..,N}
min
p∈Πi′
[
min
y′
[lii′ (y, y
′) + p(y′) + ζ]
]
,
where VN (y) = 0.
The main difference to the constrained problem, is that there is no longer
an explicit dependence on the number of segments m, this is instead captured
by the cost ζ. See the implementation [8] for further details.
2.9 Complexity
The representation of the piecewise-quadratics are linked lists where each ele-
ment is a quadratic function, and the interval over which this function defines
the piecewise-quadratic. Because of this representation, when adding a new
quadratic function, it is easy to go through the list, find potential intersections
on the respective intervals, and add the new quadratic function if needed. The
complexity for insertion into the linked list Πmi (Algorithm 1, line 11) is thus
linear in the list length.
If we let R be the maximum length over all Πmi , at any time in the algorithm,
we see from Algorithm 1 that we get the following bound on the complexity
O(MN2R2).
The questions is if it is possible to bound R? Although we have no proof,
extensive testing suggests that R ≤ N . A plot of the list lengths, for a wide
class of problems, is shown in Fig. 5. Assuming that the conjectured inequality
holds, the algorithm for ℓ0 constrained approximation has a worst-case time
complexity of O(MN4).
In the algorithm for ℓ0 regularization problem, there is no outer loop over
m. This gives the complexity O(N2R2).
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Figure 5: Illustration of the number of segments in the piecewise-quadratics for
different problems. Each gray line shows maxm length(Π
m
i ), as a function of
i, for a specific problem. The problem data were generated from polynomials,
exponentials, random sequences, as well as synthetically generated with circular
arcs and sharp kinks. The red (dashed) line represents the apparent bound
length(Πmi ) ≤ N − i.
2.10 The Discrete Problem
The algorithm can equally well find the optimal approximation to a time series
g ∈ RN+1, by an approximand
fI,Y [t] :=
ik+1 − t
ik+1 − ik
yk +
t− ik
ik+1 − ik
yk+1, ik ≤ t ≤ ik+1.
The optimization problem still takes form (1a) or (1b). Since the possible break-
points are simply given by the set T = {0, . . . , N}, we are able to write ik instead
of tik in the expression above.
Just as before in (2), the approximation error between two breakpoints i and
i′ of fI,Y , is a quadratic form
lii′(y, y
′) =
i′−1∑
k=i
[
g[t]−
(
i′ − k
i′ − i
y +
k − i
i′ − i
y′
)]2
=
[
y y′
]T
Pii′
[
y y′
]
+ qTii′
[
y y′
]
+ rii′ ,
where Pii′ , qii′ , and rii′ are given in the Appendix. The sum above does not
include i′, since the cost for that index is handled by the succeeding segment.
The only other difference is that we in (6b) have
V 0N (y) = (g[N ]− y)
2.
2.11 Connection to Optimal Control
The formulation in the previous section corresponds to optimal control of a
discrete double integrator, with the control signal constrained toM−1 impulses,
and the objective of tracking a reference g[k]. This is captured by the cost
functional
J(u) =
N∑
i=0
(g[k]− x1[k])
2,
the dynamics
x1[k + 1] = x1[k] + x2[k]
x2[k + 1] = x2[k] + u[k]
m[k + 1] = m[k] +
{
1 if u[k] 6= 0
0 if u[k] = 0
,
the initial conditions
m[0] = 0, x1[0], x2[0] free,
the final time N , and the final set
Γ = R× R× {M − 1}.
From this we see that the considered problem is related to the rich literature
on optimal control of hybrid systems [11, 12], and poses the question if similar
problems can be solved efficiently.
3 Numerical Example
We have compared the optimal, sparse approximands from our algorithm to
those generated by the popular method of reweighed ℓ1 trend filtering [4] [5,
Sec. 7.2].1
We considered the same data as in [5, Sec. 4], which is a time-series with
2000 consecutive closing values for the American stock index S&P500. The
objective was to minimize the approximation error, as a function of the number
of segments of the approximand.
We were not able to make the reweighted ℓ1 trend filtering robust enough to
handle the full data set. Therefore we restricted the problem to the first 1000
data points.
The cost vs. the number of segments in the piecewise-linear approximation
is shown in Fig. 6. The data, together with the optimal and ℓ1 approximands
are shown in Fig. 7 for the solutions with 10 segments.
1The results in Fig. 7 and 6 were generated by sweeping the parameter s in [5, Sec. 7.2],
and for each value of s perform 12 iterations for each ǫ ∈ {10−5, 3 · 10−5}, and then selecting
the best result.
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Figure 6: Approximation error vs. the number of segments used, for piecewise-
linear approximation of the time series in Sec. 3. The blue line correspond to
optimal approximands obtained by the discussed algorithm, and the red circles
correspond to approximands that were obtained through reweighted ℓ1 trend
filtering. For a given value of m, the optimal approximand has about 15%
lower error.
For the full dataset, it took about 5 minutes for a midrange laptop to com-
pute the optimal solutions for all values 2 ≤ M ≤ 50, using our algorithm for
ℓ0 constrained minimization. For the case of ℓ0 regularization, it took between
8 s for ζ = 0.2↔ cardI = 8, to 1.0 s for ζ = 0.01↔ cardI = 39.
4 Discussion and Outlook
We have presented an exact and efficient algorithm for continuous, piecewise-
linear approximation, with a minimal number of breakpoints. It is interesting
to note that ℓ0 regularization was claimed to be intractable in [5], but that our
algorithm solves medium-sized problems of this type in seconds. Despite this, it
is an open questions whether the algorithm has a guaranteed polynomial time
complexity—our investigations this far, indicate that it does.
Our algorithm enables comparisons between ℓ0 and ℓ1 regularization for
larger problems than those considered in [13], (in the specialized case of trend
filtering).
Two possible extensions of the algorithm are: (1) to optimal, sparse, spline
approximation by implementing the S-procedure as in [10]—although the com-
putations would be relatively demanding; (2) to handle more general linear
systems in the optimal-control setting of Sec. 2.11.
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Figure 7: A time series of 1000 closing prices for the stock index S&P500,
together with two piecewise-linear approximands with 10 segments. The optimal
solution (blue) achieves an error of 0.84, and the approximand obtained through
reweighted ℓ1 trend filtering (dashed red) achieves an error of 0.96.
Appendix
4.1 Expressions for Continuous-Time Transition Costs
The coefficients in the transitions costs in (2) are given by
Pii′ =


∫ ti′
ti
(
ti′−t
ti′−ti
)2
dt
∫ ti′
ti
ti′−t
ti′−ti
t−ti
ti′−ti
dt∫ ti′
ti
ti′−t
ti′−ti
t−ti
ti′−ti
dt
∫ ti′
ti
(
t−ti
ti′−ti
)2
dt


=
(ti′ − ti)
6
[
2 1
1 2
]
,
qii′ = −2
[∫ ti′
ti
ti′−t
ti′−ti
g(t) dt∫ ti′
ti
t−ti
ti′−ti
g(t) dt
]
, rii′ =
∫ ti′
ti
g(t)2 dt.
By storing the 3N values Hj [i] =
∑i
k=0 hj [k], where h1[i] =
∫ ti+1
ti
g(t)dt,
h2[i] =
∫ ti+1
ti
tg(t)dt, and h3[i] =
∫ ti+1
ti
g(t)2dt for 0 ≤ i < N , all qii′ and rii′ can
be computed from from Hj [i
′]−Hj [i] in O(1).
4.2 Expressions for Discrete-Time Transition Costs
The coefficients in the transitions costs in Sec. 2.10 are given by
Pii′ =


∑i′−1
k=i
(
i′−k
i′−i
)2 ∑i′−1
k=i
i′−k
i′−i
k−i
i′−i∑i′−1
k=i
i′−k
i′−i
k−i
i′−i
∑i′−1
k=i
(
k−i
i′−i
)2

 ,
qii′ = −2
[∑i′−1
k=i
i′−k
i′−i g[t]∑i′−1
k=i
k−i
i′−ig[t]
]
, rii′ =
i′−1∑
k=i
g[t]2.
These can be computed efficiently, as in the continuous case, by replacing
the integrals by appropriate sums.
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