Cowen SL, Davis GA, Nitz DA. Anterior cingulate neurons in the rat map anticipated effort and reward to their associated action sequences. J Neurophysiol 107: 2393-2407, 2012. First published February 8, 2012 doi:10.1152/jn.01012.2011.-Goal-directed behaviors require the consideration and expenditure of physical effort. The anterior cingulate cortex (ACC) appears to play an important role in evaluating effort and reward and in organizing goal-directed actions. Despite agreement regarding the involvement of the ACC in these processes, the way in which effort-, reward-, and motor-related information is registered by networks of ACC neurons is poorly understood. To contrast ACC responses to effort, reward, and motor behaviors, we trained rats on a reversal task in which the selected paths on a track determined the level of effort or reward. Effort was presented in the form of an obstacle that was climbed to obtain reward. We used single-unit recordings to identify neural correlates of effort-and reward-guided behaviors. During periods of outcome anticipation, 52% of recorded ACC neurons responded to the specific route taken to the reward while 21% responded prospectively to effort and 12% responded prospectively to reward. In addition, effort-and reward-selective neurons typically responded to the route, suggesting that these cells integrated motor-related activity with expectations of future outcomes. Furthermore, the activity of ACC neurons did not discriminate between choice and forced trials or respond to a more generalized measure of outcome value. Nearly all neural responses to effort and reward occurred after path selection and were restricted to discrete temporal/spatial stages of the task. Together, these findings support a role for the ACC in integrating route-specific actions, effort, and reward in the service of sustaining discrete movements through an effortful series of goal-directed actions. medial prefrontal cortex; decision making; reversal learning; ensemble recording DURING DECISION MAKING, the effort required to obtain an objective must often be compared with anticipated rewards. The anticipation of effort also influences behaviors that follow a decision, as goal-directed actions must often be maintained despite increasing energetic demands. Mounting evidence suggests that the anterior cingulate cortex (ACC) plays an important role in effort-and reward-guided behaviors (Amiez et al. Shima and Tanji 1998). Although such heterogeneity suggests a role in the association of multimodal stimuli with actions, it also complicates the analysis of neural function. For example, neurons responding to motor activity that is correlated with an outcome would appear to be outcome-selective. To overcome such issues and to determine the extent to which ACC neurons respond to expected physical effort and reward, we developed a novel automated task that requires animals to adapt to multiple path-reward and path-effort contingency reversals. In the task, the high-effort condition required animals to climb an obstacle to receive a food reward. This condition is widely used to assess effort-related behaviors in rodents (Salamone et al. 1994; Walton et al. 2003) . Frequent contingency reversals enabled the isolation of path-, effort-, and reward-selective responses of ACC neurons.
DURING DECISION MAKING, the effort required to obtain an objective must often be compared with anticipated rewards. The anticipation of effort also influences behaviors that follow a decision, as goal-directed actions must often be maintained despite increasing energetic demands. Mounting evidence suggests that the anterior cingulate cortex (ACC) plays an important role in effort-and reward-guided behaviors (Amiez et al. 2006; Floresco and Ghods-Sharifi 2007; Hauber and Sommer 2009; Pratt and Mizumori 2001; Schweimer et al. 2005; Shima and Tanji 1998; Walton et al. 2003) . This role is supported further by results from recent physiological studies that have identified ACC neurons that respond prospectively to both effort and reward (Hillman and Bilkey 2010; ). It is also clear that the role of the ACC extends beyond outcome anticipation and evaluation, as considerable behavioral and physiological evidence indicates a role of the ACC in motor control, action selection, and feedback control (reviewed in Hikosaka and Isoda 2010; Rushworth et al. 2004 ). The multiple roles of the ACC in effort-and reward-driven evaluations and in motor control suggest that networks of ACC neurons may be involved in the prediction of anticipated effort levels in order to guide action selection prior to a decision. Alternatively, ACC neurons may become involved after action selection by maintaining specific goal-directed behaviors in the face of experienced or anticipated effort.
Addressing such questions requires an appreciation of the diverse response properties of ACC neurons to reward, movement, uncertainty, and sensory cues (Amiez et al. 2006; Baeg et al. 2001; Cowen and McNaughton 2007; Euston and McNaughton 2006; Jung et al. 1998; Kargo et al. 2007; Lapish et al. 2008; McCoy and Platt 2005; Narayanan and Laubach 2006; Pratt and Mizumori 2001; Procyk and Joseph 2001; Shima and Tanji 1998) . Although such heterogeneity suggests a role in the association of multimodal stimuli with actions, it also complicates the analysis of neural function. For example, neurons responding to motor activity that is correlated with an outcome would appear to be outcome-selective. To overcome such issues and to determine the extent to which ACC neurons respond to expected physical effort and reward, we developed a novel automated task that requires animals to adapt to multiple path-reward and path-effort contingency reversals. In the task, the high-effort condition required animals to climb an obstacle to receive a food reward. This condition is widely used to assess effort-related behaviors in rodents (Salamone et al. 1994; Walton et al. 2003) . Frequent contingency reversals enabled the isolation of path-, effort-, and reward-selective responses of ACC neurons.
Analysis of neural responses revealed that ACC neurons were most selective for the path to the outcome and to anticipated and experienced effort. Importantly, most effort-selective neurons responded to conjunctions between the position of the animal and anticipated effort. Perhaps as a consequence of the sensitivity of neurons to movement, these responses were spatially and temporally limited, indicating that the population of action-and effort-signaling neurons changed through the course of a trial. Finally, action, effort, and reward responses occurred after animals initiated movements toward the left or right path, suggesting a more prominent role for ACC involvement in maintaining ongoing goal-directed actions.
MATERIALS AND METHODS

Animals and Surgical Procedures
Neurophysiological recordings were acquired from five male Sprague-Dawley rats (9 -14 mo old). Rats were housed individually and maintained on a 12:12-h light-dark cycle. Recordings took place during the dark (waking) phase of the cycle. Surgery was conducted according to National Institutes of Health guidelines for rodents and Institutional Animal Care and Use Committee (IACUC)-approved protocols. The rats were implanted with arrays of moveable microdrives while under isoflurane anesthesia. Each microdrive held two or three stereotrodes (McNaughton et al. 1983) . Each stereotrode consisted of two polyimide-coated nichrome wires (24-m diameter, electroplated with gold, impedance: 150 -500 k⍀; California Fine Wire, Grover Beach, CA). A skull screw over the cerebellum served as an indifferent reference for local field potential (LFP) recording.
A single craniotomy was drilled in the region above the right ACC and OFC (ACC: 0.8 mm mediolateral, ϩ3.2 mm anteroposterior to bregma; OFC: 2.4 mm mediolateral, ϩ3.6 mm anteroposterior to bregma). An insufficient number of electrodes reached the OFC, and so data from the OFC were not used in the present study. A second craniotomy was drilled over the right hippocampus (2.0 mm mediolateral, Ϫ3.0 mm anteroposterior to bregma). After the microdrive was cemented in place, a pair of LFP probes (stainless steel, coated diameter of 0.0045 in., 300-k⍀ impedance; Medwire, Mt. Vernon, NY) were lowered into the hippocampal craniotomy to depths of 2.7 mm (fissure) and 2.1 mm (CA1 principal cell layer). LFP recordings were not analyzed in this study. Rats were given a single injection of buprenorphine after surgery. All implanted animals received oral antibiotics (Cefa-Drops) on a daily basis.
Neurophysiological Recordings
Neural data were recorded once implanted animals could complete four blocks of trials within a single session (ϳ1 mo after surgery). Once recordings began, all electrodes were lowered ϳ40 m after each successful recording session. Analysis was restricted to ACC neurons recorded at depths between 1.0 and 2.5 mm. Stereotrodes were connected to a 54-channel unity-gain headstage (Neuralynx, Bozeman, MT). A multiwire cable connected the headstage to digitally programmable amplifiers. Spike signals were amplified (1,000 -5,000 times), band-pass filtered (600 -6,000 Hz), and transmitted to the data acquisition system (Neuralynx). Recorded spike events were initially and automatically sorted off-line on the basis of peak height, waveform energy, and principal components (KlustaKwik, author: K. D. Harris, Rutgers-Newark). These results were refined manually with custom-written software (MClust, author: A. D. Redish, University of Minnesota; Waveform Cutter, author: S.L. Cowen). No attempt was made to match cells from one daily session to the next. Consequently, the number of reported cells does not account for duplicate cells across consecutive days.
Histology
After completion of the study, recording sites were marked with direct current stimulation (15 A for 15 s) at least 2 days before transcardial perfusion. Perfusion was performed once animals were deeply anesthetized with isoflurane. Prepared coronal sections were Nissl stained and visually inspected to determine electrode placement. Two representative sections are presented in Fig. 1E . Depth records indicated that the median depth for all recorded cells was 1,710 m.
Behavioral Apparatus
All behavior was performed on a rectangular running track (10 cm wide) with a central choice region (Fig. 1A) . Trials started when animals stepped on a trigger pad located on one end of the track. The start of a trial prompted the opening of one or two servo-controlled doors located in the choice region of the track. On any given trial, either one door (forced trials) or two doors (choice trials) would open. A 5-cm wall was mounted on the inside edge of the section of track containing the trial-start trigger. This wall obstructed the view of the doors until the animal turned the corner that preceded the choice region. The doors led to two paths that eventually converged. The delivered amount of reward or effort (a climbable obstacle) was contingent upon the path choice. Entry into the selected path was registered when animals stepped on a touchpad located just inside the doorway. Stepping on this pad triggered the delayed (400 ms) delivery of reward and/or the automatic rotation (via a servomotor) of a 20-cm-tall triangular wire mesh obstacle (see Walton et al. 2003) onto the track. Reward consisted of one or five drops of liquid Ensure During each block of trials animals discriminated between the level of effort (blue triangles) or reward (red squares). Contingencies were switched once animals chose the path leading to the optimal response (low effort or high reward) on at least 8 consecutive choice trials. Block order was changed on each session. C: example of choice behavior from 1 session. Red and green squares represent choice trials in which the rat chose the left (top) or right (bottom) path. The color of the square indicates correct (green) or incorrect (red) choices. Forced trials were randomly interspersed throughout the session (P ϭ 0.5), and these trials are omitted from the plot for visual clarity. Arrows indicate changes in outcome contingencies. Background color indicates the type of block. D: reversal performance. The box and whisker plot indicates the median number of incorrect choice trials that occurred before rats made 5 consecutive correct responses (whiskers ϭ 1.5 IQR). Animals adapted more quickly to effort reversals (fewer error trials) than to reward reversals (n ϭ 58, *P ϭ 0.00006, Wilcoxon rank sum test). E: 2 representative histological sections with corresponding diagrams from Paxinos and Watson, The Rat Brain in Stereotaxic Coordinates, Copyright Elsevier, 1998. Arrows indicate estimated electrode position. delivered through a solenoid valve. The entire apparatus was controlled by a microcontroller (ZX-1280, ZBasic, Elba) using custom software. The microcontroller also monitored performance and determined the timing of path-outcome contingency reversals. During recording sessions, the position of the animal was tracked from a video camera mounted 2.5 m above the track. Position was sampled at 30 frames/s.
Behavioral Protocol
Pretraining. Animals were shaped to perform the target behavior over the course of ϳ7 wk of daily training (2 h/day, 5 days/wk). Animals were first trained to run clockwise around a shortened version of the track (Fig. 1A) for food reward (1-2 wk). Successful performance was followed with reward discrimination training that required learning which path led to food reward. This period of training ended once animals adapted to three path-reward contingency reversals within a session. Effort discrimination followed reward discrimination training and also concluded once animals adapted to three path-effort reversals within a session. The final stage combined effort and reward discrimination blocks within a session. Criterion performance was reached once animals completed two blocks of effort and reward discrimination trials within a single session (ϳ140 trials and 3 reversals). The details of this behavior are provided in the next section.
Tested behavior. The goal of the behavior was to facilitate the dissociation between neural responses to actions, anticipated costs, and anticipated rewards. As a result, trials involving effort discrimination and reward discrimination were performed in separate blocks. The levels of effort and reward were varied on separate blocks in order to allow the clear identification of neural selectivity to amounts of anticipated effort or reward. This design separates this study from other studies that explicitly investigate cost-benefit decision making, as these studies necessarily require nonindependent combinations of effort and reward (e.g., high effort/high reward vs. low effort/low reward; see Salamone et al. 1994; Walton et al. 2002) .
In the present behavior, rats were required to run laps around a rectangular track and select a path at a "choice region" (see Fig. 1A ). The choice region presented animals with either one (forced trials) or two (choice trials) open doorways according to a pseudorandom schedule (P ϭ 0.5). The principal function of choice trials was to determine whether animals learned the association between the path and the outcome and thus whether the animals had a specific expectation for high or low effort and reward. Forced trials were used for two reasons. First, they ensured adequate sampling of neural data related to the nonpreferred path and outcome, as animals were required to sample the nonpreferred path. Second, forced trials shortened the time for animals to adapt to a reversal, presumably because animals were able to intermittently sample the outcome associated with the nonpreferred arm. Reducing the time between reversals was important given the limited number of trials that animals would perform before becoming sated.
Each doorway led to an alternate route along the track, with the selected route determining either the presence or absence of a 20-cm triangular obstacle (Salamone et al. 1994) or the amount of reward (1 or ϳ5 drops of liquid Ensure). The obstacle was swiveled onto the maze automatically through a servomotor mounted on its base. The obstacle was retracted before the start of each trial. The obstacle and feeders were only triggered 400 ms after animals left the doorway region so that outcome-related auditory or visual cues would not influence choice behavior.
Trials were divided into four blocks (see Fig. 1B ), and within each block there was a single optimal choice (e.g., choose the high-reward path or avoid the high-effort path). The contingency between each path and the level of effort or reward was reversed when animals selected the optimal path on eight consecutive choice trials. All implanted animals successfully completed at least 150 trials within each session and adapted to at least 3 reversals (see Fig. 1C for an example).
Analysis
All statistical tests were performed with tools from the MATLAB Statistics Toolbox (version 2008b) and R (version 2.11). Shuffle controls were also used to determine whether results differed from chance. These controls were created by randomly permuting trial order with respect to trial category (e.g., high or low reward). All analysis was performed with a Windows 7 computer (Intel Core i3).
Categorization of Neurons
A major objective of the present experiment was to determine whether ACC neurons respond to and integrate information about actions, effort, and reward. Addressing these issues involved classifying neurons according to their selectivity for the chosen path (left or right), the level of effort (high or low), or the level of reward (high or low). The first step of the classification procedure involved subdividing behavioral trials into binary groups (e.g., high or low effort). Trials were further restricted to trials containing runs of at least five consecutive correct responses (e.g., choosing the high-over the low-reward path). This was done to better ensure that animals were "expecting" a high or low amount of effort or reward. In addition, analyses, unless otherwise stated, were restricted to forced trials. This restriction ensured equal sampling of trials in the high and low effort and reward conditions and better ensured that responses were to outcome expectancy and not to competing contributions related to prechoice deliberation.
Neuron classification was performed by comparing trial-by-trial spiking activity under each trial condition (e.g., left or right path). Comparisons were performed by standard statistical tests, with the specific test depending on the measure of neural activity that was analyzed (e.g., spike counts or ratemaps). Consequently, the statistical tests used (e.g., ANOVA or Wilcoxon rank sum test) are described in the appropriate RESULTS sections. A neuron was considered to have a selective response to the chosen feature if the statistical comparison was significant at P Ͻ 0.05.
Measure of Selectivity
The selectivity index (SI) was derived from the area under the curve (AUC) measure of category separation as determined from the receiver operator characteristic curve (Green and Swets 1989) . The AUC measures how easy it is to perform binary classification on a data set and is related to the Wilcoxon rank test. AUC was used to show the degree to which spiking activity (or head position) was different under two conditions (e.g., left or right path). The classic AUC measure assumes that the user knows a priori which distribution is the leftmost distribution. The leftmost distribution could be determined by measuring the mean or median; however, such a method could yield different results depending on the measure of centrality. Consequently, we modified the AUC measure to be independent of assumptions of centrality. The following equation describes this measure:
where AUC shuffle is the AUC value computed after randomly shuffling group membership for each trial (e.g., level of effort) relative to the spike counts. The SI value is zero when two distributions cannot be discriminated. associated with the chosen path preceded or followed movements toward that path. It was therefore important to estimate the point in time at which either neural activity or head/body movements first discriminated between the two paths. Two methods were used to estimate this time point. The first involved using repeated t-tests on the event-aligned measures of selectivity (averaged across experimental sessions). The onset of the selective response was defined as the time in which four consecutive time bins (100 ms) exhibited a mean selectivity value that was significantly greater than zero. The second method applied change-point analysis (Chow 1960) to identify structural changes within the measure of selectivity for the path. Changepoint analysis was implemented with the strucchange library (Kimchi and Laubach 2009; Zeileis et al. 2002) for the R statistical programming environment.
RESULTS
Neural recordings (n ϭ 380 neurons) were acquired from five rats as the animals performed an effort-and reward-guided decision-making behavior (see MATERIALS AND METHODS) . The analysis of behavioral performance on the task is presented in the next section, and the analysis of neural responses during this behavior follows.
Effort Avoidance Strongly Impacts Choice Behavior
Assessment of decision-making performance provided a measure of the rate at which animals learned associations between the two paths and the associated levels of effort and reward. Performance was evaluated by measuring the number of incorrect choice trials that occurred before the animal completed five consecutive correct responses (Fig. 1D ). Applying this criterion to the reward and effort blocks revealed that animals required roughly half as many trials to adapt to reversals in effort level relative to reward (P ϭ 0.00006, n ϭ 58 sessions, Wilcoxon rank sum test). One hypothetical source for the difference in behavioral performance between the effort and reward conditions is that the obstacle and/or the movement of the obstacle into the path of the animal was a more salient cue compared with cues associated with reward delivery (e.g., the audible click of the feeder). The increased salience of effort-associated cues may have therefore facilitated adaptation to changes in effort contingencies. A second observation was that, despite months of training, performance peaked at suboptimal levels, with all animals experiencing at least two errors (and typically many more) before reversing choice behavior. This was surprising, as a single error was always 100% predictive of a contingency reversal. The suboptimal reversal performance suggests that the animals were integrating errors over trials instead of adopting a cue-or rule-driven strategy. A similar effect has been reported in primates (Kennerley et al. 2006) .
ACC Neurons Discriminate Between Paths, Anticipated Effort, and Anticipated Reward
The first objective of the experiment was to determine the extent to which ACC neurons integrate information about actions, effort, and reward. A second objective was to determine the stage or stages of the task at which these responses occur. Addressing these issues involved the categorizing of individual neurons according to the extent to which neural activity discriminated between the two paths or the levels of effort and reward. The categorization procedure is presented in MATERIALS AND METHODS. Briefly, trials were organized by condition (e.g., high-vs. low-reward trials), and neural activity (defined below) in each condition was compared to determine whether the neuron exhibited a selective response to the feature. Examples of the response of six neurons that were selective to the path, effort, and reward are presented in Fig. 2 . In these examples, neurons were categorized as selective if there was a significant difference (ANOVA, P threshold ϭ 0.05) in the vectors of spike counts, measured during the 600-ms interval that preceded entry into the doorway, in each trial condition (e.g., high or low reward). These examples illustrate the rich variation among neurons in their response to the location of the animal, the amount of effort, and the amount of reward.
To evaluate selectivity across the population of ACC neurons (n ϭ 380) and across all locations on the track, the trial-by-trial ratemaps (bin size ϭ 3 cm) were analyzed. Figure 3 summarizes responses across the population and presents the percentage of neurons whose firing activity discriminated path, effort, and reward (P Ͻ 0.05, Wilcoxon rank sum test) at each location on the track. The analysis indicates a strong and early selective response to the path taken as animals approached and entered the choice zone, with the majority of neurons becoming selective after animals entered the choice region. Subsets of neurons also became selective for the anticipated presentation of the obstacle or to reward once animals entered the choice region. These anticipatory responses were not due to visual/ auditory cues associated with the outcome, as the obstacle and feeder were not triggered until 400 ms after the rats left the doorway. In addition, nearly half of recorded neurons became selective for the level of effort (presence or absence of the obstacle) when rats reached the location of the obstacle. Selectivity at this location may be due to an ACC response to sensorimotor feedback associated with climbing the obstacle. It is conceivable that such sensitivity could contribute to effort assessment, as integration of the sensorimotor signal would produce an estimate of the effort. Alternatively, the responses could be due to a motor control signal involved in organizing the act of climbing the barrier.
Given behavioral evidence for the involvement of the rodent dorsomedial prefrontal cortex in working memory (Ragozzino and Kesner 2001) , it was conceivable that individual ACC neurons may maintain selective responses for previously experienced actions or outcomes after animals leave the reward zone. Contrary to this suggestion, ACC neurons were not selective to the preceding action or outcome during the return journey (orange section in Fig. 3) . The lack of a response, however, could be due to the fact that the task used in this study did not explicitly require animals to maintain a retrospective memory of the previous action or outcome in order to maintain correct performance.
Neural Responses to Anticipated Effort and the Two Paths Exceed Responses to Anticipated Reward
To better assess the significance of the above observations, a measure of neural selectivity for the left or right path, the level of effort, and the amount of reward was computed. This selectivity index (SI) was derived from the AUC measure of class separation (see MATERIALS AND METHODS). The index was calculated from distributions of perievent spike counts identi-fied in a 600-ms window aligned on the time that animals reached prespecified locations along the track (inset in Fig. 4D illustrates these locations). The selectivity of neurons for the paths, effort, and reward during the approach to the doorway is indicated in Fig. 4B . During the approach, ACC neurons responded selectively to the path, effort, and reward, with the strongest response being to the path ( Fig. 4B ; P Ͻ 0.05, ANOVA with Tukey-Kramer correction). Furthermore, selec- Fig. 2 . Single-unit responses to path, effort, and reward. A: schematic of the track with colors indicating task-relevant locations. These colors correspond to the colors indicated on the x-axis of the linearized version of the maze. B: example of a 2-dimensional (2D) ratemap from a single anterior cingulate cortex (ACC) neuron with activity averaged across all trials. C-E: mean (ϮSE) linearized ratemap responses of 6 example neurons that were classified as being selective to the left and right path (C), to the level of effort (D), and to the amount of reward (E). Colors on the x-axis correspond to the color-coded sections of the track (A). Fig. 3 . Percentage of ACC neurons from the population of recorded cells (n ϭ 380) that were selective for the path, the level of effort, and the amount of reward at each location on the track. Cell counts were determined by identifying neurons with significant differences in activity (P Ͻ 0.05, Wilcoxon rank sum test) for trials under each condition (e.g., high-vs. lowreward trials). Neural activity in each trial was quantified as the linearized ratemap (3-cm bin size). Colors on the x-axis indicate linearized position on the 2D track (inset). Red dashed line indicates chance. Trials were restricted to forced trials that followed a series of correct choices to better ensure that animals had a specific outcome expectancy on each trial and to ensure that an approximately equal number of trials were in each condition. A large portion of neurons were selective for the traversed path as animals approached the choice region. A smaller but significant proportion of neurons were also selective for effort and reward in the choice region. Gray dashed line indicates the selectivity index for the left or right path (right y-axis) determined from the tracked movements of the animal. tivity for the level of effort was significantly greater than for reward (P Ͻ 0.05). Similar results were observed from the analysis of cell counts, with 196 neurons (52%) responding selectively to the choice path, 80 (21%) responding selectively to effort level, and 44 (12%) responding to the amount of reward (Fig. 4C) .
The analysis of selectivity was applied to six additional trigger-points on the track (Fig. 4D ). This analysis revealed that at the approach trigger (Ap), some ACC neurons were already selective for the left or right path but not to effort or reward (P Ͻ 0.05, 2-tailed t-test with Bonferroni correction). ACC neurons did become selective for effort and reward when animals were near the doorway, and, in the case of effort, this selectivity persisted until animals left the reward zone. Selectivity for reward was also observed at these locations, with the notable exception of the "effort" zone (Ef). Reward selectivity was significantly lower than selectivity for effort at all of these points (P Ͻ 0.05, paired 2-tailed t-test with Bonferroni correction). As suggested from Fig. 3 , selectivity for the path, effort, or reward did not persist during the return journey (location Rt in Fig. 4D ; P Ͻ 0.05, 2-tailed t-test with Bonferroni correction). To summarize, the pattern of selectivity for the path, effort, and reward suggests that ACC neurons are notably selective for ongoing actions and anticipated levels of effort.
Neurons were less responsive to anticipated levels of reward, and the lack of selectivity to the path, effort, or reward during the return journey suggests that ACC neurons do not maintain any retrospective information about the preceding action or outcome after reward consumption.
Neural Responses to Choice Path Occur After Path Selection
The high degree of selectivity of ACC neurons for the left or right path suggested that the neurons may be involved in planning actions or action sequences, a role that has been attributed to the region . However, subsequent analysis of movements and neural activity indicated that selectivity for the path occurred only after animals initiated movements toward the chosen doorway (Fig. 5) . This analysis was performed by evaluating the spiking activity and head position as animals approached the doorways. If ACC neurons are involved in planning actions, then neural selectivity for the path would be expected to precede even slight movements toward one of the two doorways. This prediction was investigated by comparing the measures of selectivity generated from movement and neural data to determine the first point in time at which a significant selective response was observed. Two methods were used to estimate these onset Fig. 4 . Analysis of selectivity. A: spike rastergrams and perievent responses of 3 path-, effort-, and reward-selective neurons with responses aligned at the time animals entered the doorway on the track. The 3 neurons were selective for either the selected path, effort, or reward. B: mean selectivity (ϮSE) of all ACC neurons (n ϭ 380) at the doorways (Dw). The selectivity index (see MATERIALS AND METHODS; 0 indicates no selectivity) was calculated from the distributions of perievent spike counts (600-ms window) triggered at the moment animals crossed the Dw trigger. Only forced trials following correct performance were included in this analysis. Average selectivity differed for path, effort, and reward (P Ͻ 0.05, ANOVA, Tukey-Kramer correction). C: number of path-, effort-, and reward-selective neurons at point Dw. Dashed line indicates chance (P ϭ 0.05, ANOVA). D: mean (ϮSE) selectivity of the population of ACC neurons (n ϭ 380 neurons) at 7 locations along the track indicated in inset. St, trial start; Ap, approach; Dw, doorways; Cv, convergence; Ef, effort; Rw, reward; Rt, return. Selectivity for the path differed from chance at all locations except St and Rt (P Ͻ 0.05, 2-way t-test, Bonferroni correction). In contrast, neurons did not become selective for effort and reward until point Dw. The selectivity for effort was greater than for reward at the Dw, Cv, Ef, and Rw locations (P Ͻ 0.05, paired t-test, Bonferroni correction). Inset: schematic of the track. Dashed lines mark virtual triggers used to align perievent responses.
times. The first approach involved creating a perievent measure of selectivity aligned on the time that the rats passed over the approach trigger (Ap in Fig. 4D ). These aligned responses were averaged across all path-selective neurons (n ϭ 196 neurons) or movement recordings (n ϭ 54 sessions) and evaluated at each point in time (100-ms bins) with a t-test (P threshold ϭ 0.05, ANOVA). To correct for multiple tests, an event was only considered significant if P Ͻ 0.05 on at least four consecutive time bins. Figure 5A presents the results of this perievent analysis. The analysis revealed that neural selectivity for the path lagged 200 ms behind selectivity derived from position data, suggesting that ACC neurons did not signal planned actions or routes.
The preceding method did not explicitly test for the point at which the SI fundamentally changed its state (e.g., changing from nonselective to selective), nor does it perform a withinsession comparison between the neural and position measures. Consequently, change-point analysis, a technique developed for the identification of state changes in continuous data (Chow 1960; Kimchi and Laubach 2009) , was used to identify the onset of the first selective response within each session. Methods developed by Bai and Perron (2003) were used to identify significant change points in the time course of the SI (see MATERIALS AND METHODS). Neural or movement data that did not yield a significant change point (P Ͼ 0.05) were omitted from the analysis. The differences in onset time between movement and neural responses were averaged across comparisons (Fig.  5B ). In agreement with results from the previous analysis, the mean time of the change point identified from the movement data was less than (preceded) the change point identified for the neural data (P Ͻ 0.05, 2-tailed t-test), with the mean difference being 172 ms. The results of both of the analyses of selectivity support the conclusion that neural activity associated with movement toward the targeted path occurs shortly after the animals begin physically moving toward the path. As a result, ACC activity in this behavior may not be related to action planning, but may instead be involved in postplanning processes such as action maintenance or action monitoring.
Firing Response of Over 50% of Effort-and Reward-Selective Neurons Also Discriminates Between Left and Right Paths
An outstanding question is whether subpopulations of ACC neurons respond exclusively to the path, effort, or reward, or whether individual neurons integrate information about these parameters. To examine this, a two-way ANOVA was performed for each ACC neuron during effort trial blocks (factor 1: left/right path, factor 2: high/low effort; P Ͻ 0.05), and a separate two-way ANOVA was performed for reward trial blocks (factor 1: left/right path, factor 2: high/low reward). The ANOVA was calculated from spike counts measured during the 600-ms window preceding door entry. The analysis revealed that 51% (41/80) of effort-selective neurons and 56% (19/34) of reward-selective neurons were also path-selective after controlling for outcome sensitivity (Fig. 6) . Furthermore, subsets of effort (25%, 20/80)-and reward (26%, 9/34)-selective neurons expressed a significant interaction with the path. There was also very little overlap between the populations of effort-and reward-selective neurons, as only 13 neurons (3% of ACC neurons) exhibited a main effect of effort and reward (Fig. 6C) . In summary, the considerable overlap between pathand effort-selective neurons suggests that individual ACC neurons are involved in associating actions with effort. The minimal overlap between effort-and reward-selective cells, in contrast, suggests that such associations do not extend to effort and reward.
Mean Firing Rate Increases During Anticipation of Effort
A specialization of the ACC for processing effort could be expressed in a number of ways. For example, ACC neurons could exhibit a global bias in firing activity during trials in which the rats anticipated the obstacle. Alternatively, individual ACC neurons could respond heterogeneously, with roughly equal numbers of neurons responding with increased activity to high or low effort. In this scenario, the overall population would not exhibit a global bias for a particular outcome. To Fig. 5 . Neurons responded to the choice path after animals initiated movement toward the path. A: the selectivity of movement (black, n ϭ 58 sessions) or neural activity (gray, n ϭ 192 neurons) for the 2 paths on the track (selectivity index) was analyzed to determine whether movements preceded path-related neural activity. The selectivity index is aligned on the time that animals crossed point Ap on the track (see Fig. 4D ). Similar results were also obtained by averaging across sessions and determining the earliest time at which spiking or movement-related activity reached significance (P Ͻ 0.05, ANOVA). Results from this analysis are presented as vertical dashed lines that indicate the earliest times at which movement (Ϫ350 ms) and neural activity (Ϫ150 ms) discriminated between the paths. Onset times were defined as the time at which 4 consecutive bins (bin size ϭ 100 ms) reached significance (P Ͻ 0.05, 2-tailed t-test). B: a second analysis of selectivity onset was performed with change-point analysis (see MATERIALS AND METHODS). Within each experimental session the time of the change point identified from the position data was subtracted from the time point determined from the neural data. These data were averaged across all neurons exhibiting a significant change point. The change point estimated from head movement preceded the change point estimated from neural activity (n ϭ 73, P Ͻ 0.05, 2-tailed t-test; error bars ϭ SE), with the average difference being 173 ms. investigate these two possibilities, the average firing rate of all effort-selective neurons was measured separately for high-and low-effort trials. In addition, differences in firing response were measured for the amount of reward and the path taken at the choice region (Fig. 7, A-C ). Neurons were categorized as selective for effort, reward, or the path according to the procedures described in MATERIALS AND METHODS. These procedures were applied to the trial-by-trial spiking activities observed at three locations along the track: the doorway (Dw), the convergence point (Cv), and the effort zone (Ef). The convergence point and effort zone were also included in this analysis, as the question applied to all locations on the track that preceded outcome delivery (presumably periods where the rat anticipated a specific outcome). Although no differences in mean firing rate were observed for path-and reward-selective neurons, neurons responsive to effort increased firing rate in the high-effort condition at the doorway and convergence point (P Ͻ 0.05, balanced ANOVA, Tukey-Kramer correction). The Fig. 6 . Populations of effort-and reward-selective cells also respond to path. A: a 2-way ANOVA was performed for each ACC neuron (factor 1: left/right path, factor 2: high/low effort). The ANOVA was calculated from spike counts measured during the 600-ms window preceding door entry (Dw). Black bars indicate the number of neurons with a significant main effect of effort (P threshold ϭ 0.05), gray bars indicate the portion of these neurons that also exhibited a main effect of path (P threshold ϭ 0.05), and white bars indicate neurons with an interaction effect. Percentages indicate percentage of all recorded neurons (n ϭ 380). Dashed lines indicate chance as computed by shuffling trial categories prior to the ANOVA. B: same as A except for the population of reward-selective neurons. C: overlap between the populations of effort-and reward-selective cells (black bars in A and B). A total of 13 neurons responded to differences in both effort and reward level. Fig. 7 . Analysis of firing rate. A-C: mean (ϮSE) firing response of ACC neurons to the selected path and the level of effort and reward. Neurons were first categorized according to their selectivity for the effort, reward, or path by applying a t-test to the firing activity measured at either the doorway (Dw), the convergence point (Cv), or the effort zone (Ef) (threshold: P ϭ 0.05). No differences were observed for the path-or reward-selective neurons (A and C); however, significant differences were observed for effort-selective neurons (B) at points Dw, Cv, and Ef (*P Ͻ 0.05, balanced ANOVA, Tukey-Kramer correction). D: firing rate of all ACC neurons was significantly higher during the approach to the doorway (Ap) than at all other regions of the track (balanced ANOVA, *P Ͻ 0.05, Tukey-Kramer correction). E: neuronal variability (Fano factor) decreased at point Ap, but only relative to points Cv, Ef, and Rw (ANOVA, *P Ͻ 0.05, Tukey-Kramer correction). F: mean (ϮSE) running speed at each location on the track (n ϭ 58 sessions).
magnitude of the firing rate difference in all of these conditions was relatively small (ϳ0.3 Hz). Consequently, these results suggest a weak bias in global firing rate during the anticipation of effort.
Changes in Global Firing Activity and Neuronal Variability
The ACC has been implicated in many phases of adaptive behavior such as conflict monitoring, action selection, and outcome evaluation (reviewed in Ridderinkhof et al. 2004) . It was therefore conceivable that overall ACC activity would vary as a function of the phase of the behavior and/or the location of the animal on the track. The analysis of the mean firing activity of all ACC neurons revealed a global peak in activity during the approach toward the choice zone ( Fig. 7D ; P Ͻ 0.05, ANOVA with Tukey-Kramer correction). The increased firing activity did not correspond to a clear peak or trough in the overall running speed of the animal (Fig. 7F) .
The variability of the neural response, independent of mean rate, has been shown to correlate with attentional demands (Mitchell et al. 2007 ), reward magnitude expectancy (Kargo et al. 2007) , and the time of stimulus onset (Churchland et al. 2010) . Although the causes of changes in neuronal variability are unknown, decreased variability may result from the reduction of internal noise generated within individual cells (Kargo and Nitz 2004; Mitchell et al. 2007) or as a consequence of synaptic mechanisms associated with a neuron becoming incorporated into a larger functional group. Accordingly, we investigated trial-by-trial variability as a function of the stage of the tasks (Fig. 7E) . Variability was quantified as the Fano factor (ratio of the variance of the spike count to the mean). The Fano factor was calculated for each ACC neuron (n ϭ 380). The Fano factor was lowest at the approach zone; however, the size of this effect was small and only significantly different from values observed near the effort zone (points Cv and Ef on the track; P Ͻ 0.05, ANOVA with Tukey-Kramer correction).
It is notable that a Fano factor Ͼ 1 was observed at all locations along the track. This result contrasts with observations from studies that report sub-Poisson responses in subcortical structures (Kara et al. 2000) and V1 (Gur et al. 1997) . In contrast, our results are in agreement with results from studies that cover a range of cortical regions in which Fano factors Ͼ 1 have been reported (Churchland et al. 2010; Hussar and Pasternak 2010; Mitchell et al. 2007 ). The super-Poisson response observed in the ACC and reported in other cortical regions could be due to factors such as a higher sensitivity of neurons in these regions to higher-order and difficult to measure information (e.g., internal states, level of attention) or to a sensitivity to unmeasured sensorimotor variables (Gur et al. 1997) . The observation of super-Poisson and sub-Poisson responses also suggests that efforts to model neuronal activity may be improved if potential sources of violations of the Poisson model are considered.
Path-Selective Neurons Respond to Running Speed, but Effort-and Reward-Selective Neurons Do Not
The variations in running speed observed during different stages of the behavior (Fig. 7F ) prompted an analysis of running speed as a function of path, effort, and reward. This analysis revealed differences in running speed for each condition (Fig. 8, A-C) . The largest observed difference in running speed at the choice region (Dw) was observed for high and low effort, with running speed being slightly slower in the higheffort condition (P Ͻ 0.05, n ϭ 58 sessions, balanced ANOVA with Tukey-Kramer correction).
The above result suggested that some neuronal variability observed for the effort condition may be explained by sensitivity to running speed or its correlates (e.g., motivation level, fatigue). To investigate this, the vector of trialby-trial measures of running speed was correlated with trial-by-trial spike counts for each neuron. Neurons with a significant Pearson's correlation with running speed (P Ͻ 0.05) during the approach to the doorway (Dw) were identified as speed-selective. The overlap between the populations of speed-selective neurons and neurons classified as selective for the path, effort, or reward is presented in Fig.  8D . This analysis revealed that nearly half (46%, 90/196) of path-selective neurons were also selective to running speed; however, less than 16% (13/80) of effort-and 20% (9/44) of reward-selective neurons were speed-selective, and these values approached values computed from trial-shuffled controls. Similarly, the analysis of explained variance indicated that a small (Ͻ10%) but significant amount of variance in the population of path-selective neurons could be explained by variations in running speed (Fig. 8E) . No significant amount of variance was explained for the populations of effort-and reward-selective neurons (Fig. 8E) .
ACC Neurons Responded to Either Effort or Reward but Not to Outcome Value
The observation that few ACC neurons responded to both effort and reward (Fig. 6C) suggested that individual ACC neurons respond to specific outcomes rather than to a generalized estimate of outcome value. To investigate this question explicitly, we determined whether ACC neurons expressed a tendency to respond to valued outcomes in both the effort and reward discrimination blocks. For example, a neuron responding to positive value should fire more robustly during the low-effort condition during effort discrimination and also respond more during the high-reward condition during reward discrimination. Accordingly, the difference between the mean firing response of each neuron to the high-and low-value alternative was calculated for the effort and reward discrimination trials. This measure was computed during the 600-ms window that preceded door entry. The differences in firing activity (high value Ϫ low value) are plotted in Fig. 9 . Neurons expressing a generalized response to value across outcome types should respond in a similar direction to either low-or high-valued outcomes in both effort and reward discrimination blocks. As a result, points should cluster in the lower left or upper right quadrants. Instead, results from the analysis indicated that more points clustered in the upper left and lower right quadrants both for the entire population of ACC neurons and for the subpopulations of effort-and reward-selective cells, and the correlation between the level of value in both conditions was negative (r all ACC ϭ Ϫ0.21, P ϭ 0.00006; r effort ϭ Ϫ0.41, P ϭ 0.0002; r reward ϭ Ϫ0.20, P ϭ 0.26).
Few ACC Neurons Discriminate Between Forced and Choice Trials
Given the involvement of the ACC in decision making, it was conceivable that spiking activity would differ between forced and choice trials. Such an analysis, however, should begin with the caveat that the effort and reward discrimination task used in this study does not challenge the animals to reevaluate options once the optimal arm is identified. In contrast, tasks such as probability matching (Sugrue et al. 2004) or game-theoretic behaviors (Barraclough et al. 2004 ) require consistent reevaluation of available options.
To determine whether ACC neurons responded differently to choice and forced trials, the populations of path (n ϭ 196)-, effort (n ϭ 80)-, and reward (n ϭ 44)-selective neurons Fig. 8 . Modulation by running speed. A-C: running speed was measured at 7 locations on the track and by experimental condition (path, effort, and reward level). Significant differences in running speed were observed under each condition (*P Ͻ 0.05, n ϭ 58 sessions, paired signed-rank test, Bonferroni correction for multiple comparisons). The largest differences were observed under the effort condition, with rats slowing down on high-effort trials (B). D and E: neurons identified as selective for the chosen path, level of effort, or level of reward (see Fig. 4 ) were compared with neurons sensitive to running speed. Sensitivity to running speed was calculated by determining the correlation between trial-by-trial measures of speed with trial-by-trial spike counts. The explained variance (R 2 ) and significance of this correlation were used as measures of the strength and significance of the influence of running speed. This analysis was restricted to the approach to the doorway (Dw). D: number of path-, effort-, and reward-selective neurons (black bars) that were also selective for running speed (gray bars). A trial-shuffled control is included for comparison (white bars). Right y-axis indicates the percentage from the population of recorded neurons (n ϭ 380). E: amount of explained variance (R 2 ) between running speed and neural activity was computed for the subsets of path-, effort-, and reward-selective neurons. To determine whether values were above chance, an R 2 computed from randomly permuting trial order was subtracted from the unshuffled measure. Values differed significantly from zero for the path-selective neurons (*P path ϭ 0.0000004, paired t-test), but not for the reward-or effort-selective cells (P effort ϭ 0.08, P reward ϭ 0.26, paired t-test). Fig. 9 . Effort-and reward-selective neurons respond to the type of outcome but not to outcome value. If ACC neurons respond to the expected value of outcomes, regardless of outcome type, then firing responses to positive outcomes should be similar in the effort and reward conditions (e.g., respond to both low effort and high reward). Responses to low-value outcomes should also generalize across conditions. To examine this issue, the difference in firing activity to anticipated low or high effort was compared to differences between high and low reward. These 2 values were computed for each neuron and plotted. Analysis was restricted to the 600-ms window preceding door entry. A response to value predicts that neurons will cluster in the top right or bottom left quadrants of the plot and regression analysis should indicate a positive slope. A: responses of all ACC neurons. A negative regression slope was observed (P ϭ 0.00006, r ϭ Ϫ0.21). Bars at bottom right of each plot represent the relative number of points in the top left and bottom right quadrants (left bar) relative to the points in the bottom left and top right quadrants (right bar). B and C: slope was negative for the populations of effort (B)-and reward (C)-selective neurons; however, the regression was significant for the population of effort-selective cells (P ϭ 0.0002, r ϭ Ϫ0.41) but not for the reward-selective neurons (P ϭ 0.26, r ϭ Ϫ0.20).
identified at the doorway (Fig. 4C) were analyzed for their capacity to discriminate between trials in which either one or two doors were open. Trials were restricted to those in which animals ultimately entered the low-effort and high-reward paths. This restriction was necessary as animals infrequently selected the nonoptimal paths (e.g., high effort or low reward) during choice trials. Results from the analysis indicated that few path (12 of 196 neurons)-, effort (9 of 80 neurons)-, and reward (4 of 44 neurons)-selective neurons discriminated between forced and choice trials (P Ͻ 0.05, ANOVA).
Subset of Neurons Responding to Effort or Reward Changes Through Course of a Trial
Our analyses demonstrated that the population of ACC neurons maintained selectivity for effort or reward from the point at which animals approached the doorway to the point at which they reached the reward (Figs. 3, 4D, 10A ). This observation suggests that individual ACC neurons maintain a persistent trace of the anticipated outcome through the course of a trial. Alternatively, individual ACC neurons could remain selective for only brief periods or across short stretches of the track. In the latter case, different subpopulations of cells would register anticipated effort and reward for different track positions. Such a result would be more consistent with neurons being sensitive to particular actions or action sequences.
To differentiate between these two forms of activity, we determined the extent to which outcome-selective neurons maintained their selective responses through the duration of a trial (Fig. 10B) . The analysis indicated that Ͻ40% of effortselective neurons maintained selectivity through the course of the trial (dashed line in Fig. 10B ). The value fell to 15% for reward-selective neurons. Similar results were obtained when the analysis was performed with the original population of selective neurons identified at subsequent positions along the track (Fig. 10C ). These observations suggest that most ACC neurons do not maintain a consistent or sustained selective response for outcomes. Instead, different populations of cells become selective for constrained portions of the task. This suggestion was supported further by results from the analysis of population firing activity at each location along the track ( Fig. 11; see Fujisawa et al. 2008) . In this analysis, a state vector matrix was created composed of the mean activity of each neuron (n ϭ 380) at each location on the track (n ϭ 150, bin size ϭ ϳ3 cm). The similarity between state vectors was compared by computing all possible pairwise correlations (Pearson) between states (corrcoef, MATLAB). These matrices were created for each major trial condition (left/right turn, high/low reward, high/low effort) and then averaged to produce the state vector correlation matrix presented in Fig. 11B . The observed strength of the correlations along the diagonal of the matrix and the relative weakness of correlations off the diagonal suggest that population activity in the ACC at each location is relatively unique. This also suggests that population states in the ACC continually change through the course of a trial (Fujisawa et al. 2008; Lapish et al. 2008) . A variation to this pattern appears to occur during the return journey that follows reward consumption. During this section of the track, state vectors remained similar for the majority of the journey. To conclude, aside from the interesting exception of the return journey, results from the preceding analyses suggest that the population of ACC neurons responds to each phase of the task with a unique pattern of activity.
DISCUSSION
The ACC plays an important role in adaptive behavior and effort-and reward-guided decision making (Ragozzino and Rozman 2007; Rushworth et al. 2003; Walton et al. 2007) . How the activities of ACC neurons support such behaviors is unknown; however, connectivity between the ACC and motor and limbic structures (Gabbott et al. 2005) suggests that the ACC integrates information about actions and their anticipated outcomes. To identify ACC responses to actions, effort, and reward, we varied all of these conditions in a reversal behavior so that specific sensitivities of ACC neurons to each of these % of cells determined to be selective for the outcome during the approach to the doorway (from "D" in A) that also remained selective at subsequent locations along the track. The % of neurons that retained their selectivity during subsequent locations fell to Ͻ40% for the effort condition even though the overall number of effort-selective cells did not decrease. The effect for reward-selective neurons was also large, as Ͻ15% of reward-selective neurons maintained their selectivity through the trial. C: same analysis as B except based on the initial population of selective cells at the 3 remaining locations along the track (indicated by underlined label).
factors could be assessed. Populations of ACC neurons were found to be notably sensitive to movement along the left and right paths and to the anticipated presence or absence of a climbable obstacle that stood between the animal and reward. Given mounting evidence linking obstacle avoidance to ACC function and effort-guided decision making (Floresco and GhodsSharifi 2007; Rudebeck et al. 2006; Schweimer and Hauber 2006; Walton et al. 2003) , we interpret the neural sensitivity to the obstacle as a likely response to anticipated physical effort. Even so, it must also be acknowledged that such discriminative responses could be influenced by other affective or visceral reactions to the barrier such as the anticipated discomfort associated with climbing the obstacle. In contrast to the sensitivity of neurons to the path and anticipated effort, few neurons were sensitive to anticipated reward. In addition, neural selectivity for the path, effort, and reward only occurred after animals initiated movements toward the chosen path, a result suggesting ACC involvement in maintaining and potentially modulating ongoing goal-directed actions according to the magnitude of expected outcomes. This role is supported by the observation that half of effort-and reward-selective neurons also discriminated between the paths after controlling for any sensitivity for the specific outcome (through the use of path-outcome reversals). Furthermore, ACC neurons did not exhibit any significant retrospective response for past choices or outcomes.
ACC Neurons Associate Actions with Anticipated Effort
A specialization for processing effort in the ACC is suggested by the fact that neural activity was more selective for effort relative to reward (Fig. 4) and differences in firing rate between low and high effort were larger than differences observed for reward (Fig. 7) . Furthermore, over half of effortselective neurons discriminated between the two paths (Fig. 6) , suggesting that separate populations of neurons may be involved in associating actions with their effortful consequences or for processing effort alone.
ACC Involvement in Ongoing but Not Planned Behavior
Neural activity in the ACC was found to be selective for movements along the left and right paths and for the associated level of effort and reward. However, selectivity for these features only appeared after animals began moving toward one of the open doorways. That is, path-selective ACC activity was not prospective in the sense of predicting an upcoming decision or action plan. However, effort-and reward-related activity was prospective in that it emerged well before the time and place of effort and reward delivery.
The lack of path-predicting ACC activity suggests that, at least for this task, ACC activity is not related to the actionplanning component of decision making. This finding is consistent with prior experiments in which little evidence for prospective responses for actions and trajectories was found for a probabilistic decision-making task (Sul et al. 2010 ) and for a working memory task (Euston and McNaughton 2006) . In contrast, prospective responses for future goals or actions were observed during an odor-cued choice behavior (Fujisawa et al. 2008) and an alternation task (Baeg et al. 2003) . Differences between these studies could potentially be explained by unique features of the behavioral tasks or by the fact that most studies include neurons from multiple medial prefrontal structures. Indeed, of the publications considered above, only one (see Sul et al. 2010 ) examined recordings specific to the ACC, and this study did not find strong evidence for action selection.
ACC Neurons Responded to Specific Outcomes but Not to Outcome Value
An important question regarding ACC function is whether ACC neurons respond to specific outcomes (e.g., anticipated effort or reward) or to outcome value. Value-driven responses could be useful as they would indicate the utility of options regardless of outcome type. Contrary to this suggestion, we found little evidence for value-driven responses in the ACC in our task. For example, only 13 of 380 neurons responded to both effort and reward (Fig. 6C) , and ACC neurons did not express value-driven responses across effort and reward conditions (Fig. 9) . The absence of an observed value-driven response complements and contrasts with observations from the few published physiological studies of cost-benefit and effort-guided decision making. In agreement with our observations, Kennerley and Wallis (2009) describe populations of neurons in the primate ACC that responded to sensorimotor The similarity between all of the state vectors was measured with the Pearson's correlation coefficient and stored in a positionby-position correlation coefficient matrix. These matrices were created for each major trial condition (left/right turn, high/low reward, high/low effort). These individual matrices were then averaged to produce the state correlation matrix presented in B. The pattern of correlation indicates that population states tended to remain correlated with nearby states at nearby locations and uncorrelated with other sections of the track. This suggests that population activity in the ACC changes dynamically through the course of the trial. An exception to this pattern occurs during the return journey to the start trigger (orange region on the track). During this section of the track, state vectors remained similar for the majority of the journey. activity, reward, and effort. In contrast to our observations, however, the majority of effort-selective neurons also responded to reward. In addition, the authors presented evidence that neurons responded to the overall value of an outcome regardless of its form, a result that is also supported by a recent human imaging study (Croxson et al. 2009 ). In contrast, we found little evidence for value-specific responses and observed that individual neurons in the rat ACC appear to be more specialized for processing actions and effort.
Functional variations within the ACC may contribute to the differences observed between primates and rats. For example, observed that many more neurons responded to conjunctions between effort and reward in the anterior relative to the posterior ACC. Differences have also been observed within the rodent ACC. For example, the sensitivity of ACC neurons to sensorimotor features varies along the dorsoventral axis (Cowen and McNaughton 2007) . Indeed, the median depth of the electrodes (1,710 m) indicated that most recordings were in the dorsal ACC, a region that may be more sensitive to specific sensorimotor features associated with outcomes.
Populations of Effort-and Reward-Selective Neurons Change Through Course of a Trial
In the present work, the form of anticipatory effort-and reward-related activity was found to be dynamic in nature as largely different populations of neurons exhibited effort-or reward-related activity at different locations along the track (Fig. 10) . This result sets anticipatory activity in the ACC apart from such activity observed in other regions of the brain during reward anticipation. For example, dopamine neurons can fire as a group and in brief bursts in response to expected reward (Fiorillo et al. 2003) , while striatal neurons exhibit persistent, ramping activity profiles to reward anticipation (Apicella et al. 1992) . The result from the present study parallels recent findings obtained from the posterior parietal cortex of monkeys, where, across time, object-centered activity was given by changing populations of neurons (Crowe et al. 2010) , and in the rat, where transiently active and changing populations of medial prefrontal neurons were found to discriminate between trajectories and locations on a T-maze (Fujisawa et al. 2008) and to changes in task epoch or decision-making errors (Lapish et al. 2008) . The dynamic character of path-, effort-, and reward-related activity yields, as a consequence, a distinct pattern of ensemble activity within ACC for each path position and its associated action. Below, we consider how this feature of ACC activity may provide clues as to the overall function of the ACC.
Proposed Role for ACC Activity in Action Maintenance in the Face of Effortful Outcomes
A significant role for the ACC in supporting ongoing as opposed to prospective motor activity is suggested by the observed predominance of path-selective responses and the lack of prospective activity for the path. In this context, ACC activity reflecting anticipated effort and reward can be interpreted as supporting motor behavior carried out subsequent to an initial decision. That is, effort-selective ACC activity could be critical to carrying out a behavioral plan that demands greater effort, in the short term, so that an animal may reach a desired outcome. This interpretation is consistent with the behavioral consequences of ACC inactivation on cost-benefit behaviors that require animals to choose between high-effort/high-reward and low-effort/lowreward alternatives (Floresco and Ghods-Sharifi 2007; Hauber and Sommer 2009; Schweimer et al. 2005; Walton et al. 2003) . The most common observation from these studies is that lesioned animals avoid the previously preferred higheffort/high-reward option in favor of a low-effort/low-reward alternative. A reasonable interpretation of the role of the ACC in this behavior is for evaluating future outcomes in order to bias decision making toward the high-reward/ high-effort alternative. In consideration of our observations and of the behavioral consequences of ACC inactivation, we propose that ACC inactivation reduces the capacity of animals to sustain the motivation required to maintain the set of actions associated with a costly alternative. Without such a capacity, animals lacking an ACC may initially select and even move toward the high-effort/high-reward alternative but abandon this plan once the specific sequence of actions leading to the high-effort outcome is initiated (e.g., when animals reach the base of the barrier). As an alternative explanation, it is conceivable that the tasks used in cost-benefit behaviors may place additional evaluative demands on the ACC relative to the effort-and reward-guided behavior used in the present experiment. The additional demands may change ACC responses, resulting in stronger prospective activity for effort and reward and perhaps also triggering value-driven responses in the region. This activity may be required for the evaluation of conflicting outcomes. The possibility that the ACC responds differently during effort discrimination as opposed to effort-guided cost-benefit evaluations has been suggested by Hillman and Bilkey (2010) .
The connection between the ACC and affective and motivational centers such as the amygdala and the nucleus accumbens supports ACC involvement in connecting motor activity with outcome expectation (Conde et al. 1995; Gabbott et al. 2005; Sesack et al. 1989) . ACC responses to the anticipation of effort may trigger activity in efferent structures that, in turn, generates the motivational response required to sustain the motor plan required to overcome the physical obstacle. The rich responses of ACC neurons to movements, paths, and task phase suggest that any such processing must be intimately tied with the ongoing motor behavior and sensorimotor feedback, and therefore goes beyond the calculation of value. Integrating these ideas, we propose that movement-and effort-related activity in the ACC triggers a persistent motivational signal that drives the performance of goal-directed movements, especially when those movements are associated with anticipated physical effort. Future studies designed to evaluate the behavioral and physiological responses of animals to effort-associated cues will be required to directly evaluate this proposal.
