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ROBUST MINIMALITY OF STRONG FOLIATIONS FOR DA
DIFFEOMORPHISMS: CU-VOLUME EXPANSION AND NEW
EXAMPLES
JANA RODRIGUEZ HERTZ, RAU´L URES AND JIAGANG YANG
Abstract. Let f be a C2 partially hyperbolic diffeomorphisms of T3 (not
necessarily volume preserving or transitive) isotopic to a linear Anosov diffeo-
morphism A with eigenvalues:
k3 < 1 < k2 < k1.
If the set
{x :| log det(Tf |Ecu(f)) |≤ log k1}
has zero volume inside any unstable leaf of f , then the stable foliation of f
is C1 robustly minimal, i.e., the stable foliation of any diffeomorphism C1
sufficiently close to f is minimal. In particular, f itself is robustly transitive.
We build, with this criterion, a new example of a C1 open set of derived from
Anosov diffeomorphisms, such that the strong stable foliation and the strong
unstable foliation of any diffeomorphism in this open set are both minimal.
The existence of such an example was unknown in this setting.
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1. Introduction
In this paper we will study the dynamics of certain types of partially hyperbolic
diffeomorphisms as well as the properties of their invariant foliations. One of the
most classically studied properties is transitivity. A diffeomorphism is transitive if
it admits a dense orbit. Transitivity is said to be robust (or stable) if it holds for
every diffeomorphism g in a C1 neighborhood of f .
As a consequence of their structural stability, the first examples of robustly
transitive diffeomorphisms were the transitive Anosov diffeomorphisms. It was not
until the late 60’s that nonhyperbolic robustly transitive examples appeared. First
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it was M. Shub [37] who gave examples on T4 and a few years later R. Man˜e´ [31]
presented a new class of examples on T3. Man˜e´’s examples are strongly related
to the results of this paper. New advances in the study of robustly transitive
diffeomorphisms occurred only in the 1990s.
On the one hand, C. Bonatti and L. Dı´az [5] developed a new tool, called
blender, which made it possible to produce numerous new examples. For exam-
ple, they showed that some perturbations of certain products on Anosov diffeo-
morphisms, and certain perturbations of the time one map of transitive Anosov
flows are robustly transitive. All of these examples, including those from Shub and
Man˜e´, have a common property: they are partially hyperbolic. Here being par-
tially hyperbolic means that there is a Tf -invariant splitting of the tangent bundle
TM = Es ⊕ Ec ⊕ Eu, such that for some suitable Riemannian metric, all x ∈ M
satisfy:
eλ1(x) ≤ ‖df(x)|Es‖ ≤ eλ2(x),
eλ3(x) ≤ ‖df(x)|Ec‖ ≤ eλ4(x),
eλ5(x) ≤ ‖df(x)|Eu‖ ≤ eλ6(x),
(1)
where λ1(x) ≤ λ2(x) < λ3(x) ≤ λ4(x) < λ5(x) ≤ λ6(x) and λ2(x) < 0, λ5(x) > 0.
For further use, let us denote Ecu = Ec ⊕ Eu and Ecs = Es ⊕ Ec.
On the other hand, L Dı´az, E. Pujals and R. Ures [13] proved that, in three-
dimensional manifolds, robust transitivity implies a weak form of partial hyperbol-
icity (see also [6] for a higher dimensional version).
It is well-known that if the strong stable -or unstable- foliation of a partially
hyperbolic diffeomorphism is minimal, then this diffeomorphism is transitive. Re-
call that a foliation is minimal if every leaf is dense in the whole manifold. The
dynamical properties of these foliations are of great importance since they are in-
timately related to the dynamical properties of both the diffeomorphism, and of
some of its most relevant invariant measures, such as physical measures, u-Gibbs
measures, entropy maximizing measures, etc. There are few results concerning the
robustness of the minimality of the strong stable foliation. C. Bonatti, L. Dı´az
and R. Ures [7] (see [25] for a higher dimensional version) showed that either the
strong stable or the strong unstable foliation is robustly minimal for three dimen-
sional robustly transitive diffeomorphisms and E. Pujals and M. Sambarino [35]
proved that if each unstable leaf of f contains a point whose ω-limit set is uni-
formly hyperbolic, and if the diffeomorphism itself admits a minimal strong stable
foliation, then the diffeomorphisms in a C1 neighborhood of f also have this prop-
erty. Adding an extra technical hyphotesis on the dynamics of a periodic compact
center leaf, in [7] it is also obtained the robust minimality of both the strong stable
and the strong unstable foliation. We emphasize that, up to now, known partially
hyperbolic diffeomorphisms having both foliations robustly minimal fall into two
categories: either they have a compact and periodic central curve as mentioned
above, or they are dynamically incoherent and their action on the topology of the
ambient manifold is more complicated. Examples of the latter type were obtained
by C. Bonatti, A. Gogolev, A. Hammerlindl and R. Potrie [9].
It is also an open question for the hyperbolic automorphisms of the 3-torus with
three different real eigenvalues whether the strong foliation is robustly minimal.
See [17] for a discussion on this topic. In this work we are going to study the robust
minimality of these foliations for certain three-dimensional torus diffeomorphisms
that we introduce below. We will also give examples for which both foliations are
robustly minimal.
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Let A be a linear Anosov diffeomorphism A over T3 with eigenvalues
k3 < 1 < k2 < k1.
We are interested in three-dimensional Cr (r ≥ 1) partially hyperbolic diffeomor-
phisms in the isotopy class of A, which are called Cr derived from Anosov diffeo-
morphisms. This collection will be denoted by Dr(A). This definition is a gen-
eralization of the classical construction of partially hyperbolic, robustly transitive
diffeomorphisms due to R. Man˜e´ [31]. The value k1, the largest eigenvalue of the
linear Anosov diffeomorphism A, plays a key role in the study of ergodic measures
of derived from Anosov diffeomorphisms, as observed by M. Viana and the third
author of this article in [39]: for any derived from Anosov diffeomorphism, its er-
godic measures with entropy larger than log k1 have the same structure as those of
the linear Anosov diffeomorphism. In this paper, we will further explain how this
constant provides topological information about the diffeomorphism.
1.1. Statement of the result. It was shown by C. Bonatti, L. Dı´az, E. Pujals
and R. Ures [13, 6] that robustly transitive diffeomorphisms always admit a finest
dominated splitting, and the extreme bundle is volume hyperbolic. In this paper,
we are going to show the converse of this property for certain derived from Anosov
diffeomorphisms, but the reader should keep in mind that it is not true in general
situations. More precisely, we will show that, for three dimensional derived from
Anosov diffeomorphisms, if the volume along the cu-bundle has a non-uniform
expansion (with respect to the constant log k1), then the stable foliation of this
diffeomorphism is robustly minimal.
Although this result may seem somewhat unexpected, because we are not as-
suming the transitivity of the original diffeomorphism, it was already conjectured
for all derived from Anosov diffeomorphisms by the second author in [38] (see the
Introduction and Question 6.6 therein). In some sense, the extra hypotheses in
the previous results on the robust minimality of the stable foliation is replaced
here by the diffeomorphisms being in an isotopy class–a rather weaker hypothesis.
This implies that every 3-dimensional derived from Anosov diffeomorphism really
admits some type of hyperbolic structure, which is mainly related to the constant
log k1. We are able to prove the previous conjecture in case the diffeomorphisms is
sufficiently close to one having enough cu-expansion along unstable leaves. Here is
our main result:
Theorem A. Let f ∈ D2(A) and suppose the set B(f) = {x : | det(Tf |Ecu(x)
)| ≤ k1} has zero leaf volume inside any strong unstable leaf, then the strong stable
foliation of f is robustly minimal.
Remark 1.1. One should observe that although the bound (for the metric entropy
of measures) by log k1 is a sharp constant in [39] (see Proposition 2.7 and 2.8 for
what we mean by that), our condition here is not sharp, since the hypothesis above
does not hold under perturbation. However, the strong stable foliation remains
robustly minimal.
In the volume preserving setting the knowledge about these diffeomorphisms is
more complete. Obviously, transitivity in this situation is easier to obtain. In case
the derived from Anosov diffeomorphism is conservative, transitivity is a conse-
quence of the results of [21]. There is even a more complete description as Gan and
Shi [16] have shown that these diffeomorphisms are ergodic.
1.2. Structure of the proof of Theorem A. Let us recall how a robustly min-
imal foliation (or robust transitivity) is usually obtained. The proofs, roughly
speaking, can be divided into two steps:
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(a) for every open set U , the forward iteration of U contains a set that has
uniform size along the center-unstable direction;
(b) every (strong) stable leaf must intersect this set.
In [7], this is achieved by showing the existence of an s-section, that is, a two-
dimensional surface that transversally intersects every stable leave.
In [35], the authors proved the step (a) under the assumption that for every
x ∈M , there is a point y in Fu(x) whose center bundle is uniformly expanding. In
the meantime, f having a minimal strong stable foliation implies that the strong
stable foliation for every nearby C1 diffeomorphism g is ε-dense, thus satisfying the
step (b).
The proof in our paper also follows this path, albeit with a completely different
technique:
To achieve the step (a), we mainly deal with the cu-bundle. We show that a
diffeomorphism under the assumptions of Theorem A has mostly expanding center
(Section 4), and thus by a general technique for diffeomorphisms with mostly ex-
panding center introduced in Section 3 (for more details, see [42]), for each nearby
C1 diffeomorphism, the forward orbit of Lebesgue almost every point is eventually
expanding along the center direction. Moreover, any Cesa`ro limit of a generic point
belongs to a space of probability measures G(f) which is determined by the Pesin
formula. By the continuity of the space G(f) in C1 topology, all the measures
in G(f) have positive center exponents and large metric entropy. Using the Pliss
Lemma and hyperbolic times, we see that the local unstable manifolds at certain
iterations along typical orbits must have uniform size.
The proof of the step (b) is more involved. We have to deal with the strong
stable foliation without any assumption on minimality or even the transitivity of f .
We show that, for any C1 derived from Anosov diffeomorphism, and any ergodic
measure with positive center exponent and with entropy larger than log k1, the
Pesin unstable manifolds at regular points coincide with the (global) center unstable
leaves. This part heavily uses the results in [39] on the classification of measures
with large entropy for diffeomorphisms derived from Anosov. Then by the global
product structure on the universal covering space, the Pesin unstable manifolds are
s-sections, intersecting every stable leaf.
1.3. New examples. Let us observe that the previous method only works for
the minimality of the strong stable foliation, the minimality of the strong unstable
foliation is still an open question, even when the partially hyperbolic diffeomorphism
is Anosov. But with the criterion we may provide an open set of diffeomorphisms
derived from Anosov in the isotopy class of some linear Anosov automorphisms,
such that both strong foliations are robustly minimal.
Theorem B. For a certain linear Anosov diffeomorphism A, there exists a partially
hyperbolic diffeomorphism g in its isotopy class such that both its strong stable and
unstable foliations are robustly minimal.
The construction is quite different from the one used by Man˜e´ in [31], since he
carefully did the perturbation near a fixed point so that the perturbed diffeomor-
phism remains partially hyperbolic. So the modification is mainly done inside a
small ball and the non-hyperbolicity is really local. In our construction, we need
to modify the dynamics of the linear Anosov diffeomorphism in a cylindrical neigh-
borhood of a really long center segment which may be quite dense, so we need to
carefully choose the linear Anosov diffeomorphism and the analysis is more sub-
tle. Indeed, we will choose the linear Anosov automorphisms so that the center
exponent converges to zero. Such a sequence has been firstly considered in [33]. In
this manner we obtain a new way of reaching the boundary of the set of Anosov’s
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diffeomorphisms, at least for the isotopy class of certain hyperbolic automorphisms
of the 3-torus.
Does the previous phenomenon happen in the isotopy class of any linear Anosov
automorphism?
Conjecture 1.2. Let A be a linear Anosov diffeomorphism A of T3 with eigenvalues:
k3 < 1 < k2 < k1.
There is a C1 open set of partially hyperbolic diffeomorphisms U isotopic to A, such
that for any diffeomorphism g ∈ U , both its strong stable and unstable foliation
are minimal.
1.4. Structure of the paper. This paper is organized in the following way: In
Section 2 we give some necessary background for this paper.
In Section 3 we introduce a general theory for diffeomorphisms with mostly ex-
panding center direction, and provide the main tool for the proof of Theorem A: a
special space of probability measures, denoted by G(f), which is defined using the
partial entropy along unstable leaves. In Section 4, we verify that the diffeomor-
phisms we are considering have mostly expanding center.
Section 5 consists of a different theory which only works for diffeomorphisms
derived from Anosov: any ergodic probability measure with large entropy should
be hyperbolic, and moreover, the unstable manifold of a typical point coincides with
the corresponding center-unstable leaf of the partially hyperbolic diffeomorphism.
Theorem A is proven in Section 6, and in Section 7 we build the examples in
Theorem B.
2. Preliminaries
In this section, we introduce the necessary background for the proofs. Through-
out this section, we keep the same hypothesis as in the first section, that is, A is a
three dimensional linear Anosov diffeomorphism with eigenvalues k3 < 1 < k2 < k1.
2.1. Dynamical coherence. A partially hyperbolic diffeomorphism is said to be
dynamically coherent, if it admits invariant foliations F i, i = s, c, u, cs, cu, tangent
to the corresponding bundles at each point.
By J. Franks [15], for every derived from Anosov diffeomorphism f ∈ D1(A),
there exists a continuous surjective map φ : T3 → T3 that semi-conjugates f to A,
that is, φ ◦ f = A ◦ φ. The following properties of φ hold for f ∈ D1(A):
Proposition 2.1. Suppose f ∈ D1(A). Then f is dynamically coherent, and the
Franks’ semi-conjugacy φ maps the strong stable, center stable, center and center
unstable leaves of f into the corresponding leaves of A. Moreover,
(a) φ restricted to each strong stable leaf is bijective;
(b) there is K > 0 only depending on f , such that for every x ∈ T3, φ−1(x) is
either a point, or a connected center segment of f with length bounded by
K.
(c) the strong stable, center, strong unstable foliations of f are quasi-isometric,
that is, there exist a, b > 0 such that for any two points x˜, y˜ belonging to
the same lifted leaf F˜ i (i = s, c, u) in the universal covering space R3,
dF(x˜, y˜) < ad(x˜, y˜) + b.
Proof. By R. Potrie [34], f is dynamically coherent. (b) is proven in [38] (see also
[39][Proposition 3.1]). Finally, Fc being quasi-isometric is proved by A. Hammer-
lindl and R. Potrie [20, Section 3]. 
As a consequence of (b), by Ledrappier-Walter’s formula [28], we have:
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Corollary 2.2. For any f ∈ D1(A), φ preserves metric entropy, that is, for any
invariant measure µ of f :
hµ(f) = hφ∗µ(A).
Denote by f˜ the lift of f to the universal covering space and by F˜ i
f˜
(i =
s, c, u, cs, cu) the lift of the corresponding foliations of f to the universal cover-
ing space R3.
Definition 2.3. We say f (or f˜) has global product structure if for any two points
x˜, y˜ ∈ R3, F˜u
f˜
(x˜)
⋂ F˜cs
f˜
(y˜) consists of a unique point, and F˜cu
f˜
(x˜)
⋂ F˜s
f˜
(y˜) consists
of a unique point.
The following result was proved in [34, Proposition 5.2]:
Proposition 2.4. Every f ∈ D1(A) has global product structure.
As a direct corollary, we have that:
Corollary 2.5. For any x ∈ T3, Fcuf (x) =
⋃
y∈Fc
f
(x) Fuf (y).
Moreover, we have a uniform control on the global product structure:
Lemma 2.6. For any f ∈ D1(A), any x˜ ∈ R3, and any T˜3 a fundamental domain
of the lift of T3, there is Rx > 0 such that for any y˜ ∈ T˜3, F˜s(y˜) ⋔ F˜cuRx(x˜) 6= ∅.
Proof. For any y˜, there is R(y) such that F˜s(y˜) ⋔ F˜cuR(y)(x˜) 6= ∅. Because both
foliations F˜s and F˜cu vary continuously with respect to points, the previous in-
tersection still holds for points in a neighborhood Uy˜ of y˜. Because the closure of
T˜
3 is compact, we may take a finite open cover Ui (i = 1, · · · , k) of T˜3, and take
Rx = max{Ri}ki=1. The proof is complete. 
2.2. Measure-theoretical information. Since φ is not injective in general, the
map
φ∗ :Minv(f)→Minv(A)
is usually not injective either. Surprisingly, it is proven in [39, Theorem 3.6] that
if one restricts φ∗ to the set of measures with large entropy:
φ∗ : {µ ∈ Merg : hµ(f) > log k1} → {ν ∈ Merg(A) : hν(A) > log k1},
then it is bijective. Moreover, the following two properties were proved in [39],
showing that the constant log k1 is important to classify ergodic measures with
large entropy. We should note that, as explained in [39], the constant log k1 is
sharp here.
Proposition 2.7. [39, Theorem 3.6] Let f ∈ D1(A) and µ be an ergodic probability
measure µ of f with hµ(f) > log k1. Then for µ almost every x, φ
−1 ◦ φ(x) = {x},
that is, φ is almost surely bijective on the support of ergodic measures with entropy
larger than log k1.
Proposition 2.8. [39, Theorem A] Let f ∈ D1(A) and µ be an ergodic probabil-
ity measure µ of f with hµ(f) > log k1. Then every full µ-measure set Z ⊂ M
intersects almost every center leaf on an uncountable subset.
3. Diffeomorphisms with mostly expanding center
Our proof depends heavily on measure-theoretical arguments. In this section,
we are going to introduce several classes of invariant measures that we will use in
the following proofs; we will also collect some basic background on diffeomorphisms
with mostly expanding center, introduced in [41, 42].
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3.1. Gu states. For a C2 partially hyperbolic diffeomorphism, following the work
of Pesin and Sinai [32] (see also [8, Chapter 11]), a Gibbs u-state is an invariant
probability measure whose conditional probabilities (in the sense of Rokhlin [36])
along strong unstable leaves are absolutely continuous with respect to the Lebesgue
measure on the leaves.
The set of Gibbs u-states plays an important role in the study of physical mea-
sures for partially hyperbolic diffeomorphisms. More properties for Gibbs u-states
can be found in the book of C. Bonatti, L. Dı´az and M. Viana [8, Subsection 11.2]
(see also D. Dolgopyat [14]).
We are going to define a natural generalization of Gibbs u-states for C1 par-
tially hyperbolic diffeomorphism. We assume f to be a C1 partially hyperbolic
diffeomorphism in this subsection.
Given an invariant probability measure µ and an expanding foliation1 F of f ,
by taking a measurable partition ξ that is µ-subordinate to the foliation F (for the
precise definition, see [39] and [41]), we may define the partial entropy of f along
F , which we denote by hµ(f,F), to be:
hµ(f,F) = hµ(f, ξ).
It is well known that the definition above does not depend on the choice of the
partition ξ, see for example [29]. With that we are ready to introduce the first
subspace of invariant measures that we are going to use:
Definition 3.1. We define:
(2) Gu(f) = {µ ∈Minv(f) : hµ(f,Fu) ≥
∫
log(det(Tf |Eu(x)))dµ(x)};
Remark 3.2. (a) When f is C2, by Ledrappier [27], Gu(f) is the space of Gibbs
u-states of f .
(b) By the Ruelle’s inequality for partial entropy (see for instance [40]), one
can replace the inequality in the definition of Gu by equality:
Gu(f) = {µ ∈Minv(f) : hµ(f,Fu) =
∫
log(det(Tf |Eu(x)))dµ(x)}.
The following property for Gibbu(·) also holds for Gu(·).
Proposition 3.3. [24, Propositions 3.1, 3.5] The space Gu(f) is non-empty, con-
vex, compact, and varies in a upper semi-continuous way with respect to the par-
tially hyperbolic diffeomorphisms endowed with the C1 topology. Moreover, for any
invariant measure µ ∈ Gu(f), almost every ergodic component of its ergodic de-
composition still belongs to Gu(f).
The most important property of Gu is that it contains all the candidates for
physical measures of f . An invariant probability measure µ of f is a physical
measure if its basin B(µ) = {x; limn→∞ 1n
∑n−1
i=0 δfi(x) = µ} has positive volume.
Theorem 3.4. [24, Theorem A] Let f be a C1 partially hyperbolic diffeomorphism.
Then there is a full volume subset Γ such that for any x ∈ Γ, any limit of the
sequence 1n
∑n−1
i=0 δfi(x) belongs to G
u(f).
1An invariant foliation F is said to be expanding, if the derivative of f along F is uniformly
expanding. For example, Fu
f
is expanding while Fc
f
not necessarily is. However, note that Fc
A
is
also expanding.
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3.2. Other invariant measure subspaces. In this subsection we will introduce
further restrictions to the candidates for physical measures of f . Recall that f is a
C1 partially hyperbolic diffeomorphism and no further regularity is assumed.
Definition 3.5.
Gcu(f) = {µ ∈Minv(f) : hµ(f) ≥
∫
log(det(Tf |Ecu(x)))dµ(x)}.
Note that Gcu is defined similarly to Gu, but using the metric entropy hµ(f)
instead of the partial entropy. Also note that measures in Gcu may have negative
center exponent. In fact, if µ ∈ Gu has negative center exponent, then it must
belong to Gcu.
Finally, we denote
G(f) = Gu(f) ∩Gcu(f).
We first observe that the spaces are non-empty, and moreover, the space G(f)
consists of all candidates to physical measures.
Proposition 3.6. [41, Proposition 2.12] There is a full volume subset Γ such that
for any x ∈ Γ, any Cesa`ro limit of the sequence 1n
∑n−1
i=0 δfi(x) belongs to G(f).
In general, the structure of G(f) is not as clear as Gu(f), for instance, it is not
always true that the extreme elements of G(f) are all ergodic. This is due to the
presence of measures with negative center exponent.
However, in the next section, we are going to show that, for diffeomorphisms C1
close to a C2 partially hyperbolic diffeomorphism with mostly expanding center,
the space G(f) does have good properties. Notice that, by definition, any diffeo-
morphism with mostly expanding center is always C2, but we will consider any C1
diffeomorphism in a C1 neighborhood of it.
3.3. Diffeomorphisms with mostly expanding center. In this section we will
briefly introduce the background of partially hyperbolic diffeomorphisms with mostly
expanding center. Throughout this section, we assume f to be a C2 partially hy-
perbolic diffeomorphism.
Diffeomorphisms with mostly expanding center were introduced by J. Alves, C.
Bonatti and M. Viana ([3]) using a different, more technical definition. Later,
another narrower definition was given by M. Andersson and C. Va´squez [3]. The
two definitions are nor equivalent and, in this paper, we will follow the definition
of [3]:
Definition 3.7. f has mostly expanding center if all the center exponents of every
Gibbs u-state of f are positive.
Proposition 3.8. [42, Proposition 5.17] Suppose f has mostly expanding center,
then there is a C1 neighborhood U of f , such that for any C1 diffeomorphism g ∈ U ,
G(g) is compact and convex, and every extreme element of G(g) is an ergodic
measure. Moreover, the map: G : g 7→ G(g) restricted to U is upper semi-continuous
under the C1 topology.
Proposition 3.9. [42, Lemma 5.3] Suppose f has mostly expanding center. Then
there is b > 0, N ∈ N and a C1 neighborhood U of f , such that for any C1
diffeomorphism g ∈ U , and any invariant probability µ ∈ Gu(gN ),∫
log ‖Tg−N |Ecug (x) ‖dµ(x) < −b < 0.
In particular, the center exponents of any µ ∈ Gu(gN) are all positive.
If we combine the definition of the space Gcu and Ruelle’s inequality, we have
that:
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Corollary 3.10. Suppose f has mostly expanding center, then there is a C1 neigh-
borhood U of f , such that for any C1 diffeomorphism g ∈ U , every probability
µ ∈ G(g) satisfies Pesin formula:
hµ(g) =
∫
log(det(Tg |Ecug (x)))dµ(x) =
∑
λi(µ,g)>0
λi(µ, g).
Later, we will use this corollary to obtain a lower bound of the metric entropy
for measures in G(·), which will enable us to apply Propositions 2.7 and 2.8.
4. Positive center exponent
Throughout this section, let f be a C2 partially hyperbolic diffeomorphism sat-
isfying the assumptions of Theorem A. We are going to show that f has mostly
expanding center.
Because the conditional measures of Gibbs u-states along the unstable leaves are
equivalent to the Lebesgue measures on the corresponding leaves, by our hypothesis,
we have
Lemma 4.1. For any Gibbs u-state µ of f ,
(3) λu(µ, f) + λc(µ, f) =
∫
log | det(Tf |Ecu(x))|dµ(x) > log k1.
More importantly, from [39] we obtain the uniform positivity for the center
Lyapunov exponent:
Lemma 4.2. [39, Theorem A] Suppose f satisfies the assumptions of Theorem A.
Then f has mostly expanding center. That is, for any Gibbs u-state µ of f , the
center Lyapunov exponent of µ, λc(µ, f), is positive:
(4) λc(µ, f) =
∫
log | det(Tf |Ec(x))|dµ(x) > 0.
Observe that the integration in (3) and (4) depends continuously on the mea-
sures. On the other hand, the space of Gibbs u-states is compact. As a result,
there is a uniform a > 0 such that for any Gibbs u-state µ of f ,
(5) λu(µ, f) + λc(µ, f) =
∫
log | det(Tf |Ecu(x))|dµ(x) > log k1 + 2a.
and
(6) λc(µ, f) =
∫
log | det(Tf |Ec(x))|dµ(x) > 2a.
Moreover, by Proposition 3.8 and Corollary 3.10,
Lemma 4.3. There is a C1 neighborhood U of f , such that for any C1 diffeomor-
phism g ∈ U , and any invariant measure ν ∈ G(g),
hν(g) = λ
u(ν, g) + λc(ν, g) =
∫
log | det(Tg |Ecu(x))|dν(x) > log k1 + a,
and λc(ν, g) =
∫
log | det(Tg |Ec(x))|dν(x) > a.
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5. Ergodic measures with large entropy
Our proof not only relies on the fact that the f has mostly expanding center,
but also it needs the following characterisitic of ergodic measures with high entropy
for derived from Anosov diffeomorphisms: as we shall see, its Pesin invariant mani-
folds occupy the entire leaves given by the dynamical coherence. Furthermore, this
property holds for C1 diffeomorphisms in a neighborhood of f .
Throughout this section let f ∈ D1(A) be a C1 derived from Anosov diffeomor-
phism and µ be an ergodic probability measure of f . We take µ to be any ergodic
measure of f with positive center exponent, and with large metric entropy, that is,
the metric entropy of µ is larger than the constant log k1:
(7) hµ(f) > log k1.
5.1. Local unstable manifold for C1 diffeomorphisms. We emphasize that,
depending on the central exponent, Pesin unstable manifolds may be different from
strong unstable manifolds. We will denote the former as either Wuloc(x) or W
u(x)
if they are either local or global manifolds respectively.
In this setting the center exponent of µ is positive, then by a C1 version of the
Pesin theory, one can show that:
Lemma 5.1. For µ almost every x, there is an open set Wuloc(x) ⊂ Fcu(x) con-
taining x, such that for every y ∈ Wuloc(x), limn→∞ d(f−n(y), f−n(x)) = 0.
For a proof, see [1].
5.2. Global unstable manifold. Recall that for any point x ∈ M , its global
unstable manifold is defined by
Wu(x) = {y; lim
n→∞
d(f−n(y), f−n(x)) = 0}.
Our main result of this section is the following:
Proposition 5.2. Let µ be an ergodic probability with entropy larger than log k1.
Then for µ almost every point x, Fcu(x) is contained in the unstable manifold of
x.
Before starting the proof, let us give some informal explanation on how the
proof works. The main tool here is Proposition 2.7, which says that the semi-
conjugacy φ is almost surely bijective. We also need the following proposition
borrowed from [39], which is a stronger version of Proposition 2.8:
Proposition 5.3. [39, Proposition 2.7] Let F be an expanding foliation, and {µx :
x ∈M} be the disintegration of µ with respect to any measurable partition ξ that is
µ-subordinate to F . Then the following conditions are equivalent:
(1) hµ(f,F) > 0;
(2) for µ-almost every point x, the measure µx is continuous, that is, it has no
atoms.
Moreover, any of these conditions implies that any full µ-measure subset Z inter-
sects almost every leaf of F in an uncountable set.
We are going to show that for a cu-diskD at µ-almost every point x with uniform
size, its image under φ contains an open neighborhood of x in WuA(φ(x)). Since
WuA is uniformly expanding, the forward iteration of φ(D) will eventually become
the entire unstable manifold. Because φ is a semi-conjugacy, it turns out that the
forward iteration of D will eventually cover the whole center-unstable leaf of f .
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Proof of Proposition 5.2. By Corollary 2.5, for any point x ∈ T3,
Fcuf (x) = ∪y∈Fcf(x)Fuf (y).
Hence, in order to prove the above proposition, we only need to show that for µ
almost every point x, Fcf (x) is contained in the unstable manifold of x.
Because the center foliation of the linear Anosov diffeomorphism A is orientable,
and for every point x ∈ T3, by (b) of Proposition 2.1, the pre-image of x under
the semi-conjugacy φ is either a point or a connected center segment of f , we have
that the orientation of the center foliation of A induces an orientation on the center
foliation of f . We refer to this orientation as left and right, and denote by Fc,if (x)
(i = right, left) the points of Fcf (x) which are located on the right and left of
x respectively. In the following, we will show that for µ almost every point x,
Fc,rightf (x) belongs to the unstable manifold of x. The proof for the left direction
is similar.
By Proposition 2.7 and Lemma 5.1, we may take a full µ measure subset Λ such
that for every x ∈ Λ:
• φ−1(φ(x)) = x;
• Wu(x) contains an open neighborhood of x inside Fcf (x).
Next, we take a compact subset Λ0 ⊂ Λ and r0 > 0 such that for any x ∈ Λ0,
Fcf,r0(x) ⊂ Wu(x), where Fcf,r0(x) denotes the ball inside the center leaf Fcf (x)
with center x and radius r0. Take r0 small enough such that µ(Λ0) > 0. We may
further assume the set Λ0 is contained in a compact center foliation box B. In the
following, we will prove that there is a positive measure subset of Λ0, on which
φ(Fc,rightf,r0 (x)) has uniform size in WuA(φ(x)).
For this purpose, we write Λn ⊂ Λ0 the set of points such that for any x ∈ Λn,
φ(Fc,rightf,r0 (x)) contains a segment of FcA(x) with length larger than 1n . By the con-
tinuity of the center foliation, Λn is (relatively) open inside Λ0, hence measurable.
By the definition, Λ1 ⊂ Λ2 ⊂ · · · , and hence, the complement of Λ∞ = ∪n>0Λn is
a compact set.
Lemma 5.4. µ(Λ0 \ Λ∞) = 0.
Proof. In order to prove the lemma, it suffices to show that
(φ)∗µ(φ(Λ0 \ Λ∞)) = 0.
For each point y ∈ Λ \ Λ∞, denote by lright(y) ⊂ Fc,rightf (y) the segment with
length r0 and with y being an end point. Then by the choice of Λ0, lright(y) ⊂
Wu(y). Moreover, since y ∈ Λ0 \ Λ∞, the image of lright(y) under the semi-
conjugacy φ must be a single point, which is φ(y).
Now we claim that for any two different points y1, y2 ∈ Λ0 \ Λ∞, lright(y1) and
lright(y2) are disjoint. This is because, if lright(y1) ∩ lright(y2) 6= ∅, then
φ(lright(y1)) = φ(y1), and φ(lright(y2)) = φ(y2)
must have non-trivial intersection, which implies that φ(y1) = φ(y2), a contradiction
to the choice of Λ that φ |Λ is bijective.
Recall that any one-dimensional segment contains at most countable many dis-
joint non-trivial intervals. By the claim above, we conclude that in the center
foliation box B, the intersection of Λ0 \Λ∞ with each center leaf is at most count-
able. Since the semi-conjugacy maps every center leaf of f to a center leaf of A
(Proposition 2.1), φ(Λ0 \ Λ∞) intersects every center leaf of A at countably many
point.
Note that φ∗ preserves metric entropy (Corollary 2.2). By the hypothesis of
Proposition 5.2,
hφ∗µ(A) > log k1.
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By [39, Propositions 2.8], the partial entropy along the center foliation FcA of A
is at least hφ∗µ(A) − log k1 > 0.2 Then it follows from Proposition 5.3 that the
disintegration of (φ)∗µ along the center leaf is continuous (in the sense that it
contains no atoms), which implies that (φ)∗µ(φ(Λ0 \Λ∞)) = 0, as we claimed. The
proof of this lemma is complete. 
Let us continue the proof of Proposition 5.2. Since Λ∞ has full measure in Λ0,
we can take m sufficiently large, such that µ(Λm) > 0. By the definition of Λm, we
see that for y ∈ Λm, the image of lright(y) under φ has size larger than 1/m. By
the Birkhoff ergodic theorem and the invariance of the center foliation, it suffices
for us to show that for µ almost every point x ∈ Λm, the entire right branch of the
center foliation, Fcright(x), is contained in Wu(x).
The proof of this claim uses the uniformly expansion of WuA. By Poincare´ re-
currence theorem, for µ almost every point x ∈ Λm, there is a sequence of in-
tegers 0 < n1 < n2 < · · · such that f−ni(x) ∈ Λm for any i ∈ N. Because
lright(f
−ni)(x) ⊂ Wu(f−ni(x)), fni(lright(f−ni)(x)) ⊂ Wu(x). By the semi-
conjugacy,
φ(fni(lright(f
−ni)(x))) = Ani(φ(lright(f
−ni)(x)))
satisfies
length(Ani(φ(lright(f
−ni)(x)))) > kni2 length(φ(lright(f
−ni)(x)))) ≥ kni2
1
m
,
which is unbounded in i. Hence
φ(
⋃
i
fni(lright(f
−ni)(x))) =
⋃
i
φ(fni(lright(f
−ni)(x))) = FcA,right(φ(x)).
This shows that ⋃
i
fni(lright(f
−ni)(x)) = Fcf,right(x) ⊂Wu(x).
The proof of Proposition 5.2 is complete. 
Remark 5.5. The assumption hµ(f) > log k1 in Proposition 5.2 is likely a sharp
condition. See the discussion in [39].
6. Robustly minimal stable foliation
Finally we are ready to prove Theorem A. Due to the non-uniform expansion on
Fcu, we need the notion of hyperbolic times, which are the times when sufficient
hyperbolicity is achieved along a given orbit. We will prove that for any given
open set U , there is always some point x ∈ U whose forward iteration (up to
the hyperbolic times) has large unstable manifold. Then Propositions 5.2 and 2.4
show that under further iteration this unstable manifold will become an s-section,
intersecting every stable leaf. Keep in mind that Proposition 5.2 applies to ergodic
measures in G(g) (because they have large entropy by Lemma 4.3). As a result,
we need to show that when such hyperbolicity is achieved, the point itself must be
close to the support of some measure in G(g).
Let U be the C1 neighborhood of f provided by Lemma 4.3, and g ∈ U be a C1
diffeomorphism. Let U be any open set of the ambient manifold T3, it suffices for
us to show that every stable leaf has non-trivial intersection with U .
2Here the center foliation of A means the (linear) invariant foliation tangent to EcA. Note that
this is an expanding foliation. As a result, the partial entropy is well defined.
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By Proposition 3.8, there is a full volume subset Γ ⊂ U such that for any
x ∈ Γ, any limit of the sequence 1n
∑n−1
i=0 δgi(x) belongs to G(g). Fix such an x, by
Lemma 4.3,
lim sup
1
n
n∑
i=1
log ‖Tg−1 |Ecg(gi(x)) ‖ < −a,
where a > 0 is as in Lemma 4.3. Because all the subbundles Ei (i = s, c, u) are one-
dimensional, after changing the metric, we may assume that they are orthogonal.
This means that
(8) lim sup
1
n
n∑
i=1
log ‖Tg−1 |Ecug (gi(x)) ‖ < −a.
Definition 6.1. For b > 0, we say that n is a b-hyperbolic time for a point x, if
1
k
n∑
j=n−k+1
log ‖Tg−1 |Ecu(hj(x)) ‖ ≤ −b, for any 0 < k ≤ n.
By the Pliss Lemma (see [8, Lemma 11.5])), one can show that the set of b-
hyperbolic times have positive density:
Lemma 6.2. There is ρ(a,U) > 0 such that for any g ∈ U and x satisfying (8),
there are integers 0 < n1 < n2 < · · · which are a2 -hyperbolic times for x. Moreover,
lim inf
#{i : ni ≤ n}
n
≥ ρ.
Write νnm =
1
nm
∑nm−1
i=0 δgi(x). We may assume that
lim
m
νnm = limm
1
nm
nm−1∑
i=0
δgi(x) = ν.
By Proposition 3.6, we have ν ∈ G(g).
For each m, define the set
Γm = {gi(x); nmρ/2 < i < nm is a hyperbolic time of x}.
By Lemma 6.2, lim infm νnm(Γm) > ρ/2. Take Γ0 any Hausdorff limit of the
sequence Γm. For simplicity, passing to a subsequence if necessary, we may assume
that limΓm = Γ0. Then ν(Γ0) ≥ ρ/2. One should note that ν may not be ergodic.
To solve this issue, observe that if for almost every component the measure of Γ0
were smaller than ρ/2, we would have that ν(Γ0) < ρ/2. So we take an ergodic
component ν′ of ν such that ν′(Γ0) ≥ ρ/2. Since ν ∈ G(g), by Proposition 3.8 we
can choose ν′ in such a way that ν′ ∈ G(g).
By Lemma 4.3, hν′(g) > log k1. Then Proposition 5.2 shows that for ν
′ almost
every point y ∈ Γ0, Wug (y) = Fcug (y). By Poincare´ recurrence theorem, we may
also assume that the negative orbit of y visits Γ0 infinitely many times.
By Lemma 2.6, there is R such that Fcug,R(y) intersects each stable leaf of g.
Because Wug (y) = Fcug (y), there is s sufficiently large, such that g−s(y) ∈ Γ0, and
g−s(Wug,R(y)) has arbitrarily small size, but also intersects every stable leaf of g.
On the other hand, from the construction, there is a sequence ni of hyperbolic
times of x, such that xni := g
ni(x)→ g−s(y) as i→∞.
Let D be any two-dimensional C1 disk, we use dD(·, ·) to denote the distance
between two points in the disk. And we denote by 1/2 center-unstable cone the
vector fields v such that ∠(v, Ecu) < 12 . By the dominated splitting between E
s
and Ecu, the vectors in the sub-bundle Ecu are expanding exponentially faster
comparing to vectors in the sub-bundle Es. It then follows that:
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Lemma 6.3. Suppose g ∈ U and D is a disk tangent to 1/2 center-unstable cone,
then g(D) is also tangent to 1/2 center-unstable cone.
More importantly, one sees sufficient backward contraction on a large size sub-
disk of gk(D) when k is a hyperbolic time:
Lemma 6.4 ([2] Lemma 2.7). There is δ1 > 0 depending on U such that, for any
diffeomorphism g ∈ U , given any C1 disk D tangent to the 1/2 center-unstable cone
field, x ∈ D and n ≥ 1 an a/2-hyperbolic time for x, we have
dgn−k(D)(g
n−k(y), gn−k(x)) ≤ e−ka/2dgn(D)(gn(x), gn(y)),
for any point y ∈ D with dgn(D)(gn(x), gn(y)) ≤ δ1.
Take D ⊂ U any two-dimensional disk which is tangent to the 1/2 center-
unstable cone and contains x as an interior point (and recall the choice of x ∈ Γ).
By Lemma 6.3 and 6.4, for any sufficiently large ni which is a/2-hyperbolic time
for x, Dni = g
ni(D) is tangent to the 1/2 center-unstable cone, and contains a
sub-disk with center xni and radius δ1 with respect to the distance dgni (D).
Since δ1 only depends on a, one can make s large enough such that g
−s(Wug,R(y))
is much smaller than δ1. Because xni can be made arbitrarily close to g
−s(y), the
stable foliation induces a holonomy map between g−s(Wug,R(y)) and Dni in a small
neighborhood of g−s(y). Thus Dni intersects every stable leaf of g, and so does D.
The proof of our main result is complete.
7. Examples
In this section we will build the new examples mentioned in the Theorem B.
For this we will first consider the sequence of hyperbolic automorphisms presented
in [33] (in fact we take their inverses) Each automorphism in this sequence has
three different real eigenvalues. The center eigenvalues are greater than one and,
moreover, they tend to one. This means that the central expansion is getting weaker
and weaker which will allow us to make a perturbation along a long enough center
segment so that the new diffeomorphism is the identity in this segment and has
center expansion elsewhere.
We have to make the perturbation taking two precautions: on the one hand,
we want the perturbed diffeomorphism to be partially hyperbolic and on the other
hand, we want the expansion in the strong unstable direction not to be affected in
order to be able to apply the Theorem A. In this way we would obtain that the
strong stable foliation is robustly minimal, and particularly, the new diffeomorphism
will be robustly transitive.
In addition, we want to obtain examples in which also the strong unstable foli-
ation is robustly minimal. For this we need that the center segments in which the
perturbations occur are long enough to be able to apply the arguments of [7]. This
is possible thanks to an estimate of the density of these center segments given by
Lemma 7.3.
Let’s start with the construction of the sequence of examples itself.
For each k ∈ Z define the linear automorphism Ak : T3 −→ T3 induced by the
integer matrix: 
 k − 1 −1 −11 1 0
1 0 0

 .
For simplicity of the notation, we identify the automorphism and the linear matrix
both by Ak.
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The inverse of Ak is 
 0 0 10 1 −1
−1 −1 k

 .
which is the matrix discussed in Section 4 of [33]. The characteristic polynomial of
Ak is
pk(x) = x
3 − kx2 + (k + 1)x− 1 = 0.
Moreover,
Proposition 7.1. [33, Section 4] For all k ≥ 5, Ak has real eigenvalues 0 < λsk <
1
k < 1 < λ
c
k < λ
u
k and λ
s
k → 0, λck → 1 and λuk → ∞ as k → ∞. The eigen-
directions are
vτk = (1,
1
λτk − 1
,
1
λτk
), τ = s, c, u.
Remark 7.2. Let eτk =
vτk
‖vτ
k
‖ where τ = s, c, u. Then we have, as k → ∞ the
following limits:
esk →

 00
1

 eck →

 01
0

 euk →

 10
0

 .
It is easy to see that for k sufficiently large, then
• pk(0) = −1 < 0,
• pk( 1k ) = 1k > 0,• pk(1) = 1 > 0,
• pk(1 + 1k ) = 1k3 + 3k2 + 3k > 0,• pk(2) = −2k + 9 < 0,
• pk(k2 ) = −k
3
8 +
k2
2 +
k
2 − 1 < 0,
• pk(k) = k2 + k − 1 > 0.
Therefore we have that
(9) λsk <
1
k
< 1 +
1
k
< λck < 2 <
k
2
< λuk < k.
7.1. Center leaves of Ak. In this subsection, we provide a density estimation
of a long center leaf segment passing through the point O = (0, 0, 0). Let uck =
(λck − 1, 1, λ
c
k−1
λc
k
). The following estimation is essential for our construction:
Lemma 7.3. Different local connected components of
{
tuck : |t| ≤ 12(λc
k
−1)2
}
mod(Z3)
are
λck−1
2 away to each other.
Proof. The first observation is that the distance between components is invariant
by translations and then, for the sake of simplicity, we will consider the segment l =
{tvck}0≤t≤ 1(λc
k
−1)
. Observe that uck = (λ
c
k − 1)vck and recall that vck = (1, 1λc
k
−1 ,
1
λc
k
).
Call Py the orthogonal projection onto R
XZ . Then the projection of l is
ly =
{
Py(tv
c
k) = t
(
1
1
λc
k
)
: with 0 ≤ t ≤ 1
(λck − 1)
}
.
If we further consider both coordinates of ly mod Z, we obtain the segments of
Figure 1.
For k large enough the slope of ly is very close to 1 and therefore the distance
between any two of these segments is greater than
λck−1
2 .
Now we consider the three coordinates of the segment l mod Z, and represent
it as a subset of the three dimensional cube I3 = [0, 1]3. By abuse of notation, we
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1
λ
λ− 1 2(λ− 1) 3(λ− 1)
1
λ(1− (λ− 1))
1
λ(1− 2(λ− 1))
1
λ(1− 3(λ− 1))
Figure 1. Orthogonal projection of l to RXZ .
will also call l this subset of I3. Following the same criterion, we will use the same
notation for ly as for ly mod Z.
It is clear that l is contained in S = {(x, y, z) ∈ I3 : (x, z) ∈ ly}. Indeed ly
is the image of l under the orthogonal projection. Then S consists of a union of
rectangles that are equal to the connected components of ly times the interval [0, 1].
The distance between two of these rectangles is equal to the distance between two
connected components of ly. As we already know that the distance between two
connected components of ly is greater than
λck−1
2 , we only need to estimate the
distance between two components of l located in the same rectangle.
Again, considering the invariance of the distance under translations, it is enough
to see what happens in the rectangle
S0 = {(t, s, t
λck
) : s, t ∈ [0, 1]}.
In order to estimate the distance between two components of l we have to com-
pute at what point l hits the opposite side of the rectangle, see Figure 2.
Recall that vck = (1,
1
λc
k
−1 ,
1
λc
k
), then l hits the opposite side for t = λck − 1. Then
we get that
(λck − 1)(1, 1λc
k
−1 ,
1
λc
k
).(1, 0, 1λc
k
)
1
λc
k
√
1 + λck
2
=
λck − 1
λck
√
1 + λck
2.
For k large enough the distance between the connected components is very close
to
λck−1
λc
k
√
1 + λck
2 that is greater than λck − 1.

We call
Jck = {tuck}|t|≤ 1
2(λc
k
−1)2
mod(Z3), and Ick = A
−1
k (J
c
k) = {tuck}|t|≤ 1
2λc
k
(λc
k
−1)2
mod(Z3).
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1
λ
√
1 + λ2
λ−1
λ
√
1 + λ2
2λ−1λ
√
1 + λ2
3λ−1λ
√
1 + λ2
4λ−1λ
√
1 + λ2
Figure 2. S0
A reasoning very similar to that of the previous lemma’s proof shows that
(10) Ick
k→∞→ T3.
7.2. Preparing for modification. In this subsection we will prove a pair of
preparatory lemmas that will allow us to construct the diffeomorphisms with the
desired properties, that is, partially hyperbolic, equal to the identity in a long cen-
ter segment, and with center-unstable Jacobian greater than k1 everywhere except
in that center segment.
Our perturbations will be supported in a tube: T = [−a, a]×D2d where a, d > 0
and D2d is the 2 dimensional disk with center 0 and radius d.
First we need the following lemma.
Lemma 7.4. Given 0 < c < 1 and a > b > 0, there is φa,b,c : [−a, a] → R a C∞
function such that
(a1) φa,b,c(t) = ct for t ∈ [−b, b];
(a2) φa,b,c(a) = a, φa,b,c(−a) = −a and φ′a,b,c(a) = φ′a,b,c(−a) = 1;
(a3) c ≤ φ′a,b,c(t) < 2a−bca−b , ∀t ∈ [−a, a], and φa,b,c(t)′ = c if and only if t ∈
[−b, b].
Remark 7.5. It follows that
(11) |t− φa,b,c(t)| ≤ (1 − c)|t| ≤ (1− c)a.
Proof. Consider the following three points P1 = (b, cb), P3 = (a, a), P2 =
P1+P3
2 =
(a+b2 ,
a+cb
2 ).
Denote by l the line through P2 with slope
a−bc
a−b + ε. We can choose ε > 0
arbitrarily small.
Consider a small curve (., α(.)), where α : [b, b + ε] → R such that α(b) = cb,
α′(b) = c, and c < α′(t) < c+ ε for t ∈ (b, b+ ε].
Denote
• P4 = α(b + ε),
• A1 the point of intersection between l and the line P4 + t(1, α′(b+ ε)), and
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a
a
cb
b
P2
A2
P3
α
P1
A1
Figure 3.
• A2 the point of intersection between l and the diagonal.
See Figure 3.
We have a piecewise differentiable curve: segment OP1, curve (t, α(t)), and
segments P4A1, A1A2, A2P3. This curve is smooth except only at two points
A1 and A2. We take pieces of circles which are tangent to the curve close to A1, A2.
We obtain a smooth curve, with derivative larger than c but smaller than a−bca−b +ε.
Since ε can be taken arbitrarily small, the proof is complete. 
We also need for d > 0 a C∞ bump function ρd : [0, d]→ R such that
(b1) ρ(0) = 1 and ρ′(0) = 0;
(b2) ρ(d) = 0 and ρ′(d) = 0;
(b3) ρ(x) is decreasing;
(b4) − 4d < ρ′ < 0 for 0 < x ≤ 1.
For any (x, y, z) ∈ T , y ∈ [−a, a], (x, z) ∈ D2d, consider C∞ map Ψa,b,c,d : T → T
such that:
Ψa,b,c,d((x, y, z)) = (x, y + ρd(
√
x2 + z2)(φa,b,c(y)− y), z).
Lemma 7.6. For any 0 < c < 1, a > b > 0 and d > 0, Ψa,b,c,d is a C
∞ diffeo-
morphism that preserves any line parallel to the y-axis, and Ψa,b,c,d |∂T = id. In
particular, TΨa,b,c,d preserves any 2-dimensional linear subspace which is parallel
with y-axis. The Jacobian is larger than or equal to c and the equality holds if and
only if (x, y, z) ∈ {0} × [−b, b]× {0}. Moreover,
TΨa,b,c,d =

 1 0 0(φa,b,c(y)− y)ρ′d(r)xr 1 + ρd(r)(φ′a,b,c(y)− 1) (φa,b,c(y)− y)ρ′d(r) zr
0 0 1

 ,
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and
c ≤ |φ′a,b,c(x)| < 2
a− bc
a− b ;
max{‖(φa,b,c(y)− y)ρ′d(r)
x
r
‖, ‖(φa,b,c(y)− y)ρ′d(r)
z
r
‖} ≤ 8a(1− c)
d
.
(12)
Proof. One only need verify (12), which follows from Lemma 7.4, Remark 7.5. 
7.3. New coordinates and modification. To simplify our computations, we will
make a change of coordinates in the universal covering space R3. By Remark 7.2,
we may take a linear transformation Bk with det(Bk) → 1 and ‖Bk − Id‖ → 0,
such that
Bk(e
s
k) =

 00
1

 ;Bk(eck) =

 01
0

 ;Bk(euk) = µk

 10
0

 .
The constant µk is chosen in such a way det(Bk |ec
k
⊕eu
k
) = 1. We choose µk this way
because we will focus on the dynamics on the center foliation, and the determinant
of the tangent map along the center-unstable bundle, which will remain unchanged
after this change of coordinates.
Moreover, in the new chart, the representation of the matrix Ak will be
 λuk 0 00 λck 0
0 0 λsk

 .
Thus, in the new coordinates, Ick, J
c
k are identified with 0×[− 12λc
k
(λc
k
−1)2 ,
1
2λc
k
(λc
k
−1)2 ]×
0 and 0× [− 12(λc
k
−1)2 ,
1
2(λc
k
−1)2 ]× 0 respectively.
Denote by Bk = ∪x∈Jc
k
BXZ 1
4(λc
k
−1)2
(y), where BXZr (y) denotes the ball inside RX ⊕
RZ(y) with center y and radius r. By Lemma 7.3, the projection of Bk on the
manifold T3 is injective and its image is a long but quite slim tube. We will modify
Ak inside this tube.
From now on, we will only consider the new chart in the universal space.
Lemma 7.7. For any k > 0 sufficiently large, there is a diffeomorphism φk isotopic
to the identity such that :
(a) φk(x) = x for x /∈ Bk;
(b) φk fixes the center leaf of Ak, i.e., φk(FcAk(x)) = FcAk(x);
(c) φk(x) =
x
(λc
k
)2 for x ∈ Ick and for x /∈ Ick, Tφk |Eck(x)> 1(λck)2 ;
(d) Tφk preserves the tangent bundle E
cu
Ak
and det(Tφk |Ecu
Ak
) ≥ 1(λc
k
)2 and the
equality holds if and only if when x ∈ Ick;
(e)
Tφk =

 1 0 0A(x) B(x) C(x)
0 0 1


moreover,
1
(λck)
2
≤ ‖B(x)‖ < 5;
max{‖A(x)‖, ‖C(x)‖} ≤ 16
(λck − 1)2
.
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Proof. We apply Lemma 7.6 with a = 12(λc
k
−1)2 , b =
1
2λc
k
(λc
k
−1)2 , c =
1
(λc
k
)2 and
d =
λck−1
2 , and take φk = Ψa,b,c,d. Then items (a), (b), (c) and (d) follow from
Lemma 7.6. Because λck → 1, ‖B(x)‖ ≤ 1 + 2a−bca−b + 1 = 2 + 2
1−( 1
λc
k
)3
1− 1
λc
k
< 5, and
max{‖A(x)‖, ‖C(x)‖} ≤ 8a(1− c)
d
=
8
(λck − 1)3
(1 +
1
λck
)(1 − 1
λck
) <
16
(λck − 1)2
.

7.4. Partial hyperbolicity. In this subsection we are going to show that for k
sufficiently large, fk = Ak ◦ φk ◦ Ak remains partially hyperbolic and satisfies the
properties we need.
In order to prove that fk is partially hyperbolic we will recall several well-known
fact about partially hyperbolic diffeomorphisms. We first generalize the definition
of partial hyperbolicity in (1). The equivalence of these two definitions, maybe
changing the metric, was shown by N. Gourmelon [18]. We say a diffeomorphism
f ∈ Diff(T3) admits a dominated splitting TM = Es ⊕ Ec ⊕ Eu if there are C > 0
and λ2 < λ3 ≤ λ4 < λ5 such that for any x ∈M and any n > 0:
‖dfn |Esx ‖ ≤ Ceλ2n,
Ceλ3n ≤‖dfn |Ecx ‖ ≤ Ceλ4n,
Ceλ5n ≤‖dfn |Eux ‖.
(14)
Furthermore, f is partially hyperbolic if λ2 < 0 and λ5 > 0.
The following criterion is classical for a diffeomorphism to a admit dominated
splitting.
Lemma 7.8. Suppose f ∈ Diff(T3) admits two invariant two-dimensional sub-
bundles E and G which are transverse to each other at any point. Denote by
F = E ∩ G the one-dimensional invariant subbundle. Suppose f admits closed
cones CE ⊂ E and CG ⊂ G both transverse to F and such that Tf(CG) ⊂ Int(CG)
and Tf−1(CE) ⊂ Int(CE) then f admits a dominated splitting TM = E′⊕F ⊕G′,
where E′ = ∩n≥0Tf−n(CE) and G′ = ∩n≥0Tfn(CG). Moreover, f is partially
hyperbolic if for any x ∈ T3 :
(15) | detTf |E(x) | < | detTf |F (x) | and | detTf |G(x) | > | detTf |F (x) |.
Proof. The part about the domination is standard, see for instance [4, Theorem B]
and [12, Theorem 2.6].
So, it remains to show that TM = E
′⊕F ⊕G′ is a partially hyperbolic splitting.
We need to prove the first item and third item of (14). We will only show the
first item, since the other case is similar. Suppose by contradiction that the first
item of (14) is false, it implies that there is x ∈ M such that for any n ≥ 0,
log ‖Tfn |E′x ‖ ≥ 0. Let µ be an invariant measure of any converging limit of the
sequence of probability measures: { 1n
∑n−1
i=0 δfi(x)}. By the hypothesis on x,
(16)
∫
log ||Tfn |E′(·) ||dµ(·) ≥ 0.
Since the bundles of domination are always continuous, by Oseledec’s theorem,
the splitting E′ ⊕ F ⊕G′ is the corresponding Oseledec’s splitting for the measure
µ. Moreover, µ admits three integral Lyapunov exponents k1 < k2 < k3, k1 =∫
log ||Tfn |E′(·) ||dµ(·), k2 =
∫
log ||Tfn |F (·) ||dµ(·) and k1+k2 =
∫
log ||Tfn |E(·)
||dµ(·). By (15), k1 + k2 < k2, which implies k1 < 0. But by (16), k1 ≥ 0, a
contradiction. 
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Let us now return to our examples. We first apply Lemma 7.8 to verify that fk
is partially hyperbolic provided k is sufficiently large.
Since φk fixes the center leaf of Ak, that is, it maps every straight line parallel to
x to itself, it follows that fk preserves the center-stable and center-unstable foliation
of Ak. Recall that in our new chart of R
3, these two foliations are exactly planes
which are parallel to the XY plane and the Y Z plane, respectively.
Moreover, Tfk =

 (λuk)2 0 0λckλukA(x) (λck)2B(x) λckλskC(x)
0 0 (λsk)
2

 ,
We first build the cone family transverse to EY inside the fiber bundle EXY .
Because
Tfk |EXY =
(
(λuk)
2 0
λckλ
u
kC(x) (λ
c
k)
2B(x)
)
,
For Ku > 0, we take a cone CKu = {
(
u
v
)
| u, v 6= 0, such that ‖v‖‖u‖ ≤ Ku}.
For any
(
1
v
)
∈ CKu ,
Tfk
(
1
v
)
=
(
(λuk)
2
(λck)
2B(x)v + λckλ
u
kC(x)
)
To show that the cone is invariant, we only need to see that for any |v| ≤ Ku, we
have (λck)
2B(x)v + λckλ
u
kC(x) < K
u(λuk)
2.
The above inequality is equivalent to
(λck)
2
(λu
k
)2B(x)v +
λck
λu
k
C(x) < Ku. With the
estimation of B(x), C(x) of Lemma 7.7, the lefthand side is bounded by
(λck)
2
(λuk)
2
B(x)v +
λck
λuk
C(x) ≤ (λ
c
k)
2
(λuk)
2
5Ku +
λck
λuk
16
(λck − 1)2
.
We solve the inequality
(λck)
2
(λu
k
)2 5K
u +
λck
λu
k
16
(λc
k
−1)2 < K
u for Ku and obtain,
Ku >
λck
λuk
16
(λck − 1)2
1
1− 5(λckλu
k
)2
.
Recall that 1 + 1k < λ
c
k <
k
2 < λ
u
k (see (9)) and λ
c
k → 1+. Therefore, to let Ku
satisfy the above inequality, we may take Ku > 32λu
k
(λc
k
−1)2 . Also, as λ
u
k(λ
c
k − 1) >
k
2 · 1k = 12 , we may take Ku = 64λc
k
−1 , then
Tf(CKu) ⊂ Int(CKu).
Because λuk > 1,
(17) detTfk |EXY > detTfk |EY .
Now let us build the cone family transverse to EY inside the fiber bundle EcsAk =
EY Z . Because
Tfk |EY Z=
(
(λck)
2B(x) λckλ
s
kA(x)
0 (λsk)
2
)
,
T f−1k |EY Z=
(
1
(λc
k
)2B(x) − A(x)λc
k
λs
k
B(x)
0 1(λs
k
)2
)
,
For Ks > 0, we take a cone CKs = {
(
u
v
)
| u, v 6= 0, such that ‖u‖‖v‖ ≤ Ks}. For
any
(
u
v
)
∈ CKs ,
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Tf−1k
(
u
1
)
=
(
u
(λc
k
)2B(x) − A(x)λc
k
λs
k
B(x)
1
(λs
k
)2
)
To show that the cone is invariant, we only need to find Ks such that for any
|u| ≤ Ks, we have u(λc
k
)2B(x) − A(x)λc
k
λs
k
B(x) <
Ks
(λs
k
)2 .
The above inequality is equivalent to
(λsk)
2u
(λc
k
)2B(x) − λ
s
kA(x)
λc
k
B(x) < K
s.
Using the estimations of A(x), B(x) given in Lemma 7.7, the lefthand side is
bounded by
1
B(x)
[
(λsk)
2u
(λck)
2
− λ
s
kA(x)
λck
]
≤ (λck)2
[
(λsk)
2Ks
(λck)
2
+
λsk16
λck(λ
c
k − 1)2
]
< (λsk)
2Ks+
λcλsk16
(λck − 1)2
.
Then we solve the inequality (λsk)
2Ks +
λckλ
s
k16
(λc
k
−1)2 < K
s for Ks,
Ks >
16λckλ
s
k
(λck − 1)2(1 − (λsk)2)
By (9), λsk <
1
k < 1 +
1
k < λ
c
k <
k
2 , and taking into account that λ
c
k → 1 we get
16λckλ
s
k
(λck − 1)2(1− (λsk)2
<
16λck
1
k
1
k (λ
c
k − 1)12
<
64
λck − 1
.
Thus if we take Ks = 64λc
k
−1 , we have Tf
−1(Cs) ⊂ Int(Cs). And moreover,
because λsk < 1,
(18) detTfk |EY Z< detTfk |EY .
The cone families Cu, Cs and the inequalities (17), (18) between the determinants
satisfy the conditions of Lemma 7.8. Then fk is partially hyperbolic provided that
k is large enough.
7.5. Proof of Theorem B. Let us consider the linear Anosov diffeomorphism
Bk = A
2
k for k sufficiently large, and fk = Ak ◦ φk ◦ Ak. By the discussion of
the last section, fk is partially hyperbolic, and thus it is a derived from Anosov
diffeomorphism in the isotopy class of Bk.
We shall prove the proposition below, which implies Theorem B:
Proposition 7.9. There is a linear Anosov diffeomorphism B, and a partially
hyperbolic diffeomorphism f derived from Anosov in the isotopy class of B such
that:
(a) there is a center segment Ic(f) of f , such that ‖Tf |Ec(·) ‖Ic = 1 and
‖Tf |Ec(·) ‖T3\Ic > 1;
(b) Ic = B(f) = {x : | det(Tf |Ecu(x))| ≤ k1};
(c) there is an open set U such that f ∈ Cl(U), and for any diffeomorphism
g ∈ U , both the strong stable and strong unstable foliations of g are minimal.
Moreover, we may take Bk and fk such that the center segment I
c(fk) has arbitrarily
large length and approaches the whole ambient manifold when k →∞.
By (b) and (d) of Lemma 7.7, the center bundle and the center-unstable bundle
of fk both coincide with those of Bk. Then (a) and (b) of Proposition 7.9 follow
from (c) and (d) of Lemma 7.7, if we choose the center segment Ic to be I
c
k of
Lemma 7.7. Moreover, from the choice of Ick (see (10)),
Ick → T3.
Then by Theorem A, there is a C1 open set U of f such that for any diffeomor-
phism g ∈ U , the stable foliation of g is minimal. Which implies in particular that,
every g ∈ U is transitive, that is, f is robustly transitive.
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But our goal is to prove that there is a diffeomorphism in U for which the strong
unstable foliation is also robustly minimal. To this end, we will prove that f satisfies
the hypotheses of Theorem 1.9 in [7] (see Theorem 7.10 below) We need to show
that f has a complete u-section, that is, a compact surface T with boundary such
that ω(T ) := ∩n≥0fn(T ) is a finite union of center segments, and the interior of T
intersects each strong unstable leaf transversely at least at one point. Clearly the
set of diffeomorphisms having a complete u-section is C1 open. In the following we
enunciate the theorem of C. Bonatti, L. J. Dı´az and R. Ures.
Theorem 7.10 ([7]). Let M be a 3-dimensional compact Riemannian manifold
and let V be an open subset of Diff1(M) such that for every g ∈ V
• g is strong partially hyperbolic, that is, the three bundles Es, Ec, and Eu
are nontrivial,
• g is transitive,
• g has a has a complete u-section.
Then there a C1 open and dense subset W ⊂ V such that for every diffeomor-
phism in W the strong unstable foliation is minimal.
As we already proved that fk for k large enough is robustly transitive, the only
thing left for us to prove is that it has a complete u-section.
Take a fundamental domain D of T3 in its universal covering. Recall that our
change of coordinates is close to the identity and then we can assume that D ⊂
[− 23 , 23 ]3 ⊂ R3.
We claim that
⋃
x∈Ic
k
Fs(x) is a u-section, which means, for any ζ ∈ D, Fu(ζ)∩⋃
x∈Ic
k
Fsfk(x) 6= ∅. Let’s assume the claim is true. Therefore it is not difficult to
see that fk has a complete u-section. Indeed, the map that sends ζ ∈⊂ [− 23 , 23 ]3
to the intersection between ζ and
⋃
x∈Ic
k
Fsfk(x) is continuous (this map is well
defined because we have global product structure) This means that the projection
of T =
⋃
x∈Ic
k
FsR(x) to T3 is a complete u-section for R large enough. The proof
of Theorem B is complete.
It remains to prove the claim. Firstly note that since fk preservesE
c, it preserves
both EcsA and E
cu
A .
Secondly recall our change of coordinates is as close to the identity as we want.
Since |Ick| = 1(λc
k
−1)2 we have that I
c
k ⊃ 0× [− 12(λc
k
−1)2 ,
1
2(λc
k
−1)2 ]× 0.
In our coordinates of R3, the stable bundle is contained in the cone Cs =
{

 0u
v

 : u 6= 0 and |u||v| ≤ 64λc
k
−1}. Since Fs is tangent to this cone,
⋃
x∈Ik
Fsfk(x) ⊃
0× [− 12(λc
k
−1)2 +
64
λc
k
−1 ,
1
2(λc
k
−1)2 − 64λc
k
−1 ]× [−1, 1]. Since λck → 1+, for k sufficiently
large,
(19)
⋃
x∈Ic
k
Fsfk(x) ⊃ 0× [−
1
4(λck − 1)2
,
1
4(λck − 1)2
]× [−1, 1].
On the other hand, the unstable bundle is contained in the cone Cu = {

 uv
0

 :
v 6= 0 and |v||u| ≤ 64λc
k
−1}. For any ζ = (ζx, ζy, ζz) ∈ D,
Fu(y) ∩ RY Z ∈ 0× [ζy − 2
3
64
λck − 1
, ζy +
2
3
64
λck − 1
]× ζz.
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For k sufficiently large, taking into account that |ζy| ≤ 23 and λck → 1+,
(20) Fu(y) ∩ RY Z ⊂ 0× [− 1
8(λck − 1)2
,
1
8(λck − 1)2
]× ζz.
The claim follows from (19), (20) and the fact that |ζx| ≤ 23 < 1.
This finishes the proof of Proposition 7.9 and hence, of Theorem B.
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