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Abstract 
Recent advancement in the field of structural biology has generated huge volume of data and analyzing such data is vital to know 
the hidden truths of life but such analysis is compute intensive in nature and requires huge computational power resulting in 
extensive use of high performance computing (Multi Core Computing, G2PU Computing, CPU-GPU Hybrid computing, Cluster, 
Grid) models. Grid is one of the widely used HPC model which is commonly used in computational biology and to execute a 
compute intensive tasks on grid , the applications must also be grid enabled. Performance of grid depends on appropriate 
selection of load balancing strategy (at server and node level) and maximum utilization of computational resources of nodes 
(multiple cores of CPU and execution units of GPU) by the grid enabled applications. In this paper an attempt has been made to 
establish an experimental grid, develop a grid enabled application and to operate the grid with its highest possible performance 
by  the grid enabled applications. 
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1. Introduction 
The rapid magnification of scientific applications has led to the development of incipient generation of distributed 
systems such as Grid Computing1. Grid is extensively used in computational biology and bioinformatics2. mainly in 
molecular dynamics, comparative genomic analysis and annotation, Mass Spectrometry Data Analysis, Protein 
Stability studies3-6. Grid Architecture consists of Grid fabric, grid middleware and grid enabled application. Grid-
enabled applications are specific software applications that can utilize grid infrastructure by the use of grid 
middleware. There are many grid middleware viz. UNICORE (Java), Globus (C and Java), Legion (C++), Gridbus 
(C, Java, C# and Perl), JPPF (Java) used in various grid projects7-13. Among all middleware JPPF Grid middleware 
has been used for proposed study and its performance was tested for every load balancing algorithm(Static , 
Adaptive, Deterministic, Reinforcement Learning and Node threads Algorithm) against various granularity of 
tasks(.1 MB  to 51.6 MB) and performance of grid was tested by grid enabled protein sequences analysis program. 
 
Apart from selecting best load balancing algorithm at server, performance enhancement at nodes can be made 
possible by enabling grid enabled applications to utilize CPU & GPU for processing a task. Rapid growth of 
programmability and capability of GPU (Graphics Processing Units) has accelerated its use in general purpose 
computing13 and proved to be a promising solution to compute intensive tasks in various domains of computational 
biology14-24 and hybrid computing (CPU+GPU) is a promising future for computational biology25-27 and in the field 
of comparative genomics28, grid with the hybrid computing model is used. Some grids utilize GPU processing to 
improve the performance29.  Massive computational power with reduce the processing time30, lower energy 
consumption and less economic cost is the point where this hybrid architecture dominates over the traditional one 
using only CPUs31.  To make GPUs programmable as CPUs specific frameworks are required like CUDA32, 
OpenCL33, both CUDA and OpenCL are low-level libraries and require time consuming programming however 
GPU Programming made simplified by APARAPI34.   
 
In this study we constructed a JPPF grid to analyze and evaluated the performance gain provided by Grid Server 
and node performance optimization (attained by selection of appropriate load balancing strategy) and sharing 
computational load among CPU and GPU of nodes. To perform the experiment we have established an experimental 
grid having Java Parallel Programming Framework as middleware in the Computer Laboratory of Centre for 
Bioinformatics Studies. 
2. Materials and Method 
2.1. Material 
2.1.1 Hardware Components: A) Hardware of Grid Server - i) GPU: Intel HD 4000 D, IvyBridge GT2 16 
Execution Units with 350 MHz – 1350(Turbo) MHz. Memory Size: 1556 MB ii) CPU (4 Cores):  Intel (R) Core ™ 
i7-337 3.4 GHz, 8MB RAM. Hardware of Grid Nodes - i) GPU:  Intel HD Ivy Bridge GT1 with 6 Execution Units 
of 6 @ 350 - 1100 (Boost) MHz clock frequency ii) CPU (2 Cores):  Intel (R) Core 2 Duo 3.4GHz, 2GB RAM 
B)  Interconnection Network: Gigabit Ethernet 1000Mbps, D-Link Switch 24-Port 10/100/1000 
2.1.2. Software Components: OS - Windows 7 ,Grid Middleware: JPPF 5.0, GPU Libraries : Aparapi, Standard 
Library : JDK 1.7, Apache Ant, version 1.9.4, Biological Libraries : Bio Java 3.0.5. 
2.1.3 Data :  51.6 MB of Protein Sequence Data  
2.2 Method 
Driver configuration: The parameters for each of the algorithms were set as: Static algorithm 
(strategy.manual_profile.size = 1), Adaptive algorithm (minSamplesToAnalyse = 100, minSamples 
ToCheckConvergence = 50, maxDeviation = 0.2, maxGuessToStable = 50, sizeRatioDeviation = 1.5, decreaseRatio 
= 0.2), Deterministic Algorithm( initialSize = 5, performanceCacheSize = 1000, proportionalityFactor = 1), 
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Reinforcement Learning Algorithm( performanceCacheSize = 3000, performanceVariationThreshold = 0.001), 
Nodethreads Algorithm( multiplicator = 1) 
 
Node configuration:. A node's configuration file has a property, processing.threads to specify the size of the 
execution thread pool.processing.threads > n , where n is number of CPU cores in nodes. 
 
Development of Grid Enabled Application: A Gridified Bioinformatics Application which analysed 51.6 MB of 
protein sequence to compute Instability Index, net charge, hydrophobicity and Aliphatic Index of retrieved protein 
sequences. The application was written to evaluate the performance of the established Grid.   
 
Method for executing task on GPU: To enable APARAPI program to execute Open CL native library 
(OpenCL.dll) and APARAPI native library (aparapi_x86.dll) must be set to the environment variable PATH. 
 
CPU-GPU Load Balancing: Load shared proportionately as per the capability of CPU and GPU. In our experiment 
80% load is given to CPU and 20% load given on GPU. 
 
 
Fig 1 - Simplified Architecture of GPU Enabled Grid Enabled Application Class Hierarchy and underlying 
hardware utilization 
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The grid enabled application divides the task between the cores of GPU and CPU by adopting the above class 
hierarchy. The client application uses standard JPPF classes and APARAPI. 
  
 
3. Results 
3.1 Results of server optimization and performance analysis 
     Table 1. Server Load Balancing Performance for various algorithms 
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Time of Execution (in milliseconds) for various Server Load Balancing Algorithm 
Static Algorithm  
  
Adaptive 
Algorithm 
Deterministic 
Algorithm    
Reinforcement 
Learning Algorithm 
Node threads 
Algorithm 
1 0.1 1532 1893 2193 2043 2043 
2 0.2 1975 2100 2500 2300 2300 
3 0.4 2476 2248 2748 2498 2498 
4 0.8 2688 3432 3732 3582 3582 
5 1.6 3704 4397 4997 4697 4697 
6 3.2 3988 4762 5062 4912 4912 
7 6.4 4489 5927 6727 6327 6327 
8 12.8 4997 6093 6393 6243 6243 
9 25.6 5499 7358 8258 7808 7808 
10 51.6 6009 8123 9123 8623 8623 
 
 
 
Fig 2. Comparison of Load Balancing Algorithms on Proposed Grid for various level of granularity of task 
 
From figure 2 it can be seen that static load sharing is much efficient than other algorithms. All other algorithms 
requires communication between nodes and server. We can see along with increase in granularity of task, the total 
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execution time of the grid enabled application also increased; this is because of more network communication 
between servers and nodes. So we have chosen static load balancing algorithm for server in our grid, because all the 
nodes used in the grid are of same configuration. 
3.2 Results of node performance by node threads 
  Table 2. Node Load Balancing Performance for different numbers of processing threads 
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Performance of grid nodes for various node threads in milli seconds 
Node 1 Node 2 Node 3 Node 4 
T = 1 T = 2 T = 4 T = 1 T = 2 T = 4 T = 1 T = 2 T = 4 T = 1 T = 2 T = 4 
1 0.1 760 381 395 765 384 399 766 384 399 764 383 398 
2 0.2 981 492 506 987 495 510 988 495 510 985 494 509 
3 0.4 1232 617 631 1237 620 635 1238 620 635 1236 619 634 
4 0.8 1337 670 684 1344 673 688 1345 674 689 1342 672 687 
5 1.6 1844 923 937 1852 927 942 1853 928 943 1850 926 941 
6 3.2 1988 995 1009 1993 998 1013 1994 998 1013 1992 997 1012 
7 6.4 2240 1121 1135 2243 1123 1138 2244 1123 1138 2243 1123 1138 
8 12.8 2493 1248 1262 2498 1250 1265 2499 1251 1266 2496 1249 1264 
9 25.6 2745 1374 1388 2748 1375 1390 2749 1376 1391 2748 1375 1390 
10 51.6 2998 1500 1514 3004 1503 1518 3005 1504 1519 3002 1502 1517 
 
a.  
 
 
b. 
 
c. 
 
d. 
 
 
Fig 3(a)-3(d)  Node Load Balancing Performance for different numbers of processing threads for node 1,2,3,and 4 
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We have set processing.threads  attribute value to 1, 2 and 4 in Node Configuration file for each node in each 
granularity of tasks. For each granularity for each thread value we have executed the grid enabled application in 3 
runs and a mean of execution time of all run were considered for each thread.  
 
It is evident from Table 2 and Fig 3(a) – 3(d) that if the node is having 2 cores then setting the number of processing 
threads to 2 gives best performance because in our experimental grid all nodes were having 2 cores CPUs. 
3.3 Node performance analysis of CPU+GPU hybrid computing model 
       Table 3.  Processing time readings and performance improvement studies when load is shared/not shared between CPUs and GPUs 
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CPU-GPU 
(Load Sharing : 80% in CPU, 
20% in GPU) 
CPU Only 
100 % Load on CPU of 
Each Node 
Difference in 
Execution 
Time(in ms) 
Improvement 
 (in %) 
1 0.1 281 381 100 26.25 
2 0.2 292 492 200 40.65 
3 0.4 242 617 375 60.78 
4 0.8 265 670 405 60.45 
5 1.6 363 923 560 60.67 
6 3.2 395 995 600 60.30 
7 6.4 440 1121 681 60.75 
8 12.8 498 1248 750 60.10 
9 25.6 544 1374 830 60.41 
10 51.6 590 1500 910 60.67 
 
From the above readings and calculations it is evident that if CPU and GPU process data together then we get better 
improvement in performance in each node. The data is graphically represented in Figure below- 
 
a b 
Figure 4(a). Execution Time and 4(b) Improvement of CPU-GPU Hybrid model 
 
A performance pattern has noticed that after a granularity of task, the performance remain within a range of ~ 60% 
because the performance will get enhanced upto the processing capability of GPU. With higher number of execution 
units in GPU the performance will be scaled to much higher level. 
 
3.4 Results of grid performance analysis 
 
The processing time of the grid enabled application T(G) and sequential application T(S) has been recorded 
for various granularity of task in milli seconds. The result shows that performance improvement [T(S)/T(G)] after 
reaching  certain level becomes stable . The results generated are shown in Table 4.  
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Table 4.  Comparative processing time performance calculations between  T(S) & T(G) 
 
 
                             
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                 
 
Figure 5.  Execution Time of Grid Enabled and Standalone Application 
 
Performance of Grid Enabled application has been achieved upto 3.4 times in comparison to sequential version of 
the same application. 
 
4. Conclusion 
 
Performance of grid depends on the configuration of grid by the appropriate selection of load balancing strategy. A 
grid enabled application which can utilize the underlying hardware resources of nodes (CPU-GPU Cores) efficiently 
makes the compute intensive tasks quite faster. The study shows how to achieve maximum performance from a grid 
enabled application by the appropriated server, node optimization and utilization of the hybrid computing model. 
The experiment conducted above was on a mini experimental grid of 4 nodes and the grid enabled application shows 
3.4 times better than non grid enabled application performing the same analysis. In addition to that each node when 
tested for CPU-GPU hybrid model has shown improvement of ~ 60% per node additionally. This approach is a 
promising model for all most all compute intensive tasks in bioinformatics like molecular modeling, docking and 
molecular dynamics studies for large number of protein structures. 
Sl. Of obs. Granularity of Task(in MB) T(S) in ms T(G) in ms % PE=T(S)/T(G) * 100 
1 0.1 3064 1532 200 
2 0.2 6912.5 1975 350 
3 0.4 11884.8 2476 480 
4 0.8 9139.2 2688 340 
5 1.6 12593.6 3704 340 
6 3.2 13559.2 3988 340 
7 6.4 15262.6 4489 340 
8 12.8 16989.8 4997 340 
9 25.6 18696.6 5499 340 
10 51.6 20430.6 6009 340 
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