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ABSTRACT OF THESIS 
 
 
 
 
MODELING AND OPTIMIZATION OF MACHINING PERFORMANCE 
MEASURES IN FACE MILLING OF AUTOMOTIVE ALUMINUM ALLOY 
A380 UNDER DIFFERENT LUBRICATION/COOLING CONDITIONS FOR 
SUSTAINABLE MANUFACTURING 
 
 
 
The use of cutting fluids in machining process is very essential for achieving desired 
machining performance. Due to the strict environmental protection laws now in effect, 
there is a wide-scale evaluation of the use of cutting fluids in machining. Consequently, 
minimal quantity lubrication (MQL), which uses very small quantity of cutting fluids and 
still offers the same functionality as flood cooling, can be considered as an alternative 
solution. 
 
This thesis presents an experimental study of face milling of automotive aluminum alloy 
A380 under four different lubrication/cooling conditions: dry cutting, flood cooling, 
MQL (Oil), and MQL (Water). Experiments were design using Taguchi method for 
design of experiments. Empirical models for predicting surface roughness and cutting 
forces were developed for these four conditions in terms of cutting speed, feed and depth 
of cut. 
 
Optimization technique using Genetic Algorithms (GA) was used to optimize 
performance measures under different lubrication/cooling conditions, based on a 
comprehensive optimization criterion integrating the effects of all major machining 
performance measures. Case studies are also presented for two pass face milling 
operation comparing flood cooling condition with MQL. 
        
The comparison of the results predicted by the models developed in this work shows that 
the cutting force for MQL (Oil) is either lower or equal to flood cooling. The surface 
roughness for MQL (Oil) is comparable to flood cooling for higher range of feed and 
depth of cut. A comparison of the optimized results from the case studies, based on value 
of utility function, shows that the optimum point for two pass face milling operation 
having MQL (Oil) as finish pass has highest utility function value. 
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CHAPTER 1    
INTRODUCTION AND OVERVIEW OF THE THESIS 
 
1.1   Introduction 
While metal cutting has been practiced in various forms dating back to ancient times, it 
has taken on a more critical role since the industrial revolution. Perhaps, the most 
comprehensive early work on cutting fluids was reported by Taylor in the early 1900's 
(Talyor, 1907). Since Taylor, cutting fluids have changed dramatically, for better 
performance, as well as health and safety reasons. Also, with the advent of new standards 
regarding the environment, health and safety, some of the components in many cutting 
fluids used earlier were identified as problematic. These components contributed to a 
variety of illnesses and environmental hazards and therefore had to be eliminated from 
continued use.  
These health effects include skin diseases, acute respiratory illnesses, and potentially, 
cancers. The primary routes of exposure of cutting fluids are dermal and by inhalation. 
The dermal exposures occur from splashing and handling of parts coated with the cutting 
fluid. The inhalation exposures occur when workers breathe air contaminated with cutting 
fluid mist. This mist is generated by the machining process, from splashing, and from the 
application of fluid to spinning parts and tools. 
The most common way of applying cutting fluids in machining process is by flood 
cooling in which the machining area is flooded with an abundant amount of cutting fluid. 
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It is important to find a way to manufacture products using more sustainable methods and 
processes, which could minimize the use of cutting fluids in the machining operation and 
provide a healthy and safe working environment. The ideal way of performing 
manufacturing processes in this regard is by dry machining, which will eliminate 
completely, any use of cutting fluids. However, cutting fluids have their own advantages 
and positive effects which have to be assured in dry machining.  Near-dry machining, 
which is also referred to as MQL (Minimum Quantity Lubrication), is a more realistic 
approach which is an intermediary stage between flood cooling and dry machining.  
1.1.1   Machining Processes Using MQL  
One of the primary driving forces behind the implementation of MQL is waste reduction. 
In the US, approximately 3% of its annual gross domestic product (GDP) is spent on 
Machining (Ivester et al., 2000), out of which the cost of coolants and cutting tools is 
approximately 7.5%. Based on these statistics, it seems incomprehensible why all 
innovations and activities for cost improvement in machining during the past few decades 
have neglected the minimization of cutting fluids. For example, in manufacturing 
camshaft for engines, the increasing costs associated with the use and disposal of cutting 
fluids is up to 17% per part manufactured (Brockhoff, 1998).  
MQL machining is a sustainable manufacturing process that uses very small amounts of 
cutting fluids. The fluid is atomized, often with compressed air, and delivered to the 
cutting interface through a number of nozzles. Because the fluid is applied at such low 
rates, most or all of the fluid used is carried out with the part. This eliminates the need to 
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collect the fluid while still providing some fluid for lubrication, corrosion prevention, and 
a limited amount of cooling.  
To reach the goal of ecological machining in manufacturing processes using MQL, it is 
essential to study and model the effects of MQL on the machining performance measures 
such as surface finish, tool-life and cutting forces. The key to successful incorporation of 
MQL in industrial machining processes is to be able to develop a capability to predict the 
effects and optimize the use of MQL. 
This investigation looks into the effects of cutting fluids on the process of face milling 
automotive aluminum alloys. Through extensive experimentation, an attempt has been 
made to model and optimize the effects of cutting fluids on machining performance 
measures in terms of surface roughness and cutting forces in face milling operations.  
1.1.2   Face Milling of Automotive Aluminum Alloys 
The need to minimize machining costs is urgent throughout the industry. It is more so 
with the high volume automotive industry involving long machining time, higher part 
accuracy and quality for parts made of aluminum alloys. This necessitates the application 
of a high speed machining process, wherein a cutter, rotating at high cutting speeds 
removes stock from the workpiece with a high material removal rate. The use of a high 
speed process is not only economically attractive, but also beneficial when it comes to 
machining different shapes and sizes of parts made of materials such as aluminum alloys, 
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due to low cutting forces. Machining at higher speeds results in minimum workpiece 
distortion, production of better finish and reduced burr formation. 
The use of aluminum in automotive industry is on the rise. As the price of gasoline gets 
higher and the new environmental and safety regulations get tougher, automobile 
manufacturer have to design lighter and more fuel-efficient vehicles. Aluminum is the 
most favored metal because of its high strength-to-weight ratio, non-corrosive nature and 
the performance characteristics. A few years ago, aluminum was considered hard to 
machine but this is not the case today with the use of high speed machining, even though 
planning for optimum performance is not possible at this time due to the absence of an 
effective predictive model for machining performance measures.  
1.1.3   Modeling of Machining Processes 
The science of metal cutting has its origins in the early part of the nineteenth century. 
Early research efforts were expended in understanding the physics underlying machining 
processes. The basic model used in these efforts pertains to orthogonal cutting wherein 
the cutting velocity is perpendicular to the principal cutting edge. Such a model together 
with machining experiments was employed for predicting microscopic quantities such as 
stresses, strains, strain-rates and temperatures in the cutting zone. This methodology was 
later extended to the oblique tool used in industry, wherein the cutting velocity is skewed 
to the main cutting edge. Although numerous oblique cutting theories abound, there still 
is a lack of a universally accepted one. An alternative approach, which has gained 
widespread acceptance since the early 1990’s for predicting macroscopic quantities such 
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as cutting forces, vibrations and surface roughness, is the empirical approach with the use 
of experimental design techniques and statistical data analysis. This method can be used 
for a more practical situation, where predicting performance measures such as cutting 
force, surface roughness and tool-life can be done with the use of certain coefficients 
determined from simple experiments.  
The popularity of the empirical approach stems from the simplicity involved in building 
the model and the resulting prediction accuracy that is maintained over the range of 
cutting conditions. In contrast, other methods such as slip-line field solutions and shear 
plane angle solutions become less effective when applied to realistic oblique machining 
processes such as milling (Bayoumi et al., 1994). Although finite element methods are 
capable of predicting cutting forces without assuming shear zone geometry or use of 
empirical coefficients, their accuracy is a strong function of the underlying material 
model, incorporation of dynamic effects and the available computational power (Kapoor 
et al., 1998).  
In the current investigation, an empirical modeling approach has been used to develop 
predictive models for surface roughness and cutting forces in terms of machining 
parameters such as cutting speed, feed and depth of cut for four different lubrication 
conditions. These are dry cutting condition, flood cooling condition, MQL (Oil) condition 
using vegetable oil as lubricant and MQL (Water) condition using water-based emulsion 
similar to flood cooling as the lubricant. 
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1.1.4   Significance of Optimizing Machining Processes 
In the mid 1970's, Merchant (1974), and again in the 1980's, Eversheim et al. (1984), 
reported that in conventional (manual) manufacturing systems, the machined components 
take only about 6% to 10% of the total available production time on machines being used. 
By contrast, it has been estimated that the percentage would increase to 65%-80% in 
modern computer-based manufacturing (Armarego, 1996) because of the advent of 
computer-based and automated machining systems. This situation makes the need for 
economic optimization and reliable performance data of machining processes even more 
pressing than ever before. This urgent need has been emphasized in a world survey by the 
CIRP (International Institution for Production Engineering Research) (Kahles, 1987). 
A CIRP working paper (Armarego et al., 1996) quotes the findings of a recent survey by 
a leading cutting tool manufacturer as, "... In the USA the correct cutting tool is selected 
less than 50% of the time, the tool is used at the rated cutting speed only 58% of the time, 
and only 38% of the tools are used up to their full tool-life capability. ..." Similarly, even 
an earlier survey for machining aluminum alloy components in the U.S aircraft industry 
has shown that the selected cutting speeds were far below the optimal economic speeds 
(Finnie, 1956). 
One of the reasons for this poor performance is the lack of predictive models. This has 
inhibited the widespread use of the available optimization strategies. But, if reliable 
predictive models for the various technological performance measures are developed, 
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then optimizing the economic performance is feasible, and this can provide a means for 
bridging the gap between theory and practice. 
The goal of multiple criteria optimization of machining processes is to establish trade-
offs among the various conflicting machining performance measures to achieve optimum 
machining performance. In addition to surface roughness and cutting forces, other 
machining performance measures such as tool-life and material removal rate significantly 
affect the economic performance measures such as profit rate, production cost, etc., 
directly or indirectly. The comprehensive optimization criterion used in the present work 
includes the effects of all major machining performance measures. 
1.2   Overview of the Thesis 
This research thesis presents an extensive experimental work which leads to the 
development of predictive models for machining performance measures in terms of 
cutting conditions and under different lubrication/cooling conditions for face milling of 
automotive aluminum alloy A380. The models developed were then used in, a multiple 
criteria optimization program using Genetic Algorithms (GA), proposed by Wang (Wang, 
2001), to optimize the performance measures for different cutting and lubrication/cooling 
conditions. This program was initially developed for multi-pass turning operations and 
has been subsequently modified to include the predictive models developed in the current 
investigation for face milling operations.  
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The objectives of the thesis are as follows: 
1. Studying the effects of different lubrication/cooling conditions on performance 
measures in face milling of automotive aluminum alloy A380 to develop a more 
sustainable manufacturing process. 
2. Developing predictive models for surface roughness and cutting forces during 
face milling of aluminum alloy A380 under four different lubrication/cooling 
conditions, using the data obtained from designed experiments. 
3. Formulating a nonlinear optimization problem for multi-pass face milling 
operations to achieve the overall optimum selection of cutting and lubrication/ 
cooling conditions for different passes by maximizing or minimizing the objective 
function of the technological machining performance measures. 
4. Applying Genetic Algorithms (GA) to the optimization problem for multi-pass 
face milling operation by setting machining performance requirements and the 
ranges of the process variables as constraints imposed on the optimization process 
as well as by choosing suitable GA parameters. 
A brief review of relevant past research publications and the current state of the art in 
modeling of machining performance measures and lubrication/cooling conditions is 
presented in Chapter 2. The deficiency of some of the available models and the effect of 
lubrication/cooling conditions on machining performance measures is also analyzed in 
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this chapter. The need for developing a new model for face milling of aluminum alloys in 
different lubrication/cooling conditions has also been justified. 
Chapter 3 describes the extensive experimental work in face milling of aluminum alloy 
A380, which was carried out to establish a relationship between machining performance 
measures such as surface roughness and cutting forces with cutting conditions such as 
cutting speed, feed and depth of cut. This chapter also highlights some of the 
observations made and practical difficulties faced during this experimental work. 
Chapter 4 again briefly reviews the previous work done in modeling of different 
performance measures in face milling and presents reasoning for formulating new models 
which are developed in the present work. It also presents validation tests for models 
developed and lays the ground work for formulating a comprehensive hybrid process 
model. This hybrid model consists of models for tool-life and metal removal rate along 
with surface roughness and cutting forces, which is used for optimization of cutting and 
lubrication conditions for multi-pass face milling operation. 
In Chapter 5, GA algorithms are applied to the hybrid model developed for multi-pass 
milling operations to identify optimum machining conditions. Furthermore, a comparison 
between different lubrication/cooling conditions is made based on values of the resulting 
optimum performance measures and the utility function of the optimum point. 
Chapter 6 discusses the effects of cutting fluids on the environmental and occupational 
health. It describes the hazards which cutting fluids pose and proposes MQL as an 
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alternative to flood cooling, based on the results of the predictive models developed 
earlier in this investigation, for a more sustainable manufacturing process. 
Chapter 7 summarizes the experimental and modeling work completed in this 
investigation and gives suggestions for future work, which proposes to extend the 
modeling of lubrication/cooling conditions. 
Appendix I briefly describes the Taguchi Design of Experiments (DOE) method used in 
this investigation to carry out design experiments. It explains the method to select the 
experimental matrix. 
Appendix II contains information on the web-based GA program, which was used to 
facilitate the application of GA optimization methodology. 
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CHAPTER 2  
REVIEW OF RELEVANT PREVIOUS RESEARCH WORK 
 
In this chapter, a brief review is presented of relevant past research publications and the 
current state of the art in modeling of machining performance measures under various 
lubrication/cooling conditions. This chapter is divided into sections with reviews of 
research papers related to modeling of milling operations with respect to cutting forces, 
surface roughness, tool-life and lubrication/cooling conditions. The deficiency of some of 
the available models and the research work done on the effects of lubrication/cooling 
conditions on machining performance measures is also reviewed in this chapter. The need 
for developing a new model for face milling of aluminum alloys under different 
lubrication/cooling conditions has also been justified. 
 
2.1   Modeling of Milling Operations 
Predictive modeling of machining processes is the first and the most important step for 
process control and optimization. A predictive model is an accurate relationship between 
the independent input variables and dependent output performance measures. There are 
two well known approaches to obtain this relationship: the empirical approach and, the 
fundamental approach involving analytical means. 
The empirical approach is considered a short-term and practical method, and it is the 
most suited approach for industrial applications. Large amount of experimentation is 
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required to establish the empirical relationships between various influencing independent 
operation variables and the technological performance measures. In more sophisticated 
studies, tools such as designed experiments and curve fitting are used to obtain the 
empirical relationship from experimental data. The advantage of this approach lies in the 
fact that, depending on the level of understanding of the participating phenomena, it can 
produce very good results. On the other hand, the obtained conclusions have very specific 
applications and little or no general applicability. It must be pointed out that it is very 
easy for a set of experiments to not produce the expected results because there are too 
many factors to be considered regarding the explained phenomenon and the equipment 
that is used (Benardos and Vosniakos, 2003). 
The fundamental or theoretical approach can be considered as a “long-term” research 
approach. It is more scientific than the empirical approach. Geometric, analytical or 
mechanistic modeling methods form the basis of this approach. Apart from the 
limitations of the simple geometrical and kinematical configurations of “classical” 
orthogonal and oblique cutting theories applied to the more complex practical operations, 
difficulties have been met in developing predictive models for various performance 
measures such as the cutting forces, power, surface roughness and tool temperatures. In 
addition, the development of detailed theoretical and predictive cutting models for the 
wide range of more complex machining operations used in practice has also been sadly 
missing. The following is a summary of current practices used in modeling machining 
processes for evaluating the major machining performance measures and their 
deficiencies. 
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2.1.1   Cutting Force/Power  
Boston and Kraus were among the first few to attempt the modeling of milling process 
(Boston and Kraus, 1932). They derived an empirical equation for energy consumed in 
milling operation in terms of feed and depth of cut. The effects of tool-wear and cutting 
fluids were also investigated. Through extensive experimentation the model was verified 
for different work materials, cutting and lubrication/cooling conditions. Comparison 
between up milling and down milling was also presented.  
In continuation with his earlier pioneering work of tool path modeling (Martellotti, 1941), 
Martellotti presented his work in analysis of down milling process (Martellotti, 1945). In 
this work he developed a model and compared chip formation for up and down milling 
along with comparison of the two components of forces, normal and tangential.  
 Tlusty and MacNeil contributed to the fundamental understanding of the end milling 
process through studies of the cutting mechanisms and the total force system (Tlusty and 
MacNeil, 1975). In this work, a study of the dynamics of cutting forces in end milling 
was presented with respect to adaptive control. A mechanistic model was proposed for 
cutting force prediction in end milling. 
Usui et al. proposed a new model for chip formation in three-dimensional or oblique 
cutting with a single point cutting tool. The proposed model was then applied to predict 
chip formation and cutting forces in plain milling (Usui et al., 1978). In this work, an 
energy method was used to enable the prediction of oblique chip formation and the three 
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components of the cutting force, using orthogonal cutting data. While applying this 
method to plain milling, the inclination angle in oblique cutting was replaced by the helix 
angle of the milling cutter. This model gave satisfactory results for only small values of 
helix angles. 
A predictive model for cutting force in peripheral milling application involving cornering 
cuts was presented by Kline et al. (Kline et al., 1981). The process of corner cutting 
which is a special case of peripheral milling, has been modeled based on the mechanism 
of chip formation and cutting conditions, assuming that the three dimensional cutting 
operations can be thought of as an aggregation of orthogonal cuts. 
In 1984, Fu et al. (Fu et al., 1984) proposed a mechanistic model for face milling 
considering parameters such as the cutting conditions, tool geometry and the process and 
workpiece geometry in terms of the relative position of the cutter with respect to 
workpiece, spindle tilt and the runout. In 1994, Young et al. (Young et al., 1994) 
presented a predictive model for cutting forces in face milling by considering the effects 
of varying chip thickness applied to the orthogonal machining theory. Both of these 
models were based on orthogonal machining theory and were developed for single tooth 
fly cutting.  
 In 1993, Kim and Ehmann (Kim and Ehmann, 1993) described a procedure for modeling 
and simulating static and dynamic cutting forces in face milling operation. Unlike the 
earlier research work, this model was developed on the multi-tooth oblique cutting 
theory. In the static model the initial positioning errors and eccentricity of the spindle 
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were taken into consideration. Another mechanistic model was proposed by Adolfsson 
and Stahl (Adolfsson and Stahl, 1994). This model also took into consideration, the effect 
of edge wear, along with positioning errors and eccentricity of spindle.  
 In 1999, Zhang et al. (Zhang et al., 1999) developed a theoretical model for predicting 
forces in face milling based on the oblique cutting theory and mechanics of milling. They 
took into consideration the effect of intermittent cutting on the temperature in the cutting 
region and the effect of cutter runout on chip load variation. The other input parameters 
to the model are work material properties, tool geometry and cutting conditions. 
Li and Li proposed a different approach for predicting cutting forces in face milling by 
applying Oxley’s predictive machining theory to milling process (Li and Li, 2002). A 
dynamic shear length model was developed and incorporated to replace the original 
simplified shear plane model.  
All major research papers described above have tried to theoretically model the cutting 
forces in milling. As with any other performance measures, the ability to predict cutting 
forces in milling can be used to control and adapt the process for any change in one or 
more performance measures. Research so far has shown that it is feasible to use cutting 
force signal as a means to adaptively control the milling process. The following 
paragraphs present a review of this approach aimed at modeling of milling process. 
The use of cutting force models is most common for in-process tool-wear measurement 
and tool failure detection. Altintas and Yellowley showed that the tool breakage in 
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milling can be effectively detected by first and second differentiation of a time averaged 
resultant force (Altintas and Yellowley, 1989). The tooth which follows the broken or 
damaged one will have a larger load since it has to remove the extra material left by the 
broken tooth. It was shown that this difference is very sensitive to radial runout, and 
hence a mechanistic model previously developed by Fu et al. (1984), which accounts for 
radial runout, was used. 
In 1991 Elbestawi et al. (Elbestawi et al., 1991) presented a different approach for on-line 
monitoring of flank wear in milling. This approach was based on identification and 
characterization of the variation pattern of cutting force harmonics with respect to flank 
wear. Computer simulations were conducted to relate the variation patterns of the cutting 
force harmonics to flank wear. It was found that this variation is dependent on the 
immersion ratio; hence, a new technique was developed for in-process identification of 
immersion ratio. Lin and Yang (Lin and Yang, 1995) used the basic linear relationship 
between the cutting forces in milling and chip thickness given by Martellotti (Martellotti, 
1945). An empirical correlation between the force coefficients and flank wear was 
established through experimental data. The flank wear can be predicted based on feed, 
depth of cut, average chip thickness, length of the cutting edge and one of the force 
coefficients. 
Trang et al. (Trang et al., 1992) and Lin (Lin, 1996) suggested the use of neural networks, 
which have the same way of functioning as a human brain, to process and detect tool 
breakage in face milling operation.  The neural networks had to be taught to distinguish 
between different patterns of the force signals through the backward propagation system, 
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so that the tool breakage can be sensed with respect to variation in cutting speed, feed, 
depth of cut and work material properties. The accuracy of neural networks depends on 
the input or the training data, and the structure of the input layer of the networks. An 
initial extensive experimentation is needed to train and make these networks functional 
for a wide range of operating conditions. 
Armarego et al. (Armarego et al. 2000) provided comprehensive machining performance 
equations for turning, drilling and milling. Through extensive experimentation, empirical 
models were proposed and machining databases were created for these operations in 
terms of machining performance measures such as cutting forces, tool-life and power 
consumption. This extensive experimental investigation was motivated by the idea to 
bridge the gap between the development of quantitatively reliable technological 
machining performance equations and selection of cutting conditions, which optimize the 
economic performance of machining operation, advocated by F. W. Taylor in 1907 
(Taylor, 1907). 
2.1.2   Surface Roughness 
Groundbreaking work in modeling of milling cutter tool-path was done by Martellotti 
(Martellotti, 1941, 1945). This investigation showed that the path followed by a milling 
cutter is that of an arc of a trochoid. It presented analytical methods to evaluate the effect 
of radius of curvature of the tooth path, the clearance angle, rake angle and the radial 
thickness of the chip on the power required for milling, the quality of surface generated 
and the tool-life of the cutter. Comparison was also done between up and down milling in 
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terms of power consumption, wear and tear of the milling machine, milling cutter wear 
and vibration. 
Since then most of the work done in milling was focused on modeling of forces. 
Moreover end milling was the operation mostly considered in modeling. Kline et al. 
presented a model to predict the accuracy of a milled surface by taking into account the 
deflection of the end mill (Kline et al., 1982). The surface error profile was predicted by 
relating a previously developed force model to the deflection of the end mill along the 
axial depth of cut. The factors taken into consideration were cutting conditions, tool 
geometry errors and properties of tool and work materials. 
Sutherland and Devor presented a model for predicting surface errors and forces by 
considering end milling as a flexible system (Sutherland and Devor, 1986). This model 
takes into consideration the effect of deflection of the end mill on chip load, and 
thereafter, it calculates the chip load that balances the cutting forces and the resulting 
system deflections. It was also shown that the system deflection soothes the effect of 
runout, and reduces both peak cutting force and maximum surface error.  
An improved model for milling processes was presented by Montgomery and 
Montgomery (Montgomery and Montgomery, 1991). This model takes into consideration 
the relative motion of the work material with respect to the tool caused by  the vibration 
of work material. Trochodial motion of the milling cutter was used to determine the uncut 
chip thickness. The model was able to predict the fluctuating uncut chip thickness and the 
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associated cutting force and surface errors. The model was only moderately accurate in 
heavier cutting conditions. 
Elbestawi et al. presented a model for generation of milled surfaces by taking into 
consideration tool dynamics and tool-wear (Elbestawi et al. 1994). This model was first 
developed for end milling of aluminum and was then applied to finish end milling of 
steel. The effects of flank wear, cutter run-out, static and dynamic deflection as well as 
the damping present at the tool-workpiece interface, were considered in this work. 
Beak et al. presented a mathematical model for surface roughness in face milling (Beak et 
al., 1997, 2001). This model considers static characteristics of the process such as cutting 
conditions, geometric edge profile and tool insert runout as well as dynamic 
characteristics such as forced vibration of the system. The dynamic model did not 
consider the chatter vibration caused by the regenerative effect, but included the effects 
of the relative displacement between workpiece and tool caused by the intermittent nature 
of the cutting process. In continuation to this work, the dynamic surface roughness model 
developed for face milling is used to predict the surface roughness for varying feed rates. 
The optimal feed for maximum metal removal rate, within the surface roughness 
constraints, is selected using the bisection method. 
The research papers reviewed above show that researchers have relied heavily on the 
analytical or mechanistic approach of modeling the surface roughness and surface errors.  
Investigations were also undertaken in more practical ways, to develop empirical models 
for surface roughness and accuracy. 
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Fuh and Wu proposed an empirical model to predict surface quality, which included 
residual stresses, along with surface roughness and work hardening (Fuh and Wu, 1995). 
The effects of tool nose radius and flank width were considered along with cutting 
conditions. A second order equation was used to represent dimensional errors in terms of 
the input variables. Empirical constants were found from experimental data by using 
response surface methodology. Similarly, Fuh and Chang used an empirical approach to 
model the surface accuracy in end milling of aluminum alloys, with the cutting conditions 
and the hardness of the workpiece as major parameters (Fuh and Chang, 1997).  
Alauddin et al. (Alauddin et al., 1995) and Lou et al. (Lou et al., 1999) used response 
surface methodology to model surface roughness in end milling of steel and aluminum 
with respect to cutting speed, feed and depth of cut. Benardos and Vosniakos used feed 
forward neural networks to predict surface roughness in face milling. Designed 
experiments were used to teach these networks. Feed force and tool-wear rate were used 
to estimate surface roughness in real time (Benardos and Vosniakos, 2002).   
2.1.3   Tool–life 
For automated industrial machining processes, it is essential to assure the most favorable 
cutting conditions for the process to get optimum production rate. Tool-life and 
machining resources are among the most commonly considered factors in process 
planning. Although many different methods have been developed to predict tool-life, 
none of these methods fully agree with industrial production results. Almost all currently 
established models are for flat-faced tools; also most commonly used criteria for these 
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cases are flank wear and crater wear. The influence of other types of wear such as notch 
wear or nose wear and cutting edge chipping are generally not considered. In addition, 
the accuracy of these equations is very poor. The earliest and the most commonly known 
tool-life equations, as well as tool-wear modeling are summarized in the following 
paragraphs. 
In 1907, F. W. Taylor realized that the economic success of machining is closely related 
to the capabilities of cutting tools. He discovered that the most significant factor affecting 
tool-life was cutting speed when the work material, tool material, and tool shape are 
chosen. He pointed out that both high and low cutting speeds were undesirable, since the 
former led to frequent tool replacement, while the latter gave low production output. To 
study the optimization of machining processes, aiming at optimum cutting speed and its 
corresponding tool-life, Taylor established the relationship between tool-life and cutting 
speed, and produced the first well known empirical tool-life equation (Taylor, 1907). 
CVT n =                            (2.1) 
where V  is the cutting speed, T is the tool-life, C is constant which is equal to cutting 
speed for one minute of tool-life, and n is the slope of the curve  
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Taylor’s tool-life equation did not comply with experimental results over a wide range of 
cutting conditions. It was found that the index n varies with cutting conditions. An 
extension to Taylor’s tool-life equation was suggested as follows (Cook, 1973): 
21
111 nnn dfV
kT =                          (2.3) 
where f is feed, d is depth of cut and n, n1, n2, k are constants. In general, it is found that 
, which means that the cutting speed has the greatest influence on tool-life, 
followed by the feed and then by depth of cut. 
21 nnn <<
Tool-life is also affected by the microstructure and the hardness of work materials. The 
relationship between tool-life, Brinell hardness number and cutting conditions was given 
by Hoffman as follows (Hoffman, 1984): 
25.121 BhndfVTK nnn=                        (2.4) 
where n, n1, n2 are experimental constants 
Tool-life is very sensitive to changes in cutting tool geometry. Lau et al. proposed a 
relationship to analytically relate, the cutting tool geometry to Taylor’s constant C as 
follows (Lau et al., 1978): 
( ) ( )[ ] 11,tancot −−∝ εβαβα FC n                       (2.5) 
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where α is the clearance angle, β is the rake angle, F(α, β) is a suitable function of α and 
β, and ε is the index of the cutting speed V. 
More recent work on tool-life includes the effects of tool coatings and chip-groove 
geometry. The corresponding newly derived tool-life equation by Jawahir et al. is as 
follows (Jawahir et al., 1995, 1997a): 
nW
R
gR
c
V
VWTT ⎟⎠
⎞⎜⎝
⎛=                             (2.6) 
where T = tool-life, V = cutting speed, n = Taylor’s tool-life exponent, Wc = tool coating 
effect factor, Wg = chip-groove effect factor, TR = reference tool-life and VR = reference 
cutting speed. The coating effect factor Wc is determined as  
c
c n
nW =                          (2.7) 
where nc is the actual tool-life slope modified by the coating effect, which can be 
determined from the actual tool-life. The chip-groove effect factor Wg can be derived as  
21 nng df
kmW =                   (2.8) 
where m = machining operation effect factor (with m =1 considered for turning), n1, n2 
and k = empirical constants. 
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The research work summarized above exhibits some of the prominent early efforts to 
model tool-life in machining processes with single point cutting tools. Very little attempts 
have been made to model tool-life for machining operations with multi-point cutting tools 
such as milling. Most of the research work in milling seems to focus on developing an 
empirical or semi-mechanistic model for adaptive control of the process. The most 
commonly considered tool-wear criteria are flank wear, and to a much lesser degree, 
crater wear. 
Teitenberg et al. developed a flank wear model with a mechanistic approach. They used a 
force equilibrium equation which incorporated the effect of tool-wear. The 
experimentally obtained flank force was used as an input to these force equilibrium 
equations. The flank wear and its effect on process parameters were among the output 
parameters of this model (Teitenberg et al., 1992). 
A very simple empirical model for tool-life in end milling with respect to cutting 
conditions was developed by Alauddin and El Baradie. The criteria for tool-wear were 
uniform and localized flank wear. A second order response surface model was used and 
constants for speed, feed and depth of cut were found from the data obtained from 
designed experiments (Alauddin and El Baradie., 1995). 
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2.2   MQL Machining Application  
Machining operations involving flood cooling use a large amount of cutting fluids. In a 
high volume manufacturing facility, the total cost of using coolants is high and is 
increasing, as health issues arising from prolonged exposure to these cutting fluids are 
shown to be significant and the environmental regulations are becoming strict. Coolant 
contamination and chemical balance are constant maintenance concerns, and in a large 
plant the cost associated with the space consumed by coolant systems adds an unwelcome 
and large fraction to the cost of the plant’s operation. Although compelling reasons for 
eliminating coolants are abound, coolants are known to produce the following four major 
effects (McCabe and Ostraff, 2001): 
• It cools the tools so they do not lose their strength. 
• It cools the workpiece so it does not distort excessively. 
• It flushes away chips so the tools and workpiece are not damaged. 
• It lubricates the cutting tools so that the wear rate is reduced. 
These positive functions of the use of coolants have to be assured while replacing flood 
cooling with dry machining. MQL machining has become a more realistic and desirable 
approach as it sets the stage in transition for this change-over. MQL machining is 
commonly referred to by different terms, Table 1 shows some of these commonly used 
terms in the literature. Much of the previous work done in MQL machining includes 
applications in turning and drilling, and very little research has been reported on milling. 
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Varadarajan et al. (Varadarajan et al., 2002) investigated the effect of minimal cutting 
fluid application in turning and compared it with dry and wet turning. A flow rate of 2 
ml/min was used during turning with minimal cutting fluid. The results overtly favored 
minimal cutting fluid application in terms of cutting forces, surface roughness and tool-
chip contact length (Varadarajan et al., 2002). Wanigarathne et al. (Wanigarathne et al., 
2003) in their research work, along with other performance measures, have analyzed the 
tool-chip interface friction in MQL, flood and dry machining applications. The interface 
friction was assessed based on the thickness of the retarded zone on a chip cross section. 
Metallographic analysis showed reduced tool-chip interface friction in the case of MQL 
as compared to flood cooling. The cutting forces were also reported to be 20-25% lower 
in MQL application. 
Table 1: Most Commonly Used Terms for MQL Machining 
Acronym Terms Author Year
------- Spray Cooling Um et al. 1995
------- Extremely low lubricant volumes Machado et al. 1997
MQL Minimum Quantity Lubrication Rahman et al. 2001
ML Micro or Milli-Lubrication Gressel 2001
NDM Near Dry Machining McCabe et al. 2001
------- Mist lubrication Kelly and Cotterell 2002
EL Eco-Lubrication Cornu 2002
MF Minimum Fluid application Varadarajan et al. 2002
MVL Minimum Volume Lubrication Marksberry 2004
GM Green Machining Marksberry 2004  
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Kelly and Cotterell (Kelly and Cotterell, 2002) referred to near-dry machining as mist 
lubrication. In their investigation they have compared mist lubrication with flood, dry and 
compressed air application with respect to temperature, drilling torque and machined hole 
accuracy. Vegetable oil was used as a lubricant for mist lubrication; the flow rate was 
maintained at 20 ml/hr. It was observed that flood cooling produces loose arc chips while 
mist lubrication and compressed air application produced a combination of loose arc and 
conical chips. Mist lubrication was found to be superior at higher cutting speeds and feed 
rates. Braga et al. (Braga et al., 2002) compared the performance of uncoated and 
diamond coated drills while drilling aluminum in overhead flood and MQL conditions.  
The performance measures used for comparison were tool-wear, cutting force, torque and 
hole accuracy. Tool-wear was found to be very similar for both cases while cutting forces 
were found to be higher in MQL conditions because of poor chip evacuation.  
Rahman et al. (Rahman et al., 2001) evaluated the use of MQL in end milling application. 
The flow rate used was as low as 20 ml/hr and performance of dry, flood cooling and 
MQL conditions was evaluated in terms of cutting forces, tool-wear, surface roughness 
and burr formation. The results of the investigation showed that MQL performance was 
comparable to flood cooling with respect to cutting forces and tool-wear. Burr formation 
was less in MQL condition. In general, MQL performed better than flood cooling at 
lower cutting conditions.  
Kishaway et al. (Kishaway et al., 2005) studied the effect of different coolant application 
strategies on tool-wear mechanisms of diamond coated and uncoated tools in face milling 
aluminum alloys with high silicon content. Flood cooling, dry cutting and MQL 
 27
conditions were studied for cutting forces, tool-wear and surface roughness. This study 
revealed that the tool wears out due to adhesion; the study also highlighted the role of 
lubrications in reducing machined surface deterioration due to tool-wear. 
One of the first few attempts to model MQL machining operation has been done by 
Marksberry (Marksberry, 2004). In his work the tool-life equation for groove tool in 
turning suggested by Jawahir et al. (Jawahir et al., 1997a) has been modified to include 
the near-dry machining factor:  
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where NNDM is the near dry machining effect factor, nc is coating effect factor, nmist is the 
modified coating factor for near-dry machining and  is an empirically 
derived tool-wear mapping function using near-dry machining application.  
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CHAPTER 3   
EXPERIMENTAL WORK 
 
In the present investigation, an extensive experimental work in face milling of aluminum 
alloy A380 was carried out to establish inter-relationships between machining 
performance measures and cutting parameters such as speed, feed and depth of cut. The 
machining performance measures under consideration are surface roughness and cutting 
forces. These inter-relationships were estimated for face milling under four different 
lubrication conditions which were dry cutting, flood cooling and two types of MQL 
conditions: MQL (Oil) and MQL (Water). This chapter explains the experimental setup 
and the experiment design used in this investigation. The observations made during 
experimentation and the practical problems faced are also highlighted in this chapter. 
3.1   Experimental Setup 
Experiments were conducted on a HAAS VFO, 20 HP and 5000 rpm Vector Dual Drive 
vertical machining center. Figure 3.1 shows the experimental setup. The work material 
used was aluminum alloy A380 which had a measured hardness of 45 HRB. Table 2 
presents the detailed chemical composition of the work material. A full immersion face 
milling operation was carried out on rectangular blocks of size 72 mm X 102 mm X 64 
mm. A commercially available Stellram APEX1604PDFR-701 uncoated carbide tool 
inserts with GH1 grade, 11 ° clearance angle and rake angle of 18° were used. Stellram 
C7690VA16 76.2 mm diameter 6 inserts shell mill and a Kennametal CV40SM100206 
standard tool holder were also used as shown in Figure 3.2. 
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The basic objective of the experimental work was to: 
(a) Establish the polynomial constants for the surface roughness model. 
(b) Establish the polynomial constants for the cutting forces model. 
Designed experiments were carried out for a selected combination of four different 
cutting speeds, feeds, depths of cut and lubrication conditions as shown in Table 3. It is 
important to note that the values for these cutting conditions were selected with respect to 
the tool insert manufacturer’s recommendation. Medium and finish machining conditions 
were considered which restricted the depth of cut to below 2.5 mm. Feed and cutting 
speed values were 10 – 20 percent lower than the highest and lowest values 
recommended by the manufacturer. In the case of cutting speed, the milling machine’s 
physical limit of 5000 rpm, had to be respected. 
Surface roughness Ra and the three components of forces, the cutting force in X direction; 
force Fx , cutting force in Y direction; force Fy and the axial component in z direction; 
force  Fz were measured. The constants for the correlation between input parameters 
(cutting speed, feed and depth of cut) and measured output parameters (surface roughness 
and forces) were established for different lubrication conditions by applying non linear 
regression analysis to the quantitative data obtained from the experiments. This is 
explained in detail in a later section. 
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Figure 3.2: Tool-Workpiece-Nozzles Setup 
Table 2: Composition of Workpiece Material Aluminum A380 
Elements Percentage Composition
Si 8.67
Cu 3.23
Zn 2.21
Fe 0.91
Mn 0.23
Cr 0.09
Ni 0.06
Pb 0.06
Sn 0.05
Ti 0.04
Mg 0.04
Al Balance  
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Table 3: Cutting Conditions 
Parameters 1 2 3 4
Cutting Speed (m/min) 600 650 700 750
Feed (mm/tooth) 0.008 0.015 0.023 0.03
Depth of Cut (mm) 1 1.5 2 2.5
Lubricants/Coolants Dry Flood MQL (Oil) MQL (Water)
Levels
 
3.2   Experimental Procedure 
3.2.1   Experiment Design 
In any experimental investigation, the results depend to a large extent on the way in 
which the data was collected. The most preferred method of experimentation by 
researchers is full factorial experiments where experiments are carried out for all 
combinations of variables. In cases where many variables are involved, full factorial 
experimentation is not feasible because of the time constraints and the cost involved in 
performing these experiments. The most efficient way of carrying out experiments is by 
using the Design of Experiments (DOE) method. The DOE method developed by G. 
Taguchi was adopted in this investigation. 
The Taguchi method of DOE incorporates two important tools: orthogonal arrays and 
signal-to-noise ratios. Orthogonal arrays have a balanced property in which every 
variable occurs the same number of times for every setting of variables in the 
experiments. By using this method of designing experiments, only a fraction of full 
factorial experiments are required. In the present case, the number of experiments were 
reduced from 256 to 56. Table 4 shows all 56 combinations of experimental conditions. 
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Table 4: Experimental Matrix of Cutting Conditions 
Expt. 
No.
Lubrication
/Cooling 
Condition
Cutting 
Speed 
(m/min)
Feed   Depth 
of Cut 
(mm)
Expt. 
No.
Lubrication
/Cooling 
Condition
Cutting 
Speed 
(m/min)
Feed   Depth 
of Cut 
(mm)
1 Dry 600 0.008 1.0 29 MQL (O) 600 0.023 1.0
2 Dry 600 0.008 2.0 30 MQL (O) 600 0.023 2.0
3 Dry 600 0.015 2.0 31 MQL (O) 600 0.030 1.0
4 Dry 650 0.015 1.5 32 MQL (O) 650 0.008 2.5
5 Dry 650 0.015 2.5 33 MQL (O) 650 0.015 1.5
6 Dry 650 0.023 1.5 34 MQL (O) 650 0.030 1.5
7 Dry 650 0.030 2.5 35 MQL (O) 650 0.030 2.5
8 Dry 700 0.023 1.5 36 MQL (O) 700 0.008 1.5
9 Dry 700 0.023 2.5 37 MQL (O) 700 0.008 2.5
10 Dry 700 0.030 1.5 38 MQL (O) 700 0.015 2.5
11 Dry 750 0.008 2.0 39 MQL (O) 750 0.015 1.0
12 Dry 750 0.015 1.0 40 MQL (O) 750 0.015 2.0
13 Dry 750 0.030 1.0 41 MQL (O) 750 0.023 1.0
14 Dry 750 0.030 2.0 42 MQL (O) 750 0.030 2.0
15 Flood 600 0.008 2.5 43 MQL (W) 600 0.023 1.5
16 Flood 600 0.015 1.5 44 MQL (W) 600 0.030 1.5
17 Flood 600 0.015 2.5 45 MQL (W) 600 0.030 2.5
18 Flood 650 0.008 1.0 46 MQL (W) 650 0.008 1.0
19 Flood 650 0.008 2.0 47 MQL (W) 650 0.015 2.0
20 Flood 650 0.023 2.0 48 MQL (W) 650 0.023 1.0
21 Flood 650 0.030 1.0 49 MQL (W) 650 0.023 2.0
22 Flood 700 0.023 1.0 50 MQL (W) 700 0.008 2.0
23 Flood 700 0.030 1.0 51 MQL (W) 700 0.015 1.0
24 Flood 700 0.030 2.0 52 MQL (W) 700 0.015 2.0
25 Flood 750 0.008 1.5 53 MQL (W) 750 0.008 1.5
26 Flood 750 0.015 2.5 54 MQL (W) 750 0.008 2.5
27 Flood 750 0.023 1.5 55 MQL (W) 750 0.023 2.5
28 Flood 750 0.023 2.5 56 MQL (W) 750 0.030 1.5
mm
tooth
mm
tooth
 
* MQL (O) ↔ MQL (Oil), MQL (W) ↔ MQL (Water) 
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3.2.2   Surface Roughness Measurement 
The surface roughness was measured using Taylor Hobson Form Talysurf 50. All surface 
roughness measurements were obtained with the ISO 1:300 filter with 0.3 mm cut-off 
lengths and sampling length of 5 mm. It is the inherent property of a fully immersed face 
milled surface to have non-uniform surface roughness in the direction perpendicular to 
the direction of feed; this is due to the varying chip thickness in the face milling 
operation. Theoretically, surface roughness is lowest at the start and end of the cut where 
chip thickness is minimum and is highest in the center of the cut where the chip thickness 
is maximum.  
In the present investigation, the surface roughness value for each experiment was 
obtained by averaging nine readings spread equidistantly across the workpiece (ASME 
B46.1, 1995) as shown in Figure 3.3. The surface roughness reading at each point was 
taken in a direction parallel to the direction of feed. The positions of these nine points 
along the length of the workpiece were chosen randomly. 
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Figure 3.3: Schematic Diagram of Location of Surface Roughness Measurement 
3.2.3   Cutting Forces Measurement 
A three component piezoelectric quartz crystal Kistler 9257B type dynamometer was 
used to measure the forces Fx in the X direction, Fy in the Y direction and Fz in the Z 
direction. A sampling frequency of 2000 Hz was used. Figure 3.4 shows the connection 
diagram for the force data acquisition system. 
Tool
Kistler 9257B type
Dynamometer
Kistler 5004 
dual mode 
amplifier
Krohn Hite
multi channel
125 Hz LP filter
HT 600 data 
acquisition system
PC
Workpiece 
and fixture
 
 
Figure 3.4: Connection Diagram for Force Data Acquisition System 
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3.2.4   Tool-wear  
Though no tool-life experiments were performed, a track of the tool-wear was kept by 
measuring the wear on inserts after a set of four experiments. A Nikon Epiphot 300 
optical microscope was used for this purpose. Flank wear and crater wear were the wear 
parameters measured with limits of 0.2 mm and 0.3 mm respectively. Once the tool insert 
reached this limit, the complete set of 6 inserts were replaced. 
3.2.5   Application of Lubrication/Cooling 
A commercially available vegetable oil-based, Unist Cool lube 2210 was used as the 
lubricant for the MQL (Oil) condition. Blaser Swiss lube Blasscut 2000 universal 
concentrate, mixed with 25 times the volume of water, was used as the lubricant in flood 
and MQL (Water) conditions. A commercially available three nozzle pneumatic pulsating 
MQL equipment (Unimax Serv-O-Spray Model no. 25-03) was used as shown in     
Figure 3.5. The pneumatic pumps were operated with a 5 HP air compressor with 
maximum capacity of 1.03 MPa. The pressurized air was stored in 50 liter reservoir from 
which it was supplied at 760 kPa to the MQL spray pumps. The oil reservoir for the MQL 
equipment was replaced with a commonly available 10 ml plastic syringe for accurate 
measurement of the flow rate.  
The flow rate of MQL depends on the pulse rate and the stroke length of the pumps as 
well as the flow rate of the pressurized air since both the pressurized air and the oil are 
pumped through the same tube and then atomized at the tip of the nozzles. The whole 
system is very sensitive to the slightest change in the stroke length of the pump or outlet 
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valve opening of the pressurized air. There were also leakages and pressure losses from 
the compressor to the MQL system. Hence the rate at which the MQL was delivered 
varied from 1.15 ml/min to 1.35 ml/min. The flow rate for the flood cooling condition 
was measured to be 52 l/hr. 
 
Pressurized 
air inlet 
Pneumatic 
pumps 
Oil inlet 
(Syringe) 
Nozzles 
Figure 3.5: MQL System 
There was a practical difficulty for controlling the flow rate of the MQL (Water). The 
MQL liquid and air pass through the same delivery tube in the MQL delivery system. If 
the concentration and viscosity of the liquid stays constant the flow rate is uniform. But, 
in the case of water emulsion, which is used as a liquid for MQL (Water), the emulsion 
tends to separate out under pressure. This changes both the concentration and the 
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viscosity of the liquid. Due to this, the flow is not uniform. This factor has slightly 
affected the accuracy of the predictive model for MQL (Water) which is explained in a 
later section. 
3.2.6   Placement of Nozzles 
Initial experiments were done using a single nozzle configuration. MQL delivered by 
single nozzles was not enough to lubricate the tool over the entire length of the cut. The 
surface roughness results showed that the face mill was lubricated only for a small 
portion of the cut near the vicinity of the nozzle. Figure 3.6 shows the schematic diagram 
of the single nozzle setup and the associated surface roughness readings. When surface 
roughness was measured across the workpiece perpendicular to the direction of feed, it 
was observed that surface roughness of the region in the vicinity of the nozzle was low 
and then increased drastically for the remaining portion of the workpiece. As a result a 
belt of lower surface roughness, with respect to the remaining area of the workpiece, was 
formed which can be called the MQL effective zone. However, this is not the exact 
representation of the actual machined surface under MQL condition. 
To have a uniform lubrication across the machined workpiece, a three nozzle setup was 
used as shown in Figure 3.7 (a). These three nozzles were placed 120 degrees apart so 
that the completed face mill is lubricated even during the back cut. Figure 3.7 (b) shows 
the resulting surface roughness across the workpiece. 
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(a) Schematic Diagram of Single Nozzle Setup 
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(b) Surface Roughness Measurement for Single Nozzle Setup 
 
 
Figure 3.6: Single Nozzle Setup  
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(a) Schematic Diagram of Three Nozzle Setup 
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(b) Surface Roughness Measurement for Three Nozzle Setup 
 
Figure 3.7: Schematic Diagram of Three Nozzle Setup  
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CHAPTER 4  
DEVELOPMENT OF EMPIRICAL MODELS FOR FACE MILLING 
OPERATIONS 
 
4.1   Introduction to Technological Machining Performance Measures 
The machining performance measures may be classified as “technological” and 
“economical”. The technological machining performance measures include surface 
roughness, cutting force/power, tool-wear/tool-life, chip breakability, etc; while the most 
important economic measure is the production or the machining cost. The technological 
measures affect the economic measures directly or indirectly in machining operations. 
The technological machining performance is limited by the large number of variables 
involved in machining processes, which are shown in Figure 4.1 (Da, 1997). These 
factors depend upon the cutting tools used, the type of machining operation and cutting 
conditions and the properties of the work material.  
Fang and Jawahir (Fang and Jawahir, 1994) performed a set of experiments in turning of 
AISI 4140 with a standard TMNA type cutting tool to obtain results illustrating the 
effects of nine different factors on machining performance measures. These factors are: 
cutting speed, depth of cut, feed rate, normal rake angle, inclination angle, tool cutting 
edge angle, nose radius, work material chemical composition and chip-breaker type.  
Some of these factors cannot be quantitatively evaluated by a single variable. It was 
observed from the results that all these factors affect machining performance measures in 
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different ways and at different rates and the relationships are too complex to be expressed 
as analytical functions. 
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  Figure 4.1: Factors Influencing Machining Performance  
 Since currently available metal cutting theories are unable to explicitly represent all 
relationships between cutting conditions and machining performance measures, 
experiments were carried out to establish predictive relationships of the machining 
performance measures for face milling of aluminum alloy A380. 
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4.1.1   Cutting Forces 
Modeling of the milling process was done as early as 1932 by Boston and Kraus (Boston 
and Kraus, 1932, 1934), who suggested an empirical equation for the work done per chip 
removed in terms of f feed per chip, d depth of cut and b width of cut as shown in the 
equation 4.1.  
yxdCbfE =                   (4.1) 
where x and y are empirical constants depending on the work material. Later, work on 
modeling the cutting forces for orthogonal machining was presented by Merchant using a 
shear plane approach (Merchant, 1945). Martellotti suggested a mathematical description 
of the tool-path in milling (Martellotti, 1941, 1945). Usui and Hirota (1978) developed a 
cutting force model in three dimensions by using the energy method. Most of the earlier 
work was done based on the orthogonal machining theory, while very few researchers 
conducted research work using oblique cutting conditions. In orthogonal machining 
theories the chip thickness is constant, while in case of milling the chip thickness is 
varying over the entire cut. 
 Based on the same basic model, Fu et al. (Fu et al., 1984) presented a mechanistic model 
for predicting cutting forces in face milling operation. This model did not provide 
satisfactory results in heavy cutting conditions and while cutting hard to machine 
materials, because the dynamic component of force was neglected. A predictive model 
for face milling cutting forces based on orthogonal machining theory, while also 
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considering variable chip thickness, was presented by Young et al. (1994). A Mechanistic 
model that considered both static and dynamic components of cutting forces as well as 
the initial position errors of the inserts and the eccentricity of the spindle was presented 
by Kim and Ehmann (1993). This model was for multi-tooth oblique cutting operations. 
 Another field of research is developing force models and measuring cutting forces, with 
the possibility of adaptive control of the milling process. The force signals are used to 
assess the quality of performance measures, such as surface roughness or tool-wear/tool-
life. Altintas and Yellowley (1989) suggested a method for in-process detection of tool 
failure in milling using cutting force models. A force-based model for tool-wear 
monitoring was also proposed by Lin and Yang (1995). They established a relationship 
between average force coefficients and flank wear through a series of experiments. The 
drawback of these models was that they were developed and tested for single point cutter 
milling operation. Recent research work has focused on the use of neural networks to 
estimate machining performance measures using cutting force signals. The neural 
network functions in a way similar to a human brain. They are first trained with an 
established relationship between the performance measures and the input signal, and as 
time progresses it tends to update and correct itself. A typical regression model is 
developed and used to train these networks. 
Cutting forces are the most commonly modeled machining performance measure and 
have a very significant diagnostic role during a machining operation. However, the state 
of the cutting forces is always dynamic and very specific to the tool-work material – 
machine setup combination, a fact seemingly ignored by researchers. Armarego et al. 
 45
(2000) have developed empirical approaches for estimating and predicting technological 
performance measures in turning, drilling and milling operations. For face milling, power 
and feed force can be predicted by the following equations. 
zVDaaCfP vraz
γγεβα −−= 1                 (4.2) 
zVDaaCf
V
PF vrazaveg
γγεβα −−==)( tan                (4.3) 
where D is the diameter of the face mill, V is the cutting speed, fz is the feed per tooth, aa 
is the axial depth of cut, ar is the radial depth of cut and z is the number of teeth. In the 
current investigation, an empirical model was developed based on Armarego’s empirical 
equation and by using data obtained from designed experiments. The following 
relationship was considered for determining the components of the cutting force in 
milling. 
),,( afVF φ=              (4.4) 
where V is the cutting speed, f is the feed and a is the depth of cut. The function φ was 
assumed to be a polynomial of second order in terms of x1 as cutting speed, x2 as feed and 
x3 as depth of cut, which is explained in a later section. 
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 4.1.2   Surface Roughness 
The quality of the surface plays an important role in the performance of a machined 
surface. A good quality milled surface significantly improves the fatigue strength and 
corrosion resistance or creep life (Lou et al., 1999). Surface roughness also affects several 
functional attributes of a part, such as surface friction, wear resistance, light reflection 
and transmission, ability of distributing and holding lubricants and ability to hold 
coatings. 
Surface roughness can be specified in various ways depending on the functionality of the 
part. The most popular method is the average roughness or the arithmetic mean deviation 
represented as Ra and is expressed as shown in equation 4.5.  
[ ]∫= La dxxYLR 0 )(
1                  (4.5) 
where Ra is the arithmetic average deviation from the mean line, L is the sampling length 
and Y is the ordinate of the profile curve. The value of Ra is the departure of the 
roughness profile from the mean line. The center line is a line parallel to the general 
direction of the roughness profile such that the areas of the profile above and below the 
center line are equal. An example of surface roughness profile is shown in Figure 4.2. 
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 Figure 4.2: Roughness Profile (ASME B46.1, 1995)
The most popular theoretical model (Boothroyd and Knight, 1989) for estimating surface 
roughness is given by equation 4.6. 
e
a r
fR
20321.0=                  (4.6) 
where f is the feed and re is the corner radius. This equation works quite well for 
moderate cutting conditions for turning, but finish turning operations always seem to give 
much higher measured Ra values than the predicted theoretical values according to  
equation 4.6 (Jawahir et al., 1992). When consideration is given to the surface produced 
by multipoint cutting tools, it must be realized that because of the inaccuracies of the 
primary motion of the machine tool, one tooth on the cutter plays a dominant role in 
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generating the machined surface. After making the appropriate substitutions (Boothroyd 
and Knight, 1989) equation 4.6 changes to equation 4.7. 
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where vf is the feed rate, dt  is the diameter of the cutter and nt is the rotational frequency 
of the cutter.  
Modeling for the surface roughness in a face milling operation using a multipoint tool is 
more difficult than in turning operations (Baek et al., 1997). Milling is an intermittent 
cutting process with variable chip thickness. Face milling process will produce feed 
marks similar to turning since the tool geometries are comparable, but in case of face 
milling the tool has to traverse the finished surface before taking the next cut. As a result 
further feed marks are developed as shown in Figure 4.3.  
In case of face milling a very distinct influence on the quality of the surface is exerted by 
the trail edge angle. The influence of this angle on a milled carbon steel surface is given 
by the following equation (Kaczmarek, 1976) 
φ4.1CfRa =                   (4.8) 
where C is the material constant and φ  is the correction coefficient for trail edge angle. 
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 Figure 4.3: Surface Roughness in Face Milling (Armarego and Brown, 1969)
Although there are many geometric models available, these models are highly theoretical 
and denote the surface roughness in ideal conditions. Models are also developed by 
considering the dynamic characteristic of milling process as well as the tool errors (Baek 
et al., 1997), which are very specific for the tool-work combinations and machine setup. 
Consequently, it is required to develop a model to predict surface roughness values which 
can be easily used in the production floor environment with minimal time and cost. 
In the current investigation a model is developed by using data obtained from designed 
experiments. The following relationship was considered for determining the surface 
roughness. 
),,( afVRa λ=             (4.9) 
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where V is the cutting speed, f is feed and a is depth of cut. The function λ was assumed 
to be a second order polynomial in terms of x1 as cutting speed, x2 as feed and x3 as depth 
of cut, which is explained in a later section.  
4.1.3   Tool-life  
Tool-life is one of the most important economic considerations in the metal cutting 
industry. Tool-wear/tool-life not only effects other machining performance measures, but 
in today’s automated industry it is very essential to predict tool-life to insure timely tool 
changes for uninterrupted machining and to avoid loss of production due to tool 
breakage. The tool failure occurs due to fairly complex tool-wear mechanisms. Following 
are the commonly known wear mechanisms which may occur simultaneously during 
machining operations 
(1) Adhesion: This simple wear mechanism is based on the concept of formation of 
welded joints between the two metals. 
(2) Abrasion: This type of tool-wear is caused by the relative motion between the 
underside of the chip and the face, and the newly cut workpiece surface and the 
flank. 
(3) Diffusion: Diffusion wear occurs when atoms in a metallic crystal lattice move 
from a region of high atomic concentration to a low concentration region. 
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(4) Fatigue: Fatigue wear occurs when surfaces are repeatedly subjected to loading 
and unloading and may gradually fail by fatigue leading to detachment of portion of 
the surface. 
(5) Erosion: Erosion wear may occur due to contact with a fluid in relative motion. 
In the case of flood cooling, chemical reactions may take place at the tool tip, which 
is at high temperature, resulting in formation of oxides. These compounds are 
loosely bound to the tool and can easily get abraded along with the fluid. 
Although various tool-wear mechanisms do exist, it is generally known that gradual 
(progressive) tool-wear is produced by temperature-dependent mechanisms. 
The most common tool-wear parameter used for modeling tool-life is flank wear. The 
other commonly known wear parameters are crater wear, nose wear, notch wear and 
chipping. An extensive analysis of the tool-wear characteristics in grooved tools involves 
eleven measurable tool-wear parameters (Jawahir et al., 1995) as shown in Figure 4.4. 
Figure 4.4: Measurable Tool-wear Parameters (Jawahir et al., 1995)
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Pioneering work done by F. W. Taylor in 1907 laid the foundation for predictive 
assessment of tool-life through an empirical relationship (Taylor, 1907). More recent 
work on tool-life in turning with grooved tools includes the effects of tool coating and 
groove geometry (Jawahir et al., 1995). 
The extended form of the Taylor’s tool-life equation for a milling operation (equation 
4.10) was proposed by Armarego et al. (2000). In the current investigation it is 
considered a good approximation to predict tool-life in face milling.  
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where D is the diameter of the face mill, V is the cutting speed, fz is the feed per tooth, aa 
is the axial depth of cut, ar is the radial depth of cut and z is the number of teeth. K, n, n1, 
n2, n3, n4 are empirical constants. Values for these constants are taken from one of the 
very few comprehensive machining handbooks (Ai and Xiao, 1994). 
4.1.4   Metal Removal Rate 
Material removal rate is related to the economic performance of machining processes, 
which is expressed in terms of cutting parameters as the following: 
zaafNM razR ⋅⋅⋅⋅=                      (4.11) 
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where N is the rotational frequency of face milling expressed in rpm, fz is the feed per 
tooth, aa is the axial depth of cut, ar is the radial depth of cut and z is the number of teeth. 
4.2   Postulation of Mathematical Model 
Before building a model for the response variable, surface roughness and cutting force, it 
is necessary to approximate a relationship between the response variables and the 
independent variables, cutting speed, feed and depth of cut. A first order multiple 
regression model can be an example of the approximate relationship as given by equation 
4.12. 
3322110 xxx ββββη +++=           (4.12) 
where η is the true response of the surface roughness or forces, x1, x2, x3 are the  
independent variables for speed, feed and depth of cut and β0, β1, β2 and β3 are the partial 
regression coefficients that are to be estimated. Equation 4.12 can also be written as 
follows: 
3322110ˆ xbxbxbbyy +++=−= ε          (4.13) 
where ŷ is the estimated response and y is the measured response of surface roughness or 
forces, ε is the experimental error and the b values are the estimates of the β parameters. 
Interaction terms can be added to the first order model for more complex behavior of the 
independent terms, to yield equation 4.14. 
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3263152143322110ˆ xxbxxbxxbxbxbxbbyy ++++++=−= ε      (4.14) 
A first order model gives response over a very small area. Strong interactions between 
independent variables are not accounted in true response by the first order model even 
with interaction terms included. Hence, a second order model was considered. The 
second order model is very flexible; it takes in to effect a wide variety of functional 
forms, so it will often work well as an approximation to the true response surface. Also, 
the β parameters can be easily estimated for this model. There is considerable practical 
experience indicating that second order models work well in solving real response surface 
problems (Myers and Montgomery, 2002). 
Second order model extended from the first order is given in equation 4.15. 
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Applying this second order model to the equations 3.5 and 3.9 we get,  
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where Fx and Fy are the cutting force components in X and Y directions respectively, Ra 
is surface roughness and Pi, Qi, Si, (i = 1, 2, 3,…, 9) are the regression coefficients.  
 4.3   Experimental Results and Calculation of Regression Coefficients 
The experiments can be divided into four sections according to the lubrication/cooling 
conditions. Four different relationships were modeled for these lubrication/cooling 
conditions for each of the response variables, which are surface roughness and forces. 
Microcal Origin 7.5 software was used to carry out the regression analysis to find the 
partial regression coefficients. Though all three components of the forces were measured, 
modeling of forces was done only for the components in X and Y directions. Force 
signals recorded in the Z direction was very small, which can be attributed to the dynamic 
vibration of the system, the modeling of which is out of the scope of this investigation. 
4.3.1   Dry Cutting Conditions 
Table 5 shows the results of the experiments under dry cutting condition. A total of 14 
experiments were used to develop the model for dry cutting condition. Table 6 shows the 
values of the regression coefficients for each model obtained from the regression analysis 
of the experimental data. These values were substituted in the equations 4.16, 4.17 and 
4.18. Figures 4.5 and 4.6 show the models for the two components of the cutting force 
and surface roughness. 
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Table 5: Experimental Results for Dry Cutting Conditions 
F x F y
1 600 0.008 1.00 0.7465 86.20 120.00
2 600 0.008 2.00 0.4354 139.00 175.00
3 600 0.015 2.00 0.7303 157.50 281.89
4 650 0.015 1.50 0.5263 156.00 236.00
5 650 0.015 2.50 0.6416 228.00 346.00
6 650 0.023 1.50 0.6689 151.75 257.69
7 650 0.030 2.50 0.6040 268.47 483.57
8 700 0.023 1.50 0.6000 196.00 310.00
9 700 0.023 2.50 0.9564 267.00 422.00
10 700 0.030 1.50 0.6539 175.79 308.97
11 750 0.008 2.00 0.6268 108.91 211.43
12 750 0.015 1.00 0.5532 86.91 177.70
13 750 0.030 1.00 0.9699 147.00 225.00
14 750 0.030 2.00 0.8971 273.00 451.00
Cutting Forces      
(N)Expt. 
No.
Cutting 
Speed     
(m/min)
Feed       
(mm/tooth)
Depth of 
Cut      
(mm)
Surface 
Roughness  
(μm)
 
Table 6: Regression Coefficients of Polynomial Models for Dry Cutting Conditions  
Regression 
Coefficients Values
Regression 
Coefficients Values
Regression 
Coefficients Values
S0 32.76 P0 0.56 Q0 0.56
S1 -0.09 P1 0.73 Q1 -0.04
S2 135.46 P2 -20111.00 Q2 -7525.00
S3 -4.58 P3 -68.77 Q3 93.35
S4 -0.03 P4 42.03 Q4 20.58
S5 0.01 P5 0.17 Q5 0.02
S6 -21.97 P6 2304.12 Q6 6345.69
S7 0.00 P7 0.00 Q7 0.00
S8 -1488.46 P8 -225504.00 Q8 -259947.00
S9 0.41 P9 -0.77 Q9 -25.99
F y
Surface Roughness Cutting ForcesF x
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 (a) Cutting Force Fx
 
(b) Cutting Force Fy 
Figure 4.5: Cutting Force Model for Dry Cutting Conditions                                         
(Tool: Uncoated Carbide GH1 Grade, Work Material: Aluminum A380) 
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Component Fx of the cutting force is doubled while component Fy is nearly quadrupled 
over the range of feed. The increase in cutting forces with increase in speed is very small 
for lower values of feed and depth of cut, the difference is more evident as the feed 
increases. 
 
Figure 4.6: Surface Roughness Model for Dry Cutting Conditions                                  
(Tool: Uncoated Carbide GH1 Grade, Work Material: Aluminum A380) 
It can be concluded from the model that in dry cutting conditions, depth of cut has a 
strong influence on surface roughness. For lower values of depth of cut, the surface 
roughness is lower for higher values of cutting speed. This trend is inverted as depth of 
cut increases. Change in surface roughness over the range of feed is uniform for different 
values of the cutting speed. 
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4.3.2   Flood Cooling Conditions 
Tables 7 and 8 show the results of the experiments and the regression coefficients 
obtained from the regression analysis of the experimental data for flood cooling 
conditions. These values were substituted in the equations 4.16, 4.17 and 4.18. Figures 
4.7 and 4.8 show the two components of the cutting force and surface roughness 
respectively. 
Table 7: Experimental Results for Flood Cooling Conditions 
F x F y
15 600 0.01 2.50 0.3895 130.00 214.13
16 600 0.02 1.50 0.3895 144.00 229.00
17 600 0.02 2.50 0.4634 242.00 354.00
18 650 0.01 1.00 0.2472 80.90 120.00
19 650 0.01 2.00 0.2139 131.00 173.00
20 650 0.02 2.00 0.4034 223.00 337.00
21 650 0.03 1.00 0.5469 128.32 187.77
22 700 0.02 1.00 0.4833 115.00 174.47
23 700 0.03 1.00 0.6408 140.00 230.00
24 700 0.03 2.00 0.5678 289.00 474.00
25 750 0.01 1.50 0.2445 89.35 164.23
26 750 0.02 2.50 0.3164 193.64 362.32
27 750 0.02 1.50 0.5267 202.00 311.00
28 750 0.02 2.50 0.5664 266.00 427.00
Expt. 
No.
Cutting 
Speed     
(m/min)
Feed       
(mm/tooth)
Depth of 
Cut     
(mm)
Surface 
Roughness  
(μm)
Cutting Forces    
(N)
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 Table 8: Regression Coefficients of Polynomial Models for Flood Cooling Conditions  
Regression 
Coefficients Values
Regression 
Coefficients Values
Regression 
Coefficients Values
S 0 9.24 P 0 0.50 Q 0 0.95
S 1 -0.03 P 1 -0.12 Q 1 0.0021
S 2 -51.70 P 2 -6620.76 Q 2 -2881.08
S 3 0.10 P 3 180.14 Q 3 69.01
S 4 0.08 P 4 9.39 Q 4 0.31
S 5 0.00 P 5 -0.20 Q 5 -0.08
S 6 2.29 P 6 5237.36 Q 6 7779.22
S 7 0.00 P 7 0.00 Q 7 0.00
S 8 253.48 P 8 -66591.40 Q 8 -34319.62
S 9 0.09 P 9 -16.32 Q 9 -3.53
Surface Roughness
Cutting Forces
F x F y
 
The surface roughness model and the cutting force models for flood cooling condition 
show that change in feed has a high impact. As depth of cut increases, the increase in 
surface roughness is more evident for lower cutting speeds, while the cutting forces 
increase uniformly over the range of depth of cut. Change in cutting speed has a very 
small effect on the cutting force in the Y direction, force Fy.  The cutting force in the X 
direction, force Fx and surface roughness increases with increase in cutting speed for 
lower depth of cut. The effect is reversed as the depth of cut increases.  
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 (a) Cutting Force Fx
 
(b) Cutting Force Fy 
Figure 4.7: Cutting Force Model for Flood Cooling Conditions                                           
(Tool: Uncoated Carbide GH1 Grade, Work Material: Aluminum A380) 
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 Figure 4.8: Surface Roughness Model for Flood Cooling Conditions                           
(Tool: Uncoated Carbide GH1 Grade, Work Material: Aluminum A380) 
4.3.3   MQL (Oil) Conditions 
Similar to the dry and flood conditions, Tables 9 and 10 show the results of the 
experiments and the regression coefficients obtained from the regression analysis of the 
experimental data for MQL (Oil) condition. The models obtained by substituting the 
values of the regression coefficients in the equations 4.16, 4.17 and 4.18 are plotted using 
Matlab 6.0 software and are shown in Figures 4.9 and 4.10. 
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Table 9: Experimental Results for MQL (Oil) Conditions 
F x F y
29 600 0.02 1.00 0.3934 113.13 211.16
30 600 0.02 2.00 0.4654 229.29 327.23
31 600 0.03 1.00 0.5548 134.01 243.13
32 650 0.01 2.50 0.2431 118.63 140.02
33 650 0.02 1.50 0.3808 142.19 206.30
34 650 0.03 1.50 0.5136 207.52 380.53
35 650 0.03 2.50 0.5083 371.33 450.73
36 700 0.01 1.50 0.3847 92.00 105.04
37 700 0.01 2.50 0.1973 142.50 165.87
38 700 0.02 2.50 0.2321 240.00 309.11
39 750 0.02 1.00 0.3120 83.42 142.50
40 750 0.02 2.00 0.2598 189.08 249.50
41 750 0.02 1.00 0.4440 125.20 207.42
42 750 0.03 2.00 0.5593 285.26 454.12
Expt. 
No.
Cutting 
Speed    
(m/min)
Feed       
(mm/tooth)
Depth of 
Cut     
(mm)
Surface 
Roughness  
(μm)
Cutting Forces       
(N)
 
Table 10: Regression Coefficients of Polynomial Models for MQL (Oil) Conditions 
Regression 
Coefficients Values
Regression 
Coefficients Values
Regression 
Coefficients Values
S 0 1.82 P 0 0.50 Q 0 0.50
S 1 0.00 P 1 -0.04 Q 1 -0.12
S 2 -53.08 P 2 1412.37 Q 2 6616.59
S 3 0.38 P 3 -30.85 Q 3 -16.34
S 4 0.04 P 4 1.20 Q 4 6.10
S 5 0.00 P 5 0.07 Q 5 0.22
S 6 3.74 P 6 4856.11 Q 6 3838.00
S 7 0.00 P 7 0.00 Q 7 0.00
S 8 693.34 P 8 -92748.00 Q 8 -143269.81
S 9 -0.08 P 9 0.25 Q 9 -28.28
Surface Roughness
Cutting Forces
F x F y
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 (a) Cutting Force Fx
 
(b) Cutting Force Fy 
Figure 4.9: Cutting Force Model for MQL (Oil) Conditions                                         
(Tool: Uncoated Carbide GH1 Grade, Work Material: Aluminum A380) 
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 Figure 4.10: Surface Roughness Model for MQL (Oil) Conditions                                       
(Tool: Uncoated Carbide GH1 Grade, Work Material: Aluminum A380) 
The models for surface roughness as well as the cutting forces are very uniform for MQL 
(Oil) conditions. As expected, the cutting force increases with an increase in feed and 
depth of cut, while change in speed has a minimal effect on cutting forces. The surface 
roughness, as expected, is lower for higher speeds and lower depths of cut. As the feed 
increases, the surface finish deteriorates with increase in cutting speed. This can be due to 
inadequate lubrication of the tool at higher speeds and feeds.  
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4.3.4   MQL (Water) Conditions 
The experimental results for MQL (Water) conditions are shown in Table 11 along with 
the calculation of the regression coefficients in Table 12. The model for MQL (Water) 
follows a similar trend to MQL (Oil) for surface roughness. However the values of 
surface roughness for MQL (Water) are nearly twice as high when compared to MQL 
(Oil) as the feed and depth of cut increase. The case is same with the cutting force model, 
especially the component in the Y direction, which is force Fy.  The Fy force component 
for MQL (Water) is 55 to 70 percent higher than the Fy component for MQL (Oil). 
Figures 4.11 and 4.12 show the surface roughness and cutting force models for MQL 
(Water). The phenomenon of inadequate lubrication at higher speed and feed also affects 
the model for MQL (Water).  
Table 11: Experimental Results for MQL (Water) Conditions 
F x F y
43 600 0.02 1.50 0.4678 176.63 298.78
44 600 0.03 1.50 0.6324 183.07 310.07
45 600 0.03 2.50 0.7153 327.63 591.76
46 650 0.01 1.00 0.3467 80.56 104.37
47 650 0.02 2.00 0.2941 189.00 306.97
48 650 0.02 1.00 0.4797 113.74 198.56
49 650 0.02 2.00 0.4637 214.78 370.00
50 700 0.01 2.00 0.2586 132.00 185.14
51 700 0.02 1.00 0.4881 105.18 174.53
52 700 0.02 2.00 0.3988 179.00 262.58
53 750 0.01 1.50 0.3722 110.88 124.78
54 750 0.01 2.50 0.4310 137.06 219.68
55 750 0.02 2.50 0.8232 330.91 516.78
56 750 0.03 1.50 0.5999 232.32 404.54
Expt. 
No.
Cutting 
Speed   
(m/min)
Feed      
(mm/tooth)
Depth of 
Cut      
(mm)
Surface 
Roughness  
(µm)
Cutting Forces       
(N)
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Table 12: Regression Coefficients of Polynomial Models for MQL (Water) Conditions  
Regression 
Coefficients
Values Regression 
Coefficients
Values Regression 
Coefficients
Values
S 0 5.47 P 0 0.50 Q 0 0.50
S 1 -0.01 P 1 0.14 Q 1 0.19
S 2 30.32 P 2 -7.28 Q 2 -14384.90
S 3 -1.47 P 3 -113.12 Q 3 82.07
S 4 -0.04 P 4 -0.51 Q 4 27.91
S 5 0.00 P 5 0.21 Q 5 -0.22
S 6 12.25 P 6 6215.59 Q 6 6478.23
S 7 0.00 P 7 0.00 Q 7 0.00
S 8 -196.92 P 8 -106294.00 Q 8 -107243.00
S 9 0.14 P 9 -16.19 Q 9 30.62
Surface Roughness
Cutting Forces
F x F y
 
 
Figure 4.11: Surface Roughness Model for MQL (Water) Conditions                                      
(Tool: Uncoated Carbide GH1 Grade, Work Material: Aluminum A380) 
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(a) Cutting Force Fx 
 
(b) Cutting Force Fy 
Figure 4.12: Cutting Force Model for MQL (Water) Conditions                                   
(Tool: Uncoated Carbide GH1 Grade, Work Material: Aluminum A380) 
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4.4   Validation of Predictive Models  
The accuracy of the models for each lubrication/cooling condition was tested by first 
comparing the prediction with the actual measured values of the response variables for 
the experimental conditions, which are surface roughness and cutting forces. Tests were 
also carried out to validate the models. The conditions for these tests were selected 
randomly within the range of the experimental conditions. Care was taken so that none of 
the experimental conditions were repeated. A total of four validation tests were carried 
out. Table 13 shows the cutting conditions used for these tests. These tests were repeated 
for all the four lubrication/cooling conditions. 
Table 13: Cutting Conditions for Validation Tests 
Expt. 
No.
Cutting 
Speed 
(m/min)
Feed 
(mm/tooth)
Depth of 
Cut 
(mm)
V1 615 0.017 1.90
V2 635 0.026 1.35
V3 675 0.012 2.25
V4 725 0.020 1.75  
The coefficient of determination, or percentage of explained variance, R2, was used to 
determine the ability of the model to fit the experimental data. The range of R2 is 
10 2 << R . Values closer to 1 indicate a better fit. 
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4.4.1   Predictions and Validation Test Results for Dry Cutting Condition Models 
The predicted values of the response variables and the coefficients of determination for 
the models of the two components of cutting force and the surface roughness are given in 
Table 14. The results for the validation tests are shown in Table 15. The plots of the 
predicted value versus measured values of surface roughness and cutting forces for the 
validation tests are given in Figure 4.13 and 4.14. 
Table 14:  Values Predicted by Dry Cutting Condition Models 
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
1 0.7582 1.57 87.75 1.80 114.20 4.83
2 0.4261 2.14 138.73 0.20 192.59 10.05
3 0.7103 2.74 170.41 8.20 273.35 3.03
4 0.4823 8.36 143.60 7.95 230.65 2.27
5 0.6702 4.45 218.57 4.13 328.49 5.06
6 0.7053 5.45 160.34 5.66 274.61 6.57
7 0.6025 0.25 260.85 2.84 478.81 0.98
8 0.6164 2.74 177.77 9.30 294.82 4.90
9 0.8949 6.42 279.81 4.80 444.44 5.32
10 0.6456 1.27 183.45 4.36 313.19 1.37
11 0.6215 0.85 109.39 0.44 208.41 1.43
12 0.5634 1.85 92.18 6.07 184.92 4.07
13 0.9485 2.20 145.66 0.91 223.34 0.74
14 0.9321 3.90 273.23 0.08 444.39 1.46
R 2  = 0.9206 R 2  = 0.9642 R 2  = 0.9824
Expt. 
No.
Surface Roughness  
(µm)
Cutting Forces (N)
F x F y
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Table 15: Validation Test Results for Dry Cutting Conditions 
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
V1 0.6709 13.98 173.19 1.22 284.97 0.67
V2 0.9149 7.58 136.11 9.49 245.90 3.86
V3 0.4901 15.27 182.20 6.56 274.42 4.26
V4 0.6692 10.83 196.90 12.62 325.26 8.23
Expt. 
No.
Surface Roughness 
(µm)
Cutting Forces (N)
F x F y
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Figure 4.13: Scatter Plots of Measured and Predicted Surface Roughness for Validation 
Test for Dry Cutting Conditions 
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(a) Scatter Plot for Force Fx 
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(b) Scatter Plot for Force Fy 
Figure 4.14: Scatter Plots of Measured and Predicted Cutting Forces for Validation Test 
for Dry Cutting Conditions  
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In the scatter plot for cutting forces, the deviation of the plotted curve from the ideal 
curve is very small; the variation is random, since the points are distributed on both sides 
of the ideal curve. In the case of surface roughness, the slope of the curve is 0.89, which 
is lower than the ideal slope of 1. However, the points are scattered only on one side of 
the line, indicating a uniform error. The coefficient of determination is in an acceptable 
range for the surface roughness model, while it is better for the cutting forces model.  
4.4.2   Predictions and Validation Test Results for Flood Cooling Condition Models 
Table 16 shows the values of the coefficients of determination and the predicted values of 
the response variables by the respective models. The results for the validation tests for 
flood cooling conditions are shown in Table 17. The scatter plots of predicted values 
versus measured values of cutting forces and surface roughness for the validation tests 
are given in Figure 4.15 and 4.16 respectively. 
In the case of flood cooling conditions, the scatter plots for cutting forces show a 
satisfactory distribution as well as a very small deviation of slope from the ideal curve. 
The scatter plot for surface roughness has a distribution of points on either side of the 
ideal curve. However, these points are very close to the ideal curve.  The coefficients of 
determination for all three models are above 0.95, hence the model is considered 
adequate for prediction within the range of the experiments. 
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Table 16: Values  Predicted by Flood Cooling Condition Models 
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
15 0.3982 2.23 142.21 9.39 220.69 3.07
16 0.3817 2.01 143.13 0.60 210.20 8.21
17 0.4601 0.72 216.22 10.65 332.44 6.09
18 0.2606 5.44 76.09 5.94 122.82 2.35
19 0.1989 7.02 118.82 9.30 190.02 9.84
20 0.4061 0.66 237.18 6.36 367.25 8.98
21 0.5533 1.16 124.22 3.19 206.32 9.88
22 0.4780 1.10 124.77 8.50 190.87 9.40
23 0.6263 2.26 136.38 2.59 213.94 6.98
24 0.5801 2.16 284.30 1.63 448.18 5.45
25 0.2332 4.60 96.23 7.70 168.58 2.65
26 0.3391 7.16 186.45 3.71 336.10 7.24
27 0.5458 3.63 189.40 6.24 287.93 7.42
28 0.5383 4.96 274.31 3.12 460.07 7.74
R 2  = 0.9609 R 2 = 0.9636 R 2  = 0.9547
Expt. 
No.
Surface 
Roughness        
Cutting Forces (N)
F x F y
 
Table 17: Validation Test Results for Flood Cooling Conditions 
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
V1 0.3695 12.70 188.63 5.00 282.70 5.42
V2 0.4593 12.59 170.10 2.68 265.27 4.32
V3 0.2240 10.62 159.58 11.47 263.27 6.74
V4 0.3919 9.43 192.89 1.51 300.45 0.97
Surface 
Roughness        
Cutting Forces (N)
F x F yExpt. 
No.
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(a) Scatter Plot for Force Fx 
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(b) Scatter Plot for Force Fy 
Figure 4.15: Scatter Plots of Measured and Predicted Cutting Forces for Validation Test 
for Flood Cooling Conditions 
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Figure 4.16: Scatter Plots of Measured and Predicted Surface Roughness for Validation 
Test for Flood Cooling Conditions 
4.4.3   Predictions and Validation Test Results for MQL (Oil) Condition Models 
The models for the MQL (Oil) condition have satisfactory prediction accuracy. The slope 
of the scatter plot is very close to the slope of the ideal curve, and has a coefficient of 
determination close to one. Table 18 gives the prediction results for experimental 
conditions, while Table 19 has the results for the validation tests. Figures 4.17 and 4.18 
show the scatter plots for cutting forces and surface roughness respectively. 
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Table 18: Values Predicted by MQL (Oil) Condition Models 
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
29 0.4239 7.75 107.99 4.55 211.70 0.25
30 0.4470 3.96 233.89 2.01 329.00 0.54
31 0.5202 6.22 122.48 8.60 257.33 5.84
32 0.2640 8.57 134.74 13.58 149.72 6.92
33 0.3752 1.48 129.12 9.19 198.71 3.68
34 0.5593 8.89 208.64 0.54 347.04 8.80
35 0.5096 0.25 372.47 0.31 473.77 5.11
36 0.3510 8.77 82.75 10.06 110.56 5.26
37 0.2032 2.97 143.44 0.66 163.71 1.30
38 0.2239 3.53 229.25 4.48 284.00 8.12
39 0.3319 6.38 91.06 9.15 141.91 0.41
40 0.2776 6.87 189.18 0.05 261.06 4.63
41 0.4115 7.32 120.19 4.00 218.57 5.38
42 0.5557 0.64 306.91 7.59 447.32 1.50
Expt. 
No.
Surface Roughness  
(µm)
Cutting Forces (N)
F x F y
R 2  = 0.9828 R 2  = 0.9772R 2  = 0.9341  
Table 19: Validation Test Results for MQL (Oil) Conditions 
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
V1 0.3901 10.80 177.47 5.71 252.15 6.42
V2 0.4779 11.39 168.24 8.54 289.96 5.33
V3 0.2783 3.65 169.49 3.52 216.18 3.95
V4 0.3654 8.67 199.05 5.06 296.71 5.11
Expt. 
No.
Surface 
Roughness        
Cutting Forces (N)
F x F y
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(a) Scatter Plot for Force Fx 
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(b) Scatter Plot for Force Fy 
Figure 4.17: Scatter Plots of Measured and Predicted Cutting Forces for Validation Test 
for MQL (Oil) Conditions 
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Figure 4.18: Scatter Plots of Measured and Predicted Surface Roughness for Validation 
Test for MQL (Oil) Conditions 
4.4.4   Predictions and Validation Test Results for MQL (Water) Condition Models 
The accuracy of the models for MQL (Water) seems to be the least among all four 
models as seen from the scatter plots in Figure 4.19 and 4.20 for cutting force models and 
surface roughness model respectively. This is due to the variation of flow in MQL as 
explained in section 3.2.4. Even though the slope of the scatter plot deviates from the 
ideal plot, the points are distributed only on one side of the curve. Also, the coefficient of 
determination is in satisfactory range. Therefore, these models are acceptable with this 
small unavoidable error.  Table 20 and 21 give the prediction results for the validation 
tests and experimental conditions respectively. 
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(a) Scatter Plot for Force Fx 
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(b) Scatter Plot for Force Fy 
Figure 4.19: Scatter Plots of Measured and Predicted Cutting Forces for Validation Test 
for MQL (Water) Conditions 
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Figure 4.20: Scatter Plots of Measured and Predicted Surface Roughness for Validation 
Test for MQL (Water) Conditions 
Table 20: Validation Test Results for MQL (Water) Conditions 
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
V1 0.3488 11.54 167.68 11.59 296.40 8.86
V2 0.5027 11.16 165.72 0.53 280.53 6.15
V3 0.3011 14.03 158.97 12.45 280.42 4.67
V4 0.5040 5.02 211.39 6.42 319.49 1.91
Surface Roughness 
(µm)
Cutting Forces (N)
F x F yExpt. 
No.
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Table 21: Values Predicted by MQL (Water) Condition Models 
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
Predicted 
Value
 Error 
(%)
43 0.4239 7.75 107.99 4.55 211.70 0.25
44 0.4470 3.96 233.89 2.01 329.00 0.54
45 0.5202 6.22 122.48 8.60 257.33 5.84
46 0.2640 8.57 134.74 13.58 149.72 6.92
47 0.3752 1.48 129.12 9.19 198.71 3.68
48 0.5593 8.89 208.64 0.54 347.04 8.80
49 0.5096 0.25 372.47 0.31 473.77 5.11
50 0.3510 8.77 82.75 10.06 110.56 5.26
51 0.2032 2.97 143.44 0.66 163.71 1.30
52 0.2239 3.53 229.25 4.48 284.00 8.12
53 0.3319 6.38 91.06 9.15 141.91 0.41
54 0.2776 6.87 189.18 0.05 261.06 4.63
55 0.4115 7.32 120.19 4.00 218.57 5.38
56 0.5557 0.64 306.91 7.59 447.32 1.50
Expt. 
No.
Surface 
Roughness        
Cutting Forces (N)
F x F y
R 2  = 0.9569 R 2  = 0.9723 R 2  = 0.9826  
 
  
 
 
 
 
CHAPTER 5  
OPTIMIZATION OF TWO-PASS FACE MILLING USING GENETIC 
ALGORITHMS 
 
5.1   Introduction 
After developing models to predict the machining performance measures the next logical 
step is optimization of these machining performance measures with respect to cutting 
conditions. Selection of optimum cutting conditions has always been a challenge to the 
manufacturing world. In the present work the optimization of the performance measures 
was carried out by using web-based software developed by Wang (2001), incorporating 
the technique of optimization using genetic algorithms. The software was initially 
developed for optimization of two-pass turning operation; in the present investigation it 
has been modified to optimize two-pass face milling operation by using the predictive 
models developed in the present work. This chapter explains the development of 
objective function for optimization and then presents the optimization results of case 
studies for two-pass face milling operation.  
5.2   Optimization Using Genetic Algorithms 
Genetic algorithms (GA) are a branch of evolutionary computing, which is a rapidly 
growing area of artificial intelligence. Genetic algorithms are algorithms based on the 
mechanics of natural selection and natural genetics. Such imitation of living being for 
solving difficult optimization problems is also called as evolutionary computation.  
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Genetic algorithms are a probabilistic search approach, which are founded on the ideas of 
evolutionary processes. The GA procedure is based on the Darwinian principle of 
survival of the fittest. An initial population is created containing a predefined number of 
individuals (or solutions), each represented by a genetic string (incorporating the variable 
information). Each individual has an associated fitness measure, typically representing an 
objective value. The concept that fittest (or best) individuals in a population will produce 
fitter offspring is then implemented in order to reproduce the next population. Selected 
individuals are chosen for reproduction (or crossover) at each generation, with an 
appropriate mutation factor to randomly modify the genes of an individual, in order to 
develop the new population. The result is another set of individuals based on the original 
subjects leading to subsequent populations with better individual fitness. Therefore, the 
algorithm identifies the individuals with the optimizing fitness values, and those with 
lower fitness will naturally get discarded from the population. 
Figure 5.1 explains the same logic in a flowchart. This forms the very basic algorithm of 
GA for searching the optimum among the matrix of output data obtained from any 
predictive model. 
Ultimately this search procedure finds a set of variables that optimizes the fitness of an 
individual and/or of the whole population. As a result, the GA technique has advantages 
over traditional non-linear solution techniques that cannot always achieve an optimal 
solution. A simplified comparison of the GA and the traditional solution techniques is 
illustrated in Figure 5.2. Non-linear programming solvers generally use some form of 
gradient search technique to move along the steepest gradient until the highest point 
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Figure 5.1: Flowchart for Genetic Algorithms (GA) 
 (maximization) is reached. In the case of linear programming, a global optimum will be 
attained. However, non-linear programming models may be subject to problems of 
convergence to local optima, or in some cases, may be unable to find a feasible solution. 
This largely depends on the starting point of the solver. A starting point outside the 
feasible region may result in no feasible solution being found, even though feasible 
solutions may exist. Other starting points may lead to an optimal solution, but it is not 
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Figure 5.2: Comparisons of Optimization Techniques 
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possible to determine if it is a local or global optimum. Hence, the modeler can never be 
sure that the optimal solution produced using the model is the “true” optimum. 
For the genetic algorithm, the population encompasses a range of possible outcomes. 
Solutions are identified purely on a fitness level, and therefore local optima are not 
distinguished from other equally fit individuals. Those solutions closer to the global 
optimum will thus have higher fitness values. Successive generations improve the fitness 
of individuals in the population until the optimization convergence criterion is met. Due 
to this probabilistic nature, GA tends to the global optimum. 
 
5.3   Objective Function for Two-pass Milling Operations 
 
For single-pass face milling optimization problems, the parameters, Ra, F, T and MR 
denote the surface roughness, cutting force, tool-life and material removal rate 
respectively.  Corresponding constraints on these machining performance measures are 
assumed as , F′, T′ and . The objective function can be constructed as: aR′ RM ′
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           (5.1) 
where each term is normalized by using user-provided information concerning machining 
performance requirements. Ci (i = R, F, T and M) are weighting factors considered as the 
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contribution coefficient of i-th machining performance variable to the value of the 
operation. These weighting factors satisfy two conditions: 
1)  1=+++ MTFR CCCC
2)              (5.2) ),,,(10 MTFRiCi =≤≤
Corresponding constraints on these machining performance measures are assumed as iaR′ , 
, and . Therefore, the constrain conditions are: iF ′ iT ′ iRM ′
ii aRRa ′≤ ,  , ii FF ′≤ ii TT ′≥ , iRiR MM ′≥  
iii VVV maxmin ≤≤ , iziiz fff (max)(min) ≤≤ , iaiaia aaa (max)(min) ≤≤        (5.3) 
(i  = 1…….N) 
 
For multi-pass problems, the optimization objective is the sum of objectives of all passes. 
The overall objective function is: 
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                     (5.4) 
where N is the number of passes in a turning operation, Vi is the cutting speed, fi is the 
feed, di is the depth of cut for each pass. The parameters, Rai, Fi, Ti and MRi denote the 
surface roughness, cutting force, tool-life and material removal rate respectively, in the   
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i-th face milling pass. , ,  and  are weighting factors considered as the 
contributing coefficients of machining performance measures in the i-th pass. 
RiC FiC TiC MiC
Hence the optimization problem becomes: 
Maximize    )).....1(,,,( NiafVU aiii =  
With respect to  Vi, fzi, aai (i = 1 …… N) 
Subject to   ii aRRa ′≤ ,  ii FF ′≤ , ii TT ′≥ , , iRiR MM ′≥
    iii VVV maxmin ≤≤ , iziiz fff (max)(min) ≤≤ ,  
    iaiaia aaa (max)(min) ≤≤  
    ∑  
=
=
N
i
oi dd
1
where do is the total depth of cut. Since the goals of optimization for different passes in 
multi-pass milling operations are different, different constraints and weighting factors of 
the objective function are applied to each pass. 
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5.4   Case Studies 
For a two-pass face milling operation, which is very commonly used in industry, any one 
out of the four different lubrication/cooling conditions modeled in the present 
investigation can be used for each of the two-passes. Out of the several such 
combinations which are possible three combinations were selected as case studies. These 
combinations are given Table 22.  
Table 22: Combination of Lubrication/Cooling Conditions for Case Studies 
Case 
Study
First Pass 
Lubrication 
Condition
Second Pass 
Lubrication 
Condition
1 Dry Flood
2 Dry MQL (Oil)
3 Dry MQL (Water)  
A flood-flood or dry-flood combination is very commonly used in industry for any two-
pass machining operation. Elimination or reduction of the cutting fluids is very much 
desired in industrial environment. Keeping this in mind the combination of the 
lubrication/cooling conditions for the case studies were selected. It is intended to have a 
comparison between optimum conditions for flood cooling and MQL, and hence the 
second pass lubrication/cooling condition is varied between flood, MQL (Oil) and MQL 
(Water), for the three case studies, keeping the first pass condition constant at dry cutting 
condition. 
The first pass in the two-pass face milling operation is a medium pass and the second is a 
finish pass.  Different weighting factors are needed to be defined for each pass. Material 
 91
removal rate is the prime objective in medium pass. Thus the weighting factor CM    is set 
equal to 0.7 and all other weighting factors Ci (i = R, F and T ) made equal to 0.1. 
Similarly, since low surface roughness is a priority in finish pass, the weighting factor CR 
is set equal to 0.7 and all other weighting factors Ci (i = F, T and M) made equal to 0.1. 
Different constraints for medium and finish passes were applied. A comparatively broad 
range of constraints were given in medium pass, since there are fewer requirements for 
machining quality in medium pass than in finish pass. The parameters of GA used in all 
the case studies are shown in Table 23. The weighting factors and constraints are shown 
in Table 24.  
Table 23: Parameters Used in GA 
Total population size 200
Chromosome length 70
Max number of generations 2000
Crossover probability 0.75
Mutation probability 0.01  
Table 24:  Weighting Factors and Constraints for Optimization of Two-pass Milling  
Medium Finish
CR 0.1 0.7
CF 0.1 0.1
CT 0.1 0.1
CM 0.7 0.1
600 - 650 650 - 750
0.015 - 
0.03
0.008-
0.02
2.0 - 3.0 1.0 - 2.0
1 0.6
500 300
40 80
30000 10000M R '  (mm
3/min)
a a  (mm)
R a '  (μm)
F c '  (F x , F y ) (N)
T'  (min)
Milling Passes
Weigthing 
Factors
V  (m/min)
f  (mm/tooth)
Constraints
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5.4.1   Case Study # 1: Dry–Flood Combination 
Figure 5.3 shows the contour plots with feasible region and optimum values for the first 
pass which is medium pass with dry cutting condition. The contour plot for the second 
pass, which is finish pass with flood cooling condition, is shown in Figure 5.4. Table 25 
shows the optimization results for dry-flood combination in two-pass milling operation. 
        Objective Contours          Surface Roughness Constraint           Cutting Force Constraint
        Tool-life Constraint          Metal Removal Rate Constraint  
Ra = 1.0 μm 
MR = 30000 mm3/min 
T = 40 min 
Fy = 500 N 
Feasible Region 
Optimum 
0.14 0.16 0.18 0.20
0.12
 
Figure 5.3: Illustration of Feasible Region in Medium Pass for Dry–Flood Combination 
Two-pass Face Milling 
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        Objective Contours          Surface Roughness Constraint           Cutting Force Constraint
        Tool-life Constraint          Metal Removal Rate Constraint 
Ra = 0.6 μm 
MR = 10000 mm3/min 
T = 80 min 
Fy = 300 N 
Feasible Region 
Optimum 
0.14 
0.16 
0.18 
0.20
0.12
Fx = 300 N 
 
Figure 5.4: Illustration of Feasible Region in Finish Pass for Dry–Flood Combination 
Two-pass Face Milling 
Table 25: Optimization Results for Dry–Flood Combination Two-pass Face Milling 
(Total aa = 4.0 mm) 
Medium Pass 602 0.015 3.00 0.9880 234.02 345.80 41.09 51495.42
Finish Pass 675 0.008 1.00 0.2610 76.98 126.40 94.52 10345.78
Parameters V (m/min)
f 
(mm/tooth)
a a 
(mm)
R a ' 
(μm)
F x        
(N)
F y        
(N)
T'      
(min)
M R ' 
(mm3/min)
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5.4.2   Case Study # 2: Dry–MQL (Oil) Combination 
Since all the constraints for the medium pass are same for all case studies the contour 
plots with feasible region and optimum values would also be the same as shown in                 
Figures 5.3. Figure 5.5 show the contour plot for the finish pass with MQL (Oil) 
condition. Table 26 shows the optimization results for dry-MQL (Oil) combination in 
two-pass milling operation. 
 
 
 
 
 
 
 
 
        Objective Contours          Surface Roughness Constraint           Cutting Force Constraint
        Tool-life Constraint          Metal Removal Rate Constraint 
Ra = 0.6 μm 
T = 80 min
Fy = 300 N 
Feasible Region 
Optimum 0.140.16
0.18
0.20 
0.22 
MR = 10000 mm3/min 
Fx = 300 N 
 
Figure 5.5: Illustration of Feasible Region in Medium Pass for Dry–MQL (Oil) 
Combination Two-pass Face Milling 
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Table 26: Optimization Results for Dry–MQL (Oil) Combination Two-pass Face Milling 
(Total aa = 4.0 mm) 
Medium Pass 601 0.015 3.00 1.0 234.55 347.66 40.91 51927.68
Finish Pass 745 0.008 1.00 0.2970 55.92 60.99 86.77 11487.20
F y       
(N)
T'     
(min)
M R ' 
(mm3/min)
Parameters f (mm/tooth)
a a 
(mm)
R a ' 
(μm)
F x        
(N)
V 
(m/min)
 
5.4.3   Case Study # 3: Dry–MQL (Water) Combination 
Table 27 shows the optimization results for dry-MQL (Water) combination in two-pass 
milling operation. Figure 5.6 shows the contour plot for the finish pass with MQL 
(Water) condition. The medium pass with dry cutting condition has constraints similar to 
the case study #1, hence the contour plot for this pass will resemble to the contour plot 
for medium pass in case study #1 as shown in Figure 5.3. 
Table 27: Optimization Results for Dry–MQL (Water) Combination Two-pass Face 
Milling (Total aa = 4.0 mm) 
Medium Pass 603 0.015 3.00 0.9830 234.75 347.85 40.08 51927.39
Finish Pass 658 0.008 1.00 0.3600 75.84 106.82 181.93 10720.12
Parameters V (m/min)
f 
(mm/tooth)
a a 
(mm)
R a ' 
(μm)
F x       
(N)
F y        
(N)
T'      
(min)
M R ' 
(mm3/min)
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        Objective Contours          Surface Roughness Constraint           Cutting Force Constraint
        Tool-life Constraint          Metal Removal Rate Constraint 
Ra = 0.6 μm 
T = 80 min
Fy = 300 N 
Feasible Region 
Optimum 0.14
0.16 
0.18 
0.20 
0.12
MR = 10000 mm3/min 
Fx = 300 N 
 
Figure 5.6: Illustration of Feasible Region in Medium Pass for Dry – MQL (Water) 
Combination 
A comparison between the finish passes of all three case studies show that for the given 
constraints the optimum point for finish pass with MQL (Oil) condition gives comparable 
results to that of the optimum point in finish pass with flood cooling condition. The 
surface roughness in case of flood cooling is marginally lower than MQL (Oil), but the 
cutting forces in case of MQL (Oil) are nearly half of the flood cooling condition, at the 
respective optimum points for the given constraints. Though tool-life for finish pass with 
flood cooling condition is a little higher than that for MQL (Oil), a better model for tool-
life incorporating the effect of lubricants/coolants will have a more accurate 
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predictability. The results for MQL (Water) condition are lowest, except for the tool-life, 
among all three lubrication/cooling conditions. The performance of these three 
lubrication/cooling conditions can be better assessed by comparing the value of the utility 
function of the optimum point as shown in Table 28. Utility function denotes the different 
levels of compromise between the performance measures for the given constraints. If the 
constraints remain constant, a higher value of utility function denotes that the cutting 
conditions of the points of that utility function curve gives better values of performance 
measures. The utility function for MQL (Oil) is highest among all three cases, while the 
MQL (Water) has the lowest value of utility function of the optimum point for finish pass 
under the given constraints. 
Table 28 Values of Utility Function of Optimum Points for Finish Pass  
Case Study  
No. 
Milling 
Pass
Lubrication/Cooling 
Condition
Utility Function 
Value
1 Finish Pass Flood 0.138
2 Finish Pass MQL (Oil) 0.159
3 Finish Pass MQL (Water) 0.135  
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CHAPTER 6  
ENVIRONMENTALLY CONSCIOUS SUSTIANABLE MANUFACTURING  
 
6.1   Introduction  
Presently, there is a wide-scale evaluation of the use of cutting fluids in machining. 
Industry is looking for ways to reduce the amount of lubricants in metal removing 
operations due to ecological and economical pressures. Strict environmental protection 
laws are now in effect in many leading industrial countries for the disposal of harmful 
and toxic product waste. Legal demands related to the environmental preservation and the 
preservation of human health exists at the forefront of industry operations on a global 
scale. A major initiative to reduce cutting fluids in machining operations has been 
undertaken in European industries. 
The overall goals of the new international standard 14001 are to support environmental 
protection and prevention of pollution in balance with socio-economic needs. 
Organizations signed up for these standards will need to quantify  the elements listed 
below for normal operations, shutdown and start up conditions, as well as the realistic 
and significant impacts associated with reasonable anticipated emergency situations. 
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1. Emission to air 
2. Release to water 
3. Waste management 
4. Contamination of land 
5. Use of raw materials and natural resources 
6.2   Health Hazards Associated with Use of Cutting Fluids 
The Independent Lubricant Manufacturers Association (ILMA) has reported that 95 to 
103 million gallons of cutting fluid have been produced on a yearly basis in the United 
States from 1994 to 1999 (ILMA, 1999). Millions of gallons of cutting fluids are used 
each day in industry for turning, milling, drilling, stamping, grinding, and an estimated 
1.2 million workers are potentially exposed to the hazardous/ chronic toxicological 
effects of cutting fluids (NIOSH, 2001). Another significant concern is the reaction of 
cutting fluids  with contaminants such as nitrosamines, microbial agents, bacteria, fungi, 
shigella, E. coli, salmonella and pseudomonas that occurs within the manufacturing 
system, which affect occupational health and safety (Marksberry, 2004). The aerosol 
generated in the machining process may also contain the components of the cutting 
fluids, as well as particles from work material and from tool wear. NIOSH (National 
Institute of Occupational Safety and Health) has recorded the following occupational 
health effects of cutting fluids since 1967: 
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1. Dermal toxicity / skin irritation or corrosion disorder (eczema, rashes, oil acne). 
2. Acute oral, eye and skin sensitization toxicity (mucous, membrane irritation). 
3. Acute inhalation toxicity (respiratory symptoms). 
Organs that have experienced an increase in cancer due to the carcinogenic effects of 
cutting fluids in occupational health include the larynx, rectum, pancreas, skin, scortum 
and bladder. 
Cutting fluids are a complex blend of chemicals that change over time. The highly 
competitive and propriety nature of cutting fluids has prevented a precise assessment of 
the occupational health risk and hazards of complex chemical mixtures. Little research 
has been conducted on the tendencies of cutting fluids to develop tumors that relate to the 
human epidemiology. There is no research work available which can accurately access 
the risk of cancer from exposure to cutting fluids. The latency periods of 10 to 20 years 
between initial exposure to a carcinogen and the initial appearance of a solid-organ 
cancer caused by that carcinogen discredits the bulk of cutting fluids exposure studies 
that were carried out from the mid 1950’s to the mid 1980’s. 
NIOSH, OSHA (Occupational Safety and Health Administration) and NCI (National 
Cancer Institute) are currently investigating the following occupational health effects 
from cutting fluids: 
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1.   Airborne microbial endotoxins 
Endotoxins are microbial contaminants (also known as pathogenic microbes or allergenic 
microbial constituents) that are suspected of occupationally related adverse respiratory 
effects. 
2.   Chlorinated paraffins 
Used as extreme pressure additives and have been selected by NCI for toxicity and 
carcinogenic evaluation. 
3.   Nitrosamines 
May originate during the cutting process where conditions of extreme pressure and heat 
exist and is only considered as a group 2B carcinogen. (Limited evidence exists 
suggesting carcinogenic effects occur in humans.) 
4.   Ethanolamines,    alkanolamines,    DEA    (diethanolamine)    and    TEA 
(triethanolamine)  
Added to cutting fluids to reduce corrosiveness and stabilize pH, yet OSHA has 
considerable concern regarding the carcinogenic potential if delivered via inhalation as 
the route of exposure. 
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5.   NDELA (N-nitrosodiethanolamine) 
EPA (Environment Protection Agency) has prohibited its use as it is known to cause 
genetic effects such as DNA (deoxyribonucleic acid) strand breaks, yet it may be 
chemically formed in cutting fluids when DEA and TEA react with a nitrosating agent. 
The cost associated with the use of cutting fluids in machining processes in industry is 
multi-fold. The cost incurred by their use is not only due to the price of the cutting fluid 
but also due to the installation and maintenance of extensive fluid handling equipments 
which are used to disposed of the cutting fluids. The cost of compensating workers 
suffering from side effects of exposure to these cutting fluids is the most substantial. 
6.3   An Alternative to Conventional Flood Cooling 
At present the complete elimination of cutting fluids is not possible as they have their 
advantages and functions. A viable alternative to conventional flood cooling is the 
application of cutting fluids in very small quantities to the small area where actual 
machining takes place. This technique, as explained earlier in this investigation, is also 
known as the MQL method. The cutting fluid in flood cooling has an important function 
of removing heat from cutting zone. With the depleted amount of cutting fluid in case of 
MQL the heat removal function will be affected, but the cutting fluid in MQL can 
provide sufficient lubrication to prevent the generation of heat in the first place (Kelly 
and Cotterell, 2002). Figure 6.1 shows the alternative lubrication strategies which can be 
followed to reduce the use of cutting fluids and getting step by step closer to the ultimate 
goal of dry machining (Kelly and Cotterell, 2002). 
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The six major measurable parameters that contribute to machining process sustainability 
are energy consumption, environmental friendliness, machining cost, operational safety, 
personnel health and waste reduction (Wanigarathne et al., 2004). All these factors have 
their expected level. But there is an obvious fact that all these factors cannot be achieved 
simultaneously to the desired levels. Based on some these factors a comparison between 
performance of flood cooling and MQL is presented. 
Bio-degradable 
Coolants
Minimal Quantity 
Lubrication
Cold High Speed 
Jets of Gas
Conventional 
Liquid Coolants
Present State
Dry Machining 
Ultimate Goal
 
 
 
 Figure 6.1: Step by Step Approaches to Dry Machining 
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6.3.1   Machining Cost 
MQL eliminates the following cost associated with conventional overhead flood cooling 
(Marksberry, 2004). 
1. Machine oil contamination such as spindle oils, slide or machine way greases, 
sump oils and tramp oils from the cutting fluids. 
2. The use of oil skimmers to remove non-emulsified, floating tramp oil or any other 
separation process of lubricating oils from the cutting fluids. Likewise the use of 
centrifuges and coalescers to remove dispersed and partially emulsified tramp oil 
which could originate from spindles, slide ways or gears. 
3. Shed plates and sloped floors that allow continuous, direct draining to the metal 
removal fluid system that prevent stagnation or chip accumulation  
4. Modified chip conveyors with filtration devices to remove particulates from the 
cutting fluids. 
5. Cutting fluid recirculation and filtration systems. 
6. Maintenance and testing for fluid concentration, suspended particulate matter, pH, 
microbial concentration, dissolved oxygen, antimicrobial concentration, tramp oil 
level, corrosive protection, which all may be performed regularly. 
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6.3.2   Energy Consumption 
Energy savings in manufacturing processes is the most desirable sustainability factor 
which needs to be considered for the entire operational duration of the machine, with 
significant overall savings in the long-run. For any machining operation, the energy 
consumed can be measured in real-time. If the same task/operation is performed at two 
different machine shops, and/or on two different machines, the power consumption may 
vary, due to the differences in the machines and the machining conditions used. Notably, 
the application of proper coolants and lubricants, and the selection of cutting tool inserts, 
cutting conditions and cutting tool-work material combinations can facilitate improved 
tribological conditions, and can reduce the power consumption. Also, the functional 
features built in a machine tool design contribute towards energy savings in a machining 
operation (Wanigarathne et al., 2004). 
Figure 6.2 shows the variation of cutting force Fy with respect to feed and depth of cut. 
As seen, the measurable cutting force component can serve as a direct indicator of the 
power/energy consumption rate. The cutting force Fy, for MQL (Oil) is the lowest for 
lower feeds, at higher feed, it is nearly the same for MQL (Oil) and flood cooling. Also 
with the variation of depth of cut, the cutting force for MQL (Oil) is the lowest for higher 
values of depth of cut. Hence it can be said that MQL (Oil) consumes equal or lesser 
amount of power than flood cooling. 
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Figure 6.2: Cutting Force Fy Variation 
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6.4   Surface Roughness Analysis for Sustainability 
In designing a product for machining and in the subsequent process planning operations, 
an important consideration is assuring the product's functionality and specification 
requirements in terms of surface finish, part accuracy, etc. The anticipated surface 
roughness value and the related surface integrity issues contribute to the service life of a 
machined product (Wanigarathne et al., 2004). Figure 6.3 shows the variation of surface 
roughness with respect to feed and depth of cut for the four different lubrication/cooling 
conditions, which are dry cutting, flood cooling, MQL (Oil) and MQL (Water). 
The surface roughness for MQL (Oil) condition is higher than flood cooling at lower 
feeds, but with increase in feed the surface roughness of both MQL (Oil) and flood 
cooling becomes nearly equal. The surface roughness variation for MQL (Oil) increases 
towards the mid range of the depths of cut and then again decreases for higher values of 
depth of cut, where it becomes the lowest among all lubrication/cooling conditions. The 
surface roughness variation for the flood cooling condition follows the exact inverse 
pattern to that of MQL (Oil). It can be seen from the plots that at higher feed and at the 
extreme ends of the range of depth of cut, MQL (Oil) has comparable results to that of 
flood cooling for surface roughness and superior results compared to flood cooling for 
cutting force Fy.  
Hence, it can be said that MQL (Oil) forms a viable alternative for flood cooling in high 
speed machining operation where the cutting conditions are adverse. With extension of 
this research, an accurate model for predicting performance measures such as tool-life 
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can be developed, which can account for more parameters such as the flow rate of 
lubricants/coolants and droplet sizes. This will further help in reducing the amount of 
coolant used without compromising the quality of performance measures. 
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Figure 6.3: Surface Roughness Variation  
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CHAPTER 7    
CONCLUSIONS 
7.1   Summary of Present Work 
Based on the review of previous work on modeling of face milling process for the effect 
of lubrication/cooling, this research work presents a new methodology to study the 
effects of lubrication/cooling on general machining performance measures. It was 
observed during the course of this investigation that the method of applying 
lubricants/coolants and their flow rates have a significant bearing on the machining 
performance measures. The following are the conclusions which can be drawn from this 
research work. 
1. Regardless of their positive functions, cutting fluids are the most undesirable 
component of machining process. Cutting fluids have many know as well as 
unknown adverse effect on environment and occupational health. 
2. There is a lack of research on modeling the effects of lubricants/coolants on 
machining performance variables. A deeper understanding of these effects will 
further help reduce the use of lubricants/coolants. 
3. In this research work, by analyzing the data obtained through extensive 
experimentation, models in terms of cutting conditions were developed to predict 
performance measures such as surface roughness and cutting forces in face 
milling automotive aluminum alloy A380. These models account for the effect of 
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lubrication/coolants on the performance measures. Validation tests showed that 
these models have fair accuracy of prediction within the experimental range. 
4. A comprehensive optimization criterion previously developed for multi-pass 
turning operation has been applied to two-pass face milling operation to integrate 
the contributing effects of all major machining performance measures. The aim 
of the optimization process is to make a trade-off among these passes and to give 
combinations of optimum cutting and lubrication/cooling conditions in different 
passes.  
5. MQL is proposed as an alternative to flood cooling with comparable or superior 
results in high speed machining conditions. MQL machining is an environment 
friendly and sustainable manufacturing process, since the quantities of cutting 
fluids used in MQL are very small and hence their harmful effects are 
substantially reduced. 
7.2   Suggestions for Future Work 
The models developed in this research are expandable. Further research work could 
include the effects of flow rates of lubricants/coolants which will give better control over 
the amount of cutting fluids used without compromising the quality of machining 
performance measures.  
In this investigation the tool-life model used to develop a comprehensive objective 
function for optimization did not include the effects of cutting fluids. A good extension of 
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this research work would be to develop a model for tool-life by using a similar approach 
as used in this present investigation for developing models for surface roughness and 
cutting forces, which can account for the different parameters of lubricants/coolants as 
mentioned above.  
The data obtained from empirical modeling developed in this investigation can be further 
used to develop a mechanistic model so that the predicted results are for a wider range of 
cutting conditions and will include other factors such as machine dynamics and tool 
geometry. 
Based on the Web-based GA optimization program, a Web-based database of tool insert 
selection as well as work material and cutting fluid property selection can be developed 
by using Database Management System (DBMS). This DBMS may also store a 
knowledge database of cutting conditions and machining performance measures for tool-
workpiece-cutting fluid combinations.  
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APPENDIX I  
DESIGN OF EXPERIMENTS (TAGUCHI METHOD) 
It is customary in experiments to vary one variable while keeping all other factors fixed 
to evaluate the influence of the selected factor on the system. This method is not suitable 
when combined effects are studied with two or more interacting variables. The other 
preferred method of experimentation is full factorial experiments, where experiments are 
carried out for all combinations of variables. In cases where many variables are involved, 
a fully factorial experiment is not feasible, not only due to the shear amount of 
experimental work involved, but also due to the high cost of experimentation. The most 
efficient way of carrying out experiments is by using the “Design of Experiments” (DOE) 
method. The DOE method developed by Dr Genichi Taguchi was adopted in this paper. 
The Taguchi method of DOE incorporates two important tools; orthogonal arrays and 
signal-to-noise ratios. Orthogonal arrays have a balanced property, in which every 
variable occur the same number of times for every setting of variables in the experiment. 
By using orthogonal arrays, the interactions between different variables as well as the 
effect of an individual variable on the selected output parameter can be studied. The 
signal to noise ratio is used to evaluate the functional performance of the system by 
accounting for the variance of the quality characteristics. 
 
 
 113
The following steps are followed in the Taguchi design of experiments. 
1. Recognition of the statement of the problem 
2. Choice of factors, their levels and ranges †               
3. Selection of response variable †   Pre - experimental planning 
4. Choice of experiment design 
5. Performing the experiment 
6. Statistical analysis of the data 
7. Conclusions and recommendations 
† In practice, step 2 and 3 are often done simultaneously or in reverse order. 
The “statistical analysis of the data” in experiment design is very important as it involves 
choosing the right orthogonal array. The choice of an orthogonal array depends on how 
many levels of each factor are under consideration, the desired resolution of the output 
and the number of factor interactions that are under study. 
Table 29 shows the L32 matrix of design experiments used in the current investigation. 
Assigning the factors to the proper column is also equally important. The golden rule 
here is if the first variable is assigned to column one and the second variable is assigned 
to column two, then the third column will have the interaction of the first two columns. 
The interaction columns are predefined for every orthogonal array. Hence the hierarchy 
of the interactions should first be considered before the column assignment is made; to 
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ensure the main factors does not get assigned to an interaction column. The variables or 
parameters for which experiment design is done are called factors and the different values 
of these parameters used in the experiment design are called levels. The numbers 1…4 in 
each column in Table 29 represents the level of factor which is assigned to that particular 
column.  
Table 29: L32 Orthogonal Matrix 
Expt. 
No.
Col. 
1
Col. 
2
Col. 
3
Col. 
4
Col. 
5
Col. 
6
Col. 
7
Col. 
8
Col. 
9
Col. 
10
1 1 1 1 1 1 1 1 1 1 1
2 1 1 2 2 2 2 2 2 2 2
3 1 1 3 3 3 3 3 3 3 3
4 1 1 4 4 4 4 4 4 4 4
5 1 2 1 1 2 2 3 3 4 4
6 1 2 2 2 1 1 4 4 3 3
7 1 2 3 3 4 4 1 1 2 2
8 1 2 4 4 3 3 2 2 1 1
9 1 3 1 2 3 4 1 2 3 4
10 1 3 2 1 4 3 2 1 4 3
11 1 3 3 4 1 2 3 4 1 2
12 1 3 4 3 2 1 4 3 2 1
13 1 4 1 2 4 3 3 4 2 1
14 1 4 2 1 3 4 4 3 1 2
15 1 4 3 4 2 1 1 2 4 3
16 1 4 4 3 1 2 2 1 3 4
17 2 1 1 4 1 4 2 3 2 3
18 2 1 2 3 2 3 1 4 1 4
19 2 1 3 2 3 2 4 1 4 1
20 2 1 4 1 4 1 3 2 3 2
21 2 2 1 4 2 3 4 1 3 2
22 2 2 1 4 2 3 4 1 3 2
23 2 2 3 2 4 1 2 3 1 4
24 2 2 4 1 3 2 1 4 2 3
25 2 3 1 3 3 1 2 4 3 2
26 2 3 2 4 4 2 1 3 3 1
27 2 3 3 1 1 3 4 2 2 4
28 2 3 4 2 2 4 3 1 1 3
29 2 4 1 3 4 2 4 2 1 3
30 2 4 2 4 3 1 3 1 2 4
31 2 4 3 1 2 4 2 4 3 1
32 2 4 4 2 1 3 1 3 4 2  
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By using this experiment design the experimentation work required to produce reliable 
results is reduced by one-eighth to one-sixteenth of the time of a full factorial 
experimentation method. Table 30 shows the full factorial experimentation matrix for a 
four factor and four level combination where A, B, C and D are the variables or the 
factors and 1, 2, 3, 4 are the four different values or levels of these factors. The shaded 
cells are the only recommended experiment combinations by L32 orthogonal array of 
experiment design method to give the same result as the full factorial experiments 
without any loss of data. 
Table 30: Comparison between Full Factorial and Designed Experiments  
B1 B2 B3 B4 B1 B2 B3 B4 B1 B2 B3 B4 B1 B2 B3 B4
D1
D2
D3
D4
D1
D2
D3
D4
D1
D2
D3
D4
D1
D2
D3
D4
C1
C2
C3
C4
A3 A4A1 A2
 
256 Full Factorial 
Experiments  
32 Designed 
Experiments  
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APPENDIX II 
 WEB-BASED GA OPTIMIZATION SOFTWARE 
A Web-based and user-interactive optimization system, developed by Wang (2001) was 
used in this research work. This program is designed for researchers or process planners 
to determine optimum cutting conditions in multi-pass turning operations, which was 
modified in the current investigation to include two-pass face milling operation. The 
Web-based implementation allows users to access the tool database and optimization 
method via Internet. 
The Common Gateway Interface (CGI) is a standard for interfacing external applications 
with information servers, such as Web servers. A CGI program is executed in real-time, 
so that it can output dynamic information. Figure II. 1 illustrates a block diagram of CGI 
(Wang, 2001). As shown in Figure II. 1, CGI program first accepts the user's requests and 
collects the user's input from client side. Then it calculates results based on user's request 
and input. In the end, it generates and sends back corresponding information such as 
HTML documents, pictures and sound to the user's Internet browser. 
 
 
 
CGI 
Program
Client Side Server Side 
Request & 
Input 
Dynamic 
HTML 
 
Figure II.1: Illustration of CGI  
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A CGI program can be written in any language that allows it to be executed on the server, 
such as: C/C++, Fortran, PERL, any Unix shell, Visual Basic, Java etc. The PERL and C 
languages were applied to implement the Web-based GA optimization software. The 
program to accept user input is written in PERL and the GA optimization program is 
written in C. The webpage of the two-pass milling optimization system is shown in 
Figure II.2.  
 
 
 
 
 
 
 
 
 
 
Figure II.2: Webpage for Two-pass Milling Optimization  
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 In this Web page, the user needs to input the parameters for GA, weighting factor of 
objective function, constraints of optimization process, and the total depth of cut. After 
the parameters are set and submitted to the server, the optimum cutting conditions in each 
pass will be obtained by using GA optimization method and displayed, as shown in      
Figure II. 3. 
 
 
 
 
 
 
 
 
 
Figure II.3: Webpage for the Output of GA Optimization 
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