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Проблема множественного тестирования рассматривается как частный случай проблемы гаран-
тийного различения гипотез в d-апостериорном подходе. Следующий пример, основанный на данных 
реального эксперимента по идентификации генов, ответственных за некоторое заболевание, объясняет 
наш взгляд на проблему обеспечения статистического вывода. Данные представляют собой измерения у 
каждого из n пациентов экспрессии                      генов; для    пациентов было выявлено 
наличие заболевания, у    пациентов было установлено, что они здоровы. Для каждого из генов вычис-
ляется p-значение некоторого статистического теста, а затем применяется одна из процедур множест-
венного тестирования (FWER, PCER, FDR и т. п.). Эти процедуры имеют много недостатков. Во-первых, 
они ориентированы только на контроль ошибки первого рода, хотя исследователя больше интересует 
ошибка второго рода (исследователю важнее не пропустить открытие). Во-вторых, они используют глав-
ным образом p-значения, и поэтому оптимизация статистического вывода (минимизация размера вы-
борки или вероятности принятия ложных решений) здесь ограничена. В-третьих, во многих исследова-
ниях требуется провести разделение более чем на два типа. Например, экспрессия генов в группе с па-
тологией может быть подавлена, увеличена или неизменна. 
D-апостериорный подход основан на байесовской парадигме и применяется в ситуациях, когда 
существует реальная последовательность статистических экспериментов, которые требуют принятия ре-
шения. Здесь делается упор на необходимость гарантирования размера d-апостериорного риска, равно-
го относительной частоте ошибок среди статистических экспериментов, которые привели к принятию той 
или иной гипотезы. Недостатки традиционных методов тестирования, отмеченные выше, здесь могут 
быть успешно решены. Однако для этого в каждом случае необходимо проводить серьезную работу по 
построению вероятностной модели наблюдений и априорного распределения параметра вывода. Кроме 
того, необходимо решить ряд традиционных оптимизационных задач планирования эксперимента.  
Ключевые слова: гарантийный статистический вывод, множественное тестирование. 
Литература 
1. Simushkin D.S, Volodin I.N. FDR is d-risk. Abstracts of Intern. Symposium ”SysPatho – Systems Biology and Medi-
cine”. 2012. St. Petersburg. – p. 88-89 
2. Efron, B. Large-Scale Inference. Empirical Bayes Methods for Estimation, Testing, and Prediction. Institut of Ma-
thematical Statistics (IMS) Monographs, 1. Cambridge University Press, Cambridge – 2010. 
3. Simushkin D. S.,   Simushkin, S.V.,  Volodin, I. N. D-guaranteed discrimination of statistical hypotheses: review of 
results and unsolved problems. J. Math.Sci. 2018. 228, no. 5. – p. 543-565. 
