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From its beginning, the DFKI has provided an attractive working environment for AI researchers from Germany and from all over the world. The goal is to have a staff of about 100 researchers at the end of the building-up phase .
Introduction
Reasoning about a changing world requires mechanisms going beyond the scope of classical predicate logic. Thus, several temporal logics have been proposed to solve problems in areas like hardware and software verification (e.g., [13] ), planning ([2] ), reasoning about actions (e.g., [9] , [15] ), and plan recognition (e.g., [4] ).
Among these logics those equipped with operators supporting a compositional approach (e.g., [14] , [10] ) gained particular importance because they allow some kind of modular reasoning in which formulas can be combined to statements about temporally more complex situations. The operator enabling this kind of reasoning is often referred to as chop (C) . The semantics of logics containing it is usually based on the notion of intervals as sequences of states in contrast to logics like tense logic (cf. [5] ) based on time points and Allen's temporal logic with intervals that are not built up from single states (d. [1] ).
Unfortunately, decision procedures for propositional temporal logics as described in [14] are non-elementary, i.e., of exponential height in the nesting depth of the chop operator. If the demand for completeness is relaxed, however, it is possible to implement inference systems of clearly smaller complexity for tasks in the field of diagnostic reasoning (e.g., [9] , [4] ).
The system MVL described in [6] suggests itself as a basis for such an implementation as it provides a proof system to which modal operators like chop can be added (cf. [8] ). The crucial idea of MVL (which stands for "Multivalued Logics") is to keep the inference machine and the "bookkeeping" about truth values separated from each oth~r. Thus, exchanging the set of possible truth values while retaining the prover results in a system for a t.otally different logic. The aim of this paper is to describe the theoretical foundations of an implementat.ioll of FTL, a first-order version of the temporal logic introduced in [14] , in the MVL setting and its realization, possible applications, and limitations. The reasons for embedding t.his logic in MVL arc twofold: On the one hand, we will see how MVL gelleralizes the usual concepts of Kripke-style modal operators and sets of truth values underlying a cert.ain logic (d. section 3.3). On the other hand, this enables us to give an C'fficient. implement.ation of a restricted inference machine for FTL (cf. section 3.4). Sect.ions :2 a,nd :l.l will introduce syntax and semantics of our temporal logic and t.he founciat.ions of t.he MVL Syst(,l1I, resp. In sections 3.2 through 3.4, we will describe how t.o embed our interval-based logic and its modal operators in MVL. As truth values we will use functions from t.illw int.ervals to "ordinary" values including t and f and dcmonst.rat(' how complex modal operators can be realized as operations on these funct.ions. We will also address t.1l(' probl('m of how to represent the set of intervals alld the truth fUIIct.ioIls so t.hat. an ('([edivp comput.ation is possible. In section 3.5, the comput.at.iollal O\'('rhead caus('d by t.he modal operators is shown to playa minor role cOIlc(,rIIillg t.he complexit.y of the whole system. Finally, we will consider limitations and possibl(' applicat.ions of t.he result ing system.
The Temporal Logic FTL
The temporal logic FTL ("First-order Temporal Logic") presented in this section essentially corresponds to the extension of the system PTL(U ,X,C) as described in [14] to first-order logic.
Syntax
Given a denumerable set X of variables and a signature S, the set of formulas of FTL comprises T, F, and the usual set of first-ocder formulas with quantifiers Y and :3 and the connectives -',1\, V, -t , and t-t over Sand X. Besides, it contains all formulas of the form OP ("next"), (p U q) ( "until") , and (p C q) ("chop") . By <1>0 we denote the set of atomic first-order formulas. The versions of next and chop presented here are often referred to as "strong next" and "strong chop".
Before presenting the formal semantics of FTL, we give an intuitive description of the meaning of the modal formulas introduced above: We want to consider a formula OP true in an interval CT if p is true if we consider the situation one state later, i.e., if p is true in the interval obtained from CT by removing its first state.
We say (p U q) holds in an interval CT if q holds sometime within CT and p holds all of the time before within CT.
The chop operator C provides a possibility to compose two formulas p and q by concatenating the intervals in which they hold. Considered differently, chop allows to split up an interval CT in which (p C q) holds into two subintervals CTI and CT2 where p and q hold, resp. 
Semantics of FTL
Concerning the other connectives and the universal quantifier, we use the usual recursiv(' definitiolls.
It should br 1I0ted that the trut.h value of a non-modal formula only depends on til(" first. statr of an illterval.
On the basis of the operators defined so far, we can derive other modalities useful in t.emporal \'('ason i ng. 
Review of MVL and the Embedding of FTL
The MVL system by Ginsberg is an attempt to capture many sorts of reasoning within the field of artificial intelligence in a uniform framework (d. [6] ). The basic idea is to split up inference into two parts : One in which the actual process of reasoning takes place -realized by a theorem prover -and one in which some kind of "bookkeeping" of the results obtained from the inference machine is done.
As an example, one might imagine a system for probabilistic reasoning where the bookkeeping consists of combining the numerical values assigned to the formulas used and pruning formulas whose probability is below a certain threshold . Other examples given by Ginsberg are ATMS and default reasoning systems.
Ginsberg formalizes the bookkeeping part of reasoning by attaching two kinds of labels to each bit of information: one describing the amount of knowledge available about a certain statement and one indicating the degree of certainty about its validity. On the basis of these labels, sets of truth values can be given the internal structure of a so-called bilattice, which is advantageous with regard to several aspects: 2. Efficie ncy. As we will see, it is possible to exploit the additional information represented in the bilattice structure during the inference process to render it more efficient.
M oda l o perato rs.
It is easy to introduce new modal operators into a given logic, as they can essentially be expressed using primitive operations on the elements of a bilattice. Besides forming the basis for efficient implementations, this is also interesting from a theoretical point of view, as this approach generalizes both the classical concept of Kripke-style modal operators and Moore's autoepistemic operator L (d. [12] ). Thus, we are able to introduce modal operators of arity > 1 (in fact, theFTL operators U and C exceed Kripke's approach) and to compare different modal logics within a single uniform framework.
In section 3.1, we will describe the formal basis for the truth values to be chosen and the way in which the closure of a certain set of propositions is computed using this basis. Section 3.2 shows how functions can serve as truth values in this sense and applies these results to FTL. In sections 3.3 and 3.4, we consider the MVL concept of modal operators as described in [8J and its application to our temporal logic before we finally give some complexity results in 3.5.
Mathematical Preliminaries of MVL
The fundamental notion in connection with MVL truth values is that of a bilattice COlllplf't ing t.he truth values used so far with another element denoted by ~ which st.ands for "both t and f", we obtain the smallest non-trivial bilattice F representing t.he sd. of t.rut h values lIsed ill first-order logic in MVL. Figure 1 shows this bilattice wlwre :::;/ illCI'eas('s froIll Icft. t.o right. and :::;k from bottom to top . The role of the --, operat.ion is t.o inv('rt. t.he :::;/ order while retaining :::;k. We now relate the bilattice operatiolls 1\, V, and --, t.o t.he int.erpretation of the elements of the bilattice as truth vall\('s. I\s t.he not.at.ioll illdicates , there is a strong similarity between these operations ill a bilat.t.ice alld t.heir synt.act.ical count.erparts within logic. Considering the bilattice
, just as expected from tradi tional logic. In MVL, such a mapping corresponds to a declarative database. In conventional logics, inferencing a formula P from a set S of axioms consists in checking if P is a member of the deductive closure of S. The multivalued counterpart for this process is to compute the truth value of p in the closure cl( ¢» of a truth assignment ¢>. 
t ¢>(p).
This me'ans that -as a lready mentioned -the behaviour of the bilattice operation -, pcrfect.ly correspollds to negation in logic (2.), and that a formula q can't be "less t.rue" than a formula p entailing it (3. 
This result implies a method to effectively compute the closure by steadily pruning formulas from the search space whose truth value is <k than the truth value already accumulated during the previous steps of the proof, since they can't make a real contribution to cl(¢)(p). Furthermore, the summation over 7r_(p) may be left out if we are only interested in the truth of p, i.e., if we want to show cl( ¢ )(p) '2k t.
Functional Truth Values
For some applications it is not sufficient to use some kind of "atomic" truth values like t and f. Instead, it might be convenient to employ mappings from a given set to some bilattice as truth values. Ginsberg describes this for a simple temporal logic with truth values 9 : IN -t F from the set of time points to the classical truth values (d. [8] , [9] If we can put some order on the set S, it is possible to make the representation of the functions 9 more compact by only listing those points of S explicitly where the value of 9 changes and assuming 9 to be constant between two such so-called exception points. As in general there will be no natural total order available for S, we organize S as a directed acyclic graph (DAG) with an induced partial order j: SI j S2 :{=} there is a path from 51 to S2 in S.
To effectively represent this DAG, it is sufficient to have its root and a function computing the common successors of a given pair of points.
The required structure for the interval DAG D [ can be extracted from definition 2.4. As our time begins with state 0, we define the root of D [ to be (0,1), i.e., the interval consisting only of state 0. Examining those intervals sharing some common properties yields four classes: 
Realization of Modal Operators
As already mentioned in section 3_1, the bilattice operations like" 1\" play two distinct roles: Besides being a function on elements of a bilattice, they occur as binary operators in our logical language. In [8] , Ginsberg generalizes this view to arbitrary operations:
" ... bilattice operations can be viewed in general as establishing semantic meanings for their syntactic counterparts. These syntactic counterparts are generally referred to as modal operators_" D efinitio n 3 .5 ( [8] ) Given a bilat tice B, any n-ary function 9 : Bn -+ B is a modal operator_ Usually, modal operators are given a semantics using Kripke's approach of possible worlds (cf_ [11] )_ Given an accessibility relation r among worlds and a modal operator 0, where Op is intended to be vali d in a world w if p holds in all worlds Wi accessible . from w, we can define the semant ics of this operator by conceptually introducing a function f that takes a formula p and a world wand returns the truth value of p in w. 5 Then we have
5n corresponds to the classical "necessity" operator.
How can this be related to the resul ts of the previous section? Taking time intervals as possible worlds and the subinterval relationship R t as accessibility relation,6 we get for a formula np, where p is assigned a truth function 9 : JN2 ---t F:
In this equation, n is a bilattice operator.
There exists a distinction between two kinds of modal operators: The so-called nondeductive operators, e.g., Moore's autoepistemic operator L (d. [12] ), do not respect the bilattice operations· and +. These operators are usually not given a possibleworlds semantics, but are characterized by some functional relationship between the truth values of their "input" formulas and their results. The class of deductive modal operators is characterized by the classical Kripke semantics and comprises operators like those of necessity and possi bili ty. When compu ting the closure cl ( rP) of a truth assignment rP, the following inequality holds for deductive operators n:
while there is a strict equality for the non-deductive ones. Projections are functions 'Trw ,Wi indexed by two possible worlds w, w' that -when supplied with a truth function 9 and a world w" -return the value of 9 at w' if w = w" and u otherwise; i.e., such a projection exactly represents the property of accessibility of w' from w.
FTL Modal Operators
In the following, we will describe how the basic modal operators of FTL introduced in section 2 can be expressed as bilattice operations on B [. Let g,gl,g2 E BJ be truth functions JN2 ---t F, and w,w',w" E JN2 pairs of natural numbers representing intervals. Then we can express the next operator Q by
where w' is uniquely determined by w' R t w. This corresponds to the intuitive semantics of next: To see if Qp is valid in an interval w, check P's truth value in its first terminating subinterval w'. Obviously, the result of next is itself an element of B[.
With the other basic operators, things become slight ly more complicated. Consider the operator until. Translating its semantics given in definition 2.4 into the MVL formalism yields the following: Given two tru th functions gl, g2 E B [, we can determine 6I.E., w' is accessible from w iff w'Rtw . 
Here, the above remark is also valid yielding the correctness of (3). As a consequence of (1), (2), (3), and proposition 3.1, we get the follow ing result: 
cump/(IL,I)((
/-1 i-I
1I.11.lil(.r;I ,.f)2)((a, I)) = V [1\ 91((a+j,l-j))1\92((a+ i, l-i))]. (5)
i=O .i=O
The impklll<'llt.at.ioll of ,hop is done by
,:=0
To cOlllplrtc t.his sect ion, we will consider the derived modal operators always (0) alld 8omrfil11(s (<». As Ill<'ll t. ionrd ill section 2, sometimes can be obtained by
Denoting the truth functions assigned to T and p by gT and gp, resp. (i.e., Vw E JN2 :
gT( w) = t), and inserting them into (2), we immediately get
w llRt w w'Rtw w"Rtw'
Taking advantage of the duality of sometimes and always, it is possible to derive its realization by
w'Rtw
In general, formulas like (2) and (3) cannot be effectively computed as they may contain infinitely large disjunctions and conjunctions. The representation of the set of intervals in a DAG and of the truth functions by only li st ing their exception points, however, admits these computations for many cases.
Example 3.2 In example 3.1, we assigned a truth function g2 to a formula q with the intention to express that q is true during the whole interval (5, 3) . Applying always to this function yields always(g2) = g2, i.e., g2 in fact formalized what we intended . Consider another formula r with truth function g3 where
i.e., r is true in the whole interval ( 7, 2) . Then the truth value of (q C r) is a function ChOP(g2' g3) = g4 with g4(W) = {t, w E {(~,4),(6,3),(7,2)} u, otherwzse that is represented using the exception points (( 0, 1) -u, (5, 4) -t, (5, 5) 
-u).
Applying next to 93, i.e., computing the truth value of Or, yields next(g3) = 95 with
We have a slightly different view on modal operators than Ginsberg has. According to his understanding of modal operators, next should modify the truth value of r by pushing it one step into the future, whereas the above result is the truth function obtained from the query "In which intervals is Or true?"
Complexity Considerations
For the case of chop, we will describe an algorithm for (6) 3. Combining the points obtained from the two prevIOus steps according to (6) yields the same complex ity again.
So, the computational overhead caused by chop is merely O(nl ·n2). For until, the proc~ss is similar and takes the same time, whereas next can be implemented to consume linear timC'.
Applications
Onc possible application for a system as the one described is in the field of plan {·('cognition. Assumc Wf' arc given some observed actions al(t 1 ) and a2(t 2 ) with their actual paralTH'trrs /,j and exact temporal information about their occurrences and some plan hypot.hrsrs PI and P2 written as FTL formulas, where
Using ordinary deduction, \\"C' can infer which 'of PI and P 2 is not a valid hypothesis for an explanation of the observcd action sequence. Assume ad td is observed in state 5, i.e., in the illtf'rval (5,1 ), and (/,2 (12) In [4] , a similar approach to plan recognition with a temporal modal logic is described .
Conclusions
We introduced a modal temporal logic FTL based on work described in [14] and the basic concepts of Ginsberg's MVL presented in [6] . The main emphasis lay on the translation of FTL into the MVL formalism, where the choice of functions JN2 -+ F as truth values -as counterparts for its interval-based semantics -and the implementation of FTL's modal operators as functions over· these truth values played a central role.
We finally showed that it is even possible to give efficient implementations for these concepts by exploiting some constraints on the structure of truth values. As expected, this efficiency is not for free. For example, truth functions changing their value infinitely often (e.g., from state to state) can't be represented using the methods described.
Another -perhaps even more serious -drawback lies in the limitation of possible iIlfcrences caused by MVL. To reason about a formula np containing a modal operator n, p is required to have a concrete truth valu e that can serve as input for the junction n. Axiom schemata like OA -+ 0 A are conceptually not supported. Thus, the applicability of illference systems based on MVL is limited to cases of diagnostic reasoning, where a set of observations with their actual truth values is given. In such a situation, t.asks like temporal projection are also solvable by using modal operators that "push" ce rt.ain t.ruth values into the future. Examples are reasoning about act.iOIlS (e.g., Ginsberg's treatment of the Yale Shooting Problem (d. [9] and [3] )), plan rc'cogIlition as described in [4] , and all kinds of fault diagnosis. For such tasks, a more powerful -and lf'sS effic ient -prover is generally not needed, but can be replaced by i'tIl illference syst.em as t.he one described above.
