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Abstract. We consider the inverse problem of recovering the magnetic and
potential term of a magnetic Schro¨dinger operator on certain compact Rie-
mannian manifolds with boundary from partial Dirichlet and Neumann data
on suitable subsets of the boundary. The uniqueness proof relies on proving
a suitable Carleman estimate for functions which vanish only on a part of
boundary and constructing complex geometric optics solutions which vanish
on a part of the boundary.
1. Introduction and statement of the main result. In this article, we con-
sider a Caldero´n type inverse problem involving the magnetic Schro¨dinger operator
on a compact Riemannian manifold with boundary with available Dirichlet and
Neumann measurements on suitable subsets of the boundary. To define the type of
domain we are interested in let us first define the notion of a simple manifold.
Definition 1.1. A hypersurface is strictly convex if the second fundamental form
is positive definite.
Definition 1.2 (Simple Manifold). A Riemannian manifold (M, g) with boundary
is simple if ∂M is strictly convex, and for any point x ∈ M the exponential map
expx is a diffeomorphism from its domain in TxM onto M .
The Riemannian manifold that we consider is of the following type.
Definition 1.3 (Admissible manifold [9, 16]). We say a compact Riemannian man-
ifold with boundary (M, g) is admissible if
1. n = dim(M) ≥ 3
2. M is orientable
3. (M, g) is conformal to a sub manifold (with boundary) of R× (M0, g0) where
(M0, g0) is a compact, simple (n− 1) dimensional Riemannian manifold.
Let (M, g) to be an admissible Riemannian manifold and letB = (B1, B2, . . . , Bn)
be a smooth complex valued 1-form on M and q ∈ L∞(M) be a complex valued
function.
We define the magnetic Schro¨dinger operator on M as
(1) LB,q := d∗BdB + q,
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where dB = d+ iB∧ : C∞(M)→ Ω1(M) and d∗B is the formal adjoint of dB (for the
sesquilinear inner product induced by the Hodge dual on the exterior form algebra).
Here Ω1(M) denotes the collection of all 1-forms on M .
In local coordinates
(2) d∗
B
dBu = −|g|−1/2(∂xk + iBk)(|g|1/2gjk(∂xj + iBj)u),
where |g| = det(g) and the sum is over the indices which are repeating. Through
out this article we assume this summation convention that repeated indices are
implicitly summed over. Simplifying Equation (2), we get,
(3) LB,q = −∆gu− 2i〈B, du〉g + q˜u,
where q˜ = q − i[|g|−1/2∂xk(|g|1/2gjkBj)] + |B|2g.
We assume throughout that 0 is not an eigenvalue of LB,q in M and consider the
Dirichlet problem
(4)
LB,qu = 0 in M
u = f on ∂M.
We define the Dirichlet to Neumann map ΛB,q as follows:
ΛB,q : f → dBu(ν)|∂M , f ∈ H1/2(∂M),
where in local coordinates
dBu(ν) = νjg
jk(∂k + iBk)u|∂M .
Our goal is to recover the coefficients B and q in Ω from the knowledge of
ΛB,q(f) measured on a part of boundary and with f supported on a different part
of boundary.
Now we define the subsets of the boundary where we have the boundary in-
formation. Write x = (x1, x
′) for points in R × M0, where x1 is the Euclidean
coordinate.
The function φ(x) = x1 allows us to decompose the boundary ∂M as the disjoint
union
∂M = ∂−M ∪ ∂+M,
where
∂−M = {x ∈ ∂M : ∂νφ ≤ 0},
∂+M = {x ∈ ∂M : ∂νφ ≥ 0}.
Here ∂νφ is with respect to the metric g.
Define ΓD and ΓN open subsets of ∂M so that
ΓN ⊃ ∂−M and ΓD ⊃ ∂+M.
Hence, ΓD ∪ ΓN = ∂M .
We define the boundary data as
(5) CΓD,ΓNB,q (M) = {(u|ΓD , dBu(ν)|ΓN ) : LB,qu = 0, supp(u|∂M ) ⊂ ΓD},
where supp(.) denotes support.
Lemma 1.4 (Gauge invariance). Let B, q be as above and Φ ∈ C2(M) be such that
Φ|∂Ω = 0, then we have
ΛB+dΦ,q = ΛB,q on ∂Ω.
Proof. The proof follows from a straight forward calculation (see [10]).
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The above lemma shows that one can recover B only up to a term of the form
dΦ = (∂xiΦ) dx
i with Φ = 0 on ∂M from the boundary data (5). Now we now state
the main result of the article. Before that we mention that if v is an 1-form defined
on M , then dv is the 2-form defined as
(6) (dv)ij =
1
2
(
∂vi
∂xj
− ∂vj
∂xi
)
.
Theorem 1.5. Let (M, g) be simply connected and admissible, B(1) and B(2) be two
smooth complex valued 1-forms in M with B(1) = B(2) on ∂M and let q(1), q(2) be
two complex valued L∞ functions on M such that 0 is not an eigenvalue of LB(j),q(j)
for j = 1, 2. If
CΓD,ΓN
B(1),q(1)
(M) = CΓD ,ΓN
B(2),q(2)
(M),
then dB(1) = dB(2) and q(1) = q(2) in M .
Inverse problems of the kind considered in this paper has attracted considerable
attention in recent years. Caldero´n initiated the study of such inverse problems and
in his original work [4] investigated the question of unique recovery of conductivity
γ of a medium Ω from steady state voltage and current measurements made on
the boundary. In mathematical terms, the question posed by Caldero´n involves the
unique recovery of the positive coefficient γ ∈ L∞ in the boundary value problem
∇ · γ∇u = 0, u|∂Ω = f from the boundary data, f → γ ∂u∂ν |∂Ω, where ν is the
unit outer normal to ∂Ω. Caldero´n was able to establish the uniqueness result for
conductivities close to a constant. The global uniqueness result for C2 conductivities
was proved by Sylvester and Uhlmann in their fundamental work [27], where they
recast the inverse problem for the conductivity equation to an inverse problem
involving the Schro¨dinger equation (−∆ + q)u = 0 and introduced the important
notion of complex geometric optics solutions for this equation.
In [26], Sun considered the magnetic Schro¨dinger equation in a Euclidean set up
and showed that from the Dirichlet to Neumann map on the full boundary, one
can uniquely determine dB (where d denotes the exterior derivative (6)) and q on a
bounded subset Ω assuming B is small. Here we should note that one cannot recover
B completely from the Dirichlet to Neumann map on the boundary; see Lemma
1.4. Later Nakamura, Sun and Uhlmann in [22] removed the smallness assumption
and proved that one can uniquely determine dB and q from the boundary data
where B ∈ C∞(Ω) and q ∈ L∞(Ω). Additionally there are several works that have
improved the regularity condition on the coefficients; see [28, 23, 19, 18, 15, 24]
In the case of domains with dimension 2 significant amount of work has already
been done. Some of the major works in this direction are [21, 27, 1, 2, 13, 14, 12].
In the direction of results concerning Caldero´n type inverse problems with par-
tial boundary data, in dimensions ≥ 3 Bukhgeim and Uhlmann in [3] showed the
uniqueness result for the Schro¨dinger equation assuming that the Neumann data
is measured on slightly more than half of the boundary. This result was substan-
tially improved by Kenig, Sjo¨strand and Uhlmann in [17] who showed that unique
recovery of the potential function q is possible from boundary measurements on
possibly small subsets of the boundary. The analogous result in the setting of mag-
netic Schrdinger equation was done by Dos Santos Ferreira, Kenig, Sjo¨strand and
Uhlmann in [10], where they showed that unique recovery of dB and q is possible
from Neumann measurements measured on possibly small subsets of the boundary
and with no restriction imposed on the support of the Dirichlet data.
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Another natural extension of the Caldero´n inverse problem is to consider the
same problem in the setting of a compact Riemannian manifold with boundary. On
admissible Riemannian manifolds, Dos Santos Ferreira, Kenig, Salo and Uhlmann
in [9] showed that from full boundary Dirichlet to Neumann data, one can recover
dB and q uniquely. Recently Kenig and Salo [16] again in the setting of admissi-
ble Riemannian manifolds showed that for the case when B ≡ 0 one can restrict
both the Dirichlet and the Neumann data on certain subsets of boundary and still
recover q uniquely. Furthermore, they also showed that one can ignore a part of
boundary while considering the boundary data and can also relax the assumption
on the Riemannian metric in the sense that it only needs to be conformally flat in
one direction. Very recently in [20] Krupchyk and Uhlmann showed that on an ad-
missible manifold, one can relax the regularity assumptions on the coefficients of an
magnetic Schro¨dinger operator and can still recover the lower order perturbations
from the boundary data.
Returning to the magnetic Schro¨dinger equation in the Euclidean setting, Chung
very recently in [6] proved that one can uniquely recover both dB and q from partial
Dirichlet and partial Neumann boundary data. See also [7, 5] for related results.
Our work extends the results in [6] and [16] since we consider the Magnetic
Schro¨dinger inverse problem on an admissible Riemannian manifold and we are
interested in the recovery of both dB and q from partial Dirichlet and partial Neu-
mann data. To the best of our knowledge, such a problem has not been considered
in previous studies. Due to the method of proof, the boundary sets in our work,
are strictly dependent on the direction in which the domain is conformally flat and
hence we can not take arbitrarily small sets for the boundary measurements.
The paper is organized as follows. In Section 2 we prove a suitable boundary
Carleman estimate. Then in Section 3, following the ideas of [6], we will use the
H1 interior Carleman estimate in [10] to derive an H−1 estimate for functions
vanishing only on a part of boundary. Using the estimates we construct suitable
complex geometric optics type solutions in Section 4. Next in Section 5 we derive
an integral identity involving the magnetic and potential terms using the boundary
Carleman estimate and construct suitable complex geometric optics type solutions
for Equation 4 that are 0 on a prescribed part of the boundary. Here we will use
the interior Carleman estimate to prove the existence of the solution in our desired
form. The construction closely follows the construction given in [17, 9, 16]. Finally
in Section 6 we will obtain integral equations involving B and q and recover dB and
q based on unique recovery results involving the attenuated geodesic ray transform
[9, 16, 25].
2. Boundary Carleman estimate. In this section we prove a Carleman estimate
with boundary terms, as in [16], for the conjugated operator eφ/h(−∆g)e−φ/h inM ,
where φ = ±x1 and h > 0 small. In [9] it is shown that on an admissible manifold,
one can consider φ(x) = ±x1 to be a limiting Carleman weight for semiclassical
Laplacian on M . We refer to [9, 11] for the definition and properties of limiting
Carleman weights on manifolds. Following [17] and [16] we consider a slightly
modified weight
φǫ = φ+
hφ2
2ǫ
where 0 < h ≤ h0. First we prove a small lemma which will allow us to ignore the
conformal factor c in further calculations of the Carleman estimate.
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Lemma 2.1. Let g(x) = c(x)g˜(x) where c(x) ∈ C2(M) is a positive function and
LB,q = −∆g − 2i〈B, dg〉g + q1,
where q1 = q − i[|g|−1/2∂xk(|g|1/2gjkBj)] + |B|2g, then
c(x)LB,q = −∆g˜ − 2i〈B˜, dg˜〉g˜ + q˜,
where
B˜ = B + ic−1
(
n
4
− 1
2
)
dg˜c
q˜ = c(x)q1 = c(x)
[
q − ic
−1√
|g˜|
∂
∂xk
(√
|g˜|g˜jkBj
)
− in− 2
2c2
〈B, dc〉g˜ + c−1|B|2g˜
]
.
Proof. Observe that
∆gu =
1√
|g|
∂
∂xi
(√
|g|gij ∂u
∂xj
)
= c−1
[
∆g˜u+ c
−1
(n
2
− 1
)
〈dg˜c, dg˜u〉g˜
]
.
Hence,
LB,qu = −∆gu− 2i〈B, dg˜u〉g + q1u
= −c−1(x)∆g˜u− c−2(x)
(n
2
− 1
)
〈dg˜c, dg˜u〉g˜ − 2ic−1〈B, dg˜u〉g˜ + q1u
Now consider
B˜ = B + ic−1
(
n
4
− 1
2
)
dg˜c
q˜ = c(x)q1(x)
= c
[
q − ic−1 1√|g˜| ∂∂xk
(√
|g˜|g˜jkBj
)
− ic−2
(n
2
− 1
)
〈B, dg˜c〉g˜ + c−1|B|2g˜
]
.
Then we will get
c(x)LB,q = −∆g˜ − 2i〈B˜, dg˜〉g˜ + q˜.
A simple calculation shows that LB˜,q2 = −∆g˜ − 2i〈B˜, dg˜〉g˜ + q˜, where
q2 = cq + c
−1
(
n− 2
4
)
∆g˜c− c−2
(
n− 2
4
)2
|dg˜c|2g˜,
which implies c(x)LB,q = LB˜,q2 .
We will see that the Carleman estimate depends on the principal part (highest
order term) of the operator L and therefore by the above lemma we can take c ≡ 1
in the calculations of the Carleman estimate. That is taking different c will change
the lower order terms which we will later prove that can be absorbed in to the
Carleman estimate.
We define the semiclassical Fourier transform on Rn as follows
uˆ(ξ) =
1
(2πh)n/2
∫
Rn
e−i
x
h
·ξu(x)dx.
The semiclassical Sobolev spaces Hsscl(R
n) are defined as
Hsscl(R
n) = {u ∈ L2(Rn) : (1 + |ξ|2)s/2uˆ(ξ) ∈ L2(Rn)}.
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For bounded domain Ω we can write
‖u‖H1
scl
(Ω) = ‖u‖L2(Ω) + ‖h∇u‖L2(Ω).
From here onward, unless otherwise specified, we will use the Fourier transform and
the Sobolev spaces in semiclassical sense only. Let us denote
Lφǫ = −eφǫ/hh2∆ge−φǫ/h and Lφǫ,B,q = eφǫ/hh2LB,qe−φǫ/h.
Now we will prove a boundary Carleman estimate for ∆g onM . The main idea of
the proof follows [16, Proposition 4.1] but the weight we consider is slightly different
from the weight in [16]. Hence, for sake of completeness we present the proof of it.
Proposition 1. Let (M, g) be as above, let φ = ±x1. Then for some positive
constants h0, C, ǫ with h0 <
ǫ
2 < 1 then for h < h0 and for all u ∈ H1(M) with
u|∂M = 0 one has,
(7)
C‖Lφǫu‖2L2(M) ≥
h2
ǫ
(
‖u‖2L2(M) + ‖h∇u‖2L2(M)
)
− 2h3〈(∂ν(φǫ)∂νu), ∂νu〉L2(∂M).
Proof. We have Lφǫ = X + iY where
X = −h2∆g − |∇φǫ|2g, Y = −2i〈∇φǫ, h∇.〉g − ih∆gφǫ.
Observe that X and Y are self adjoint operators. For u ∈ C∞(M) with u|∂M = 0
we have
‖Lφǫu‖2L2(M) =〈(X + iY )u, (X + iY )u〉L2(M)
=‖Xu‖2L2(M) + ‖Y u‖2L2(M) − i〈Xu, Y u〉L2(M) + i〈Y u,Xu〉L2(M)
=‖Xu‖2L2(M) + ‖Y u‖2L2(M) − i〈Y Xu, u〉L2(M) + i〈Y u,Xu〉L2(M)
=‖Xu‖2L2(M) + ‖Y u‖2L2(M) − i〈Y Xu, u〉L2(M) + i〈XY u, u〉L2(M)
− ih2〈Y u, ∂νu〉L2(∂M)
=‖Xu‖2L2(M) + ‖Y u‖2L2(M) − i〈Y Xu, u〉L2(M) + i〈XY u, u〉L2(M)
− 2h3〈(∂νφǫ)∂νu, ∂νu〉L2(∂M)
From the calculation in theorem 4.1 of [16] we get
i[X,Y ] =
4h2
ǫ
(
1 +
h
ǫ
φ
)2
+ hY βY + h2R,
where β =
[
h
ǫ
(
1 + hǫ φ
)−2]
, R is a first order semiclassical differential operator
having coefficients uniformly bounded in h and ǫ, for h << ǫ. Hence,
i〈[X,Y ]u, u〉L2(M) =
h2
ǫ
∥∥∥∥(1 + hǫ φ
)
u
∥∥∥∥2
L2(M)
+ h〈Y βY u, u〉L2(M) + h2〈Ru, u〉L2(M)
One can make h0 small enough so that h|φǫ | ≤ 12 in M for all h < h0. Hence by
integration by parts, we get,
h
∣∣∣∣∣
〈
Y
[
h
ǫ
(
1 +
h
ǫ
φ
)−2]
Y u, u
〉∣∣∣∣∣
g
≤ Ch
2
ǫ
‖Y u‖2L2(M).
And similarly h2|〈Ru, u〉L2(M)| ≤ Ch2‖u‖H1(M).
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Hence we have∣∣i〈[X,Y ]u, u〉L2(M)∣∣g ≥ h2ǫ ‖u‖2L2(M) − Ch2ǫ ‖Y u‖2L2(M) − Ch2‖u‖2H1(M)
Now as u|∂M = 0, using integration by parts and Young’s inequality we get
h2‖h∇gu‖2L2(M) = h2〈−h2∆gu, u〉L2(M)
= h2〈Xu, u〉L2(M) + h2〈|∇φǫ|2gu, u〉L2(M)
≤ 1
2K
‖Xu‖2L2(M) +
Kh4
2
‖u‖2L2(M) + C3h2‖u‖2L2(M),
where K is a positive constant whose value will be specified later. Putting all the
estimates together we get,
‖Lφǫu‖2L2(M) ≥
[
2Kh2‖h∇u‖2L2(M) −K2h4‖u‖2L2(M) − 2KC3h2‖u‖2L2(M)
]
+ ‖Y u‖2L2(M) +
[
h2
ǫ
‖u‖2L2(M) − C1
h2
ǫ
‖Y u‖2L2(M) − C2h2‖u‖2H1
]
− 2h3〈(∂νφǫ)∂νu, ∂νu〉L2(∂M).
Now let us choose h0 small enough so that C1
h20
ǫ ≤ 34 and K = 1αǫ , where α is to
be determined. Then for h ≤ h0 the above estimate takes the form
‖Lφǫu‖2L2(M)
≥h
2
ǫ
(
‖u‖2L2(M) +
2
α
‖h∇u‖2L2(M)
)
− C2h2
(
‖u‖2L2(M) + ‖h∇u‖2L2(M)
)
− h
2
ǫ
(
h2
ǫα2
− 2C3
α
)
‖u‖2L2(M) +
1
4
‖Y u‖2L2(M) − 2h3〈(∂νφǫ)∂νu, ∂νu〉L2(∂M).
Choose α = 4C3, then the above equation becomes
‖Lφǫu‖2L2(M) ≥
h2
ǫ
(
1− ǫC2 − h
2
α2ǫ
)
‖u‖2L2(M) +
h2
ǫ
(
2
α
− ǫC2
)
‖h∇u‖2L2(M)
− 2h3〈(∂νφǫ)∂νu, ∂νu〉L2(∂M).
Choosing ǫ = min{ 14C2 , 1αC2 } and h0 so that it satisfies all the earlier restrictions as
well as
h20
α2ǫ ≤ 14 . Hence we have the boundary Carleman estimate for Lφǫ on M as:
C‖Lφǫu‖2L2(M) ≥
h2
ǫ
(
‖u‖2L2(M) + ‖h∇u‖2L2(M)
)
− 2h3〈(∂νφǫ)∂νu, ∂νu〉L2(∂M).
We now prove a proposition which will help us to modify the above estimate to
take care of the lower order perturbations.
Proposition 2. Let (M, g), LB,q be as before and φ = ±x1. There is a constant
C > 0 such that whenever 0 < h is small and u ∈ C∞(M) with u|∂M ≡ 0, one has
(8)
h2‖eφ/hLB,qu‖2L2(M) + 2h
〈
|∂νφ|∂ν(eφ/hu), ∂ν(eφ/hu)
〉
{∂νφ≥0}
≥ ‖u‖2L2(M) + ‖h∇u‖2L2(M) + 2h
〈
|∂νφ|∂ν(eφ/hu), ∂ν(eφ/hu)
〉
{∂νφ≤0}
.
Inverse Problems and Imaging Volume 12, No. 3 (2018), X–XX
8 Sombuddha Bhattacharyya
Proof. We observe that (from (3))
LφǫB,q = Lφǫ − 2ih2eφǫ/h〈B, d(e−φǫ/h·)〉g + h2q˜.
Hence,
‖Lφǫ,B,qu‖2L2(M) ≥‖Lφǫu‖2L2(M)
−
(
‖heφǫ/h〈B, hd(e−φǫ/hu)〉g‖2L2(M) + ‖h2q˜u‖2L2(M)
)
Now observe that the term
‖heφǫ/h〈B, hd(e−φǫ/hu)〉‖L2(M)
≤h‖〈B, hdu〉g‖L2(M) + h2‖〈B, dφǫ〉gu‖L2(M)
≤Ch‖B‖W 1,∞(M)‖u‖H1(M) + Ch‖B‖L∞(M)‖u‖L2(M)
≤Ch‖u‖H1(M).
So, we get
‖Lφǫ,B,qu‖2L2(M) ≥C
h2
ǫ
‖u‖2H1(M) − 2h3〈(∂νφǫ)∂νu, ∂νu〉∂M
− Ch2‖u‖2H1(M) − Ch4‖q˜‖2L∞(M)‖u‖2L2(M)
≥C h
2
ǫ
‖u‖2H1(M) − 2h3〈(∂νφǫ)∂νu, ∂νu〉∂M ,
for ǫ > 0 and h > 0 small enough.
Which implies
‖Lφǫ,B,qu‖2L2(M) + 2h3〈(∂νφǫ)∂νu, ∂νu〉{∂νφǫ≥0}
≥Ch
2
ǫ
‖u‖2H1 − 2Ch3〈(∂νφǫ)∂νu, ∂νu〉{∂νφǫ≤0}.
Here we observe that
{x ∈ ∂M : ∂νφǫ(x) ≥ 0} = {x ∈ ∂M : ∂νφ(x) ≥ 0},
and {x ∈ ∂M : ∂νφǫ(x) ≥ 0} = {x ∈ ∂M : ∂νφ(x) ≥ 0}.
Moreover eφǫ/h = eφ/heφ
2/2ǫ and for fixed ǫ > 0 there exists C > 0 such that
1
C
≤ ‖eφ2/2ǫ‖W 2,∞(M) ≤ C.
Hence, ∥∥∥h2eφ/hLB,qe−φ/hu∥∥∥2
L2(M)
+ 2h3〈(∂νφ)∂νu, ∂νu〉{∂νφ≥0}
≥Ch2‖u‖2H1 − 2Ch3〈(∂νφ)∂νu, ∂νu〉{∂νφ≤0}.
Now replacing e−φ/hu by v we see∥∥∥h2eφ/hLB,qv∥∥∥2
L2(M)
+ 2h3〈(∂νφ)∂ν(eφ/hv), ∂ν(eφ/hv)〉{∂νφ≥0}
≥Ch2‖eφ/hv‖2H1 − 2Ch3〈(∂νφ)∂ν(eφ/hv), ∂ν(eφ/hv)〉{∂νφ≤0}.
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3. Interior Carleman estimate. In this section we prove a Carleman estimate
for u ∈ C∞(M) with u|∂M supported in an open subset of ∂M . On bounded
Euclidean domains, the proof is done in [6]. We follow very closely the ideas of [6]
in the derivation of the Carleman estimate in this section.
We consider small open sets in M where the Riemannian metric g is nearly
Euclidean after a suitable change of coordinates. We first prove the estimate on
those open sets and later we patch it up over M using a partition of unity. In each
coordinate patch, we use techniques similar to the case of the Euclidean domain, as
in [6]. Due to the fact that our metric is non Euclidean, we encounter error terms,
and in (17), (19) we estimate the error terms. Here we crucially use the fact that
the metric g is close to Euclidean on these coordinate patches.
Let us now fix φ(x) = x1 and recall that the operator Lφǫ is defined as
Lφǫ = −eφǫ/hh2∆ge−φǫ/h
and recall that Lφ,B,q = eφ/hh2LB,qe−φ/h on R+ ×M0. Let u ∈ C∞c (M), then for
small ǫ > 0 and small enough h ∈ (0, ǫ) the Estimate (7) implies
(9) C‖Lφǫu‖L2(M) ≥
h√
ǫ
‖u‖H1(M).
Without loss of generality one can assume that M ⊂ R+ ×M0. As ΓD ⊃ ∂+M
so there is δ > 0 so that
{x ∈ ∂M : ∂νφ > −2δ} ⊂ ΓD.
Consider E = {x ∈ ∂M : ∂νφ ≤ −δ} so that for any function u vanishing on
E will imply u|∂M is supported in ΓD. Let us consider a compact domain Ω ⊂
(R+ × (M0, g0)) so that M ⊂ Ω and E ⊂ ∂Ω. Our aim is to prove the following
estimate holds for all u ∈ C∞c (Ω) and for 0 < h < ǫ sufficiently small:
(10)
h√
ǫ
‖u‖L2(M) ≤ C‖Lφǫu‖H−1(Ω)
and subsequently the following estimate
h‖u‖L2(M) ≤ C‖Lφ,B,qu‖H−1(Ω).
From now on by δij , we denote the Kronecker delta and δ without superscripts
is a small parameter. We will start with proving the Carleman estimate for the
following special case.
3.1. Estimate for the special case. Here we assume that
1. M0 ⊂ Rn−1 and the metric g0 associated with M0 is such that
(11) |gjk0 − δjk| < δ,
for some δ > 0 small.
2. The set E ⊂ ∂M ∩ ∂Ω can be can be thought of as contained in the graph of
a smooth function f : Rn−1 → R+. That is
E ⊂ {(f(x′), x′) : x′ ∈M0 ⊂ Rn−1}.
3. The function f is so that
|∇g0f −Ken−1| ≤ µ,
where |·| denotes the Euclidean distance, K is some positive real number,
µ > 0 small and en−1 ∈ Rn−1 defined as en−1 = (0, . . . , 0, 1).
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Here we would like to mention that the first assumption is motivated by the
techniques in the proof of the Carleman estimate in [8]. Without loss of generality
one can make the assumption that the domain Ω belongs to the space
A0 = {(x1, x′) ∈ R× Rn−1 : x1 ≥ f(x′)}.
Let us make a change of variable σ : (x1, x
′) 7→ (x1 − f(x′), x′). Under this
change of coordinates we get E˜ = σ(E) is a subset of the plane x1 = 0 and the
domain Ω˜ = σ(Ω), sits in A˜0 = {(x1, x′) : x1 ≥ 0}. Let us denote w˜(x,x′) in place
of w(σ−1(x1, x
′)) = w(x1 + f(x
′), x′) for any function w defined on Ω from now on.
A calculation shows that the form of the operator Lφǫ in this new coordinate
system is
−L˜φǫu(x1, x′) =
[
1 + |∇x′f(x′)|2g0
]
h2∂2x1 u˜
−
[
2
(
1 +
hx1
ǫ
)
+ 2〈∇x′f(x′), h∇x′〉g0
]
h∂x1 u˜
+
[(
1 + h
x1
ǫ
)2
+ h2∆g0
]
u˜+ hE1u˜,
where E1 is a first order semiclassical differential operator with bounded coefficients.
We define the operator L˜φǫ on M as
L˜φǫ =
[
1 + |∇x′f(x′)|2g0
]
h2∂2x1
−
[
2
(
1 +
hx1
ǫ
)
+ 2〈∇x′f(x′), h∇x′〉g0
]
h∂x1
+
[(
1 + h
x1
ǫ
)2
+ h2L
]
,
where L = gjk0 ∂xjxk , here 2 ≤ j, k ≤ n. Then we have −L˜φǫu = L˜φǫ u˜+ hE1u˜.
Observe that due to our assumption on g, we can extend g smoothly onto Rn−1
having the property gjk = δjk outside an open neighborhood of Ω˜. Let α, γf be a
smooth functions on Rn so that α agrees with
(
1 + hx1ǫ
)
on Ω˜ and γf = |∇x′f(x′)|g0
on Ω˜. Let βf be a smooth vector field on R
n so that it agrees with ∇g0f on Ω˜.
Having this setup, in this subsection, our aim is to prove the following proposi-
tion.
Proposition 3. Let M˜ , Ω˜, L˜φǫ be as above, then for small ǫ > 0 and small enough
h ∈ (0, ǫ) one has
C
h√
ǫ
‖w‖L2(Rn+) ≤ ‖L˜φǫw‖H−1(Rn+), ∀w ∈ C∞c (Ω˜).
Corollary 1. Assuming the above notations, for ǫ > 0 small and h ∈ (0, ǫ) small
enough we get
(12) C
h√
ǫ
‖w‖L2(Ω) ≤ ‖L˜φǫw‖H−1(A0), ∀w ∈ C∞c (Ω).
Proof of the corollary. First we state the following lemma borrowed from [6].
Lemma 3.1. For any function w ∈ C∞c (Ω) we have following two relations
‖w‖L2(Ω) ≃ ‖w˜‖L2(Ω˜), ‖w‖H1(Ω) ≃ ‖w˜‖H1(Ω˜).
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Here a ≃ b means for some constants c1, c2 > 0 one has c1a ≤ b ≤ c2a. Note that
using duality one can prove that ‖w‖H−1(A0) ≃ ‖w˜‖H−1(Rn+).
Having the Proposition 3 we get for small enough 0 < h < ǫ,
C
h√
ǫ
‖w˜‖L2(Ω˜) ≤ ‖L˜φǫw˜‖H−1(Rn+), ∀w˜ ∈ C∞c (Ω˜).
Let w ∈ C∞c (Ω), then using the relation L˜φǫ u˜+ hE1u˜ = −L˜φǫu, we get
C
h√
ǫ
‖w˜‖L2(Ω˜) ≤ C‖L˜φǫw˜‖H−1(Rn+) ≤ ‖L˜φǫw‖H−1(Rn+) + h‖E1w˜‖H−1(Rn+)
=⇒ C h√
ǫ
‖w˜‖L2(Ω˜) ≤ ‖L˜φǫw‖H−1(Rn+) + h‖w˜‖L2(Rn+)
=⇒ C h√
ǫ
‖w˜‖L2(Ω˜) ≤ ‖L˜φǫw‖H−1(Rn+) ≤ ‖Lφǫw‖H−1(A0), for h > 0 small.
On the other hand we get
h√
ǫ
‖w‖L2(Ω) ≤ C
h√
ǫ
‖w˜‖L2(Ω˜)
Hence combining the above two estimates, for 0 < h < ǫ small enough, we get
h√
ǫ
‖w‖L2(Ω) ≤ ‖Lφǫw‖H−1(A0), ∀w ∈ C∞c (Ω).
We will prove the Proposition 3 by dividing it into two cases for small and
large frequencies. To define our notion of small and large frequencies let us write
S(Rn+) to be the restrictions of Schwartz functions to Rn+. Let K > 0 be as in the
assumption-3. We define r1, r2, δ1, δ2 be such that
K2
1 +K2
< r1 < r2 ≤ 1
2
+
K2
2(1 +K2)
< 1,
and δ1, δ2 > 0. Define a smooth cutoff function ρ ∈ C∞c (Rn−1) so that
ρ(ξ) =
{
0, if |ξ|2 > r2 or |ξn−1| > δ2
1, if |ξ|2 ≤ r1 and |ξn−1| ≤ δ1.
Let us denote vˆ(x1, ξ) as semiclassical Fourier transform of a function v in the x
′
variables. For any w ∈ C∞c (Ω˜) define wˆs = ρ(ξ)wˆ and wˆl = (1 − ρ(ξ))wˆ.
Here we state the two lemmas for small and large frequencies.
Lemma 3.2 (Small frequency lemma). There exists r1 < r2 and δ1 < δ2 such that
for 0 < h < ǫ small enough and for all w ∈ C∞c (Ω˜) we have
(13) C
h√
ǫ
‖ws‖L2(Rn+) ≤ ‖L˜φǫws‖H−1(Rn+) + h‖w‖L2(M˜).
For the other part wl we have the following lemma
Lemma 3.3 (Large frequency lemma). For 0 < h < ǫ small enough and for all
w ∈ C∞c (Ω˜) we have
(14) C
h√
ǫ
‖wl‖L2(Rn+) ≤ ‖L˜φǫwl‖H−1(Rn+) + h‖w‖L2(M˜)
Here we refer to the calculation in [6, Section 4] to obtain the estimate in Propo-
sition 3. In the next two subsections we will prove the above mentioned lemmas.
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3.2. Small frequency case (Lemma 3.2): Following the approach of [6] (Section
3) let us consider the function
F : Rn−1 → C, defined as
F (ξ) =
1
1 + |K|2
(
1 + iKξn−1 +
√
2iKξn−1 − (Kξn−1)2 + (1 + |K|2)|ξ|2 − |K|2
)
,
where the branch of square root is considered with the non negative imaginary axis.
Observe that F is smooth except where
F˜ (ξ) = 2iKξn−1 − (Kξn−1)2 + (1 + |K|2)|ξ|2 − |K|2
belongs to the non negative real axis. That is, this happens when
ξn−1 = 0 and |ξ|2 ≥ |K|
2
1 + |K|2 .
The discontinuity in this case is a jump of size 2
√
(1 + |K|2)|ξ|2 − |K|2. But, on
the support of ρ, we have |ξ| ≤ r2. So, for r2 close to |K|
2
1+|K|2 the jump is small.
Therefore, on the support of ρ, we can approximate F by a smooth function Fs
such that, for small δ
|F (ξ)− Fs(ξ)| ≤ δ.
Observe that the bound on derivatives of Fs may depend on δ. Note that without
loss of generality, here we can use the same δ > 0 as in Equation (11).
Now, let us calculate bounds on Fs. On the support of ρ,
ℑ(F˜ ) ∈ [−2Kδ2, 2kδ2].
Choose r2 so close to
|K|2
1+|K|2 so that (1 + |K|2)r2 − |K|2 ≤ δ2. Then
ℜ(F˜ ) = −(Kξn−1)2 − |K|2 + (1 + |K|2)|ξ|2
≤ −(Kξn−1)2 + δ2 ≤ δ2.
Hence, as the bounds of both of ℜ(F˜ ) and ℑ(F˜ ) depends on δ2, we can choose
δ2 small so that on the support of ρ(ξ), |ℜ(
√
F˜ )| ≤ 1/3. Hence, we can have both
of ℜ(Fs) and |Fs| are > 12+2|K|2 , for δ small.
One can extend Fs on whole R
n−1 such that it satisfies ℜ(Fs), |Fs| > 12+2|K|2 ,
for all ξ and ℜ(Fs), |Fs| ≃ (1 + |ξ|) for |ξ| large.
For u ∈ S(Rn+) define the operator Js by
Ĵsu(x1, ξ) = (Fs(ξ) + h∂x1) uˆ(x1, ξ).
The adjoint of the above operator is defined as
Ĵ∗s u(x1, ξ) =
(
Fs(ξ)− h∂x1
)
uˆ(x1, ξ).
These operators have right inverses defined as
Ĵ−1s u(x1, ξ) =h
−1
∫ x1
0
uˆ(t, ξ)e
t−x1
h
Fs(ξ) dt,
and Ĵ∗s
−1u(x1, ξ) =h
−1
∫ ∞
x1
uˆ(t, ξ)e
x1−t
h
Fs(ξ) dt.
Each of the above is well defined functions in S(Rn+). Note that here we can use the
same form of Js, as for the Euclidean case in [7], mainly because we assume that
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the Riemannian metric is approximately Euclidean. For boundedness properties of
the above operators we state the following lemma from [6].
Lemma 3.4. Js, J
∗
s , J
−1
s , J
∗
s
−1 extends as bounded maps
Js, J
∗
s : H
1(Rn+)→ L2(Rn+), and J−1s , J∗s−1 : L2(Rn+)→ H1(Rn+).
Moreover, the extensions of J∗s and J
∗
s
−1 are isomorphisms.
Now we state the following commutativity lemma for the operator Js. We will
not present the proof here, as it follows from similar arguments as in the proof of
[6, Lemma 5.2].
Lemma 3.5. Let w ∈ S(Rn+), if Q is a second order semiclassical differential
operator with bounded and smooth coefficients, then
‖(JsQ−QJs)w‖H−1(Rn+) ≤ hc‖w‖H1(Rn+).
Moreover, if χ ∈ S(Rn+), then
‖JsχJ−1s w‖L2(Rn+) ≥ ‖χw‖L2(Rn+) − hc‖w‖L2(Rn+).
We define a function g as
gˆ(x1, ξ) =
2ℜFs(ξ)
h
∫ ∞
0
uˆ(t, ξ)e−
1
h (tFs(ξ)+x1Fs(ξ))dt.
Here ℜ(z) ≡ ℜz means the real part of the complex number z. Observe that
Jsg = 0. For this g we have the following lemma.
Lemma 3.6. For u ∈ S(Rn+) and g as above, we have
‖Jsu‖H−1(Rn+) ≃ ‖u− g‖L2(Rn+).
Proof. Let u ∈ S(Rn+) and g is defined as above. First let us show that indeed
g ∈ L2(Rn+).∫ ∞
0
|gˆ(x1, ξ)|2dx1
=
∣∣∣∣2ℜFs(ξ)h
∣∣∣∣2 ∫ ∞
0
∣∣∣∣∫ ∞
0
uˆ(t, ξ)e−
1
h (tFs(ξ)+x1Fs(ξ))dt
∣∣∣∣2 dx1
≤C
∣∣∣∣2ℜFs(ξ)h
∣∣∣∣2 ∫ ∞
0
|uˆ(t, ξ)|2 dt
∫ ∞
0
∣∣∣e− 1h (tFs(ξ)+x1Fs(ξ))∣∣∣2 dt dx1
≤C
∣∣∣∣2ℜFs(ξ)h
∣∣∣∣2 ∫ ∞
0
|uˆ(t, ξ)|2 dt
∫ ∞
0
∣∣∣e− 1h (tFs(ξ))∣∣∣2 dt ∫ ∞
0
∣∣∣e− 1h (x1Fs(ξ))∣∣∣2 dx1
≤C
∣∣∣∣2ℜFs(ξ)h
∣∣∣∣2 ∫ ∞
0
|uˆ(t, ξ)|2 dt
∫ ∞
0
e−
2
h (tℜFs(ξ))dt
∫ ∞
0
e−
2
h
(x1ℜFs(ξ))dx1
≤C
∫ ∞
0
|uˆ(t, ξ)|2 dt
So, g ∈ L2(Rn+) and ‖g‖2L2(Rn+) ≤ C‖u‖
2
L2(Rn+)
.
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Now, observe that Ĵsg(x1, ξ) = 0. Hence,
‖Jsu‖H−1(Rn+) = sup
w∈H10 (R
n
+)\{0}
|〈Jsu,w〉|
‖w‖H10 (Rn+)
= sup
w∈H10 (R
n
+)\{0}
|〈Js(u− g), w〉|
‖w‖H10 (Rn+)
,
=⇒ ‖Jsu‖H−1(Rn+) ≃ sup
w∈H10 (R
n
+)\{0}
|〈(u− g), J∗sw〉|
‖J∗sw‖L2(Rn+)
≤ C‖u− g‖L2(Rn+).
For the other part observe that our choice of g implies J∗s
−1(u − g) ∈ H10 (Rn+).
If u = g then the proof is complete, else we take w = J∗s
−1(u− g) and obtain
‖Jsu‖H−1(Rn+) ≥ C‖u− g‖L2(Rn+).
Let χ(x1, x
′) ∈ C∞(Rn+) be a cutoff function with χ = 1 on M˜ and χ = 0 outside
Ω˜. When w ∈ C∞c (M˜) then ws ∈ S(Rn+), and supported away from x1 = 0. Hence
J−1s ws ∈ S(Rn+) is also supported away from x1 = 0 and so χJ−1s ws ∈ C∞c (Ω˜).
Hence, by (9) we have
h√
ǫ
‖χJ−1s ws‖H1(Ω˜) ≤ C‖L˜φǫ(χJ−1s ws)‖L2(Ω˜)
=⇒ h√
ǫ
‖JsχJ−1s ws‖L2(Ω˜) ≤ C‖L˜φǫ(χJ−1s ws)‖L2(Rn+) using Lemma 3.4,
=⇒ h√
ǫ
‖χws‖L2(Ω˜) ≤ C‖L˜φǫ(χJ−1s ws)‖L2(Rn+) + c
h2
ǫ
‖ws‖L2(Rn+), using Lemma 3.5.
Now, observe that χ = 1 on the support of w. Hence,
χws = χPw = Pw +O(h∞)E0w = ws +O(h∞)E0w
where E0 is a order 0 pseudo differential operator on R
n−1. Which implies
(15)
h√
ǫ
‖ws‖L2(Rn+) ≤C‖L˜φǫ(χJ−1s ws)‖L2(Rn+) + c
h2
ǫ
‖ws‖L2(Rn+) +O(h∞)‖w‖L2(Rn+)
≤C‖χL˜φǫ(J−1s ws)‖L2(Rn+) + h‖J−1s ws‖H1(Rn+) +O(h∞)‖w‖L2(Rn+)
≤C‖L˜φǫ(J−1s ws)‖L2(Rn+) +O(h∞)‖w‖L2(Rn+).
Now we want to take u = L˜φǫ(J−1s ws) in Lemma 3.6 so that we get the following
bound
‖L˜φǫ(J−1s ws)‖L2(Rn+) ≤ C‖JsL˜φǫJ−1s ws‖H−1(Rn+).
For this now we will show that ‖g‖L2(Rn+) ≤ 12‖u‖L2(Rn+). For sake of notational
simplicity, we will denote Fourier transform in x′ variable of a function v(x1, x
′) as
F(v)(x1, ξ) at some places in the calculation below. We will also use the symbol
vˆ(x1, ξ) for the same purpose, where it seems convenient.
Writing v = J−1s ws we get
gˆ(x1, ξ) =
2ℜFs
h
∫ ∞
0
̂˜Lφǫv(t, ξ)e−
1
h
(tFs(ξ)+x1Fs(ξ))dt.
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A calculation implies,
(16)
gˆ =
2ℜFs
h
∫ ∞
0
[
(1 +K2)h2∂2t − 2(1 + iKξn−1)h∂t + 1− |ξ|2
]
vˆ(t, ξ)e−
tFs(ξ)+x1Fs(ξ)
h dt
− 2ℜFs
h
∫ ∞
0
2F (〈(βf −Ken−1), h∇x′h∂tv〉) (t, ξ)e− 1h (tFs(ξ)+x1Fs(ξ))dt
+
2ℜFs
h
∫ ∞
0
F ((|γf |2 −K2)h2∂2t v) (t, ξ)e− 1h (tFs(ξ)+x1Fs(ξ))dt
+
2ℜFs
h
∫ ∞
0
[
2h
t
ǫ
− 2h t
ǫ
h∂t + h
2 t
2
ǫ2
+ h2F(L −∆x′)
]
vˆ(t, ξ)e−
tFs(ξ)+x1Fs(ξ)
h dt.
Now doing an integration by parts for the first term in the above identity, we get
gˆ =
2ℜFs
h
∫ ∞
0
[
(1 +K2)Fs(ξ)
2 − 2(1 + iKξn−1)Fs(ξ) + (1 − |ξ|2)
]
vˆ(t, ξ)e−
tFs(ξ)+x1Fs(ξ)
h dt
− 2ℜFs
h
∫ ∞
0
2F (〈(βf −Ken−1), h∇x′h∂tv〉) (t, ξ)e− 1h (tFs(ξ)+x1Fs(ξ))dt
+
2ℜFs
h
∫ ∞
0
F ((|γf |2 −K2)h2∂2t v) (t, ξ)e− 1h (tFs(ξ)+x1Fs(ξ))dt
+
2ℜFs
h
∫ ∞
0
[
2h
t
ǫ
− 2h t
ǫ
h∂t + h
2 t
2
ǫ2
+ h2F(L −∆x′)
]
vˆ(t, ξ)e−
tFs(ξ)+x1Fs(ξ)
h dt.
Using the same estimation technique used in the proof of Lemma (3.6) we get
‖gˆ‖2L2(Rn+) ≤
∥∥∥(1 +K2)Fs(ξ)2 − 2(1 + iKξn−1)Fs(ξ) + (1− |ξ|2)vˆ(x1, ξ)∥∥∥2
L2(Rn+)
+ ‖〈(βf −Ken−1), h∇x′h∂tv〉‖2L2(Rn+) +
∥∥(|γf |2 −K2)h2∂2t v∥∥2L2(Rn+)
+ C1
h2
ǫ2
‖h∂tv‖2L2(Rn+) + C2
h2
ǫ2
‖v‖2L2(Rn+) + C3‖h
2(L −∆x′)v‖2L2(Rn+).
Now, on the support of wˆs(x1, ξ) and hence on the support of vˆ we have Fs(ξ) is
an approximate solution of the equation
(1 +K2)Z2 − 2(1 + iKξn−1)Z + (1− |ξ|2) = 0.
Hence, ∣∣∣(1 +K2)Fs(ξ)2 − 2(1 + iKξn−1)Fs(ξ) + (1− |ξ|2)∣∣∣ ≤ Cδ|Fs(ξ)|,
where Cµ and Cδ are small when µ and δ are small. Observe that
C3
∥∥h2(L −∆x′)v∥∥2L2(Rn+) ≤ C3
n∑
j,k=1
∥∥∥∥(gjk − δjk)h2 ∂2v∂xj∂xk
∥∥∥∥2
L2(Rn+)
≤ Cδ‖v‖2H2(Rn+),
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where Cδ → 0 as δ → 0. Here we use the assumption that the metric is close to
Euclidean (see (11)). Hence,
(17)
‖gˆ‖2L2(Rn+) ≤ ‖Cδ|Fs(ξ)|vˆ(x1, ξ)‖
2
L2(Rn+)
+ (Cµ + Cδ) ‖v‖2H2(Rn+) + C1
h2
ǫ2
‖v‖2H1(Rn+)
≤ C2δ ‖v‖2H1(Rn+) + (Cµ + Cδ) ‖v‖
2
H2(Rn+)
+ C1
h2
ǫ2
‖v‖2H1(Rn+) .
Notice that Cµ, Cδ small whenever µ and δ is small respectively. Hence for small
enough h < ǫ we get
‖gˆ‖2L2(Rn+) ≤ (Cµ + Cδ) ‖v‖
2
H2(Rn+)
.
To get an estimate of g in terms of u recall that u = L˜φǫv. Hence,
‖u‖2L2(Rn+) =‖L˜φǫv‖
2
L2(Rn+)
≥∥∥[(1 +K2)h2∂2x1 − 2(1 + iKξn−1)h∂x1 + (1− |ξ|2)] v(x1, ξ)∥∥2L2(Rn+)
− ‖〈(βf −Ken−1), h∇x′h∂tv〉‖2L2(Rn+) −
∥∥(|γf |2 −K2)h2∂2t v∥∥2L2(Rn+)
− C1h
2
ǫ2
‖h∂tv‖2L2(Rn+) − C2
h2
ǫ2
‖v‖2L2(Rn+) − Cδ‖v‖
2
H2(Rn+)
.
Now, for |ξ| < 1,∫ ∞
0
∣∣[(1 +K2)h2∂2x1 − 2(1 + iKξn−1)h∂x1 + (1− |ξ|2)] vˆ(x1, ξ)∣∣2 dt
≃
∫ ∞
0
|(1− h2∂2x1 + |ξ|2)vˆ(x1, ξ)|2 dt
≃
∫ ∞
0
|F((1− h2∆x)v)(x1, ξ)|2 dt ≃ ‖v‖2H2(Rn+).
Hence taking µ and δ small enough, from (17) we get
‖g‖2L2(Rn+) ≤ (Cµ + Cδ) ‖u‖
2
L2(Rn+)
≤ 1
2
‖u‖2L2(Rn+).
Combining it with (15) and Lemma 3.6 we see
h√
ǫ
‖ws‖L2(Rn+) ≤C
∥∥∥JsL˜φǫ(J−1s ws)∥∥∥
H−1(Rn+)
+O(h∞)‖w‖L2(Rn+)
≤C
∥∥∥L˜φǫJsJ−1s ws∥∥∥
H−1(Rn+)
+ hC‖J−1s ws‖H1(Rn+)
+O(h∞)‖w‖L2(Rn+)
≤C
∥∥∥L˜φǫws∥∥∥
H−1(Rn+)
+ hC‖ws‖L2(Rn+) +O(h∞)‖w‖L2(Rn+)
So,
h√
ǫ
‖ws‖L2(Rn+) ≤C
∥∥∥L˜φǫws∥∥∥
H−1(Rn+)
+O(h∞)‖w‖L2(Rn+), for ǫ > 0 small enogh.
This completes the proof of Lemma: (3.2).
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3.3. Large frequency case (Lemma 3.3): Following the approach of [6] (section
5) let us consider the function
F : Rn−1 → C, defined as
F (ξ) =
1
1 + |K|2
(
1 + iKξn−1 +
√
2iKξn−1 − (Kξn−1)2 + (1 + |K|2)|ξ|2 − |K|2
)
,
but now consider the branch of square root so that it contains the non negative real
axis.
Now, F is smooth except where
F˜ (ξ) = 2iKξn−1 − (Kξn−1)2 + (1 + |K|2)|ξ|2 − |K|2
belongs to the non positive real axis. That is when
ξn−1 = 0 and |ξ|2 ≤ |K|
2
1 + |K|2 ,
So, on the support of 1− ρ(ξ), F is smooth. Observe that now the real part of the
square root is non negative, so, ℜF and |F | are bounded below by 11+K2 . Consider
a smooth function Fl(ξ) on R
n−1 so that Fl(ξ) = F (ξ) on support of 1 − ρ(ξ) and
ℜFl, |Fl| > 12+2K2 . For large ξ we have ℜFl, |Fl| ≃ 1 + |ξ|.
If, K
2
1+K2 < r0 < r1 and 0 < δ0 < δ1, one can get Fl = F and Fl to be smooth for
|ξ|2 ≥ r0 and ξn−1 ≥ δ0.
For u ∈ S(Rn+) define the operator Jl by
Ĵlu(x1, ξ) = (Fl(ξ) + h∂x1) uˆ(x1, ξ).
The adjoint of the above operator is defined as
Ĵ∗l u(x1, ξ) =
(
Fl(ξ)− h∂x1
)
uˆ(x1, ξ).
These operators have right inverses defined as
Ĵ−1l u(x1, ξ) = h
−1
∫ x1
0
uˆ(t, ξ)e
t−x1
h
Fl(ξ) dt,
and Ĵ∗l
−1u(x1, ξ) = h
−1
∫ ∞
x1
uˆ(t, ξ)e
x1−t
h
Fl(ξ) dt.
Each of the above is well defined functions in S(Rn+).
For the operators defined above, we have the following lemmas.
Lemma 3.7. Jl, J
∗
l , J
−1
l , J
∗
l
−1 extends as bounded maps
Jl, J
∗
l : H
1(Rn+)→ L2(Rn+), and J−1l , J∗l −1 : L2(Rn+)→ H1(Rn+).
Moreover, the extensions of J∗l and J
∗
l
−1 are isomorphisms.
Lemma 3.8. (A.) Let w ∈ S(Rn+), if Q is a second order semiclassical differential
operator with bounded and smooth coefficients, then
‖(JlQ−QJl)w‖H−1(Rn+) ≤ hCδ‖w‖H1(Rn+).
(B.) Let χ ∈ S(Rn+), then
‖JlχJ−1l w‖L2(Rn+) ≥ ‖χw‖L2(Rn+) − hCδ‖w‖L2(Rn+).
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Lemma 3.9. For u ∈ S(Rn−11+ ), if g is defined by
gˆ(x1, ξ) =
2ℜFl(ξ)
h
∫ ∞
0
uˆ(t, ξ)e−
1
h (tFl(ξ)+x1Fl(ξ))dt
then ‖Jlu‖H−1(Rn+) ≃ ‖u− g‖L2(Rn+).
Here ℜ(z) ≡ ℜz means the real part of the complex number z.
The proofs of these lemmas are same as the proof of the corresponding lemmas
for the small frequency operator Js.
Now, by the Carleman estimate (9) and the similar arguments used in the pre-
vious subsection, we have
h√
ǫ
‖wl‖L2(Rn+) ≤ C‖L˜φǫ(J−1l wl)‖L2(Rn+) +O(h∞)‖w‖L2(Rn+).
And now again we want to combine the above equation with Lemma (3.9) to get
h√
ǫ
‖wl‖L2(Rn+) ≤ C‖JlL˜φǫ(J−1l wl)‖H−1(Rn+) +O(h∞)‖w‖L2(Rn+).
For this we need that the function g, defined in Lemma (3.9) for u = L˜φǫ(J−1l wl),
to satisfy the following estimate
‖g‖L2(Rn+) ≤
1
2
‖u‖L2(Rn+) +O(h)‖wl‖L2(Rn+).
Here we cannot proceed by the arguments used in the last section for small frequency
instead we factorize the operator L˜φǫ . Let ζ(ξ) be a smooth cutoff function defined
as
ζ(ξ) =
{
1, if |ξ|2 ≥ r1 or ξn−1 ≥ δ1
0, if |ξ|2 ≤ r0 and ξn−1 ≤ δ0.
Let Gs = (1 − ζ(ξ))Fl(ξ) and consider the following symbol
G± = ζ(ξ)
α + iβf .ξ ±
√
(α+ iβf .ξ)2 − (1 + |γf |2)(α2 − L(x′, ξ))
1 + |γf |2 +Gs(ξ),
where L(x′, ξ) is the semiclassical symbol of the second order operator L.
The branch of the square root is with non-negative real part. Note that G± is
discontinuous if (α + iβf .ξ)
2 − (1 + |γf |2)(α2 − |ξ|2) lies on non-positive real axis,
that is when
〈βf , ξ〉 = 0 and L(x′, ξ) ≤ α
2|γf |2
1 + |γf |2 .(18)
Now, for µ small enough we have βf ≃ Ken−1, |γf | ≃ K, for δ > 0 small enough
L(x′, ξ) ≃ |ξ|2 and for h small enough we have α ≃ 1, hence, (18) cannot happen
on the support of ζ. So, G± is smooth on the support of ζ and are symbols of order
1 on Rn−1.
Denote Ta as the operator corresponding to symbol a. Then
(h∂x1 − TG+)(1 + |γf |2)(h∂x1 − TG−)
=(1 + |γf |2)h2∂2x1 − (α+ βf .h∇x′)h∂x1Tζ + (α2 + h2L)Tζ2
+ (1 + |γf |2)TGs + (1 + |γf |2)(TG+G− + TG−G+ + TGsGs)TGs + hE1,
where E1 is a semiclassical pseudodifferential operator consisting first order oper-
ators in Rn−1 and ∂x1 which is bounded from H
1(Rn+) to L
2(Rn+). Let us take
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v = Jl
−1wl. Observe that for fixed x1, as a function of ξ, wˆl(x1, ξ) is supported in
support of (1 − ρ(ξ)). Therefore Tζv = v and since ζ ≡ 1 in that set so, Tζ2v = v.
Moreover as Gs ≡ 0 on the support of 1− ρ(ξ), so, TGsv = 0. Hence,
(h∂x1 − TG+)(1 + |γf |2)(h∂x1 − TG−)v
=(1 + |γf |2)h2∂2x1v − (α+ 〈βf , h∇x′〉)h∂x1v + (α2 + h2L)v + hE1v
=L˜φǫv + hE1v.
Let us write z = (1 + |γf |2)(h∂x1 − TG−)v, then L˜φǫv = (h∂x1 − TG+)z − hE1v.
Now, let us calculate gˆ(x1, ξ) corresponding to u = L˜φǫ(J−1l wl).
gˆ(x1, ξ) =
2ℜFl(ξ)
h
∫ ∞
0
̂˜Lφǫv(t, ξ)e−
1
h
(tFl(ξ)+x1Fl(ξ) dt
=
2ℜFl(ξ)
h
∫ ∞
0
F ([h∂t − TG+ ]z) (t, ξ)e− 1h (tFl(ξ)+x1Fl(ξ)) dt
− 2ℜFl(ξ)
h
∫ ∞
0
hÊ1v(t, ξ)e
− 1
h
(tFl(ξ)+x1Fl(ξ)) dt
=
2ℜFl(ξ)
h
∫ ∞
0
F ([TFl − TG+ ]z) (t, ξ)e− 1h (tFl(ξ)+x1Fl(ξ)) dt
− 2ℜFl(ξ)
h
∫ ∞
0
hÊ1v(t, ξ)e
− 1
h
(tFl(ξ)+x1Fl(ξ)) dt
Hence, by the same calculation used in the proof of Lemma (3.6) we have
‖g‖2L2(Rn+) ≤
∥∥∥TFl−G+z∥∥∥2L2(Rn+) + h2‖E1v‖2L2(Rn+).
Now, to estimate
∥∥∥TFl−G+z∥∥∥2L2(Rn+) let us calculate the term (Fl −G+). We get
(19)
∥∥∥TFl−G+z∥∥∥2L2(Rn+) ≤ Cµ,δ‖z‖2H1(Rn+),
for h, µ and δ small enough. Here the constant Cµ,δ are small if µ, δ is small. And
hence we get,
‖g‖2L2(Rn+) ≤ Cµ,δ‖z‖
2
H1(Rn+)
+ h2‖E1v‖2L2(Rn+)
≤ Cµ,δ‖z‖2H1(Rn+) + h
2‖v‖2H1(Rn+).
As L˜φǫv = (h∂x1 − TG+)z − hE1v, we get
‖L˜φǫv‖2L2(Rn+) ≥‖(h∂x1 − TG+)z‖
2
L2(Rn+)
− h2‖E1v‖2L2(Rn+)
≥‖J∗l z‖2L2(Rn+) − ‖TFl−G+z‖
2
L2(Rn+)
− h2‖E1v‖2L2(Rn+)
≥C
(
‖z‖2H1(Rn+) − Cµ,δ‖z‖
2
H1(Rn+)
− h2‖v‖2H1(Rn+)
)
≥C‖z‖2H1(Rn+) − Ch
2‖v‖2H1(Rn+).
Hence,
‖g‖2L2(Rn+) ≤Cµ,δ‖L˜φǫv‖
2
L2(Rn+)
+ h2‖v‖2H1(Rn+) ≤
1
2
‖L˜φǫv‖2L2(Rn+) + h
2‖wl‖2L2(Rn+).
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Now using the Lemmas (3.7),(3.8) and (3.9) we get that
h√
ǫ
‖wl‖2L2(Rn+) ≤ C‖JlL˜φǫχ2J
−1
l wl‖H−1(Rn+) +O(h∞)‖w‖L2(Rn+).
Using the same techniques in small frequency case, we can get
h√
ǫ
‖wl‖2L2(Rn+) ≤ C‖L˜φǫwl‖H−1(Rn+) +O(h
∞)‖w‖L2(Rn+).
Hence, the proof of Lemma (3.3) is complete.
3.4. Estimate on admissible manifolds. In the last subsection we finished the
proof of Proposition 3. Using the corollary of the same proposition we had Estimate
(12). Now our aim is to prove the Carleman estimate (10) using the Estimate (12).
Recall our assumptions:
1. M ⊂ Rn
2. The metric |gjk − δjk| < δ.
3. E can be parameterized by a smooth real valued function f so that
E ⊂ {(x1, x′) : x1 = f(x′), x′ ∈ Rn−1}.
4. The function f is such that |∇g0f(x′)−Ken−1| ≤ µ for some small µ.
First to remove assumption 4 observe that one can cover Ω by finitely many open
sets Uj such that for some appropriate coordinate system in each Uj there is Kj so
that
|∇g0f(x′)−Kjen−1|g0 ≤
µ
2
, for µ > 0 small.
Now, there exist δ0 > 0 such that if 0 < δ < δ0, then |∇g0f(x′)−Kjen−1| ≤ µ.
Let χ1, χ2, . . . χm be a partition of unity subordinate to the cover U1, U2, . . . Um.
For w ∈ C∞c (M),
w =
m∑
i=1
χiw =
m∑
i=1
wi,
where wi ∈ C∞c (M ∩ Ui). Apply (12) in M ∩ Ui for wi,
h√
ǫ
‖wj‖L2(M∩Ui) ≤ C‖Lφǫwi‖H−1(A0), ∀w ∈ C∞c (M ∩ Ui).
Then for w ∈ C∞c (M),
h√
ǫ
‖w‖L2(M) ≤
m∑
i=1
h√
ǫ
‖wi‖L2(M∩Ui) ≤ C
m∑
i=1
‖Lφǫχiw‖H−1(A0)
≤ C
m∑
i=1
‖χiLφǫw‖H−1(A0) + Ch
m∑
i=1
‖w‖L2(M)
So,
h√
ǫ
‖w‖L2(M) ≤ C‖Lφǫw‖H−1(A0).
Hence, we have for w ∈ C∞c (M) and for any smooth function f
h√
ǫ
‖w‖L2(M) ≤ C‖Lφǫw‖H−1(A0).
Now, to remove assumption 3, let M is covered by open sets V1, V2, . . . , Vm
such that each Vj ∩ E can be viewed as a graph of a smooth function fj. Let Aj
denotes the set {(x1, x′) : x1 ≥ fj(x′)} containing Ω. Consider a cutoff function
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χj ∈ C∞(Aj) so that χj ≡ 1 on Vj and χj ≡ 0 on Aj \ Ω. Hence for w ∈ C∞c (M),
we get
h√
ǫ
‖χjw‖L2(M) ≤ C‖Lφǫχjw‖H−1(Aj)
=⇒ h√
ǫ
‖w‖L2(M) ≤ C
m∑
i=1
‖χiLφǫw‖H−1(Aj)
Now multiplying by χj is a bounded linear operator from H
1
0 (Aj) to H
1
0 (Ω).
Hence by duality we get it to be a bounded linear map from H−1(Ω) to H−1(Aj).
Hence, for small enough 0 < h < ǫ,
(20)
h√
ǫ
‖w‖L2(M) ≤ C‖Lφǫw‖H−1(Ω), ∀w ∈ C∞c (M).
We have the above estimate true for any compact domain M ⊂ Ω ⊂ Rn with
E ⊂ (∂M \ ΓD) ∩ ∂Ω.
Now, to deal with assumption 2 we notice that one can find a coordinate chart
near any point p′ ∈ M0 so that the metric gjk0 is δjk at p0. Hence we can find a
neighborhood U ′p′ of p
′ and a coordinate map ψ′p′ on U
′
p′ so that in this coordinate
chart |gjk0 − δjk| < δ. Define the map ψp(x1, x′) = (x1, ψ′x′) on Up = (R×U ′p′) ∩Ω.
Using the fact that Ω is compact subset of R+×M0 we will find a finite number
partition of unity (Ui, χi)i=1,...,n on Ω such that on each Ui we have |gjk − δjk| ≤ δ.
Hence, using the Estimate (20) we get
h√
ǫ
‖χiu‖L2(Ui) ≤ C‖Lφǫ(χiu)‖H−1(Ω).
Note that here the operator Lφǫ remains unchanged as ∆g is defined in a coor-
dinate independent way and the function φǫ depends on x1 variable only. Hence,
for i = 1, . . . , n we have
h√
ǫ
‖χiu‖L2(Ui) ≤ C‖Lφǫ(χiu)‖H−1(Ω).
Hence for w ∈ C∞c (M),
(21)
h√
ǫ
‖u‖L2(M) ≤
h√
ǫ
n∑
i=1
‖χiu‖L2(Ui) ≤C
n∑
i=1
‖Lφǫ(χiu)‖H−1(Ω)
≤C
n∑
i=1
(‖χiLφǫu‖H−1(Ω) + ch‖u‖L2(M))
Hence for ǫ and h small enough and u ∈ C∞c (M) we get
(22)
h√
ǫ
‖u‖L2(M) ≤ ‖Lφǫu‖H−1(Ω).
Till now we have worked onM ⊂ Ω ⊂ Rn and in the last estimate above we have
successfully removed the assumption 2.
Now removing assumption 1 follows from the fact that M0 is simple. Hence,
there is a diffeomorphism ψ1 :M0 → B(0, 1) ⊂ Rn−1, where B(0, 1) = {x′ ∈ Rn−1 :
|x′| < 1}. Now define the map
ψ : R+ ×M0 → Rn+, defined as ψ(x1, x′) := (x1, ψ1(x′)).
Let u ◦ ψ−1 ∈ C∞c (ψ(M)). Observe that a calculation shows that
‖u‖L2(M) ≃ ‖u ◦ ψ−1p ‖L2(ψ(M)), as well as ‖u‖H1(Ω) ≃ ‖u ◦ ψ−1‖H1(ψ(Ω)).
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Using duality one can prove ‖u‖H−1(Ω) ≃ ‖u ◦ ψ−1‖H−1(ψ(Ω)).
Let us denote the coordinates in ψ(Ω) as y = (y1, y
′) and the elements in Ω are
x = (x1, x
′) ∈ R×M0. Having this notation, for u ∈ C∞c (M), we get
Lφǫu(x) =eφǫ/hh2∆ge−φǫ/hu(ψ−1(y))
=eφǫ/hh2∆g˜e
−φǫ/h
(
u ◦ ψ−1) (y) + hE1 (u ◦ ψ−1) (y),
where g˜jk(y) =
∂ψ−1
j
∂yα
(y)gαβ(ψ−1(y))
∂ψ−1
k
∂yβ
(y) is the metric defined on ψ(Ω) and E1
is a first order semiclassical differential operator on ψ(Ω). From (22) we have
h√
ǫ
‖v‖L2(ψ(M)) ≤ C‖eφǫ/hh2∆g˜e−φǫ/hv‖H−1(ψ(Ω)), ∀v ∈ C∞c (ψ(M)).
Writing v = u ◦ ψ−1 and using triangle inequality along with the equivalence of
norms under the change of coordinate ψ, we get
h√
ǫ
‖u‖L2(M) ≤ C‖Lφǫu‖H−1(Ω) + h‖E1u‖H−1(ψ(Ω)), ∀u ∈ C∞c (M)
=⇒ h√
ǫ
‖u‖L2(M) ≤ C‖Lφǫu‖H−1(Ω) + h‖u‖L2(Ω), ∀u ∈ C∞c (M)
=⇒ h√
ǫ
‖u‖L2(M) ≤ C‖Lφǫu‖H−1(Ω), for small ǫ > 0, and ∀u ∈ C∞c (M).
Hence we get the following estimate
(23)
h√
ǫ
‖u‖L2(M) ≤ C‖Lφǫu‖H−1(Ω), for small ǫ > 0, and ∀u ∈ C∞c (M).
Hence we have successfully removed the assumptions 1, 2, 3 and 4 stated above.
Now following the same steps in the proof of the boundary Carleman estimate to
add the lower order terms in the right hand side and replace φǫ by φ, we get
(24) h‖u‖L2(M) ≤ C‖Lφ,B,qu‖H−1(Ω), ∀u ∈ C∞c (M).
4. Construction of the solution. In this section, we construct suitable solutions
of the operator Lφ,B,q . But at first we state the following proposition which can
be proved by using Hahn-Banach extension and Riesz representation theorem. We
will skip the proof here, for details see [9, Proposition 4.4].
Proposition 4. Let φ(x) = x1 and Lφ,B,q is as before. For any v ∈ L2(M), there
exists u ∈ H1(M) such that
L∗φ,B,qu = v on M
u|E = 0
and h‖u‖H1(M) ≤ C‖v‖L2(M).
Here L∗φ,B,q is the L2 adjoint of Lφ,B,q.
Remark 1. Note that as the Carleman estimate (24) is true for φ(x) = x1 and the
operator L∗φ,B,q is of the form
L∗φ,B,q = e−φ/hL∗B,qeφ/h.
Hence the above proposition guarantees a solution u of the equation
LB,qex1/hu = 0 in M
u|E = 0.
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Recall that we have assumed thatM0 is simple, hence, we can extendM0 slightly
so that the extended domain M˜0 is also simple. Let W be a point outside M0. As
the manifold is simple one can consider a global geodesic normal coordinate system
(r, w) on M˜0 center at W . We pose the form of of the solution u by
(25) u = e
1
h
(x1+ir)(vs(x) + r1(x)) − el/hb(x).
Let us now study the conditions on vs, r1, l, b so that u satisfies the conditions
(26)
LB(1),q(1)u = 0
u|E = 0.
Putting the solution u in the equation LB(1),q(1)u = 0 and writing ρ = −(x1 + ir),
we get
(27)
−eρ/hh2LB(1),q(1)e−ρ/hr1(x) =
[
−|∇ρ|2 + h
(
2〈∇ρ,∇.〉+∆ρ+ 2i〈dρ,B(1)〉
)]
vs(x)
− eρ/hLB(1),q(1)el/hb(x) + h2LB(1),q(1)vs(x)
Now, we will choose vs, l, b so that the right hand side of the above equation is
bounded in L2(M). Observe that we already have 〈∇ρ,∇ρ〉 = 0. Next we seek for
a solution vs satisfying
2〈∇ρ,∇vs〉+∆ρvs + 2i〈dρ,B(1)〉vs = 0
A calculation shows
−∆gρ = |g|−1/2∂x1
( |g|1/2
c
)
+ |g|−1/2∂r
( |g|1/2
c
i
)
=
1
c
∂¯log
|g|
c2
,
where ∂¯ = 12 (∂x1 + i∂r). A solution of the above transport equation is given by
vs = |g|−1/4c1/2eiΦ(r)b1(x1, r)b2(w)
where ∂Φ(r) + 12
(
B
(1)
1 + iB
(1)
r
)
= 0, ∂b1(x1, r) = 0. The function b2(w) is smooth
and supported in {w ∈ Rn−2 : |w| < δ} for δ > 0 small. Here B(1)r denotes the
coefficient of B(1) in the direction of r .
Now,
e−ρ/hF = LB(1),q(1)el/hb(x)
=
1
h2
[〈∇l,∇l〉g] el/h + 1
h
[
2〈∇l,∇b〉g + 2i〈B(1), dl〉gb+ (∆gl)b
]
el/h
+
[
(∆gb) + 2i〈B(1), db〉g + q˜1b
]
el/h.
In order to make the support condition true, we seek for a solution to the equation
〈∇l,∇l〉g = 0 in M
l|E = −ρ.
In order to avoid duplicating the solution l = −ρ we impose the condition
∂ν l|E = ∂ν(ρ)|E .
To construct a solution, pick boundary normal coordinates (t, ξ) near E such that
t are coordinates along E and ξ is perpendicular to E. Note that this ξ is differ-
ent from the ξ defined in the previous sections as frequency variable in Carleman
estimates.
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Suppose in a small neighborhood of a point on E, l takes the form of a power
series
l(t, ξ) =
∞∑
j=0
aj(t)ξ
j .
Then, in boundary normal coordinates
∇l = (∇tl, ∂ξl) =
 ∞∑
j=0
∇taj(t)ξj ,
∞∑
j=0
jaj(t)ξ
j−1

Hence, 〈∇l,∇l〉g = 0 implies
0 =
∑
j+k=2
jkajak + ξ
 ∑
j+k=3
jkajak
+ ξ2
 ∑
j+k=3
jkajak
+ . . .
+
∑
j+k=0
〈∇taj ,∇tak〉gt + ξ
 ∑
j+k=1
〈∇taj ,∇tak〉gt

+ ξ2
 ∑
j+k=2
〈∇taj ,∇tak〉gt
+ . . .
Considering each power of ξ separately gives a sequence of equations
(28)
∑
j+k=m
〈∇taj,∇tak〉gt+
∑
j+k=m+2
jkajak = 0, for each m = 0, 1, 2, 3, . . . .
One can determine a0 and a1 from the boundary conditions. If m ≥ 1, and all aj
are known for j ≤ m, the only unknown part of (28) is 2(m+1)a1am+1. Note that
a1 = ∂νρ, and recall that E ⊂ {x ∈ ∂−M : ℜ(∂νρ) > δ}. So, we can divide the
equation involving a1am+1 by a1 and solve for am+1.
Observe that there is no guarantee that this power series of l will converge outside
ξ = 0. However, we will construct a smooth function for which the Taylor series
coincides with the above power series at ξ = 0. For this purpose let us consider
χ : R→ [0, 1] be a smooth cutoff function which is supported in [0, 1] and χ ≡ 1 in
[− 12 , 12 ]. Define pj = maxk≤j {‖ak(t)‖Ck(Ω), 1}. Now construct l as
l =
∞∑
j=0
aj(t)χ(pjξ)ξ
j =
∞∑
j=0
cj(t)ξ
j .
This defines a smooth function on Ω whose Taylor series at ξ = 0 is same as the
power series calculated earlier. By the same calculation as above, it shows that the
coefficient of ξm in 〈∇l,∇l〉g is∑
j+k=m
〈∇tcj ,∇tck〉gt +
∑
j+k=m
(∂ξcj + (j + 1)cj+1) (∂ξck + (k + 1)ck+1) .
Now observe that, by the above construction cj = aj for j ≤ k in the region
ξ ≤ 1pk . As aj are solutions of the above equations, so, in the region ξ ≤ 1pk we
have 〈∇l,∇l〉g = O(ξk). Now we can do it for any p, which makes 〈∇l,∇l〉g =
O(d(x,E)∞).
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As ∂νℜ(ρ) > 0 on E and ℜ(l)|E = −ℜ(ρ)|E with ∂νℜ(l) = ∂νℜ(ρ) we can say
that in a neighborhood of E
(29) ℜ l(x) = −ℜ ρ(x) − k(x),
where k(x) ≃ (d(x,E)).
Similarly we can construct b as an approximate solution for the equation
−i〈∇l,∇b〉+ 〈∇l, B(1)b〉 = O(d(x,E)∞)
b|E = vs|E .
Observe that if b solves the above equation, then, we can multiply a smooth cutoff
function with b and will still solve the above equation. Hence, we can assume that
b is supported in a very small neighborhood of E. Then
|h2LB(1),q(1)(el/hb)| = |el/h|
(O(d(x,E)∞) +O(h2))
= e−ℜ(ρ/h)e−k/h
(O(d(x,E)∞) +O(h2)) .
If d(x,E) ≤ h1/2, for h small, then |h2LB(1),q(1)(el/hb)| is of order eφ/hO(h2). On
the other hand if d(x,E) ≥ h1/2 the term is again of order eφ/hO(h2) due to e−k/h.
Therefore, e−ρ/hvs − el/hb = 0 on E. Denote
f = eρ/hh2LB(1),q(1)(e−ρ/hvs − el/hb),
where ‖f‖L2(M) = O(h2). Thanks to Proposition 4 and Remark 1 we get a solution
r′ of the following equation:
(30)
(
e−x1/hLB(1),q(1)ex1/hr′1
)
= eir/hf, in M
r′1|E = 0.
Taking r1 = e
−ir/hr′1, we have produced a solution u, of the equation (26) having
the form
u = e−ρ/h(vs(x) + r1)− el/hb with supp(u|∂M) ⊂ ΓD
and ‖r1‖L2(M) = O(h) as h → 0. Similarly for the Carleman weight φ(x) = −x1,
using a standard technique as in [9, Proposition 4.4] we obtain a solution v of the
equation (LB(2),q(2))∗v = 0 in M , having the form
v(x) = e−(x1−ir)/h(v˜s(x) + r2)
where ‖r2‖H1(M) = O(h) as h→ 0 and
v˜s = |g|−1/4c1/2eiΦ˜(x)b3(x1, r)b4(w)
where ∂Φ˜(x) + 12
(
B(2)1 − iB(2)r
)
= 0, ∂b3(x1, r) = 0 and b4(w) is smooth and
supported in a B(0, δ) for δ > 0 small. Here, ∂ = 1/2 (∂x1 − i∂r).
5. Integral identity. Let us now consider B(j), q(j) as in the Theorem 1.5. Let uj
be solution of the equation LB(j),q(j) = 0, (j = 1, 2) in M and have the same
boundary data with supp(uj|∂M ) ⊂ ΓD. Let v be a solution of the equation
(LB(2),q(2))∗v = 0 in M . Recall that (LB(2),q(2))∗ denotes L2 adjoint of LB(2),q(2) .
Using CΓD,ΓN
B(1),q(1)
= CΓD,ΓN
B(1),q(1)
we get the following proposition:
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Proposition 5. If ΓD,ΓN ⊂ ∂M and assume that φ, u1, u2, v and LB(j),q(j) are as
above, then
(31)
∫
M
[
2i〈(B(1) −B(2)), du1〉 − (q˜(1) − q˜(2))u1
]
v dV
= −i
∫
∂M\ΓN
dB(2) [u1 − u2](ν)v dS,
where q˜(l) = q(l) − i[|g|−1/2∂xk(|g|1/2gjkB(l)j )] + |B(l)|2g and l = 1, 2.
Proof. Observe that a straight forward calculation implies
(LB(2),q(2))∗w = |g|−1/2(∂xj − iB(2)j )|g|1/2gjk(∂xk − iB(2)k )w + q(2)w = LB(2),q(2)w
where ()∗ denotes the L2 dual. Then for any u,w ∈ H1(M) one has
〈LB(2),q(2)u,w〉L2(M) − 〈u, (LB(2),q(2))∗w〉L2(M)
=− i
∫
∂M
dB(2)u(ν)w dS + i
∫
∂M
u(d
B(2)
w(ν)) dS.
Let us now take u = (u1 − u2) and w = v, then by our assumptions u|∂M = 0.
Putting this into the above identity we get
〈LB(2),q(2)u, v〉L2(M) − 〈u, (LB(2),q(2))∗v〉L2(M) = −i
∫
∂M
dB(2)(u1 − u2)(ν)v dS.
Now, as (LB(2),q(2))∗v = 0 and LB(j) ,q(j)uj = 0, we get
2i
∫
M
〈(B(1) −B(2)), du1〉gv dV +
∫
M
(q˜(2) − q˜(1))u1v = −i
∫
∂M\ΓN
du(ν)v dS.
Now we estimate the right hand side integral in (31). Using the boundary Carle-
man estimate (8) we will show that the right hand side integral goes to 0 as h→ 0.
We have for u = u1 − u2 and φ = −x1,∣∣∣∣∣
∫
∂M\ΓN
dB(2)u(ν)v dS
∣∣∣∣∣
2
≤C〈eφ/h∂νu, eφ/h∂νu〉∂M\ΓN
≤C
〈
|∂νφ|∂ν(eφ/hu), ∂ν(eφ/hu)
〉
{∂νφ≤−δ1}
, using (8) and δ1 > 0 small
≤Ch‖eφ/hLB(2),q(2)u‖2L2(M) +
〈
|∂νφ|∂ν(eφ/hu), ∂ν(eφ/hu)
〉
{∂νφ≥0}
.
Now, as B(1) = B(2) on ∂M , we get ∂ν(e
φ/hu)|{∂ν≥0} ≡ 0. Hence,∣∣∣∣∣
∫
∂M\ΓN
dB(2)u(ν)v dS
∣∣∣∣∣ ≤Ch1/2‖eφ/h (LB(2),q(2) − LB(1),q(1))u1‖L2(M)
≤Ch1/2
∥∥∥∥〈eφ/h (B(1) −B(2)) , du1〉g
∥∥∥∥
L2(M)
+ Ch1/2‖eφ/h(q(1) − q(2))u1‖L2(M).
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Note that lim
h→0
h
∥∥∥〈eφ/h (B(1) −B(2)) , du1〉g∥∥∥
L2(M)
= 0
and lim
h→0
h1/2‖eφ/h(q(1) − q(2))u1‖L2(M) = 0.
(32) So, lim
h→0
∣∣∣∣∣h
∫
∂M\ΓN
dB(2)u(ν)v dS
∣∣∣∣∣ = 0.
Moreover if we assume B(1) = B(2) in M , then
(33) lim
h→0
∣∣∣∣∣
∫
∂M\ΓN
dB(2)u(ν)v dS
∣∣∣∣∣ = 0.
6. Recovering the lower order perturbations. Here we follow the method in
[9] to recover the lower order perturbations. Note that the Fourier transforms given
in this section are in the classical sense.
6.1. The magnetic field. Let u be a solution of LB(1),q(1)u = 0 of the form
u(x1, r, w) = e
1
h
(x1+ir)(vs(x
′) + r1(x)) + u
′,
with u′ = el/hb and supp(u|∂M ) ⊂ ΓD.
Here, vs(x
′) = |g|−1/4c1/2eiΦb1(x1, r)b2(w) where ∂Φ(x) + 12
[
B
(1)
1 + iB
(1)
r
]
= 0,
∂b1(x1, r) = 0 and b2(w) is smooth and supported in a B(0, δ) for δ > 0 small and
b2(0) = 1.
Let u2 solve
LB(2),q(2)u2 = 0 in M
u2|ΓD = u|ΓD .
Then, by our assumption of Theorem 1.5 we have dB(2)u2(ν)|ΓN = dB(1)u(ν)|ΓN .
Let v ∈ H1(M) be a solution of (LB(2),q(2))∗v = 0 of the form
v(x1, r, w) = e
−ρ¯/h(v˜s(x
′) + r2(x)),
with supp(v|∂M ) ⊂ ΓN . Similarly,
v˜s(x
′) = |g|−1/4c1/2eΦ˜b3(x1, r)b4(w)
with ∂Φ˜(x)+2
[
B
(2)
1 − iB(2)r
]
= 0, ∂¯b3(x1, r) = 0 and b4(w) is smooth and supported
in a B(0, δ) for δ > 0 small and b4(0) = 1.
Writing B = (B(1) −B(2)) in Proposition 5 we get∫
∂M\ΓN
d(u− u2)(ν)v dS
=
∫
M
[2i〈B, du〉v − (q˜1 − q˜2)uv] dV
=− 2i 1
h
∫
M
(B1 + iBr){vsv˜s + r1v˜s + r2vs + r1r2} dV
− 2i
∫
M
〈B, dvs〉{v˜s + r2} dV − 2i
∫
M
〈B, dr1(x)〉g(v˜s + r2) dV
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(34)
− 2i
∫
M
〈B, du′(x)〉gv(x)dV
−
∫
M
(q˜(1) − q˜(2)){vs(x)v˜s(x) + r1v˜s(x) + r2vs + r1r2 + u′(x)v(x)} dV.
First let us consider the 4th term on the right hand side of the last equality:∣∣∣∣∫
M
〈B, du′(x)〉gv(x) dV
∣∣∣∣
≤
∣∣∣∣∫
M
〈B, [h−1bdl + db]〉gel/he−ρ/h(vs(x) + r2(x)) dV
∣∣∣∣
≤
∫
M
e−k/h
∣∣∣∣( 1h 〈B, dl〉gb+ 〈B, db〉g
)
(vs(x) + r2(x))
∣∣∣∣ dV
≤ C(‖∇l‖L2(M) + ‖∇b‖L2(M))(‖vs‖L2(M) + ‖r2‖L2(M)) ≃ O(1).
Also observe that∣∣∣∣∫
M
(q˜(1) − q˜(2))u′(x)v(x) dV
∣∣∣∣ ≤ ∫
M
e−
k
h
∣∣∣(q˜(1) − q˜(2))b(x){vs(x) + r2(x)}∣∣∣ dV
≃ O(h).
Now, multiplying the above identity (34) by h and taking h → 0, we see that (33)
implies ∫
M
(B1 + iBr)vsv˜s dV = 0
Using the same analysis as in [9, Subsection 6.2] one can show that the above integral
identity implies dB(1) = dB(2) on M . By simply connectedness of the domain M ,
d(B(1) −B(2)) = 0 implies
(35) (B(1) −B(2)) = dp, for some p ∈ C∞(M).
Using the assumptionB(1) = B(2) on ∂M we have dp = 0 on ∂M . Hence subtracting
a suitable constant we get p = 0 on ∂M .
6.2. The potential. Using (B(1) − B(2)) = dp with p ∈ C∞(M), p|∂M = 0 the
gauge invariance allows us to assume that B(1) = B(2) on M . Using the identity
(34) and replacing
(
B(1) −B(2)) = 0 we get∫
M
(q˜1 − q˜2){vs(x′)v˜s(x′) + r1v˜s(x′) + r2vs + r1r2} dV
=
∫
∂M\ΓN
d(u− u2)(ν)v dS +
∫
M
(q˜1 − q˜2)u′(x)v(x) dV
where q˜j = q
(j) − i[|g|−1/2∂xl(|g|1/2gklB(j)k )] + |B(j)|2g, for j = 1, 2.
Now, assuming B(1) = B(2) onM we get q˜1−q˜2 = q(1)−q(2) onM . Hence, using the
estimate (33) and the technique used in previous section to show the last integral
is of order h, we get
lim
h→0
∫
M
(q˜1 − q˜2){vs(x′)v˜s(x′) + r1v˜s(x′) + r2vs + r1r2} dV = 0
=⇒
∫
M
(q(1) − q(2))vs(x′)v˜s(x′) dV = 0.
Using the same calculation given in [9, Subsection 6.1] we get q(1) = q(2) in M .
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