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A three-dimensional, six-degree-of-freedom hypersonic vehicle model is being developed
that more accurately characterizes vehicle dynamics for control studies. The main focus
areas for this paper are the development of the rigid body dynamics equations of motion,
the parametrization of the vehicle geometry, the formulation of the three-dimensional aero-
dynamic loads, and the adaptation of an existing 1D propulsion model. The aerodynamic
loads are calculated by using or combining two-dimensional shock/expansion theory and the
Taylor-Maccoll equations for conical flow. Comparisons with computational results show
good agreement of resultant force and moment for the top and bottom vehicle surfaces and
for most trials for the side surfaces. Using these models, the vehicle is trimmed for steady
cruise conditions, and its flight dynamics are linearized about that state. This analysis pro-
vides information regarding the stability and controllability of a generic hypersonic vehicle
in three-dimensional flight.
I. Introduction
Maintaining controlled flight of the vehicle is among the greatest challenges facing the development of
hypersonic vehicles. Complex interactions among the airframe, propulsion system, vehicle aerodynamics,
and other aspects prevent each vehicle system from being developed independently. Because of this, compu-
tational vehicle simulations are a vital tool in the designing of hypersonic vehicles.
Bolender and Doman1 have developed a two-dimensional flight dynamics vehicle model used to evaluate
control algorithms, shown in Fig. 1, which was further extended by Oppenheimer et al.2 Pressures and other
flow properties over each surface are calculated using two-dimensional shock/expansion theory. Flexible
effects2 and control surface interactions3 have been added recently. The formulation has the capability to
perform longitudinal flight simulations over a variety of vehicle trajectories in a computationally effective
manner. However, the accuracy of a two-dimensional model is inherently limited due to the fact that it cannot
capture three-dimensional phenomena encountered in actuality. Other longitudinal hypersonic vehicle models
exist: Chavez and Schmidt4 also developed a flexible two-dimensional model using Newtonian aerodynamics
and a one-dimensional propulsion model; Mirmirani et al.5 investigated the merging of experimental and
computational data to generate control algorithms for hypersonic vehicles.
The overall goal of this hypersonic vehicle modeling effort is to create a three-dimensional flight simulation
framework that includes coupled inertial, aerodynamic, propulsive, elastic, and thermal effects. The first
step in the development of this model is to investigate three-dimensional aerodynamic effects and rigid
body dynamics. This paper introduces a three-dimensional hypersonic vehicle formulation including the
six-degree-of-freedom rigid body flight dynamics, an analytical method for finding the aerodynamic loads,
and an existing 1D propulsion model. These are done based on a parameterized representation of the vehicle.
Knowledge of the aerodynamic loads and propulsion system will be used to determine the total forces and
moments and allow the performance and controllability of a vehicle to be studied.
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Figure 1. 2D hypersonic vehicle model1
II. Three-Dimensional Vehicle Simulation Framework
The proposed 3D hypersonic vehicle simulation framework is outlined in Fig. 2. For this paper, only part
of the envisioned framework has been implemented; the included simulation components are highlighted in
grey. The goal of this framework is to characterize the combined longitudinal and lateral flight dynamics of
hypersonic vehicles in free flight.
Figure 2. Proposed simulation framework
The first step of the process is to determine the equations of motion of the aircraft. Translational and
rotational motions are both expressed in body fixed coordinates, and the attitude is expressed by three
Euler angles. Second, the external forces and moments of the vehicle are expressed as functions of the
vehicle’s state. External forces will come in one of three forms: gravitation, aerodynamic, and propulsive.
While gravitational force is simple to determine, the aerodynamic and propulsive effects require high fidelity
modeling to accurately determine them. As a result, much of the focus of this study is on the development of
satisfactory simplified models for the hypersonic aerodynamics and propulsion of the aircraft. For example,
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a full three-dimensional computational fluid dynamics (CFD) simulation would provide the desired accuracy.
However, it would be much too computationally expensive to use in a time domain simulation. Therefore,
it is necessary to determine a compromise between “fast” fundamental models and “slow” high-fidelity
models that optimizes accuracy and computational speed. For the propulsion model, a one-dimensional
representation of a scramjet is used in this first realization of the simulation framework. A three-dimensional
engine is being developed by Torrez et al.6,7 and will be used in the future. A scramjet operates by slowing
the incoming air to low supersonic speeds with a diffuser, adding heat to the flow, and then accelerating the
air through a supersonic nozzle. By maintaining supersonic flow speeds throughout the engine, the scramjet
can produce the necessary thrust to maintain hypersonic flight.
A. Vehicle Geometry
To perform six rigid body degree-of-freedom flight simulations, it is desirable to first create a generic, pa-
rameterized 3D vehicle geometry, as shown in Figure 3. It is assumed that the fuselage and cowling consist
of a series of convex polygonal surfaces. Additionally, the vehicle has up to six control surfaces, which are
modeled as flat trapezoidal plates.
Figure 3. Generic hypersonic vehicle model
The first step of this task is to define a set of geometric parameters. Next, these parameters are used to
calculate a series of 3D nodes that define the corners of each polygonal surface. Finally, the 3D nodes are
used to calculate important geometric information about the surfaces (surface area, unit normal, etc.).
1. Geometric Parameters
The geometric parameters of the vehicle fall into one of two categories: fuselage parameters and control
surface parameters. The user must define 11 parameters for the fuselage and four parameters per included
control surface. These parameters allow for a range of configurations that may be used in both flight stability
investigations and vehicle design.
Figure 4 shows a side view and a front view of a generic hypersonic vehicle fuselage, along with the
parameters used to define the geometry. The control surfaces are omitted for clarity. The parameters are
also listed and described in more detail in Table 1. Additionally, the table lists the values of these parameters
used in numerical studies discussed in subsequent sections.
The vehicle may have up to six control surfaces (two canards, two elevons, and two rudders). While each
of these pairs of surfaces may vary in appearance, the same set of parameters are used to define them. It
is assumed that each surface is a flat trapezoidal plate, where the root and tip chord directions are parallel
to each other. A generic control surface is presented in Figure 5 with the four parameters used to define it.
These parameters are also listed in greater detail in Table 2.
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Figure 4. Fuselage Geometric Parameters
Table 1. Fuselage Geometric Parameters
Parameter Description Value for Numerical Studies
Linlet Inlet length 12 m
τinlet Inlet turn angle 6◦
Leng Engine/cowling length 8 m
τeng Inlet to engine turn angle 6◦
Laft Lower aftbody length 10 m
τaft Engine to lower aftbody turn angle 15.82◦
Ltop Upper forebody length 20 m
τtop Upper forebody turn angle 3◦
wnose Width at nose 10 m
τtaper Side taper angle 0◦
hcowling Cowling height 1 m
Table 2. Control Surface Geometric Parameters
Parameter Description
croot Chord at control surface root
ctip Chord at control surface tip
s Control surface span
τsweep Leading edge sweep angle
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Figure 5. Control Surface Geometric Parameters
2. Surface Definition
Once the geometric parameters are set, they are used to define the individual surfaces that compose the
vehicle exterior. This is achieved by first calculating the locations of the corners of each surface and tabulating
them as a list of nodes. These nodes are expressed in a body-fixed reference frame, where the origin is placed
at the center of mass, as shown in Fig. 4. Then, each surface is represented as an ordered set of node
locations. Since most of the vehicle’s surfaces are quadrilaterals (e.g., the fuselage top and bottom, the
cowling surfaces, and the control surfaces), they are always expressed as a set of four nodes. If a surface has
more than four edges it is split into a series of convex quadrilaterals, like the fuselage side in Figure 4.
The final step in defining the geometry is calculating the area, centroid, and unit normal vector of each
surface of the vehicle. This information is particularly useful for determining the aerodynamic force and
moments on the vehicle. As an example, consider a surface with a constant pressure distribution. In the
context of hypersonic aerodynamics, this constant pressure distribution may be predicted using Newtonian
aerodynamics or 2D shock-expansion theory. The resultant force due the pressure is equal to the product of
the area and pressure, acts at the centroid of the surface, and is oriented parallel to the unit normal vector.
In this manner, the geometric analysis of the vehicle surfaces is a necessary component in characterizing the
overall vehicle flight dynamics.
B. 6-DOF Flight Dynamics Equations of Motion
The six degree-of-freedom equations of motion are derived using a Newtonian approach with the inertial,
flat-earth assumption. Both translational and rotational velocities are expressed in a body-fixed reference
frame, whose origin is located at the aircraft’s center of mass and its orientation along the vehicle’s principal
axes. This body-fixed frame is shown in Fig. 4. The translational and rotational accelerations are associated
with the resulting forces and moments as
m
−̇→





I · −̇→ω B +−→ω B × (I · −→ω B) =
−→
MB (2)
where m is the vehicle mass,
−→
VB is the body linear velocity vector, −→ωB is the body rotational velocity vector,
and I is the inertia matrix with respect to the vehicle’s center of mass. The external forces and moments
come from the gravitational, aerodynamic, and propulsive sources. For the remainder of this paper, it will
be convenient to express these equations in terms of their x, y, and z components. Stengel8 writes Eq. 1 as
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u̇ = (rv − qw) + FB,xm
v̇ = (pw − ru) + FB,ym
ẇ = (qu− pv) + FB,zm
(3)





where u, v, and w are the translational velocity components of
−→
V B ; p, q, and r are the angular velocity
components of −→ω B ; and Ixx, Iyy, and Izz are the principal mass moments of inertia associated with I. All
these quantities are expressed with respect to the body fixed reference system.
The attitude of the aircraft is expressed in terms of three Euler angles. The Euler angles will be sufficient
for this problem because it is assumed that aircraft pitch will remain below ±90◦. The Euler angle kinematics





 1 sinφ tan θ cosφ tan θ0 cosφ − sinφ









where φ, θ, and ψ are the roll, pitch and yaw Euler angles, respectively.
The position of the aircraft is given in terms of Earth-fixed inertial coordinates. The inertial position










where TEB is the body frame-to-Earth frame transformation matrix.
C. Aerodynamic Loads
In order to determine the forces and moments on the vehicle due to aerodynamic loads, an analytical
formulation of the pressure distribution over the vehicle is devised. The goal of the formulation here is to
calculate the pressures on all surfaces of the vehicle with minimal computational cost. There have been two
groups of work that inspired the development presented here. First, the work of Starkey and Lewis9 has
presented a method for predicting the pressure on the surface of irregularly shaped sharp-nosed geometries
in hypersonic flow by blending 2D shock/expansion and conical flow theories based on the local geometric
properties at a certain location. Nastase et al. subdivided the flow in different regions depending on the
influence of the incoming flow. They developed methods for finding the pressure distribution over rectangular
flat plates10 and delta wings11 based on the solution of potential flow differential equations. In what follows,
the relevant theories to this formulation are summarized and the application of the individual results are
described for the different surfaces of the vehicle, that is, front (top and bottom) and sides.
1. Relevant Supersonic Flow Theories
The two formulations that will provide key information for the construction of the 3D hypersonic flow
properties on finite flat plates are the 2D shock/expansion and Taylor-Maccoll equations. In the two-
dimensional vehicle representation, shock/expansion theory was used to find the pressures over each of the
vehicle surfaces (represented by lines in this 2D case). The implementation of these shock and expansion
equations is outlined in Ref. [3].
Supersonic flow around an axisymmetric body of revolution is governed by the Taylor-Maccoll equations,
which have as independent variables the post-shock flow velocity V ′ and cone angle θ.9
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The solutions to these equations were obtained using look-up tables12 in order to incur the least amount
of computational cost.
2. Front Surface
The surfaces on the top and bottom of the vehicle are considered first. The bottom front and bottom middle
surfaces will be the focus in the subsequent discussion. In reality on the hypersonic vehicle, the engine and
cowling will be located on the bottom middle surface, as shown in Fig. 4. However, the formulation is valid
for any situation where the flow passes through an expansion fan or shock from one surface to the next as
it travels downstream, so the presence of the engine is not relevant for the validation of this model.
Consider a rectangular flat plat, as shown in Fig. 6. Assume that the plate is oriented at an angle
with respect to the freestream flow direction such that a shock forms at the leading edge. If the plate was
infinitely wide, then no edge effects would be present. However, since the plate is of finite width, the flow
near the edges will be affected by the edges. In the middle of the surface, where no edge effects are present,
the flow behind the shock is effectively 2D. At some point along the span, edge effects will begin to be
felt. The basis of the formulation for this surface is to determine the regions in which the edge effects are
significant. Region A in Fig. 6 corresponds to the locations outside of the edge-affected areas on the surface.
The two-dimensional shock/expansion equations will be used to determine the flow properties there.
Figure 6. Flat plate edge-affected regions
Region B is the area where the edge effects will be significant. The boundaries between regions A and
B is determined using the Mach angle µ. In supersonic flow, the Mach angle is the maximum angle with







The corners of the surface can be thought of as disturbances in the flow. Thus, the information from the
corners can only propagate downstream at angle µ. Locations outside of the Mach angle are not affected
by the edges, so this angle defines the boundary between regions A and B. To find the pressure on the
longitudinal edges of the plates, conical flow is used. This approximation treats the sides as if they form a
cone with the cone angle equaling the bottom front surface angle τlower (or top front angle τupper for the
top surface), as shown in Fig. 4. Then, the Taylor-Maccoll equations are used with this cone angle and
freestream Mach number as inputs.
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To account for the pressures in the edge-affected regions, consider Fig. 7, which shows a CFD solution
for the spanwise pressure distribution at a location halfway down the bottom front surface. The pressure
in the middle of the surface is constant, corresponding to Region A in Fig. 6. In the edge-affected areas,
the pressure decreases in a nearly linear manner to the boundary pressure. Thus, to find the pressures in
the edge-affected regions, the pressure will be linearly interpolated from the boundary pressure to the 2D
pressure from the middle of the surface.
Figure 7. CFD spanwise pressure distribution, M = 8, h = 85, 000 ft, α = β = 0◦
The results obtained from the front surface formulation have been compared with Euler CFD solutions.
All CFD runs were conducted using Metacomp’s CFD++ Version 6.5.1.13 Unstructured grids were generated
using both ANSYS ICEM CFD14 and Fluent’s Gambit,15 depending on the specific case. For the front and
middle surface tests, a grid of just over 1.6 million cells was used. A grid with approximately four times
the number of cells changed the resultant force by under 1%, showing that the solution is independent of
the grid. Note that, for these trials, the bottom front surface was made to be rectangular, though it could
have been made any trapezoidal shape. The trial parameters are displayed in Table 3; note that ψF is the
front surface flow turning angle due to both flow conditions and vehicle geometry. In this particular case,
the wedge angle is 6◦.
Table 3. CFD trial parameters (85, 000 ft level flight)
Trial M α β ψF
1 8 0 0 6.00◦
2 8 −3 0 3.00◦
3 8 0 3 5.99◦
4 8 3 3 8.98◦
5 8 10 0 16.0◦
6 6 0 0 6.00◦
7 10 0 0 6.00◦
The resultant force and moment on the surface are shown in Tables 4. In addition to the values calculated
using the front surface formulation, the forces and moments calculated using only the 2D shock/expansion
values have been included as well, labelled as “2D.” The percent errors are with respect to the CFD solution.
The front surface formulation agrees well with the CFD results, differing by a maximum of 1.66% in
force and 1.63% in moment in the trials tested. The strictly 2D formulation has a higher maximum error of
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Table 4. Front surface percent error
Trial Force Moment
Formulation 2D Formulation 2D
1 1.07 3.64 1.28 4.35
2 0.28 2.24 0.36 2.93
3 0.65 3.20 0.81 3.87
4 1.66 4.20 1.63 4.92
5 3.30 5.84 3.70 7.06
6 0.74 3.95 1.08 5.11
7 1.49 3.60 1.60 4.10
Average 2.49 3.09
Improvement
4.20% in force and 5.11% in moment. Figures 8 and 9 show more qualitative comparisons of the pressure
distributions. Fig. 8 shows the spanwise pressure distribution at the trailing edge of the bottom front surface
for two separate cases. Fig. 9 shows the pressure contour plot of the bottom front surface obtained from
the proposed formulation as well as CFD solution. These two figures show that the zone of influence of the
edge effects has been captured accurately by the formulation; also, the pressures agree closely across the
span of the surface. Furthermore, to investigate the accuracy of the proposed formulation on an expansion
fan surface, a case was run with α = 10◦ and β = 3◦, and, for the top front surface, ψF = −6.99◦. The
formulation’s prediction of resultant force differed with the CFD’s prediction by under 1%.
(a) α = β = 0◦ (b) α = β = 3◦
Figure 8. Spanwise pressure distribution for M = 8 at the trailing edge of the bottom front surface
3. Downstream Surfaces
The pressure distribution on subsequent downstream surfaces is found in much the same way. The 2D
pressures from the center of the surface and the boundary conditions on the edge of the surface are passed
through an expansion fan. These new values are used for the downstream surface, and the edge-affected
region pressures are found again by linear interpolation. Fig. 10 shows the regions on two subsequent surfaces
where the 2D shock/expansion values are used as well as the regions of linear interpolation. Note that an
expansion fan occurs at the boundary between the surfaces.
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(a) Formulation (b) CFD
Figure 9. Front surface pressure contour plots, M = 8, α = β = 0◦
Figure 10. Surface Formulation Diagram
Table 5 shows the force and moment results for the bottom middle surface; the trials have the same
parameters as in Table 3.
The errors from the formulation remain approximately the same as for the front surface, while the strictly
2D errors increased to over 5%.
Fig. 11 shows the spanwise pressure distribution at the trailing edge of the bottom middle surface, while
Fig. 12 compares the CFD and formulation pressure contours. As in the front surface, the zone of influence
of edge effects is captured well. However, additional edge effects are present on both sides of Fig. 11(a) and
on the right side of Fig. 11(b) (note that, in that figure, the sideslip component of the flow is traveling from
right to left). After decreasing from the center 2D pressure, the pressure rises just before the boundary,
a phenomenon not captured in the formulation. However, as shown in Table 5, this does not lead to
significant error in the calculated forces and moments. Since the goal of this research is to devise a simplified
aerodynamic model as discussed before, these effects will be neglected.
4. Side Surfaces
To find the pressures on the side surfaces, the angle of incidence ψs between the freestream flow and side
surfaces, as shown in Fig. 13, is calculated. On the shock side, when ψs results in the flow turning into itself
(positive ψs), the Taylor-Maccoll equations are used to find the pressure on the surface. On the shadow side,
when ψs results in the flow turning away from itself (negative ψs), the expansion fan equation is used. Note
that, if τtaper in Fig. 4 is greater than 0◦, it is possible that vehicle flight conditions will result in the flow
turning into itself on each side. Then, the Taylor-Maccoll equations are used on both side surfaces with the
respective values of ψs on each side.
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Table 5. Middle surface percent error
Trial Force Moment
Formulation 2D Formulation 2D
1 1.57 7.32 1.65 7.38
2 −1.10 3.48 −0.91 3.43
3 0.30 5.97 0.35 6.01
4 1.93 8.61 2.29 8.68
5 4.77 13.2 4.93 13.5
6 1.66 9.10 1.70 9.18
7 0.47 5.19 0.59 5.30
Average 5.44 5.42
Improvement
(a) α = β = 0◦ (b) α = β = 3◦
Figure 11. Spanwise pressure distribution for M = 8 at the trailing edge of the bottom middle surface
(a) Formulation (b) CFD
Figure 12. Middle surface pressure contour plots, M = 8, α = β = 0◦
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Figure 13. ψs definition
To test the side surface formulation, in addition to the geometry with rectangular top and bottom surfaces
described in Section II.A.1, a hypersonic vehicle geometry was constructed such that τtaper = 45◦. This angle
value was chosen because it is in the upper range of values of τtaper that would be expected to be seen on
a hypersonic vehicle. Thus, the two τtaper values are at or near the extremes of that portion of the design
space. A CFD mesh with just over 8 million grid points was used for this new configuration. A mesh with
over twice as many grid points changed the resultant force on the surface by under 1%, showing that the
solution is independent of the grid. Tables 7(a) and 7(b) show the percentage difference between the side
surface formulation and the CFD solutions. The trials correspond to those in Tables 6(a) and 6(b). For the
cases with sideslip present, results from each of the side surfaces are presented; in the trial number, S stands
for the shock side surface and E for the shadow side, which may have either an expansion or a weaker shock
depending on the sign of ψs, as described previously.
Table 6. CFD trial parameters (85, 000 ft level flight)
(a) τtaper = 45◦
Trial M α β ψs
A1 8 0 0 0
A2 8 0 1.5 ±1.06
A3 8 0 3 ±2.12
A4 8 3 0 2.12
A5 8 5 0 3.53
A6 8 3 3 4.24/− 0.003
A7 8 5 3 5.66/1.41
A8 8 10 0 7.05
A9 8 10 3 9.18/4.91
(b) τtaper = 0◦
Trial M α β ψs
B1 8 0 3 ±3
B2 8 2 1 ±1
B3 8 3 3 ±3
B4 8 5 1.5 ±1.5
B5 8 5 3 ±3
B6 8 10 3 ±3
Table 7(a) shows generally good agreement between the calculated forces and moments and CFD results
for the shock side, with most errors under 10% and a maximum force error of 12.9% for Trial A8. The
expansion side errors are larger, up to 25.5% for the force in Trial A7. However, the pressure values themselves
on the expansion sides are less than those on the shock sides. For example, in Trial A7, the expansion side
pressure from the CFD results is 13.4 kPa, while the shock side has a much higher value of 31.5 kPa. Thus,
a larger percent error on the expansion side will have less effect on vehicle dynamics than a similar error on
the shock side due to the absolute magnitude of the pressure values.
For the trials having τtaper = 0◦, the errors on the shock side are generally under 10%, other than Trial
B4. As with the results for τtaper = 45◦, the expansion side errors are higher. In the same way as for the
τtaper = 45◦ trials, these errors will have a relatively small effect on vehicle dynamics when compared to the
shock side. Fig. 14 shows the pressure distribution at the indicated cut; note that the bottom of the vehicle
corresponds to the left side of the plot.
12 of 19
American Institute of Aeronautics and Astronautics
Table 7. Side surface percent error






























(a) Trial A1 (b) Trial B1S
Figure 14. Side surface pressure distribution at indicated cut, M = 8
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D. Propulsion
For this simulation, the scramjet model uses one-dimensional flow equations, as developed by Bolender and
Doman.1 A schematic of the scramjet is shown in Figure 15. Note that, in the equations which follow, the
subscripts refer to the zones shown in the same figure.
Figure 15. Scramjet diagram
It is assumed that the incoming air passes through a single oblique shock to align the flow with the
engine. The first stage of the engine is an isentropic diffuser, which is represented by the isentropic mass
continuity as [















where M1 is the pre-diffuser Mach number, M2 is the post-diffuser/pre-combustor Mach number, and Ad is
the diffuser area ratio. The combustor is treated as a constant area, frictionless duct with heat addition.







where T02 and T03 are the respective pre- and post-combustor total temperatures, cp is the specific heat
capacity of air, Hf is the lower heating value of the fuel, ηc is the combustor efficiency, fst is the stoichiometric
fuel-to-air mass ratio, and Φ is the fuel equivalence ratio. Using the total temperature change, the post-
combustor Mach number M3 of the flow is given by
M23
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Using the pre- and post-combustor Mach numbers, the post-combustor pressure and temperature are deter-











(1 + γM21 )
2 (14)
where p2 and T2 are the pressure and temperature before combustion, and p3 and T3 are the pressure and
temperature after combustion, respectively.
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The final stage of the engine is an isentropic supersonic nozzle. Since it is assumed to be isentropic, it is
also governed by Eq. 10. However, M1 is replaced by M3, M2 is replaced by the engine exit Mach number
Me, and Ad is replaced by the nozzle area ratio, An.
Finally, using momentum mechanics, the thrust T is determined by
T = ṁa [(1 + f)Ve − V∞] + (pe − p∞)Ae − (p1 − p∞)A1 (15)
where ṁa is the engine inflow mass flow rate, f is the fuel-air ratio, Ve is the flow’s exit velocity, V∞ is the
vehicle free stream velocity, Pe is the exit pressure, P∞ is the free stream air pressure, Ae is the engine exit
area, and A1 is the engine inlet area.
III. Numerical Results from Flight Dynamics Analysis
Using the 3D aerodynamic and propulsive models developed thus far, it is now possible to characterize
the flight dynamics of the aircraft. This task first requires that the aircraft be trimmed at a desired flight
condition. Then, the flight dynamics can be linearized about the trimmed state. Linearizing the flight
dynamics provides valuable insight regarding the stability and controllability of the aircraft.
The first step of this analysis is to compare this model with an existing hypersonic vehicle code. For
this study, and 2D hypersonic vehicle code was provided by the Air Force Research Laboratory (AFRL).1
Comparing the trim and linearization results of the 3D formulation (constrained to longitudinal flight) and
the 2D AFRL one serves to verify the basic code implementation. A similar dynamic analysis is performed
on the generic hypersonic vehicle configuration in 3D flight.
A. Comparison with 2D Model
To verify the 3D code, the vehicle is constrained to longitudinal flight, and its results are compared with
those of the existing AFRL code. The geometric parameters of the vehicle are set to match those used by
Bolender and Doman.1 The aircraft is then trimmed for Mach 8, steady-level flight at an altitude of 85,000
feet. The trimmed state and input variables used for both codes are presented in Table 8.
Table 8. Longitudinal Trim Conditions
State Value
V 7847 ft/s







The rigid body flight dynamics are then linearized about the trim states. The eigenvalues of the system
using the 2D code are given in Table 9, and the eigenvalues using the 3D code are given in Table 10.
Additionally, the eigenvectors for the system are presented in Tables 11 (2D code) and 12 (3D code).
There is strong agreement between the 2D and 3D linearization results for the short period and altitude
modes. However, there is noticeable discrepancy between the real component of the phugoid mode eigenvalues
(∼13%). This variation causes a shift in the phugoid mode damping ratio, while minimally impacting its
natural frequency. It was determined through variation of model parameters (vehicle mass, gravitational
acceleration, etc.) that the real part of the phugoid eigenvalue is very sensitive to small changes in the flight
dynamics model. Therefore, the discrepancy between phugoid mode eigenvalues is due to slight differences
between the 2D AFRL code and the present 3D code.
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Table 9. Eigenvalues of Linearized System (2D Model)
Eigenvalue Damping Ratio Natural Frequency (rad/s) Mode
4.70 −1.00 4.70 Short Period
−4.82 1.00 4.82 Short Period
−1.04× 10−5 ± 3.92× 10−2j 2.65× 10−4 3.92× 10−2 Phugoid
−1.84× 10−3 1.00 1.84× 10−3 Altitude
Table 10. Eigenvalues of Linearized System (3D Model)
Eigenvalue Damping Ratio Natural Frequency (rad/s) Mode
4.70 −1.00 4.70 Short Period
−4.82 1.00 4.82 Short Period
−9.20× 10−6 ± 3.91× 10−2j 2.35× 10−4 3.91× 102 Phugoid
−1.84× 10−3 1.00 1.84× 10−3 Altitude
Table 11. Eigenvectors of Linearized System (2D Model)
State Short Period Short Period Phugoid Altitude
V 4.75× 10−1 −4.79× 10−1 −4.06× 10−3 ± 1.02× 10−4j 3.02× 10−1
h (−zE) −8.74× 10−1 −8.72× 10−1 1.00 9.53× 10−1
α −2.02× 10−2 −2.12× 10−2 5.73× 10−9 ± 2.23× 10−10j −3.36× 10−7
θ −2.07× 10−2 −2.06× 10−2 4.40× 10−9 ± 4.99× 10−6j −5.59× 10−7
q −9.73× 10−2 9.96× 10−2 −1.95× 10−7 ± 1.21× 10−10j 1.03× 10−9
Table 12. Eigenvectors of Linearized System (3D Model)
State Short Period Short Period Phugoid Altitude
V 4.75× 10−1 −4.79× 10−1 −4.07× 10−3 ± 8.28× 10−5j 3.01× 10−1
h (−zE) −8.74× 10−1 −8.71× 10−1 1.00 9.54× 10−1
α −2.02× 10−2 −2.12× 10−2 6.37× 10−9 ± 2.45× 10−10j −3.35× 10−7
θ −2.07× 10−2 −2.06× 10−2 5.12× 10−9 ± 4.99× 10−6j −5.58× 10−7
q −9.73× 10−2 9.96× 10−2 −1.95× 10−7 ± 1.58× 10−10j 1.03× 10−9
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B. 3D Analysis
Next, the trim and linearization procedure is applied to 3D flight. The values of the vehicle geometric
parameters used for this analysis are given in Table 1. Additionally, the mass properties of the vehicle,
expressed in the body-fixed reference system, are given in Table 13. The center of mass of the vehicle is
assumed to be at a location 60% of the vehicle length down from the nose. Again, the vehicle is trimmed for
Mach 8, steady-level flight at an altitude of 85,000 feet. The trimmed state and input variables are given in
Table 14. Note that ψ, xE , and yE are not included because they do not contribute to the vehicle dynamics
directly.
Table 13. Vehicle Mass Properties
Property Value
m 9.68× 104 kg
Ixx 8.03× 105 kg·m2
Iyy 4.02× 106 kg·m2
Izz 6.02× 106 kg·m2
Table 14. 3D Steady-Level Flight Trim
State Value
V 7847 ft/s











The 3D flight dynamics are then linearized about this trim state. The eigenvalues and eigenvectors of the
linear system are given in Tables 15 and 16. Sets of eigenvalues are assigned to the classical flight dynamics
modes (phugoid, Dutch-roll, etc.). These assignments are chosen qualitatively and may not exactly match
the standard behavior of the classical modes.
The fastest flight mode of the vehicle is an unstable short period mode. Additionally, there is a stable
phugoid mode that is strongly coupled with the stable altitude mode. The lateral dynamics feature an
unstable oscillatory mode (Dutch-roll), a stable exponential mode (roll), and a very slow stable exponential
mode (spiral). From these results, it is apparent that stabilizing feedback control will be required to maintain
steady-level flight both longitudinally and laterally.
IV. Concluding Remarks
This paper presents a three-dimensional hypersonic vehicle simulation framework in which controllability
aspects of the vehicle can be assessed for configuration tradeoffs as well as to evaluate control designs. In
its first implementation, the framework accounts for the six rigid-body degrees of freedom, parametrized
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Table 15. Eigenvalues of Linearized System
Eigenvalue Damping Ratio Natural Frequency (rad/s) Mode
5.46 −1.00 5.46 Short Period
−5.60 1.00 5.60 Short Period
−7.34× 10−6 ± 0.0392j 1.87× 10−4 0.0392 Phugoid
−1.31× 10−3 1.00 1.31× 10−3 Altitude
5.44× 10−3 ± 1.07j −5.10× 10−3 1.07 Dutch Roll
−1.32× 10−3 1.00 1.32× 10−3 Roll
−1.85× 10−15 1.00 −1.85× 10−15 Spiral
Table 16. Eigenvectors of Linearized System
State Short Period Short Period Phugoid Altitude
u 1.90× 10−2 1.39× 10−2 4.07× 10−3 ± 5.92× 10−5j −2.81× 10−1
v −2.12× 10−11 −2.03× 10−11 2.02× 10−13 ± 6.80× 10−13j −1.72× 10−7
w −0.999 −0.999 6.82× 10−5 ± 2.76× 10−6j −3.73× 10−2
p −1.35× 10−12 1.32× 10−12 3.81× 10−15 ± 7.95× 10−14j −2.11× 10−8
q −2.34× 10−3 2.28× 10−3 6.43× 10−7 ± 2.62× 10−10j −1.18× 10−9
r 2.62× 10−14 −2.57× 10−14 −8.20× 10−15 ± 1.69× 10−15j 6.18× 10−8
φ −2.47× 10−13 −2.35× 10−13 −2.02× 10−12 ± 9.33× 10−14j 1.53× 10−5
θ −4.29× 10−4 −4.08× 10−4 3.60× 10−9 ± 1.64× 10−5j 9.02× 10−7
h (−zE) 4.57× 10−3 4.35× 10−3 −1.00 0.960
State Dutch Roll Roll Spiral
u 3.52× 10−10 ± 4.15× 10−10j 8.47× 10−7 −3.58× 10−15
v 1.00 −1.13× 10−2 −7.43× 10−15
w −2.19× 10−8 ± 1.30× 10−10j 1.15× 10−8 −4.39× 10−17
p −7.74× 10−7 ± 1.52× 10−4j −1.39× 10−3 −6.70× 10−5
q −1.44× 10−12 ± 9.76× 10−12j 3.48× 10−15 1.48× 10−19
r 2.26× 10−6 ± 4.43× 10−4j 4.05× 103 4.07× 10−3
φ 1.35× 10−4 ± 1.38× 10−6j 0.999 1.00
θ −9.16× 10−12 ± 1.31× 10−12j −2.63× 10−12 −7.82× 10−19
h (−zE) −3.05× 10−9 ± 4.80× 10−11j −2.92× 10−6 2.44× 10−13
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geometry definition with multiple control surfaces, 3D steady aerodynamics, and a simplified 1D scramjet
model. The new aerodynamic formulation showed good agreement with the CFD results for the top and
bottom surfaces of the vehicle for most of the trials conducted. Pressure in the center region of the surfaces
was shown to be effectively found by using the two-dimensional shock/expansion equations, while the Mach
angle provided the boundary for the edge effects. The side formulation showed good agreement with the
CFD data on the shock side for all trials, though the errors on the shadow side were higher in some instances.
The inclusion of these formulations into the six-degree-of-freedom hypersonic vehicle model provides more
insight into vehicle flight dynamics than to simply use two-dimensional shock/expansion values over the
entire surface. When implemented in a flight dynamics framework, the aerodynamic and propulsion models
yielded qualitatively similar longitudinal stability properties as found in existing models. Additionally, the
lateral flight dynamics were analyzed and shown to be unstable. The analysis tools developed for this study
will support the design of hypersonic flight control systems, as well as to perform 3D vehicle configuration
studies. Future enhancements include an improved 3D scramjet model; unsteady, viscous aerodynamics
effects along with body/control surface shock interactions; and elastic structures under thermal effects.
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