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1. Introduction
Let Ω be a bounded domain in Rn with smooth boundary Γ . It is assumed that Γ consists of two parts Γ1 and Γ2
(Γ = Γ1 ∪ Γ2) with Γ2 = ∅, Γ 1 ∩ Γ 2 = ∅. Deﬁne
Au = −div A(x)∇u for u ∈ H1(Ω) (1.1)
where A(x) = (aij(x)) are symmetric, positive for each x ∈ Ω .
We consider the stabilization of the wave equation with variable coeﬃcients in the principal part and a delay in the
dissipative boundary feedback control:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
utt + Au = 0, (x, t) ∈ Ω × (0,+∞),
u(x, t)|Γ2 = 0, t ∈ (0,+∞),
∂u(x, t)
∂νA
∣∣∣
Γ1
= −μ1ut(x, t) − μ2ut(x, t − τ ), t ∈ (0,+∞),
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω,
ut(x, t − τ ) = f0(x, t − τ ), (x, t) ∈ Γ1 × [0, τ ]
(1.2)
where ∂u(x,t)
∂νA =
∑n
i=1 νi ∂u∂xi and ν = (ν1, . . . , νn) is the outside normal of the boundary Γ . Moreover, τ > 0 is a time delay,
μ1 and μ2 are positive real numbers, and the initial data (u0,u1, f0) belong to a suitable space.
The coeﬃcients matrices A(x) in the problem (1.2) are given by materials in application. If A(x) is a constant matrix for
all x ∈ Ω , the system (1.2) is said to be a constant coeﬃcient problem which has been studied by [6–8,18,21], and many
authors.
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methods which are powerful to cope with variable coeﬃcients. These methods were introduced by [23] for the control-
lability of the wave equation with variable coeﬃcients and were extended in [1–3,9,11,17,19,20,24–28] and many others.
For a survey on the differential geometric methods, see [10]. Here we shall combine the papers [18] and [23] to use the
multiplier identities to derive some decay estimates of the energy for the variable coeﬃcients problem (1.2). The key is to
use multipliers identities of the geometric version.
It is well known that if μ2 = 0, that is, in absence of delay, the energy of problem (1.2) is exponentially decaying to zero.
See for instance [4,5,12–16]. On the contrary, if μ1 = 0, that is, there exits only the delay part in the boundary condition on
Γ1, the system (1.2) becomes unstable. See, for instance [8]. It is also shown in [21] in one-dimension that if μ1 < μ2, the
system is unstable and if μ1 = μ2, some instabilities may occur. As in [18], we assume that
μ2 < μ1. (1.3)
Deﬁne the energy of the system (1.2) by
E(t) = 1
2
∫
Ω
(
u2t +
n∑
i j=1
aij(x)uxi (x)ux j (x)
)
dx+ ξ
1∫
0
∫
Γ1
u2t (x, t − ρτ)dΓ dρ (1.4)
where both ξ and τ are positive constants satisfying
τμ2 < 2ξ < τ(2μ1 − μ2). (1.5)
We deﬁne
g = A−1(x) for x ∈ Ω (1.6)
as a Riemannian metric on Ω and consider the couple (Ω, g) as a Riemannian manifold. Let D denote the Levi-Civita
connection of the metric g . For each x ∈ Ω , the metric g introduces an inner product on Rnx by
〈X, Y 〉g =
〈
A−1(x)X, Y
〉
, |X |2g = 〈X, X〉g, X, Y ∈Rnx
where 〈·,·〉 denotes the standard metric of the Euclidean space Rn . For the variable coeﬃcients, the main assumption is:
Assumption (A). There exist a vector ﬁeld H on Ω and a constant ρ0 > 0 such that
DH(X, X) ρ0|X |2g for X ∈Rnx, x ∈ Ω. (1.7)
The main result of this paper is the following:
Theorem 1.1. Let Assumption (A) hold true such that
〈H, ν〉 0 for x ∈ Γ2 (1.8)
where ν is the outside normal of the boundary Γ . Then there exist constants C1,C2 > 0, such that
E(t) C1e−C2t E(0), t  0. (1.9)
Assumption (A) was ﬁrstly introduced by [23] for the controllability of the wave equation with variable coeﬃcients.
This condition was also useful for the controllability and the stabilization of the quasilinear wave equation in [26,25,28],
and for the Cauchy problem with localized damping near inﬁnity in [27]. One of the advantages of Assumption (A) is that
its existence is checkable by the curvature of the metric g , see Theorem 1.2 in [27]. There are a number of methods and
examples in [23] to ﬁnd out a vector ﬁeld H that satisﬁes Assumption (A).
2. Proof of Theorem 1.1
In this section we work on Ω with two metrics at the same time, the standard dot metric 〈·,·〉 and the Riemannian
metric g = 〈·,·〉g given by (1.6).
If f ∈ C1(Rn), we deﬁne the gradient ∇g f of f in the Riemannian metric g , via the Riesz representation theorem, by
X( f ) = 〈∇g f , X〉g, (2.1)
where X is any vector ﬁeld on (Ω, g). The following lemma provides further relations between the two metrics, see [23],
Lemma 2.1.
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(a)
〈
H(x), A(x)X(x)
〉
g =
〈
H(x), X(x)
〉
, x ∈Rn; (2.2)
(b) ∇g f =
n∑
i=1
(
n∑
j=1
aij(x) fx j
)
∂
∂xi
= A(x)∇ f , x ∈Rn, (2.3)
where ∇ f is the gradient of f in the standard metric;
(c) ∇g f (h) = 〈∇g f ,∇gh〉g =
〈∇ f , A(x)∇h〉, x ∈Rn, (2.4)
where the matrix A(x) is given in the formula (1.1).
To prove Theorem 1.1, we still need several lemmas further. Let
H1Γ2 (Ω) =
{
u ∈ H1(Ω) ∣∣ u|Γ2 = 0}, E0(t) = 12
∫
Ω
(
u2t + |∇gu|2g
)
dx. (2.5)
Lemma 2.2. Suppose that the condition (1.5) holds true. Let u(x, t) be the solution of system (1.2) such that the initial value
(u0(·),u1(·), f0(·,− · τ )) satisfying E(0) < ∞. Then there exits constant C > 0 such that
E(S) − E(T ) C
T∫
S
∫
Γ1
(
ut(x, t) + u2t (x, t − τ )
)
dΓ dt (2.6)
where T  S  0. The assertion (2.6) implies that E(t) is decreasing.
Proof. Differentiating (1.4), we obtain
E ′(t) =
∫
Ω
(ututt + ∇gu · ∇ut)dx+ 2ξ
∫
Γ1
utt(x, t − ρτ)ut(x, t − ρτ)dΓ.
Applying Green’s formula, referring to the fact that
ut(x, t − ρτ) = − 1
τ
uρ(x, t − ρτ), utt(x, t − ρτ) = 1
τ 2
uρρ(x, t − ρτ)
and by integrating by parts, we arrive at
E ′(t) =
∫
Γ1
[(−μ1u2t (x, t) − μ2ut(x, t)ut(x, t − τ ))+ ξτ
(
u2t (x, t) − u2t (x, t − τ )
)]
dΓ. (2.7)
It follows from (2.7) that
E ′(t)−C
∫
Γ1
(
ut(x, t) + u2t (x, t − τ )
)
dΓ (2.8)
where
C = min
{
ξ
τ
− μ2
2
, μ1 − μ2
2
− ξ
τ
}
.
Then the inequality (2.6) follows directly from integrating from S to T . 
From [23], we have the following identities:
Lemma 2.3. Suppose that u(x, t) solves equation utt + Au = 0 for (x, t) ∈ Ω × (0,+∞) and that H is a vector ﬁeld deﬁned on Ω.
Then
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S
dt
∫
Γ
∂u
∂νA
H(u)dΓ + 1
2
T∫
S
dt
∫
Γ
(
u2t − |∇gu|2g
)H · ν dΓ
= (ut ,H(u))∣∣TS +
T∫
S
dt
∫
Ω
DgH(∇gu,∇gu)dx+ 1
2
T∫
S
dt
∫
Ω
(
u2t − |∇gu|2g
)
div0 Hdx (2.9)
where div0 H is the divergence of H of the standard metric of Rn.
Moreover, assume that P ∈ C1(Ω). Then
T∫
S
dt
∫
Ω
(
u2t − |∇gu|2g
)
P dx = (ut ,uP )|TS +
1
2
T∫
S
dt
∫
Ω
∇g P
(
u2
)
dx−
T∫
S
dt
∫
Γ
∂u
∂νA
dΓ (2.10)
where T  S  0.
Using Lemma 7.2 of [22], we have
Lemma 2.4. Let ε > 0 be given small. Let u solve the problem (1.2). Then
T−ε∫
ε
∫
Γ1
|Y |2g dΓ dt  CT ,ε
{ T∫
0
∫
Γ1
((
∂u
∂νA
)2
+ u2t
)
dΓ dt + ‖u‖H1/2+ε(Ω×(0,T ))
}
(2.11)
where Y is deﬁned by
Y = ∇gu − ∂u
∂νA
νA
|νA|2g
for x ∈ Γ. (2.12)
The following is the observability inequality for our stabilization problem.
Lemma 2.5. Suppose that the conditions (1.7) and (1.8) hold true. Let u(x, t) be a solution of the system (1.2). Then there exits a time
T0 > 0 such that, for T > T0 and any ε(0 < ε < 12 ), there exits a positive constant CT ,ε for which
E0(0) CT ,ε
{ T∫
0
∫
Γ1
((
∂u
∂νA
)2
+ u2t
)
dΓ dt + ‖u‖H1/2+ε(Ω×(0,T ))
}
(2.13)
where E0(t) is given in (2.5).
Proof. Set
H = H, P = 1
2
(div0 H − ρ0), S = ε
and replace T with T − ε. Substituting the identity (2.10) into the identity (2.9), for T > 2ε we have
ΠΓ =
(
ut , H(u) + Pu
)∣∣T−ε
ε
+ ρ0
2
T−ε∫
ε
E0(t)dt +
T−ε∫
ε
dt
∫
Ω
(
DgH(∇gu,∇gu) − ρ0|∇gu|2g +
1
2
∇g P
(
u2
))
dx (2.14)
where
ΠΓ =
T−ε∫
ε
dt
∫
Γ
∂u
∂νA
(
H(u) + uP)dΓ + 1
2
T−ε∫
ε
dt
∫
Γ
(
u2t − |∇gu|2g
)
H · ν dΓ. (2.15)
We decompose ΠΓ as
ΠΓ = ΠΓ1 + ΠΓ2 .
Since u|Γ2 = 0, by the formula (2.12), we obtain Y |Γ2 = 0, that is,
∇gu = ∂u
∂ν
νA
|ν |2 for x ∈ Γ2. (2.16)A A g
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H(u) = 〈H,∇gu〉g = ∂u
∂νA
H · ν
|νA|2g
for x ∈ Γ2. (2.17)
Using the formulas (2.16) and (2.17) in the formula (2.15) on the portion Γ2, we obtain
ΠΓ2 =
1
2
T−ε∫
ε
dt
∫
Γ2
(
∂u
∂νA
)2 H · ν
|νA|2g
dΓ  0. (2.18)
On the portion Γ1 we estimate ΠΓ1 as follows. By the inequality (2.11), we have
ΠΓ1  C
T−ε∫
ε
dt
∫
Γ1
((
∂u
∂νA
)2
+ u2t
)
dΓ + C
T−ε∫
ε
dt
∫
Γ1
(
u2 + |∇gu|2g
)
dΓ
 CT ,ε
{ T∫
0
dt
∫
Γ1
((
∂u
∂νA
)2
+ u2t
)
dΓ + ‖u‖H1/2+ε(Ω×(0,T ))
}
. (2.19)
Substituting (2.15)–(2.19) into (2.14) by (1.7), we obtain
T−ε∫
ε
E0(t)dt  CT ,ε
{ T∫
0
dt
∫
Γ1
((
∂u
∂νA
)2
+ u2t
)
dΓ + ‖u‖H1/2+ε(Ω×(0,T ))
}
+ C(E0(ε) + E0(T − ε)). (2.20)
Let C > 0 be given in the estimate (2.20). We have
E0(0) + C
(
E0(ε) + E0(T − ε)
)
=
2C+ε+1∫
ε
E0(t)dt +
2C+ε+1∫
ε
(
E0(0) − E0(t)
)
dt + C(E0(ε) − E0(0))+ C(E0(T − ε) − E0(0))
=
2C+ε+1∫
ε
E0(t)dt −
2C+ε+1∫
ε
dt
t∫
0
dρ
∫
Γ1
ut(x,ρ)
∂u(x,ρ)
∂νA
dΓ + C
ε∫
0
dt
∫
Γ1
ut
∂u
∂νA
dΓ + C
T−ε∫
0
dt
∫
Γ1
ut
∂u
∂νA
dΓ

2C+ε+1∫
ε
E0(t)dt +
(
C + 1
2
) 2C+ε+1∫
0
dt
∫
Γ1
((
∂u
∂νA
)2
+ u2t
)
dΓ + C
T−ε∫
0
dt
∫
Γ1
((
∂u
∂νA
)2
+ u2t
)
dΓ. (2.21)
Let T0 = 2C + 2 > 2C + 2ε + 1 and T > T0. By (2.20) and (2.21) we obtain (2.13). 
Lemma 2.6. Suppose that all assumptions in Theorem 1.1 hold true. Let u(x, t) be a solution of the system (1.2). Then there exists a
time T such that for all times T > T , there exists a positive constant CT for which
E(0) CT
T∫
0
∫
Γ1
(
u2t (x, t) + u2t (x, t − τ )
)
dΓ dt (2.22)
for any regular solution u of the problem (1.2).
Proof. Let T0 > 0 be given by Lemma 2.5. Using the boundary feedback on Γ1 of the problem (1.2) in the estimate (2.13),
we have
E0(0) CT ,ε
{ T∫
0
∫
Γ1
(
u2t (x, t) + u2t (x, t − τ )
)
dΓ dt + ‖u‖H1/2+ε(Ω×(0,T ))
}
(2.23)
where CT > 0 is given in the estimate (2.13) for T > T0. It follows from (1.4) that
E(0) = E0(0) + ξ
τ
τ∫ ∫
u2t (x,ρ − τ )dΓ dρ. (2.24)0 Γ1
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E(0)
(
CT ,ε + ξ
τ
) T∫
0
∫
Γ1
(
u2t (x, t) + u2t (x, t − τ )
)
dΓ dt + CT ,ε‖u‖H1/2+ε(Ω×(0,T )). (2.25)
Next, we absorb the lower order term in the inequality (2.25) by a compactness-uniqueness argument as follows. Suppose
that (2.22) is not true. Then there exists a sequence {uk} of solutions of the problem (1.2) such that
‖uk‖H1/2+ε(Ω×(0,T )) = 1, (2.26)
Ek(0) n
T∫
0
∫
Γ1
(
u2kt(x, t) + u2kt(x, t − τ )
)
dΓ dt (2.27)
where Ek(t) are given by the formula (1.4) with u replaced by uk . From (2.25), we have
Ek(0)
(
CT ,ε + ξ
τ
) T∫
0
∫
Γ1
(
u2kt(x, t) + u2kt(x, t − τ )
)
dΓ dt + CT ,ε‖uk‖H1/2+ε(Ω×(0,T )). (2.28)
From (2.26)–(2.28), we have
Ek(0)
kCT ,ε
k − CT ,ε , (2.29)
T∫
0
∫
Γ1
(
u2kt(x, t) + u2kt(x, t − τ )
)
dΓ dt  CT ,ε
k − CT ,ε . (2.30)
From (2.29) and (2.30), it follows that the sequence {uk} is bounded in H1(Ω × (0, T )). Then there exists a subsequence
of {uk}, still denoted by {uk}, such that
uk → u0 strongly in H1/2+ε
(
Ω × (0, T )),
uk → u0 weakly in H1
(
Ω × (0, T ))
for some u0 ∈ H1(Ω × (0, T )). The conditions (2.26) imply that
‖u0‖H1/2+ε(Ω×(0,T )) = 1. (2.31)
By (1.2) and (2.30), we obtain u0 ∈ H1(Ω × (0, T )) which satisﬁes for (x, t) ∈ Ω × (0, T ),⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u0tt + Au0 = 0, (x, t) ∈ Ω × (0, T ),
u0|Γ2 = 0, u0t |Γ1 = 0, t ∈ (0, T ),
∂u0
∂νA
∣∣∣∣
Γ1
= 0, t ∈ (0, T ).
(2.32)
By the observability inequalities for the linear wave equation ([23], Theorem 1.1), the formulas (2.32) imply that
u0t = 0, Ω × (0, T ). (2.33)
Then u0 is a constant. Since u0|2 = 0 we have
u0 = 0, Ω × (0, T ) (2.34)
which contradicts the condition (2.31). 
Proof of Theorem 1.1. Let T > 0 be given by Lemma 2.6. Then it follows from (2.22) and (2.6) that, for T > T ,
E(0) CT
T∫
0
∫
Γ1
(
u2t (x, t) + u2t (x, t − τ )
)
dΓ dt  CT C−1
(
E(0) − E(T )). (2.35)
Then
E(T ) CT C
−1 − 1
CT C−1
E(0). (2.36)
The estimate (1.9) follows from the inequality (2.36). 
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