Abstract-Reverse engineering of genetic regulatory networks from time series microarray data are investigated. We propose a dynamic Bayesian networks (DBNs) modeling and a full Bayesian learning scheme. The proposed DBN directly models the continuous expression levels and also is associated with parameters that indicate the degree as well as the type of regulations. To learn the network from data, we proposed a reversible jump Markov chain Monte Carlo (RJMCMC) algorithm. The RJMCMC algorithm can provide not only more accurate inference results than the deterministic alternative algorithms but also an estimate of the a posteriori probabilities (APPs) of the network topology. The estimated APPs provide useful information on the confidence of the inferred results and can also be used for efficient Bayesian data integration. The proposed approach is tested on yeast cell cycle microarray data and the results are compared with the KEGG pathway map.
I. INTRODUCTION
In the cell of a living organism, there are thousands of genes interacting with each other at any given time to accomplish complicated biological tasks. Genetic regulatory networks (GRNs) are collections of gene-gene regulatory relations in a genome and are models that display causal relationships between gene activities. The system level view of gene functions provided by GRNs is of tremendous importance in understanding the underlying biological process of living organisms, providing new ideas for treating complicated diseases, and designing new drugs. Inevitably, uncovering GRNs has become a trend in recent biomedical researches [1] , [2] .
In this paper, we study signal processing solutions to the inference of GRNs based on microarray data. Microarray, a technology allowing measurements of mRNA expression levels of thousands of genes, provides first-hand information on genome wide molecular interactions and thus, it is logical to deduce that these data can be used to infer GRNs. Inference of GRNs based on microarray data is referred to as 'reverse engineering' [3] , as the microarray expression levels are the outcome of gene regulation. Mathematically, reverse engineering is a traditional inverse problem. The solution to the problem is, however, not trivial, as it is complicated by the enormously large scale of the unknowns in a rather small sample size. In addition, the inherent experimental defects, noisy readings, and many other factors play a role. These complexities call for heavy involvement of statistical signal processing, which, we foresee, will play an increasingly important role in this research.
The microarray data can be classified as from static or from time series experiments. In static experiments, snapshots of the expression of genes under different conditions are measured. In time series experiments, temporal molecular processes are measured. In particular, these time series data reflect the dynamics of gene activities in cell cycles. They are very important for understanding cellular aging (senescence) and programmed cell death (apoptosis), processes involved in the development of cancers, and other diseases associated with the aging process [4] . While building GRNs based on static microarray data is still of great interest and solutions based on probabilistic Boolean networks [5] , [6] , Bayesian networks [7] , [8] , [9] , and many others [10] have been proposed, the study of using time series data has drawn increasing attention [11] , [12] . Unlike the case of static experiments, extra attention is needed in modeling the time series experiments to account for temporal correlation. Such time series models can in turn complicate the inference, thus making the task of reverse engineering even more challenging than it already is.
In this paper, we apply dynamic Bayesian networks (DBNs) to model the time series microarray experiment and develop a full Bayesian solution for learning the networks. The use of DBNs is not foreign to the reverse engineering of GRNs. The framework of such usage was first proposed in [13] . Details of modeling and learning with DBNs were investigated first in [14] and then in [15] and the proposed frameworks were tested on yeast cell cycle data. However, the proposed DBNs only took discretized expression levels and quantization on the expression level has to be performed, which resulted in loss of information. Also, only the connectivity of genes were modeled and no estimate was provided on the degree as well as the types of regulation. In [16] and [17] , state-space model based DBNs were proposed, where hidden variables were allowed to account for factors that were not captured by the microarray experiments. Despite the elegance of such modeling and the proposed expectation-maximization and variational Bayes solutions, the learning requires unrealistically large amount of data, thus greatly limiting their application.
The DBN used in this paper is close to that in [18] , which models the continuous expression level and the degree of regulation. However, unlike in [18] , we target cases where only microarray data are available for network inference. Consequently, instead of assuming a nonlinear model based on B-spline as in [18] , a more conservative linear regulatory model is adopted here since, with very limited data, more complex models will greatly reduce the credibility of the inferred results. On the other hand, we are particularly interested in full Bayesian solutions for learning the networks, which can provide estimates on the a posteriori probabilities (APPs) of the inferred network topology. This type of solution is termed 'probabilistic' or 'soft' in signal processing and digital communications. This requirement separates the proposed solutions from most of the existing approaches such as step-wise search and simulated annealing based algorithms, all of which produce only point estimates of the networks and are considered as "hard" solutions. The advantage of soft solutions has been demonstrated in digital communications [19] . In the context of GRNs, the APPs from the soft solutions provide valuable measurements of confidence on inference, which is difficult with hard solutions. Moreover, they are necessary for Bayesian data integration. Here, we propose a soft solution based on reversible jump Markov chain Monte Carlo (RJMCMC) sampling. To combat the distortion due to small sample size, we impose an upper limit on the number of parents and carefully design the topology priors.
The rest of the paper is organized as follows: In section II, the issues on modeling the time series data with DBNs are discussed. The detailed model for gene regulation is also provided. In section III, tasks related to learning the networks are discussed and the Bayesian solution is derived. In section IV, the test results of the proposed approach on the simulated networks and yeast cell cycle data are provided. The paper concludes in V with remarks on future work.
II. Modeling with Dynamic Bayesian Networks
Like all graphical models, a DBN is a marriage of graphical and probabilistic theories. In particular, DBNs are a class of directed acyclic graphs (DAGs) that model probabilistic distributions of stochastic dynamic processes. DBNs enable easy factorization on joint distributions of dynamic processes into products of simpler conditional distributions according to the inherent Markov properties and thus greatly facilitate the task of inference. DBNs are shown to be a generalization of a wide range of popular models, which include hidden Markov models (HMMs) and Kalman filtering models or state-space models. They have been successfully applied in computer vision, speech processing, target tracking, and wireless communications. Refer to [20] for a comprehensive discussion on DBNs.
A DBN consists of nodes and directed edges. Each node represents a variable in the problem while a directed edge indicates the direct association between the two connected nodes. In a DBN, the direction of an edge can carry the temporal information. To model the gene regulation from cell cycle using DBNs, we assume a microarray that measures the expression levels of G genes at N + 1 evenly sampled consecutive time instances. We then define a random variable matrix Y ∈ R G×(N +1) with the (i, n)th element y i (n − 1), denoting the expression level of gene i measured at time n − 1 (See Figure 1) . We further assume that the gene regulation follows a first-order timehomogeneous Markov process. As a result, we need only to consider regulatory relationships between two consecutive time instances; this relationship remains unchanged over the course of the microarray experiment. This assumption may be insufficient but will facilitate the modeling and inference. Also, we call the regulating genes the "parent genes" or "parents" for short.
Based on these definitions and assumptions, the structure of the proposed DBNs for modeling the cell cycle regulation is illustrated in Figure 1 . In this DBN, each node denotes a random variable in Y and all the nodes are arranged the same way as the corresponding variables in the matrix Y. An edge between two nodes denotes the regulatory relationship between the two associated genes and the arrow indicates the direction of regulation. For example, we see from Figure 1 that genes 1, 3, and G regulate gene i. Even though, like all Bayesian networks, DBNs do not allow circles in the graph, they, however, are capable of modeling circular regulatory relationship, an important property that is not possessed by regular Bayesian networks. As an example, a circular regulation can be seen in Figure 1 between gene 1 and 2 even though no circular loops are used in the graph.
To complete modeling with DBNs, we need to define the conditional distributions of each child node over the graph. Then the desired joint distribution can be represented as a product of these conditional distributions. To define the conditional distributions, we let pa i (n) denote a column vector of the expression levels of all the parent genes that regulate gene i measured at time n. As an example in Figure 1 , pa i (n) = [y 1 (n), y 3 (n), y G (n)]. Then, the conditional distributions of each child nodes over the DBNs can be expressed as p(y i (n)|pa i (n − 1)) ∀i. To determine the expression of the distributions, we assume linear regulatory relationship, i.e., the expression level of gene i is the result of a linear combination of the expression levels of the regulating genes at a previous sample time. Mathematically, we have the following expression
where w i ∈ R is the weight vector independent of time n and e i (n) is assumed to be white Gaussian noise with variance σ 2 . The assumption on white Gaussian noise may not be realistic for the system error of microarray experiments [21] . However, it simplifies the learning of networks. The weight vector is indicative of the degree and the types of the regulation [16] . A gene is up-regulated if the weight is positive and is down-regulated otherwise. The magni- (0) yG (0) y2 (1) y1 (1) y3 (1) yG (1) yi (0) yi (1) y2 (2) y1 (2) y3 (2) yG (2) yi (2) y2 (N) y1 (N) y3 (N) yG (N) 
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: : tude (absolute value) of the weight indicates the degree of regulation. The noise variable is introduced to account for modeling and experimental errors. From (1), we obtain that the conditional distribution is Gaussian, i.e.,
In (1), the weight vector w i and the noise variance σ 2 i are the unknown parameters to be determined.
III. Learning the DBN
Given a set of microarray measurements on the expression levels in cell cycles, the task of learning the above DBN consists of two parts: structure learning and parameter learning. The objective of structure learning is to determine the topology of the network or the parents of each genes. This is essentially a problem of model or variable selection. Under a given structure, parameter learning involves the estimation of the unknown model coefficients of each gene: the weight vector w i and the noise variance σ 2 i for all i. Since gene expression levels at any given time are independent and the network is fully observed, we can learn the parents and the associated model parameters of each gene separately. Thus we only discuss in the following the learning process of gene i.
A. Bayesian criterion for structural learning
} denote a set of all possible network topologies for gene i, where each element represents a topology derived from a possible combination of the parents of gene i. The problem of structure learning is to select the topology from M i that is best supported by the microarray data.
For a particular topology M
and σ 2 ik to denote the associated model variables. We can then express (1) 
in a more compact matrix-vector form
where
Under the Bayesian paradigm, we select the most probable topologyM i according to the maximum a posteriori criterion [22] , i.e.,
where the second equality is arrived from the Bayes theorem and the fact that under M i ) need to be derived, and we discuss them next.
A.1 The Marginal Likelihood p(y i |Pa (k)
i ) The marginal likelihood is obtained by integrating the unknown parameters from the full likelihood
where p(w
i ) is the parameter prior, and we choose the standard conjugate Gaussian-Inverse-Gamma prior [23] p(w
and, to be noninformative, γ 0 and ν 0 take small positive real values. Based on these conjugate priors, we show in the Appendix that the marginal likelihood has the form
B. The topology prior p(M (k)
i ) There have been discussions in the literature on choosing the topology prior, most of which, however, are designed for large data samples. For cases of small data sample size as in most GRNs problems, the choice of the topology prior is a subtle issue and can sometimes affect the inference result to a large degree. One interesting choice of the prior is the one proposed in [24] that uses the description length principle and can be written as
where P k denotes the total number of the parents under M (k)
i . Apparently, this prior favors topologies with small number or large number of parents. Especially, the ratio between the largest (P k = G) and the smallest (P k = G/2) prior probabilities are
which can be very large for large G. For cases of small sample size, this prior can be too 'informative' so that it overwhelms the information carried by the likelihood, resulting a topology with either very large or very small number of the parents. Notice that this description length prior also implies a uniform distribution of the number of parents Q, i.e.,
Instead, we assume that each gene has the same a priori probability, say q, to be a parent gene. This assumption implies a geometric distribution on the prior, which is expressed as
As a result, the number of the parents Q follows a Binomial distribution
Since the mean number of parentsQ = Gq, the probability q can be calculated from the mean as
Therefore, the choice of q reflects our prior knowledge about the average number of the parents. As a special case, when q = 0.5, the prior becomes the popular uniform prior. Notice that this uniform prior implies a prior assumption of an average number of parents being G/2, an unrealistic scenario for large G. Thereby, the choice of the uniform prior is inappropriate as well.
Having derived the marginal likelihood and specified the prior on topology, we look at how the optimization in (4) can be performed and at the same time, how calculation on APPs can be obtained. The difficulties of the task are two fold. First, the sample size N is normally much smaller than the total number of testing genes G. A direct result of it is that the problem becomes ill-conditioned. Thus, additional constraints must be imposed. Secondly, the optimization and calculation of APPs themselves are NP hard and exact solutions are infeasible for large G. For instance, when G = 58, the size K of M is about 2.88e17, and an exhaustive search over the space of this size is already prohibitive, not to mention that G can be in thousands in practice. As a result, we need to resort to numerical methods.
C. The proposed solutions
To the end of first difficulty, we impose an upper limit Q max on the number of the parents and restrict Q max < N. The restriction can be realistic in many genetic systems due to the restricted size of the regulatory region in genes. This constraint essentially forces us to search only among the topologies whose regulatory models are over-determined. It, in turn, also serves to reduce the size of the search space and helps alleviate the second difficulty. Nevertheless, the size of the search space can still be enormous even with an upper limit Q max . We therefore propose to use reversible jump Markov chain Monte Carlo (RJMCMC) to approximate the MAP solution and the APPs. RJMCMC, proposed by Green in [25] , is an MCMC algorithm for sampling from a joint topology-parameter space. In our case, since the parameters have been analytically marginalized out, the objective of the RJMCMC is to generate random samples from the APPs p(M (k) |Y). Then, the MAP solution can be approximated with the most-frequently-occurring sample. What is more, these samples can be also used to produce an approximation to the desired APPs, which is difficult with the deterministic schemes.
The algorithm of the proposed RJMCMC is summarized in the following box.
Algorithm: RJMCMC
Provide an initial topology and assign it to M (0). Iterate T times and at the tth iteration perform the following steps .
1. Candidate selection: 
i . else -Birth move: Add the node associated with
In this algorithm, BF (M i , M k ) is the Bayes factor between M i and M k and is defined as
In addition, α(j, k) is calculated as the product of the topology prior ratio r t and the probability ratio of moves r m , i.e.,
for death move
for birth move (16) and
α can be considered as a threshold on Bayes factor BF . However, unlike that used in various deterministic Bayesian search algorithms, α produce random moves. When BF > α, the proposed move is accepted with the probability of 1 and otherwise it is accepted with the probability BF/α. This stochastic move can avoid being trapped on local high density regions, and thus, possibly produce a global solution. Also, notice that unlike in most of deterministic search schemes where the threshold is defined by experience or heretics, α is calculated from the topology priors and the probability of move, both of which have clear meanings. This proposed RJMCMC algorithm is very similar to a random-sweep Gibbs sampler [26] , [27] in the topology space. The similarity lies in the fact that, in each iteration of the algorithm, a candidate gene is randomly picked for sample update while samples of the other genes are kept unchanged. In fact, when P k , the number of parents, is between 1 and Q max , this RJMCMC algorithm is exactly a random-sweep Gibbs sampler. However, due to the imposed upper limit Q max and the assumption that there must be at least one parent, the use of the Gibbs sampler becomes nontrivial. The difficulty arises when P k = 1 or Q max . For example, when P k = Q max , the candidate gene can only be chosen from the existing Q max parents and otherwise there is a possibility for P k > Q max . In this case, the dimension of variable space changes from 58 to Q max and a standard random-sweep Gibbs sampler cannot handle the problem. Of course, the fundamental theories of MCMC for designing proper transition distributions of the underlying Markov chains and proposing an extension to the standard random-sweep Gibbs sampler can be relied upon. (This can be done by carefully defining the transition distributions of the underlying Markov chain.) Such effort would eventually lead to an equivalent form of the proposed RJMCMC. RJMCMC, on the other hand, is specifically designed for problems with dimensional changes. There is a standard procedure to follow when deriving the algorithm for a particular case. Therefore, the process is much more routine, and mistakes associated with designing the transition distributions in an extension to the random-sweep Gibbs sampler can be avoided. Additionally, the proposed RJMCMC algorithm is readily extended to handle nonlinear and/or nonGaussian regulatory models. Thus, this RJMCMC framework is more general.
When the algorithm finishes, there will be T samples of M (k) i and, as a common practice, we discard the first couple of samples (which is called burn-in) to account for convergence of Markov chain. Afterwards, if supposing that there are T samples left, then the APPs can be approximated by
where δ(·) is the Kronecker Delta function and M (t) denotes the tth sample in the final collection.
D. Parameter learning
Once we determine the topology of the network, the model parameters w i and σ 2 i can be estimated according to the minimum mean squared error (MMSE) criterion. Given the linear Gaussian model (1), these estimates can be obtained analytically and shown as (19) and
where we assume the selected topology is M
is defined by equation (24) in Appendix I. The covariance matrix and variance of these estimates are calculated by
and v σ 2 = (
where B is defined through equation (25) . These variances are indications on how well the MMSE estimates are.
IV. Test Results

A. Description of data set and algorithm settings
We tested the proposed DBN and the RJMCMC learning algorithm on the cDNA microarray data of 58 genes in the yeast cell cycles, reported in [28] and [29] . The data set from [28] contains 18 samples evenly measured over a period of 119 minutes where a synchronization treatment based on α mating factor was used. On the other hand, the data set from [28] contains 17 samples evenly measured over 160 minutes, and a temperature-sensitive cdc15 mutant was used for synchronization. For each gene, the data is represented as the log 2 {(expression at time t)/(expression in mixture of control cells)}. Missing values exist in both data sets, which indicate that there was not a sufficiently strong signal in the spot. In this case, simple spline interpolation was used to fill in the missing data.
As to the RJMCMC algorithm, in all of the experiments we used γ 0 = 0.36 and ν 0 = 1.2; we found that, as long as they are kept small, the results are insensitive to their specific values. Also, when implementing the RJMCMC algorithm, we set T = 10, 000 and ran the algorithm 10 times independently. In each independent run, we discard the first 1000 samples. This resulted in a total of 90,000 samples. By having independent runs, we reduce the chance of the Markov chains being trapped in local high density regions, thus lowering the bias of the samples. We first tested the RJMCMC algorithm on a simulated network and compared the performance with the well known K2 algorithm [30] . Since the algorithm was applied to each gene separately, we thus only tested the performance of the algorithm on a randomly selected gene. To realistically simulate the network of the selected gene, we first ran the RJMCMC algorithm on the real data set from the α factor synchronization to estimate the parents, the associated weights, and the noise variance. Then the results on the parents and the weights were used as the true model parameters when simulating the expression level of the selected gene for time samples 2 to 18, whereas the expression level of the parent genes were still taken from the real data set. The resulted data set was then almost the same as the real data set, except the data of the selected gene were replaced by the simulated data. In Figure 2 , we plotted the probability of errors (POE) vs. the noise variance σ 2 of the RJMCMC and K2 algorithms. For both algorithms, the POE at a given σ 2 was calculated based on 100 Monte Carlo trials. For the RJMCMC, we chose Q max = 5 and q = 2/58. For the K2 algorithm, since no ordering was available, we performed an exhaustive search to determine the first possible parent of the selected gene. Also, the geometric prior on topology was included in the K2 algorithm. Figure 2 clearly demonstrates better performance of the RJMCMC algorithm, especially for small σ 2 . Notice that the POE of the RJMCMC decreases drastically with σ 2 , whereas the POE of the K2 algorithm almost remains flat for different σ 2 . This suggests that the K2 was trapped in some local solutions. The figure also suggests that when σ 2 increases to a point that noise becomes much stronger than the information from data, neither algorithm could perform well. However, this case is of little interest and more data should be included instead. The estimated variance from the real data set is 0.52. Given the correctness of the model, we would then expect better performance of the RJMCMC than the K2 when both were applied to the real data set. In summary, through this test on the simulated network, we are assured that the RJM-CMC indeed works and has the potential to provide much better results. In this section, we provide the test results of RJMCMC on the two real data sets from yeast cell cycles. In the first experiment, we set the upper limit on the number of parents as Q max = 10 and assume that, on average, there were 6 parents for each gene, which implies q = 6/58. The inferred gene network is depicted in Figure 3 . In this network, the nodes are labeled with gene names and, like in DBNs, if gene i is a parent of gene j, an arrow from i to j is placed. The thickness of the arrow is determined by the magnitude of the corresponding weight, which denotes the degree of regulation. In addition, if the weight is positive, up regulation would be implied and a solid edge is used for the arrow. Otherwise, a dashed line is used, which represents down regulation. We compared the network with the KEGG pathway map (http://www.genome.jp/kegg/) and marked the unconfirmed regulations by blue edges. A confirmed regulation is likely to suggest a true positive in our inference results. The brown-shaded nodes are the genes that were not included in the KEGG map. We observed, on one hand, some general interaction networks supported by previous experimental and computational studies. For instance, CDC5, a serine/threonine-protein kinase is a central mediator of a series of inductive or repressive reactions. On the other hand, many interactions appeared inconsistent with the current biological views presented in the KEGG pathway map. These could be very well due to the insufficient amount of data -a set with only 18 time points were used. As a unique feature of the proposed RJMCMC algorithm, we calculated the posterior distribution of the topology for each gene. At least two aspects of the pos- terior distribution can be indicative of confidence of the MAP results. First, the larger the value of the maximum a posterior probability is, the more confidence we would have about the overall results. Secondly, the larger the difference between the maximum and the second largest a posterior probabilities is, the more confidence we could also have. As an example, we plot the APPs of the topology of gene CDC28 in Figure 4 . The largest and the second largest probabilities are 0.0012 and 0.0006. Even though small, the largest probability is rather pronounced. We thus have confidence in this MAP solution. In another example, shown in Figure 5 is the posterior distribution of the topology of gene CDC14. This time, the largest two probabilities are very close, and thus, we do not have high confidence in the resulting network since the topology corresponding to the second largest probability can be equally good. Next, an average over the 58 probabilities or 0.0011 is provided. The probability is again rather small. The average of the second largest a posteriori probability is calculated equaling 0.0008. We see that the difference between the largest and the second largest probability is small, which implies, on average, a low confidence on the inferred networks. The gene networks corresponding to the second largest APP is shown in Figure 6 . There are fewer links confirmed by KEGG.
B. Test on a simulated network
C. Tests on the real data sets
In the second experiment, we set Q max = 5 and q = 2/58. This setting implies a smaller search space and would lead to results with higher confidence. The inferred network is shown in Figure 7 . A similar annotation system as in Figure 3 is used. In Figures 8 and 9 the estimated posterior distributions on the topologies for gene CDC28 and CDC14 are plotted. In both cases, the MAP solutions are the same as those in Experiment 1. However, the probabilities are overall larger than those in Experiment 1. For CDC28, the relationship between the largest and the second largest probabilities are about the same as in Experiment 1, whereas for CDC14, the difference between the two is increased, which suggests increased confidence about the results. Again, calculating the respective averages over the largest and the second largest a posteriori probabilities of all the genes shows that they are 0.0257 and 0.0203, respectively. There is an approximately 20 times increase in the largest posterior probability over that in the first experiment. This indicates increased confidence on the inferred networks, which is consistent with our original expectation. However, the difference between the two probabilities is still slim. This suggests that, in addition to the inferred network, there were competing topologies that are almost equally likely to be a solution. The gene networks corresponding to the second largest APP is shown in Figure 10 . Again, we see that there are fewer links confirmed by KEGG.
In the third experiment, we tested the algorithm on the second data set from the CDC28 mutant. As in experiment 2, we set Q max = 5 and q = 2/58. The inferred network is shown in Figure 11 . There are a similar number of links confirmed by the KEGG map as that in Figure 7 from Experiment 2. Again, we provided the plots of APPs on topology for gene CDC28 and CDC14 in Figure 12 and Figure 13 , respectively. First of all, the values of the largest APPs for both genes are similar to those in experiment 2. Therefore, we surmise that the two data set provide a similar degree of information concerning the network. Secondly, it was observed that the largest APP is more pronounced for CDC 28, whereas there are many peaks of similar height as the largest APP for CDC14. In particular, the ratio between the largest two APPs are 1.04 and 2.09 for CDC14 and CDC28, respectively. As a result, there is more confidence in the inference of CDC14 than that of CDC28 . Another interesting observation is that the two plots looked very similar to the two obtained in Experiment 2. This confirms from a probabilistic viewpoint that the two data sets provide information on the same network.
(Otherwise, chances are that the APPs would not look the same if they were produced from different networks.) It is thus reasonable to integrate the data sets for the improved inference.
V. Conclusions and future work We proposed a dynamic Bayesian network modeling of time series microarray data, where a linear regulatory model is adopted. To learn the DBN from the data, we developed a full Bayesian solution and a RJMCMC algorithm for determining the network topology. The developed full Bayesian solution can provide information on the APPs of topology. The APPs can be used as an indication of the confidence of the inferred results. We tested the proposed method on yeast microarray data in cell cycles. The estimated APPs indicated generally low confidence in the results, even though the confidence increases with strin- gent constraint and assumptions. This is mainly due to the small data size and possibly inaccuracy in the assumed linear regulatory models. The focus of the subsequent study will be on improving the confidence of inference results. This calls for approaches for incorporating additional data of similar types from different experiments and data of disparate types such as protein-protein interaction. The "soft" information or the APPs provided by the RJMCMC are advantageous for developing efficient Bayesian data integration than other existing "hard" solutions. In addition, gene regulation is naturally a nonlinear process and the system error of microarray experiment is more likely to be nonGaussian. Using more accurate nonlinear and nonGaussian regulatory models in GRNs will be worth investigating further in the future. i ) Given on the conjugate Gaussian-Inverse-Gamma prior on the parameters, the marginal likelihood can be obtained as 
