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Résumé : Les objectifs de cette thèse sont d’analyser l’influence des processus humides sur
les dépressions des moyennes latitudes en s’intéressant plus particulièrement aux déplacements
des dépressions et à la formation des vents forts près de la surface. Ces recherches ont été effec-
tuées à l’aide de simulations idéalisées du modèle de méso-échelle Méso-NH. Étant donné que
de nombreuses tempêtes européennes se creusent rapidement en traversant l’axe du courant-jet
Atlantique du sud au nord, les simulations mises en place ont consisté à initialiser le modèle à
partir d’anomalies d’échelle synoptique placées au sud d’un courant-jet barocline zonal.
La première étude s’est focalisée sur l’effet des processus humides sur ce déplacement perpen-
diculaire à l’axe du courant-jet. Le mécanisme expliquant ce déplacement est dû à l’advection
non-linéaire de la dépression de surface par les anomalies cyclonique et anticyclonique d’alti-
tude se trouvant de part et d’autre de la dépression de surface, confirmant ainsi, en présence
d’humidité, un résultat connu dans le contexte sec. Plus précisément, les anomalies d’altitude
forment un dipôle de tourbillon potentiel orienté sud-ouest/nord-est qui, non seulement déplace
la dépression vers le nord perpendiculairement à l’axe du courant-jet, mais retarde également
son déplacement vers l’est. L’effet du dégagement de chaleur latente dû aux transitions de
phase de la vapeur d’eau vers l’eau liquide et solide est d’amplifier ce mécanisme. En effet, le
dégagement de chaleur latente, en créant du PV négatif en altitude, participe au renforcement
de l’anticyclone d’altitude qui advecte la dépression vers le nord-ouest. Cependant, les effets
directs du dégagement de chaleur latente au niveau de la dépression de surface elle-même est
de créer du tourbillon potentiel positif à l’avant de la dépression qui accélère le déplacement
vers l’est. Cet effet direct l’emporte sur la tendance vers l’ouest induite par le renforcement de
l’anticyclone d’altitude. En définitive, en présence de processus humides, le déplacement se fait
ainsi plus vite vers le nord-est.
La seconde étude porte sur la formation des vents forts près de la surface et notamment ce
qu’on appelle les "sting jets". Ceux-ci se forment lorsque le front chaud se déplace à l’arrière
de la dépression et qu’une fracture frontale apparaît. Les "sting jets" sont des jets dont les
masses d’air associées descendent rapidement du milieu de la troposphère au niveau de la tête
du nuage jusqu’au sommet de la couche limite et peuvent déclencher des vents dévastateurs
en surface. Dans le cas où des perturbations synoptiques sont initialisées au sud du courant-
jet barocline, le retour en arrière du front chaud se produit, et un "sting jet" peut apparaître
tandis que lorsqu’elles sont initialisées sur l’axe du courant-jet, la dépression formée possède
un front chaud beaucoup moins actif. En plus de cette initialisation au sud du courant-jet, une
résolution spatiale fine, en particulier sur la verticale, est nécessaire pour faire apparaître un
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"sting jet". Une analyse Lagrangienne permet d’analyser les processus en jeu. Une minorité des
particules d’atmosphère présentes dans la zone de “sting jet” a subi un refroidissement diaba-
tique causé par la sublimation de neige et de graupel. La majorité des parcelles d’air n’a pas
subi de refroidissement et correspond à des masses d’air descendant de la tête de nuage dans
un environnement globalement neutre vis à vis de l’instabilité symétrique conditionnelle. La
descente oblique est colocalisée avec une zone de forte divergence du vecteur Q, due notamment
à sa composante parallèle au front chaud. Ainsi, c’est la présence d’un forçage géostrophique
en l’absence de force de rappel qui facilite la descente des masses d’air. Enfin, les fortes stabi-
lités en sommet de couche limite paraissent empêcher la pénétration dans la couche limite de
subsidences associées au “sting jet”.
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Abstract : This thesis aims at studying the effects of moist processes on midlatitude sur-
face cyclones, and more precisely on their tracks and on the formation of near-surface strong
winds. Idealized simulations using the Méso-NH mesoscale model have been performed. Given
that many european storms deepen rapidly when crossing the North Atlantic zonal jet from
the south to north, simulations were initialized with synoptic-scale perturbations south of a
baroclinic zonal jet.
The first study focuses on the effects of moist processes on the motion perpendicularly to the
zonal jet axis. The main mechanism explaining this motion involves the nonlinear advection of
the surface cyclone by the upper-level cyclonic and anticyclonic perturbations located on both
sides of the surface cyclone, confirming a recent result obtained in the dry context. More preci-
sely, the upper-level perturbations form a potential vorticity dipole with a southwest-northeast
orientation which is advecting the storm across the jet axis. The latent heat release due to phase
transitions from water vapor to liquid and solid water acts to amplify the previous mechanism.
Indeed, latent heat release, by creating upper-level negative PV, contributes to the strengthe-
ning of the upper-level anticyclone which is advecting the storm northwestward. However, the
direct effects of latent heat release at the level of the surface cyclone is to create a positive
PV tendency ahead of the storm which accelerates its eastward motion and overwhelms the
westward tendency created by the more intense upper-level anticyclone. As such, in presence
of moist processes, the translational motion toward the northeast is faster.
The second study focuses on the formation of near-surface strong winds which are triggered
by the so-called “sting-jets”. These jets appear in presence of a bent-back warm front and
correspond to descending air masses from the mid-troposphere near the cloud head down to
the top of the boundary layer. In the case where synoptic perturbations are initialized south of
the baroclinic zonal jet, the bent-back warm front phase occurs, and a sting-jet might appear,
whereas when they are initialized on the zonal jet axis, the surface cyclone has a less active warm
front. In addition to the initialization south of the zonal jet, a high spatial resolution is required
to reveal a sting-jet in particular for the vertical discretization. The underlying mechanisms are
studied using the Lagrangian framework. A minor part of the sting-jet airstreams has undergone
a diabatic cooling due to sublimation of snow and graupel. The major part hasn’t undergone any
cooling and are airstreams descending from the cloud head in a globally neutral environment
relative to conditional symmetric instability. The slantwise circulation is collocated with a
region of strong Q-vector divergence, due to its along-front component especially. Thereby, it is
the geostrophic forcing in the absence of restoring force which facilitates the airstreams descent.
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Finally, the strong downdraughts coming from the sting-jet into the boundary layer are scarce,
due to a strong static stability in most areas.
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Introduction
Les dépressions hivernales des moyennes latitudes qui touchent l’Europe de l’Ouest ont un
fort impact socio-économique et leur prévision constitue encore de nos jours un défi pour les
centres de prévisions météorologiques. La violence de ces tempêtes peut provoquer d’impor-
tants dégâts, une fois qu’elles atteignent les terres en provenance de l’océan Atlantique. Les
vents d’une vitesse de l’ordre de 100 km/h, et les rafales pouvant dépasser 200 km/h, peuvent
provoquer de nombreuses pertes humaines et d’importants dommages matériels.
Une dépression atmosphérique se caractérise par un minimum local de pression à la surface
de la mer, ainsi que par des vents tournant dans le sens cyclonique autour de son centre. Le
système dépressionnaire est associé à un enroulement nuageux et à des fronts froid et chaud
qui sont les lieux de précipitations, sa durée de vie typique est de trois ou quatre jours. Son
extension horizontale est d’environ un millier de kilomètres, c’est-à-dire correspondant à une
échelle appelée synoptique. Les tempêtes se forment sur les bassins océaniques au sein de la
zone barocline, caractérisée par un fort gradien méridien de température, dû à la différence
thermique entre les pôles et les tropiques, qui est associé à un courant-jet d’altitude, composé
de puissants vents d’ouest. Dans l’hémisphère nord, c’est à l’ouest des bassins océaniques que
les contrastes thermiques sont les plus importants, et c’est dans cette zone que naissent les
dépressions. Elles évoluent ensuite dans une région de trajectoires préférentielles, appelée rail
des dépressions, en se déplaçant vers l’est jusqu’à atteindre les zones continentales.
La vision moderne de la cyclogénèse s’appuie encore largement sur des modèles filtrés comme
le modèle quasi-géostrophique, le concept d’interaction barocline et des "objets" dynamiques
tels que les ondes de Rossby. Cette vision a longtemps ignoré la variabilité à méso-échelle (dont
l’échelle typique est la centaine de kilomètres) au sein d’une dépression d’échelle synoptique
ainsi que le rôle des phénomènes diabatiques. La théorie de la frontogénèse puis la mise en
évidence de l’instabilité symétrique ont apporté un point de vue dynamique sur les structures
à méso-échelle. La mise en évidence du rôle des phénomènes diabatiques est également apparue
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comme nécessaire à la compréhension des cyclogénèses des latitudes tempérées. Les travaux de
ces trente dernières années en météorologie dynamique ont accompagné les constantes amélio-
rations de la modélisation numérique avec des modèles globaux dont la résolution horizontale
est passée progressivement de quelques centaines de kilomètres à la dizaine de kilomètres. Ainsi
les prévisions météorologiques des tempêtes se sont nettement améliorées durant ces dernières
décennies (Haiden et al., 2013), avec une prévision correcte de leur intensité et position un à
deux jours à l’avance. En revanche, certaines structures à plus fine échelle comme les zones et
intensité des rafales de vent restent difficiles à prévoir en raison notamment des incertitudes
liées à la représentation des processus humides dans les modèles (Hewson et al., 2013). Ainsi,
mieux quantifier l’influence de ces processus humides, comme la microphysique des nuages,
permet d’améliorer la paramétrisation de ces phénomènes dans les différents modèles de pré-
vision météorologique, que ce soient les modèles régionaux à fine échelle servant à la prévision
à courte échéance, ou encore les modèles de circulation générale utilisés pour la prévision à
moyenne échéance (de l’ordre d’une semaine), ou la prévision saisonnière.
Une meilleure compréhension des processus humides au sein des dépressions permettrait
également d’apporter des réponses quant à l’évolution des tempêtes dans le climat futur. Dans
le cadre du changement climatique et de l’augmentation de l’humidité associée, ces processus
humides sont amenés à s’amplifier, d’où l’intérêt de mieux connaître leurs effets. Il est difficile
à l’heure actuelle de déterminer quel sera l’effet de ce changement climatique sur les tempêtes
des moyennes latitudes, en particulier dans l’Océan Atlantique (Zappa et al., 2013).
De nombreuses études ont porté sur le rôle de l’humidité dans l’intensification des tempêtes
mais beaucoup moins se sont intéressées à l’effet de l’humidité sur le déplacement des tempêtes.
C’est l’un des objectifs de cette thèse que d’étudier l’influence du dégagement de chaleur la-
tente sur les déplacements des dépressions, et les mécanismes existants jouant un rôle dans ces
processus. Le rôle des changements d’états de la vapeur d’eau est partiellement connu et a été
étudié au travers du concept de DRV ou DRW (Diabatic Rossby Vortex, ou Wave) (Parker et
Thorpe, 1995). Dans ce cadre, il est admis que les dépressions sont accélérées dans la direction
de propagation. Une analyse plus fine et réellement tri-dimensionnelle du problème restait à
faire, c’est l’objet de la première partie de cette thèse.
Les phénomènes diabatiques agissent à l’échelle synoptique mais interviennent évidemment
à méso-échelle et notamment dans la formation des fronts. Les structures de vents les plus
forts au coeur des tempêtes sont également des structures de méso-échelle appelés "sting jets"
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(Browning, 2004), dont l’étude est le second objectif de cette thèse. Ces zones de vent fort, à
l’avant du retour du front chaud et qui peuvent être à l’origine des rafales les plus violentes
en surface, reposent sur un mécanisme encore peu connu et ne sont pas forcément distinguées
des autres jets. La première mention des “sting jets” date seulement de 1995, et la plupart des
études les concernant se sont concentrées sur des observations et des cas réels. Une meilleure
compréhension de ces phénomènes permettrait de mieux prévoir les évènements dommageables
lors d’épisodes de tempêtes violentes. La seconde partie de cette thèse s’intéresse donc aux
“sting jets”, au sein de simulations idéalisées, dans le cadre de dépressions traversant l’axe du
courant-jet du sud au nord, cette configuration étant potentiellement favorable à leur apparition.
Cette thèse est constituée de quatre chapitres. Le premier chapitre est consacré à la descrip-
tion des dépressions des moyennes latitudes sur l’océan Atlantique Nord et à leur évolution, du
moteur de la cyclogénèse à leur déplacement, et enfin aux vents associés aux dépressions. Le
deuxième chapitre décrit les outils utilisés et leurs configurations. Le troisième chapitre aborde
le premier axe de la thèse, et traite du rôle des processus humides sur les trajectoires des dépres-
sions de moyenne latitude. Le quatrième chapitre présente l’étude concernant les “sting jets” et
leurs processus au sein de dépressions de moyenne latitude. Enfin, une conclusion rappelant les
résultats de la thèse est proposée, ainsi que des perspectives pouvant compléter ces travaux.
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Chapitre 1
Cycle de vie des dépressions des
moyennes latitudes sur l’Atlantique
nord
Durant la période hivernale, l’atmosphère des moyennes latitudes voit se développer des
perturbations d’échelle synoptique composées de vents forts, de nuages et de précipitations.
L’échelle synoptique se caractérise par des phénomènes de taille caractéristique d’un millier de
kilomètres et une durée typique de quelques jours. Ces systèmes sont associés à des enroule-
ments nuageux dans le sens cyclonique (fig. 1.1), soit dans le sens anti-horaire dans l’hémisphère
nord. Ces perturbations baroclines (se développant le long d’une zone barocline, définie plus
loin), sont associées à une diminution de la pression à la surface de plusieurs dizaines d’hec-
topascals sur quelques dizaines d’heures, d’où la dénomination de dépressions des moyennes
latitudes. Des fronts, zones de forts gradients thermiques et de rotation des vents, se forment
généralement au sein de la dépression en phase de cyclogénèse.
Les déplacements des perturbations dépendent de la configuration de l’environnement. Les
dépressions des moyennes latitudes possèdent des zones de trajectoires préférentielles, qui sont
regroupées en un “rail des dépressions” (fig. 1.2b) (Blackmon et al., 1977; Wallace et al., 1988;
Hoskins et al., 1989). Dans l’hémisphère nord, il existe un rail des dépressions au-dessus de
l’océan Pacifique et un au-dessus de l’océan Atlantique. La présence plus importante de dépres-
sions sur les bassins océaniques est due au fait que les perturbations naissent dans la zone où les
gradients méridiens de température sont les plus forts, soit du côté ouest des océans (fig. 1.2a).
Elles se désagrègent ensuite là où les contrastes thermiques sont moins forts, du côté est des
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CHAPITRE 1. CYCLE DE VIE DES DÉPRESSIONS DES MOYENNES LATITUDES
SUR L’ATLANTIQUE NORD
Figure 1.1 – Image satellite d’une perturbation des moyennes latitudes, 12 février 2014,
Grande-Bretagne. (NASA / GSFC / MODIS Rapid Response).
océans. Le passage répété des dépressions tend à créer et maintenir un forçage sur la circulation
atmosphérique, qui guide les fluctuations du courant-jet et est responsable de l’existence des
régimes de temps. Cela fait du rail des dépressions une composante importante de la circulation
atmosphérique de grande échelle.
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1.1. LE MOTEUR DE LA CYCLOGÉNÈSE : L’INSTABILITÉ / INTERACTION
BAROCLINE
Figure 1.2 – (a) Température sur l’hémisphère nord à 700 hPa, en moyenne climatique pour
les mois de décembre-janvier-février. Données ERA-40 (Uppala et al., 2005). (b) distribution
des dépressions (106 km-2 month-1). (Hoskins et Hodges, 2002).
1.1 Le moteur de la cyclogénèse : l’instabilité / interac-
tion barocline
1.1.1 La zone barocline moyenne
L’atmosphère est caractérisée par un gradient méridien de température potentielle des pôles
vers l’équateur, dû au chauffage de l’atmosphère par le rayonnement solaire plus important à
l’approche de cette zone. C’est en hiver que ce gradient est en général le plus marqué, et son
maximum se situe alors aux alentours de 45° de latitude dans l’hémisphère nord (fig. 1.3). Ce
gradient de température est associé à la présence de deux jets dans chaque hémisphère, souﬄant
d’ouest en est. Ces jets correspondent à des zones de vent zonal cisaillé verticalement dont le
maximum se situe au niveau de la tropopause (à environ 10 km d’altitude), s’étendant dans
toute la troposphère (à peu près jusqu’à la surface) et se situent au-dessus des régions de plus
fort gradient méridien de température. Les jets s’étendent sur plusieurs milliers de kilomètres,
et peuvent atteindre des vitesses de 50 m s-1. Dans chaque hémisphère, se distinguent le jet
subtropical (autour de 30°) et le jet polaire (50°) qui est sur la figure 1.3 plus marqué dans
l’hémisphère sud. C’est le courant-jet polaire de l’hémisphère nord qui forme avec le gradient
méridien de température la zone barocline favorable aux apparitions et aux développements
des dépressions sur l’Atlantique nord.
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CHAPITRE 1. CYCLE DE VIE DES DÉPRESSIONS DES MOYENNES LATITUDES
SUR L’ATLANTIQUE NORD
Figure 1.3 – Coupes latitude-pression (a) de la température potentielle (K) et (b) du
vent zonal (m/s), en moyenne climatique et zonale pour les mois de mars-avril-mai, d’après
ECMWF/ERA40. (Oruba, 2013).
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1.1. LE MOTEUR DE LA CYCLOGÉNÈSE : L’INSTABILITÉ / INTERACTION
BAROCLINE
1.1.2 L’instabilité / interaction barocline
La notion d’instabilité barocline a été introduite par Charney (1947) et Eady (1949) qui se
sont intéressés au développement linéaire de perturbations ondulatoires dans un cadre quasi-
géostrophique. Dans le système quasi-géostrophique, on suppose que l’advection par le vent
géostrophique est une bonne approximation de l’advection par le vent réel, et que l’évolution
du vent géostrophique représente bien l’évolution du vent réel à grande échelle. L’évolution
du vent agéostrophique se fait donc au travers de l’évolution du vent géostrophique. Dans ce
cas, deux perturbations situées à différentes altitudes se propageant au niveau du courant-jet
peuvent interagir et s’amplifier mutuellement, si leurs positions relatives sont favorables. Ini-
tialement ces perturbations sont de faible amplitude, puis croissent de manière exponentielle.
Cela est possible grâce aux caractéristiques de la zone barocline moyenne ; le gradient méridien
de température et le cisaillement vertical du vent horizontal. Dans cette étude d’instabilité
linéaire, les solutions recherchées sont du type A(z)exp[ik(x − ct)] pour décrire la fonction de
courant perturbée. Les cas dans lesquels la partie imaginaire de c est positive correspondent à
une amplification exponentielle de la perturbation, la perturbation conserve sa structure dans
le temps et c’est ce qu’on appelle un mode normal instable.
Charney et Stern généralisent au cas barocline le critère de Rayleigh obtenu dans le cas ba-
rotrope, qui montre que U(y) doit avoir un point d’inflexion pour qu’il y ait instabilité modale
(Rayleigh, 1880). Pour cela, des conditions nécessaires pour l’instabilité modale (ou l’exis-
tence de modes normaux instables) sont remplies par le critère de Charney-Stern-Pedlosky, par
exemple la condition indiquant que le signe du gradient méridien de tourbillon potentiel (PV)
(la notion de PV est détaillée dans la section 1.1.3) doit s’inverser sur la verticale, ou celle selon
laquelle, lorsque le gradient méridien de PV est nul, ∂zU doit être du même signe à la surface et
au sommet du domaine (ici la tropopause). Dans le modèle d’Eady (1949), ces conditions sont
effectivement vérifiées. Une autre manière d’exprimer le théorème de Charney-Stern consiste à
considérer deux ondes de Rossby en interaction sur la verticale.
Néanmoins, invoquer les modes normaux comme seule explication de l’amplification rapide
se produisant dans des cas de cyclogénèses explosives n’est pas raisonnable. Farrell (1983) a
étudié le cas de croissance transitoire d’ondes non modales (ou modes non normaux), dont
l’amplitude peut temporairement augmenter plus vite que les modes normaux et dont la forme
peut évoluer avec le temps, ce qui n’est pas le cas des modes normaux.
Par ailleurs, Descamps et al. (2007) ont montré que les concepts d’instabilité linéaire étaient
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insuffisants pour appréhender suffisamment bien des cas de cyclogénèses réelles. Les mécanismes
non linéaires ne sont pas à négliger dans l’étude de la cyclogénèse.
Il a pu être observé que les creusements intenses de dépressions n’étaient pas dus à des ap-
paritions spontanées de perturbations comme le sous-entendent les notions d’instabilité, mais
étaient plutôt précédés par des perturbations d’amplitude finie présentes à la fois en altitude
et proche de la surface. Le rôle de ces perturbations situées proche de la tropopause serait pré-
pondérant dans le développement de dépressions de surface. Petterssen et Smebye (1971) ont
classifié les cyclogénèses en distinguant le cas où la cyclogénèse résulte de l’apparition spontanée
de perturbations du cas où l’anomalie d’amplitude finie localisée au niveau de la tropopause in-
teragissant avec la zone barocline détermine le creusement. Des perturbations d’altitude jouant
le rôle de précurseurs dans l’apparition de dépressions de surface interviennent dans la majorité
des cas de tempêtes fortes (Sanders, 1986; Uccellini, 1990). L’étude climatologique de Ayrault
(1998) concernant les cyclogénèses de 15 saisons froides sur l’Atlantique Nord montre que les
dépressions les plus intenses proviennent de l’interaction entre une perturbation d’altitude et
une perturbation de surface. Ces deux précurseurs entrent en interaction, ce qui leur permet
alors de se renforcer mutuellement, et d’amener une intensification rapide de la dépression de
surface. Par la suite on parlera d’interaction barocline dans le cas de perturbations d’ampli-
tude finie préexistantes et d’instabilité barocline lorsque la cyclogénèse se développe à partir
de perturbations infinitésimales.
1.1.3 Les mécanismes d’intensification
Le mécanisme en termes de tourbillon potentiel
Le mécanisme d’interaction barocline peut être illustré en utilisant la notion de tourbillon
potentiel. Le tourbillon potentiel a été introduit comme un invariant Lagrangien des équations
de Navier-Stokes par Ertel (1942). Durant la même période, Rossby (1940) vérifie par l’expé-
rience (en réalité par la cartographie des premières mesures en altitude) que le produit de la
stabilité statique et du tourbillon absolu est presque conservé par une parcelle d’atmosphère. En
suivant une particule, sa valeur ne peut évoluer que par des effets de friction ou diabatiques. Le
tourbillon potentiel est donc une variable conservative obtenue en combinant la loi d’évolution
du tourbillon et l’équation de la thermodynamique. Dans le but de mieux comprendre le fonc-
tionnement des cyclogénèses, Kleinschmidt (1950a,b) met en évidence un principe d’inversibilité
du tourbillon potentiel. La seule connaissance du tourbillon potentiel et d’une condition limite,
en plus d’une relation d’équilibre entre champ de température et vent, permet de calculer les
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variables classiques telles que le vent ou la fonction de courant et la température, afin de décrire
la dynamique atmosphérique. Cette technique nécessite des conditions aux limites latérales et
inférieure, typiquement la température potentielle ou le tourbillon relatif aux alentours de 800
hPa qui servent à inverser un Laplacien du tourbillon potentiel.
Aux moyennes latitudes, l’advection étant faible devant les force de Coriolis et de pression,
on utilise l’approximation quasi-géostrophique, qui néglige les advections agéostrophique et
verticale. Le tourbillon potentiel quasi-géostrophique s’exprime :
qg = f + ∆hΨg +
∂
∂p
(
f 20
s2
∂Ψg
∂p
)
(1.1)
avec Ψg la fonction de courant géostrophique, f et f0 les termes liés à la force de Coriolis et s2
la stabilité statique, reliée au gradient vertical de température potentielle.
Le gradient méridien de PV se traduit par l’expression :
∂qg
∂y
= ∂f
∂y
+ ∂
∂y
∆hΨg +
∂
∂y
[
∂
∂p
(
f 20
s2
∂Ψg
∂p
)]
= ∂f
∂y
−∆hug − ∂
∂p
(
f 20
s2
∂ug
∂p
)
(1.2)
Ce gradient méridien est de signe opposé au Laplacien 3D composé des deux derniers termes
du membre de droite. C’est à la tropopause, là où le vent est maximal, que le gradient méridien
de PV sera le plus fort, comme le montre le dernier terme, et c’est à la surface qu’il sera le plus
faible.
L’interaction barocline entre deux anomalies de PV, respectivement situées à la surface et
à la tropopause en étant décalée vers l’ouest, a été décrite par Hoskins et al. (1985) et peut
s’interpréter en utilisant la conservation du tourbillon potentiel quasi-géostrophique linéarisée
autour d’un état de base qu’on considère constitué d’un courant-jet zonal pour simplifier :
Dgqg
Dt
= 0. (1.3)
En supposant l’évolution linéaire de l’anomalie autour de l’état de base, et en prenant en compte
que le gradient zonal de tourbillon potentiel de l’état de base est nul et que seul du vent zonal
est présent dans l’état de base, l’équation précédente se réécrit :
∂q′g
∂t
= −u¯g
∂q′g
∂x
− v′g
∂q¯g
∂y
. (1.4)
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Figure 1.4 – Schéma de l’interaction barocline entre deux niveaux de l’atmosphère. Le profil
de vent est indiqué en noir et correspond à un cisaillement vertical du vent zonal qui induit
un gradient de PV positif en haut et négatif en bas. Les flèches oranges représentent les vents
induits par les anomalies cycloniques du haut et du bas de la troposphère.
Le dernier terme montre que si deux de ces anomalies cycloniques se retrouvent dans la confi-
guration décrite sur la figure 1.4, alors la perturbation cyclonique d’altitude décalée à l’ouest
de celle de surface induira alors à la surface un vent de sud qui transportera du PV plus fort de
l’environnement dans la zone de l’anomalie de surface, et va ainsi la renforcer. Un mécanisme
similaire se propageant de l’anomalie de surface à celle d’altitude transportera depuis le nord du
PV plus fort de l’environnement, d’où un renforcement mutuel des deux anomalies. En surface
comme en altitude, le vent induit et le gradient méridien de tourbillon potentiel sont de signe
opposé, ce qui contribue à une tendance de renforcement du tourbillon potentiel dans les zones
de perturbations.
Le mécanisme en termes d’étirement
Si on présuppose à la surface une anomalie locale en température potentielle positive dans un
environnement barocline, correspondant à une anomalie cyclonique, alors elle se verra advectée
par le vent de l’état de base (fig. 1.5). Cette advection sera plus forte en altitude qu’à la
surface, étant donné le cisaillement vertical de vent zonal, ce qui conduit à une inclinaison
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vers l’est de l’anomalie. Cela crée alors une diminution de la stabilité statique du côté ouest
de l’anomalie par rapport au côté est. C’est pour contrer cet effet et maintenir l’équilibre
thermique et hydrostatique qu’une circulation agéostrophique se met en place, afin de s’opposer
à l’inclinaison. Ainsi dans la partie haute de l’anomalie apparaît un vent opposé au vent de
l’état de base, et dans la partie basse un vent renforçant le vent zonal. Par continuité, des
vitesses verticales sont créées, positives à l’avant de l’anomalie et négatives à l’arrière.
Figure 1.5 – Schéma de la mise en place d’une circulation agéostrophique dans un environne-
ment barocline perturbé par une anomalie positive de température. (Gilet, 2009).
Le mécanisme de mise en place de vitesse verticale peut aussi être illustré en utilisant la loi
de conservation de la température :
DgT
Dt
− σp
R
ω = 0 (1.5)
Avec ω la vitesse verticale en coordonnée pression,R la constante de l’air sec, et σ = −RT0p−1dlnθ0/dp
la stabilité statique en coordonnée pression, où θ0 est la température potentielle correspondant
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à la température moyenne de l’état de base T0. En séparant l’état de base et l’anomalie linéai-
rement, et en prenant en compte que le gradient zonal de température est nul et que seul du
vent zonal est présent dans l’état de base, l’équation précédente se réécrit :
∂T ′
∂t
+ u¯g
∂T ′
∂x
+ v′g
∂T¯
∂y
− σp
R
ω′ = 0 (1.6)
Comme il est possible de considérer que la vitesse zonale de l’état de base est quasi-nulle à la
surface, ce sont ici les deux derniers termes qui sont à analyser. Pour respecter la conservation
de la température potentielle, ces deux termes doivent évoluer de manière opposée. Comme le
gradient méridien de température est négatif, les vitesses méridiennes et oméga doivent être de
signe opposé. Or dans le cas d’un tourbillon cyclonique, le vent méridien associé sera positif à
l’est et négatif à l’ouest, ce qui conduit donc à la présence d’ascendances à l’est du tourbillon
et de subsidences à l’ouest.
La contrainte de l’équilibre du vent thermique, combinée à l’équation quasi-géostrophique du
mouvement horizontal, et à l’équation de la thermodynamique, permet d’obtenir une équation
diagnostique pour la vitesse verticale de grande échelle, appelée équation oméga (Hoskins et al.,
1978) :
σ
−→∇2ω + f 20
∂2ω
∂p2
= −2−→∇ · −→Q + f0β∂vg
∂p
, (1.7)
avec le forçage géostrophique sur la circulation secondaire qui correspond à la divergence de
−→
Q :
−→
Q = (Q1, Q2) =
−R
p
∂
−→
Vg
∂x
· −→∇T,−R
p
∂
−→
Vg
∂y
· −→∇T
 .
On peut retrouver dans le terme source une quantification de l’importance de la baroclinie ou
de la forme des perturbations de vent évoquées plus haut. Voyons maintenant comment cette
signature en vitesse verticale intervient dans le processus de cyclogénèse. Il peut être interprété
grâce à la loi d’évolution du tourbillon quasi-géostrophique :
∂ζg
∂t
= −−→Vg · −→∇g(ζg + f) + f0∂ω
∂p
(1.8)
La vitesse verticale créée en altitude par l’anomalie de tropopause tend à augmenter le deuxième
terme de droite dans la colonne située sous le maximum de vitesse verticale, ce qui renforce
alors le tourbillon présent en surface. Dans le cas d’une vitesse verticale positive située au dessus
de la perturbation de surface, de la convergence apparaît au niveau de la perturbation, ce qui
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contribue à la renforcer. De même dans le cas d’une vitesse verticale négative en dessous du
tourbillon d’altitude, la convergence induite tendra à renforcer ce dernier. On peut donc dire
que l’étirement engendré par les ascendances et les subsidences va créer un renforcement des
anomalies, qui s’amplifient mutuellement.
1.1.4 L’interaction barocline en présence d’humidité
L’humidité joue un rôle important d’amplificateur de l’interaction barocline, et donc de
la dépression de surface, à travers la libération de chaleur latente. Ce processus augmente le
phénomène d’ascendances, ce qui amplifie le tourbillon, qui peut être expliqué en analysant
l’équation oméga vue précédemment à laquelle est ajouté un terme additionel de forçage (Da-
nard, 1964; Smith et al., 1984).
En présence de chauffage créé par condensation de vapeur d’eau, le terme de libération de
chaleur latente J à l’origine de l’augmentation de la température est donné par :
DgT
Dt
− σp
R
ω = J
Cp
, (1.9)
avec Cp la capacité thermique à pression constante. La dérivation de l’équation oméga à partir
de cette forme de l’équation de la thermodynamique donne alors :
σ
−→∇2ω + f 20
∂2ω
∂p2
= −2−→∇ · −→Q + f0β∂vg
∂p
− κ
p
−→∇2J, (1.10)
avec κ ≡ R/Cp. Le terme lié au chauffage est ici positif dans la zone de libération de chaleur
latente. La condensation, en forçant négativement l’opérateur laplacien du terme de gauche,
favorise les vitesses verticales ascendantes. Un cycle qui s’auto-alimente se met alors en place,
les ascendances entrainant la condensation de l’eau, qui à travers le dégagement de chaleur
latente amplifie ces ascendances.
1.1.5 Classification des cyclogénèses
Ce sont Petterssen et Smebye (1971) qui ont initié l’étude de la classification des cyclogé-
nèses, en distinguant deux catégories que sont le type A, correspondant à l’apparition spontanée
de tourbillons, et le type B, qui inclut une anomalie de tropopause d’amplitude finie antérieure
à la cyclogénèse. L’étude statistique de classifications des tempêtes sur l’océan Atlantique Nord
de Ayrault (1998) distingue les perturbations en fonction de la vitesse de creusement de la
dépression et de la baroclinie de l’environnement. Cette classification montre que c’est pour les
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zones baroclines les plus marquées que les creusements sont les plus rapides. Il est en revanche
possible que les dépressions soient faibles tout en se situant dans une zone de forte baroclinie,
selon l’efficacité de l’amplification mutuelle des perturbations.
Deveson et al. (2002) ont introduit le type C, dans lequel l’anomalie d’altitude joue un rôle
prépondérant (comme dans le type B), mais où elle reste à une distance à peu près constante de
l’anomalie de surface et ne se place pas progressivement au dessus. Le dégagement de chaleur
latente a une place primordiale dans le creusement de dépression de type C, car la tendance
anticyclonique associée en altitude érode le côté ouest de l’anomalie cyclonique et retarde son
phasage avec l’anomalie cyclonique de basse couche (Gray et Dacre, 2006).
1.2 Déplacements et trajectoires des perturbations
1.2.1 La croisée de jet et mécanisme associé
Les trajectoires des dépressions sont connues depuis longtemps, et notamment la remontée
vers le nord et la croisée de jet dans l’Atlantique Nord comme on peut le voir sur le schéma
du livre assez ancien de Palmén et Newton (1969)(fig. 1.6), et ainsi que sur des cas récents de
tempêtes (fig. 1.7). En revanche, la raison de ce comportement n’a jamais fait l’objet d’études
systématiques. Seuls les déplacements méridiens des cyclones tropicaux ont fait l’objet d’études
théoriques et ont été expliqués grâce au mécanisme non linéaire dit du “β-drift”. Cette notion
a été introduite par Rossby (1948) et Adem (1956). En suivant l’évolution d’un cyclone sur un
plan β dans le cadre barotrope où il n’y a pas de vitesse verticale. Le paramètre de Coriolis,
f = f0 + βy varie de manière linéaire spatialement, et le tourbillon absolu, ζg + f est conservé,
l’équation d’évolution pour le tourbillon relatif est :
∂tζg = −βvg − ug · ∇gζg. (1.11)
Si l’on considère que le tourbillon absolu est conservé dans un mouvement lagrangien D(ζg +
f)/Dt = 0 et si l’on se place sur un plan β où f varie selon un méridien (f = f0 +βy), on peut
alors établir l’équation 1.11. Cette équation montre que le transport méridien (premier terme
du membre de droite) vers le nord à l’est de la perturbation cyclonique (Figure 1.8) conduit à
une diminution du tourbillon relatif ζg et le transport méridien vers le sud à l’ouest de la pertur-
bation à une augmentation du tourbillon relatif. Ceci conduit donc à une tendance cyclonique à
l’ouest de la perturbation et anticyclonique à l’est se traduisant par une propagation apparente
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Figure 1.6 – Trajectoires dominantes des dépressions (flèches noires) et des anticyclones
(flèches blanches), et positions des vents maximals (lignes noires) dans l’hémisphère nord. (Pal-
mén et Newton, 1969)
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Figure 1.7 – Croisée de jet par (a) la dépression de la POI17 de l’expérience FASTEX (février
1997) et (b) la tempête Xynthia (février 2010). Vent basse fréquence (contours bleus, intervalle
10 m s-1), déformation effective basse fréquence (localisant le passage du côté cyclonique au
côté anticyclonique, rouge, intervalle 5 10-10 s-2) et trajectoires des tempêtes (traits noirs, carrés
toutes les 6 h). (Oruba et al., 2013).
de la perturbation cyclonique vers l’ouest. L’anomalie dipolaire ainsi produite (figurée en bleue
figure 1.8) introduit une composante de vent vers le nord sur la perturbation qui la transporte
également vers le nord.
La première étude utilisant la notion de β-drift dans le cas des perturbations atmosphé-
riques de moyennes latitudes a été réalisée par Gilet et al. (2009), et montre que le déplacement
vers le nord des perturbations repose sur l’intensité du gradient méridien de PV moyenné sur la
verticale. Ce paramètre est le beta effectif, soit β le gradient méridien du tourbillon planétaire
additionné au gradient méridien du tourbillon relatif du jet.
Oruba et al. (2013) étendent l’étude du β-drift au cas de jets possédant des méandres et
interprètent le mécanisme en termes d’interactions entre différentes anomalies de PV. Dans le
cas d’un environnement de fort gradient méridien de PV, la dispersion d’ondes de Rossby du
tourbillon d’altitude permet l’apparition d’un anticyclone d’altitude, qui forment à eux deux
un dipôle de PV qui advecte non linéairement la perturbation de surface vers le nord (fig. 1.9).
1.2.2 Rôle de l’humidité
L’influence des processus humides a très majoritairement été étudiée dans le cadre du rôle
du dégagement de chaleur latente sur l’intensification des dépressions, mais très peu sur leur
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Figure 1.8 – Schéma illustrant le mécanisme du β-drift barotrope. Terme de tendance linéaire
−βvg de l’équation 1.11 (valeurs positives en bleu plein et négative en pointillé) associée à
un tourbillon axi-symétrique (gris) dans l’hémisphère nord. Le terme de tendance linéaire est
composé d’une anomalie dipolaire qui correspond au “beta gyres” qui advectent le tourbillon
vers le nord (flèches bleues). (Rivière et al., 2012).
Figure 1.9 – Schéma illustrant le mécanisme du β-drift barocline. PV en basses couches
(contours noirs, intervalle 4 10-5 s-1) et en altitude (couleurs), et trajectoire du cyclone de
basses couches (trait noir gras). (Oruba et al., 2013).
29
CHAPITRE 1. CYCLE DE VIE DES DÉPRESSIONS DES MOYENNES LATITUDES
SUR L’ATLANTIQUE NORD
Figure 1.10 – Schéma illustrant la tendance vers l’est générée par les processus humides. Le
cadre est le même que pour la figure 1.4, avec l’ajout de l’effet du dégagement de chaleur latente.
Les flèches verticales représentent les vitesses verticales induites par la présence des anomalies
cycloniques.
trajectoire. Voici les quelques éléments connus sur le sujet. Des études idéalisées d’instabilité
barocline ont montré que la vitesse de déplacement vers l’est augmentait avec le chauffage
(Mak, 1982). Les simulations de cas réels confirment que la vitesse de la dépression est plus
importante dans les simulations humides que sèches, généralement dans la direction nord-est
(Davis et al., 1993; Grønås, 1995; Rivière et al., 2010). L’écart entre les distances parcourues
dans les cas sec et humide peut atteindre plusieurs centaines de kilomètres après une journée
(Rivière et al., 2010, figs. 2 et 5). Ce phénomène peut s’expliquer en prenant en compte la
tendance positive de PV créée au-dessous de la zone de dégagement de chaleur latente. Ce
processus se met en place dans la zone d’ascendances située à l’avant de la perturbation de
surface, et ainsi crée une circulation cyclonique à l’avant de celle-ci, la renforçant mais en même
temps accélérant son déplacement ves l’est (fig. 1.10). L’objet du premier article est d’étudier
de manière systématique l’effet des processus humides sur ce déplacement en se focalisant sur
le déplacement perpendiculaire à l’axe du courant-jet.
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1.3 La distribution spatiale des vents
Sur l’océan Atlantique Nord aux moyennes latitudes et en Europe de l’Ouest, c’est au sein
des tempêtes que l’on peut trouver les vents de surface les plus violents, et les plus destructeurs.
Mieux les comprendre pour mieux les prévoir constitue donc un enjeu important afin de garantir
la sécurité des personnes et des biens. Ces vents forts sont généralement associés au phénomène
de fronts.
1.3.1 Caractérisation des fronts et des zones de vents forts associées
Au cours de la cyclogénèse a lieu un renforcement graduel de l’intensité des vents jusqu’au
stade mature de la perturbation où les vents atteignent leurs valeurs maximales. A partir de
1919, le modèle norvégien (fig. 1.11) s’est répandu. Dans ce modèle conceptuel, une ondulation
initiale du flux d’air se forme le long de la zone barocline (stade I), puis une circulation cy-
clonique se mettant en place transportant l’air froid vers l’équateur, et les fronts se renforcent
(stade II). La perturbation atteint alors le stade mature (stade III) puis l’occlusion se produit
(stade IV), initiant la dissipation de la dépression.
En 1990 est proposé le modèle de Shapiro et Keyzer (1990) grâce aux avancées des ra-
diosondages et images satellites. Dans ce modèle, après une phase similaire, le front froid se
détache du front chaud durant la phase de maturation (stade II), l’air doux fait alors le tour
de la dépression, le front chaud s’occlut en se recourbant vers l’arrière (en anglais “bent-back
front”), l’ensemble des fronts formant une structure en forme de T (stade III). Puis le front
froid rejoint le front chaud, créant une zone de vents forts. Mais la zone de vents la plus intense
se situe dans l’air doux entourant complètement la dépression et surplombé par de l’air froid
entrainant convection et très forts vents (stade IV).
1.3.2 Mécanismes à l’échelle synoptique
Un vortex cyclonique associé à un vent géostrophique verra apparaître une déformation du
vent géostrophique, qui tend à resserrer le gradient de température potentielle. Ce resserrement
a lieu au sud-ouest et au nord-est du vortex, initiant respectivement le front chaud et le front
froid, qui sont associés à des zones de fort tourbillon. Ce fort tourbillon de la zone frontale est
associé à un cisaillement horizontal de vent parallèlement au front, formant un jet de basses
couches. La frontogénèse se complexifie alors et il devient nécessaire de prendre en compte
le vent agéostrophique. Le gradient de température est renforcé là où le vent agéostrophique
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Figure 1.11 – Illustration des modèles de cyclogénèse norvégien et de Shapiro-Keyer. Voir le
texte pour plus de détails sur les grandes étapes d’évolution des deux types de modèles. (Schultz
et al., 1997).
est convergent, soit en basses couches sous les ascendances situées à l’avant des zones de fort
tourbillon. Cette convergence renforce donc les fronts déjà formés. L’atmosphère, en essayant
de se réajuster vers les grands équilibres, amplifie ces ascendances et crée un phénomène de
boucle de rétroaction positive.
Figure 1.12 – Illustration de la redistribution d’énergie au sein d’une dépression traversant le
courant-jet, selon le modèle de Shapiro et Keyzer (1990). Vent de basses couches basse fréquence
(contours bleus), fronts chaud et froid (noir). Vent total (grisé) et vent haute fréquence (rouge).
Les flèches bleue, rouge, et noir représentent respectivement dans la zone de vent maximal les
vitesses basse fréquence, haute fréquence, et totale. (Rivière et al., 2015b).
Les vents les plus forts se produisent au stade mature de tempêtes du modèle conceptuel de
Shapiro et Keyzer (1990), au niveau de jets de basses couches situés au sud de la dépression.
Ces jets apparaissent en particulier dans les cas de traversée du courant-jet de grande échelle
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par les perturbations (Rivière et al., 2015a,b). Lorsque la perturbation est encore au sud du
courant-jet de grande échelle, la zone de forte énergie cinétique est initialement située dans le
secteur chaud au sud-est du centre de la dépression (stade I, fig. 1.12). Puis lors de la traversée
du courant-jet, cette énergie est redistribuée dans la basse troposphère dans le sens cyclonique,
d’abord au nord de la dépression puis au sud-ouest le long du front chaud (stade II, fig. 1.12).
Elle est alors redistribuée par les flux agéostrophiques de géopotentiel qui interviennent dans
le travail des forces de pression, formant un jet de basses couches à l’arrière du front froid, au
sud du centre dépressionnaire (stade III, fig. 1.12). Cette redistribution cyclonique de l’éner-
gie cinétique associée au système dépressionnaire est controlée par le cisaillement latéral du
courant-jet de grande échelle et se produit uniquement quand on passe sur son côté froid (i.e
en présence de cisaillement cyclonique de grande échelle).
La vision précédente ne permet pas de distinguer deux types de jets pouvant se produire au
sud de la dépression, l’un asssocié à la bande transporteuse chaude et l’autre associé aux sting
jets. C’est l’objet de la section suivante de regarder à plus fine échelle ce qui se passe dans cette
zone.
1.3.3 Structures et mécanismes à méso-échelle
Au sein des tempêtes les plus intenses, les rafales de vent intenses et destructrices à la sur-
face peuvent être causées par des phénomènes appelés “sting jets”. Ce nom est apparu en raison
de la forme courbée du jet ressemblant à l’aiguillon d’un scorpion, dont la pointe est la partie
la plus dangeureuse. Une zone plus sèche à l’avant de la tête nuageuse, visible sur les images
satellites, est associée à ces vents forts. Le “sting jet” apparaît lors de la phase III du modèle de
Shapiro-Keyzer (fig. 1.11) dans la région de fracture frontale à l’avant du retour de front chaud,
dans la partie sèche du côté sud de la dépression (fig. 1.13). Le “sting jet” se distingue à la fois
du jet de la bande transporteuse froide qui est associé à de plus faible valeur de θw (température
potentielle du thermomètre mouillé) en se situant plus à l’ouest, même s’ils peuvent parfois se
rejoindre à certains endroits (Martinez-Alvarado et al., 2014). Il se distingue également du jet
associé à la bande transporteuse chaude car le "sting jet" se situe à l’arrière du front froid. Les
masses d’air du "sting jet" descendent depuis la tête du nuage à mi-hauteur de la troposphère
jusqu’au sommet de la couche limite en l’espace de quelques heures (fig. 1.14). Quand le “sting
jet” atteint le sommet de la couche limite, un mélange turbulent ou convectif avec la couche
limite se produit et l’air avec une forte quantité de mouvement est amené à la surface, ce qui
cause de fortes rafales de vents.
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Figure 1.13 – Modèle conceptuel du “sting jet” au sein du modèle de Shapiro-Keyzer. a) Stade
I du développement, L représente le centre de la dépression et la flèche sa direction. Les bandes
grises représentent les bandes transporteuses froide et chaude (CJ et WJ). b) Apparition du
“sting jet” lors de la phase III. c) Le “sting jet” s’étend lors de l’enroulement nuageux. d) Le
“sting jet” disparait lors de la phase IV. e) Coupe verticale Ouest-Est du “sting jet” qui descend
au sein de la tête nuageuse. (Clark et al., 2005).
Le mécanisme expliquant ce transfert n’est pas encore bien compris. Browning et al. (2015)
montrent que les précipitations, en particulier les résidus de precipitations à l’interface entre
zones sèches et humides, joueraient un rôle important dans ce processus par le biais de leur
évaporation.
Plusieurs critères objectifs ont été définis par Clark et al. (2005) pour caractériser l’occur-
rence des “sting jets” :
— ils proviennent de la moyenne troposphère (600-800 hPa), précisément de la tête nuageuse
— ils descendent le long d’une surface en pente avec une θw constante
— ils accélèrent tout en réduisant leur humidité relative durant leur descente
— ils sont distincts des jets de basse couche associés aux bandes transporteuses froide et
chaude.
Les premières mentions de ces jets ont été faites lors d’études concernant la tempête d’oc-
tobre 1987 qui a frappé durement l’ouest de l’Europe (Browning, 2004; Browning et Field,
2004; Clark et al., 2005). Des études statistiques montrent que les “sting jets” ne seraient pas si
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Figure 1.14 – Schéma du “sting jet” (SJ2) par rapport au jet de la bande transporteuse froide
(CJ). Les chiffres indiquent la pression au niveau des jets. (Smart et Browning, 2014).
fréquents au sein des tempêtes. D’après des observations de Parton et al. (2010) sur une période
de 7 ans, seulement 7 tempêtes sur 117 ont été des tempêtes à “sting jets”. Par ailleurs, une
étude basée sur des réanalyses a montré que 30% des 100 tempêtes les plus intenses entre 1989
et 2009 réunissaient les conditions pour abriter des “sting jets”, ce qui ne veut pas dire qu’elles
en contenaient forcément (Martinez-Alvarado et al., 2012).
Depuis quelques années, les “sting jets” font aussi l’objet d’études numériques à l’aide de
modèles de méso-échelle pour des cas réels (Gray et al., 2011; Martinez-Alvarado et al., 2010)
et, plus récemment, quelques cas idéalisés (Baker et al., 2014; Slater et al., 2015). Une forte ré-
solution verticale est nécessaire pour résoudre les structures de petite échelle associées au “sting
jet” (Clark et al., 2005). Dans le cadre de ces simulations, les mécanismes d’instabilité symé-
trique conditionnelle (CSI) et de refroidissement par évaporation/fonte de précipitations ont
été étudiés grâce à différents diagnostics, comme par exemple le MPV* (le tourbillon potentiel
humide saturé) pour caractériser les zones favorables à la CSI (MPV* est alors négatif). De plus,
des rétrotrajectoires sont souvent utilisées pour déterminer l’origine des masses d’air associées
aux vents forts. Cela permet également de suivre l’évolution de différents paramètres (humi-
dité, température, pression...) le long des trajectoires et d’estimer la contribution des processus
diabatiques. L’influence du refroidissement dû à l’évaporation n’est pas clair. Des simulations
montrent qu’en le désactivant, l’intensité du vent ou encore la vitesse de descente des “sting
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jets” ne changent pas (Baker et al., 2014). Un autre mécanisme pouvant être à l’origine des
“sting jets” est la subsidence associée à la frontolyse à l’avant du retour de front chaud (Schultz
et Sienkiewicz, 2013). Cela pourrait initier une libération d’instabilité symétrique conditionnelle
(CSI : Bennetts et Hoskins (1979), Schultz et Schumacher (1999)) ou accentuer les circulations
agéostrophiques.
Figure 1.15 – Mise en évidence de multiples circulations penchées dans la tête du nuage pour
une simulation de la tempête d’octobre 1987. a) Température de brillance le 16 octobre 1987
à 6h UTC. b) Coupe verticale à travers la tête de nuage (cf. trait noir sur la vignette a) de
la vitesse verticale (zones achurées, m/s), la température potentielle (contour noir épais, K) et
l’humidité relative (contour noir). (Clark et al., 2005).
L’existence de circulations obliques dans la tête du nuage (fig. 1.15) suggère la libération de
CSI. En effet, celle-ci se manifeste dans un plan incliné. L’instabilité symétrique conditionnelle
est une instabilité qui apparaît dans un fluide stable convectivement et inertiellement, et le plan
dans lequel elle se trouve est incliné par rapport aux deux axes précédents, si la pente de θe est
plus grande que celle de Mg.
Dans le cas du déplacement horizontal A (fig. 1.16), une particule subit une accélération
horizontale vers la gauche, qui l’amène dans une région d’air plus froid et de plus faible quantité
de mouvement. La particule s’élève donc et ralentit sur l’axe horizontal, jusqu’à être plus froide
que son environnement. Elle redescend alors à sa position originale. Dans le cas d’un déplace-
ment vertical B (fig. 1.16), la particule rencontre de l’air plus chaud qu’elle et une quantité de
mouvement plus forte. Sa flottabilité négative la fait alors redescendre alors queMg diminue, et
la particule revient à son emplacement initial. Dans le cas d’un déplacement oblique C, la par-
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Figure 1.16 – Schéma illustrant l’instabilité symétrique conditionnelle (Mg = vg + fx). Des
perturbations dans l’axe uniquement horizontal ou verticale seront stables (A, B), l’accélération
doit être oblique pour créer une instabilité (C). L’orientation relative des iso-Mg et des iso-θe
est typique des configurations à tourbillon potentiel négatif.
ticule possède un θe supérieur à celui de l’environnement dans lequel elle se déplace, mais aussi
une quantité de mouvement inférieure. Les deux forces de rappel évoquées plus haut agissent
ici également. La résultante des forces est ici colinéaire au déplacement initial. Par conséquent,
une accélération se produit dans la direction du déplacement oblique qui la renforce. Cela donne
donc lieu à une convection oblique instable. La théorie du CSI a été introduite par Bennetts
et Hoskins (1979) pour expliquer les bandes de précipitations frontales. Des expériences de ter-
rain telles que Fronts76 et Fronts87 ont accrédité l’idée que cette théorie (Lemaitre et Testud,
1988; Thorpe et Clough, 1991) pourrait expliquer des organisations typiques de précipitations.
De plus, ces circulations obliques ont déjà été observées dans des simulations idéalisées non
linéaires d’instabilité symétrique (fig. 1.17) (Thorpe et Rotunno, 1989). Ces simulations non-
linéaires montrent également que ce sont les circulations dans le sens contraire des aiguilles
d’une montre qui dominent les autres. De plus au centre de ces circulations, on remarque un
repliement des iso-Mg qui résulte de l’advection associée à ces circulations (fig. 1.17c). L’exis-
tence de CSI pour la formation des “sting jets” est encore discutée. Des simulations idéalisées de
Baker et al. (2014) montrent que des zones de MPV négatif apparaissent au sein des systèmes
dépressionnaires, ce qui indiquerait la présence de CSI, alors que Smart et Browning (2014)
montrent au sein de simulations de cas réels que la CSI ne joue pas un rôle majeur dans les
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subsidences des “sting jets”.
Figure 1.17 – Simulation idéalisée périodique, coupes verticales. a) Etat initial, distribution
de m (contour noir) et θ (contour pointillé). b) Fonction de courant, t=16h. c) Iso-m, t=16h.
(Thorpe et Rotunno, 1989).
La connaissance actuelle des “sting jets” repose essentiellement sur des observations et des
simulations de cas réels (Browning, 2004; Browning et Field, 2004; Clark et al., 2005; Parton
et al., 2009; Martinez-Alvarado et al., 2010; Gray et al., 2011; Smart et Browning, 2014; Brow-
ning et al., 2015), et très peu ont étudié ce phénomène dans un cadre numérique idéalisé (Cao,
2009; Baker et al., 2014). C’est donc l’objet du deuxième article d’avancer dans cette voie.
Auparant, nous allons décrire dans le chapitre suivant, la méthodologie et les simulations idéa-
lisées utilisées dans cette thèse.
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Chapitre 2
Simulations idéalisées, Méthodologie
Ce chapitre présente brièvement le modèle numérique atmosphérique utilisé au cours de cette
thèse en insistant en particulier sur les configurations utilisées pour étudier les dépressions des
moyennes latitudes dans un cadre idéalisé.
2.1 Caractéristiques générales du modèle Méso-NH
Afin d’étudier de manière approfondie les processus humides en cause dans les déplacements
des dépressions des moyennes latitudes, ainsi que les phénomènes de “sting jets”, des simula-
tions idéalisées sont mises en place avec le modèle de recherche non-hydrostatique Méso-NH
(Lafore et al., 1998) à aire limitée, développé conjointement par le CNRM-GAME et le Labora-
toire d’Aérologie. Il est utilisé aussi bien pour des études de situations météorologiques réelles
que pour des études plus académiques. Ce modèle est adapté aux études de la dynamique de
l’atmosphère de l’échelle synoptique à la micro-échelle avec un ensemble diversifié de paramé-
trisations choisies en fonction de la résolution de la grille utilisée. C’est un modèle eulérien
avec une discrétisation sur une grille décalée C d’Arakawa, avec un système de coordonnées
horizontales en projection conforme et un système de coordonnées verticales de type Gal-Chen
et Somerville (1975). Les équations régissant le modèle dans le cadre de cette étude sont basées
sur le système pseudo-incompressible de Durran (1989), qui est une approximation anélastique
permettant de filtrer les ondes sonores et d’utiliser ainsi un pas de temps plus grand. Un schéma
d’advection centré du quatrième ordre est utilisé pour les composantes liées au mouvement et
le schéma d’advection PPM (Piecewise Parabolic Method) est utilisé pour les autres variables
(Colella et Woodward, 1984). La discrétisation temporelle est de type “Leap frog”. Une dif-
fusion horizontale explicite de quatrième ordre est appliquée aux composantes du mouvement
afin d’annuler les modes de très petite longueur d’onde. Grâce à cette configuration dynamique,
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Méso-NH possède une excellente résolution effective, d’environ 5-6 δx comme le montre Ricard
et al. (2013), δx étant la taille d’une maille horizontale du modèle.
La partie physique inclut un schéma de turbulence (Cuxart et al., 2000) avec une variable
pronostique d’énergie cinétique turbulente (TKE) et une fermeture à l’ordre 1.5 pouvant être
utilisé en mode 3D à petite échelle (i.e. avec des résolutions plus fine que le kilomètre) ou en
mode 1D (pour des simulations à méso-échelle). En version 1D, les gradients horizontaux sont
négligés dans les expressions des flux turbulents et dans les tendances turbulentes des champs
pronostiques. Dans notre étude, les simulations ayant une résolution de plusieurs kilomètres, la
version 1D sera utilisée avec la longueur de mélange de Bougeault et Lacarrère (1989).
Le schéma de microphysique actuel de Méso-NH est le schéma à un moment à phase mixte
ICE3 (Pinty et Jabouille, 1998) possédant cinq hydrométéores pronostiques (gouttelette nua-
geuse, pluie, glace, neige, et graupel) en plus de la vapeur d’eau. Ce schéma possède donc trois
classes d’hydrométéores glacés couplés à un schéma de Kessler (1969) pour la microphysique
dite chaude.
De plus, le modèle Méso-NH peut utiliser un schéma de rayonnement qui provient du mo-
dèle IFS du ECMWF (Morcrette, 1989) et un schéma de convection peu profonde (Pergaud
et al., 2009), qui vient compléter le schéma de turbulence pour représenter les thermiques de
la couche limite. Il est aussi possible d’utiliser un schéma de convection profonde (Bechtold et
Bazile, 2001) adapté de Kain et Fritsch (1993).
Le modèle Méso-NH peut aussi être couplé au modèle de surface SURFEX (Masson et al.,
2013) pour le calcul des flux entre l’atmosphère et la surface. Le modèle SURFEX n’a pas été
utilisé dans cette étude, la représentation de la surface restant assez simple.
2.2 Configurations du modèle Méso-NH utilisées
2.2.1 Domaine et résolutions
Pour l’intégralité des simulations, le domaine utilisé est long de 10 000 km dans la direction
ouest-est et large de 6 000 km dans la direction sud-nord. Son extension verticale est de 16 km.
La première étude utilise une résolution horizontale de 20 km et une résolution verticale de 500
m. Les conditions limites sont cycliques aux bords ouest et est et de type “mur” (vitesse normale
nulle) au sud et au nord. Le modèle est intégré jusqu’à 96 h, avec un pas de temps de 30 secondes.
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Dans la seconde étude, deux résolutions sont utilisées pour chacune des coordonnées hori-
zontale et verticale. Les résolutions horizontale et verticale basses correspondent respectivement
à des espacements de 20 km et de 500 m, exactement comme dans la première étude. Les résolu-
tions hautes sont de 4 km sur l’horizontale, avec un espacement irrégulier des niveaux verticaux
qui augmentent avec l’altitude en s’étirant de 5% à chaque niveau. Cela correspond à des espa-
cements de 50-150 m entre le sol et 2 km d’altitude, 150-290 m entre 2 km et 5 km et 290-430
m entre 5 km et 8 km. Trois configurations ont donc été sélectionnées pour les simulations, la
résolution basse-basse correspond aux basses résolutions horizontale et verticale, la résolution
basse-haute correspond à la basse résolution verticale et la haute résolution verticale, et la ré-
solution haute-haute correspond aux résolutions horizontale et verticale haute. Une simulation
en mode imbriquée (nesting) est réalisée avec un modèle fils sur un domaine à haute résolution
inclus dans un modèle père sur le grand domaine avec une résolution basse (mais avec la même
résolution verticale), les deux modèles échangeant des informations dans les deux sens (two-way
nesting). La sous-partie où la résolution est augmentée (domaine fils) se situe de x = 6780 km
à 9780 km et de y = 1980 km à 3980 km. Pour le grand domaine de simulation, les conditions
limites sont de type cyclique à l’ouest et à l’est et de type “mur” (vitesse normale nulle) au
sud et au nord. Le modèle est intégré jusqu’à 96 h, et le pas de temps est de 30 secondes pour
les simulations sur le grand domaine et de 6 secondes pour la simulation sur le domaine fils à
haute résolution horizontale.
2.2.2 Paramétrisations physiques
La première étude de cette thèse concernant l’influence des processus humides sur les tra-
jectoires des dépressions, il est nécessaire de disposer de simulations utilisant des variantes du
schéma microphysique. Trois types de simulations sont ainsi réalisées dans cette première par-
tie qui permettent de distinguer les différents effets liés à l’humidité. Les simulations "sèches"
n’utilisent pas de schéma microphysique ni de vapeur d’eau. La simulation "humide simplifiée"
n’utilise que de l’eau nuageuse en plus de la vapeur d’eau, et donc les seuls processus microphy-
siques entrant en jeu dans cette simulation sont la condensation et l’évaporation, l’eau nuageuse
étant créée quand la saturation est atteinte. Enfin, la simulation "humide" utilise la totalité du
schéma microphysique ICE3 avec les cinq hydrométéores en plus de la vapeur d’eau. Dans les
simulations humides, l’humidité relative initiale est fixé à 60% entre 0 et 6,5 km d’altitude et à
0% au-dessus. Dans cette étude, les simulations sont réalisées sans surface (conditions de glis-
sement libre appliquées à la limite inférieure), et les schémas de rayonnement et de convection
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Figure 2.1 – Coupe verticale du vent zonal de l’état de base (couleurs) et de la température
potentiel associée (noir).
peu profonde n’ont pas été activés.
Le second volet de la thèse abordant les “sting jets” est effectué avec des simulations conte-
nant uniquement le schéma microphysique complet ICE3 où l’humidité relative initiale est de
60% entre 0 et 6,5 km d’altitude et de 0% au-dessus. Les “sting jets” étant potentiellement
à l’origine de vents forts en surface, il est nécessaire d’appliquer des conditions à la surface
plus réalistes. Les simulations utilisent donc une surface simplifiée avec une faible longueur de
rugosité typique de celle de la mer (2*10-4 m) mais avec des flux turbulents en surface impo-
sés à zéro. Le schéma de rayonnement est toujours désactivé dans cette étude, et le schéma
de convection profonde adapté de Kain et Fritsch (1993) n’est utilisé que pour les résolutions
horizontales les plus lâches (20 km).
2.2.3 Conditions initiales
Écoulement de base
L’état de base des simulations est constitué d’un jet zonal barocline centré au milieu du
domaine. Le vent zonal de l’état de base est d’abord défini comme une fonction gaussienne
dans les directions horizontale et verticale. Le vent maximal est situé à l’altitude de 8 km. Un
profil vertical de fréquence de Brunt-Väisälä est fixé, dans la troposphère, sa valeur moyenne
est de 0,012 s-1 et varie de 0,01 s-1 à 0.014 s-1. Elle augmente rapidement à 10 km d’altitude
pour atteindre 0,027 s-1 dans la stratosphère. À partir du champ de vent zonal, on calcule le
champ de température de l’état de base en utilisant l’équilibre du vent thermique à partir d’une
condition limite située au sud du domaine. La force de Coriolis est aussi prise en compte, avec
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a) b)
c) d)
Figure 2.2 – Coupe horizontale des perturbations initiales en PV moyenné entre z=6 et 8
km (rouge) et en tourbillon relatif moyenné entre z=0.5 et 1.5 km (noir, intervalle 6 10-6 s-1,
et vent zonal de l’état de base à z=8km (bleu). a) Perturbations au sud du jet et décalées.
b) Perturbations au sud du jet et alignées. c) Perturbations sur l’axe du jet et décalées. d)
Perturbations sur l’axe du jet et alignées.
une configuration en f-plan centrée à 40◦N (fig. 2.1).
Perturbations d’échelle synoptique
Deux perturbations d’amplitude finie et d’échelle synoptique sont initialement ajoutées à
cet état de base. La première se trouve à la proximité de la surface et atteint son maximum
à l’altitude de 1 km. Sa position latitudinale est 1000 km au sud du courant-jet. La deuxième
perturbation est une anomalie cyclonique qui atteint son maximum proche de la tropopause
à une altitude de 7,5 km, et est située à 500 km au nord et 1000 km à l’ouest de l’anomalie
de surface. Cette configuration est montrée sur la figure 2.2a et reproduit la situation typique
de la tempête Klaus (Sanders, 1986; Rivière et al., 2015b)(fig. 2.3). C’est cette configuration
dans laquelle les perturbations traversent le courant-jet du sud au nord qui explique la nécessité
d’utiliser des perturbations d’amplitude finie. Des perturbations infinitésimales ne migreraient
pas immédiatement vers le nord car c’est un mécanisme non-linéaire qui cause ce déplacement.
De plus, une forte dépression apparaîtrait en aval le long de l’axe du jet, dans la zone de plus
forte baroclinie, et ne traverserait donc pas le jet. Dans le cas d’une initialisation plus classique
en ondes baroclines, des anomalies seraient aussi créées sur l’axe du jet. La fonction de courant
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Figure 2.3 – Position de l’anomalie de tourbillon relatif à 300 hPa (pointillé noir) et à 900
hPa (trait noir) par rapport au courant-jet à 300 hPa. (Rivière et al., 2015b)
des deux perturbations adopte une forme gaussienne dans les directions horizontale et verticale,
elle s’exprime :
ψ(x, y, z) = A · exp
{
−
(
x− x0
L
)2
−
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y − y0
L
)2
−
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z − z0
H
)2}
,
avec A l’amplitude de la perturbation A = −5 · 10−6 m2 s−1, x0, y0 and z0 correspondent à
l’emplacement de la perturbation, L est l’extension horizontale de la perturbation L = 7, 5 ·105
m et H est l’extension verticale de la perturbation, qui varie entre H = 4 · 103 m, 5 · 103 m
et 3 · 103 m pour respectivement la perturbation de surface, la partie basse de la perturbation
d’altitude et la sa partie haute. Les perturbations introduites sous la forme de perturbations
de fonction de courant, respectent la balance géostrophique et la température est modifiée en
conséquence pour satisfaire l’équilibre hydrostatique.
Dans la première étude concernant les trajectoires des dépressions (chapitre 3), quatre
simulations seront principalement utilisées. Ce sont les simulations sèches et humides, dans
2 configurations différentes. La première configuration est constituée de deux perturbations,
l’une d’altitude et l’autre de surface, et la deuxième configuration est constituée d’une seule
perturbation en surface. L’influence de la perturbation d’altitude et de l’humidité seront ainsi
conjointement étudiées.
Dans l’étude concernant les “sting jets” (chapitre 4), les simulations contiennent toutes deux
perturbations, et la simulation débutant à partir des perturbations initiales montrées dans la
figure 2.2a fait office de simulation de contrôle des conditions initiales. Trois conditions intiales
supplémentaires sont utilisées pour évaluer la sensibilité à la configuration des perturbations
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initiales. Dans le premier état initial alternatif, la perturbation de surface est située au même
endroit, et la perturbation d’altitude est décalée en direction du sud afin que les perturbations
soient alignées zonalement, à 1000 km au sud du courant-jet (fig. 2.2b). Elle est aussi légèrement
décalée vers l’ouest de manière à ce que la distance soit constante entre les anomalies, ce
qui correspond à un éloignement de 1120 km. Le second état initial alternatif comprend des
perturbations inclinées dans la direction NO-SE comme la simulation de contrôle, à la différence
qu’elles sont décalées de 1000 km vers le nord afin que la perturbation de surface sur trouve
sur l’axe du courant-jet (fig. 2.2c). La troisième alternative contient des anomalies zonalement
alignées et localisées sur l’axe du jet zonal (fig. 2.2d). Ces sensibilités permettront de montrer
comment la croisée de jet affecte les dépressions. Dans cette étude, les deux simulations qui
serviront de base sont la simulation à résolution basse-haute et celle à résolution haute-haute,
qui sont suffisament fines pour mettre en évidence des phénomènes de “sting jets”. Le tableau
2.1 résume les caractéristiques des simulations utilisées dans les deux chapitres suivants.
Article 1 / Chapitre 3 Article 2 / Chapitre 4
Schéma microphysique - aucune microphysique - microphysique complète
- microphysique simplifiée ICE3
- microphysique complète
ICE3 (5 hydrométéores)
Type de surface - Conditions limites libres - Vitesse nulle en bas
(vitesses non nulles) (1er niveau)
Domaine et résolutions - 10000 x 6000 km - 10000 x 6000 km
∆x, y = 20 km ∆x, y = 20 km
∆z = 500 m ∆z = 500 m
- 10000 x 6000 km
∆x, y = 20 km
∆z ≈ 200 m (grille étirée)
- 3000 x 2000 km
∆x, y = 4 km
∆z ≈ 200 m (grille étirée)
Conditions initiales : - Sud-ouest/Nord-Est - Sud-ouest/Nord-Est
Axe des perturbations et 1000 km au sud du jet 1000 km au sud du jet
position par rapport au jet - Ouest/Est
1000 km au sud du jet
- Sud-Ouest/Nord-Est
sur l’axe du jet
- Ouest-Est
sur l’axe du jet
Tableau 2.1 – Configuration des simulations Méso-NH.
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Chapitre 3
Article : Rôle des processus humides
sur les trajectoires de dépressions de
moyenne latitude idéalisées
3.1 Présentation de l’article
Comme il a été montré dans la première partie de cette thèse, de nombreuses études se sont
intéressées aux effets des processus humides sur l’intensité des dépressions des latitudes tempé-
rées en montrant que leurs creusements étaient plus rapide en présence d’humidité, mais très
peu se sont penchées sur l’étude des trajectoires, et en particulier dans la direction perpendi-
culaire au courant-jet. Cet article étudie donc la question de l’influence des processus humides
sur les trajectoires des dépressions, et spécialement vers le nord dans le cas de traversée du
courant-jet par la dépression, cette configuration étant à l’origine des creusements les plus ra-
pides.
L’influence des processus humides sur les trajectoires des dépressions des latitudes tempérées
est étudié à l’aide de simulations idéalisées. Chaque simulation contient un cyclone d’amplitude
finie en surface initialisé du côté chaud du courant-jet barocline, et pour certaines simulations
est ajoutée initialement une anomalie cyclonique d’altitude en amont de la dépression de sur-
face (configuration fig 2.2a). Ces simulations sont réalisées en configuration sèche et humide,
afin d’étudier les sensibilités à la perturbation d’altitude ainsi qu’aux processus humides. Ces
analyses sont effectuées à partir de bilans de tourbillon relatif, et aussi en considérant le tour-
billon potentiel (PV) comme variable clé. L’outil d’inversion du PV a permis de partitionner
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l’écoulement. Cela nous permet de quantifier des relations de causes à effets et d’interactions
entre les différentes composantes de la perturbation.
Les résultats principaux de l’article sont :
— Les dépressions de surface croisent systématiquement le courant-jet après un ou deux
jours quelle que soit la configuration du modèle, en remontant vers le nord. L’outil d’in-
version du PV montre que c’est l’advection non-linéaire de la dépression de surface, par
le dipôle de PV d’altitude, qui explique cette trajectoire de la perturbation en direction
du nord. Ce dipôle de PV d’altitude est composé d’une anomalie cyclonique en amont
et d’une anomalie anticyclonique en aval. Le dipôle, dans toutes les simulations, est
créé et/ou renforcé à travers l’interaction barocline, les vents méridionaux induits en
altitude par la dépression de surface advectant du PV fort vers le sud du côté amont,
et du PV faible vers le nord du côté aval, générant ainsi un cyclone et un anticyclone.
Une autre vision de l’interaction barocline se base sur les vitesses verticales créées par
la dépression de surface, dans un environnement verticalement cisaillé où sont générées
des anomalies de tourbillon relatif en altitude. L’orientation du dipôle dans la direction
sud-ouest/nord-est explique le déplacement induit vers le nord-ouest.
— La simulation contenant initialement l’anomalie cyclonique d’altitude montre une dépres-
sion de surface plus creusée et un dipôle de PV d’altitude plus intense que la simulation
sans anomalie d’altitude initiale. Cela induit un déplacement de la dépression plus rapide
vers le nord et moins rapide vers l’est.
— La simulation humide configurée avec l’ensemble des processus microphysiques montre
une dépression plus intense en surface, et un déplacement plus rapide en direction du
nord-est que dans la simulation sèche. Le déplacement plus rapide dans la direction de
l’est s’explique par la circulation cyclonique créée en surface par les processus diaba-
tiques en aval de la dépression de surface dans la zone d’ascendance, qui l’accélère vers
l’est en compensant les effets de l’orientation du dipôle d’altitude dont la tendance est
d’advecter vers le nord-ouest. En direction du nord, le déplacement plus rapide s’ex-
plique par le fort anticyclone d’altitude dû au dégagement de chaleur latente (fig. 1.10),
ainsi que la localisation de la dépression plus proche de l’anticyclone d’altitude, qui subit
plus fortement ses effets. L’ajout des processus humides ou de la perturbation initiale
d’altitude entraine donc une traversée de jet plus précoce de quelques heures.
— Enfin, des tests supplémentaires montrent que pour une simulation humide pendant 30
heures puis sèche (tous les processus humides sont désactivés), dès la coupure, le déplace-
ment de la dépression ralentit en direction du nord-est. Une simulation humide simplifiée
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(où les seuls processus sont la condensation et l’évaporation) montre un dégagement de
chaleur latente moins important et un déplacement de la dépression vers le nord-est
moins rapide que dans la simulation contenant l’ensemble des processus humides. Ces
deux simulations confirment l’importance du rôle des phénomènes diabatiques.
3.2 Article
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ABSTRACT
The effects of moist processes on the tracks of midlatitude surface cyclones are studied by performing ide-
alizedmesoscale simulations. In each simulation, a finite-amplitude surface cyclone is initialized on thewarm-air
side of a zonal baroclinic jet. For some simulations, an upper-level cyclonic anomaly upstream of the surface
cyclone is also added initially. Sensitivities to the upper-level perturbation and moist processes are analyzed by
both performing a relative vorticity budget analysis and adopting a potential vorticity (PV) perspective.
Whatever the simulation, there is a systematic crossing of the zonal jet by the surface cyclone occurring after
roughly 30 h. A PV inversion tool shows that it is the nonlinear advection of the surface cyclone by the upper-
level PV dipole, which explains the cross-jet motion of the surface cyclone. The simulationwith an initial upper-
level cyclonic anomaly creates a stronger surface cyclone and a more intense upper-level PV dipole than the
simulation without it. It results in faster northward and slower eastward motions of the surface cyclone.
A moist run including full microphysics has a more intense surface cyclone and induces a faster north-
eastward motion than the dry run. The faster eastward motion is due to the diabatically produced cyclonic
circulation at low levels. The faster northwardmotion is explained by the stronger upper-level anticyclone due
to released latent heat, together with the closer location of the surface cyclone to the upper-level anticyclone.
Finally, a moist run with only condensation and evaporation exhibits less latent heat release and a slower
northeastward motion of the surface cyclone than the full moist run.
1. Introduction
During recent decades, the forecast skill for high-
impact weather events have been significantly improved
(Thorpe 2004). The major short-range-forecast failures
in the intensity and track of extratropical cyclones that
occurred in the 1980s and early 1990s (e.g., Sanders and
Gyakum 1980; Anthes et al. 1983; Reed et al. 1993a)
would probably not occur nowadays with the current
operational weather prediction models. Despite these
improvements, the exact location of peak wind gusts at a
lead time of 1–2 days is still difficult to forecast (Hewson
et al. 2014). Furthermore, medium- to extended-range
forecasts present synoptic-scale errors that may arise
from the misrepresentation of the diabatic processes in
the ascending air masses of extratropical cyclones and
the so-called warm conveyor belts (Grams et al. 2011;
Davies and Didone 2013). Motivated by these forecast
challenges, there is a recent regain of interest in the role
played by cloudmicrophysics in producingPVanomalies
within extratropical cyclones and, in particular, warm
conveyor belts (Joos and Wernli 2012; Schemm et al.
2013; Chagnon et al. 2013; Martinez-Alvarado et al.
2014). The present paper goes in the same vein and
aims to show how diabatically produced PV anomalies
within the warm conveyor belts affect the tracks of
extratropical cyclones.
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There is an extensive literature on the effect of moist
processes in the intensity of extratropical cyclones (e.g.,
Uccellini 1990; Chang et al. 2002). Most studies show a
more rapid cyclone deepening in presence of moist
processes because of condensational heating in regions
of upward motion. This has been shown by theoretical
studies on moist baroclinic instability (Mak 1982;
Emanuel et al. 1987), idealized numerical studies (Gall
1976; Lapeyre and Held 2004), numerical studies of real
storms (Kuo and Reed 1988; Reed et al. 1993a,b; Davis
et al. 1993), and diagnostic studies based on observa-
tional datasets (Danard 1964; Smith et al. 1984). As
moisture content rises and latent heat is released, the
storm strength increases in terms of central pressure
minimum, winds, and precipitation, as revealed in ide-
alized modeling (Booth et al. 2013). Despite this general
agreement between existing theories, idealized model-
ing, and more realistic studies, the amount of cyclone
deepening due to moist processes is still debated. For
instance, no quantitative relation can be obtained from
moist baroclinic instability to interpret realistic scenar-
ios. It is strongly dependent on the parameterized effects
of moisture, the assumed background humidity profile,
and the degree of nonlinearities (de Vries et al. 2010).
One simple way of understanding the intensification
of the cyclone by latent heat release is through vertical
velocity. The vorticity is intensified by an enhanced
upward motion in the warm sector of the cyclones be-
cause of the released latent heat. The increased vertical
velocity can be explained by the fact that condensational
heating creates an additional forcing term in the omega
equation (Danard 1964; Smith et al. 1984) and by the
presence of saturation, which reduces the static stability
and tends to amplify the response to a given forcing in
the same omega equation (Reed et al. 1993b).
In terms of energetics, condensational heating within
extratropical cyclones creates a source of eddy available
potential energy but also tends to reinforce the transfer
of energy from the mean-flow available potential energy
to the eddy available potential energy and from the eddy
available potential energy to eddy kinetic energy
(Danard 1964; Robertson and Smith 1983; Chang et al.
1984). However, note that long-term moist simulations
(warmer climate simulations) do not necessarily lead to
more intense extratropical cyclones compared to dry
simulations (present climate simulations), as condensa-
tional heating may have the reverse effect, on average,
as it tends to reduce the zonal-mean available potential
energy (Pavan et al. 1999; La^ıné et al. 2011).
When considering potential vorticity (PV), latent
heating creates positive and negative PV anomalies in
the lower and upper troposphere, respectively (Hoskins
et al. 1985; Reed et al. 1992; Stoelinga 1996). This
happens in the region of maximum ascent, which occurs
over and ahead of the cyclone. The positive low-level
PV anomaly reinforces the surface cyclone circulation,
which is already strengthening as a result of baroclinic
interaction (Davis et al. 1993). At the mature stage of
the cyclones, there is no evidence that the effect of latent
heat release on the development of extratropical cy-
clones is a mechanism that is independent of the dry
baroclinic instability/interaction. It, rather, acts more as
an amplifier of the baroclinic instability/interaction
(Davis et al. 1993; Langland et al. 1996; Rivière et al.
2010). This amplification varies from case to case, from
one- to two-thirds of the cyclone deepening (Grønås
1995; Fink et al. 2012). Though the proportion of the
impact of diabatic processes on the development of cy-
clogenesis varies a lot, the amplification due to latent
heat release always happens, regardless of the strength
of the cyclone. Zimmerman et al. (1989) showed it for a
weak extratropical cyclone and Wernli et al. (2002) for
the extreme winter storm Lothar.
While the influence of moist processes in the in-
tensification of extratropical cyclones has been the
subject of numerous studies, only a few publications
mentioned the effect of latent heat release on their
tracks. Idealized baroclinic instability studies show that
the eastward phase speed increases with the heating
intensity (Mak 1982). Simulations of real storms usually
confirm the previous theoretical result by showing that
the translational speed of the cyclone, which usually
moves northeastward, is faster in moist simulations than
in dry simulations (Davis et al. 1993; Grønås 1995;
Rivière et al. 2010). The distance between the low cen-
ters in the moist and dry runs at the lead time of 1 day
varies from almost 100km to several hundred kilome-
ters, depending on the case study (e.g., Rivière et al.
2010; compare Figs. 2 and 5). An easy way of un-
derstanding this effect is to consider the lower-level PV
tendencies created by latent heat release. The diabati-
cally produced PV anomaly below the region of maxi-
mum ascent not only strengthens the already existing
vorticity but also accelerates its eastward propagation,
as is well-known in the case of a diabatic Rossby wave
(Parker and Thorpe 1995). However, the upper-level PV
created by latent heat release acts to decelerate the
eastward displacement by propagating westward (de
Vries et al. 2010), so it is the importance of the lower-
level component that explains the eastward motion. It is
worth noting that the previously mentioned studies were
not specifically focused on the effect of latent heat re-
lease on the motion speed of extratropical cyclones, and
it is the main objective of the present paper to system-
atically address this issue. A particular attention will be
paid to the motion of jet-crossing cyclones, which are
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cyclones crossing the large-scale jet from its warm-air to
cold-air sides. These cyclones are of particular interest,
as they usually undergo a rapid deepening during and
after the crossing of the jet axis (Wernli et al. 2002;
Rivière and Joly 2006a,b; Fink et al. 2009). So, it is not so
much the cyclone motion along the baroclinic zone that
is the focus of the paper but, rather, the motion across
the baroclinic zone.
A new mechanism has been recently proposed to ex-
plain the cross-jetmotion ofmany extratropical cyclones
and, more generally, the more northeastward-oriented
cyclone tracks relative to the climatological mean flow
(see, e.g., Palmén and Newton 1969, 95–97; Wallace
et al. 1988). It corresponds to the so-called beta-drift
mechanism generalized to the midlatitude atmospheric
context. The recent results are based on quasigeo-
strophic numerical studies considering both zonally
homogeneous (Gilet et al. 2009) and zonally in-
homogeneous barotropic and baroclinic flows (Rivière
2008; Oruba et al. 2012, 2013). It is the positive vertically
averaged background PV gradient due to the presence
of the meridionally confined westerly jets that is the
main driver of the cross-jet motion of the cyclones. This
has been confirmed by the real case study of Rivière
et al. (2012) using an operational numerical weather
prediction model. When an upper-level trough interacts
with a surface cyclone as in type-B cyclogenesis
(Petterssen and Smebye 1971), the positive background
PV gradient is responsible for downstream dispersion of
energy at upper levels and the building up of the
downstream ridge. The zonally oriented upper-level
dipolar PV anomaly made up of the upstream trough
and downstream ridge tends to displace the surface cy-
clone poleward. As latent heat release is responsible for
the reinforcement of the ridge aloft, we expect a faster
cross-jet motion of surface cyclones in moist runs com-
pared to dry ones, as suggested by Oruba et al. (2013).
The paper is dedicated to check the validity of such a
hypothesis by performing short-term dry and moist
simulations using the Méso-NH mesoscale numerical
model (Lafore et al. 1998). The simulations are com-
posed of isolated synoptic-scale anomalies initialized
south of a background westerly jet to analyze the pro-
cesses involved in the cross-jet motion.
The article is organized as follows. Section 2 describes
the model setup, the numerical experiments, and the
diagnostic tools. Section 3 is dedicated to the results
themselves. Relative vorticity and PV budgets are made
to identify the various dynamical and physical processes
influencing the cyclone motion. A PV inversion tool is
also applied to attribute the displacement of the cy-
clones to different PV anomalies. Finally, concluding
remarks and a short discussion are provided in section 4.
2. Methods
a. Model
The nonhydrostatic mesoscale research model Méso-
NH (Lafore et al. 1998) is used. It is an Eulerian model
with a gridpoint discretization on a staggered Arakawa C
grid with a conformal projection system of horizontal
coordinates and a Gal-Chen and Somerville (1975) sys-
tem of vertical coordinates. The governing equations
used in this study are based on the pseudo-incompressible
system of Durran (1989), which is an anelastic approxi-
mation. A fourth-order centered advection scheme is
used for the momentum components and the piecewise
parabolic method (PPM) advection scheme (Colella and
Woodward 1984) for other variables, associated with the
leapfrog time stepping. A fourth-order explicit horizontal
diffusion is applied only on the momentum components
to suppress very short wavelength modes. With this dy-
namical configuration, Méso-NH has an excellent effec-
tive resolution [i.e., about (5–6)Dx, as shown in Ricard
et al. (2013)]. Subgrid-scale vertical turbulent diffusion is
described by a prognostic TKE-based scheme with a 1.5-
order closure (Cuxart et al. 2000) with the turbulent
length scale of Bougeault and Lacarrère (1989). The
Coriolis force is considered. No radiation scheme and no
surface scheme are used; free-slip conditions are specified
at the lower boundary.
The dry simulation does not use any microphysical
scheme and uses no water vapor. There are no diabatic
effects for this simulation. The moist simulations use
different microphysical schemes. The complete one is a
one-moment bulk-cloud microphysics scheme with five
prognostic hydrometeors (cloud droplets, rain, ice crystals,
snow and graupel mixing ratios, and water vapor), which
corresponds to the three-class ice parameterization (ICE3)
scheme of Pinty and Jabouille (1998). This is called the
‘‘moist simulation.’’ The other simulation including mois-
ture uses a simplified scheme that considers only the cloud
water in addition to the water vapor. Only condensation
and evaporation processes are in play, and cloud water is
created if saturation is achieved. There is no other mi-
crophysical process in this simulation, no rain is generated,
and it is called the ‘‘cloud water simulation.’’ This means
that, at temperatures below the freezing point, cloudwater
content does not change, and, in ascending regions, cloud
water accumulates. This corresponds to the closest moist
simulation to the purely dry simulation and allows us to
investigate the latent heat release associated with
resolved-scale condensation only (Schemm et al. 2013).
b. Simulations setup
The model domain is 10 000 km long in the west–east
direction and 6000km wide in the south–north direction
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(5003 300 points). The vertical extension is 16 km. The
spatial resolutions of the model are Dx 5 Dy 5 20km
and Dz 5 500m. The zonal boundary conditions are
cyclic, and wall lateral boundary conditions (zero nor-
mal velocity) apply to the southern and northern
boundaries.
The simulations are on an f plane centered at 408N.
The basic state of the simulations consists of a baroclinic
zonal jet centered in the middle of the domain (Fig. 1).
The basic-state zonal wind varies as a Gaussian function
in both the horizontal and vertical directions. The
maximum wind is located at the altitude of 8 km. The
vertical profile of the Brunt–Väisälä frequency is fixed.
In the troposphere, its mean value is 0.012 s21 and varies
from 0.01 to 0.014 s21. It rapidly increases at 10 km high
to reach 0.027 s21 in the stratosphere. The basic-state
temperature field is then calculated using the thermal
wind balance. Finally, in the moist simulations, the ini-
tial relative humidity is set to 60% from 0 to 6.5 km high
and 0% above. Some sensitivity to the initial humidity
profile has been made, but it did not change the main
findings of the paper.
Two types of perturbations are initially added to the
basic state. The first one is composed of only one per-
turbation located near the surface and reaching a peak
at the altitude of 1 km. Its latitudinal position is 1000 km
south of the jet. The second one is composed of the
same near-surface cyclonic anomaly as before added
to a cyclonic anomaly reaching its maximum at 7.5 km
near the tropopause and located to the northwest of the
near-surface anomaly. This second configuration is
shown in Fig. 2. The northwest position of the upper-
level cyclonic anomaly relative to the surface cyclone
corresponds to a typical synoptic configuration of ex-
plosive cyclogenesis (Sanders 1986). The first and
second type of initial perturbation will be referred to
as the one-perturbation and two-perturbations simu-
lations, respectively. The perturbation streamfunction
is expressed as follows:
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where A is the amplitude of the perturbation
A5253 1026 m2 s21; x0, y0, and z0 correspond to the
localization of the perturbation, L is the horizontal
extent of the perturbation L5 7:53 105 m, and H is
the vertical extent of the perturbation, which varies
fromH5 43 103, 53 103, and 33 103 m for the surface
perturbation, the lower part of the altitude perturba-
tion, and its upper part, respectively. Temperature is
also modified so that it obeys the thermal wind
balance.
The model is integrated up to 60 h, and the time
step is 30 s. Multiple simulations are presented
within this study, of which four will serve as the
foundation of the paper: the one-perturbation and
two-perturbations simulations in dry and moist
configurations.
FIG. 1. Vertical cross section of the basic-state zonal wind (shadings; interval: 3 m s21) and
potential temperature (contours; interval: 10K).
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c. Potential vorticity inversion tool
A PV inversion tool is applied to attribute near-
surface winds to various PV anomalies. This Ertel PV
inversion algorithm is described in the appendix. The
algorithm inverts a simplified and nonlinear form of the
Ertel PV. A Neumann boundary condition is used with
the temperature at 850 hPa.
3. Results
a. Sensitivity of surface cyclone tracks to upper-level
disturbances and moisture
Figure 3 compares moist and dry simulations with
and without the initial upper-level disturbance at t 5
48 h. The addition of an upper-level perturbation
causes the surface cyclone to be stronger and located
more to the northwest (cf. the red and black symbols
between Figs. 3a and 3b and between Figs. 3c and 3d).
The addition of moisture leads to a more intense and
smaller-scale surface cyclone located more to the
northeast (cf. Fig. 3a with Fig. 3c and Fig. 3b with
Fig. 3d).
Figure 4 shows the northward and eastward dis-
placement of the surface cyclones as a function of time
by following both the low-level relative vorticity
maximum and the anomalous SLP minimum. The total
eastward displacement being largely dominated by the
advection by the basic flow, its component has been
subtracted from the total displacement to make the
comparison between the simulations easier. A mean ten-
dency of about 18ms21 has been subtracted corresponding
to the basic flow velocity at 800 hPa in the area of cy-
clone travel. The cyclones in the two-perturbations
simulations moves slower eastward than their one-
perturbation counterparts (cf. the dashed and solid
lines on Figs. 4a and 4b). After 60 h of simulation, the
SLP minima in the one-perturbation runs are 150
and 200 km more to the west than those in the two-
perturbations runs for the dry and moist simulations,
respectively. Results for the vorticity maxima are
roughly the same despite some discrepancies with SLP
results. Note that these differences between the one
and two-perturbations runs appear rather late, espe-
cially for the moist runs, which will be discussed later
on. In contrast, the more rapid northward motion of
the two-perturbations runs compared to the one-
perturbation runs occurs much sooner at the early
times, and the difference stays more or less constant
with time after a while (Figs. 4c,d). The stronger dif-
ference appears for the moist runs. Differences be-
tween dry and moist runs are nonexistent in the
beginning of the simulations, which is logical, as they
have the same initial conditions, except for moisture,
and it takes time for the moist processes to modify the
dynamical features of the flow, which is creating this
delay for achieving condensation. The faster eastward
and northward motions in moist runs appear after a
while, typically after 24–30 h, depending on the simu-
lations. Differences in eastward displacement between
the one-perturbation dry and moist cases are more or
less the same as those between the two-perturbations
dry and moist cases, on the order of 100 km for SLP
minima and 200 km for vorticity maxima after 2 days
FIG. 2. Horizontal cross sections of the potential vorticity anomaly at 300 hPa [shadings;
interval: 0.1 PV units (1 PVU 5 1026 K kg21 m2 s21)], of the relative vorticity anomaly at
800 hPa (black contours; interval: 5 3 1026 s21), and of the zonal wind at 300 hPa (blue con-
tours; interval: 10m s21).
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(Figs. 4a,b). In contrast, differences in northward dis-
placement between dry and moist runs are almost 2
times larger in the two-perturbations cases than in the
one-perturbation cases (cf. the red and black solid
lines on one side and the red and black dashed lines on
the other side in Figs. 4c,d). In the interval between t5
30 and 50 h, the order of difference between dry and
moist runs for SLP minima is about 50 and 100 km in
the one- and two-perturbations runs, respectively. For
vorticity maxima, it is about 100 and 200 km,
respectively.
Our interpretation of the previously described cy-
clone tracks’ differences is mainly based on differences
in shape and intensity of the upper-level anomalies that
have their PV fields shown in Fig. 3. Whatever the
simulations, an upper-level dipole composed of an
upstream trough and a downstream ridge is centered
around the surface cyclone. This dipole is created and/
or reinforced through baroclinic interaction as the
meridional velocities induced at upper levels by the
surface cyclone PV advect the high background PV to
the south on its upstream side and the low background
PV to the north on its downstream side, generating a
cyclone and an anticyclone, respectively (Hoskins et al.
1985). The other classical mechanistic argument re-
lated to baroclinic interaction is that the descending
and ascending motions created by the surface cyclone
in presence of the background vertical shear generate
positive and negative relative vorticity anomalies in the
upper levels (Holton 2004). Note that, in cases where
there are no initial upper-level anomalies (Fig. 3), the
upper-level anticyclonic PV is 3 times stronger in am-
plitude than the upper-level cyclonic PV. This can be
explained by the so-called downstream development
process (Chang et al. 2002). The background PV
gradient being positive at upper levels, there is down-
stream dispersion of energy. In cases where the upper-
level cyclone is present in the initial state, the two
opposite-sign anomalies have more similar amplitudes
after 48 h.
FIG. 3. Vertical averages of the potential vorticity anomaly between 350 and 500 hPa (shadings; interval:
0.08 PVU), of the relative vorticity anomaly between 700 and 900 hPa (black contours; interval: 23 1025 s21), and
potential temperature between 700 and 900 hPa (green contours; interval: 2 K) at t 5 48 h. The black cross–
asterisk represents the maximum of the relative vorticity anomaly, and the red one represents the minimum of the
SLP anomaly. The simulations represented are as follows: (a) the one-perturbation dry simulation, (b) the two-
perturbations dry simulation, (c) the one-perturbation moist simulation, and (d) the two-perturbations moist
simulation.
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Because the upper dipole is southwest–northeast
oriented,1 the velocities induced by the dipolar PV
anomaly are mainly northwestward oriented. It is the
more northwestward advection of the surface cyclone by
the more intense dipole that explains the differences
between the two-perturbations and one-perturbation
cases shown in Figs. 3 and 4. The evolution of the di-
pole axis with time also explains why the differences in
northward displacement are stronger at the early times
and those in westward displacement occur much later.
The cyclonic action of the surface cyclone onto the di-
pole acts to cyclonically turn the dipole axis, which
renders it less and less zonally oriented with time.
The advection by the dipole is thus more northward in
the beginning and more westward at the end of the
simulations.
Differences between the moist and dry runs can be
partly explained by the intensity of the upper dipole. As
the upper anticyclone is more intense in moist runs, it
advects the surface cyclone faster to the north. However,
the same argument cannot be applied to the zonal mo-
tion, as the surface cyclone translates faster eastward in
moist runs than dry runs, despite having a stronger di-
pole that induces a more important westward advection.
The stronger eastward translational speed in moist
simulations is consistent with the theoretical and nu-
merical studies on moist processes (Mak 1982; Davis
et al. 1993). It is mainly attributed to the positive PV
tendencies in low levels created by the released latent
heat on the eastern side of the cyclone. This creates a
cyclonic circulation tendency to the east of the cyclone
that displaces it faster eastward. This eastward motion
tendency is partly compensated by the effect of the up-
per anticyclone, which advects the surface cyclone more
westward, at least at the later stage. Note that this effect
is intrinsically nonlinear, as it needs the upper dipole to
orient along the meridional direction more and more
with time, which does not appear in linear simulations.
In that sense, the present mechanism differs from that
provided by de Vries et al. (2010), who pointed out,
FIG. 4. (a),(b) Eastward displacement and (c),(d) northward displacement as a function of time of (a),(c) the
minimum SLP anomaly and (b),(d) the maximum relative vorticity anomaly averaged between 700 and 900 hPa.
Lines correspond to the one-perturbation dry simulation (black dashed), two-perturbations dry simulation (black
solid), one-perturbation moist simulation (red dashed), and two-perturbations moist simulation (red solid).
1 In the whole paper, the dipole orientation refers to the line
joining cyclonic and anticyclonic centers of the dipole.
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under the linear counterpropagating Rossby wave
framework, the tendency of upper-level diabatically
produced PV anomalies to slow down the eastward
motion induced by the lower-level diabatically produced
PV anomalies.
b. Interpretation using relative and potential vorticity
budgets
The aim of the present section is to confirm the pre-
vious interpretations by making vorticity budgets.
1) RELATIVE VORTICITY BUDGET
To study the causes of the displacement of themaximum
relative vorticity and, thus, surface cyclone, the primitive-
equations vorticity equation is decomposed as follows.
›tz1 u›xz52u
0›xz2 y›y(z1 f )2v›pz2 ›xv›py
1 ›yv›pu2 (z1 f )$  u1D . (2)
The quantityAz5 ›tz1 u›xz corresponds to the vorticity
tendency taking into account the advection by the basic
flow;Bz52u0›xz2 y›y(z1 f ) is the nonlinear advection
term; Cz52v›pz2 ›xv›py1 ›yv›pu2(z1 f )$  u in-
cludes all the terms involving the vertical velocity (verti-
cal advection 1 twisting term 1 vertical stretching);
and D is the dissipation term. The three tendency
terms Az, Bz, and Cz are shown in Fig. 5 for the two
moist simulations. Since the one-perturbation and
two-perturbations runs do not have the same vorticity
amplitudes, all the vorticity tendencies have been di-
vided by their corresponding vorticity maxima to be
comparable. For each simulation, the total vorticity
tendency (divided by the vorticity maximum) exhibits
large positive values over and slightly north of the
vorticity maximum (Figs. 5a,b). There is thus both a
reinforcement of the vorticity and a tendency to be
displaced northward. The positive tendency is more
important in the two-perturbations simulation than in
the one-perturbation simulation, consistent with the
fact that the vorticity maximum is more rapidly dis-
placed northward in the former than in the latter. The
nonlinear advection (Figs. 5c,d) shows a dipolar
anomaly tendency that is roughly centered over the
vorticity maximum and slightly east of it. For each
simulation, the dipolar anomaly tendency is globally
northward oriented but is stronger and contains a
more important westward orientation in the two-
perturbations simulation. Finally the vertical term
(Figs. 5e,f), which is dominated by the vertical
stretching term, induces a positive tendency centered
east of each vorticity maximum. Therefore, Fig. 5
shows that the reinforcement of the low-level vorticity
is due to the vertical term and, in particular, the
stretching term (not shown), while the northward
displacement is explained by nonlinear advection. The
stronger dipolar anomalies of the nonlinear advection
term in the two-perturbations case compared to the
one-perturbation case explains the faster northward
displacement of the surface cyclone. It also explains why,
at the end of the simulations, the two-perturbations case
has a less-rapid eastward displacement than the one-
perturbation case.
To determine how much the nonlinear advection
tendencies are influenced by the upper-level distur-
bances, a PV inversion tool (see appendix) is used to
differentiate low-level winds induced by the upper-level
PV anomalies from the winds induced by the lower-level
PV anomalies. Different nonlinear advection tendencies
computed with different wind fields are shown in Fig. 6
for the moist simulation. The tendency computed with
the wind field induced by all the PV anomalies over the
whole atmospheric column is similar to the tendency
computed with the real wind field, even though some
slight discrepancies exist (cf. Fig. 5d with Fig. 6a). The
southeast–northwest dipolar structure exists in both
panels despite some slight variances. The tendency
computed with the upper-level PV-induced wind field
also shows a southeast–northwest dipolar structure, but
with a stronger amplitude than the one induced by all
the PV anomalies (cf. Figs. 6a and 6b). The tendency
computed with the lower-level PV-induced wind field
exhibits a north–south dipolar tendency, which has
mostly the opposite effect to the upper-level PV
anomalies. This is because of the fact that, at low levels,
the positive PV maximum is located slightly to the east
of the positive relative vorticity maximum, which tends
to push the latter maximum southward. Note that the
difference between the total PV and the upper-level PV-
induced tendencies is similar, even though not equal, to
the lower-level PV-induced tendency showing some de-
gree of nonlinearity in the PV inversion algorithm
(Figs. 6c,d). Since the upper-level PV effect gains the
upper hand over the lower-level PV one, the net effect of
nonlinear advection is a northwestward shift that can be
mainly attributed to the wind field induced by the upper-
level PV anomalies.
Figure 7 clearly shows that the stronger northwest-
ward winds induced by the more intense upper-level PV
anomalies in the two-perturbations runs compared to
the one-perturbation runs (cf. Fig. 7a with Fig. 7b and
Fig. 7c with Fig. 7d) explain the faster northward motion
of the surface cyclone in the former runs, together with
their less-rapid eastward motion. The stronger upper-
level anticyclone inmoist runs compared to dry runs also
creates slightly more intense northwestward winds, but
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differences are much less visible. A more representative
computation of the upper-level PV-induced winds at the
850-hPa vorticity maximum is shown in Fig. 8. The
westward component of the induced wind (Fig. 8a) is
slightly stronger (less than 1m s21) and the northward
component (Fig. 8b) significantly stronger (about
2m s21) in moist runs than in dry runs. A combination
of two effects explains these differences. First, the
FIG. 5. Relative vorticity budget at t5 48 h averaged between 700 and 900 hPa. The relative vorticity is shown in shadings (interval: 13
1025 s21), and the location of its maximum is represented by the blue cross–asterisk. (a),(b) Total tendency Az (contours; interval: 2 3
1026 s21); (c),(d) nonlinear advection Bz; and (e),(f) the Cz term consisting of vertical stretching1 advection1 twisting. Tendencies are
divided by their corresponding vorticity maxima. Moist simulations represented are (a),(c),(e) the one-perturbation and (b),(d),(f) the
two-perturbations simulations.
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upper-level anticyclone is stronger in moist runs,
leading to slightly stronger northwestward winds at low
levels; second, the surface cyclone is closer to the upper-
level anticyclone and, thus, to the strong winds the an-
ticyclone induces at low levels in moist runs (cf. the
position of the low-level cyclone relative to the upper-
level anticyclone in Figs. 3b and 3d). Another in-
teresting result of Fig. 8 concerns the time evolution of
the orientation of the upper-level PV dipole and its ef-
fect on the induced winds at low levels. In the beginning
of the simulations, the initial upper-level cyclone of
the two-perturbations runs creates a net northward
wind tendency in the low levels, which is absent in the
one-perturbation runs, as it takes time for the latter
runs to build up the upper anomalies. On the contrary,
differences in upper-level PV-induced zonal winds
between the two-perturbations and one-perturbation
runs appear much later (after 36 h) at the time when
the upper-level dipole axis becomes more zonally
oriented and induces a more important westward wind
(Fig. 8a). This explains why the difference in the
eastward displacement is made progressively after
36 h, while, in the northward displacement, it is made
in the first 24 h and then stabilizes.
To conclude, the nonlinear horizontal advection
term is responsible for the northward displacement of
the low-level vorticity maximum, while the vertical
term, in particular the stretching term, explains the
reinforcement of the vorticity and creates an eastward
displacement tendency. This picture is valid for all
simulations after some time (typically after 1 day) but
does not necessarily reflect what is happening at the
early stage of the simulation during which some spinup
occurs (not shown).
FIG. 6. Nonlinear advection tendency of relative vorticity at t5 48 h, divided by themaximumvorticity and averaged between 700 and 900 hPa
and computed with the wind field induced by the PV anomalies for the two-perturbations moist simulation (black contours; interval: 2 3
1026 s21). The relative vorticity is shown in shadings (interval: 13 1025 s21) and the location of its maximum is represented by the blue cross–
asterisk. The red arrows correspond to thewind at 850 hPa induced by the PVanomalies, as obtained from the PV inversion tool. The scale of the
arrows is the same in all panels to make the comparison possible. Computations are made with wind fields induced by (a) all the PV anomalies,
(b) the upper-level PV anomalies, (c) the low-level PV anomalies, and (d) the difference between the total PV and the upper-level PV anomalies.
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2) SENSITIVITY TO VARIOUS POTENTIAL
VORTICITY ANOMALIES
The potential vorticity budget developed here is also
expressed to more clearly separate the different diabatic
effects. The PV tendency by following the basic flow
advection can be expressed as follows:
›tQ1 u›xQ52u
0›xQ2 y›yQ2v›pQ1D , (3)
where Q denotes the PV. The total tendency AQ5
›tQ1 u›xQ, the nonlinear advection BQ52u0›xQ2
y›yQ, and the vertical advection CQ52v›pQ are
computed using finite-difference schemes. The diabatic
tendencyD is indirectly calculated from the other terms.
These four potential vorticity tendencies are depicted on
Fig. 9 for the two-perturbations moist simulation at t 5
48h. The total tendency (Fig. 9a) mainly presents posi-
tive values over the regions of high PV, with a peak
occurring north of the PV maximum. This means that
the tendency acts to reinforce the positive PVmaximum
and to shift it farther north. As in the relative vorticity
budget, nonlinear horizontal advection presents dipolar
anomaly tendencies that tend to displace the low-level
PV maximum northwestward. Both the vertical advec-
tion (Fig. 9c) and the diabatic terms (Fig. 9d) have
positive tendencies over the PV maximum region but
reach their maximum amplitude to the east of the PV
maximum. This means that both terms, but more im-
portantly the diabatic term, act to intensify the positive
PV maximum and to displace it eastward. To conclude
on the PV budget, direct effects of moist processes
represented by the diabatic term act to intensify the low-
level PV maximum and to accelerate its eastward mo-
tion. There are also indirect effects, since the more
intense upper-level anticyclone in the presence of moist
processes reinforces the northwestward-tendency com-
ponent of the nonlinear advection term. It confirms the
idea that the cross-jet motion of the surface cyclone can
FIG. 7. As in Fig. 6, but for the wind field induced by the upper-level PV anomalies located between 100 and 600 hPa. Simulations
represented are (a) the one-perturbation dry simulation, (b) the two-perturbations dry simulation, (c) the one-perturbation moist sim-
ulation, and (d) the two-perturbations moist simulation.
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be interpreted as resulting from the nonlinear advection
induced by the upper-level PV dipole which is re-
inforced in presence of moist processes.
c. Additional sensitivity experiments
To confirm the above findings and to more precisely
identify the key moist processes acting on the cyclone
motion, other sensitivity experiments were made. A first
additional dry simulation was performed by initializing
the model from the state of the moist run at 30 h,
meaning that all physics related to the addition of
moisture were disabled after 30 h. This simulation is
called the moist-dry simulation. The moist-dry simula-
tion rapidly differs from the moist simulation. Both the
eastward and northward motions of the surface cyclone
are slowing down in the moist-dry simulation (cf. the
blue curves with red ones in Figs. 10a,b). A 150-km
difference in both the meridional and zonal direction is
noticeable between the moist and moist-dry simulations
after roughly 1 day. Once again, it shows that moist
processes are responsible for an acceleration of both the
eastward and northward motions of the surface cyclone.
A second additional simulation was performed with a
simplified scheme using only transition phases between
cloud water and water vapor, referred to as the cloud
water simulation. In the cloud water simulation, the
cyclone moves slower eastward and northward than in
the moist simulation and faster than in the dry simula-
tion. After 30 h of the simulation, when the differences
in motion speed appear, the cyclone in the cloud water
simulation is about 100 km behind the moist simulation
cyclone and about 100 km ahead of the dry simulation
cyclone in the east direction (green vs red and black lines
on Fig. 10a). It is also about of the same order in the
difference toward the north direction (green vs red and
black lines on Fig. 10b). It can be noticed that the sep-
aration between the dry and cloud water simulations
appears after 24 h of simulation, while the moist and
cloud water simulations separate after 18 h of simula-
tion. The position of the cyclone in the cloud water
simulation at halfway between the dry and the moist
simulation can be explained by the amplitude of the
latent heat release, which is less important in the cloud
water simulation than in the moist simulation. Less la-
tent heat release leads to smaller positive PV tendencies
under the heating zone and, thus, to a less-important
eastward translational speed. It also means that the
upper-level anticyclone of the cloud water simulation is
weaker in amplitude favoring a less-rapid northward
motion than in the moist run (not shown).
To confirm this difference in the intensity of latent
heat release between the moist and cloud water
simulations, a heating budget is shown on Fig. 11. Latent
heat release in the moist simulation relies mostly on the
water vapor deposition on snow, on the condensation
and deposition on ice, and on the deposition on graupel
(Fig. 11a). This heating occurs between the altitudes of
1000 and 7000m. Note that the depositional growth of
ice explains the peak of the blue curve at 4-km height,
while condensation is responsible for the smaller peak of
the same curve at 1-km height. In the cloud water sim-
ulation, the only processes that can occur are conden-
sation and evaporation. As it happens here, it is the
condensation that is at the origin of the latent heating,
between 1000 and 6000m above surface, and it corre-
sponds to less than two-thirds of the latent heat release
of the full moist simulation (red vs black lines on
FIG. 8. (a) Zonal and (b) meridional wind velocities at
850 hPa induced by the upper-level PV anomalies between 100
and 600 hPa and obtained from the PV inversion tool. Lines
correspond to the one-perturbation dry simulation (black
dashed), the two-perturbations dry simulation (black solid),
the one-perturbation moist simulation (red dashed), and the
two-perturbations moist simulation (red solid).
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Fig. 11b). This shows how the moist simulation produces
more latent heat release than the cloud water simula-
tion, thanks to the presence of the various cold processes
mostly. Another important distinction between the
cloud water and full moist simulations concerns the low
levels. Below 1000m, the heating rateDu/Dt is negative
in the moist simulation because there is sublimation of
snow and also graupel melting and rain evaporation. It is
zero in the cloud water simulation, because there is no
precipitation that would allow a phase transition to
water vapor. The vertical gradient of the heating rate is
thus much more important in the full moist simulation,
which leads to a more intense positive PV tendency at
low levels and explains the faster eastward displacement
of the surface cyclone.
4. Conclusions and discussion
The effects of upper-level disturbances and diabatic
moist processes on the tracks of midlatitude idealized
surface cyclones and, more precisely, their cross-jet
motions have been systematically studied in the pres-
ent study. The initial state of each idealized simulation
included a finite-amplitude surface cyclone located to
the south of a zonal baroclinic jet. In some runs, an
upper-level cyclonic anomaly upstream of the surface
cyclone was also initially added. Whatever the simula-
tion, an upper-level dipolar anomaly centered over the
surface cyclone and composed of an upstream cyclonic
anomaly and a downstream anticyclonic anomaly was
formed during the simulation. There was also a sys-
tematic crossing of the zonal jet by the surface cyclone
after roughly 1–2 days. Vorticity budgets and the use of
the PV inversion tool revealed that it is the nonlinear
advection of the surface cyclone by the upper-level PV
dipole that explains the cross-jet (or northward) motion
of the surface cyclone, at least after waiting for some
model spinup to occur. Because the dipole has a
southwest–northeast tilted shape, it also tends to de-
celerate its eastward displacement. Sensitivities to the
initial upper-level cyclone andmoist processes led to the
following results:
d The simulation with an initial upper-level cyclonic
anomaly resulted in a stronger surface cyclone, a faster
northward motion, and a slower eastward motion than
the simulation without it, because it created a more
FIG. 9. Potential vorticity budget at t 5 48 h, averaged between 700 and 900 hPa, for the two-perturbations moist
simulation. The vertically averaged potential vorticity between 700 and 900 hPa is shown in shadings (interval: 0.08 PVU).
Represented are (a) total tendency, (b) nonlinear advection, (c) vertical advection, and (d) diabatic tendency in black
contours (interval: 2 3 1026 PVU s21).
AUGUST 2015 CORONEL ET AL . 2991
CHAPITRE 3. ARTICLE : RÔLE DES PROCESSUS HUMIDES SUR LES
TRAJECTOIRES DE DÉPRESSIONS DE MOYENNE LATITUDE IDÉALISÉES
62
intense upper-level PV dipole. The time evolution of
the dipole orientation also explains some nuances
between the runs. Because the dipole axis was mainly
meridional at the early stage and got amore southwest–
northeast tilt at the later stage, the faster northward
motion occurred in the former stage and the slower
eastward motion in the latter.
d Comparison between moist and dry runs showed that
the addition of moisture created a reinforcement of the
surface cyclone and a faster northeastwardmotion. The
faster northward motion is mainly explained by a more
intense upper-level anticyclone due to the released
latent heat. It is also the closer location of the surface
cyclone to the strong upper-level PV-induced winds,
which made it more sensitive to advection by the
upper-level dipole in moist runs compared to dry runs.
The faster eastward motion is due to the cyclonic
circulation tendency at low levels created by the re-
leased latent heat, which overwhelms the westward
tendency created by the more intense upper-level
anticyclone. In the relative vorticity budget, the dom-
inating eastward tendency is included in the terms
involving the vertical velocity, such as the vertical
stretching term, which is reinforced in presence of
moisture, while in the PV budget it can be mainly
attributed to the direct diabatic term. These differences
of speed between the cyclones in the different cases
make the crossing of the jet happen a few hours
earlier with the upper-level perturbation or the moist
processes.
FIG. 10. (a) Eastward and (b) northward displacement of the
maximum relative vorticity anomaly averaged between 700 and
900 hPa as a function of time. The black and red solid curves
correspond to the two-perturbations dry simulation and two-
perturbations moist simulation, respectively. The green curve
corresponds to the two-perturbations moist simulation with only
cloud water and water vapor. The blue curve corresponds to the
dry simulation initialized at t 5 30 h with the initial conditions of
the two-perturbations moist simulation.
FIG. 11. (a) Latent heat release budget made by averaging the
different quantities over the whole domain at t 5 48 for a moist
simulation and (b) for cloud water simulation vs moist simulation.
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Additional sensitivity experiments confirm these find-
ings. In particular, the simulation in which only transi-
tion phases between cloud water and water vapor were
permitted showed a slower northeastward motion than
the moist simulation, in which all the water transition
phases were included. Once again, the difference comes
from the less-important latent heat release occurring in
the former simulation than in the latter one.
This study is consistent with previous ones concerning
the intensification of the surface cyclone and the effects
of moist processes on the accentuation of the eastward
motion (e.g., Davis et al. 1993). Themore original aspect
of our study relies on a detailed description of moist
processes acting on the latitudinal displacements of
surface cyclones. As in the idealized quasigeostrophic
simulations of Gilet et al. (2009) or Oruba et al. (2013),
and in the real storm simulations of Rivière et al. (2012),
it is the upper-level PV dipole that is shown to play a key
role in the cross-jet motion of the surface cyclone. In
the present study, moist processes are shown to intensify
the downstream ridge of the dipole and to accelerate the
cross-jet motion. In that sense, the present study con-
firms the basic theory described in simple dry quasi-
geostrophic models and shows how much moist
processes act to accentuate dry dynamics, even though
they do not form a newmechanism, per se. In the future,
an interesting point to study would be to analyze real
cases of jet-crossing cyclones and to quantify the role of
the different moist processes in their motion speed.
APPENDIX
Potential Vorticity Inversion
Before presenting the inversion algorithm itself, a
scaling analysis is made as in Guérin et al. (2006).
a. Potential vorticity scaling
FollowingHoskins and Bretherton (1972), we define a
pseudoheight z* and a pseudodensity r*:
z*5
Cp
gT(p0)
"
12

p
p0
R/C
p
#
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r*5 r0

p
p0
12R/C
p
,
where u05T(p0) is the temperature at p05 1000hPa
in a motionless, isentropic atmosphere, R is the gas
constant, Cp is the specific heat at constant pressure for
dry air, r0 is the density at level p0, and g is the accel-
eration because of gravity. The potential vorticity Q is
written using the pseudoheight z*:
r*Q5 ( f 1 z)
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The wind and temperature are assumed in thermal
wind balance:
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At this point, a nonconventional temperature splitting
is proposed since it differs from the one leading to the
quasigeostrophic governing equations:
u(x, y, z*)5 u(z*)1 u1(x, y, z*)1 u2(x, y, z*),
where  is small with respect to one. The decomposition
is motivated by the fact that the local environmental
static stability in which a PV anomaly is embedded can
be significantly different from the horizontal mean one
u(z*). We therefore introduce a second reference state
(u1) slowly varying with x and y. Since  is small with
respect to one, the contribution of the horizontal gra-
dients of u1 in the thermal wind balance are negligible.
Besides, the vertical gradient of u1 can be strong and
comparable to that of u(z*). Thus, a reference static
stability will be used for the scaling of both u and u1:
r*Q5 ( f 1 z)
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Each variable M can be written as M5 [M]M0
where [M] is a scaling of the corresponding variable,
andM0 is the dimensionless variable. The scaling for the
subset of independent variables is as follows:
[U]5U, [dx]5 [dy]5L, [dz*]5H, and
N25 (g/u0)(›u/›z*)
whereN is the Brunt–Väisälä frequency of the reference
state. We then have
[z]5U/L, [›U/›z*]5U/H .
The two temperature perturbations are not scaled along
the same lines. The first one is comparable to the refer-
ence static stability. Therefore, [›u1/›z*]5 (u0/g)N2. The
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second one is scaled using the thermal wind balance and
leads to [›u2/›z*]5 fu0LU/gH2.
ARossby numberRo5U/fL and Froude numberF5
U/NH are introduced. The dimensionless form of po-
tential vorticity becomes the following:
gr*
fu0N
2
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b. Potential vorticity truncation
We then chooseRo5F5 0:1. Therefore, if we keep the
term z›u/›z* in the PV formulation [Eq. (A1)], the scaling
shown in Eq. (A3) shows that we are retaining all the first-
order terms but also some second-order ones. The present
truncation may be thus considered as peculiar, since the
terms in F2 are not treated in a consistent way. Note also
that some terms, cancelled here and related to ageos-
trophy, are at least F2Ro, as shown inGuérin et al. (2006).
With dimension, the potential vorticity that is inverted
is then
r*Q5 ( f 1 z)
›u
›z*
. (A4)
c. Inversion
Here, inverting the potential vorticity means finding
the wind and temperature fields in thermal wind balance
that obey the PV equation [Eq. (A4)]. The present
formulation is nonlinear and cannot be inverted at once
like within the quasigeostrophic (QG) framework.
Therefore it is reasonable to use a decomposition be-
tween the nonlinear and linear terms, as suggested
above and similarly by Arbogast et al. (2008):
r*Q2 z

›u1
›z*
1
›u2
›z*

5 f
›u
›z*
1 z
›u
›z*
. (A5)
Using geostrophic balance, the left-hand side is a
nonlinear function of the geopotential f, whereas the
right-hand side becomes the sum of the vertical de-
rivative and the horizontal Laplacian of f. Thus, it can
then be written as a 3D Laplacian:
r*Q2F(f)5D3f , (A6)
where D35 (N2u0/fg)[D1 ( f 2/N2)(›2/›z*
2)] and D is
referring to the horizontal Laplacian.
This equation is solved iteratively following a fixed-
point strategy forF. The left-hand side is fixed during the
Laplacian inversion. A provisional solution is found and
is then introduced in the left-hand side. The Laplacian is
inverted again with the new source term, and so on.
Formally, the iteration is: r*Q2F(fn)5D3fn11 and
f05 0, where n is the iteration number.
The solution of this problem is unique when a
boundary condition is specified. Here, a Neumann
condition for f is prescribed. We therefore specify u
at the upper and lower boundaries of the inversion
domain.
Since the inversion problem is nonlinear, the attribution
of a geopotential anomaly to a PV anomaly is not unique.
We proceed along the following lines: we consider a
known atmosphere state (a model output) defined by its
PV, QM, and its boundary, u
b
M. We define anomalies QA
and ubA, and compute the new geopotential fN associated
with the model PV, QN 5QM2QA and the new bound-
ary condition ubN 5 u
b
M2 u
b
A. The new geopotential fN
then obeys the following equation:
r*QN 2F(fN)5DfN . (A7)
The difference fM2fN can be considered as the
component of the flow associated to the PV anom-
aly QA.
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Chapitre 4
Article : Bande transporteuse froide,
“sting jet” et circulations obliques au
sein de dépressions de moyenne
latitude idéalisées
4.1 Présentation de l’article
Depuis l’introduction par Browning (2004) du concept de “sting jets”, ces phénomènes sont
soupçonnés d’être à l’origine de rafales de vent destructrices en surface lors de la phase mature
de dépressions. La plupart des études menées sur le sujet reposent sur des observations et des
simulations de cas réels, et peu sur un cadre idéalisé. Le but de cet article est de progresser
dans la compréhension des processus à l’origine de ces vents forts à l’aide d’un cadre numérique
idéalisé, notamment en se basant sur une résolution plus fine des simulations avec le modèle
Méso-NH et sur des configurations de traversée de courant-jet plus favorables à la formation
d’environnements propices à l’apparition de “sting jets”. Le retour en arrière de la dépression
du front chaud typique du modèle de Shapiro-Keyzer est plus probable lors de la traversée du
courant-jet du côté chaud au côté froid. En effet, cette traversée aboutit à la formation d’un
maximum de vent dans les basses couches au sud de la dépression, dans la zone de fracture
frontale, comme l’ont montré Rivière et al. (2015a) dans un modèle quasi-géostrophique et Ri-
vière et al. (2015b) dans un cas réel de tempête. C’est dans cette zone de vents forts au sud de
la dépression qu’on s’attend à voir apparaître les "sting jets".
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Dans chaque simulation, sont initialisées au sein d’un environnement barocline deux anoma-
lies d’amplitude finie, l’une en surface et l’autre en altitude de façon à ce qu’elles interagissent et
s’amplifient mutuellement. Dans la configuration initiale dite de contrôle, les perturbations sont
initialisées au sud du jet zonal barocline, et la perturbation d’altitude se situe au nord-ouest de
celle de surface, reproduisant ainsi une situation telle que celle de la tempête Klaus qui a frappé
la France fin janvier 2009. Cette configuration est étudiée avec trois grilles spatiales différentes,
dans le but de déterminer l’importance des résolutions horizontale et verticale. Les résolutions
horizontales basse et haute sont respectivement de 20 km et 4 km, et les résolutions verticales
basse et haute sont composées respectivement de 36 niveaux et 60 niveaux. La simulation à plus
basse résolution utilise les résolutions basses horizontalement et verticalement, la simulation à
résolution intermédiaire utilise la résolution basse sur l’horizontale et haute sur la verticale,
et la simulation à haute résolution utilise les résolutions hautes verticale et horizontale sur un
domaine plus petit centré sur la dépression dans une configuration en modèles imbriqués. Trois
autres simulations sont réalisées avec la résolution intermédiaire, dans lesquelles les positions
initiales des perturbations l’une par rapport à l’autre et aussi par rapport au courant-jet va-
rient. Les anomalies peuvent être alignées zonalement et/ou placées à la latitude du courant-jet
(tableau 2.1).
Les principaux résultats de l’article peuvent être ainsi résumés :
— Les deux simulations de contrôle utilisant la haute résolution verticale montrent après
quatre jours la présence de deux jets situés l’un au dessus de l’autre dans la partie sud-
ouest de la dépression. Le premier jet est dans la couche limite au sein du nuage, et
assez large, alors que le second se situe au-dessus de la couche limite, est plus fin et plus
long, et est dans la zone plus sèche à l’avant du nuage entre deux avancées nuageuses.
La simulation basse-basse résolution ne contient qu’un seul jet regroupé, moins intense.
Les simulations à haute résolution verticale montrent des zones de subsidence en pente
depuis la zone sèche jusqu’au jet supérieur, qui sera appelé “sting jet”. Le jet inférieur
sera appelé jet de la bande transporteuse froide. La simulation basse-basse ne contient
pas de zone de subsidence, ces différences montrent bien l’importance de la résolution
verticale dans la représentation de “sting jets”.
— Le “sting jet” et le jet de la bande transporteuse froide ne sont pas toujours séparés
par la couche limite, ils se rejoignent dans leurs zones d’intensité maximale, au niveau
du sommet de la couche limite, avant de se séparer de nouveau. Des rétrotrajectoires
effectuées dans la simulation haute-haute montrent des trajectoires plus courbées pour
les particules associées au jet de la bande transporteuse froide que pour celles associées
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au “sting jet”, dont l’orientation des trajectoires est plus zonale. Les particules associées
jet de la bande transporteuse froide proviennent de la couche atmosphérique près de la
surface où elles séjournent assez longtemps avant de monter rapidement jusqu’à l’altitude
d’1 km. Les particules associées au “sting jet” proviennent aussi de la couche de surface,
mais montent jusqu’à environ 3.5 km d’altitude avant de redescendre brutalement à
partir de la tête de nuage.
— Des diagnostics le long des trajectoires des particules du jet de la bande transporteuse
froide montrent que leur ascension s’effectue en deux temps. Dans la première phase,
les particules montent lentement et pénètrent le jet de la bande transporteuse froide, et
voient alors leur vitesse horizontale fortement augmenter. Ces particules évoluent dans un
environnement saturé en humidité, et leur température potentielle augmente doucement.
Pendant cette lente ascension, le PV humide (MPV) possède une valeur proche de zéro,
et parfois négative quand les particules se déplacent dans des zones convectivement
instables situées sous le jet de bande transporteuse froide. Dans un second temps, les
particules s’élèvent plus rapidement en maintenant leur vitesse horizontale. Alors que
le rapport de mélange de vapeur d’eau diminue, l’augmentation de la condensation et
de la formation de glace créent une augmentation de la température potentielle. Le
dégagement de chaleur latente est alors à l’origine d’une rapide augmentation de MPV.
— Les trajectoires des particules du “sting jet” montrent une ascension suivie d’une ra-
pide descente conjuguée à une forte augmentation de la vitesse horizontale. La descente
se ralentissant, la vitesse horizontale se stabilise alors. Durant la phase de montée, les
particules sont situées à l’intérieur du nuage dans un environnement saturé, puis leur hu-
midité relative décroit rapidement durant la phase de descente. Les diagnostics effectués
le long de ces trajectoires permettent de les classer en deux catégories. Les plus basses
voient leur température potentielle diminuer durant la descente, alors que le rapport
de mélange de vapeur d’eau augmente. Cela suggère un refroidissement de ces parti-
cules dû à l’évaporation, la fonte et la sublimation des hydrométéores. Ces particules
ont des valeurs de MPV supérieures à zéro. Les autres particules suivent un scénario
différent. Descendant de plus haut, leur humidité relative décroit rapidement alors que
la température potentielle et le rapport de mélange de vapeur d’eau restent constants.
De plus, la diminution des rapports de mélange d’eau nuageuse et de glace jusqu’à être
nuls indiquent que les particules quittent la région nuageuse. Ces particules possèdent
un MPV proche de zéro, et parfois négatif au moment de la descente, simultanément
à la sortie du nuage. Au début de la descente, les particules se trouvent dans une zone
frontale où les isolignes de moment et des isentropes humides sont quasi-parallèles, ce qui
71
CHAPITRE 4. ARTICLE : BANDE TRANSPORTEUSE FROIDE, “STING JET” ET
CIRCULATIONS OBLIQUES AU SEIN DE DÉPRESSIONS DE MOYENNE LATITUDE
IDÉALISÉES
ne peut pas initier la descente. Le changement d’orientation de ces surfaces peut provo-
quer des valeurs négatives de MPV, très locales et n’apparaissant pas dans la simulation
à résolution intermédiaire, ce qui ne permet pas de considérer l’environnement comme
étant favorable à l’instabilité symétrique conditionnelle, l’environnement sera ainsi perçu
comme étant plutôt neutre.
— L’analyse de la couche limite montre que les rafales maximales ont lieu en-dessous de
la zone où les deux jets sont les plus forts. La stabilité statique en haut de la couche
limite indique que la zone la plus favorable pour le transfert de quantité de mouvement
du “sting jet” vers la surface se situe du côté extérieur de la zone la plus intense du
“sting jet”, là où la stabilité statique est la plus faible et où les deux jets se rejoignent.
Néanmoins les rafales les plus intenses en surface n’apparaissent pas comme étant causées
par les “sting jets”.
— L’analyse de sensibilités à la localisation initiale des perturbations montre que la croisée
de jet engendre des dépressions typiques du modèle de Shapiro-Keyzer alors que les per-
turbations initialisées au niveau du jet sont plutôt du type norvégien. Les subsidences
sont bien plus fortes dans les cas de traversée de jet que dans les autres cas, favorisant
ainsi l’apparition de “sting jets”. Une analyse du vecteur Q montre que celui-ci est di-
vergent à l’avant du front chaud dans la zone de fracture frontale et convergent à l’arrière
du front chaud. Ces propriétés du vecteur Q peuvent facilement s’interpréter à partir de
la position relative des anomalies du haut et du bas. Cette orientation du vecteur Q est
de manière prédominante parallèle au front chaud et la composante perpendiculaire au
front ne joue qu’un rôle secondaire dans la divergence du vecteur Q. Enfin, ce forçage
dynamique favorise l’apparition de fortes subsidences à l’avant du front chaud qui ne
sont apparemment ni accélérées ni contrecarrées par un environnement plutôt neutre
concernant l’instabilité symétrique conditionnelle.
4.2 Article
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Cold-conveyor-belt jet, sting jet and slantwise circulations in
idealized simulations of extratropical cyclones
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The present study investigates the formation of sting-jet cyclones using an idealized
configuration of a high-resolution mesoscale numerical model. The initial set-up is
composed of axisymmetric finite-amplitude synoptic-scale cyclones added to a baroclinic
zonal jet. When the surface cyclone is initialized on the warm-air side of the zonal jet, a
strong bent-back warm front forms, which is a favourable condition for sting jets. A rather
high vertical resolution of about 200m in the lower troposphere is required to obtain
well-formed slantwise circulations near the cloud head and tomake the distinction between
cold-conveyor-belt jet and sting jet. In contrast, when the surface cyclone is initialized on
the jet axis, the surface cyclone is more representative of the Norwegian cyclone model and
the bent-back warm front is almost non-existent.
Sting-jet mechanisms are analyzed using backward Lagrangian trajectories. A minority
group of air parcels entering the sting-jet region undergoes diabatic cooling due to
sublimation of snow and graupel. The majority group does not present such a diabatic
cooling and corresponds to descending air masses from the cloud-head region in a
near-neutral environment with respect to conditional symmetric instability. Indeed, the
saturated moist potential vorticity is near zero and the momentum surfaces and saturated
moist isentropes are quasi-parallel in themain slantwise descent. The latter descent is shown
to be geostrophically forced by the strong divergent component of the along-frontQ vector.
Boundary-layer processes are also analyzed. In most areas, the static stability being
strong, there is no penetration of descents coming from the sting jet into the boundary layer
and the peaks in surface wind gusts are connected to intrinsic boundary-layer convective
cells and parametrized turbulence. Such a penetration occurs in some areas but is not
related to the strongest wind gusts.
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1. Introduction
Damaging surface winds inside intense extratropical cyclones
can be caused by sting jets (Browning, 2004). These transient
mesoscale jets occur at the later stage of the conceptual cyclone
model of Shapiro andKeyser (1990),more specifically at phases III
and IV, which are characterized by a frontal T-bone shape, a bent-
back warm front and seclusion of warm air. The jets appear in the
frontal fracture region ahead of the bent-back warm front, i.e. in
the dry slot of the cyclone located to the south of the low centre.
Sting-jet air streams descend from the cloud head in the mid-
troposphere down to the top of the boundary layer within a few
hours. Sting jets were first introduced by a series of articles on the
Great Storm of October 1987 using radar, satellite observations
(Browning, 2004; Browning and Field, 2004) and mesoscale
numerical simulations (Clark et al., 2005). They showed that the
descent of these air masses to the top of the boundary layer is
organized bymultiple mesoscale slantwise circulations. The high-
momentum air associated with the sting jets is then transmitted
to the surface through downward mixing by boundary-layer
processes (Browning and Field, 2004). Note that the sting jet and
the cold-conveyor-belt (CCB) jet located beneath it correspond
to distinct air masses (Clark et al., 2005), even though they can
merge at some point (Martı´nez-Alvarado et al., 2014).
Statistical studies suggest that sting jets are not frequent.
Looking at wind-profiler observations, Parton et al. (2010)
showed that, over 7 years, 9 out of 117 strong wind phenomena
were sting-jet storms. The reanalysis-based study by Martı´nez-
Alvarado et al. (2012) showed that around 30% of the 100 most
important cyclones in the North Atlantic domain between 1989
and 2009 satisfy the conditions for a sting jet.
Among the mechanisms enhancing the winds within sting-
jet regions, conditional symmetric instability (CSI: Bennetts
and Hoskins, 1979; Schultz and Schumacher, 1999) is the
c© 2016 Royal Meteorological Society
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most commonly accepted one. Firstly, the existence of coherent
mesoscale slantwise circulations suggests the release of instability
(Browning, 2004; Parton et al., 2009). Secondly, there is alsomuch
evidence that the necessary conditions for CSI are satisfied, such
as the negative values reached by the saturated moist potential
vorticity (MPV*) near the tip of the cloud head (Gray et al.,
2011; Baker et al., 2014). Another potential mechanism is the
evaporative cooling of cloud filaments or precipitation residues.
Browning (2004) suggested that the evaporating tip of the cloud
head may play a role in accelerating the descending branch of
the slantwise circulations. By reducing the static stability near
the top of the boundary layer, evaporative cooling may also act
to facilitate the downward transfer of momentum to the surface
via turbulent mixing or convective circulations (Browning et al.,
2015). The role of the cooling due to evaporation of hydrometeors
is still unclear because, when its effect is turned off in numerical
simulations, the wind strength or the descent rate of sting-jet
air streams do not change (Baker et al., 2014). Finally, another
mechanism to generate sting jets is the descent associated with
the frontolysis ahead of the bent-back warm front (Schultz and
Sienkiewicz, 2013). This could initiate the release of CSI or
accentuate slantwise ageostrophic circulations.
Most of our knowledge regarding sting jets is based on obser-
vations or simulations of real cases. There are very few idealized
numerical studies of sting jets (Cao, 2009; Baker et al., 2014).
Cao (2009) performed idealized simulations of an extratropical
cyclone, the wind-speed maximum in the frontal fracture region
of which was close to regions satisfying CSI conditions. In that
sense, it brought similarities with sting-jet features. However,
both vertical and horizontal resolution of the simulation were
not high enough to resolve CSI circulations, according to the
thresholds mentioned by Persson andWarner (1993) and Schultz
and Schumacher (1999). Baker et al. (2014) presented idealized
simulations of sting jets with higher horizontal and vertical
resolutions. They showed evidence of the existence of a sting jet
with descending air streams originating in the cloud head, having
negative MPV* and reaching the top of the boundary layer in the
frontal fracture region. As such, they confirmed the importance
of CSI. In contrast, the evaporation of hydrometeors was shown
to have no influence in their simulations. The present article
aims at investigating the occurrence of sting jets further within
an idealized numerical framework.
The initial set-up of our idealized simulations is composed of
localized finite-amplitude synoptic-scale disturbances added to a
baroclinic zonal jet, similarly to Gilet at al. (2009) or Coronel et
al. (2015). It differs from the other idealized numerical studies
of sting-jet cyclones (Cao, 2009; Baker et al., 2014) in which the
models were initialized with a baroclinic wave. In the present
article, sensitivity to the initial configuration of the disturbances,
especially their position relative to the baroclinic jet axis, will be
analyzed. It relies on the results of Rivie`re et al.(2015a, 2015b),
showing that the Shapiro–Keyser scenario and the formation
of low-level jets to the south of the depression originate from
cyclones having crossed the baroclinic jet from itswarm-air side to
its cold-air one. Another originality of the present article is to ana-
lyze the effect of resolution further.Most of the existing studies on
sting jets are basedonahorizontal resolution close to 10 km(Clark
et al., 2005; Parton et al., 2009; Baker et al., 2014), while the present
article will look at the effect of higher resolutions of up to 4 km.
Finally, another area of interest concerns boundary-layer pro-
cesses and how high-momentum air from the sting jet is transmit-
ted from the top of the boundary layer to the surface. It is not clear
what the relative importance of the sting jet and CCB jet is in trig-
gering strong winds at the surface (Smart and Browning, 2014).
Section 2 presents themodel and the simulation set-up, includ-
ing adescriptionof the initial conditions. The results are presented
in section 3. The effect of horizontal and vertical resolution on the
representation of low-level jets in the frontal fracture region is first
discussed. Then a systematic analysis of air streams characterizing
CCBs and sting jets is performed using backward Lagrangian
trajectories. Another subsection dedicated to boundary-layer
processes follows. The last subsection of section 3 concerns the
sensitivity to the initial configuration of the synoptic disturbances.
Finally, section 4 includes concluding remarks and a discussion.
2. Methods
2.1. Model
The non-hydrostaticmesoscale researchmodelMeso-NH (Lafore
et al., 1998) is used. It is an Eulerian model with a grid-point
discretization on a staggered Arakawa-C grid with a conformal
projection system of horizontal coordinates and a Galchen
and Somerville (1975) system of vertical coordinates. The
governing equations used in this study are based on the pseudo-
incompressible system of Durran (1989), which is an anelastic
approximation. A fourth-order centred advection scheme is used
for the momentum components and the piecewise parabolic
method (PPM) advection scheme (Colella andWoodward, 1984)
for other variables associated with the leap-frog time-stepping.
Fourth-order explicit horizontal diffusion is applied to the
momentum components only to suppress very short wavelength
modes. With this dynamical configuration, Meso-NH has an
excellent effective resolution, i.e. about 5–6x, as shown in
Ricard et al. (2013). Subgrid-scale vertical turbulent diffusion is
described by a prognostic turbulent kinetic energy (TKE)-based
scheme with a 1.5-order closure (Cuxart et al., 2000), with the
turbulent length-scale formulation of Bougeault and Lacarre`re
(1989). The simulations use amicrophysical scheme for humidity:
it is a one-moment bulk-cloud microphysics scheme with five
prognostic hydrometeors (cloud droplets, rain, ice crystals, snow
and graupel mixing ratios, in addition to water vapour), which
corresponds to the ICE3 scheme of Pinty and Jabouille (1998).
The simulations are on an f -plane, centred at 40◦N.
The model set-up is very similar to that used by Coronel et al.
(2015). The difference is that a surface scheme is used here and
resolutions are not necessarily the same. Surface conditions are
specified at the lower boundary, with values corresponding to a
sea surface with a roughness length of 2×10-4 m but with surface
sensible and latent heat fluxes set to zero.
2.2. Simulations set-up
2.2.1. Domain and resolutions
The model domain is 10 000 km long in the zonal direction and
6000 km wide in the meridional direction. The vertical extension
is 16 km. Two resolutions are used in both the horizontal and
vertical coordinates. The low and high horizontal resolutions
correspond to 20 and 4 km grid spacing, respectively. The low
vertical resolution corresponds to a regular vertical level spacing
of 500m. The high vertical resolution has an irregular vertical
level spacing and increases with altitude, with a stretching of 5%
at every level, in order to have a finer resolution in the low and
middle troposphere. It corresponds to 50–150m spacing between
the ground and 2 km altitude, 150–290m between 2 and 5 km
altitude and 290–430m between 5 and 8 km. Three simulations
with different resolutions are performed; the low–low simulation
denotes the simulation with low resolutions both horizontally
and vertically, the low–high simulation is the simulation with
low horizontal resolution and high vertical resolution and the
high–high simulation is the simulation nested in a subpart of a
parent low–high resolution simulation that uses high resolutions
both horizontally and vertically. This is made using a two-way
nesting, meaning that both simulations run at the same time
and exchange information in both directions, to obtain the
most accurate date for the high–high resolution simulation. It
is nested from x = 6780–9780 km and from y = 1980–3980 km
(see the subdomain in Figure 1(b)). On the borders of the whole
domain, the zonal boundary conditions are cyclic and wall lateral
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Figure 1. Initial set-up. (a) Vertical cross-section of the basic-state zonal wind (shadings, interval 4m s−1) and potential temperature (contours, interval 10 K). (b)
Horizontal cross-sections of the potential vorticity anomaly averaged between z=6 and 8 km (shadings, interval 0.2 PVU), the relative vorticity anomaly averaged
between z = 0.5 and 1.5 km (black contours, interval 6×10−6 s−1) and the basic-state zonal wind at z = 8 km (blue contours, interval 10m s−1). The rectangle in (b)
corresponds to the subdomain in which the high–high simulation is performed.
boundary conditions (zero normal velocity) apply to the southern
and northern boundaries. The model is integrated up to 96 h and
the time step is 30 s for the low–low and low–high resolution
simulations and 6 s for the high–high resolution simulation.
2.2.2. Initial conditions
The basic state of the simulations consists of a baroclinic zonal jet
centred in themiddle of the domain (Figure 1(a)). The basic-state
zonalwindvaries as aGaussian function inboth thehorizontal and
vertical directions. The maximum wind is located at an altitude
of 8 km. The vertical profile of the Brunt–Va¨isa¨la¨ frequency is
fixed. In the troposphere, its mean value is 0.012 s−1 and it varies
from 0.01–0.014 s−1. It increases rapidly at 10 km height to reach
0.027 s−1 in the stratosphere. The basic-state temperature field
is then calculated using the thermal wind balance. Finally, the
initial relative humidity is set to 60% from 0–6.5 km height and
0% above.
Two synoptic-scale disturbances of finite amplitude are
initially added to the basic state. The first one is located near the
surface and reaches a peak at an altitude of 1 km. Its latitudinal
position is 1000 km south of the jet. The second one is a cyclonic
anomaly reaching its maximum at 7.5 km near the tropopause
and located 500 km north and 1000 km west of the near-surface
anomaly. This configuration is shown in Figure 1(b) and typically
reproduces a situation seen for storm Klaus (Rivie`re et al., 2015b,
see their figure 1(a)) or storm Xynthia (Rivie`re et al., 2012, see
their figure 2(b)). The northwest position of the upper-level
cyclonic anomaly relative to the surface cyclone corresponds
to a typical synoptic configuration of explosive cyclogenesis
(Sanders, 1986). The stream function of the two disturbances has
a Gaussian shape in both horizontal and vertical coordinates and
the temperature is modified accordingly to satisfy the thermal
wind balance. More details on the definition of the disturbances
can be found in Coronel et al. (2015).
The simulation starting from the initial disturbances shown in
Figure 1(b) corresponds to the control initial conditions. Three
additional initial conditions are used to study the sensitivity to the
configuration of the initial disturbances. In the first alternative
initial state, the lower-level perturbation is located at the same
place and the upper-level perturbation is shifted to the south in
order for the perturbations to be zonally aligned 1000 km south
of the jet. It is also shifted slightly westward to maintain the same
distance between perturbations, which are 1120 km apart. The
second alternative initial state has northwest–southeast tilted
perturbations like the control case, but these are shifted 1000 km
to the north in order for the surface perturbation to be located
on the zonal jet axis. The third alternative initial state has zonally
aligned initial perturbations located on the zonal jet axis. These
sensitivities will show how the crossing of the zonal jet affects
the cyclones. Multiple simulations are presented within this
study, of which two will serve as the foundation of the article:
the low–high and high–high resolution simulations with control
initial conditions. Note that the low–high simulation is not the
parent low–high simulation, which is two-way interacting with
the high–high simulation. Rather, it corresponds to the simula-
tion integrated alone and having low horizontal and high vertical
resolution.
3. Results
3.1. Influence of the resolution
Figure 2 depicts the extratropical cyclone at t = 96 h for the
three different resolutions at two different levels in the lower tro-
posphere (z = 0.7 km and 1.7 km). At this time, the cyclone has
already crossed the baroclinic zonal jet and liesmainly on its pole-
ward side. For the high–high simulation (Figure 2(a) and (b)),
regions of strong winds appear to the southwest of the cyclone
centre, with wind-speed maxima reaching roughly the same val-
ues at the two levels. At z = 0.7 km the region of strong winds is
broader, whereas at z = 1.7 km it is narrower and a bit longer on
the eastern side. At z = 0.7 km strong winds are located entirely
in the cloudy region, while at z = 1.7 km they lie near the cloud
head (defined as the region of high relative humidity ahead of the
bent-back warm front) and are concentrated in a narrow dry zone
located between two cloud filaments. The low–high simulation
has similar characteristics and reproduces the high–high simula-
tion quite well, in terms of the intensity and location of the strong
winds (Figure 2(c) and (d)). On the other hand, for the low–low
simulation (Figure 2(e) and (f)), even if it shows similar character-
istics, the strongest winds are less intense, especially at the upper
level, and the dry band at the tip of the cloud head is not as well
collocated with the wind maximum as in the other simulations.
In order to illustrate the differences between the three types
of resolution more precisely, vertical sections are made along the
AA′ section, i.e. across the starting regions of the jets (Figure 3).
The section of the high–high simulation shows the existence of
two well-separated jets, one under and another above the surface
boundary layer (Figure 3(a)). There is an important descent in
the dry zone from z = 4 km, which extends down to the cloudy
regions and reaches the upper jet at about z = 2 km. Note that
above theupper jet is located a zoneof ascent. Theupper and lower
jets will hereafter be called ‘sting jet’ and ‘cold conveyor-belt jet’,
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Figure 2. Horizontal wind (shadings, interval 4m s−1), θe (black contours, interval 4 K) and relative humidity greater than 80% (blue contour and stippled areas) at
t = 96 h for (a, c, e) z = 0.7 km and (b, d, f) z = 1.7 km. (a, b) high–high resolution, (c, d) low–high resolution and (e, f) low–low resolution.
respectively; the use of this terminologywill be justified in the next
subsections. Once again, the low–high simulation shows almost
identical characteristics to the high–high simulation (Figure
3(b)). In contrast, the low–low resolution presents only one peak
of horizontal wind speed at about z = 1.2 km and there is no
significant wind descent. It confirms the importance of vertical
resolution to represent sting jets, as already mentioned by Clark
et al. (2005) and Parton et al. (2009).
One may argue, based on Lean and Clark (2003), that the flow
representation in the high–high resolution is constrained by the
least well-resolved direction, which is the vertical one here, as it
has only 200m grid spacing in the lower troposphere. Therefore,
an additional simulation has been performed by decreasing the
vertical grid spacing to 80m in the lower troposphere and keeping
a 4 km horizontal resolution. In that case, the horizontal/vertical
aspect ratio of the model grid is about 50 (=4000m/80m), which
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Figure 3. Vertical cross-sections AA′ (see the location in Figure 2) of horizontal wind speed (shadings, interval 4m s−1), ageostrophic horizontal wind (black vector)
and relative humidity greater than 80% (blue contour and stippled areas) at t = 96 h.
is close to the required ratio estimated by Persson and Warner
(1993) to represent CSI. This new simulation with 80m vertical
grid spacing leads to results similar to the simulation with 200m
vertical grid spacing, even though some fields like the vertical
velocity appear noiser in the latter simulation compared with the
former one. In the rest of the article, only results of the simulation
with the 200m vertical grid spacing (high–high simulation) are
shown.
3.2. Jets and backward Lagrangian trajectories
Six vertical sections across the jets axes are shown in Figure 4 for
the high–high simulation. At the entrance of the jets (sections
AA′ and BB′), the CCB and sting jets are well separated, but they
tend to merge in sections CC′ and DD′, where they reach their
peak amplitude. Further downstream, in their exit regions, the
jets tend to separate again, in section EE′ in particular (Figure
4(e)). These sections confirm that the CCB jet is wider than the
sting jet and show that the latter jet is locatedmore on the left part
of the sections, which means further outward from the cyclone
centre. Another interesting feature of Figure 4 concerns the shape
of the descending motions. On sections AA′, BB′ and CC′, some
strongdescendingmotions coming from the sting jet penetrate the
boundary layer and almost reach the surface (see, for instance, the
abscissa at 80 and 120 km in AA′ or 130 km in CC′). In contrast,
in section EE′ almost all descending air streams starting from the
sting-jet regions are stopped at the top of the boundary layer.
Internal downdraughts exist within the boundary layer, but they
seem to be disconnected from the above dynamics. A dedicated
subsection discussing boundary-layer processes is provided later
in the article. In order to differentiate between CCB and sting-
jet air streams, 18 backward Lagrangian trajectories based on
Eulerian passive tracers (Gheusi and Stein, 2002) are computed
at every time step of the model; these start from section EE′ at
t = 96 h. This is illustrated with coloured crosses in Figure 4(e).
The horizontal distance between the various parcels is wider for
the CCB jet than the sting jet, to take into account the broader
property of the former jet.
The backward trajectories are shown in Figure 5. The trajecto-
ries of theCCB jet showamore rounded shape than the trajectories
of the sting jet, which are more zonally oriented (Figure 5(a) and
(b)). These trajectories are coherent with the descriptions of the
CCB and sting jets by Smart and Browning (2014) (see their
figure 8). CCB trajectories come from near the surface at about
z = 0.2 km and slowly ascend between t = 82 h and 93 h, before
rapidly ascending to reach the altitude z = 1 km at t = 96 h (Fig-
ure 5(c)). Sting-jet trajectories show an ascent from z = 0.2 km to
around z = 3.5 km prior to t = 87 h, followed by a strong descent
for a few hours and finally a slower descent to around z = 1.8 km
(Figure 5(d)). The rather rapid descending motions undergone
by the latter trajectories confirm the existence of a sting jet.
Diagnostics along CCB trajectories are computed and shown
in Figure 6. As already underlined previously, the trajectories
undergo two stages of ascending motions. From t = 82 h to
t = 93 h, during their slow ascent (between the vertical lines
in Figure 6(a)), the trajectories enter the CCB jet and their
horizontal wind speed increases strongly from 10 to 40m s−1
(Figure 6(b)). Furthermore, their potential temperature increases
slowly in a saturated environment (Figure 6(c) and (d)). The
saturated moist potential vorticity has been computed along the
trajectories as well:
MPV* = 1
ρ
ζ a · ∇θes,
where ρ is the density, ζ a the absolute vorticity and θes the
saturated equivalent potential temperature. During the slow
ascent of the trajectories, MPV* is near zero and sometimes
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Figure 4. Vertical cross-sections (location shown in Figure 2(a) and (b)) for the high–high resolution of the horizontal wind speed (shadings, interval 4m s−1),
vertical velocity (black contours, interval 0.02m s−1; negative values only) and 80% relative humidity (blue contour) at t = 96 h. Coloured crosses indicate the start of
the backward trajectories.
negative, because trajectories move in convectively unstable
regions beneath the CCB jet (Figure 6(e)). From t = 93 h,
trajectories risemore rapidly (Figure 6(a)) without changing their
horizontal wind speed (Figure 6(b)). Their potential temperature
increases (Figure 6(c)) due to condensation and ice formation
(Figure 6(g)), consistent with a decrease in vapour mixing ratio
(Figure 6(f)). We also note a rapid increase in MPV*, consistent
with latent heat release (Figure 6(e)). This later evolution appears
sooner and is more marked for the yellow, green and purple
trajectories than the other six trajectories. Note, finally, that the
increase in horizontal wind speed occurs during the slow ascend-
ingmotion, i.e. before the occurrence of strong diabatic processes.
As such, the two processes can be thought of as disconnected.
The sting-jet air parcels have a wind speed near 15m s−1
between t = 78 h and t = 86 h during their initial ascent. Then,
their rapid descent between t = 87 h and t = 90 h is accompanied
by a rapid increase in wind speed, reaching 40m s−1 around t =
90 h. When the descent slows down, their wind speed stabilizes
(Figure 7(a) and (b)). During their initial ascent, air parcels are
located inside the cloud and saturated. Then, during their rapid
descent, their relative humidity decreases strongly (Figure 7(d)).
Three trajectories can be isolated from the ensemble. The green,
red and black trajectories show a slower decrease in relative
humidity than the rest. These three trajectories start their
rapid descent at a lower altitude than the others (Figure 7(a)).
During their rapid descent, their potential temperature decreases,
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Figure 5. Projections of 3D backward trajectories for the high–high resolution with successive hourly locations starting from (a, c) the cold-conveyor-belt jet and (b,
d) the sting jet at t = 96 h and back to t = 78 h. (a) and (b) Horizontal projections at z = 1 km and z = 1.8 km. (c) and (d) Vertical cross-sections at y = 2900 km
and y = 2870 km, corresponding to the mean latitude of the trajectories at their initial time (see Figure 4(e)). The shadings represent the horizontal wind speed (units:
m s−1) at t = 96 h.
especially for the green and red trajectories (Figure 7(c)), their
vapourmixing ratio increases (Figure 7(f)) and there is indication
of snow and graupel precipitation residues at the same time
(Figure 7(h)). This strongly suggests that these three trajectories
undergo diabatic cooling by evaporation of precipitating
hydrometeors. We have performed an additional experiment
similar to that of Baker et al. (2014) by turning off the cooling
due to the evaporation of precipitating hydrometeors at t = 84 h
in order to obtain a quantitative view of this process. 12 h after
suppressing the evaporative cooling, there is a drastic decrease in
water vapour in the boundary layer and a slight decrease in wind
intensities, with roughly 2m s−1 lower horizontal wind speed
than in the high–high simulation. Thus, the effect of evaporative
cooling is to enhance winds, as expected from previous studies
(Browning, 2004), but only very slightly in the present case.
The other sting-jet trajectories have a distinct scenario.
Starting their descent at a higher altitude (Figure 7(a)), their
relative humidity decreases abruptly between t = 87 h and
t = 90 h (between the vertical lines in Figure 7(d)), while their
potential temperature and vapour mixing ratio stay almost
constant (Figure 7(c) and (f)). Also, from t = 88 h, the sum
of the cloud and ice mixing ratios is near zero, showing that
the trajectories leave the cloudy regions and there are no
precipitating hydrometeors within the parcels (Figure 7(h)).
Another difference between the red–green–black and the six
other trajectories of the sting jet concerns MPV* (Figure 7(e)).
For the latter trajectories, the MPV* values are near zero, lower
than for the former trajectories, and they reach negative values
during a few hours between t = 88 h and 90 h.
To identify the environment of the different sting-jet airmasses
better as a function of time, various cross-sections are shown in
Figure 8, (a, c, e) at t = 90 h when they have left the cloud and are
descending and (b, d, f) at t = 87 h when they are still in the cloud
and beginning the descent. At t = 90 h, the trajectories are in
the dry zone of the cloud head, between z = 2 km and z = 3 km
(Figure 8(a) and (c)). Generally speaking, the air parcels move in
a frontal zone with quasi-parallel m surfaces and θes surfaces. The
quantity m = v + fx is the absolute momentum, where v and
f correspond to the meridional wind and Coriolis parameter,
respectively. The MPV* can be locally negative because of a
sudden change in the orientation of one of the two surfaces
(see e.g. the vertical orientation of the θes surface near the blue
trajectory at x = 8170 km, z = 3 km in Figure 8(e)). Note also
that the red–green–black trajectories are lower than the others
and move in a region close to 80% relative humidity, consistent
with Figure 7(d). At t = 87 h, all nine trajectories are starting to
descend and are located inside the cloud, between z = 3 km and
z = 4 km (Figure 8(b) and (d)). The six highest trajectories are
well separated from the red–green–black ones in the horizontal
plan shown in Figure 8(b), with the latter moving along the
front and the former on the cold side of the front. The group
of six trajectories is located more downstream than the group of
three trajectories considered beforehand, but because the former
group moves in an environment with lower wind speed than the
latter, they will all reach the same region at t = 96 h (Figure 4(e)).
The vertical section of Figure 8(f) shows that the group of six
trajectories is entering the frontal zone from the cold side and
is already moving in an environment where the m surfaces and
θes surfaces are nearly parallel. As before, there are some very
localized regions where the MPV* is negative in the frontal zone
because of a rapid change of direction of one of the two surfaces
(see e.g. the vertically oriented m surface above the blue and
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Figure 6. Time evolution between t = 78 h and 96 h of various variables along the back-trajectories starting from the CCB jet for the high–high resolution. The
dashed and solid vertical lines correspond to 82 and 93 h respectively (see the main text for their meaning).
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Figure 7. Same as Figure 6, but for the back-trajectories starting from the sting jet. The dashed and solid vertical lines correspond to 87 and 90 h, respectively (see the
main text for their meaning).
yellow trajectories at x = 7950 km and z = 4 km in Figure 8(f)).
Because the regions of negative MPV* are very localized and do
not span a large area in the frontal zone, this cannot be considered
as a favourable environment for CSI. Since the m surfaces and
θes surfaces are nearly parallel over the whole frontal zone, the
environment can be considered as neutral with respect to CSI.
The neutral character of CSI is confirmed by analyzing the
low–high simulation. The same figures as in Figure 8, but for the
low–high simulation and the same initial position of the trajecto-
ries, havebeenplotted inFigure 9.This reveals some similar results
and characteristics to the high–high simulation. The groups of
six and three trajectories are still clearly distinguishable, with the
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(a) (b)
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Figure 8. Back-trajectories starting from the sting jet for the high–high simulation. (a) and (b) Horizontal wind (shadings, units: m s−1), relative humidity greater
than 80% (blue contours and stippled areas) and θe (black contours, interval: 4 K). (c) and (d) Horizontal wind (shadings, units: m s−1), relative humidity greater
than 80% (blue contours and stippled areas) and ageostrophic wind (black vector). (e) and (f) Saturated moist potential vorticity (red shadings; negative values only),
momentum (green contours, interval 4m s−1) and θes (black contours, interval 2 K). Coloured crosses indicate the positions of the backward trajectories starting from
the sting jet. (a), (c), (e) and (b), (d), (f) correspond to t = 90 h and t = 87 h, respectively.
group of six moving at a higher altitude and more downstream
than the group of three, even though the distinction is less well
marked than previously. The most noticeable difference from the
high–high simulation concerns the structure of the m and θes sur-
faces in the slantwise descending region; these are homogeneously
parallel and do not present any local overturning. Consistently,
theMPV* along the low–high simulation trajectories (not shown)
is systematically slightly positive and sometimes very near zero
for the group of six. Because the overturnings of m surfaces or θes
surfaces in the high–high simulation leading to negative MPV*
are very local and disappear in the low–high simulation, this
confirms the idea that they cannot be considered as a favourable
environment for CSI. Additionally, the horizontal wind speeds
within the sting-jet regions being the same in the high–high and
low–high simulations means we can discard the possibility of
having different mechanisms in play in the two simulations.
Below the main slantwise descending region, there exist some
inertially unstable zones characterized by an overturning of the m
surfaces. This is the case, for instance, for the low–high simulation
at t = 90 h (see x = 8150 km and z = 2.5 km in Figure 9(e))
and can be seen in the high–high simulation as well. These
buckled m surfaces can be thought as resulting from the slantwise
circulations, as the previously mentioned S-shaped m surface
occurs between regions of descending and ascending motion
(compare the arrows in Figure 9(c) with the the S-shaped m
surface in Figure 9(e)). This is reminiscent of what was shown
in the idealized nonlinear simulations of symmetric instability of
Thorpe and Rotunno (1989). This orientation of the m surfaces
c© 2016 Royal Meteorological Society Q. J. R. Meteorol. Soc. (2016)
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Figure 9. Same as Figure 8, but for the low–high simulation.
results from slantwise circulations which, in the case of Thorpe
and Rotunno (1989), arose as a consequence of the release of
the symmetric instability. Such buckled m surfaces were also
detected in observations (Thorpe and Clough, 1991). However,
these buckled m surfaces reveal the existence of the slantwise
circulations but not necessarily the release of CSI.
To conclude, the sting-jet air masses can be clustered into two
categories. The lowest altitude ones have rather positive values of
MPV* but undergo cooling by sublimation and melting of snow
and graupel hydrometeors and possible subsequent evaporation.
The highest altitude ones have near-zero environmental MPV*
and evolve in an environment of quasi-parallel m and θes surfaces,
which does not prevent their descent. However, the environment
cannot be considered as satisfying the CSI conditions in the strict
sense, as it is nearly neutral for CSI. Hence, the descent should be
triggered by another mechanism, which is discussed later in the
article. Note, finally, that the second category of air masses does
not undergo any diabatic cooling.
3.3. Surface boundary layer
Figure 10 describes boundary-layer processes at t = 96 h. Surface
wind gusts, diagnosed from the mean wind speed and TKE, reach
their maximum around 40m s−1 to the southwest of the cyclone
and just below the maxima reached by both the CCB and sting
jets (compare Figure 10(a) with Figure 2(a) and (b)). The vertical
cross-section XX′ made in that region shows that there are some
descents starting around z = 2 kmpenetrating the boundary layer
down to the surface near the abscissa 150 km of Figure 10(c), in a
region where the vertical gradient of θe at the top of the boundary
layer is rather weak. Closer to the front (i.e. near X′), ascents are
also clearly visible; these are associated with strong precipitation
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Figure 10. Boundary-layer fields for the high–high resolution at t = 96 h. (a) Wind gusts at z = 10m (shadings, interval 2m s−1) and TKE at first level (black
contours; interval 0.5m2 s−2. (b) Zoomed-in view of area Z of the precipitation at z = 0.5 km (red shadings, interval 0.02 g kg−1) and the 10m wind gusts (black
contours; interval 2m s−1) with maxima axes shown by dashed lines. (c) and (d) Vertical cross-sections of horizontal wind speed (shadings, interval 2m s−1), vertical
velocity (solid and dashed blue contours for positive and negative values respectively; interval 0.02m s−1), θe (black contours, interval 2 K) and 3.5 TKE (pink contour).
(e) and (f) Vertical cross-sections of precipitation (red shadings, interval 0.02 g kg−1) and vertical wind (solid and dashed blue contours for positive and negative
values respectively; interval 0.02m s−1).
across the boundary layer (Figure 10(e)). More downstream, near
x = 9000 km, there is an interesting alternation of local minima
and maxima of surface wind speed of roughly 20 km length-scale
(Figure 10(a), (b), (d) and (f)). This alternation is correlated
with alternation in TKE, vertical velocity and precipitation, as
shown in Figure 10(a), (b), (d) and (f), with descents being
collocated with local maxima of horizontal wind speed and local
minima of precipitation. The length-scale of these variations and
the out-of-phase relationship between the horizontal wind speed
and precipitation bring similarities with the real storm Friedhelm,
analyzed by Vaughan et al. (2015, see their figures 11 and 12). In
contrast with section XX′, section YY′ shows a clear separation
between descents occurring above and below the boundary layer.
There is no real penetration of the descents originating from
the free troposphere, due to the stronger moist static stability in
section YY′ compared with XX′ (see the vertical spacing between
θe surfaces inFigure 10(c) and (d)).Within theboundary layer, the
descents occurring near the shallow clouds might be reinforced
by evaporation of precipitation (Figure 10(f)).
To conclude, the most likely regions of transfer of momentum
to the surface by descents starting from the sting jet are on the right
side of the sting-jet maximum, where the static stability is lower.
3.4. Influence of initial perturbations
The sensitivity of the frontal structures to the location of the
initial perturbations is shown in Figure 11 for the low–high
simulation at t = 90 h. Major differences appear between cases
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Figure 11. Vertical velocities (shadings, interval 0.02m s−1), θe (black contours, interval 4 K; the 282K contour is in bold) averaged between z = 1 and 3 km and
SLP (green contours, interval 5 hPa; the 950 hPa contour is in bold) at t = 90 h as a function of different initial conditions. (a),(b), (c) and (d) correspond to the
southwest–northeast tilted initial disturbances located south of the jet, the zonally aligned initial disturbances located south of the jet, the southwest–northeast tilted
initial disturbances near the jet axis and the zonally aligned initial disturbances along the jet axis, respectively. The schematics on the upper-right side of each panel
show the initial position of the disturbances relative to the jet.
with the low-level perturbation initially located to the south and
those with the low-level perturbation initially located on the
jet axis. In cases with perturbations initialized south of the jet
(Figure 11(a) and (b)), the cyclones are less wide and slightly
less deep than in other cases (Figure 11(c) and (d)). Major
differences appear in the frontal structures. The warm fronts
are more intense and the warm sectors cover much larger areas
for perturbations initially located to the south. The stronger
warm fronts for perturbations initially located to the south are
accompanied by stronger ascending motions north of the cyclone
centre. Seclusions of warm air and descending motions on the
downstream side of the bent-back warm fronts are also clearly
visible for these cases. In contrast, descending motions are much
weaker for the other cases and are not even detected by the chosen
contour interval. The cold fronts are more similar in terms of
intensity, even though those with initial perturbations along the
jet axis seem to be more active, with more intense ascending
motions ahead of the cold fronts. The initial tilt of the axis formed
by the lower- and upper-level perturbations has a much less
drastic impact on the fronts and the development of the surface
cyclones. To conclude, cyclones initialized south of the jet form
a typical scenario of Shapiro–Keyser cyclone evolution, while
those initialized along the jet axis are more reminiscent of the
Norwegian cyclone model.
Vertical sections of Figure 12 confirm the differences in the
intensity of the vertical velocities. The descending motions of
the perturbations initialized south of the jet reach a maximum
amplitude of about −0.1m s−1, which is more than four times
greater than for the other cases. It is interesting to note that there
is a secondary slantwise circulation situated on the more outward
side of the cyclone (i.e. closer to Z) for perturbations initialized
south of the jet. This can be related to a second peak in horizontal
wind speed at z = 1.7 km (see Figure 2(b)). For perturbations
initialized on the jet axis, slantwise circulations are visible but
much less intense. There are also two well-separated jets above
and within the boundary layer that have weaker amplitude than
for perturbations initialized south of the jet. The upper jet being
associated with a much weaker descent, it can hardly be called a
sting jet.
The Q vector,
Q = −(g/θ0)
[
(∂ug/∂x) · ∇θ , (∂ug/∂y) · ∇θ
]
(Hoskins et al., 1978) and its divergence have been computed
for the four cases, where θ is the potential temperature, θ0 its
standard value and ug the geostrophic wind. The vertical averages
of theQ vector and its divergence between z = 1 kmand z = 3 km
are shown in Figure 13 for the four distinct initial conditions.
For all cases, strong values of the Q vectors are reached to the
westnorthwest of the cyclone and their orientation is clockwise.
The northward orientation of the Q vector to the west of the
cyclone centre, which leads to divergence and convergence of
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Figure 12. Vertical cross-sections ZZ′ of the vertical velocities (shadings, interval 0.02m s−1) and the horizontal wind speed (contours; interval 5m s−1) for the same
experiments as in Figure 11.
the Q vector to the southwest and northwest, respectively, can
be easily explained by the relative position of the upper-level
cyclonic anomaly and the surface cyclone (Rivie`re et al., 2013, see
their figure 1(e)).
For perturbations initialized south of the jet, the Q vectors are
strongly divergent ahead of the bent-back warm front in the same
regions as the negative vertical velocities shown in Figure 11. The
divergence is much greater than for perturbations initialized on
the jet axis. Therefore, the difference between the two types of
initial conditions in the intensity of descents can be at least partly
explained by geostrophic forcing.
The idea that the descent associated with the sting jet can
be initiated by a dynamical forcing has already been suggested
by Schultz and Sienkiewicz (2013). Their reasoning is based
on the idea that the cross-front ageostrophic circulations are
due mainly to the frontolytic forcing associated with the cross-
front component of the Q vector. Our results partly support
this view, because the cross-front component of the Q vector
is non-negligible; it is outward-oriented relative to the cyclone
centre ahead of the bent-back warm front, consistent with the
two-dimensional picture of frontolytic forcing. However, the
divergence of the Q vector is dominated by its along-front
component. Hence, a three-dimensional view of the Q vector is
necessary to explain the dynamical forcing of the descent ahead of
the bent-back warm front and an analogy with two-dimensional
frontolytic forcing is too simplistic.
4. Conclusion
The present study investigates the formation of sting-jet cyclones
using an idealized configuration of a high-resolution mesoscale
numerical model. The initial set-up is composed of localized
axisymmetric finite-amplitude synoptic-scale cyclones added to
a baroclinic zonal jet. When the surface cyclone is initialized
on the warm-air side of the zonal jet, it undergoes a rapid
displacement across the jet axis and follows the different stages
of the Shapiro–Keyser cyclone model, in particular the bent-
back warm front and warm seclusion stages during which a
sting jet may occur. This evolution is similar to the real storms
studied by Rivie`re et al. (2015b). It is only in the case of high
vertical resolution (i.e. a vertical grid spacing below 200m in
the lower troposphere) that slantwise circulations and strong
descents ahead of the bent-back warm front occur and that the
jet appearing in the frontal fracture region can be qualified as a
sting jet. When the surface cyclone is initialized on the jet axis, the
surface cyclone is more representative of the Norwegian cyclone
model, with the bent-back warm front and associated descents
being much weaker. In simulations where a sting jet occurs, i.e.
for an initialization of the surface cyclone on the warm-air side
of the jet and a vertical resolution high enough, the sting jet
appears above the cold-conveyor-belt jet but has weak winds
ahead of it. This differs from the 1987 storm studied by Browning
(2004) and Clark et al. (2005), for which the sting jet extends
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Figure 13. Divergence of the Q vector (shadings, interval 3× 10−16 m−1 s−3), θe (black contours, interval 4 K) and Q vectors (black arrows) averaged between z = 1
and 3 km at t = 90 h as a function of different initial conditions. (a), (b), (c) and (d) correspond to the southwest–northeast tilted initial disturbances located south
of the jet, the zonally aligned initial disturbances located south of the jet, the southwest–northeast tilted initial disturbances near the jet axis and the zonally aligned
initial disturbances along the jet axis, respectively.
beyond the cold-conveyor-belt jet. The simulated sting jet of the
present study is closer to the one appearing in cyclone Friedhelm
(Martı´nez-Alvarado et al., 2014).
The underlying mechanisms responsible for the enhancement
of the winds within the sting jet were discussed using the
Lagrangian framework. More precisely, in the control simula-
tions reproducing a sting-jet cyclone (i.e. for the high vertical
resolution simulations starting from an initial surface cyclone
south of the jet), various quantities along Lagrangian trajectories
have been computed. Backward trajectories starting from the
sting-jet region have been clustered into two groups. The first
group shows evidence of diabatic cooling due to sublimation of
snow and graupel hydrometeors near the cloud head, but with an
environment characterized by positive saturated moist potential
vorticity. The second group shows a rather neutral environment
relative to conditional symmetric instability, with the saturated
moist potential vorticity fluctuating near zero. Indeed, even
though the high horizontal resolution simulation shows that
the sting-jet air parcels travel across negative saturated moist
potential vorticity regions, the latter are very localized compared
with the size of the slantwise circulations and are not repre-
sentative of an unstable environment. This view is confirmed
by analyzing the low horizontal resolution simulation, which
also brings the same characteristics of slantwise circulations and
sting-jet intensities as the high horizontal resolution simulation,
but without exhibiting any negative saturated moist potential
vorticity. These conclusions on the role of conditional symmetric
instability for sting-jet formation differ from the other idealized
numerical studies (Cao, 2009; Baker et al., 2014).
Our results suggest that a dynamical geostrophic forcing is
largely responsible for initiating the slantwise descents. Indeed,
in regions of strong descents theQ vectors are strongly divergent,
while in the simulations where the descents are weak the diver-
gence of theQ vectors is much weaker. The idea that a dynamical
forcing favours the slantwise descent has already been suggested
by Schultz and Sienkiewicz (2013). These authors referred to the
classical two-dimensional frontogenetic/frontolytic framework
to explain the slantwise circulations. However, in our case, it is
the along-front component of the Q vector that dominates its
divergence and not the cross-front component of the Q vector,
which has a smaller impact. To conclude, our results support
the idea that the three-dimensional structure of the Q vector
creates a forcing initiating the descents, which are not slowed
down by any restoring force, since the conditions for conditional
symmetric instability are near-neutral.
Another aspect analyzed in the present article is the penetration
of the descents starting from the sting-jet regions within the
boundary layer and their relation to surface wind gusts. In
most regions, strong surface wind gusts are correlated with
descents starting within the boundary layer at the level of the
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cold-conveyor-belt jet. In particular, downstream of the cold-
conveyor-belt and sting jets, an alternation of descents and
ascents with 20 km length-scale is seen, associated with maxima
and minima of surface wind speeds, respectively. This suggests
that the vertical mixing associated with these boundary-layer
convective cells is partly responsible for transporting momentum
downward, together with the parametrized turbulent fluxes.
In more rare regions, where the static stability at the frontier
between the free troposphere and the boundary layer is weaker,
some descents starting from the free troposphere near the main
slantwise descending circulation penetrate down to the surface.
To conclude, the strongestwind gusts donot seem tobe connected
directly to the sting-jet air streams inmost cases. Further analysis is
needed to look at the sensitivity of these boundary-layer processes
to various parameters.
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Conclusion et perspectives
L’objectif de cette thèse était d’étudier l’influence du dégagement de chaleur latente sur les
déplacements des dépressions des moyennes latitudes, ainsi que d’améliorer la compréhension
des phénomènes de “sting jets” liés aux rafales de vent destructrices au sein des tempêtes. Des
simulations idéalisées réalisées avec le modèle Méso-NH ont été utilisées pour effectuer cette
étude, en se plaçant dans le cadre d’un environnement barocline dans lequel évoluent des dé-
pressions se déplaçant du sud au nord du jet. Ce type d’évolution est récurrent des tempêtes
Européennes, notamment celles dans lesquelles peuvent se former les “sting jets”.
Les dépressions des moyennes latitudes ont été étudiées de manière approfondie, mais es-
sentiellement du point de vue de leur développement et de leur creusement, et très peu du
point de vue de leur trajectoire, en particuler dans la direction perpendiculaire au jet. Les ef-
fets des processus humides et des perturbations d’altitude sur ces trajectoires ont fait l’objet
d’une première analyse approfondie dans cette thèse. Elle a permis de montrer que l’intensité
et l’orientation horizontale du dipôle de tourbillon potentiel d’altitude, ainsi que la présence
d’humidité, jouent un rôle important dans le déplacement des dépressions en direction du pôle.
Plus le dipôle de tourbillon potentiel d’altitude est intense, plus celui-ci advecte rapidement
la dépression de surface vers le nord-ouest. Celui-ci est renforcé par interaction barocline et
par le dégagement de chaleur latente. La dépression de surface est également renforcée par
interaction barocline, il y a donc amplification mutuelle des perturbations en haut et en bas de
la troposphère. Situé à l’avant des perturbations, dans la zone d’ascendances, le dégagement
de chaleur latente renforce l’anticyclone d’altitude qui advecte la dépression vers le nord. En
plus de cela, les mêmes processus humides créent du tourbillon positif en surface à l’avant de
la dépression, et ainsi accélère plus son déplacement vers l’est.
Les “sting jets”, qui seraient responsables des rafales de vent les plus destructrices des tem-
pêtes, sont étudiés depuis une dizaine d’années. C’est surtout dans le cadre d’observations et de
simulations de cas réels que les études sur ce thème ont été effectuées. Cette thèse a cherché à
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améliorer la compréhension des processus liés aux “sting jets”, à l’aide de simulations idéalisées
à haute résolution, où tous les éléments de l’écoulement sont parfaitement contrôlés. Il s’avère
que notre méthode d’initialisation produit des tempêtes de type Shapiro-Keyzer et présentant
un intense front chaud rétrograde. Cette configuration est connue comme étant particulièrement
favorable au développement de “sting jets”. Nos simulations haute résolution permettent de re-
produire deux jets : celui se trouvant dans la couche limite est associé à la bande transporteuse
froide tandis que l’autre se trouvant au dessus de la couche limite est un “sting jet” lorsqu’il est
associé à des mouvements subsidents intenses. Dans certaines régions, les deux jets fusionnent
au sommet de la couche limite pour former une zone de vent maximal unique. Des trajectoires
Lagrangiennes pénétrant au sein de ce jet ainsi que des diagnostics le long de ces trajectoires
ont montré des phases de descente rapide depuis le milieu de la troposphère, associées à des
augmentation de vitesse horizontale. Au cours de cette descente, les particules quittent la tête
nuageuse et voient leur humidité relative décroître. La zone de descente du “sting jet” s’avère
être neutre d’un point de vue de l’instabilité symétrique conditionnelle. En d’autres termes,
l’environnement de type frontal ne s’oppose pas aux mouvements verticaux penchés de méso-
échelle mais ne les facilite pas non plus. Ces derniers pourraient trouver leur origine, ou tout
du moins être favorisés, par un forçage dynamique dont une partie seulement peut s’expliquer
à partir du mécanisme de frontolyse suggéré par Schultz et Sienkiewicz (2013). De plus, la
majorité des trajectoires Lagrangiennes n’ayant pas subi de refroidissement diabatique par su-
blimation des hydrométéores glacés, ceux-ci ne semblent pas être à l’origine de l’intensification
des subsidences. Une étude de sensibilité a montré que l’initialisation des perturbations au
sud du courant-jet favorise bien l’intensité des vents et des subsidences, causés par le forçage
dynamique. Ainsi, il apparaît dans ce travail que la formation des zones de vent fort au sein
des tempêtes et des circulations obliques à l’avant du front chaud est, pour une bonne part,
contrôlée par l’écoulement d’échelle synoptique. L’étude du tranport de quantité de mouvement
depuis le “sting jet” vers la surface a montré que l’emplacement le plus favorable pour cela est
situé à la droite de la zone de vent maximal du “sting jet”, là où la stabilité statique est la plus
faible, mais que les rafales les plus fortes en surface n’étaient pas directement causées par les
“sting jets”.
Ce travail de thèse mériterait d’être approfondi concernant certains points, qui sont déve-
loppés ici.
Une première suite relativement simple de la première partie de cette thèse, concernant l’in-
fluence du dégagement de chaleur latente sur les trajectoires des dépressions, pourrait consister
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à analyser les effets radiatifs sur le déplacement des dépressions en utilisant à nouveau les confi-
gurations idéalisées de Méso-NH que nous avons mis en place. En effet, en activant/désactivant
les différentes composantes du schéma de rayonnement, nous pourrions étudier leur influence.
Selon Chagnon et al. (2013), on s’attend à ce que les processus radiatifs au niveau de la tro-
popause renforcent les anomalies cyclonique et anticyclonique d’altitude et donc accélèrent
également le déplacement de la dépression vers le pôle. De plus, il serait intéressant d’évaluer
l’effet des interactions du rayonnement avec les nuages sur l’évolution de la dépression.
Par ailleurs, en ce qui concerne la formation des "sting jets", l’étude du transfert de quantité
de mouvement de la zone de vent fort au dessus de la couche limite jusqu’au sol serait aussi à
approfondir en réalisant par exemple des simulations avec des couches limites plus réalistes et
plus instables en introduisant par exemple des flux de chaleur à la surface.
Une autre suite logique de cette étude, serait de poursuivre en s’intéressant à des études de
cas réels. Des simulations de ce type permettraient de confirmer les résultats mis en évidence
avec les simulations idéalisées, concernant les déplacements des dépressions et l’importance du
dipôle de tourbillon potentiel d’altitude.
Des études de cas réels ainsi que des campagnes de mesures pour valider à méso-échelle les
simulations et mieux caractériser la nature des hydrométéores seraient aussi intéressantes à réa-
liser dans le cadre de l’étude des “sting jets”. Ces avancées seraient particulièrement utiles pour
préciser les rôles de l’évaporation sur la densification des masses d’air, notamment des précipita-
tions au-dessus et au sein de la couche limite. Cela permettrait également de mieux caractériser
le transfert vertical de quantité de mouvement vers la couche limite qui engendre les fortes ra-
fales en surface. Une campagne de mesures est prévue pour fin 2016 pour étudier les dépressions
de l’Atlantique nord et s’intéressera notamment aux phénomènes de “sting jets” : NAWDEX
(North Atlantic Waveguide and Downstream Impact Experiment : http://nawdex.org/).
Des développements pourraient aussi voir le jour d’un point de vue climatique concernant
les trajectoires des dépressions des moyennes latitudes. Les résultats de la thèse suggèrent qu’un
environnement plus humide tel qu’il est envisagé dans les projections du climat futur engendre-
rait un dégagement de chaleur latente plus important, qui pourrait conduire à des tempêtes plus
intenses et/ou des trajectoires se dirigeant plus rapidement vers le nord. Plus concrètement, on
pourrait analyser les déplacements de dépressions dans des simulations avec différents scénarios
futurs et les comparer à des simulations de climat présent. Graff et LaCasce (2014) l’ont fait
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récemment dans des simulations aquaplanètes avec différents profils de température de suface
de l’océan mais nous pourrions le faire dans des simulations complètes de type CMIP (Coupled
model Intercomparison Project). En effet, l’utilisation d’algorithmes de suivi de trajectoires
comme ceux de Hodges (1994) ou Ayrault et Joly (2000) permet de détecter systématiquement
les dépressions et de les suivre et ainsi de connaître leur vitesse de déplacement. On pourrait
ensuite confronter ces déplacements moyens avec l’environnement synoptique le long de leur
trajectoire. Un autre aspect intéressant à considérer serait d’évaluer l’impact de ce déplacement
plus rapide vers le pôle sur la circulation générale et les jets des moyennes latitudes.
Enfin, d’un point de vue de la prévision à courte échéance, il serait intéressant d’étudier les
capacités des différents modèles à prévoir des “sting jets” au sein de tempêtes, et déterminer si
certains diagnostics Lagrangiens mis en évidence dans cette thèse pourraient se révéler utiles
pour cela. À l’heure actuelle, les modèles de Météo-France possèdent les résolutions horizontale
et verticale nécessaires à la prévision des “sting jets”. En revanche, le rôle respectif des erreurs
systématiques des modèles, notamment dans la représentation des phénomènes sous-maille ou
des limitations dues aux erreurs contenues dans les erreurs initiales, pourraient être abordés.
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Notations mathématiques
Variables :
β : Gradient méridien du paramètre de Coriolis
c : Vitesse de phase
f : Paramètre de Coriolis
k : Nombre d’onde
ω : Vitesse verticale en coordonnée pression
p : Pression
Ψg : Fonction de courant géostrophique
qg : Tourbillon potentiel quasi-géostrophique−→∇ · −→Q : Forçage géostrophique sur la circulation secondaire
s2 : Stabilité statique
σ : Stabilité statique en coordonnée pression
T : Température
θ : Température potentielle
u, v : Vitesses zonale et méridienne
ug, vg : Vitesses zonale et méridienne du vent géostrophique
ζg : Tourbillon quasi-géostrophique
Constantes :
Cp : Chaleur spécifique de l’air
R : Constante des gazs parfaits
Opérateurs mathématiques :
.¯ : Moyenne temporelle
.′ : Écart à la moyenne zonale
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