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Abstract
BRST quantization is an elegant and powerful method to quantize theories with local symmetries.
In this article we study the Hamiltonian BRST quantization of cosmological perturbations in a
universe dominated by a scalar field, along with the closely related quantization method of Dirac.
We describe how both formalisms apply to perturbations in a time-dependent background, and
how expectation values of gauge-invariant operators can be calculated in the in-in formalism.
Our analysis focuses mostly on the free theory. By appropriate canonical transformations we
simplify and diagonalize the free Hamiltonian. BRST quantization in derivative gauges allows
us to dramatically simplify the structure of the propagators, whereas Dirac quantization, which
amounts to quantization in synchronous gauge, dispenses with the need to introduce ghosts and
preserves the locality of the gauge-fixed action.
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I. INTRODUCTION
In order to explain the properties of the primordial fluctuations, in many models of the
origin of structure one needs to quantize general relativity coupled to a scalar field. Because
the action is invariant under diffeomorphisms, the challenge one faces is the quantization of
a theory with local symmetries, very much like those in non-Abelian gauge theories. Given
the formal similarity between diffeomorphisms and the latter we shall refer to all of them as
“gauge theories.”
The quantization of gauge theories is somewhat subtle, but becomes relatively straight-
forward if one is interested in tree-level calculations alone: One can either fix the gauge
and break the local symmetry, thus clearing the way, say, to canonical quantization, or one
can work with the essentially equivalent method of quantizing an appropriate set of gauge-
invariant variables, a procedure also known as reduced phase space quantization. This is
the way primordial spectra were originally calculated in the free theory [1]. Although BRST
quantization provides an elegant and powerful method of quantization, it is not strictly
necessary in those cases.
Yet problems arise when one attempts to go beyond the free (linearized) theory. Beyond
the linear order, it becomes increasingly difficult to work with gauge-invariant variables alone
(see for instance [2, 3] for a Lagrangian treatment of second order perturbation theory), and
beyond tree-level one needs to take into account the interactions of the ghosts associated
with the gauge-fixing procedure. From a phenomenological point of view, loop calculations in
cosmological perturbation theory may not be important at this point, because observations
are not sensitive enough to these corrections (yet), but from a theoretical perspective they
arguably are the distinct feature of quantum gravity, in the same way as the anomalous
magnetic moment of the electron is regarded as one of the distinct quantum signatures
of QED. Among other reasons, this is why researchers have relatively recently begun to
explore loop corrections to primordial spectrum calculations [4, 5]. But due to the inherent
complexity of these calculations, the contribution from the ghosts has been mostly ignored
so far.
The most common method of quantizing a gauge theory is that of Faddeev and Popov
(and also DeWitt.) This method is inherently linked to the choice of gauge-fixing “condi-
tions.” In the case of cosmological perturbations, these can be taken to be four functions
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fµ of the inflaton and metric perturbations δϕ, δhµν that are not invariant under the four
independent diffeomorphisms with infinitesimal parameters ξν . Once these conditions have
been chosen, the action of the theory needs to be supplemented with appropriate ghost
terms,
Sghost =
∫
d4x d4y η¯µ(x)
δfµ(x)
δξν(y)
ην(y), (1)
which typically couple the fermionic Faddeev-Popov ghosts η¯µ and η
ν to the metric and
inflaton perturbations. The Faddeev-Popov method works well in renormalizable gauge
theories, provided that the gauge-fixing functionals are linear in the fields. But if the gauge-
fixing functionals are non-linear, or the theory is non-renormalizable, the Lagrangian needs
to be supplemented with terms that are not just quadratic in the ghosts. Since these factors
are absent in the Faddeev-Popov prescription (1), the method fails.
A very general and powerful quantization method that avoids these problems, and reduces
to the one of Faddeev and Popov in appropriate cases, is that of Becchi, Rouet, and Stora,
and Tyutin (BRST) [6]. The BRST method not only justifies Faddeev and Popov, but also
endows it with a geometric interpretation. In its Hamiltonian formulation, BRST quantiza-
tion manifestly results in a unitary theory, and it also manifestly preserves a global super-
symmetry known as BRST symmetry, even after gauge-fixing. This quantization method
has been successfully applied in many different contexts, ranging from electrodynamics to
string theory, and is arguably the best way to quantize a theory with local symmetries.
There are many important reasons for pursuing BRST quantization in the context of
cosmological perturbations. As we already mentioned, the method of Faddeev and Popov
fails when applied to gravity. In addition, BRST quantization provides us with an enormous
freedom to choose gauge-fixing terms. While in field theories in Minkowski spacetime the
demand of Lorentz invariance and renormalizability severely restricts the possible gauge-
fixing choices, in cosmological perturbation theory the smaller degree of symmetry allows
for a much wider set of gauge conditions that have remained essentially unexplored so far.
Calculations in cosmological perturbation theory are notoriously involved, and an eventual
simplification of the propagators and the structure of the ghost interactions facilitated by
appropriate generalized gauge choices may render loop calculations in the BRST method
much more manageable. The BRST global symmetry preserved even after gauge fixing
may also place interesting constraints on the structure of the theory that describes the
cosmological perturbations and its implications too (see [7] for a discussion in the context
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of the antifield formalism.) On a related topic, we should also note that whereas typical
gauge choices in cosmological perturbation theory break locality, BRST quantization allows
for gauge-fixing conditions that manifestly preserve the latter. Locality (analyticity in the
spatial momenta) was for instance an important ingredient in the derivation of consistency
relations between cosmological correlators derived in [8, 9].
In this article we study the BRST quantization of cosmological perturbations. We mostly
concentrate on the general formalism and illustrate many of the results in the free theory. We
approach the quantization from the Hamiltonian perspective, which is manifestly unitary,
and makes the role of boundary conditions more explicit. In a cosmological background, the
split into space and time required by the Hamiltonian formulation does not conflict with any
spacetime isometry, and thus does not pose any immediate significant drawback. If it exists,
the Lagrangian formulation can be recovered from the Hamiltonian one by integration over
the canonical momenta as usual. For lack of space, however, we do not discuss the powerful
Lagrangian antifield formalism of Batalin and Vilkovisky, which we hope to explore in future
work.
We have tried to make the article relatively self-contained, which is why we quote main
results in BRST quantization, at the expense of making the manuscript longer than strictly
necessary. Our presentation mostly follows the excellent monograph by Henneaux and Teil-
telboim [11], which the reader may want to consult for further background and details. To
our knowledge, our work is the first to focus on the Hamiltonian BRST quantization of
cosmological perturbations, although Barvinsky has discussed the BRST formalism in the
context of a cosmological density matrix [12], and Binosi and Quadri have used the antifield
formalism to reproduce some of the consistency relations satisfied by cosmological correlators
[7]. Other authors have analyzed somewhat related issues, mostly within the path integral
quantization of cosmological perturbations [13, 14], or within the loop quantum cosmology
program [15]. The Hamiltonian of cosmological perturbations was calculated to quadratic
order in reduced phase space in [16], and to cubic order only in spatially flat gauge [17],
due to the above-mentioned complexity of the gauge-invariant formalism at higher orders.
An intriguing approach that aims at formulating the Hamiltonian of the theory directly
in terms of gauge-invariant variables (to all orders) is discussed in [18]. The latter intro-
duces a pressureless fluid parameterized by four spacetime scalars, which are used to define
gauge-invariant observables and a gauge-invariant Hamiltonian by deparameterization. Such
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approach is in many ways complementary to the one of the BRST formalism, which is built
around gauge-variant fields, and ultimately relies on a choice of gauge. Both share the prop-
erty that a pair of additional fields is introduced for each of the four constraints of the theory,
but whereas BRST-invariance guarantees that the ghosts do not change the gauge-invariant
content of the theory, the dust fields of [18] do seem to ultimately survive as additional
degrees of freedom in the system.
II. ACTION
Our main goal is the quantization of cosmological perturbations in a spatially flat universe
dominated by a canonical scalar field. This is for instance what is needed to calculate
primordial perturbation spectra in conventional inflationary models, although our results
do not really depend on any particular scalar field background, as long as the latter is
homogeneous and time-dependent.
We begin with the action of general relativity minimally coupled to a scalar field ϕ in
Hamiltonian form. As is well known, the Hamiltonian action takes its most natural form in
the ADM formulation [19], in which the metric components are written as
ds2 = −(λN)2dt2 + hij(dxi + λidt)(dxj + λjdt), (2)
where λN is the lapse function and λi the shift vector. With this choice of variables the
action of the theory becomes
S =
∫
dt
∫
d3x
(
πij h˙ij + πϕ ϕ˙
)
−H, (3)
where the Hamiltonian H is linear in λN and λi,
H =
∫
d3x
[
λN GN + λ
iGi
]
, (4)
with coefficients given by
GN ≡ 2
M2
1√
h
(
πijπ
ij − π
2
2
)
− M
2
2
√
hR(3) +
π2ϕ
2
√
h
+
√
h
2
hij∂iϕ∂jϕ+
√
hV (ϕ), (5a)
Gi ≡ −2
√
h∇j
(
πi
j
√
h
)
+ πϕ∂iϕ. (5b)
To arrive at these expressions we have discarded a surface term at the spatial boundary.
Indices are raised and lowered with the spatial metric hij, and M is the reduced Planck
mass.
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Because the action does not contain derivatives of the lapse function λN and shift vector
λi, their conjugate momenta vanish, bN ≡ 0, bi ≡ 0. In Dirac’s analysis, these would be
interpreted as primary constraints. But in the end, this interpretation mostly leads to
unnecessary complications. In the Hamiltonian formulation it is much simpler to think of
λN and λi as Lagrange multipliers, and restrict phase space to the appropriately constrained
canonical pairs {(hij , πij), (ϕ, πϕ)}.
Variation of the action (3) with respect to the λN and λi yields the secondary constraints
GN = Gi = 0, which is why we loosely refer to GN and Gi as “the constraints.” These
constraints define gauge transformations on phase space functions F through their Poisson
brackets, ∆aF ≡ {F,Ga}. In this way, the Gi generate spatial diffeomorphisms. The con-
straint GN generates diffeomorphisms along the normal to the equal-time hypersurfaces only
after the equations of motion are imposed on the Poisson bracket. For our purposes, what
matters most is that the constraints are first class, and that they define an open algebra
with field-dependent structure constants (the Dirac algebra.) In practice this means that
their Poisson brackets are just proportional to the constraints themselves [21],
{GN(~x), GN(~y)} = ∂δ(~y − ~x)
∂xi
hij(~x)Gj(~x)− ∂δ(~x− ~y)
∂yi
hij(~y)Gj(~y), (6a)
{GN(~x), Gi(~y)} = ∂δ(~x − ~y)
∂xi
GN (~y), (6b)
{Gi(~x), Gj(~y)} = ∂δ(~x − ~y)
∂xi
Gj(~x)− ∂δ(~y − ~x)
∂yj
Gi(~y), (6c)
with coefficients that, in the case of equation (6a), depend on the inverse spatial metric
hij . Because of this dependence, the commutator of two gauge transformations is another
gauge transformation only after the constraints are imposed on the result. In that sense,
the algebra of the constraints only closes on-shell, which is why one refers to it as an open
algebra. For simplicity, we shall nevertheless refer to the constraints as the generators of
diffeomorphisms. The Hamiltonian (4) itself is thus a linear combination of the four sec-
ondary constraints, and vanishes identically on shell. Because its Poisson brackets with the
secondary constraints vanish weakly,1 no further constraints appear in the theory. Whereas
in the Hamiltonian formalism the algebra of constraints is open, in the Lagrangian formal-
ism the generators of diffeomorphisms along the four spacetime coordinates define a closed
1 A function of the canonical variables is said to vanish weakly, when it vanishes after the application of
the constraints.
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algebra: The commutator of two diffeomorphisms with infinitesimal parameters ξµ1 and ξ
µ
2
is a diffeomorphism with infinitesimal parameters ξν1∂νξ
µ
2 − ξν2∂νξµ1 .
A. Perturbations
We are actually interested in quantizing the perturbations around a cosmological back-
ground. Therefore, we split the ADM variables into background plus perturbations,
ϕ = ϕ¯(t) + δϕ, πϕ = π¯ϕ + δπϕ, (7a)
hij = h¯ij + δhij, π
ij = π¯ij + δπij , (7b)
λN = λ¯N + δλN , (7c)
λi = λ¯i + δλi, (7d)
where the background quantities are
λ¯N = a, λ¯i = 0, h¯ij = a
2δij , π¯
ij = −M2H δij , π¯ϕ = a2 ˙¯ϕ, (8)
and a is the scale factor. Note that our choice of background lapse function, λ¯N ≡ a, implies
that the time coordinate t is actually conformal time, rather than the conventional cosmic
time. In addition, our definition of the metric perturbations δhij does not separate a factor
of a2 from the perturbations. A dot denotes a derivative with respect to coordinate time
(conformal time), and H = a˙/a stands for the comoving Hubble scale. The background
quantities obey the equations of motion
¨¯ϕ+ 2H ˙¯ϕ+ a2V¯,ϕ = 0, (9a)
2H˙ +H2 + 1
M2
(
˙¯ϕ2
2
− a2V¯
)
= 0, (9b)
as well as the single constraint
H2 − 1
3M2
(
˙¯ϕ2
2
+ a2V¯
)
= 0. (9c)
We shall often use these relations to simplify some of the resulting expressions throughout
this work.
To simplify the notation, a transition to DeWitt notation proves to be advantageous. In
this notation equations (7) become
qi ≡ q¯i + δqi, pi ≡ p¯i + δpi, λa ≡ λ¯a + δλa, (10)
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where the qi stand for the canonical variables hij(~x) and ϕ(~x), the pi for their conjugate
momenta, and the λa for the Lagrange multipliers λN(~x) and λi(~x). In particular, in DeWitt
notation indices like i and a stand both for field indices and spatial coordinates.
To obtain the action for the perturbations we simply substitute the expansion (7) into
the action (3). The Hamiltonian action for the perturbations then becomes
δS =
∫
dt
[
δpiδq˙
i − δH] , (11)
in which the Hamiltonian for the perturbations is obtained from the original one by removing
linear terms in the canonical perturbation variables. In the case at hand, the Hamiltonian
of the full theory is just a linear combination of the constraints, so the Hamiltonian of the
perturbations becomes
δH = − ˙¯qiδpi + ˙¯piδqi + (λ¯a + δλa)Ga(p¯i + δpi, q¯i + δqi). (12)
The first two terms in the Hamiltonian (12) are just the result of a time-dependent canonical
transformation applied to a vanishing Hamiltonian. Of course, although we have changed
variables, the original constraints are still satisfied. In particular, variation with respect to
δλa yields again
δGa(δpi, δq
i, t) ≡ Ga(p¯i + δpi, q¯i + δqi) = 0. (13)
Our notation aims to emphasize that the δGa are functions of the perturbations and time.
They have the same value as the constraints Ga, but their functional forms differ.
Enforcing the constraints in equation (12) returns a Hamiltonian linear in the pertur-
bation variables that is not particularly useful for cosmological perturbation theory calcu-
lations. Instead, it shall prove to be more useful to separate only the contribution of the
Lagrange multipliers δλa to the Hamiltonian. We thus write
δH = δHD + δλ
aδGa, (14)
where the “first-class Hamiltonian” is
δHD = − ˙¯qiδpi + ˙¯piδqi + λ¯aδGa. (15)
Note that because the background satisfies the equations of motion, the linear terms in
this expression cancel. As we show below, under the time evolution defined by δHD the
constraints are also preserved weakly, or, alternatively, the Hamiltonian δHD is weakly
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gauge-invariant (hence its name.) The first-class Hamiltonian plays an important role in the
BRST theory.
The time derivative of any function of the perturbations δF follows from its Poisson
brackets with the Hamiltonian,
dδF
dt
= {δF, δH}+ ∂δF
∂t
. (16)
We include a partial derivative with respect to time to capture a possible explicit time
dependence of δF , say, due to its dependence on background quantities. Nevertheless, if δF
is of the form δF (δqi, δpi) = F (q¯
i + δqi, p¯i + δp¯i), its time evolution obeys
dδF
dt
= {F,H}, (17)
with the understanding that after calculation of the Poisson bracket on the right hand side
in the original unperturbed variables, the substitution (10) is supposed to be made. The
perturbation Hamiltonian (12) weakly equals − ˙¯qiδpi+ ˙¯piδqi, which is generically not weakly
conserved. On the other hand, the original Hamiltonian H , understood as function of the
perturbations does remain constant. In fact, it identically vanishes.
Analysis of the Constraints
Variation of the action with respect to the perturbed Lagrange multipliers yields equa-
tions (13). These are simply the original constraints expressed in terms of the perturbations.
Because the transition to the perturbations is a canonical transformation, the Poisson brack-
ets of any phase space function is preserved under such a change of variables. In particular,
it follows that
{δqi, δGa} = {qi, Ga}, {δpi, δGa} = {pi, Ga}, (18)
where, again, on the expressions on the right hand sides qi and pi are to be expanded as
in equations (10) after calculation of the bracket. Therefore, the constraints act on the
perturbations as they did on the original variables. Since, as we mentioned, the constraints
Ga generate diffeomorphisms when they act on pi and q
i, so do the δGa when they act on δpi
and δqi. It also follows immediately that {δGa, δGb} = {Ga, Gb}(p¯i + δpi, q¯i + δqi). Because
the Poisson bracket {Ga, Gb} is linear in the constraints, and because of equation (13), the
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algebra of perturbed constraints remains the same. In particular, the set of constraints
δGa = 0 is first class. In DeWitt notation we write the algebra of constraints as
{δGa, δGb} = Cab cδGc, (19)
and call the field-dependent coefficients Cab
c the “structure constants” of the theory. But
a bit of care must be taken because the constraints δGa now depend explicitly on time, so
the Poisson brackets alone do not fully determine their time evolution. Nevertheless, using
equation (17) we find
dδGa
dt
= (λ¯b + δλb){δGa, δGb}, (20)
which indeed vanishes weakly because of equation (19). As a result, no equation in the
theory fixes the value of the Lagrange multipliers δλa, which remain undetermined by the
equations of motion, as in the background-independent theory.
Gauge Symmetry
By definition, in the Hamiltonian formulation the gauge transformations generated by the
constraints act only on the canonical variables δqi and δpi. They capture the redundancy
in the description of the state of the system at any particular time. It is also interesting
to elucidate to what extent the first-order action (11) is symmetric under diffeomorphisms,
and how the latter act on the Lagrange multipliers. By direct substitution, the reader can
check that, indeed, the transformations
∆δqi = ξa{δqi, δGa}, (21a)
∆δpi = ξ
a{δpi, δGa}, (21b)
∆δλa = ξ˙a + ξb(λ¯c + δλc)Cbc
a, (21c)
leave the Hamiltonian action for the perturbations invariant for arbitrary ξa(t), provided
that the latter vanish at the time boundary. The structure of the transformation laws (21)
follows from the properties of the constraints and the first-class Hamiltonian δHD. Indeed,
using equations (14) and (20) we find
{δGa, δHD}+ ∂δGa
∂t
= λ¯bCab
cδGc. (22)
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The term ξbλ¯cCbc
a in equation (21c) is what one expects in a theory in which the first-class
Hamiltonian satisfies equation (22), whereas the term ξbδλcCbc
a is what one should have in
a gauge theory with structure constants Cab
c.
III. BRST SYMMETRY
In the classical theory, the existence of local symmetries leads to equations of motion
that do not admit unique solutions with the prescribed boundary conditions, because the
Lagrange multipliers remain arbitrary. There are mainly two ways of dealing with such
ambiguities: One can either work with gauge-invariant variables alone, as in the reduced
phase space method, or one can simply fix the gauge. Working with gauge-invariant variables
becomes increasingly complex and cumbersome at higher orders in perturbation theory, so
we choose here the much simpler alternative of fixing the gauge. One of the key aspects of
gauge theories is that, even after gauge fixing, they retain a global symmetry known as BRST
symmetry, so named after Becchi, Rouet, Stora, and Tyutin [6]. We introduce this symmetry
next, mostly by following the presentation of [11]. An alternative way to reach some of
the results here consists of identifying the BRST symmetry directly in the background-
independent theory, and then making a transition to the theory of the perturbations by
canonical transformation.
A. Ghosts and Antighosts
To bring the BRST symmetry to light, we introduce for each constraint δGa = 0 a
real Grassmann variable δηa known as the “ghost”, and its purely imaginary conjugate
momentum δPa. The ghosts δηa carry ghost number one, and their conjugate momenta carry
ghost number minus one. These variables commute with all bosonic fields and anticommute
with all fermionic fields.2 In particular, ghosts and their momenta obey the Poisson bracket
relations
{δPa, δηb} ≡ −δab. (23)
2 The previous statements imply for instance that a term δη˙aδPa in the first-order ghost action is real and
has ghost number zero.
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From now on, the brackets {·, ·} refer to the graded bracket of any two functions defined
on the extended phase space spanned by the canonical pairs (δpi, δq
i) and (δPa, δηa). We
summarize the properties of the graded bracket in Appendix A.
We could also think of these ghosts as perturbations around a background with vanishing
ghosts. The transformation properties of the former under the isometries of the background
are those expected from their indices. Namely, δηN and δηi respectively transform as scalars
under translations, and as a scalar and a three-vector under rotations.
For some purposes, it shall prove to be convenient to introduce yet another set of ghosts
associated with the primary constraints δbN ≡ δbi ≡ 0 that we opted to bypass for simplicity
earlier on. We shall denote these (Grassmann) ghosts by δCa, and their conjugate momenta
by δρa. The δCa are real and carry ghost number minus one; they are thus known as
“antighosts.” Their conjugate momenta are purely imaginary and carry ghost number one.
These variables accordingly obey the Poisson bracket relations
{δρa, δCb} = −δab. (24)
In the work of Faddeev, the ghosts were simply introduced to represent the Faddeev-
Popov determinant det{fa, δGb} as a quadratic functional integral in phase space [20]. Such
a determinant renders the expectation value of an observable independent of the gauge-fixing
conditions fa = 0, so in this approach the ghosts were simply regarded as a necessary by-
product of any gauge-fixing procedure. But the ghosts δηa and their conjugates δPa also have
a geometrical interpretation that only emerged after the discovery of the BRST symmetry. In
the BRST formalism one identifies the observables of the gauge theory with the cohomology
of an appropriately defined BRST differential. In a gauge theory, the observables consist of
those functions defined on the constraint surface δGa = 0 that remain invariant under the
transformations generated by the constraints. On one hand, in order to identify functions on
the constraint surface with the cohomology of a differential operator, one needs to introduce
as many Grassmann variables δPa as there are conditions defining the constraint surface.
On the other hand, in order to identify the cohomology of a differential operator with those
functions invariant under the constraints, one needs to introduce as many differential forms
δηa as there are gauge generators. These forms can be thought of as the duals to the tangent
vector fields defined by the generators, and, along with their exterior product, they define
a Grassmann algebra. In a theory with first-class constraints the functions that define the
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constraint surface are the same as the gauge generators, which allows one to identify the
δPa as the canonical conjugates of the δηa.
B. BRST Transformations
The main idea behind BRST quantization is the replacement of the local symmetry under
gauge transformations by a nilpotent global symmetry generated by what is known as the
BRST charge. This BRST charge is defined to be a real, Grassmann-odd, ghost number one
and nilpotent function in the extended phase space introduced above. For many purposes,
it is convenient to expand this BRST charge in the antighost number p, that is, in powers
of the fields δPa,
δΩ = δηaδGa − 1
2
δηbδηcCcb
aδPa + δΩp≥2, (25)
where the structure constants Cab
c are those of equation (6), and δΩp≥2 is of antighost
number p ≥ 2. The latter vanishes for closed algebras, and can be otherwise determined
recursively by demanding that the BRST charge be of ghost number one and obey the
nilpotence condition
{δΩ, δΩ} = 0. (26)
The BRST charge δΩ captures the gauge symmetries of a theory, and not the variables
we choose to describe it. In particular, we could have arrived at equation (25) by identi-
fying the gauge symmetries and their algebra in the background-independent theory, and
then performing a canonical transformation to the perturbations around our cosmological
background. Such a procedure manifestly underscores that δΩ has the structure
δΩ(δpi, δq
i; δPa, δηa) = Ω(p¯i + δpi, q¯i + δqi; δPa, δηa), (27)
where Ω is the BRST charge of the background-independent theory. As we show below, this
structure guarantees that the BRST action for the perturbations remains BRST-symmetric.
The BRST charge defines a transformation s on any function of the extended phase space
through its graded bracket,
s δF = {δF, δΩ}. (28)
Its action on the canonical variables contains a gauge transformation with the ghosts as
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gauge parameters, plus terms of antighost number p ≥ 1 (denoted by dots),
s δqi = δηa{δqi, δGa}+ · · · , s δpi = δηa{δpi, δGa}+ · · · , (29a)
s ηa =
1
2
δηbδηcCcb
a + · · · , s δPa = −δGa + · · · . (29b)
These BRST transformations are nilpotent, s2 = 0, because of equations (26) and (A4).
If under translations and rotations the ghosts transform as indicated by their indices, we
expect the BRST charge to be a scalar.
In a gauge theory, the observables consist of the set of all gauge-invariant functions on
the constraint surface. One of the fundamental results in BRST theory is that this set is in
one-to-one correspondence with the cohomology of the BRST operator s at ghost number
zero. The cohomology consists of all those functions in the extended phase space of ghost
number zero that are BRST-closed (sδO = 0) modulo those functions that are BRST-exact
(δO = sδQ.) If a member of the zero ghost cohomology δOBRS satisfies
(δOBRS)|p=0 = δO, (30)
where δO = δO(pi, qi) is an observable, and |p=0 is the restriction to those terms of antighost
number zero, one speaks of δOBRS as a “BRST-invariant extension” of the observable δO.
In theories with Abelian constraints, such as the linearized theory of cosmological perturba-
tions, gauge-invariant operators are automatically BRST-invariant, and one can construct
further BRST-invariant extensions by multiplication with a BRST-invariant extension of the
identity operator (see below.) In theories with a non-minimal sector, the BRST charge is
δΩnm = δΩ− iδρaδba, (31)
where δΩ is the same as in equation (25). The extra contribution can be thought to originate
from the additional constraints δba = 0 that appear when one regards the Lagrange multi-
pliers as phase space variables. The only difference is that we think of the δρa as canonical
momenta, rather than configuration variables.
C. Time Evolution
Because of the explicit time dependence, neither δH nor δHD in equation (14) are gauge-
invariant, so we cannot define their BRST-invariant extensions in the previous sense. In-
stead, we define a “BRST extension” of the Hamiltonian to be any function δHBRS of ghost
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number zero that generates a time evolution under which the BRST charge is conserved,
and whose zero antighost component agrees with the first-class Hamiltonian,
{δΩ, δHBRS}+ ∂δΩ
∂t
= 0, (32a)
(δHBRS)p=0 = δHD. (32b)
Because the BRST transformation is nilpotent, the BRST extension of the Hamiltonian is
not unique. Indeed, if δHBRS satisfies equation (32a), so does
δHK ≡ δHBRS + {δK, δΩ} (33)
for any Grassmann-odd extended phase space function δK of ghost number minus one. In
addition, up to terms proportional to the constraints, the p = 0 terms of both δHK and
δHBRS agree.
The function δK is known as the gauge-fixing fermion, and the Hamiltonian (33) as the
gauge-fixed Hamiltonian. This gauge-fixed Hamiltonian determines the time evolution of
any function δF in the extended phase space through its Poisson bracket as usual,
dδF
dt
= {δF, δHK}+ ∂δF
∂t
, (34)
By definition, under such evolution the BRST charge is conserved. The conservation of δΩ in
the theory of the perturbations essentially follows from the conservation of the background-
independent Ω under a time evolution generated by an identically vanishing Hamiltonian.
D. BRST symmetry
Because of the explicit time dependence, the gauge-fixed Hamiltonian δHK is not BRST-
invariant. Nevertheless, by definition, the transformation induced by δΩ is a global symme-
try, in the sense of the conservation law (32a). In fact, the BRST equations of motion in
the minimal sector can be derived from the variational principle
δSK =
∫
dt
[
δq˙iδpi + δη˙
aδPa − δHK
]
. (35)
By direct substitution, one can check that, up to boundary terms, this action is invari-
ant under the infinitesimal BRST transformation ∆θF ≡ {F, θδΩ}, where θ is a constant
Grassmann-odd parameter. Note that the variables δλa do not appear in the action (35).
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They show up in the non-minimal sector of the theory, whose dynamics is generated by the
action
δSnmK =
∫
dt
[
δq˙iδpi + δη˙
aδPa + δλ˙aδba + δC˙aδρa − δHK
]
. (36)
In this case, the variables δλa and their conjugate momenta δba belong to the phase space of
the theory. The BRST Hamiltonian still is that of equation (33), although the BRST charge
that determines the contribution of the gauge-fixing fermion is that of the non-minimal
sector (31).
E. Gauge Fixing
The time evolution equations (34) contain no arbitrary functions, and thus define a
unique trajectory in phase space for appropriately specified initial conditions. In that sense,
we can think of the action (35) as a gauge-fixed action, with a gauge-fixing condition that
is associated with the choice of δK.
It is important to realize that, the choice of δK is completely arbitrary, up to Grassmann
parity and ghost number. There is hence a huge amount of freedom to gauge fix the theory.
In field theories in Minkowski spacetime, manifest relativistic invariance and renormalizabil-
ity severely restrict the choice of the gauge fixing fermion, but in a gravitational theory in a
time-dependent cosmological background the set of possible δK is much larger, even if one
insists on manifest invariance under translations and rotations.
At this point we shall mostly focus on the simplest gauge fixing fermions, namely, those
linear in the fields of ghost number minus one,
δK = χa δPa + iσa δCa. (37)
The coefficients χa and σa are assumed to be arbitrary functions of the bosonic fields of the
theory, that is, the original canonical pairs, the Lagrange multipliers and their conjugate
momenta in the non-minimal sector. With this choice, by repeated use of the identities (A2)
16
and (A3), we arrive at
∆δH ≡ {δK, δΩ} = −χaδGa − σaδba
+ δηχ
aδPa + χaδηbCbacδPc − iδρχbδPb + iδησaδCa + δρσaδCa
− 1
2
{Ccba, χd}δηbδηcδPaδPd − i
2
δCa{σa, Ccbd}δηbδηcδPd
+ {χaδPa, δΩp≥2} − i{σa, δΩp≥2}δCa. (38)
where δηχ and δρσ respectively are the changes of χ and σ under gauge transformations
with parameters δηa and δρa, δηχ ≡ δηa{δGa, χ} and δρσ ≡ δρa{δba, σ}.
It is illustrative to check how this formalism reproduces the well-known Faddeev-Popov
action in the case of canonical gauge conditions. Setting χa = −δλa and σa = −fa(δpi, δqi)/ε
in equation (38), and changing variables δba → εδba, δCa → εδCa in the gauge-fixed action
(36) returns, in the limit ε→ 0,
δSFP =
∫
dt
[
δq˙iδpi + δη˙
aδPa − δHD − δλaδGa − δbafa + iδηfaδCa
+iδρaδPa+δλaδηbCbacδPc− i
2
δCa{fa, Ccbd}δηbδηcδPd+δλa{δPa, δΩp≥2}+i{fa, δΩp≥2}δCa
]
.
(39)
Because the conjugate momenta δba appear linearly in this action, integration over these
variables produces a delta function δ(fa) that enforces the canonical gauge-fixing conditions
fa = 0. Hence, the first line of equation (39) is nothing but the gauge-fixed Faddeev-Popov
action, which includes the original Hamiltonian, the gauge-fixing term and the corresponding
ghost contribution iδηb{δGb, fa}δCa. Similarly, integration over the (imaginary) variable δρa
enforces the conditions δPa = 0, which eliminates all the remaining terms on the second line
of the equation, since they are all of antighost number p ≥ 1. In that sense, the imposition
of canonical gauge conditions is just a special case of gauge fixing in the BRST formalism.
Note, however, that because we are dealing with an open algebra, equation (38) implies that
the gauge-fixed Hamiltonian will generically contain cubic and higher order terms in the
ghosts that do not appear in the Faddeev-Popov formalism in generalized gauges.
Equation (38) also enables us to finally determine a BRST-invariant extension of the first-
class Hamiltonian δHD. Under the assumption that the BRST charge has the structure (27),
it is easy to check that δHBRS ≡ − ˙¯qiδpi + ˙¯piδqi satisfies equation (32). In the background-
independent formulation of the theory, this is just the statement that an identically vanishing
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Hamiltonian is BRST-invariant. Adding to the latter the BRST-exact expression obtained
by setting χa = −λ¯a and σa ≡ 0 in equation (38) we arrive at
δHBRS ≡ − ˙¯qiδpi + ˙¯piδqi − λ¯a{δPa, δΩ} = δHD − λ¯bδηcCcbaδPa − λ¯a{δPa, δΩp≥2}, (40)
which carries ghost number zero and satisfies the two properties (32). The Hamiltonian (40)
shall be the starting point of our perturbative calculations. Similarly, we can construct a
BRST-invariant extension of the identity operator from any gauge-fixing fermion δJ by the
prescription
1J = exp (i{δJ, δΩ}) . (41)
This extension shall prove to be useful in defining BRST-invariant extensions of gauge-
invariant operators.
IV. QUANTIZATION
In Dirac’s approach to the quantization of gauge theories in the Schro¨dinger representa-
tion, the Hilbert space consists of wave functionals of the configuration variables δqi. The
constraints are imposed on the physical states of the theory, δGˆa|ψphys〉 = 0, and the time
evolution operator is taken to be
UˆD(t; t0) = T exp
[
−i
∫ t
t0
δHD(δqˆ
i(t0), δpˆi(t0), t˜ ) dt˜
]
, (42)
where T is the time-ordering operator, and we have assumed that the Hamiltonian is of the
form (14). We shall not pursue Dirac quantization in the Fock representation here, which
proceeds by enforcing only half of the constraints on the physical states.
BRST quantization in the Schro¨dinger representation follows basically the same steps as
Dirac quantization, basically by replacing gauge-invariance by BRST-invariance:
1. The real even variables in phase space are replaced by bosonic hermitian field oper-
ators, and the real odd variables are replaced by real fermionic operators. The field
operators δqˆi, δpˆi, δηˆ
a and δCˆa are hermitian, while the fermionic fields δPˆa and δρˆa
in the non-minimal sector are anti-hermitian.
2. The graded Poisson brackets of the canonical variables are replaced by the graded
commutators of the corresponding operators,
[qˆi, pˆj ] ≡ iδij , [δηˆa, δPˆb] ≡ −iδab. (43)
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3. Physical states |Ψ〉 belong to the cohomology of δΩˆ at ghost number zero,
|Ψ〉 ∈
(
Ker δΩˆ
Im δΩˆ
)
0
. (44)
4. The gauge-fixed Hamiltonian δHK generates time evolution,
i
dδFˆ
dt
= [δFˆ , δHˆK ] + i
∂δFˆ
∂t
. (45)
Hence, the Heisenberg representation fields at time t can be recovered from the time-
evolution operator as usual,
δFˆ (t) = Uˆ †K(t, t0)δFˆ (t0)UˆK(t, t0), (46)
UˆK(t, t0) ≡ T exp
(
−i
∫ t
t0
δHˆK dt˜
)
. (47)
In this formulation time evolution is manifestly unitary. In the Schro¨dinger picture, it is
also manifestly insensitive to the gauge-fixing fermion δKˆ, because the latter only changes
the physical state |Ψ〉 by vectors in the image of the BRST charge, which do not affect the
cohomology of δΩˆ. In the following we remove the hats on top of the operators for simplicity.
A. Expectation Values
1. BRST Quantization
In cosmological perturbation theory, we are interested in the expectation values of ob-
servables in appropriately chosen quantum states. A convenient basis is furnished by the
BRST-invariant states of ghost number zero
|δqiBRS〉 = |δqi, δηa = 0, δba = 0, δCa = 0〉, (48)
where the labels indicate the eigenvalues of the corresponding operators. An important
theorem in BRST theory3 states that if δOBRS is a BRST-invariant extension of a given
observable δO, its matrix elements between BRST-invariant states of the form (48) return
the projected kernel of δO, up to an irrelevant overall sign,
〈δqiBRS|δOBRS|δq˜jBRS〉 = δOP (δqi, δq˜j). (49)
3 See Section 14.5.5 in [11].
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The projected kernel δOP on the right hand side is a regularized version of the kernel of
δO projected onto the space of gauge-invariant states. As a consequence of this projection,
δOP satisfies the constraints, in the sense that
δGa(δq
i,−i∂/∂δqi)δOP (δqi, δq˜j) = δGa(δq˜i,−i∂/∂δq˜i)δO∗P (δqi, δq˜j) = 0. (50)
In general, in order for the matrix element (49) to be well-defined, it is necessary that the
BRST-invariant extension δOBRS mix the minimal and non-minimal sectors. With these
definitions, the expectation value of a gauge-invariant operator δO(t) becomes
〈Ψin|δO(t)|Ψin〉 =
∫
dδq dδq˜ ψ∗in(δq)µ(δq) δOP (t)(δq, δq˜)µ(δq˜)ψin(δq˜), (51a)
where the projected kernel of the operator equals, using equation (49),
δOP (t)(δq, δq˜) = 〈δqBRS|
[U †D(t, t0)δO(t0)UD(t, t0)]BRS |δq˜BRS〉. (51b)
In equation (51a), µ is a regularization functional needed to render the integrals finite4. In
simple cases in which the constraints are linear in the conjugate momenta it is determined
by a set of conditions fa(δq, δπ) = 0 through the relation
µ = det{fa, δGb}δ(f c). (51c)
In the absence of this regularization factor, the integral over the gauge-invariant directions
would diverge, since the projected kernel satisfies the constraints. We illustrate this diver-
gence with a concrete example in Section VD. Although the constraints in general relativity
are not linear in the momenta, we shall only need the form of µ in the limit in which
interactions are turned off, and the form (51c) does apply.
The BRST extension of U †D(t, t0)δO(t0)UD(t, t0) in equation (51b) is pretty much arbi-
trary, up to the requirement that it mix the minimal and non-minimal sectors. A relatively
natural choice would be U †K(t, t0)δO(t0)BRS UK(t, t0), for a δK that mixes the minimal and
non-minimal sectors. This is the choice typically made in approaches in which one is in-
terested in calculating in-out matrix elements of the time evolution operator. But since we
are interested in in-in matrix elements, in some instances this prescription fails because the
4 ibid., Section 13.3.4.
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terms that mix sectors in U †K and UK cancel each other. It is thus convenient to work instead
with the slightly more general expression
[U †D(t, t0)δO(t0)UD(t, t0)]BRS = 1J (t0)U †K(t, t0)δOBRS(t0)UK(t, t0)1J(t0), (51d)
for appropriately chosen and unrelated gauge-fixing fermions δJ and δK. The formalism
guarantees that the projected kernel is insensitive to the particular choice of BRST extension.
Although it is not necessary to include two copies of 1J in the extension (51d), their inclusion
renders it slightly more symmetric.
2. Dirac Quantization
Within the BRST formalism it is also possible to recover the matrix elements of the Dirac
time evolution operator (42) from those of the BRST-invariant operator in equation (47).
In those cases, it is not necessary to choose a gauge-fixing fermion that mixes the minimal
and non-minimal sectors, and one can indeed set δK = 0. With a vanishing gauge-fixing
fermion, the Hamiltonian of the theory reduces to the first-class Hamiltonian δHD, plus the
ghost terms needed to construct its BRST extension. Since the first-class Hamiltonian δHD
is that of the original theory with Lagrange multipliers δλa set to zero, the bosonic sector
of the action is the one in equation (3) for a metric of the form
ds2 = −N¯2dt2 + (h¯ij + δhij)dxidxj . (52)
Up to the irrelevant factor N¯2 = a2, this is just the metric in synchronous coordinates, or
synchronous gauge.
But if one is interested in the unprojected kernel of the time evolution operator in the
Dirac method anyway, one can dispense of ghosts and BRST-invariance altogether, and
simply rely on the original representation of the operator in equation (42). Quantization of
cosmological perturbations following Dirac’s method thus amounts to quantization of the
theory with a metric of the form (52), with no ghosts in the action. For that reason, we shall
use “Dirac quantization” and “synchronous gauge quantization” as synonyms, in spite of
our previous remarks concerning synchronous gauge in the BRST formalism. In particular,
in synchronous gauge the expectation value of a gauge-invariant operator reads
〈Ψin|δO(t)|Ψin〉 =
∫
dδq dδq˜ ψ∗in(δq)µ(δq)δO(t)(δq, δq˜)ψin(δq˜), (53a)
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where the kernel of the operator δO(t) equals
δO(t)(δq, δq˜) = 〈δq|U †D(t, t0)δO(t0)UD(t, t0)|δq˜〉, (53b)
and the time evolution operator is that of equation (42). Note that it is only necessary
to insert a single regularization factor µ in the integrand of (53a), since it contains the
non-projected kernel of the operator δO. The factor of µ then regularizes the scalar product
between the gauge-invariant states |Ψin〉 and δO(t)|Ψin〉. Clearly, one of the main advantages
of Dirac (or synchronous gauge) quantization is the absence of ghosts.
V. FREE THEORY
Our discussion of gauge-invariance and BRST symmetry so far has been mostly exact.
Even though we have expanded the fields around a non-trivial cosmological background,
the expressions that we have derived apply to all orders in the perturbations. In practice,
however, such calculations do not occur. Instead, one typically expands the action to a
certain order in the perturbations, and carries out calculations only to that order. In that
case, all the expressions we have previously derived hold only to the appropriate order in
the perturbation expansion. As we shall see, such perturbative calculations obscure the
symmetries and simplicity of the underlying theory even further.
We shall first illustrate such a calculation in the simplest case, that of linear perturbation
theory. This case is relevant because it provides the foundation upon which perturbative cal-
culations are built, and because it suffices to calculate the primary observables of inflationary
theory, namely, primordial power spectra. The linear analysis can be easily generalized to
arbitrary higher orders, at least formally, although specific calculations become increasingly
cumbersome as the perturbation order increases.
A. Einstein-Hilbert Action
We begin by expanding the Einstein-Hilbert action in Hamiltonian form (11) to quadratic
order in the perturbations. The action therefore becomes
δS =
∫
dt
[
δpiδq˙
i − δ(2)H] , (54)
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where δ(2)H is the Hamiltonian expanded to second order,
δ(2)H = − ˙¯qiδpi + ˙¯piδqi + λ¯aδ(2)Ga + δλaδ(1)Ga, (55)
and the δ(n)Ga are the constraints expanded to n-th order in the perturbations. Note that
the Hamiltonian somewhat simplifies because the background satisfies the classical equations
of motion, so the linear terms in the perturbations cancel. Hence, if δG(k) is the term of
k-th order in δG, we can also write
δ(2)H = λ¯aδG(2)a + δλ
aδG(1)a ≡ δ(2)HD + δλaδG(1)a , (56)
In order to find δG
(2)
a and δG
(1)
a , we simply expand expressions (5) to the desired order.
We begin with the terms linear in the perturbations,
δG
(1)
N = 2aHδπ +
˙¯ϕ
a
δπϕ +
M2
2a
(∇2δh− ∂i∂jδhij)+ M2
a
H˙δh+ a3V¯,ϕδϕ, (57a)
δG
(1)
i = −
[
2a2∂jδπi
j −M2H(2∂jδhij − ∂iδh)
]
+ a2 ˙¯ϕ∂iδϕ, (57b)
in which indices are raised and lowered with a Kronecker delta. To derive these expressions,
we have used the background equations of motion (9), and that the relevant background
quantities satisfy (8).
Because in our background the shift vector vanishes (λ¯i ≡ 0), in order to obtain the
quadratic Hamiltonian we only need to calculate δGN to second order. After a somewhat
long but straight-forward calculation we arrive at
δH
(2)
D =
∫
d3x
[
2a2
M2
δπijδπij − a
2
M2
δπ2 +
1
2a2
δπ2ϕ − 2Hδπijδhij +Hδπδh−
˙¯ϕ
2a2
δπϕδh
− M
2
8a2
δhij∇2δhij + M
2
8a2
δh∇2δh + M
2
4a2
δhij∂j∂kδh
k
i −
M2
4a2
δh∂j∂kδh
jk
+
a2
2
∂iδϕ∂
iδϕ+
M2
(
H2 − H˙/2
)
a2
δhijδh
ij +
a4
2
V¯,ϕϕδϕ
2 +
a2V¯,ϕ
2
δϕδh
]
. (58)
B. Constraints
Variation of the action (54) with respect to δλa results in the linear constraints δG
(1)
a = 0,
or, in standard notation,
δG
(1)
N = δG
(1)
i = 0. (59)
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The reader can readily check that the linear constraints (57) generate linear diffeomorphism
when acting on the configuration variables. In particular, δG
(1)
N generates linear diffeomor-
phisms along the unit normal to the constant time hypersurfaces nµ = (a−1,~0). But as
opposed to that of the full theory, the algebra of the linearized constraints (57) is Abelian.
This follows for instance by expanding equation (19) in powers of the perturbations, and
noting that the background satisfies the zeroth order constraints.
Because the full action for the perturbations (11) is invariant under the transformations
(21), the quadratic action (54) is invariant under a truncation of those transformations to
linear order,
∆δqi = {δqi, ξaδG(1)a }, (60a)
∆δpi = {δpi, ξaδG(1)a }, (60b)
∆δλa = ξ˙a + ξbλ¯cC¯bc
a. (60c)
Readers familiar with gauge transformations in the Hamiltonian formalism will recognize
in equation (60c) the transformation properties of the Lagrange multipliers under a set of
Abelian first class constraints with a weakly gauge-invariant Hamiltonian.
It is in fact illustrative to see how the linear constraints (57) are preserved by the time
evolution. On the one hand, from the equations of motion in the linearized theory, their
time derivatives are
dδG
(1)
a
dt
≡ {δG(1)a , δ(2)H}+
∂δG
(1)
a
∂t
. (61)
On the other hand, in the theory to all order in the perturbations, the time derivatives of
the full constraints obey, from equations (19) and (20),
dGa
dt
≡ {δGa, δH}+ ∂δGa
∂t
= (λ¯b + δλb)Cab
cδGc. (62)
Expanding the equation on the right hand side of (62) to first order in the perturbations,
and bearing in mind that δH(1) vanishes, we immediately get that
{δG(1)a , δ(2)H}+
∂δG
(1)
a
∂t
= λ¯bC¯ab
cδG(1)c . (63)
Therefore, the time derivatives of the linear constraints vanish weakly, and the Hamiltonian
itself is not invariant under diffeomorphism, even on-shell. In the full theory, the linearity of
the Hamiltonian in the first class constraints is essentially responsible for the preservation of
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the constraints under the time evolution. In the linear theory, this simple structure is hidden
and distorted by the expansion to second order in the perturbations around a time-dependent
background. Note that the coefficient λ¯bC¯ab
c multiplying the constraints on the right hand
side of (63) is precisely the coefficient that appears in the transformation law (60c). This is
what one expects in a theory in which the Hamiltonian is weakly gauge-invariant.
C. Classical BRST Symmetry
The BRST charge of the linearized theory (in the non-minimal sector) is that of the full
theory, equation (31), expanded to second order in the perturbations,
δΩ(2) ≡ δηaδG(1)a − iδρaδba. (64)
Again, this is consistent with our observation that the constraints in the linear theory are
Abelian. In order to write down the BRST-invariant action in the free theory, we need to
find the BRST Hamiltonian. Expanding equation (40) to second order, we readily arrive at
δ(2)HBRS ≡ δ(2)HD − λ¯aδηbC¯bacδPc, (65)
which indeed is BRST-invariant, in the sense that it obeys
{δΩ(2), δ(2)HBRS}+ ∂δΩ
(2)
∂t
= 0, (66)
as the reader can verify using equation (63). The BRST-invariant action of the linearized
theory in the non-minimal sector still has the form (36), but the gauge-fixed Hamiltonian is
that obtained from equation (65) and the usual relation
δ(2)HK = δ
(2)HBRS + {δK, δΩ(2)}, (67)
where the gauge-fixing fermion δK is an arbitrary Grassmann-odd function of the canonical
variables of ghost number minus one. The gauge-fixed Hamiltonian still satisfies equation
(66), which guarantees that, up to total derivatives, the quadratic action is invariant under
the linear BRST transformations generated by δΩ(2). To preserve the quadratic structure of
the Hamiltonian, δK needs to be quadratic in the perturbations too.
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Comohology
In a theory with a gauge symmetry the algebra of observables consists of gauge invariant
functions of the canonical variables. As we mentioned earlier, this algebra agrees with the
set of BRST-invariant functions of ghost number zero. To see how this works in practice,
let us determine the cohomology of the linearized BRST charge (64).
We begin by calculating the action of δΩ(2) on the different fields in the non-minimal
sector of the theory,
s δλa = −iδρa, s δρa = 0, (68)
s δCa = iδba, s δba = 0. (69)
Since all the fields that are closed (sδF = 0) are exact (δF = sδG), the cohomology in
the non-minimal sector is trivial. Hence, observables can be assumed not to depend on the
variables of the non-minimal sector. In particular, they do not depend on the Lagrange
multipliers δλa ≡ {δλN , δλi}.
In the minimal sector, the action of the BRST charge amounts to a gauge transforma-
tion with gauge parameters δηa. To study the cohomology, it proves to be useful to move
to a different field basis. First, we carry out a canonical transformation to a set of fields
that transform irreducibly, as described in Appendix B. The latter are classified according
to their transformation properties under rotations as scalars, vectors and tensors. In lin-
ear perturbation theory the three sectors decouple from each other. In each sector, then,
we perform another canonical transformation to a basis of fields with particularly simple
properties under gauge transformations.
a. Tensor Sector In the tensor sector this basis consists of the conjugate pairs
ζ±2 ≡ δh±2
a2
, Π±2 ≡ a2δπ±2. (70)
Because they are invariant under the linearized diffeomorphisms, and there is no helicity two
field of ghost number minus one, the helicity two fields are exact and cannot be written as a
BRST transformation of any other fields. They span the observables of the tensor sector of
the linear theory, and the BRST charge in this sector identically vanishes. The Hamiltonian
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(58) in the tensor sector reads
δH
(2)
D,t =
1
2
∑
σ=±2
∫
d3p
[
Πσ(~p)Πσ(−~p)
a2M2
− 8HΠσ(~p)ζσ(~p) + a2M2
(
~p 2 + 8H2 − 4H˙
)
ζσ(~p)ζσ(−~p)
]
.
(71)
There is no contribution from the tensor sector to the BRST-charge, δΩ
(2)
t = 0.
b. Vector Sector In the vector sector the new field basis is
x±1 ≡ −δh±1
a2p
(~p), G±1 ≡ −p
[
a2δπ±1(~p)− 2M2Hδh±1(−~p)
]
. (72)
Among other properties, this basis is useful because the constraints in the vector sector
simply read G±1 = 0. The action of a BRST transformation on each of these helicity one
fields is
sG±1 = 0, s δP±1 = −G±1, (73a)
s δη±1 = 0, s x±1 = δη±1. (73b)
Hence, all BRST-closed fields are BRST-exact. Clearly, the BRST cohomology in the vector
sector is trivial and there are no observables in this sector. The Hamiltonian is
δH
(2)
D,v =
∑
σ=±1
∫
d3p A¯σGσ(~p)Gσ(−~p) A¯±1 = 1
a2M2p2
, (74)
and the BRST charge in the vector sector reads
δΩ(2)v =
∑
σ=±1
∫
d3p
[
δησ(~p)Gσ(~p)− iδρσ(~p)δbσ(~p)
]
. (75)
Since the Poisson bracket of the first-class Hamiltonian with the BRST charge vanishes,
δH
(2)
D,v is BRST-invariant.
c. Scalar Sector The bosonic scalar sector is spanned by the three canonical pairs
(δhL, δπ
L), (δhT , δπ
T ) and (δϕ, δπϕ). A new choice of conjugate pairs that happens to be
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particularly convenient is (ζ,Π), (xL, GL), (x
N , GN), where the latter are defined by
ζ ≡ δhL
a2
+
δhT
3a2
− H
˙¯ϕ
δϕ, (76a)
Π ≡ 6M
2H2 − 2M2p2
H δhL −
2M2p2
3H δhT − 3a
2 ˙¯ϕ δϕ+ a2δπL (76b)
xL ≡ −δhT
pa2
, (76c)
GL ≡ 2HM2p δhL + 8
3
HM2p δhT − a2 ˙¯ϕ p δϕ+ a
2
3
p δπL − a2p δπT , (76d)
xN ≡ a δϕ
˙¯ϕ
, (76e)
GN ≡ −2M
2
a
(
p2 − 3H˙
)
δhL − 2M
2p2
3a
δhT + a
3V¯,ϕδϕ+ aH δπL +
˙¯ϕ
a
δπϕ. (76f)
We quote the inverse relations that express the old variables in terms of the new variables
in equations (C1).
The new variables GL and GN are nothing but the scalar components of the original
linearized constraints (57), which now simply read GL = GN = 0. The variable ζ is the
standard curvature perturbation in comoving slices, and setting xL = xN = 0 amounts to
working in comoving gauge. The variables ζ , Π, as well as the constraints GL and GN
are gauge-invariant. The configuration fields canonically conjugate to the latter, xL and
xN , then span the two independent gauge variant directions in field space. The action of a
BRST transformation on these fields is
s ζ = 0, (77a)
sΠ = 0, (77b)
sGN = 0, sPN = −GN (77c)
sGL = 0, sPL = −GL, (77d)
s ηL = 0, s xL = δηL, (77e)
s ηN = 0, s xN = δηN . (77f)
Hence, the only BRST-closed fields in our set that are not BRST-exact are ζ and Π. The
latter are thus the only observables in the scalar sector of the linear theory. Note that we
did not have to invoke the zero ghost number condition to identify the space of observables.
To conclude, let us write down the contribution of the scalar sector to the BRST charge in
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the new field basis,
δΩ(2)s =
∑
σ=L,N
∫
d3p
[
δησ(~p)Gσ(~p)− iδρσ(~p)δbσ(~p)
]
, (78)
from which we could also have easily derived equations (77). In terms of the new canonical
fields, the Hamiltonian (58) in the scalar sector becomes
δH
(2)
D,s =
∫
d3p
[ H2
2a2 ˙¯ϕ2
Π2 +
p2a2 ˙¯ϕ2
2H2 ζ
2 +
3
4M2p2a2
G2L +
1
2 ˙¯ϕ2
G2N
− pHζ GL −Π
(
GL
2M2a2p
+
HGN
a ˙¯ϕ2
)
− p
a
xNGL
]
. (79)
In this form, the Poisson brackets of the Hamiltonian with the constraints can be read
off immediately. Because the former do not vanish, the Dirac Hamiltonian is not BRST-
invariant. Instead, from equations (78) and (79), or directly from (63) and (65), a BRST-
invariant Hamiltonian is
δH
(2)
BRS,s = δH
(2)
D,s −
∫
d3p
p
a
δηNδPL. (80)
For simplicity, we have dropped the momentum labels of the different fields in the previous
integrals. The latter can be reintroduced by demanding that the corresponding expression be
a scalar under translations. Enforcing the constraints on the scalar sector action by setting
GL = GN = 0 yields the Hamiltonian action for the gauge-invariant conjugate variables ζ
and Π,
SGI[Π, ζ ] =
∫
d3p
[
Π(~p)ζ˙(~p)− H
2
2a2 ˙¯ϕ2
Π(~p)Π(−~p)− a
2p2 ˙¯ϕ2
2H2 ζ(~p)ζ(−~p)
]
. (81)
This is the action one would use in the standard gauge-invariant (or reduced phase space)
approach, in which only a complete set of gauge-invariant variables is kept in the theory.
Replacing Π by the solution of its own equation of motion yields the well-known Lagrangian
action for the gauge-invariant variable ζ in the gauge-invariant formalism [22]. For an
alternative discussion of the reduced phase space in linearized cosmological perturbation
theory, see [16].
The transition to the new variables (76) considerably simplifies the structure of the scalar
Hamiltonian, which now is almost diagonal. The Hamiltonian (79) does not depend on xL,
and only depends on xN through the combination xNGL, which manifestly shows that the
constraints GL and GN are preserved by the time evolution. It is in fact possible to fully
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diagonalize the Dirac Hamiltonian by an appropriate canonical transformation. We discuss
the diagonalization of the scalar Hamiltonian in Appendix D, where we show that it can be
cast in the form
δH
(2)
D,s =
∫
d3p
[ H2
2a2 ˙¯ϕ2
Π2 +
p2a2 ˙¯ϕ2
2H2 ζ
2 + A¯LG
2
L + A¯N G
2
N
]
, (82)
where A¯L and A¯N are the time-dependent coefficients quoted in equations (D9). The variable
ζ is still the comoving curvature, but only when the constraints GL = GN = 0 are satisfied.
D. Quantization: Vectors
The vector sector in the free theory offers a simple setting to illustrate the methods behind
Dirac and BRST quantization, and how they differ from other common approaches. It will
also serve as a useful warm-up for the quantization of the scalar sector. The Hamiltonian in
the vector sector is given by equation (74), and the BRST charge by equation (75). In this
sector the constraints read G± = 0.
1. Dirac Quantization
As we mentioned above, Dirac quantization amounts to the quantization of the theory in
synchronous gauge. In the Dirac approach to the quantization of first class constraints, the
generator of the time evolution is the first-class Hamiltonian δHD in equation (74). The con-
straints are then imposed on the physical states of the theory by demanding G±1(t0)|Ψ〉 = 0.
If we represent these states by wave functionals in configuration space ψ[x+(~p), x−(~p)], this
implies that the latter do not depend on the fields x±1 ≡ x.
Observables are functions of gauge-invariant operators alone. The only such operators in
the vector sector are the G±. Since the Hamiltonian of the theory commutes with G±, the
action of these operators on any physical state will hence vanish. But one needs to be careful
when evaluating expectation values of gauge-invariant operators that do not involve powers
of G±(t), because the latter are naively ill-defined. Consider for example the expectation
of the (gauge-invariant) identity operator in the vector sector for a physical state |Ψ〉 with
wave function ψ, a.k.a. the norm,
∫
dxψ∗[x]ψ[x]. If the state is physical, its wave function
does not depend on x, and the integral diverges. In order to avoid this problem, one needs
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to regularize the inner product by inserting an appropriate regularization factor µ, as in
equation (53a). The latter typically involves choosing a slice through the space of gauge-
variant configurations. In the present context µ can be chosen to simply be δ[x] ≡ δ[x+]δ[x−].
In that case the expectation value becomes
〈Ψ|1|Ψ〉 ≡
∫
dxψ∗[x]δ[x]ψ[x] = |ψ[0]|2, (83)
which equals one, as it should, if ψ is properly normalized.
2. BRST Method
Things look quite different in BRST quantization. We already know that in this sector
the cohomology of fields is trivial, so there are no non-trivial observables in the vector
sector. Nevertheless, for illustration, let us proceed with the calculation of expectation
values outlined by equations (51). One begins by choosing a convenient BRST-invariant
extension of the observable at hand. For illustration we choose the vector power spectrum,
δOBRS(t) = G+(t, ~p2)G+(t, ~p1), (84)
which already is BRST-invariant in the free theory. We choose next a BRST extension
of the time-evolution operator. Since the Hamiltonian (74) is already BRST-invariant, we
simply set δK = 0 in equation (51d). If we had chosen for instance δK = −δλaδGa, the
contributions from the gauge-fixing fermion in U †K and UK would have cancelled each other.
Because the ensuing time-evolution operator commutes with δOBRS(t0), the problem reduces
to the calculation of the expectation value of the operator (84) at t0.
It is now obvious that for BRST-invariant states of the form (48), such an expectation
value is ill-defined, because δOBRS(t) = δOBRS(t0) does not mix minimal and non-minimal
sectors, and the BRST-invariant states |x±BRS〉 ≡ |x±, δb± = 0, δη± = 0, δC± = 0〉 have an
ill-defined norm. We thus select a non-zero δJ that mixes sectors, say,
δJ = −T
∑
σ=±1
∫
d3p δλσ(~p)δPσ(~p), (85a)
1J ≡ exp
(
i{δJ, δ(2)Ω}) = exp
[
T
∑
σ=±1
∫
d3p (iδλσGσ + δρ
σδPσ)
]
, (85b)
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where T is an arbitrary constant with dimensions of time. With this choice, it is a straight-
forward exercise in Fourier transforms to show that
〈x˜±BRS|1J(t0)G+(t0, ~p2)G+(t0, ~p1)1J(t0)|x±BRS〉 = 0, (86)
regardless of the values of x˜± and x±. Along the same lines, the matrix element of the
BRST-invariant extension of the identity operator can be seen to equal
〈x˜±BRS|1J |x±BRS〉 =
∫
d(TGσ) δ[T Gσ] exp
(
i
∑
σ=±
∫
d3pGσ(~p)[x˜
σ(~p)− xσ(~p)]
)
, (87)
which is ill-defined for T = 0 (it equals 0 ×∞), but simplifies to one for T 6= 0. The factor
of T inside the integral measure is the contribution of the fermionic sector, and the factor of
T inside the delta function is that of the bosonic sector. Note that in both equations (86)
and (87) the matrix element does not depend on the values of x˜± and x±, as expected from
the projected kernel.
E. Quantization: Scalars
We proceed now to illustrate Dirac and BRST quantization in the scalar sector, in which
both methods are non-trivial. The fields in this sector consist of the gauge-invariant ζ
and its conjugate Π and the two gauge-variant variables (xL, xN) ≡ x with the constraints
(GL, GN) ≡ G as their conjugates.
1. Dirac Quantization
In the Dirac method, one quantizes the metric in synchronous coordinates. Although
synchronous gauge was the gauge initially chosen by Lifshitz in his seminal article on cos-
mological perturbation theory [23], synchronous gauge has been widely criticized most no-
tably because the conditions δλN = δλi = 0 do not fix the gauge uniquely, since it is still
possible to perform non-trivial gauge transformations that preserve the synchronous gauge
conditions [1]. To see this, consider the transformation properties of the linear perturbations
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under the linear gauge transformations (60),
∆δλN = a
(
ξ˙0 +Hξ0
)
, (88a)
∆δλi = ξ˙i − ∂iξ0, (88b)
∆δhij = a
2
(
2Hξ0δij + ∂iξj + ∂jξi
)
, (88c)
∆δϕ = ξ0 ˙¯ϕ, (88d)
where we have set ξN = a ξ0 (as mentioned above, δGN generates diffeomorphisms along the
unit normal to the constant time hypersurfaces.) The most general gauge transformation
that preserves synchronous gauge therefore is
ξ0 =
A(~x)
a
, ξi = B(~x) + ∂iA
∫ t dt˜
a
, (89)
which in fact is non-trivial for any non-zero choices of the free functions A and B. This
residual gauge freedom implies that solutions to the equations of motion for the perturbations
in synchronous gauge are not unique, since ∆δhij in (88c) with gauge parameters (89) is
always a solution of the synchronous linear perturbation equations. That is mostly why
synchronous gauge has been essentially abandoned for analytical studies of cosmological
perturbations, although it still plays a prominent role in numerical calculations.
Yet when we solve the equations of motion for the perturbations, we need to impose
appropriate boundary conditions to single out a unique solution. When we extremize the
action, for instance, we are typically interested in boundary conditions in which the pertur-
bations at the endpoints are specified. Similarly, in an initial value problem we prescribe the
values of the fields and their time derivatives at some initial time. Clearly, from equations
(88), the only choice that does not alter such boundary conditions is ξ0 = ξi = 0. In this
context, the apparent gauge freedom of synchronous gauge disappears, and does not pose
any particular problem.
With this understanding in mind, let us hence consider the time evolution operator UD
for the perturbations (42). The main advantage of this approach is that there are no ghosts
to deal with, at any order. In addition, in synchronous gauge the action is a local functional
of the perturbations.
Let us calculate the expectation of a gauge-invariant operator δO(t) such as the power
spectrum of ζ in synchronous gauge. In this case, from equations (53) the expectation value
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is
〈δO(t)〉 =
∫
dζ dxψ∗in[ζ, x] δ[x]〈ζ, x|U †D(t, t0)δO(t0)UD(t, t0)|Ψin〉, (90)
where the in-state satisfies the constraints GL(t0)|Ψin〉 = GN (t0)|Ψin〉 = 0, and we have
chosen f = x in the regularization factor µ = det{f,G}δ[f ]. Because δO(t0) commutes with
GL,N(t0) by gauge-invariance, both time evolution operators in equation (90) act on a zero
eigenstate of the constraints, so we can set GL = GN = 0 in the scalar Hamiltonian (79).
The time evolution operator reduces then to that of the gauge-invariant approach
U †D(t, t0)δO(t0)UD(t, t0)|Ψin〉 = U †GI(t, t0)δO(t0)UGI(t, t0)|Ψin〉, (91)
in which UGI is determined by the action of equation (81). Inserting equation (91) into
equation (90) finally yields
〈δO(t)〉 =
∫
dζ dζ˜ ψ∗in[ζ ] 〈ζ |U∗GI(t, t0)δO(t0)UGI(t, t0)|ζ˜〉ψin[ζ˜ ], (92)
where we have set ψin[ζ ] ≡ ψin[ζ, x] (because of the constraints, the in-state wave function
is x-independent). Equation (92) is what one would write down in the gauge-invariant
formalism. Hence, from now on the calculation follows the standard route, and expectation
values of gauge-invariant operators in synchronous gauge automatically agree with those
obtained in the gauge-invariant formalism.
One of the main disadvantages of synchronous gauge is that our scalar variables are still
coupled to each other, which renders the calculation of some of the propagators in the scalar
sector difficult. As we describe in Appendix D, to decouple the scalar variables we need to
carry out a canonical transformation whose coefficients contain time integrals, as opposed to
local expressions in time. In the new variables, the scalar sector Hamiltonian takes the form
(82). In the new variables, the calculation of the propagators in the scalar sector is straight-
forward. Recall that in the in-in formalism, there are four different types of propagators [5].
The four types can be constructed from appropriately ordered expectation values of field
bilinears, which, from the structure of equations (53) with µ = δ[x] require the calculation
of matrix elements of the form∫
dζ dζ˜ ψ∗in[ζ] 〈ζ, x = 0|zi(t2)zj(t1)|ζ˜ , G˜ = 0〉ψin[ζ˜], (93)
where the zi stand for any of the fields or conjugate momenta in the theory. Therefore,
quadratic matrix elements in the gauge-invariant sector spanned by ζ and Π are the same
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as in the gauge-invariant method. Among the remaining bilinears, the only non-vanishing
matrix elements are
〈Ψin|Gσ2(t2, ~p2) xσ1(t1, ~p1)|Ψin〉 = −i δσ1σ2 δ(~p2 − ~p1), (94a)
〈Ψin|xσ1(t2, ~p2) xσ2(t1, ~p1)|Ψin〉 = 2i δσ1σ2δ(~p2 + ~p1)
∫ t1
t0
dt A¯σ(t). (94b)
These results not only apply in the scalar sector, but also in the vector sector, where the
Hamiltonian already has the required diagonal structure (74). Although we shall not do so
here, for calculations beyond the free theory it may be more convenient to use the inverse
relations (C1) to cast the propagators in terms of the original variables δhij , δϕ, and their
canonical conjugates. Once the latter are known, one can study interactions between cosmo-
logical perturbations at any order without the need of any additional field transformations.
2. Derivative Gauges
As we have emphasized earlier, BRST quantization allows for a much wider set of gauge
choices. To illustrate the flexibility of the BRST formalism, let us show how to dramatically
simplify the structure of the Hamiltonian (79) by an appropriate choice of gauge-fixing
fermion. First, since the gauge-fixed Hamiltonian should be quadratic and of ghost number
minus one, it has to be linear in δP and δC, as in equation (37). Second, because we
do not intend to calculate matrix elements of the time-evolution operator between BRST-
invariant states, it is not necessary for the gauge-fixing fermion δK to couple minimal and
non-minimal sectors. One of the simplest choices that satisfies these conditions has σa = 0.
Choices for which σa 6= 0 can be used to enforce conventional canonical gauge conditions,
as we described earlier.
By choosing χ in equation (37) appropriately it is possible to remove terms in the Hamil-
tonian proportional to the gauge-invariant fields G that are constrained to vanish in the
original formulation of the theory. The freedom to alter the evolution of the system in such
a way just captures our expectation that only the dynamics of the gauge-invariant pairs ζ
and Π is physically relevant. In particular, picking
δK =
∫
d3p
[(
3GL
4M2p2a2
− p ζH −
Π
2M2a2p
− p x
N
a
)
δPL +
(
GN
2 ˙¯ϕ2
− HΠ
a ˙¯ϕ2
)
δPN
]
(95)
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we find that the gauge-fixed Hamiltonian in the scalar sector δ(2)H0,s+{δK, δ(2)Ωs} becomes
δH
(2)
K =
1
2
∫
d3p
[ H2
a2 ˙¯ϕ2
Π2 +
a2p2 ˙¯ϕ2
H2 ζ
2
]
. (96)
By a suitable choice of variables and gauge-fixing fermion we have thus diagonalized
the Hamiltonian. At first sight it may appear that we took a long detour to arrive at
the gauge-invariant formalism, but, in fact, the situation here is quite different, because
δλ(L,N), x(L,N), δη(L,N), δC(L,N) and their canonical conjugates remain part of the phase space.
The Hamiltonian (96) does not depend quadratically on the momenta G or b, so the
theory does not admit a Lagrangian formulation: Integrating over these momenta yields
delta functionals δ[x˙] and δ[δλ˙], rather than quadratic terms in the velocities. In that sense,
our choice of gauge-fixing fermion corresponds to a derivative gauge in which we implicitly
impose the on-shell conditions δλ˙a = 0 on the Lagrange multipliers. This property is shared
by many other gauge-fixing fermions. By appropriate choices of χ and σ we could have
obtained a theory with a Lagrangian formulation in which the δλ˙a still vanish on-shell, at
the expense of making the Hamiltonian slightly less simple.
We would like to calculate the expectation value of a gauge-invariant operator δO(t)
along the lines of equations (51). Because the operator δO(t) is gauge-invariant, in the
free theory its BRST-invariant extension in equation (51d) can be taken to be the operator
itself, δOBRS(t0) = δO(t0). Then, since by gauge choice the Hamiltonian (96) equals that in
the gauge-invariant formulation, the matrix elements of the projected operator in equation
(51b) factorize, thus becoming
〈δq|δOP (t)|δq˜〉 = 〈ζ |U †GI(t, t0)δO(t0)UGI(t, t0)|δζ˜〉
× 〈x, δη = 0, δb = 0, δC = 0|1J1J |x˜, δη˜ = 0, δb˜ = 0, δC˜ = 0〉. (97)
In order for the last matrix-element to be well-defined, 1J needs to couple the minimal and
non-minimal sectors. We choose the analog of the gauge-fixing fermion (85) in the vector
sector,
J = −T
∑
σ=N,L
∫
d3p δλσ(~p)δPσ(~p), (98a)
1J ≡ exp (i[δJ, δΩ]) = exp
[
T
∑
σ=N,L
∫
d3p (iδλσGσ + δρ
σδPσ)
]
, (98b)
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which, as in equation (87), implies that
〈x, δη = 0, δb = 0, δC = 0|1J1J |δx˜, δη˜ = 0, δb˜ = 0, δC˜ = 0〉 = 1. (99)
As expected, then, the projected kernel of the operator δO(t) does not depend on the
variables x and x˜, and agrees with that of the gauge-invariant method. To complete the
calculation, we just need to fold the kernel of δOP (t) with the appropriate wave functional
of the in state, ψin[ζi, xi], following equation (51a). Because of gauge invariance, the wave
function is x-independent, so the convolution needs to be regularized by inserting factors
of µ[x], say µ[x] = δ[x]. With ψin[ζ ] ≡ ψin[ζ, x = 0] the expectation value of the operator
becomes
〈Ψin|δO(t)|Ψin〉 =
∫
dζ˜ dζ ψ∗in[ζ˜]δOP (t)[ζ˜ , 0; ζ, 0]ψin[ζ ]. (100)
Therefore, the BRST returns the same expectation value as the gauge-invariant formalism,
as it should.
3. Propagators in Derivative Gauges
Our next goal is to determine the propagators of the in-in formalism in the scalar sector,
with a gauge-fixed Hamiltonian determined by equation (96). As in synchronous gauge,
the propagators can be constructed from various expectations of field bilinears. But in
this case the states are BRST-invariant, and one needs to regularize the scalar products
by inserting BRST-invariant extensions of the identity operator that mix minimal and non-
minimal sectors, as we did above. We shall thus calculate
〈Ψin|1J(t0) zi(t2)zj(t1)1J(t0) |Ψin〉, (101a)
in which, because we are working in the Hamiltonian formulation, the fields zi and zj run
over the configuration variables and their conjugate momenta.
Because the variables ζ and Π decouple from the rest, all the field bilinears involving
the latter agree with those of the gauge-invariant free theory, and, by symmetry, any mixed
bilinear with a single factor of ζ or Π vanishes. Because the conjugates δba do not appear
anywhere in the gauge-fixed Hamiltonian, there is no need to calculate bilinears that contain
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these fields. Then, the only remaining non-vanishing expectation values are
〈Ψin|1J(t0) δλσ2(t2)Gσ1(t1)1J(t0) |Ψin〉 =
i
2T
δσ2σ1 , (102a)
〈Ψin|1J(t0) xσ2(t2)Gσ1(t1)1J(t0) |Ψin〉 =
i
2
δσ2σ1 . (102b)
As in the case of synchronous gauge, it may prove more convenient to calculate the propaga-
tors of the original fields δhij and δϕ using the last expressions. Note that because physical
states carry ghost number zero, and both UK and 1J conserve ghost number, ghosts only
appear in loop diagrams: No connected diagram can be disconnected by cutting a single
ghost line.
4. Comparison with Other Gauges
Leaving issues of renormalizability aside, the reader may be wondering at this point
whether the BRST formalism has any advantages with respect to the traditional approaches.
One way to answer this question is to compare the gauge-fixed Hamiltonian (96) with the
one in the often-employed comoving gauge, that of equation (79) with xL ≡ xN ≡ 0,
δH(2)com =
∫
d3p
[H2Π2
2a2 ˙¯ϕ2
+
p2a2 ˙¯ϕ2 ζ2
2H2 +
3G2L
4M2p2a2
+
G2N
2 ˙¯ϕ2
− p ζ GLH −Π
(
GL
2M2a2p
+
HGN
a ˙¯ϕ2
)]
.
(103)
By integrating over the canonical momenta in the Hamiltonian action we could eliminate all
the conjugate momenta and arrive at the Lagrangian formulation of the theory, but since our
gauge-fixed Hamiltonian (96) does not admit such a formulation, we restrict ourselves to the
Hamiltonians for comparison purposes. Enforcing the constraints GL = GN = 0 in equation
(103) by integrating over the Lagrange multipliers takes us back to the action (81). But the
elimination of the multipliers is not useful beyond the free theory, because in comoving gauge
the terms proportional to the multipliers (the constraints) contain quadratic and higher order
terms in the canonical variables, and it is more convenient to deal with them perturbatively.
In the Lagrangian formulation one often integrates out the multipliers by replacing them
by the solutions of their own equations of motion [4, 24], but this procedure does not apply
beyond tree level, because in the interacting theory the Lagrangian action is not quadratic
in the multipliers. Whatever the case, at this stage it is obvious that the Hamiltonian
(96) has a simpler structure than the Hamiltonian (103). In particular, although the latter
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contains fewer variables, the former is diagonal. As in many other instances, we have traded
a larger number of variables for a simpler description of the theory. Although the question
of simplicity in the free theory is moot, it is important when one considers interactions,
because a simpler structure of the propagators significantly eases perturbative calculations.
VI. INTERACTING THEORY
We proceed now to study interactions among cosmological perturbations. Rather than
studying these in all generality, we restrict ourselves for illustration to cubic order. The
generalization to higher orders is then (conceptually) straight-forward. Even in the cubic
theory there are subtleties such as operator ordering issues that we shall gloss over.
Our starting point is the original Hamiltonian (14) expanded to cubic order. Its Hamil-
tonian is
δ(3)H = δ(3)HD + δλ
a δ(2)Ga, (104)
where the first-class Hamiltonian is that of the original theory (15) expanded to the same
order
δ(3)HD = λ¯
a(δG(2)a + δG
(3)
a ). (105)
Note the absence of linear terms in δ(3)HD, because we assume that the background satisfies
the classical equations of motion. The constraints in the cubic theory read δ(2)Ga = 0. We
shall regard the expansion to cubic order just as an approximation to the original theory,
rather than as a theory on its own. Although we were able to interpret the quadratic theory
literally as a gauge-invariant theory under a set of Abelian constraints, in the cubic theory
exact invariance under the appropriately truncated transformations is lost, and is replaced
by invariance modulo terms of cubic order. Consider for instance the time derivative of the
constraints in the cubic theory, under the time evolution generated by the cubic Hamiltonian
(104),
dδ(2)Ga
dt
= {δ(2)Ga, δ(3)HD}+ δλb{δ(2)Ga, δ(2)Gb}+ ∂δ
(2)Ga
∂t
. (106)
As in the quadratic theory, by expanding the time derivative of the full constraints in the
full theory we obtain
{δ(2)Ga, δ(3)HD}+ δλb{δ(2)Ga, δ(2)Gb}+ ∂δ
(2)Ga
∂t
= (λ¯b+ δλb)Cab
cδ(2)Gc+O(3)(δpi, δqi, δλa),
(107)
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which shows that in the cubic theory, the quadratic constraints are preserved only up to
terms of cubic order.
A. Dirac Quantization
In Dirac quantization, the Hamiltonian of the theory is taken to be δ(3)HD, and the
constraints are imposed on the physical states, δ(2)Ga|Ψin〉 = 0 (it is at this stage where
factor-ordering ambiguities begin.) From equations (53a) and (53b), expectation values of
gauge-invariant operators δO(t) are then determined by
〈δO(t)〉 =
∫
dq0 dq˜0 dq dq˜ ψ
∗
in(q0)µ(q0)U∗D(q, t; q0, t0)δO(t0)(q, q˜)UD(q˜, t; q˜0, t0)ψin(q˜0),
(108)
where UD is the time evolution operator determined by the first-class Hamiltonian (111).
The nature of the in-state in the presence of interactions deserves special attention.
Ideally, we would like to choose the in-state to be the vacuum of the interacting theory.
A well-known theorem of Gell-Mann and Low [25] states that by adiabatically switching
interactions off as one moves into the asymptotic past, one can recover an eigenstate of
the full Hamiltonian from that of the free theory. In particular, if the free eigenstate is
chosen to be the free vacuum, Gell-Mann and Low’s prescription is expected to return the
vacuum of the interacting theory. Adiabatically switching off interactions in the asymptotic
past amounts to time evolution on a time contour with an infinitesimal positive imaginary
component, t→ t(1 − iǫ). For our purposes, what matters is that with interactions turned
off at the infinite past, we can assume the theory to be free as t0 → −∞. In that case, our
results of Section VE1 apply, and we can take the wave-function ψin[δq] to be that of the
free vacuum. In addition, because the theory is free in the asymptotic past, we can choose
the regularization factor µ(δq) to be that of the free theory.
With these choices, the calculation of the expectation value (108) proceed as usual, either
by switching to the interaction picture, or by relying on the path integral. In particular, all
the propagators of the theory can be determined from the matrix elements quoted around
equations (94).
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B. Derivative Gauges
To explore derivative gauges, we begin by expanding the full BRST-invariant action (36)
to cubic order in the perturbations,
δ(3)SK =
∫
dt
[
δpiδq˙
i + δη˙aδPa + δλ˙aδba + δC˙aδρa − δ(3)HK
]
, (109)
where we have also included the contribution of the variables in the non-minimal sector.
The BRST charge here is that of equation (31) expanded to the same order,
δ(3)Ω = δηa δ(2)Ga − 1
2
δηbδηcC¯cb
aδPa − iδρaδba, (110)
which corresponds to a theory in which the structure constants C¯cb
a are non-vanishing but
perturbation-independent. As can be also seen from the BRST charge (110), the constraints
are the original ones expanded to second order. The BRST extension of the Hamiltonian is
that of equation (40) to cubic order
δ(3)HBRS = δ
(3)HD − λ¯bδηc(C¯cba + δC(1)cb a)δPa, (111)
and the gauge-fixed Hamiltonian is constructed from the former by adding a BRST-exact
term as usual, δ(3)HK = δ
(3)HBRS+{δK, δ(3)Ω}. To preserve the cubic structure of the action
δK should be quadratic at most. In particular, we can choose the same gauge-fixing fermions
as in the free theory. Note that at this stage, the Hamiltonian already contains interactions
between the ghosts and the cosmological perturbations.
We shall concentrate on the class of gauge-fixing fermions (37) that resulted in the free
scalar Hamiltonian (96). These were characterized by functions χa linear in the canonical
variables, and vanishing σa. With this choice, the gauge-fixed Hamiltonian becomes
δ(3)HK = δH
(2)
K + δH
(3)
BRS − χaδG(2)a + δηa{δG(2)a , χb}δPb − χaδηbC¯abcδPc. (112)
Therefore, the original gauge-fixing fermion preserves the gauge-fixed Hamiltonian we de-
rived in the free theory, δH
(2)
K , and introduces new interactions between the canonical vari-
ables and the ghosts.
Our ultimate goal is to calculate expectation values of gauge-invariant operators in the
interacting theory. In derivative gauges, the latter are determined by equations (51). As in
synchronous gauge, the theory becomes free in the limit t0 → −∞× (1 − iǫ) so the factors
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of µ can be taken to be those in the free theory, µ = δ[x]. The same comments apply to
the extensions 1J(t0), which can be taken to be those of the free theory. Therefore, from
now on calculations proceed perturbatively as usual: The expectation value is split into the
exponential of a quadratic piece, which includes quadratic contributions from the µ and the
1J , plus interactions, which include the cubic pieces from the Hamiltonian. By expanding the
integrand in powers of these interactions one gets different moments of Gaussian integrals,
which can be evaluated using the field bilinears described in Section VE3. Whereas at
cubic order a gauge-invariant operator is automatically BRST-invariant, at higher orders
in perturbation theory one would need to replace the gauge-invariant operator δO by an
appropriate BRST extension.
To conclude let us note that in the cubic theory neither the gauge-fixed action nor the
BRST-extension of δO depend on the Lagrange multipliers δλa. In particular, quite remark-
ably, nothing in the action indicates that the perturbations need to satisfy the quadratic
constraints δ(2)Ga = 0, even though the in-state only obeys the linear constraints δ
(1)Ga = 0
in the asymptotic past.
VII. SUMMARY AND CONCLUSIONS
There are basically two approaches to quantize a gauge theory: One can quantize a
complete set of gauge-invariant variables in phase space, a method known as reduced phase
space quantization, or one can simply fix the gauge by appropriately modifying the action of
the theory. The non-linear nature of general relativity makes the first approach impractical,
so in this article we have pursued the second approach.
In this article we have studied the BRST quantization of cosmological perturbations in
a theory with a scalar field minimally coupled to gravity. BRST quantization is not just
yet another way of quantizing cosmological perturbations, but is in fact necessary in any
canonical gauge calculation beyond one loop. BRST quantization also offers a very general
and flexible framework to quantize cosmological perturbations. For special choices of the
gauge-fixing fermion in the time-evolution operator it produces the standard canonical gauge
conditions of the standard quantization methods. When the gauge-fixing fermion is taken
to vanish, for appropriate state choices, it reproduces the kernel of the evolution operator in
Dirac quantization, which is the same one would write down in synchronous gauge. Finally,
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when the BRST-extension of the observable mixes minimal and non-minimal sectors it allows
for a wide variety of derivative gauges that cannot be reached by other methods. We have
mostly explored synchronous and derivative gauges here.
The main advantage of Dirac quantization is the absence of ghosts, and the relative
simplification of the action implied by the vanishing of the Lagrange multipliers. Although
it is often argued that the synchronous conditions implicit in Dirac quantization do not fix
the gauge uniquely, this residual gauge freedom disappears when boundary conditions need
to be preserved. Even though it appears that the Dirac action does not contain information
about the constraints of the theory, the latter are actually imposed on the states of the
system, and the structure of the action guarantees that they are preserved by the time
evolution. Actually, when interactions are adiabatically switched off in the asymptotic past,
the in-state only needs to satisfy the free constraints. The main disadvantage of Dirac
quantization is that in order to fully diagonalize the Hamiltonian one needs to perform
canonical transformations with coefficients that depend on the expansion history, which
makes the calculation of the propagators more cumbersome.
We have also explored derivative gauges here, in which new terms are added or subtracted
from the first-class (or Dirac) Hamiltonian of the theory. Rather then restricting the values of
the canonical variables or the Lagrange multipliers, these gauges impose on-shell restrictions
on the time derivatives of the latter. One advantage of these derivative gauges is that by
appropriate choice of the gauge-fixing fermion one can diagonalize the free Hamiltonian
immediately. The resulting simplification of the propagators then allows one to easily carry
out perturbative calculations in the interacting theory. But as in the standard approaches,
the drawback of this method is that the ghosts do not decouple from the variables in the
bosonic sector, and one has to include their contributions in loop calculations.
We have shown that the structure of the Hamiltonian in derivative gauges can be much
simpler than in the popular comoving gauge, even if the former contains more variables.
Although the free Hamiltonian of comoving gauge dramatically simplifies when one imposes
the constraints, this simplification is not particularly useful in the interacting theory, because
the constraints change with the inclusion of interactions. As in Dirac quantization, the
simplified structure of the Hamiltonian in derivative gauges, combined with the theorem
of Gell-Mann and Low, allows one to bypass the solution of the constraints beyond the
linearized theory.
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An almost unavoidable technical disadvantage of both Dirac and BRST quantization in
derivative gauges is that observables are required to be gauge-invariant. Therefore, only
expectation values of gauge-invariant operators have an immediate physical interpretation,
and only these are guaranteed not to depend on the choice of gauge-fixing fermion. By
contrast, in canonical gauges one can always assume that any operator is the restriction of a
gauge-invariant function to that gauge, so any operator can be identified with an observable.
Another advantage of canonical gauges is that the antighosts δPa are constrained to vanish
in the gauge-fixed Hamiltonian, so one can ignore that the algebra of diffeomorphisms is
open.
Our analysis has mostly focused on the operator quantization of the perturbations. The
transition to the Lagrangian path integral formulation is straight-forward, as it only involves
integration over the conjugate momenta of the variables in the Hamiltonian. In some of
the gauges we have discussed the action is linear in the momenta, and such a Lagrangian
formulation does not exist.
Finally, we should also point out that many of our results may be useful beyond the
context of BRST quantization. We have written down for instance the free classical Hamil-
tonian in a form that immediately allows one to identify the gauge-invariant variables, the
constraints and their algebra. This form could be useful to shed further insights into the
dynamics of cosmological perturbations in the Hamiltonian formulation and beyond.
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Appendix A: Generalized Bracket and Graded Commutator
Given two functions F and G of the extended phase space variables (qi, pi) and (η
a,Pa)
of definite Grassmann parity ǫF and ǫG, we define their generalized Poisson bracket by
{F,G} =
[
∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
]
+ (−)ǫF
[
∂LF
∂ηa
∂LG
∂Pa +
∂LF
∂Pa
∂LG
∂ηa
]
, (A1)
where ∂L/∂ denotes a left derivative. The generalized bracket obeys the algebraic properties
{F,G} = −(−)ǫF ǫG{G,F} (A2)
{F,GH} = {F,G}H + (−)ǫF ǫGG{F,H} (A3)
and the Jacobi identity
{{F1, F2}, F3}+ (−)ǫ1(ǫ2+ǫ3){{F2, F3}, F1}+ (−)ǫ3(ǫ1+ǫ2){{F3, F1}, F2} = 0. (A4)
When multiplied by i, the algebraic properties of the generalized bracket match those of the
graded commutator of two operators Fˆ and Gˆ,
[Fˆ , Gˆ] = Fˆ Gˆ− (−1)ǫF ǫGGˆFˆ . (A5)
The formal analogy between the generalized bracket and the graded commutation is ex-
ploited in canonical quantization.
Appendix B: Irreducible Representations
In cosmological perturbation theory it is sometimes convenient to work with perturbations
that transform irreducibly under the isometries of the cosmological background: spatial
rotations and translations. We thus introduce a set of seven irreducible tensors Qij
σ(~x; ~p) and
Q(~x; ~p) that we use as basis elements in an expansion of arbitrary cosmological perturbations,
δhij(η, ~x) =
∑
σ
∫
d3pQij
σ(~x; ~p) δhσ(η, ~p), δϕ(η, ~x) =
∫
d3pQ(~x; ~p)δϕ(η, ~p). (B1)
These tensors are plane waves,
Qij
σ(~x; ~p) ≡ e
i~p·~x
(2π)3/2
Qij
σ(~p), Q(~x; ~p) ≡ e
i~p·~x
(2π)3/2
, (B2)
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with momentum-dependent components
Qij
L = 2δij, (B3a)
Qij
T = 2
(
1
3
δij − pipj
p2
)
, (B3b)
Qij
±1 = −i
(
pi
p
ǫˆ±j +
pj
p
ǫˆ±i
)
, (B3c)
Qij
±2 = 2ǫˆ±i ǫˆ
±
j . (B3d)
Here, ǫˆ±(~p) are two orthonormal transverse vectors with5
~p · ǫˆ± = 0, (B4a)
~p× ǫˆ± = ∓ i p ǫˆ±. (B4b)
Note that the polarization vectors are complex, and that (ǫˆ±)∗ = ǫˆ∓. Hence, it follows that
(ǫˆ±)∗ · ǫˆ± = ǫˆ∓ · ǫˆ± = 1, but ǫˆ± · ǫˆ± = (ǫˆ∓)∗ · ǫˆ± = 0. The fields δhσ(~p) and δϕ(~p) are
eigenvectors of spatial translations by ~a with eigenvalues exp(−i~p ·~a), and spatial rotations
by an angle θ around the ~p axis with eigenvalues exp(−imθ), where m = 0 for δϕ, δhL, δhT
(scalars), m = ±1 for δh± (vectors) and m = ±2 for δh±± (tensors).
We similarly decompose the canonical momenta in irreducible representations,
δπij(η, ~x) =
∑
σ
∫
d3p Q˜ijσ(~x; ~p) δπ
σ(η, ~p), δπϕ(η, ~x) =
∫
d3p Q˜(~x; ~p)δπϕ(η, ~p), (B5)
where this time the projection tensors are plane waves of opposite momentum,
Q˜ijσ(~x; ~p) ≡ e
−i~p·~x
(2π)3/2
Q˜ijσ(~p), Q˜(~x; ~p) ≡ e
−i~p·~x
(2π)3/2
, (B6)
with components given by
Q˜ijL =
1
6
δij, (B7a)
Q˜ijT =
3
4
(
1
3
δij − p
ipj
p2
)
, (B7b)
Q˜ij±1 =
i
2
(
pi
p
ǫˆj∓ +
pj
p
ǫˆi∓
)
, (B7c)
Q˜ij±2 =
1
2
ǫˆi∓ǫˆ
j
∓. (B7d)
5 These vectors can be taken to be ǫˆ± = R(pˆ) 1√
2
(eˆx ± ieˆy), where R(pˆ) is a standard rotation mapping the
z axis to the pˆ direction.
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In these expressions vector and tensor indices are raised with the Euclidean metric δij.
The projection operators (B3) and (B7) satisfy the completeness relation
∑
ij
∫
d3x Q˜ijσ1(~x; ~p1)Qij
σ2(~x; ~p2) = δσ1
σ2 δ(3)(~p1 − ~p2), (B8)
which guarantee that the transition to the variables in the helicity representation is a canoni-
cal transformation. Because by definition the field δπσ(~p) is canonically conjugate to δhσ(~p),
momentum conservation demands that the field δπσ(~p) carry the opposite momentum and
helicity as δhσ(~p).
Given arbitrary metric and scalar perturbations δhij(~x) and δϕ(~x) it is straight-forward
to find their components in the basis of tensors above. Because of the completeness relations
(B8), we have that
δhσ(η, ~p) =
∫
d3x δhij(η, ~x)Q˜
ij
σ(~x; ~p), ϕ(η, ~p) =
∫
d3x δϕ(η, ~x)Q˜(~x; ~p), (B9)
and, similarly,
δπσ(η, ~p) =
∫
d3x δπij(η, ~x)Qij
σ(~x; ~p), δπϕ(η, ~p) =
∫
d3x δπϕ(η, ~x)Q(~x; ~p). (B10)
It is also convenient to work with the irreducible components of the spatial vectors δηi and
δλi, and those of their conjugate momenta δPi and δbi We thus write for instance
δηi(η, ~x) =
∫
d3pQiσ(~x; ~p) δη
σ(η, ~p), δησ(η, ~p) =
∫
d3x δηi(η, ~x)Q˜i
σ(~x; ~p), (B11)
δPi(η, ~x) =
∫
d3p Q˜i
σ(~x; ~p) δPσ(η, ~p), δPσ(η, ~p) =
∫
d3x δPi(η, ~x)Qiσ(~x; ~p), (B12)
where the components of these tensors are
QiL(~x; ~p) = −ip
i
p
ei~p·~x
(2π)3/2
, Q˜i
L(~p; ~x) =
ipi
p
e−i~p·~x
(2π)3/2
, (B13a)
Qi±(~x; ~p) = ǫ
i
±(~p)
ei~p·~x
(2π)3/2
, Q˜i
±(~p; ~x) = ǫ∓i (~p)
e−i~p·~x
(2π)3/2
. (B13b)
We define the Fourier components of the scalars δηN and δλN , and their conjugate momenta
δPN and δbN like those of δϕ and δπϕ. The projected linearized constraints Gσ are defined
like their ghost counterparts δPσ. The BRST charge δΩ(2) is a spatial scalar, so it does not
change the transformation properties of the perturbations.
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Appendix C: Scalar Inverse Relations
In equations (76) we introduced a set of variables in which the Hamiltonian simplifies
considerably. In some cases it may be convenient to return to the original variables with the
help of the inverse transformations
δhL = a
2ζ +
a2p
3
xL + aHxN , (C1a)
δhT = −a2p xL, (C1b)
δϕ =
˙¯ϕ
a
xN , (C1c)
δπL =
2M2(p2 − 3H2)
H ζ − 2M
2pH xL + 3 ˙¯ϕ
2 + 2M2(p2 − 3H2)
a
xN +
Π
a2
, (C1d)
δπT =
2M2p2
3H ζ −
8M2pH
3
xL +
2M2p2
3a
xN +
Π
3a2
− GL
a2p
, (C1e)
δπϕ = 3a
2 ˙¯ϕ ζ + a2p ˙¯ϕxL − a3V¯,ϕ xN − H˙¯ϕΠ+
a
¯˙ϕ
GN . (C1f)
We have suppressed here the momentum arguments for simplicity. The latter can be restored
by noting that conjugate momenta have momenta opposite to those of their conjugates.
Appendix D: Diagonalization of the Scalar Hamiltonian
By an appropriate canonical transformation it is possible to further simplify the structure
of the Hamiltonian (79). Rather than performing such a canonical transformation at once,
it is more convenient to carry out a chain of transformations, each one chosen to eliminate a
targeted set of non-diagonal terms. The first canonical transformation eliminates the mixed
term xNGL in the Hamiltonian.
xL → xL − αG xN + βGGN , (D1a)
xN → xN + βGGL, (D1b)
GN → GN + αGGL, (D1c)
where
αG =
∫ t p
a
dt˜, (D2)
βG =
∫ t αG
˙¯ϕ2
dt˜. (D3)
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Note that in order to find the transformed Hamiltonian it is not necessary to calculate the
generating function. Instead, one simply substitutes the transformation (D1) into the action
and reads off the transformed Hamiltonian.
In order to remove the coupling between Π and GN , while keeping the term we just
eliminated absent, we redefine
ζ → ζ + αN GN , (D4a)
xL → xL + βN GN , (D4b)
xN → xN − γN ζ + αN Π+ βN GL, (D4c)
Π→ Π+ γN GN , (D4d)
where αN , βN and γN satisfy
α¨N =
(
4H +
2a2V¯,ϕ
˙¯ϕ
− ˙¯ϕ
2
M2H
)
α˙N − p2αN − 1
2M2a
, (D4e)
βN = −
∫ t( 1
2M2p aH +
αG
˙¯ϕ2
+
p αN
H +
˙¯ϕ2 α˙N
2M2pH2 +
aαG α˙N
H
)
dt˜, (D4f)
γN =
a
H2
(H + a ˙¯ϕ2α˙N) . (D4g)
Finally, to get rid of the mixing between the ζ and xL sectors we introduce
ζ → ζ + βLGL, (D5a)
xL → xL − αL ζ + βLΠ+ γLGL, (D5b)
Π→ Π + αLGL, (D5c)
where the functions αL, βL and γL obey
α¨L =
(
˙¯ϕ2
M2H − 4H−
2a2V¯,ϕ
˙¯ϕ
)
α˙L − p2αL + p
2aαG
H + 3p+
2p a2 V¯,ϕ
˙¯ϕH , (D6)
βL =
H (p−Hα˙L)
p2 a2 ˙¯ϕ2
, (D7)
γL = −p
∫ t βG
a
dt˜. (D8)
The end-result of the successive canonical transformations (D1), (D4) and (D5) is a Hamil-
tonian that in the final variables, denoted by a tilde, has the form of equation (82), where
the time-dependent coefficients A¯L and A¯N are
A¯L =
(3− p αL) ˙¯ϕ2 − 2M2p (p+ p aHαG αL −H α˙L)
4M2p2a2 ˙¯ϕ2
, A¯N = −a α˙N
2H . (D9)
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To bring the Hamiltonian to this form, we need to solve essentially two decoupled linear
inhomogeneous second order differential equations, and a set of first integrals. During power-
law inflation, the differential equations admit closed solutions in terms of Bessel functions.
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