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Abstract
In this paper, we consider the asymptotic behavior for the principal eigenvalue
of an elliptic operator with piecewise constant coefficients. This problem was first
studied by Friedman in 1980. We show how the geometric shape of the interface
affects the asymptotic behavior for the principal eigenvalue. This is a refinement of
the result by Friedman.
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1 Introduction and main result
In this paper, we study a two-phase eigenvalue problem and we investigate the asymptotic
behavior for the principal eigenvalue. First we introduce some notations. Let Ω ⊂ Rn
(n > 2) be a bounded domain with smooth and connected boundary Γ. For sufficiently
small ε > 0, put
Σε =
{
x ∈ Rn | x = ξ + τνΓ(ξ) for ξ ∈ Γ, 0 < τ < ε
}
, Ωε = Ω ∪ Σε ∪ Γ,
where νΓ denotes the outward unit normal vector to the Γ, see Figure 1. We consider the
two-phase eigenvalue problem on Ωε as follows:{
−div (Qε∇Φ) = λΦ in Ωε,
Φ = 0 on ∂Ωε,
(1.1)
where Qε = Qε(x) (x ∈ Ωε) is a piecewise constant function given by
Qε(x) =
{
1, x ∈ Ω,
σε, x ∈ Σε,
(1.2)
∗This research was partially supported by the Grant-in-Aid for Scientific Research (B) (#26287020)
and Challenging Exploratory Research (#16K13768) of Japan Society for the Promotion of Science.
†Research Center for Pure and Applied Mathematics, Graduate School of Information Sciences, To-
hoku University, Sendai 980-8579, Japan. Electronic mail address: yachimura@ims.is.tohoku.ac.jp
1
ar
X
iv
:1
80
1.
09
13
4v
1 
 [m
ath
.SP
]  
27
 Ja
n 2
01
8
where σε = αε and α is a positive parameter.
We consider the problem (1.1) in a weak sense, namely, λ ∈ C is an eigenvalue of (1.1)
if there exists Φ ∈ H10 (Ωε) such that Φ 6≡ 0 and for any ϕ ∈ H10 (Ω),∫
Ω
∇Φ · ∇ϕdx+ σε
∫
Σε
∇Φ · ∇ϕdx = λ
∫
Ωε
Φϕdx. (1.3)
By a standard argument of self-adjoint operators, the eigenvalues of (1.1) are non-negative
real numbers and the set of all eigenvalues is discrete. Let {λk(ε)}k>1 be the eigenvalues
satisfying 0 < λ1(ε) < λ2(ε) 6 λ3(ε) 6 · · · → +∞ and {Φk,ε}k>1 be the associated
eigenfunctions in (1.1) which are assumed to be normalized so that∫
Ωε
∣∣Φk,ε∣∣2 dx = 1.
Since Qε = Qε(x) (x ∈ Ωε) is a piecewise constant function, we can rewrite (1.3) as
follows: 
−∆Φ1 = λΦ1 in Ω,
−σε∆Φ2 = λΦ2 in Σε,
Φ1 = Φ2 on Γ,
∂Φ1
∂νΓ
= σε
∂Φ2
∂νΓ
on Γ,
Φ2 = 0 on ∂Ωε.
(1.4)
Here Φ1 and Φ2 are the restriction of the eigenfunction Φ on Ω and Σε, respectively. The
fourth equality in (1.4) is usually called transmission condition, which can be interpreted
as the continuity of the flux through the interface Γ in (1.1).
Figure 1: Problem setting
The purpose of this paper is to study the asymptotic behavior for the principal eigen-
value λ1(ε) as ε → 0. In particular, our aim is to show how the geometric shape of
2
the interface Γ affects the asymptotic behavior for the principal eigenvalue λ1(ε). In
what follows, let the principal eigenfunction Φ1,ε be denoted by Φε for the sake of simple
notation.
The study of two-phase eigenvalue problems arise in the study of the material sci-
ence of composite media. In particular, the problems dealt with in this paper are called
reinforcement problems or coating problems, and are related to vibration frequencies of
composite materials or coating of composite materials with thermal insulation.
This type of the two-phase eigenvalue problem was first studied by Friedman [2]. He
considered the two-phase eigenvalue problem for the principal eigenvalue of some elliptic
operators in the case limε→0 σε/ε = α and limε→0 σε/ε = 0. His method is based on
H2-estimate of the eigenfunction. Rosencrans–Wang [7] generalized Friedman’s results to
all eigenvalues in the case limε→0 σε/ε = 0. They only used H1-estimate of eigenfunctions
which is easily obtained by the variational characterization of the eigenvalues. Regarding
other two-phase eigenvalue problems in this direction, we refer to [3] [4] [6].
In this paper, we treat the case limε→0 σε/ε = α and focus on a refinement of Fried-
man’s result. Friedman proved the following theorem:
Theorem 1.1 (Friedman). Let λ1(ε) be the principal eigenvalue of the eigenvalue problem
(1.1). Then we have
λ1(ε) = µ1 + o(1) as ε→ 0,
Φε → w1 weakly in H2(Ω),
where µ1 is the principal eigenvalue and w1 is the principal eigenfunction of the following
Robin eigenvalue problem: 
−∆w = µw in Ω,
αw +
∂w
∂νΓ
= 0 on Γ.
Theorem 1.1 implies that the condition limε→0 σε/ε = α affects the boundary condi-
tion, which becomes the Robin boundary condition.
We derive a more precise asymptotic behavior for the principal eigenvalue. In the
following we mention the main result of this paper.
Theorem 1.2. Let λ1(ε) be the principal eigenvalue of the eigenvalue problem (1.1). Then
we have the asymptotic behavior
λ1(ε) = µ1 − ε
∫
Γ
(
αH +
µ1
3
)
w21
√
G0dξ + o(ε) as ε→ 0,
where H is the mean curvature defined as the sum of the principle curvatures of Γ.
From Theorem 1.2, we see that the effect of the geometric shape of the interface Γ
appears in the second term of the asymptotic behavior for the principal eigenvalue.
The outline of the proof of Theorem 1.2 is as follows: first, we derive an upper bound
of the principal eigenvalue by using a variational approach which is based on [7]. Next,
we derive a lower bound of the principal eigenvalue by using the upper bound and the
3
Fourier expansion with respect to eigenfunctions of a Robin eigenvalue problem. Then we
have the asymptotic behavior for the principal eigenvalue. Once the asymptotic behavior
is obtained, we can use it to show an L2-estimate for the tangential components of the
principal eigenfunction in Σε. This is necessary to control the behavior of the principal
eigenfunction in the thin layer Σε. By using this estimate, H
2-estimate, and transmission
condition, we finally prove Theorem 1.2.
The following sections are organized as follows: in section 2, we give some geometric
preliminaries concerning the thin layer Σε. In section 3, we prove the asymptotic behavior
for the principal eigenvalue. In section 4, based on the results of section 3, we prove
Theorem 1.2.
2 Geometric preliminaries
We present some geometric preliminaries of thin layer Σε. Every x ∈ Σε can be represented
by
x = ξ + τνΓ(ξ), ξ ∈ Γ, 0 < τ < ε. (2.5)
We introduce a local coordinate system (ξ1, ξ2, · · · , ξn−1, ξn) = (ξ1, ξ2, · · · , ξn−1, τ) for
Γ × (0, ε) and let g = (gij(ξ, τ)) denote the metric tensor associated with it. Then from
(2.5), gij(ξ, τ) is given by
gij(ξ, τ) =

g0,ij(ξ) + τ g˜0,ij(ξ) + τ
2ĝ0,ij(ξ) if 1 6 i, j 6 n− 1,
0 if i = n, j 6= n or i 6= n, j = n,
1 if i, j = n,
(2.6)
where g0 =
(
g0,ij(ξ)
)
denotes the Riemannian metric associated with the local coordinates
(ξ1, ξ2, · · · , ξn−1) and we put
g˜0,ij =
(
∂
∂ξi
,
∂νΓ
∂ξj
)
+
(
∂
∂ξj
,
∂νΓ
∂ξi
)
, ĝ0,ij =
(
∂νΓ
∂ξi
,
∂νΓ
∂ξj
)
.
Here ∂/∂ξi and ∂/∂ξj are tangent vectors on ξ ∈ Γ and (·, ·) is the Euclidean inner product.
Let (bij)16i,j6n−1 denote the coefficients of the second fundamental form on Γ. In the local
coordinate, bij =
(
∂2/∂ξi∂ξj, νΓ
)
. By the definition of g˜0,ij, we have g˜0,ij = −2bij. Also
we denote the inverse matrix of (gij) by (g
ij) and put G = det(gij). By using this local
coordinates we can express the norm of the gradient of Φ as follows:
|∇xΦ|2 =
n∑
i,j=1
gij
∂Φ
∂ξi
∂Φ
∂ξj
= |∇tanΦ|2 +
(
∂Φ
∂τ
)2
, (2.7)
where |∇tanΦ|2 =
∑n−1
i,j=1 g
ij∂Φ/∂ξi∂Φ/∂ξj. Moreover, by (2.6) we can obtain the following
asymptotic formula for
√
G:√
G(ξ, τ) =
√
G(ξ, 0)(1−H(ξ)τ) +O(τ 2) as τ → 0, (2.8)
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where H(ξ) is the mean curvature at ξ ∈ Γ with respect to νΓ (defined as the sum of
the principle curvatures of Γ). The asymptotic formula (2.8) will play an important role
in obtaining the asymptotic behavior for the principal eigenvalue λ1(ε). For the details
about the geometric property of a thin layer, see [5] [8] [9] and the references given there.
In the following sections,
√
G(ξ, τ) will be denoted by
√
Gτ for simplicity and C will
be used to represent any positive constant independent of ε. The same letter C will be
used to denote different constants.
3 Asymptotic behavior for λ1(ε)
3.1 Upper bound of λ1(ε)
By the min-max principle,
λ1(ε) = inf
u∈H10 (Ω), u 6=0
∫
Ω
|∇u|2 dx+ σε
∫
Σε
|∇u|2 dx∫
Ωε
|u|2 dx
. (3.9)
We construct a test function in order to estimate the principal eigenvalue λ1(ε). We
extend the normalized Robin principal eigenfunction w1 = w1(x) (x ∈ Ω) along νΓ to Σε
by setting w1(ξ, τ) = w1(ξ) for every ξ ∈ Γ. Also we put
φ(x) =
1 in Ω,1− τ
ε
in Σε.
Taking u˜ = w1φ as a test function in (3.9), we obtain
λ1(ε) 6
∫
Ω
|∇u˜|2 dx+ σε
∫
Σε
|∇u˜|2 dx∫
Ω
|u˜|2 dx
=
∫
Ω
|∇w1|2 dx+ σε
∫
Σε
∣∣∇(wφ)∣∣2 dx∫
Ω
|w1|2 dx+
∫
Σε
|w1φ|2 dx
.
By using the normalization
∫
Ω
|w1|2 dx = 1 and
∫
Σε
|w1φ|2 dx = O(ε), we have∫
Ω
|w1|2 dx+
∫
Σε
|w1φ|2 dx = 1 +O(ε).
Also we have ∇w1 · ∇φ = 0 since w1 and φ only depend on ξ and τ in Σε, respectively.
Hence,
σε
∫
Σε
∣∣∇(w1φ)∣∣2 dx = σε ∫
Σε
(
φ2|∇w1|2 + 2∇w1 · ∇φ+ w21|∇φ|2
)
dx
= σε
∫
Σε
φ2|∇w1|2 dx+ σε
∫
Σε
w21|∇φ|2 dx
= σε
∫
Σε
w21|∇φ|2 dx+O(ε2).
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We note that ∇φ = ∂φ
∂τ
νΓ = −νΓ/ε. By using the asymptotic formula (2.8), we get
σε
∫
Σε
w21|∇φ|2 dx = αε
∫ ε
0
∫
Γ
w1(ξ)
2 ·
∣∣∣∣−νΓε
∣∣∣∣2√Gτdξdτ
= αε · 1
ε2
∫ ε
0
∫
Γ
w1(ξ)
2(1 +O(1)τ)
√
G0dξdτ
= α
∫
Γ
w21
√
G0dξ +O(ε).
Thus,
λ1(ε) 6
∫
Ω
|∇u˜|2 dx+ σε
∫
Σε
|∇u˜|2 dx∫
Ω
|u˜|2 dx
6
∫
Ω
|∇w1|2 dx+ α
∫
Γ
w21
√
G0dξ + Cε
1− Cε 6 µ1 + Cε.
Therefore we obtain the following upper bound of the principal eigenvalue λ1(ε):
λ1(ε) 6 µ1 + Cε. (3.10)
3.2 Lower bound of λ1(ε)
Recall the weak form (1.3): for any ϕ ∈ H10 (Ω),∫
Ω
∇Φε · ∇ϕdx+ σε
∫
Σε
∇Φε · ∇ϕdx = λ1(ε)
∫
Ωε
Φεϕdx.
First of all, we mention that we can get the following H1 and H2-estimates of the principal
eigenfunction Φε by using the upper bound (3.10).
Lemma 3.1. The principal eigenfunction Φε satisfies∫
Ω
|∇Φε|2 dx+ σε
∫
Σε
|∇Φε|2 dx 6 C, (3.11)∫
Ω
∣∣D2Φε∣∣2 dx+ σε ∫
Σε
∣∣D2Φε∣∣2 dx 6 C (3.12)
for a positive constant C independent of ε.
Proof. It is easy to show the estimate (3.11) by taking ϕ = Φε in (1.3) and using the
upper bound (3.10). The H2-estimate (3.12) derives from a boundary estimate on Γ,
which was first established by Brezis–Caffarelli–Friedman [1] in the case of two-phase
elliptic equations. Friedman [2] proved the H2-estimate (3.12) by using a similar method.
Thus we omit this proof.
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We take any ζ ∈ C1(Ω). Let us extend ζ along νΓ to Σε by ζ(ξ, τ) = ζ(ξ) for every
ξ ∈ Γ. We take ϕ = ζφ as a test function in (1.3), then we have∫
Ω
∇Φε · ∇ζ dx+ σε
∫
Σε
φ∇Φε · ∇ζ dx+ σε
∫
Σε
ζ∇Φε · ∇φ dx
= λ1(ε)
∫
Ω
Φεφζ dx+ λ1(ε)
∫
Σε
Φεφζ dx.
The second term on the left-hand side and the second term on the right-hand side are
O(ε). Indeed, for any ζ ∈ C1(Ω), by using the H1-estimate (3.11) we have∣∣∣∣∣σε
∫
Σε
φ∇Φε · ∇ζ dx
∣∣∣∣∣ 6
∫
Σε
∣∣∣σ1/2ε ∇Φε∣∣∣ ·∣∣∣σ1/2ε ∇ζ∣∣∣ dx
6
(
σε
∫
Σε
|∇Φε|2 dx
)1/2(
σε
∫
Σε
|∇ζ|2 dx
)1/2
6 Cε.
By using the upper bound of λ1(ε), we also have∣∣∣∣∣λ1(ε)
∫
Σε
Φεφζ dx
∣∣∣∣∣ 6 C
∫
Σε
|Φε||ζ| dx
6 C
(∫
Σε
|Φε|2 dx
)1/2(∫
Σε
|ζ|2 dx
)1/2
.
Now we need to estimate
∫
Σε
|Φε|2 dx. By the Dirichlet boundary condition on ∂Ωε, we
get
Φε(ξ, τ) = −
∫ ε
τ
∂Φε
∂τ
ds. (3.13)
This identity implies that
|Φε|2 6
(∫ ε
0
∣∣∣∣∂Φε∂τ
∣∣∣∣ ds
)2
6 ε
∫ ε
0
∣∣∣∣∂Φε∂τ
∣∣∣∣2 ds. (3.14)
Thus we have∫
Σε
|Φε|2 dx 6 ε
∫
Σε
(∫ ε
0
∣∣∣∣∂Φε∂τ
∣∣∣∣2 ds
)
dx 6 Cε
(
σε
∫
Σε
|∇Φε|2 dx
)
. (3.15)
Therefore we obtain the following estimate:∣∣∣∣∣λ1(ε)
∫
Σε
Φεφζ dx
∣∣∣∣∣ 6 Cε.
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Note that ∇φ = ∂φ
∂τ
νΓ = −νΓ/ε and, by using the asymptotic formula (2.8), we have
σε
∫
Σε
ζ∇Φε · ∇φ dx = σε
∫
Σε
ζ∇Φε ·
(
−νΓ
ε
)
dx
= −α
∫ ε
0
∫
Γ
ζ
∂Φε
∂τ
√
Gτdξdτ
= −α
∫ ε
0
∫
Γ
ζ
∂Φε
∂τ
(
1 +O(1)τ
)√
G0dξdτ
= α
∫
Γ
Φεζ
√
G0dξ +O(ε).
Therefore, we obtain∫
Ω
∇Φε · ∇ζdx+ α
∫
Γ
Φεζ
√
G0dξ = λ1(ε)
∫
Ω
Φεζdx+O(ε). (3.16)
We consider the Fourier expansions of Φε with respect to the orthonormal basis given
by the eigenfunctions of the following Robin eigenvalue problem:
−∆w = µw in Ω,
αw +
∂w
∂νΓ
= 0 on Γ.
(3.17)
Let {µk}k>1 be the eigenvalues corresponding to the problem (3.17) ordered so that they
satisfy 0 < µ1 6 µ2 6 µ3 6 · · · → +∞ and {wk}k>1 be the associated eigenfunctions
which are assumed to be normalized so that∫
Ω
|wk|2 dx = 1.
Then Φε admits the following the Fourier expansions in H
1(Ω):
Φε =
∑
k>1
ck(ε)wk, ck =
∫
Ω
Φεwkdx. (3.18)
Taking ζ = c1w1 in (3.16) and using the orthogonality of the Robin eigenfunctions
{wk}k>1, we have
(c1)
2µ = λ1(ε)(c1)
2 +O(ε). (3.19)
From the estimate (3.19), it will be sufficient to show the following lemma to get the lower
bound of λ1(ε).
Lemma 3.2. The following estimate holds:
c1(ε) = 1 + o(1) as ε→ 0. (3.20)
Proof. From Lemma 3.1, we obtain the H1-boundedness of the principal eigenfunction Φε
in Ω. Applying Rellich’s Theorem, after passing to a subsequence, there exists Φ̂ ∈ H1(Ω)
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such that Φε → Φ̂ strongly in L2(Ω) and weakly inH1(Ω). Moreover, for some nonnegative
value λ̂ we also have λ1(ε)→ λ̂ and λ̂ 6 µ1. If we let ε→ 0 in (3.16), then∫
Ω
∇Φ̂ · ∇ζdx+ α
∫
Γ
Φ̂ζ
√
G0dξ = λ̂
∫
Ω
Φ̂ζdx. (3.21)
Thus λ̂ is a Robin eigenvalue and Φ̂ is the corresponding Robin eigenfunction. It implies
that µ1 6 λ̂. Therefore we obtain λ̂ = µ1. Since µ1 is the principal eigenvalue, we have
Φ̂ = ±w1. Also, since Φε is chosen to be positive function, we get Φ̂ = w1. By using
the fact that Φε converges to Φ̂ strongly in L
2(Ω), we get the estimate c1 = 1 + o(1) as
ε→ 0.
From (3.19) and Lemma 3.2 we have
λ1(ε) > µ1 − Cε. (3.22)
Combining the upper bound (3.10) with the lower bound (3.22), we obtain
λ1(ε) = µ1 +O(ε) as ε→ 0. (3.23)
4 Proof of Theorem 1.2
First of all, we show the L2 estimate for the tangential components of ∇Φε.
Lemma 4.1. The following estimate holds:
σε
∫
Σε
|∇tanΦε|2 dx = O(ε) as ε→ 0. (4.24)
Proof. By using (2.7) we have
λ1(ε) =
∫
Ω
|∇Φε|2 dx+ σε
∫
Σε
|∇Φε|2 dx
=
∫
Ω
|∇Φε|2 dx+ σε
∫
Σε
|∇tanΦε|2 dx+ σε
∫
Σε
∣∣∣∣∂Φε∂νΓ
∣∣∣∣2 dx.
Now we estimate σε
∫
Σε
∣∣∣∂Φε∂νΓ ∣∣∣2 dx. By using the estimate (3.14), we obtain
α
∫
Γ
Φ2ε
√
G0dξ 6 σε
∫
Σε
∣∣∣∣∂Φε∂νΓ
∣∣∣∣2 dx+ Cε.
Therefore,
λ1(ε) =
∫
Ω
|∇Φε|2 dx+ σε
∫
Σε
|∇tanΦε|2 dx+ σε
∫
Σε
∣∣∣∣∂Φε∂νΓ
∣∣∣∣2 dx
>
∫
Ω
|∇Φε|2 dx+ σε
∫
Σε
|∇tanΦε|2 dx+ α
∫
Γ
Φ2ε
√
G0dξ − Cε
> µ1 + σε
∫
Σε
|∇tanΦε|2 dx− Cε.
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From the asymptotic behavior (3.23), we get the following estimate:
σε
∫
Σε
|∇tanΦε|2 dx = O(ε) as ε→ 0.
The estimate in the following lemma will be useful to examine the behavior for Φε in
Σε. Recall that Φ1,ε and Φ2,ε denote the restriction of Φε on Ω and Σε, respectively.
Lemma 4.2. The following estimate holds:∥∥∥∥Φ1,ε + 1α ∂Φ1,ε∂νΓ
∥∥∥∥2
L2(Γ)
= O(ε) as ε→ 0. (4.25)
Proof. For any k ∈ (0, ε),
∂Φ2,ε
∂τ
(ξ, k)− ∂Φ2,ε
∂τ
(ξ, 0) =
∫ k
0
∂2Φ
∂τ 2
ds.
By integrating from 0 to τ we have
Φ2,ε(ξ, τ) = Φ2,ε(ξ, 0) + τ
∂Φ2,ε
∂τ
(ξ, 0) +
∫ τ
0
dk
∫ k
0
∂2Φ2,ε
∂τ 2
ds. (4.26)
Due to the Dirichlet boundary condition on ∂Ωε, we obtain
Φ2,ε(ξ, 0) + ε
∂Φ2,ε
∂νΓ
(ξ, 0) = −
∫ ε
0
∫ k
0
∂2Φ2,ε
∂τ 2
dsdk.
Integrating on Γ and using transmission condition, we have∫
Γ
∣∣∣∣Φ1,ε(ξ, 0) + 1α ∂Φ1,ε∂νΓ (ξ, 0)
∣∣∣∣2√G0dξ 6 Cε
(
σε
∫
Σε
∣∣D2Φ2,ε∣∣2 dx) .
Therefore from Lemma 3.1 we obtain∥∥∥∥Φ1,ε + 1α ∂Φ1,ε∂νΓ
∥∥∥∥2
L2(Γ)
= O(ε) as ε→ 0.
We are now going to derive a more precise asymptotic behavior for the principal
eigenvalue λ1(ε). Recall that∫
Ω
∇Φε · ∇ζ dx+ σε
∫
Σε
φ∇Φε · ∇ζ dx+ σε
∫
Σε
ζ∇Φε · ∇φ dx
= λ1(ε)
∫
Ω
Φεζ dx+ λ1(ε)
∫
Σε
Φεφζ dx.
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Noting that ζ only depends on ξ in Σε and using Cauchy–Schwarz’s inequality, we obtain∣∣∣∣∣σε
∫
Σε
φ∇Φε · ∇ζ dx
∣∣∣∣∣ =
∣∣∣∣∣σε
∫
Σε
φ∇tanΦε · ∇tanζ dx
∣∣∣∣∣
6
(
σε
∫
Σε
|∇tanΦε|2 dx
) 1
2
(
σε
∫
Σε
|∇tanζ|2 dx
) 1
2
= O(ε
3
2 ). (4.27)
Moreover,
σε
∫
Σε
ζ∇Φε · ∇φ dx = σε
∫
Σε
ζ∇Φε ·
(
−νΓ
ε
)
dx
= −α
∫ ε
0
∫
Γ
ζ
∂Φε
∂τ
√
Gτdξdτ
= −α
∫ ε
0
∫
Γ
ζ
∂Φε
∂τ
(
1−H(ξ)τ)√G0dξdτ +O(ε2)
= α
∫
Γ
Φεζ
√
G0dξ + α
∫ ε
0
∫
Γ
H(ξ)ζτ
∂Φε
∂τ
√
G0dξdτ +O(ε
2).
Using integration by parts and (4.26), we have
α
∫ ε
0
∫
Γ
H(ξ)ζτ
∂Φε
∂τ
√
G0dξdτ = −αε
∫
Γ
HΦεζ
√
G0dξ +O(ε
2).
Thus we obtain
σε
∫
Σε
ζ∇Φε · ∇φ dx = α
∫
Γ
Φεζ
√
G0dξ − αε
∫
Γ
HΦεζ
√
G0dξ +O(ε
2). (4.28)
Furthermore,∫
Σε
Φεφζ dx =
∫ ε
0
∫
Γ
Φεφζ
√
Gτdξdτ
=
∫ ε
0
∫
Γ
ζ
(
Φε(ξ, 0) + τ
∂Φε
∂τ
(ξ, 0) +
∫ τ
0
dk
∫ k
0
∂2Φε
∂τ 2
ds
)
×
(
1− τ
ε
)
× (1−H(ξ)τ +O(τ 2))√G0dξdτ.
By direct computation, we have∫ ε
0
(
1− τ
ε
)
dτ =
ε
2
,
∫ ε
0
τ
(
1− τ
ε
)
dτ =
ε2
6
,
∫ ε
0
τ 2
(
1− τ
ε
)
dτ =
ε3
12
.
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Thus we obtain∫ ε
0
∫
Γ
ζ
(
Φε(ξ, 0) + τ
∂Φε
∂τ
(ξ, 0) +
∫ τ
0
dk
∫ k
0
∂2Φε
∂τ 2
ds
)
×
(
1− τ
ε
)
× (1−H(ξ)τ +O(τ 2))√G0dξdτ
=
ε
2
∫
Γ
ζΦ2,ε(ξ, 0)
√
G0dξ +
ε2
6
∫
Γ
ζ
∂Φ2,ε
∂νΓ
(ξ, 0)
√
G0dξ +O(ε
2)
=
ε
2
∫
Γ
ζΦ1,ε(ξ, 0)
√
G0dξ +
ε
6α
∫
Γ
ζ
∂Φ1,ε
∂νΓ
(ξ, 0)
√
G0dξ +O(ε
2),
where we used the transmission condition. From Lemma 4.2 we have
ε
2
∫
Γ
ζΦ1,ε(ξ, 0)
√
G0dξ +
ε
6α
∫
Γ
ζ
∂Φ1,ε
∂νΓ
(ξ, 0)
√
G0dξ +O(ε
2)
=
ε
2
∫
Γ
ζΦ1,ε(ξ, 0)
√
G0dξ − ε
6
∫
Γ
ζΦ1,ε(ξ, 0)
√
G0dξ +O(ε
3
2 )
=
ε
3
∫
Γ
ζΦ1,ε(ξ, 0)
√
G0dξ +O(ε
3
2 ).
Therefore ∫
Σε
Φεφζ dx =
ε
3
∫
Γ
ζΦ1,ε(ξ, 0)
√
G0dξ +O(ε
3
2 ).
By using the above and the asymptotic behavior (3.23), we obtain the following estimate:
λ1(ε)
∫
Σε
Φεφζ dx = ε
(
µ1
3
∫
Γ
ζΦ1,ε(ξ, 0)
√
G0dξ
)
+O(ε
3
2 ). (4.29)
Combining (4.27), (4.28), and (4.29) we have∫
Ω
∇Φε · ∇ζ dx+ α
∫
Γ
Φεζ
√
G0dξ − αε
∫
Γ
HΦεζ
√
G0dξ
= λ1(ε)
∫
Ω
Φεζ dx+ ε
(
µ1
3
∫
Γ
Φεζ
√
G0dξ
)
+O(ε
3
2 ).
By using the fact that ‖Φε − w1‖L2(Γ) → 0 as ε→ 0, we obtain∫
Γ
Φεζ
√
G0dξ =
∫
Γ
w1ζ
√
G0dξ + o(1) as ε→ 0.
Taking ζ = c1w1, we get
(c1)
2µ− αε
∫
Γ
Hc1w
2
1
√
G0dξ = λ1(ε)(c1)
2 + ε
(
µ1
3
∫
Γ
c1w
2
1
√
G0dξ
)
+ o(ε).
Dividing by (c1)
2 and using Lemma 3.2, we finally obtain the following more precise
asymptotic behavior for λ1(ε):
λ1(ε) = µ1 − ε
∫
Γ
(
αH +
µ1
3
)
w21
√
G0dξ + o(ε) as ε→ 0.
12
The proof of Theorem 1.2 is complete.
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