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Abstract
Deep models have achieved impressive performance for
face hallucination tasks. However, we observe that di-
rectly feeding the hallucinated facial images into recog-
nition models can even degrade the recognition perfor-
mance despite the much better visualization quality. In
this paper, we address this problem by jointly learning
a deep model for two tasks, i.e. face hallucination and
recognition. In particular, we design an end-to-end deep
convolution network with hallucination sub-network cas-
caded by recognition sub-network. The recognition sub-
network are responsible for producing discriminative fea-
ture representations using the hallucinated images as in-
puts generated by hallucination sub-network. During
training, we feed LR facial images into the network and
optimize the parameters by minimizing two loss items,
i.e. 1) face hallucination loss measured by the pixel
wise difference between the ground truth HR images and
network-generated images; and 2) verification loss which
is measured by the classification error and intra-class dis-
tance. We extensively evaluate our method on LFW and
YTF datasets. The experimental results show that our
method can achieve recognition accuracy 97.95% on 4x
down-sampled LFW testing set, outperforming the accu-
racy 96.35% of conventional face recognition model. And
on the more challenging YTF dataset, we achieve recog-
nition accuracy 90.65%, a margin over the recognition ac-
curacy 89.45% obtained by conventional face recognition
model on the 4x down-sampled version.
1 Introduction
Face hallucination and recognition are critical compo-
nents for a lot of applications, e.g. law enforcement and
video surveillance. Face hallucination aims at produc-
ing HR (high-resolution) facial images from LR (low-
resolution) images [12]. Face recognition targets at ver-
ifying whether two facial images are from the same iden-
tity by designing discriminative features and similarities
[21]. Empirical studies [14] in face recognition proved
that a minimum face resolution between 32 × 32 and
64×64 is required for stand-alone recognition algorithms.
[20] reported a significant performance drop when the im-
age resolution is decreased below 32 × 32 pixels. It is
natural to expect that hallucinated face images can im-
prove the recognition performance for LR facial images.
Unfortunately, we find that this expectation does not hold
in a lot of cases. As an example, Figure 1 shows typical
LR versions of LFW [8] and its hallucinated counterparts
generated by SRCNN [4]. We can clearly see that hallu-
cinated versions have much better details and sharpness.
However, feeding the hallucinated versions to a state-of-
the-art recognition model can even degrade the recogni-
tion performance compared with the LR versions (from
96.35% to 96.30%).
[29] reported similar conclusion: SR algorithms may
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Figure 1: Images generated by SRCNN.
perform poorly on recognition task since SR algorithms
focus more on visual enhancement rather than classifi-
cation accuracy. Considering the SR model and recog-
nition model are trained separately, this phenomenon is
not hard to be explained as each model has no signals or
feedbacks from the other one during the training. Thus
we propose a novel method to jointly optimize these two
models under a unified convolutional neural network. Our
Joint Model is based on an end-to-end CNN which can
be seen as composed of two sub-networks, i.e. halluci-
nation sub-network followed by recognition sub-network.
During testing, one LR image is fed to the end-to-end
network so that the hallucination sub-network produces a
hallucinated facial image (as intermediate feature maps).
Then this hallucinated image is fed to the recognition sub-
network to generate a representation vector for recogni-
tion. In order to jointly solve these two tasks, LR face
images are provided with its HR versions as well as their
identities in the training stage. With these enriched train-
ing samples, we introduce two loss items to solve the
parameters, i.e. hallucination loss and recognition loss.
The hallucination loss is defined as the squared difference
between the generated image and ground truth HR. The
recognition loss follows the recently published literature
[24] which is defined as the weighted sum of classification
error and intra-class distance (the distance between each
sample and its center in the feature space). Intuitively,
classification error is to separate different classes as far
as possible while the intra-class distance is to shrink the
samples of one class.
To the best of our knowledge, there are few works
studying the joint learning of hallucination and recogni-
tion for face images. The most similar work to ours is
proposed by Z Wang et al [23]. In this work, the authors
first train a SR network. Then two fully-connected layers
are stacked on this pretrained SR network to learn a clas-
sification model. During the learning of this classification
model, the super resolution loss is not applied anymore,
i.e. SR module only acts as pretraining rather than joint
supervision. In contrast to this work, we focus on face
domain and extensively study the joint effect of SR and
recognition using state-of-the-art network architectures to
rigorously evaluate the improvements brought by the Joint
Model.
We extensively evaluate our method on public dataset,
i.e. LFW and the YTF. We obtain a set of models for thor-
ough comparison to demonstrate the effect of the Joint
Model. Our experimental results show that the result of
Joint Model outperforms the independently trained mod-
els by a margin of 0.63% on LFW.
In summary, our contributions are mainly two folded:
• A joint end-to-end model which simultaneously
solve hallucination task and recognition task.
• Extensive performance reports of hallucination and
recognition performance on facial dataset.
2 Related Work
The related work to our method can be roughly divided
into 3 groups as follows.
2.1 Face Recognition
The shallow models, e.g. Eigen face [21], Fisher Face
[2], and Gabor based LDA [13], and LBP based LDA [11]
usually rely on handcrafted features and are evaluated on
early datasets in controlled environments. Recently, a set
of deep face models have been proposed and greatly ad-
vanced the progress [18, 16, 28, 15]. DeepID [16] uses a
set of small networks with each network observing a patch
of the face region for recognition. FaceNet [15] is another
deep face model proposed recently, which are trained by
relative distance constraints with one large network. Us-
ing a huge dataset, FaceNet achieves 99.6% recognition
rate on LFW. [25] proposed a loss function (called center
loss) to minimize the intra-class distances of the deep fea-
tures, and achieved 99.2% recognition rate on LFW using
web-collected training data.
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2.2 Super Resolution and Face Hallucina-
tion
A category of state-of-art SR approaches [6, 3, 27] learn
a mapping between LR / HR patches. There have been
some studies of using deep learning techniques for SR [4]
[10]. SRCNN [4] is a representative state-of-art method
for deep learning based SR approach, which directly mod-
els HR images with 3 layers: patch extraction / represen-
tation, non-linear mapping, and reconstruction. [10] pro-
posed a Very Deep Super-Resolution convolutional net-
work, modeling high frequency information with a 20
weighted 3× 3 layers network.
Conventional hallucination methods [1, 22] are often
designed for controlled settings and cannot handle vary-
ing conditions. Deep models are also applied to face
hallucination tasks [31, 32]. [31] proposed a Bi-channel
Convolutional Neural Network, which extracts robust face
representations from raw input by using deep convolu-
tional network, then adaptively integrates 2 channels of
information to predict the HR image.
2.3 Low Resolution Face Recognition
Low-resolution face recognition (LR FR) aims to recog-
nize faces from small size or poor quality images with
varying pose, illumination, expression, etc. [33] reported
a degradation of the recognition performance when face
regions became smaller than 16 × 16. [23] proposed a
Partially Coupled Super-Resolution Networks (PCSRN),
as the pre-training part of recognition model.
3 Joint Model
We use one end-to-end network to jointly solve face hal-
lucination and recognition. Figure 2 illustrates the overall
principle. This network consists of two parts, i.e. face hal-
lucination layers and recognition layers, which will be ab-
breviated as SRNET and FRNET respectively for conve-
nience. In testing stage, the hallucination layers produce a
high resolution facial image Ih for a low resolution facial
image I l. The recognition layers then generates face rep-
resentations x using Ih as input which serves face recog-
nition task. As these two parts are cascaded, these two
steps will be executed by one forward propagation, i.e. in
end-to-end fashion.
An intuitive approach to implement this end-to-end net-
work is cascade one well trained SRNET and one FRNET.
However, as we aforementioned, such direct cascading
will even degrade the overall recognition performance de-
spite the output of the SRNET has better visualization and
PSNR since the well trained FRNET has never seen sam-
ples generated by SRNET.
In order to address this problem, we propose to jointly
optimize these two networks so that each network can
benefit from the other one. Figure 2 illustrates the over-
all principle. Given a set of low resolution facial images
I li with their high resolution versions I˜
h
i and the labels
of identities ci, the end-to-end model produces predicted
high resolution facial images Ihi by SRNET and feature
vectors xi by FRNET. This end-to-end network is jointly
optimized so that Ihi are as close as possible to I˜
h
i and xi
should be able to separate different identities in the feature
space. These two constraints can be further formulated as
two loss items Lh and Lr in the overall objective function
L as follows where Wh denotes the parameter set of SR-
NET and Wr denotes the parameter set of FRNET with α
and β controls the weight of these two items:
L = αLh(I
l
i ;Wh) + βLr(I
l
i ;Wh,Wr) (1)
Note Lr depends on both parameter set Wr and Wh as
FRNET uses the outputs of SRNET as inputs. For the loss
item Lh, we use the pixel wise difference between Ihi and
I˜hi as below:
Lh = Σ
m
i=1||Ihi − I˜hi ||2 (2)
And for the recognition loss, we want to obtain rep-
resentations that can discriminate different identities in
the feature space under some similarity measure. We fol-
low the recently published method, named center loss to
model this constraint. In particular, this loss includes two
items, i.e. classification error Lc and the center loss Ld
which is defined as the mean intra-class distance between
the samples and their centers. We use Wj to denote the
jth column of the softmax weight matrix W and bj for
the bias terms, then Lc can be defined as below where n
is the number of training samples:
Lc = −Σni=1 log
eWcixi+bci
Σnj=1e
Wjxj+bj
(3)
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Figure 2: Illustration of the Joint Model.
By using mci to represent the center of class ci in the
feature space, Ld is then defined as:
Ld = Σ
n
i=1||xi −mci ||2 (4)
In order to balance the softmax loss Lc and center loss
Ld, we can introduce weight parameters α, β1 and β2 and
define the overall loss function as:
L = αLh + β1Lc + β2Ld (5)
In the next section, we will give a method to solve this
model in the end-to-end fashion.
3.1 Optimization
In this section, we show how to jointly solve our end-to-
end model. As the softmax and center-loss are introduced,
we use Ws and M = [m1,m2, ...,mk] to denote the soft-
max parameter set and center vectors of k classes and give
a parameterized version of the loss function to show the
dependency of different items on the parameter set.
L(I li ;Wh,Wr,Ws,M) = αLh(I
l
i ;Wh)
+ β1Lc(I
l
i ;Wh,Wr,Ws)
+ β2Ld(I
l
i ;Wh,Wr,M)
(6)
Due to the non-convexity of the loss function, we ap-
ply gradient descent algorithm to find the local minimum,
i.e. calculating the gradient ∇W = [∇Wh∇Wr∇Ws]
and update W by this gradient with a learning rate itera-
tively. Note the update of M is replaced by an approxi-
mate mechanism as adopted in literature [24] rather than
the gradient method.
Graident with respect toWr (∇Wr): This gradient is
relatively simple and can be obtained by running the stan-
dard back propagation algorithm after we calculate ∂L∂xi as
the following chain rule holds:
∂L
∂Wr
= Σmi=1
∂L
∂xi
∂xi
∂Wr
(7)
Actually, ∂L∂xi involves two terms according to the defi-
nition as below:
∂L
∂xi
= β1
∂Lc
∂xi
+ β2
∂Ld
∂xi
(8)
The first term is rather simple according to the defini-
tion of Lc. However, the second term is a little bit com-
plicated as Ld depends on class center mj which further
depends on xi. In order to simplify the optimization algo-
rithm, we follow the approach in literature [24], i.e. fixing
the center mj during calculation of ∂Ld∂xi . This simplifica-
tion gives us:
∂Ld
∂xi
= xi −mci (9)
Gradient with respect toWh (∇Wh): For the param-
eterWh, we give the chain rule as in equation 10 consider-
ing the hallucination loss Lh is added to the intermediate
feature map Ihi :
∂L
∂Wh
= Σni=1
∂L
∂Ihi
∂Ihi
∂Wh
(10)
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This shows we can run back propagation to get the gra-
dient with respect to parameter set Wh after we correct
set the partial derivative of the loss function with respect
to Ihi . And by expanding L, we get:
∂L
∂Ihi
= α
∂Lh
∂Ihi
+ (β1
∂Lc
∂Ihi
+ β2
∂Ld
∂Ihi
) (11)
According to the definition, ∂Lh
∂Ihi
is quite simple as fol-
lows:
∂Lh
∂Ihi
= 2(Ihi − I˜hi ) (12)
And the remaining part, i.e.(β1 ∂Lc∂Ihi
+β2
∂Ld
∂Ihi
) can not be
analytically expressed as Lc and Ld is not directly defined
on Ihi , however, it is just the result of back propagation of
recognition layers.
Gradient with respect to Ws : This can be directly
calculated according to the definition of softmax loss Lc.
Center update M : In deriving the gradient with re-
spect to output feature xi, we assume the center mj is
fixed. However, during the training, xi will be inevitably
changed, which requires to update mj accordingly. We
strictly follow the mechanisms adopted in the literature
[24] by updating the center mj with a learning rate γ as it
has been proven very effective:
mj = mj − γ∆mj (13)
where ∆mj is defined as:
∆mj =
Σni=1δ(ci = j)(mj − xi)
1 + Σni=1δ(ci = j)
(14)
With these gradient, we can easily run gradient descent
algorithm iteratively to find the local minimum. We sum-
marize the optimization algorithm in Algorithm 1:
4 Experiments
In this section, we give the experimental results of our
model. We first describe the experimental setting includ-
ing the data preparation, network architecture and eval-
uation protocol. Then we give the performance of our
models under different settings. Also, we compare per-
formance of our SRNET with other state-of-art methods.
Algorithm 1: Joint Optimization Algorithm
Require:
Training samples I = {< Iil , I˜ih, ci >};
Ensure:
Model parameter set W = [WhWr]
1: while not converged do
2: t=t+1;
3: calculate the partial derivative ∂L∂Ws ;
4: update the parameter set Ws by
W t+1s = W
t
s − θ ∂L∂Ws ;
5: calculate the partial derivative ∂L∂xi ;
6: execute back propagation from top layer to the
bottom layer of FRNET to obtain ∂L∂Wr ;
7: calculate the partial derivative ∂Lh
∂Iih
;
8: add the ∂Lh
∂Iih
to the derivative ∂L
∂Iih
obtained in step
6;
9: execute back propagation from the top layer to the
bottom layer of SRNET to obtain ∂L∂Wh ;
10: update the parameter W by W t+1 = W t− θ∇W;
11: calculate ∆mj ;
12: update the center mj by mj = mj − γ∆mj ;
13: end while
4.1 Experimental Setting
Data Preparation We use 3 datasets in our experiments:
CASIA-WebFace [28], LFW [8], and YTF [26]. LR-
CASIA, LR-LFW and LR-YTF are down-sampled ver-
sions of CASIA-WebFaces, LFW and YTF by a factor of
4. All the face images are aligned with 5 landmarks (two
eyes, noise and mouth corners) detected with algorithm
[30] for similarity transformation. The faces are cropped
to 124 × 108 RGB images. Each pixel in RGB images
is normalized by subtracting 127.5 then dividing by 128.
The only data augmentation we used is horizontal flip-
ping.
Network Architecture This network consists of two
parts: SRNET to hallucinate LR inputs and SRNET to
extract deep discriminative features from input images.
Details of SRNET and FRNET are given in Table 1 and
Table 2. The notation follows [7]’s convention.
Evaluation Protocol We report our results on 3 met-
rics: 1) Verification accuracy on LR-LFW and LR-YTF,
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Layer type Kernel size Pad Stride
Convolution 9× 9, 64 0 1
Convolution 1× 1, 32 0 1
Convolution 1× 1, 3 0 1
Table 1: SRNET archicture details.
Layer type Kernel size Pad Stride
Convolution 3× 3, 64 0 1
Max Pooling 2× 2 0 2
Residual
[
3× 3, 64
3× 3, 64
]
× 1
[
1
1
]
× 1
[
0
0
]
× 1
Convolution 3× 3, 128 0 1
Max Pooling 2× 2 0 2
Residual
[
3× 3, 128
3× 3, 128
]
× 2
[
1
1
]
× 2
[
0
0
]
× 2
Convolution 3× 3, 256 0 1
Max Pooling 2× 2 0 2
Residual
[
3× 3, 256
3× 3, 256
]
× 5
[
1
1
]
× 5
[
0
0
]
× 5
Convolution 3× 3, 512 0 1
Max Pooling 2× 2 0 2
Residual
[
3× 3, 512
3× 3, 512
]
× 3
[
1
1
]
× 3
[
0
0
]
× 3
Inner product 512 - -
Table 2: FRNET archicture details.
Method Training data PSNR
Bibubic - 30.08
SRCNN CASIA-WebFaces 31.70
Stand-alone SRNET CASIA-WebFaces 31.70
Joint Model SRNET CASIA-WebFaces 31.71
Table 5: PSNR of different methods super-resolving LR-
LFW
2) True positive rate at low false positive rate 0.1% (TP
for short), and 3) Average PSNR gains on LR-LFW.
Implemenation Details We implement the SRNET
and FRNET using the Caffe [9] library with our modi-
fications. We extract the deep features by concatenating
the output of the first fully-connected layer of the FRNET
for each image and its horizontal flip. Verification task
is done on the score computed by the cosine distance of
two features after PCA. For fair comparisons, we train the
networks with batch size 128. We choose a learning rate
0.00001 for SRNET and a learning rate 0.1 for FRNET,
and divide the learning rates by 10 after 16000 and 24000
iterations. The training procedure is finished after 28000
epochs, in no more than 7 hours on a single TITAN X
GPU.
4.2 Recognition Perfomance and Compari-
son
One important goal of our model is to achieve better
recognition performance for low resolution facial images.
Thus we conduct the experiment using low resolution im-
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Method Training images LFW Acc YTF Acc
DeepFace [19] 4M 97.35% 91.40%
DeepID-2+ [17] - 98.70% −
FaceNet [5] 200M 99.63% 95.10%
Center loss [24] 0.7M 99.28% 94.90%
FRNET 0.49M 98.63% 91.30%
Table 3: Verification performance of different methods on LFW and YTF datasets.
Setting Training data Testing data LFW Acc LFW TP YTF Acc YTF TP
1 HR HR 98.63% 94.73% 91.30% 65.70%
2 HR LR 96.35% 74.66% 89.45% 46.10%
3 HR Hallucinated 96.30% 72.44% 89.36% 43.29%
4 LR LR 97.22% 82.40% 90.45% 61.20%
5 Hallucinated Hallucinated 97.61% 83.03% 88.20% 39.90%
6 LR LR 97.95% 88.73% 90.65% 58.50%
Table 4: Accuracies and TPs in different settings.
ages for testing and compare with the methods that also
use LR images as input.
Setting 1: HR-training and HR-testing In order to
show the drop caused by low resolution images, we first
give the recognition performance trained and tested by
normal images, i.e. trained on CASIA-WebFaces and
tested on LFW and YTF. For LFW testing set, the veri-
fication accuracy is 98.63%, and TP is 94.73%. For YTF
testing set, the verification accuracy is 91.30%, and TP is
65.70%. We call the network trained by HR dataset as
FRNET-HR. Also, we give a comparison of FRNET with
other state-of-the-art models in Table 3.
Setting 2: HR-training and LR-testing The simplest
way to run face recognition for low resolution image is to
directly feeding the up-scaled image into a network that is
trained by the normal dataset (in our experiment, trained
by HR-CASIA). On LR-LFW testing set, we achieve ac-
curacy 96.35% and TP 74.66%. On LR-YTF, we achieve
accuracy 89.45% and TP 46.10%. We can see a large drop
(2.28%) on LFW compared with the number of using HR
as inputs.
Setting 3: HR-training and Hallucinated-testing As
SRNET produces hallucinated HR versions, we can also
use the hallucinated images generated by the SRNET for
testing. Thus we first train the SRNET using CASIA-
Webfaces. By using the hallucinated versions of LR-
LFW, we achieve verification accuracy 96.30% on LFW,
from which we can clearly see the hallucinated inputs
even degrade the recognition performance compared with
directly feeding the LR images to the network (96.35%).
Setting 4: LR-training and LR-testing Another di-
rect means to support LR testing is to train the network
with LR-CASIA. We call this trained network FRNET-
LR. On LR-LFW testing set, we achieve accuracy 97.22%
and TP 82.40%. On LR-YTF, we achieve accuracy
90.45% and TF 61.20%. FRNET-LR performs slightly
better than FRNET-HR on LR versions of testing sets.
Setting 5: Hallucinated-training and Hallucinated-
testing In order to directly benefit from the output of SR-
NET, we can train the FRNET by using the outputs of SR-
NET to improve the recognition performance. More pre-
cisely, we first train our SRNET and generate hallucinated
version of LR-CASIA with SRNET, which are further
used to train FRNET. In testing stage, we get the halluci-
nated versions of LR-LFW and LR-YTF and use the hal-
lucinated versions for testing. Not surprisingly, we get ac-
curacy 97.61% on LR-LFW and 88.20% on LR-YTF re-
spectively. Surprising, It shows a improvement over pre-
vious settings on LR-LFW, and poses a negative impact
to performance on LR-YTF. We believe that the perfor-
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mance degradation on LR-LFW is caused by video com-
pression artifacts which prevent the SRNET from working
properly, and more discriminative features can be learned
from hallucinated face images to help recognition task.
Setting 6: Joint End-to-end Training and Testing
In this setting, we give the recognition performance of
our Joint Model. We train the network by taking LR-
CASIA images as inputs and CASIA-WebFaces images
as ground-truths. The weight of α, β1 and β2 are set 0.01,
1 and 0.008 respectively. We get accuracy 97.95%, TP
88.73% on LR-LFW, and accuracy 90.95%, TP 59.40%
on LR-YTF, which shows a improvement over setting 5.
Results of setting 5 and setting 6 support our hypothesis
that not only FRNET can learn better from hallucinated
images containing more discriminative features, but also
SRNET can learn how to produce images more helpful to
face recognition task.
We give accuracies and TPs under all 6 settings in Table
4.
4.3 SR Performance and Comparison
Our Joint Model serves not only for face recognition pur-
pose, but also generates visually pleasing hallucinated im-
ages. We trained a SRCNN from scratch as [4], and com-
pare it with our models. Also, we find the Joint Model has
slightly out-performanced stand-alone SRNET and SR-
CNN (trained on CASIA-WebFaces) by a 0.01 dB.
5 Conclusion
In this paper, we have proposed a Joint Multi-tasking
Model for LR face recognition and face SR. By joining
the SR network to our face recognition, the power of ex-
tracting deep feature from LR is greatly enhanced. Ex-
periments on several LR version of face benchmarks have
convincingly demonstrated the effectiveness of the pro-
posed approach.
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