Primal-dual interior point methods and the HKM method in particular have been implemented in a number of software packages for semidefinite programming. These methods have performed well in practice on small to medium sized SDP's. However, primal-dual codes have had some trouble in solving larger problems because of the storage requirements and required computational effort. In this paper we describe a parallel implementation of the primal-dual method on a shared memory system. Computational results are presented, including the solution of some large scale problems with over 50,000 constraints.
Of the widely used software packages, CSDP, SeDuMi, SDPA, and SDPT3 all implement primal-dual interior point methods. CSDP uses the HKM direction with a predictor-corrector scheme in an infeasible interior point algorithm [5] .
SeDuMi uses the NT search direction with a predictor-corrector scheme and uses the self dual embedding technique [17] . Version 6.0 of SDPA uses the HKM direction within an infeasible interior point algorithm. SDPT3 uses either the HKM or NT direction with a predictor-corrector scheme in an infeasible interior point algorithm [19] .
There are two main differences between the codes. Some of the codes use the HKM search direction while others use the NT search direction. The other major difference between the codes is that some of the codes use an infeasible interior point approach while others use a self dual embedding approach. Although these choices can have a significant effect on the speed and accuracy of the solutions obtained, they have little effect on the storage requirements of the algorithms. Since storage limitations are often more important than CPU time limitations in solving large SDP's by primal-dual interior point methods, we will focus primarily on storage issues. Although the discussion in this paper is based on the implementation of the HKM method in CSDP, the results on the asymptotic storage requirements are applicable to all of the codes listed above.
The algorithms used by all of the primal-dual interior-point codes require the creation and Cholesky factorization of a large, dense, Schur complement matrix. This matrix is of size m by m where m is the number of linear equality constraints. The primal-dual codes have been developed and used mostly on desktop PC's, which until recently have been limited to 32-bit addressing. A 32-bit system can address only 4 gigabytes of RAM, which is inadequate for some of the larger problems solved in this paper. For example, the hamming 10 2 problem has 23,041 constraints, so the resulting Schur complement matrix has 23,041 rows and columns and requires 23.6 gigabytes of memory.
There are two general approaches to overcoming this limitation. The first is to use a computer with 64-bit addressing and more than 4 gigabytes of RAM.
With 64-bit addressing, it would theoretically be possible to access over 10 19 bytes of storage and handle a problem with over a billion constraints. In practice, 64-bit workstations often have 16 to 32 gigabytes of RAM while large servers may have 256 gigabytes or more of RAM. This allows for the solution of problems with tens of thousands of constraints, but not for the solution of problems with several hundred thousand or more constraints.
Another approach to dealing with the storage limitation is to distribute the Schur complement matrix over several computers within a cluster. This approach has been used in a parallel version of SDPA [21] . It has also been used in the dual interior point code PDSDP [2] . One problem with this approach is that other data structures used by the algorithm may also become too large to handle with 32-bit addressing. Recently, the authors of SDPA have produced a 64-bit version of their code that also takes advantage of shared memory [12] .
Analysis
In this paper we consider semidefinite programming problems of the form max tr (CX)
where
. . .
Here X 0 means that X is positive semidefinite. All of the matrices A i , X, and C are assumed to be of size n by n and symmetric. In practice, the X and Z matrices often have block diagonal structure with diagonal blocks of size n 1 ,
The dual of (2) is
The available software packages for semidefinite programming all solve slight variations of this primal-dual pair. For example, the primal-dual pair used in SDPA interchanges the primal and dual problems [20] .
In analyzing the computational complexity of primal-dual methods, we will focus on the time per iteration of the algorithms. In practice, the number of iterations required grows very slowly with the size of the problem, and variations in problem structure seem to be more significant than problem size in determining the number of iterations required.
The algorithms used by the various primal-dual codes all involve the construction and Cholesky factorization of a symmetric and positive definite Schur complement matrix of size m by m in each iteration of the algorithm.
For the HKM method, the Schur complement matrix, O, is given by
For dense X, Z, and A j , the m products
In the worst case, for fully dense constraint matrices, the construction of the Schur complement matrix takes O(mn 3 + m 2 n 2 ) time.
In practice the constraint matrices are often extremely sparse. This sparsity can be exploited in the construction of the Schur complement matrix [11] .
For sparse constraint matrices with O(1) entries, The overall computational complexity of iterations of the primal-dual algorithm is dominated by different operations depending on the particular structure of the problem. For many problems, m n, and constraint matrices are sparse.
In this case, the O(m 3 ) operation of factoring the Schur complement matrix becomes dominant. On the other hand, when n is large compared to m, and the problem does not have many small blocks, the O(n 3 ) time for other operations on the X and Z matrix can be dominant. In cases where there are dense constraints, the construction of the Schur complement matrix can become the bottleneck.
Storage requirements are at least as important as the computational complexity. In practice, the size of the largest problems that can be solved often depends more on available storage than on available CPU time. In the worst case, storage for problem data including C, a, and the constraint matrices can require O(mn 2 ) storage. However, in practice most constraints are sparse, with O(1) entries per constraint, so that the constraint matrices take O(m) storage.
The C matrix, which often is dense, requires O(n 2 ) storage in the worst case.
The Schur complement matrix is typically fully dense for SDP problems and requires O(m 2 ) storage. This is in contrast to primal-dual methods for linear programming, where the Schur complement matrix is typically quite sparse. The X matrix is typically fully dense and requires O(n 
The results on computational complexity and storage requirements summa- This growth is relatively tame, so that as computers become more powerful, we should be able to make progress in solving larger problems.
A Parallel Version of CSDP
In this section, we describe a 64-bit parallel version of CSDP implemented on a shared memory system. This code is based on CSDP 5.0. The code is written in ANSI C with additional OpenMP directives for parallel processing [9] . We also assume that parallelized implementations of BLAS and LAPACK are available [4, 1] . The code is available under both the GNU Public License (GPL) and the
Common Public License (CPL). Hans Mittelmann at Arizona State University
has also made the code available through NEOS [10] .
Most 64-bit computers use a computational model in which integers are stored as 32-bit numbers while long integers and pointers to data structures are stored as 64-bit quantities. In converting the existing 32-bit code to 64-bit form it was necessary to search carefully for any places in the code where it was assumed that pointers were 32-bit quantities. For well written C code, such errors are not common and they can easily be fixed when found. A second issue was that 32-bit integers were used in some places as indices into large arrays that could exceed 2 32 entries. These integer variables were retyped as long integer variables.
CSDP makes extensive use of routines from the BLAS and LAPACK libraries to implement matrix multiplication, Cholesky factorization, and other linear algebra operations. Since most vendors already provide highly optimized parallel implementations of these libraries, there was no need for us to reimplement the linear algebra libraries.
Outside of the BLAS and LAPACK routines, the major computationally intensive part of the code involves the creation of the Schur complement matrix.
Although the C compilers that we used to compile this code were capable of automatically parallelizing loops, this automatic parallelization is often not as efficient as explicitly specifying the parallelization.
Our initial attempt to parallelize this code involved the use of automatic compiler parallelization. Tables 1 and 2 show the run times and parallel efficiencies for a small collection of test problems. For each problem, the time spent computing the elements of the Schur complement matrix, the Cholesky factorization of the Schur complement matrix, and other operations are given.
Speedups were computed for each phase of of the computation and parallel efficiencies were obtained by dividing each speedup by the number of processors.
In the control10 problem, the computation of the elements of the Schur com- The software was developed and tested on both a four processor Sunfire V480 server at Arizona State University and on an IBM p690 system with 1.3 GHz processors at the National Center for Supercomputer Applications (NCSA). The results reported here are based on computations performed at NCSA.
A collection of test problems was selected from the DIMACS library of mixed semidefinite-quadratic-linear programs, the SDPLIB collection of semidefinite programming problems, and from problems that have been solved in other papers [2, 6, 13, 15, 21] . Tables 3 and 4 show run times and parallel efficiencies for the solution of the test problems using one to sixteen processors. In these tables, m is the number of constraints, and n max is the size of the largest block in the X matrix. Run times are given in seconds.
The table of parallel efficiencies shows some superlinear speedup anomalies. In order to calculate parallel efficiency, we must know the solution time for a problem using only one processor. Unfortunately, SDPARA was able to solve only four problems using a single processor [21] . Table 5 shows the parallel efficiencies for SDPARA using between 1 and 64 processors on these four problems. In general, the computation of the elements of the Schur complement matrix scales very well, while the Cholesky factorization and other computations scale poorly. On the control10 and control11 problems, SDPARA has somewhat better parallel efficiency than CSDP with 16 processors. On the theta5 and theta6 problems, CSDP has better parallel efficiency than SDPARA with 16
processors. In SDPARA, the performance of the Cholesky factorization scales poorly, while the performance of the computation of the elements of the Schur complement matrix scales well.
Similarly, we computed parallel efficiencies for the problems solved with 1 to 32 processors by PDSDP [2] . These efficiencies are shown in Table 6 . The parallel efficiency of over 400% in the elements computation on problem theta62 with two processors is an unexplained anomaly. Overall the parallel efficiency with 16 processors is better for CSDP than for PDSDP on all but two of the problems.
Again, we see that in PDSDP the Cholesky factorization scales poorly, while the computation of the elements of the Schur complement matrix scales well. Cholesky  100  107  110  102  44  Other  100  92  83  54  8  Total  100  106  111  100  36  maxG51  1000  1000  Elements  100  79  92  69  69  Cholesky  100  105  82  96  72  Other  100  91  71  51  34  Total  100  91  71  51  34  maxG55  5000  5000  Elements  100  98  75  63  73  Cholesky  100  107  97  91  104  Other  100  79  47  21  20  Total  100  80  48  22  20  maxG60  7000  7000  Elements  100  84  80  68  70  Cholesky  100  99  99  91  97  Other  100  72  51  29  20  Total  100  73  52  30  20  theta4  1949  200  Elements  100  85  117  109  109  Cholesky  100  108  115  97  121  Other  100  76  67  39  19  Total  100  96  102  78  62  theta5  3028  250  Elements  100  98  111  115  124  Cholesky  100  103  105  103  110  Other  100  79  62  44  28  Total  100  98  99  91  84  theta6  4375  300  Elements  100  78  72  68  71  Cholesky  100  96  95  93  96  Other  100  67  53  39  21  Total  100  89  85  79  71  theta8  7905  400  Elements  100  150  101  154  132  Cholesky  100  114  100  120  118  Other  100  128  85  104  71  Total  100  121  99  123  114  theta42  5986  200  Elements  100  107  144  136  96  Cholesky  100  99  118  117  100  Other  100  94  115  96  50  Total  100  100  122  118  91  theta62  13390  300  Elements  100  88  91  91  82  Cholesky  100  93  97  99  92  Other  100  81  77  77  57  Total  100  92  95  96  88  theta82  23872  400  Elements  100  102  94  97  101  Cholesky  100  104  101  101  104  Other  100  95  86  84  76  Total  100  104  100  100  102   Table 4 : Percent parallel efficiencies for selected SDP problems. Table 7 shows the results obtained using four processors on a somewhat larger collection of test problems using four processors. Here the number of constraints, m, varies from 1326 up to 56321, while the size of the largest block in X varies from 100 up to 8113. Run times are given in seconds. For each solution, the largest of the six DIMACS errors is reported [15] . The DIMACS error measures show that all of these problems were solved to high accuracy.
Finally, the storage in gigabytes required, as reported by the operating system, is given for each solution.
For the fap and hamming families, m is significantly larger than n, and the constraint matrices are sparse, so that we would expect the running time to grow as O(m 3 ). This relationship is roughly correct for the fap and hamming problems.
Conclusions
Analysis of the complexity of the primal-dual interior point methods for SDP
show that the storage required should grow quadratically in m and n, while for problems with sparse constraints, the growth in running time should be cubic in m and n.
We have described a 64-bit code running in parallel on a shared memory system. In comparison with primal-dual codes running on distributed memory systems, the scalability of the Cholesky factorization of the Schur complement matrix is improved substantially. Our code has been used to solve semidefinite programming problems with over 50,000 constraints. This code obtained parallel efficiencies of 48% to 122% with four processors and 20% to 114% with 16 processors.
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