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Abstract
The aggregate error locator is defined and a computation method is given. The aggregate error locator
is then used in a type of Forney algorithm to compute the error values in the received words of a Ca,b
algebraic geometry code.
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1. Introduction
In this paper, we define aggregates (see Definition 1 below) in algebraic geometry (AG) codes
and we study some of their properties. As an illustration, we use aggregates in the decoding
of certain AG codes. The decoding of AG codes is a 2-step computation [2,3,6,7,9,10]. In the
first step, a Gröbner basis is obtained for the ideal of 2-variable error locating polynomials. In
the second step, the error values are computed. It will be shown how this second step can be
implemented on the basis of the aggregate concept. In a recent paper [5] a concept similar to the
aggregate concept was introduced but with a different goal: to analyze the burst error correction
capability of AG codes.
Before going into details, we first introduce the context which can be understood with only
very little knowledge of algebraic geometry. This introduction is made in the spirit of Section 3
of [3] which can be read for further information.
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1772 P. Le Bars, P. Piret / Journal of Combinatorial Theory, Series A 113 (2006) 1771–1782Let F be the finite field with q elements, let R′ be the ring F[X,Y ] of two-variable polynomials
over F and let J be a principal ideal of R′ generated by a polynomial H(X,Y ) of the form
H(X,Y ) = uXb + Ya + H0(X,Y ), b > a  2, (a, b) = 1, u ∈ F, u = 0, (1)
with
H0(X,Y ) =
∑
0ai+bj<ab
hi,jX
iY j , hi,j ∈ F.
Any such polynomial H(X,Y ) is called a Ca,b-polynomial [1,2]. From [3], it can be shown that
all polynomials of type Ca,b are absolutely irreducible. The set Γ of pairs (or points) (ξ, η) that
satisfy H(ξ,η) = 0 is called an affine Ca,b-curve [2]. The genus g [4], of a Ca,b-curve is equal
to (a − 1)(b − 1)/2 [2]. In the sequel, Γ is restricted to points with coordinates in F.
With J as above, consider the ring R = R′/J having as elements the cosets of the ideal J
in the ring R′ and denote the cosets containing X, Y and H0 by x, y and h0, respectively. This
implies from (1)
ya = −uxb − h0. (2)
Consider also the set of monomials
M′ = {xβyα | 0 α < a, 0 β}.
It follows from (2) that M′ is a generating set of R viewed as an F-space. Moreover, this set
is free over F because, for 0  α < a and 0  β , the coset XβYα + H(X,Y )F[X,Y ] of the
ideal H(X,Y )F[X,Y ] in F[X,Y ] only contains one polynomial of Y -degree < a, namely the
monomial XβYα . HenceM′ is a basis for R viewed as an F-space.
For simplicity, Γ is restricted in the sequel to its points (ξ, η) with ξ = 0. Moreover, the
monomials of M′ will be evaluated at points (ξ, η) ∈ Γ where ξ and η are in the field F with q
elements. Hence, ξq−1 will always be equal to 1 andM′ may be replaced, for any practical use,
by
M= {xβyα | 0 α < a, 0 β  q − 2}. (3)
Define a function ρ :M→ N :xβyα → aβ + bα. The fact that a and b are relatively prime
and the restrictions on α in (3) imply that ρ is injective: for any two monomials xiyj and xky
inM, ρ(xiyj ) = ρ(xky) is possible only if i = k and j = . As a consequence, the monomials
mk = xβyα ofM can be ordered, without ambiguity, by increasing values of ρ(mk):
M= {m1,m2,m3, . . .} with ρ(mk) < ρ(mk+1) for k = 1,2, . . . . (4)
To construct a code over Γ = {(ξr , ηr ) | 1 r  n}, we select, for fixed k  n, the first n − k
monomials m of M. Then, we associate to each of these monomials, the n-tuple h(m) =
[m(ξ1, η1), . . . ,m(ξn, ηn)] over F. Finally, we define H to be the (n − k) × n matrix having
h(m) as its th row. The matrix H can be used either as a generator matrix or as a parity check
matrix of a code but we use it here as a parity check matrix. So, C is the set of v ∈ Fn that satisfy
HvT = 0T where T denotes transposition and 0T is the zero column vector of the appropriate
dimension. It is an AG code that is called a Ca,b-code since it is constructed over a Ca,b-curve [1].
Its minimum distance d satisfies d  n − k + 1 − g = n − k + 1 − (a − 1)(b − 1)/2 [4].
As usual, the points of Γ are used as indices for symbols of codewords. If v ∈ C is transmitted
and received as r = v + e, r is called the received word and e is called the error word. All coor-
dinates of r and e are also indexed by the points (ξr , ηr) of Γ in the obvious way. So, we write
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and, for any point (ξ, η) of Γ , one has r(ξ, η) = v(ξ, η) + e(ξ, η).
Definition 1. In a Ca,b-curve Γ , the (X-)aggregate of index ξ is the set of points (ξ, η) of Γ
that share the same value ξ for the first coordinate. By extension, in a codeword of a Ca,b-code
constructed over Γ , it is the set of symbols that appear in the positions having as indices the
points of an aggregate in Γ .
Since the equation of a Ca,b-curve is of degree a in Y , the size of the corresponding aggregates
is  a.
Definition 2. The aggregate error locator Λ(x) corresponding to the error word e is the monic
polynomial with simple roots that satisfies Λ(ξ) = 0 if and only if the aggregate of index ξ in e
contains at least one nonzero component.
Let r = v + e be the received word when the codeword v of a Ca,b-code is transmitted. Let
s(m) = e hT (m) be the syndrome of e associated to the monomial m ∈M. When m is one of
the first n − k monomials of M, s(m) is a component of HrT . To decode an AG code up to its
designed minimum distance d = n−k+1−g, one has to compute the “unknown” 2g syndromes
corresponding to the next 2g monomials. Although these syndromes are not equal to a component
h(m)rT of HrT , they are computable by majority voting [2,3,6,7]. The remaining syndromes
s(m) are then easily computed from the n − k + 2g first ones by means of recurrences. These
recurrences are represented by the error locating polynomials produced by the error decoding
algorithm.
The structure of the paper is as follows. In Section 2, we introduce the concept of weight
achieving pair. Section 3 introduces bases and extended bases for the error locating ideals.
Section 4 describes properties of a determinant constructed on such an extended basis. It also
describes how the aggregate error locator Λ(x) can be obtained from this determinant. In Sec-
tion 5, we use Λ(x) to compute the error values in a received word. Section 6 is a conclusion.
2. Weight achieving pairs and ideals
With the approach developed in the introduction, the elements F(x, y) of R = R′/J that are
relevant for coding purpose over F, have the form
F(x, y) =
∑
0iq−2,0j<a
fi,j x
iyj , fi,j ∈ F. (5)
A compact representation of such a polynomial F(x, y) is
F(x, y) =
a−1∑
j=0
φ(j)(x)yj , φ(j)(x) ∈ F[x]. (6)
We now extend the definition of ρ: for any F as in (5), we define
ρ(F ) = max{ai + bj | fi,j = 0}. (7)
We call the pair (i, j) that achieves the maximum in (7) the weight achieving pair (or wap) of
F(x, y). All wap’s (i, j) of useful polynomials F(x, y) satisfy 0 i < a and 0 j  q − 2.
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useful polynomials, we say that (i1, j1) dominates (i2, j2) (and we denote it by (i1, j1)  (i2, j2))
if there exists a monomial xβyα ∈M such that, after expression of the monomial xβ+i2yα+j2
in the basis M, the wap of this expression (according to (7)) is (i1, j1). For example, (β + b,0)
dominates (β, a − 1). To see it, we consider the equality xβya = y(xβya−1) which implies that
the wap of xβya dominates the wap (β, a − 1) of xβya−1. It remains to prove that the wap of
xβya is (β + b,0) and this is easily done by use of (2).
The dominance relations induced on wap’s by H(X,Y ) = Y 4 + Y + X5 are represented in
Fig. 1 for F = F24 . We call this figure the wap’s dominance graph of H over F24 . In this graph,
the indexing of nodes is by monomials m = xβyα , which is more suggestive than an indexing by
the corresponding wap’s (β,α). In the sequel, the node of index xβyα will actually represent all
elements of R with wap equal to (β,α).
The multiplication by x is represented in the dominance graph by an upward movement along
a vertical edge and the multiplication by y is represented by an upward movement along an
oblique edge. To keep a clean picture, the edges between xβya−1 and xβ+b are stippled. The
structure of this graph is a poset (partially ordered set) structure [8]. It is not a lattice because
in general, two nodes may have several greatest lower bounds and several lowest upper bounds.
The value of ρ(xβyα) = 4β + 5α is also indicated in Fig. 1.
Let I be an ideal in R and let Σ(I) be the set of wap’s that are achievable by the elements of I .
Obviously, (i, j) ∈ Σ(I) and (i′, j ′)  (i, j) imply (i′, j ′) ∈ Σ(I) so that Σ(I) is completely
characterized by the set σ(I) of its minimal elements. In particular, σ(I) contains at most one
wap for each value of j between 0 and a − 1 so that |σ(I)| = a′ is  a. See, for example, [2,3,
6–8] for further information.
In this context, the interpretation of an error locating algorithm [2,6,7,9,10] for a Ca,b-code
is simple. Such an algorithm has to specify the ideal I ⊆ R of the error locating polynomials by
the enumeration of the wap’s (i, j) ∈ σ(I) and, for each such wap, of a polynomial F ∈ I that
achieves this wap.
3. Extension of the error locating basis
Let I be the error locator ideal of R corresponding to the channel error e and let σ(I) be as in
Section 2. For each (i, j) ∈ σ(I), let Fj (x, y) =∑a−1s=0 φ(s)j (x)ys be an element of I , produced
by the error locating algorithm, that achieves the wap (i, j) ∈ σ(I). Let J = {j1, . . . , ja′ } be
the set of j for which there exists (i, j) ∈ σ(I). It satisfies |J | = |σ(I)| = a′  a. Define B to
be the set {Fj (x, y) | j ∈ J }. It is called a basis [11, p. 35] of the ideal I of R. Note that this
type of basis should not be confused with the basis of a vector space. Finally, denote by J the
complement of J in {0, . . . , a − 1} and by | · | the cardinality of a set. An extension Bext of B is
produced by the following algorithm A1 where yFj and yFj−1 are reduced modulo H(x,y) to
get a result of degree < a in y and where the indices j + 1 are reduced modulo a.
Bext = B;
while 0 ∈ J ,
j = max(J ), Fj+1 = yFj , Bext = Bext ∪ Fj+1,
J = J ∪ {j + 1}, J = {0, . . . , a − 1}\J ,
end;
while J = ∅,
j = min(J ), Fj = yFj−1, Bext = Bext ∪ Fj ,
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end;
We now give an example. Let F24 = F2(γ ) with γ 4 +γ +1 = 0, let H(X,Y ) be Y 4 +Y +X5
and let Γ be the set of 60 solutions (X = ξ,Y = η) ∈ F224 with ξ = 0 to H(X,Y ) = 0. On this Γ ,
we construct an (n = 60, k = 18, d  37) AG code over F24 . We then assume that a received word
Fig. 1. The dominance graph over F24 induced by Y
4 + Y + X5.
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r satisfies r(ξ, η) = 0 for all (ξ, η) ∈ Γ with the exception of the 18 points given in Fig. 2. The
error locating algorithm [2,6,9] produces the Gröbner basis B = {F2,F3} for the error locating
ideal I . Its elements are
F2(x, y) = 1 + γ 14x + γ 2x2 + γ 2x3 + γ 8x4 + γ 3x5 + γ 7x6 + γ 13x7
+ y(γ 6 + γ 6x + γ 3x2 + γ 4x3 + γ 6x4 + γ 4x5 + γ x6)
+ y2(γ 3 + γ 3x + γ 3x2 + x3 + γ 10x4 + x5)
+ y3(γ 11 + γ 13x + γ 6x2 + γ 10x3),
F3(x, y) = γ 10 + γ 2x + γ 6x2 + γ 12x3 + γ 13x4 + y
(
γ 3 + γ 14x + γ x3)
+ y2(γ 4 + γ 12x + γ x2)+ y3(1 + x). (8)
Note that B = {F2,F3} is not reduced in the sense of [12, I, Definition (3.5)]. With ρ(xiyj ) =
4i + 5j , the wap’s of F2 and F3 are (5,2) and (1,3), respectively, whence the indices, 2 and 3,
of these polynomials. The corresponding sets J and J are J = {2,3} and J = {0,1}. The
successive steps of A1 are
– Bext = {F2,F3}, 0 ∈ J , max(J ) = 3,
– F0 = yF3, Bext = {F0,F2,F3}, J = {0,2,3}, J = {1},
– |Bext| = 3 < a = 4, 0 ∈ J , min(J ) = 1,
– F1 = yF0, Bext = {F0,F1,F2,F3}, J = {0,1,2,3}, J = ∅.
The polynomials F0 and F1 produced by A1 are given by
F0(x, y) = x5 + x6 + y
(
γ 5 + γ 8x + γ 6x2 + γ 12x3 + γ 13x4)
+ y2(γ 3 + γ 14x + γ x3)+ y3(γ 4 + γ 12x + γ x2),
F1(x, y) = γ 4x5 + γ 12x6 + γ x7 + y
(
γ 4 + γ 12x + γ x2 + x5 + x6)
+ y2(γ 5 + γ 8x + γ 6x2 + γ 12x3 + γ 13x4)+ y3(γ 3 + γ 14x + γ x3), (9)
and their wap’s are (i0, j0) = (6,0) and (i1, j1) = (6,1).
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j=0 φ
(j)
 (x)y
j
, 0    a − 1, in the error locating ideal I . For each , the second element
of the wap associated to F is  and the first element i of this wap is minimal in the following
sense: there does not exist in I any polynomial F with a wap equal to (i′, ) with i′ < i.
Since the a polynomials of Bext are of formal degree a − 1 in y, it is possible to associate to
Bext the a × a matrix Z(x) having the polynomial φ(j) (x) in position (, j), 0  , j  a − 1.
In the next section, we show that, after proper refinement, the determinant z(x) of Z(x) can be
used to compute the aggregate error locator Λ(x). In the example above, z(x) is given by
z(x) = x18 + γ 5x17 + γ 11x16 + γ 3x15 + γ 13x14 + γ 9x13 + γ 9x12 + γ 3x11
+ γ 8x10 + γ 12x9 + γ 8x8 + γ 13x7 + γ 3x6 + γ 10x5 + γ x4 + γ 11x3
+ x2 + γ 11x + γ 9. (10)
4. The matrix Z(x) and Λ(x)
Let I be the error locating ideal for the error e in a received word r = v + e with v ∈ C. Let
Σ(I) be as in Section 2 and let Δ(I) be the set of wap’s that are not in Σ(I). It is known [3,6,7]
that the cardinality |Δ(I)| of Δ(I) is equal to the Hamming weight of e.
Let Fj =∑a−1s=0 φ(s)j (x)ys be the element of index j in the set Bext constructed in Section 3,
and denote the degree of φ(s)j (x) by d
(s)
j . With this notation, the wap of Fj is (d
(j)
j , j).
Remark 1. In the sequel, given a real number w, we denote by w and w, respectively, the
largest integer  w and the smallest integer  w. When w is not an integer, w is equal to
w + 1.
Lemma 1. For s < j , d(s)j is  d
(j)
j +(j − s)b/a and for j < s, d(s)j is  d(j)j −(s − j)b/a.
Proof. The fact that (d(j)j , j) is the wap of Fj implies ad
(s)
j + bs < ad(j)j + bj for s = j . This
can be rewritten as
d
(s)
j < d
(j)
j + (j − s)b/a for s = j. (11)
Since (a, b) = 1 and |j − s| is < a, (j − s)b/a is not an integer, which implies the announced
formulas. 
Remark 2. A square a × a polynomial matrix is said to have a dominant diagonal (in the first
sense) if in one of its a! diagonals, the product of the elements has a strictly larger degree than the
product of elements in any other diagonal. In this context, the degree of 0 is assumed to be −∞.
A polynomial matrix with a dominant diagonal has a nonzero determinant. A similar notion can
be used for a square a × a matrix over Z ∪ {−∞}. Such a matrix is said to have a dominant
diagonal (in the second sense) if in one of its a! diagonals, the sum of the elements is strictly
larger than the sum of elements in any other diagonal.
Let us associate to an a × a polynomial matrix, the matrix of the degrees of its entries. The
first matrix has a dominant diagonal in the first sense, if and only if the second matrix has a
dominant diagonal in the second sense.
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It is a nonzero polynomial and its actual degree is equal to the number of channel errors.
Proof. To prove that z(x) is not zero, we prove that the principal diagonal of Z(x) is dominant
in the first sense or, equivalently, that the principal diagonal of the a × a matrix D with d(s)j as
(j, s) entry for 0 j, s  a − 1, is dominant in the second sense.
Let D be the matrix having d(j)j in position (j, j) and the upper bound from Lemma 1 on
d
(s)
j in position (j, s) for j = s. If the principal diagonal of D is dominant, then, a fortiori, the
principal diagonal of D will be dominant. From Lemma 1 and Remark 1, for 0 j  a − 1, the
j th row of D has the form
[
d
(j)
j + (j − 1)c + 1, . . . , d(j)j + c + 1, d(j)j , d(j)j − c, d(j)j − 2c, . . . , d(j)j − (a − j)c
]
,
(12)
where c denotes b/a. Obviously, by addition of a same number to the elements of a row or a
column of a matrix over Z with a dominant diagonal, one obtains a new matrix with the same
dominant diagonal. Hence, if such a transformation of D produces a matrix where the principal
diagonal is dominant, then D is also a matrix where the principal diagonal is dominant since it is
obtained from the new matrix by the inverse transformation.
To obtain from D a matrix for which the principal diagonal is obviously dominant, we apply
the following transformations:
(1) For j = 0, . . . , a − 1, subtract d(j)j − (a − j)c from the j th row of D.
(2) For j = 0, . . . , a − 1, subtract (a − 1 − j)c from the j th column of D.
(3) Add 1 to the last row.
The final matrix is⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0 0
1 1 0 · · · 0 0
1 1 1 · · · 0 0
...
...
...
. . .
...
...
1 1 1 · · · 1 0
1 1 1 · · · 1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
and its principal diagonal is dominant. From the previous arguments, the principal diagonal in
D is also dominant. Hence, from the comment after Remark 2, the principal diagonal of the
polynomial matrix Z(x) is also dominant and the determinant z(x) of Z(x) is nonzero. This
concludes the first part of the proof.
It remains to be proved that the degree of z(x) is equal to the number of channel errors. This
is done by consideration of the dominance graph associated to the curve H(X,Y ) = 0. Remark
first that Fj (x, y) ∈ Bext is the nonzero polynomial of lowest x-degree among the polynomials in
I having a wap the second element of which is j . Let i(j) be this minimal x-degree. For fixed j ,
the wap’s of type (i, j) in Δ(I) are (0, j), (1, j), . . . , (i(j) − 1, j) and their number is i(j).
Hence, |Δ(I)| is equal to ∑a−1j=0 i(j). The discussion in the first part of the proof has showed
that this sum is the degree of the (principal) dominant diagonal of Z(x), which is equal to the
degree of z(x). Since |Δ(I)| is equal to the number of errors, this proves the second part of the
lemma. 
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The determinant z(x) of the matrix Z(x) is divisible by (x − ξ)p .
Proof. The fact that any element of Bext ⊆ I is zero for x = ξ and y = η for  = 1, . . . , p is
readily expressed by
Z(ξ)
⎡
⎢⎢⎣
1 · · · 1
η1 · · · ηp
...
. . .
...
ηa−11 · · · ηa−1p
⎤
⎥⎥⎦= 0. (13)
Since the rank of the Vandermonde matrix in (13) is p, the rank of Z(ξ) is  a − p and there
exists a matrix A of determinant 1 over F such that AZ(ξ) has its last p rows equal to zero. So,
the elements z∗i,j (x) in position (i, j) of AZ(x), are divisible by (x − ξ) for the last p values of i.
Since the last p rows of AZ(x) are divisible by (x − ξ), the determinant of AZ(x) is divisible
by (x − ξ)p and since AZ(x) and Z(x) have the same determinant, the theorem is proved. 
By Lemma 2, we know that the actual degree of z(x) is equal to the number of channel errors
and by Theorem 1, we know that z(x) is divisible by (x−ξ)p if the aggregate of index ξ contains
p errors. The next theorem is then obvious.
Theorem 2. The polynomial z(x) satisfies
z(x) =
∏
ξ
(x − ξ)n(ξ), (14)
where n(ξ) is the number of channel errors in the aggregate of index ξ .
The polynomial z(x) in (14) may have multiple roots while
Λ(x) =
∏
n(ξ)1
(x − ξ) (15)
has the same roots as z(x) but with no multiple root. Let us give a method to compute it from
z(x) in the case where F has characteristic 2: F = F2m .
Lemma 3. Define z1(x) to be the gcd of z(x) and its derivative z′(x). For any ξ ∈ F, let μ(ξ)
be equal to n(ξ) for even n(ξ) and to n(ξ) − 1 for odd n(ξ). The largest power of (x − ξ) that
divides z1(x) is μ(ξ).
Proof. Write z(x) = (x − ξ)n(ξ)zξ (x) with zξ (ξ) = 0. By derivation, one obtains
z′(x) = n(ξ)(x − ξ)n(ξ)−1zξ (x) + (x − ξ)n(ξ)z′ξ (x). (16)
For odd n(ξ) (and even n(ξ) − 1) the largest power of (x − ξ) that divides z′(x) is n(ξ) − 1
because zξ (x) is not divisible by (x − ξ). For even n(ξ), the largest power of (x − ξ) dividing
z′(x) is obviously  n(ξ). Since z(x) is not divisible by (x − ξ)n(ξ)+1, the largest power of
(x − ξ) in z1(x) is n(ξ). 
Since all factors (x − ξ) appear in z1(x) with an even power, z1(x) is an even polynomial
z1(x) =∑i z1,ix2i equal to (z∗1(x))2 with z∗1(x) =
∑
i z
2m−1
1,i x
i
. We write this as z∗1(x) =
√
z1(x)
and Λ(x) can be produced by the algorithm A2:
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(
Λ(x), dΛ(x)/dx
)
;
while z1(x) = 1,
z∗1(x) =
√
z1(x); Λ(x) = Λ(x)/z∗1(x);
z1(x) = gcd
(
Λ(x), dΛ(x)/dx
)
;
end;
Similar algorithms also exist when the characteristic of F is > 2. For example, in characteristic 3,
A2 becomes
Λ(x) = z(x); z1(x) = gcd
(
Λ(x), dΛ(x)/dx, d2Λ(x)/dx2
)
;
while z1(x) = 1,
z∗1(x) = 3
√
z1(x); Λ(x) = Λ(x)/z∗1(x);
z1(x) = gcd
(
Λ(x), dΛ(x)/dx, d2Λ(x)/dx2
)
;
end;
Λ(x) = Λ(x)/gcd(Λ(x), dΛ(x)/dx);
where the while loop produces a Λ(x) with roots of multiplicity  2 and the last step produces a
Λ(x) with simple roots.
In algebraic terms, Λ(x) is the generator of the radical [14] of I ∩ F[x]. For the situation
corresponding to Fig. 2, it has to satisfy
Λ(x) =
∏
∈L
(
x − γ ),
with L= {0,1,2,3,4,5,6,8,10,12,14}. This is easily verified from (10).
5. Computation of error values by means of Λ(x)
The error vector e = [e(ξ1, η1), . . . , e(ξn, ηn)] can be computed with the use of Λ(x). To make
this explicit, we define
e(α)(ξ) =
∑
η∈Y(ξ)
ηαe(ξ, η), 0 α  a − 1, (17)
where Y(ξ) denotes the set {η | (ξ, η) ∈ Γ }, and
e(α) = [e(α)(ξ1), . . . , e(α)(ξν0)
]
, 0 α  a − 1, (18)
where ξ1, . . . , ξν0 are the indices of the nonempty aggregates of Γ . We also define H0 to
be the q − 1 × ν0 matrix with (ξs+1)r in position (r, s), 0  r  q − 2, 0  s  ν0 − 1,
and s(xβyα) to be the scalar product of e with [ξβ1 ηα1 , . . . , ξβn ηαn ]. With these notations, s α =
[s(yα), s(xyα), . . . , s(xq−2yα)]T is equal to H0( e(α))T . In general, the last elements of s α are
still unknown at the end of the error locating step but they are easily obtained as noted in Sec-
tion 1.
Since the relationships s α =H0( e(α))T are quite similar to the expression of the syndrome
of a Reed–Solomon codeword, we propose to compute the vectors e(α) from the vectors s α
by Forney algorithm [13] with the help of Λ(x). After that, we shall compute the components
e(ξ, η) of e by solving small Vandermonde systems (17). This method is more natural when the
designed minimum distance d = n − k + 1 − g of the code is  q − 1, so that the number t
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number of aggregates that contain errors and the weights of the ν0-tuples e(α) are then a fortiori
< (q − 1)/2. In this case, one may use, for α = 0, . . . , a − 1, the first 2t components of s α and
the aggregate error locator Λ(x) to obtain, by Forney algorithm [13], the nonzero components of
the a vectors eα . (Note in passing that the error locator used in [13] is the reciprocal of the one
used here.) At the end of this computation, one has at disposal, for any ξ , the a-tuple
e(ξ) = [e(0)(ξ), . . . , e(a−1)(ξ)], (19)
and the computation of e(ξ, η) for all η is done from (19) by easy inversion of a (possibly redun-
dant) small Vandermonde system (17).
In the general case where 2t is > q − 1, the reader will check that the presented algorithm
is still valid if the (q − 1)-tuple s α is extended by repetition of itself, up to the point where it
contains a number of elements equal to the minimum of 2t and 2(q − 1). In this case, another
possible approach is to use the inverse, computed once for ever, of the matrix of the first ν0 rows
of H0, and to compute the components of the vectors e(α) from the equations s α =H0( e(α))T .
6. Conclusion
A method has been described to compute the aggregate error locator of a received word in an
AG code defined over a Ca,b-curve. As an application, this locator was used in the error value
computation step of the decoding in a way that easily leads to parallel implementation. At least
for small d , each of the a syndrome vectors s α can indeed be profitably treated as a syndrome
vector of a noisy Reed–Solomon codeword with the same error locator Λ(x), to produce an
error vector e(α). The computation of the actual errors in the received AG codeword is then
obtained by inversion of Vandermonde matrices of size a × a. For many curves, the number of
different such a × a matrices is small and this may simplify the implementation. For example,
with the curve Y 4 + Y + X5 = 0 over F24 , there are only three different such matrices because
there are only three different set Y(ξ). These three sets are {γ, γ 2, γ 4, γ 8}, {γ 6, γ 7, γ 9, γ 13} and
{γ 3, γ 11, γ 12, γ 14}.
Since the condition 2t < q − 1 is more frequently satisfied for codes constructed on a Ca,b-
curve when a is small, the method of Section 5 is expected to be particularly useful for hyperel-
liptic codes.
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