Abstract-Information on the changing land surface is required at high spatial resolutions as many processes cannot be resolved using coarse resolution data. Deriving such information over large areas for Landsat data, however, still faces numerous challenges. Image compositing offers great potential to circumvent such shortcomings. We here present a compositing algorithm that facilitates creating cloud free, seasonally and radiometrically consistent datasets from the Landsat archive. A parametric weighting scheme allows for flexibly utilizing different pixel characteristics for optimized compositing. We describe in detail the development of three parameter decision functions: acquisition year, day of year and distance to clouds. Our test site covers 42 Landsat footprints in Eastern Europe and we produced three annual composites. We evaluated seasonal and annual consistency and compared our composites to BRDF normalized MODIS reflectance products. Finally, we also evaluated how well the composites work for land cover mapping. Results prove that our algorithm allows for creating seasonally consistent large area composites. Radiometric correspondence to MODIS was high (up to ), but varied with land cover configuration and selected image acquisition dates. Land cover mapping yielded promising results (overall accuracy 72%). Class delineations were regionally consistent with minimal effort for training data. Class specific accuracies increased considerably ( 10%) when spectral metrics were incorporated. Our study highlights the value of compositing in general and for Landsat data in particular, allowing for regional to global LULCC mapping at high spatial resolutions.
I. INTRODUCTION
R EMOTE sensing based information on land use and land cover change (LULCC) is required at spatial resolutions higher than those currently available from existing global land cover products [15] , [40] . This is because many LULCC processes, such as logging, deforestation, land abandonment or urban sprawl, represent critical drivers of global environmental change, but occur at spatial scales that cannot be resolved with coarse resolution data in many areas of the world. This is specifically true for many regions in Africa or South-East Asia, Manuscript received August 11, 2012 ; revised October 12, 2012 ; accepted October 23, 2012 . Date of publication January 18, 2013; date of current version September 20, 2013 . This work was funded by the Belgian Science Policy, Research Program for Earth Observation Stereo II, contract SR/00/133, as part of the FOMO project (Remote sensing of the forest transition and its ecosystem impacts in mountain environments).
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where fine scale processes and patterns prevail. The global Landsat archive allows for reconstructing LULCC back to the 1970s and therefore has become an integral component of global LULCC research [10] , [34] . Despite large amounts of Earth Observation (EO) data available at spatial resolutions of 20 to 50 m (in the following referred to as high spatial resolution), land cover and LULCC products with such spatial detail are commonly not available across large areas [15] . The reason for this is that mapping and monitoring of land cover across large regions at high spatial resolutions still poses unique challenges [39] . These challenges partly relate to the spatial detail of Landsat, which comes at the cost of a relatively small swath. A great number of Landsat footprints are therefore often needed for a full regional coverage. Additionally, phenologically and radiometrically consistent datasets are required when analyzing LULCC and complex changes in vegetation cover in particular [36] . This is not easily feasible, considering that Landsat has a repeat frequency of 16-days and thus might only provide few or not even a single unclouded scene per growing season in many areas [28] . Data availability is further aggravated by discontinuities in image archives, as well as data or sensor related errors (e.g. the scan line correction (SLC) failure of Landsat 7 after May 2003 Arvidson et al. [2] ). Thus, conceptually more advanced approaches have to be developed to allow for robust mapping and monitoring at high spatial resolution over large areas.
In many studies where land cover has been mapped at high resolution over large areas, unsupervised and/or supervised classification methods are used, requiring considerable user interaction and thus limiting the potential for automation [21] , [38] . Land cover products at Landsat resolution also are available for Europe (CORINE land cover, [20] ). However, CORINE data are derived through interpretation and digitization of Landsat data, have very high production costs and are limited to a minimum mapping unit of 25 ha [13] . A number of operational land cover monitoring approaches using Landsat data over regional to continental scales have been developed in Australia prior to the opening of the USGS Landsat archive [6] , [16] , [17] . Some studies have investigated the potential of transferring classification models across space or generating training data for an unclassified image from the overlap with an existing classification [30] , [37] , [53] . More recently, different groups have investigated the potential of exploiting annual time series of Landsat data for enhanced process understanding in forest ecosystems [22] , [29] . However, existing approaches for large area mapping with Landsat data have only limited potential for automation, work only for simple class separation problems or are thematically restricted to certain environments. Therefore, further improvements in large area mapping methods are required [9] .
Image compositing offers opportunities to overcome restrictions in data availability and to improve large area mapping and monitoring at the same time. Compositing was originally developed for wide-swath sensors that frequently provide global coverage. New image datasets are created by selecting one specific observation from numerous acquisitions or averaging spectral values. For coarse resolution sensors, such as AVHRR, the main purpose was to reduce the influence of clouds on the signal. Most commonly, simple decision rules were applied, such as the maximum/minimum band value or NDVI [8] , [9] . More advanced compositing approaches additionally take a pixel's view angle into account [47] , [52] . However, compositing was not often considered when working with high resolution data, mostly due to high data costs and processing constraints. Recent developments therefore encourage image compositing for Landsat data. These include a changed data policy (i.e. free data access-Loveland and Dwyer [34] ), enhanced preprocessing algorithms leading to improved standard image product quality [7] , [54] and advances in storage and computational resources [41] , [44] . These developments will also affect future satellite missions beyond Landsat-8, such as Sentinel-2, which will most likely adapt to these standards [12] .
Pixel-based compositing (PBC) of high-resolution optical imagery, as opposed to scene-based compositing or mosaicking, offers advantages for large area LULCC analysis. Global analysis models can be based on a single, homogeneous and cloud free dataset that ideally provides a consistent radiometric response across large areas [19] . As all unclouded observations per pixel are extracted from the Landsat archive, different image metrics can be generated as valuable byproducts of the compositing process. Such metrics can for example be produced to capture relevant phenologic states in the seasonal cycle of vegetation or can correspond to descriptive statistics that provide a measure of average spectral response or spectral variability [18] . Above all, the change from a scene based-to a pixel-based perspective yields several improvements:
• analyses are no longer restricted to a few "best" images, where low cloud cover often had to be favored over seasonally suited acquisitions • the artificial partitioning into footprints can be overcome • the entire image archive can be exploited and partially useful image areas (e.g. in SCL-off data) can easily be included • observation frequency is increased as pixels unaffected by clouds can be incorporated from cloud contaminated images • observation frequency is additionally increased by across track overlap exploitation Taking these considerations into account, PBC emerges as a valuable tool for large area applications using high resolution optical data. First examples of Landsat large area image composites have recently been produced to map boreal forest change in Russia or to monitor deforestation in tropical Africa [42] , [43] . For the area of the United States, composited ETM+ top-of-atmosphere imagery has recently been made available via a web interface [46] . Existing approaches, however, either rely on evaluating a single, often spectral criterion, do not utilize surface reflectances or do not retain all spectral bands at the original 30 m resolution of Landsat data. In this paper we present a compositing algorithm that takes advantage of state-of-the-art Landsat pre-processing and that can be flexibly parameterized to user-specific needs. Most importantly, we may optimize a compositing product for specific process and change regimes, varying applications and different geographic regions. Accordingly, our objectives were to: 1) Develop an algorithm that generates cloud free, radiometrically and phenologically consistent Landsat composites, based on flexible rule sets for pixel selection 2) Evaluate the radiometric consistency of the output composites with respect to MODIS BRDF normalized reflectance products 3) Assess the suitability of the composites and the surplus value of spectral variability byproducts from compositing for regional land cover mapping
II. METHODOLOGY

A. Data Used and Test Region
We developed our algorithm and evaluated the outputs over a region in Eastern Europe covered by 42 Landsat World-Reference-System-2 footprints (Fig. 1) . The test region features mountainous terrain with elevations of up to 2,600 m in the Carpathian Mountains, as well as the lowlands of the Pannonian Basin, extending towards the South and the Adriatic Sea. For the detailed assessment of radiometric consistency, 10 sub regions of 60 60 km were selected. These sub regions were purposefully located in the central part of the study region and within scene overlaps. They were chosen to represent a broad variety of land cover configurations (Fig. 1) . The region features a temperate-continental climate with increasing maritime influences towards the southwest. The forests in the region comprise coniferous mixed and deciduous forests. Coniferous forests are mostly dominated by Norway spruce (Picea abies) and silver fir (Abies alba) and deciduous forests feature European beech (Fagus sylvatica), pedunculate oak (Quercus robur), hornbeam (Carpinus betulus) and lime (Tilia cordata). The regional growing season begins in April and ends in October, but varies over elevation ranges and in response to annual rainfall variability [45] .
We here aimed at producing image composites for three years, i.e. 2000, 2005 and 2010. Such even spaced, nominal dates are commonly used for quantifying LULCC [32] . Available imagery in the Landsat archive was not sufficient to achieve a full coverage from yearly data for each of these years. We therefore considered imagery acquired within two years of the respective year for compositing. To differentiate between the five year interval composites and the actual acquisition date of the respective data set used in the compositing, we hereafter refer to 2000, 2005 and 2010 as "target years". We used all available precision terrain corrected (L1T) Landsat TM and ETM+ imagery with less than 70% cloud cover from the USGS Landsat archive (Table I) . Images acquired between mid-November and mid-February were excluded to avoid the prevalent snow coverage, low sun elevation angles and shadowing, and consequently poor signal-to-noise-ratio.
We additionally acquired MODIS reflectance data to assess the consistency of spectral responses in Landsat composites. We considered MODIS surface reflectance to be a state of the art, large area image product that provides consistent spectral reference across space. We used the BRDF-adjusted, 16-day surface reflectance product (MCD43A4) with 500 m spatial resolution for 6 spectral bands to assess the radiometric response of our results. For this product, spectral responses are normalized to nadir viewing geometry, thus view-angle related effects are minimized [35] . Despite varying spatial resolutions, MODIS and Landsat data are well suited to be compared spectrally, as their equatorial overpass times are similar [25] , both sensors have comparable spectral bands with corresponding center wavelengths [7] . Furthermore, the atmospheric correction algorithm applied to MODIS data is similar to the correction method applied to the Landsat data in this study [36] .
B. Pre-Processing
We atmospherically corrected all input images, converting digital numbers into surface reflectance to assure comparability of results across different Landsat sensors, footprints and acquisition dates. We used the Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) algorithm to perform the correction [36] . The algorithm uses the Second Simulation of the Satellite Signal in the Solar Spectrum (6S, [49] ) radiative transfer model in a similar manner as used to correct MODIS imagery. Surface reflectance bands 1-5 and 7 were used for further analysis at the original 30 m spatial resolution. Cloud masks were subsequently developed for all images using the FMASK algorithm [55] . The FMASK approach is an extended and improved rule-based method of the automated cloud cover assessment system (ACCA, [26] ). Parameters such as cloud probability thresholds were set to conservative values to capture as many clouds and cloud shadows as possible. Additionally, we developed distance images providing the distance of each pixel to the next cloud or cloud shadow. All data was subsequently re-projected to Lambert Azimuthal Equal Area (LAEA) with a European Terrestrial Reference System 89 (ETRS89) datum so that imagery from different UTM zones can be composited into one single output dataset.
C. Image Compositing
As image frames of individual footprints are always shifted against each other, the greatest possible spatial extent of all inputs was determined and tile-wise parallel processing subsequently used. All data that spatially overlapped was extracted based on a tile-wise bounding-box test and the potentially unclouded observations according to the cloud masks were extracted.
During compositing, all available observations of a given pixel are assessed regarding their suitability for the composite. This assessment can be based on different parameters, for which a score is calculated for each available observation. The weighting of these parameter scores is obtained regarding the respective objectives pursued, e.g. with a high scoring weight on the day-of-year in the leaf-on season in case of temperate forests analysis. Subsequently, scores are summed up, and the spectral values of the observation with the highest score are written into the composite. All other available observations are used to produce spectral variability metrics. In the following section we describe the development of the parameter score functions.
We implemented a parametric weighting scheme to assess the suitability of observations, based on score functions for three parameters: (1) acquisition year (i.e. annual suitability), (2) acquisition day-of-year (DOY-seasonal suitability), as well as (3) the distance of a given pixel to the next cloud (risk of remnants of atmospheric disturbances). Compositing images from different dates and years requires considering the trade-offs between inter-and intra-annually matching acquisition dates, i.e. potential land cover changes and phenologic effects. As we focused on generic land use and land cover mapping, we aimed at producing composite datasets representing the seasonal period of main photosynthetic activity (i.e. a leaf-on state) and therefore first needed to assess the favored seasonal window.
We did this by first extracting all imagery from 1999 to 2011 available for selected areas with high data availability. From these, we selected three largely cloud free reference images for the target years (dashed vertical lines in Fig. 2(a) ), and as close as possible to the middle of the year (DOY 183), which is an approximation of the peak photosynthetic activity in our study region. We then assessed how well all other images spectrally corresponded to these reference images. This assessment was based on stable broadleaf or mixed forest areas (i.e. areas with climate-dependent phenology). We then correlated shortwave infrared (SWIR-band five) reflectances of these areas for unclouded pixels in each image with reflectances in the respective reference image (target year two years). We based this assessment on SWIR reflectance, which has been shown to be temporally more stable than near infrared (NIR), e.g. against understory or other background signal [10] . Fig. 2(a) shows the temporal variation of the correlation coefficient over time with a seasonal pattern becoming apparent for individual years.
We finally used an of 0.8 as a cut-off criterion to provide seasonally comparable observations and derived the median and standard deviation of these images. The resulting all year median DOY (193 or July 12th) was employed to anchor a Gaussian scoring function (Fig. 2(b) ) with the resulting standard deviation for all images with an higher than 0.8 (34 days). We used this function to evaluate the seasonal suitability (i.e. DOY) of all images for all years according to (1) : (1) where denoted the all year DOY standard deviation, is the target DOY and is the DOY for a given acquisition. Next, we defined a preferred seasonal window to ensure favoring a certain range of DOYs within the target year over a more central DOY of previous or subsequent years. On the one hand, favoring an optimum DOY over choosing a pixel from the central target year is reasonable, as yearly phenological cycles largely drive image statistics in a central European setting. This implies that the DOY criterion is more important than the year itself. On the other hand, extending the number of years considered during compositing increases the likelihood of including land cover changes in the output datasets. Intra-annual NDVI profiles from MODIS data and field experience proved that images acquired within 30 days from the median DOY always related to phenological states of photosynthetic peak activity for forest areas. The peak of intra-annual NDVI profiles examined for deciduous and mixed forests always occurred within this seasonal window. During the selection of acquisition dates, a 30 day offset to the median DOY was therefore always favored over images acquired later or earlier than the target year. About 15 days around this central window of peak phenology, some of the regions' forest stands appeared to be in a slightly pre-peak phenologic state or already showed first signs of senescence. Therefore, we estimated a DOY offset of 45 days to be a suitable threshold to delineate the secondary period of main photosynthetic activity for temperate forests encountered in our test region. To balance the risk of including non-peak phenology (larger DOY offset) against the risk of including potential land cover changes (greater with increasing temporal offset from the target year), acquisitions from within 45 days of the target DOY (i.e. May 28th and August 26th) should always be favored over images acquired two years from the target year. We therefore assessed the difference in the DOY score for 30 and 45 days (Fig. 2(b) ) and constructed a piecewise linear year scoring function ( Fig. 2(c) ).
We scored a pixel's distance to clouds or cloud shadows based on a sigmoidal function in conjunction with a user defined value defining the minimum required distance to clouds/shadows. Examination of Landsat images with different atmospheric conditions indicated that many pixels directly adjacent to clouds are not always identified as such during cloud masking, but may still be strongly affected by neighboring clouds. While this influence can be assumed to decrease exponentially with increasing distance from clouds, the minimum required distance is not easily derivable from the input imagery alone. Therefore, this value needs to be defined depending on the abundance of imagery, providing more conservative (i.e. higher) values if lots of imagery is available and lower values in cases where imagery is relatively scarce. For this study we defined a minimum required distance of 50 pixels (dashed line in Fig. 2(d) ), as a compromise between falsely excluded clear pixels and including undesired observations (e.g. affected by water vapor or haze). All pixels that were located closer to clouds than 50 pixels obtained a score according to (2) : (2) Where indicates a given pixels distance to clouds, is the defined minimum required distance, is the minimum distance of the given pixel observations. As the data still contained some cloud remnants, a threshold based cloud-remnant removal was performed. Thresholds were based on the visible wavelengths' reflectance and the relation between visible, NIR and SWIR bands, yielding the final unclouded observations (hereafter: clear observations).
The provided scores are subsequently summed up with the cloud distance score weighted half of the scores for DOY and year, respectively. Finally all 6 spectral band values of the observation with the highest final score are written into the best observation composite. Should there be several observations with identical final scores, the one closest to the target year is selected. The observation featuring the lower reflectance in the blue band is selected if no winner could be determined during the previous steps, to additionally minimize atmospheric effects.
After the clear observations have been determined, additional datasets and metrics were assembled. Besides the best observation composites, we produced image variability measures and flag images. Spectral variability measures take advantage of all extracted clear observations. Thus they contain implicit information on land cover phenology and spectral-temporal stability. Here, we produced mean, standard deviation and range images for each spectral band. Additionally, we created a band providing the sum of SWIR/NIR bands normalized over the number of clear observations. The flag bands provide information on acquisition date (year and DOY), the number of clear observations, the selected image footprint, the score determined for the best observation as well as winner acquisition sun zenith angle. Table II summarizes the individual outputs produced during compositing and Fig. 3 provides examples of compositing outputs for the target year 2005.
D. Evaluating Annual, Seasonal and Radiometric Consistency
We evaluated the best observation composites for the three target years in terms of annual and seasonal consistency. This evaluation was based on the respective flag images for different cases relating to the decision for a certain acquisition date: The ideal case-1 has a pixel selected from the target year and a DOY within 30 days from the target DOY. The least desirable case would represent a two year offset from the target year and a DOY offset that is greater than 45 days (case-9). Table III provides an overview of the investigated temporal compositing cases.
The evaluation of radiometric consistency was based on the comparison with MODIS reflectance data. We acquired the temporally closest MODIS 16-day composite to the target DOY and year. We then adjusted our best observation composites to 500 m resolution using simple pixel aggregation. To assess how well our PBC outputs corresponded to the MODIS products, we derived band-wise Pearson correlation coefficients and RMSE for the 10 sub regions and the three PBC outputs. We additionally assessed the temporal composition of selected pixels within the sub regions according to the 9 defined cases. We also provided the average number of available clear observations for each subset and PBC output. 
E. PBC-Based Land Cover Mapping
Finally, we evaluated the performance of our composited image products for land cover classification. Land cover mapping performance was assessed using a random forest (RF) classifier [51] and a sample of interpreted randomly sampled points. We sampled a total of 2,000 points randomly with a minimum distance of 1 km to minimize spatial autocorrelation. The samples were then interpreted using VHR imagery along with the original Landsat imagery and ground truth data. We only retained samples if their interpreted land use/land cover did not change between 2003 and 2007, yielding a total sample size of 1,623 points. We aimed at achieving a thematic depth comparable to that of common global land cover products [1] , [3] , [14] . We consequently targeted at separating coniferous forest, mixed forest, deciduous forest, agriculture, grassland, built-up and water. We used a single RF model over the entire test region to assess if the composited input data allows for homogeneous classification results based on one global classification model. We then trained different RF classification models for the entire test region for the 2005 PBC using different input feature stacks: (a) only the best observation composite, and (b) the best observation composite together with the spectral variability metrics. The RF models were trained using 500 individual trees and the number of features at each split was set to the square root of the number of input features [50] . Validation was based on 10-fold cross validation of the interpreted samples, with 10% of the samples left out for the validation of each resulting model that was trained with the remaining 90% of samples [31] . We derived overall accuracies, producer's and user's accuracy as well as kappa statistics.
III. RESULTS
The resulting composites were free of clouds and homogeneous in appearance even though data from different years and different seasons was broadly mixed (Fig. 3(a), (b), (c) ). Between 91% (2010) and 66% (2000) of all pixels consisted of observations acquired within the respective target year (Table IV) . No more than 3.5% of all pixels selected during compositing were acquired two years earlier or later than any of the target years. Even though the seasonal range spanned spring to autumn in all three composites, the majority of selected observations captured peak phenology of green vegetation.
Accordingly, between 52% (2000) and 88% (2010) of selected pixels were case-1 pixels, i.e. acquired within the target year and within 30 days of the target DOY (Table V) . For target year 2000, about 14% of pixels were acquired within 45 days of the target DOY (case-2), while the share of case-2 pixels was considerably lower for the other years ( 3%). The distribution of case-4 pixels was relatively even for the 2000 and 2005 result (30% and 29%, respectively) and considerable lower for the 2010 result (8.5%). Thus, seasonal consistency was highest within the 2010 outputs, with more than 96% of pixels acquired within the preferred seasonal window (cases 1, 3, 7) .
The share of pixels with an unfavorable seasonal state (i.e. DOY offset to target DOY 45 days) was below 1% for all PBC outputs. The number of extracted cloud free observations per pixel ranged from one to 114 for the 2005 composite. On average, between 21 (2000) and 39 (2005) unclouded observations were available for each pixel. The number of clear observations was especially increased within the across track overlap areas ( Fig. 3(d) ). For mountainous areas, the number of available unclouded observations was considerably lower (Fig. 3(d) ). These areas also exhibited higher year and DOY offsets (Fig. 3(b), (d) ).
The PBCs resembled spectral and radiometric characteristics of the MODIS 16-day reflectance composites well (Fig. 4) . However, the land cover composition in the sub regions influenced the level of agreement. Forests generally lead to high correlations while spectrally dynamic land cover types, such as agriculture or grasslands, suffered from spectral variation or land cover changes. Second, the visible bands generally exhibited lower correspondence between MODIS and PBC reflectances, presumably due to atmospheric effects. In many cases, this effect seemed to be related to considerable spectral scatter in the MODIS visible bands (e.g. Fig. 4(d), (j) ).
Sub region 1 was strongly dominated by broadleaved and coniferous forests within mountainous terrain (Fig. 4(a), (b) ). (Table VII) . More than 80% of the 2005 result consisted of pixels acquired with at least one year offset. In the case of the 2010 result, 83% of pixels related to case-1. The temporal composition in the 2000 case was more variable with 3% of case-2 and case-3 pixels. The average number of extracted clear observations was relatively low (15) and the corresponding MODIS image lacked more than 50% of observations (Fig. 4(a) ).
Forest dominated sub region 3 is located in mountainous terrain at higher elevations where cloud coverage is frequent (Fig. 4(c), (d) ). Here the year 2000 result had the lowest average number of clear observation available (13) , about 48% of pixels were case-2 observations. The corresponding MODIS data for this period lacked more than 90% of observations. The composition of acquisition dates for the 2000 result covered a wider range of cases and correlations to MODIS bands were comparatively low. The 2005 result ( 74% case-4) achieved higher values in five out of six bands (Fig. 4(d) ), even though the 2010 output consisted to over 98% of case-1 pixels.
Sub region 5 featured mostly agricultural land and grassland and was located at lower elevations (Fig. 4(e) ). Here the 2000 result performed worst in four out of 6 bands, relating to 41% of case-4 pixels and 12% of case-7 pixels. The corresponding MODIS product featured approximately 10% of no data pixels and the number of clear observations was as low as 19. With more than 99% of case-1 acquisitions, the 2010 result achieved the highest correlations to the MODIS bands.
Sub region 6 exhibited a mosaic of grassland and agriculture dominated valleys and forested slopes and ridges over medium elevation terrain (Fig. 4(f) ). For the 2000 result, relatively few acquisitions were available (21) and consequently only 24% of pixels corresponded to case-1, while the majority (68%) were case-4 pixels. About 7% of pixels were acquired within the extended seasonal window. The achieved values were the highest in all bands. The 2010 result contained 21% of case-2 pixels but the 2005 output, with 53% case-4 acquisitions, mostly achieved lower values. Sub region 8 featured a variety of land cover types over a range of elevations. The highest correlations were achieved in the 2005 result (in 5 out of 6 bands) even though one third of pixels were acquired with one year offset to the target year. Most of these pixels were located over forested slopes in the eastern part of the sub region (Fig. 4(h) ). The 2010 result did not achieve high correlations despite of featuring more than 90% of case-1 pixels. Sub region 9 again was strongly dominated by coniferous forests (Fig. 4(i), (j) ). Here the highest overall correspondence to MODIS reflectances was achieved in the NIR bands for the 2005 result (0.92). The 2000 and 2005 results both achieved similarly high correlations and both were composed of more than 90% of case-1 pixels. The NIR and SWIR bands for the 2010 result achieved comparably high correlations and 1/3 of pixels were case-4 observations. Results from the land cover classification underlined the radiometric consistency of the results. The composited imagery is radiometrically stable enough to train and apply a single classification model over the entire region. The achieved overall accuracies (Table VIII) were 65% for the classifications using only the best observation composite (run (a)), and 72% for the run using the variability measures as additional input features (run (b)). There were considerable differences among both classification runs. Overall, the grassland class (training sample size 102) achieved the lowest accuracies with user's accuracies of 14% and 9% for run (a) and run (b) respectively. Forest classes achieved better results. For example the coniferous forest class was validated with a user's accuracy of 54% and 60%, and even higher user's accuracies of 84% and 92% for classification runs (a) and (b), respectively. The mixed forest class showed the weakest performance among the three forest classes with relatively high omission and commission errors. We found considerable improvements in classification accuracies when the spectral variability measures were included as input features. The agriculture, built up and water classes achieved high accuracies in both classification runs and were validated with even higher accuracies when the variability metrics were additionally used. User's accuracies improved by about 10% during classification run (b) for the deciduous and mixed forest as well as the built up classes. Similarly, producer's accuracies improved considerable for mixed forest, grassland and built up classes. It is interesting to note that compositing artifacts related to SLC-off scan line errors were visible in some areas of the land cover map when using only the PBC. However, these artifacts were not visible in the map resulting from the PBC plus the variability measures as inputs. Moreover, the result obtained from only using the PBC as input features appeared to be stronger affected by salt-and-pepper like speckle in the classified image. Also the delineation of built-up areas was spatially more consistent using the PBC and variability measures for the classification (Fig. 5  top) .
IV. DISCUSSION AND CONCLUSIONS
In this paper we describe a new algorithm for pixel based compositing of Landsat data. Our approach takes advantage of automated pre-processing approaches and facilitates generating regional image data sets from the Landsat archive. For selecting the most suitable from all available observations, we implemented a parametric weighting scheme. We described the development of score functions that facilitate homogeneous surface reflectance composites at 30 m resolution. Seasonal and annual consistency was satisfying and complete coverage was achieved even over mountainous terrain with frequent cloud cover.
We further achieved high radiometric correspondence to MODIS reflectance products. The level of correlation varied according to land cover composition. Our results underpin that optimizing phenologic consistency is more relevant to achieve radiometrically consistent composites than using data from the target year itself-at least in a temperate setting. We successfully utilized PBC to map land cover using a relatively small training set. Overall and class specific accuracies improved considerably when spectral variability metrics were additionally provided to the classifier.
With regard to the opening of the Landsat archive and considerable advancements of pre-processing methods, compositing is a logical consequence of these recent developments. Our approach takes advantage of automated procedures for cloud masking [55] and atmospheric correction [36] . These methods allow for full automatization and processing of large volumes of data. Using atmospherically corrected surface reflectance data is a great asset, as relative radiometric normalization is not easily feasible with thousands of input scenes from different years and seasons. Our implementation of the here presented compositing methodology builds on parallel processing capacities and was run on a relatively modest multi-core server. However, the composites were produced within a time window comparable to time invested 10 years ago into manual cloud masking for single scene classifications. The potential to increase the performance using more advanced high performance computing environments (e.g. graphics processing units, cloud computing) thus is considerable [33] .
We base the decision for image selection during compositing on a flexible parametric weighting scheme that evaluates available observations for their suitability. While this decision system can be easily extended to include additional parame- ters (e.g. local solar incidence angle, off-nadir pixel position, etc.), we here focused on three important parameters that are essential for achieving homogeneous composites. Designing the scoring functions for the selection of annual and seasonal acquisition dates appeared most important. We developed these scoring functions empirically based on the available data and knowledge of the regional seasonality. We used intra-annual vegetation profiles from MODIS for validation purposes only. This approach allows to parameterize the temporal score functions independent of the availability of MODIS data and thus also retrospectively for data since the beginning of the Landsat archive. However, the potential of integrating MODIS-scale data for seasonal fine-tuning during compositing or to account for annual variation in phenology is considerable and should be subject of future research. While the performance of the scoring functions in other regions still needs to be evaluated the parameterization can be derived in a similar manner elsewhere. If annual consistency is focal e.g., when analyzing deforestation in quickly regrowing tropical forest regions, the annual weight has to be increased relative to the seasonal weight [5] . Moreover, the weighting scheme can be parameterized to produce datasets tailored for specific mapping applications. For example, a leaf-on vegetation state could potentially be supplemented by a senescent seasonal state to improve the differentiation of forests types [4] . However, as Landsat data is predominantly acquired during the growing season in the temperate zone, the annual window for compositing would have to be increased considerably in order to achieve full coverage when compositing spring or autumn observations.
The results were annually and seasonally overall consistent for all three output composites. The annual consistency was slightly higher for the 2005 and 2010 result. The reason for this is that more images were available during the corresponding time periods, as the long term data acquisition plan was adjusted to compensate for the SLC failure after 2003 [28] . The ability to produce PBCs from the Landsat archive for large areas with surface reflectance at 30 m spatial resolution is a great asset for many applications [48] . Within our results we achieved full regional coverage also for areas with persistent cloud cover. In such cases, the seasonal and annual offset of selected pixels was relatively high to enable a complete coverage (i.e. up to two years offset to the target and possibly DOY offsets greater than 45 days). The corresponding MODIS 16-day products often also lacked many observations within these areas (e.g. Fig. 4(a), (c) ).
Our results showed that PBCs can achieve high radiometric consistency across space and time. In many cases, our results strongly correlated with the MODIS reflectance product even when imagery from different years was used for compositing. Larger shares of pixels with a greater seasonal offset (i.e. greater than 30 days) increased variance in the correspondences between MODIS and aggregated PBC bands. Multi annual imagery was increasingly incorporated into the PBC for mountainous areas with frequent cloud cover where MODIS data did not provide sufficient observations for a given 16-day period (e.g. Fig. 4(a), (c) ). Land cover composition had a marked effect on the correlation between Landsat PBC and MODIS data. We showed that for areas exhibiting a natural phenology (especially forests), seasonal consistency over multiple years is more important than annual consistency (i.e. cases 1, 4 and 7 are more crucial than cases 2, 5 and 8). Areas with spectrally variable and spatially heterogeneous land cover configurations, such as agricultural areas, only achieved high correlations with MODIS data when annual and seasonal acquisition dates were very similar. For these areas, land cover changes (i.e. cropped vs. barren fields) that occurred during the multi-year compositing period considerably decreased spectral correspondence to the MODIS data. Specifically in the case of fine-textured land cover configurations, introducing MODIS point spread functions during aggregation might have influenced our analysis. However, the averaging effect related to introducing the PSF would not have altered the overall results [24] .
As an example for an application using PBCs, we performed a set of land cover classifications. Results showed that the PBCs proved suitable for consistent and easy to implement land cover mapping over large areas. We used a relatively small set of randomly selected and visually labeled samples for training and a generic training strategy of the classification models. Regardless of this simple and straightforward approach, class delineations were consistent across the entire region. Several classes achieved consistently high accuracies over a heterogenous region covered by 42 Landsat footprints. Our training sample was too small to fully characterize all spectral varieties of some heterogeneous classes (e.g. grassland, compare Table VIII) . Nevertheless, results demonstrated what can be achieved with only one iteration of training, based solely on temporarily stable and randomly selected training samples. In the future, training data automation will certainly further improve the classification accuracies [23] , [48] , but was beyond the scope of this paper. As class boundaries are not always easily separable using a single "best" observation, we incorporated spectral variability measures that can be effortlessly derived from the best pixel assessment. Incorporating spectral variability measures led to considerable improvements in mapping accuracies for all classes. Moreover, compositing artifacts resulting from incorporated SLC-off imagery and salt-and-pepper effects are effectively eliminated when including variability metrics in the classification process, as these artifacts do not translate into averaged spectral measurements (Fig. 5 top) . Many classes were delineated with much greater consistency and omission errors were minimized when we provided these additional input features (e.g. built up or mixed forest classes).
Compositing Landsat surface reflectance data provides stable radiometrically consistent data sets across large areas. Such products allow for integrated change classification approaches based on multiple composites, targeted at capturing different points in time. Such a methodology is commonly assumed to outperform other LULCC analysis methods, such as post classification comparison [11] . So far, our methodology exploits the temporal information only partially using the spectral variability measures. More explicit utilization of the temporal context (e.g. seasonally weighted variability measures) from all available unclouded observations per pixel will further enhance information extraction. Future versions of our PBC algorithm will therefore address the potential of different phenology measures and draw on exploiting the feature space available from multiple composites.
Our approach will profit from data continuity through forthcoming satellite missions such as the Landsat Data Continuity Mission and the Sentinel-2 constellation [12] , [27] . Increased image acquisition capabilities and temporal repeat frequencies will provide unique opportunities for cross-sensor compositing and improved process understanding from such integrated data analyses.
