Clustering is one of the most fundamental challenges in data mining. We identified three core problems which turn finding a natural grouping of a data set into a difficult task: First, clusters may exist in arbitrarily oriented subspaces of various dimensionality (also known as correlation clusters). Secondly, the cluster structure may be hidden by noise and outliers. Finally, the number, size and density of the clusters is usually unknown which makes the parametrization of existing approaches very difficult. In this paper, we address these three problems by combining ideas from information theory and blind signal source separation. Our algorithm is inspired by the idea of an active sonar that reveals hidden objects by sending echo pings with various frequencies and from different directions. Analogously, our algorithm SONAR very efficiently generates primitive pre-clusters and considers exactly these pre-clusters as echo pings. Each echo of a ping is a mixture of the signals of the true clusters. Independent component analysis (ICA) allows us to decompose the mixed signals into statistically independent response patterns. We combine the idea of signal de-mixing with the Minimum Description Length (MDL) principle to allow an outlier-robust and parameter-free detection of the true clusters. Extensive experiments demonstrate the following assets of SONAR: Outlier-robust detection of correlation clusters of various density and subspace orientation, requiring no difficult input parameters, and scalability to large data sets.
Introduction
The amount of scientific data is approximately doubling every year [28] . We can not only observe an increase in the amount but also in the complexity of the data. Often, the data are represented by high dimensional sparse feature vectors. Clustering or finding a natural grouping in the data is among the most useful data mining techniques for knowledge discovery from vast amounts of data.
However, the problem of finding meaningful clusters in high dimensional space, also often referred to as correlation clustering or generalized subspace clustering, is very challenging for the following three reasons: First, clusters may exist in arbitrarily oriented subspaces of various dimensionality. Secondly, the cluster structure is often hidden by noise and outliers. Finally, the number, object density and correlation strength of the clusters is usually unknown. These three aspects can already be visualized in 2-dimensional space, cf. Figure 1 .
If we would have a meaningful partitioning of the objects into clusters, we could perform a cluster-wise Principle Component Analysis (PCA) to explore the different correlation patterns. If we would know which correlation patterns exist in the data, we could easily cluster the objects based on this information. However, finding a good clustering as well as finding good subspaces for clustering are both very complex problems. An exhaustive search for clusterings and subspaces is not feasible, since the number of all possible groupings is the number of all possible subsets of objects in the data set, and even worse, the number of arbitrary subspaces is infinite.
Existing approaches to correlation clustering therefore rely on specific assumptions and their result strongly depends on suitable parameter settings. Almost all existing algorithms, e.g. [9, 5, 8] rely on a locality assumption in the original feature space: During the run of the algorithm various local neighborhoods of the data space are subjected to PCA. Based on these intermediate results the final correlation clusters are constructed. We will see that the result of these approaches strongly depends on parameter settings and the presence of outliers. The algorithm CASH [1] does not rely on a locality assumption but requires parameters which are very difficult to estimate, including, e.g. the minimum cluster size and the correlation strength.
In this paper, we propose SONAR, a novel approach to correlation clustering inspired by the principle of an active sonar. For the detection of an object under water an active sonar creates a pulse of sound, often referred to as a 'ping' and then listens for the echo of this ping. The time from transmission to reception of the echo is characteristic for a specific object and allows exactly measuring the position and the size of the object.
Like the objects under water, each correlation cluster has been generated by a different statistical mechanism and thus leaves a characteristic signature, or a characteristic signal in the data. However, we are not able to receive this signal in the full dimensional space. Therefore, we send various simple primitive pre-clusters as pings to the data and listen to the response. From the echo of the pings we obtain some information on the data structure. We then apply independent cluster analysis, a technique inspired from blind signal source separation to extract the true clusters. The major benefits of our novel algorithm SONAR can be summarized as follows:
1. Based on the idea of independent cluster analysis, our algorithm does not rely on any locality assumption in the full dimensional space.
2. Supported by information theory, SONAR automatically discovers the correct number of clusters and their subspaces.
3. The idea of independent cluster analysis guarantees a natural handling of noise and outliers.
Our algorithm is scalable to large databases.
The remainder of this paper is organized as follows: Section 2 introduces our algorithm SONAR in detail. Section 3 provides an extensive experimental evaluation. Section 4 provides a brief survey on related work and Section 5 concludes the paper.
SONAR
The algorithm SONAR consists of three major steps.
• Step 1: Signal Collection (Section 2.1) Question: How to generate pings and listen to the echo?
• Step 2: Independent Cluster Analysis (Section 2.2) Question: How to unmix the signals?
• Step 4: Cluster Identification (Section 2.3) Question: How to determine the number of true clusters?
Signal Collection
In this section, we address the question how to efficiently obtain information on the data structure by sending echo pings to the data. For successful object recognition, echo pings must be sent to the objects from various angles. Analogously, for successful cluster detection we need diverse pings, each collecting information on the data structure from a different perspective ranging from local details to the big picture. Moreover, ping generation needs to be highly efficient. Signal collection following the principle of an active sonar. Pings are primitive pre-clusters represented by multivariate Gaussians. As response we record for each data object the probability co-occurrence with the ping. The response signal is displayed sorted with ascending probability. Most objects rate the ping with a probability close to zero but some information about the data structure is visible. The response signal is a mixture of the response signals to the unknown true clusters.
Primitive pre-clusters obtained by running the expectation maximization (EM) clustering algorithm [21] only a few steps with various random initializations using various random numbers of clusters k are excellent pings since they meet both requirements: diversity and efficiency. Figure 2 illustrates signal collection using a coarse EM cluster as a ping. To ensure diversity, we obtain pings from multiple runs with different random initializations and different numbers of primitive clusters k. The characteristics of the pings should be closely related to the problem we want to solve. For correlation clustering, Gaussians with covariance matrix are more adequate than spherical Gaussians.
It is not necessary that the pings are clusters derived from a local optimum of the optimization surface of the standard EM algorithm. The problem specification of correlation clustering in a noisy environment is very difficult for standard EM to solve since there are many local optima in the optimization surface. Therefore good solutions can anyhow not be expected from this step, see also Section 3.2. Usually none of the pings represents a true cluster, not even approximately, cf. Figure 2 . Rather, the response to each ping represents a mixed signal which is composed of the signals of several true clusters.
How many pings should we use? For successful signal de-mixing it is required that we collect at least as many signals as there are true clusters in the data. Theoretical justification for this fact will be provided in the following section. Using more pings is no problem but of course decreases the efficiency of our algorithm. Section 3.2 provides a detailed experimental evaluation of the algorithm for signal collec- The number of points in the data set. d
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The signal of component i at point j. tion, varying all important properties. After having constructed the pings, we collect the response of the data objects to these pings. For each ping p i , we obtain as response one signal m which is a vector with n elements consisting of the responses of the single data objects to p i . To specify the response of a data object x to a ping p i we compute the probability that the object and the ping occur together, i.e.
For each ping p i we append m i T as a row vector to finally return the matrix M ∈ R |p|×n as result of the signal collection algorithm, cf. Figure 6 (subroutine ping).
Independent Cluster Analysis

Dimensionality Reduction and Whitening
The result of signal collection is a |p| × n matrix M of mixed signals, where usually the number of pings |p| is much smaller than the number n of data objects. As mentioned in Section 2.1, we should use more pings than true clusters in the data. However, for most applications, we expect much fewer true clusters than n. The response signals to many pings are quite similar and we need to reduce the matrix M of mixed signals to the number of true clusters K. For simplicity, let us ignore for the moment the problem that the number K of true clusters in the data set is usually unknown. We will address the question how to find K in Section 2.3. Before dimensionality reduction, we scale each row in matrix M , i.e. each mixed signal m i to zero mean and unit variance. In the whitened signal there is only a slight tendency for cluster identification. The size of the points in the scatter plots correspond to their absolute value in the signal plots. The coloring of the points has been selected such that the identified cluster is displayed in the same blue color in the whitened and the IC scatter plot.
By scaling we intentionally neglect differences in quality of the pings, since the absolute amount of P (p i ∧ x) is anyhow not a reliable source of information, since the pings are very primitive pre-clusters. Instead, we are interested in the different response patterns of the data objects to the pings. Similar data objects which belong to a common true cluster provide a similar response pattern to a specific set of pings.
We thus want to find the statistically independent set of response patterns in the data. As a first step, we construct the ping covariance matrix P ∈ R |p|×|p| which is obtained
T . An Eigenvalue decomposition of
T where E is the orthogonal Eigenvector matrix and D is the diagonal matrix containing the Eigenvalues. This Eigenvalue decomposition is not only needed for dimensionality reduction. It is also required for the so-called whitening, which is an important preprocessing step for blind signal source separation by ICA. The whitening transform is provided by:
We combine whitening with dimensionality reduction to some l-dimensional subspace with l < |p|. The result of this step is the matrix X ∈ R l×n containing the whitened signals. Figure 1 ) can be observed. The histograms at the coordinate axes demonstrate that FastICA maximizes nonGaussianity. Figure 3 (a) displays the whitened signal corresponding to the largest Eigenvalue obtained from our running example. As in Figure 2 the signal has been sorted with ascending signal strength for display. Due to Eigenvalue decomposition, the signal now consists of positive and negative values. Form the spatial distribution of the signal in the original data space (bottom of Figure 3 (a)) we can observe that the whitened signal provides some information on the true cluster structure of the data set.
Independent Component
Analysis ICA can be regarded as a more powerful extension of PCA. ICA decomposes the whitened signal into statistically independent components:
The algorithm FastICA [18] performs ICA by searching for maximal non-Gaussian directions in the whitened data. FastICA is an efficient fix-point algorithm. More specifically, FastICA determines the matrix W := A −1 = ( w 1 , ..., w l ) by optimizing the vectors w i by the following updating rule:
is a non-linear contrast function (such as tanh(s)) and g (s) = d ds g(s) is its derivative. By E{...}, we denote the expected value. After each application of the update rule to w 1 , ..., w l , the matrix W is orthonormalized. This is repeated until convergence. The independent component signals S are provided by S = W · X. Figure 4 visualizes why the ICA supports cluster identification. The data are displayed in two dimensions of the corresponding to the two leading Eigenvalues. Figure 4 (a) shows the data in white space. The data cloud is approximately spherical and only the objects of one correlation cluster which stand out (colored in red). After convergence of FastICA, the objects of this cluster are aligned parallel to y-axis which allows for better cluster identification than PCA, see also Figure 3 
(b).
Let us note that using Gaussians as pings and afterwards searching for non-Gaussian major directions with ICA is not a contradiction. The ICA is applied to the matrix of response patterns of the objects to the pings. The response patterns are clearly multi-modal and non-Gaussian, especially if the data set is composed of several clusters. For example, the whitened data displayed in Figure 4 already is clearly nonGaussian, see the histogram bins on the axes. After ICA, the non-Gaussianity is maximized. Each independent component corresponds to a possible way of splitting up the data objects into clusters, which is statistically independent from the other components. Each IC exists in the form of a signal with zero mean and unit variance. Figure 3 (b) illustrates the idea how we can interpret the independent signals (ICs) as a clustering. Each IC represents a splitting direction of the data into 2 clusters. One cluster is composed of objects having a negative value in this IC, the other cluster is composed of objects having a positive signal value. The absolute amount of s i,j represents the strength of the association of object j to its corresponding cluster. The IC displayed in Figure 3 (b) clearly separates one correlation cluster from the rest of the data set. Objects of this cluster have positive IC values. Let us note that the sign of the IC is arbitrary since ICA has an inherent sign ambiguity but this is no problem for cluster identification. The data objects of the other clusters as well as the noise points have different signal values, most of them are around or below zero. Noise points tend to have small signal values. Also from Figure 4 we can observe that the cluster points are well separated from the noise points. ICA thus provides the potential to escape from the circular dependency of finding good subspaces and finding good clusters.
However, as we will see later, not all ICs represent good clusters since the pings are very simple and recall that we therefore intentionally neglected considering the quality of the single pings, cf. Section 2.1. To be able to evaluate the quality of a cluster and to compare different candidate clusters, we need to select a cluster model provided by a probability density function (PDF). Since our objective is to find correlation clusters, we select the same cluster model as for the pings, i.e. a multivariate Gaussian PDF with covariance. To summarize, we define the notion of an independent component cluster. Figure 3 , the color of the points corresponds to their value in the IC and the size of the points corresponds to their signal strength in the IC. Larger clusters tend to be well captured when drastically reducing the dimensionality. For more retained Eigenvalues, smaller clusters are identified.
parameters:
The mean and covariance matrix of the negative ICC are analogously defined by applying all objects with s i,j < 0.
For the positive ICC of an independent component signal s only the points with a positive value in s are considered for the determination of the parameters. Moreover, the contribution of all points x i to the parameters of the ICC is provided by the signal strength, i.e. the absolute value of s i . These two aspects enable us to determine robust parameters for the correlation clusters and prevents the major directions of the correlation clusters from being spoiled by noise points.
Combining Independent Component Clusters
Each IC provides a split of the data set into 2 clusters. For each object x k we have 2 possibilities to assign the object to an ICC preserving the ICC properties. To which ICC should x k be assigned? It makes sense to consider the likelihood of x k given the ICCs as well as the signal strength s i,k and s j,k as criteria for this decision. Based on this idea, we propose an efficient iterative algorithm for the combination of ICCs. At this stage, we assign each point to exactly one ICC. It would also be possible to allow a soft cluster assignment of the points to all ICCs. However, for efficiency reasons we prefer a hard cluster assignment, since the combination of ICCs is a building block which will be used several times to produce intermediate results during the run of SONAR. Figure 6 (subroutine combine) provides pseudocode for the algorithm for combining ICCs. Combine is an iterative algorithm which converges as soon as no object has changed its cluster assignment during two consecutive iterations. As input, combine needs the ICs S and the associated ICCs
In the assignment step, for each object the best ICC is identified respecting the constraints imposed by S. The similarity of an object x and an ICC C is determined by the weighted sum of its likelihood and its signal strength. Objects x j are only allowed to be assigned to the positive ICC of s i if s i,j > 0, otherwise they can only be assigned to the negative ICC of s i . Parameters of the ICC are updated from their assigned objects and weighted by the signal strength. To prove convergence of Combine, we need to show that both steps of the algorithm, the assignment and the update step, strictly increase the sum of weighted similarities
Proof. For each object x j and each IC s i , s i,j is a constant factor. s i,j can be regarded as a constant weight which needs to be applied to object x j when assigning
The problem is thus very similar to the classical K-means algorithm with instance weights. The assignment step directly increases Sim. Also the update step increases Sim since the parameters are adapted considering the instance weights s i,j .
After combining, the ICCs tend to better represent the true clusters since for determining the parameters of an ICC using only a subset of the objects which are in principle allowed to be assigned to that cluster are applied. Only those objects are applied which best fit to that particular ICC according to their likelihood weighted by the signal strength.
Automatically Selecting the Number of Clusters
We have so far not addressed the important questions which and how many ICC we should combine to obtain the final clustering. In particular, we assume that the number of true clusters K is unknown. The Minimum Description Length Principle [13] relates the problem of clustering to the problem of data compression. The idea is to regard the clustering result as a model for the data which is described by a PDF. If the data fits well to the model, we can efficiently compress the data by encoding for each object only the deviations from the model. In addition, we need to encode the model and its parameters which punishes overly complex models. To automatically select the number of clusters we compare different candidate clusterings using the minimum description length principle (MDL) in the original data space. However, note that we avoid clustering the objects in original space since this would lead to undesired results due to noise points and outliers. Following [24, 13] , we define the quality of a clustering C as follows: DEFINITION 2.2. Minimum Description Length of a Clustering. MDL of a clustering C, denoted by M DL(C) is provided by:
|par| stands for the number of parameters in the model, i.e. the k · d for the cluster means plus k · d 2 for the cluster covariances plus k − 1 parameters for the weights.
MDL is an evaluation criterion to compare different candidate clusterings. But which ICCs should we combine to obtain a good clustering? Consider again Figure 5 displaying some ICs obtained from our running example for various levels l of dimensionality reduction. Evidently, large and dense clusters are already identified when reducing the dimensionality to a few dimensions, cf. Figure 5(a) . When retaining more and more Eigenvalues, more subtle differences in the response patterns of the objects to the pings are identified as ICs. For example, the IC displayed in Figure 5 (b) has been obtained for l = 8 retained Eigenvalues perfectly captures the smallest correlation cluster in the data set. For l = 9 retained Eigenvalues, we obtain an IC which separates two correlation clusters which are very similar since they share common major directions, cf. Figure 5(c) . When retaining more Eigenvalues, we obtain ICs like the example displayed in Figure 5 (d) for l = 13. This IC separates some noise points from the rest of the data. Thus, if the data exhibits clusters of various size, subspace orientation and density, we clearly need to combine ICs obtained from various levels of dimensionality reduction l.
Guided by the idea that each cluster is best represented in its own signal subspace at some dimensionality l, we propose an efficient algorithm for identifying the true clusters. When comparing the ICs obtained for dimensionality l to those for dimensionality l − 1, we can observe that usually l − 1 ICs are very similar to those identified at dimensionality l − 1 and one IC captures a novel splitting direction of the data. This effect is much more pronounced after ICA than after PCA because of the objective function of ICA is maximizing the statistical independence among the IC. In a greedy fashion SONAR starts with l = 1, i.e. dimensionality reduction to 1-dimensional space. The algorithm then stepwise increases l and adds the ICCs corresponding the the most novel splitting direction as long as this improves the MDL.
Only one building block for our algorithm is still missing: The cluster models are too complex since for each IC, 2 clusters are added. Often, ICs separate one true cluster from the rest of the data set and the second cluster is superfluous, cf. Figure 5 . After combining and before evaluating MDL, we therefore simplify the clustering by trying to replace each pair of clusters by a common representative. Considering 2 ICCs C i and C j , we try to replace them by that cluster C minimizing the Kulback-Leibler divergence to both, C i and C j . Following [10] , the parameters µ and Σ of C are provided by:
, where w i and w j are the relative weights of C i and C j . If the simplification improves MDL, it is accepted. To summarize, Figure 6 displays pseudocode for the complete SONAR algorithm.
Properties of the algorithm SONAR
For a complexity analysis, let us consider the major parts of the algorithm separately. The signal collection step implemented by the algorithm Ping has a complexity of O(|p| · numSteps · k · d
3 ) due to matrix inversion, but scales linearly with n. Independent cluster analysis is cubic in |p| due to PCA but also linear in n. The only input parameters are needed for the signal collection step: the number of iterations numSteps to create the primitive clusters used as signal pings and the total number of pings |p| sent to the data. The number of pings |p| needs to be larger than the number of true clusters in the data set. We recommend to set it to a large number, about 50-100. The more pings, the more information is collected. Using a very large number of pings however affects the efficiency of our algorithm. The number of steps for the creation of each single ping can be set to a small number, e.g. 5, since very primitive pre-clusters are sufficient for signal collection. All experiments have been performed with |p| = 50 and numSteps = 5. Please refer to Section 3.2 for a detailed experimental evaluation varying |p| and numSteps.
Experimental Evaluation
Selection of Comparison Methods and Data Sets. In this section, we provide an extensive experimental evaluation comparing SONAR to four state-of-the-art approaches to correlation clustering: ORCLUS [5] , 4C [9] , CASH [1] and OCI [8] . We selected these particular algorithms because they are representatives of different algorithmic paradigms: ORCLUS is a K-means style iterative partitioning algorithm. 4C is a local density-based method. As SONAR, CASH avoids clustering the data in original feature space because of the curse of dimensionality and outliers. As SONAR, OCI is based on information theoretic arguments to avoid crucial parameter settings in clustering. We implemented SONAR in Java and obtained the Java code of OCI from the authors. The Java source code for the other comparison algorithms is available in the ELKI package [3] . All experiments have been performed on a workstation equipped with a 2.4 GHz CPU and 4 GB of main memory.
For comparison in effectiveness, we report as validity measure V the normalized Mutual Information between the clustering result and the ground truth [27] . V scales between 0 and 1, where V=0 represents the perfect clustering. Moreover, we report precision and recall for single clusters as well as the average F-measure.
We start our comparison with two synthetic data sets which allow to assess the effectiveness of the algorithms in a difficult noisy setting. Besides our running example, we use a three-dimensional data set to facilitate presentation. We further compare the effectiveness on two real data sets from different domains, the wages data set often used for benchmarking clustering algorithms (cf. Section 3.1.1) and a large high-dimensional metabolic data set (cf. Section 3.1.2). In Section 3.2 , we systematically study the influence of the number of pings and the number of steps in SONAR. In Section 3.3, we compare the scalability of the algorithms w.r.t. the number of objects and the dimensionality on synthetic data up to 128,000 objects and 50 dimensions. Figure 7 displays a survey of the clustering results on our 2-d running example. Figure 8 displays the clustering results on a 3-d data set. This data set with 2,000 points is composed of 2 correlation clusters of different dimensionality, object density and correlation strength. The line cluster with 1,000 points exhibits more jitter and thus a weaker attribute correlation than the plane. The plane composed of 500 objects is characterized by a low object density and a strong attribute correlation. In addition, the data set contains 500 noise points. Among all comparison methods, SONAR performs best with a cluster validity of 0.05, F = 99.5 on the running example and V = 0.19, F = 95.8% on the very difficult 3-d data set.
Effectiveness
As input parameters ORCLUS requires the number of clusters K and the average subspace dimensionality l. Best results have been obtained with K = 5 and l = 1 to cluster the 2-d data set, and K = 3 and l = 2 for the 3-d data set, respectively. On the 2-d data, the result of ORCLUS is better (V = 0.62, F = 54.7%) than on the 3-d data set (V = 0.99, F = 37.2%).
The algorithm 4C requires 3 input parameters: The parameters and M inP ts specifying a density threshold for clustering and the parameterλ specifying the correlation strength. A global density threshold for clustering leads into problems if the data set contains clusters of various object density, cf. Figure 7 , V = 0.61, F = 79.2%. For = 0.9, λ = 5 and M inP ts = 5 some parts of the biggest cluster are assigned to noise. Due to the globally fixed parameter for the correlation strength, 4C is not able to separate the line and the plane in the 3-d data set, cf. Figure 7 , V = 0.65, F = 71.8%. The algorithm can either be parameterized to detect the line or the plane. Detecting the line leads to a better V and F since this cluster is larger. However, the displayed parameter choice ( = 1.3, λ = 3, M inP ts = 5) leads to some small clusters composed of noise points.
As SONAR, CASH avoids a locality assumption in original space. CASH requires 3 input parameters: m specifying the minimum number of points in a cluster, s specifying the maximum number of splits performed by the algorithm and j specifying the jitter of the clusters. On the 2-d data set, the global jitter parameter combined with the missing locality assumption has very negative effects: The jitter parameter has been set to 20 to capture the largest cluster for minimizing V and maximizing F (other parameters: s = 100, m = 50). This causes the smallest cluster getting merged with the largest cluster. CASH can also not distinguish between clusters with a common major orientation but different localizations in the data space. In summary, these drawbacks lead to the second worst result on 2-d data (V = 0.71, F = 52.1%). On the 3-d data set CASH performs better with V = 0.76, F = 65.4% (m = 500, s = 100, j = 0.5).
The major advantage of OCI is that the algorithm does not require any input parameters. However, on our examples the results of OCI are not satisfactory due to the locality assumption. A very unbalanced cluster size and density leads to inappropriate splits on the 2-d example which causes the worst validity of 0.86 and the worst F = 43.7%. On the 3-d data, OCI performs better with V = 0.60 and F = 74.2%. However, as all other comparison methods, OCI is not able to separate the line and the plane.
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Wages data
The wages data set obtained from the 1985 Current Population Survey is available at http:// lib.stat.cmu.edu/datasets/CPS_85_Wages. Each of the 534 persons is described by 4 numerical attributes: years of education (YE), years of working experience (YW), wage (W) and age (A). SONAR detects 5 meaningful clusters on this data set. People in cluster 1 have rather few years of education (mean 12.9, standard deviation: 3.0). People in clusters 2 to 4 started education at the age of 6 and started working immediately after the education phase. SONAR achieves a further differentiation of this collective into pure clusters: Cluster 2 consists of 65 people with 16 YE. This group has with 12.7 the highest mean wage among all clusters. Cluster 4 consists of 178 people with 12 YE. Interestingly, in this group, we can observe a stronger correlation between wage and YE than in cluster 2. Cluster 3 consists of young people with 13 YE. With a mean A of 22.1 (standard deviation 2.4) this group of people has with in average 5.10 the lowest wage. With a standard deviation of only 0.09, the wages of persons within this cluster are very similar. Two persons do not fit well into any of the groups described so far and are therefore assigned to an outlier cluster. An 18 years old person with 16 years of education (probably an error) and 49 years old person with 17 years of education.The result of OCI on the wages data is one big cluster composed of all data objects. With suitable parameter settings, CASH also detects meaningful clusters on the wages data, as described in [1] . However, the result reported there has been obtained for a minimum cluster size of m = 70 objects. The parameter m strongly influences the efficiency of CASH. Also the result of 4C and Orclus strongly depends on the parameter settings. SONAR effectively detects clusters of arbitrary size and allows to identify outliers. Table 3 : SONAR clustering of metabolic data.
Metabolic data
This 11-dimensional data set originates from a screening program for metabolic disorders in newborns [20] . It contains the concentrations of 11 metabolites obtained from the serum samples of 20,332 human newborns. Besides 19,738 healthy controls, the data set consists of data form newborns suffering from 7 different and very rare metabolic disorders. SONAR achieves a very good clustering result with 9 clusters and V = 0.05 and F = 48.02%. For the class-cluster confusion matrix refer to Table 3 . Clusters 1, 2, 6 and 7 are almost purely composed of healthy newborns. Since the human metabolism is still largely unexplored and affected by many environmental and nutritional factors, it can be expected that the healthy newborns are grouped into several clusters, which especially leads to a relatively low average F-measure. Cluster 4 represents the largest metabolic disorder Phenylketonuria (PKU) (306 subjects) with precision of 95% and recall of 89%. Confirming the major characteristics of PKU [20] , subjects in this cluster are characterized by an increased abundance of the aminoacid phenylalanine which is anti-correlated with a decreased abundance of the amino-acid tyrosine. SONAR also achieves to identify the extremely rare disorder MCC with a precision of 92% and a recall of 79% from which only 43 newborns suffer (cluster 3). This demonstrates the ability of SONAR to detect clusters of very different sizes. OCI detects 14 clusters on this data set with a cluster validity of V = 0.07 and F = 37%. PKU is identified in with a precision of 82% but a low recall of 51%. None of the smaller disorders is well represented in the result of OCI. Even parameterized with a relatively low maximum number of s = 10 splits (the authors recommend to set s to higher values for good effectiveness) and a minimum number of m = 500 objects per cluster, CASH can not process this large high-dimensional data set. Parameterized with = 0.2, M inP ts = 5 and λ = 11 4C detects five clusters with V = 0.16 and F = 31.51%. All healthy and most diseased subjects are assigned to one large cluster of size 20,259. The best identified disorder by 4C is MCC with recall of 100% but low precision of only 44%. Using domain knowledge we parameterized ORCLUS with k = 10 clusters and l = 2. However, the clustering of OR-CLUS exhibits low purity with F = 13.7% and V = 0.16. Figure 10 displays the impact of |p| and numSteps on the effectiveness and efficiency. To provide an objective comparison, for each parameter setting we ran SONAR 100 times and report the average MDL, V and runtime in seconds. In addition, we stud- . numSteps has no significant influence on the quality and stability of the clustering results. Only the NBA data we can observe a slight increase in MDL for numSteps > 5. However, increasing numSteps has negative impact on the runtime, cf. Figure  10 (b). Therefore, we recommend to set numSteps to a small number. All experiments have been performed with numSteps = 5. Figure 10 (c)-(e) displays the influence of varying |p| from 2 to 1,000. As expected, for all data sets using more pings, i.e. collecting more information improves the result as measured by MDL(10(c)) and V (10(d)). For the NBA data set we cannot provide V since no class labels are available. Moreover, let us note that the clustering quality rapidly increases in the beginning. We need at least as many pings as there are true clusters. Therefore, the results can not be optimal for |p| = 2 to 5. If we use very few pings, the clustering results also tend to be unstable, as visualized by the error bars in Figure 10 (d). For all data sets, 20 pings are sufficient to obtain a stable clustering result of high quality. Figure 10 (e) demonstrates that the runtime starts to significantly increase for |p| = 100 and more pings. age of up to 75%. Above that, the cluster validity decreases since one of the clusters cannot be successfully detected anymore. With 5 pings we obtain slightly inferior results and the validity tends to decrease faster with increasing number of noise dimensions. Figure 12 (a) displays the results of runtime experiments for a 3-d synthetic data set varying numbers of objects in the range 2,000 to 128,000. ORCLUS and SONAR and CASH scale only slightly super-linear in n. CASH, however, is very memory consuming such that only small data sets up to 16,000 points can be processed (parameters m = 500 and s = 10). 4C scales quadratically and also the runtime of OCI is rather high for large n. For comparison of the scalability in the dimensionality d we created various synthetic data sets with 2,000 points of dimensionality ranging from 5 to 50. 4C, ORCLUS and SONAR scale very well in d. Due to the exponential growth of the parameter space in d, CASH is not applicable on high-dimensional data, cf. Figure 12(b) . In summary, SONAR is among the most efficient methods in n and in d.
Number and Type of the Pings
Efficiency
Related Work and Discussion
Clustering has attracted a huge volume of interest over the past several decades, with multiple books [17] , surveys [23, 19] and many research papers, e.g. CURE [14] , BIRCH [30] , DBSCAN [11] , CLIQUE [6] and X-means [24] and ORCLUS [5] , to mention a few. More than 50 years beyond the seminal algorithm K-means [16, 12] , vital research activities result in sophisticated techniques keeping pace with nowadays data explosion. To detect meaningful clusters in moderate to high-dimensional data, techniques for projected clustering, subspace clustering and correlation clustering have been proposed. Since these notions are frequently used interchangeably in literature we briefly specify their meaning. Following a common classification, approaches to subspace clustering, e.g. CLIQUE [6] , SCHISM [26] and RESCU [22] search for clusters in axis-parallel subspaces of high-dimensional data. In subspace clustering, objects can be assigned to different clusters in different subspaces. Also searching for axis parallel subspace clusters, approaches to projected clustering, e.g. PROCLUS [4] and DOC [25] exclusively assign the objects to one cluster and determine for each cluster the best subspace.
In this paper, we focus on correlation clustering, the task to detect clusters in non-axis parallel but arbitrarily oriented linear subspaces of the data. As in projected clustering, objects are exclusively assigned to the clusters and each cluster is associated with a characteristic subspace. In correlation clustering, the characteristic subspace is provided by a cluster-specific pattern of linear attribute correlations, which is interesting for interpretation.
Recently, various algorithms to correlation clustering have been proposed, e.g. ORCLUS [5] , 4C [9] , HICO [2] , CASH [1] and CURLER [29] . We can classify existing algorithms into the categories of (1) K-medoid methods, such as ORCLUS, (2) local density-based methods such as 4C, HICO and CURLER and (3) the non-local approach CASH. In contrast to the other algorithms and our technique, HICO and CURLER produce a hierarchical clustering result, which is visualized in a dendrogram like plot. In Section 3 we therefore compare SONAR to ORCLUS, 4C and CASH.
The K-medoid algorithm ORCLUS [5] extends Kmeans clustering with cluster-wise PCA. As K-means, OR-CLUS requires to specify the number of clusters K and additionally their average dimensionality l as input parameters. ORCLUS iteratively learns subspace orientation and dimensionality of the clusters by selecting l c significant Eigenvectors for each cluster. The current dimensionality l c decreases in each iteration from full dimensionality to the user-specified final dimensionality l. In the beginning, OR-CLUS applies data space partitioning with Euclidean distance. Therefore, noise points often lead to inappropriate partitionings and spoil the estimation of the major directions of the clusters. Our experiments demonstrate that the results of ORCLUS degrade especially on data with a high percentage of noise such as the 3-d data set displayed in Figure 8 .
The algorithm 4C [9] detects correlation clusters using the density-based cluster notion [11] . Clusters are regarded as areas of high object density associated with a common subspace. This subspace is identified by performing a local PCA in the -neighborhood of a point. To allow for imperfect correlations, a dimension is considered flat if the corresponding Eigenvalue is below a specified threshold λ. Our experiments demonstrate that especially on data sets with clusters of various object density and correlation strength, no suitable parameter settings for 4C can be found. Moreover, the runtime complexity of 4C is quadratic in the number of objects.
Among all comparison methods, CASH [1] is the only algorithm which does not rely on a locality assumption in the original data space. Clustering is performed in parameter space after a Houghes transformation. The basic idea is to replace each point by the set of all possible planes in which the point is contained. The parametrization of the algorithm is difficult: The parameter m specifies the minimum number of points in a cluster, the parameter s the maximum number of splits performed by the algorithm and the parameter j determines the jitter of the clusters. Especially because of this jitter parameter, we obtain similar results as with 4C, cf. Figure 8 . The major advantage of CASH is that it it is very robust against large amounts of noise because it performs clustering in parameter space. However, CASH is not suitable to cluster very high-dimensional large data sets since the memory requirements are exponential in the dimensionality.
Besides efficiently detecting correlation clusters of various size, subspace orientation and correlation strength, SONAR has two further major benefits: SONAR automatically discovers the correct number of clusters and their subspaces without requiring input parameters which are difficult to estimate. Secondly, our algorithm is robust against noise points and outliers. Some information-theoretic algorithms have recently been proposed with the major focus on avoiding crucial parameter settings in clustering, e.g. [24, 15, 7, 8] . As SONAR, these algorithms rely on the Minimum Description Length principle [13] , which allows model selection by regarding clustering as a data compression problem. We selected to compare to OCI since this algorithm has been especially designed for outlier-robust subspace clustering. Moreover, as a building block, OCI also applies ICA. However, as almost all other approaches, OCI is a data space partitioning method. OCI performs top-down splitting with bisecting K-means using Euclidean distance in the original data space. Therefore, also OCI relies on a locality assumption with all the drawbacks discussed before. ICA is applied in OCI and SONAR, but with a very different objective: Similar to the application of PCA in ORCLUS and 4C, OCI uses local ICA in the original feature space to determine the subspace of the clusters. By using ICA instead of PCA, OCI is suitable for detecting clusters with non-orthogonal major directions. However, as in ORCLUS and 4C, in OCI the local neighborhood in which ICA is performed is determined by the full-dimensional Euclidean distance. Avoiding any locality assumption, in SONAR we do not apply ICA in the original data space, but in the space of the primitive clustering results. The objective of using ICA in SONAR is to extract the statistically independent directions of the primitive clusterings, i.e. to de-mix the signals gained by the pings, which are then combined to the final clustering result.
Conclusion
In this paper, we proposed SONAR, a novel approach to correlation clustering. Inspired by ideas from blind signal source separation and information theory, SONAR achieves robust detection of correlation clusters even in very difficult settings. Our experiments confirmed that SONAR is able to detect clusters of various size, subspace dimensionality and orientation in the presence of large amounts of noise points and outliers. Moreover, SONAR does not require input parameters which are difficult to estimate and is scalable to large data sets.
In future work we will explore the potential of the SONAR framework for solving different problems. Our approach can be regarded as a general framework: The pings for the signal collection algorithm can be adapted to different problems, e.g. subspace clustering or semisupervised clustering, or to other data types, e.g. categorical and graph-structured data. However, we are convinced that the basic idea of signal de-mixing is promising for various applications.
