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Abstract
For the numerical approximation of fluid flow phenomena, it is often highly desirable to decouple the equations defining
conservation of momentum and conservation of mass by using a penalty function method. The current penalty function methods
for power-law Stokes fluids converge at a sublinear rate with respect to the penalty parameter. In this article, we show theoretically
and numerically that a linear penalty function approximation to a power-law Stokes problem yields a higher-order accuracy over
the known nonlinear penalty method. Theoretically, finite element approximation of the linear penalty function method is shown
to satisfy an improved order of approximation with respect to the penalty parameter. The numerical experiments presented in the
paper support the theoretical results and satisfy a linear order of approximation.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
In this article we analyze mathematically and numerically an alternative penalty method for the solution of
stationary power-law Stokes problem{−ν ∇ · (|∇u|r−2∇u)+∇ p = f, in Ω ,
∇ · u = 0, in Ω , (1)
where Ω ⊂ Rd , d = 2, 3 is the computational domain, ν the kinematic viscosity, u the velocity vector, p the pressure,
r > 1, and f the body force. The power-law Stokes equations (1) have been used as a mathematical model in numerous
applications of non-Newtonian flows: in chemical engineering [8], design of extrusion of dies [20], the study of
lithosphere [12], and other geophysical applications [27]. Equally important, the power-law Stokes equations (1) can
be thought of as a simplified, linearized setting for the Smagorinsky model [26], one of the most popular models in the
large eddy simulation of turbulent flows [7,24].
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The penalty method decouples the calculation of velocity and pressure in the numerical discretization of Stokes
and Navier–Stokes equations. The penalty method has been used extensively in the numerical simulation of fluid
flows [11,15,22] because of its computational efficiency. The mathematical and numerical analyses for the penalty
method applied to the Stokes and Navier–Stokes equations have been also provided [28,16,25].
Lefton and Wei considered in a series of papers [17,29,18] the following nonlinear penalty method:{−ν ∇ · (|∇uε|r−2∇uε)+∇ pε = f, in Ω ,
(|∇ · uε|r−2)∇ · uε + ε pε = 0, in Ω , (2)
where ε is a small penalty parameter (typically ε ∼ 10−4–10−3 in practical calculations). The authors have proved
error estimates of the form
‖u− uε‖1,r ≤
{
C ε
1
(r−1)2 , if r ≥ 2,
C ε
1
(3−r)(r−1) , if 1 < r ≤ 2,
(3)
where C is a generic constant independent of ε. Similar estimates were also derived for the stationary power-law
Navier–Stokes equations [29]. Furthermore, the authors have considered a finite element discretization of the nonlinear
penalty method applied to power-law Stokes equations (2) and proved error estimates of the form
‖u− uεh‖1,r ≤

C
[(
1
ε
) 1
r(r−1) ‖u− vh‖
1
r−1
1,r + ‖u− vh‖
1
r
1,r + ε
1
r2
]
, if r ≥ 2,
C
[(
1
ε
) 1
r(3−r) ‖u− vh‖
1
3−r
1,r + ‖u− vh‖
1
2
1,r + ε
1
2r
]
, if 1 < r ≤ 2,
(4)
for all vh in the finite element space, where C is a generic constant independent of ε and h.
In this paper, we consider the following linear penalty method for the power-law Stokes equations (1){−ν ∇ · (|∇uε|r−2∇uε)+∇ pε = f, in Ω ,
∇ · uε + ε pε = 0, in Ω . (5)
We only focus on the r ≥ 2 case, although some of our results carry over to the 1 < r ≤ 2 case. The solution uε to
the continuous linear penalty method (5) is shown to satisfy the following error estimate
‖u− uε‖1,r ≤ C ε1/r , (6)
where C is a generic constant independent of ε. Note that estimate (6) represents a significant improvement over the
corresponding error estimate (3) satisfied by the nonlinear penalty method (2). Furthermore, we show that the solution
uε to the finite element discretization of (5) satisfies the following improved error estimate
‖uh − uεh‖1,r ≤ C h
(2−r)d
r(r−1) ε
1
r−1 , (7)
where uh,uεh are finite element approximations of the continuous solutions u,u
ε to (1) and (5), respectively, and C is
a generic constant independent of ε and h. This is a significant improvement over the corresponding error estimate (4)
satisfied by the finite element discretization of the nonlinear penalty method (2). We also note that a similar linear
penalty method has been successfully used in [23] to approximate power-law flows.
The paper is organized as follows: In Section 2, we introduce the notation and functional spaces used in the paper. In
Section 3, we introduce the improved linear penalty method for the power-law Stokes flows (5) and prove the existence
and uniqueness of solutions. In Section 4, we present improved error estimates with respect to the penalty parameter
ε for the continuous linear penalty method (5). In Section 5, we prove existence and uniqueness of solutions as well
as improved error estimates with respect to ε for the finite element discretization of the linear penalty method (5).
In Section 6, we present numerical experiments for the power-law Stokes problem (5), which illustrate the improved
rate of convergence for the linear penalty method over the nonlinear penalty method. Finally, in Section 7 we present
conclusions and directions of future research.
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2. Notation and mathematical setting
We present below some of the notations and functional analysis results that will be frequently used in the paper.
Let Lr (Ω),W k,r (Ω), and W k,r0 (Ω), 1 < r < ∞, k = 0, 1, 2, . . . denote the usual Sobolev spaces [1]. Let ‖ · ‖
denote the norm on L2(Ω), ‖ · ‖r = ‖ · ‖0,r the norm on Lr (Ω), and ‖ · ‖k,r the norm on W k,r (Ω). Let (·, ·) denote
the scalar product in L2(Ω). The vector spaces and vector functions will be indicated by boldface type letters. For
1 < r <∞, let r ′ denote the conjugate of r :
(
1
r + 1r ′ = 1, i.e. r ′ = rr−1
)
. Let W−k,r ′(Ω) denote the dual space of
W k,r0 (Ω), and ‖ · ‖−k,r ′ the norm on W−k,r
′
(Ω). Let Lr0(Ω) :=
{
q ∈ Lr (Ω) : ∫Ω q d x = 0}.
We will also use the strong monotonicity and Lipschitz continuity of the r -Laplacian [19,21]:(
|∇u1|r−2 ∇u1,∇(u1 − u2)
)
−
(
|∇u2|r−2 ∇u2,∇(u1 − u2)
)
≥ C ‖∇(u1 − u2)‖r0,r ∀u1,u2 ∈W1,r (Ω), (8)(
|∇u1|r−2 ∇u1,∇v
)
−
(
|∇u2|r−2 ∇u2,∇v
)
≤ C M ‖∇(u1 − u2)‖0,r ‖∇v‖0,r ∀u1,u2, v ∈W1,r (Ω), (9)
where M = max
{
‖∇u1‖r−20,r , ‖∇u2‖r−20,r
}
, C is a generic constant depending on d, r , and Ω , but not on u1,u2 or v.
In the following, we will also assume r ≥ 2, although some of our results carry over to the r < 2 case.
In addition, we will use the following interpolation result [9]:
Lemma 2.1. Let {Th} 0 < h ≤ 1 denote a quasi-uniform family of subdivisions of a polyhedral domain Ω ⊂ Rd . Let
(Kˆ , P, N ) be a reference finite element such that P ⊂ W l,p(Kˆ )∩W m,q(Kˆ ) where 1 ≤ p, q ≤ ∞ and 0 ≤ m ≤ l. For
K ∈ Th , let (K , PK , NK ) be the affine equivalent element, and Vh = {v : v is measurable and v|K ∈ PK , ∀K ∈ Th}.
Then there exists C = C(l, p, q) such that
[∑
K∈Th
‖v‖p
W l,p(K )
]1/p
≤ Chm−l+min
(
0, dp− dq
) [∑
K∈Th
‖v‖qW m,q (K )
]1/q
. (10)
3. The linear penalty method
In this section, we will introduce the improved, linear penalty method for the stationary power-law Stokes
problem (1). We will also prove that there exists a unique solution to the linear penalty method.
Let X :=W1,r0 (Ω) and Q := Lr
′
0 (Ω).
The mixed weak formulation of the stationary power-law Stokes problem (1) reads{
ν (|∇u|r−2 ∇u,∇v)− (p,∇ · v) = (f, v), ∀ v ∈ X,
(∇ · u, q) = 0, ∀ q ∈ Q. (11)
The existence and uniqueness of solutions (u, p) ∈ X× Q to (11) were studied in [4,6].
The mixed weak formulation of the linear penalty method applied to the stationary power-law Stokes problem (5)
reads {
ν (|∇uε|r−2 ∇uε,∇v)− (pε,∇ · v) = (f, v), ∀ v ∈ X,
(∇ · uε, q)+ ε(pε, q) = 0, ∀ q ∈ Q. (12)
To study the existence and uniqueness of solutions (uε, pε) ∈ X× Q to (12), we follow [17,6,10].
First, define the functional Jε : X→ R given by
Jε(u) := νr ‖∇u‖
r
0,r +
1
2 ε
‖∇ · u‖2 − (f,u), ∀u ∈ X. (13)
Note that Jε is well defined. Indeed, since u ∈ X =W1,r0 (Ω) and r ≥ 2, it follows that ∇ · u ∈ L2(Ω).
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Let 〈·, ·〉 denote the duality pairing between X and X∗. It is a straightforward calculation to check that Jε(·) is
Gaˆteaux differentiable on X. Indeed,
〈J ′ε(u), v〉 =
dJε
dt
(u+ t v) = 〈Au, v〉 − 〈f, v〉, ∀u, v ∈ X, (14)
where A : X→ X∗ is such that
〈Au, v〉 := ν (|∇u|r−2 ∇u,∇v)+ 1
ε
(∇ · u,∇ · v), ∀u, v ∈ X, (15)
Moreover, J ′ε(·) is strictly monotone. Indeed,
〈J ′ε(w1)− J ′ε(w2),w1 − w2〉 = 〈Aw1 − Aw2,w1 − w2〉
= ν (|∇w1|r−2 ∇w1 − |∇w2|r−2 ∇w2,∇(w1 − w2)) (16)
+ 1
ε
(∇ · (w1 − w2),∇ · (w1 − w2))
≥ C ‖w1 − w2‖r1,r , (17)
where in the last inequality we used the strong monotonicity of the r -Laplacian (8). Therefore, Jε(·) is strictly convex.
(See Section 3 in [4].) Furthermore, Jε(·) is coercive on X. Thus, we have proved the following result:
Lemma 3.1. There exists a unique solution to the minimization problem
min
v∈X Jε(v). (18)
Remark 3.1. The minimization problem (18) is the variational formulation of (5), the linear penalty method for the
power-law Stokes problem.
We will prove now that the existence and uniqueness of the solution to the variational formulation (18) imply the
existence and uniqueness of solutions to the mixed weak formulation of the power-law Stokes problem (12). First, we
note that the Euler–Lagrange equation of (18) is
〈Au, v〉 = (f, v), ∀ v ∈ X. (19)
Let (uε, pε) be a solution of (12). Then, by using (122) with
q := 1|Ω |
∫
Ω
∇ · v d x−∇ · v ∈ Lr ⊂ Lr ′ (since r ≥ 2), (20)
we obtain
〈Auε, v〉 = (f, v), ∀ v ∈ X, (21)
which implies that uε is a solution to (19). Conversely, let u be a solution to (19). Pick uε := u and
pε := 1
ε |Ω |
∫
Ω
∇ · uε d x− 1
ε
(∇ · uε). (22)
It is a simple calculation to check that (uε, pε) is a solution to (12).
In order to prove the uniqueness of pε, however, we require the Ladyzhenskaya–Babuska–Brezzi (LBB) inf–sup
condition [14,15]. Amrouche and Girault [2] proved the following result:
Theorem 3.1. Let Ω be a bounded, connected, Lipschitz continuous domain in Rd and let r be any real number with
1 < r <∞, and r ′ its conjugate. There exists a constant β > 0 such that
0 < β ≤ inf
q∈Lr ′0 (Ω)
sup
v∈W1,r0 (Ω)
(∇ · v, q)
‖q‖0,r ′ ‖v‖1,r . (23)
650 J. Borggaard et al. / Journal of Computational and Applied Mathematics 223 (2009) 646–658
In the sequel, we will assume that the domainΩ satisfies the conditions in Theorem 3.1, and thus the LBB condition
is satisfied. We are now in the position to prove the uniqueness of pε. Assume that pε1, p
ε
2 ∈ Q satisfy (12). We know
that uε is unique (Lemma 3.1). Thus, (122) for pε1 and p
ε
2 yields
ε (pε1 − pε2,∇ · v) = 0 ∀ v ∈W1,r0 . (24)
By picking q := pε1 − pε2 in (23), we get
sup
v∈W1,r0 (Ω)
(∇ · v, pε1 − pε2)
‖v‖1,r ≥ β ‖p
ε
1 − pε2‖0,r ′ . (25)
Thus, (24) and (25) imply 0 ≥ β‖pε1 − pε2‖0,r ′ , leading to the uniqueness of pε.
Thus, since ε > 0, we have proved the following result:
Theorem 3.2. There exists a unique solution (uε, pε) to the mixed weak formulation of the linear penalty method for
the power-law Stokes problem (12). Moreover, the unique pressure pε ∈ Lr0(Ω) is given by the following formula
pε = 1
ε |Ω |
∫
Ω
∇ · uε d x− 1
ε
(∇ · uε). (26)
4. Error analysis for the continuous linear penalty method
In this section, we prove that (uε, pε), the solution to the continuous linear penalty method (12) converges to (u, p),
the solution to the power-law Stokes problem (11) strongly with respect to ε.
We start by proving an a priori bound for u and uε.
Lemma 4.1. Let (u, p) be the solution of (11) and (uε, pε) the solution of (12). Then ‖u‖1,r ≤ C and ‖uε‖1,r ≤ C,
where C is a generic constant depending on r,Ω , ν, and f, but not on ε.
Proof. The a priori bound for u was proved in [17]. Setting v := uε in (12), and using the strong monotonicity of the
r -Laplacian (8) and the Cauchy–Schwartz inequality, prove the lemma. 
The next theorem proves the strong convergence of uε to u as ε → 0 in the W1,r (Ω) norm, provided that p is
contained in L2(Ω).
Theorem 4.1. Let (u, p) solve (11) and (uε, pε) solve (12). Then, provided that p ∈ L2(Ω), uε → u as ε → 0
strongly in the W1,r (Ω) norm. Specifically,
‖u− uε‖1,r ≤ C ε1/r . (27)
where C is a generic constant depending on ν, but not on ε.
Proof. First, by subtracting (121) from (111), we get
ν (|∇u|r−2∇u,∇v)− ν (|∇uε|r−2∇uε,∇v)− (p − pε,∇ · v) = 0. (28)
By setting v := u− uε in (28), we obtain
ν (|∇u|r−2∇u,∇(u− uε))− ν (|∇uε|r−2∇uε,∇(u− uε))− (p − pε,∇ · (u− uε)) = 0. (29)
Next, by using the continuity equation (112), (29) becomes
ν (|∇u|r−2∇u,∇(u− uε))− ν (|∇uε|r−2∇uε,∇(u− uε))+ (p − pε,∇ · uε) = 0. (30)
By using (122), Eq. (30) reads
ν (|∇u|r−2∇u,∇(u− uε))− ν (|∇uε|r−2∇uε,∇(u− uε))+ ε(pε, pε) = ε(p, pε). (31)
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By Theorem 3.2, pε ∈ Lr (Ω). Since r ≥ 2, this implies that pε ∈ L2(Ω). Next, by using the strong monotonicity of
the r -Laplacian (8), the regularity of pε, the regularity assumption p ∈ L2(Ω), and Young’s inequality, we have
ν ‖u− uε‖r1,r + ε ‖pε‖2 ≤
ε
2
‖p‖2 + ε
2
‖pε‖2, (32)
from which (27) clearly follows. 
5. Error analysis for the finite element approximation of the linear penalty method
In this section, we turn our attention to the finite element discretization of the linear penalty method (12). First,
the existence and uniqueness result as well as the preliminary error bound follow, provided that the approximating
subspaces satisfy the discrete LBB condition. Next, we prove that the discrete form of the linear penalty method
possesses a linear order of convergence via the discrete Sobolev inequalities.
Let Xh ⊂ X = W1,r0 (Ω) and Qh ⊂ Q = Lr
′
0 (Ω) be two conforming finite element spaces satisfying the discrete
LBB condition [13–15]: There exists a constant β˜ > 0 independent of h such that
0 < β˜ ≤ inf
qh∈Qh
sup
v∈Xh
(∇ · vh, qh)
‖qh‖0,r ′ ‖vh‖1,r . (33)
Remark 5.1. In all the numerical experiments in Section 6 we will use either the Taylor–Hood finite element pair or
the mini-element. Note that both finite element pairs satisfy the discrete LBB condition (33) with β˜ independent of h
(Lemma 4.20 and Lemma 4.21 in [13], respectively).
The mixed weak formulation for the finite element discretization of the power-law Stokes problem (11) reads{
ν (|∇uh |r−2 ∇uh,∇vh)− (ph,∇ · vh) = (f, vh), ∀ vh ∈ Xh,
(∇ · uh, qh) = 0, ∀ qh ∈ Qh, (34)
The existence and uniqueness of solutions to (34) was studied in [3,4,6,5].
The mixed weak formulation for the finite element discretization of the linear penalty method (12) reads:
Find (uεh, p
ε
h) ∈ Xh × Qh such that{
ν (|∇uεh |r−2 ∇uεh,∇vh)− (pεh,∇ · vh) = (f, vh), ∀ vh ∈ Xh,
(∇ · uεh, qh)+ ε(pεh, qh) = 0, ∀ qh ∈ Qh . (35)
Theorem 5.1. Let Xh ⊂ X = W1,r0 (Ω) and Qh ⊂ Q = Lr
′
0 (Ω) be two conforming finite element spaces satisfying
the discrete LBB condition (33). Then, there exists a unique solution (uεh, p
ε
h) ∈ Xh × Qh to (35).
Proof. The proof follows along the same lines as the proof of Theorem 3.2.
We start by constructing the functional J hε : Xh → R given by
J hε (uh) :=
ν
r
‖∇uh‖r0,r +
1
2 ε
‖∇ · uh‖2 − (f,uh), ∀uh ∈ Xh . (36)
Next, we prove that J hε is strictly convex, and therefore the minimization problem
min
vh∈Xh
J hε (vh). (37)
has a unique solution uεh ∈ Xh . Then, by using the discrete LBB condition (33), we prove that (37) and (35) are
equivalent. Since (37) has a unique solution, we infer that (35) has a unique solution as well, which proves the
theorem. 
We now establish the main result, which is that (35), the discretization of the linear penalty method, satisfies the
error estimate ‖uh − uεh‖1,r ≤ C(h)ε1/(r−1). We start by proving some supporting lemmas.
The first lemma consists of a priori bounds for uh, uεh , and ph .
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Lemma 5.1. Let (uh, ph) solve (34) and (uεh, p
ε
h) solve (35). Then ‖uh‖1,r ≤ C, ‖uεh‖1,r ≤ C, and ‖ph‖0,r ′ ≤ C,
where C is a generic constant depending on r, Ω , ν, f, and β˜, but not on ε and h.
Proof. Setting vh := uh in (34), and using the strong monotonicity of the r -Laplacian (8) and the Cauchy–Schwartz
inequality, prove the a priori bound for uh .
Setting vh := uεh in (35), and using the strong monotonicity of the r -Laplacian (8), and the Cauchy–Schwartz
inequality, prove the a priori bound for uεh .
Finally, setting qh := ph in the discrete LBB condition (33), using (34), the strong monotonicity of the r -
Laplacian (8), and the Cauchy–Schwartz inequality, prove the a priori bound for ph . 
The next lemma is an a priori bound for ∇ · uεh .
Lemma 5.2. Let (uh, ph) solve (34) and (uεh, p
ε
h) solve (35). Then
‖∇ · uεh‖r ≤ Ch
(2−r)d
r ε, (38)
where C is a generic constant depending on r, Ω , and f, but not on ε and h.
Proof. First, by subtracting (351) from (341), we get
ν (|∇uh |r−2∇uh,∇vh)− ν (|∇uεh |r−2∇uεh,∇vh)− (ph − pεh,∇ · vh) = 0. (39)
By setting vh := uh − uεh in (39), we obtain
ν (|∇uh |r−2∇uh,∇(uh − uεh))− ν (|∇uεh |r−2∇uεh,∇(uh − uεh))− (ph − pεh,∇ · (uh − uεh)) = 0. (40)
Next, by using the continuity equation (342), (40) becomes
ν (|∇uh |r−2∇uh,∇(uh − uεh))− ν (|∇uεh |r−2∇uεh,∇(uh − uεh))+ (ph − pεh,∇ · uεh) = 0. (41)
From (352) and (41), we immediately have
ν (|∇uh |r−2∇uh,∇(uh − uεh))− ν (|∇uεh |r−2∇uεh,∇(uh − uεh))+
(
ph + 1
ε
∇ · uεh,∇ · uεh
)
= 0. (42)
Using the strong monotonicity of the r -Laplacian (8), we obtain(
ph + 1
ε
∇ · uεh,∇ · uεh
)
≤ 0. (43)
Since uεh ∈W1,r (Ω), we have ∇ · uεh ∈ Lr (Ω). Thus, (43) and the Cauchy–Schwartz inequality yield
1
ε
‖∇ · uεh‖22 ≤ ‖ph‖r ′ ‖∇ · uεh‖r . (44)
Now, from the discrete Sobolev inequality, Lemma 2.1, we have
‖∇ · uεh‖r ≤ Ch
(2−r)d
2r ‖∇ · uεh‖2. (45)
Thus, (44) and (45), and the a priori bound for ph in Lemma 5.1 prove (38). 
Remark 5.2. Notice that Lemma 5.2 does not require that ph ∈ L2(Ω), as in Theorem 4.1. The only requirement is
that ph ∈ Q = Lr ′0 (Ω).
The next lemma bounds the W0,r
′
norm of (ph − pεh) in terms of the W1,r norm of (uh − uεh).
Lemma 5.3. Let (uh, ph) solve (34) and (uεh, p
ε
h) solve (35). Then
‖ph − pεh‖0,r ′ ≤ C ‖uh − uεh‖1,r , (46)
where C is a generic constant depending on ν, r, β˜, Ω , and f, but not on ε and h.
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Proof. By letting q := ph − pεh ∈ Lr
′
0 (Ω) in the discrete LBB condition (33), we get
‖ph − pεh‖r ′ ≤ β˜−1 sup
vh∈Xh
(ph − pεh,∇ · vh)
‖vh‖1,r . (47)
By using (39), Eq. (47) becomes
‖ph − pεh‖r ′ ≤ β˜−1 sup
vh∈Xh
ν (|∇uh |r−2∇uh,∇vh)− ν (|∇uεh |r−2∇uεh,∇vh)
‖vh‖1,r . (48)
Finally, (46) follows from (48) and the Lipschitz continuity of the r -Laplacian (9). 
The next lemma bounds the W1,r norm of (uh − uεh) in terms of the Lr norm of ∇ · uεh .
Lemma 5.4. Let (uh, ph) solve (34) and (uεh, p
ε
h) solve (35). Then
‖uh − uεh‖1,r ≤ C ‖∇ · uεh‖1/(r−1)r , (49)
where C is a generic constant depending on ν, r, β˜, Ω , and f, but not on ε and h.
Proof. Eq. (41) implies that
ν (|∇uh |r−2∇uh,∇(uh − uεh))− ν (|∇uεh |r−2∇uεh,∇(uh − uεh)) ≤ ‖ph − pεh‖r ′ ‖∇ · uεh‖r . (50)
By using Lemma 5.3, Eq. (50) becomes
ν (|∇uh |r−2∇uh,∇(uh − uεh))− ν (|∇uεh |r−2∇uεh,∇(uh − uεh)) ≤ C ‖uh − uεh‖1,r ‖∇ · uεh‖r . (51)
Using the strong monotonicity of the r -Laplacian (8), Eq. (51) implies
‖uh − uεh‖r1,r ≤ C ‖uh − uεh‖1,r ‖∇ · uεh‖r , (52)
which proves (49). 
The next theorem, which is the main result of this paper, proves error estimates for the convergence of (uεh, p
ε
h) to
(uh, ph).
Theorem 5.2. Let Ω be a bounded, connected, Lipschitz continuous domain in Rd . Let 2 ≤ r < ∞ and r ′ be its
conjugate. Let (uh, ph) be the unique solution of (34), uε the unique solution of (37), and
pεh :=
1
ε |Ω |
∫
Ω
∇ · uεh d x−
1
ε
∇ · uεh . (53)
Then, there exists a generic constant C, depending on ν, r, Ω , β˜ and f, but not on ε and h, such that
‖uh − uεh‖1,r ≤ C h
(2−r)d
r(r−1) ε
1
r−1 , and (54)
‖ph − pεh‖0,r ′ ≤ C h
(2−r)d
r(r−1) ε
1
r−1 . (55)
Proof. The estimate (54) clearly follows from Lemmas 5.2 and 5.4. Next, the estimate (55) clearly follows from
Lemma 5.3 and (54). 
6. Numerical experiments
In this section, we present numerical experiments that investigate the rate of convergence of (uεh, p
ε
h) to (uh, ph)
with respect to the penalty parameter ε. Here (uh, ph) and (uεh, p
ε
h) are the finite element approximations of the power-
law Stokes problem (34) and linear penalty method applied to the power-law Stokes problem (35), respectively. In our
numerical experiments, we will investigate the rate of convergence of (uεh, p
ε
h) to (uh, ph), and not to (u, p). In order
to investigate the convergence results presented in Theorem 5.2, we present convergence rates for ‖uh − uεh‖1,r and‖ph − pεh‖0,r ′ .
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Table 1
Velocity convergence results for the nonlinear penalty method (60) in Experiment 1, r > 2; grid parameter h = 1/32
ε ‖uh − uεh‖1,r Convergence ‖uh − uεh‖1,r Convergence ‖uh − uεh‖1,r Convergence
(r = 3) rate (r = 7/2) rate (r = 4) rate
10−3/4 1.006455× 10−2 2.831250× 10−2 5.577870× 10−2
10−3/8 6.822246× 10−3 0.56 2.136560× 10−2 0.41 4.446320× 10−2 0.33
10−3/16 4.455791× 10−3 0.61 1.604230× 10−2 0.41 3.535730× 10−2 0.33
10−3/32 2.780892× 10−3 0.68 1.194170× 10−2 0.43 2.804088× 10−2 0.33
10−3/64 1.666585× 10−3 0.74 8.761141× 10−3 0.45 2.217126× 10−2 0.34
Predicted 0.25 0.16 0.11
As model problem, we considered the power-law Stokes problem with homogeneous Dirichlet boundary conditions
−ν∇ ·
[
(|∇u|r−2)∇u
]
+∇ p = f, in Ω (56)
∇ · u = 0, in Ω (57)
u = g, on ∂Ω , (58)
where the computational domain Ω := (0, 1)× (0, 1) ⊂ R2. We utilize the right-hand side functions f corresponding
to the true solution:
u :=
[− cos(pix) sin(piy)
sin(pix) cos(piy)
]
, p := −1
4
(cos(2pix)+ cos(2piy)) . (59)
We note that in order to investigate the rates of convergence for the pressure, (53) must be enforced computationally
to ensure that
∫
Ω p
ε
hdx = 0.
We present five computational experiments that indicate experimental convergence rates for both the nonlinear and
linear penalty function method. Note that in all experiments performed, the linear penalty function method exhibited
a linear convergence rate with respect to the penalty parameter ε.
Experiment 1. For this numerical experiment, we computed convergence rates for the nonlinear penalty function
method, in which (57) is replaced by the nonlinear relationship
(|∇ · uε|r−2)∇ · uε + ε pε = 0. (60)
We discretized the resulting system (56) and (60) using the Taylor–Hood finite element pair and used a uniform mesh
with characteristic length h = 1/32. For the nonlinearities in (56) and (60), we employed the Newton iteration scheme
ν
(
|∇uε(n−1)h |r−2∇uε(n)h ,∇vh
)
+ ν(r − 2)
(
|∇uε(n−1)h |r−4
[
∇uε(n−1)h : ∇uε(n)h
]
∇uε(n−1)h ,∇vh
)
−
(
pε(n)h ,∇ · vh
)
= (f , vh)+ ν(r − 2)
(
|∇uε(n−1)h |r−2∇uε(n−1)h ,∇vh
)
, ∀ vh ∈ Xh,
(r − 1)
(
|∇ · uε(n−1)h |r−2∇ · uε(n)h , qh
)
+ ε
(
pε(n)h , qh
)
= (r − 2)
(
|∇ · uε(n−1)h |r−2∇ · uε(n−1)h , qh
)
, ∀ qh ∈ Qh .
We performed computations for the model problem and ν = 10−2, r = 3, 7/2, 4. The results are summarized
in Tables 1 and 2. Notice that the convergence rates for the velocity and pressure in the nonlinear penalty function
observed in our computational experiments were on the order of 1
(r−1) . In the sequel, we observe that the experimental
convergence rates for the linear penalty function method are superior to the experimental convergence rates for the
nonlinear penalty function method.
Experiment 2. For this numerical experiment, we computed convergence rates for the linear penalty function method,
in which (57) is replaced by the linear relationship
∇ · uε + ε pε = 0. (61)
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Table 2
Pressure convergence results for the nonlinear penalty method (60) in Experiment 1, r > 2; grid parameter h = 1/32
ε ‖ph − pεh‖0,r ′ Convergence ‖ph − pεh‖0,r ′ Convergence ‖ph − pεh‖0,r ′ Convergence
(r = 3) rate (r = 7/2) rate (r = 4) rate
10−3/4 5.893092× 10−4 3.012872× 10−3 1.080856× 10−2
10−3/8 4.009367× 10−4 0.56 2.277192× 10−3 0.40 8.631992× 10−3 0.32
10−3/16 2.622084× 10−4 0.61 1.712802× 10−3 0.41 6.874817× 10−3 0.33
10−3/32 1.631244× 10−4 0.68 1.277546× 10−3 0.42 5.458722× 10−3 0.33
10−3/64 9.656317× 10−5 0.76 9.390265× 10−4 0.44 4.318782× 10−3 0.34
Predicted 0.25 0.16 0.11
Table 3
Velocity convergence results for the linear penalty method (61) in Experiment 2, r > 2; grid parameter h = 1/32
ε ‖uh − uεh‖1,r Convergence ‖uh − uεh‖1,r Convergence ‖uh − uεh‖1,r Convergence
(r = 3) rate (r = 7/2) rate (r = 4) rate
10−3/4 9.959125× 10−5 1.057540× 10−4 1.117104× 10−4
10−3/8 4.979656× 10−5 1.00 5.287920× 10−5 1.00 5.586032× 10−5 1.00
10−3/16 2.489851× 10−5 1.00 2.644016× 10−5 1.00 2.793145× 10−5 1.00
10−3/32 1.244931× 10−5 1.00 1.322022× 10−5 1.00 1.396605× 10−5 1.00
10−3/64 6.224671× 10−6 1.00 6.610143× 10−6 1.00 6.983104× 10−6 1.00
Predicted 0.5 0.4 0.33
Table 4
Pressure convergence results for the linear penalty method (61) in Experiment 2, r > 2; grid parameter h = 1/32
ε ‖ph − pεh‖0,r ′ Convergence ‖ph − pεh‖0,r ′ Convergence ‖ph − pεh‖0,r ′ Convergence
(r = 3) rate (r = 7/2) rate (r = 4) rate
10−3/4 6.036943× 10−6 1.215962× 10−5 2.452045× 10−5
10−3/8 3.018535× 10−6 1.00 6.080098× 10−6 1.00 1.226153× 10−5 1.00
10−3/16 1.509284× 10−6 1.00 3.040121× 10−6 1.00 6.131093× 10−6 1.00
10−3/32 7.546458× 10−7 1.00 1.520079× 10−6 1.00 3.065628× 10−6 1.00
10−3/64 3.773239× 10−7 1.00 7.600439× 10−7 1.00 1.532835× 10−6 1.00
Predicted 0.5 0.4 0.33
We discretized the resulting system (56) and (61) using the Taylor–Hood finite element pair and used a uniform mesh
with characteristic length h = 1/32. For the nonlinearity in (56), we employed the Newton iteration scheme
ν
(
|∇uε(n−1)h |r−2∇uε(n)h ,∇vh
)
+ ν(r − 2)
(
|∇uε(n−1)h |r−4
[
∇uε(n−1)h : ∇uε(n)h
]
∇uε(n−1)h ,∇vh
)
−
(
pε(n)h ,∇ · vh
)
= (f , vh)+ ν(r − 2)
(
|∇uε(n−1)h |r−2∇uε(n−1)h ,∇vh
)
, ∀ vh ∈ Xh, (62)(
∇ · uε(n)h , qh
)
+ ε
(
pε(n)h , qh
)
= 0, ∀ qh ∈ Qh . (63)
We performed computations for the model problem and ν = 10−2, r = 3, 7/2, 4. The results are summarized in
Tables 3 and 4. Notice that the predicted convergence rates in the linear penalty function method for the velocity and
pressure are both 1
(r−1) . However, for our computational experiments, we observed velocity and pressure convergence
rates of 1.
Experiment 3. For this numerical experiment, we investigated the h dependence in the theoretically predicted
convergence rates in Theorem 5.2. For this experiment, we utilized the Taylor–Hood finite element pair, the Newton
iteration scheme (63), and values r = 3, ν = 10−2, and h = 1/16, 1/24, 1/32, and 1/48. The results of this
computational experiment are presented in Table 5. We note that there is no particular dependency upon h in the
observed convergence rates of 1.
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Table 5
Velocity and pressure convergence results for the linear penalty method (61) in Experiment 3, r = 3; for various values of ε and grid parameters h
h ε ‖uh − uεh‖1,r ε convergence ‖ph − pεh‖0,r ′ ε convergence
(r = 3) rate (r = 3) rate
1/16 10−3/4 9.959190× 10−5 6.034270× 10−6
1/16 10−3/8 4.979688× 10−5 1.00 3.017199× 10−6 1.00
1/16 10−3/16 2.489867× 10−5 1.00 1.508616× 10−6 1.00
1/16 10−3/32 1.244939× 10−5 1.00 7.543116× 10−7 1.00
1/16 10−3/64 6.224712× 10−6 1.00 3.771568× 10−7 1.00
1/24 10−3/4 9.959376× 10−5 6.036514× 10−6
1/24 10−3/8 4.979781× 10−5 1.00 3.018321× 10−6 1.00
1/24 10−3/16 2.489914× 10−5 1.00 1.509176× 10−6 1.00
1/24 10−3/32 1.244963× 10−5 1.00 7.545922× 10−7 1.00
1/24 10−3/64 6.224829× 10−6 1.00 3.772971× 10−7 1.00
1/32 10−3/4 9.959125× 10−5 6.036943× 10−6
1/32 10−3/8 4.979656× 10−5 1.00 3.018535× 10−6 1.00
1/32 10−3/16 2.489851× 10−5 1.00 1.509284× 10−6 1.00
1/32 10−3/32 1.244931× 10−5 1.00 7.546458× 10−7 1.00
1/32 10−3/64 6.224671× 10−6 1.00 3.773239× 10−7 1.00
1/48 10−3/4 9.958831× 10−5 6.037192× 10−6
1/48 10−3/8 4.979509× 10−5 1.00 3.018660× 10−6 1.00
1/48 10−3/16 2.489778× 10−5 1.00 1.509346× 10−6 1.00
1/48 10−3/32 1.244895× 10−5 1.00 7.546770× 10−7 1.00
1/48 10−3/64 6.224488× 10−6 1.00 3.773395× 10−7 1.00
Table 6
Velocity convergence results for the linear penalty method (61) in Experiment 4, r = 3; mini-element discretization; grid parameter h = 1/32
ε ‖uh − uεh‖1,r Convergence ‖ph − pεh‖0,r ′ Convergence
(r = 3) rate (r = 3) rate
10−3/4 1.001808× 10−4 6.180896× 10−6
10−3/8 5.009139× 10−5 1.00 3.090517× 10−6 1.00
10−3/16 2.504594× 10−5 1.00 1.545276× 10−6 1.00
10−3/32 1.252303× 10−5 1.00 7.726423× 10−7 1.00
10−3/64 6.261530× 10−6 1.00 3.863222× 10−7 1.00
Experiment 4. For this numerical experiment, we computed convergence rates for the linear penalty function method
for two other velocity–pressure finite element discretizations. We discretized (56) and (61) utilizing the mini-element
instead of the Taylor–Hood finite element, which consists of a piecewise linear basis with a bubble function for the
velocities and a piecewise linear basis for the pressure. For this experiment, we utilized the Newton iteration scheme
(63) and values ν = 10−2, r = 3 h = 1/32. The results of this computational experiment are presented in Table 6.
Notice that for this discretization, we also observed velocity and pressure convergence rates of 1.
Experiment 5. For this numerical experiment, we computed convergence rates for the linear penalty function method
for values r < 2, in particular r = 3/2 and 7/4. For this experiment, we utilized the Taylor–Hood finite element
pair, the Newton iteration scheme (63), and values r = 3/2, 7/4, ν = 10−2, and h = 1/32. The results of this
computational experiment are presented in Tables 7 and 8. Although values of r less than 2 are outside of the scope of
our theoretical results, it is interesting to note that we observed linear experimental convergence rates for the velocity
and pressure for this case as well.
7. Conclusions
In this paper, we have analyzed both mathematically and numerically, an improvement in the penalty method
for the power-law Stokes problem. In particular, we proved that the finite element discretization of a linear penalty
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Table 7
Velocity convergence results for the linear penalty method (61) in Experiment 5, r < 2; grid parameter h = 1/32
ε ‖uh − uεh‖1,r Convergence ‖uh − uεh‖1,r Convergence
(r = 3/2) rate (r = 7/4) rate
10−3/4 8.595249× 10−5 8.721107× 10−5
10−3/8 4.294630× 10−5 1.00 4.360563× 10−5 1.00
10−3/16 2.148817× 10−5 1.00 2.180284× 10−5 1.00
10−3/32 1.074409× 10−5 1.00 1.090142× 10−5 1.00
10−3/64 5.372044× 10−6 1.00 5.450714× 10−6 1.00
Table 8
Pressure convergence results for the linear penalty method (61) in Experiment 5, r < 2; grid parameter h = 1/32
ε ‖ph − pεh‖0,r ′ Convergence ‖ph − pεh‖0,r ′ Convergence
(r = 3/2) rate (r = 7/4) rate
10−3/4 7.703838× 10−7 1.047021× 10−6
10−3/8 3.851927× 10−7 1.00 5.235121× 10−7 1.00
10−3/16 1.925965× 10−7 1.00 2.617564× 10−7 1.00
10−3/32 9.629830× 10−8 1.00 1.308730× 10−7 1.00
10−3/64 4.814916× 10−8 1.00 6.543918× 10−8 1.00
method for the power-law Stokes problem yields higher-order accuracy than the finite element discretization of the
known nonlinear penalty method. The theoretical error estimates were supported by numerical experiments. We also
proved the existence and uniqueness of solutions to the continuous and finite element discretization of the linear
penalty method applied to the power-law Stokes problem. The extension of the improved linear penalty method to
the Navier–Stokes equations with subgridscale artificial viscosity regularization will be the subject of a future study.
The improvement in the linear penalty method could have a significant impact on turbulent flow computations, where
computational efficiency is paramount.
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