Optical Character Recognition (OCR) is a convenient and efficient tool for office automation and information retrieval, and is becoming more and more important in today's office and library environment. Depending on the text to be recognized, and the software and hardware employed, OCR software produces various types of errors in the recognized texts. The error types and their distributions are environment-dependent. In this paper, we first provide a classification for the types of errors that occur. An efficient approach for the post-processing of recognition errors in OCR text is proposed so that errors can be efficiently detected and corrected with the aid of a computer. The approach also allows for the correction of OCR errors to be partially automated. The major contribution of this approach is the capability of knowledge acquisition for OCR postprocessing which facilitates the efficient correction of OCR errors. Through self-learning, the postprocessor is able to perform better and more accurately as processing proceeds. Experimental results are provided to demonstrate the efficiency and the effectiveness of this approach.
INTRODUCTION
Storing information on a computer provides a substantial gain in convenience and efficiency over conventional storage techniques that use a paper medium.
By having information on a medium that can be easily accessed by a computer, better organization, editing, searching, and retrieving of the stored information is possible. The falling prices of microcomputers, and their increased storage capacities and speed make it more attractive than ever before to store information on computers.
However, a substantial amount of today's documents are still on a more primitive medium, paper. The problem becomes how these printed or typed documents can be transferred to a computer efficiently with a high degree of accuracy. One of the most plausible solutions to this problem is the use of an optical scanner and character recognition (OCR) software. The function of an OCR program is to convert a bitmapped image into a text file, say in ASCII codes. This text may then be used for word processing or other forms of data processing. Ideally, the process, namely the scanning and the conversion, should be quick and 100% accurate. Although the technology has existed for more than a decade, OCR has generally been limited to computers that are dedicated to the sole task of optical character recognition. This limitation has resulted in OCR being too expensive for general use due to its high cost and complexity. Recent developments in personal computers and low-cost scanners have made it possible to perform OCR tasks effectively and economically in an ordinary office setting, Although the techniques of OCR are well developed, it is difficult to obtain 100% accuracy for text recognition.
Printing quality of the original text, noise in a bit-mapped image, recognition algorithms, to name a few, are among the factors affecting the recognition accuracy. Therefore, it is important to employ certain postprocessing mechanisms to reduce the error rate in OCR texts, and hence improve the usefulness of an OCR processor. Here the term "text" is referred to as the text before OCR processing, and the term "OCR text" is referred to as the text after OCR processing. Basically, there are two choices for OCR post-processing:
human inspection and computer-aided correction. Clearly, the former approach is undesirable if the text is bulky, as is often the case. The latter approach is addressed in this paper.
The experiments presented in this paper as well as our intuition show that the total number of errors and the distribution of error types in text recognized by OCR largely depend on the environment. The environment in OCR text processing may consist of scanners, OCR software, and characteristics of text to be recognized. Major characteristics of text that are important in affecting the performance of OCR text processing include character sizes, character fonts, character styles, and printing quality (say, too dark, too light, or dotted, etc.) of the text to be recognized. OCR errors are environment-dependent which is one of the most important characteristics of OCR text processing. By employing the concept of "environments", the diversity and the nonuniformity of OCR errors under different situations can be more uniformly characterized and studied.
In this paper, we propose an approach for the post-processing of OCR texts, which takes the recognized text file generated by an OCR program as its input, and produces a much more accurate text file as its output. Although certain techniques for error detection and correction have been addressed by other researchers (Bourne 1977 , Muth and Tharp 1977 , Hall 1980 , Peterson 1980 , Turba 1981 , Durham et al. 1983 , our approach has the following distinctive features:
(a) Knowledge acquisition, self-learning and adaptiveness; (b) Semi-automatic correction of OCR errors; and (c) High efficiency for OCR applications.
Knowledge acquisition, adaptiveness and semiautomatic error correction which result in high efficiency are the essential differences between our approach and those of earlier researchers in which "static" approaches are applied and automatic correction has not been addressed. The knowledge acquisition approach enables us to acquire or to learn certain characteristics about the underlying environment during the post-processing so that the post-processor will perform better and better as the processing proceeds. This approach allows the post-processor to adapt itself to the specific environment (say, the specific characteristics of the text being processed), so that the OCR post-processor behaves differently under different environments. Knowledge acquisition and adaptiveness are very important for OCR post-processing since OCR errors are environment-dependent, i.e., OCR errors vary according to the environment. Clearly, environment-invariant "static" approaches of the earlier researchers can hardly satisfy the requirement of a general purpose post-processing of OCR texts. The adaptiveness and knowledge acquisition make our approach possible to be a general purpose OCR text post=processing. This paper also addresses detecting and correcting errors in an OCR environment, while former studies focused mainly on detecting and correcting errors in a typist or human-machine interaction environment. Classification of error types and error distributions in OCR applications under certain typical environments are discussed in section 2. One of the major characteristics of errors in an OCR text is that the same error patterns are very likely to repeat themselves (i.e., error repeatability). One of the important contributions of this study is to make use of the error repeatability via knowledge acquisition to efficiently correct errors in OCR texts and accomplish semi-automatic error correction in certain situations. Semi-automatic correction of OCR errors which has not been addressed before is desirable because reducing the burden on users is the ultimate goal of OCR processing.
To have a better understanding of common errors in an OCR text, we first provide a few examples of errors in section 2. A classification of error types is also presented in this section. In section 3, the general strategy for our OCR postprocessing is introduced and certain error detection techniques are discussed. The adaptive error correction techniques are proposed and discussed in section 4. Experimental results are presented in section 5. Discussion and summary are presented in section 6.
TYPES OF ERRORS IN AN OCR TEXT
There are a number of OCR products that are available on personal computers. A review of these products and their performance can be found in Liu, Montgomery, and Chan (1989) . Some of these products employ artificial intelligence techniques and are rather accurate in their recognition. Since we believe that only this class of products will survive in the market in the long run, we will focus on the post-processing of the OCR text produced under this class of products. Depending upon the environment, the error rates for such OCR products may vary from very low (say less than 0.01%) to rather high (say 5%). The error rate of an OCR text is defined to be the number of errors divided by the total number of characters in the text.
To illustrate the types of errors that may occur in an OCR text, we scanned an original draft of this paper printed by an HP LaserJet in 10 points Times Roman. Under this environment, we hardly find any errors. After we blurred the original (by repeated xerox copying), or reduced the intercharacter spacing and the size of characters (say from 10 points to 8 points), we began to see different types of errors. The error types and error distribution vary with the environment. There are two major categories of errors: (I) character unrecognized, and (II) character mis-recognized. Unrecognized characters are typically marked by OCR software with a special character such as "-" Listed below are some examples of errors: (IIc) Consistent and correct mis-recognition. In such a case, the mis-recognized character has the appropriate type, and also the word happens to be a valid word.
Clearly, different environments are associated with different error-rate and error-type distribution. Table 1 shows error-rate and error-type distributions for some environments in our experiments.
It is important to note that Type I, Type IIa and Type lib are the most frequently occurred errors. Typically, they account for more than 95% of total errors in most environments (see Table 1 ). Errors of Type IIc have very small probability of occurrence based on our experimental observation (see Table 1 ) and an analysis shown in Appendix A. Type IIc errors are much more difficult to handle than other types of errors. Therefore, for practical purpose, we only need to focus on attacking errors of Type I, Type IIa and Type lib in this paper. Solving those types of errors well would basically address problems in OCR text post-processing. Peterson (1980) summarized his and early researchers' observations and pointed out that "Errors introduced by OCR input devices are only the substitution of one letter for another; characters are never inserted or deleted by the OCR reader". This is not quite true in our experiments. It is likely that two characters are recognized to be one (for example, "lr' is recognized as "U", "rn" as "m", "in" as "m"), especially when ligature occurs in the text (i.e., two characters are touched). This type of error is also referred to as "character deletion". The techniques discussed in this paper can adequately handle the case that two characters are mis-recognized to be one (i.e., one character deleted). On the other hand, we observed that one character is rarely recognized to be two (called "character insertion"), and more than two characters are rarely recognized to be one.
The above summary of OCR error characteristics is applicable to a number of OCR products we have reviewed. However, there may exist OCR products that produce errors that are more difficult to characterize. Such products may have difficulty to take advantage of any automatic correction schemes.
Earlier researchers focused mainly on typist or human-machine interaction environments which are somewhat different from an OCR environment. The major differences lie in that errors in an OCR environment are usually repeatable (for example, in Env3, "s" is dominantly recognized as "8") and errors in different OCR environments are usually not similar (for example, in Env2, %" has about the same possibility to be recognized as "8", "e", or unrecognizable). However, errors in a typist or human-machine interaction environment are rather irregular and errors in different typist and humanmachine interaction environments are somewhat similar. The repeatability of errors in an OCR environment and the diversity of error patterns in different OCR environments especially fit the knowledge acquisition and adaptive framework of this approach. 
THE GENERAL STRATEGY OF POST-PROCESSING AND ERROR DETECTION
In this section, we first briefly discuss an overall strategy of post-processing.
We then discuss some efficient error detection methods.
The General Strategy of Post-processing
The post-processing of an OCR text consists of two phases: error detection and error correction. A straightforward way to post-process an OCR text could be to detect incorrectly recognized words by a dictionary-based spell checker, and present those as well as words with unrecognized or mis-recognized characters to users for their correction. In this strategy, however, users are considerably burdened by the amount of errors and finding the correct words for the mistaken words.
The general strategy of the approach proposed in this paper can be outlined as follows. First we detect mis-recognized words in an OCR text by a dictionary-based spell checker (words with unrecognized characters can be detected easily without a spell checker). Then for each incorrect word, we provide the user with a list of words which could be the correct ones (called candidate words) for user's choice and confirmation. In certain cases, errors can be automatically corrected with certain confidence (in particular, if the candidate word is unique). In order to efficiently identify those candidate words and provide a short list of candidate words, characteristics of OCR errors are utilized. This is one of the key differences between this approach and a typical spell checking approach. It should be noted that error detection and error correction are interleaved.
After a correction is confirmed by the user, certain knowledge about the error patterns and characteristics are acquired, which can be used for other error detection and correction as the post-processing proceeds. How the candidate words can be efficiently found and how errors can be semiautomatically corrected are the major topics of this paper.
After an incorrect word is identified, we need to find the erroneous character(s) in the word so that candidate words can be efficiently obtained. Identifying the erroneous character(s) of Type I and Type IIa errors is rather straightforward, but it is more difficult to identify errors of Type lib. For Type IIb errors, the brutal-force strategy may be applied, i.e., each character in the word may be considered as the erroneous character in sequence. However, this may require too much computing effort and yield too many candidate words. As is discussed later, the mapping information from unrecognized or mis-recognized characters to their original characters is useful in error corrections. This mapping information can be acquired and accumulated as the post-processing progresses so that the correction of forthcoming errors can be more efficient and accurate. In identifying erroneous characters, it would be desirable if a fewer number of potential erroneous characters are considered. The character pair matrix to be described later in this section can be employed for this purpose. For Type lib errors, because the current technology of OCR text processing does not yield a high error rate, we may assume that there is at most one error of Type lib in a word if any 1. If more than two characters are incorrect in a word, the strategy we present in this paper is still applicable. However, the algorithm will be more complicated and more computing effort will be involved.
After an erroneous character in a word is identified, certain techniques can be used to find the potentially correct character(s) to replace the erroneous character so that candidate words can be constructed. By looking up the dictionary, only the correctly spelled candidate words are presented to the user for choice or confirmation. A measure can be developed to determine if the candidate words for the original word is "unique". When it is determined to be unique, the mistaken word can be automatically corrected.
Error Detection
Error detection for Type I and Type Ila errors is rather straightforward.
That is, the special unrecognized and inconsistent characters can be easily detected. For Type lib errors, a dictionarybased spell checker can be used. Type IIc errors are much more difficult to detect. In order to detect Type IIc errors, it requires a sophisticated context checking algorithm with fairly good semantic understanding of the natural language. The current state-of-the-art techniques for natural language processing do not seem to support this approach well. Fortunately, our experiments (see Table 1 ) and analysis (see Appendix A) show that the probability of Type IIc errors is rather small. Hence, ignoring Types IIc errors basically will not much affect the overall performance of a post-processing system. According to (Salton 1989 , Peterson 1980 , the average length of word occurrences in an ordinary English text is 4.7 characters. If the error rate is 0.01% -5%, then the probability of more than one error in a word is about 0.00001% -2.6%, i.e., 5 5
Thus this assumption is reasonable.
In spell checking, some special terms which are correct may be incorrectly identified to be wrong by a dictionary-based spell checker. In general, there are two types of the incorrectly identified words based on a dictionary: special terminology such as "OCR", "HPLC", "tuple" which may not be in the general English dictionary, and misrecognized words such as "possible", "diherent". If a user identifies a word as a special terminology or a new word, then this word will be added to an "adaptive dictionary" supplementing the general dictionary. The next time when this word occurs, it will not be considered as an incorrect one. Peterson (1980) and Knuth (1973) discussed how this type of operation can be achieved efficiently and effectively. More details on dictionary-based spell checking can be found in Durham et ai. (1983) , Faloutsos (1985) , Hall and Dowling (1980) , Ito and Kuboto (1987), and Sheil(1978) .
Efficient Methods for Error Detection
As we discussed before, the identification of erroneous characters of Type IIb is more difficult. A straightforward strategy is to treat each character in the word as a potential erroneous character in sequence. Clearly, using this approach the search space for the erroneous character is large and inefficient. Therefore, it is very desirable if this search space can be reduced or restricted, so that the identification of the erroneous character can be more accurate and efficient. In this section, we discuss two methods, the most error-prone characters and character pair matrix, that can be used jointly to detect erroneous characters efficiently. In addition, character pair matrix can also help in error correction.
The most error-prone cha,racters
During the post-processing of an OCR text, the number of times a character is actually misrecognized can be maintained. An entry (a,n) in the error-prone character set means that the number of times of the character a being incorrectly recognized so far is n. We rank all the characters in descending order according to their relative frequency (i.e., n divided by the corresponding character frequency). The higher a character is ranked, the more likely is the character to be incorrectly recognized in the underlying environment. Therefore, it can help finding the erroneous characters of Type lib errors. Since this set of characters is usually very small, the knowledge acquisition for such a set can be quite efficient. This method seems to be useful due to the fact that some characters are never mis-recognized by an OCR under a particular environment. Similarly, this strategy can also be used for unrecognized characters.
Character pair matrix
In the late 1940's, C.E. Shannon's (1948 Shannon's ( , 1951 classic papers established the foundation of information theory by using character frequency to measure information (entropy) quantitatively. Frequencies of two-character pairs, called diagrams, can be used to help finding the erroneous character (words containing rarely occurring pairs are very likely to be mis-spelled or mis-recognized words) as well as provide candidate words (words obtained by substituting the mis-recognized character by the character consisting of the most frequently occurred pair are more likely to be the candidate words). For a character in a word, the pair consisting of the previous character of this character and the character itself is called a prefix pair of this character. A suffix pair is defined similarly. Table 2 shows the distribution of pair occurrences based on the 234,932-word Webster dictionary, where an entry is either of the form (f, n) or (fl-fe, n). An entry of the form (f, n) in the table indicates that there are n different types of character-pairs in the dictionary which appear f times. For example, the first entry (0,62) indicates that there are 62 types of pairs which never appear in the dictionary (for example, pairs like "qk", "zq", etc.), and the second entry (1,18) indicates that there are 18 types of pairs which appear only once in the dictionary. Similarly, an entry of (fl-f2, n) indicates that there are n different types of pairs in the dictionary which appear between fl to fz times in the dictionary. Examples of pairs which occur very frequently are "te", "al", etc.
The fairly uneven distribution of pair frequencies shown in Table 2 demonstrates the usefulness of pair information. It is observed that frequencies of many pairs are very small, and these can be considered as "unlikely pairs". On the other hand, the frequencies of certain pairs are very high, and these can be considered as "likely pairs". The threshold values for "likely" and "unlikely" pairs can be defined by pair occurrence values. For example, we can define those pairs with occurrence values less than 10 as "unlikely pairs". A similar definition can be applied to "likely pairs". However, different threshold values may have different effects. It should be noted that the pair matrix can be applied in two different ways: detecting errors (with characters consisting of the most unlikely pairs) and correcting errors by providing candidate words (with characters consisting of the most likely pairs).
It is possible that the character set can be enlarged to include upper and lower cases characters, and also the blank character. However similar results are achieved. In this research, we elect to use the character set of 26 letters and ignore the difference between upper and lower cases. Because the size of the pair matrix is small, it can reside in the main memory so that accessing the pair matrix can be very fast, hence the use of the pair matrix can be very efficient. In principle, frequency of three-character triples (trigrams) or more can similarly be used. However, they take a much larger memory and how well a trigram will perform in comparison with a diagram requires further investigation.
ADAPTIVE ERROR CORRECTION
In this section, we discuss how to correct errors in an OCR text efficiently. In section 4.1, corrections of unrecognized characters (Type I errors) are discussed. In section 4.2, corrections of mis-recognized characters (Type II errors) are discussed. Given a specific erroneous character, the task of error correction is to provide a list of appropriate candidate words efficiently, and automatically correct the mistaken words when it is possible. It is important to note that there are rather stable substitution patterns associated with an OCR environment. Also notice that different environments typically have different stable substitution patterns. For example, in the Env3 of Table 1 , "t", when mis-recognized, is always recognized as "i" (which is not true for the Env2), and "j" is always mis-recognized as "i", and so on.
Thus, employing environment-dependent information is rather important in solving the problem with such characteristics. For each candidate word, a number called the confidence value of the word can be computed. This confidence value indicates the likelihood the post-processor considers this candidate word to be the correct one based on the current knowledge of the post-processor. Under certain criteria (for example, the largest confidence value of a candidate word is more than 10 times that of the second largest confidence value), the post-processor can consider the candidate word with the largest confidence value as the original word. In such a case, the correction can be automated.
Correction of Unrecognized Characters
We shall investigate in this section how a character unrecognized by OCR software can be properly replaced. A straightforward way is to replace the unrecognized character by each character in the character set, so that candidate words can be formed. Clearly, this is inefficient. The following techniques can be applied to limit the choice of replacing characters.
Use of character hair matrix
As mentioned in section 3.2, a pair matrix can be used to find the most unlikely pair (for detecting errors) and most likely pairs (for providing candidate words). Based on the context of the unrecognized character, i.e., the characters immediately before and after the unrecognized character, we can find those most likely characters (with high frequency) under the prefix and suffix pair patterns. Usually the number of the characters satisfying the condition is small, and thus the number of potential candidate words is limited. Clearly, the number of potential candidate words depends on how the threshold for a "likely" pair is defined. We can reduce the set of candidate words further by the method discussed below.
Use of information on the most likely unrecognized characters
Based on the text previously processed under the same environment, the frequencies of occurrences of unrecognized characters can be stored. The basic assumption is that those characters previously unrecognized are more likely to be unrecognized in the future. This assumption is appropriate due to the error repeatability characteristics of an OCR text. Our experiment shows that this set of unrecognizable characters in most cases is much smaller than the entire character set. Most characters are seldom unrecognized and the distribution of unrecognized characters is not even. Furthermore, different environments are associated with different sets of the most likely unrecognized characters. That is, this set of characters is also environmentdependent. Initially, this set of characters can be considered as empty. As the process proceeds, the set is enlarged. And finally, our experiment shows the set will eventually become "saturated". This set, which represents the knowledge about the underlying environment, can be stored. Therefore, it is possible that a user can load the set prior to his OCR post-processing, provided that the user already has such a set from his earlier processing of OCR text in the same environment. This situation is likely in an office setting, for example, where the same printer or the same typewriter output is used. This acquired information helps us to limit the number of choices to replace unrecognized characters.
As the post-processing goes on, this set will eventually reach a "saturation point". Thereafter, the pattern of unrecognized characters is considered captured and we may use this set for future correction of unrecognized characters (although the pair matrix can still be jointly used). We can take the number of times that a character, say a, becomes unrecognized as the confidence value of the candidate word formed by replacing the unrecognized character by c~. Then after verifying the candidate words against the dictionary (some candidate words may be discarded as a result), we sort all the candidate words on their confidence values. If the second highest confidence value is far below the highest confidence value, say 1/lo, then the word with the highest confidence value may be considered to be the unique correction for the word with the unrecognized character.
Correction of Mis-recognized Characters and the Use of a Conversion Map
In this section, we discuss how Type IIa and Type IIb errors can be corrected. We shall first introduce the concept of the environmentdependent conversion map. A conversion map can be represented in a form (c~,e) where ~ is a character and t is a list of pairs (c,p). In the pair (c,p), c is a character and p is the likelihood that this character is mis-recognized. The pairs (c,p), for each o~, are further sorted in decreasing order of p. The following are three sample lines of such a map: The interpretation of an entry (a,e) in a conversion map can be described as follows. The left column character c~ is the identified erroneous character, and the character in a pair (c,p) at the right column is the potential original character for the erroneous character with the likelihood p. There are at most m entries in a conversion map where m is the number of characters in the character set. As we observed before, the mis-recognition of characters in an environment is rather stable, due to the error repeatability characteristics of OCR. Since the size of the map is small, using this map for error correction can be very efficient. Take the row of (H, (h, 0.4), (ff, 0.3),(B, 0.3)) and the mis-recognized word "diHerent" for example, the character "H" in the mis-recognized word "diHerent" is identified as the erroneous character by an inconsistency checker. By the above conversion map, candidate words "diherent", "different" and "diBerent" are constructed. By applying consistency checking, "diBerent" can be immediately abandoned due to the inconsistency. By looking up the dictionary, only the word "different" is correct. In this example, since only one correct word is identified, the system can automatically replace "diHerent" by "different". If a character is extremely unlikely to be an erroneous character, there will be no entry for this character in the above map. Because OCR errors are environmentdependent, and each different environment is associated with a different conversion map, the diversity and the non-uniformity of OCR errors are captured by this method.
Now we discuss how this conversion map can be constructed.
Initially we do not have any knowledge about a specific environment, i.e., the conversion map is empty. But the system designer may have certain general knowledge such as the letters "1", "i" and "1" are very similar, regardless of the fonts, sizes, styles, etc., and hence are likely to be recognized interchangeably. We refer to this general knowledge as the generic conversion map, which could be loaded initially. Through the dialogue with the user (user's selection of the correct word and the semi-automatic correction), the system is able to gain knowledge on the error pattern, and this knowledge can be accumulated in the conversion map. This process leads to the environment-specific conversion map. Instead of obtaining the exact probability, we only need to keep the number of times that a character (or characters) is mis-recognized as the character in the left-column. This number can be considered to be an approximation of the likelihood in the conversion map. The bigger the number is, the larger the likelihood is. In this way, this system becomes intelligent, because it performs better and better via self-learning as more texts under the specific environment are being processed. Clearly, whatever the environment or the characteristics of the OCR product are, this system can gradually adapt itself to the specific environment so that the diversity and non-uniformity of OCR products are well captured.
There are several advantages associated with a conversion map. It is compact and usually small. Therefore, it can reside in the main memory of a computer so that operations on a conversion map can be very efficient. It captures precisely the error repeatability characteristics of an OCR environment, as well as the diversity of OCR errors under different environments. In addition, the knowledge acquisition proceeds as more text is processed.
When the generic conversion map is initially loaded, the likelihood of finding the original word may not be high since we are employing a rather small and imprecise conversion map. However, using techniques such as character pair-matrix and error-prone characters, we can find candidate words and pinpoint the erroneous characters. As the process progresses, the knowledge for different environments is accumulated and the conversion map becomes the dominating force in identifying the candidate words.
For frequently used similar texts, their conversion map can be saved. If a text to be processed corresponds with a known environment (for example, a user processed similar text before), then initially the user can explicitly load in the corresponding conversion map so that less user interaction is needed•
EXPERIMENTAL RESULTS
In this section, the experiments we carried to measure the efficiency and effectiveness of the above techniques are summarized.
First, we consider the conversion map technique. A commercial OCR product, OmniPage (1989) , was used on a MAC II with an HP ScanJet scanner of 300 dpi resolution. We examined the text recognized by this product in environment 3 (see Table 1 ) and monitored the correction of errors in the OCR text. When the process was initiated, the conversion map was empty, namely, the system did not have any knowledge about the error pattern.
As the process proceeded, the conversion map grew in size very rapidly. Due to the error repeatability, this growth rate slowed down as more and more errors were processed. Finally the size of the conversion map reached a "saturation" point where the conversion map size did not increase anymore, no matter how many more errors are processed. Figure 1 illustrates how the conversion map size increased against the number of errors which were processed. It can be observed that after processing 30 errors, the size of the conversion map reached about 75% of its "full" size. In other words, the knowledge (as can be reflected by the size of the conversion map) is acquired rapidly at the very beginning, and then the rate of knowledge acquisition slows down. After a certain number of errors are processed, little knowledge is added to the nearly saturated conversion map• After this point, error correction can make full use of the generated conversion map generated, which is specific to this particular environment. Figure 2 shows the effectiveness of this approach in correcting errors, i.e., how likely is a mis-recognized character to be corrected by the use of the conversion map. From Figure 2 it can be seen that as the process goes on, a misrecognized character is more and more likely to be corrected by the conversion map, until a stable likelihood of such a correction by the conversion map is reached, that is, about 90% of the misrecognized characters are corrected by the conversion map. Since the typical conversion map is rather small, it is very efficient to access the information in the conversion map. Because the overwhelming majority of mis-recognized characters can be corrected by conversion maps, the conversion map technique is efficient.
For other environments, the curves as shown in Figures 1 and 2 are very similar. For simplicity, only the curves for the environment 3 are used to illustrate the efficiency and effectiveness of our approach.
We also observed similar curves for the size of the most likely unrecognized character set versus the number of errors processed, and the likelihood that an unrecognized character is corrected by this set against the number of errors processed. Due to the similarity of the results, we shall not display these figures here.
DISCUSSION AND SUMMARY
In this paper, we have developed an efficient approach for OCR post-processing. Different techniques, such as conversion map, character pair matrix, most error-prone characters and most likely unrecognized characters are employed, and knowledge acquisition scheme are utilized, so that errors can be detected and corrected more accurately and efficiently.
As presented in Sections 3 and 4, it is easy to see that the degree of difficulty in error detection and correction increases from Type I, Type lla, Type IIb, to Type IIc. Type III errors are also difficult to handle. For the OCR software we have reviewed, some software seems to "work too hard" to recognize fuzzy characters. Consequently, they create more Type lib errors with rather irregular patterns or Type III errors. However, if one develops OCR software with post-processing in mind, it is preferable to leave fuzzy characters as unrecognized so that the post-processor can handle them more accurately within the context of words.
We note that this paper does not address the correction of Type III errors (under the class "Others"), such as character insertion, etc. This does not affect the usefulness of this approach since errors of this type are rather infrequent, with about 3% of total errors (see Table 1 ). Because it is unrealistic to expect a perfect correction, an approach which can handle most of the OCR errors (say more than 95%) is useful and effective in practice.
The concept of "environment" and "environ= merit-dependent" is very important in capturing the diversity of OCR characteristics. Similar techniques can be developed if there are other factors which will affect OCR performance. Due to the repeatability of OCR errors within the same environment, and the diversity of errors in different environments, an intelligent post-processing technique using knowledge acquisition and selflearning can be very efficient and effective. The knowledge acquisition scheme has been applied to several different subjects. Knowledge acquisition is the essential difference between our approach and earlier studies.
Although only English texts are addressed in this paper, the techniques and the principles can be applied to other languages such as Spanish, French, German, Russian, and so on. In fact, the language itself may be considered as a major environmental factor.
Even though it is possible to incorporate the entire error detection and error correction strategy within the OCR software, it is more appropriate to take the approach of post-processing.
First, incorporation of the above techniques may complicate the OCR software too much. In addition, many environments-dependent characteristics can hardly be anticipated, let alone be incorporated. To incorporate them together, a great deal of effort is needed to encode these functions into each OCR software. On the other hand, a standalone post-processing system can be used to process OCR texts from different OCR products.
Finally, even though our investigation can be further improved, it does serve as a first step to improve the accuracy of OCR recognition. It is not difficult to see the advantages of using this approach, compared to straightforward spell checking.
