Cognitive MAC protocols are designed to efficiently utilize the spectral resources without affecting the performance characteristics of the primary users. The use of spectrum opportunities, so called white spaces, can often require stochastic approaches due to difficulty in predicting their appearance. Infrastructure based coordinated access techniques are not a viable option for all the applications and spectrum bands. In this paper, we describe a decentralized cognitive MAC protocol based on multi-channel preamble reservation scheme. The protocol dynamically selects an available communication channel using a distributed channel selection scheme and allows nodes to be completely asynchronous to each other. Our MAC does not need a common control channel and cooperative infrastructure. We also address other practical issues such as mobility and traffic awareness in our MAC design. We have carried out performance evaluation of our protocol on an SDR testbed consisting of Wireless Open Access Research Platform (WARP). Experimental results show that our protocol is able to achieve reliable data communication even in harshly interfering environments.
INTRODUCTION
Spectrum sharing and symbiotic coexistence are becoming inevitable due to the rapidly growing popularity of wireless networks and technologies. Cognitive Radio (CR) tech-nologies aim at enabling higher spectrum utilization by opportunistically using the spectral white spaces through Dynamic Spectrum Access (DSA) schemes and cross-layer design methodologies. Media access techniques in CR networks allow nodes to efficiently communicate with each other without affecting the performance characteristics of the Primary User (PU).
In CR networks, channel sensing and spectrum access are tightly coupled to the medium access-no matter if it is through random access, time slotted principle or hybrid scheme. In recent years, a number of spectrum agile and cognitive MAC protocols have been proposed [4] [12] . These solutions have different requirements for network infrastructure and hardware capabilities of Secondary Users (SUs). Most of the MAC designs rely on high degree of cooperation among the SUs and the centralized entity coordinating the DSA. If the spectrum dynamics are high, much higher granularity and accurate sensing is required for MACs [16] . In situations, where accurate spectrum occupancies are hard to predict and cooperation from the PU is less likely, decentralized MAC protocols are desirable. We have designed and implemented a solution, which neither makes any assumption on the infrastructure and the deployment environment nor requires explicit synchronization among the nodes.
The main goal of our MAC solution is to provide a simple learning based distributed MAC protocol that is able to choose a new channel in a weighted manner if they have to vacate the existing channel for PU. The protocol is particularly useful for local area ad hoc type of applications and low power embedded networks requiring DSA capabilities. Our decentralized spectrum agile MAC protocol requires only a half-duplex radio interface without needing a common control channel. Our MAC protocol is suitable for both licensed and ISM bands, where the protocol adapts its channel selection to the stochastic spectrum occupancy behaviour of the PUs and mitigates the effects of the random interferences, respectively. Studies on the impact of frequency-agility on dynamic spectrum sharing show that radios which are capable of using non-contiguous frequencies gives better performance over radios using single frequency for transmission [13] . Our protocol uses a distributed channel selection scheme, which adaptively expands and contracts the number of frequency channels to be used depending upon the interference conditions. The protocol is implemented on WARP [11] boards and is evaluated in terms of throughput and packet delivery ratio with respect to different carrier sensing durations and number of used channels. A vector signal generator is used to model the behaviour of a PU. We believe that our implementation and evaluation provides significant insights into the practical aspects of cognitive radio MACs. This has a particular value as majority of the state-of-the-art designs remain at a theoretical and simulation stage.
RELATED WORK
There are both centralized and distributed MAC designs for CRs [4] . MAC protocols in infrastructure based networks require a central controller, e.g., for management of the network activities, gathering and distribution of data, synchronization among nodes. IEEE 802.22 [9] standard for Wireless Regional Area Network is a good example in this category. As compared to the distributed protocols, centralized MAC approaches typically demand simpler hardware and software capabilities for SUs (CR nodes). MAC protocols relying on a centralized infrastructure, at the same time, impose much stringent requirements in terms of sensing and coordination on the infrastructure. These include various mechanisms for spatio-temporal spectrum sensing and active coordination among the nodes. Numerous centralized protocols, such as [2] [10] have been designed. The protocol in [2] uses the CSMA principle for underlay systems [6] , where a SU activity is permitted with simultaneous PU activity as long as the interference caused to the PU stays within a radio technology dependent threshold. The protocol enables coexistence by adjusting the transmit power and data rates of the CR nodes. The intelligence for adapting the protocol parameters lies at the controlling infrastructure.
The other category of MAC protocols for CR networks is designed for decentralized operation. The cognitive users gather spectrum information either locally or through cooperation from the neighboring nodes. These protocols have different assumptions on the hardware platform and the network capabilities. Some of these schemes assume that cognitive users are equipped with multiple transceivers and nodes have the capability to access multiple channels simultaneously and select the best channel as described in [1] , [7] and [8] . Some of the decentralized MACs assume that all the entities in the network have an always available common control channel for exchanging control information and establishing an agreement on the selection of data transmission channel between the transmitter and receiver pairs. A detailed taxonomy of these protocols is given in [5] . The use of a common control channel has its limitations. An in-band common control channel is exposed to PU activities and thus its reliability and availability are not guaranteed while an out-of-band common control channel requires either an extra radio interface or active switching between the frequency bands. Furthermore, a common control channel needs to be allocated by a regulator and agreed through standardization.
Simulation based studies have been conducted to show the theoretical effectiveness of the above mentioned protocols. However, these lack performance measurements in real environments and network conditions. To the best of our knowledge, C-MAC [3] is the first cognitive MAC which comes with a full prototype implementation. Instead of fixing a common control channel, C-MAC uses a rendezvous channel, which is selected based on the reliability of the available channels. It uses the TDMA principle, where each CR node has a distinct slot for periodic beaconing duration. This work is definitely a way forward and shows the feasibility of implementing a cognitive MAC. However, the evaluation of the prototype is not provided. The implementations, SoftMAC [18] , MultiMAC [17] , etc., mainly target the modularity and flexibility aspects instead of focusing on the primary performance metrics such as throughput and latency or specific details of supporting DSA operations.
PROTOCOL DESIGN
Our MAC design is targeted for infrastructureless environments. The MAC protocol uses a distributed channel selection strategy, which allows it to handle network mobility in an effective manner. Our MAC design tries to solve two issues at once. First, how to sense possible channels without introducing undue latency and poll busy channels with active PUs. Second, avoiding overloading the same channel with SUs. The protocol uses multichannel carrier sensing principle where a node scans all the channels in the pool sequentially. The transmitting node ensures that the transmission in the selected channel lasts for long enough duration that the asynchronous receiving nodes detect it when scanning that particular channel. Upon detecting a packet transmission activity, the receiving nodes do not scan subsequent channels and keep on listening to the channel until a data packet is received. In order to engage the channel, the transmitter repeats the data packet back to back as shown in Figure 1 . The total number of packet repetitions, N pkt required to be sent governs an upper bound, N pkt ≥ (TCS +Tswitch)Nch/Tpkt, where TCS is the carrier sensing duration, T switch is the channel switching duration, Nch is the number of channels and Tpkt is the time required to send a packet.
A transmitter first scans all the channels in the pool to ensure that there is no other on going packet transmission before attempting to send a packet. This also justifies the receiver(s) for not sensing subsequent channels upon detecting a packet activity. Scanning the channels prior to transmission helps in avoiding cases of multiple simultaneous transmissions to the same receiver(s) though there exists possibilities to utilize an additional available bandwidth. Since an activity in the medium can also be because of an interferer or a PU, the protocol uses a timeout scheme in order to characterize an interferer. Please note that in this paper, in terms of terminology, we do not distinguish between a PU and an interferer 1 . If channel activity is detected and no valid packet is received within an interval of two maximum sized packet transmissions, the channel is identified as interfering. A timeout duration of two packet transmission interval allows receiving a packet transmitted back to back with any packet boundary offset.
The protocol uses a heuristics based method for channel selection similar to [19] . In each sensing cycle, all the nodes scan the available channels sequentially for potential spectrum activity. Weights are associated with the channels, which are updated in each sensing cycle based on the type of the activity. If a particular channel is found free and data communication is established, the weight associated with the channel is increased. On the contrary, if a channel is found interfering, its weight is decreased. Channel weight history is also maintained, which helps identifying interfering channels and blacklist them. Before a packet transmission, the sender carries out dynamic channel selection in order to opportunistically utilize an available spectrum hole. Nodes are able to communicate with each other even without having any prior knowledge about the sensed spectrum characteristics of other nodes in the network. However, nodes do exchange the sensed channel characteristics (compressed in a binary format, called as "Channel maps") inside the preamble, which is transmitted before data. A channel map is essentially a bit encoded information indicating whether a particular channel has a weight higher than a predefined threshold, T2 (c.f. Algorithm 3.1). Channel maps of neighbors allow a node to avoid spatially local interferers by benefiting from their radio environment. Scanning a larger number of channels adds latency to the communication and reduces the throughput as confirmed by our experiments in Section 5. Therefore, our channel selection scheme tries to maintain a smaller number of channels with higher weights in the pool and delete the blacklisted interfering channels. Also if the quality of channels (expressed through the median channel weight) deteriorates, the channel pool is replenished by replacing the lowweighted channels from the pool. New channels with their weights initialized to the threshold T2, are included in the pool. Keeping a channel history prevents adding previously deleted channels into the pool. Precedence is given to the channels which have not been blacklisted before and to channels with the oldest blacklisting timestamp. The dynamic expansion and contraction of channel pool allows keeping diversity in the channel pool and simultaneously lowers the latency in data communication (c.f. Figure 10 ). Owing to the distributed nature of the channel selection algorithm, there is a danger that neighboring nodes may converge to non-overlapping channel pools. However, our experimental results indicate that this is unlikely to happen in practice due to the exchange of channel maps. Algorithm 3.1 describes the distributed channel weighting scheme. The values of the hysteresis thresholds, T 1 and T 2 are empirically chosen to be 15 and 40, when the ceiling channel weight value is set to be 100. Since the channels are sorted in the descending order of their weights, this scheme inherently allows to scan and use the least interfering channels first.
A transmitting node sends a repeated sequence of packets in the selected channel. The header is encoded with the base rate modulation and contains control information such as the destination address, source address, the modulation scheme for data payload and the channel map. A non-addressed node is also able to gather the spatial spectral characteristics of the transmitting node and other relevant meta-data by overhearing the header. In order to efficiently support higher data traffic loads at a node, we transmit the queued data packets back to back without repetition after a repetitive transmission of only the first packet. The first packet repetition serves to implicitly reserve the medium for further packet transmissions by a node. Since our protocol is designed for platforms with a single radio transceiver, while the transmission is underway at a node, it cannot detect if the channel is re-engaged by a PU. In order to prevent causing interference to the PU in the case when higher data volumes are to be supported, the transmitter quickly sniffs the channel between consecutive packet transmissions to ensure that the channel is still available. This scheme is illustrated in Figure 2 . 
IMPLEMENTATION DETAILS
We have implemented the MAC protocol on Rice University's WARP boards [11] . Our MAC implementation uses WARP OFDM Reference Design 14 and is based on the component based MAC development framework [14] . Table 1 lists the parameter values used for our prototype implementation. We expose different MAC parameters to the application, like the initial channel pool, contracted channel pool size, the weighting metric thresholds, CCA durations, backoff window sizes, persistency values, etc. which can be tuned to the application requirements. These parameters have their implications on the MAC performance characteristics as we showed in a demonstration [15] .
PERFORMANCE EVALUATION
We have carried out the evaluation of the MAC protocol on an 6-node WARP testbed as shown in Figure 3 . The WARP boards were connected to Gigabit Ethernet and RS232 interfaces to a PC in order to control the parameter settings and gather results during our experiments. We configured Agilent's E4438C Vector Signal Generator to generate different types of interference patterns in order to emulate the primary user(s). We monitored the spectrum occupancy characteristics using Agilent's E4440A Spectrum Analyzer and WiSpy DBx spectrum scanner. In order to measure and set precise timings of different radio parameters, we used Agilent's Infiniium DSO8104A Oscilloscope.
Sensing Reliability on WARP Boards
In order to empirically measure the reliable sensitivity of the hardware without channel impairments, we fed a signal directly from the vector signal generator to the antenna input of a WARP board over a coaxial cable. We also calibrated the cable attenuation losses in this experiment. We varied the strength of the signal power and the WARP board's energy detection threshold level. Figure 4 shows the average false detections percentages for 10000 samples. The result show that the WARP board shows a stable behaviour over a range of detection threshold values and a natural increase in the percentage of false detections as the threshold goes up. This result indicates the stable operating point for our measurements.
Interference Avoidance
We configured a signal generator to transmit random interfering signal in different channels for a certain duration using different transmit power levels. WARP boards running our MAC protocol with 4 channels in the pool were placed in the interference range. As can be seen from the spectrogram in Figure 5 that our MAC protocol is always able to detect the interferer and quickly hops away to an available free channel for data communication. 
Effects of Channel Pool Size and Carrier Sensing Duration
In order to study the effects of the channel pool size on the goodput and packet success ratios, we use a transmitter and receiver pair without the presence on any interferer. The transmitting node tries to send packets with payload size of 1000 bytes as fast as possible without using the smart channel reservation scheme. Figure 6 shows the achieved normalized goodput with a normalizing factor of 2.393 Mbps. The results show a tradeoff between transmission and sensing. It is evident from the figure that the goodput goes down exponentially as the number of channels increases in the pool and as the CCA duration increases. This is because of the larger sensing duration; spending longer time in scanning more number of channels and the longer per channel scanning interval. The results indicate that if a node can maintain a smaller pool of channels, the total capacity is of course larger. Figure 7 shows that the corresponding packet delivery ratio does not suffer any significant change with the increase in the number of channels in the pool and with the CCA duration. These two graphs also serve as the benchmark performance characteristics while studying the goodput and packet delivery ratio in the presence of different interference patterns.
Goodput and Packet Success Ratios
In order to study the empirical goodput characteristics with respect to the number of channels in the pool and the channel assessment duration, we used a WARP transmitterreceiver pair placed in the vicinity of an interferer. The signal generator is configured to generate a frequency sweeping signal with 100 ms in the channels used by the WARP board. Figure 8 shows the normalized goodput achieved when the transmitter tries to send as many packets as it can with a payload size of 1000 bytes. The normalization factor used is 2.393 Mbps. It can be seen that the goodput has gone down as compared to the interference free case as shown in Figure 6 . The slight degradation in the goodput is because of the timeouts for interference characterization. Compared to the case with no interference in the medium, the goodput values for the channel pool size of one suffers the most. The channel pool size of two performed better than the rest, which shows that channel diversity is good but keeping a high channel diversity is not necessary in all the cases since it adds to the control overhead. This result corresponds to the earlier theoretical findings in [13] . Figure 9 shows the packet delivery ratios of a random channel selection scheme and our cognitive MAC protocol in the presence of an interferer that cyclically sweeps fre- quency in the channels used by the WARP boards with a channel dwell time of 100 ms. It can be observed from the figure that our protocol is able to achieve remarkably high packet delivery ratio as compared to the random channel selection based scheme in the presence of the interferer. At larger CCA durations, the random channel selection scheme improves the delivery ratio since longer channel assessment durations makes sensing more reliable.
Multihop Latency
The multihop latency of the MAC protocol was measured using a linear topology with no interferer in the network and a CCA duration of 0.961 ms. Figure 10 shows that the multihop latencies show a linearly increasing behaviour with the number of hops and roughly a linear increasing trend with the number of channels in the pool.
Coexistence of Multiple CogNets
In order to study the coexistence behaviour of two cognitive networks using our MAC protocol in the same interfering environment, we used a transmitter-receiver pair of WARP boards with BPSK encoded preamble and data mod- ulation while the other pair with QPSK encoded preamble and data modulation. In this way, the two pairs interfered each other without able to communicate. We forced the four nodes to use the same set of channels with a pool size of two. We placed the four nodes at a square grid and interferer in the center, jumping randomly in the two channels. We observed that the two pairs of WARP boards dynamically hopped onto the available free channel. Figure 11 shows the packet delivery ratios of the two networks. It can be observed that our MAC allows symbiotic coexistence of both networks and is able to provide reliable communication. 
CONCLUSIONS AND FUTURE WORK
White spaces in the spectrum can be hard to predict and tight cooperation among different networks sharing the crowded spectrum is often infeasible. In order to address these issues, we have designed and implemented a decentralized cognitive MAC protocol, which allows nodes to communicate reliably even in highly interfering environments. In this paper, we have described the design rationale and implementation details of our MAC protocol on WARP boards. Our protocol dynamically selects an interference minimal channel using a distributed channel selection strategy. An available wireless channel can further be utilized in an opportunistic fashion with only a little overhead for potentially subsequent transmissions by keeping the nodes listening for a short duration to the available channel. Performance evaluation experiments conducted on a WARP testbed show that our protocol is able to deliver packets with high reliability and throughput in interfering environments. On the contrary, a random channel selection scheme shows very low packet delivery ratios. We have also conducted empirical studies on multihop latencies, effects of channel pool sizes and carrier sensing durations on the MAC performance characteristics. Our current work in progress includes the use of more advanced machine learning techniques to improve the channel selection algorithm. We are also planning to have a possible public release of the code for interested parties.
