Abstract. For a labeled tree on the vertex set [n] := {1, 2, . . . , n}, define the direction of each edge ij as i → j if i < j. The indegree sequence λ = 1 e1 2 e2 . . . is then a partition of n − 1. Let a λ be the number of trees on [n] with indegree sequence λ. In a recent paper (arXiv:0706.2049v2) Cotterill stumbled across the following two remarkable formulas
Introduction
For an oriented tree T , define the indegree of a vertex v to be the number of edges pointing to v and the type of T to be the sequence (e 0 , e 1 , e 2 , . . .) if e i vertices of T has indegree i. The partition λ = 0 e 0 1 e 1 2 e 2 . . . is then called the indegree sequence of T . Throughout this paper, for a given partition λ = 0 e 0 1 e 1 . . . of length ℓ(λ) = i≥0 e i , we define ℓ 1 (λ) = i≥1 e i and |λ| = i≥0 ie i .
If |λ| = n, we say that λ is a partition of n and write λ ⊢ n. Note that ℓ(λ) equals the number of all vertices of T and |λ| equals the number of all edges of T if λ is an indegree sequence of T . Let n ≥ 1, for a (unrooted) labeled tree on the vertex set [n] := {1, . . . , n}, we define the direction of each edge ij as i → j if i < j. For any partition λ ⊢ n − 1, let a λ be the number of trees on the vertex set [n] whose indegree sequence equals λ. The problem of counting the trees by their indegree sequence was first encountered by Cotterill [Cot07, Eq. (3.34) ]. In fact, Cotterill conjectured the following formula: a λ = (n − 1)! 2 e 0 !e 1 !(1!) e 1 e 2 !(2!) e 2 . . . ,
where ℓ(λ) = n. Stanley (see [DY07] ) noticed that the conjectured formula for a λ can be written as |Π λ | · (n−1)! (n−k)! , where |Π λ | = (n − 1)! (1!) e 1 e 1 !(2!) e 2 e 2 ! . . .
is the number of partitions of a (n − 1)-element set of type λ, i.e., it has e i blocks of size i, and suggested a proof based on this factorization. Then Du and Yin [DY07] derived a proof of (1) by using the poset of set partitions and Möbius inversion formula. Therefore, strictly speaking, their proof is not bijective.
In the next two sections we will give a bijective proof of (1). The starting point of our proof is the observation that the right-hand side of (1) is the number of labeled trees on [n] rooted at r of type λ (see Corollary 2 below). We will construct a bijection Φ r between labeled trees and labeled trees rooted at r and give a bijective proof of (1) using this map.
Cotterill [Cot07, Eq. (3.39)], among other things, also conjectured the following formula of binomial coefficients:
Actually we shall prove the following generalization of Cotterill's formula (3): for positive integers m and n and nonnegative integers l and p, there holds λ⊢m−1 ℓ(λ)=n n e o , e 1 , e 2 , . . .
The above formula reduces to Cotterill's formula (3) for m = n, p = 2, and l = 1.We will give a bijective proof of (4) by using combinatorics of the lattice paths in Section 4.
A Prüfer-like code for rooted trees
We orient each edge of a rooted tree toward to its root. For a given partition λ ⊢ n − 1 and fixed r ∈ [n], let T (r) λ be the set of (oriented) trees on [n] with root r of type λ and Π 
Given a tree T ∈ T (r)
λ , a vertex v of T is called a leaf if indeg T (v) = 0. If i → j is an edge of T , then i (resp. j) is called the child (resp. parent) of j (resp. i). The set of all the children of v is called its child-family, denoted by F v . In particular, a child-family is called leaf-part if all the children are leaves.
For instance, for the tree T 0 (with root 4) in Figure 1 , the non-empty child-families of T 0 are F 4 = {1, 6, 13, 14}, F 6 = {3, 7}, F 8 = {2, 11}, F 10 = {5, 9, 12}, F 13 = {10}, and 
, while the leaves-parts are F 6 , F 8 , and F 10 . We can order the leaves-parts by their maximum elements. Thus we have F 6 < F 8 < F 10 . We first define two simple mappings:
The mapping ψ :
λ , let ψ(T ) be the set of all child-families of T .
The mapping
• let T i be the tree obtained from T i−1 by deleting the largest leaves-part P (i),
• let p i be the parent of child-family P (i) in the tree
By construction, we have ψ(T i ) = ψ(T i−1 ) \ {P (i)} for all i ≥ 0, so P (i) belongs to ψ(T ) for all i. Since the number of child-families of T ∈ T (r) λ is equal to k = ℓ 1 (λ), this implies that p k = r. Because each child-family is deleted only once, the corresponding non-leaf vertex (parent) appears in ϕ(T ) once and only once. This means that the k-sequence
For instance, for the tree T 0 in Figure 1 , we obtain the leaves-part sequence (P (1), . . . , P (6)) = (F 10 , F 8 , F 13 , F 14 , F 6 , F 4 ) and ϕ(T 0 ) = (10, 8, 13, 14, 6, 4). Now we are ready to define a Prüfer-like algorithm.
Theorem 1. The mapping Ψ :
λ , we can construct the tree T in T (1) Let P (i) be the largest block of π \ {P (1), . . . , P (i − 1)}, which does not contain any number in {p i , p i+1 , . . . , p k−1 }. (2) Construct an edge between each vertex in P (i) and p i .
Proof. By Theorem 1, it follows from (5) that
which yields the desired result by (2)
Remark. We can also derive (6) from a known result. Indeed, the number of rooted trees on [n] of type λ (see, for example, [Sta99, Corollary 5.3.5]) equals
. n e 0 , e 1 , e 2 , . . . .
Since the sizes of T (r) λ
are the same for all r ∈ [n], we derive (6).
A bijection Φ r from trees to rooted trees
Given a unrooted tree T on [n] and an integer r ∈ [n], we can hang up T at r, i.e., draw it with a vertex r at the top and it growing downward. We label the edges of T on [n] such that each edge has the same label as vertex right below it (See Figure 2 ). An edge i → j with λ = 0 6 1 7 2 1 3 2 (i < j) is called decreasing if the direction of i → j is toward to the vertex r. The set of labels of all edges is [n] \ {r}. For example, in Figure 2 , if we hang up the tree on the left at 6, then we get the tree on the right with labeled edges. We put a bar over the label of each edge to avoid confusion. For a partition λ ⊢ n − 1, let T λ be the set of trees on [n] whose indegree sequence equals λ. For a tree T ∈ T λ (hung up at r), let φ r (T ) be the partition of [n] \ {r} obtained by putting the labels of edges which point to the same vertex into one block. Clearly φ r is a mapping from T λ to Π λ (π) to be the set ψ −1 (π). Now we describe a map Φ r from T λ (π) to T (r) λ (π), which will be shown to be a bijection.
The mapping Φ r : T λ (π) → T (r) λ (π). Given a tree T ∈ T λ (π), cutting out the decreasing edges in T , we get a set of increasing trees (i.e., trees without any decreasing edges) I T = {I 1 , I 2 , . . . , I d } and a matrix recording the cut decreasing edges
where each column
and the matrix giving the eight decreasing edges D T 1 = 6 6 7 9 9 8 12 12 2 5 1 7 8 3 4 10 .
Now, for each increasing tree I h we travel through the vertices of I h in post-order (See [Knu73] ) and define a cyclic permutation σ h by σ h = (v 1 , . . . , v l ) where v 1 , . . . , v l are the vertices in I h arranged by post-order. Thus each tree I h gives a cyclic permutation σ h . For example, reading the first three increasing trees above in post-order (the singleton trees give the identical permutation), we have three cyclic permutations σ 1 = (11, 14, 13, 9, 6), σ 2 = (12, 15, 8), and σ 3 = (16, 3).
Next, to each cyclic permutation σ h = (v 1 , . . . , v l ) we associate the linear tree J h as v 1 → · · · → v l with v l as root. Define the matrix
Continuing the above example, we obtain nine linear trees J 1 , . . . , J 9 connects two increasing trees I g and I g ′ . Thus the two corresponding increasing trees I h and I h ′ are not connected in T , which contradicts the fact that T is a tree. So Φ r (T ) is a connected graph with n vertices and n − 1 edges, it must be a tree.
An example of Φ r is given in Figure 3 . Given a tree T ∈ T (r)
λ (π), we say that an edge i → j is improper if i is not the eldest child of j or i is smaller than all vertices (including j) connected with j by proper edges. For example, on the top-right tree T 2 in Figure 3 , the improper edges are dashed.
λ (π) is a bijection. Proof. It suffices to define the inverse procedure. Given a tree T ∈ T (r) λ (π), cutting out all the improper edges in T , we get a set of linear trees (i.e., trees without any improper edges including singleton vertex)
and a matrix recording the cut improper edges
where each column j i corresponds to a improper edge i → j in T . For example, for the top-right tree T 2 in Figure 3 , we obtain the nine linear trees in (10) and the matrix in (11).
To each linear tree J h = v 1 → · · · → v l with v l as root we associate the cyclic permutation σ h = (v 1 , . . . , v l ) and let σ = σ 1 . . . σ d . For the tree T 2 in Figure 3 , we get the three nontrivial permutations in (9).
Define the matrix
Since each column j i of P T corresponds to an improper edge i → j, σ −1 (j) is the eldest child of j or the root of the linear tree containing j. Thus we have σ −1 (j) > i and the columns of matrix σ −1 (P T ) are decreasing. Continuing above example, we recover the matrix in (8).
The well-know algorithm (See [Sta97, P. 25]) mapping linear trees to increasing trees is actually the inverse of post-order algorithm. Since we read vertices of increasing trees I h in post-order in Φ, every linear tree J h can also be changed to increasing tree I h using the inverse of post-order algorithm. For example, applying the linear trees in (10), we recover the increasing trees in (7).
Finally, merging all increasing trees I h and the decreasing edges in the matrix σ −1 (P T ), we recover the tree Φ −1 (T ) ∈ T λ , as illustrated in Figure 3 .
By definition, we have
Thus we get the following corollary.
Corollary 4. For any partition λ, the map Φ r :
is a bijection with φ r (T ) = ψ(Φ r (T )).
By Theorem 3, for any partition λ ⊢ n − 1, we have
which yields (1) by Corollary 2.
Remark. In view of (5) combining two maps Φ 1 and ϕ we obtain a bijective proof of Theorem 1.1 in [DY07] . Indeed, their set T π in [DY07] is equal to our set T λ (π) for r = 1, now
where π ∈ Π 
Proof of (4)
In order to make the lecture easier, we first look at the special case of (4) corresponding to p = l = 0. In this case, as i≥0 e i = n, we have λ⊢m−1 l(λ)=n n e o , e 1 , e 2 , . . .
where λ = 0 e 1 1 e 1 2 e 2 . . .. Let L(n, m) be the set of lattice paths from (0, 0) to (n, m) in the plane Z 2 using steps r = (1, 0) or u = (0, 1). Then the right-hand side of (13) is the number of lattice paths in L(n − 1, m − 1). Define the type of an n-tuple (t 1 , . . . , t n ) of nonnegative integers to be the partition λ = 0 e 0 1 e 1 2 e 2 . . . if e i is the number of j ∈ [n] such that t j = i ≥ 0. Clearly the number of n-tuples (t 1 , . . . , t n ) of type λ = 0 e 0 1 e 1 2 e 2 . . . is equal to n e 0 , e 1 , e 2 , . . . .
By abuse of language, a n-composition of m − 1 is a n-tuple (t 1 , . . . , t n ) of nonnegative integers such that t 1 +. . .+t n = m−1. Denote by C(n−1, m−1) the set of n-compositions of m − 1.
Lemma 5. There is a bijection between L(n − 1, m − 1) and C(n − 1, m − 1).
Proof. By reading lattice paths in L(n − 1, m − 1) step-by-step from the origin, we can encode each lattice path by a word w = w 1 . . . w m+n−2 , which is a rearrangement of u m−1 r n−1 . Now, let t 1 (resp. t n ) be the number of letters u's at the left of the first letter (resp. at the right of the last) r and t i+1 be the number of letters u's between the i-th letter r and the (i + 1)-th letter r from left to right, then each word corresponds to a n-tuple (t 1 , . . . , t n ) of nonnegative integers. Since the sum of t i 's is the total number of occurrences of the letter u in w, we have t 1 + · · · + t n = m − 1. Formula (13) follows then from the above lemma, because summing over all possible n-tuples according to their types yields the left-hand side of (13).
By Lemma 5, from now on, we will identify the model of lattice paths and that of compositions. For example, the lattice path on the bottom-right in Figure 4 encoded by the word uurrrruuur corresponds to the composition (2, 0, 0, 0, 3, 0).
By (14) we can rewrite formula (4) as
So it suffices to prove t∈C(n−1,m−1)
for every i ∈ [n].
A bijective proof of (16). We describe a bijection Υ i establishing (16). Clearly the left-hand side of (16) is the number of pairs (t, c), where t = (t 1 , . . . , t n ) ∈ C(n − 1, m − 1) and c = (c 1 , . . . , c p+1 ) ∈ C(p, t i − l). Also the right-hand side of (16) is the number of , c 1 , . . . , c p+1 , t i+1 , . . . , t n ). This example is illustrated in Figure 4 , if we interpret the units properly.
A classical proof of (16). Since the number of nonnegative integral solutions of
, we can rewrite (16) by setting t = t i as m−1 t=0 t + p − l p m − 1 − t + n − 2 n − 2 = m + n − 2 + p − l n − 1 + p .
In view of binomial formula (1 − x) −α = α+n−1 n x n , formula (17) follows by equating the coefficient of x m−1−l in the following identity:
(1 − x) −(p+1) (1 − x) −(n−1) = (1 − x) −(n+p) .
Hence (17) is actually a disguised version of Chu-Vandermonde identity.
Concluding Remark
From [RW02, Eq. (8)] (see also [MR03, Theorem 4]), we derive the generating function for trees with respect to indegree sequence,
where the sum is over all trees T on the vertex set [n] and indeg T (i) is the indegree of vertex i in T . We say that a monomial x α = x 
where [x α ]P n (x 1 , . . . , x n ) means the coefficient of x α in P n (x 1 , . . . , x n ). For example, if n = 4, the generating function reads as follows: P 4 (x 1 , x 2 , x 3 , x 4 ) = 6x 2 x 3 x 4 + 2x 2 x 2 4 + 3x and the sum of their coefficients is 2 + 3 + 4 = 9, which coincides with a λ = 3! 2 /2! 2 = 9. It would be interesting to have a direct proof of (19).
