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a b s t r a c t
A nonlinear finite difference scheme with high accuracy is studied for a class of two-
dimensional nonlinear coupled parabolic–hyperbolic system. Rigorous theoretical analysis
is made for the stability and convergence properties of the scheme, which shows it is
unconditionally stable and convergentwith second order rate for both spatial and temporal
variables. In the argument of theoretical results, difficulties arising from the nonlinearity
and coupling between parabolic and hyperbolic equations are overcome, by an ingenious
use of the method of energy estimation and inductive hypothesis reasoning. The reasoning
method here differs from those used for linear implicit schemes, and can be widely applied
to the studies of stability and convergence for a variety of nonlinear schemes for nonlinear
PDE problems. Numerical tests verify the results of the theoretical analysis. Particularly it
is shown that the scheme is more accurate and faster than a previous two-level nonlinear
scheme with first order temporal accuracy.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Coupled parabolic–hyperbolic system often appears in the studies of circled fuel reactor, radiation hydrodynamics with
high temperature, thermo-elasticity, magneto-elasticity and biological problems [1–7]. For some kinds of coupled systems,
there are some papers [1,2,5–14] studying the existence and smoothness of their solutions.
It is necessary to solve coupled systems numerically since usually it is difficult to find their exact solutions. There have
been some studies on finite element method [15,16] and finite difference method (FDM) for coupled parabolic–hyperbolic
system. In [3], a FDM on a nonlinear thermo-elasticity system in one space variable was studied and its stability analysis
was presented. In [17], a FDM for the same coupled system as here was studied, a three-level linear scheme was provided,
and its unconditional stability and second order convergence in both spatial and temporal variants were proved.
However, for some transient physical models, linear schemes are usually not efficient enough to depict sharp change in
quite short time. Nonlinear schemes are more popular to give more precise numerical solutions. For example, a nonlinear
scheme was studied in [18] for a two-temperature radiative diffusion problem, and it behaved more accurate than linear
scheme with comparable costs. In [19], a nonlinear finite element approximation was studied for a coupled thermal
problem expressed by elliptic system. In [20], it was pointed out that for traditional operator time-splittingmethods, certain
restriction on time step was needed due to stability requirement; while for nonlinear schemes, such restriction can be
canceled, whichmeans larger time steps are permissiblewithout stability loss. Due to thismerit, nonlinear schemeswithout
operator-splitting are fitter to solve coupled systems.
In [21], a nonlinear finite difference scheme was presented for a nonlinear coupled parabolic–hyperbolic system, which
was a two-level scheme, and its solution had second order spatial accuracy and first order temporal accuracy. In [22], a
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nonlinear schemewith second order time accuracywas studied for radiation diffusion coupled tomaterial conductionwhere
both equations were of parabolic type.
In this paper, we consider a new nonlinear finite difference scheme for the coupled parabolic–hyperbolic system. It has
second order accuracy both in space and time, and has some desirable properties such as less computational cost and ease
of being implemented into codes for practical applications.
Consider the nonlinear coupled parabolic–hyperbolic system as follows:
ut −∇ · (A(X, t, u, v)∇u) = f (X, t, u, v, ux, uy, vx, vy), X ∈ Ω, t ∈ J.
vtt −∇ · (B(X, t, u, v)∇v) = g(X, t, u, v, ux, uy, vx, vy, ut , vt), X ∈ Ω, t ∈ J.
u(X, t) = 0, v(X, t) = 0, X ∈ ∂Ω, t ∈ J.
u(X, 0) = u0(X), v(X, 0) = v0(X), vt(X, 0) = vt0(X), X ∈ Ω, (1.1)
where X = (x, y),Ω = (0, L1)× (0, L2) is an open rectangular domain in R2 with boundary ∂Ω . J = (0, T ], T is a positive
constant. A, B, f , g, u0, v0, vt0 are known functions. Here and below, consider (1.1) with the following assumptions:
(1) There exist positive constants A∗, A∗, B∗, B∗, such that A∗ ≤ A(X, t, φ, ψ) ≤ A∗, B∗ ≤ B(X, t, φ, ψ) ≤ B∗,∀X ∈ Ω¯,
t ∈ J¯, φ ∈ R, ψ ∈ R.
(2) The partial derivatives At , Bt are bounded; Au, Av, Bu, Bv are continuous, and their derivatives with respect to t are
bounded; fu, fv, fux , fuy , fvx , fvy and gu, gv, gux , guy , gvx , gvy , gut , gvt are bounded.
(3) Problem (1.1) is uniquely solvable, and its solution u, v ∈ C4(Ω¯ × J¯).
To get an accurate and fast simulation for coupled system (1.1), wewill construct and analyze a new three-level nonlinear
scheme with higher accuracy than the two-level scheme in [21], i.e., second order convergence both in space and time. An
additional motivation for this study is that its convergence and stability properties are needed in the research of iteration
methods for solving it. A robust iterative algorithm is necessary to fulfill fast and accurate numerical solution of nonlinear
schemes (e.g., see [23,24]). We will focus on efficient iteration methods in a future paper.
We will perform rigorous theoretical analysis to demonstrate the stability and convergence properties of the new
nonlinear scheme, which shows it is unconditionally stable and convergentwith second order rate in both space and time. In
the argument of theoretical results, difficulties arising from the nonlinearity and coupling between parabolic and hyperbolic
equations are overcome, by an ingenious use of the method of energy estimation and inductive hypothesis reasoning. The
reasoning method here differs from those used for linear schemes, and can be broadly applied to the studies of stability
and convergence for a variety of nonlinear schemes for nonlinear PDEs. Some numerical tests are presented to validate the
results of the theoretical analysis and demonstrate the new scheme is more accurate and efficient than that in [21].
The paper is organized as follows. First, an equivalent coupled system of equations, and some symbols and identities are
introduced in Section 2. Next, the new nonlinear scheme is proposed in Section 3. Then, theoretical analysis on the error
estimate and stability of the scheme is presented, its second order H1 and L2-norm spatial and temporal approximation
is obtained. Convergence analysis is set forth in Section 4, and stability is discussed in Section 5, since in the reasoning
procedure of stability, the conclusion of convergence analysis is needed. Then in Section 6, numerical tests are provided to
confirm the results of the theoretical analysis. Finally, conclusion and generalization are given in Section 7.
2. Some symbols, notations and identities
To start with the designing of the nonlinear scheme, system (1.1) is rewritten as the following equivalent system
composed of three equations with a new variantw = vt introduced.
ut −∇ · (A(X, t, u, v)∇u) = f (X, t, u, v, ux, uy, vx, vy),
wt −∇ · (B(X, t, u, v)∇v) = g(X, t, u, v, ux, uy, vx, vy, ut , w),
vt = w, X ∈ Ω, t ∈ J.
u(X, t) = 0, v(X, t) = 0, w(X, t) = 0, X ∈ ∂Ω, t ∈ J.
u(X, 0) = u0(X), v(X, 0) = v0(X), w(X, 0) = vt0(X), X ∈ Ω. (2.1)
Some symbols and notations are introduced to the construction and analysis of the nonlinear scheme.
Divide intervals [0, L1], [0, L2] and [0, T ] into J1, J2 andM small uniform intervals respectively. Denote τ = TM , τn = nτ ,
and h1 = L1J1 , h2 =
L2
J2
, h = max{h1, h2}, xi = ih1, yj = jh2, xij = (xi, yj). For functions φ,ψ , denote φij = φ(xij), ψn =
ψ(τn), dtψn+1 = 1τ (ψn+1 − ψn), ∂tψn = 12τ (ψn+1 − ψn−1), ∂ttψn = 1τ2 (ψn+1 − 2ψn + ψn−1), φi+ 12 ,j =
1
2 (φij + φi+1,j),
φi,j+ 12 =
1
2 (φij + φi,j+1), δxφi+ 12 ,j =
1
h1
(φi+1,j − φij), δyφi,j+ 12 =
1
h2
(φi,j+1 − φij), ∂xφij = 12h1 (φi+1,j − φi−1,j) and ∂yφij =
1
2h2
(φi,j+1 − φi,j−1). For functions φ,ψ andΘ = A, B, denote
Θn
i+ 12 ,j
(φ, ψ) = Θ(xi+ 12 ,j, τn, φ
n
i+ 12 ,j
, ψn
i+ 12 ,j
), (2.2)
Θn
i,j+ 12
(φ, ψ) = Θ(xi,j+ 12 , τn, φ
n
i,j+ 12
, ψn
i,j+ 12
), (2.3)
f nij (φ, ψ) = f (xij, τn, φnij , ψnij , ∂xφnij , ∂yφnij , ∂xψnij , ∂yψnij ),
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where n ≥ 0. For functions φ,ψ, ϕ and n ≥ 2, denote
gnij (φ, ψ, ϕ) = g

xij, τn, φnij , ψ
n
ij , ∂xφ
n
ij , ∂yφ
n
ij , ∂xψ
n
ij , ∂yψ
n
ij ,
3
2
dtφnij −
1
2
dtφn−1ij , ϕ
n
ij

.
For n ≥ 0, for functions φ,ψ andΘ,Φ,Ψ , denote
δ(Θn(φ, ψ)δΦn)ij = 1h1

Θn
i+ 12 ,j
(φ, ψ)δxΦ
n
i+ 12 ,j
−Θn
i− 12 ,j
(φ, ψ)δxΦ
n
i− 12 ,j

+ 1
h2

Θn
i,j+ 12
(φ, ψ)δyΦ
n
i,j+ 12
−Θn
i,j− 12
(φ, ψ)δyΦ
n
i,j− 12

,
(Θn(φ, ψ)δΦn, δΨ n) =
J1−1−
i=0
J2−1−
j=1

Θn
i+ 12 ,j
(φ, ψ)δxΦ
n
i+ 12 ,j
, δxΨ
n
i+ 12 ,j

h1h2
+
J1−1−
i=1
J2−1−
j=0

Θn
i,j+ 12
(φ, ψ)δyΦ
n
i,j+ 12
, δyΨ
n
i,j+ 12

h1h2.
Here and below, the symbol (·, ·) is used as scalar product for convenience. Define discrete norms as follows.
‖φ‖ =

J1−1−
i=1
J2−1−
j=1
|φij|2h1h2
 1
2
, ‖φ‖∞ = max
i=1,2,...,J1−1;
j=1,2,...,J2−1
|φij|,
‖δφ‖ =

J1−1−
i=0
J2−1−
j=1
|δxφi+ 12 ,j|
2h1h2 +
J1−1−
i=1
J2−1−
j=0
|δyφi,j+ 12 |
2h1h2
 1
2
.
Some useful relations in the reasoning procedure of this paper are listed below, which include Hölder’s inequality (2.5),
the formulation of summation by parts in time (2.6) or in space (2.7), etc.
(a− b)a = 1
2
a2 − 1
2
b2 + 1
2
(a− b)2. (2.4)
ab ≤ ϵa2 + 1
4ϵ
b2. (2.5)
L−1
l=1
(αl+1φ l+1, dtψ l+1)τ = (αLφL, ψ L)− (α1φ1, ψ1)−
L−1
l=1
(dtαl+1φ l, ψ l)τ −
L−1
l=1
(αl+1dtφ l+1, ψ l)τ . (2.6)
L−1
l=1
(φl+ 12 − φl− 12 , ψl) = (φL− 12 , ψL)− (φ 12 , ψ1)−
L−1
l=0
(φl+ 12 , ψl+1 − ψl). (2.7)
‖φL‖2 ≤ ϵ
L−1
l=1
‖dtφ l+1‖2τ + K
L−
l=1
‖φ l‖2τ + K‖φ1‖2. (2.8)
Now we deduce some identities that are also helpful later. From (2.4), there are
L−1
l=1
(αl+1φ l+1, dtφ l+1)τ = 12 (α
LφL, φL)− 1
2
(α1φ1, φ1)
− 1
2
L−1
l=1
(dtαl+1φ l, φl)τ + 12
L−1
l=1
(αl+1dtφ l+1, dtφ l+1)τ 2. (2.9)
L−1
l=1
(αl+1dtφ l+1, dtφ l+1 − dtφ l)τ 2 = 12 (α
LdtφL, dtφL)τ 2 − 12 (α
1dtφ1, dtφ1)τ 2
− 1
2
L−1
l=1
(dtαl+1dtφ l, dtφ l)τ 3 + 12
L−1
l=1
(αl+1∂ttφ l, ∂ttφ l)τ 4. (2.10)
From (2.6), there is
L−1
l=1
(αl+1φ l+1, dtφ l+1 − dtφ l)τ = (αLφL, dtφL)τ − (α1φ1, dtφ1)τ
−
L−1
l=1
(dtαl+1φ l, dtφ l)τ 2 −
L−1
l=1
(αl+1dtφ l+1, dtφ l)τ 2. (2.11)
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Therefore noticing 32dtφ
l+1 − 12dtφ l = dtφ l+1 + 12 (dtφ l+1 − dtφ l), using (2.9), (2.11) and then (2.10), we have
L−1
l=1

αl+1φ l+1,
3
2
dtφ l+1 − 12dtφ
l

τ = 1
2
(αLφL, φL)+ 1
4
(αLdtφL, dtφL)τ 2 + 12 (α
LφL, dtφL)τ − 12 (α
1φ1, φ1)
− 1
4
(α1dtφ1, dtφ1)τ 2 − 12 (α
1φ1, dtφ1)τ + 14
L−1
l=1
(αl+1∂ttφ l, ∂ttφ l)τ 4
− 1
2
L−1
l=1
(dtαl+1φ l, φl)τ − 12
L−1
l=1
(dtαl+1φ l, dtφ l)τ 2 − 14
L−1
l=1
(dtαl+1dtφ l, dtφ l)τ 3. (2.12)
3. Nonlinear finite difference scheme
From (2.1) and assumption (3), there are
u0t = ∇ · (A(X, 0, u0, v0)∇u0)+ f (X, 0, u0, v0, u0x, u0y, v0x, v0y),
v0tt = ∇ · (B(X, 0, u0, v0)∇v0)+ g(X, 0, u0, v0, u0x, u0y, v0x, v0y, u0t , vt0),
u0tt = ∇ · [(At + Auu0t + Avvt0)∇u0 + A∇u0t ] + ft + fuu0t + fvvt0 + fux(u0t )x + fuy(u0t )y + fvx(vt0)x + fvy(vt0)y,
where some notations are abbreviated, e.g., At = At(X, 0, u0, v0), ft = ft(X, 0, u0, v0, u0x, u0y, v0x, v0y), etc.
A nonlinear finite difference scheme for (1.1) is given by finding Un+1ij , V
n+1
ij ,W
n+1
ij such that
3
2
dtUn+1ij −
1
2
dtUnij − δ(An+1(U, V )δUn+1)ij = f n+1ij (U, V ), (3.1)
3
2
dtW n+1ij −
1
2
dtW nij − δ(Bn+1(U, V )δV n+1)ij = gn+1ij (U, V ,W ), (3.2)
3
2
dtV n+1ij −
1
2
dtV n = W n+1ij ,
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; n = 1, 2, . . . ,M − 1; (3.3)
Un0j = UnJ1,j = Uni0 = Uni,J2 = 0, V n0j = V nJ1,j = V ni0 = V ni,J2 = 0, W n0j = W nJ1,j = W ni0 = W ni,J2 = 0,
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, . . . ,M; (3.4)
U0ij = u0(xij), V 0ij = v0(xij), W 0ij = vt0(xij), U1ij = u0(xij)+ τu0t (xij)+
1
2
τ 2u0tt(xij),
dtV 1ij = vt0(xij)+
1
2
τv0tt(xij), W
1
ij = vt0(xij)+ τv0tt(xij), i = 0, 1, . . . , J1; j = 0, 1, . . . , J2. (3.5)
Here an intermediate variant W is introduced as an approximation of w = vt to keep the time discrete stencil as small as
possible. Second order backward Euler discretizations [22] are used to get high time accuracy. System (3.1)–(3.5) is a three-
level scheme with temporal index. To solve this nonlinear scheme efficiently, a proper iterative procedure is necessary,
which will be discussed in other paper.
4. Convergence for nonlinear finite difference scheme
Here the convergence property of scheme (3.1)–(3.5) is discussed first, since the convergence property is needed in the
study of its stability.
For the exact solution of (1.1), denote unij = u(xij, τn), vnij = v(xij, τn) andwnij = vt(xij, τn). Let ξ nij = Unij−unij, ζ nij = V nij −vnij ,
ηnij = W nij − wnij . Then we have the following convergence for the nonlinear scheme.
Theorem 1. Under assumptions (1)–(3), there is a positive constant K independent of h and τ such that the solution of nonlinear
scheme (3.1)–(3.5) satisfies the following approximation property,
‖ηN‖2 + ‖ξN‖2 + ‖ζ N‖2 + ‖δξN‖2 + ‖δζ N‖2 + ‖dtηN‖2τ 2 +
N−1−
n=1
‖dtξ n+1‖2τ +
N−1−
n=1
‖∂ttξ n‖2τ 3
+
N−1−
n=1
‖∂ttηn‖2τ 4 +
N−1−
n=1
‖δdtξ n+1‖2τ 2 + ‖δdtζ N‖2τ 2 +
N−1−
n=1
‖δ∂ttζ n‖2τ 4 ≤ K(h4 + τ 4), (4.1)
i.e., its solution has second order temporal accuracy and second order L2 and H1 norm spatial accuracy.
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Proof. From Taylor’s expansion, the truncation error of the exact solution of (1.1) in nonlinear discrete formula can be
written as:
−Rn+11ij =:
3
2
dtun+1ij −
1
2
dtunij − δ(An+1(u, v)δun+1)ij − f n+1ij (u, v)
= O(h2 + τ 2),
−Rn+12ij =:
3
2
dtwn+1ij −
1
2
dtwnij − δ(Bn+1(u, v)δvn+1)ij − gn+1ij (u, v, w)
= O(h2 + τ 2),
−Rn+13ij =:
3
2
dtvn+1ij −
1
2
dtvnij − wn+1ij = O(τ 2),
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; n = 1, 2, . . . ,M − 1;
un0j = unJ1,j = uni0 = uni,J2 = 0, vn0j = vnJ1,j = vni0 = vni,J2 = 0,
wn0j = wnJ1,j = wni0 = wni,J2 = 0, i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, . . . ,M;
u0ij = u0(xij), v0ij = v0(xij), w0ij = vt0(xij),
−R14ij =: u1ij − u0(xij)− τu0t (xij)−
1
2
τ 2u0t (xij) = O(τ 3),
−R15ij =: dtv1ij − vt0(xij)−
1
2
τv0tt(xij) = O(τ 2),
−R16ij =: w1ij − vt0(xij)− τv0tt(xij) = O(τ 2),
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2. (4.2)
Subtracting (4.2) from (3.1)–(3.5), we get the following error equation.
3
2
dtξ n+1ij −
1
2
dtξ nij − δ(An+1(U, V )δξ n+1)ij
= δ([An+1(U, V )− An+1(u, v)]δun+1)ij + [f n+1ij (U, V )− f n+1ij (u, v)] + Rn+11ij , (4.3)
3
2
dtηn+1ij −
1
2
dtηnij − δ(Bn+1(U, V )δζ n+1)ij
= δ([Bn+1(U, V )− Bn+1(u, v)]δvn+1)ij + [gn+1ij (U, V ,W )− gn+1ij (u, v, w)] + Rn+12ij , (4.4)
3
2
dtζ n+1ij −
1
2
dtζ nij = ηn+1ij + Rn+13ij ,
i = 1, 2, . . . , J1 − 1; j = 1, 2, . . . , J2 − 1; n = 1, 2, . . . ,M − 1; (4.5)
ξ n0j = ξ nJ1,j = ξ ni0 = ξ ni,J2 = 0, ζ n0j = ζ nJ1,j = ζ ni0 = ζ ni,J2 = 0, ηn0j = ηnJ1,j = ηni0 = ηni,J2 = 0,
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2; n = 0, 1, . . . ,M; (4.6)
ξ 0ij = 0, ζ 0ij = 0, η0ij = 0, ξ 1ij = R14ij, dtζ 1ij = R15ij, η1ij = R16ij,
i = 0, 1, . . . , J1; j = 0, 1, . . . , J2. (4.7)
It follows that initial values satisfy
‖ξ 1‖2 + ‖ζ 1‖2 + ‖η1‖2 + ‖δξ 1‖2 + ‖δζ 0‖2 + ‖δζ 1‖2 + ‖dtξ 1‖2τ
+‖dtζ 1‖2τ + ‖dtη1‖2τ 2 + ‖δdtζ 1‖τ 2 = O(h4 + τ 4). (4.8)
Multiplying (4.3), (4.4) with dtξ n+1ij h1h2τ and (
3
2dtζ
n+1
ij − 12dtζ nij )h1h2τ respectively, summing for i = 1, 2, . . . , J1 − 1;
j = 1, 2, . . . , J2−1 and n = 1, 2, . . . ,N−1 (where 2 ≤ N ≤ M), eliminating notation∑J1−1i=1 ∑J2−1j=1 as∑i,j for convenience,
estimating derived relations term by term, we see, for left hands, first, with 32dtξ
n+1
ij − 12dtξ nij = dtξ n+1ij + 12 (dtξ n+1ij − dtξ nij )
and (2.4), there is
N−1−
n=1
−
i,j

3
2
dtξ n+1ij −
1
2
dtξ nij , dtξ
n+1
ij

h1h2τ =
N−1−
n=1
‖dtξ n+1‖2τ + 14
N−1−
n=1
‖∂ttξ n‖2τ 3 + 14‖dtξ
N‖2τ − 1
4
‖dtξ 1‖2τ .
(4.9)
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By (4.5), (2.12) and (2.6) with αn ≡ 1, there is
N−1−
n=1
−
i,j

3
2
dtηn+1ij −
1
2
dtηnij,
3
2
dtζ n+1ij −
1
2
dtζ nij

h1h2τ
=
N−1−
n=1
−
i,j

3
2
dtηn+1ij −
1
2
dtηnij, η
n+1
ij

h1h2τ +
N−1−
n=1
−
i,j

ηn+1ij +
τ
2
dtηn+1ij

−

ηnij +
τ
2
dtηnij

, Rn+13ij

h1h2
= 1
2
‖ηN‖2 + 1
4
‖dtηN‖2τ 2 + 12
−
i,j
(ηNij , dtη
N
ij )h1h2τ −
1
2
‖η1‖2 − 1
4
‖dtη1‖2τ 2 − 12
−
i,j
(η1ij, dtη
1
ij)h1h2τ
+ 1
4
N−1−
n=1
‖∂ttηn‖2τ 4 − τ
N−1−
n=1
−
i,j

ηnij +
τ
2
dtηnij, dtR
n+1
3ij

h1h2
+
−
i,j

ηNij +
τ
2
dtηNij , R
N
3ij

h1h2 −
−
i,j

η1ij +
τ
2
dtη1ij, R
1
3ij

h1h2
≥

1
8
− ϵ

‖ηN‖2 +

1
12
− ϵ

‖dtηN‖2τ 2 + 14
N−1−
n=1
‖∂ttηn‖2τ 4
− K
N−1−
n=1
‖ηn‖2τ − K
N−1−
n=1
‖dtηn‖2τ 3 − K‖η1‖2 − K‖dtη1‖2τ 2 − K
N−1−
n=1
‖dtRn+13 ‖2τ − K‖RN3 ‖2 − K‖R13‖2. (4.10)
Here, Hölder’s inequality (2.5) is used to get the inequality in (4.10).
Noticing boundary condition (4.6), using summation by parts for spatial variant (2.7), then using relation (2.4) and
Hölder’s inequality (2.5) and noticing that under assumption (2), for Ψ = A or B,
|dtΨ n+1i+ 12 ,j(U, V )| ≤ K(1+ |dtξ
n+1
i+1,j| + |dtξ n+1ij | + |dtζ n+1i+1,j| + |dtζ n+1ij |),
|dtΨ n+1i,j+ 12 (U, V )| ≤ K(1+ |dtξ
n+1
i,j+1| + |dtξ n+1ij | + |dtζ n+1i,j+1| + |dtζ n+1ij |), (4.11)
after a long but direct deduction, we obtain with assumption (1) that
−
N−1−
n=1
−
i,j
(δ(An+1(U, V )δξ n+1)ij, dtξ n+1ij )h1h2τ =
N−1−
n=1
(An+1(U, V )δξ n+1, δξ n+1 − δξ n)
= 1
2
N−1−
n=1
(An+1(U, V )δξ n+1, δξ n+1)− 1
2
N−1−
n=1
(An(U, V )δξ n, δξ n)
− 1
2
N−1−
n=1
(dtAn+1(U, V )δξ n, δξ n)τ + 12
N−1−
n=1
(An+1(U, V )dtδξ n+1, dtδξ n+1)τ 2
≥ 1
2
A∗‖δξN‖2 − 12A
∗‖δξ 1‖2 + 1
2
A∗τ 2
N−1−
n=1
‖δdtξ n+1‖2
− K
N−1−
n=1

J1−1−
i=0
J2−1−
j=1
|dtAn+1i+ 12 ,j(U, V )|(δxξ
n
i+ 12 ,j
)2 +
J1−1−
i=1
J2−1−
j=0
|dtAn+1i,j+ 12 (U, V )|(δyξ
n
i,j+ 12
)2

h1h2τ
≥ 1
2
A∗‖δξN‖2 − 12A
∗‖δξ 1‖2 + 1
2
A∗
N−1−
n=1
‖δdtξ n+1‖2τ 2
− K
N−1−
n=1
‖δξ n‖2τ − K
N−1−
n=1
‖δξ n‖∞(‖dtξ n+1‖2 + ‖dtζ n+1‖2 + ‖δξ n‖2)τ . (4.12)
Similarly, noticing boundary condition (4.6), using summation by parts (2.7), then using relation (2.12), Hölder’s
inequality (2.5) and noticing (4.11), we find
−
N−1−
n=1
−
i,j

δ(Bn+1(U, V )δζ n+1)ij,
3
2
dtζ n+1ij −
1
2
dtζ nij

h1h2τ
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= 1
2
(BN(U, V )δζ N , δζ N)+ 1
4
(BN(U, V )dtδζ N , dtδζ N)τ 2 + 12 (B
N(U, V )δζ N , dtδζ N)τ − 12 (B
1(U, V )δζ 1, δζ 1)
− 1
4
(B1(U, V )dtδζ 1, dtδζ 1)τ 2 − 12 (B
1(U, V )δζ 1, dtδζ 1)τ + 14
N−1−
l=1
(Bn+1(U, V )∂ttδζ n, ∂ttδζ n)τ 4
− 1
2
N−1−
n=1
(dtBn+1(U, V )δζ n, δζ n)τ − 12
N−1−
n=1
(dtBn+1(U, V )δζ n, dtδζ n)τ 2 − 14
N−1−
n=1
(dtBn+1(U, V )dtδζ n, dtδζ n)τ 3
≥ 1
8
(BN(U, V )δζ N , δζ N)+ 1
12
τ 2(BN(U, V )δdtζ N , δdtζ N)
− K‖δζ 1‖2 − K‖δdtζ 1‖2τ 2 + 14
N−1−
n=1
(Bn+1(U, V )δx∂ttζ n, δx∂ttζ n)τ 4
− 1
2
N−1−
n=1

J1−1−
i=0
J2−1−
j=1
|dtBn+1i+ 12 ,j(U, V )|(|δxζ
n
i+ 12 ,j
|2 + |δxζ ni+ 12 ,j||δxdtζ
n
i+ 12 ,j
|τ + |δxdtζ ni+ 12 ,j|
2τ 2)
+
J1−1−
i=1
J2−1−
j=0
|dtBn+1i,j+ 12 (U, V )|(|δyζ
n
i,j+ 12
|2 + |δyζ ni,j+ 12 ||δydtζ
n
i,j+ 12
|τ + |δydtζ ni,j+ 12 |
2τ 2)

h1h2τ
≥ 1
8
B∗‖δζ N‖2 + 112B∗‖δdtζ
N‖2τ 2 − K‖δζ 1‖2 − Kτ 2‖δdtζ 1‖2 + 14B∗
N−1−
n=1
‖δ∂ttζ n‖2τ 4 − K
N−1−
n=1
‖δζ n‖2τ
− K
N−1−
n=1
‖δdtζ n‖2τ 3 − K
N−1−
n=1
(‖δζ n‖∞ + ‖δζ n−1‖∞)(‖dtξ n+1‖2 + ‖dtζ n+1‖2 + ‖δζ n‖2 + ‖δdtζ n‖2τ 2)τ . (4.13)
Note that the formulations of the last terms in (4.12) and (4.13) are different from those usually appeared in treating
linear schemes. To deal with the last two terms ahead of the last inequality sign, we choose to take the maximum norm of
the first order spatial difference quotients instead of temporal difference quotients since although the former terms seem
to have lower order accuracy than the latter, they are on previous time step n − 1 and n, and their accuracy is enough
for inductive hypothesis reasoning procedure, while the latter terms include variants on forward time n + 1. This choice
strategy is of essential importance to inductive hypothesis used later. For a variety kind of nonlinear schemes for nonlinear
PDEs, such a method can be adopted to overcome difficulty caused by nonlinearity in the proof of their approximation
properties.
Now consider the right terms. First, noticing
|An+1
i+ 12 ,j
(U, V )− An+1
i+ 12 ,j
(u, v)| ≤ K(|ξ n+1i+1,j| + |ξ n+1ij | + |ζ n+1i+1,j| + |ζ n+1ij |),
|dt [An+1i+ 12 ,j(U, V )− A
n+1
i+ 12 ,j
(u, v)]| ≤ K(|ξ n+1i+1,j| + |ξ n+1ij | + |ζ n+1i+1,j| + |ζ n+1ij | + |ξ ni+1,j| + |ξ nij | + |ζ ni+1,j| + |ζ nij |
+ |dtξ n+1i+1,j| + |dtξ n+1ij | + |dtζ n+1i+1,j| + |dtζ n+1ij |),
and their analogues for |An+1
i,j+ 12
(U, V )− An+1
i,j+ 12
(u, v)| and |dt [An+1i,j+ 12 (U, V )− A
n+1
i,j+ 12
(u, v)]|, noticing boundary condition (4.6),
using summation by parts first in space (2.7) and then in time (2.6), we obtain
N−1−
n=1
−
i,j
(δ([An+1(U, V )− An+1(u, v)]δun+1)ij, dtξ n+1ij )h1h2τ
= −([AN(U, V )− AN(u, v)]δuN , δξN)+ ([A1(U, V )− A1(u, v)]δu1, δξ 1)
+
N−1−
n=1
(dt [An+1(U, V )− An+1(u, v)]δun, δξ n)τ +
N−1−
n=1
([An+1(U, V )− An+1(u, v)]dtδun+1, δξ n)τ
≤ ϵ‖δξN‖2 + K‖δξ 1‖2 + K‖ξ 1‖2 + K‖ζ 1‖2 + K‖ξN‖2 + K‖ζ N‖2
+ K
N−1−
n=1
‖δξ n‖2τ + K
N−
n=1
(‖ξ n‖2 + ‖ζ n‖2)τ + K
N−
n=1
‖ζ n‖2τ + ϵ
N−1−
n=1
‖dtξ n+1‖2τ + K
N−1−
n=1
‖dtζ n+1‖2τ . (4.14)
Noting that 32dtζ
n+1
ij − 12dtζ nij = (ζ n+1ij + τ2dtζ n+1ij )− (ζ nij + τ2dtζ nij ), by an analogous deduction, we get
N−1−
n=1
−
i,j

δ([Bn+1(U, V )− Bn+1(u, v)]δvn+1)ij, 32dtζ
n+1
ij −
1
2
dtζ nij

h1h2τ
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= −

[BN(U, V )− BN(u, v)]δvN , δζ N + τ
2
δdtζ N

+

[B1(U, V )− B1(u, v)]δv1, δζ 1 + τ
2
δdtζ 1

+
N−1−
n=1

dt [Bn+1(U, V )− Bn+1(u, v)]δvn, δζ n + τ2 δdtζ
n

τ
+
N−1−
n=1

[Bn+1(U, V )− Bn+1(u, v)]dtδvn+1, δζ n + τ2 δdtζ
n

τ
≤ ϵ‖δζ N‖2 + K‖δζ 1‖2 + K‖ξ 1‖2 + K‖ζ 1‖2 + Kτ 2‖δdtζ 1‖2 + K‖ξN‖2
+ K‖ζ N‖2 + ϵτ 2‖δdtζ N‖2 + K
N−1−
n=1
‖δζ n‖2τ + K
N−
n=1
(‖ξ n‖2 + ‖ζ n‖2)τ
+ K
N−1−
n=1
‖δdtζ n‖2τ 3 + ϵ
N−1−
n=1
‖dtξ n+1‖2τ + K
N−1−
n=1
‖dtζ n+1‖2τ . (4.15)
Now simply by Hölder’s inequality (2.5), and noticing that under assumption (2),
|f n+1ij (U, V )− f n+1ij (u, v)| ≤ K(|ξ n+1ij | + |ζ n+1ij | + |δxξ n+1i+ 12 ,j| + |δxξ
n+1
i− 12 ,j
| + |δyξ n+1i,j+ 12 |
+ |δyξ n+1i,j− 12 | + |δxζ
n+1
i+ 12 ,j
| + |δxζ n+1i− 12 ,j| + |δyζ
n+1
i,j+ 12
| + |δyζ n+1i,j− 12 |), (4.16)
we have
N−1−
n=1
−
i,j
(f n+1ij (U, V )− f n+1ij (u, v), dtξ n+1ij )h1h2τ
≤ K
N−1−
n=1
(‖ξ n+1‖2 + ‖ζ n+1‖2 + ‖δξ n+1‖2 + ‖δζ n+1‖2)τ + ϵ
N−1−
n=1
‖dtξ n+1‖2τ . (4.17)
For |gn+1ij (U, V ,W ) − gn+1ij (u, v, w)|, a similar inequality as (4.16) stands with additional term K(|dtξ n+1ij | + |ηn+1ij |) on
the right side. Using Hölder’s inequality (2.5), noticing (4.5) and this inequality, we see
N−1−
n=1
−
i,j

gn+1ij (U, V ,W )− gn+1ij (u, v, w),
3
2
dtζ n+1ij −
1
2
dtζ nij

h1h2τ
≤ K
N−1−
n=1
(‖ξ n+1‖2 + ‖ζ n+1‖2 + ‖δξ n+1‖2 + ‖δζ n+1‖2 + ‖ηn+1‖2)τ
+ ϵ
N−1−
n=1
‖dtξ n+1‖2τ + K
N−1−
n=1
‖ηn+1‖2τ + K
N−1−
n=1
‖Rn+13 ‖2τ . (4.18)
Also by Hölder’s inequality (2.5), we have other two estimates, which are
N−1−
n=1
−
i,j
(Rn+11ij , dtξ
n+1
ij )h1h2τ ≤ K
N−1−
n=1
‖Rn+11 ‖2τ + ϵ
N−1−
n=1
‖dtξ n+1‖2τ . (4.19)
N−1−
n=1
−
i,j

Rn+12ij ,
3
2
dtζ n+1ij −
1
2
dtζ nij

h1h2τ ≤ K
N−1−
n=1
‖Rn+12 ‖2τ + K
N−1−
n=1
‖ηn+1‖2τ + K
N−1−
n=1
‖Rn+13 ‖2τ . (4.20)
Combining relations (4.3)–(4.7), (4.9)–(4.10), (4.12)–(4.15) and (4.17)–(4.20), andmanipulating on deduced equation, we
have
‖ηN‖2 + ‖δξN‖2 + ‖δζ N‖2 + ‖dtξN‖2τ + ‖dtηN‖2τ 2 +
N−1−
n=1
‖dtξ n+1‖2τ +
N−1−
n=1
‖∂ttξ n‖2τ 3 +
N−1−
n=1
‖∂ttηn‖2τ 4
+
N−1−
n=1
‖δdtξ n+1‖2τ 2 + ‖δdtζ N‖2τ 2 +
N−1−
n=1
‖δ∂ttζ n‖2τ 4
≤ K(‖ξ 1‖2 + ‖ζ 1‖2 + ‖η1‖2 + ‖δξ 1‖2 + ‖δζ 1‖2 + ‖dtξ 1‖2τ + ‖dtη1‖2τ 2 + ‖δdtζ 1‖2τ 2)
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+ K(‖RN3 ‖2 + ‖R13‖2)+ K
N−1−
n=1
‖dtRn+13 ‖2τ + K
N−
n=2
(‖Rn1‖2 + ‖Rn2‖2 + ‖Rn3‖2)τ + K‖ξN‖2 + K‖ζ N‖2
+ K
N−
n=1
(‖ηn‖2 + ‖ξ n‖2 + ‖ζ n‖2 + ‖δξ n‖2 + ‖δζ n‖2)τ + K
N−1−
n=1
‖dtηn‖2τ 3 + K
N−1−
n=1
‖δdtζ n‖2τ 3
+ K
N−1−
n=1
‖dtζ n+1‖2τ + K
N−1−
n=1
‖δξ n‖∞(‖dtξ n+1‖2 + ‖dtζ n+1‖2 + ‖δξ n‖2)τ
+ K
N−1−
n=1
(‖δζ n‖∞ + ‖δζ n−1‖∞)(‖dtξ n+1‖2 + ‖dtζ n+1‖2 + ‖δζ n‖2 + ‖δdtζ n‖2τ 2)τ . (4.21)
Now let usmanipulate on this relation to get a format suitable for using discrete Gronwall’s inequality [25]. Formula (4.5)
implies that dtζ n+1ij = 23 (ηn+1ij + Rn+13ij )+ 13dtζ nij , hence, ‖dtζ n+1‖2 ≤ 169 (‖ηn+1‖2 + ‖Rn+13 ‖2)+ 29‖dtζ n‖2, furthermore,
2
9
‖dtζ N‖2 + 79
N−1−
n=1
‖dtζ n+1‖2 =
N−1−
n=1
‖dtζ n+1‖2 − 29
N−1−
n=1
‖dtζ n‖2 + 29‖dtζ
1‖2
≤ 16
9
N−1−
n=1
(‖ηn+1‖2 + ‖Rn+13 ‖2)+
2
9
‖dtζ 1‖2,
and then a useful relation for removing
∑N−1
n=1 ‖dtζ n+1‖2τ is valid,
N−1−
n=1
‖dtζ n+1‖2τ ≤ 167
N−1−
n=1
(‖ηn+1‖2 + ‖Rn+13 ‖2)τ +
2
7
‖dtζ 1‖2τ . (4.22)
Using (2.8) for φ = ξ, ζ to add ‖ξN‖2 + ‖ζ N‖2 term to (4.21), and noticing (4.22), we derive
‖ξN‖2 + ‖ζ N‖2 + ‖ηN‖2 + ‖δξN‖2 + ‖δζ N‖2 + ‖dtξN‖2τ + ‖dtηN‖2τ 2
+
N−1−
n=1
‖dtξ n+1‖2τ +
N−1−
n=1
‖∂ttξ n‖2τ 3 +
N−1−
n=1
‖∂ttηn‖2τ 4 +
N−1−
n=1
‖δdtξ n+1‖2τ 2 + ‖δdtζ N‖2τ 2 +
N−1−
n=1
‖δ∂ttζ n‖2τ 4
≤ K(‖ξ 1‖2 + ‖ζ 1‖2 + ‖η1‖2 + ‖δξ 1‖2 + ‖δζ 1‖2 + ‖dtξ 1‖2τ + ‖dtζ 1‖2τ + ‖dtη1‖2τ 2 + ‖δdtζ 1‖τ 2)
+ K(‖RN3 ‖2 + ‖R13‖2)+ K
N−1−
n=1
‖dtRn+13 ‖2τ + K
N−
n=2
(‖Rn1‖2 + ‖Rn2‖2 + ‖Rn3‖2)τ + K
N−1−
n=1
‖dtηn‖2τ 3
+ K
N−
n=1
(‖ηn‖2 + ‖ξ n‖2 + ‖ζ n‖2 + ‖δξ n‖2 + ‖δζ n‖2)τ + K
N−1−
n=1
‖δdtζ n‖2τ 3
+ K
N−1−
n=1
(‖δξ n‖∞ + ‖δζ n‖∞ + ‖δζ n−1‖∞)(‖dtξ n+1‖2 + ‖dtζ n+1‖2 + ‖δξ n‖2 + ‖δζ n‖2 + ‖δdtζ n‖2τ 2)τ . (4.23)
Note that ‖φ‖∞ ≤ Kh−1‖φ‖, which is the so-called discrete inverse inequality. Then from (4.8), there holds ‖δξ 1‖ +
‖δζ 0‖ + ‖δζ 1‖ ≤ K0(h2 + τ 2). Hence using hypothesis deduction, (4.22) and discrete Gronwall’s inequality [25], we know
that the left hand of (4.23) is upper bounded by
K [‖ξ 1‖2 + ‖ζ 1‖2 + ‖η1‖2 + ‖δξ 1‖2 + ‖δζ 0‖2 + ‖δζ 1‖2 + ‖dtξ 1‖2τ + ‖dtζ 1‖2τ + ‖dtη1‖2τ 2 + ‖δdtζ 1‖τ 2
+‖R1‖2L2(L2) + ‖R2‖2L2(L2) + ‖R3‖2L∞(L2) + ‖dtR3‖2L2(L2)].
Again using (4.8), and noticing that with (4.2), there are Rn1ij = O(h2 + τ 2), Rn2ij = O(h2 + τ 2), Rn3ij = O(τ 2) and
dtRn+13ij = O(τ 2), we accomplish the proof of Theorem 1. 
5. Stability for nonlinear finite difference scheme
We have the following unconditional stability for the nonlinear scheme.
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Theorem 2. Under assumptions (1)–(3), there is a positive constant K independent of h and τ such that the solution of the
nonlinear scheme (3.1)–(3.5) satisfies the following H1 and L2 norm stability property,
‖UN‖2 + ‖VN‖2 + ‖WN‖2 + ‖δUN‖2 + ‖δVN‖2 + ‖dtWN‖2τ 2 +
N−1−
n=1
‖dtUn+1‖2τ
+
N−1−
n=1
‖∂ttUn‖2τ 3 +
N−1−
n=1
‖∂ttW n‖2τ 4 +
N−1−
n=1
‖δdtUn+1‖2τ 2 + ‖δdtVN‖2τ 2 +
N−1−
n=1
‖δ∂ttV n‖2τ 4
≤ K(‖U1‖2 + ‖V 1‖2 + ‖W 1‖2 + ‖dtU1‖2τ + ‖dtV 1‖2τ + ‖dtW 1‖2τ 2
+‖δU1‖2 + ‖δV 1‖2 + ‖δdtV 1‖2τ 2)+ K
N−1−
n=1
(‖f n+10 ‖2 + ‖gn+10 ‖2)τ , (5.1)
where f n+10ij = f (xij, τn+1, 0, 0, 0, 0, 0, 0), gn+10ij = g(xij, τn+1, 0, 0, 0, 0, 0, 0, 0, 0).
Proof. Multiplying (3.1), (3.2)with dtUn+1ij h1h2τ and (
3
2dtV
n+1
ij − 12dtV nij )h1h2τ respectively, summing for i = 1, 2, . . . , J1−1;
j = 1, 2, . . . , J2−1 and n = 1, 2, . . . ,N−1 (where 2 ≤ N ≤ M), using eliminated notation∑i,j for∑J1−1i=1 ∑J2−1j=1 , estimating
achieved equations, and using (2.4), we can easily see that
N−1−
n=1
−
i,j

3
2
dtUn+1ij −
1
2
dtUnij , dtU
n+1
ij

h1h2τ
=
N−1−
n=1
‖dtUn+1‖2τ + 14
N−1−
n=1
‖∂ttUn+1‖2τ 3 + 14‖dtU
N‖2τ − 1
4
‖dtU1‖2τ . (5.2)
Noting (3.3), using (2.12) with αn ≡ 1 and Hölder’s inequality (2.5), we show
N−1−
n=1
−
i,j

3
2
dtW n+1ij −
1
2
dtW nij ,
3
2
dtV n+1ij −
1
2
dtV nij

h1h2τ
= 1
2
‖WN‖2 + 1
4
‖dtWN‖2τ 2 − 12‖W
1‖2 − 1
4
‖dtW 1‖2τ 2
+ 1
4
N−1−
n=1
‖∂ttW n+1‖2τ 4 + 12
−
i,j
(WNij , dtW
N
ij )h1h2τ −
1
2
−
i,j
(W 1ij , dtW
1
ij )h1h2τ
≥ 1
8
‖WN‖2 + 1
12
‖dtWN‖2τ 2 − K‖W 1‖2 − K‖dtW 1‖2τ 2 + 14
N−1−
n=1
‖∂ttW n+1‖2τ 4. (5.3)
Using summation by parts (2.7), relations (2.4), (2.5) and inequality (4.11), similarly as reasoning procedure (4.12), we
get estimate as follows.
−
N−1−
n=1
−
i,j
(δ(An+1(U, V )δUn+1)ij, dtUn+1ij )h1h2τ =
N−1−
n=1
(An+1(U, V )δUn+1, δUn+1 − δUn)
≥ 1
2
A∗‖δUN‖2− 12A
∗‖δU1‖2+ 1
2
A∗
N−1−
n=1
‖δdtUn+1‖2τ 2−K
N−1−
n=1

J1−1−
i=0
J2−1−
j=1
|An+1
i+ 12 ,j
(U, V )−An
i+ 12 ,j
(U, V )|(δxUni+ 12 ,j)
2
+
J1−1−
i=1
J2−1−
j=0
|An+1
i,j+ 12
(U, V )− An
i,j+ 12
(U, V )|(δyUni,j+ 12 )
2

h1h2
≥ 1
2
A∗‖δUN‖2 − 12A
∗‖δU1‖2 + 1
2
A∗
N−1−
n=1
‖δdtUn+1‖2τ 2 − K
N−1−
n=1
‖δUn‖2τ
− K
N−1−
n=1
(‖dtξ n+1‖∞ + ‖dtζ n+1‖∞)‖δUn‖2τ . (5.4)
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Here a different choice of maximum terms with those in (4.12) is made, since estimates on ‖dtξ n+1‖∞ and ‖dtζ n+1‖∞ are
now available with Theorem 1 and the discrete inverse inequality. Similarly as the derivation of (4.13), we get
−
N−1−
n=1
−
i,j

δ(Bn+1(U, V )δV n+1)ij,
3
2
dtV n+1ij −
1
2
dtV nij

h1h2τ
= 1
2
(BN(U, V )δVN , δVN)+ 1
4
(BN(U, V )δdtVN , δdtVN)τ 2 + 12 (B
N(U, V )δVN , δdtVN)τ − 12 (B
1(U, V )δV 1, δV 1)
− 1
4
(B1(U, V )δdtV 1, δdtV 1)τ 2 − 12 (B
1(U, V )δV 1, δdtV 1)τ + 14
N−1−
n=1
(Bn+1(U, V )δ∂ttV n, δ∂ttV n)τ 4
−1
2
N−1−
n=1
(dtBn+1(U, V )δV n, δV n)τ − 12
N−1−
n=1
(dtBn+1(U, V )δV n, δdtV n)τ 2 − 14
N−1−
n=1
(dtBn+1(U, V )δdtV n, δdtV n)τ 3
≥ 1
8
(BN(U, V )δVN , δVN)+ 1
12
(BN(U, V )δdtVN , δdtVN)τ 2
− K‖δV 1‖2 − K‖δdtV 1‖2τ 2 + 14
N−1−
n=1
(Bn+1(U, V )δ∂ttV n, δ∂ttV n)τ 4
− 1
2
N−1−
n=1

J1−1−
i=0
J2−1−
j=1
|dtBn+1i+ 12 ,j(U, V )|(|δxV
n
i+ 12 ,j
||δxdtV ni+ 12 ,j|τ + |δxV
n
i+ 12 ,j
|2 + |δxdtV ni+ 12 ,j|τ
2)
+
J1−1−
i=1
J2−1−
j=0
|dtBn+1i,j+ 12 (U, V )|(|δyV
n
i,j+ 12
|2 + |δyV ni,j+ 12 ||δydtV
n
i,j+ 12
|τ + |δydtV ni,j+ 12 |
2τ 2)

h1h2τ
≥ 1
8
B∗‖δVN‖2 + 112B∗‖δdtV
N‖2τ 2 − K‖δV 1‖2 − K‖δdtV 1‖2τ 2 + 14B∗
N−1−
n=1
‖δ∂ttV n‖2τ 4 − K
N−1−
n=1
‖δV n‖2τ
− K
N−1−
n=1
‖δdtV n‖2τ 3 − K
N−1−
n=1
(‖dtξ n+1‖∞ + ‖dtζ n+1‖∞)(‖δV n‖2 + ‖δdtV n‖2τ 2)τ . (5.5)
For the right terms, with assumption (3) and Hölder’s inequality (2.5), obviously,
N−1−
n=1
−
i,j
(f n+1ij (U, V ), dtU
n+1
ij )h1h2τ +
N−1−
n=1
−
i,j

gn+1ij (U, V ,W ),
3
2
dtV n+1ij −
1
2
dtV nij

h1h2τ
≤ K
N−1−
n=1
‖f n+1(U, V )− f n+10 ‖2τ + K
N−1−
n=1
‖f n+10 ‖2τ + ϵ
N−1−
n=1
‖dtUn+1‖2τ
+ K
N−1−
n=1
‖gn+1(U, V ,W )− gn+10 ‖2τ + K
N−1−
n=1
‖gn+10 ‖2τ + K
N−1−
n=1
‖W n+1‖2τ
≤ K
N−1−
n=1
(‖Un+1‖2 + ‖V n+1‖2 + ‖δUn+1‖2 + ‖δV n+1‖2 + ‖W n+1‖2)τ
+ ϵ
N−1−
n=1
‖dtUn+1‖2τ + K
N−1−
n=1
‖f n+10 ‖2τ + K
N−1−
n=1
‖gn+10 ‖2τ . (5.6)
Here (3.3) has been used to get (5.6).
Combining relations (3.1)–(3.5) and (5.2)–(5.6) and manipulating on derived formula, we acquire
‖dtUN‖2τ + ‖WN‖2 + ‖dtWN‖2τ 2 + ‖δUN‖2 + ‖δVN‖2 +
N−1−
n=1
‖dtUn+1‖2τ +
N−1−
n=1
‖∂ttUn‖2τ 3
+
N−1−
n=1
‖∂ttW n‖2τ 4 +
N−1−
n=1
‖δdtUn+1‖2τ 2 + ‖δdtVN‖2τ 2 +
N−1−
n=1
‖δ∂ttV n‖2τ 4
≤ K(‖dtU1‖2τ + ‖W 1‖2 + ‖dtW 1‖2τ 2 + ‖δU1‖2 + ‖δV 1‖2 + ‖δdtV 1‖2τ 2)
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+ K
N−1−
n=1
‖f n+10 ‖2τ + K
N−1−
n=1
‖gn+10 ‖2τ + K
N−1−
n=1
(‖dtξ n+1‖∞ + ‖dtζ n+1‖∞)(‖δUn‖2 + ‖δV n‖2 + ‖δdtV n‖2τ 2)τ
+ K
N−1−
n=1
(‖Un+1‖2 + ‖V n+1‖2 + ‖W n+1‖2 + ‖δUn‖2 + ‖δV n‖2 + ‖δdtV n‖2τ 2)τ . (5.7)
Noticing that from (3.3), there is dtV n+1ij = 23W n+1ij + 13dtV nij , similarly as the derivation of (4.22), we have
N−1−
n=1
‖dtV n+1‖2τ ≤ 87
N−1−
n=1
‖W n+1‖2τ + 2
7
‖dtV 1‖2τ , (5.8)
hence using (2.8) for ‖UN‖2 and ‖VN‖2, and adding them into (5.7), using (5.8) to throw off the∑N−1n=1 ‖dtV n+1‖2τ term that
may appear, we get a new inequalitywith additional ‖UN‖2+‖VN‖2 term on the left side and K(‖U1‖2+‖V 1‖2+‖dtV 1‖2τ)
term on the right side of (5.7).
By discrete inverse inequality, there is ‖dtξ n+1‖∞+‖dtζ n+1‖∞ ≤ Kh−1(‖dtξ n+1‖+‖dtζ n+1‖), hence it is bounded from
Theorem 1. Then applying the discrete Gronwall’s inequality on a new inequality derived by (5.7), we get the conclusion of
Theorem 2. 
6. Numerical examples
Here numerical test results are presented to show the accuracy order of the nonlinear scheme in both spatial and
temporal dimensions, which demonstrates the theoretical analysis. The model we consider is system (1.1) in Ω × J =
(0, 1)× (0, 1)× (0, 2]with coefficients and functions as follows:
A(x, y, t, u, v) = 0.4 sin[(0.5+ e−t) sin(πx) sin(πy)+ u− 2.0v] + 0.5,
B(x, y, t, u, v) = 0.4 sin[(0.5+ e−t) sin(πx) sin(πy)− 2.0u+ v] + 0.5,
f (x, y, t, u, v, ux, uy, vx, vy) = 0.5π2(0.5+ e−t) sin(πx) sin(πy)+ 0.5π2u− v + 0.5 sin(πx) sin(πy)
+ sin(πx) cos(πy)(ux + vx)− cos(πx) sin(πy)(uy + vy)
g(x, y, t, u, v, ux, uy, vx, vy, ut , vt) = 0.5π2(0.5+ e−t) sin(πx) sin(πy)+ u+ 0.5π2v − 0.5 sin(πx) sin(πy)
− sin(πx) cos(πy)(ux − vx)+ cos(πx) sin(πy)(uy − vy)+ ut − vt .
Its boundary conditions and initial values are as follows:
u(x, y, t) = v(x, y, t) = 0, (x, y) ∈ ∂Ω, t ∈ J,
u(x, y, 0) = 1.5 sin(πx) sin(πy), (x, y) ∈ Ω,
v(x, y, 0) = 1.5 sin(πx) sin(πy), (x, y) ∈ Ω,
vt(x, y, 0) = − sin(πx) sin(πy), (x, y) ∈ Ω.
The exact solution for this coupled system can be expressed as:
u(x, y, t) = (0.5+ e−t) sin(πx) sin(πy),
v(x, y, t) = (0.5+ e−t) sin(πx) sin(πy).
We take four groups of spatial and temporal step parameters J1 × J2 = 8 × 8, 16 × 16, 32 × 32, 64 × 64 andM = 32,
64, 128, 256, accordingly, h = h1 = h2 = { 18 , 116 , 132 , 164 }, τ = { 116 , 132 , 164 , 1128 }. Corresponding expected error bounds
h21+h22+ τ 2 are 3.5156e–2, 8.7891e–3, 2.1973e–3 and 5.4932e–4 respectively. Use uemax, vemax,wemax, uhemax, vhemax,
uteto and vtemax to record errors in various forms between the numerical solution obtained by the nonlinear scheme
(3.1)–(3.5) and the real solution of original problem (1.1), where uemax = max0≤n≤N ‖Un− un‖, vemax = max0≤n≤N ‖V n−
vn‖, wemax = max0≤n≤N ‖W n − wn‖, uhemax = max0≤n≤N ‖δUn − δun‖, vhemax = max0≤n≤N ‖δV n − δvn‖, uteto =
(
∑N
n=1 ‖dtUn−dtun‖2τ)
1
2 , vtemax = max1≤n≤N ‖dtV n−dtvn‖,N ≤ M . They represent errors for the discrete counterpoints
of variants u, v, w,∇u,∇v, ut and vt . It shows that these seven error bounds obtainedwith the above fourmeshes are upper
bounded with 8.8176e–2, 2.2442e–2, 5.7914e–3 and 1.3480e–3 respectively, and are at same order with h21+ h22+ τ 2. Here
we use a Picard iteration to solve the nonlinear scheme (3.1)–(3.5).
Table 1 shows approximation errors between the nonlinear solution and the real solution and approximation order. Here
the errors in the above seven forms are listed in column 2–5, the orders are listed in column 6–9, ‘‘ord1’’, ‘‘ord2’’, ‘‘ord3’’ is
calculated with data in column 2 and 3, 3 and 4, 4 and 5 with formula log2(eh/e h
2
) respectively, ‘‘ord’’ in column 9 is the
average of ‘‘ord1’’, ‘‘ord2’’ and ‘‘ord3’’. Clearly the order is about 2.
Fig. 1 demonstrates error developing as time advances with mesh 64 × 64, and shows the upper boundary is at a same
order as h21 + h22 + τ 2.
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Table 1
Approximation errors and order.
Variant 8 × 8 16 × 16 32 × 32 64 × 64 ord1 ord2 ord3 ord
u 1.4175e−2 3.6171e−3 9.3008e−4 2.2171e−4 1.97 1.96 2.07 2.00
v 1.9938e−2 5.0379e−3 1.2984e−3 3.0200e−4 1.98 1.96 2.10 2.01
w 2.4390e−2 6.4871e−3 1.6955e−3 4.0074e−4 1.91 1.94 2.08 1.98
∇u 6.3439e−2 1.6269e−2 4.1917e−3 9.9738e−4 1.96 1.96 2.07 2.00
∇v 8.8176e−2 2.2442e−2 5.7914e−3 1.3480e−3 1.97 1.95 2.10 2.01
ut 1.4422e−2 3.9189e−3 1.0425e−3 2.5863e−4 1.88 1.91 2.01 1.93
vt 2.3752e−2 6.3823e−3 1.6740e−3 3.9569e−4 1.90 1.93 2.08 1.97
Fig. 1. Error development with time.
Table 2
Comparison of accuracy and efficiency of two nonlinear schemes.
M NS2 NS1
128 256 128 256 1024 2048
u 2.65997e−4 2.62286e−4 1.02198e−3 5.91299e−4 3.06723e−4 2.75809e−4
v 3.86524e−4 3.77377e−4 1.15673e−3 6.77189e−4 6.02827e−4 3.67406e−4
w 5.25599e−4 5.00604e−4 3.24436e−3 1.56244e−3 1.32607e−3 4.13629e−4
∇u 1.20494e−3 1.18685e−3 4.66036e−3 2.68237e−3 1.68338e−3 1.24356e−3
∇v 1.72475e−3 1.68448e−3 5.30108e−3 3.08796e−3 3.91159e−3 1.63705e−3
ut 3.02076e−4 3.01342e−4 1.95509e−3 1.06804e−3 5.35556e−4 3.65569e−4
vt 5.03873e−4 4.95246e−4 3.82199e−3 1.93626e−3 1.41647e−3 4.86691e−4
Time 1065.953 1761.594 1338.75 2335.25 7009.187 12179.828
The results of numerical tests are accordant with theoretical analysis.
Table 2 compares the accuracy and efficiency of the new nonlinear scheme (3.1)–(3.5) (noted as NS2) and the scheme
in [21] (noted as NS1). Various errors between the numerical solutions and the real solution of (1.1) and computation time
are listed with a 64 × 64 space mesh and different time steps.M = 128 and 256 provide better time step match for space
mesh with convergent order O(h21 + h22 + τ 2), whileM = 1024 and 2048 provide better match for O(h21 + h22 + τ).
It demonstrates that with same step parameters, less time is needed for NS2 with more accurate result; to get similar
accuracy, NS1 needsmuch smaller time steps andmore time. Hence NS2 is faster andmore accurate thanNS1, which verifies
the high efficiency of the new scheme.
7. Discussion and conclusion
In this paper, we calculate coefficients A and B with (2.2) and (2.3). If they are computed in a different way, e.g.,
An
i+ 12 ,j
(U, V ) = 12 [A(xi+1,j, τn,Uni+1,j, V ni+1,j)+ A(xij, τn,Uni,j, V nij )], a same theoretical conclusion is true, while numerical test
results are of a same precision order with a little larger error data.
In this paper, the assumptions (1)–(3) are made to ensure and simplify the numerical analysis procedure. In fact, our
numerical method is also efficient with much weaker assumptions in practice.
In this paper, a nonlinear three-level scheme is presented and a Picard iteration with first order iterative convergence
ratio is used to solve it. To accelerate iteration, we have also done some works for the construction of nonlinear iteration
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with second order convergence ratio for the nonlinear scheme, which will appear in a future paper separately. The results
of this paper can be extended to three-dimensional problems.
In this paper, we have designed and studied an unconditionally stable nonlinear scheme with second order accuracy
on both temporal and spatial variants for a two-dimensional nonlinear parabolic–hyperbolic system. Rigorous theoretical
analysis is made on its stability and convergence properties. A novel inductive hypothesis reasoning technique is presented.
It varies from those used in linear schemes, and can be adopted flexibly to overcome difficulties caused by nonlinearity
and to perform strict theoretical analysis for a variety of nonlinear schemes. Numerical tests verify the theoretical results,
and show the new scheme is more accurate and efficient than a previous two-level nonlinear scheme that has first order
temporal accuracy.
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