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1. Introduction
The lattice-type structures are very widely used nowadays in civil engineering, electrotechnics, and aero-space industry.
The key features of these kinds of structures are: periodicity and small thickness of the material. There are several types
of such structures that consist of identical cells periodically distributed in all directions, reticulated structures; or in two
directions, gridworks; or in only one direction, tall structures (see, e.g. [1], p. 71). If thematerial is concentrated along layers,
then we speak about honeycomb structures as illustrated in Fig. 1(a), and if along bars, then reinforced structures. Most of
such structures have a highly symmetric geometry depending on the symmetry assumptions made on the distribution of
the material in the unit cell. Nevertheless, one may consider nonsymmetric structures as well (see [1], p. 111).
Themain characteristic of honeycomb structures compared with other perforatedmaterials as illustrated in Fig. 2(a) and
(b) is the following: there is only one periodic parameter ε in the latter case, but there are two small parameters ε and δ in
the former case, where ε is the relative size of a periodic cell and εδ is the thickness of solid materials. Generally speaking,
there is no relationship between ε and δ. If δ ≈ 1, then two parameters ε, δ reduce one parameter ε. So, in this paper, we
assume that 0 < δ  1.
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Fig. 1. (a) A honeycomb structure; (b) the representative period of a honeycomb structure Yδ .
a b
Fig. 2. (a) An unbounded perforated domain ω; (b) a bounded perforated domainΩε .
When we study the mechanical behavior of honeycomb structures, aside from the great number of cells, i.e. 0 < ε  1,
another difficulty arises: the small thickness εδ of solid materials. In such cases, the direct accurate numerical computation
of the solution becomes difficult because it would require a very finemesh on solidmaterials, and thus a prohibitive amount
of computation time. The assumption of periodicity suggests that we use the homogenization method for honeycomb
structures. Compared with a perforated domain with only one periodic parameter ε, the asymptotic homogenization for
honeycomb structures is much more difficult, due to two small parameters ε, δ.
The homogenizationmethod for honeycomb structureswere first studied by Panasenko.Many examples and applications
can also be found in the classical book of Bakhvalov and Panasenko [2]. Furthermore, they obtained formal asymptotic
expansions for the limit solution when ε and δ are small enough. They justify the first terms of these expansions by proving
sharp error estimates. Cioranescu and Saint Jean Paulin [1] obtained the same overall coefficients as Panasenko and Bakhalov
[2], and developed a general method that allowed us to treat some structures with complicated geometry (see [1] p. 114).
On the other hand, Gibson and Ashby [3] gave a comprehensive comment for the study of the mechanical problems with
perforated structures. They gave a theoretical analysis for the mechanics behavior of the typical geometric structure of two
dimension (for example, hexagon cavities, triangle cavities, square cavities), under the single axis load or two axes load,
respectively.
In this paper, wewill study the elastomechanical problems of a kind of honeycomb structure.Wewill present the higher-
order multiscale asymptotic expansions for the solution of this problem, and develop a multiscale finite element method
with high accuracy. Finally, the numerical tests validate the theoretical results of this paper.
For convenience, we adopt the Einstein convention of summation over repeated indices.
2. Setting of problem and multiscale asymptotic expansion
2.1. Setting of problem and homogenization
LetΩ ⊂ R3 be a bounded open domain, and Y = (0, 1)3,
Yδ = {y ∈ Y |dist(y, ∂Y ) < δ/2} , Tδ = Y \ Y δ.
Suppose that Ωεδ = Ω \ T εδ is a honeycomb structure as illustrated in Fig. 1(a), where T εδ denotes the union of entire
holes. The boundary ∂Ωεδ = ∂Tεδ∪∂Ω , where ∂Tεδ is the union of the surfaces of all holes rigorously contained in a domain
Ω , and ∂Ω is the boundary of a whole domain Ω . In this paper, assume that the boundary ∂Tεδ is piecewise smooth and
does not intersect with the boundaries ∂Ω and ∂(εY ).
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We now consider the elastic equations in a honeycomb structure given by
− ∂
∂xj
(
aijkp
(
x
ε
)
∂uεδk
∂xp
)
= fi(x), inΩεδ, i = 1, 2, 3,
uεδ(x) = 0, on ∂Ω,
σi,εδ(uεδ) ≡ aijkp
(
x
ε
)
∂uεδk
∂xp
nj = 0, on ∂Tεδ,
(2.1)
where Ωεδ, ∂Ω, ∂Tεδ are given as above, and uεδ(x) =
(
uεδ1 (x), u
εδ
2 (x), u
εδ
3 (x)
)T
is a displacement function, f (x) = (f1(x),
f2(x), f3(x)
)T
is a body force, En = (n1, n2, n3) denotes the unit outer normal to the surfaces of holes.
We make the assumptions of aijkp( xε ) as follows
(A1) Let y = ε−1x, and aijkp( xε ) = aijkp(y) be one-periodic functions.
(A2) aijkp(y) = aijpk(y) = akpij(y).
(A3) µ1ηijηij ≤ aijkp(y)ηijηkp ≤ µ2ηijηij a.e. y ∈ Rn, where µ1, µ2 is a positive constant, {ηij} is a real symmetric matrix. In
particular, for a homogeneous isotropic elastic body, we can write
aijkp = λδijδkp + µδikδjp + µδipδjk,
where λ,µ are the Lamé constants, δij is the Kronecker symbol.
In this paper, if u(x) = (u1(x), u2(x), u3(x))T, v(x) = (v1(x), v2(x), v3(x))T are vector-valued functions, then we define
the inner product u · v = uivi.
Lemma 2.1 (cf. [1]). Suppose that Ωεδ is a honeycomb structure satisfying the above conditions. Then, for any vector-valued
function v ∈ (H1(Ωεδ))3, there exists a linear extension operator Pε : (H1(Ωεδ))3 → (H1(Ω))3 such that:
‖Pεv‖(H1(Ω))3 ≤ C1‖v‖(H1(Ωεδ))3 , (2.2)
‖e(Pεv)‖(L2(Ω))3 ≤ C2‖e(v)‖(L2(Ωεδ))3 , (2.3)
where e(v) is a strain tensor, i.e. e(v) = 12
(
∂vk
∂xl
+ ∂vl
∂xk
)
, C1, C2 are constants independent of ε, δ.
There exists a unique weak solution of problem (2.1), thanks to Lemma 2.1, Korn’s inequality and Lax–Milgram lemma.
If the solid wall of a honeycomb structure is made of composite materials, then we need to treat it by using some average
methods, and replace itwith a homogeneousmaterial. Choose a representative volume element (RAV)which can completely
reflect the characteristic of composite materials. The method is the following: we solve the following equations in this
representative volume element Q :−
∂
∂ξj
(
aijkp(ξ)
∂χ stk (ξ)
∂ξp
)
= − ∂
∂ξj
(
aijst(ξ)
)
, ξ ∈ Q ,
χ stk (ξ) = 0, ξ ∈ ∂Q , i, k, s, t = 1, 2, 3.
(2.4)
Then the effective constants of the solid wall of a honeycomb structure are the following:
aijkp = 1|Q |
∫
Q
(
aijkp(ξ)+ aijqr(ξ)∂χ
kp
q (ξ)
∂ξr
)
dξ, (2.5)
where |Q | denotes the Lebesgue measure of Q .
Therefore,the solid wall is replaced by a homogeneous material based on the periodic homogenization method, thus
problem (2.1) can be changed into the following equations:
− ∂
∂xj
(
a¯ijkp
∂ u¯εδk
∂xp
)
= fi(x), inΩεδ, i = 1, 2, 3,
u¯εδ(x) = 0, on ∂Ω,
σi,εδ(u¯εδ) ≡ a¯ijkp ∂ u¯
εδ
k
∂xp
nj = 0, on ∂Tεδ,
(2.6)
where (a¯ijkp) is a fourth tensor with constant coefficients,Ωεδ is illustrated in (2.1).
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2.2. Multiscale asymptotic expansion
We consider x and y as independent variables and replace next x
ε
by y. To begin with, let us introduce the following
vector-valued functions
u¯εδ,s(x) = (u¯εδ,s1 (x), u¯εδ,s2 (x), u¯εδ,s3 (x))T,
u¯0,δ(x) = (u¯0,δ1 (x), u¯0,δ2 (x), u¯0,δ3 (x))T,
Nδ0,m(y) = (Nδ0,1m(y),Nδ0,2m(y),Nδ0,3m(y))T,
Nδα1,m(y) = (Nδα1,1m(y),Nδα1,2m(y),Nδα1,3m(y))T,
Nδα1α2,m(y) = (Nδα1α2,1m(y),Nδα1α2,2m(y),Nδα1α2,3m(y))T,
α1, α2, m = 1, 2, 3; s = 1, 2,
(2.7)
where aT denotes the transpose of a vector a.
For any fixed δ, in a standard way, we present the formal asymptotic expansion given by
u¯εδ,s(x) =
s∑
l=0
εl
3∑
α1,...,αl=1
3∑
m=1
Nδα1···αl,m(y)
∂ lu¯0,δm (x)
∂xα1 · · · ∂xαl
. (2.8)
Define
Nδ0,m(y) = em, m = 1, 2, 3, y ∈ Yδ, (2.9)
where {em}3m=1 forms the canonical basis of R3.
The vector-valued functions Nδα1,m(y), N
δ
α1α2,m(y) can be defined in turn
∂
∂yj
(
a¯ijkp
∂Nδα1,km(y)
∂yp
)
= −∂ a¯ijmα1
∂yj
in Yδ,
σi,y(Nδα1,m) = −nja¯ijmα1 on ∂Tδ ∩ Y ,
Nδα1,m(y) = 0 on ∂Y ,
(2.10)
where En = (n1, n2, n3)T is the unit outer normal to the surface of holes on the reference cell Yδ , and σi,y(Nδα1,m) ≡
nja¯ijkp
∂Nδ
α1,km
(y)
∂yp
.
∂
∂yj
(
a¯ijkp
∂Nδα1α2,km(y)
∂yp
)
= − ∂
∂yj
(
a¯ijkα1N
δ
α2,km(y)
)
− a¯iα1kp
∂Nδα2,km(y)
∂yp
− a¯iα1mα2 + ˆ¯a
δ
iα1mα2 , in Yδ,
σi,y(Nδα1α2,m) = −nja¯ijmα1Nδα2,m(y), on ∂Tδ ∩ Y ,
Nδα1α2,m(y) = 0, on ∂Y ,
(2.11)
where σi,y(Nδα1α2,m) = nja¯ijkp
∂Nδ
α1α2,km
∂yp
, (a¯ijkp) is a tensor with constant coefficients, ∂Tδ ∩ Y and ∂Y denote the surfaces of
holes in Yδ and the boundary of Y = (0, 1)3, respectively.
The coefficients ˆ¯aδiα1mα2 can be written as
ˆ¯aδiα1mα2 =
1
|Yδ|
∫
Yδ
(
a¯iα1mα2 + a¯iα1kp
∂Nδα2,km(y)
∂yp
)
dy, (2.12)
where |Yδ| denotes the Lebesgue measure of Yδ and |Yδ| = 3δ − 3δ2 + δ3.
Remark 2.1. Existence and uniqueness of Nδα1,m(y), N
δ
α1α2,m(y), α1, α2,m = 1, 2, 3 can be established based on conditions
(A1)–(A3), Poincaré–Friedrichs inequality and Lax–Milgram lemma. We can extend them into R3 ∩ (ε−1Ωεδ) in one-
periodicity. Without confusion, we continue to write these functions by Nδα1,m(y),N
δ
α1α2,m(y).
The vector-valued function u¯0,δ(x) = (u¯0,δ1 (x), u¯0,δ2 (x), u¯0,δ3 (x))T is the solution of the following elastic equations:−
∂
∂xj
( ˆ¯aδijkp ∂ u¯0,δk (x)∂xp
)
= fi(x), inΩ, i = 1, 2, 3,
u¯0,δ(x) = 0, on ∂Ω,
(2.13)
where ˆ¯aδijkp is as given in (2.12).
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In order to obtain error estimates for the approximate solution u¯εδ,s(x) as given in (2.8), we need to make the following
assumptions for the geometry configuration and material parameters:
(B1) Let∆1, ∆2, ∆3 be the middle superplanes of the reference cell Y = (0, 1)3. All holes Tδ ∩ Y on Yδ are symmetric with
respect to the middle superplanes∆1,∆2,∆3.
(B2) The solid wall
(
a¯ijkp
)
of a honeycomb structure is a homogeneous isotropic material.
By virtue of the method presented in [4], one can similarly prove the following lemma:
Lemma 2.2. Under the assumptions of (B1)–(B2), one can verify that σi,y(Nδα1,m), σi,y(N
δ
α1α2,m) are continuous on the boundary
∂Y of the unit cube Y = (0, 1)3.
Following the lines of proof of Theorem 2.1 in [5], we can obtain the following error estimates:
Proposition 2.1. Suppose that Ωεδ is a honeycomb structure, which is the union of entire periodic cells, i.e. Ωεδ =⋃z∈Tε ε(z+
Yδ), z = (z1, z2, z3), zi ∈ Z, where Tε is a index set, and Z is the set of some integers, Yδ is given as above. Let u¯εδ(x) be the weak
solution of problem (2.6), and u¯εδ,s(x) be the approximate solution defined in (2.8) of u¯εδ(x). Under the assumption conditions
of (A1)–(A3), and (B1)–(B2), if f ∈ (Hs(Ω))3, u¯0,δ ∈ (Hs+2(Ω))3, then it holds
‖u¯εδ − u¯εδ,s‖(H1(Ωεδ))3 ≤ C(δ)ε, s = 1, 2, (2.14)
where C(δ) is a constant independent of ε, but dependent of δ.
Remark 2.2. It should be mentioned that, in Lemma 2.2 and Proposition 2.1, condition (B2) is not essential. In fact, this
condition can be weakened. We refer to the interested reader to [4], p. 16. But condition (B2) is essential for Lemma 2.3 and
Theorem 2.1 below.
2.3. Asymptotic behavior of the solution u¯εδ as δ→ 0
We observe that the constant C(δ) in (2.14) is independent of ε, but dependent of δ, where the thickness of the solid wall
of a honeycomb structure is εδ, 0 < δ  1. Next we study the asymptotic behavior of the solution u¯0,δ(x) as δ→ 0.
Lemma 2.3 (cf. [1]). Let u¯0,δ(x) be the weak solution of the problem (2.13). Under the assumptions of (A1)–(A3), (B1)–(B2), we
have
u¯0,δ ⇀ u∗ in (H10 (Ω))
3 weakly, as δ→ 0, (2.15)
where u∗ = (u∗1, u∗2, u∗3)T is the weak solution of the following elastic equations:−
∂
∂xj
(
a¯∗ijkp
∂u∗k
∂xp
)
= fi(x), inΩ, i = 1, 2, 3,
u∗(x) = 0, on ∂Ω.
(2.16)
Since a¯ijkp is a homogeneous isotropic material, i.e.
a¯ijkp = λδijδkp + µδikδjp + µδipδjk, (2.17)
the coefficients a¯∗ijkp can be calculated by using the following algebraic equations ([1], p.120)
a¯∗1111 = a¯∗2222 = a¯∗3333 =
8µ(λ+ µ)
3(λ+ 2µ) ,
a¯∗1122 = a¯∗1133 = a¯∗2233 =
2λµ
3(λ+ 2µ),
a¯∗1212 = a¯∗1313 = a¯∗2323 = µ/3,
a¯∗ijkp = 0 in all the other cases.
(2.18)
It is not difficult to check that the coefficients tensor (a¯∗ijkp) satisfies the conditions (A1)–(A3). Furthermore, we can show
that there exists a unique weak solution u∗ = (u∗1, u∗2, u∗3) to problem (2.16).
Since we do not know how C(δ) depends on δ in (2.14), we cannot estimate the magnitude of error when comparing
u¯εδ,s(x)with u¯εδ(x). To overcome this difficulty, we define the multiscale asymptotic solution given by
Uεδ,s(x) = u∗(x)+
s∑
l=1
εl
3∑
α1,...,αl=1
3∑
m=1
Nδα1···αl,m(y)
∂ lu∗m(x)
∂xα1 · · · ∂xαl
, (2.19)
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or
Uεδ,sk (x) = u∗k(x)+
s∑
l=1
εl
3∑
α1,...,αl=1
3∑
m=1
Nδα1···αl,km(y)
∂ lu∗m(x)
∂xα1 · · · ∂xαl
, s = 1, 2, (2.20)
where the vector-valued function u∗(x) = (u∗1(x), u∗2(x), u∗3(x))T is the weak solution of the limit equation (2.16) as δ→ 0,
the vector-valued functions
Nδα1,m(y) = (Nδα1,1m(y),Nδα1,2m(y),Nδα1,3m(y))T,
Nδα1α2,m(y) = (Nδα1α2,1m(y),Nδα1α2,2m(y),Nδα1α2,3m(y))T
are defined in (2.10) and (2.11), respectively.
We obtain the main convergence theorem of this paper as follows.
Theorem 2.1. Suppose that Ωεδ is a honeycomb structure, which is the union of entire periodic cells. Let u¯εδ be the weak solution
to problem (2.6), Uεδ,s(x) be defined in (2.19) or (2.20). Under the assumptions of (A1)–(A3), (B1)–(B2), if f ∈ (Hs(Ω))3, u∗ ∈
(Hs+2(Ω))3, s = 1, 2, then we have the following error estimates:
‖u¯εδ − Uεδ,s‖(H1(Ωεδ))3 ≤
{
C{δ + ε + εδ3/2}, if s = 1,
C{δ + εδ3/2}, if s = 2, (2.21)
where C is a positive constant independent of ε, δ.
Proof. To begin, we introduce the bilinear form associated with problem (2.6) given by
a¯εδ(ψ, φ) =
∫
Ωεδ
a¯ijkp
∂ψk
∂xp
∂φi
∂xj
dx, ψ, φ ∈ (H1(Ωεδ))3, (2.22)
where ψ = (ψ1, ψ2, ψ3)T, φ = (φ1, φ2, φ3)T.
We first prove Theorem 2.1 for s = 2. Set
Zεδ,s(x) = u¯εδ(x)− Uεδ,s(x). (2.23)
Taking into account ∂
∂xi
→ ∂
∂xi
+ ε−1 ∂
∂yi
, we get
a¯ijkp
∂Uεδ,sk
∂xp
=
(
a¯ijmp + a¯ijkq
∂Nδp,km(y)
∂yq
)∂u∗m(x)
∂xp
+ ε
(
a¯ijkα2N
δ
α1,km(y)+ a¯ijkp
∂Nδα1α2,km(y)
∂yp
) ∂2u∗m(x)
∂xα1∂xα2
+ ε2a¯ijkpNδα1α2,km(y)
∂3u∗m(x)
∂xα1∂xα2∂xp
. (2.24)
Combining (2.6) and (2.23), it gives
a¯εδ(Zεδ,s, φ) = a¯εδ(u¯εδ, φ)− a¯εδ(Uεδ,s, φ) =
∫
Ωεδ
f · φdx− a¯εδ(Uεδ,s, φ). (2.25)
On the other hand, we have
a¯εδ(Uεδ,s, φ) =
∫
Ωεδ
a¯ijkp
∂Uεδ,sk
∂xp
∂φi
∂xj
dx = I1 + I2 + I3, (2.26)
where
I1 =
∫
Ωεδ
(
a¯ijmp + a¯ijkq
∂Nδp,km(y)
∂yq
) ∂
∂xj
(
φi
∂u∗m(x)
∂xp
)
dx, (2.27)
I2 = −
∫
Ωεδ
(
a¯ijmp + a¯ijkq
∂Nδp,km
∂yq
)∂2u∗m(x)
∂xj∂xp
φidx+ ε
∫
Ωεδ
(
a¯ijkα2N
δ
α1,km + a¯ijkp
∂Nδα1α2,km
∂yp
) ∂
∂xj
(
φi
∂2u∗m(x)
∂xα1∂xα2
)
dx, (2.28)
I3 = −ε
∫
Ωεδ
(
a¯ijkα2N
δ
α1,km + a¯ijkp
∂Nδα1α2,km
∂yp
) ∂3u∗m
∂xj∂xα1∂xα2
φidx+ ε2
∫
Ωεδ
a¯ijkpNδα1α2,km(y)
∂3u∗m(x)
∂xα1∂xα2∂xp
∂φi
∂xj
dx. (2.29)
In (2.10), multiplying this system by φi
∂u∗k
∂xp
and integrating by parts, we derive I1 = 0.
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Arguing similarly for system (2.11) with φi
∂2u∗k
∂xα1 ∂xα2
as a test function, we get
I2 = −ˆ¯aδiα1mα2
∫
Ωεδ
∂2u∗m
∂xα1∂xα2
φidx. (2.30)
Recalling (2.12), we have
ˆ¯aδiα1mα2 =
1
|Yδ|
∫
Yδ
(
a¯iα1mα2 + a¯iα1kp
∂Nδα2,km(y)
∂yp
)
dy = a¯∗iα1mα2 + Rδiα1mα2 , (2.31)
where the coefficients tensor (a¯∗iα1mα2) is as given in (2.18).
Following the lines of proof of Theorem 1.8 of ([1], p. 93–97), we can derive
|Rδiα1mα2 | ≤ Cδ1/2, (2.32)
where C is a constant independent of ε, δ.
We recall that (a¯∗iα1mα2) is a constant tensor, and get
a¯∗iα1mα2
∫
Ωεδ
∂2u∗m(x)
∂xα1∂xα2
φidx = −
∫
Ωεδ
f · φdx, (2.33)
and consequently
I2 = a¯∗iα1mα2
∫
Ωεδ
∂2u∗m
∂xα1∂xα2
φidx+ Rδiα1mα2
∫
Ωεδ
∂2u∗m
∂xα1∂xα2
φidx
= −
∫
Ωεδ
f · φdx+ J2. (2.34)
Given |Ωεδ| = O(δ), then
|J2| = |Rδiα1mα2
∫
Ωεδ
∂2u∗m
∂xα1∂xα2
φidx|
≤ |Rδiα1mα2 |‖u∗‖2,∞,Ω(meas)(Ωεδ)1/2‖φ‖0,Ωεδ
≤ Cδ‖φ‖0,Ωεδ . (2.35)
Multiplying (2.10) by Nδα1,m(y), integrating by parts, and using the coercivity assumption of (a¯ijkp), we get
γ0‖∇yNδα1,m‖2(L2(Yδ))3 ≤ C(|Yδ|)1/2‖∇yNδα1,m‖(L2(Yδ))3 , (2.36)
and consequently
‖∇yNδα1,m‖(L2(Yδ))3 ≤ Cδ1/2. (2.37)
It follows from Poincaré–Wirtinger inequality (see, e.g. [1], p. 98) that
‖Nδα1,m‖(L2(Yδ))3 ≤ CW‖∇yNδα1,m‖(L2(Yδ))3 ≤ Cδδ1/2 ≤ Cδ3/2, (2.38)
where CW ≤ Cδ.
From (2.11), we derive similarly
‖∇yNδα1α2,m‖(L2(Yδ))3 ≤ Cδ3/2, ‖Nδα1α2,m‖(L2(Yδ))3 ≤ Cδ5/2. (2.39)
From (2.29), we have
|I3| ≤ Cε
(
‖∇yNδα1α2,m‖(L2(Yδ))3 + ‖Nδα1,m‖(L2(Yδ))3
)
‖φ‖(L2(Ωεδ))3 + Cε2‖Nδα1α2,m‖(L2(Yδ))3‖φ‖(H1(Ωεδ))3 . (2.40)
From (2.25)–(2.40), we obtain
γ0‖u¯εδ − Uεδ,s‖2(H1(Ωεδ))3 ≤ a¯εδ(u¯εδ − Uεδ,s, u¯εδ − Uεδ,s)
≤ Cδ‖u¯εδ − Uεδ,s‖(H1(Ωεδ))3‖u∗‖(W2,∞(Ω))3 + Cεδ3/2‖u∗‖(W3,∞(Ω))3‖u¯εδ − Uεδ,s‖(H1(Ωεδ))3
≤ C{δ + εδ3/2}‖u¯εδ − Uεδ,s‖(H1(Ωεδ))3 , (2.41)
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and consequently
‖u¯εδ − Uεδ,s‖(H1(Ωεδ))3 ≤ C{δ + εδ3/2},
where C is a constant independent of ε, δ.
Next we prove Theorem 2.1 for s = 1. We easily verify that
a¯εδ(Uεδ,s, φ) =
∫
Ωεδ
a¯ijkp
∂Uεδ,sk
∂xp
∂φi
∂xj
dx = K1 + K2 + K3, (2.42)
where
K1 =
∫
Ωεδ
(
a¯ijmp + a¯ijkq
∂Nδp,km(y)
∂yq
) ∂
∂xj
(
φi
∂u∗m(x)
∂xp
)
dx, (2.43)
K2 = −
∫
Ωεδ
(
a¯ijmp + a¯ijkq
∂Nδp,km
∂yq
)∂2u∗m(x)
∂xj∂xp
φidx+ ε
∫
Ωεδ
a¯ijkα2N
δ
α1,km
∂
∂xj
(
φi
∂2u∗m(x)
∂xα1∂xα2
)
dx, (2.44)
and
K3 = −ε
∫
Ωεδ
a¯ijkα2N
δ
α1,km
∂3u∗m
∂xj∂xα1∂xα2
φidx. (2.45)
K1 is the same as I1, hence we have K1 = 0.
K2 can be written as follows
K2 = −
∫
Ωεδ
[
a¯ijmp + a¯ijkq
∂Nδp,km
∂yq
− ˆ¯aδijmp
]∂2u∗m(x)
∂xj∂xp
φidx
+
∫
Ωεδ
ˆ¯aδijmp
∂2u∗m(x)
∂xj∂xp
φidx+ ε
∫
Ωεδ
a¯ijkα2N
δ
α1,km
∂
∂xj
(
φi
∂2u∗m(x)
∂xα1∂xα2
)
dx
= −
∫
Ωεδ
[
a¯ijmp + a¯ijkq
∂Nδp,km
∂yq
− ˆ¯aδijmp
]∂2u∗m(x)
∂xj∂xp
φidx
+
∫
Ωεδ
(
a¯∗ijmp + Rδijmp
)∂2u∗m(x)
∂xj∂xp
φidx+ ε
∫
Ωεδ
a¯ijkα2N
δ
α1,km
∂
∂xj
(
φi
∂2u∗m(x)
∂xα1∂xα2
)
dx. (2.46)
Let g(x, y) =
[
a¯ijmp + a¯ijkq ∂N
δ
p,km
∂yq
− ˆ¯aδijmp
]
∂2u∗m(x)
∂xj∂xp
. Following the lines of proof of Lemma 1.6 of ([6], p. 8), we can derive∣∣∣∣∣−
∫
Ωεδ
[
a¯ijmp + a¯ijkq
∂Nδp,km
∂yq
− ˆ¯aδijmp
]∂2u∗m(x)
∂xj∂xp
φidx
∣∣∣∣∣ ≤ Cε‖φ‖(H1(Ωεδ))3 , (2.47)
where C is a constant independent of ε, δ.
Combining (2.31)–(2.35), we get∣∣∣∣∫
Ωεδ
(
a¯∗ijmp + Rδijmp
)∂2u∗m(x)
∂xj∂xp
φidx
∣∣∣∣ ≤ Cδ‖φ‖(H1(Ωεδ))3 , (2.48)
where C is a constant independent of ε, δ.
Using (2.38) and (A3), we have∣∣∣∣ε ∫
Ωεδ
a¯ijkα2N
δ
α1,km
∂
∂xj
(
φi
∂2u∗m(x)
∂xα1∂xα2
)
dx
∣∣∣∣ ≤ Cεδ3/2‖φ‖(H1(Ωεδ))3 . (2.49)
Combining (2.47)–(2.49), it yields
|K2| ≤ C{δ + ε + εδ3/2}‖φ‖(H1(Ωεδ))3 , (2.50)
where C is a constant independent of ε, δ.
Applying (2.38) and (A3) again, it gives
|K3| ≤ Cεδ3/2‖φ‖(H1(Ωεδ))3 , (2.51)
where C is a constant independent of ε, δ.
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Let φ = u¯εδ(x)− Uεδ,s(x). From (2.25) and (2.42)–(2.51), we obtain
‖u¯εδ − Uεδ,s‖(H1(Ωεδ))3 ≤ C{δ + ε + εδ3/2}, s = 1,
where C is a constant independent of ε, δ.
Therefore, the proof of Theorem 2.1 is complete. 
Corollary 2.1. Under the assumptions (A1)–(A3), (B1)–(B2), if f ∈ (H1(Ω))3, u∗ ∈ (H3(Ω))3, then
‖u¯εδ − u∗‖(L2(Ωεδ))3 ≤ C{δ + ε + εδ3/2}, (2.52)
where C is a constant independent of ε, δ.
3. Multiscale finite element method
3.1. Computation of the homogenized elastic constants
In Lemma 2.3 and Theorem 2.1, the assumption of (B2) is essential, i.e. the honeycomb structuremust be a homogeneous
isotropic material. However, in many engineering applications, the honeycomb structure likely is made of composite
materials. If it is a periodic structure, we employ the homogenization method to compute the effective (homogenized)
elastic constants. If it is a stochastic structure, we choose a representative volume element Q , which can completely reflect
the characteristic of compositematerials. We solve Eq. (2.4) in the representative volume element Q . We repeat this process
for N times and calculate their average values. We replace the original composite materials with these average values.
Let Jh1 = {τ } be a family of regular tetrahedrons in Q , h1 = maxτ hτ . The numerical formulation of the effective elastic
constants is the following:
a¯h1ijkp =
1
|Q |
∫
Q
(
aijkp(ξ)+ aijqr(ξ)∂χ
kp,h1
q (ξ)
∂ξr
)
dξ, (3.1)
where |Q | is the Lebesgue measure of Q , χ kp,h1q (ξ) is the finite element solution of χ kpq (ξ) as defined in (2.4). Under
the assumptions of some geometric symmetry with respect to Q , we can prove that (a¯h1ijkp) is a coefficients tensor of a
homogeneous isotropic material, see [5], i.e.
a¯h1ijkp = λ˜δijδkp + µ˜δikδjp + µ˜δipδjk. (3.2)
By using (2.18), we easily obtain the homogenized elastic constants of a honeycomb structure of composite materials
given by
a¯∗,h11111 = a¯∗,h12222 = a¯∗,h13333 =
8µ˜(˜λ+ µ˜)
3(˜λ+ 2µ˜) ,
a¯∗,h11122 = a¯∗,h11133 = a¯∗,h12233 =
2˜λµ˜
3(˜λ+ 2µ˜) ,
a¯∗,h11212 = a¯∗,h11313 = a¯∗,h12323 = µ˜/3,
a¯∗,h1ijkp = 0 in all the other cases.
(3.3)
3.2. Finite element computation of cell functions Nδα1,m(y),N
δ
α1α2,m(y) in Yδ
In order to compute cell functions Nδα1,m(y),N
δ
α1α2,m(y), α1, α2,m = 1, 2, 3, we need to solve numerically elastic equa-
tions (2.10) and (2.11).
Let Jh0 = {K} be a family of regular tetrahedrons in Yδ , h0 = maxK hK . Define a linear finite element space:
Vh0 = {v = (v1, v2, v3)T ∈ (C(Y δ))3 : v|∂Y = 0, vi|K ∈ P1(K), K ∈ Jh0}. (3.4)
The variational forms of (2.10) and (2.11) are as follows
aδ(Nδ,h0α1,m, v
h0) = F h0α1 (vh0), ∀vh0 ∈ Vh0 , (3.5)
aδ(Nδ,h0α1α2,m, v
h0) = F h0α1α2(vh0), ∀vh0 ∈ Vh0 , (3.6)
where the bilinear form:
aδ(u, v) =
∫
Yδ
a¯ijkp
∂uk
∂yp
∂vi
∂yj
dy, (3.7)
914 X.-Q. Liu et al. / Journal of Computational and Applied Mathematics 233 (2009) 905–921
and linear functionals:
F h0α1 (v
h0) = −
∫
Yδ
a¯ijmα1
∂v
h0
i
∂yj
dy, (3.8)
F h0α1α2(v
h0) = −
∫
Yδ
a¯ijkα1N
δ,h0
α2,km
∂v
h0
i
∂yj
dy+
∫
Yδ
(
a¯iα1kp
∂Nδα2,km
∂yp
+ a¯iα1mα2 − ˆ¯a
δ,h0
iα1mα2
)
v
h0
i dy. (3.9)
Note that
ˆ¯aδ,h0iα1mα2 =
1
|Yδ|
∫
Yδ
(
a¯iα1mα2 + a¯iα1st
∂Nδ,h0α2,sm
∂yt
)
dy (3.10)
where Nδ,h0α2,m(y) is the finite element solution of N
δ
α2,m(y) as defined in (3.5).
We can prove the following proposition without any difficulty.
Theorem 3.1. Let Nδα1,m(y),N
δ
α1α2,m(y), α1, α2,m = 1, 2, 3 be the weak solutions of (2.10) and (2.11), respectively, and let
Nδ,h0α1,m(y), N
δ,h0
α1α2,m(y) be the corresponding finite element solutions. If N
δ
α1,m, N
δ
α1α2,m ∈ (H2(Yδ))3, then it holds
‖Nδα1···αj,m−Nδ,h0α1···αj,m‖(H1(Yδ))3≤Ch0
( j∑
k=1
‖Nδα1···αk,m‖(H2(Yδ))3
)
, j = 1, 2, (3.11)
where C is a constant independent of ε, δ.
Remark 3.1. Strictly speaking, we only can show that Nδα1···αj,m ∈ (W 2,p(Yδ))3, j = 1, 2, 1 < p < 2 in a domain Yδ with
holes. For simplicity, herewe assume thatNδα1···αj,m ∈ (H2(Yδ))3, and ‖Nδα1···αj,m‖(H2(Yδ))3 ≤ C, j = 1, 2, where C is a constant
independent of ε, δ.
Remark 3.2. If the honeycomb structure is made of composite materials, we have to replace a¯ijkp in (3.7) by a¯
h1
ijkp given
in (3.2).
3.3. Finite element computation of the homogenized elastic equations and the postprocessing technique
If the honeycomb structure is made of composite materials, then we need to solve the modified homogenized elastic
equations as follows:−
∂
∂xj
(
a¯∗,h1ijkp
∂ u˜∗k(x)
∂xp
)
= fi(x), inΩ, i = 1, 2, 3,
u˜∗(x) = 0, on ∂Ω,
(3.12)
where a¯∗,h1ijkp are as given in (3.3).
Next we derive the error estimate between u∗(x) and u˜∗(x).
Theorem 3.2. Let Ω be a bounded domain without holes associated withΩεδ , i.e. Ω =⋃Tε ε(z+Y ). Suppose that u∗(x), u˜∗(x)
are the weak solutions of Eqs. (2.16) and (3.12), respectively. If f ∈ (L2(Ω))3, then it holds
‖u∗ − u˜∗‖(H1(Ω))3 ≤ C{h21 + δ1/2h21}, (3.13)
where C is a constant independent of ε, δ, h1; and h1 is a mesh parameter of Q , see (3.1).
Proof. From (2.5) and (3.1), we get
a¯ijkp − a¯h1ijkp =
1
|Q |
∫
Q
aijqr(ξ)
∂(χ
kp
q − χ kp,h1q )
∂ξr
dξ
= 1|Q |
∫
Q
∂(χ
ij
s − χ ij,h1s )
∂ξt
astqr(ξ)
∂(χ
kp
q − χ kp,h1q )
∂ξr
dξ, (3.14)
where χ kp,h1q (ξ) is the finite element solution of χ
kp
q (ξ).
Similarly to Theorem 3.1, we derive
‖χ kpq − χ kp,h1q ‖H1(Q ) ≤ Ch1. (3.15)
X.-Q. Liu et al. / Journal of Computational and Applied Mathematics 233 (2009) 905–921 915
By using (3.15), we get
|a¯ijkp − a¯h1ijkp| ≤ Ch21, (3.16)
where C is a constant independent of ε, δ, h1.
We recall (2.31) and (2.32), and have
a¯∗ijkp = ˆ¯a
δ
ijkp − Rδijkp, a¯∗,h1ijkp = ˆ¯a
δ,h1
ijkp − Rδ,h1ijkp ,
|Rδijkp| ≤ Cδ1/2, |Rδ,h1ijkp | ≤ Cδ1/2,
(3.17)
where
ˆ¯aδ,h1ijkp =
1
|Yδ|
∫
Yδ
(
a¯h1ijkp + a¯h1ijst
∂Nδ,h1p,sk
∂yt
)
dy
and Nδ,h1p,sk (y) is the solution of cell problem (2.10) with the coefficients a¯
h1
ijkp instead of a¯ijkp. Furthermore, using (3.16) and
(2.10), we have
‖Nδp,sk − Nδ,h1p,sk ‖H1(Yδ) ≤ Ch21. (3.18)
Combining (3.16) and (3.18), it gives
ˆ¯aδijkp − ˆ¯a
δ,h1
ijkp = (a¯ijkp − a¯h1ijkp)+
1
|Yδ|
∫
Yδ
a¯ijst
∂(Nδp,sk − Nδ,h1p,sk )
∂yt
dy+ 1|Yδ|
∫
Yδ
(a¯ijst − a¯h1ijst)
∂Nδ,h1p,sk
∂yt
dy, (3.19)
and consequently
|a¯∗ijkp − a¯∗,h1ijkp | ≤ |ˆ¯a
δ
ijkp − ˆ¯a
δ,h1
ijkp | + |Rδijkp − Rδ,h1ijkp |
≤ C{h21 + δ1/2h21}. (3.20)
Setting rijkp = a¯∗,h1ijkp − a¯∗ijkp, from (2.16) and (3.12), we get−
∂
∂xj
(
a¯∗,h1ijkp
∂(˜u∗k − u∗k)
∂xp
)
= − ∂
∂xj
(
rijkp
∂ u˜∗k
∂xp
)
, inΩ, i = 1, 2, 3,
(˜u∗k − u∗k)(x) = 0, on ∂Ω.
(3.21)
We thus obtain
γ0‖u˜∗ − u∗‖2(H1(Ω))3 ≤
∫
Ω
a¯∗,h1ijkp
∂(u˜∗k − u∗k)
∂xp
∂(u˜∗i − u∗i )
∂xj
dx
≤ C{h21 + δ1/2h21}‖u˜∗ − u∗‖(H1(Ω))3 , (3.22)
and consequently
‖u˜∗ − u∗‖(H1(Ω))3 ≤ C{h21 + δ1/2h21}
where C is a constant independent of ε, δ, h1.
Therefore, the proof of Theorem 3.2 is complete. 
Corollary 3.1. Suppose that u∗(x), u˜∗(x) are the weak solutions of Eqs. (2.16) and (3.12), respectively. If f ∈ (H2(Ω))3, u˜∗ ∈
(H4(Ω))3, then it holds
‖u∗ − u˜∗‖(Hs+1(Ω))3 ≤ C{h21 + δ1/2h21}, s = 1, 2, (3.23)
where C is a constant independent of ε, δ, h1.
Similarly to (2.19), we define the approximate solution of uεδ(x) given by
U˜εδ,s(x) = u˜∗(x)+
s∑
l=1
εl
3∑
α1,...,αl=1
3∑
m=1
Nδα1···αl,m(y)
∂ lu˜∗m(x)
∂xα1 · · · ∂xαl
, s = 1, 2, (3.24)
where u˜∗(x) is the solution of problem (3.12), and Nδα1,m(y), N
δ
α1α2,m(y) are as defined in (2.10) and (2.11), respectively.
Combining Theorem 3.2 and Corollary 3.1, we can prove the following theorem.
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Theorem 3.3. Suppose that Ωεδ is a honeycomb structure, which is the union of entire periodic cells. Let Uεδ,s(x) and U˜εδ,s(x) be
defined in (2.19) and (3.24), respectively. If u∗, u˜∗ ∈ (H4(Ω))3, then it holds
‖Uεδ,s − U˜εδ,s‖(H1(Ωεδ))3 ≤ C{h21 + δ1/2h21}, s = 1, 2, (3.25)
where C is a constant independent of ε, δ, h1.
Proof. From (2.37) and (2.39), we know that
‖Nδα1,m‖(H1(Yδ))3 ≤ Cδ1/2,
‖Nδα1α2,m‖(H1(Yδ))3 ≤ Cδ3/2,
where C is a constant independent of ε, δ, h1.
Taking account into ∂
∂xi
→ ∂
∂xi
+ ε−1 ∂
∂yi
, we get
∂(U˜εδ,s(x)− Uεδ,s(x))
∂xi
= ∂(u˜
∗(x)− u∗(x))
∂xi
+
s∑
l=1
εl−1
3∑
α1,...,αl=1
3∑
m=1
∂Nδα1···αl,m(y)
∂yi
∂ l(˜u∗m(x)− u∗m(x))
∂xα1 · · · ∂xαl
+
s∑
l=1
εl
3∑
α1,...,αl=1
3∑
m=1
Nδα1···αl(y)
∂
∂xi
(∂ l(˜u∗m(x)− u∗m(x))
∂xα1 · · · ∂xαl
)
, s = 1, 2. (3.26)
Using Theorem 3.2 and Corollary 3.1, we derive
‖Uεδ,s − U˜εδ,s‖(H1(Ωεδ))3 ≤ C{h21 + δ1/2h21}, s = 1, 2. (3.27)
Therefore the proof of Theorem 3.3 is complete. 
Suppose that JH = {E} is a family of uniform hexahedrons ofΩ , where H is the mesh parameter. If set h = H/2, then
Jh = {e} is a refined mesh associated with JH , whose elements are the union of four adjoining elements of Jh = {e}. Define
two finite element spaces as follows:
Srh(Ω) = {v = (v1, v2, v3) ∈ C(Ω¯)3 : vi|e ∈ Qr(e), e ∈ Jh} ⊂ (H10 (Ω))3,
S2r2h(Ω) = {v = (v1, v2, v3) ∈ C(Ω¯)3 : vi|E ∈ Q2r(E), E ∈ JH} ⊂ (H10 (Ω))3.
(3.28)
The discrete variational problem of (3.12) is to find u˜∗,h ∈ Srh(Ω) such that
a∗(u˜∗,h, vh) = (f , vh), ∀vh ∈ Srh(Ω), (3.29)
where the bilinear form
a∗(u, v) =
∫
Ω
a¯∗,h1ijkp
∂uk
∂xp
∂vi
∂xj
dx. (3.30)
We introduce two interpolation operators: Ih and I
(2r)
2h defined in S
r
h and S
2r
2h , respectively. The superscript and subscript
of I(2r)2h denote respectively the order of the piecewise polynomials and the mesh parameter H = 2h. It is called as the
higher-order interpolation finite element method proposed by Lin and Zhu (cf. [7]).
Lemma 3.1 (cf. [7]). Let Ih : (H1(Ω))3 → Srh(Ω), I2r2h : (H1(Ω))3 → S(2r)2h (Ω) be Lagrange interpolation operators. Then
Ih, I
(2r)
2h satisfy the following properties:
‖I(2r)2h u‖(Ht (Ω))3 ≤ C‖u‖(Ht (Ω))3 , t = 0, 1,∀u ∈ Shr (Ω), (3.31)
where C > 0 is a constant independent of u, h.
(I
(2r)
2h )
2 = I(2r)2h , I(2r)2h Ih = I(2r)2h , IhI(2r)2h = Ih,
∀Pi ∈ T h, I(2r)2h u(Pi) = Ihu(Pi), u ∈ (C(Ω¯))3,
(3.32)
where T h denotes the set of all nodal points of Jh inΩ .
‖u− I(2r)2h u‖(Ht (E))3 ≤ Ch2r+1−t‖u‖(H2r+1(E))3 , ∀u ∈ (H2r+1(E))3, t = 0, 1, ∀E ∈ J2h|Ω . (3.33)
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Lemma 3.2 (cf. [7]). Let u ∈ (W r+2,q(Ω))3 ∩ (H10 (Ω))3, 2 ≤ q ≤ +∞, and uh be the finite element solution of u in Shr (Ω).
Then we have following superconvergence estimates:
‖Ihu− uh‖(H1(Ω))3 ≤ Chr+1‖u‖(Hr+2(Ω))3 , r ≥ 1,
‖Ihu− uh‖(L2(Ω))3 ≤ Chr+2‖u‖(Hr+2(Ω))3 , r ≥ 2,
(3.34)
where Ih : (C(Ω¯))3 → Shr (Ω) is a Lagrange interpolation operator.
Theorem 3.4. Let u˜∗(x) be the weak solution of problem (3.12), and u˜∗,h(x) be the finite element solution of u˜∗(x) in Srh(Ω). If
f ∈ (Hr(Ω))3, u˜∗ ∈ (Hr+2(Ω))3, then it holds
‖u˜∗ − I(2r)2h u˜∗,h‖(L2(Ω))3 + h‖u˜∗ − I(2r)2h u˜∗,h‖(H1(Ω))3 ≤ Chr+2‖f ‖(Hr (Ω))3 , (3.35)
where C > 0 is a constant independent of h, h0; r ≥ 2.
Proof. Using Lemmas 3.1 and 3.2, we get
‖I(2r)2h u˜∗ − I(2r)2h u˜∗,h‖(H1(Ω))3 = ‖I(2r)2h (Ihu˜∗ − u˜∗,h)‖(H1(Ω))3
≤ C‖Ihu˜∗ − u˜∗,h‖(H1(Ω))3 ≤ Chr+1‖u˜∗‖(H1(Ω))3 ≤ Chr+1‖f ‖(Hr (Ω))3 .
Therefore
‖u˜∗ − I(2r)2h u˜∗,h‖(H1(Ω))3 ≤ ‖u˜∗ − I(2r)2h u˜∗‖(H1(Ω))3 + ‖I(2r)2h u˜∗ − I(2r)2h u˜∗,h‖(H1(Ω))3 ≤ Chr+1‖f ‖(Hr (Ω))3 .
Therefore the proof of Theorem 3.4 is complete. 
3.4. Multiscale finite element method with high accuracy and error estimates
In this section, we first present the multiscale finite element method for solving the elastic equations in a honeycomb
structure. Then we derive the convergence results for the multiscale finite element method.
From (2.20) and (3.24), the multiscale finite element method for solving problem (2.1) is composed of three steps:
Step 1 Compute cell functions Nδα1,m(y), N
δ
α1α2,m(y), y = ε−1x as defined in (2.10) and (2.11) on a reference cell Yδ .
Step 2 Solve numerically the boundary value problem of the modified homogenized elastic equation (3.12) on a domain
Ω without any holes in a coarse mesh.
Step 3 Calculate the higher-order derivatives ∂
lu˜∗(x)
∂xα1 ···∂xαl by the use of the finite difference method.
Remark 3.3. It should be emphasized that we cannot directly take higher-order derivatives for the finite element solution
u˜∗,h(x) of the solution u˜∗(x) for themodified homogenized elastic equation (3.24). Otherwise, onewill get somemeaningless
results, for example, ∂
2u˜∗,h(x)
∂xα1 ∂xα2
= 0, for the linear element.
We now present the finite difference method for calculating the higher-order partial derivatives of u˜∗(x). We first define
first-order difference quotients given by
δxi u˜
∗,h(Mp) = 1
τ(Mp)
∑
e∈σ(Mp)
[∂ u˜∗,h
∂xi
]
e
(Mp), (3.36)
where σ(Mp) denotes the set of all elements relative to nodal pointMp, τ(Mp) is the number of elements of σ(Mp), u˜∗,h(x)
is the finite element solution of u˜∗(x) in Srh(Ω),
[
∂ u˜∗,h
∂xi
]
e
(Mp) is the value of ∂ u˜
∗,h
∂xi
onMp.
Next we define second-order difference quotients as follows:
δ2xixp u˜
∗,h(Mp) = 1
τ(Mp)
∑
e∈σ(Mp)
[ d∑
j=1
δxi u˜
∗,h(Pj)
∂ψj
∂xp
]
e
(Mp), (3.37)
where d is the number of nodal points of e, ψj(x), j = 1, 2, . . . , d are the corresponding Lagrange’s shape functions.
In sum, the multiscale finite element method for solving the elastic equations in a honeycomb structure can be written
as follows
Uεδ,sh0,h1,h(x) = u˜∗,h(x)+
s∑
l=1
εl
3∑
α1,...,αl=1
3∑
m=1
Nδ,h0α1···αl,m(y(x))δ
l
xα1 ···xαl u˜
∗,h
m (x), (3.38)
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where s = 1, 2; h0, h1, h are respectively the mesh parameters of domains Yδ,Q and Ω . u˜∗,h and Nδ,h0α1···αl,m are defined in
(3.29), (3.5) and (3.6), respectively, where the vector-valued function u˜∗,h = (u˜∗,h1 , u˜∗,h2 , u˜∗,h3 )T, and the vector-valued func-
tions Nδ,h0α1···αl,m(y) = (Nδ,h0α1···αl,1m,N
δ,h0
α1···αl,2m,N
δ,h0
α1···αl,3m)
T, y(x) denotes the corresponding point in Yδ associated with x ∈ Ωεδ .
δlxα1 ···xαl u˜
∗,h
m (x), x ∈ Ωεδ can be obtained by the interpolation operator on the basis of δlxα1 ···xαl u˜∗,hm (Mp).
In order to improve the numerical accuracy, we present the multiscale finite element method with high accuracy as
follows
PUεδ,sh0,h1,h(x) = I(2r)2h u˜∗,h(x)+
s∑
l=1
εl
3∑
α1,...,αl=1
3∑
m=1
Nδ,h0α1···αl,m(y(x))δ
l
xα1 ···xαlI
(2r)
2h u˜
∗,h
m (x), s = 1, 2, (3.39)
where I2r2h is the higher-order interpolation operator as defined in (3.31), u˜
∗,h(x) is the finite element solution of u˜∗(x).
Theorem 3.5. Suppose that Ωεδ is a honeycomb structure as illustrated in Fig. 1, which is the union of entire periodic cells. Let
u¯εδ be the weak solution to problem (2.6), and let Uεδ,sh0,h1,h(x),PU
εδ,s
h0,h1,h
(x) be defined in (3.38) and (3.39), respectively. Under the
assumptions of (A1)–(A3), (B1)–(B2), if f ∈ (Hs(Ω))3, u∗ ∈ (Hs+2(Ω))3, s = 1, 2, thenwe have the following error estimates:
‖u¯εδ(x)− Uεδ,sh0,h1,h(x)‖(H1(Ωεδ))3 ≤ C{ε + δ + εδ3/2 + h21 + δ1/2h21 + h0 + hr−1}, r ≥ 2, (3.40)
‖u¯εδ(x)− PUεδ,sh0,h1,h(x)‖(H1(Ωεδ))3 ≤ C{ε + δ + εδ3/2 + h21 + δ1/2h21 + h0 + hr}, r ≥ 1, (3.41)
where C is a positive constant independent of ε, δ, h0, h1, h, where h0, h1, h are respectively the mesh parameters of domains
Yδ, Q andΩ .
Proof. We first prove (3.40). For x ∈ Ωεδ , we have
u¯εδ(x)− Uεδ,sh0,h1,h(x) = u¯εδ(x)− Uεδ,s(x)+ Uεδ,s(x)− U˜εδ,s(x)+ U˜εδ,s(x)− Uεδ,sh0,h1,h(x). (3.42)
It follows from Theorem 2.1 that
‖u¯εδ − Uεδ,s‖(H1(Ωεδ))3 ≤ C{ε + δ + εδ3/2}. (3.43)
Using Theorem 3.3, we get
‖Uεδ,s − U˜εδ,s‖(H1(Ωεδ))3 ≤ C{h21 + δ1/2h21}. (3.44)
On the other hand, we know that
U˜εδ,s(x)− Uεδ,sh0,h1,h(x) = u˜∗(x)− u˜∗,h(x)+
s∑
l=1
εl
3∑
α1,...,αl=1
3∑
m=1
[
Nδα1···αl,m(y(x))− Nδ,h0α1···αl,m(y(x))
] ∂ lu˜∗m(x)
∂xα1 · · · ∂xαl
+
s∑
l=1
εl
3∑
α1,...,αl=1
3∑
m=1
Nδ,h0α1···αl,m(y(x))
[ ∂ lu˜∗m(x)
∂xα1 · · · ∂xαl
− δlxα1 ···xαl u˜
∗,h
m (x)
]
. (3.45)
It is obvious that
‖u˜∗ − u˜∗,h‖(H1(Ω))3 ≤ Chr . (3.46)
It follows from Theorem 3.1 that
‖Nδα1···αl,m − Nδ,h0α1···αl,m‖(H1(Yδ))3 ≤ Ch0. (3.47)
Using the error estimates for finite element with the degree of r , we have∥∥∥∥ ∂ u˜∗∂xα1 − δα1 u˜∗,h
∥∥∥∥
(H1(Ω))3
≤ Chr−1, r ≥ 2, (3.48)
and consequently∥∥∥∥εNδ,h0α1,m( ∂ u˜∗∂xα1 − δα1 u˜∗,h
)∥∥∥∥
(H1(Ωεδ))3
≤ Chr−1. (3.49)
We can directly derive∥∥∥∥ε2Nδ,h0α1α2,m( ∂2u˜∗∂xα1∂xα2 − δ2α1α2 u˜∗,h
)∥∥∥∥
(H1(Ωεδ))3
≤ Cε. (3.50)
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Table 1
Comparison of computational cost.
Original equations Cell problems Homogenized equations
The number of elements 262,656 9,728 46,656
The number of nodes 297,892 12,250 50,653
Table 2
Comparison of computational results.
‖e0‖0
‖u∗,h‖0
‖e1‖0
‖Uεδ,1h0 ,h‖0
‖e2‖0
‖Uεδ,2h0 ,h‖0
‖e0‖1
‖u∗,h‖1
‖e1‖1
‖Uεδ,1h0 ,h‖1
‖e2‖1
‖Uεδ,2h0 ,h‖1
Case 4.1 0.1846 0.09645 0.08395 0.4437 0.1142 0.1022
Case 4.2 0.1721 0.09087 0.08023 0.4274 0.1097 0.09861
Combining (3.43)–(3.50), it gives
‖u¯εδ(x)− Uεδ,sh0,h1,h(x)‖(H1(Ωεδ))3 ≤ C{ε + δ + εδ3/2 + h21 + δ1/2h21 + h0 + hr−1}, r ≥ 2.
Repeating the above process, and using Theorem 3.4, we can prove (3.41). Therefore the proof of Theorem 3.5 is
complete. 
4. Numerical tests
In this section, we will show some numerical results. We do numerical experiments for the boundary value problem of
the elastic equations in a three-dimensional honeycomb structure as follows:
− ∂
∂xj
(
aijkp
( x
ε
)∂uεδk
∂xp
)
= fi(x), inΩεδ, i = 1, 2, 3,
uεδ(x) = 0, on ∂Ω,
σi,εδ(uεδ) ≡ −aijkp
( x
ε
)∂uεδk
∂xp
nj = 0, on ∂Tεδ,
(4.1)
where Ω = (0, 1)3,Ωεδ = Ω \ T¯εδ is a honeycomb structure as illustrated in Fig. 1, where T εδ is the set of all holes. Here
we take f = (0, 0,−2.7244× 103)T.
We assume that the honeycomb structure is made of a homogeneous isotropic material. The thickness of the solid wall
is εδ, where ε is a small period parameter.
The coefficients of problem (4.1) are given by
aijkp
( x
ε
)
= E
2(1+ ν)δijδkp +
νE
(1+ ν)(1− 2ν) (δipδjk + δikδjp), (4.2)
where δij is the Kronecker symbol, E, ν are Young modulus and Poisson ratio, respectively.
Case 4.1: E = 109 MPa, ν = 0.25, ε = 13 , δ = 13 .
Case 4.2: E = 107 MPa, ν = 0.25, ε = 13 , δ = 14 .
In order to show the numerical accuracy of the method presented in this paper, we have to know the exact solution of
problem (4.1). However, it is very difficult to find out them. We replace it with the finite element solution in a fine mesh.
We use the linear tetrahedral elements to solve the original problem (4.1). In the real applications, this step is not necessary.
We use linear tetrahedral elements to solve cell problems (2.10) and (2.11), and the homogenized elastic equation (2.16),
respectively. The mesh size of the original problem (4.1) is 172 , and the mesh sizes of cell problems and the homogenized
problem are h0 = 124 and h = 136 , respectively. The numbers of elements and nodes are listed in Table 1.
It should not be confused that uεδ(x) denotes the finite element solution of (4.1) in a fine mesh, and u∗,h(x) is the finite
element solution of the homogenized elastic equation (2.16) in a coarse mesh. Uεδ,1h0,h , U
εδ,2
h0,h
are respectively the first-order
and the second-order multiscale finite element solutions of the solution uεδ(x) to problem (4.1) based on the multiscale
finite element scheme (3.38). We set
e0 = uεδ(x)− u∗,h(x), e1 = uεδ(x)− Uεδ,1h0,h (x), e2 = uεδ(x)− Uεδ,2h0,h ,
‖u‖0 =
(∫
Ωεδ
u · udx
)1/2
, ‖u‖1 =
(
‖u‖20 + ‖∇u‖20
)1/2
, u · u = uiui.
(4.3)
In Table 2, the numerical results of the homogenization method, the first-order and the second-order multiscale finite
element methods are given. Fig. 3(a)–(h) clearly show the numerical results for the third components of the solution to
problem (4.1) with different methods on the intersection x3 = 0.55556 and x3 = 0.5 in Cases 4.1–4.2, respectively.
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Fig. 3. Computational results: (a) Case 1: solution uεδ ; (b) Case 1: u0; (c) Case 1: MFEM Uεδ2 ; (d) Case 1: U
εδ
2 − uεδ . (e) Case 2: solution uεδ ; (f) Case 2: u0;
(g) Case 2: MFEM Uεδ2 ; (h) Case 2: U
εδ
2 − uεδ .
Remark 4.1. Table 2 clearly shows that the first-order multiscale finite element method has good numerical accuracy. In
theory, first-order correctors yield the same convergence rate as second-order correctors, see Theorems 2.1 and 3.5. For
a honeycomb structure, since cell functions are very small (see (2.37)–(2.39)), the numerical accuracy of the first-order
multiscale method is sufficiently good.
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Remark 4.2. Finally,we recall two small parameters ε, δ and threemesh sizesh0, h1, h involved in this paper andgive some
comments on the relation between them. Since the honeycomb structure is a periodic structure, ε denotes the relative size
of a periodic cell. εδ is the thickness of the solid wall of a honeycomb structure, then δ is the thickness of the solid wall in the
reference cell y ∈ Yδ , due to y = ε−1x. Generally speaking, there is no relation between ε and δ. In the numerical example
of Section 4, we do some numerical tests in Cases 4.1 and 4.2. h0, h are the mesh sizes of cell problems (2.10) and (2.11), the
homogenized equations, respectively. In general, h0 and h are independent. In Lemma 2.3 and Theorem 2.1, the assumption
of (B2) is essential, i.e. the honeycomb structure must be a homogeneous isotropic material. However, in many engineering
applications, the honeycomb structure likely ismade of compositematerials. If it is a periodic structure, we choose a periodic
cell and compute the homogenized elastic constants. If it is a stochastic structure, we choose a representative volume
element Q , which can completely reflect the characteristic of composite materials. We solve Eq. (2.4) in the representative
volume element Q . Repeating this process for N times, we calculate their average values and replace the original composite
materials with these average values. In the periodic structures or the stochastic structures of composite materials, h1 is the
mesh parameter of the reference cell.
5. Conclusions
This paper discussed the boundary value problem for the elastic equations in a honeycomb structure. The new
contribution obtained in this paper was to present a multiscale finite element method and the postprocessing technique
with high accuracy, and to derive the convergence rate for the approximate solutions by using the homogenization method
and the multiscale asymptotic methods. We did some numerical experiments. The numerical results suggested that the
first-order multiscale method is a sufficiently good method for solving the elastic equations in a honeycomb structure.
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