In this article, we present an effective compensation scheme to improve noise robustness for the spectra of speech signals. In this compensation scheme, called magnitude spectrum enhancement (MSE), a voice activity detection (VAD) process is performed on the frame sequence of the utterance. The magnitude spectra of non-speech frames are then reduced while those of speech frames are amplified. In experiments conducted on the Aurora-2 noisy digits database, MSE achieves an error reduction rate of nearly 42% relative to baseline processing. This method outperforms well-known spectral-domain speech enhancement techniques, including spectral subtraction (SS) and Wiener filtering (WF). In addition, the proposed MSE can be integrated with cepstral-domain robustness methods, such as mean and variance normalization (MVN) and histogram normalization (HEQ), to achieve further improvements in recognition accuracy under noise-corrupted environments.
Introduction
The environmental mismatch caused by additive noise and/or channel distortion often seriously degrades the performance of speech recognition systems. Various robustness techniques have been proposed to reduce this mismatch, which can be roughly divided into two classes: model-based and feature-based approaches. In modelbased approaches, compensation is performed on the pre-trained recognition model parameters so that the modified recognition models can more effectively classify the mismatched test speech features collected in the application environment. Typical examples of this class include noise masking [1] [2] [3] , speech and noise decomposition (SND) [4] , vector Taylor series (VTS) [5] , maximum likelihood linear regression (MLLR) [6] , model-based stochastic matching [7, 8] , model compensation based on non-uniform spectral compression (MC-SNSC) [9] , statistical re-estimation (STAR) [10] , and parallel model combination (PMC) [11] [12] [13] methods. In the featurebased approaches, a noise-robust feature representation is developed to reduce the sensitivity to various acoustic conditions and thereby alleviate the mismatch between *Correspondence: jwhung@ncnu.edu.tw Department of Electrical Engineering, National Chi Nan University, Taiwan, Republic of China those features used for training and testing. Examples of this class include spectral subtraction (SS) [14] [15] [16] [17] , Weiner filtering [18, 19] , short-time spectral amplitude estimation based on minimum mean-squared error criteria (MMSE-STSA) [20] , MMSE-based log-spectral amplitude estimation (MMSE log-STSA) [21] , codeword-dependent cepstral normalization (CDCN) [22] , SNR-dependent non-uniform spectral compression scheme (SNSC) [23] , feature-based stochastic matching [7, 8] , multivariate Gaussian-based cepstral normalization (RATZ) [10] , stereo-based piecewise linear compensation for environments (SPLICE) [24, 25] methods, and a series of cepstralfeature statistics normalization techniques such as cepstral mean subtraction (CMS) [26] , cepstral mean and variance normalization (MVN) [27] , MVN plus ARMA filtering (MVA) [28] , cepstral gain normalization (CGN) [29] , histogram equalization (HEQ) [30, 31] , and cepstral shape normalization (CSN) [32] . A common advantage of the feature-based methods is their relative simplicity of implementation. This simplicity arises because all of these methods focus on front-end speech feature processing without any need to change the back-end model training and recognition schemes. Despite their simplicity, these methods usually improve recognition performance significantly in noise-corrupted application environments. http://asp.eurasipjournals.com/content/2012/1/189
The mel-frequency cepstral coefficient (MFCC) is one of the most widely used speech feature representations due to its high recognition performance under clean conditions. However, MFCC is not very noise-robust, and thus many robustness techniques mentioned above can be applied in various domains of a speech signal when deriving MFCC. For example, SS, WF, MMSE-STSA, and MMSE log-STSA techniques are used in the spectral domain whereas CMS, MVN, MVA, and HEQ are often used in the cepstral domain. In particular, the method presented in this article is designed to compensate the spectrum of the speech signal to obtain more noise-robust MFCC.
In addition to MFCC features, the energy-related feature, i.e., the logarithmic energy (log E), is also effective in discriminating different phonemes. For this reason, it is often appended to the MFCC features to further enhance recognition performance. However, similar to MFCC, the log E feature is vulnerable to noise. In many recent studies [33] [34] [35] , it has been found that compensating the log E feature can improve the recognition accuracy significantly under noisy conditions. For example, in our previously proposed method, silence feature normalization (SFN) [35] , high-pass-filtered log E is used as the indicator for speech/non-speech frame classification, and the log E features of non-speech frames are set to be small, while those of speech frames are kept nearly unchanged. We have shown that SFN is very effective despite its simplicity in implementation.
Partially inspired by the concept of SFN, in our previous work [36] we presented another approach, called magnitude spectrum enhancement (MSE) to further process the magnitude spectra of speech frames. Initial experiments shown in [36] have indicated that MSE produced good results on the Aurora-2 evaluation task [37] . The main purpose of this article is to provide a rigorous investigation for the background of MSE, as well as a series of experiments to further show the effectiveness of MSE in reducing the effect of noise for speech recognition. In MSE, the noise-corrupted signal is processed in the linear spectral domain, with the hope that the resulting speech features are more noise-robust. Briefly speaking, in MSE, the magnitude spectrum of each non-speech frame is set to be small (as in SFN), whereas the magnitude spectrum of each speech frame is amplified by multiplying by a weighting factor that is related to the signal-to-noise ratio (SNR). The main purpose of MSE is to highlight the spectral difference between the speech and non-speech frames, not to re-construct the clean speech spectrum as SS and WF do. The experiments conducted on the Aurora-2 digit database show that our proposed MSE can provide a significant improvement in recognition accuracy in various noise-corrupted environments. MSE performs better than many spectral-domain methods, and it can be well integrated with cepstral-domain processing techniques, such as MVN, MVA, and HEQ. The best possible average accuracy rate for the Aurora-2 cleancondition training task with the proposed method can be as high as 83.80%.
The remainder of this article is organized as follows. Section 'Effect of additive noise to the linear and logarithmic magnitude spectrum of a speech signal' provides a mathematical analysis of a noise-corrupted speech signal as background knowledge for the presented MSE. Next, detailed MSE procedures are described in Section 'The magnitude spectrum enhancement (MSE) approach' . Section 'Experimental results and discussions, contains the experimental setup and a series of experimental results together with the corresponding discussions. Finally, the concluding remarks are given in Section 'Conclusions' .
Effect of additive noise to the linear and logarithmic magnitude spectrum of a speech signal
In this section, we provide a mathematical analysis for the effects of additive noise to the linear and logarithmic magnitude spectrum in a speech signal. Observing these effects will help us develop and present the new noiserobustness approach in Section 'The magnitude spectrum enhancement (MSE) approach' .
Effect of additive noise on the magnitude spectra of speech/non-speech frames Assume that the signal for an arbitrary frame of a noisecorrupted utterance can be represented by
where m is the frame index, M is the total number of frames, and s m [ n] and d m [ n] are the speech and noise components of x m [ n], respectively. Taking the discrete Fourier transform (DFT) on both sides of Equation (1), we have
where 
and represents the expectation of the ratio of a speech frame (frame p) to a non-speech frame (frame q) in the magnitude spectrum for the kth frequency bin. It can be shown that, under an additive white Gaussian noise (AWGN) environment and assuming that
3) are two http://asp.eurasipjournals.com/content/2012/1/189 random variables with Rician and Rayleigh distributions [38] , respectively. The parameter MSR in Equation (3) is then
where σ 2 is the variance of the real-and imaginary-parts of the noise D m [ k] , m = p, q , and I 0 (.) and I 1 (.) are the modified Bessel functions of the first kind with orders zero and one, respectively. Furthermore, γ [ k] in Equation (4) is, in fact, monotonically decreasing with respect to the noise variance σ 2 (see Appendix 1 for a detailed analysis of the above results), indicating that speech frames become increasingly indistinguishable from non-speech frames based on their magnitude spectra as the signal-to-noise ratio (SNR) decreases.
Effect of additive noise on the logarithmic magnitude spectrum in the frame sequences
First, we investigate the effect of noise on the logarithmic magnitude spectrum in an arbitrary frame within an utterance. According to Equation (2), we have
From Equation (6) , it is obvious that under the same noise magnitude level
Therefore, for a noise-corrupted utterance, the logarithmic magnitude spectrum of the speech frame is often less vulnerable to noise than that of the non-speech (noiseonly) frame. However, this condition does not hold for the (linear) magnitude spectrum.
Next, let us consider the effect of noise on the frame sequence of logarithmic magnitude spectra, denoted by {X
, for the utterance. Taking the Taylor series approximation of Equation (5) 
Thus the modulation spectrum M X (jω) of the sequence {X
can be approximated as
where M X (jω), M S (jω), and M D (jω) are discretetime Fourier transforms (DTFTs) of {X
(along the frame axis with the index m, as in Equation (8)), respectively, and the symbol " * " denotes the convolution operation. If the two sequences, {S 
. In other words, the logarithmic magnitude spectrum of the noise-corrupted speech segment possesses higher modulation frequency components than that of the noise-only segment in a noisy utterance. Again, this condition does not hold for the (linear) magnitude spectrum.
Note: it is easy to demonstrate that the above analysis of the logarithmic magnitude spectrum can be performed on the logarithmic energy (log E) sequence in an utterance, obtaining the same conclusions [35] . That is, 1. The logarithmic energy is less distorted in a speech frame than in a non-speech frame. 2. For the logarithmic energy sequence of a noisy utterance, the speech segment possesses components of even-higher frequency than the non-speech segment. http://asp.eurasipjournals.com/content/2012/1/189
The magnitude spectrum enhancement (MSE) approach
In this section, we describe a compensation scheme termed magnitude spectrum enhancement (MSE) [36] in order to improve the noise robustness of speech features. Briefly speaking, the magnitude spectra of the speech frames are enlarged in MSE whereas those of the nonspeech frames are normalized to be very small. In addition, the speech/non-speech frame classification in this scheme is based on the logarithmic magnitude spectra and the logarithmic energy feature of the frames. Details of the MSE procedure are stated below. Following the notations introduced in Section 'Effect of additive noise to the linear and logarithmic magnitude spectrum of a speech signal' , here {x m [ n] , 0 ≤ n ≤ N − 1} is the time-domain signal for the mth frame of an utterance and N is the frame length. The spectrum for this frame is calculated as
where K is the DFT size, and M is total number of frames in this utterance. Thus, |X m [ k] | represents the magnitude spectrum for the kth frequency bin of the mth frame. In addition, the logarithmic energy (log E) feature of the mth frame is given by
The proposed magnitude spectrum enhancement (MSE) approach uses the following two steps to create the new magnitude spectrum.
Step I: Perform voice activity detection (VAD):
The VAD process that discriminates speech frames from non-speech frames in an utterance is based on two sources: the logarithmic magnitude spectrum (abbreviated as logMS) in Equation (10) and log E in Equation (11) . Based on the observations made in Section 'Effect of additive noise on the logarithmic magnitude spectrum in the frame sequences' , noise-corrupted speech segments possess a greater number of high (modulation) frequency components in the logMS and log E sequence than noiseonly segments, and thus we expect that the high-passfiltered logMS and log E sequences help to obtain more accurate VAD results.
As for the first source, we process the logMS sequence
m=0 with a high-pass IIR filter with an input-output relationship of
where 0 ≤ λ < 1 (the case λ = 1 leads to an unstable filter). The frequency response (magnitude part) of the high-pass IIR filter is depicted in Figure 1 , showing that this filter emphasizes the higher frequency portions while not eliminating the near-DC components completely. Next, we sum up the high-pass filtered logarithmic spectrum, Y m [ k] , over the entire frequency band for each frame:
Thus, z m in Equation (13) is viewed as the cumulative high-pass-filtered logarithmic spectral magnitude of the mth frame. Finally, the first speech/non-speech decision parameter d m,1 is obtained as follows:
where the threshold θ z is simply set to the mean of the
As for the second source (the log E sequence) for the VAD process, we obtain the second speech/non-speech decision parameter d m,2 for the mth frame,
where
m is the high-pass filtered version of e m in Equation (11), in which the high-pass IIR filter is the same as that used in Equation (12) . Again, the threshold θ e is set to the mean of the stream {e Finally, the result of the VAD process is obtained from the two parameters d m,1 in Equation (14) and d m,2 in Equation (15):
where d m is the VAD indicator finally used. That is, the mth frame is classified as speech if either d m,1 or d m,2 is equal to unity. The main reason for using the "or" operation in Equation (16) is that the speech frames are likely to be misclassified as non-speech frames (i.e., a higher falserejection rate) when we simply depend on either decision parameter d m,1 or d m,2 alone, especially when the SNR degrades.
Step II. Obtain the enhanced magnitude spectrum This step amplifies the magnitude spectrum for the speech frames while diminishing it for the non-speech frames. The main purpose of this step is to enlarge the ratio of speech frames to non-speech frames in magnitude spectra to reduce the noise effect, as discussed in Section 'Effect of additive noise to the linear and logarithmic magnitude spectrum of a speech signal' . The magnitude spectra for the non-speech frames detected in Step I are first collected and then averaged to obtain the estimated noise (magnitude) spectrum for the utterance:
Note that here, N[ k] is independent of the frame index m. Thus, the noise spectrum is estimated once for the utterance.
Next, a weighting factor for each magnitude spectral value X m [ k] is defined as follows:
where α is a parameter within the range [ 0, 1] that determines the degree of amplification, δ is a small positive constant that avoids the weighting factor becoming infinitely large as N[ k] −→ 0, and ε is a very small positive random variable such that the magnitude spectra of detected non-speech frames are significantly reduced. Thus, the weighting factor for a speech frame (d m = 1) in Equation (18) is related to the SNR as follows:
for the kth frequency bin of the mth frame.
Finally, the enhanced magnitude spectrum is obtained by multiplying the original magnitude spectrum with the weighting factor w m [ k] in Equation (18):
The proposed MSE has the following properties:
1. In MSE, the embedded VAD process uses the logarithmic magnitude spectrum rather than the linear magnitude spectrum. According to the discussions in Section 'Effect of additive noise to the linear and logarithmic magnitude spectrum of a speech signal', the logarithmic magnitude spectrum is less vulnerable to noise in speech frames, and its temporal-domain sequence exhibits a wider (modulation) spectral bandwidth in speech portions than in non-speech portions. Based on these two characteristics, the logarithmic magnitude spectrum is a more appropriate VAD indicator than the linear magnitude spectrum. The experimental results shown later will reveal that the logarithmic magnitude spectrum outperforms the linear magnitude spectrum for providing MSE with better recognition accuracy. 2. By assigning different weights to the magnitude spectra of speech and non-speech frames, the speech portions of an utterance are highlighted and the difference between the speech and non-speech portions in magnitude spectrum is strongly emphasized. This effect leads to a large magnitude spectral ratio (MSR) as defined in Equation (2) and implies that the effect of noise has been effectively reduced. 3. The idea of MSE is partially motivated by the matched filter theory in the field of communications [38] . For an observed signal denoted by
are the desired signal and additive noise, respectively, the magnitude (frequency) response of the matched filter which maximizes the output SNR is [39] :
where |S(jω)| is used, which approximates the square root of the power spectral density of the noise. Finally, MSE additionally detects the non-speech regions and makes the corresponding spectra nearly zero, which is a non-linear operation and can further distinguish the speech and non-speech frames. 4. Compared to the SFN method [35] , the magnitude spectrum in MSE for the features in non-speech portions is set to be small. However, in speech portions of the utterance, MSE further amplifies the magnitude spectrum, whereas in SFN the energy-related feature is kept nearly unchanged. 5. Like spectral compensation techniques, spectral subtraction (SS) [14] [15] [16] and Weiner filtering (WF) [18, 19] , MSE attempts to reduce the effect of noise in the spectral domain of speech signals. However, the main purpose of SS and WF is to restore a clean spectrum from the noise-corrupted utterance. This situation contrasts with MSE, where the (magnitude) spectrum of the speech portions is amplified, possibly making the resulting spectrum quite different from the clean spectrum. In general, the updated magnitude spectra using SS and WF are often presented as follows:
For MSE, the new magnitude spectrum is:
In addition, the speech and non-speech portions are treated quite differently in MSE (as shown in Equations (18) and (20)), while they are not explicitly treated differently in SS and WF. 6. In MSE, the VAD procedure used in Step I is quite simple to implement and can be replaced with any other VAD method. In addition, the cepstral features derived from the MSE-processed spectrum can be further compensated using any cepstral-domain robustness techniques such as MVN, MVA, and HEQ to achieve further improvements in recognition performance, which will be shown in Section 'Experimental results and discussions'.
Experimental results and discussions
We use two sets of experimental environments in this article. In the first environment, the Aurora-2 connected US-digit database [37] is the platform for evaluating the proposed MSE and other various techniques. It is used to explore the resulting spectrograms of the speech signals processed by MSE and some other spectral-domain processes, to analyze the possible improvements achievable by each approach, and to discuss the comparisons among different techniques. On the other hand, in the second environment, the NUM-100A continuous Mandarin speech database [40] is used. This database contains microphone-recoded Mandarin digit strings produced by Mandarin adults. We perform the proposed MSE on this data set to further investigate if MSE is still effective in processing the noisy speech that belongs to a different language.
Experiments for the Aurora-2 database
Here, the presented MSE scheme has been tested with the AURORA Project Database Version 2.0 (Aurora-2), the details of which are described in [37] . In short, the testing data consist of 4004 utterances from 52 female and 52 male speakers, and three different subsets are defined for the recognition experiments: Test Sets A and B are each affected by four types of noise, and Set C is affected by two types. Each noise instance is added to the clean speech signal at seven SNR levels (ranging from 20 to −5 dB). The signals in Test Sets A and B are filtered with a G.712 filter, and those in Set C are filtered with an MIRS filter. G.712 and MIRS are two standard frequency characteristics defined by the ITU [41] . The Aurora-2 task has the following two training modes [37] :
1. In the first mode, "clean-condition training", the training data consist of 8440 clean speech utterances from 55 female and 55 male adults. 2. In the second mode, "multi-condition training", the clean training data in the first mode are equally split into 20 subsets. These 20 subsets are added with four different types of noise at five different SNRs. The four noise types are suburban train, babble, car and exhibition hall, which are the same as the noise types in Test Set A. The SNRs are 20, 15, 10, and 5 dB and the clean condition.
Therefore, in the first mode, "clean-condition training", the obtained clean acoustic models contain no information about the possible distortions. This mode can help us http://asp.eurasipjournals.com/content/2012/1/189 evaluate the degree of robust capability of the speech features (associated with the robustness algorithm) against noise. As for the second mode, "multi-condition training", the corresponding results can reveal the impact of a different type of noise or a different SNR than seen during training [37] . In our following experiments and discussions, we will primarily focus on the first mode in order to observe the presented MSE in the reduction of noise effect. However, we will also provide the experimental results for the second mode together with relatively brief discussions.
Results for the task of clean-condition training and multi-condition testing
With the Aurora-2 database under the mode of "cleancondition training", we perform the MSE method and a series of robustness methods to compare the recognition accuracy. As for the cepstral-domain methods, each utterance in the clean training set and three testing sets is directly converted to 13-dimensional MFCC (c1-c12, c0) sequence according to the feature settings in [37] . Next, the MFCC features are processed using MVN, MVA or HEQ. The spectral-domain methods used here include our MSE, spectral subtraction (SS), Wiener filtering (WF) and MMSE-based log-spectral amplitude estimation (MMSE log-STSA). Each utterance is first processed in the linear spectral domain. The updated spectra are converted to a sequence of 13-dimensional MFCC ((c1-c12, c0) ). The resulting 13 new features, plus their first-and second-order derivatives, are the components of the final 39-dimensional feature vector. With the new feature vectors in the clean training set, the hidden Markov models (HMMs) for each digit and silence are trained with the demo scripts provided by the Aurora-2 CD set [42] . Each digit HMM has 16 states, with 3 Gaussian mixtures per state.
Detailed information about some of the methods used follows:
1. We apply three versions of spectral subtraction (SS) proposed in [14] [15] [16] . For the purposes of clarity, they are denoted by SS Boll , SS Berouti , and SS Kamath , respectively, in which the author names are represented by the subscripts. 2. As with spectral subtraction, three versions of the Wiener filtering (WF) methods proposed in [18, 19] are tested here. The first method is based on a priori signal to noise ratio (PSNR) estimation, and the latter two WF methods apply a two-step noise reduction (TSNR) procedure and a harmonic regeneration noise reduction (HRNR) scheme, respectively. Thus, these methods are abbreviated as WF PSNR , WF TSNR , and WF HRNR for later discussions.
3. For the proposed MSE, the parameters δ in Equation (18) is set to 0.001, and the positive random number ε in Equation (18) is uniformly distributed within the range (0, 10 −5 ). In order to obtain a proper selection of the filter coefficient λ in Equation (12) and the weight parameter α in Equation (18), we use the 8440 noise-corrupted training utterances for the mode of "multi-condition training" in the Aurora-2 database as the development set. The averaged recognition accuracy rates with respect to different assignments of λ and α (both from 0.1 to 0.9 with an interval of 0.2) are shown in Table 1 . As a result, we set λ and α to 0.7 and 0.5, respectively, since such a setting gets the optimal accuracy rate for the development set. 4. For MVA, the order of the ARMA filter is set to 3. 5. For HEQ, each feature stream in the utterance is normalized to approach a Gaussian distribution with zero mean and unity variance. Table 2 presents the individual set recognition accuracy rates averaged over five SNR conditions (0-20 dB at 5 dB intervals) for Test Sets A, B, and C, achieved using various approaches. Figure 2 shows the accuracy rates for spectral-domain methods under different SNR conditions, which are obtained by averaging over all ten noise types contained in the three Test Sets. Based on Table 2 and Figure 2 , we make the following observations:
Comparison of various noise robustness approaches
1. Compared to baseline processing, most approaches provide significant recognition accuracy improvement in almost all cases. All three SS methods give better results than the baseline for Test Sets A and B, while the improvement for Test Set C is relatively insignificant. A possible explanation of this finding is that SS is particularly designed to alleviate additive noise and thus does not handle the channel mismatch in the utterances of Test Set C Table 1 The averaged recognition accuracy rates (%) of the development set (the multi-condition training data in the AURORA-2 database) achieved by MSE with different filter coefficients λ in Equation (12) and exponents α in Equation (18)
The exponent α in Equation (18) The filter coefficient λ in Equation ( 
where N is the number of words in the test and here N = 214465 for the Aurora-2 evaluation task [37] . If the test statistic z in Equation (25) is larger than about 2.326, then the null hypothesis H 0 is rejected and the improvement is statistically significant with a confidence level of 99% (since 
2 du ≈ 1% = 1 − 99%). According to the obtained test statistic z in Equation (25), we find that the improvement brought by MSE relative to the other spectral-domain methods is statistically significant. For example, when the method for comparison is MMSE log-STSA, the corresponding test statistic z in Equation (25) is 41.99, far larger than the threshold 2.326.
In addition to the recognition accuracy, we also examine the various spectral-domain methods' capabilities of reducing the spectrogram mismatch caused by additive noise. Figures 3, 4 , 5, 6, 7, 8, 9, and 10 show the spectrograms of a digit utterance ("FLJ 97159A.08" in the Aurora-2 database) for two SNR levels, clean and 5 dB (with babble noise), obtained by SS Boll , SS Berouti , SS Kamath , WF PSNR , WF TSNR , WF HRNR , MMSE log-STSA and the proposed MSE, respectively. First, the figures show that for the clean case, the voiced portions and the short pauses between any two consecutive digits or syllables are clearly revealed using almost all approaches. Second, for the noise-corrupted case, WF PSNR , MMSE log-STSA, and MSE highlight the short pauses more than the other approaches, and they preserve the voiced segments better with less distortion (especially in the region [0.7 s, 1.3 s]). Thus, the similar treatment of these short pauses under clean and noise-corrupted conditions using the three methods may result in a relatively insignificant mismatch between the two SNR conditions, causing the higher recognition accuracy shown previously. Finally, the detected speech segments are quite obviously separated in the MSE-processed spectrogram, and this fact may be one reason why MSE performs very well.
Integration of MSE with cepstral feature processing techniques MSE, which is performed on the spectral domain of features, can be easily integrated with cepstraldomain processing techniques. Here, we test whether such integration brings about further recognition performance. MFCC features are first derived from the MSEprocessed spectra and then processed using MVN, HEQ, or MVA. For a more complete comparison, we also integrate any of the spectral-domain methods, SS Berouti , WF PSNR , and MMSE log-STSA, with the cepstral-domain method. The corresponding recognition results are shown in Table 3 . For the comparison purposes, the accuracy rates for MSE, SS Berouti , WF PSNR , MMSE log-STSA, MVN, HEQ, and MVA are relisted from Table 2 . Several findings are reported in performs worse than the component cepstral-domain method alone. For example, MMSE log-STSA plus HEQ achieves an averaged accuracy of 79.58%, less than 82.21% obtained by the single HEQ. These results again imply that the presented MSE outperforms the other three spectral-domain methods used here.
The influence of the VAD error for MSE in speech recognition
In this section, we first investigate the effect of the VAD error on recognition performance in MSE. For this purpose, we perform MSE under the "oracle condition". That is, the VAD results for each clean utterance are directly applied to its various noise-corrupted counterparts to implement the magnitude spectrum enhancement. This process is referred to as "MSE (o) " here. Assuming that the VAD error of MSE for a clean utterance is small and negligible, the recognition accuracy difference between MSE (o) and MSE for noise-corrupted utterances can be viewed as a consequence of the VAD error due to noise. The recognition accuracy rates for MSE (o) and MSE are listed in Table 4 . As expected, MSE (o) always performs better than MSE because it contains no VAD errors. However, the difference in accuracy is not very significant. In the worst case (SNR = 0 dB), the performance degradation is 4.96% (1.64% for Set A, 8.77% for Set B, and 4.00% for Set C), and on average, it is 2.90% (1.57% for Set A, 3.92% for Set B, and 3.49% for Set C). These results indicate that the performance of MSE is somewhat influenced by the the error of the embedded VAD process.
Next, we select different VAD indicators for MSE to see the corresponding effect. According to the analysis in Section 'Effect of additive noise on the logarithmic magnitude spectrum in the frame sequences' , the high-pass filtered logarithmic magnitude spectrum (log MS) and the logarithmic energy (log E) can emphasize the difference of the speech and non-speech frames, and thus they are chosen to be the VAD indicators of MSE. Here, we adopt the following two alternatives as the VAD indicators:
Equation (10)) and the energy (the exponent of e m Equation (11)), 2. the high-pass filtered linear magnitude spectrum and the high-pass filtered energy, and the corresponding two MSE processes are denoted by MSE (L 1 ) and MSE (L 2 ) , respectively, for simplicity. Figure 11 shows the recognition accuracy rates for MSE (L 1 ) and MSE (L 2 ) under different SNR conditions for the three Test Sets, and we add the results of the original MSE in this figure for comparison. From this figure, we find that when the SNR is high (clean and 20 dB), there is no substantial performance difference among the three MSE methods. However, when the noise level becomes larger, the original MSE significantly outperforms the other two versions of MSE, MSE (L 1 ) , and MSE (L 2 ) . As a result, compared with the linear magnitude spectrum and energy, the high-pass filtered logarithmic magnitude spectrum (as well as the logarithmic energy) can provide more accurate VAD under noisy conditions and achieve better recognition results for the subsequent MSE processing.
Further issues regarding MSE processing
Several issues relating to the new proposed MSE scheme are further investigated in this Section.
The effect of the exponent α in MSE One of the central ideas of MSE is to amplify the spectral magnitude for speech frames, and from Equations (18) and (24), the amplification factor (for speech frame) is Examining Equation (26) , the exponent value α controls the degree of amplification. Increasing the value of α enlarges the difference between the speech and nonspeech frames in magnitude spectrum and may also lead to a greater mismatch among the speech frames for the same syllable or phoneme under different SNR conditions. As a result, a larger α in MSE does not always bring about improved recognition accuracy, even if the VAD contains no errors. Here, we assign the exponent α to different values within the range [0, 1] and then proceed with MSE to investigate the corresponding recognition accuracy. Figure 12 shows the recognition results averaged over five SNR conditions (0 ∼ 20 dB) and all ten noise types in the three Test Sets for different values of α for MSE (the filter coefficient λ in Equation (12) is fixed as 0.7). As shown in Figure 12 , we find that 1. The case α = 0, where the magnitude spectrum is kept unchanged in MSE, yields an averaged recognition accuracy of 72.26%, significantly better than the MFCC baseline result (59.75%). This result shows that simply setting the magnitude spectrum of the detected non-speech frames to be nearly zero is beneficial to the recognition performance. 2. The recognition accuracy improves as the value α is increased from 0 to 0.6, and the additional improvement in accuracy is 4.80% (from 72.26% to 77.06%). Therefore, amplifying the magnitude spectrum of the speech frames correctly is helpful. 3. When the exponent α is further increased from 0.6 to 1, the recognition rates worsen, possibly due to the enlarged mismatch among the speech frames mentioned previously. However, the decrease in maximum accuracy is just 0.62% (from 77.06% at α = 0.6 to 76.44% at α = 0.8), implying that the recognition accuracy is relatively insensitive to α (provided that α is within the range [0.6, 1]).
The effect of the filter coefficient λ in MSE As stated in Section 'The magnitude spectrum enhancement (MSE) approach' , the filter coefficient λ in Equation (12) determines the frequency response of the high-pass filter for the VAD process of MSE. The case λ = 0 corresponds to using the logarithmic magnitude spectrum (logMS) and the log-energy (log E) directly as the VAD features. On the other hand, increasing values of λ indicate that the lower/higher modulation frequency components are further reduced/emphasized in the logMS and log E streams, as shown in Figure 1 . This parameter was preliminarily set to 0.7 in the previous experiments. Now, we vary its value from 0 to 0.9, spaced in 0.1 intervals, to perform the corresponding MSE. (Note that setting λ = 1 will result in an unstable filter.) Figure 13 shows the recognition results averaged over five SNR conditions (0 ∼ 20 dB) and all ten noise types in the three Test Sets using different values of λ for MSE (the exponent α in Equation (26) is fixed as 0.5). We first find that applying MSE with a positive λ achieves better results than applying MSE with λ = 0 in most cases, indicating that emphasizing the higher modulation frequency components enhances the VAD of MSE. Next, setting λ to 0.8 yields the optimal accuracy rate (77.04%), 0.10% better than the accuracy obtained by setting λ = 0.7 (76.94%). Finally, when the value of λ is within the range [0.1, 0.9], the differences among the accuracy rates obtained with different values of λ are relatively small, and the decrease in maximum accuracy is just 1.82%. This result implies that nearly optimal performance can be obtained without meticulous adjustment of the parameter λ.
The effect of processing the short pauses within the utterance in MSE.
In the VAD procedure of MSE, each frame in an utterance is always classified as either speech or non-speech. Therefore, no frame will be classified as a "transient frame", as is the case for some more delicate VAD processes. In fact, the transient frames that exist in the short region between two connected acoustic units (which are often called "short pauses") are quite often classified as non-speech in MSE, and thus their magnitude spectrums are assigned as very small. For this reason, the VAD in MSE is unlike some conventional end-point detectors, in which only the onset and offset frames of an utterance are decided, while the inter-word or inter-syllable frames that often possess lower energy are not processed. However, we find that further processing of these detected short pauses between the onset and offset times for utterances is quite helpful in speech recognition, especially when the SNR is low. To demonstrate this phenomenon, a simpler form of MSE is designed, in which we only process the first and the last detected non-speech segments (the corresponding frames are assigned to have very small magnitude spectra) and treat the remaining non-speech segments as speech (the magnitude spectra of the corresponding frames are weighted as in Equation (24)). This method is called "MSE (s) " here for simplicity, and we compare it with the original MSE with respect to speech recognition performance. Figure 14 shows the recognition accuracy rates for MSE (s) under different SNR conditions for the three Test Sets. In this figure, we see that almost no performance 
Results for the task of multi-condition training and multi-condition testing
We perform the MSE method, SS Berouti (which performs the best among the three SS methods in Table 2 ), WF PSNR (which performs the best among the three WF methods in Table 2 ) and three cepstral-domain methods aforementioned with the Aurora-2 database under the mode of "multi-condition training". As stated earlier, here the training data have five SNR conditions (clean, 20, 15, 10, and 5 dB) and four types of noise the same as those in Test Set A. In addition to the individual method, here we also investigate the effect of the pairing of the spectral-domain method and the cepstral-domain method to see if further accuracy improvement can be achieved. Table 5 presents the individual set recognition accuracy rates averaged over five SNR conditions for Test Sets A, B, and C, achieved by the various methods. We have the following findings from 2. In contrast with the spectral-domain methods, the three cepstral-domain methods can give significant performance improvement over the MFCC baseline. MVA behaves the best, followed by MVN and then HEQ. We find that MVN outperforms HEQ slightly, which is not the case for the mode of clean-condition training as shown in Table 2 . This phenomenon is probably because the mismatch between the training data and the testing data is relatively small in the mode of multi-condition training, and the over-normalization problem may occur in HEQ, which results in worse accuracy relative to MVN. 3. None of the three spectral-domain methods, SS Berouti , WF PSNR and MSE, can help the subsequent cepstral-domain method to provide better recognition accuracy rates in comparison with the single cepstral-domain method. These results again imply these spectral-domain methods very probably diminish the helpful speech components in the noisy training data and are inappropriate for the task of multi-condition training.
Experiments for the Num-100A database
Besides the Aurora-2 database, here we adopt another database, called NUM-100A [40] , to test the performance of the presented MSE. The NUM-100A database consists of 8,000 Mandarin digit strings produced by 50 male and 50 female speakers, recorded in a normal laboratory environment at an 8 kHz sampling rate. These 8000 digit strings include 1000 each of two-, three-, four-, five-, six-, and seven-digit strings, respectively, plus 2000 single digit utterances. Among the 8000 Mandarin digital strings, 7520 with different lengths are selected for training, while the other 480 are for testing. In particular, the 480 clean testing strings are added with four types of noise (white, babble, pink and f16) taken from the NOISEX-92 database [44] at four different SNRs (20, 15, 10 , and 5 dB) to produce the noise-corrupted testing data. The speech features used here are the same as those in the Aurora-2 task, which contain 13 MFCCs (c1-c12, c0) and their delta and delta-delta. With the feature vectors in the training set, the HMMs for each of the 10 digits and silence were trained with the HTK toolkit [45] . Each digit HMM contains five states and eight mixtures per state, and the silence HMM has three states and eight mixtures per state. For simplicity, we use the MSE with the same parameter settings in Aurora-2 task to process the training and testing signals and to create the corresponding MFCC features. In addition, since we just intend to investigate if MSE is also helpful to improve the noisy speech recognition for another database besides Aurora-2, we do not perform the other spectral-domain methods like SS and WF, and simply choose one cepstral-domain method, MVN, for processing the MFCC features. Figures 15 and 16a-d 
Conclusions
In this article, we investigate the effect of additive noise on the linear and logarithmic spectra of noise-corrupted utterances and provide a compensation scheme, called magnitude spectrum enhancement (MSE), to enhance the noise robustness of speech features. MSE aims to shrink the magnitude spectra in the silence portion of an utterance and to strengthen them in the speech portion. Experimental results show that MSE is very effective in promoting recognition performance under various noise conditions for the Aurora-2 clean-condition training task, and its performance is greater than that of spectral subtraction and Wiener filtering. Furthermore, MSE can successfully be implemented additively to cepstraldomain methods to deliver even better recognition rates. 
where 1 F 1 (. , . , .) is the confluent hypergeometric function [38] :
in which I 1 (.) is the modified Bessel function of the first kind with order one.
It can be shown that 
