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Abstract
In this paper, we define the generalized Noor integral operator Iλp,n(a, b; c) by using convolution. By
applying this operator, we introduce some subclasses Kλp,n(a + 1, b; c; θ;A,B), KKλp,n(a, b; c; θ;A,B)
and Sλp,n(a, b, c;β;A,B) of analytic functions and study their subordinate relations, inclusion relations,
the integral operator, the sufficient conditions for a function to be in the class Sλp,n(a, b, c;β) and the radius
problems.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Hadamard product; Subordination; Ruscheweyh derivative; Noor integral operator
1. Introduction
Let p, n be two positive integers and Hn(p) denote the class of functions of the form




which are analytic in the unit disk U = {z: |z| < 1}. Let S∗p(β) and Kp(β) be the subclasses
of H1(p) consisting of all analytic functions which are, respectively, p-valently starlike and p-
valently convex of order β (0 β < p).
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dinate to f (z) if there exists an analytic function w(z) in U with |w(z)|  |z| for all z ∈ U ,
such that g(z) ≡ f (w(z)), denoted g ≺ f or g(z) ≺ f (z). In case f (z) is univalent in U we
have that the subordination g(z) ≺ f (z) is equivalent to g(0) = f (0) and g(U) ⊂ f (U). Let
H(p(z), zp′(z)) ≺ h(z) be a first order differential subordination, then a univalent function q(z)
is called its dominant if p(z) ≺ q(z) for all analytic functions p(z) that satisfy the differential
subordination. A dominant q˜(z) is called the best dominant if q˜(z) ≺ q(z) for all dominant q(z)
[11,12].
For the functions f (z) =∑+∞k=1 akzk and g(z) =∑+∞k=1 bkzk in U , let (f ∗ g)(z) denote the
Hadamard product or convolution of f (z) and g(z), defined by





Let f ∈ H1(1). Denote by Dλ :H1(1) → H1(1) the operator defined by
Dλf (z) = z
(1 − z)λ+1 ∗ f (z), λ > −1,
where the notation (∗) stands for the Hadamard product or convolution. It is obvious that
D0f (z) = f (z), D1f (z) = zf ′(z) and
Dkf (z) = z(z
k−1f (z))(k)
k!
for k ∈ Z0 = {0,1,2, . . .}. The operator Dkf (z) is called the Ruscheweyh derivative of kth order
of f . Several classes of analytic functions, defined by applying the operator, have been studied,
see [2,3,8,13,19] and others.
Recently, Noor [13] and Noor and Noor [16] defined and studied an integral operator
In :H1(1) → H1(1) analogous to Dkf (z) as follows.
Let fn(z) = z/(1 − z)n+1, n ∈ N0, and let f (−1)n be defined such that
fn(z) ∗ f (−1)n (z) =
z
(1 − z)2 .
Then






We note that I0f = zf ′(z), I1f = f . The operator In is called the Noor integral of nth order
of f [4,6], which is an important tool in defining several classes of analytic functions. In recent
years, it has been shown that Noor integral operator has fundamental and significant applications
in the geometric function theory. For the properties and applications of the Noor integral, see
[4,6,7,13–17].
For real or complex numbers a, b, c other than 0,−1,−2, . . . , the hypergeometric series is
defined by




a(a + 1)b(b + 1)
c(c + 1)
z2
2! + · · · . (1.2)
We note that the series in (1.2) converges absolutely for all z ∈ U so that it represents an analytic
function in U .
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zp2F1(a, b; c; z)
) ∗ (zp2F1(a, b; c; z))(−1) = zp
(1 − z)λ+p (λ > −p), (1.3)
which leads us to the following family of linear operators:
Iλp,n(a, b; c)f (z) =
(
zp2F1(a, b; c; z)
)(−1) ∗ f (z)(
a, b, c ∈ R \ Z−0 , λ > −p, z ∈ U
)
, (1.4)
where f (z) ∈ Hn(p), Z−0 = {0,−1,−2, . . .}. It is evident that In1,1(a,n + 1;a) is the Noor
integral operator. The operator Iλp,1(a,1; c) was introduced recently by Cho et al. [5] and
I 1p,1(n + p, c; c) was introduced by Patel and Cho [18].
For convenience, we write Iλp,n(a, b; c)f (z) = Iλp,n(a, b; c). By some computations, we obtain






where (x)k denote the Pochhammer symbol defined by
(x)k =
{
x(x + 1) . . . (x + k − 1), k ∈ N = {1,2, . . .},
1, k = 0.
It is readily verified from the definition (1.4) that







)′ = (λ + p)Iλ+1p,n (a, b; c) − λIλp,n(a, b; c), (1.7)
z
(
Iλp,n(a + 1, b; c)
)′ = aIλp,n(a, b; c) − (a − p)Iλp,n(a + 1, b; c). (1.8)
By using the linear operator Iλp,n(a, b; c), we now define some subclasses of Hn(p) as follows:
Definition 1.1. Suppose that λ > −p, θ  0, −1 B < A 1, and a, b, c are real numbers other
than 0,−1,−2, . . . . A function f (z) ∈ Hn(p) is said to be in the class Kλp,n(a, b; c; θ;A,B) if
and only if it satisfies
(1 − θ)I
λ






≺ 1 + Az
1 + Bz (z ∈ U). (1.9)
In particular, we let Kλp,n(a, b; c; θ;σ) ≡ Kλp,n(a, b; c; θ;1 − 2σ,−1) denote the class
Kλp,n(a, b; c; θ;A,B) with B = −1,A = 1 − 2σ and 0  σ < 1. It is obvious that f (z) ∈












> σ (z ∈ U). (1.10)
Definition 1.2. Suppose that λ > −p, θ  0, −1 B < A 1, and a, b, c are real numbers other
than 0,−1,−2, . . . . A function f (z) ∈ Hn(p) is said to be in the class KKλp,n(a, b; c; θ;A,B) if







p,n (a, b; c)
zp
≺ 1 + Az
1 + Bz (z ∈ U). (1.11)
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p,n (a, b; c)
zp
]
> σ (z ∈ U). (1.12)
Definition 1.3. Suppose that λ > −p, −1  B < A  1, 0  β < p, a, b, c are real numbers








≺ 1 + Az
1 + Bz (z ∈ U).
We note that Sλp,1(a,λ+p,a;β;1,−1) ≡ S∗(β) and S1p,1(a,p, a;β;1,−1) ≡ Kp(β) are the
classes of p-valently starlike and p-valently convex functions of order β in U , respectively.
In particular, we denote Sλp,n(a, b, c;β;1,−1) by Sλp,n(a, b, c;β). Furthermore, S11,1(k + p,
c, c;β;A,B) is the class introduced and studied by Cho [4]; S1p,1(k + p, c, c;β;A,B) is the
class introduced and studied by Patel and Cho [18].
In this paper, we obtain their subordinate relations, inclusion relations, the integral preserv-
ing properties in connection with the operator Iλp,n(a, b; c)f (z), the sufficient conditions for a
function to be in the class Sλp,n(a, b, c;β) and etc.
2. Preliminaries
To establish our main results, we shall need the following lemmas.
Lemma 2.1. [11] Let F(z) = a + anzn + an+1zn+1 + · · · be analytic in U , and h(z) be analytic





(z) ≺ h(z), (2.1)
where γ 

















γ /n−1h(t) dt is the best dominant of (2.1).
Lemma 2.2. [1] For real numbers a, b, and c (c 
= 0,−1,−2, . . .), we have
1∫
0
tb−1(1 − t)c−b−1(1 − tz)−a dt = (b)(c − b)
(c)
2F1(a, b; c; z) (c > b > 0), (2.2)
2F1(a, b; c; z) = (1 − z)−a2F1
(




(b + 1)2F1(1, b;b + 1; z) = (b + 1) + bz2F1(1, b + 1;b + 2; z), (2.4)
2F1(a, b; c; z) = 2F1(b, a; c; z). (2.5)
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−β(1 − A)/(1 − B), then the differential equation
q(z) + zq
′(z)
βq(z) + γ =
1 + Az
1 + Bz (z ∈ U) (2.6)

















β+γ−1 exp(βAt) dt −
γ
β
, B = 0.
If φ(z) = 1 + c1z + c2z2 + · · · is analytic in U and satisfies
φ(z) + zφ
′(z)
βφ(z) + γ ≺
1 + Az
1 + Bz, (2.7)
then
φ(z) ≺ q(z) ≺ 1 + Az
1 + Bz,
and q(z) is the best dominant of (2.7).
Lemma 2.4. [20] Suppose that ν is a positive measure on [0,1]. Let h be a complex-valued
function defined on U × [0,1] such that h(·, t) is analytic in U for each t ∈ [0,1], and h(z, ·)
is ν-integrable on [0,1] for all z ∈ U . In addition, suppose that Re{h(z, t)} > 0, h(−r, t) is real
and Re{1/h(z, t)}  1/h(−r, t) for |z|  r < 1 and t ∈ [0,1]. If h(z) = ∫ 10 h(z, t) dν(t), then
Re{1/h(z)} 1/h(−r).
Lemma 2.5. [9] Suppose that f (z), g(z) ∈ H1(1), F(z) ∈ C. If f (z) ≺ F(z), g(z) ≺ F(z) and
0 λ 1. Then
λf (z) + (1 − λ)g(z) ≺ F(z).
Lemma 2.6. [10] Let λ 
= 0 be a real number, a/λ > 0, β ∈ [0,1), P(z) = 1 + cnzn + · · · is
analytic in U and
P(z) ≺ 1 + Rz, R ≡ aM
nλ + a , (2.8)
where
M = Mn(λ,a,β) = (1 − β)|λ|(1 + nλ/a)|1 − λ + λβ| +√1 + (1 + nλ/a)2 . (2.9)
If p(z) = 1 + dnzn + · · · is analytic in U and satisfies the subordinate relation
P(z)
[
1 − λ + λ((1 − β)p(z) + β)]≺ 1 + Mz, (2.10)
then Rep(z) > 0 for z ∈ U .
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Theorem 3.1. Assume that λ > −p, θ > 0. If f (z) ∈ KKλp,n(a, b; c; θ;A,B), then
Iλp,n(a, b; c)f (z)
zp
≺ q(z) ≺ 1 + Az



















λ+p+θnAz, B = 0,
and q(z) is the best dominant of (3.1). Furthermore,
Re
{
Iλp,n(a, b; c)f (z)
zp
}



















λ+p+θnA, B = 0.






(z ∈ U). (3.3)
Then ϕ(z) is analytic in U with ϕ(0) = 1, and we have
z(Iλp,n(a, b; c))′
zp
= pϕ(z) + zϕ′(z). (3.4)







p,n (a, b; c)
zp
= ϕ(z) + θ
λ + pzϕ
′(z) ≺ 1 + Az
1 + Bz .
By Lemma 2.1, we get















dt = q(z), say,
and q(z) is the best dominant of (3.1).
When B = 0, we get
q(z) = 1 + λ + p
λ + p + θnAz.
When B 
= 0, by Lemma 2.2, (2.2)–(2.4), we get



































































This completes the proof of (3.1).






g(s, z) = 1 + Asz
1 + Bsz (0 s  1, z ∈ U),
and



























1 − Bsr dμ(s) = q(−r)
(|z| r < 1).
Letting r → 1− in the above inequality, we obtain that (3.6) holds. Since q(z) is the best
dominant of (3.1), hence the estimate in (3.2) is best possible and the proof is complete. 
Corollary 3.2. Let θ1 > θ2  0, then KKλp,n(a, b; c; θ1;A,B) ⊂ KKλp,n(a, b; c; θ2;A,B).





Iλ+1p,n (a, b; c)
zp





≺ q(z) ≺ 1 + Az .z 1 + Bz





















Iλ+1p,n (a, b; c)
zp
}
≺ 1 + Az
1 + Bz (z ∈ U),
which implies f ∈ KKλp,n(a, b; c; θ2;A,B), and the proof is complete. 
Corollary 3.3. Let θ1 > θ2  0, 1 > σ1  σ2  0. Then
KKλp,n(a, b; c; θ1;σ1) ⊂ KKλp,n(a, b; c; θ2;σ2). (3.7)
Proof. Since θ1 > θ2  0, by Corollary 3.2, we have
KKλp,n(a, b; c; θ1;σ1) ⊂ KKλp,n(a, b; c; θ2;σ1). (3.8)
By (1.12) and 1 > σ1  σ2  0, we obtain
KKλp,n(a, b; c; θ2;σ1) ⊂ KKλp,n(a, b; c; θ2;σ2). (3.9)
Hence (3.7) follows from (3.8) and (3.9). This completes the proof. 
By using the same method as that of Theorem 3.1, Corollaries 3.2 and 3.3, we may obtain the
following results.
Theorem 3.4. Suppose that θ > 0, λ > −p. If f (z) ∈ Kλp,n(a, b; c; θ;A,B), then
Iλp,n(a + 1, b; c)f (z)
zp
≺ q ′(z) ≺ 1 + Az



















a+θnAz, B = 0,
and q ′(z) is the best dominant of (1.9). Furthermore,
Re
{






















a+θnA, B = 0.
The estimate in (3.11) is best possible.
Corollary 3.5. Let θ1 > θ2  0, then
Kλp,n(a, b; c; θ1;A,B) ⊂ Kλp,n(a, b; c; θ2;A,B).
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Kλp,n(a, b; c; θ2;σ2) ⊂ Kλp,n(a, b; c; θ1;σ1).
Theorem 3.7. Suppose that μ + p > 0, f (z) ∈ Hn(p) and








μ + p + k ap+kz
p+k. (3.12)
If f (z) satisfies
Iλp,n(a, b; c)f (z)
zp
≺ 1 + Az




≺ q ′′(z) ≺ 1 + Az



















μ+p+nAz, B = 0,

























μ+p+nA, B = 0.
Proof. From the definitions of Fμ(z) and (1.5), we obtain




























(z ∈ U). (3.15)




p,n(a, b; c)f (z)
p
≺ 1 + Az (z ∈ U).μ + p z 1 + Bz
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of Theorem 3.7. 
Corollary 3.8. Suppose that μ + p > 0, f (z) ∈ Kλp,n(a, b; c;1;A,B), and F(z) is defined by
(3.12). Then F(z) ∈ Kλp,n(a, b; c;1;A,B).
Theorem 3.9. Suppose that θ 
= 0, λ > −p, and a, b, c are real numbers other than 0,−1,−2, . . . ,
a/θ > 0, β ∈ [0,p), f (z) ∈ Hn(p). If f (z) satisfies∣∣∣∣(1 − θ)I
λ














|a − (p − β)θ | +√(a + θn)2 + a2 , (3.17)
then




p,n(a + 1, b; c)
zp
.
Then from Theorem 3.4, we have
ϕ(z) ≺ 1 + a
a + θnMz,
which is equivalent to∣∣ϕ(z) − 1∣∣< a





z(Iλp,n(a + 1, b; c))′





z(Iλp,n(a + 1, b; c))′
zp
= [(p − β)P (z) + β]ϕ(z),
and then (3.16) can be written as∣∣∣∣
(






(p − β)P (z)ϕ(z) − 1
∣∣∣∣< M = a + θna R. (3.19)
We have to show that (3.19) implies ReP(z) > 0 in U . Suppose that this is false. Since
P(0) = 1, there exist z0 ∈ U and a real ρ such that P(z0) = iρ. Therefore, in order to show that




1 − p − β θ
)
ϕ(z0) + θ (p − β)P (z0)ϕ(z0) − 1
∣∣∣∣M = a + θnR.a a a










(p − β)P (z0)ϕ(z0) − 1
∣∣∣∣
2

















By using (3.18) and the well-known triangle inequality, we obtain∣∣∣∣
(







































 p − β
a
|θ | −





















F(ρ) = E2 − M2





















then (3.19) holds if F(ρ) 0 for any real number ρ.
Because (u2 +v2)(p−β
a














u2 + v2)[(p − β
a
|θ | −


















































1 − R2 
(p−β
a
|θ | − ∣∣1 − p−β
a
θ




1 − (p−β |θ | − ∣∣1 − p−β θ ∣∣R)2 + ( a+θn)2R2 ,
a a a
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follows that ReP(z) > 0, and
Re
z(Iλp,n(a + 1, b; c))′
Iλp,n(a + 1, b; c)
= Re[(p − β)P (z) + β]= (p − β)ReP(z) + β  β.
Hence, f (z) ∈ Sλp,n(a + 1, b; c;β) and the proof is complete. 









p,n (a, b; c))′
Iλ+1p,n (a, b; c)
}
> β
for |z| < R, where










= p−λ2 ,( p+λ
p+λ+2nθ
)1/n
, β = p−λ2 ,
(3.20)
and the bound R(n,p,λ,β, θ) is best possible.
Proof. Set
z(Iλp,n(a, b; c)f (z))′
Iλp,n(a, b; c)f (z)
= (p − β)h(z) + β.
Since f (z) ∈ Sλp,n(a, b; c;β), we have that h(z) = 1 + cnzn + cn+1zn+1 + · · · is analytic and has
a positive real part in U . Applying identity (1.7) and the well-known estimates∣∣zh′(z)∣∣ 2nrn








 1 − r
n
1 + rn










p,n (a, b; c))′
Iλ+1p,n (a, b; c)
}
− β




(p − β)h(z) + β + λ
]
 (p − β)Re
[
h(z) − θ |zh
′(z)|
|(p − β)h(z) + β + λ|
]
 (p − β)Re{h(z)} · [1 − θ · 2nrn
(p − β)(1 − rn)2 + (β + λ)(1 − r2n)
]
,
which is certainly positive if r < R, where R is given by (3.20).
To show that the bound R(n,p,λ,β, θ) is best possible, we consider the function f (z) ∈
Hn(p) defined in U by
z(Iλp,n(a, b; c))′
Iλp,n(a, b; c)
= (p − β)1 + z
n
1 − zn + β (0 β < p, λ > −p).
Noting that








p,n (a, b; c))′
Iλ+1p,n (a, b; c)
}
− β
= (p − β)Re
[
1 + zn
1 − zn + θ ·
2nzn
(p − β)(1 − z2n) + (β + λ)(1 − zn)2
]
= (p − β)Re
{
1 + zn




(p − β)(1 + zn)2 + (β + λ)(1 − z2n)
]}
= 0
for zn = −Rn(n,p,λ,β, θ), we conclude that the bound R(n,p,λ,β, θ) is best possible. This
completes the proof. 
Setting θ = 1 in Theorem 3.10, we obtain the following corollary.












= p−λ2 ,{ p+λ
p+λ+2n
}1/n
, β = p−λ2 ,
and the bound R1 is best possible.
By using the same method as in Theorem 3.10 and Corollary 3.11, we may obtain the follow-
ing results.





p,n(a + 1, b; c))′







for |z| < R′, where














, β = 2p−a2 ,
and the bound R′(n,p, a,β, θ) is best possible.















, β = 2p−a2 ,
and the bound R′1 is best possible.
Remark 3.14. Setting n = λ = 1, c = b, a = k + p in Corollary 3.13, we obtain Theorem 3.2
in [18].
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= 0 and α/η 0, β ∈ [0,p). If f (z) ∈














≺ 1 + Mz
(z ∈ U), (3.21)














· |η|, α = 0.
Then f (z) ∈ Sλp,n(a, b; c;β).
Proof. We split it into three cases to prove.
(1) In the case α = 0, the inequality (3.21) is equivalent to∣∣∣∣z(I
λ
p(a, b; c)f (z))′
Iλp(a, b; c)f (z)
− p
∣∣∣∣< p − β.
Hence it is obvious that f (z) ∈ Sλp,n(a, b; c;β).
(2) In the case α 






















= φ(z) + η
αp
zφ′(z). (3.22)



















Then P(z) = 1 + cnzn + · · · is analytic in U and the subordination (3.21) is equivalent to
φ(z)
[








≺ 1 + Mz.




> β, z ∈ U.
Hence f (z) ∈ Sλp,n(a, b; c;β) and the proof is complete. 
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Corollary 3.16. Suppose η and α be real numbers with η 
= 0 and α/η 0, β ∈ [0,p). If f (z) ∈













≺ 1 + M ′z (z ∈ U), (3.23)














· |η|, α = 0.
Then f (z) ∈ S1p,n(a,p + 1;a;β).
Remark 3.17. Setting p = 1 in Corollary 3.16 we get Theorem 2.2 in [10].













− (λ + η)
}










B ds, B 
= 0,∫ 1
0 s





1 + Bz − (λ + η)
}
when A = − (λ + η + 1)B
p − η , B 
= 0,
and q1(z) is the best dominant of (3.24). Furthermore, if A− (λ+η+1)Bp−η with −1 B < 0, then










(p − η)(B − A)
B
;p + λ + 1; B
B − 1
)}−1
− (λ + η)
]
.









(z ∈ U). (3.26)
Then φ(z) is analytic in U with φ(0) = 1. By using the identity (1.7) in (3.26), we get
(λ + p)I
λ+1
p,n (a, b; c)
Iλp,n(a, b; c)
= (p − η)φ(z) + λ + η. (3.27)
Taking the logarithmic derivatives in both sides of (3.27) and multiplying by z, we have
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p − η
(
z(Iλ+1p,n (a, b; c))′
Iλ+1p,n (a, b; c)
− η
)
= φ(z) + zφ
′(z)
(p − η)φ(z) + η + λ ≺
1 + Az
1 + Bz . (3.28)
Thus, by using Lemma 2.3, we have
φ(z) ≺ q1(z) ≺ 1 + Az1 + Bz (z ∈ U),
where q1(z) is given by Lemma 2.3 for β = p − η and γ = λ + η, and this q1(z) is the best
dominant of (3.28). This proves the assertion (3.24).







If we set a = (p − η)(B − A)/B,b = p + λ and c = p + λ + 1, then c > b > 0. By using
Lemma 2.2, we see that for B 
= 0
Q1(z) = (1 + Bz)a
1∫
0








To prove (3.29), we need to show that Re{1/Q1(z)}  1/Q1(−1), z ∈ U . Since A <






h(z, s) = 1 + Bz




a−1(1 − s)c−a−1 ds,
which is a positive measure on [0,1]. For −1 B < 0, it may be noted that Re{1/Q1(z)} > 0,








1 + (1 − s)Bz
1 + Bz
}
 1 − (1 − s)Br
1 − Br =
1
h(−r, s)
for |z|  r < 1 and s ∈ [0,1]. Therefore, by using Lemma 2.4, we have Re{1/Q1(z)} 
1/Q1(−r), |z|  r < 1, and by letting r → 1−, we obtain Re{1/Q1(z)}  1/Q1(−1). Further,
by taking A → (−(λ + η + 1)B/(p − η))+ for the case A = (λ + η + 1)B/(p − η), and using
(3.24), we get (3.25).
The result is the best possible as the function q1(z) is the best dominant of (3.24). This com-
pletes the proof of Theorem 3.18. 
Setting A = 1 and B = −1 in Theorem 3.18, we deduce that
Corollary 3.19. Suppose that λ > −p and (p − λ − 1)/2 η < p. Then
Sλ+1p,n (a, b; c;η) ⊂ Sλp,n(a, b; c; ξ1),
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The result is best possible.
By using the same method as in Theorem 3.18 and Corollary 3.19, we may obtain the follow-
ing results.




z(Iλp,n(a + 1, b; c))′








− (a − p + η)
}
= q2(z)
≺ 1 + Az










B ds, B 
= 0,∫ 1
0 s





1 + Bz − (a − p + η)
}
when A = − (a − p + η + 1)B
p − η , B 
= 0,
and q2(z) is the best dominant of (3.31). Furthermore, if A−(a − p + η + 1)B/(p − η) with
−1 B < 0, then










(p − η)(B − A)
B
;a + 1; B
B − 1
)}−1
− (λ + η)
]
.
The result is best possible.
Corollary 3.21. Suppose that λ > −p and (2p − a − 1)/2 η < p. Then










The result is best possible.
Remark 3.22. Setting n = λ = 1, c = b, a = k + p in Corollary 3.21, we obtain Theorem 3.1
in [18].
Theorem 3.23. Suppose that λ > −p, 0 η < p and μ be a real number satisfying μ−η −
(p − η)(1 − A)/(1 − B). If f ∈ Sλp,n(a, b; c;η;A,B), then the function Fμ(z) defined by (3.12)
belongs to Sλp,n(a, b; c;η;A,B). Furthermore, we have












− (μ + η)
}
= q3(z)
≺ 1 + Az











p+μ−1 exp((p − η)(s − 1)Az)ds, B = 0,
and q3(z) is the best dominant of (3.32). Furthermore, if −1 B < 0 and
μmax
{
(p − η)(B − A)
B













(p − η)(B − A)
B
;p + μ + 1; B
B − 1
)}−1
− (μ + η)
]
.









(z ∈ U). (3.33)
Then φ(z) is analytic in U with φ(0) = 1. By using the identity (3.14) in (3.33), we get
(μ + p) I
λ
p,n(a, b; c)f (z)
Iλp,n(a, b; c)Fμ(z)
= (p − η)φ(z) + μ + η. (3.34)




z(Iλp,n(a, b; c)f (z))′
Iλp,n(a, b; c)f (z)
− η
)
= φ(z) + zφ
′(z)
(p − η)φ(z) + η + μ ≺
1 + Az
1 + Bz . (3.35)
Then, by using the same way as in the proof of Theorem 3.18, we can complete the proof of
Theorem 3.23. 
Setting A = 1 and B = −1 in Theorem 3.23, we deduce that
Corollary 3.24. Suppose that λ > −p, 0  η < p and μ  max{2(p − η) − p − 1,−η}. Then
f (z) ∈ Sλp,n(a, b; c;η) implies Fμ(z) ∈ Sλp,n(a, b; c; ξ3), where








The result is best possible.
Remark 3.25.
(i) Setting n = λ = 1, c = b, a = k + p in Theorem 3.23 and Corollary 3.24, we obtain Theo-
rem 3.3 and Corollary 3.4 in [18].
(ii) Setting p = 1, n = λ = 1, c = b, a = k +p in Theorem 3.23, we obtain Corollary 2.2 in [4].
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