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Abstract
This thesis describes studies on a Rydberg-dressed ultracold atom system as a
versatile platform for non-equilibrium physics research, atom-light interactions
analysis and atomic sensing applications. This work includes a description of the
experimental system, an ultracold potassium atom setup where we can prepare
a gas of atoms in an optical dipole trap and precisely control their ground state
properties. To excite the atoms to strongly-interacting Rydberg states, we set up
and characterize a high-power and widely tunable excitation laser system, for
driving both single and two-photon Rydberg excitations. Together this establishes
a unique system for studying the effects of driving, long-range interactions and
dissipation (due to the relatively short lifetime of excited states) on many-body
dynamics. Using this setup we study the phase structure of a driven-dissipative
system out of equilibrium , where exploiting the atom loss rate as an observable,
we discover different power-laws depending on the system parameters (i.e driving,
dissipation and interaction). We study further in detail a regime which shows
loss rates much larger than those for single particles, and discover that due to
the Rydberg population decay the system evolves to a self-organized critical state.
Our key observations can be well described by effectively classical models for the
many-body dynamics, which we understand as a consequence of rapid dephasing
of atomic coherences. To quantify the coherence of the atom-light interactions, we
realize a Rydberg dressed interferometer. This technique combines the precision
of atomic clock transitions with the exaggerated properties of Rydberg atoms such
as their long-range interactions and extreme response to electric fields. Using the
interferometer, we are able to characterize the Rydberg-dressed ensemble, including
the effects of population decay and dephasing both of which affect the coherence
time. This enables us to identify power fluctuations in the excitation laser as
the dominant effects limiting the coherence in the system, which will be used in
the experiment for future improvements of the coherence time. As an additional
application, we demonstrate that the Rydberg dressed interferometer can be used to
precisely measure static electric fields down to 17 mV/cm which is comparable to
state-of-the-art electrometers. These results together highlight the versatility of the
Rydberg platform and pave the way towards a better understanding of long-range
interacting systems out-of-equilibrium. This work paves the way to new studies of
non-equilibrium phenomena and applications of many-body quantum systems which
make use of both quantum coherent and dissipative interactions.
ix
Zusammenfassung
Diese Dissertation legt Untersuchungen an einem Rydberg-dressed ultrakalten Atom-
system als vielseitige Plattform für Forschungen zur Nichtgleichgewichtsphysik,
zu Atom-Licht-Wechselwirkungen sowie zur atombasierten Metrologie dar. Die
Arbeit umfasst die Beschreibung des experimentellen Aufbaus, welcher die Her-
stellung eines Gases von ultrakalten Kaliumatomen in einer Dipolfalle sowie die
genaue Steuerung der Grundzustandseigenschaften erlaubt. Um die Atome zur
stark wechselwirkenden Rydberg-Zuständen anzuregen, errichten und charakter-
isieren wir ein leistungsfähiges und weit einstellbares Lasersystem für die Ein- sowie
Zwei-Photonen Rydberg-Anregung. Dies bildet zusammen ein einzigartiges Sys-
tem mit starkem Antrieb, langreichweitigen Wechselwirkungen und Dissipation
aufgrund der begrenzten Lebensdauer der hochangeregten Atome. Mit diesem
Aufbau erkunden wir die Phasenstruktur eines angetriebenen dissipativen Systems
außerhalb des Gleichgewichts, wo die Atomverlustrate als Observable ausgenutzt
wird, finden wir unterschiedliche Leistungsgesetze abhängig von den Systempa-
rametern (d. h. TReiben, Dissipation und Interaktion). Wir untersuchen auch
das langfristige dynamische Verhalten, wobei sich das System zu einem selbstor-
ganisierten kritischen Zustand entwickelt. Die experimentellen Ergebnisse können
als klassisches Vielkörperensemble beschrieben werden, da die Kohärenz bei den
für die Messung relevanten Zeitskalen bereits verwaschen ist. Um die kohärente
Entwicklung unseres Systems zu verbessern und zu verstehen, wie Kohärenz die
Dynamik eines dissipativen Systems beeinflusst, erstellen wir ein Rydberg-dressed
Interferometer. Diese Technik vereint die Präzision von Atomuhrübergängen mit den
überhöhten Eigenschaften der Rydberg-Atome, wie beispielweise deren langreich-
weitigen Wechselwirkungen und hohe Empfindlichkeit für elektrische Felder. Mit
dem Interferometer können wir das Rydberg-dressed Ensemble charakterisieren, ins-
besondere die Auswirkungen von Besetzungszerfall und von Dephasierung, welche
beide die Kohärenzzeit beeinflussen. Leistungsschwankungen des Anregungslasers
stellen sich als größter Beitrag für die Dephasierung heraus und bilden gleichzeitig
einen Ansatz für die zukünftige Verbesserung der experimentellen Kohärenzzeit.
Zusätzlich demonstrieren wir die Anwendung des Rydberg-dressed Interferometers
um statische elektrische Felder bis zu 17 mV/cm genau zu messen, was vergleichbar
dem Stand der Technik von Elektrometern ist. Diese Ergebnisse verdeutlichen die
Vielfältigkeit der Rydberg-Plattform und ebnet den Weg für ein besseres Verständnis
von langreichweitig wechselwirkenden Systemen außerhalb des Gleichgewichts.
Zudem legt diese Arbeit die Grundlage für zukünftige Untersuchungen, bei denen
durch eine verbesserte Kohärenzzeit die Grenze zwischen isolierten und dissipativen
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1Rydberg atoms: a versatile
system for quantum simulations
Understanding how emergent macroscopic properties of many-body systems arise
from their underlying microscopic details is one of the major challenges in physics,
since the characteristics of the single components do not necessarily correspond to
the collective behavior of the many-body system. For example, in certain materials
at sufficiently low temperatures the interactions between the particles can give rise
to collective quantum effects and new phenomena such as superfluidity [1, 2, 3]
or superconductivity [4, 5, 6, 7], which still poses significant challenges to fully
explain. Understanding how these effects come about would help to realize new
materials with desirable properties and perhaps, discover totally new physical effects.
However, the traditional approach based on building theoretical models to describe
the relevant physics, including quantum effects, is severely limited by the complexity
which scales exponentially with the number of particles and their degrees of freedom,
making the computational approaches of quantum systems larger than a few tens of
particles almost impossible.
A possible solution to this challenge is through quantum simulation [8, 9], where
the system to be studied is mimicked in an experiment with components that can be
controlled and measured more easily than the original. This can be done in a variety
of systems ranging from ions [10, 11, 12], photons [13, 14, 15], ultracold atoms
and molecules [16, 17] and superconducting circuits [18, 19, 20]. By understanding
the system created in the lab new insights can be gained on the original many-body
system under investigation, that is why quantum simulation holds great promise to
study systems relevant for an ample spectrum of fields such as condensed matter
physics, chemistry, high-energy physics and others [21].
Ultracold atoms are an ideal platform for quantum simulation. Success in this field
is largely attributed to the development of techniques such as laser cooling and
trapping [22] which have enabled an impressive level of control over essentially all
ground state properties of ultracold atoms, including their atomic motion, spatial
geometry, coherence, interaction properties and isolation from the environment.
Moreover, by means of optical lattices or tweezers the atoms can be spatially confined
to different geometries, including 1D, 2D and 3D geometries with different degrees
of disorder [23]. In most cases, these trapped atomic systems base their dynamics on
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relatively weak or short range interactions, e.g. Bose-Hubbard systems [24, 25, 26],
Tonks-Girardeau gases [27, 28], BKT transition [29, 30, 31] and the unitary Fermi
gas in the BCS-BEC crossover [32, 33, 34, 35, 36]. In real materials, the typical
interactions are dominated by Coulomb interactions, where the main carriers of
the dynamics are the electrons, which determine the consequent properties of the
material. Therefore it is natural for quantum simulation to want to mimic the effect
of long-range interactions, such that the simulation resembles more closely actual
materials.
Our approach is to use Rydberg atoms to introduce such long-range interactions.
Given their highly excited electronic states, Rydberg atoms exhibit strong van der
Waals interactions, that can extend over typical inter-atomic distances. As a conse-
quence, interesting collective effects can occur such as the Rydberg blockade [37, 38,
39, 40] which have been used to simulate magnetic phenomena [41, 42, 43, 44], to
create fast and addressable entangled states for quantum information [45, 46, 47],
and to realize new phases of matter [48, 49, 50, 51, 52, 53, 54, 55]. The main
properties from the Rydberg atoms which are exploited in this thesis are:
• Long range interaction with tunable strength either via the principal quantum
number or laser detuned excitation (Rydberg dressing). The interactions can
be turned on and off at will via the excitation laser.
• Finite lifetime that introduces a dissipative character to the system such that it
constrains the study of dipolar interactions with motional dynamics, but can
also be employed to investigate the physics of open-quantum systems
• Sensitivity to external electric fields due to their high polarizability can be used
for technological applications as an electrometer
In parallel other atomic and molecular platforms are used to simulate long-range
interacting systems. The first alternative is to utilize magnetic atomic species (instead
of the more typical alkali atoms) such as chromium, dysprosium and erbium [56, 57,
58], which feature magnetic dipole-dipole interactions. A second approach is to use
ground state polar molecules interacting via dipolar interactions [59, 60, 61, 62],
where the interaction between molecules has been observed through the collective
dephasing dynamics of the ensemble [63]. One of the main advantages of Rydberg
atoms over other approaches is the ability to tune the sign and strength of the
interactions and also turn it off completely, which gives the system more flexibility
compared to other long-range interacting particles.
A potential drawback of the Rydberg platform is the relatively short lifetime of
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the excited atoms making the study of the system’s dynamical evolution on long
timescales challenging. To solve this issue Rydberg dressing as an off-resonant
Rydberg excitation has been proposed [64, 37]. The idea is to create a ground state
that acquires a small admixture of the Rydberg state, enhancing the long-range
interaction while having a much longer lifetime than the bare Rydberg state. How-
ever, the systems complexity, reinforced by the interplay of interactions, driving
and decay, have proven to be challenging in the creation of Rydberg-dressed sys-
tems [65]. Only a few experiments in the past years have been able to demonstrate
the generation of Rydberg-dressed systems [53, 54, 55]. One can also embrace
dissipation, and a number of recent studies have shown how the competition be-
tween continuous driving, long range interactions and spontaneous decay of the
Rydberg states leads to the realization of new intrinsically non-equilibrium states of
matter [66, 67, 68, 69, 70, 71, 72, 73, 74]. In this thesis we make use of this dissi-
pative characteristic to carry out fundamental studies on non-equilibrium physics
in a driven-dissipative system. Additionally, we use Rydberg dressing to create an
enhanced interferometer, which allows us to characterize the coherence properties
of the Rydberg dressed system and as a spin-off we realize an application of the
interferometer for atomic sensing of electric fields.
As a first result in this thesis, we take advantage of the finite lifetime of Rydberg atoms
to study the phase structure associated with its dissipative behavior and to investigate
its non linear dynamical evolution. In this work we investigate the competition
between driving, dissipation and strong interaction using the high tunability offered
by our setup. We find out that the atom loss rate is an ideal observable for exploring
the phase structure of a system driven out-of-equilibrium, and that power law
scaling in different parameter regimes can be used to determine the regions of the
phase structure. In a specific regime where facilitated excitation [75] increases the
loss rate scaling, we investigate the long term dynamical response of the system.
We observe a self-organized behavior to a quasi steady state which presents scale
invariance and a strong response to perturbations. From this we conclude that our
Rydberg platform can be used as a simulator for quantitative studies of self-organized
criticality (SOC [76]). Furthermore, the theoretical models used to reproduce our
results are classical approximations of the quantum master equation that describes
our system. This can be justified since the time scales explored in the experiments
are much longer compared to the coherence times. It is, however, an open question
whether quantum effects would play a role in the non-equilibrium dynamics [77, 78],
therefore it is desirable to have a coherent system where classical and quantum
fluctuations can compete.
In the second part of this work we investigate how to characterize the coherence
properties of our system, with the aim of finding the precise controls to increase the
coherence times. As a main result, we present a technique based on interferometry,
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where we Rydberg-dress one of the states involved in the interferometry and analyze
the signal. The results help us to uncover the main properties of the Rydberg-dressed
ensemble including the coupling strength to the Rydberg state and the coherence
behavior in terms of population decay and pure dephasing. This method proves
to be a precise way to characterize and optimize Rydberg-dressed systems [65, 53,
79, 80], and it could be also use to control and characterize atomic interactions
in general [81, 82, 83, 84, 85, 80]. Based on this characterization we are able
to identify the factor influencing the system decoherence the most, namely power
fluctuations in the laser. This can be improved in future experiments, which should
get our system closer to the regime where quantum coherence cannot be neglected,
allowing us to study the competition between classical statistical fluctuations and
quantum effects in a system driven out of equilibrium.
In general, the extremely precise creation and manipulation of quantum systems has
enabled a variety of studies such as atom-light interactions [86], cavity quantum
electrodynamics [87, 88] and strongly correlated matter [89, 90], to mention only a
few. Usually fundamental research leads to a deeper understanding of mechanisms
that enable the implementation of new technologies. For example with the accurate
control and read out of different electronic states, atomic clocks based on trapped
ensembles of neutral atoms or single ions have been built to enable the most precise
measurements ever made [91]. Atomic clocks are employed for different applications
such as defining future time and frequency standards [92, 93], investigating the
physics of complex quantum systems [81], and realizing sensors capable of operating
at the fundamental quantum limit [94, 95]. By design however, atomic clocks
typically involve the coherent evolution of atoms that interact very weakly, either
with one another or with external fields, seemingly precluding applications that
could exploit dissipation or strong interactions. Similarly, Rydberg atoms have
also encountered a variety of technological applications such as probing surface
fields [96, 97, 98, 99], sensing using thermal vapours [100, 101] and quantum
enhanced metrology [102, 103]. In this thesis we realize a metrological application
where we take advantage of the precise control of ground state atoms and combine
it with Rydberg atoms via dressing. In this sense we use the opposite approach of an
atomic clock: we allow the system, via the Rydberg admixture, to strongly couple
to the environment, enhancing the ensemble’s sensitivity to interactions between
the atoms or with external fields. This results in a system that combines the high
precision of an atomic clock and the multiple properties of a Rydberg atom. Using
this new platform we can perform precise measurements of static electric fields, with
a sensitivity comparable to the most modern electrometers.
The outline of this thesis is as following: First a chapter regarding the theory back-
ground of Rydberg atoms and the latest studies on many-body systems are presented
in chapter 2, this includes the main properties and interaction characteristics of a
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Rydberg system. Chapter 3 introduces the experimental platform for ultracold potas-
sium as the building block for the realization of a Rydberg enhanced system. This
includes a description of the up-to-date experimental setup and the techniques used
to prepare the atomic sample before exciting the ground state atoms to a Rydberg
state. As a second experimental milestone, we present in chapter 4 a versatile laser
system that can be used for both Rydberg excitation schemes, i.e. two-photon and
single photon excitation. We show a detailed explanation and characterization of
the laser setup and, as a proof of principle, we present the first Rydberg experiments
for both schemes which are used to further characterize the experimental setup. The
next part (chapter 5) focuses on a first application of our Rydberg platform to study
non-equilibrium dynamics, there we explore the competition between coherent
driving, decay and long-range interactions. We show that the different regimes
can be differentiated in terms of scaling laws in the loss rate, uncovering the non-
equilibrium phase structure of the system. We also study the dynamical response
of the ensemble where dissipation and interaction compete and discover a striking
self-organized critical behavior. In the final chapter (6) we explore the coherent
response of a Rydberg dressed system combining the ground state control of an
atomic clock transition and the detuned Rydberg excitation of one of the clock states.
This Rydberg-dressed atom interferometer proves to be very useful to characterize
the dressed system, especially regarding the dephasing and its possible causes. We
show that the regime of strong Rydberg atom-light coupling can be reached with
coherence times that are orders of magnitude longer than the bare Rydberg state
lifetime. Moreover, we demonstrate a direct application of the Rydberg-dressed
interferometer as a very sensitive electrometer exploiting the high polarizability of
the Rydberg atoms to detect weak static electric fields, with a measured sensitivity
already close to the state-of-the-art electrometers. Finally, chapter 7 discusses how
these results pave the way for experiments that aim to explore many-body physics




2The Rydberg platform: properties
and models for the dynamics
Ultracold atom experiments have proven to be able to extremely precisely control
the interactions and ground state properties of the involved atoms, ranging from
Bose-Einstein condensation experiments [104, 105, 106] to studies with degenerate
Fermi gases [107, 108, 109, 32, 33, 34, 35, 36]. Those interactions are typically of
the contact type, where the particles need to come very close together to experience
an effective interaction. However, as most particle interactions in matter are of long-
range type, such as in strongly correlated electron matter [110] or nematic liquid
crystals [111], it is important to be able to model/control these effects as well. Along
these lines different types of particles have been used with some groundbreaking
work in such diverse systems as, in polar molecules [112, 59, 113], highly magnetic
atomic species [114, 115, 58, 116] and ions [10, 117, 118], for example. Rydberg
atoms (highly excited electronic states) are another type of particle that can be
used as a platform for studying long-range interacting systems [119, 120, 121] as is
developed in this chapter within the theoretical framework of Rydberg physics.
This chapter comprises a review on the relevant characteristics of Rydberg atoms,
including the main effects that are observed or exploited in our experiment. In the
first part all the relevant characteristics of single Rydberg atoms are introduced,
including the extreme scaling behavior of some properties. In the next part we
concentrate on the interactions of Rydberg atoms with external environments such
as electric fields and laser fields, describing the most common excitation schemes to
Rydberg states and how to model it. The next section covers the two-body physics
of this system, it focuses on Rydberg-Rydberg interactions which give rise to effects
such as the Rydberg blockade. Using all these previous concepts, we calculate the
Rydberg dressed interaction in a three-level system finding a favorable figure of
merit with reduced scattering rates. In the last section of this chapter we summarize
the most used techniques in this thesis to simulate many-body Rydberg dynamics.
Part of the content of this chapter on the two-body Rydberg physics is based in
the paper on "Two-body interactions and decay of three-level Rydberg dressed
atoms" [122]. Additionally the many-body Rydberg physics describes the models we
used to simulate the results presented in chapter 5 based on the paper "Uncovering
the nonequilibrium phase structure of an open quantum spin system" [74].
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2.1 Single atom Rydberg physics
Rydberg atoms are excited electronic states of atoms, with one or more electrons
that have a high principal quantum number n. In the most simple case, the atom has
only one electron (as in hydrogen) which can be excited to the n−state, resulting in








The electronic configuration of these Rydberg atoms gives rise to enhanced properties
that scale with the principal quantum number n, as for the binding energy (equation
2.1). Table 2.1 presents the main properties of Rydberg atoms with the corresponding
scaling. We can see for example how the polarizability scales with a power law of n7,
making the Rydberg atom very sensitive to electric fields. This is a result of the large
dipole matrix elements coupling neighbor Rydberg states, which also gives rise to a
strong long-range interaction of the dipole-dipole or van der Waals (vdw) type.
Property Symbol Scaling
Binding energy En n−2
E difference between adjacent states ∆E n−3
Radiative lifetime τrad n3
Polarizability α n7
Vdw interaction coefficient C6 n11
Tab. 2.1.: Most relevant properties of Rydberg atoms and their corresponding scaling.
This table shows the dependence of different properties as a power-law of the
principal quantum number n.
2.1.1 Rydberg excitation of alkali atoms
Alkali metal atoms are those characterized by having only one valence electron
(placed in the first column of the periodic table) similar to the hydrogen atom. The
main difference with respect to hydrogen is the nuclear charge and the surrounding
electrons fully occupying the lower energy shells. The presence of this electron cloud
close to the nucleus partially screens the nuclear charge. Additionally, for low orbital
angular momentum (l ≤ 3) of the valence electron, the trajectory of this electron is
elliptical enough that there is a finite probability for it to go through the screening
electrons. This effect allows the valence electron to interact with the unscreened
nucleus, modifying the coulomb potential. In addition the screening electrons can
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be polarized by the valence electron creating an extra interaction that cannot be
neglected.
The above mentioned interactions cause the binding energy of the Rydberg states
to increase compared to the equivalent hydrogen state. Based on this, the binding
energy for the alkali Rydberg atoms is defined as:
En =
−Ry
(n− δn,l,j)2 , (2.3)
where δn,l,j is the parameter known as the quantum defect, which depends on the
quantum numbers n (principal quantum number), l (orbital angular momentum), j
(spin and orbital angular momenta of the electron) of the specific Rydberg state. For
Rydberg states with l ≥ 4 the spectrum becomes hydrogenic and the quantum defect
can be neglected. The precise value of the quantum defect is determined empirically
via spectroscopy measurements, which in the case of potassium, the atom species
used in the experiments of this thesis, can be found in [123]. The full value of the
quantum defect is given by the series:




(n− δ0)4 + ... (2.4)
All the Rydberg scaling properties presented for the hydrogen atom in table 2.1 are
also valid for alkali Rydberg atoms, however the n quantum number needs to be
modify by n? = n− δn,l,j .
2.1.2 Rydberg atom interaction with electric fields
The presence of an electric field in the proximity of an atom causes the energy levels
of the atom to split and shift, this phenomenon is known as the Stark effect [124,
125]. Rydberg atoms due to the highly excited electron (i.e. dipole like charge
distribution) are more sensitive to electric fields than ground state neutral atoms.
Therefore it is important to understand this effect in order to either reduce the
influence of the field or exploit it for different experimental purposes as we will see
in later chapters (see 4 and 6). For the scope of this thesis, we concentrate only on
the effect of a small constant electric field on a Rydberg atom, other effects can be
found for example in [119].
Assuming that the constant electric field () is in the z direction, the energy states of
the atom can be calculated via perturbation theory, where the bare atom Hamiltonian
is modified by the perturbation:
H = dˆ · ˆ = ez (2.5)
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The first order correction term ∆E = e〈ψn,l,m|z|ψn,l,m〉 is zero for the states with
l ≤ 3 since the core potential lifts the l degeneracy. Therefore the first energy shift





En′ − En (2.6)
The energy shift of the state due to a small electric field can be rewritten as ∆E =
−12α2, with α the polarizability of the atom. In the case of a Rydberg atom, one
can immediately infer the scaling of the polarizability since the energy difference
between adjacent levels scale as n−3 (see table 2.1) and the dipole moment scales
with the electron orbit radius as n2 then | 〈ψn,l,m|z|ψn′,l′,m′〉 |2∝ n4. This results in
the scaling of the polarizability as n7, which clearly shows the sensitivity of Rydberg
atoms to electric fields, specially for large n states. Compared to the polarizability of
a ground state atom, Rydberg atoms are suited for applications in electrometry [126]
as it is shown in chapter 6.
2.1.3 Atom-light interaction for Rydberg excitation
To precisely excite a valence electron of the atom to a high n quantum number, a
laser field is typically required. In experiments with ultracold atoms this excitation
is carried often via a single laser field or two different fields where one of the lasers
address an intermediate excited state. Figure 2.1 shows these two possibilities with
|g〉, |e〉, |r〉 representing the ground, intermediate and Rydberg state respectively.
Fig. 2.1.: Schematic representation of the one- and two-photon excitation process. (a)
Rydberg excitation via a single laser field, with driving frequency Ω and detuning
∆. Since only two levels are involved the decay of population depends mainly on
the Rydberg lifetime Γr. (b) Rydberg excitation via an intermediate state (|e〉) in
a three-level system. The laser driving the excitation to |e〉 is typically detuned to
avoid strong decay from the state |e〉.
The simplest scenario is a single photon excitation (2.1) which can be understood as
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a two-level system interacting with a classical electromagnetic field (the laser). The





2 |r〉〈r|+ h.c. (2.7)
with ∆ the frequency difference between the laser and the atomic transition, and
Ω = eE0〈g|rˆ|r〉~ the atom-light coupling between |g〉 and |r〉, also known as the Rabi
frequency. Since the dipole matrix element in Ω is small for high-lying Rydberg
atoms, we would require in the actual experiments high laser power to compensate
this (see chapter 4). The Hamiltonian is already presented in the rotating wave
approximation [127], where the fast evolving terms are averaged out and therefore





ρˆ is the density matrix operator that contains the probability distribution of each
state of the basis on the diagonal, and the coherences between different states on
the off-diagonal.
In addition to the coupling field, one needs to take into account the dissipation in
the system for example due to the finite lifetime of the Rydberg state, which can
lead to decay of population and also dephasing. Therefore the time evolution of the
atomic system (represented by the density matrix operator ρˆ) needs to be described
by the Liouville equation [128]:






with L[ρ] the Lindblad superoperator [129] describes all of the dissipative non-
unitary processes present in the system. Lˆ is used to model the decay and dephasing





Lˆ†mLˆmρˆ+ ρˆLˆ†mLˆm − 2LˆmρˆLˆ†m
]
, (2.9)
where Lˆm is the Lindblad operator describing the mth decay of the system. In the
two-level scheme we will use: Lˆrg =
√
Γr|g〉〈r| which corresponds to the decay from
the Rydberg state to the ground state with rate Γr. The resulting time evolution of the
population in one of the two states oscillates in time with frequency Ω′ =
√
Ω2r + ∆2r
with damping on the time scale of Γr. Additionally dephasing due to laser noise
also contributes to the dissipative non-unitary process which we usually model as
Lˆde =
√
γde|r〉〈r|, with γde the laser noise which affects the excitation to the Rydberg
states. In actual experiments is then important to reduce such dephasing terms by
properly stabilizing the excitation laser system, as it will be shown in chapter 4.
The three-level system can be similarly studied by the time evolution of the density
2.1 Single atom Rydberg physics 11









2 |r〉〈r|+ h.c. (2.10)
which includes the couplings Ωe and Ωr between the ground and the excited state
and the excited state with the Rydberg state respectively. The detunings for each
laser field correspond to ∆e and ∆r, as depicted in fig. 2.1. The Lindblad opera-
tors represent the decay from the Rydberg state (Lˆre =
√
Γr|e〉〈r|) and from the
intermediate state (Lˆeg =
√





−12Γeρeg −Γeρee + Γrρrr −12(Γe + Γr)ρer
−12Γrρrg −12(Γe + Γr)ρre −Γrρrr
 (2.11)
where the ρij correspond to the ij time-dependent matrix element of the density
matrix ρˆ.
Electromagnetic induced transparency (EIT).
Electromagnetic induced transparency is an interference phenomenon in a three-level
system (like the one in figure 2.10 (a) for a two-photon excitation scheme) where
two pair of states are coupled via two different laser fields: one weak compared
to the second one, i.e. Ωe << Ωr. The emergent non-linearity through a strong
coupling field gives rise to the transparency of the medium (the atoms) which
otherwise are strongly absorbing [130]. This phenomenon has been exploited in
different applications as to realize strong electro-optic effects in vapor cells [131] or
to slow down light [132, 133, 134, 135].
To understand how the medium can become transparent to a laser field close
to resonance, we start by diagonalizing the three-level Hamiltonian presented in
equation 2.10 and extract the eigenstates in the case of two-photon resonance, i.e.
∆e + ∆r = 0. Which results in [130]:
|+〉 = sin θ sinφ|g〉+ cosφ|e〉+ cos θ sinφ|r〉 (2.12)
|−〉 = sin θ cosφ|g〉 − sinφ|e〉+ cos θ cosφ|r〉 (2.13)
|d〉 = cos θ|g〉 − sin θ|r〉 (2.14)
with θ and φ the angles defined as: tan θ = ΩeΩr and tan 2φ =
√
Ω2e+Ω2r
∆e . The trans-
parency phenomenon occurs in the weak limit with Ωe  Ωr,Γe, making the angle
θ very small, such that |d〉 = |g〉 becomes a dark state to the laser field and |+〉, |−〉
interfere destructively with each other.
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2.2 Two-body Rydberg physics
As presented in the introduction to this chapter the long-range interaction is one of
the most important properties of Rydberg states that can be exploited for quantum
simulation, quantum information, and the creation of new states of matter [121,
120, 49]. This section focuses on the interaction between two atoms in the bare
Rydberg state or dressed ground states such that they have Rydberg-like properties.
The first part presents the theory on bare Rydberg-Rydberg interactions and the
most relevant features, while the second part introduces the concept of Rydberg
dressing. We compare two excitation techniques (one- and two-photon), finding
different advantages regarding the interaction strength vs the dissipation.
2.2.1 Bare Rydberg interactions
In a classical picture, the two Rydberg atoms can be seen as charge distributions with
a negative part (the valence electron) and a positive part (the screened nucleus).
In the case the separation between the two atoms is larger than its own size, the
interaction is dominated by the electrostatic interaction of the valence electrons,
which can be expanded in multipole moments [136, 137]. In the case of neutral
atoms, the first and main term contributing from the expansion is the dipole-dipole
interaction, (since the whole atom is neutral, i.e. has no monopole contribution).
In the quantum mechanical picture a similar treatment can be performed, where
the position vectors become position operators, the dipole-dipole coupling can be
described by the interaction potential:
Vˆ ≈ 14pi0R3
(







with rˆ the position operator normalized by the inter-atomic distance (R) and dˆi
the electric transition dipole operator. Describing each atom by the two principal
quantum numbers n, l and assuming that only two adjacent states are close in energy
compared to all other states, we can reduce the system to a two-level. For example
taking |ns, ns〉 as the initial atomic state and the adjacent pair state closest in energy













with C3 = R3〈ns, ns|Vˆ |np, (n − 1)p〉 the interaction coefficient and δnl = 2Ens −
Enp − E(n−1)p the energy difference between the pair states. The interaction shows
two limits depending on the separation between the atoms. In the case the atoms are
very close (C3/R3  δnl), the states |ns, ns〉 and |np, (n− 1)p〉 are strongly admixed
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and the eigenenergies are ∆E ≈ ±C3/R3. On the other hand, if C3/R3  δnl the







which is known as the van der Waals interaction, with C6 = C23 the interaction
coefficient. In this limit, the effect of the interaction is a shift in the energy of the
pair state |ns, ns〉.
It is possible to tune the interactions from one regime to another by adjusting δ,
assuming that it is already small enough, one can use a small DC field to shift
the pair state difference such that δ becomes zero. This is known as a Förster
resonance [138], which has been capitalized on with Rydberg atoms such as in the
creation of a single-photon transistor [139] and also proposed as a way to engineer
distance dependent interactions [41].
Fig. 2.2.: Schematic representation of the blockade and antiblockade Rydberg effects.
In the case the laser is resonant with the Rydberg transition (blue), a second
Rydberg excitation is hindered for a separation smaller than the blockade radius
RB . When the laser is detuned (red arrow), there is a preferred distance to excite
a second Rydberg atom.
In our experiments the inter-atomic distance maintains the system in the van der
Waals regime such that the effective Rydberg-Rydberg interaction behaves as 1/R6.
Due to this power law decay of the interaction with respect to the interparticle
distance, the interactions are long-range such that an excitation can affect the state
of the surrounding atoms beyond the nearest neighbors, as we will see in the next
section.
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2.2.2 Rydberg blockade and anti-blockade
Considering a set of two atoms (as in figure 2.2) that can be excited and interact
depending on the separation R as ∝ 1/R6. In the simple two-level case the pair of
atoms can be described via the four-states basis {|gg〉, |gr〉, |rg〉, |rr〉}. Figure 2.2
shows the energy dependence for each pair state as a function of the inter-atomic
distance R, assuming that the interaction is van der Waals, which is always the case
in our experiments. Since only two Rydberg atoms can strongly interact (i.e. Rydberg-
ground and ground-ground interactions are neglected), the energy landscape is only
affected for |rr〉.
Considering the case where the laser field that drives the transition is on resonance
with the excitation of a single atom, there is a region in R (shaded in fig. 2.2)
where the laser is no longer resonant for a second excitation due to the energy shift
from the van der Waals interaction. This effect is known as the Rydberg blockade,
proposed first by [37, 38] and observed in [39, 40], since the presence of an excited
atom blocks the excitation of the surrounding atoms within a radius RB.
The blockade occurs for the atoms within a sphere or radius RB that is determined
by the bandwidth of the excitation laser, which for small dephasing is dominated by








where in the case the laser linewidth ∆ν is larger than the Rabi frequency one should
change Ω for ∆ν to determine the blockade radius. It is important to understand that
the concept of blockade does not correspond to a hard sphere condition since there is
always some probability to excite Rydberg atoms off-resonantly. Extending the idea
of Rydberg blockade to an ensemble of N atoms within the RB radius the system will
oscillate between a state with all atoms in the ground state and a superposition of
all states with only one Rydberg excitation i.e. 1√
N
∑N
j=1 |ggg..rj ..g〉. The frequency
of the oscillation is enhanced by
√
NΩ which emphasizes the many-body nature of
the system.
A related effect to the blockade occurs when the laser is detuned from resonance,
the presence of a Rydberg atom can help to excite another one in the vicinity such
that the interaction energy shift is compensated by the detuning. This facilitated
excitation is know as the antiblockade [75] (observed for the first time by [46]) and
have been investigated theoretically and experimentally for instance in the dynamical
formation of Rydberg aggregates [70, 140, 72], to study kinetic constrains [73, 141]
and Rydberg excitation avalanches [142].
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2.2.3 Rydberg dressed interaction
The strong long-range interaction between two Rydberg states is a remarkable
property of Rydberg atoms, that make this platform favorable for a variety of
applications such quantum information [45, 46, 47], quantum simulation of mag-
netic phenomena [41, 42, 43, 44], and to realize new types of quantum mat-
ter [48, 49, 50, 51, 52, 53, 54, 55]. However up to here we have only considered the
interactions without including the inherent dissipation of the Rydberg state due to its
finite lifetime. The typical time scales for the Rydberg decay (tens of microseconds)
are not compatible with the usual time the system requires to equilibrate (tens of
milliseconds). Rydberg dressing has been proposed [64, 37] as an approach to
overcome this challenge, where the most common way to increase the lifetime of
the Rydberg system is via a detuned excitation. This creates a dressed state that cor-
responds mostly to the ground state with a small Rydberg admixture [143] resulting
in a still long-range interacting system but with longer lifetimes.
We consider the far-detuned regime where ∆  Ω for the two-level case (figure
2.1b). The system can be described as a superposition of the ground and the Rydberg
states: |g˜〉 ∼ |g〉 + β|R〉 with β = Ω2|∆|  1, where β2 describes the probability of
finding the atom in the Rydberg state |r〉. Therefore the Rydberg admixture can be
controlled by adjusting the detuning and Rabi coupling. The admixture leads to an
effective lifetime of the dressed state: τeff = τ/β2 which is increased by a factor
of β−2. The interaction potential will depend on the sign of the detuning in the
two-level case (explored in detail in section 2.2.4), where in the case the detuning
can compensate the interaction energy (i.e. ∆ = V (R), facilitation condition),
an avoiding crossing occurs at the facilitation distance which mixes the ground
and Rydberg state strongly (see fig. 2.3b). On the other hand, if the detuning has
the opposite sign to compensate the interaction, an effective soft-core potential
is created [143] such that the interaction flattens, this comes from the Rydberg
blockade effect. As a result the dressed potential, outside the characteristic distance
of the soft-core potential (∼ RB), can be approximated via perturbation theory as
an energy shift Vdress(r) ≈ β4V (r). These characteristics together can be exploited
to create Rydberg enhanced atoms that can evolve coherently within the motional
dynamics time scale of the system while still interacting at long range.
Within the framework of quantum simulation with long-range interacting particles
and quantum information, this particular approach has been extensively explored
theoretically for different purposes such as engineering exotic states of matter [48,
49, 50, 51, 144, 42, 145] or as a platform for quantum computation [146] and
quantum annealing [147]. However, experimentally the success is not as evident due
to the system’s complexity, it is a challenge to create Rydberg-dressed systems [65],
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where anomalous interaction broadening has been observed [148, 149]. Only few
experiments in the past years have been able to demonstrate the generation of
Rydberg-dressed systems [53, 54, 55], making it still an ongoing project how to
characterize and manipulate such systems. In chapter 6 we demonstrate a Rydberg-
dressed interferometer that can be used for such characterizations. In the next
section the approach of Rydberg dressing will be further explored, concentrating
on the interaction between two-dressed atoms, and comparing one and two-photon
excitation approaches.
2.2.4 Interactions: One vs two-photon excitation
Given the promising characteristics of Rydberg-dressed atoms for studying dipolar
interactions with motional dynamics, we want to investigate in more detail the
advantages of the two different excitation schemes and, in particular, compare
them. For this we consider only the interaction between two Rydberg dressed
atoms for each excitation scenario. We aim to calculate and compare the effective
interaction potential with the photon scattering rate (directly related to the Rydberg-
dressed system decay). We use a quantum master equation treatment which includes
spontaneous decay from the excited states, as in eq. 2.8, using a Hamiltonian that
consists of three parts Hˆ = Hˆ1 + Hˆ2 + Vˆ , where Hˆ1,2 are the individual atom-light
Hamiltonians in the rotating wave approximation and Vˆ = V |r1〉|r2〉〈r1|〈r2| is the
two-body interaction between bare Rydberg states. Focusing on the three-level
system (Fig 2.1a), in which each atom is composed of a long lived ground state
|g〉 coupled to the Rydberg state |r〉 via a short lived intermediate state |e〉, the






−∆e2 |ej〉〈ej | −
∆
2 |rj〉〈rj |+ H.c. (2.19)
Here Ωe,r denote the Rabi frequencies of the respective laser fields and ∆e, ∆ =
∆e+∆r refer to the one photon and two photon detunings, respectively. Additionally,
we include the spontaneous decay of the excited states via the superoperator L (see




Γr|ej〉〈rj |, Γe/r the
spontaneous decay rate of the particle j from |e〉 and |r〉. While the two-level case has
relatively few tuning parameters (Ω and ∆), the three-level case presents additional
possibilities through independent tuning of Ωe,Ωr,∆e and ∆.
For these calculations we assume that couplings to other Rydberg states are negli-
gible and the interactions between atoms in the |g〉 or |e〉 states are much weaker.
Usually Γe  Γr such that the internal degrees of freedom reach the steady state
on a timescale ∼ Γ−1e which is typically much faster than motional timescales. Un-
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der these assumptions, it is sufficient to calculate the steady state values of the
dressed potential and residual scattering rate for each value of V without explicitly
considering the motion of the particles. However care must be taken applying the
same reasoning to atoms with metastable intermediate states for which equilibrium
is reached on longer time scales or to the two-level case where Γ−1r would be the
timescale reference and could be of the same order of the atomic motion.
Fig. 2.3.: Simulation on the two-body interaction and scattering rate for one and two-
photon excitation. Comparison of the interaction strength U(C6/d6) and scat-
tering rate Rsc(C6/d6) for two-level (dashed red lines) and three-level systems
(solid blue lines) assuming repulsive van der Waals interactions between Rydberg
states and ∆ = 0,∆e > 0 (three-level) and ∆ < 0 (two-level). (b) Same as in
(a) but for attractive van der Waals interactions. The parameters used for the
calculations are given in the text. Figure adapted from [122].
One vs two-photon: interaction potential and scattering rate.
Having the basis to simulate the Hamiltonians for the one and two-photon scheme,
we proceed to investigate the influence of an intermediate state on the shape and
strength of the dressed interactions. We calculate the interaction potential U(V )
by solving the master equation for steady state (ρ˙ = 0) followed by computing
the expectation value U(V ) = Tr[Hˆρ] − Tr[Hˆρ]V=0, where we include the latter
term to subtract the single particle light shifts. Similarly, we calculate the dressed-
atom decay rate (per atom) as Rsc = (1/2)
∑
{Lˆ} Tr[LˆρLˆ†], which in the many-
body system is the term that contributes to the heating of the ensemble and loss
of dressed atoms. Figure 2.3 shows calculated two-body dressed state potential
energy surfaces U(C6/d6) and decay rates Rsc(C6/d6) comparing the two-level and
three-level systems. For this we have assumed van der Waals interactions with
strength C6/2pi = ±1.0 GHz µm6, which is of the order of magnitude for alkali
atoms excited to n ∼ 40.The table in figure 2.3 show the parameters used for the
calculations which were chosen such that both systems exhibit similarly small decay
rates (. 10 Hz) and long-range effective interactions which ‘soften’ to a constant
value U (∞) = (U(V = ∞)) at short distances (d ∼ 0) as a consequence of the
Rydberg blockade [38]. We note however that the three-level dressed potential
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is considerably sharper (box-like) than for the two-level scheme, and its range is
shorter due to the larger excitation bandwidth resulting in a smaller blockade radius.
Another important difference between the three-level and two-level cases concerns
the dependence on the sign of the bare-state interactions. In the two-level case the
sign of V and ∆ must be opposite to avoid level crossings which deform the potential
and give rise to strongly enhanced decay (Fig. 2.3b red dashed line). In contrast, the
shape and sign of the potential in the three-level case can be made independent of
the sign of V since we can use ∆e as a tuning parameter.
We now concentrate on the dressed-atom decay, where we observe a distinguishing
feature for the three-level case. The decay rate here can be strongly spatially
dependent, while for the two-level case the rate is almost constant everywhere
and only shows a small reduction of Rsc at short distances. We examine two
particular limits in the three-level system: V = 0 and V → ∞ ( related to very
large and short interparticle distance, respectively). For large separations of the
particles (i.e. dilute-gas experiments) the residual decay rate R(0)sc = Rsc(V = 0)
is minimized due to destructive interference of the intermediate state population
due to electromagnetically induced transparency (EIT). On the contrary, at short
distances (i.e. dense gases) the Rydberg blockade effect breaks the EIT condition
leading to increased decay rates which plateau at a value R(∞)sc = Rsc(V →∞). This
distance dependent decay may find applications in quantum state engineering via
dissipation [150] or novel cooling techniques [151, 152, 153].
Figure of merit for two-photon excitation.
We take advantage of the different tuning parameters in the three-level system
(i.e. Ωe,Ωr,∆e,∆) to search for an optimal regime that maximizes the interaction
potential U (∞) while Rsc remains small. To ensure a small Rydberg state population
we concentrate on the Autler-Townes regime [154] (two-photon resonance), focusing
on the parameter region Ωr  Γe  Γr and Ωr  Ωe. We analyze the case for
small interparticle distances (i.e. V → ∞) where we have already estimated a
significant interaction U (∞) (fig. 2.3). The characteristic decay rate R(∞)sc is plotted
in figure 2.4a for the three-level system as a function of the intermediate- and
two-photon detunings. The Autler-Townes doublet is clearly seen as bright bands for
∆e = Ω2r/(4∆) with a distinct minimum at ∆ = 0 caused by destructive interference
of the intermediate state amplitude. We additionally observe two features for
∆e = −(∆±
√
∆2 + Ω2r)/2 (Fig. 2.4b), which correspond to cooperative resonances
between the two-atom ground state and the |e1〉|e2〉, |e1〉|r2〉 and |r1〉|e2〉 states.
In order to identify an optimal regime with large Rydberg-dressed interactions and
at the same time small decay, we define a figure-of-merit for Rydberg dressing f =
U (∞)/R(∞)sc and calculate it as a function of the two detunings, ∆e and ∆. Figure 2.4b
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Fig. 2.4.: Analysis of the interaction potential and the scattering rate for the two-
photon excitation scheme. (a) Decay rate per atom R(∞)sc for V → ∞ corre-
sponding to the fully blockaded limit. (b) Figure of merit f = U (∞)/R(∞)sc , used
to determine the optimal dressing conditions, where blue corresponds to repulsive
and red to attractive interactions. The horizontal bars above each plot show the
two-level parameters on the same colorscale as a function of the detuning ∆.
Figure adapted from [122].
shows two optimal regions of repulsive (blue) and attractive (red) interactions where
U (∞) is large but R(∞)sc is relatively small because of the cooperative resonances. This
reflects an enhancement, particular of the three-level system which does not appear
in a two-level scheme. The optimal detunings are clearly revealed as dark crosses at
the intersection of the two-photon resonance line and the cooperative resonances
at (∆,∆e) = (0,±Ωr/2). A similar approach has been proposed, using molecular
resonances to enhance a favorable regime, for specific pair distances and Rydberg
states [41], however the cooperative enhancement reported here do not depend
in principle of the Rydberg state and preserves the soft-core nature of the dressed
potential since it is not mixed with molecular resonances. Additionally we expect
that this cooperative effect is also present for more than two atoms [155], which may
be beneficial to create collective many-body interactions in Rydberg dressing [65].
These results let us find a parameter regime where the interaction is enhanced
while the scattering rate that leads to heating and dephasing is kept small in a
three-level system. Despite the advantage of a single-photon excitation scheme
where no intermediate state is involved (i.e. the scattering rate is only affected by
the spontaneous decay from the Rydberg state), the two-photon excitation scheme
also presents a competitive region with a remarkable figure of merit. Using these
results we built a versatile laser system that can be used for both excitation processes,
taking care of the most important requirements for Rydberg-dressed excitations, i.e.
high laser power and low noise (see chapter 4).
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2.3 Many-body physics using Rydberg atoms
The complexity due to the interactions increases exponentially when we start adding
more interacting particles to the system. Solving the master equation of the ensemble
(eq.2.8) is already very difficult for 10 particles because of the large Hilbert space.
That is why simulations are usually based on approximations, depending on the
particular characteristics of the system studied, which reduces the Hilbert space
making possible the calculations. In this section we will introduce two models we
have used to simulate the results of our driven-dissipative Rydberg experiments.
2.3.1 The mean field treatment
Mean field theory is one of the most common approximations used to reduce the
complexity of many-body Hamiltonians. The approximation relies on averaging the
interaction of one particle with the rest to an effective field, thus reducing the many-
body problem to a one body problem, which strongly decreases the computational
cost, while still some insight about the many-body behavior can be obtained.
In our particular many-body problem, we concentrate on the long-range Rydberg
interactions for which we have to take into account the blockade effect which does
not allow for a second Rydberg excitation below an interparticle distance (RB, see
section 2.2.2). The approximation in our case of the mean field interaction Vi for
particle i is: ∑
i 6=j
VjifRg2(| rj − ri |) (2.20)
with Vji = C6/(| rj − ri |)6 the van der Waaals interaction, fr the Rydberg fraction
and g2(| r |) the two-point correlation function. In the specific case of Rydberg
interactions g2 can be modeled as the step function g2(r) = Θ(| r | −RRyd) [156],
whereRRyd is the characteristic distance defining the blockade and facilitation radius.






with n0 the local density. This is a good approximation in the case the mean
interparticle distance is much smaller than the characteristic distance RRyd, which is
fulfilled in our experimental conditions. To calculate the effective interaction we need
to impose the Rydberg blockade condition such that on average only one excitation
is present within the blockade radius, which implies
∫
fRn0(1−g2(r))d3r = 1. Based
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which allows us to introduce the mean field interaction in the single particle Hamil-
tonian as an energy shift.
This model has been already investigated in Rydberg atoms and shown to reproduce
the critical behavior related to the antiferromagnetic Ising model without including
any dissipation [156, 157, 158]. In our simulations we include the mean field
interaction in the full master equation (2.8) to model the open system dynamics. In
chapter 5 we will see that the mean field approximation is useful to describe some
regimes of our driven-dissipative system but fails for other parameter regions, that is
why we explore another approximation for the dynamics in the next section.
2.3.2 Rate equation simulations: classical treatment
An efficient way to compute the behavior of many-body systems is via numerical
rate equation (RE) simulations. The basic idea of the RE approach is to describe the
excitation dynamics in terms of stochastic jumps between classical configurations
approximated by single-particle transition probabilities. This approximation to
classical systems allows us to computationally include the effect of disordered
particles (e.g. atoms randomly distributed in a trap) or the influence of the potential
landscape (e.g. position dependent energy shifts in the presence of an optical dipole
trap). RE models enable efficient simulation of the steady-state and dynamics of
large systems comparable to those realized in experiments. RE is valid to simulate
quantum systems in the long term dynamics, where coherence is washed out due to
decay and dephasing in the system. That is why RE simulations have proven very
successful in reproducing the behavior of driven-dissipative Rydberg systems (in the
presence of dephasing) [159, 160, 161, 155, 162]. We will show in chapter 5 that
such simulations are appropriate to reproduce the experimental observations of a
strongly interacting driven-dissipative system.
The rate equation model is based on the full quantum master equation 2.8 at long
time scales (t) larger than the coherence time of the system (γ−1de ), such that the
coherence can be neglected and the treatment becomes classical. Starting from the
quantum master equation we can adiabatically eliminate the coherences for each
atom [159, 75, 163], i.e. set the temporal evolution of the off-diagonal terms to zero
( ˙ρij = 0 for i 6= j). This leads to the time evolution of the atoms described by single




(Γ + γde)2 + 4(∆− Vj)2 , Γ
j
g = Γjr + Γ (2.23)




k accounts for van der Waals interactions on atom j depending on
the instantaneous configuration of all other particles around. We approximate the
slow loss out of the two-level subspace by evolving the classical rate equations from
the fully excited state (blockaded) until the average fraction of Rydberg excitations
has converged to its asymptotic value. This classical rate equation can be solved
in an efficient way, including the temporal evolution, by means of Monte Carlo
simulations.
This model also allows us to include the effect of atomic motion which we found
necessary to introduce in the RE model to reproduce the observations of our ex-
periment (see chapter 5). Thermal atomic motion can play a significant role in
the dynamics especially in the facilitated excitation regime (for ∆ > 0) which can
be interpreted as the atoms passing through the facilitation shell and undergoing
a Landau-Zener transition [164, 165]. This can be incorporated in the RE model
by adding a second term to Γr in Eq. (2.23) accounting for the velocity dependent
Landau-Zener transition probability and the Maxwell-Boltzmann velocity distribution
as well as the finite lifetime of the Rydberg state (see appendix in [74]).
Another advantage of this model is that the local position of each atom at each
particular time can be simulated. This enables the inclusion of the atom density
distribution along the trap and also the spatial dependence of the light shift caused
by the trapping potential. As we will see in chapter 5, the scattering rate behavior of
the data cannot be reproduced by a homogeneous system simulation. Furthermore,
it may be surprising in general that the RE model can reproduce the system behavior
since it neglects any coherence. We attribute this to the fact that our experiments
focus on a relatively simple observable in the long time limit after which any
observable effects of coherent dynamics are effectively washed out. Nevertheless
striking characteristics of the driven-dissipative can be observed and simulated.
2.3.3 Towards a long-range interacting platform for
non-equilibrium studies
This chapter has covered the most important characteristics of Rydberg atoms,
including single body properties such as their high sensitivity to electric fields. We
additionally present the different emergent effects, such as Rydberg blockade and
facilitation, arising from the Rydberg-Rydberg interactions. Furthermore we have
introduced the concept of Rydberg dressing, as a detuned excitation where the
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ground state acquires the interaction properties of the Rydberg atom while keeping
the decay rate small. For this approach we defined two main requirements: a
high-power excitation laser to compensate for the small dipole coupling and low
laser noise to avoid extra dephasing in the system. Furthermore, we focused on
studying the two different Rydberg dressing schemes: one- or two-photon excitation.
Based on simulations of the two-body interaction and decay rates, we encountered
a favorable regime for the three-level system, where cooperative effects reduced
the decay rate while keeping the interaction large. Moving towards studies in the
many-body regime with long range interactions we have also presented two main
models used to describe the dynamics of a Rydberg system: mean field theory and
the rate equation model. These models will prove to be very useful to describe our
results in chapter 5
All characteristics from Rydberg atoms combined to offer a platform for studies of
many-body systems. In particular this system is well suited for studying physics
out of equilibrium given the inherent properties of the Rydberg atoms, i.e finite
lifetime, atom-light coupling and long-range interactions. Non-equilibrium phenom-
ena corresponds to the physical situations where the system is constantly in contact
with the environment such that it exchanges conserved quantities like energy or
particles. This coupling can be characterized as a macroscopic current that drives the
system out of the equilibrium state to a dynamical evolution [166]. Non-equilibrium
phenomena is usually classified in two general types depending on how the system
is coupled to the environment [167]: continuously driven out of equilibrium or
suddenly changed (quench) followed by the relaxation to an equilibrium state. The
Rydberg platform provides a testbed for both types of phenomena since the laser
coupling to Rydberg states can either be continuously on or switched suddenly
(quench). The following two chapters (3 and 4) will present the experimental
platform for realizing long-range interacting Rydberg atoms while chapter 5 shows a
direct application for the studies of non-equilibrium dynamics.
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3Experimental platform for
Rydberg dressed potassium
To perform precision measurements and study the dynamics of a quantum system, a
good control over the particles and advanced techniques for manipulation, excitation
and read-out are required. One of the main conditions is a well isolated system
from the environment, as it is necessary for example in the case of an atomic clock
to prevent frequency shifts caused by external factors. The second requirement
is the control of external degrees of freedom (such as the atoms kinetic energy)
and the internal electronic states of the atoms. The next condition is a precise and
versatile detection of the particles including the discrimination between atoms in
different internal states. This allows for a complete analysis of the system and its
dynamics. The final prerequisite is more specific to our system, namely that, the
Rydberg excitation laser system should be powerful, tunable and with low noise
as it is concluded from chapter 2. In this chapter we concentrate on the different
approaches we have used to fulfill all these requirements to create an ultracold
platform, except for the last one, which is further described in detail in the chapter
4.
This chapter covers a complete overview of the experimental platform regarding the
atom sample preparation in the ground states without any Rydberg excitation. The
first part covers a detailed description on the main components of the experiment
including the vacuum apparatus, the laser system for cooling and trapping and the
experimental program used for control, read out and analysis. In the second part
of this chapter the main ingredients for the preparation of the atomic sample are
described. This includes the control of external magnetic fields, the evaporative
cooling mechanism to reduce the atom sample temperature to hundreds of nK, the
radio-frequency control of the atom population in the hyperfine ground states and
the spin polarization technique used to prepare the sample in a single |F,mf 〉 state.
The result is a compact and controllable experimental platform which is the starting
point for the creation of Rydberg excited states and for the following studies on
non-equilibrium phenomena and coherence properties of the Rydberg ensemble.
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3.1 The ultracold atom system
Fig. 3.1.: Overview of the experimental apparatus. All the main parts in the experimental
setup are depicted in here. The atom source (left) is a potassium dispenser placed
inside a glass cell, where the optics around it constitute the 2D MOT (see zoom
in) which creates a atom beam cold in the transversal directions that is pushed
towards the main chamber (center in the figure). The atoms go through a
differential tube into the main chamber, where they are trapped and cooled
further. Inside the chamber a MCP Rydberg detector, a high resolution imaging
lens and a radio-frequency antenna are placed for state control and manipulation.
The high vacuum in the chamber is mainly maintained via the ion pump and the
sublimation pump (right to the main chamber). Image adapted from [168].
The starting point of most of the experiments performed within this thesis is an
ultracold atomic sample of potassium atoms trapped in a crossed optical dipole trap.
We achieved typical temperatures of ∼ 20µK, with peak densities of 2× 1010cm−3,
although much lower temperatures have been achieved with the apparatus (see
section section 3.2.3). In this part of the chapter, the experimental apparatus is
introduced and the techniques corresponding to the first stages of trapping and
cooling are presented.
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3.1.1 The vacuum apparatus
In order to fulfill the condition of good isolation from the environment we make use
of a mechanical, which is mainly based on a vacuum chamber1. This allows to obtain
quite low pressures of about 10−10 mbar, which is necessary to reduce collisions
between the trapped atoms and the background particles. Otherwise losses caused
by these collisions will dominate over the actual dynamics of the system and the
experiment would not be reliable as an ultracold atom platform.
In order to achieve and maintain the low pressure inside the vacuum chamber, a set
of vacuum pumps are needed (see figure 3.1). The first one is an 125 l/s ion pump2
which ionizes the gas inside the chamber and attract the ions towards the pump using
a high electrical potential. The second one corresponds to a titanium-sublimation
pump3 which by means of high current sublimates a titanium filament. The titanium
attaches to the internal walls of the chamber and since it is very reactive, any particle
that touches the wall will react with the titanium forming a solid component, thereby
reducing the pressure.
We combine the steel vacuum system with viewports to enable optical access of
the different laser beams required for cooling, trapping and Rydberg excitation.
The main chamber has ten main viewports (placed in the horizontal plane and the
vertical axis) plus some small ones. They are made of fused silica, vacuum sealed
and adequately coated depending on the laser wavelength and power planned to go
through. The great amount of viewports allows ample optical access, giving high
flexibility in the number of beams used in the experiment and their wavelength.
Inside the main chamber three additional elements have been included (see zoom
in, figure 3.1). A high resolution imaging lens4 designed for single site fluorescence
imaging (section 3.1.3). The lens has a focal length of 32 mm, numerical aperture
of 0.62 and a special coating 5 in order to avoid accumulation fo charges on the
lens surface which can affect any measurement due to the sensitivity of the Rydberg
atoms to electric fields (see chapter 2, section 2.1.2). The second element in the
main chamber is a radio frequency antenna, made out of a coil wrapped around
the inside-vacuum lens holder. The third component is a Rydberg detector made
of an electrode structure that enables the compensation of stray electric fields, the
generation of a homogeneous electric field and the creation of high electric fields
to ionize the Rydberg atoms and accelerate those ions. Additionally two deflection
1Kimball Physics. 8 Multi-Cf Spherical Square MCF800-SphSq-G2E4C4A16.
2Agilent technologies. VacIon Plus 150 Ion Pump StarCell
3Agilent technologies. TSP Cartridge Filament Source
4Asphericon A45-32 HPX
5ITO (Indium thin oxide) coating
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rings are used for controlling the trajectory of the ionized atoms towards the micro-
channel plate (MCP). All these elements combined contribute to a better control and
measurement of the atomic sample as explained in further detail in the following
sections.































































































Fig. 3.2.: Level scheme of potassium 39 and laser beam frequencies for the MOT. Two
main transitions in 39K: |4S1/2〉 → |4P1/2〉 and |4S1/2〉 → |4P3/2〉 (D1 and D2
transitions respectively) are depicted with their corresponding hyperfine splitting.
The blue arrows represent the cooling and repumping beam frequencies for the
D1 transition while the red arrows represent the same for the D2 transition. The
green arrows correspond to the two frequencies (for the D1 and D2) used for
locking the two lasers to the spectroscopy signal. Figure adapted from [169]
An important requirement for our ultracold platform is the control of the atoms in
terms of the external degrees of freedom, e.g. thermal motion and spatial confine-
ment. In our case we have chosen to work with potassium because it has stable
bosonic and fermionic isotopes, i.e. 39K, 40K and41K. This particular characteristic
allows for versatility, since in the quantum regime the dynamics will be governed
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either by bosonic or fermionic statistics, and furthermore, by including Rydberg
excitations a competition between the particular statistics of the ground state and the
long range interactions can lead to new states of quantum matter [48, 49, 50, 51].
Level scheme of potassium 39. Within this thesis only potassium 39 has been used,
nevertheless the experiment has been planned and executed with the capability of
trapping and cooling two isotopes (39K and 40K) [170]. Figure 3.2 shows the level
scheme for the valence electron in potassium 39, regarding the ground state (4S1/2)
and the first two excited states (4P1/2 and 4P3/2). The transition between the ground
state and the first excited state is usually referred as the D1 transition while for the
second excited state is the D2. In the experiment we have two different diode lasers
specialized to address each of the transitions, which allow some flexibility for better
cooling and trapping as explained in the following.
Laser system for simultaneous cooling and trapping. For the first trapping and
cooling stages we exploit the D1 and D2 transitions (see figure 3.2). In the ex-
periment two diode lasers6 at the corresponding wavelengths (767 nm and 770
nm) for both transitions are used. A couple of mW are passed through a heated
potassium vapour cell (temperature 60◦C) and by means of modulation transfer
spectroscopy (MTS) [171, 172] we obtain an error signal for locking the laser to
the |4s1/2, F = 2〉 → |4p3/2, F ′ = 3〉 transition of 39K [173]. This locking technique
has the advantage of suppressing open transitions and crossover resonances while
enhancing the cycling transitions, thus leading to a stronger and more robust error
signal [174]. The measured locked 767 nm laser linewidth is 120 ± 20 kHz. The
main light is fibered coupled and combined into the first amplification stage which
is based on a home built tapered amplifier [175] that can be seeded with either
one of the light beams. We allow for the amplification of one of the wavelengths
or the other via an electro-optical modulator which change the polarization of the
beams, which with a beam splitter can be selected. The current amplification is from
about 10 mW of seed light to 500 mW of amplified power. This light is again fiber
coupled (for beam pointing and spatial mode filtering) and redistributed into other
three amplification stages (TAs), namely for the 3D cooler, the 2D cooler and the
repumping branch (see fig. 3.3). Before the amplification stage each light beam
goes through an acousto-optical modulator (AOM) in a double pass configuration
in order to shift the light frequency such that each beam can address the required
transitions (see scheme in figure 3.3). After amplification and frequency shifting,
each beam goes into a fiber to the science chamber (figure 3.1). More precisely
the laser light for cooling and repumping is combined in a homebuilt module by
means of waveplates and beam splitter cubes as described in [170]. The combined
light is then coupled to fibers which are distributed along the three main axis in the
6Toptica. Tunable diode laser, DL pro
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experiment to cool and trap as explained in the next part. The versatility of this
setup includes the possibility for trapping potassium 40, even if the energy splitting
and atomic transitions are considerably different to potassium 39 [176]. The current
design allows for a readjustment of the frequencies by changing the diffraction order
of some of the AOMs in double pass configuration as presented in [170]. Based on
this compact, versatile and high power setup, we are able to cool and trap potassium,
as shown below.
Atomic source and magneto-optical trap. The experiment starts at the atomic
source, which is a dispenser 7 set in a glass cell (sketched in figure 3.1). This is
heated by a DC current of about 2 A, releasing potassium into the glass cell. The
atoms are first cooled within this glass cell via a two-dimensional magneto optical
trap (2D MOT) and then directed into the main chamber to be trapped in a 3D MOT.
Fig. 3.3.: A versatile and compact laser system for laser cooling and trapping. Upper
figure shows a picture of the condensed experimental setup with all the main
components (diode lasers, tapered amplifiers and acusto-optical modulators) for
cooling and trapping in the MOT. The lower figure is a simplified scheme of the
power amplification and beam distribution of the laser system.
The general principle of a MOT is to exploit velocity dependent absorption of photons
which by reemission reduce in average the kinetic energy of the atoms. Additionally
7Alvatec AS-3-K-100-F
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a magnetic gradient is combined with red-detuned circularly polarized light, to
spatially confine the atoms, where the ones propagating in the opposite direction
of the beam are more likely to go under a cooling transition. This generates a
net force pushing the atoms in average towards the center (in the direction of
the zero magnetic field). In order to trap and cool all atoms in the ground state
we make use of two different transitions: |4S1/2, F = 1〉 → |4P3/2, F = 2〉 and
|4S1/2, F = 2〉 → |4P3/2, F = 3〉, what we call the repump and cooling beams
respectively (see figure 3.2). This avoids the atoms to accumulate in one a hyperfine-
ground state that is not addressed via the lasers.
Inside the glass cell in the 2D-MOT the atoms are cooled down in the transversal
plane by eight retro-reflected beams, four in each direction (the designed was
implemented from [177]). This creates a relatively cold atom beam that is directed
through a differential pumping tube into the main experimental chamber. We make
use of an extra beam resonant with the cooling transition to push the atoms towards
the center of the main chamber (named pusher in figure 3.1). In the chamber
six counter propagating beams (combining cooling and repumping light in one
beam through the homebuilt module [170]) are used, two per axis. This combined
with a magnetic quadrupole field (created by a pair of coils in an anti-Helmholtz
configuration) allows us to trap and cool the atom cloud down to few mK.
Fig. 3.4.: Potassium 39 and potassium 40 in a MOT (a)Fluorescence image for 39K in the
compressed MOT. (b)Fluorescence image of 40K in a MOT, which has a natural
abundance of 0.01%.
With the aim of enhancing the atom loading into the dipole trap, a large spatial
overlap between the MOT and the dipole trap (introduced in the next section) is
required. However the MOT is originally large (∼ mm size) in order to trap as
much atoms as possible coming from the 2D MOT. Due to that we need to add
an intermediate step that reduces the spatial distribution of the atoms, such that
an efficient load into the dipole trap is possible. This step is referred to as the
compressed MOT where we ramp up the magnetic field gradient to make the spatial
confinement tighter and we also adapt the detuning of the cooler and repumper
beams since the energy levels of the atoms are further split due to the high magnetic
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field. Figure 3.4(a) shows a fluorescence image of the compressed MOT for 39K and
as a comparison in (b) the fluorescence for a normal MOT of 40K is presented. This
gives us a good spatial confinement for the overlap with the dipole trap, however
lower temperatures are also necessary since the dipole trap has a finite trap depth
∼ 1mK and atoms with such temperatures will easily leave the trap. That is why we
use an extra cooling technique, presented in the next section.
Gray molasses. The basic principle is based on blue-detuned driving transitions from
the ground states to excited states where at least one of the ground states (|F,mf 〉)
is dark, i.e. not coupled to the light. In order to achieve this, the two coupled
hyperfine states should have total angular momentum such that F ≤ F ′, where ′
indicates the excited state. Additionally the light field that drives the transitions
has to be circularly-polarized and counter propagating such that the bright states
(the ones addressed by the light field) experience an oscillating potential [178]. An
atom moving through this field will climb up the potential hill loosing kinetic energy
and increasing the probability of being excited, afterwards it will decay either to
the dark state or to one of the bright states to repeat again the process. This is in
principle the Sisyphus cooling mechanism [178] where by climbing up the potential
hill, the atom loses in average kinetic energy. The atoms could in principle quickly
accumulate in the dark state, however due to motional coupling they can go back
to a potential valley of a bright state close by in energy. This enables the atoms to
further undergo the Sisyphus cooling scheme.
For the specific case of 39K this technique has been developed in detail in [179, 180].
We use the D1 transition because of the larger hyperfine splitting (compared to D2)
which allows to resolve the addressed state better (see figure 3.2). Two different
light frequencies are then used to drive each hyperfine ground state with a blue
detuning. The involved transitions are: |F = 1,mf 〉 → |F ′ = 2,mf 〉 (repumper
light) and |F = 2,mf 〉 → |F ′ = 2,mf 〉 (cooler light), following the requirement:
F ≤ F ′. This cooling technique allows us to reduce the cloud temperature to tens of
µK, which is an excellent starting point to load the atoms into the optical dipole trap,
as we will see in the following.
3.1.3 Far detuned optical dipole trap
Basic principle of an optical dipole trap. Optical dipole traps (ODT) have become
a standard technique used in ultracold atoms [181]. This approach is based on the
interaction of the ground state atoms with a laser far detuned from any electronic
transition. One of the main advantage is the possibility of trapping atoms in different
states and even from different species at the same time. Furthermore, given that
the frequency is far-detuned from any resonance, the amount of scattered photons
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is reduced, resulting in a small heating and long lifetime of the atoms in the trap,
which then is only limited by the background collisions and other possible collisions
within the trap.
In the semi-classical approximation where the atom is considered a two-level system
and the light a classical radiation field, the atom experiences an oscillating dipole
moment in the presence of the laser field. This dipole in turn will interact with
the laser electric field creating and induced light potential U ∼ P × E, with P
the induced dipole moment which oscillates with the laser frequency and E the
laser electric field. P depends on the atom polarizability which can be estimated by
considering the atom as a classical damped harmonic oscillator [181]. This leads
to U ∼ I/∆ , with I the laser intensity and ∆ its detuning. This relation shows a
relevant characteristic of ODTs: for ∆ < 0, U is negative and therefore the atoms are
attracted towards the intensity maximum of the trapping laser, while in the opposite
case (∆ > 0) atoms are trapped at the minimum intensity. This characteristic allows
to manipulate the potential landscape by a combination of different laser traps. For
our experiment we only use red-detuned (∆ < 0) optical traps.
The ODT laser system and its atom loading. Given the relation of the trapping
potential with the laser intensity and the detuning, it is necessary to compensate
a large detuning (to reduce off-resonant scattering) with a high intensity laser. In
our experiment we make use of a Mephisto MOPA laser system , which consists of a
stable low-power single-frequency laser diode and four amplification stages, which
have a Nd:YAG crystal that works as a resonator with its end faces as mirrors. The
result is a maximum output power of 55 Wat a wavelength of 1064 nm.
We couple part of the dipole trap beam into a fiber and focus the output beam into
the atoms to a waist of 100 µm, afterwards the beam is reflected and focus again into
the atoms. This creates a shallow-angle crossed dipole trap with double the intensity
compared to only just one beam. This is the trap where we perform most of the
main experiments presented in the framework of this thesis, if not stated otherwise.
Figure 3.5 shows an absorption image of the atoms confined in the optical dipole
trap.
In order to load the atoms into this trap, we exploit the gray molasses cooling
technique such that we cool and load the atoms simultaneously. To optimize the
loading we scan the detuning of both cooler and repumper beams and compared
the atom cloud optical density after letting the atoms expand without the trap for 6
ms. Further characterization of the gray molasses in our system can be found in the
master thesis [168]. The final result is an atomic cloud with approximatively 105
atoms, an atom density up to 2× 105cm−3 and with typical temperatures of ∼ 20µK.
This is the starting point for the characterization of the Rydberg system and the
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Fig. 3.5.: Absorption image of potassium 39 in a tight optical dipole trap. Atom are
loaded from the compress MOT into the ODT while they are cooled via gray
molasses.
experimental realization of a Rydberg-dressed atomic clock.
Versatile trap design: Towards a quantum gas microscope. Besides the cross
dipole trap, the experiment has been designed such that other types of traps (i.e.
lattices and two-dimensional traps) can be created from the same optical dipole
trap laser system. The two-dimensional trap is made by a single light sheet in the
horizontal plane that strongly confines the atoms in the vertical direction. It is
built by taking part of the dipole trap light and shaping the beam with a 4f setup
of two spherical lenses and two cylindrical lenses (further details in [168]). The
lattice is created out of three interfering beams: two counter propagating (done by
retro-reflection of one beam) and a third one perpendicular to them in the horizontal
plane (the specific design can be found in [182]). All three beams create a pattern
of vertical tubes that can be confined in the vertical direction with the pancake trap,
to create a 3D trap.
Besides the versatility in the trapping geometry, we want to combine these traps to
create a confined lattice in the focal plane of the in-vacuum lens to perform single
atom fluorescence imaging, a technique also known as quantum gas microscopy [183,
184]. The basic principle of this technique is to resolve each atom trapped in a
single site via fluorescence imaging. However since a good signal to noise ratio
from a single atoms is required to gather enough fluorescence usually requires
long exposure times to the light (of the order of a second). That is why a cooling
technique is required while collecting the atoms fluorescence such that the atoms are
not heated and remain trapped. In our case, we plan to use gray molasses to keep
the atoms cooled down while taking the fluorescence image. As discussed in the
conclusion chapter 7, this capability opens new possibilities having a better spatial
control and high resolution detection.
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3.1.4 An adaptable program for experimental control and
analysis
Based on the experimental set up, it is clear that there is a big set of parameters
that required to be initialized and controlled during an experimental sequence.
Those parameters are related to different devices such the power of a laser beam
determined by the RF power that goes into the AOM. In order to achieve consistent
and reproducible experiments we require a program that can control all the devices
in the setup. Such a program would have the advantage of time saving due to
automation and also give the user an overview of the whole experiment and the
possible parameters that can be adjusted.
Given the complexity in our experiment this experimental control program has been
designed based upon four criteria:
• An independent structural program such that new devices can be easily im-
plemented, this is crucial since our experiment is growing and needs new
capabilities over time
• Flexibility to adjust the experimental sequence including all relevant param-
eters and also devices, which should be able to be deactivated, activated or
used in different parts of the sequence
• Automation of processes should be possible, for example repeat continuously
a sequence or scan a parameter with a different value in each sequence
• The acquired data from the measurement should be properly saved as well as
all the devices characteristics and parameters of the sequence such that the
exact configuration can be recovered anytime
In our case we base our program in a well-known programing language for ex-
perimental physics, Labview. This has the advantage of a higher level programing
structure, i.e. it does not required to program the low-level hardware commands.
Especially since most of the hardware use in ultracold atom experiments come with
labview programs to interface the device, such a hardware programming is not
necessary. The first version of this experimental control program was developed in
the group of prof. Matthias Weidemüller, within a master thesis project. Further
programming like the inclusion of new camera devices and utilities, new logic box
hardware and data saving facilities, have been done within this thesis.
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Labview program modular structure
Labview is an user oriented program based on a visual programming language. It
implements user interfaces directly into the developing code and is based mainly on
virtual instruments (VIs) which are subroutines with adjustable inputs and outputs.
The general design of our program is that it can be structured in sections that work
independently and can communicate with each other. This is very convenient for
our purposes since we can use one section for each type of device or task (what we
call module), and utilize a overall structure to manage those modules, for further
detail see appendix A.
Fig. 3.6.: The variable controller and run controller. The upper panel shows the interface
of the variable controller, where a list of all variables are shown. Depending of
the type of attribute (third column) the variable can have always the same value
(Default) during a scan or it can change every run. The lower panel shows the
run controller interface. It is mainly a list with the order in which the modules
have to be prepare and run.
The main program was designed with two sub parts (shown in fig. 3.6) for a better
control of the devices and tasks. The first one is the run controller which takes care of
triggering the execution of the modules and of the order in which they are prepared
and run, since not all the modules have to run in parallel. For example the image
analysis module should run after the images are acquired, i.e. after the camera
module is run. The second part is the variable controller, which manages the values
of all variables used in the experiment. This is particularly useful for scanning a
parameter in the experiment such as a laser frequency or a beam power. The variable
value can be changed every run either in a linear fashion, a logarithmic one or a
double ramp where the variable is scanned from the initial to the final value and
then backwards. Figure 3.6 shows an example of both controllers interfaces. The
36 Chapter 3 Experimental platform for Rydberg dressed potassium
variable controller has an additional functionality: multiple measurements, where
many scans of different variables can be set to run.
The main VI that loads and connects all the necessary elements for running the ex-
perimental control program is the "QD-Control.vi", the corresponding user interface
is depicted in figure 3.7. It includes the commands to start or stop a run, to load
a specific configuration (including all the parameters of the modules) and to save
the current sequence. Additionally below the start run button a list of all types of
run can be displayed to choose the run mode. This includes: a default run mode
where all variables are fixed to its default value, a controlled run mode where all the
variables selected as "linear", "logarithmic" or "tomo" are scanned within the given
range values (see variable controller in figure 3.6), and a multiple run mode, to do
many scans of different variables one after the other.
Fig. 3.7.: Main window of the experimental control program. The left column shows a
set of buttons to start, stop, load and save the experimental sequence. The right
panel contains the basic settings to determine the folder where the data has to be
saved.
The right panel in the main interface shown in figure 3.7 has a set of different tabs
that control or show all the relevant attributes in the program. The settings tab
include all the parameters to create and use the directory where the data has to be
saved. The data tab shows the data (name and type) that is common for all modules
like the fitted parameters from an absorption image. The modules tab is mainly the
interface for managing the modules, which includes a list of all the created modules,
their respective type, location within the user interface and whether it is activated
or not. Within this tab is possible to create new modules or delete the existing
ones. The user interfaces tab is used to create a lab interface in order to arrange all
modules and controllers in a window. The computers tab is a module to log and
control other computers with the same experimental program, one being the master
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computer and the rest the slaves. This can be used to trigger a parallel program that
can be focused only in one device or task, e.g. image analysis or oscilloscope read
out. The last tab log shows all the logging details of the specific computer.
For this program we have also implemented an extra dynamical component, which
consists of an active loading of the modules every time the program is launched.
This has the advantage that depending on the instruments and tasks required for the
experiment, it is possible to choose to load only certain modules. For example while
testing an specific device, it is not required to have all the devices connected or in
the case that a new setup is used where less modules are required this would avoid
the time consuming task of installing drivers for devices that are not used. The way
the program is dynamically loaded is by reading a simple text file with a list of the
modules that are to be used in the experiment.
Logic box: control for most of the devices. The logic box (LB) is a device based on
a field programmable gate array (FPGA) design for controlling and reading different
instruments. This LB was designed and created by the electronic workshop of the
physics institute at the university of Heidelberg. Within the design a Labview library
(the logic pool) has been developed with the basic VIs to control the Hardware,
facilitating the programing since all the low-level commands are embedded in the
library. Based on this we have created a module in the actor framework that can
control all the types of logic boxes created up to now.
The main components of the LB in our case are: digital input/output (DIO), digital-
analog converter (DAC) and analog-digital converter (ADC). The DIO generates a
binary output, i.e. transistor-transistor logic (TTL) signal with maximum voltage of
3.4 V. The DAC channels can generate voltage outputs within ranges (that can be
adjusted) for ± 5V and ± 10V. The ADC inputs are used for readout of voltages such
the signal from an oscilloscope or a photodiode. The applications of the logic box
vary from trigger signals to control of the output of some instruments. In our case we
used the logic box for many different purposes such the control of the acusto-optical
modulators (turning them on and off, change the frequency and diffraction power),
sending trigger signals like the one required for the cameras to know when to record
a picture, sending combined TTL signals to set the position of a translation stage or
read out the voltage value of a photodiode measuring the intensity of a beam.
Figure 3.8 shows the main interface used for controlling the logic boxes in the
experiment. The "define channels" button allows the user to define the settings
of the logic boxes. The user can choose which LB is the master, which sets the
trigger and clock signal for the other LBs. Additionally the user can name each
channel in the LBs and change settings like the voltage range of the DACs. Based
on the channel names, the user is able to manipulate the channel’s value and create
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sequences with different channels and timings as shown in figure 3.8. The program
allows the user to create as much sequences as needed (called sub-sequences) which
can be put together to create the main sequence (right panel in figure 3.8). The
sub-sequences can be turned on/off, repeated and shifted at will, which is very
useful for example when debugging a problem in the whole sequence, one could
turn off some subsequences and check is the result is the expected one with those
few subsequences on. In brief, the logic box module is the core of the experimental
sequence where most of the devices are set and controlled.
Fig. 3.8.: Logic box module interface. (Upper panel left) Main logic box window where a
subsequence can be created by including the different channels that must change,
their values and timings. (Upper panel right) List of all subsequences and the
order, they should be run, including a delay time in between and a number of
repetitions, if necessary. (Bottom panel) Main window to define the channels in
each logic box. In the upper part the logic box that are connected can be activated,
and one of them must be chosen as the master box. In the lower part, all types
of channels belonging to a specific logic box are listed, their names and some
attributes can be changed.
Within this thesis I have also modified and implemented different modules to ma-
nipulate the experimental machine. This included a flexible module for absorption
and fluorescence imaging with different cameras, an analysis module for the taken
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images and a set of modules for saving the raw images and the analyzed data. A
detailed explanation of the experimental control program and its most important
modules can be found in appendix A. With this program we are able to have re-
producible experiments, automatic data collection and the flexibility to adapt it for
future updates in the experiment.
3.2 Atomic sample preparation
Having shown the capabilities of the experimental setup to trap and cool the atoms
up to densities of ∼ 1010cm−3 and ∼ 20µK temperature, we still required a fine
control of the internal state of the atom (as one of the main conditions for a suitable
ultracold platform). In this section we present a set of techniques to achieve such
control of the atoms in the ground state via magnetic field manipulation, radio-
frequency excitation, atom cooling through evaporation and spin polarization of the
sample. Combining all of these techniques we can obtain a polarized sample with
temperatures of the order of 100 nK.
3.2.1 Magnetic field interaction with the ground state
The presence of an external magnetic field affects the energy levels of the atom due
to the interaction of the magnetic field with the magnetic moment of the atom, this
energy shift is known as the Zeeman effect. In the case of a relatively weak magnetic
field, the interaction Hamiltonian can be treated as a perturbation. In particular, for
states with quantum number J = 1/2 (i.e. L = 0, as in the ground state of 39K:
4S1/2), a good basis can be defined and the Hamiltonian can be solved analytically
leading to the Breit-Rabi formula , which in the case of a large hyperfine splitting
(462 MHz for 4S1/2 in 39K) can be approximated to:
∆E(B) = gFmfµBB, (3.1)
with gf the Landé factor, µB the Bohr magneton and F = J + I the good quantum
number representing the coupling of the electron total angular momentum (J)
and the nuclear spin (I). mf is the second good quantum number with mf =
{F, F −1, ..,−F +1,−F}. At zero magnetic field (∆E = 0) all states are degenerate,
and the degeneracy is lifted when an external magnetic field is applied.
We first exploit the Zeeman effect to null all residual magnetic fields in all directions.
The main idea is to use a set of compensation coils (placed around the main chamber)
to minimize the magnetic field. The procedure to do this is, we scan the magnetic
field in each direction independently and for each value we drive all the transitions
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from |F = 1,mf 〉 to |F = 2,m′f 〉 (This is done with the RF antenna, see next section).
Figure 3.9 shows a scan of the magnetic field in the z-direction and the frequency
position of all the ground state transitions (scan with the RF antenna, see section
section 3.2.2). We perform the same measurement in the other two directions and
extract the magnetic field required to compensate for the residual magnetic field.


























Fig. 3.9.: Magnetic field nulling. Resonance frequency of the ground state mf transitions
as a function of the applied magnetic field in the z-direction. By fitting the
resonance splitting, the applied voltage to minimize the magnetic field is found to
be 0.126 V.
Having set the external magnetic field to zero, we can now apply a small field in
one of the directions to define the quantization axis and resolve the mF states in
the ground state of potassium (4S1/2). This allow us to address all the different
mf separately. In particularly, we use this capability to create a sample with all
atoms prepared in one of the |F = 1,mf 〉 states, which is the starting point of two
important procedures in the experiment. The first one is evaporative cooling which
requires a particular state preparation in the state |F = 1,mf = −1〉 to enhance the
elastic collisions (see section 3.2.3). The second procedure concerns the Rydberg
dressed atomic clock detailed in chapter 6, where the sample needs to be polarized
in the mF = 0 state which is in first order insensitive to the magnetic field, as we
can see in figure 3.9.
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3.2.2 Ground state control
For the purpose of driving the hyperfine ground state transition in 39K (462 MHz
splitting, see figure 3.2), we included a RF antenna in our setup. This is made of
a coil wrapped around the inside-vacuum lens holder (shown in figure 3.1). The
antenna driving frequency is controlled via a DDS (Direct Digital Synthesis) AD9914
from Analog devices 8. This is a frequency synthesizer based on a reference clock
with a fixed frequency, whose signal is supplied by a 10 MHz Rubidium frequency
standard9, and is further multiply by 250 by the DDS to produce a clock speed of
2.5 GHz.
In order to control the DDS an Arduino microprocessor10 is used, which based on
parallel communication manipulates the DDS to send the right frequency. The whole
module is handled by the experimental control (see section above 3.1.4), with a
program created in Professor Jochim’s group, and further modified and implemented
in our structural main program described within this thesis. The module is designed
to change the driving frequency of the antenna to a single value, different values at
different times, or a ramp in order to sweep the frequency. Those settings are loaded
in the form of a list at the beginning of each sequence into the Arduino. During the
sequence a trigger signal is sent (through the logic box) every time the next setting
in the list needs to be activated. The Arduino receives the trigger and communicate
the new settings to the DDS.










Fig. 3.10.: Rabi oscillations between the |F = 1,mf = 0〉 and |F = 2,mf = 0〉 states.
Measurement of the atom population in the |F = 2,mf = 0〉 state as a function
of the pulse length of the RF field. The Rabi frequency is extracted from the fit
ΩRF /2pi = 3.2 KHz.
Rabi oscillations between the two hyperfine states. To characterize the control
over the ground states, we start with all atoms in |F = 1,mf 〉 and identify the
8https://www.analog.com/media/en/technical-documentation/data-sheets/ad9914.pdf
9FS725 from Stanford Research Systems
10Ref: Arduino due
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|F = 1,mf = 0〉 → |F = 2,mf = 0〉 transition (the one used for the Rydberg-dressed
interferometer in chapter 6), as shown in figure 3.9. We measure the population
oscillation between these two states by measuring the atoms in |F = 2,mf = 0〉 as a
function of the RF pulse length. Figure 3.10 shows the Rabi oscillation between the
two involved states, from where we can fit the RF Rabi frequency to ΩRF /2pi = 3.2
KHz and also determine the pulse length for driving pi and pi/2 transitions, for state
manipulation.
In order to determine the exact transition frequency of the hyperfine ground state
we perform a pi pulse (that on resonance should transfer all the atoms to the
|F = 2,mf = 0〉 state) for different frequencies around the transition. The result
is presented in figure 3.11, from this measurement we can determine the center
frequency by fitting a Sinc function, which is the Fourier transform of the squared pi
pulse we apply.










Fig. 3.11.: Frequency determination of the |F = 1,mf = 0〉 to |F = 2,mf = 0〉 transi-
tion. RF frequency scan where we measure the peak optical density as a function
of the RF frequency after a pi pulse is applied. The result presents a Sinc function
behavior due to the square RF pulse applied.
3.2.3 Evaporative cooling
Evaporative cooling is a well developed method in ultracold atoms to reduced the
kinetic energy of the atoms while keeping relatively high densities. Its principle is
based on the reduction of the trapping potential (either magnetic or optic) to allow
particles with higher kinetic energy to leave the trap. After the hot atoms leave and
due to thermalization through collisions the center kinetic energy (therefore the
temperature) of the atomic cloud is reduced.
One of the key features in evaporative cooling is thermalization, which occurs
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through elastic collisions (where there is not change of the internal states of the
particles involved), that redistribute the kinetic energy among the atoms. In order
to have an effective cooling, it is necessary to enhance those collisions, either by
increasing the atom density or by the well known Feshbach resonances [185].
A Feshbach resonance corresponds to the resonant coupling of a pair of colliding
atoms with a a molecular state which is close energetically. The scattering properties
of those atoms at typical ultracold temperatures can be describe in terms of lower
partial waves (s-wave scattering).
In the case of potassium 39 eight resonances have been experimentally mea-
sured [186] and some more predicted theoretically [176]). We infer from those
values that for magnetic fields B < 300, the Feshbach resonances are very narrow
for mf values of 0 and +1, which would require a magnetic field control below a
Gauss to adjust the collisional rate. On the other hand, the collisions between mf
states −1 are some tens of Gauss broad and therefore easier to manipulate and less
sensitive to magnetic field fluctuations, which is why we decide to prepare the atoms
in |4S1/2, F = 1,mf = −1〉.
Fig. 3.12.: Population transfer efficiency to the |F = 2,mf = −2〉 state. The atoms
number in F = 2 is measured as a function of the Rf sweep frequency for two
cases: with (orange) and without (blue) population transfer. In the polarized
sample case it is clear that only the transition |F = 2,mf = −2〉 → |F = 1,mf =
−1〉 is addressed. The sub-figure shows the population transfer scheme after
preparing the atoms in the |4S1/2, F = 1〉. A cooler and a repumper beam to the
D1 transition are used to transfer the atoms to the |F = 2,mf = −2〉.
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State preparation for evaporation. We start with all the atoms in the |4S1/2, F = 1〉
equally distributed over the mf states. This initial state can be easily achieved by
using only the cooling light of the D2 transition that will drive the atoms out of
the |F = 2,mf 〉 states until they all accumulate in |F = 1,mf 〉. Right after, the
repumper light for the D1 transition is turned on, as well as the cooling light which is
σ polarized. The second beam helps to accumulate all atoms in the |F = 2,mf = −2〉
state, as shown in the sub-figure 3.12. Finally we use a RF frequency sweep to
transfer the atoms from |F = 2,mf = −2〉 to |F = 1,mf = −1〉. This is possible by a
Landau-Zener transition through the avoiding crossings of the two states involved.
We characterize the state preparation efficiency by comparing the population transfer
from the |F = 2,mf 〉 states, the results are presented in figure 3.12. The atom
number in the F = 2 state is measured as a function of the RF sweep frequency,
if a transition from |F = 2,mf 〉 to |F = 1,m′f 〉 is resonant, some population will
be transfer to |F = 1,m′f 〉 and a deep in the measurement should be observed.
We clearly measure a distributions of atoms over all mf states without any state
preparation (blue data). Using this optical transfer technique (sketched in subfigure
3.12), we accumulate about 95% of the population in the |F = 2,mf = −2〉 state.
After polarizing the sample, we set the appropriate magnetic field to enhance
collisions, and proceed to cool the atoms. The evaporation is done in three steps,
reducing the ODT power in optimized time frame based on the atom temperature and
density. At the end of the evaporation sequence we obtain densities of ∼ 1012cm−3
in a trap depth of ∼ 50µK with temperatures down to 50nK temperature. This
achievement of evaporative cooling has been attained in the last upgrade of our
experimental setup and therefore was not used during the experiments shown in
chapter 5 and 6. Nevertheless reducing the thermal motion of atoms is key for future
experiments as it is discussed in the conclusion chapter 7.
3.2.4 Spin polarization
In order to perform the measurements related to the Rydberg-dressed atomic clock,
we require spin polarize the atoms such that all of them are trapped in the ground
state |0〉 = |4S1/2, F = 1,mF = 0〉. We have chosen this specific state to be
able to drive magnetically insensitive (see figure 3.9) Rabi pulses between the |0〉
state and the |1〉 = |4S1/2, F = 2,mF = 0〉, this assures at least in first order
that the transition frequency is not affected by magnetic field distributions. To
achieve spin polarization, we mainly combine the cooling and trapping beams in
the MOT (see section Figure 3.1.2) to distribute the atoms in one of the ground
states or to resonantly expelled them from the trap. We also use the ground state
manipulation through the RF antenna (section section 3.2.2) in order to drive specific
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mf transitions between the hyperfine ground states. The exact sequence we perform
for spin polarizing the sample is based on [187] and sketched in figure 3.13.
Fig. 3.13.: Spin polarization sequence. We start with all atoms distributed in the
|4S1/2, F = 1〉 state. An RF pulse is used to transfer the atoms from the |0〉
state to the |1〉 state. By means of the repumping beam we transfer the rest of
the population in F = 1 to F = 2 redistributing the atoms over all five mF states.
The atoms accumulated in the |1〉 state are afterwards transferred via a RF pi
pulse back to the |0〉. Up to here the sequence can be repeated to accumulate
more atoms in |0〉. After 3 repetitions a resonant pulse is applied to atoms in
the |4S1/2, F = 2〉 state to remove them, resulting in a pure sample with all the
atoms in the |0〉 state.
We start by keeping the cooling beam on for few milliseconds to assure that all
the atoms are pumped to the manifold of the |F = 1,mf 〉 state. A pi/2 RF pulse is
applied immediately after, which brings all the atoms in the state |0〉 to |1〉. This step
in principle should pump a third of the initial population in |F = 1,mf 〉 into the |1〉
state, assuming that the atoms are equally distributed over the manifold. As a third
step of the polarization process we transfer the remaining atoms in |F = 1,mf 〉 to
the |F = 2,mf 〉 state using the repump beam. Since we expect to redistribute the
amount of atoms equally over the mF states, the population in the |1〉 state should
increase. As a final step we apply a second pi/2 pulse to bring back the atoms from
|1〉 to |0〉. The sequence is repeated a couple of times to increase the accumulation of
atoms in the |0〉 state, in our case we iterate this sequence only 3 times , since we do
not measure a clearly improvement after the third repetition. After the iterations we
finally apply a resonant pulse, the imaging beam on resonance with the transition
|4P3/2, F = 3〉, to get rid of the remaining atoms in the |4S1/2, F = 2,mf 〉 states.
Spin polarization efficiency. We quantify the sample purity after the spin polariza-
tion technique is applied by performing spectroscopy on the |F = 1,mf 〉 → |F =
2,m′f 〉 transitions. Figure 3.14 shows the population distribution as a function of
the RF frequency , comparing before and after the sample is spin polarized (a) and
(b) respectively). In the case of no spin polarization, we identify all transitions
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|F = 1,mf 〉 → |F = 2,m′f 〉 with m′f = mf ,mf ± 1, with similar population distri-
bution over all the transitions. The measurement is performed only for frequencies
below the |0〉 → |1〉 transition but the results are mirrored for higher frequencies.
After having performed the spin polarization sequence the transitions that do not
involve the state |F = 1,mf = 0〉 are noticeably reduced, almost eliminated, as
shown in figure 3.14(b), where we expect the sample purity to be larger than 90%.
We additionally observe an approximatively 10% increase in the population trans-
ferred for |0〉 → |1〉 this corresponds to the accumulation of atoms in |0〉 through the
iterations in the spin polarization sequence. On the other hand we observe that the
second peak from right to left in figure 3.14(b) is reduced to almost a half, this is
because the contribution from the transition |F = 1,mf = −1〉 → |F = 2,mf = 0〉

























Fig. 3.14.: Spin polarization efficiency. Peak optical density as a function of the RF driving
frequency. (a) Population distribution of the different transitions before the spin
polarization technique is applied. (b) Population distribution of the different
transitions after spin polarizing the sample.
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3.2.5 Perspective for the ultracold atom platform
The new ultracold atom platform for potassium presented in this chapter is a compact
design that allows for manipulation of the atoms in terms of their ground state,
spatial confinement and temperature. This includes a well isolated vacuum apparatus
(pressure ∼ 10−10 mbar) and a versatile laser system to trap two different isotopes of
potassium (39K and 40K). We implemented the technique of gray molasses cooling and
with it achieved temperatures down to 20µK (far below the Doppler temperature),
making it possible to directly load an optical trap, where all the experiments for
this thesis take place. In a later experimental update we could go to even lower
temperatures ∼ 50 nK by means of evaporative cooling, which combined with the
flexibility in the trap geometry paves the way for future studies (see conclusion
chapter 7). Furthermore we proved to be able to control different internal degrees of
freedom of the particles, using a set of techniques, e.g. magnetic field nulling, radio-
frequency state transfer and optical pumping. Moreover, the automation through an
experimental control program combined with the good stability of the experimental
conditions allow for reproducible experiments and automatic data collection.
The construction of a highly controllable ultracold potassium experiment is the
building block for the experiments we want to perform with a Rydberg platform. The
second step is to be able to create and control Rydberg atoms, in the next chapter
a full description and characterization of the laser system for Rydberg excitation
is presented. These together will allow us to create a platform for studying non-
equilibrium phenomena based on the driven-dissipative behavior of the Rydberg
system.
48 Chapter 3 Experimental platform for Rydberg dressed potassium
4A versatile laser system for
Rydberg excitation
We have seen in chapter 2 the advantages of Rydberg dressing regarding longer
decay times that will allow to study the dynamics of the long-range interacting
system. In particular we studied the different strengths and weaknesses of one- and
two-photon Rydberg excitation, while the former avoids the decay and dephasing of
the intermediate state, the second scheme offers more tunability through a larger
parameter set and an optimized regime where the interaction is large while the decay
is kept low. Based on these results, we have built a versatile laser system, which is
able to address both excitation schemes. In this chapter we present the complete
laser setup, including its characterization regarding output power, tunability and
laser noise, and we also show related experiments with ultracold atoms to further
characterize the laser system. This chapter is partially based on the publication
"Versatile, high-power 460 nm laser system for Rydberg excitation of ultracold
potassium"[188].
The chapter starts by presenting the laser system that can be used for either single
or two-photon Rydberg excitation. We include a general introduction on the laser
system, the main components and how they work together to achieve high laser
standards. The system is characterized first for the two-photon excitation scheme,
including laser noise measurements, frequency stability and spectroscopy of highly
excited Rydberg atoms. In the last part of this chapter we present the characterization
of the single-photon excitation laser focused on the intensity and frequency noise,
and additional experiments performed with Rydberg atoms to measure directly the
atom-light interaction response. This laser system combined with the ultracold
potassium setup allow us to perform the studies on non-equilibrium phenomena
(see chapter 5) and on coherence properties of a Rydberg ensemble.
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4.1 A unique laser system for addressing ns, np
and nd Rydberg states
Fig. 4.1.: Main elements of the laser system used for Rydberg excitation. The funda-
mental frequency light is generated by a laser gain medium (Ti:Sa crystal or
dye jet) in a continuous wave ring-laser system, pumped by a solid-state laser
(pump). A small fraction of the produced light is picked off to stabilize the laser
frequency to an external reference cavity, while the main power is coupled to a
fiber and frequency-doubled by a SHG cavity. Figure adapted from [188]. For
further details see text.
As stated previously (see chapter 2) one of the main challenges in Rydberg dressing
is to get into a regime with sufficiently strong Rydberg-Rydberg interaction while
possible decoherence processes are minimized. In the specific case of two-photon
Rydberg excitation one of the main sources of decoherence is due to the coupling to a
short-lived intermediate state (in our case 4 P3/2). This can be overcome by detuning
the laser frequency far from the intermediate state, reducing its population and
therefore the decay from that state. However, this implies that high intensities for the
second step of the excitation are required in order to compensate the reduced dipole
transition coupling. On the other hand, one-photon Rydberg excitation avoids this
problem since none intermediate state is involved, and therefore the decoherence is
limited by other factors such the frequency and intensity noise of the laser system,
and the population decay from the Rydberg state, which can be reduced again by a
large detuning from resonance, requiring also a high-power excitation laser. Based
on these criteria, the ideal laser system not only requires high power, but also narrow
linewidth and intensity stability.
This section presents a detailed description of the laser system, which can be adapted
for both types of Rydberg excitation schemes. The complete system is composed
of four main elements (see figure4.1). A diode-pumped solid-state laser1 delivers
1Spectra-Physics Millenia eV
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up to 25 W of light at a wavelength of 532 nm. This laser acts as a incoherent
source to generate the fundamental light, therefore its linewidth is not relevant
and only power fluctuations can affect the system. The 532 nm laser serves as a
pump for either a Titanium-Sapphire (Ti:Sa) crystal or a dye jet in a continuous
wave ring-laser system2. A small fraction of the produced light is picked off to
stabilize the laser frequency to an external reference cavity. The output of the
laser is transferred via an optical fiber to another laser table where the frequency
doubling cavity and the ultracold atom apparatus is located. This enables additional
flexibility for positioning the experiment and we found it to be more efficient than
fiber coupling the frequency doubled light which is strongly affected by nonlinear
scattering processes in the fiber. To accommodate the high fundamental power we
use a single mode polarization maintaining photonic crystal fiber 3 with which we
achieve an overall fiber coupling efficiency of 50%. After the fiber, the light is coupled
into a commercial cavity containing a nonlinear second-harmonic-generation (SHG)
crystal. Depending on the wavelength of the seeding light (912 nm or 572 nm),
we use different frequency-doubling cavities with its corresponding tailored SHG
crystal.
4.1.1 Generation of the fundamental frequency light
To generate a laser beam with high power either at 456 nm or 286 nm, we start
by producing light at half the frequency and then with a SHG cavity we double the
frequency. This section concentrates on the laser system part that is designed to
generate the fundamental frequency light. Depending on the excitation scheme, we
use a Ti:Sa crystal or a dye jet to produce the fundamental light (912 nm or 572
nm respectively). The main components used for creating the fundamental light are
shown in figure 4.2, in order to change from one excitation scheme to the other, we
only need to change the gain medium and re-arrange a few components inside the
ring cavity.
The Sirah system: laser resonator and frequency selection components— In
order to amplify further the electromagnetic field generated by the pump laser and
the gain medium (Ti:Sa or Dye) a resonator which acts as a feedback loop is required.
The length of the resonator determines the electromagnetic wavelength that can
be propagated, requiring that the optical length coincides with a multiple of the
electromagnetic field wavelength. In practice, the Matisse resonator consists of six
mirrors, all of them coated to be highly reflective only within the desired wavelength
range, in order to reduce other possible frequencies enhanced by the resonator.
Additionally, some opto-mechanical elements are included within the resonator for
2Sirah Lasertechnik Matisse TX/DX
3NKT-photonics LMA-PM-15
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Fig. 4.2.: Schematics of the main laser system used for generating the fundamental
frequency light. The pump laser is focused into the gain medium to produce the
fundamental light which is enhanced inside a ring cavity. By means of different
frequency selective elements (birefringent filter, thin etalon, thick etalon and
tuning mirror) the frequency can be narrowed and tuned. Depending on the
required fundamental light the medium is changed, i.e. a Ti:Sa crystal is used
for 912 nm and a dye jet is required for 572 nm. Figure adapted from Sirah web
page: http://www.sirah.com/laser/cw-ring-lasers/matisse-dx.
frequency selection, narrowing and stabilization, which will be described bellow.
In general, an optical resonator have resonant modes at well defined frequencies,
with a separation between two adjacent modes of c/2d, with c the speed of light and
d the resonator length, this is known as the free spectral range (FSR). Furthermore,
if the bandwidth of the generated electromagnetic field by the gain medium is much
smaller than the FSR of the resonator, it is possible to have single frequency emission
by making the center frequency of the medium coincide with one of the modes of
the resonator.
In the case where the medium bandwidth is much larger than the FSR of the res-
onator, a huge number of modes would be involved, enhancing different frequencies
from the gain medium. This is the case for our resonator and the gain media used
(Ti:Sa and dye), due to the broad band gain it is mandatory to add other components
in the resonator to select and narrow the frequency. In this way, one can obtain a
single frequency mode laser which is tunable within the gain medium’s bandwidth.
The different frequency selective components in our system are: a birefringent filter,
a thin etalon and a thick etalon, which are explained in the following.
The birefringent filter works as the main broad range tunable element. It narrows
down the frequency range of laser modes from a few tens of THz down to several
hundreds of GHz. Its general working principle is based on birefringence, which is
a property of some crystals such that the refractive index varies depending on the
polarization of the incoming electromagnetic field. If a linear polarized component
propagates through a birefringent medium, the two polarization components will
present different refractive indexes. In this way the total polarization will change
while propagating through the medium, since there is a change in the relative phase
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between the two components. More specifically, this is used in birefringent filters
such that by setting the angle of the crystal a specific bandwidth can be transmitted
without losses while the rest will be reflected (lost) at the polarizing surfaces of the
filter or at other polarizers placed in the resonator. In order to get a well defined
bandwidth, it is usual to include more than one crystal with different widths. This
is the case of the birefringent filter used in this resonator, which is made of three
crystals where the thinnest is about 300µm thick and the ration between the crystals
is 1:3:15.
The next frequency selective component is the thin etalon. This is a Fabry Perot
etalon, a resonator, that will transmit only a specific wavelength range, depending on
the angle of the etalon with respect to the incident light. The allowed wavelengths
will correspond to λm = 2ndCosθ/m, with n the refractive index of the etalon, d its
thickness, θ the angle related to the incoming field and m an integer mode number.
In the Matisse system this is the filter used after the birefringent to further narrow
down the frequency spectrum to a few hundreds of MHz. In order to choose the
closest mode to the desired wavelength, the angle of the thin etalon is scanned via
its mount position which is motor controlled. A photodiode is set to record the
reflected intensity such that one can choose the intensity peak closest to the desired
wavelength. In order to keep the thin etalon at the correct angle (coinciding with
the chosen mode), the intensity reflected from one of the surfaces is monitored and
compared to the total laser intensity. Using a control loop the thin etalon is adjusted
to keep the ratio between the two intensities constant.
The last element used for frequency selection is called the piezo etalon or thick etalon,
which can narrow down the frequency to a few tens of MHz. This is another Fabry-
Perot resonator working like the one explained above. In this case the resonator
is made out of two prisms separated by an air gap. The corresponding resonator
mirrors are the parallel faces of each prism forming the air gap. In order to select
the wavelength the gap distance is changed by a piezo actuator which is attached
to one of the prisms. Furthermore, to get a stable frequency, the chosen mode is
locked by the piezo actuator which is slightly modulated such that the intensity
reflected from one of the prisms (modulated) can be used for locking. When the
distance modulation is center around the distance that enhances the transmission of
the mode, the observed intensity modulation is symmetric, otherwise it is not. Based
on this criteria the intensity is monitored and the gap distance is corrected in a feed
back loop. This locking scheme is also very useful to keep the right frequency mode
when scanning one of the resonator mirrors to get the exact required wavelength.
Frequency stabilization: Reference cavity and ultra-low expansion cavity—By
adjusting all frequency selection components one can choose the right transition
frequency for Rydberg excitation within a few MHz precision, this is done by a
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software that controls the electronics of the different components. However the
chosen frequency will quickly drift if the laser system is not stabilized, in our case
we use a reference cavity to lock the laser to a precise frequency. The Sirah setup
comes with such cavity (sketched in figure 4.3) that can be either locked internally
using a photodiode and a electro-optical modulator (EOM) controlled directly by
the computer program, or it can be locked by creating an error signal with external
electronics and then this signal can be fed into the laser control box. No matter the
locking scheme, we require additionally to lock the length of this cavity to another
reference, to avoid a long-term frequency drift of about 100 kHz per minute, as
shown later in this chapter (see section 4.2.3). To do this, we create an error signal
based on a different laser (in our case the 767 nm) and lock the cavity length to it,
using the piezo actuator placed between one of the cavity mirrors and the spacer.
Fig. 4.3.: Scheme of the reference cavity and optical system for frequency stabiliza-
tion. A small percentage of the input beam is picked off and modulated at 20
MHz by an EOM, creating frequency sidebands. The modulated light goes into
the reference cavity and the reflected intensity is measured by a photodiode
which, when mixed with the modulation signal, and then filtered, creates the
Pound-Drever-Hall error signal used for locking. An extra setup has been designed
to lock the cavity length via another stable laser (767 nm).
Since the error signal can be created externally and fed to the laser electronics for
the fast piezo to be locked, one can also use a different reference cavity. We also
explore this approach by using a ultra-low expansion cavity (ULE)4 which is made of
two mirrors specially coated for all the different wavelengths we use (912 nm, 767
nm and 572 nm). The cavity mirrors are separated by an ultra-low expansion glass-
spacer which is passively stabilized by keeping the cavity system at the temperature
which the thermal expansion coefficient is zero. In order to isolate the system from
4Stable Laser Systems ATF 6010-4
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the environment, the cavity is placed inside a vacuum housing with temperature
stabilization. A detailed characterization of the ULE cavity, including the finesse for
the different wavelengths, can be found in [189]. We compare both cavities to lock
the dye laser system (see section 4.3.1) but concluded that no matter how good
the finesse is for the ULE cavity the frequency narrowing is not better, and other
factors had probably a stronger influence in the laser frequency noise like the dye
temperature.
4.1.2 Frequency doubling: Second harmonic generation
Despite the popularity of solid state lasers, these cannot cover the entire spectrum
desired in experiments, from ultra-violet (UV) to infra-red (IR), therefore other
types of laser systems are used to cover the frequency spans that are not covered
by a typical diode system, specially when high-power is required. In our case we
make use of the second harmonic generation technique to double the fundamental
frequency in order to obtain the adequate laser light (either 456 nm or 286 nm).
This technology is based on a non-linear optic (NLO) crystal which can generate
light with double the frequency of the incoming system due to the non-linearity of
the crystal [190].
More specifically when monochromatic light propagates through the NLO crystal,
the electric field polarizes the medium, creating a wave of polarization density that
propagates along the light beam. With high enough intensity light higher order
terms in the polarization become relevant, in particular the second order will cause
an oscillation in the polarization density with double the electric field frequency.
In turn this oscillation with radiate in the form of an electric field with double the
frequency of the original incoming field.
In order to achieve efficient frequency conversion the radiated field should oscillate
in phase such that at the end face of the crystal constructive interference occur. This
can be achieved by using a birefringent crystal such that the propagation velocity
of the waves inside the medium can be adjusted to match, typically by adjusting
the crystal temperature or the angle between the laser light and the crystal axis.
Furthermore the conversion efficiency can be enhanced by placing the NLO crystal
inside a resonator which boosts the fundamental laser intensity, generating higher
power at double the frequency.
The SHG setup for one- and two-photon excitation—Since the wavelength re-
quired for one- or two-photon excitation is very different, we need two separate
SHG systems. To generate 456 nm light we use a SHG cavity from Toptica5 based on
5Toptica SHG pro
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a NLO crystal inside a bow-tie resonator, where its length is stabilized with respect
to the fundamental laser frequency and phase matching can be adjusted by tuning
the crystal temperature. The fundamental light is coupled to the SHG cavity via a
photonic crystal fiber6 which facilitates the beam mode matching with the resonator.






















Fig. 4.4.: Performance of the frequency doubling by the second harmonic generation
(SHG) for the two-photon excitation. The top panel shows the output power
after frequency doubling as a function of the fundamental power at a wavelength
of 456 nm (912 nm in the fundamental). The maximum power obtained is 1.5 W
for an input power of 2.5 W at 912 nm. The bottom panel shows the doubling
efficiency as a function of the fundamental power, showing the non-linearity of
the crystal efficiency up to saturation about 60%. The solid lines correspond to a
model for the second harmonic generation, see details in the text. Figure adapted
from [188].
We have characterized the frequency doubling efficiency of this SHG as a function
of the fundamental power (Fig. 4.4). The maximum output power has a quadratic
dependence on the fundamental power below approximately 1 W which crosses
over to linear scaling at high powers (see top panel in figure 4.4). The crossover
coincides with a saturation of the SHG conversion efficiency at around 60% (bottom
panel in figure 4.4) resulting in a maximum output power of 1.5 W blue light (for
2.5 W fundamental). In comparable experiments without the photonic crystal fiber
we achieved a maximum of 3 W blue light (5 W fundamental), however the fiber
coupling efficiency for 456 nm light is much less than 50%, resulting in overall
less intensity available. The total output power is substantially more than routinely
operated amplified semiconductor diode-based systems [191, 192], which is what
we require for Rydberg dressing. We found, we can model the SHG performance by
including the power absorbed to generate the second harmonic light as an additional
6NKT Photonics LMA-PM-15
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loss term in the equations describing the electromagnetic field propagation inside
a Fabry-Perot cavity (following Ref. [193]) confirming that we reach close to the
optimal operating conditions.
To produce 286 nm light we use a different frequency doubling system: the wave-
train7 which is based on a BBO (Barium borate) crystal placed inside a triangle-shape
ring resonator. The length of the cavity is locked to the incoming fundamental light,
including the electronics that allow to automatically re-lock the laser. The crystal is
placed on a base that can be rotated manually to adjust the phase matching angle.
This crystal is able to generate light over more than 50 nm, making the fundamental
light tunability the main restriction for the produced laser frequency.
4.2 Characterization of the two-photon excitation
system
In this section we concentrate on the blue laser system (456 nm) used as the second
step in the two-photon Rydberg excitation. We characterize the laser tunability,
output power, frequency stabilization including frequency noise at short and long
time scales, and intensity noise. Additionally we exploit the ultracold atom system
to further characterize the stability and tunability of the laser system and Rydberg
excitation. Coincidentally, the upper transition (456 nm) in the two-photon excitation
scheme corresponds also to the wavelength range used for laser cooling of strontium
at 461 nm [194], making this laser useful for applications beyond Rydberg physics,
like optical frequency metrology [195, 91] and quantum sensors [196].
4.2.1 Tunability and power
We start by studying the tunability and total output power of the laser system, which
is very important for a flexible experimental setup that covers all Rydberg states
from n =19 to ionization (between 455 nm and 480 nm). Additionally, the laser
power is particularly relevant for Rydberg dressing since the frequency needs to be
detuned from resonance to create a weak superposition between the ground and the
Rydberg state, and high power has to compensate the small dipole matrix element
between the intermediate state and the Rydberg.
We investigate the wavelength tuning range which by varying the Ti:Sa wavelength
and adjusting the SHG cavity and the crystal temperature to maximize the output
power. Figure 4.5 shows the output power and optimal crystal temperature for phase
7Sirah Wavetrain
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Fig. 4.5.: Wavelength tuning range of the frequency doubled laser spanning from 455
– 463 nm with a nominal output power ≈ 1.5 W (upper panel). For each operating
wavelength the optimal crystal temperature for phase matching must be found
(lower panel). The inset shows the typical crystal temperature dependence of the
output power for a second harmonic wavelength of 460.4 nm. Figure adapted
from [188].
matching measured over the wavelength range 455 - 463 nm. A typical measurement
of the output power as a function of temperature for a wavelength of 460.4 nm is
shown in the inset. The noticeable asymmetry can be explained as a consequence
of crystal heating due to extra absorption away from the optimal phase matching
condition. As the wavelength is reduced, higher crystal temperatures are required.
We measured up to 85 ◦C (maximum temperature tolerated), which corresponds to a
minimum wavelength of 455.2 nm. Additionally, we confirm that an output power of
≈ 1.5 W can be achieved over a big range of wavelengths (Fig. 4.5a), above 463 nm
the power starts decreasing. This setup has been used for more than one year with
no sign of degradation and only requires minor adjustments from day-to-day when
working with a fixed wavelength.
4.2.2 Linewidth and intensity noise
Besides the dephasing caused by the finite lifetime of the Rydberg atoms in the
system, the dressing laser can also have a strong influence on the atomic system
dephasing. In particular, frequency noise, random fluctuations of the instantaneous
frequency, will affect the coherence of the dressing. Additionally, intensity noise has
also a strong effect on the dressing since any fluctuation in the laser power changes
the Rabi coupling frequency and therefore the Rydberg admixture β. This section
focuses on the characterization of both types of noise for the 456 nm laser system.
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Fig. 4.6.: Linewidth measurement of the fundamental and frequency doubled laser
light. The upper panel shows a measurement of the 912 nm laser linewidth
as a function of time, with 63 ± 5 kHz linewidth. The bottom panel presents a
similar measurement for the frequency doubled light (456 nm), the linewidth:
115± 9 kHz.
We start by analyzing the laser frequency short term fluctuations. The 912 nm laser
system is locked to the Sirah reference cavity while the frequency doubling cavity
is locked to a Pound-Drever Hall signal generated in the cavity with the 912 nm
light. For these linewidth measurements we use an optical spectrum analyzer 8
which can resolve frequency fluctuations as small as 20 kHz. This analyzer uses a
lock-release-measure technique, which converts laser frequency noise into intensity
noise by measuring the laser transmission close to the side of a fringe of a Fabry Perot
resonance. More precisely the optical cavity of the analyzer record the transmission
peaks of the laser light and locks the cavity to one of the sides of a peak, therefore
with a release-relock measure a change in the intensity peak can be translated into a
fluctuation in frequency.
8Sirah Lasertechnik, EagleEye Optical Spectrum Analyzer (OSA)
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Figure 4.6 shows a linewidth measurement over time for the fundamental and the
frequency doubled laser light. The root-mean-square frequency noise of the blue light
is 115± 9 kHz, measured within a time window of 7µs. The uncertainty is estimated
from the root-mean-square deviation of several independent measurements taken
over one hour. This is consistent with the Ti:Sa laser noise for which we measure
a linewidth of 63± 5 kHz (upper panel fig. 4.6). We conclude that the whole laser
system may be made spectrally narrower by locking the Ti:Sa to a reference cavity
with a higher finesse.




















Fig. 4.7.: Relative frequency noise of the 456 nm light within the bandwidth from 75
Hz to 5MHz. The upper curve (green) corresponds to the laser intensity noise
while the lower curve (purple) is the intrinsic noise of the photodiode, measured
without any incident light. Figure adapted from [188].
In addition to laser frequency noise, it is important to minimize intensity noise which
may cause spectral broadening or heating of the atoms due to AC Stark shifts during
Rydberg excitation. Using a photo-diode and a spectrum analyzer we measure the
relative intensity noise which is shown in Fig. 4.7 (green line). The background
noise level is measured without any light incident on the photodiode (purple line).
The spectrum exhibits an overall 1/f dependence with additional narrow resonances
corresponding to different noise sources. For example, we determined that the
two main peaks at 1 kHz and 2 kHz originate from the modulation of the fast
piezoactuator used to lock the Etalon within the Ti:Sa cavity which could not be
further reduced without impacting the frequency stability. Integrating the spectrum
over the bandwidth range from 75 Hz to 5 MHz yields a root-mean-square noise level
of less than 0.1 percent.
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4.2.3 Long-term frequency stability characterization with
ultracold 39K
While the reference cavity provides good short term stability, we notice a typical
drift of several MHz/hour under typical laboratory conditions. This is largely due
to external temperature fluctuations as well as drifts associated with the piezo-
controlled mirror used for frequency scanning. To compensate this we chose to
actively stabilize the length of the cavity to an absolute frequency reference. For this
we use the stable 767 nm laser light with linewidth 120 ± 20 kHz (see section 3),
from which we pick off a few milliwatts which is then passed through a double-pass
acousto-optical frequency shifter (Brimrose TEF-600-400) and an electro-optical
modulator, driven with frequencies of approx 800 MHz and 6 MHz respectively, to
generate carrier and sideband components. The radio-frequency signal applied to
the frequency shifter is generated by a direct digital synthesizer (DDS) (Analog
Devices AD9914) which can be tuned over a wide range. This light is then coupled
into the reference cavity to generate an error signal using the Pound-Drever-Hall
technique with a feedback bandwidth of approximately 10 Hz. The measured tuning
range of the whole system (including the frequency shifter diffraction efficiency)
is 700 MHz which is close to the free spectral range of the reference cavity. In a
related experiment we have achieved an even wider tuning range and lower power
requirements with a different technique using a fiber based EOM9.






























Fig. 4.8.: Frequency drift of the 456 nm laser with and without cavity locking. An
electromagnetically induced transparency (EIT) resonance for the 35s1/2 state
of ultracold potassium provides a reference for monitoring the laser frequency
stability over 80 minutes. (a) EIT spectra taken with the reference cavity locked
to the 767 nm laser. (b) EIT spectra without drift compensation. (c) Level scheme
of the two-photon transition under EIT conditions. Figure adapted from [188].
In order to test the long-term frequency stability of the laser we make use of the
electromagnetic induced transparency phenomenon explained in chapter 2, section
2.1.3. The ensemble of atoms released from the optical dipole trap are illuminated
by two laser fields: the 456 nm laser (coupling field) close to the 4p3/2 → 35s1/2
transition and the probe field (767 nm) addressing the 4s1/2 → 4p3/2 transition. The
coupling field is kept at a fixed frequency while the 767 nm laser is scanned and the
9Jenoptik, phase modulator
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atoms remaining in the ground state are measured. On two-photon resonance we
expect the appearance of a narrow transmission feature which indicates the presence
of a long-lived dark state in the system, if the 456 nm drifts in frequency also the
narrow transition shifts in frequency.
Figure 4.8a shows a series of scans of the atomic ensemble absorption profile taken
over a time period of approximately 80 minutes. The recorded spectra have the
characteristic EIT lineshape, exhibiting a clear EIT transmission peak on resonance
with a subnatural width (for the probe transition) of approximately 4 MHz ( limited
by the upper transition Rabi frequency), and with an EIT contrast larger than
80%. This high contrast confirms relatively good coherence of the laser excitation.
The high degree of reproducibility of the spectrum over the long measurement
time confirms that drifts of the experiment are well controlled. Over 80 minutes
the standard deviation of the center position of the EIT feature is . 42 kHz. For
comparison we show a second measurement performed with the drift compensation
of the reference cavity switched off (Fig. 4.8b). We observe a systematic drift of
the position of the EIT resonance as a function of time with a frequency excursion
of approximately 6 MHz. The characteristic time scale of the frequency drift is
compatible with independent measurements of the temperature fluctuations in the
laboratory of the order of 0.5◦C.
4.2.4 Two-photon Rydberg spectroscopy
We further explore the laser tunability and addressability of different Rydberg states
using the atomic cloud. We start by adjusting the laser to a higher frequency, such
that we can excite higher n Rydberg states, close to the 77s transition, which are
closer in energy, since ∆E ∝ n−3 (see Table 2.1 in section 2). In the experiment
we test the wavelength tunability by recording Rydberg excitation spectra in the
MOT for a series of principal quantum numbers, by scanning the piezo etalon of
the 912 nm laser system without locking it to the reference cavity (i.e. free running
mode).
In this case the first excitation step (4S1/2 → 4P3/2 transition) is made by the MOT
cooling laser which has a fixed detuning, while the blue laser is focused to a waist of
approximately 30µm in the central region of the compressed MOT and has a peak
intensity of 100 kW/cm2. When the laser is tuned to resonance with a particular
Rydberg level we observe a sudden drop in the MOT fluorescence. Therefore, we
perform a spectroscopy measurement in which we pulse on the 456 nm laser for
a duration of 20 ms before recording the remaining MOT fluorescence level on a
CCD camera (exposure time of 2 ms). This sequence is repeated while scanning the
frequency of the blue laser. Fig. 4.9 shows the fluorescence as a function of the
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Fig. 4.9.: Rydberg loss spectrum of ultracold 39K atoms in a magneto-optical trap. We
identify allowed transitions of ns and nd states (from n = 77 to n = 85) plus
resonances corresponding to np-states and the hydrogenic manifold l > 2 which
are present due to a residual electric field. The vertical orange and gray lines
are the energy position calculated from the quantum defects in ref. [123]. The
spectrum is plotted around a frequency that corresponds to a wavelength of
455.6 nm for the second photon in the excitation. Figure adapted from [188].
scanned frequency where every point in the measurement represents a freshly loaded
MOT exposed to the excitation laser. The data set consists of 4900 independent
frequencies spanning approximately 80 GHz taken over a 3 hour period, which spans
the range from the 77d to the 85s Rydberg states. The full scan exceeds that of the
piezo control etalon alone, therefore we record the spectrum in three segments and
stitch them together by post-calibrating the frequency axis of the spectrum with the
known positions of the ns-states (vertical orange lines) and a precision wavemeter.
We observe a repeated loss spectrum consisting of a series of narrow and broad loss
features, some of which correspond to the expected positions of the dipole-allowed
ns and nd states (using quantum defects taken from ref. [123]). A zoom-in of the
spectrum is shown in Fig. 4.10. Either side of the main resonances we observe
narrow features with a minimum spectral width comparable to the size of the steps
of ≈ 16 MHz. These sidebands can be explained by the cooler and repumper laser
fields which are present in the MOT phase leading to additional resonances with the
expected frequency separation of 462 MHz. The spectrum also contains additional
broad resonances which coincide closely with the expected positions of np-states
and the hydrogenic manifold l > 2. We conclude that these otherwise forbidden
transitions are visible in our experiment due to a small residual electric field in the
vacuum chamber which mixes states with different parity. This is confirmed by a
calculation of the Rydberg energy spectrum assuming an electric field of 125 mV/cm
(vertical grey bands) which is consistent with the observed width of the resonances
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we attribute to the hydrogenic manifolds. However we note that the l > 2 feature
is systematically shifted from the theoretical expectation, most likely due to the
l-dependent mixing of dipole-allowed states.
Fig. 4.10.: Zoom in of a group of s-,p-,d- and l > 2-states. The laser system can not only
excite the dipole-allowed ns and nd states, but also np and l > 2 states due to a
small electric field in the experiment. The extra narrow peaks around the broad
transitions correspond to the detuned frequencies from the cooler and repumper
laser from the MOT. Figure adapted from [188].
The spectral widths of ns, np and nd features are much broader than can be explained
by the presence of the small electric field alone and they have a characteristic
asymmetric shape (e.g., in fig 4.10 the resonances at 658 007 GHz and 658 015 GHz).
We understand this as a consequence of the formation of a positively charged
ultracold plasma, after the initial Rydberg excitation, associated with the continuous
laser coupling on the millisecond timescale [197, 198]. Furthermore, the asymmetry
and different degrees of broadening of the resonances can be explained by the
DC polarizabilities of the ns, np and nd states which are all negative, while the
polarizability of the nd states is approximately five times larger than for the ns or
np states. We point out that the combination of a small electric field and the highly
nonlinear loss mechanism provides a novel way to identify and measure Rydberg
energy spectra for a wide range of principal quantum numbers and orbital angular
momenta with a single laser system.
In this section, we have presented the characterization of a versatile frequency
doubled laser system operating at wavelengths around 456 nm. Its key features are
very high output power, wide wavelength tuning range, narrow linewidth and low
intensity and frequency noise. Using this laser we have demonstrated two photon
laser excitation of ultracold potassium atoms under electromagnetically induced
transparency and in conditions leading to the formation of an ultracold plasma.
Furthermore we have used this laser system to reveal the influence of many-body
64 Chapter 4 A versatile laser system for Rydberg excitation
correlations in driven-dissipative gases of Rydberg atoms [74] (see chapter 5). With
straightforward modifications (e.g., different nonlinear crystals) this laser system
can also be applied to different wavelength ranges suitable for a wide variety of
atomic species, or other excitation schemes as presented in the next section.
4.3 One-photon excitation system
In this section we explore the different characteristics of the laser system designed
to excite Rydberg atoms with a single photon, the wavelength for which is around
286 nm for potassium. For this purpose we have to change the Ti:Sa setup for a dye
system, removing the crystal and including a dye jet nozzle plus the realignment
of some optical parts (a beam shifter have to be included to adjust the new path
inside the ring cavity). Using the same laser ring elements we are able to generate
up to 4 W of 572 nm light and by means of the SHG Sirah system (introduced in
section 4.1.2) we can get to the desired wavelength (286 nm) with a maximum
output power of 300 mW.
Given that the excitation scheme does not involve any intermediate state, frequency
and intensity noise are in this case one of the main dephasing mechanisms for Ryd-
berg dressing. We therefore perform a thorough characterization of the mentioned
noise and additionally use the atomic system for further studies of the experimental
environment and its influence.
4.3.1 Frequency lock approaches and noise measurements
Since frequency stability can be one of the major noise sources in the one-photon
excitation scheme, we concentrate a lot of effort on the locking scheme applied
to the fundamental laser light (572 nm). In particular lasers based on dyes are
not very stable since the fluid requires a constant pressure and temperature to
reduce fluctuations in the medium that can generate noise. In general we lock the
fundamental laser light to a reference cavity while the SHG cavity is locked separately
creating an error signal based on the input light and its own cavity. As explained
before, we can either use the reference cavity that belongs to the Sirah system or
lock the fundamental light directly to an ultra-low expansion (ULE) cavity.
The first approach we pursue is to lock the fundamental laser light to the external
ULE cavity (see section 4.1.1). We pick off a small percentage of the fundamental
light into a fiber-EOM 10 whose output goes into the ultra-stable cavity. The fiber-
10Jenoptik, phase modulator PM594
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EOM is used to create and control the error signal, via its modulation with two
different frequencies. The first one (20 MHz) is fixed and used to create a Pound-
Drever Hall signal to lock the light to the cavity. The second frequency modulation
(from a DDS board) is performed in a range between 100-700 MHz to tune the laser
frequency by slightly changing the sideband frequency where the laser is locked
to. We make use of homebuilt electronics to create the error signal and feed it to
the laser control electronics. Figure 4.11 shows the typical error signal and the
linewidth measurements over 3.5 minutes, using the same spectrum analyzer and
technique presented in section 4.2.2. The observed decrement of the linewidth is
due to laser power drift during the measurement. Neverthelees we can measure a
mean linewidth of 160 kHz.
(a) (b)






























Fig. 4.11.: Linewidth measurement of the 572 nm laser. (a)Error signal used to lock the
laser.(b)The fundamental light is locked to the ULE cavity. Using a spectrum
analyzer we measure a laser linewidth of 160 kHz over 210 measurements and
a time span of 3.5 minutes.
The second locking approach is the same used for the 912 nm laser system, i.e. using
the reference cavity of the Sirah system. We lock the laser to the cavity, while the
cavity length is locked to the 767 nm laser which is narrowed by the ULE cavity. To
lock and tune the frequency we make use again of a fiber EOM modulated with
two frequencies to create sidebands in the 767 nm laser light similar to the previous
locking scheme. By slightly changing the broadband modulation frequency, the cavity
length changes and the fundamental laser follows by also changing its frequency.
The measured linewidth with this locking approach is similar to the other technique
∼180 kHz.
4.3.2 Intensity noise
Continuous wave dye lasers require a high speed flux of the gain medium such
that the organic molecules of the dye move away from the pump laser after having
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fluoresced. Our laser system has a large reservoir from where the dye is pumped
through a nozzle at high speed, which requires constant pumping pressure. Any
fluctuation in the pump changes the dye flux and therefore the fluorescence efficiency,
causing power fluctuations. Additionally the viscosity of the gain medium can also
play an important role in the intensity noise, since the laser efficiency depends upon
the amount of molecules that are excited and immediately fluoresce. This is why
the temperature of the dye needs to be kept constant at relatively low temperature
(∼ 16◦C) controlled by the cooling system in the dye reservoir. In this section we
study the intensity fluctuations.












Fig. 4.12.: Laser power histogram of the 286 nm laser system. We read out the laser
power with a photodiode over two hours while performing experiments on the
cold atoms. The mean measured power is 67.5 mW, with a standard deviation
of 0.9 mW.
Figure 4.12 shows a histogram of the laser power taken over 2 hours. A photodiode
was installed at the end of the beam path to log the UV power, previously calibrating
the photodiode readout voltage with the measured UV power. Using an ADC channel
from the logic box we can log the data through our experimental control. We
measure a mean power of 67.5 mW with a standard deviation of 0.9 mW. A possible
way to reduce the power variation and reduction with time, is by using a feedback
loop. One could set a target power lower that the maximum and with a photodiode
feed the data to the experimental control which adjusts the power through the
corresponding AOM. For short term fluctuations an analog feed back version is
required.
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4.3.3 Laser and experimental setup characterization with the
atomic sample
All the results presented up until here correspond to the one-photon excitation laser
characteristics without interacting with the atomic ensemble, we further charac-
terize the laser system by directly measuring the atomic response. It is crucial to
perform such studies in order to properly identify the main constraints in the whole
system, regarding, for example decoherence. In the next section some spectroscopy
characterization is done in the optical dipole trap, to extract the broadening of
the transition. There are however other methodologies to characterize a Rydberg
enhanced ensemble as shown in chapter 6, where a Rydberg-dressed interferometer
proves to be an ideal tool to understand the behavior and mechanisms that cause
dephasing and population decay.
Spectroscopy—This part focuses on the first results studying the atom-light interac-
tion between the one-photon excitation laser and the atomic ensemble of potassium
atoms. By tuning the laser frequency we can drive the transition |4S1/2, F = 1,mf =
0〉 → |39P3/2〉, where we have previously prepared the atomic sample in a spin
polarized ground state (see section 3). After preparing the sample in the ODT the
excitation laser is turn on for 20 µs and an absorption image is taken directly after.
Figure 4.13 shows the peak optical density of the absorption image as a function of
the laser detuning around the transition resonance. When the atoms are excited to
the Rydberg state, they can decay to other states or ionized and lost, therefore they
are not measured by the imaging system, translated into a reduction of the peak OD.










Fig. 4.13.: One-photon Rydberg spectroscopy. Atom loss as a function of UV laser detun-
ing. We measure a broadening of 1.7 MHz and a maximum loss rate of 50 kHz
on resonance.
Based on the spectrum we measure a spectral linewidth of 1.7 MHz and infer also a
maximum loss rate of 50 kHz on resonance. The linewidth measurements presented
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before show that the main broadening observe in the spectrum does not come from
the laser frequency noise. Possible sources are the atomic thermal distribution,
Doppler broadening, the optical dipole trap light shifts and the laser noise, however
it is difficult to figure out which effect is dominant in our system. In chapter 6 a
detail study on the coherent properties is performed, based on a Rydberg-dressed
interferometer, which helps to find out the main decoherence source.
Electric field nulling with Rydberg atoms—Given that Rydberg atoms are very
sensitive to small electric fields (see section 2), we exploit this characteristic to
analyze the residual electric field close to the atomic cloud. As we have observed in
the spectroscopy of high-n Rydberg states (see section 4.2.4), the presence of a small
electric field can strongly affect the excitation, mixing states with different parities
that allow to excite transitions otherwise forbidden.
Fig. 4.14.: Spectroscopy of a Rydberg atom in an electric field. Population loss due to
the Rydberg state 39P3/2 is measured as a function of the detuning and an
applied external electric field in the horizontal y direction. A minimum in the
resonance frequency is measured at 235 MHz for a voltage on the electrodes of
1.5 V.
We perform a spectroscopic measurement of the 39P3/2 Rydberg state, observing the
atomic loss in the ground state as a function of an applied external electric field.
We make use of the electrodes in the Rydberg detector (see section 3) to control
the electric field near the atomic cloud. The results presented in figure 4.14 show a
minimum in the transition frequency, corresponding to the zero of the electric field
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in that direction. We perform similar measurements for the other two directions and
set the electrode voltages such that the field is canceled in all directions.
This method proves very useful for nulling the stray DC electric field present in the
vicinity of the atoms. In chapter 6, we show how a Rydberg-dressed interferometer
can be used to measure very precisely small static electric fields, which further proves
the utility of the Rydberg platform.
4.3.4 Perspectives for the Rydberg excitation system
In this chapter, we have set up a laser system, adaptable for either one or two-
photon Rydberg excitation schemes, making it possible to access a wide variety of
different Rydberg states, which can be used to tune the Rydberg interaction strength
and anisotropy. The laser system applied to two-photon excitation (456 nm) was
characterized in detail, with main characteristics: (i) maximum output power of
1.5 W, (ii) frequency noise of 115(9) kHz and (iii) long term frequency stability
better than 42 kHz per hour. We additionally benchmark the laser with atom
loss measurements in a MOT to characterize the laser tunability and measure the
quantum defects of Rydberg states in potassium with n > 77. In the final section we
demonstrate the possibility to excite Rydberg atoms via single photon transitions,
where the most remarkable characteristic is the relatively high power at 286 nm, up
to 300 mW, which is suitable for Rydberg dressing experiments.
Now we have a highly controllable ultracold potassium experiment, shown in chapter
3, that we can combine with the versatile Rydberg excitation laser characterized
in this chapter. This experimental platform will allow us to study non-equilibrium
phenomena based on the driven-dissipative behavior of the Rydberg system and also
to create a technique for characterizing coherence effects in strongly interacting
many-body systems.
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5Exploring non-equilibrium
quantum matter with Rydberg
atoms
Quantum matter close to thermal equilibrium can be studied and classified using
statistical physics. For example experimental and theoretical research on phase
transitions have shown that close to the transition point fluctuations with diverg-
ing correlations dominate, which is reflected in the scaling of microscopic observ-
ables [199]. On the contrary, little is known about systems out-of-equilibrium, their
corresponding phase transitions, whether they also show diverging correlations
and what to expect from the dynamics in general [200]. Rydberg atoms have
proven to be a versatile platform, given their inherent finite lifetime, the system
can not be treated as a perfectly isolated ensemble but a dissipative one. This
particular characteristic has been used for studying dissipative systems in a variety
of experiments [66, 67, 68, 69, 70, 71, 72, 73, 74]. As a first application for the
experimental Rydberg platform built within this thesis, we study the non-equilibrium
characteristics of our system and its long-term dynamics.
This chapter presents an overview of the non-equilibrium phase structure studies
of a Rydberg system and the observation of self-organized criticality in an unstable
regime. The discussion presented here is based on two publications: "Uncovering
the nonequilibrium phase structure of an open quantum spin system"[74] and "Ob-
servation of Self-Organised Criticality in an Ultracold Atomic Gas" [201], discussed
in detail in the doctoral thesis [202]. In the first part of this chapter we present
the studies on the non-equilibrium phase structure, including a brief theoretical
discussion on how to model the Rydberg system, rate loss measurements that present
a scaling behavior which can be used to identify the different regimes that depend on
the interplay between the driving, decay and interaction. In the second part of the
chapter, we further investigate in detail a particular regime where there is a strong
competition between driving and dissipation. By looking at the long-term dynamical
response of the system, we discover a striking behavior where the system evolves to
the same quasi-steady state no matter the initial conditions and also which shows
scale invariance.
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5.1 Non-equilibrium phase structure
This section presents the main results on the experimental and theoretical investi-
gation of the non-equilibrium characteristics of a well-controlled driven-disspative
quantum Rydberg system governed by the interplay of coherent driving, sponta-
neous decay and long-range spin-spin interactions due to the Rydberg atoms. For the
experiments shown in this section we have made use of the two-photon excitation
laser system (see chapter 4) which enables to probe and tune the Rydberg ensemble
in different regimes such that driving, dissipation or interactions dominates.
5.1.1 Model for a driven-dissipative Rydberg system
Fig. 5.1.: Mapping of the experimental system in a pseudo-spin 1/2 model. The atomic
ensemble can be modeled as a spin system, where the ground state |g〉 correspond
to the spin-down | ↓〉 and is coupled to the Rydberg state |r〉 (via a laser field
with Rabi frequency Ω and detuning ∆) which is mapped to the spin up | ↑〉. An
additional state |s〉 represent all the uncoupled states that are populated from the
Rydberg decay (with rate Γ) and which no longer take place in the dynamics of
the ensemble.
Our system consists of a gas of ultracold atoms driven by laser fields to create a small
fraction of short-lived Rydberg excitations. Mapping our system to a pseudo-spin
1/2 system where the ground state is the spin down and the Rydberg state is the



















z are Pauli spin matrices, n
j = (σjz+1)/2 and the indices j, k refer to each
spin in the ensemble. In our experiment antiferromagnetic spin-spin interactions
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originate from the repulsive van der Waals interactions (Vjk) between Rydberg exci-
tations (see chapter 2). The atom-light coupling strength Ω and the detuning from
the atomic transition ∆ correspond to transverse and longitudinal fields respectively,
which can be tuned over a wide range via the probe excitation laser (767 nm in the
two-photon Rydberg scheme). The three-level system that corresponds to the two-
photon excitation scheme (see fig. 2.1 (a)) used in these experiments can be reduced
to an effective two-level system (with driving parameters Ω, ∆, as in fig. 5.1) in
the limit that the population in |e〉 is negligibly small, e.g. |∆e| ≈ |∆r|  Ωr  Ωe.
On two-photon resonance, we can describe the coupling from the ground and the
Rydberg states by an effective two-photon Rabi frequency Ω ≈ Ωr2|∆r|Ωe, and an
effective detuning ∆ = ∆e + ∆r, where any additional detuning, for example due to
the dipole trap, can also be included.
The model up until now resembles the quantum Ising system in transverse and
longitudinal fields which has been explored theoretically and experimentally in [156,
203, 204]. However, our system requires to include the spontaneous decay of the
Rydberg state which affects the detailed balance condition of equilibrium, having
additional effects on the phase structure. That is why, we use a quantum master
equation in Lindblad form for the many-body density matrix ρ (in units where ~ = 1),
introduced in equation 2.8. The quantum jump operators describing spontaneous
decay to a set of states |0〉 that are not coupled to the laser field anymore, are
Lj =
√
Γσj−, with the spontaneous decay rate Γ and σ
j
− the lowering operator. We
also need to include single spin dephasing, to account for laser phase noise, via
additional jump operators of the form Ldej =
√
γden
j , with γde the dephasing rate.
The effective excited state decay rate Γ/2pi ≈ (Γr + ε2Γe)/2pi is a combination of the
bare Rydberg state decay Γr and the residual intermediate state admixture which
spontaneously decays with rate Γe. Additional loss processes for ns-Rydberg states,
e.g., photoionization or penning ionization are estimated to be at least two orders of
magnitude smaller [205] and therefore neglected.
The main parameters that compete and define the response of the system are the
laser detuning ∆, the coupling Ω, the overall decay Γ and the Rydberg-Rydberg
interaction V . Depending on the values of these parameters and which dominates we
expect different behavior of the system. For example in the case of large detunings
such that |∆|  Ω,Γ the system can be considered in a weak dressing regime
where the atoms acquire a small admixture of the Rydberg component such that
|ψ〉 ≈ | ↓〉+ Ω2∆ | ↑〉. In the opposite case when the system is excited on resonance
two different regimes are expected. The first one is when dissipation dominates
over the driving, i.e. Γ  Ω. In this case the system once excited decays quickly
to the down state, yielding to a classical spin configuration with small fluctuations
of spin-up particles, with steady state fraction Ω2/Γ2. In a second situation where
the driving and interactions dominate over the decay a high density of interacting
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spins associated with a critical regime from the quantum critical point of the Ising
model [206, 157] is expected.
5.1.2 Loss rates measurements: key observable
We aim to experimentally explore the non-equilibrium phase structure of our Rydberg
platform by analyzing the loss rate of the system in the different parameter regimes.
The atoms (about 7.5×104) are initially prepared in the | ↓〉 = |4s1/2, F = 2,mF = 2〉
state confined in the optical dipole trap, with peak atomic density ρ0 = 5×1011 cm−3
and temperature T = 19.4µK. All atoms in the sample are then driven from | ↓〉 to
| ↑〉 = |66s〉 by the two-photon laser excitation system, which has a large detuning
(∼ 80 MHz) from the intermediate state. We can express the laser parameters
in terms of the effective two-photon Rabi frequency Ω/2pi, which we vary from
3 kHz to 100 kHz, by adjusting the 767 nm beam intensity, and the detuning ∆/2pi
which is also controlled by the same laser and scanned over a range of ±20 MHz.
We can additionally control the atom-light interaction time τ by pulsing an AOM
for the 767 nm laser while the 456 nm laser is kept on continuously. The strength
of the van der Waals interactions of Rydberg pair states C6ρ20/2pi = 65.4 GHz,
greatly exceeding all other energy scales such as those associated to single particle
driving and decoherence, leading to strong blockade effects (see section 2.2.2). The
total effective decay rate of the spin-up states is estimated Γ/2pi ≈ 100 kHz and
primarily attributed to spontaneous emission from the short lived intermediate state,
compared to the bare Rydberg state decay rate of . 2 kHz. The decay brings the
atom either back to the original ground state | ↓〉 or to other states external to the
spin-1/2 description that no longer participate in the dynamics, making our system
intrinsically out-of-equilibrium.
Loss rate as a probe for an open system—We take advantage of the slow loss of
population out of the spin-1/2 subspace to study the behavior of our open Rydberg
spin system. Starting with all atoms prepared in the ground state, we suddenly
switch on the driving field with fixed values of Ω and ∆ and tuned the values for
every new experiment in order to map the different regions of the non-equilibrium
phase diagram. Following the quench, the system evolves towards states with some
Rydberg admixture on a timescale set by the inverse decay rate Γ−1. We probe
the (quasi) steady-state established after this short transient period, by letting the
system evolve for a time τ that is orders of magnitude longer: between 1.4 ms and
146.5 ms (adapted to Ω). After this time τ we measure the remaining fraction of
ground state atoms P (τ)/P (0), using absorption imaging, and convert the population
measurement into a rate by assuming exponential decay R = −τ−1 ln[P (τ)/P (0)],
extracting the loss rate from only two population measurements. Figure 5.2(a)
corroborates that this is a good assumption in the time windows we use, when the
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maximum lost fraction is P (τ)/P (0) & 0.5. The time resolved data of the population
loss for Ω/2pi = 22 kHz and four different detunings spans all the parameter regimes
and shows that the data in the region t < τ is very well described by exponential
decay curves, confirming that the extrapolation of R is a good estimator for the loss
rate. For times longer than τ we note some deviations from the pure exponential
decay, but this does not affect the results presented in here.
Fig. 5.2.: Studies on loss rate measurements for different ∆ and Ω.(a) Time resolved
measurements of the atomic fraction remaining in the ground state after an
excitation pulse of varying duration t. The Rabi frequency is fixed to Ω/2pi =
22 kHz, while four different detunings are used for these measurements. The
boundary between the white and grey backgrounds marks the waiting time τ
used in all experiments for this value of Ω.(b) Measured loss rates as a function
of detuning ∆ for various driving field strengths Ω. As Ω is increased the spectra
become asymmetric and broaden due to strong and repulsive Rydberg-Rydberg
interactions. Inset: Fraction of atoms P (τ)/P (0) remaining in | ↓〉 for the smallest
driving field strength Ω/2pi = 3.1 kHz. Figure adapted from [74].
Furthermore, we verify that the loss rate is indeed sensitive to the many-body state
of the system, by measuring its dependence on the driving strength and detuning
(Fig. 5.2). For the smallest driving Ω (3.1 kHz) we observe an approximately symmet-
ric Gaussian lineshape with a full width half maximum of 3 MHz [Fig. 5.2b.(inset)].
This symmetry is expected due to the small driving amplitudes, which only allows
a small density of Rydberg excitations making the atomic system effectively non-
interacting. We observe an increasing asymmetry as Ω is increased, which is a clear
indication that the strong repulsive van der Waals interactions between Rydberg ns
states dominate the dynamics, which has been observed in previous experiments
with short excitation dynamics [161, 71].
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5.1.3 Observation of scaling laws and phase diagram of the
non-equilibrium syste
We further investigate the quasi-steady state of the system by studying the loss rate
as a function of the driving Ω for different detuning regimes (resonant, intermediate
detuned and far off-resonant). With such a measurement we expect to see some
evidence of the competition between the driving, dissipation and interaction. Figure
5.3 shows the results where we plot the loss rate vs the driving on a log-log scale and
observe striking linear behaviors with relatively clear transitions. We show that the
data can be empirically described by multiple power-laws R ∝ Ωα, each spanning
one or more orders of magnitude in R and Ω (shaded lines).
Fig. 5.3.: Power law scaling of the loss rate R as a function of driving strength with
different exponents that depend on the different regimes of the driven sys-
tem. The thick shaded lines show the power-law scaling with exponents used to
distinguish the different regimes discussed in the text. Rate equation simulation
results are shown with + symbols. (a) Far from resonance the loss rate exhibits
paramagnetic scaling with α = 2. (b) Close to resonance the loss rate exhibits
two different scaling regimes with α = 2 (dissipation-dominated) and α = 1.185
(critical). We additionally show homogeneous results for the rate equation sim-
ulations (crosses) and for mean-field theory (solid line). (c) For intermediate
detunings we observe α > 2 attributed to facilitated excitation that tends to drive
the system into the critical regime α < 2 for large Ω. Standard errors of the
mean determined over 10 repetitions of the experiment are shown as vertical bars
(sometimes hidden by the plot markers). Figure adapted from [74].
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In the far-detuned regime, figure 5.3(a) shows how the loss rate scales with α ≈ 2 as
a function of Ω. This is consistent with the expected weak-dressed Rydberg fraction
scaling β2 ∝ Ω2/∆, with additionally rate equation simulations plotted as crosses,
which confirm the scaling behavior as the measured data.
Exploring the opposite regime, ∆ ≈ 0, we measure a scaling of α ≈ 2 for small Ω
(strong dissipation). When increasing the driving Ω we observe a transition to an-
other scaling exponent with α = 1.185± 0.025, which can be related to the crossover
from the dissipation dominated to the critical regime of the underlying Ising model.
We further investigate this region by performing mean-field simulations of the master
equation with Lindblad terms, the results are shown as a solid line in figure 5.3(b),
where we clearly observe a different scaling and transition point. We use the rate
equation simulations to capture better the behavior observed experimentally. We
analyze two different cases: homogeneous atom distribution in a central region
of the trap or include the inhomogeneity of the dipole trap (see section 2.3.2).
The homogeneous case shows similar results to the mean field simulations while
including the inhomogeneous light shifts can explain the loss rate behavior observed
in the experiment. It may be surprising that the rate equation model, which neglects
quantum coherences, can reproduce this scaling behavior. We attribute this to the
fact that we concentrate on a relatively simple observable (the Rydberg excitation
fraction) in the long time limit after which any observable effects of coherent dy-
namics are effectively washed out. From this we conclude that the observed change
in scaling is indeed a transition between the dissipative-dominated and the critical
regime associated to the Ising-like model.
Finally we study the intermediate detuned regime and measure that the loss rate
obeys a power law in Ω with α larger than 2 for positive detunings. Figure 5.3(c)
shows the results for two exemplary cases above and below resonance. The measured
exponents in this regime are α = 2.8 ± 0.4 over a wide range of positive but also
negative detunings, i.e. ∆/2pi ≈ 7±3 MHz and ∆/2pi ≈ −3.5±1.5 MHz. The strong
scaling suggests the effect of an instability driven by fluctuations (in the sense of a
continuous phase transition) as opposed to the bistable phase predicted by mean-
field theory (see 2.3.1). A microscopic mechanism that can explain the stronger
scaling above resonance is facilitated excitation (see section 2.2.2), which has been
studied theoretically and experimentally in [141, 161, 71, 207, 142, 162, 208]. Our
data shows this enhanced scaling in a very pronounced manner above resonance,
but we have also observed it below resonance for a smaller parameter range. We
attribute these observations below resonance to the inhomogeneous light shifts of
the optical dipole trap or slight anisotropies of the interaction potential at short
interatomic distances. Furthermore, our observation of power law scaling is likely
evidence of an absorbing state phase transition pointed out in experiments on
quasi-one-dimensional systems [208].
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The RE model also qualitatively reproduces the stronger scaling (α > 2) of the loss
rate found above resonance as a consequence of the instability (further enhanced by
atomic motion, see Fig. 5.3(c)). Based on this agreement between mean-field theory
and the RE simulations as well as between the RE simulations and the experiment,
we confirm that the change in scaling occurring around Ωth is a consequence of the
transition from dissipative to critical behavior linked to the equilibrium critical point
of the Ising-like model. We will explore this regime in further detail in the second
part of this chapter (see section 5.2).






















Fig. 5.4.: Experimentally measured non-equilibrium phase diagram. The locally deter-
mined scaling exponent α shows clearly distinguished regimes. The critical regime
is identified as the blue region (α ≈ 1.2), while the unstable regime is red (α > 2).
The black points and dashed lines show the estimated boundary positions, the
dotted line indicates the boundary to the critical regime predicted from mean-field
theory corresponding to the highest density region of the cloud (trap center).
Figure adapted from [74].
Non-equilibrium phase diagram—To conclude the investigation of this driven-
dissipative system, we map out the non-equilibrium phase diagram by plotting
the measured scaling exponents as a function of the main tuning parameters Ω
and ∆. Figure 5.4 shows the phase diagram, where the scaling exponents are
obtained from the slopes of linear fits to R(Ω) in a moving window on a log-log scale.
We additionally locate the boundaries between the regimes by fitting connected
piecewise linear functions to the log-log-scaled loss rates for each detuning. The
scaling exponents show distinct regions corresponding to the critical (blue) and
unstable (red) scaling regimes, while the dissipation dominated regime appears
as a mostly color light region. Looking at larger positive-to-negative detunings we
note a slight trend from red-to-blue is apparent, which might be evidence of a weak
interaction effect on that regime. All these results allow us to conclude that the
scaling laws found in the rate of population decay make it possible to uncover the
non-equilibrium regimes of an Ising-like open quantum spin system governed by the
competition between driving, dissipation and interactions, which can be studied in
our experiment.
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5.2 Observation of self-organized criticality in a
driven-dissipative Rydberg gas
We aim to explore in detail the long-term dynamics of the intermediate detuning
regime observed via the power-law scaling of the loss rate in the first part of this
chapter. There a particularly strong scaling measured in those experiments can be
attributed to facilitated Rydberg excitation. The dynamics of a driven-dissipative
Rydberg gas presented in this section show that the system evolves to a self-organized
critical state, when the ensemble density is over a critical density. We analyze in
detail the non-linear dynamics showing that the population decay is one of the
key ingredients to drive the system to a quasi-stationary state no matter the initial
conditions. These results together show a first characterization of the universal
properties of this system, its scale invariance and response to perturbations.
5.2.1 Model for the dynamics
Each atom in the experiment can be represented by a three level system comprising:
the ground state |g〉 = |4s1/2, F = 1〉, an excited Rydberg state |r〉 = |39p3/2〉,
and a set of states, referred as |0〉 which are not coupled to the system (Fig. 5.1).
The laser field employed in these experiments is the single-photon excitation laser,
which continuously drives the |g〉 → |r〉 transition with a fixed detuning ∆ and
Rabi frequency Ω, as depicted in figure 5.1. In the experiments performed here,
we set ∆ Ω such that spontaneous single-atom excitation processes are strongly
suppressed but facilitated excitation is possible (see 2.2.2). Additionally, Rydberg
atoms can spontaneously decay and be lost from the system, for example to another
hyperfine ground state that is not coupled by the lasers.
We start describing the system dynamics via the quantum master equation of the
many-body density matrix ρˆ, including the decay and decoherence of the Rydberg
state given by the Lindblad superoperator Ll(ρˆ) (eq. 2.8). The atom-light interaction






















where σˆαβl ≡ |α〉〈β|l and l, l′ are indices for each atom and interactions between
Rydberg states are parameterized by the van der Waals coefficient C6 coefficient.
The non-coherent part of the dynamics is included by
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σˆrrl ρˆ + ρˆσˆrrl
)
,
where dissipation is described by Ll(ρˆ), which includes spontaneous loss (with total
rate Γ) and irreversible dephasing (rate γde) attributed primarily to laser frequency
noise and Doppler broadening.
Solving the quantum master equation for the number of particles involved in our
experiments presents a computational challenge, since the complexity increases with
the number of components. Our approach is to derive from this equation an effective
coarse-grained description for the collective dynamics. We start by averaging over the
characteristic length scale corresponding to the Rydberg facilitated excitation (see
2.2.2) and project onto the density degree of freedom by adiabatically eliminating the
rapidly decaying atomic coherences [159, 163]. The final result, after approximating
the atomic medium as quasi homogeneous, is a Langevin equation for the density of
atoms in the |r〉 state ρt = ρ(t, r) (defined as the active component) and the total
remaining density nt = n(t, r), which is the sum of the populations in the |g〉 and |r〉
states (excluding removed states |0〉):
∂tρt =
(
D∇2 − Γ + κnt
)
ρt − 2κρt2 + τ(nt − 2ρt) + ξt,







In this equation D,DT are the diffusion constants for the active and total densities
respectively, κ is the facilitation rate, τ is the spontaneous excitation rate, n0 is the
initial density and b is a dimensionless parameter that accounts for how fast decay
depletes the total population. The stochastic part of the evolution is governed by the
uncorrelated multiplicative noise term ξt = ξ(t, r) with variance var(ξt) = Γρt.
Forest fire model and self-organized criticality— Remarkably, the derived Langevin
equation (5.2) coincides with the model for the spreading of forest fires [209, 210],
which presents self-organized criticality (SOC) dynamics. The basic model is defined
in a grid in which each site can be occupied either by a healthy tree, a burning
one or be just empty. The system follows four rules simultaneously: a burning tree
turns into an empty space, a tree can burn if at least one neighbor is burning, there
is a fine probability for a healthy tree to burn spontaneously, and there is a finite
probability that an empty space can grow a healthy tree.
As an analog to our system the burning trees are mapped on to the Rydberg atoms,
while the healthy trees correspond to the ground state atoms. The only difference
between this model and ours is a slow regrowth term (new trees grow up) for the
total density, which can bring the system from an inactive (sub critical) state, where
no fire is maintained, to the critical state. In our experiment all atoms that decay
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out of the two-level system are not longer involved in the dynamics, but since this
regrowth is typically the slowest scale in the model and asymptotically vanishes
towards self-organized criticality, we can nevertheless experimentally investigate the
key features of SOC.
Self-organized criticality was first introduced by Bak, Tang and Wiesenfeld in 1987
as a way to explain scale-invariant systems found in nature [76]. These systems
present a critical point which acts as an attractor and presents scale invariance, like
a critical point in a phase transition, but without the need of tuning the involved
parameters to their critical values, thus referring to "self-organization". SOC can be
defined according to three key criteria [211, 212], all of which must be present for
its unambiguous observation:
i. Self-organization to a stationary state (self-tuning of observables to a value
independent of initial conditions)
ii. Scale invariance of bulk observables or spatio-temporal correlation functions
iii. Critical response to small perturbations (e.g., avalanches) over an extended
regime of microscopic parameters (unlike at a critical point, where a critical
response only ensues for a fine-tuned parameter set)
The common ingredient of these emergent properties is that the typical “gap” of
a phase transition (i.e. the distance in parameter space from the critical state) is
replaced by a “dynamical gap” which self-tunes to zero by means of an intrinsic
feedback mechanism.
It is particularly difficult to fully solve the dynamics (analytically and numerically)
of the many-body problem described by eq. 5.2, specially for large systems like
ours or for ensembles interacting in more than one dimension [213, 214]. We
can nevertheless analyze two limiting cases which gives us some intuition for the
upcoming results. For b = τ = 0 (no decay out of the system and no spontaneous
Rydberg excitation), a non-equilibrium phase transition occurs from an absorbing
phase (where any excited component quickly dies out), to an active phase in which
excitations spread throughout the system from arbitrarily small seed excitations.
This has been observed experimentally in [208]. In the opposite case for b, τ 6=
0, spontaneous excitation and decay to uncoupled states occur. Here the single
atom excitation can trigger a facilitated excitation process and the particle loss
characterized by b introduces in the long term dynamics a coupling between nt
and ρt. When κn0 ∼ Γ  bΓ  τ , i.e. the loss is slow compared to the internal
dynamics but faster than the spontaneous excitation rate, the active density will
develop growing spatio-temporal correlations until the dynamics stop just below the
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critical point. Although these limits offer a good insight of the qualitative features
for SOC, we expect the experiment to show quantitative differences to the simplified
cases, that could only be solved by the full Langevin equation. In the next part of
this chapter we experimentally characterize our system regarding the three criteria
(i-iii) for SOC, uncovering the universal properties of the system and measuring for
the first time one of the critical exponents of this model.
5.2.2 Signatures of SOC in the Rydberg ensemble
Self-organization measurements.— We start our experiments by investigating the
first criterion for SOC, where the system is expected to evolve to the same stationary
state regardless of the initial conditions. In order to corroborate this statement
experimentally we study the full time evolution of the total remaining density for dif-
ferent initial states with peak atomic densities (n0) that vary between 0.056(5)µm−3
and 0.172(2)µm−3. We start with all atoms in the ground state |g〉 and turn on the
single-photon excitation laser (with Rabi frequency Ω/2pi = 190 kHz and detuning
∆/2pi = 30 MHz fixed) for a variable time t and measure the remaining population
directly afterwards.
Figure 5.5 shows the density evolution for different initial states where a remarkable
non-linearity is observed if the initial density n0 is above a critical density (nc >
0.075µm−3). In this particular case, we observe a short plateau, that accounts for
the time needed before a first excitation occurs (this can be a relatively long time
depending on the detuning) and trigger the facilitated process, followed by a rapid
decay of the population that stops at a fixed density (nf = 0.075µm−3), no matter
the initial density condition (self-organization). In the opposite case for states with
n0 below the critical density, the system remains in the absorbing phase where
the low density does not allow for facilitated excitation dynamics. We additionally
perform measurements on a much longer time scale (see inset figure 5.5), where
we observe a very slow overall decay of the population (τ/2pi = 1.12(2) Hz) which
can be attributed to single atoms that are excited and then decay out of the system.
All these measurements together are a direct confirmation that the underlying
mechanism for the system evolution is self-organization, therefore confirming the
first criterion of SOC.
As a second step we want to corroborate that our experiment can be well described
by the Langevin equation introduced in 5.2. For this we compare our data with
a homogeneous mean field approximation to the Langevin equation (D = 0 and
ξt = 0). Fig. 5.5 shows the mean field solutions (solid lines) which describe
the data very well, except for a minor deviation observed around t ≈ 2 ms. We
perform a simultaneous fit to all the data, using a single set of parameters, in
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Fig. 5.5.: Time evolution of a self-organized Rydberg ensemble. Observation of self-
organization: Above a threshold value, the remaining total atom density nt is
attracted to the same stationary state density independent of the initial conditions.
For densities n0 & 0.08µm−3 the time dependence consists of a short initial
plateau followed by fast exponential decay to a unique stationary state with a
fixed density nf = 0.075µm−3. For initial densities below nf the dynamics is
frozen (black points). The solid lines correspond to mean field solutions to the
effective Langevin equation (see text). The inset show the density behavior for
longer times, where the dynamics is dominated by single particle decay. Figure
adapted from [201].
order to determine the microscopic variables of the Langevin equation. We find
Γ/2pi = 11.7(9) kHz, κ/2pi = 144(10) kHzµm3 and b = 0.059(5), with statistical
errors estimated using bootstrap resampling. We additionally extract the relation
between κ, Ω and ∆ from time traces like the ones in fig. 5.5, varying the detuning,
which results in κ ∝ Ω2/∆2.06(1). The fitted parameters confirm the separation of
scales: κn0 ∼ Γ bΓ τ is satisfied by an order of magnitude or more, validating
that our experiments are within the regime for SOC.
Proof of scale invariance— In this section we concentrate on the second criterion
(ii) for SOC, regarding the scale invariance of the macroscopic observables. The key
parameter in this case is κ, since it determines the critical point of the absorbing
state phase transition and its scaling behavior. In the experiment κ corresponds to
the Rydberg excitation rate, which can be manipulated via the driving intensity Ω2
of the single-photon excitation laser, in a range from 0 to 24× 103kHz2.
In Fig. 5.6a. we examine the dependence of the quasi-stationary density nf (reached
after t = 10 ms of evolution) on the driving intensity Ω. For different initial densities
n0, we observe a clear transition from an absorbing phase to an active self-organizing
phase at a critical driving intensity Ω2c which gets larger for smaller initial densities.
We notice that the density in the active phase follows the same curve independent
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of the initial density (dotted blue line in Fig. 5.6a), which is an indication of an
underlying power-law. Based on the parameters extracted from the data in figure
5.5, we used mean field theory to calculate the final density dependence on the laser
intensity. The results are shown as solid lines in figure 5.3(a), where we recognize
the qualitative behavior of the data but also a clear quantitative difference, specially
for higher densities where the critical driving intensity cannot be reproduced.
Fig. 5.6.: Scale invariance of the self-organised stationary state as a function of the
driving intensity Ω2. (a) Stationary state density nf measured at t = 10 ms
(when the dynamics has stopped) as a function of Ω2 and for different initial
densities n0 using the same parameters as for Fig. 5.5 except ∆/2pi = 18 MHz (to
obtain a longer dynamical range). For large Ω2 and n0 all points collapse onto
one single powerlaw curve nf ∝ Ω−2β (dotted blue line). (b) The same data
with rescaled axes to achieve full data collapse, revealing the universal scaling
function (with fit shown by the dashed blue line) for the stationary density nf .
The inset shows the normalised residuals between the rescaled data and the fitted
scaling function. Each datapoint is the mean of approximately 6 measurements.
The solid lines in (a) and (b) correspond to mean field solutions of the effective
Langevin equation. Figure adapted from [201].
In order to quantify the scale-invariant properties of the data, we apply the scaling
ansatz nf = n0F (Ω2n1/β
′
0 ) [166]. Figure 5.6(b) shows how all the data collapses
onto a single curve when plotting nf/n0 as a function of Ω2n1/β
′
0 . We make use of
the heuristic function F (x) = xβc (xvβ + xvβc )−1/v to describe the data behavior (see
dashed blue line in fig. 5.6(b)), where xc is related to the position and v to the
sharpness of the transition region between absorbing and active phases. From this
we extract the best scaling exponent for the data collapse to be β′ = 0.869(6). We
additionally observe that the density deep into the active phase (x  xc) follows
the power-law nf ∼ Ω−2βn1−β/β
′
0 , with β the scaling exponent that characterizes
the stationary density and 1− β/β′ the parameter that quantifies how (in)sensitive
it is to the initial density. We extract the parameters of the function F (x) by fitting
the rescaled data on a log-log scale where power-law functions are straight lines.
The results are β = 0.910(4), v = 10.6(8) and xc = 641(3) kHz2µm−3/β
′
with the
statistical errors shown in parenthesis. Figure 5.6(b) shows how well F (x) describe
the data (blue dashed line) using those parameters, further corroborated by plotting
the normalized residuals which are small and scattered evenly around zero (see
inset). Furthermore we compare these remarkable results with mean field theory
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which predicts a scaling exponent of β′MF = βMF = 1 and clearly shows that it can
not reproduce our results, which implies they are beyond mean field theory. These
results together prove that the quasi-stationary state can be characterized by a single
function which is scale invariant over the entire parameter regime of the experiment,
confirming criterion (ii).
Response to perturbations— As a final step to prove that our system shows self-
organized criticality, we explore criterion (iii) by analyzing the response of the system
to small perturbations. The underlying idea in SOC is that the critical state acts as
an attractor for the dynamics such that small perturbations will trigger avalanche
processes that drives the system back to a new critical state. In our specific case
the best way to induce such perturbations is via the driving intensity Ω2 which thus
changes accordingly the facilitation rate κ.
Fig. 5.7.: Response of the self-organised critical state to external perturbations. The
solid lines correspond to predictions based on the experimentally determined
scaling function and dotted lines correspond to mean field predictions. For
reference we show two representative error bars corresponding to the standard
error of the mean. (right sub figure) Sketch of the experimental procedure used to
measure the susceptibility χ = dnf/d(Ω2f ) by quenching the spreading parameter
κ ∝ Ω2 across the absorbing state phase transition. It shows a representation of
the three different initial conditions corresponding to the absorbing phase (black
circles), critical (yellow triangles) and active phase (red squares). Figure adapted
from [201].
By suddenly changing the driving intensity, we can explore the system response
to perturbations in different regimes. If the ensemble is deep in the absorbing
phase a small perturbation will not affect the system, only changes above the
critical driving value can generate avalanches, this is known as the dynamical gap.
In the opposite case where the system is already in the active phase any small
perturbation should trigger an avalanche process that would bring the system to
a new critical state, with lower density. Experimentally we analyze three different
regimes (depicted in the sub-figure 5.7): the deep absorbing phase (black circles),
the critical region (yellow triangles) and the active phase (red squares). To measure
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the response we start from the stationary state reached after t = 10 ms in the
different regimes depending on Ω2i . We then induced the perturbation by switching
the driving intensity to Ω2f1 and wait 10 ms more such that the system can reach the
new quasi-stationary state, and measure the remaining atoms. Then we perform
a second measurement like the first one but changing the final driving intensity
to Ω2f2. With these results we can estimate the susceptibility of the ensemble as
χ = dnf/d(Ω2f ) = [nf (Ω2f1)− nf (Ω2f2)]/(Ω2f1 − Ω2f2) with Ωf = (Ωf1 + Ωf2)/2. The
susceptibility quantifies the response of the system (its final density) to a perturbation
(Ω2f1 − Ω2f2).
The results are shown in figure 5.7, where the susceptibility χ is plotted as a function
of the normalized change in driving intensity δ = (Ω2f−Ω2i )/Ω2c , in the three different
absorbing, critical and active regimes. In all three cases we observe a minimum in
the susceptibility which relates to the strongest response of the system, which deep
into the absorbing phase (black circles) is measured for a δ close to 1 which relates
to the dynamical gap. On the other hand, when the system is in the critical regime
or deep into the active phase (yellow triangles and red squares respectively) such a
minimum is observed close to 0 (small perturbation in the driving field). We further
analyze the data based on the susceptibility that can be extracted from a derivative
of the scaling function F (x) (determined experimentally with β = 0.910). Figure 5.7
shows that the results (solid lines) are in good agreement with the actual data, in
contrast to the mean field predictions (dotted lines), which can not capture either
the strength of the response in the susceptibility nor the width.
Having proved all three criteria that describes SOC, we can conclude that our system
presents clear signatures of self-organized criticality. Therefore those results establish
Rydberg systems as a versatile and well controlled platform that can be exploit for
investigating self-organized phenomena and non-equilibrium universality.
5.2.3 Towards studies of the role of quantum coherence in
non-equilibrium systems
In this chapter we have shown one of the main applications for a Rydberg platform
where the typical problem of decay is used in a positive way to study driven-
dissipative systems. We explored the non-equilibrium phase diagram of the Rydberg
platform and discover that the scaling laws related to the loss rate measurements
are appropriate to determine the different regimes of the non-equilibrium system.
Additionally we have explored the dynamics of the regime where driving and
dissipation strongly compete, and shown that the system presents self-organized
criticality.
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The first experiments presented in this chapter showed that scaling laws found in
the rate of population decay are a powerful tool to uncover the non-equilibrium
phases of an Ising-like open quantum spin system. The measured phase structure
is extremely rich, exhibiting features related to the equilibrium quantum Ising
model, but also genuinely new non-equilibrium aspects, such as the collectively
enhanced crossover from dissipation-dominated to the critical regime. In a second
experiment we concentrate on the particular regime where the scaling is clearly
larger than the typical quadratic one, which is attributed to facilitated Rydberg
excitation. We studied in detail the dynamical response of the system and discovered
a self-organized critical behavior, that is reflected in the nonlinear evolution towards
the same quasi-stationary state independent of the initial conditions, in the scale
invariance, and in the response to perturbations. Still many properties of this system
are debated, such as whether the system self-organizes towards a truly critical state,
and whether it fulfills the universal scaling relations expected for SOC [215, 210].
These results pave the way for new studies of non-equilibrium systems that combined
with single-atom imaging tools will allow us to investigate the correlations built
is such systems. Future experiments aiming to learn more about the microscopic
origins of these observations could reveal the build up of spatial correlations (using
high resolution imaging techniques for Rydberg atoms [216, 217]), look for possible
self similar dynamics in the transient evolution [218], or explore the precise relation
between SOC and other non-equilibrium universality classes by measuring other
observables such as avalanches and their statistics.
Furthermore, the theoretical models studied here neglect the effects of coherence
due to the time scales we investigate in our experiments. Additionally measurements
could explore the interface between driven-dissipative and isolated quantum sys-
tems governed by competing classical and quantum dynamical rules [77, 78, 219],
ultimately leading to a comprehensive and quantitative understanding of non-
equilibrium universality. Therefore it is of great interest to enhance the coherence
in the system such that in the long term dynamics the coherences can not be ne-
glected. In order to do that we need to characterize the coherence properties of
the ensemble and find out the main noise sources that can be improved to reduce
decoherence effects. In the next chapter we show a innovative technique to identify
the decoherence mechanisms present in the Rydberg system.
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6A Rydberg dressed interferometer
Atomic clocks have proven to be a remarkable platform for highly precise mea-
surements based on their extreme isolation from the environment and the weak
interaction between the involved particles. While the high level of control and
reduced influence from external factors have allowed for amazing precision stud-
ies [195, 91], measurements of strongly interacting matter are actually restricted.
Within this thesis we take a different approach: based on a clock transition made
up of two magnetically insensitive hyperfine ground states, we couple continuously
one of the clock states to a Rydberg state by an off-resonant laser field. Using the
Rydberg-dressing approach provides the means to combine the outstanding coher-
ence properties of atomic clocks with greatly enhanced sensitivity to external fields
and controllable interparticle interactions mediated by the Rydberg state admixture.
The main results presented in this chapter are based on the publication "Realization
of a Rydberg-dressed Ramsey interferometer and electrometer" [220].
In the first part of this chapter a theoretical model of the dressed clock transition
is presented, including a detailed description of Ramsey interferometry and the
expected signal from the Rydberg-dressed interferometer. The chapter continues by
showing Ramsey interferometry measurements of the bare and the dressed atomic
transition. As a first application we use the interferometer to precisely measure the
Rydberg-atom light coupling strength and to independently determine the effective
population decay and dephasing rates of the dressed-state, further identifying the
dominant decoherence processes. From these results we assess the suitability of
Rydberg-dressed interferometers for metrological applications (showing its use as a
precision electrometer) and for inducing and characterizing long-range interactions
in many-body quantum systems.
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6.1 Theoretical model of a Rydberg-dressed
interferometer
6.1.1 Ramsey interferometry
An intuitive representation of the two-level system interacting with an electromag-
netic field (see section 2.1.3) is the Bloch sphere [221, 222]. This representation
allows, as we will see in the following, to understand the time evolution of such a
system in an easier way. We start with ~S as the vector describing the system in terms
of the density matrix elements, such that:
Sx = ρ10 + ρ01
Sy = Im[ρ10 − ρ01]
Sz = ρ00 − ρ11
(6.1)
with ρij an element of the density matrix ρˆ that represents the two-level system. The
master equation without any decay or dephasing (Equation 2.8, with L = 0) can be
written as ∂~S/∂t = ~Ω × ~S, with ~Ω = (−Ω, 0,∆)T . This corresponds exactly to the












Under this description, the time evolution of the density matrix that describes the
system can be seen as a rotation of ~S in the Bloch sphere.
Fig. 6.1.: Schematic representation in the Bloch sphere of a Ramsey sequence. The
two-level system starts in the down state (black arrow), here referred as |0〉. First
a pi/2 pulse is applied, creating a superposition between the two states |0〉 and
|1〉. Then the system is left to evolve in the absence of the laser field (i.e. Ω = 0)
during some evolution time (T ). Finally a second pi/2 pulse is applied to measure
the population in one of the states.
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Ramsey interferometry is a method used to measure the effect of an external field
in an atomic system. The system is first aligned in the z-axis of the Bloch sphere
(i.e. is either in the |0〉 or |1〉 state). A pi/2 pulse is applied with the coupling field in
order to bring the system into a superposition of |0〉 and |1〉. After that the system
is allowed to evolve for some time T in the absence of the coupling light field, the









This implies that the system only evolves in the x-y plane only with the relevant
parameter being ∆. In the simplest case where only the light field influence the
system, the Bloch vector will evolve with a phase ∆T . The Ramsey method works in
the limit where the pi/2 pulse does not cause any population loss or dephasing, i.e.
pi/2Ω  1/γ the pulse length is much shorter than the lifetime of the atom decay.
Additionally the coupling Rabi frequency must be much larger than ∆.
Furthermore in the presence of other fields that can vary the detuning ∆, the
Ramsey method is a powerful technique to precisely measure those extra fields, for
example shifts due to magnetic fields, atom collisions or other light fields coupling
the involved atomic states.
After the evolution time a second pulse is applied (pi/2) which rotates the vector
again, around the same axis as in the first pulse. After this rotation, population can
be measured either in state |0〉 or |1〉. Due to the rotation in the X-Y plane during the
free evolution, the projection into one of the states will reflect the phase change and
therefore by varying the time T one can measure the phase evolution in time and
extract from it the detuning ∆.
Spin echo technique.— In the many body picture each vector would represent an
atom (a two-level system) which will freely evolve according to the ∆ field affecting
it. Therefore if the local conditions are not equal everywhere each vector will rotate
at different velocities, causing a distribution of vectors resulting in a blurring when
the projection measurement is done, this is what we call dephasing.
In order to compensate the dephasing of the many body system, caused by single
particles, we can use another method similar to Ramsey interferometry, the spin
echo. The simplest way to understand this technique is as two Ramsey sequences
together. Figure 6.2 shows the spin echo method which starts with a pi/2 pulse,
followed by the free evolution time T . Next, instead of a second pi/2 pulse like in
Ramsey interferometry, a pi pulse is applied rotating each single particle vector such
that the x and y components become Sx/y = −Sx/y. In the next free evolution time
T the single particle accumulated phase will cancel out with the first one and if no
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other field is changed or interaction between the particles occur the last pi/2 pulse
brings all the particles back to the initial state |0〉.
The advantage of this technique is that in principle the dephasing caused by single
particles is not measured anymore, therefore other effects can be studied such as
particle interactions or the effect of a field that changes between the two evolution
times.
Fig. 6.2.: Schematic representation in the Bloch sphere of a spin echo sequence. The
two-level system starts in the down state (black arrow), here referred as |0〉. First
a pi/2 pulse is applied, creating a superposition between the two states |0〉 and
|1〉. Then the system is left to evolve in the absence of the laser field during some
evolution time (T ), where in the case of dephasing each two-level particle would
acquire a different phase. A pi-pulse is applied followed by a second free evolution
time, where the single dephasing of the particles is canceled out. Finally a second
pi/2 pulse is applied to measure the population in one of the states.
6.1.2 Rydberg dressed Ramsey signal
Having understood the principle of Ramsey interferometry in a two-level system, we
proceed to model the effect of an additional laser field that couples only one of the
clock states to a highly excited Rydberg state. To interpret the effects of Rydberg
dressing during the free evolution time in the Ramsey sequence, we derive a simple
analytical formula for the Ramsey signal that includes the influence of noise from the
dressing laser and neglects interaction effects, which is justified by the low densities
used for these experiments.
We start by considering an ensemble of identical four-level atoms, comprised of the
clock states |0〉,|1〉, the Rydberg state |r〉, and an auxiliary shelving state |s〉 which
collectively describes all states into which the Rydberg atoms can decay and that no
longer participate in the dynamics, as depicted in figure 6.3. The system evolution,
during which the dressing laser is turned on, is well described by a quantum master
equation for the density matrix ρ in Lindblad form: ρ˙ = −i[Hˆ, ρ] + L(ρ) (see
equation 2.8). Hˆ accounts for the coherent dynamics and L is a superoperator
describing irreversible dissipative processes. For the moment we assume that the
only dissipative process is decay from |r〉 to |s〉 state with rate Γ and processes
that bring population back out of the |s〉 state can be neglected. Accordingly, the
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Fig. 6.3.: Experimental realization of a Rydberg-dressed Ramsey interferometer. A
cloud of 39K atoms is prepared in an optical dipole trap and uniformly illuminated
by the Rydberg dressing laser. Each atom can be represented by a four level
system involving the clock states |0〉 and |1〉, the |r = 39P3/2〉 Rydberg state and
an auxiliary shelving |s〉. The |1〉 → |r〉 transition is coupled via the dressing laser
with Rabi frequency Ω and detuning ∆ during the Ramsey free evolution time T .
Figure adapted from [220].








|r〉〈r| − δ|0〉〈0|, (6.4)
where Ω,∆ are the amplitude and detuning of the Rydberg laser coupling and δ is
the detuning of the rf field from the clock transition. Rydberg state decay appears as
an additional imaginary detuning iΓ/2 which describes overall population loss from
the Rydberg state out of the system with rate Γ.
In the weak dressing limit |∆|  Ω,Γ, the |r〉 state can be adiabatically eliminated





|1〉〈1| − δ|0〉〈0|, (6.5)
where fr = Ω2/(Γ2 + 4∆2) can be recognized as the steady state Rydberg fraction of
the dressed |1〉 state.
As a second step we include the intensity and frequency noise of the dressing laser
by treating the light shift as a fluctuating quantity that is influenced by the noise
such that ELS → ELS +
√
Xξ(t), where ξ(t) is assumed to be a zero mean white
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as a sum of the spectral densities of the relative intensity and detuning noise [2I
and 2∆ respectively, with units (frequency)
−1]. The additional factor Ω
4
16∆2 accounts
for the dressing admixture because the noise influence will depend on the coupling
between |1〉 and |r〉.
Following [223] we write the stochastic time-dependent von Neumann equation for
the density matrix ρeff as,
ρ˙eff = −i[Heff , ρeff ]− i
√
Xξ(t)[|1〉〈1|, ρeff ], (6.7)
where we include the noise only for the clock state couple to the dressing laser (|1〉).
By performing the Markov approximation and using the identity for multiplicative








where L0ρeff = −i[Heff , ρeff ] and L1ρeff = −i[|1〉〈1|, ρeff ].
Considering the Ramsey sequence in figure 6.3 and applying Eq. (6.8) during the






1 + e−frΓt + 2e−
1
2 (frΓ+X)t cos [(δ + fr∆)t+ φ]
)
, (6.9)
where we have included the possibility of a small phase shift φ caused by the
detuning during the two pi/2 pulses. From this equation we can clearly identify
the effects of Rydberg dressing in the Ramsey signal, as a light shift of the |1〉 state
which changes the clock transition frequency by an amount ELS = fr∆, an overall
population decay with rate Γeff = frΓ and pure dephasing rate X.
















Fig. 6.4.: Example of the expected Ramsey fringes. Calculation of equation 6.9 for three
different cases: (red) Γeff = 0kHz and X = 0kHz, (green) Γeff = 0kHz and
X = 0.05kHz, and (blue) Γeff = 0.05kHz and X = 0kHz,
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Figure 6.4 shows an example of the expected Ramsey signal for three different
cases. When no decay or dephasing is present the signal is a simple Cos with no
damping (shown in red). When only dephasing is present (green curve) the contrast
is reduced but the mean population remains the same. Finally in the case Γeff 6= 0
we observe decay of contrast and also population.
6.2 Ramsey interferometry of a Rydberg-dressed
sample
6.2.1 Analysis of the Ramsey interferometry signals
We now apply the Ramsey method to our system in order to identify the influence of
the Rydberg state in the clock transition. Figure 6.5a shows the measured Ramsey
fringe pattern taken without the dressing field for free evolution times up to 15 ms.
During this time the signal is very well described by a sinusoidal oscillation with
essentially no visible loss of contrast. We further measure the Ramsey interferometry
signal for longer times and extract a population decay rate of 1.9 Hz and a dephasing
rate of 32.2 Hz.
Fig. 6.5.: Measurement of Ramsey fringes. (a) Ramsey fringes measured in the absence
of the dressing laser showing very good coherence and (b) Ramsey fringes with
the Rydberg excitation laser on with ∆/2pi = −12.0 MHz, showing a modified
oscillation frequency and asymmetric decay of the interference contrast. The blue
solid lines correspond to fits to the model described in the text.
We additionally determine the clock transition frequency by precisely extracting the
Ramsey detuning for different δ and extrapolate the frequency for the |0〉 → |1〉 tran-
sition. By fitting the oscillation frequency we extract the Ramsey detuning of δ/2pi =
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914.0(6) Hz. This corresponds to an absolute frequency of 461.719 748 0(6) MHz
(statistical uncertainty in the fractional frequency of ∆f/f = 1.3× 10−9) which is
within 30 Hz of previous measurements of the 39K hyperfine splitting [224, 187].
The small discrepancy can be accounted for by the expected quadratic Zeeman
shift of 31(11) Hz given that we apply a relatively large bias field of 60(10) mG and
additional smaller corrections due to the differential AC Stark shift from the optical
dipole trap and cold collisions.
After precisely characterizing the RF detuning, we now proceed to dress the atomic
clock by applying a laser field during the free evolution time which is detuned by
from the |1〉 → |r = 39P3/2〉 transition. The laser excitation system to perform the
dressing in these experiments is the 286 nm laser (used for one-photon excitation).
We use 65 mW of the laser which is weakly focus into the atoms such that the
intensity is approximatively uniform over the cloud. The excitation creates, in the
dressed-state picture [225], an admixture of a small Rydberg state component into
the clock state i.e. |1˜〉 ≈ |1〉 + √fr|r〉, where fr is the relative population of the
Rydberg state and fr  1.
Fig. 6.3b shows an example of a Ramsey signal of the Rydberg-dressed interferometer
for a detuning of ∆/2pi = −12.0 MHz. In comparison to the case of the bare atomic
clock (fig. 6.3a), we observe an asymmetric decay of interference contrast and a
visible shift of the clock transition frequency. We use the formula for the population
behavior in the Ramsey sequence (eq. 6.9) to fit the data. From this we extract
the induced light shift ELS =1.44(±0.001) kHz, the effective population decay
Γeff =6.3(±0.1)×10−3 kHz and the dephasing X =5.6(±0.2)×10−2 kHz. This
result clearly shows the strong influence of the dressing laser in the clock transition.
6.3 Characterization of a Rydberg dressed
ensemble
In this section we aim to analyze in detail the performance of the Rydberg-dressed
interferometer for different detunings of the dressing laser (∆). In order to do that,
we measure Ramsey signals for the Rydberg dressed clock transition and fit the
results to Eq. (6.9) including an experimentally determined phaseshift φ = 0.55. As
exemplified by the solid lines in Fig. 6.5 the model reproduces the data extremely
well. From these fits we can extract parameters ELS, Γeff , and X as a function of
the detuning and investigate thoroughly the influence of the dressing in the atomic
clock transition.
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6.3.1 Atom-light coupling strength
We first analyze the induced light shift (ELS) as a function of the dressing laser
detuning (∆). Figure 6.6 shows the interferometer frequency which corresponds to
δ+ELS , for different detunings of the Rydberg dressing laser in the range ±40 MHz.
The Rydberg induced light shift ELS can be extracted by measuring δ in the case
where no dressing laser is coupled to the system (black dashed line). We additionally
show a density plot in the background of the figure, which corresponds to the Fourier
transform of each respective Ramsey signal. This gives additional information about
the spectral width of the Ramsey signal.
Fig. 6.6.: Analysis of the Rydberg induced light shift and laser coupling as a function
of the Rydberg dressing laser detuning ∆. Interferometer frequency ELS +
δ(blue circles) in the presence of the dressing laser is measured for different
detunings ∆. Gray circles correspond to positive oscillation frequencies before
mapping the data (see text). The statistical errors for each measurement are
typically well within the size of the data points (. 50 Hz). The solid line is a fit
to the theoretical model for the dressed-state energy from which we determine
the atom-light coupling strength Ω. The dashed line corresponds to the Ramsey
detuning δ. The shaded background shows the Fourier transform of each Ramsey
measurement. Figure adapted from [220].
In order to fit the light shift dependence on the detuning, we need to account for the
cases close to resonance where the clock transition frequency ELS + δ goes through
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zero, i.e. ELS compensates the RF detuning δ, and should become negative. We map
the sign of the data points in that region such that the frequency shift is monotonic as
a function of ∆ (these data points before mapping are displayed in gray in Fig. 6.6).
Although the measured light shifts are relatively small, . 1 kHz over most of the
range, they are clearly resolved with an average statistical uncertainty of ∼ 2× 10−3
for |∆|/2pi > 10 MHz. Within this accuracy we observe small deviations from the
simple two-level weak-dressing prediction of ELS = ∆Ω2/(Γ2 + 4∆2). Therefore,
we need to include the additional light shift caused by the nearby transition |0〉 →
|39P1/2〉 which is resonant for ∆/2pi = 76 MHz. The fit including this extra state
is shown as a solid line in Fig. 6.6, where the quality of the fit reflects a good
quantitative understanding of the dominant effects influencing the frequency of
the Rydberg-dressed interferometer. This relatively simple fit also confirms that
interaction effects such as the Rydberg blockade do not play an important role for
the experiments performed here.
From the fit shown in figure 6.6 we obtain a precise determination of the Rabi
frequency Ω/2pi = 163(1) kHz. The value of Ω is more than a factor of two smaller
than an independent estimate based on the power and waist of the laser beam and the
expected transition dipole matrix element. This highlights the importance of direct
experimental measurement of the atom-light interaction parameters over indirect
estimates. The range of resolved light shifts corresponds to Rydberg fractions from
approximately 4× 10−4 to a minimum value of 4× 10−6, corresponding to less than
one Rydberg excitation shared amongst the entire cloud. This confirms that in the
current experiments Rydberg interaction effects are negligible, but also emphasizes
the sensitivity of the atomic clock transition to very small perturbations.
6.3.2 Ramsey contrast: Dephasing and population decay
Furthermore we study the macroscopic behavior of the population and coherence
decay, which are also extracted from the Ramsey measurements, the results are
shown in figure 6.7. The decaying contrast of the Ramsey fringes gives further
information on the Rydberg-dressed states, specifically their degree of coherence
which is influenced by fluctuations of the dressed state energy and population decay,
as shown in equation 6.9. While fluctuations like laser intensity or frequency affects
the result in a symmetric loss of contrast with respect to the mean (dephasing),
population loss causes an overall reduction of the mean value, besides affecting the
dephasing. As such, these contributions can be separately extracted from the fits
to Eq. (6.9) and are shown in Fig. 6.7 on a logarithmic scale. Close to resonance
we find that the contributions are approximately equal with a rate around 1 kHz.
This is comparable to the bare Rydberg state decay rate estimated as Γ/2pi =
5.6 kHz which includes photoionization from the optical dipole trap, blackbody
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redistribution and spontaneous decay. Interestingly, the maximum dephasing rate is
two orders of magnitude smaller than the independently measured laser linewidth
(see section 4.3.1) showing that the correspondence between laser phase noise
and the loss of coherence can be subtle. For large detunings |∆|/2pi > 5 MHz the
effective loss and dephasing rates drop off rapidly, reaching values that are orders of
magnitude lower than the bare Rydberg state decay rate. Here we find that pure
dephasing is the dominant effect governing the loss of coherence rather than intrinsic
atom loss from the Rydberg state.
Fig. 6.7.: Analysis of the dressed Ramsey interferometer regarding the Rydberg-
dressed population and coherence decay. Dressed-state dephasing rate X
(red squares) and population decay rate frΓ (blue circles) as a function of ∆.
The black curve shows the power law ∆−2 which is the expected dependence for
intensity-noise dominated dephasing. Figure adapted from [220].
Looking closer at the detuning dependent dephasing rate we find that it is well
described by a power-law which, below resonance, scales with ∆−1.98(4). This
is close to the expected scaling for intensity noise, which according to Eq. (6.6)
should scale as X ∝ |∆|−2, as opposed to laser frequency noise which should
scale with |∆|−4 since the relative frequency noise 2∆ scales as |∆|−2. From the
power-law fit we extract the normalized intensity spectral density: 2pi2I = 0.2 kHz−1
which is compatible with residual intensity noise from the resonant cavity frequency
doubler. Based on these measurements we can focus on reducing any laser intensity
fluctuations, using for example a feedback loop based on a photodiode and an
AOM that controls the intensity. These results emphasize the importance of the
Rydberg-dressed interferometer for characterization of decoherence properties and
possible noise sources. Nevertheless, the dephasing rate remains small compared to
the light shift over most of the measurement range. This can be quantified by the
strong-coupling parameter C = ELS/(Γeff +X) that varies in the range 7 ≤ C ≤ 18
as ∆ is varied over the range ±40 MHz.
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6.4 Realization of a sensitive Rydberg dressed
electrometer
Having characterized the performance of the Rydberg-dressed interferometer, we
now assess its potential applications beyond characterization. As an example we
consider the sensitivity of the Rydberg-dressed interferometer to static electric fields
due to the second order Stark effect of the Rydberg state, where the polarizability
of the bare clock states can be totally neglected. Maximizing the derivative of
Eq. 6.7 with respect to small perturbations and assuming shot noise limited state
readout we find a minimum single shot sensitivity (standard quantum limit) σ =
e(X + frΓ)/(frFα
√
N), where e is Euler’s number, F refers to the bias electric field
strength, N is the number of atoms used in the measurement and α is the electric
polarizability of the Rydberg state (which scales with principal quantum number as
n7). In the fundamental limit when the noise is very small (X → 0), the electrometer
sensitivity is independent of the Rydberg state fraction. This shows that the Rydberg
dressing approach allows for extremely small densities of the strongly interacting
particles, while at the same time large overall atom numbers (N) can be used to
minimize the atomic shot noise. Furthermore we estimate the ideal single shot
sensitivity for the Rydberg state used in our experiment (having Γ/2pi = 5.6 kHz
and α39P /2pi = 10.25 MHz cm2/V2) with N = 105 particles and applying a bias
field F = 1 V/cm. We find the electrometer sensitivity to be σ = 4.7µV/cm which
indicates that such Rydberg-dressed interferometer would rival the state-of-the-art
electrometers [226, 227, 126, 228].
As a proof of principle, we now proceed to measure the sensitivity of the Rydberg
dressed interferometer to electric fields. For these measurements we use the spin
echo technique introduced at the beginning of this chapter (section 6.1.1). We use
this particular approach instead of Ramsey interferometry to be less sensitive to
dephasing of single atoms. In the experiment we use a spin echo RF pulse sequence
consisting of two pi/2-pulses separated by two free evolution times of equal duration
Techo = 5 ms, with a pi-pulse in between (see figure 6.2), while the UV dressing laser
is applied continuously during both of the free evolution times. As a read out, we
measure the population in the |1〉 state as a function of the final pi/2-pulse phase,
which is varied from 0 to 4pi using the RF DDS board(see section 3.2.2). The goal is
to observe a differential phase accumulation due to any change between the first
and the second evolution time. In the case the system remains the same during the
two free evolution periods , no phase accumulation is observed, and the population
oscillates with minima at 0, 2pi and 4pi.
In the case that the electric field is modified during the second part of the spin echo
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pulse, one should expect a change in the phase since the pi pulse cannot reverse
completely the dephasing due to the presence of a different field. Experimentally, we
use the deflection ring electrodes of the Rydberg detector (shown in figure 3.1), to
change the electric field during the second free evolution part from F1 = 2.2 V/cm to
F2 = F1 + . These electrodes are shielded by other 8 electrodes and thus the electric
field magnitude we can apply is rather small. We compensate this by applying a bias
electric field along the same direction of the ring electrodes field (F1) which helps
to improve the sensitivity of the Rydberg-dressed interferometer. We have previously
calibrated the electric field generated by deflection ring electrodes, as it is shown in
section 4.3.3.

















Fig. 6.8.: Electric field measurement with a Rydberg-dressed interferometer. Popula-
tion in |1〉 is measured after a spin echo sequence as a function of the applied
phase to the final pi/2 RF pulse. We observe a clear phase shift when changing the
electric field from F1 = 2.2 V/cm to F2 = F1+51 mV/cm or F2 = F1+101 mV/cm
Figure 6.8 shows the population as a function of the phase of the last RF pulse
in the spin echo sequence , for three different electric field perturbations. The
blue circles represent the simplest case where no electric field has been changed
( = 0), we observe a clear oscillation while varying the phase, which is centered
around 2pi. As soon as we apply a different electric field in the second pulse the
population oscillation shifts with the phase (triangles and squares in figure 6.8).
These demonstrates a clear dependence of the phase on the applied electric field,
which corresponds to 0.022(1) rad/(mV/cm).
We further study the sensitivity of our Rydberg-dressed electrometer to distinguish
between two different electric fields (single shot sensitivity). In order to do that we
set the phase to a constant value θ = 5.25 rad. We repeat the measurement of the
population for 0 mV/cm and 51 mV/cm 200 times for each electric field. Based on
these measurements we can extract a histogram of the occurrences of a population
range, as shown in figure 6.9. The histogram clearly shows the two different electric
field measurements well separated by three standard deviations. Furthermore, we
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analyze the probability of being able to distinguish two of these measurements in a
single shot with 66% chance, and extract the electrometer sensitivity in a single shot
measurement as 17(1) mV/cm.












Fig. 6.9.: Determination fo the Rydberg-dressed electrometer sensitivity. Histogram of
two electrometry measurements ( =0 mV/cm and 51 mV/cm) for 200 repetitions
at fixed phase θ = 5.25 rad. See text for further details.
6.5 Perspectives for the Rydberg-dressed
interferometer
In conclusion we have realized and characterized the performance of an interfer-
ometer enhanced by Rydberg dressing. Based on Ramsey interferometry we could
precisely determine the atom-light coupling, Rydberg state admixture and coherence
properties of the dressed states. Furthermore, we show a direct application of the
system to be used as a highly sensitive electrometer. The basic essence of our scheme
– the controllable coupling of a highly-coherent two-level system to a third state
with greatly enhanced sensitivity – can be applied to numerous quantum systems,
even beyond the Rydberg atom platform. Thus this approach has the potential to
greatly expand the number of atomic and molecular systems suitable for metrological
applications and many-body physics.
While the present experiments were performed in an effectively non-interacting
situation, Ramsey interferometry can serve as a powerful method to characterize
atomic interactions [82, 81, 83, 85, 80]. Rydberg dressing provides a way to induce
and control these interactions, thereby introducing a tunable nonlinear evolution
between the clock states. This would provide another route to generating squeezed
or entangled many-body states without relying on low-energy collisions between the
atoms [229, 230, 231, 103], or the implementation of nonlinear quantum metrology
protocols [232, 233] for surpassing the standard quantum limit. Alternatively, the
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Rydberg-dressed interferometer could provide a way to optimize Rydberg-dressing
protocols [65, 53, 80, 79], even in the limit of extremely weak interactions, enabling
the realization of robust quantum logic gates and quantum spin systems [146, 234,
44, 235], or novel long-range interacting quantum fluids [236, 237] and lattice
gases with beyond nearest neighbor interactions [238, 239, 240].
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7Conclusion
In the course of this thesis, we have built a new experimental setup based on ultracold
potassium atoms and studied their excitation to strongly interacting Rydberg states.
More specifically this work has focused on the complex non-equilibrium dynamics
and coherence properties of optically trapped gases under continuous laser excitation.
These have been shown to give rise to a rich non-equilibrium phase structure, and
novel self-organizing dynamics. While these first experiments concern effectively
classical dynamics (due to strong dephasing), in parallel I have also developed a tool
based on interferometry combined with off-resonantly Rydberg excitation, which can
be used to characterize coherence effects in strongly interacting many-body systems
and to extend our experimental studies to the quantum regime.
In the first part of this thesis, I have shown the main characteristics of our ultracold
potassium experiment that allows us to manipulate the atoms in terms of their
ground state, spatial confinement and temperature. The ultracold setup includes an
adaptable laser system for cooling and trapping, which can be easily adjusted for
either 39K or 40K. We implemented the technique of gray molasses cooling and with it
achieved temperatures down to 20µK (far below the Doppler temperature), making it
possible to directly load an optical trap, where all the experiments for this thesis took
place. Additionally we have implemented a set of techniques (e.g. magnetic field
nulling, radio-frequency state transfer and optical pumping) to be able to prepare
the atomic sample in a specific ground state with very high purity. All together the
experimental setup is quite complex, therefore, to control the experimental machine
and to read out and analyze the data, I have implemented a Labview control
program. This covers all the current experimental requirements, enabling precise
timing of dozens of analog and digital devices, reproducible experiments and large
scale automatic data taking, but it is also easily extendable to include new devices
for future updates. The combination of a highly controllable ultracold potassium
experiment with a versatile Rydberg excitation laser, have allowed us to create a
platform for studying non-equilibrium phenomena based on the driven-dissipative
behavior of the Rydberg system.
Having prepared the ultracold atomic samples, we then needed to excite the atoms
to high lying Rydberg states. For this, I have set up a laser system, adaptable
for either one or two-photon Rydberg excitation schemes, making it possible to
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access a wide variety of different Rydberg states. I characterized in great detail
the laser system used for two-photon excitation, i.e. the frequency doubled laser
with a titanium sapphire gain element operating at a wavelength of 456 nm used in
conjunction with our existing semiconductor lasers at 767 nm. Its key characteristics
are a maximum output power of 1.5 W, a frequency noise of 115(9) kHz and long
term frequency stability better than 42 kHz drift per hour. To benchmark the laser,
I performed measurements of atom loss in a magneto-optical trap to characterize
the laser tunability and measure the quantum defects of potassium Rydberg states
with n > 77. Later in my thesis work, I changed the laser gain medium to a
dye jet (rhodamine 6G) and installed a new frequency doubling cavity. With this
we could also demonstrate the new capability to excite Rydberg atoms via single
photon transitions, thereby eliminating complications associated to the short lived
intermediate 4P state. The most remarkable characteristic is the relatively high power
at 286 nm, up to 300 mW, which is suitable for Rydberg dressing experiments.
Having built the Rydberg platform, we performed a detailed characterization of
the driven Rydberg system, where, depending on the influence of the laser driving,
dissipation and long-range interactions, the system was anticipated to exhibit differ-
ent types of behavior, such as magnetically ordered states (where the ground and
Rydberg states form a pseudo-spin-1/2 system). We were able to investigate all these
regimes over a wide range of laser parameters, i.e. intensity (related to the Rabi
frequency Ω) and detuning from resonance ∆. In these experiments we established
a simple yet powerful way to characterize the system by the rate of population loss.
Surprisingly, we found that the loss rate exhibited apparent power-law scaling with
different exponents over a wide range of parameters. Furthermore, the different
exponents obtained reflected different regimes of the non-equilibrium phase struc-
ture of the many-body system, which included dissipation dominated, paramagnetic,
critical and unstable regimes.
One particularly striking feature was found above resonance, where we have dis-
covered power law scaling with a larger exponent than expected for single particle
excitation, which was not captured by the corresponding mean-field phase diagram.
This scaling is now understood to be a consequence of Rydberg facilitation processes,
where a single seed excitation tunes neighboring atoms into resonance leading to
the formation of large excitation clusters. To improve our understanding of the
off-resonantly driven Rydberg gas, we have performed in this regime additional ex-
periments to study the long term dynamical evolution. We discovered a particularly
striking nonlinear dependence of the atomic density behavior: regardless of the
initial state and when above a critical density, the system always evolves towards
the same quasi-stationary state. Furthermore we found that the quasi-steady state
density, as a function of the driving amplitude Ω, exhibits scale invariance over a
wide range of initial densities and driving strengths, with a scaling exponent of
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β = 0.910(4). This led us to the conclusion that the system exhibits signatures of self-
organized criticality. To test this hypothesis, we performed additional experiments to
investigate the system’s response to perturbations by suddenly changing the driving
and measuring the new quasi-steady state density, which shows a critical response
whenever the system is prepared above a characteristic density, but is independent
of the precise value of the density. These experimental results were then supported
by a non-equilibrium field theory which qualitatively describes the data, confirming
self-organized criticality (SOC) as the mechanism governing the dynamics of our
driven open many-body system.
To a surprisingly large extent, our results on the non-equilibrium phase structure
and self-organizing dynamics of the driven Rydberg system could be described by
effectively classical dynamics (i.e. mean field, rate equation and Langevin equation
models). One possible reason for this is the relatively large dephasing rate in our
experiment which we attributed to laser frequency fluctuations, combined with the
long timescales accessed in our experiment. To study this in more detail, I have
implemented a methodology to quantify the coherence properties of Rydberg-dressed
states, with the goal to identify the dominant decoherence processes and to enhance
coherence times. This technique, a Rydberg-dressed interferometer, combines the
high level control of the ground state atoms with the effective detuned excitation to
a Rydberg state by dressing one state of a clock transition. This combination results
in a high precision interferometer with enhanced sensitivity to atom-light coupling,
Rydberg interactions and external fields. In a first application, I demonstrated that
the interferometer can be used to characterize the main properties of the Rydberg
dressed system, including a direct measurement of the key parameter, the coupling
strength Ω/2pi = 163(1) kHz. By modeling the expected interferometry signal with a
quantum master equation that included dissipation and dephasing terms through
laser intensity and frequency noise, we could extract from the interference pattern
the population decay and the pure dephasing rate. The maximum dephasing rate
on resonance was 1 kHz, which fell off as a function of detuning with ∆−2. Based
on this, we could identify the principal source of decoherence as the laser intensity
fluctuations (rather than frequency noise), which is something that can be readily
improved for future experiments. As an unexpected outcome, we discovered that
the Rydberg-dressed interferometer could function as a sensitive electrometer for
detecting weak static electric fields. Taking advantage of the high sensitivity of
Rydberg atoms to those fields, we used our Rydberg-dressed system to precisely
measure an applied electric field, where a change in the field can be observed in the
interference signal. We have repeated these measurements two hundred times and
determine the single shot sensitivity to be 17 mV/cm, with a fundamental sensitivity
limit of 1µV/cm, which makes the Rydberg-dressed electrometer competitive with
the best existing electric field sensors.
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These experimental results have opened new questions, and highlighted new oppor-
tunities for further studies. For example, our platform allowed us to determine the
scaling exponent related to the SOC behavior observed in our system, however so
far we have been unable to relate the measured exponent to any known universality
class. Therefore it is relevant for future experiments to measure other observables
in the system and extract their critical exponents, which could aid in extracting
the underlying non equilibrium universality class. A crucial observable in the SOC
dynamics is avalanches, in the sense of a perturbation of the critical state which
triggers an avalanche-like process. Studying this observable and its corresponding
scaling with avalanche sizes, would serve to make more concrete connections to
known SOC models. This can possibly help to identify the corresponding universality
class and whether it is related to other paradigmatic non-equilibrium universality
classes, such as directed percolation [166].
Another direction for future experiments, concerns the coherence properties mea-
sured with our Rydberg-dressed interferometer, and the conclusion that intensity
noise of the dressing laser is the main contribution to the system’s dephasing. These
experiments were performed at rather low densities, and it is not clear if this con-
clusion still holds at higher densities, or when other effects (e.g. atomic motion
and disorder) can also affect the system’s coherence and at which scale. In terms
of coherence times, we are still several orders of magnitude away from the funda-
mental limit, set by the spontaneous decay of the Rydberg states. But assuming we
can approach this limit, there are many new research opportunities, for example,
concerning how the non-equilibrium phase structure and dynamics is modified in
the presence of quantum fluctuations. Relatively little is understood in this limit,
however recent theoretical work has suggested that the second order absorbing state
phase transition studied in chapter 5 could change to a first order one [78], making
it possible to study other aspects of non-equilibrium phase transitions at the interface
of classical and quantum regimes.
As a first step towards addressing these challenges and open questions, we have
recently updated our experiment to allow for a better control over the spatial
confinement, the atomic motion and the spatially resolved detection of the atoms.
We are currently able to cool down atoms to a few tens of nK, and trap them in
geometries such as tubes, ring structures and 2D lattices. Figure 7.1, shows two
exemplary images of the ground state atoms in different trap geometries. Combining
these techniques will allow us to disentangle the roles of atomic motion, disorder, and
decoherence from the excitation dynamics responsible for complex non-equilibrium
behavior, and to perform experiments in different dimensionalities. Furthermore,
using these traps we have designed a high resolution imaging system [168] which
we could employ to study other key characteristics of the system associated to non-
equilibrium phase transitions and self-organized criticality, such as spatio-temporal
108 Chapter 7 Conclusion
Fig. 7.1.: First results on the geometry and motional control of the atoms. Absorption
images of potassium atoms trapped in different geometries.
correlations. In a similar, way we could study the dynamical behavior that results in
a self-organized critical system, for example by deterministically exciting the Rydberg
atom seed, which enables the facilitation, and detecting how the excitation spreads,
which could aid to measure avalanches in the system. Such studies would help to
elucidate the connection between the microscopic dynamics and the macroscopic
observables of the complex many-body system.
In conclusion, the results I presented in this thesis, together with the recently added
capabilities in our setup, open new prospects. Our experiment offers a general
framework for understanding non-equilibrium matter, spanning both classical and
quantum regimes, as well as new technologies which can exploit the strong interac-






AAn adaptable program for
experimental control and analysis
This appendix is dedicated to Tobias, I wish you all the best with Labview :)
Here we explore in more detail the characteristics of our experimental control, which
is designed based in four criteria:
• An independent structural program such that new devices can be easily im-
plemented, this is crucial since our experiment is growing and needs new
capabilities with time.
• Flexibility to adjust the experimental sequence including all relevant param-
eters and also devices, which should be able to be deactivated, activated or
used in different parts of the sequence.
• Automation of processes should be possible, for example repeat continuously
a sequence or scan a parameter with a different value in each sequence.
• The acquired data from the measurement should be properly saved and also
all the devices characteristics and parameters of the sequence such that the
exact configuration can be recovered anytime.
In our case we base our program in a well-known programing language for ex-
perimental physics, Labview. This has the advantage of a higher level programing
structure, i.e. it does not required to program the low-level hardware commands.
Especially since most of the hardware use in ultracold atom experiments come with
labview programs to interface the device, such a hardware programming is not
necessary. Additionally Labview offers a widely expandable user interface making it
easy to operate the program without relying on knowing every detail of the code.
Furthermore, this programming language allows for parallel control of the hardware,
which is very handful for example to control the imaging beam while taking a picture
at the same time with the camera. The first version of this experimental control
program was developed in the group of prof. Matthias Weidemüller, within a master
thesis project. Further programming like the inclusion of new camera devices and
utilities, new logic box hardware and data saving facilities, have been done within
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this thesis.
A.1 Labview program modular structure
Labview is an user oriented program based on a visual programming language. It
implements user interfaces directly into the developing code and is based mainly on
virtual instruments (VIs) which are subroutines with adjustable inputs and outputs.
Labview additionally offers all the facilities for object oriented programming via the
Actor Framework. Its general principle is that the whole program can be structured
in independent parts (referred as actors) that work separately and can communicate
with each other through messaging queues. This is very convenient for our purposes
since we can use an actor for each type of device or task (what we call module), and
utilize a couple of actors to manage those modules.
Another important feature offered by Labview in the Actor Framework is that actors
can inherit from another actor, i.e. when creating a new actor this can have the
same functions (VIs) as the actor it is inheriting from. We use this property for all
the modules such as there is a base module with all the minimum VIs required for
a module to work, and every module in the experiment will inherit those VIs and
adapt them to the specific requirements of the module.
The main VIs that each module should inherit from the base module are: the Ac-
torecore.vi which corresponds to the user interface for the specific module, the init.vi
which is the subroutine to initialize the module, such as the hardware connection.
The prepare.vi is the function to set the necessary parameter values before the se-
quence is run. The save.vi has the function to save all the attributes of the module
in a file which is used for recovering the module when needed. Finally, the run.vi
is the main function carried outby the module that need to be executed when the
command "run" is received. Given these VIs, each module can adjust any of them
according to its functionality, for example a camera module should take images in
the run.vi while the image analysis module should fit a 2D Gaussian function to the
atom cloud image.
To control all the modules (specific devices and tasks) another actor is used: the
module manager. This actor is meant to create, delete, activate, deactivate and
handle the messages between the modules. This allows for more flexibility, such that
we do not required all modules to be active all the time to run the experiment. For
example during adjusting phases it is not necessary to save absorption images into
the hard disk, the module can be turned off during this period, saving space in the
hard disk. This module independence is further developed via the communication
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Fig. A.1.: General structure of the experimental control program. The module manager
controls all the modules (devices and tasks in the experiment). The controller
includes a variable controller to determine the values of all variables in the
experiment and a run controller to organize the order in which the modules
are prepared and run. The interfaces contains the designed user interface. The
modules folder includes all the main VIs to run a module. finally, the QD-
Control.vi is the main program, required to run to create all the different instances
in the experimental program.
between modules. The module manager receives and sends the messages from the
modules such that there is not direct communication between specific modules, in
this way if a module is not activated the communication does not get interrupted.
The structure of the program is revealed in figure A.1. The different folders show
the main components of the program: the already mentioned Module manager,
the controller (explained in detail bellow), the interfaces which contains all the VIs
regarding the elements that can be adapted by the user to create its own interface,
i.e. the location of each module interface in the main program interface. The
modules which corresponds to all the modules already programmed including the
Base Module from where all other modules inherit.
Besides the module manager other two actor objects have been created: the con-
trollers, shown in figure A.1. The first one is the run controller which takes care of
the order in which the modules are prepared and run, since not all the modules
should run in parallel. For example the image analysis module should run after
the images are acquired, i.e. after the camera module is run. The second actor
object is the variable controller, which manages the values of all variables use in the
experiment. This is particularly useful to scan a parameter in the experiment such as
a laser frequency or a beam power. The variable value can be changed every run
either in a linear fashion, a logarithmic one or a double ramp where the variable is
scanned from the initial to the final value and then backwards. Figure A.2 shows
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Fig. A.2.: The variable controller and run controller. The upper panel shows the interface
of the variable controller, where a list of all variables are shown. Depending of
the type of attribute (third column) the variable can have always the same value
(Default) during a scan or it can change every run. The lower panel shows the
run controller interface. It is mainly a list with the order in which the modules
have to be prepare and run.
an example of both controllers interfaces. The variable controller has an additional
functionality: multiple measurements, where many scans of different variables can
be set to run.
Besides the internal structure of modules, module manager and controllers, the
program has an extra dynamical component. This consists on an active loading
of the modules every time the program is launched. This has the advantage that
depending on the instruments and tasks required for the experiment, it is possible to
choose to load only certain modules. For example while testing an specific device, it
is not required to have all the devices connected or in the case that a new setup is
used where less modules are required this would avoid the time consuming task of
installing drivers for devices that are not used. The way the program is dynamically
loaded is by reading a simple text file with a list of the modules that are to be used
in the experiment.
The main VI that loads and connects all the necessary elements for running the ex-
periment al control program is the "QD-Control.vi", the corresponding user interface
is depicted in figure A.3. It includes the commands to start or stop a run, to load
a specific configuration (including all the parameters of the modules) and to save
the current sequence. Additionally below the start run button a list of all types of
run can be displayed to choose the run mode. This includes: a default run mode
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Fig. A.3.: Main window of the experimental control program. The left column shows a
set of buttons to start, stop, load and save the experimental sequence. The right
panel contains the basic settings to determine the folder where the data has to be
saved.
where all variables are fixed to its default value, a controlled run mode where all the
variables selected as "linear", "logarithmic" or "tomo" are scanned within the given
range values (see variable controller in figure A.2), and a multiple run mode, to do
many scans of different variables one after the other.
The right panel in the main interface shown in figure A.3 has a set of different tabs
that control or show all the relevant attributes in the program. The settings tab
include all the parameters to create and use the directory where the data has to be
saved. The data tab shows the data (name and type) that is controlled and distributed
by the module manager, showing values like the fitted parameters from the image
analysis. The modules tab is mainly the interface of the module manager. This
includes a list of all the created modules, their respective type, location within the
user interface and whether it is activated or not. Within this tab is possible to create
new modules or delete the existing ones. The user interfaces tab is used to create a
new interface based on one of the existing interface templates. The computers tab is
a module to log and control other computers with the same experimental program,
one being the master computer and the rest the slaves. This can be used to trigger a
parallel program that can be focused only in one device or task, e.g. image analysis
or oscilloscope read out. The last tab log shows all the logging details of the specific
computer.
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A.2 Modules: the principal devices and tasks in the
experimental control program
In this section we present other modules, besides the logic box, which are constantly
used in our experiment and were implemented or further developed within this
thesis.
Absorption and fluorescence imaging: camera module. As stated in the intro-
duction of this chapter, one of the most important requirements for an ultracold
system is the precise detection of particles. Imaging is one of the most common used
techniques to study ultracold gases, in our case we implement two types of imaging:
absorption and fluorescence.
Absorption imaging is based on a resonant beam that is sent to the atom cloud, such
that the atoms will absorb the light, creating a shadow that is detected by a camera.
This technique requires a perfect timing between the imaging pulse and the camera
trigger set to record the image. The precise timing can be achieved by using the
logic box to send a trigger to the AOM that controls the imaging beam and another
trigger to the camera. After having taken the image, we proceed to the analysis of
the atom sample, as shown in the next section.
Fig. A.4.: Module designed to control all the cameras in the experiment. The camera type
can be choose in the menu on the left, depending on the camera only some
parameters in the menu are used. The list of image names indicates the amount
of images the camera should take, this is the number of trigger signals the camera
waits for.
The second imaging technique, fluorescence, is performed by collecting the scattered
photons from the atom cloud, while shining into the atoms a beam close in frequency
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to a transition. In order to collect a considerable amount of photons the imaging can
only be done by a detuned cycling transition. In our case we use both cooling and
repumping beams for this purpose, where we require again the adequate triggering
to set the camera and the beams at the correct time.
Depending on the imaging requirements we make use of different cameras. In the
case of simple diagnostics of the atomic cloud either in the MOT or in the ODT, we
use the IDS camera1, which is a compact camera based on a CMOS (complementary
metal-oxide semiconductor) sensor. For a more specialized case such single atom
imaging (see section Figure 3.1.3) we make use of the Andor camera2, which has
an EMCCD (electron multiplying charge-coupled device) detector with a quantum
efficiency of ∼ 85% at the desired wavelength (770 nm).
The software used for both cameras naturally differ. Within this thesis the camera
module has been upgraded to be able to use these two extra types of cameras. Since
each camera device have a different set of parameters that can be tuned and the
hardware in general needs to be initialized and run differently, we included in the
interface the possibility of choosing the type of camera. This acts as an attribute
in the program that can be consulted anytime the module executes one of the
VIs. Depending on the value of the attribute the program would perform the task
accordingly. This facility can be further used in case a new type of camera should be
included, it just have to add in each subroutine and extra case for the new camera
device.
More specifically a common user interface (shown in figure A.4) was created with the
typical parameters that can be set in a camera, such as the exposure time, and other
specific parameters for the more complex camera (Andor), like the temperature. The
user can create as many copies of the module as needed and select the camera to be
used, depending on the experiment. The cameras can be used also at the same time
just keeping in mind that each one requires a unique trigger signal, generated by the
LB and connected physically to the specific camera.
Analysis module for the imaging. Using the images taken by the cameras, one can
inferred different properties of the atoms such, the atom number, density or cloud
size. In order to obtain information about the cloud from the absorption image we
take two additional images: one with the imaging beam only (no atoms present)
and another one with out any light or atoms(called dark image). Using these extra
images one can subtract the background noise inherent to the camera and compare
the image with the atoms and without them. The final image to be analyzed is
calculate as:
1IDS, Imaging Development Systems. UI-3240ML-NIR-GL
2Andor iXon Ultra 897 UCS-Exf
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Im = Iabs − Idark
Ilight − Idark (A.1)
This resulting image can be used to extract all the atom cloud parameters as explain
in the following. We start by assuming a two-level system (representing an atom)
interacting with the imaging beam which intensity is below the saturation intensity.
The atom number density (n(x, y)) can be related to the absorbed intensity via the
Lambert-Beer’s law:
I(x, y, z) = I0(x, y) exp(−OD(x, y)), (A.2)
where the beam is assumed to propagate in the z-direction, I0 is the original intensity
of the beam and OD(x, y) = σabs,0
∫−∞
∞ n(x, y, z′)dz′ the optical density, with σabs,0
the absorption cross section of the transition. From equation A.2 we can relate
the OD to the actual images we take in the experiment, since I0 corresponds to
Ilight− Idark and I = Iabs− Idark, therefore the optical density can be extracted as:





= − ln [Im] (A.3)
For a non-interacting atomic cloud (relatively low densities) the atoms distribute
thermally in the trap, leading to a Gaussian distribution of the atoms and therefore
the optical density, such that:










with σi the cloud size in the ith direction. By fitting a 2D Gaussian function to the
image, we can extract the cloud size parameters, the peak optical density (OD0) and
the atom number.
An additional module was created to manipulate the images and extract from the
final image (Im) all the relevant atom cloud parameters. We include in the 2D
Gaussian fit an feature that can be adjusted if one wants to include an offset in the
image or a rotation of the fit plane (in case the cloud is tilted). Figure A.5 shows
the absorption imaging module with a typical image all ready processed and the
obtained atom cloud values from the fit, which is performed within the experimental
sequence, allowing for live analysis. The fits however do not work properly from
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time to time, and therefore are only reliable to quickly check the response of the
atoms given the experiment. For further analysis we save the row images to do post
processing analysis, as explained in the next section.
Fig. A.5.: Absorption image module. Live image analysis is performed using this module,
where most of the atomic cloud parameters can be extracted from a 2D Gaussian
fit (further explanation in the text).
Data saving: results and high resolution images. The module for imaging analysis
it is used as a diagnostics platform to perform a fast checking of the results. In order
to further manipulate and analyze the data we have created to new modules for data
saving. The first module (called SaveData) saves after each run the all the variable
values, the ADC read data and the fit parameters from the live image analysis. all this
is combined and saved in a csv file within the folder define by the user in the main
program window (see figure A.3). This module does not required a user interface
since the file name is set as a constant and the file path is an attribute of the module.
The saved data has a simple format to be read by a plotting program, useful in case
of scans in order to plot the fit values against the scan variable.
The second module has been developed to save the row images taken by the camera
to analyze the images after the measurement is finished. It can be that the live
imaging analysis does not fit properly from time to time, making the results noisier
than they actually are. Within the post-processing one can filter the images, remove
fringes or crop the image to select and better fit only a part of the image. All the
row images are saved every run under the name given to the image in the camera
module (see fig. A.4) and the run number, in this way every set of images per run is
related to the variable values which are also saved per run.
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