In this paper, we focus on surveying recent research results about the common process extraction methods in the field of machine learning and data mining. Not only the similarity measure between latent processes but also some classical higher-order statistic information based common process extraction algorithms are summarized. In addition, we propose a novel common process extraction method from multi-datasets. The new method exploits the entropy approximation as the similarity measure. Furthermore, an alternate fixed point based algorithm is proposed to search the optimal solution. Compared with the conventional approaches, the proposed method can handle more various distributions. The simulation results demonstrate that the proposed method outperforms the state-of the-art methods in the problems of common process extraction and joint blind source separation.
INTRODUCTION
In most of science fields, scientists tend to understand things by using many different types of measuring equipments at the same time. As the result, these scientists would get a large group of datasets, each of which maybe have different sizes, different data types, and even different data structures. Obviously, there might be relationships among the datasets in the same group and it would be helpful for information extraction if taking the relationship information into account. However, the conventional methods are usually subject-specific, or infeasible in the multi-data case. For solving this problem, a large number of multi-datasets analysis approaches were proposed.
As introduced in conventional research results, there have been lots of methods which can extract common processes from a group of datasets. G. Zhou et al. In the paper (Gao, Ma and Ren, et al, 2015) and E. Lock et al. in the paper (Eric F Lock, 2013 ) introduced a method to estimate common and distinctive latent features for a group of matrices. T. Lofstedt et al. In the paper (Tommy Lofstedt, Mohamed Hanafi, Gerard Mazerolles, and Johan Trygg, 2012) imposed the path modelling to make the method cope with more complicated relation structures. Literature (Ciprian M Crainiceanu, Brian S Caffo, Sheng Luo, and Vadim Zipunnikov, 2010; Arthur Tenenhaus and Michel Tenenhaus, 2011 ) also introduced multi-datasets analysis methods by some specific assumptions. However, it should be noted that the majority of these methods are second order statistic information based. Thus it is worth of discussing new common process extraction methods which can exploit not only the second order but also the higher order statistic information. With more information, the discussion of uniqueness of common processes extraction may also be an interesting topic.
In our paper, we first survey the recent research results about common process extraction methods. Because of the importance of the similarity measure in the method. We mainly focus on summarizing the research progress of the similarity measure. Furthermore, several higher order statistic information based approaches are discussed in detail. Due to the drawback of these existing methods, a novel common process extraction method is proposed in the paper. The new method is based on the entropy similarity measure, and can handle various distributions. At the end of this paper, the simulation is implemented to demonstrate the efficiency of our method.
SIMILARITY MEASURE
To extract common processes, the problem which should be solved firstly is that how to measure the similarity among a group of projected processes. The most direct measure is the sum of Euclidean distance of every pair of two projected processes, and the corresponding extraction method is to estimate projection vectors to make the value of measure as small as possible.
A is the , i j th element of the adjacency matrix. Path Modelling provides us an opportunity to impose the prior knowledge about relationship of datasets into the algorithm, but we usually have not any prior knowledge about the relationship among the datasets at all. As the result, Path Modelling sometimes makes no sense, and even makes the performance of common process extraction worse. Thus we are wondering whether the adjacency matrix exists an optimal solution? If so, what is the optimal solution? If not, there is other similarity measure better than it? To try to solve these problems, Here we suggest to use multivariate Shannon entropy as the similarity measure for common processes extraction. Hence common processes extraction is to estimate projection vectors to minimize the entropy of projected vectors. The reason why entropy is chosen as similarity as follows First of all, the entropy is a natural similarity measure for common processes extraction in the view of information theory. If processes become more similar to each other, the information owned by processes becomes smaller. Hence we can define the similar measure based on entropy as follow
where H( )  is the (Shannon) entropy and ( )  I is mutual information. We can find that minimizing (4) is equivalent to minimizing the entropy of each processes and maximizing mutual information of processes at the same time. Minimizing mutual information help us figure out the most similar processes set, and minimizing sum of univariate entropy help us the most structural one. Compared to maximizing correlation of processing, entropy based measure can exploit higher order statistical characteristics.
Second, minimization of entropy is a direct extension of ICA, and there have been several successful entropy-based algorithms which can get the common processes in some sense. The idea might be firstly discussed by Cardoso in 1988 as multidimensional ICA (Theis, 2004) , and IVA(Jong-Hwan Lee, Te-Won Lee, Ferenc A. Jolesz, and Seung-Schik Yoo, 2008) was also proposed under minimum entropy criterion. Currently Joint Blind Source Separation (Joint BSS) was discussed, and some methods such Generalized JADE (Li, Adali, and Anderson, 2011) and IVA-G (Anderson, Adali and Li, 2012) were developed. Although these methods and corresponding frameworks are developed for BSS problem, they can actually extract common processes in some sense. An brief introduction of these methods is investigated in the following section.
Further, using entropy, it is easy to find a reasonable interpretation for Path Modelling. If we assume that processes are joint Gaussian distributed, and covariance matrix of common processes has been known before, then we have by using Eq.7 that
where Σ is covariance matrix. If we use data to estimate expectation and use X w  . From (6), we can infer the relation between adjacency matrix. Therefore, Path Modelling can be considered as the prior knowledge of covariance.
ALGORITHMS
In this section, a brief survey for several algorithms is introduced. We will find that all the following methods can obtain unique common processes in some condition, although they are originally not developed for common processes extraction but Joint BSS. On the another hand, it also should be noted that these methods cannot order the processes based on similarity.
Group ICA
Group ICA is a technology which can extract the independent common processes. As mentioned in the paper(V. D. Calhoun, J. Liu, and T. Adali, 2009), Group ICA can be considered as a two-step ad-hoc method. At the first step, the common processes are extracted like CIFA. Then ICA is implemented on common processes. Fig.3 shows that group ICA is a linear system which transform datasets into several groups of independent common processes.
Many lectures have proved that Group ICA is a quite effective method in neuroscience to extract meaningful processes. However, as a stepwise based method, the error from common processes extraction step can fatally influence the implement of ICA. For example, if the estimated number of common processes groups is less than the actual number, then the ICA step becomes under determined. It is well known that underdetermined ICA cannot solved by traditional ICA algorithms. Thus it makes sense if we develop a method which overcomes these drawbacks.
Multisets CCA
Multisets CCA (mCCA) has been developed for many decades. It was firstly proposed in 1971 by Ketternring (Kettenri, 1971) , and widely used as one of common processes extraction methods. Interestingly, it was proofed that mCCA can solve Joint BSS problem when satisfied some condition. In the view of common processes extraction, it means there exist some conditions under which common processes are unique. In the paper, if the following assumption was satisfied, processes extracted by mCCA is unique 1. For a group of M datasets, each dataset, 
where ( )  H denotes the Hermitian transpose and I is the identity matrix.
3. Sources from any pair of datasets ; , 1, 2, ,    m n m n M have non-zero correlation only on their corresponding indices. Without loss of generality, we assume that the magnitude of correlation between corresponding sources are in non-decreasing order, i.e.,
represents the magnitude of a complex quantity.
4. To guarantee that the first source in all M datasets are extracted, the necessary condition by maximization of
Indeed, the unique processes can be extracted when the above-mentioned items are satisfied. However, it should be noticed that the third item cannot be usually satisfied when 3  M , and method's performance would be influenced if it happens.
An Entropy Rate-Based Framework of IVA
Independent Vector Analysis (IVA) is a direct extension of ICA framework. There are two main advantages compared to ICA. First, it becomes possible to explore dependencies across datasets leading to jointly analyses the multi-block data. Second, IVA automatically aligns dependent processes across the datasets hence bypassing the need for the use of a second permutation algorithm for the task. The IVA problem is defined similar to ICA except that we now have more than one dataset, each formed from linear mixtures of M independent sources like Eq.11. In IVA, the most important point is the definition of the source component vector (SCV) which is written for the k-th
i.e., by concatenating the k-th source from each of the N datasets as Fig. 2 . In the framework of IVA, the problem is depicted as minimizing Mutual Information rate of SCVs which is used as the diversity of multidataset independent decomposition
where H ( )  r is entropy rate of a stochastic process. Compared to ICA, the main difference is that we are now seeking to minimize the mutual information rate among SCVs rather than individual sources. In other words, not only the independence and temporal structure of individual sources but also dependencies within SCV can be taken in account for Joint BSS. To estimate entropy (rate) in (10), the most basic idea is to pre-assume distribution of SCVs. For example, Laplace, Gaussian, and Kotz-type distribution based methods (i.e. IVA-L, IVA-G, and IVA-K(M. Anderson, Fu Geng-Shen, Phlypo and Adali, 2013)) have totally been proposed for Joint BSS. It is worth of noting that nonparametric density estimation methods are hardly used in this case, because estimation accuracy becomes seriously worse when dimension of SCV becomes high(the curse of dimension). However, on the other hand, although IVA-L, IVA-G, and IVA-K can avoid curse of dimension, the flexibility of these methods is quite poor. To solve a problem, a new method is discussed in the next section.
For the integrity of the framework of IVA, its identification conditions and performance bounds has also been discussed. 
, where
is any full rank diagonal matrix.
Generalized JADE of Cumulant matrices [10]
A classical ICA algorithm, JADE, has also been extended into multi-block data analysis. In this method, it is assumed that multidimensional random variable x k , 1   k K are of zero mean, and have the same dimensionality and the following linear decomposition form: 
where off ( )   X X diag ( ) X sets the diagonal elements of X to zeros. 
Meanwhile, for minimization of the whole cost, projected gradient-based method was proposed in the paper. Using cumulant matrices with different orders, we can exploit not only second order statistic information but also, higher order information. In the paper, the second and forth order information is mainly discussed. In contrast to JADE in ICA, cumulants between datasets are investigated. If there is only one dataset, Generalized JADE method can be degenerated into classical JADE method. 
New Methods
As mentioned in previous sections, either group ICA, mCCA or IVA family methods can achieve unique common processes in some condition. However, there are several drawbacks which is worth of improvement.
1. IVA-L is just suitable for random vector which is Laplace distributed. Thus the flexibility of this method is poor. Furthermore, second order statistic information cannot be exploited by IVA-L.
2. In contrast, mCCA and IVA-G just exploit second order formation for extraction. If condition is not satisfied, these methods do not work.
3. Either IVA-G and IVA-L was developed for blind source separation rather than common processes extraction. Thus these methods cannot be used to extract part of processes. It would be problematic in practical scenario. Because the number of processes might be quite large while the number of common processes is small in real data.
4. For Group ICA, the error from common processes extraction step can fatally influence its performance. For overcoming these drawbacks, we propose a novel method for common processes extraction. For a group of M datasets, A is orthonormal. It can be usually satisfied when PCA is used as preprocessing procedure for each dataset. Although multivariate entropy is an ideal measure for similarity, it is hard to be used in practical case. Especially, the estimation of entropy of multivariate suffers from curse of dimensionality. Thus we use some trick for modification. According to the property of entropy, we have
where x is a random vector, n x is the nth element of x . H( )  and I( )  denote entropy and mutual information, respectively. If using Gaussian mutual information instead of mutual information in (13), we have 
where y is the estimated common processes whose nth element is inner product of ( ) w i and random vector ( ) x i , which generate the dataset ( )
In order to estimate the neg-entropy, we can use kurtosis or other non-linear function for approximation. To extract the next group of common processes, we can use deflation technology, or improve semi-orthonormal constraint.
Next, we will introduce several methods to find the optimal solution of (17), but all of approaches have advantages and disadvantages at the same time. At first, an alternate fixed-point (AFP) method is introduced. This method optimize the approximation of neg-entropy and Gaussian entropy alternately. Because the fixedpoint algorithm of Fast ICA can be exploited, the convergence rate of AFP is quite high, and performance is good when common processes are highly correlated to each other.
According to Appo's paper, there are three non-linear functions which can be used for negentropy estimation
For Gaussian entropy estimation, we can set covariance matrix of datasets by the prior knowledge like Path-Modelling. Its pseudocode is as follows 
W W W W AFP method not only exploit both the second and the higher order statistic information for extraction, but also inherits the convergence rate of fixed-Point algorithm of Fast ICA. From numerical simulation, we can find that AFP method converges to optimal solution fast. However, we cannot make sure this method reliable, because such an optimization approach is ad-hoc. But, according to the simulation result, AFP is quite reliable when common processes are highly correlated to each other.
To make the method more reliable, we attempt to find the optimal solution of (17) by using the LagrangeNewton method. So far, we have successfully used kurtosis to approximate the negentropy and attempt to extract the first group common processes which are uniform distributed, but this work have not finished yet. More details and results will discussed in the near future.
Simulation
In this section, we present several simulation results to demonstrate the extraction performance and computational efficiency of AFP method. Because the simulation of the Lagrange-Newton based method have not finished yet, there is just simulation results of AFP method. Experiment 1. In this experiment, we consider the unique common processes extraction from different numbers of datasets. For each dataset, they share the 4 common processes which is assumed to be identical in each dataset, and own 6 distinctive processes which is independent to any other processes. The distribution of distinctive processes is zero-mean standard Gaussian, and the distribution of common processes is zero-mean and unit variance uniform and Laplace in two sub-figure of Fig.6 , respectively.
In this experiment, we compare the proposed algorithm with IVA-L and IVAG. Fig. 4 summarized the ISI averaged over 10 independent runs. From Fig. 4 we observe that AFP-exp and AFP-tanh show the good performance, while IVAL does not work in uniform case, and IVA-G does not work because just the second order statistic information is not sufficient to extract original processes.
Experiment 2. In this experiment, we consider the unique common processes extraction from different SNR. The number of datasets here is 10, and other simulation parameters are the same to experiment 1.
Here we compare the AFP-exp algorithm with Group ICA, of which the ICA method is Fast ICA-exp, IVA-L, IVA-G, and mCCA. From Fig. 5 we observe that the performance of AFP-exp is similar to Group ICA. However it is worth noting that Group ICA can lead to under-determined problem when the the number of extracted processes is less than the actual number. AFP method can overcome this problem.
Experiment 3. In this experiment, we compare the performance with different cross correlation differences. Cross correlation differences means we make the elements of correlation matrix of each group of common processes are random. From Fig.8 , we observe that the performance of IVA-G becomes better in this case. It is because the second order statistical information is sufficient for IVA-so to separate blind sources from datasets. However either IVA-L and IVA-so cannot evolute the similarity of common processes. Thus we cannot know which group is common processes groups and which is not. AFP method just focuses on the common processes, and its performance is sufficient for piratical case. 
CONCLUSION
In this paper, we surveyed the recent research results about the common process extraction. Not only the similarity measure between latent processes but also some classical higher-order statistic information based common process extraction algorithms were summarized. Furthermore, we proposed a novel common process extraction method from multi-datasets. The simulation results demonstrate that the proposed method outperforms the state-of-the-art methods in the problem of common process extraction and joint blind source separation .
