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We perform the Hamiltonian constraint analysis for a wide class of gravity theories that are invariant under
spatial diffeomorphism. With very general setup, we show that different from the general relativity, the primary
and secondary constraints associated with the lapse function N become second class, as long as the lapse
function N enters the Hamiltonian nonlinearly. This fact implies that there are three degrees of freedom are
propagating, of which two correspond to the usual tensor type transverse and traceless gravitons, and one is the
scalar type graviton. By restoring the full spacetime diffeomorphism using the Stückelberg trick, this type of
spatially covariant gravity theories corresponds to a large class of single field scalar-tensor theories that possess
higher order derivatives in the equations of motion, and thus is beyond the scope of the Horndeski theory.
I. INTRODUCTION
Models of inflation and dark energy, which attempt explain-
ing the primordial and late time accelerating expansion of our
universe, stimulate the study of theories beyond the simplest
model based on general relativity (GR) with a cosmological
constant. One approach to these theories beyond GR (see [1–
3] for recent reviews) is to introduce degrees of freedom addi-
tional to the two tensor modes of GR.
These additional degrees of freedom are most straightfor-
wardly realized by scalar fields. Over the years, k-essence
[4] was considered as the most general local theory for scalar
field(s), which involves at most first derivatives of the field(s)
in the Lagrangian. Until recently, this understanding was sys-
tematically promoted to higher order in derivatives, by redis-
covering the Horndeski theory [5] — the most general co-
variant scalar-tensor theory involving up to second deriva-
tives in the Lagrangian, while still leading to second order
equations of motion for both scalar field and the metric —
as the “generalized galileon” [6]. The “second-order” na-
ture of Horndeski theory prevents it from extra ghost-like de-
grees of freedom and instabilities. Lagrangian including sec-
ond derivative of the scalar field firstly showed up in the de-
coupling limit of Dvali-Gabadadze-Porrati model [7], where
the second derivative of the scalar field enters linearly in the
Lagrangian. Lagrangians for a single scalar field with non-
linear powers of second derivatives were systematically con-
structed in a Minkowski background as the “galileon” model
[8], which was then generalized to a curved background us-
ing the “covariantization” procedure [9, 10]. The “general-
ized galileon” [6] was constructed following the same proce-
dure (see [11, 12] for reviews) and was shown to be exactly
equivalent to the Horndeski theory [13].
Among the second derivatives in the Lagrangian, only those
enter nonlinearly will introduce higher order derivatives in
the equations of motion, while those enter linearly are always
safe. The mathematical trick in Horndeski theory is to in-
troduce nonlinear powers of second derivatives in terms of a
special type of combinations, in which derivatives with the
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same spacetime index appear twice and only twice. This fact
implies that all the second derivatives with respect to a given
spacetime index enter the Lagrangian linearly, although which
is hidden in the polynomials nonlinear in the second deriva-
tives. The covariant nature of the Horndeski theory implies
that time and space are treated equally. However, one may
slightly relax the above condition such that only second time
derivative appears linearly, while spatial derivatives can en-
ter the Lagrangian in a rather arbitrary manner. This is the
first hint that there might be more general theories beyond the
Horndeski one.
On the other hand, new degrees of freedom may be intro-
duced by reducing the symmetries of theories. Therefore,
an alternative approach to introducing additional degrees of
freedom beyond GR, is to construct theories which do not re-
spect the full diffeomorphism of GR. A well studied example
in this approach is the effective field theory (EFT) of infla-
tion [14, 15] (which showed its first appearance in ghost con-
densate [16, 17]), which describes the fluctuations around a
time evolution homogeneous and isotropic background. Such
a background explicitly breaks the full spacetime diffeomor-
phism of GR and thus a single scalar effective degree of free-
dom arises, which can be coupled to other matter fields [18–
21]. This approach was further applied to the EFT of dark
energy [22–26], where the dark energy can be described by
a single scalar degree of freedom, which can also be cou-
pled to several matter fields1 [29, 30]. Another extensively
studied example, although initially motivated by a different
purpose, is the Horˇava gravity [31] and its healthy extension
[32], where a preferred foliation structure of spacetime was
introduced. In both the EFT of inflation/dark energy and the
Horˇava gravity, the full spacetime symmetry is spontaneously
broken to the reduced spatial diffeomorphism on the space-
like hypersurfaces. Therefore, we may refer to such kind of
theories as “spatially covariant gravity”. Remarkably, when
fixing the gauge by choosing the scalar field as the time co-
ordinate2 (i.e., φ(t, ~x) = t, which is often referred to as the
1 See [27, 28] for recent reviews on the EFT of inflation/dark energy as well
as their relation with the Horndeski theory, and more references therein.
2 This can be done as long as the gradient of the scalar field is kept as time-
like, at least in a local region of spacetime.
2“unitary gauge”), the Horndeski theory [5, 6] can also be re-
cast in terms of extrinsic and intrinsic curvatures, i.e. some
type of the spatially covariant gravity [25]. In [33, 34], grav-
ity theories respecting only spatial diffeomorphism were also
investigated, although in which the graviton was kept as trans-
verse and traceless and thus the degrees of freedom are the
same as in GR3.
Such spatially covariant gravity theories are most conve-
niently constructed using the Arnowitt-Deser-Misner (ADM)
variables, i.e., the lapse N , shift Ni and the spatial metric hij ,
which are adapted to such a space/time splitting nature. In the
study of EFT of inflation/dark energy, much attention was paid
to polynomials of (perturbations of) lapse function δg00 ≡
2δN/N3 and the extrinsic curvature δKij with time-dependent
parameters. For the Horˇava gravity, besides the linear combi-
nationKijKij−λK2, attention was mainly focused on higher
order polynomials built of spatial curvature and its spatial
derivatives such as (3)R2, (3)Rij(3)Rij , hij∇i(3)R∇j(3)R
etc, with constant parameters. In the healthy extension of
Horˇava gravity [32], terms such as (aiai)n with ai = ∂i lnN
were also introduced. On the other hand, when rewriting the
Horndeski theory in the unitary gauge [25], couplings be-
tween the extrinsic and intrinsic curvatures (such as K(3)R
and Kij(3)Rij) and terms cubic in the extrinsic curvature nat-
urally arise. Very recently in [36], by deforming the Horn-
deski Lagrangian in the unitary gauge [25], more general
terms were introduced, which are special combinations of
polynomials of the extrinsic curvature Kij , with parameters
being generalized as functions of t and N . Remarkably, when
restoring the general covariance by introducing the Stückel-
berg field φ, the corresponding scalar tensor theory generally
has higher order equations of motion, although by construc-
tion the number of degrees of freedom is kept up to three
[36, 37]. This feature significantly enlarges our understand-
ing of scalar tensor theories beyond the Horndeski one.
Inspired by these studies, in [38] we proposed a framework
for a wide class of spatially covariant gravity theories, which
propagate at most three degrees of freedom. The Lagrangians
can be written in terms of polynomials of the extrinsic curva-
ture Kij , with coefficients being general functions of time t
and the spatial metric hij , the lapse function N and the spa-
tial Ricci tensor Rij as well as their spatial derivatives. By
construction, the framework has virtually included all the pre-
vious models. Due to its generality, one may expect the exis-
tence of an even larger class of scalar tensor theories that have
higher order equations of motion while still propagating three
degrees of freedom.
Before applying our general framework [38] to cosmology
such as modeling the inflation and dark energy, it is important
the ensure that the theories themselves are consistent, espe-
cially, there are indeed at most three degrees of freedom are
propagating. Counting degrees of freedom can be well per-
formed in the Hamiltonian constraint analysis. For the La-
3 It was argued in [34, 35] that general relativity is the unique spatially co-
variant effective field theory of the transverse and traceless graviton de-
grees of freedom.
grangian in [36], this has been done in [39] and [37], where
terms up to quadratic order in the extrinsic curvature were
considered. Since the framework in [38] contains polynomi-
als of the extrinsic curvature up to arbitrarily high orders, with
coefficients including arbitrarily high order spatial derivatives
of N and Rij , one might be concerned whether the theories
have at most three degrees of freedom or not, or even how the
Hamiltonian analysis could be performed.
This work is devoted to these issues. We will keep full gen-
eralities of the framework in [38], which we review in the next
section. The first difficulty in deriving the Hamiltonian of the
theory is, due to the existence of arbitrarily high order powers
of Kij in the Lagrangian, explicit solution for Kij in terms of
the conjugate momenta πij becomes impossible. Neverthe-
less, in Sec. III we formally give a series solution for Kij ,
based on which the Hamiltonian can be expressed in terms
of a polynomial of πij , with coefficients being functions of t,
hij , N and Rij as well as their arbitrary spatial derivatives.
In Sec. IV, we prove a general result on the Poisson bracket
between the momentum constraint Ci and an arbitrary scalar
density Φ of unit weight. The calculation of Poisson brack-
ets among constraints and the counting number of degrees of
freedom will be presented in Sec. V.
Notations: Since we are dealing with spatial curvature
terms, we omit their left superscript (3) for simplicity. ∇i is
the spatial covariant derivative, instead of the spatial compo-
nents of a spacetime covariant derivative which we denote as
∇µ. We sometimes use the following shorthands
〈f, g〉 ≡
ˆ
d3x f (~x) g (~x) ,
〈
f i, gi
〉 ≡ ˆ d3x f i (~x) gi (~x) ,
etc, where 〈·, ·〉 is symmetric with respect to its two argu-
ments.
II. THE FRAMEWORK
Our purpose is to construct gravity theories which respect
spatial diffeomorphism, and propagate no more than three de-
grees of freedom. The basic ingredients in our construction
are thus the lapse function N defined in the “3+1” decompo-
sition of the spacetime metric
ds2 = −N2dt2 + hij
(
dxi +N idt
) (
dxj +N jdt
)
, (1)
the intrinsic spatial curvatureRij , as well as the extrinsic cur-
vature Kij defined by
Kij =
1
2N
(∂thij −∇iNj −∇jNi) , (2)
where∇i is the spatially covariant derivative compatible with
the spatial metric hij .
Precisely, we consider a general class of Lagrangians of the
following form [38]
L =
∑
n=1
Kn [K] + V , (3)
3with
Kn [K] = Gi1j1,··· ,injn(n) Ki1j1 · · ·Kinjn , (4)
where G(n)’s and V are general functions of
t, hij , N, Rij , ∇i. (5)
When writing (4), the symmetries of indices (ikjk) of G(n)’s
are understood. The Lagrangian (3) describes gravity theories
respecting the spatial diffeomorphism, which we may refer to
as “spatially covariant gravity”. Following the same strategy
of [31], it is convenient to view Kn as the “kinetic” terms,
since Kij involves first time derivative of the spatial metric
hij , and V as the “potential” terms, respectively.
Please note in (3) we do not include the shift vector Ni
explicitly, although which is a vector under spatial diffeomor-
phism. This can be understood as follows. Geometrically, the
Lagrangian (3) describes fluctuations of the foliation structure
of spacetime, of which the spatial hypersurfaces are specified
by the lapse functionN . On the other hand, the shift vectorNi
by itself is not a genuine geometric quantity characterizing the
foliation structure. Instead, it merely encodes the gauge free-
dom of spatial diffeomorphism, i.e., the freedom of choosing
coordinates on the spatial hypersurfaces. In fact, blindly in-
cluding terms such as NiN i would substantially change the
constraint structure of the theory and inevitably introduce un-
wanted degrees of freedom. In (3) the spatial Riemann ten-
sor Rijkl does not appear, which is not an independent quan-
tity since the spatial hypersurfaces are 3-dimensional. More-
over, in this work we neglect spatial derivatives of Kij such
as ∇kKij , ∇k∇lKij etc., although which may generally be
allowed and interesting.
Coefficients of the kinetic terms G(n)’s and potential terms
V have functional dependence on N , which implies the lapse
function N enters the theory nonlinearly (besides those im-
plicitly through Kij). This fact promotes N from being a
Lagrange multiplier associated with the gauge freedom of re-
slicing the spacetime (as in GR) to an auxiliary variable. In
GR, the primary and secondary constraints associated with N
are both first class, which is the result of the space dependent
time reparametrization invariance. As we shall see in Sec. V,
however, as long as N enters the theory nonlinearly, as in our
general construction (3), both the primary and secondary con-
straint associated with N become second class, which is just
the result of breaking full spacetime diffeomorphism to the
spatial diffeomorphism. This fact crucially ensures the health
of our construction, as well as the arising of a new degree of
freedom comparing with GR.
By construction, the Lagrangian (3) is non-relativistic,
since which is written in the ADM coordinates (1), i.e., in
a particular gauge (often referred to as the unitary gauge),
and breaks general covariance explicitly. However, any non-
relativistic theory can be thought as the gauge fixed version of
some relativistic theory, which can be got using the “Stückel-
berg trick”. In our case, the theory breaks general covariance
by choosing a preferred foliation of spacelike hypersurfaces
in the spacetime, thus the Stückelberg field φ is introduced as
the position of these hypersurfaces, with unit normal given by
nµ =
−∇µφ√
2X
with X ≡ −(∇φ)2/2. Then all the variables in
(3) can be promoted to spacetime covariant versions, such as
N → 1/√2X , and
hij → hµν = gµν + 1
2X
∇µφ∇νφ, (6)
∇iN → hνµ∇νN
= − 1
2
√
2X
(
∇µ lnX + 1
2X
∇µφ∇ρφ∇ρ lnX
)
, (7)
Kij → Kµν
= − 1√
2X
[
∇µ∇νφ− 1
4X
∇µφ∇νφ∇ρφ∇ρ lnX
−∇(µφ∇ν) lnX
]
, (8)
etc. With these replacements (as well as the
Gauss/Codazzi/Ricci equations), the Lagrangian (3) can
be recast into a spacetime covariant theory describing the
Stückelberg field φ coupled to gravity. Indeed, this is exactly
the same technique in [40–42] (see also [32]) where Horˇava
gravity was reformulated in a fully covariant manner.
Conversely, starting from a generally covariant Lagrangian
for a scalar field φ coupled to gravity
L = L(gµν , φ,∇µφ,∇µ∇νφ, · · · , (4)Rµνρσ , · · · ), (9)
where “· · · ” denotes possible higher order covariant deriva-
tives of φ and the curvature (4)Rµνρσ , as long as the gradi-
ent of the scalar field is timelike, i.e. gµν∇µφ∇νφ < 0,
we may choose the time coordinate as t = φ, which (par-
tially) fixes the gauge (unitary gauge). In the unitary gauge,
derivatives of the scalar field can be recast as, at the first order,
∇µφ = −nµ/N with nµ = −Nδ0µ, and at the second order,
∇µ∇νφ = 1
N
(−nµnνρ+ 2n(µaν) −Kµν) , (10)
where
ρ = £n lnN, aµ = e
i
µ∂i lnN, Kµν = e
i
µe
j
νKij ,
(11)
with eiµ = δ0µN i + δiµ, which can be expanded explicitly as
∇µ∇νφ = − 1
N
[
δ0µδ
0
ν
(
∂tN +N
i∂iN +N
iN jKij
)
+2δ0(µδ
i
ν)
(
∂iN +N
jKij
)
+ δiµδ
j
νKij
]
. (12)
Similar procedures can be performed on higher orders. For
example, taking a further derivative of (10) yields
∇µ∇ν∇ρφ
=
1
N
[
nµnνnρ
(−ρ2 +£nρ− 2aσaσ)
−2nµn(ν
(
£naρ) − 2aρ)ρ− 2Kσρ)aσ
)
+nµ
(− 2aνaρ − ρKνρ +£nKνρ − 2KνdKdρ)
− (£naµ − 2aµρ− 2Kσµaσ)nνnρ
+2
(−aµa(ν +Dµa(ν − ρKµ(ν −KσµKσ(ν)nρ)
+aµKνρ + 2Kµ(νaρ) −DµKνρ
]
, (13)
4where Dµ is the spatially projected covariant derivative, e.g.,
Dµaν = e
i
µe
j
ν∇iaj etc. (keep in mind that throughout this
paper ∇i always denotes covariant derivative associated with
the spatial metric hij ). Using the above replacements, to-
gether with the Gauss/Codazzi/Ricci equations, the general
Lagrangian (9) can be recast in terms of Kij , Rij , N , N i as
well as their temporal and spatial derivatives. For example, in
[25], the covariant Horndeski theory has been rewritten in the
unitary gauge, where the corresponding Lagrangian falls into
a subclass of (3). For a general scalar-tensor theory (9), how-
ever, the corresponding Lagrangian in the unitary gauge may
generally depend on the shift N i and time derivatives of Kij ,
Rij and N (as well as their spatial derivatives), which signi-
fies the existence of unwanted degrees of freedom, since the
resulting equations of motion contain higher time derivatives
explicitly. This is avoided in our construction (3), where the
Lagrangian depends only on Kij , Rij , N as well as their spa-
tial derivatives. The remarkable finding in [36] is that, when
reintroducing the Stückelberg field φ as in (6)-(8), the covari-
ant Lagrangian for such kind of spatially covariant gravity the-
ories corresponds to a class of scalar tensor theories (9), which
have higher order equations of motion, although by construc-
tion the number of degrees of freedom is kept up to three.
This fact is thus beyond the scope of Horndeski theory, which
requires the equations of motion to be second order.
As an explicit example of our general framework (3)-(4),
in [38] we proposed a “cubic construction”, by imposing two
further restrictions: 1) there are no higher order derivatives
in the Lagrangian when making the Stückelberg replacement
described above, i.e. we omit higher spatial derivatives of Rij
and only keep the first derivative of the lapse ∇iN , and 2)
the powers of second derivative operators do not exceed three.
This allows us to exhaust all the possible operators4: for the
“kinetic terms”
K1 =
(
a0 + a1R+ a3R
2 + a4RijR
ij + a5∇iN∇iN
)
K
+[(a2 + a6R)R
i
j + a7R
i
kR
k
j + a8∇iN∇jN ]Kji , (14)
K2 = (b1 + b3R)K2 + (b2 + b4R)KijKij
+
(
b5KKij + b6KikK
k
j
)
Rij , (15)
K3 = c1K3 + c2KKijKij + c3KijKjkKki , (16)
and for the “potential terms”
V = d0 + d1R+ d2R2 + d3RijRij + d4∇iN∇iN
+d5R
3 + d6RRijR
ij + d7R
i
jR
j
kR
k
i
+d8R∇iN∇iN + d9Rij∇iN∇jN. (17)
where an, bn, cn, dn are arbitrary functions of t and N (with-
out derivatives). This “cubic construction” has virtually in-
cluded all the previous models, while still possessing new
4 Note here we slightly modified the Lagrangian in [38] by replacing ai =
∇i lnN with ∇iN . In the former case, with constant parameters an, bn
etc., the Lagrangian possesses an enhanced symmetry, i.e. space indepen-
dent time reparametrization invariance t → t˜(t), as in the non-projectable
version of Horˇava gravity.
interesting extensions. The “6-parameter” Lagrangian pre-
sented in [36] thus corresponds to
a0 = A3, −2a1 = a2 = B5, b1 = −b2 = A4,
c1 = −1
3
c2 =
1
2
c3 = A5, d0 = A2, d1 = B4,
with all other coefficients vanishing.
III. HAMILTONIAN AND CONSTRAINTS
The main purpose of this work is to show our theory (3)-
(4) is healthy in the sense that it does not propagate unwanted
degree(s) of freedom other than the two tensor and one scalar
modes. Counting number of degrees of freedom can be well-
performed in the Hamiltonian analysis. In this section, we
derive the Hamiltonian and the constraints of our theory.
The ten variablesϕI ≡ {N,N i, hij} as well as their conju-
gate momenta πI ≡ {πN , πi, πij} spanned a 20-dimensional
phase space. The explicit absence of time derivatives of the
lapse N and the shift Ni in the Lagrangian implies the iden-
tical vanishing of their conjugate momenta πN and πi, which
yields 4 primary constraints
πN = 0, πi = 0, (18)
in the phase space. The conjugate momenta to the spatial met-
ric hij are given by
πij ≡ ∂
(
N
√
hL)
∂h˙ij
=
√
h
2
Πij [K], (19)
where h ≡ dethij , and for an arbitrary symmetric matrix
Mij , Π
ij [M ] is defined by
Πij [M ] ≡ Gij(1)+
∑
n=1
(n+1)Gij,k1l1,··· ,knln(n+1) Mk1l1 · · ·Mknln ,
(20)
where G(n)’s are the same as in (4). According to (19), πij
itself is a spatial tensor density of unit weight (i.e. πij/√h
transforms as a spatial tensor). For later convenience, we also
define
Πij,kl[M ] ≡ ∂Π
ij
∂Mkl
, Πij,k1l1,k2l2 [M ] ≡ ∂
2Πij
∂Mk1l1∂Mk2l2
,
(21)
etc. for short.
In the case of GR,
Πij [K] = M2pl
(
Kij − hijK) ,
which is linear in Kij and thus the inversion of Kij (equiva-
lently, h˙ij) in terms of πij can be done easily. In the study of
Hamiltonian analysis in [37, 39], only terms up to quadratic
power of Kij in the Lagrangian are considered, which also
implies Πij [K] is linear in Kij , and thus the inversion can
also be easily made. Generally (19) is a nonlinear algebraic
equation for Kij , from which solving Kij in terms of πij may
5be involved. Nevertheless, we make a general ansatz for the
solution of (19), in terms of series of πij :
Kij = Γ
(1)
ij +
1√
h
Γ
(2)
ij,klπ
kl+
1
h
Γ
(3)
ij,k1l1,k2l2
πk1l1πk2l2 + · · · ,
(22)
where the coefficients Γ(n)’s are also generally functions of t,
hij , N and Rij as well as their spatial derivatives. In writing
(22), we have deliberately separated powers of h ≡ dethij
in the denominators such that Γ(n)’s are spatially covariant
tensors. The coefficients Γ(n)’s can be solved perturbatively
by plugging (22) into (19), which yields
2
πij√
h
= Πij [Γ(1)] +
πi1j1√
h
Πij,kl[Γ(1)]Γ
(2)
kl,i1j1
+
πi1j1πi2j2
h
(
Πij,kl[Γ(1)] Γ
(3)
kl,i1j1,i2j2
+
1
2
Πij,k1l1,k2l2 [Γ(1)] Γ
(2)
k1l1,i1j1
Γ
(2)
k2l2,i2j2
)
+
πi1j1πi2j2πi3j3
h3/2
(
Πij,kl[Γ(1)] Γ
(4)
kl,i1j1,i2j2,i3j3
+Πij,k1l1,k2l2 [Γ(1)] Γ
(2)
k1l1,i1j1
Γ
(3)
k2l2,i2j2,i3j3
+
1
6
Πij,k1l1,k2l2,k3l3 [Γ(1)]
×Γ(2)k1l1,i1j1Γ
(2)
k2l2,i2j2
Γ
(2)
k3l3,i3j3
)
+O(π4/h2). (23)
Comparing both sides of (23), Γ(1)ij is solved by
Πij [Γ(1)] = 0, (24)
where recall that Πij [M ] is defined in (20). Γ(2)ij,kl can be de-
termined by
Γ
(2)
ij,kl = 2Π
−1
ij,kl[Γ
(1)], (25)
where Π−1ij,kl[Γ(1)] is the inverse of Πij,kl[Γ(1)] satisfying5
Πij,k
′l′ [Γ(1)]Π−1k′l′,kl[Γ
(1)] = Iijkl, (26)
with Iijkl the identity in the space of symmetric matrices I
ij
kl ≡
δi(kδ
j
l). The vanishing of terms nonlinear in π
ij on the right-
hand-side of (23) thus yields a hierarchy of equations, from
which we may solve
Γ
(3)
i1j1,i2j2,i3j3
= −2Πk1l1,k2l2,k3l3 [Γ(1)] Π−1k1l1,i1j1 [Γ(1)]
×Π−1k2l2,i2j2 [Γ(1)]Π−1k3l3,i3j3 [Γ(1)], (27)
5 The existence of the inverse Π−1
ij,kl
[Γ(1)] is crucial. Otherwise the kinetic
term for hij is degenerate and there are additional primary constraints be-
sides the ones in (18). The later is similar to the Horˇava gravity with
λ = 1/3, where it was argued that (e.g. [43]) the theory propagates
two physical degrees of freedom due to the additional primary constraint
hijpiij = 0 as well as its associated secondary constraint.
etc. Following this procedure, one may solve all the coeffi-
cients Γ(n)’s in (22) in terms of G(n)’s and V in (3), at least
in principle. From now on, we use (22) as our starting point,
by assuming all the coefficients Γ(n)’s have been determined
as functions of t, hij , N and Rij as well as their spatially
covariant derivatives. As we shall see, fortunately, the con-
crete expressions for the solutions are not necessary for our
purpose.
Due to the presence of the 4 primary constraints, the
canonical Hamiltonian can be extended arbitrarily off the 16-
dimensional hypersurface in phase space specified by the pri-
mary constraints (18), which yields the so-called “total Hamil-
tonian”:
HT ≡
ˆ
d3x
(
πij h˙ij −N
√
hL+ λNπN + λiπi
)
≃
ˆ
d3x
(
N C˜ +NiCi + λNπN + λiπi
)
, (28)
where where λN and λi are Lagrange multipliers associated
with the primary constraints, and
C˜ = 2πijKij −
√
hL, (29)
Ci = −2
√
h∇j
(
πij√
h
)
. (30)
At this point, it is important to notice that due to the solu-
tion (22), C˜ is generally a polynomial of πij , with coefficients
being functions of t, hij , N and Rij as well as their spatial
derivatives. Note Ci is irrelevant to any specific structure of
our theory and is exactly the same as that of GR, which is the
result of spatial invariance of the theory. On the other hand, C˜
is subject to the concrete form of the Lagrangian (3) and thus
varies from model to model. Note both C and C˜ have nothing
to do with the shift vector N i.
For arbitrary functions A and B of canonical variables
(ϕI , πI), the Poisson bracket is defined by
{A,B}P ≡
∑
I
ˆ
d3x
(
δA
δϕI(~x)
δB
δπI(~x)
− δA
δπI(~x)
δB
δϕI(~x)
)
.
(31)
The time evolution of any function F = F
(
t, ϕI , πI
)
defined
on the phase space is thus given by
dF
dt
≈ ∂F
∂t
+ {F,HT}P , (32)
where the total Hamiltonian HT is given in (28), and “≈” de-
notes the “weak equality” that holds when the primary con-
straints (18) are satisfied.
Constraints must be preserved in time. By evaluating the
time evolution of the primary constraints πN = 0 and πi = 0,
we get
d
dt
πN ≈ {πN , HT}P = −C, (33)
d
dt
πi ≈ {πi, HT}P = −Ci, (34)
6with6
C ≡ δ
δN
ˆ
d3x
(
N C˜
)
=C˜ +
√
h
∑
n=0
(−1)n∇in · · ·∇i1
(
N√
h
∂C˜
∂(∇i1 · · ·∇inN)
)
,
(35)
where C˜ and Ci are given in (29)-(30). In (35), the case n = 0
in the summation simply denotes the term N ∂C˜∂N without spa-
tial derivatives. If C˜ has no functional dependence on N , (35)
implies C = C˜, which is just the case of GR. The vanishing of
(33)-(34) corresponds to the so-called secondary constraints.
Together with the primary constraints, we are thus left with
totally 8 constraints
πN ≈ 0, πi ≈ 0, C ≈ 0, Ci ≈ 0. (36)
Now the total Hamiltonian (28) should also be supplemented
by a term λCC in the integrand, which yields the so-called
“extended Hamiltonian”:
HE ≡
ˆ
d3x
(
N C˜ +NiCi + λNπN + λiπi + λCC
)
. (37)
In (36) and in what follows, “≈” denotes the “weak equality”
that holds on the constraint surface specified by (36). As we
will discuss later in Sec. V, although dCi/dt 6≈ 0, the lin-
ear combination Ci + πN∇iN is automatically preserved on
the constraint surface. While although dC/dt does not van-
ish on the constraint surface, requiring dC/dt ≈ 0 (together
with dπN/dt ≈ 0) merely fixes the Lagrange multipliers λN
and λC instead of generating new constraints. Thus the 8 con-
straints in (36) are all the constraints in our theory.
IV. POISSON BRACKET {Φ, Ci}P
Before evaluating the Poisson brackets among various con-
straints in (36) and counting the number of degrees of free-
dom, in this section we concentrate on the Poisson bracket
between Ci and a general scalar density Φ of unit weight (i.e.
Φ/
√
h is a scalar under spatial diffeomorphism), which en-
codes the action of Ci on Φ. Precisely, we will prove that
for a general scalar density Φ of unit weight defined on the
phase space, which can be written in terms of a general poly-
nomial of πij with coefficients being functions of t, hij , N
and Rij as well as their spatial covariant derivatives such as
∇iN , ∇i∇jN , ∇kRij , ∇k∇lRij etc, the following equality
holds (up to surface terms):
{Φ(~x′), Ci(~x)}P = −Φ(~x)∇iδ3(~x− ~x′)− δΦ(~x
′)
δN(~x)
∇iN(~x),
(38)
6 In the case of C˜ including N only (instead of derivatives of N ), (35) re-
duces to C = C˜ + N ∂C˜
∂N
≡
∂(NC˜)
∂N
, which is the case considered in
[37, 39].
where the spatial functional derivative of Φ (~x′) with respect
to N (~x) is given explicitly by
δΦ(~x′)
δN(~x)
= δ3 (~x− ~x′) ∂Φ
∂N
+
√
h
∑
n=1
(−1)n
×∇in · · · ∇i1
(
δ3(~x− ~x′)√
h
∂Φ
∂(∇i1 · · · ∇inN)
)
. (39)
(38) is one of the main results in this work.
In the following we show the derivation of (38) explicitly,
which is lengthy, technical, but never straightforward. Al-
though we prefer to put it in the main text in order to show
the key steps, reads who are not interested in the mathemati-
cal details may skip to the next section.
First note that both sides of (38) are linear in Φ. Since we
assume Φ can be written in terms of a polynomial of πij , we
are able to focus on a single monomial of the prototype
Φ =
1
h
n−1
2
Γi1j1,··· ,injnπ
i1j1 · · ·πinjn , (40)
where h ≡ det hij , Γi1j1,··· ,injn is a tensorial function of t,
hij , N and Rij as well as their spatially covariant derivatives.
Here the factor 1/hn−12 is present since Φ is a scalar density
of unit weight. As long as (40) is proved to satisfy (38), (38)
holds for a general polynomial.
In order to simplify the calculations of functional deriva-
tives in the Poisson bracket, it is more convenient to evaluate
the Poisson bracket between 〈f,Φ〉 and 〈gi, Ci〉 where f and
gi are test functions of spatial coordinates only and satisfy
f, gi
|~x|→∞−−−−→ 0, which allows us to eliminate all boundary
terms when performing integrations by parts. By definition{〈f,Φ〉 , 〈gi, Ci〉}P
=
ˆ
d3x
(
δ 〈f,Φ〉
δhij (~x)
δ
〈
gk, Ck
〉
δπij (~x)
− δ 〈f,Φ〉
δπij (~x)
δ
〈
gk, Ck
〉
δhij (~x)
)
=
ˆ
d3x
[
δ 〈f,Φ〉
δhij
2∇(igj)
−δ 〈f,Φ〉
δπij
(
2∇kg(iπj)k −
√
h∇k
(
gk
πij√
h
))]
, (41)
where the functional derivatives of
〈
gk, Ck
〉
with respect to
hij and πij are the same as in GR (see Appendix A 1 for
a brief derivation). Varying (40) with respect to πij simply
yields
δ 〈f,Φ〉
δπij
= nf
1
h
n−1
2
Γij,i2j2,··· ,injnπ
i2j2 · · ·πinjn ≡ f ∂Φ
∂πij
.
(42)
The functional derivative of 〈f,Φ〉with respect to hij is much
involved, though which is evaluated in Sec.A 2 and is given
by
δ 〈f,Φ〉
δhij
= −n− 1
2
f Φhij +
√
h
(
∆ij1 +∆
ij
2
)
, (43)
7where ∆ij1 and ∆
ij
2 are defined in (A23) and (A24), respec-
tively. Plugging (42) and (43) into (41), we have{〈f,Φ〉 , 〈gi, Ci〉}P
=
ˆ
d3x
[
2
√
h
(
∆ij1 +∆
ij
2
)∇igj − (n− 1) fΦ∇igi
−2f ∂Φ
∂πij
∇kgiπjk + f ∂Φ
∂πij
√
h∇kgk π
ij
√
h
+
nf
h
n−1
2
Γij,i2j2,··· ,injnπ
i2j2 · · ·πinjn
√
hgk∇k
(πij√
h
)]
=
ˆ
d3x
[
2
√
h
(
∆ij1 +∆
ij
2
)∇igj
+fΦ∇igi − 2fπjk ∂Φ
∂πij
∇kgi
+fΓij,i2j2,··· ,injn
√
hgk∇k
( 1
h
n
2
πijπi2j2 · · ·πinjn
)]
, (44)
where in arriving at the second equality we used
∂Φ
∂πij
πij = n
1
h
n−1
2
Γij,i2j2,··· ,injnπ
i2j2 · · ·πinjnπij ≡ nΦ,
and
Γij,i2j2,··· ,injn
1
h
n−1
2
πi2j2 · · ·πinjn∇k
(
πij√
h
)
=
1
n
Γi1j1,··· ,injn∇k
(
1
h
n
2
πi1j1 · · ·πinjn
)
.
Integrating by parts the second line of (44) and using the def-
inition for Φ again yield{〈f,Φ〉 , 〈gi, Ci〉}P
≃
ˆ
d3x
[
2
√
h(∆ij1 +∆
ij
2 )∇igj − 2fπjk
∂Φ
∂πij
∇kgi
−gk∇kfΦ− fg
k
h
n−1
2
∇kΓi1j1,··· ,injnπi1j1 · · ·πinjn
]
. (45)
For the last term in (45), since Γi1j1,··· ,injn is a function of N
and Rij and their spatial derivatives, we have
fgk
h
n−1
2
∇kΓi1j1,i2j2,··· ,injnπi1j1 · · ·πinjn
= fgk
( 2∑
n′=0
∇k∇m1 · · · ∇mn′Rij
∂Φ
∂(∇m1 · · · ∇mn′Rij)
+
4∑
n′′=0
∇k∇l1 · · · ∇ln′′N
∂Φ
∂(∇l1 · · ·∇ln′′N)
)
. (46)
where the case n′ = 0 and n′′ = 0 simply denote Rij and N
without derivatives. Note in (46) we have truncated the deriva-
tives of Rij up to the second order, and of N up to the fourth
order. Plugging (46) into (45) and after some manipulations,
we have
{〈f,Φ〉 , 〈gi, Ci〉}P = −
ˆ
d3x gk∇kf Φ+ I1 + I2, (47)
where
I1 ≡
ˆ
d3x
(
2
√
h∆ij1 ∇igj − 2fπjk
∂Φ
∂πij
∇kgi
− fgk
2∑
n=0
∇k∇m1 · · ·∇mnRij
∂Φ
∂(∇m1 · · · ∇mnRij)
)
,
(48)
and
I2 =
ˆ
d3x
(
2
√
h∆ij2 ∇igj
−fgk
4∑
n=0
∇k∇i1 · · · ∇inN
∂Φ
∂(∇i1 · · · ∇inN)
)
. (49)
Now our task is to calculate I1 and I2. To this end, first
plugging the explicit expression for ∆ij1 (A23) into the first
term of (48), and performing integrations by part to move all
the covariant derivatives onto ∇igj yield
ˆ
d3x 2
√
h∆ij1 ∇igj
≃
ˆ
d3x
[
2f
(
∂Φ
∂hij
− hikhjl ∂Φ
∂hkl
)
∇igj
+2f
∂Φ
∂Rkl
Aijl1l2kl ∇l1∇l2∇igj
+2f
∂Φ
∂(∇mRkl)
×
(
Aijl1l2kl ∇m∇l1∇l2∇igj − Bijl
′
mkl∇l′∇igj
)
+2f
∂Φ
∂ (∇m∇nRkl)
(
Aijl1l2kl ∇m∇n∇l1∇l2∇igj
−Bijl′nkl∇m∇l′∇igj − Cijl
′
mnkl∇l′∇igj
)]
, (50)
where tensors A, B and C are defined in (A12)-(A14). Then
straightforward although tedious calculations show that
2Aijl1l2kl ∇l1∇l2∇igj = gi∇iRkl + 2hi(kRjl)∇igj, (51)
and
2
(
Aijl1l2kl ∇m∇l1∇l2∇igj − Bijl
′
mkl∇l′∇igj
)
= gi∇i∇mRkl
+
(
hil∇mRjk + hik∇mRjl + him∇jRkl
)
∇igj. (52)
and
2
(
Aijl1l2kl ∇m∇n∇l1∇l2∇igj
−Bijl′nkl∇m∇l′∇igj − Cijl
′
mnkl∇l′∇igj
)
= gi∇i∇m∇nRkl +
(
hin∇m∇jRkl + him∇j∇nRkl
+hil∇m∇nRjk + hik∇m∇nRjl
)
∇igj . (53)
8Similarly, by plugging the explicit expression for ∆ij2 (A24)
into the first term in (49) and performing integrations by parts,
we haveˆ
d3x 2
√
h∆ij2 ∇igj
≃
ˆ
d3x
[
− f ∂Φ
∂(∇i1∇i2N)
2Σlijki1i2∇kN ∇l∇igj
−2f ∂Φ
∂(∇i1∇i2∇i3N)
×
(
Σlijki2i3∇kN ∇i1∇l∇igj +D
lij
i1i2i3
∇l∇igj
)
−2f ∂Φ
∂(∇i1∇i2∇i3∇i4N)
(
Σlijki3i4∇kN ∇i1∇i2∇l∇igj
+E l′liji1i2i3i4∇l′∇l∇igj + F
lij
i1i2i3i4
∇l∇igj
)]
, (54)
where tensors Σ, D, E and F are defined in (A15) and (A19)-
(A21), respectively. Again, tedious calculations yield
2Σlijki1i2∇kN ∇l∇igj
= ∇i1∇i2
(
gk∇kN
)− gk∇k∇i1∇i2N
− (hii1∇j∇i2N + hii2∇i1∇jN)∇igj , (55)
and
2
(
Σlijki2i3∇kN ∇i1∇l∇igj +D
lij
i1i2i3
∇l∇igj
)
= ∇i1∇i2∇i3
(
gk∇kN
)− gk∇k∇i1∇i2∇i3N
−
(
hii1∇j∇i2∇i3N + hii2∇i1∇j∇i3N
+hii3∇i1∇i2∇jN
)
∇igj , (56)
and
2
(
Σlijki3i4∇kN ∇i1∇i2∇l∇igj
+E l′liji1i2i3i4∇l′∇l∇igj + F
lij
i1i2i3i4
∇l∇igj
)
= ∇i1∇i2∇i3∇i4
(
gk∇kN
)− gk∇k∇i1∇i2∇i3∇i4N
−
(
hii1∇j∇i2∇i3∇i4N + hii2∇i1∇j∇i3∇i4N
+hii3∇i1∇i2∇j∇i4N + hii4∇i1∇i2∇i3∇jN
)
∇igj , (57)
In deriving (51)-(53) and (55)-(57), we frequently used the
Bianchi identities as well as the definition of Riemann tensor
as commutator of covariant derivatives. Please note (51)-(53)
and (55)-(57) are identities, in deriving which no integration
by parts are performed.
Putting all the above together, we have
I1 =
ˆ
d3x fOij(1)∇igj, (58)
I2 ≡
ˆ
d3x f
(
Oij(2)∇igj −
4∑
n=0
∂Φ
∂ (∇i1 · · ·∇inN)
×∇i1 · · · ∇in
(
gk∇kN
))
, (59)
with
O i(1) j
≡ 2 ∂Φ
∂hik
hkj − 2hik ∂Φ
∂hkj
− 2πik ∂Φ
∂πjk
+
∂Φ
∂Rkl
(
hikRjl + h
i
lRkj
)
+
∂Φ
∂ (∇mRkl)
(
him∇jRkl + hik∇mRjl + hil∇mRkj
)
+
∂Φ
∂ (∇m∇nRkl)
(
him∇j∇nRkl + hin∇m∇jRkl
+hik∇m∇nRjl + hil∇m∇nRkj
)
. (60)
and
O i(2) j
≡ ∂Φ
∂ (∇iN)∇jN
+
∂Φ
∂ (∇i1∇i2N)
(
hii1∇j∇i2N + hii2∇i1∇jN
)
+
∂Φ
∂ (∇i1∇i2∇i3N)
(
hii1∇j∇i2∇i3N
+hii2∇i1∇j∇i3N + hii3∇i1∇i2∇jN
)
+
∂Φ
∂ (∇i1∇i2∇i3∇i4N)
(
hii1∇j∇i2∇i3∇i4N
+hii2∇i1∇j∇i3∇i4N + hii3∇i1∇i2∇j∇i4N
+hii4∇i1∇i2∇i3∇jN
)
, (61)
where again in (61) n = 0 simply denotes N without deriva-
tives. Finally, plugging (58)–(59) into (47) and performing a
further integration by parts in (59) yield
{〈f,Φ〉 , 〈gi, Ci〉}P ≃ −
ˆ
d3x
(
∇if Φ + δ 〈f,Φ〉
δN
∇iN
)
gi
+
ˆ
d3x f
(
Oij(1) +Oij(2)
)
∇igj , (62)
where the spatial functional derivative of 〈f,Φ〉 with respect
to N is given by
δ 〈f,Φ〉
δN
=
√
h
4∑
n=0
(−1)n
×∇in · · ·∇i1
(
f√
h
∂Φ
∂(∇i1 · · ·∇inN)
)
. (63)
While according to the identity (C1), the second integral in
(62) exactly cancels out since (see Appendix C for details)
Oij(1) +Oij(2) ≡ 0, (64)
which implies
{〈f,Φ〉 , 〈gi, Ci〉}P = −
ˆ
d3x
(
∇if Φ+ δ 〈f,Φ〉
δN
∇iN
)
gi.
(65)
9By replacing f (~x) =
´
d3x′ f (~x′) δ3 (~x− ~x′) in (65) and
using the definition{〈f,Φ〉 , 〈gi, Ci〉}P
=
ˆ
d3x
ˆ
d3x′ f (~x′) gi (~x) {Φ (~x′) , Ci (~x)}P , (66)
one immediately arrives at (38). As we have mentioned, since
(65) and thus (38) are linear in Φ, as long as Φ can be ex-
pressed in terms of a polynomial of πij with each monomial
taking the form (40), (38) is valid. This completes our proof.
We emphasize that the whole derivation of (38) is only
based on the assumption of Φ being a scalar density of unit
weight defined on the phase space, which can be expressed
in terms of a polynomial of πij with coefficients being func-
tions of t, hij , N , Rij and their spatial derivatives. In par-
ticular, we never employed any concrete functional form for
Φ. Moreover, although we truncate the spatial derivatives of
Rij up to the second order and of N up to the fourth order in
order to present the explicit calculations, the same procedure
can be generalized to include arbitrarily higher order spatial
derivatives and we expect (38) generally holds.
V. CONSTRAINT ALGEBRA
We are now ready to calculate the Poisson brackets among
the constraints of our theory.
Among totally 10 types of Poisson brackets among the con-
straints (36), the following 6 of them are identically vanishing
{πN (~x), πN (~x′)}P = 0, {πN (~x), πi(~x′)}P = 0, (67)
{πi(~x), πj(~x′)}P = 0, {πN (~x), Ci(~x′)}P = 0, (68)
{πi(~x), C(~x′)}P = 0, {πi(~x), Cj(~x′)}P = 0, (69)
which can be checked easily by definition. Exactly the same
calculation in GR yields (see Appendix B for a brief deriva-
tion) {〈
f i, Ci
〉
,
〈
gj , Cj
〉}
P
=
〈
(£fg)
i
, Ci
〉
, (70)
with (£fg)i ≡ f j∇jgi − gj∇jf i, which implies
{Ci (~x) , Cj (~x′)}P = Cj (~x)∇xiδ3 (~x− ~x′)
−Ci (~x′)∇x′j δ3 (~x− ~x′) . (71)
Generally, the Poisson bracket between C itself
{C (~x) , C (~x′)}P does not respect the relation in
GR: {C (~x) , C (~x′)}P = Ci (~x)∇xiδ3 (~x− ~x′) −
Ci (~x′)∇x′iδ3 (~x− ~x′), and thus does not vanish on the
constraint surface. Its concrete expression is subject to the
particular form of C, which varies from model to model.
We neglect the calculation of {C (~x) , C (~x′)}P, which is
irrelevant to our following analysis.
For our purpose, the nontrivial Poisson bracket is
{πN (~x) , C (~x′)}P = −
δC (~x′)
δN (~x)
, (72)
where δC/δN is given by simply replacing Φ by C in (39):
δC(~x′)
δN(~x)
= δ3 (~x− ~x′) ∂C
∂N
+
√
h
∑
n=1
(−1)n
×∇in · · · ∇i1
(
δ3(~x− ~x′)√
h
∂C
∂(∇i1 · · · ∇inN)
)
. (73)
On the other hand, from the analysis in Sec. III, C can be writ-
ten as a polynomial of πij with coefficients being functions of
t, hij , N , Rij and their spatial derivatives, and thus is a spe-
cial case of the scalar density Φ analyzed in Sec. IV. Simply
replacing Φ by C in (38) immediately yields
{C(~x′), Ci(~x)}P = −C(~x)∇iδ3(~x− ~x′)−
δC(~x′)
δN(~x)
∇iN(~x),
(74)
where δC/δN is also given by (73).
(72) and (74) are the main results in this work. In the
case of GR, C = ∂(N C˜)/∂N ≡ C˜ does not depend on the
lapse N , and thus all the Poisson brackets among the 8 con-
straints weakly vanish, which implies that all 8 constraints are
first class. At this point, apparently there are infinite num-
ber of theories which are different from GR while satisfying
δC(~x′)
δN(~x) = 0. A subtle example is the “non-projectable” ver-
sion of Horˇava gravity [31], in which the Lagrangian explic-
itly breaks general covariance while N still serves as a La-
grange multiplier. Such kind of theories, however, were found
to be pathological [44–46]. In the case of Horˇava gravity,
these pathologies were cured in [32] by adding invariants of
acceleration ai = ∂i lnN , such as (aiai)n in the Lagrangian.
According to our analysis, it is clear that this is essentially
to add nonlinear functional dependence on N in the Hamilto-
nian, which prevents N from being a Lagrange multiplier any
more, and makes both πN ≈ 0 and C ≈ 0 to be second class.
In our case, as long as the constraint C has functional depen-
dence on N , that is, at least one of the following derivatives
∂C
∂N
,
∂C
∂ (∇iN) ,
∂C
∂ (∇i∇jN) , · · · , (75)
does not vanish identically on the constraint surface, we have
δC (~x′)
δN (~x)
6= 0. (76)
This happens when at least of one of G(n)’s and V in (3) de-
pends on N and/or its spatial derivatives. In this case, on the
constraint surface (i.e., in the sense of “weak equality”), the
matrix of Poisson brackets reads
{·, ·}P πN (~x′) πj(~x′) C (~x′) Cj (~x′)
πN (~x) 0 0 − δC(~x
′)
δN(~x) 0
πi (~x) 0 0 0 0
C (~x) δC(~x)δN(~x′) 0 {C(~x), C(~x′)} − δC(~x)δN(~x′)∇x′iN(~x′)
Ci (~x) 0 0 δC(~x
′)
δN(~x)∇iN (~x) 0
10
This is a 8×8matrix with 8 eigenvalues, of which six are iden-
tically zero, while two are non-vanishing7. This fact implies
that there are always 8 linearly independent combinations of
the 8 constraints in (36), of which 6 are first class and 2 are
second class.
At this point, note (74) implies Ci ≈ 0 themselves are not
first-class8. Nevertheless, it is easy to show that
{C (~x′) , πN (~x)∇iN (~x)}P =
δC (~x′)
δN (~x)
∇iN (~x) , (77)
which exactly reproduces the second term in (74). Thus we
may introduce a “shifted” momentum constraint as the linear
combination of Ci and πN :
C˜i ≡ Ci + πN∇iN, (78)
which yields{C (~x) , C˜i (~x′)}P = C (~x′)∇xiδ3 (~x− ~x′) ≈ 0. (79)
Remarkably, although our theory can be very general, this
“shifted” momentum constraint C˜i is the same one as intro-
duced in [37, 39]. It is also straightforward to verify that{
πN (~x), C˜i(~x′)
}
P
= ∇xiδ3(~x− ~x′)πN (~x′) ≈ 0, (80){
πi(~x), C˜j(~x′)
}
P
= 0, (81){C˜i(~x), C˜j(~x′)}P = C˜j(~x)∇xiδ3(~x − ~x′)
−C˜i(~x′)∇x′j δ3(~x− ~x′) ≈ 0. (82)
Thus, in the new set of 8 linearly independent constraints
πN ≈ 0, πi ≈ 0, C ≈ 0, C˜i ≈ 0, (83)
πi and C˜i are six first class constraints, and πN and C are two
second class constraints since {πN , C}P 6≈ 0.
As a consistency check, it is important to verify that the
algebra is closed, i.e., no further secondary constraint is gen-
erated. In fact, straightforward manipulations yield (see Ap-
pendix D for a derivation)
d
dt
Ci(~x) ≈ {Ci (~x) , HE}P
= ∇iN(~x) C(~x) +∇iN j(~x)Cj(~x)
−
ˆ
d3x′N j(~x′)∇x′j δ3(~x− ~x′) Ci(~x′)
+∇iN(~x)δ 〈λC , C〉
δN(~x)
, (84)
7 Indeed, for a 8× 8 antisymmetric with non-vanishing entries


−x
0i
x 0j 0 −yj
yi

 ,
among totally 8 eigenvalues, 6 are identically vanishing, while the two non-
zero eigenvalues are ±i
√
x2 + y21 + y
2
2 + y
2
3 . It is also interesting to
note this fact does not rely on the particular form of yi’s.
8 This was also pointed out in the Hamiltonian analysis [39] for the model in
[36].
which implies Ci is not automatically preserved if C has func-
tional dependence on N . Nevertheless, we have
d
dt
(πN∇iN) ≈ {πN∇iN,HE}P
= ∇iλNπN −∇iN C − ∇iN δ〈λC , C〉
δN
, (85)
which implies that the combination C˜i defined in (78) is pre-
served on the constraint surface since
d
dt
C˜i ≡ d
dt
(Ci + πN∇iN)
≈ ∇iN δ 〈λC , C〉
δN
−∇iN δ 〈λC , C〉
δN
= 0. (86)
It is also easy to show that dπi/dt ≈ {πi, HE} ≈ 0. On the
other hand, the condition
d
dt
C ≈ ∂C
∂t
+ {C, HE}P ≈ 0, (87)
together with dπN/dt ≈ 0 simply fix the Lagrange multiplies
λC and λN instead of generating new constraint, since C ≈ 0
and πN ≈ 0 are second class. To conclude, the 8 constraints
in (36) or equivalently in (83) are the all constraints in our
theory.
According to the usual counting degrees of freedom for the
constraint systems, each first class constraint together with
the associated gauge fixing condition eliminate two canoni-
cal variables, while each second class constraint eliminates
one canonical variable. The number of independent physical
degrees of freedom in our theory (3) is thus given by
number of d.o.f. = 1
2
(
2× number of canonical variables
−2× number of first class constraints
−number of second class constraints)
=
1
2
(2× 10− 2× 6− 2)
= 3. (88)
VI. CONCLUSION
Recently, there is an increasing interest in exploring scalar
tensor theories “beyond Horndeski”, which propagate the cor-
rect number of degrees of freedom while having higher order
equations of motion. When being written in the unitary gauge,
such kind of theories correspond to a class of gravity theo-
ries respecting only spatial diffeomorphism. In this work, we
have performed a detailed Hamiltonian constraint analysis of
a class of such spatially covariant gravity theories proposed in
[38], of which the Lagrangian is given by (3). With a very gen-
eral setup, we have shown that as long as the lapse functionN
enters the Hamiltonian nonlinearly, both the primary and sec-
ondary constraints associated with N become second class.
As a result, besides the two degrees of freedom of the usual
transverse and traceless tensor gravitons as in GR, our theory
propagates an additional scalar mode, which can be viewed as
the longitudinal graviton, at the fully nonlinear level.
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By construction, the Lagrangian (3) includes the model
proposed recently in [36] as a special case, of which simi-
lar Hamiltonian analysis was also performed in [39] and [37].
Spatial derivatives of N or Rij were not included in the model
[36], which are generally allowed in (3). Moreover, the analy-
sis in [37, 39] only considered specific Lagrangians quadratic
in the extrinsic curvature, which correspond to the case of
Πij [K] defined in (20) being linear in Kij . Our analysis, on
the other hand, is based on a very general setup. In particu-
lar, our analysis does not rely on any concrete functional form
for the Lagrangian. We only assume the Hamiltonian can be
formally expressed as a polynomial of πij , with coefficients
being general functions of t, hij , N and Rij and their spatial
derivatives, which is a natural result within our general frame-
work. Although we have included spatial derivatives ofRij up
to the second order, and of N up to the fourth order in order
to make explicit calculations, we expect the same procedures
in this work can be extended to the cases with higher order
spatial derivatives and the conclusion will not change.
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Appendix A: Functional derivatives
1. Ci
The calculation is the same as in GR. Here we collect the
steps for completeness. By definition〈
f i, Ci
〉 ≡ − ˆ d3x 2√hhikfk∇j
(
1√
h
πij
)
≃
ˆ
d3x 2hik∇jfkπij , (A1)
varying which with respect to hij and πij yields
δ
〈
f i, Ci
〉
=
ˆ
d3x 2
[
δhij∇kf jπik
+hijδ
(∇kf i)πjk + hik∇jfkδπij]
=
ˆ
d3x 2
[
δhij∇kf jπik
+hijδΓ
i
klf
lπjk +∇(ifj)δπij
]
. (A2)
Using
δΓikl =
1
2
hij (∇kδhlj +∇lδhjk −∇jδhkl) ,
we have
δ
〈
f i, Ci
〉
=
ˆ
d3x 2
(
δhij∇kf jπik + 1
2
∇lδhjkf lπjk +∇(ifj)δπij
)
≃
ˆ
d3x 2
[
δhij∇kf jπik − 1
2
√
h∇k
(
1√
h
fkπij
)
δhij
+∇(ifj)δπij
]
, (A3)
which implies
δ
〈
fk, Ck
〉
δhij
= 2∇kf (iπj)k −
√
h∇k
(
fk
πij√
h
)
, (A4)
δ
〈
fk, Ck
〉
δπij
= 2∇(ifj). (A5)
(A4) and (A5) are exactly the same as in GR.
2. Φ
We focus on the monomial
Φ =
1
h
n−1
2
Γi1j1,··· ,injnπ
i1j1 · · ·πinjn , (A6)
where Γi1j1,··· ,injn is a tensorial function of t, hij , N and Rij
as well as their spatial derivatives.
The variation of Φ with respect to πij is simply given in
(42). To evaluate the variation with respect to hij is much
involved. First we have
δh 〈f,Φ〉 =
ˆ
d3x f
(
− n− 1
2
1
h
n+1
2
hhijδhijΓi1j1,··· ,injn
+
1
h
n−1
2
δhΓi1j1,··· ,injn
)
πi1j1 · · ·πinjn
≡
ˆ
d3x
(
− n− 1
2
fΦhijδhij
+f
1
h
n−1
2
δhΓi1j1,··· ,injnπ
i1j1 · · ·πinjn
)
, (A7)
where in the second line in (A7), we used the definition of Φ
(A6). Generally, Γi1j1,··· ,injn may contain arbitrarily higher
orders of spatial derivatives of Rij and N . In order to evalu-
ate δhΓi1j1,··· ,injn definitely, in this following, we restrict the
spatial derivatives of Rij in Γi1j1,··· ,injn up to the second or-
der, and of N up to the fourth order. Precisely, we consider
Γi1j1,··· ,injn to be tensorial function of
hij , h
ij ,
Rkl, ∇mRkl, ∇m∇nRkl,
N, ∇iN, ∇i∇jN, ∇i∇j∇kN, ∇i∇j∇k∇lN,
as well as time t. This has already included wide class of
models and is sufficient to show the logic and the generality
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of our proof. The variation with respect to hij thus yields
δhΓi1j1,··· ,injn
=
∂Γi1j1,··· ,injn
∂hij
δhij +
∂Γi1j1,··· ,injn
∂hij
δhij
+
∂Γi1j1,··· ,injn
∂Rij
δRij +
∂Γi1j1,··· ,injn
∂(∇kRij) δ(∇kRij)
+
∂Γi1j1,··· ,injn
∂(∇k∇lRij) δ(∇k∇lRij) +
∂Γi1j1,··· ,injn
∂(∇i∇jN) δ(∇i∇jN)
+
∂Γi1j1,··· ,injn
∂(∇i∇j∇kN)δ(∇i∇j∇kN)
+
∂Γi1j1,··· ,injn
∂(∇i∇j∇k∇lN)δ(∇i∇j∇k∇lN). (A8)
Note the variation of derivatives of N starts from the second
derivatives ∇i∇jN , since ∇iN ≡ ∂iN has nothing to do
with the metric.
The linear variations of Rij and its derivatives with respect
to the metric are given by
δRkl = Aijl1l2kl ∇l1∇l2δhij , (A9)
δ(∇mRkl) = Aijl1l2kl ∇m∇l1∇l2δhij − Bijl
′
mkl∇l′δhij ,(A10)
and
δ(∇m∇nRkl) = Aijl1l2kl ∇m∇n∇l1∇l2δhij
−Bijl′nkl∇m∇l′δhij − Cijl
′
mnkl∇l′δhij ,(A11)
with
Aijl1l2kl ≡ hl1k
′
Σl2ijk′kl − hk1k2Σl2ijk1k2(kh
l1
l) , (A12)
Bijl′mkl ≡ Rk
′
k Σ
l′ij
k′lm +R
k′
l Σ
l′ij
k′km, (A13)
Cijl′mnkl ≡ ∇k
′
RklΣ
l′ij
k′mn +∇mRk
′
k Σ
l′ij
k′ln
+∇mRk
′
l Σ
l′ij
k′kn +∇nRk
′
k Σ
l′ij
k′lm
+∇nRk
′
l Σ
l′ij
k′km, (A14)
where Σmijnkl is defined by
Σmijnkl ≡
1
2
(
hmk h
(i
l h
j)
n + h
m
l h
(i
nh
j)
k − hmn h(ik hj)l
)
. (A15)
For the linear variations of ∇i∇jN etc., we have
δ(∇i1∇i2N) = −Σlijki1i2∇kN ∇lδhij , (A16)
δ(∇i1∇i2∇i3N) = −Σlijki2i3∇kN ∇i1∇lδhij−D
lij
i1i2i3
∇lδhij ,
(A17)
and
δ(∇i1∇i2∇i3∇i4N)
= −Σlijki3i4∇kN ∇i1∇i2∇lδhij
−E l′liji1i2i3i4∇l′∇lδhij −F
lij
i1i2i3i4
∇lδhij , (A18)
with
Dliji1i2i3 ≡ Σ
lij
ki2i3
∇i1∇kN +Σlijki1i2∇k∇i3N
+Σlijki1i3∇i2∇kN, (A19)
E l′liji1i2i3i4 =hl
′
i1Σ
lij
ki3i4
∇i2∇kN + hl
′
i2Σ
lij
ki3i4
∇i1∇kN
+ hl
′
i1Σ
lij
ki2i3
∇k∇i4N + hl
′
i1Σ
lij
ki2i4
∇i3∇kN,
(A20)
and
F liji1i2i3i4 =Σ
lij
ki3i4
∇i1∇i2∇kN +Σlijki2i3∇i1∇k∇i4N
+Σlijki2i4∇i1∇i3∇kN +Σ
lij
ki1i2
∇k∇i3∇i4N
+Σlijki1i3∇i2∇k∇i4N +Σ
lij
ki1i4
∇i2∇i3∇kN,
(A21)
where Σmijnkl is the same as defined in (A15).
Plugging (A8), (A9)-(A11) and (A16)-(A18) into (A7), us-
ing δhij = −hikhjlδhkl and integrating by parts the deriva-
tives of δhij , finally we arrive at
δ 〈f,Φ〉
δhij
= −n− 1
2
f Φhij +
√
h
(
∆ij1 +∆
ij
2
)
, (A22)
with
∆ij1
=
1√
h
f
(
∂Φ
∂hij
− hikhjl ∂Φ
∂hkl
)
+∇l2∇l1
(
f
1√
h
∂Φ
∂Rkl
Aijl1l2kl
)
+∇l′
(
f
1√
h
∂Φ
∂ (∇mRkl)B
ijl′
mkl
)
−∇l2∇l1∇m
(
f
1√
h
∂Φ
∂ (∇mRkl)A
ijl1l2
kl
)
+∇l′
(
f
1√
h
∂Φ
∂ (∇m∇nRkl)C
ijl′
mnkl
)
−∇l′∇m
(
f
1√
h
∂Φ
∂ (∇m∇nRkl)B
ijl′
nkl
)
+∇l2∇l1∇n∇m
(
f
1√
h
∂Φ
∂ (∇m∇nRkl)A
ijl1l2
kl
)
,
(A23)
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and
∆ij2
=∇l
(
1√
h
f
∂Φ
∂ (∇i1∇i2N)
Σlijki1i2∇kN
)
−∇l∇i1
(
1√
h
f
∂Φ
∂ (∇i1∇i2∇i3N)
Σlijki2i3∇kN
)
+∇l
(
1√
h
f
∂Φ
∂ (∇i1∇i2∇i3N)
Dliji1i2i3
)
+∇l∇i2∇i1
(
1√
h
f
∂Φ
∂ (∇i1∇i2∇i3∇i4N)
Σlijki3i4∇kN
)
−∇l∇l′
(
1√
h
f
∂Φ
∂ (∇i1∇i2∇i3∇i4N)
E l′liji1i2i3i4
)
+∇l
(
1√
h
f
∂Φ
∂ (∇i1∇i2∇i3∇i4N)
F liji1i2i3i4
)
, (A24)
where Aijl1l2kl , Bijl
′
mkl etc are given in (A12)-(A14) and (A19)-
(A21). Please note in deriving (A22)-(A24), we never assume
any concrete functional form for Φ in (A6). Moreover, at this
point it is not necessary to evaluate the covariant derivatives
in (A23) and (A24) explicitly, since which will be removed
by integrations by parts again when calculating the Poisson
brackets.
Note we also have
δN 〈f,Φ〉
=
ˆ
d3x f (~x)
(
∂Φ
∂N
δN +
∂Φ
∂ (∇iN)δ (∇iN)
+
∂Φ
∂ (∇i∇jN)δ (∇i∇jN) + · · ·
)
≃
ˆ
d3x
[
f
∂Φ
∂N
δN −
√
h∇i
(
f
1√
h
∂Φ
∂ (∇iN)
)
δN
+
√
h∇j∇i
(
f
1√
h
∂Φ
∂ (∇i∇jN)
)
δN + · · ·
]
,
which implies
δ 〈f,Φ〉
δN
= f
∂Φ
∂N
+
√
h
∑
n=1
(−1)n
×∇in · · ·∇i1
(
f√
h
∂Φ
∂(∇i1 · · · ∇inN)
)
, (A25)
for an arbitrary function Φ on the phase space.
Appendix B: Poisson bracket {Ci (~x) , Cj (~x′)}P
Here we briefly review the derivation of Poisson bracket
{Ci (~x) , Cj (~x′)}P for completeness, which is exactly the
same as in GR. By definition and plugging (A4)-(A5),
{〈
f i, Ci
〉
,
〈
gj, Cj
〉}
P
=
ˆ
d3x
(
δ
〈
f i, Ci
〉
δhkl (~x)
δ
〈
gj, Cj
〉
δπkl (~x)
− δ
〈
f i, Ci
〉
δπkl (~x)
δ
〈
gj , Cj
〉
δhkl (~x)
)
=
ˆ
d3x
[
2∇ifkπil∇kgl − 2
√
h∇i
(
f i
πkl√
h
)
∇kgl
−2∇igkπil∇kfl + 2
√
h∇i
(
gi
πkl√
h
)
∇kfl
]
. (B1)
Integrating by parts ∇i in each term in (B1) and then using
the definition of Ci yield
{〈
f i, Ci
〉
,
〈
gj, Cj
〉}
P
≃
ˆ
d3y
[
Cl (fk∇kgl − gk∇kfl)
−2fk πil [∇i,∇k] gl + 2gk πil [∇i,∇k] fl
]
, (B2)
where the last two terms in (B2) drop out since
−2fkπil [∇i,∇k] gl + 2gkπil [∇i,∇k] fl
= 2 (−Riklm +Rimlk) fkgmπil ≡ 0.
Appendix C: A mathematical identity of derivatives
For any scalar type (index-free) object I made by arbitrary
contraction of a set of tensors with lower indices {Tl1···lN }
(including the metric hij) and a set of tensors with upper in-
dices
{
Sk1···kM
} (including the inverse metric hij ), we have
the following equality
∑
{Sk1···kM }
∂I
∂Sk1···kM
M∑
m=1
hkmj S
k1···km−1ikm+1···kM
=
∑
{Tl1···lN }
∂I
∂Tl1···lN
N∑
n=1
hilnTl1···ln−1jln+1···lN , (C1)
where
∑
{Sk1···kM } and
∑
{Tl1···lN} denote summation over
all tensors. For example, for a scalar type function I con-
tracted by the following tensors (tensors do not necessarily
respect any symmetry)
I = I (U i, Sij , Aijk, X ijkl, Vi, Tij , Bijk, Yijkl) , (C2)
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we have
∂I
∂U j
U i +
∂I
∂Skl
(
hkjS
il + hljS
ki
)
+
∂I
∂Amkl
(
hmj A
ikl + hkjA
mil + hljA
mki
)
+
∂I
∂Xmnkl
(
hmj X
inkl + hnjX
mikl + hkjX
mnil + hljX
mnki
)
=
∂I
∂Vi
Vj +
∂I
∂Tkl
(
hikTjl + h
i
lTkj
)
+
∂I
∂Bmkl
(
himBjkl + h
i
kBmjl + h
i
lBmkj
)
+
∂I
∂Ymnkl
(
himYjnkl + h
i
nYmjkl + h
i
kYmnjl + h
i
lYmnkj
)
.
(C3)
Please keep in mind that derivatives with respect to the metric
and its inverse must also be included.
In our case, (64) is simply a special case of the general
identity (C1). In fact, by noticing that the monomial (40) is
composed of the following tensors with indices:
upper: hij , πij ,
lower: hij , Rij , ∇kRij , ∇k∇lRij ,
∇iN, ∇i∇jN, ∇i∇j∇kN, ∇i∇j∇k∇lN,
inserting the derivatives of Φ with respect to these tensors into
(C1), we immediately get (64).
Appendix D: Conservation of Ci and πN∇iN
First we take time derivative of
〈
f i, Ci
〉
, which is given by
d
dt
〈
f i, Ci
〉
≈ {〈f i, Ci〉 , HE}P
=
{ 〈
f i, Ci
〉
, 〈1, N C˜〉}
P
+
{〈
f i, Ci
〉
,
〈
N j , Cj
〉}
P
+
{〈
f i, Ci
〉
, 〈λC , C〉
}
P
, (D1)
where HE is the extended Hamiltonian given in (37). For the
first term in (D1), formally replacing f → 1 in (65) yields
{〈1,Φ〉 , 〈gi, Ci〉}P = −
ˆ
d3x
δ 〈1,Φ〉
δN
gi∇iN,
which implies
{〈
f i, Ci
〉
,
〈
1, N C˜〉}
P
=
ˆ
d3x
δ
〈
1, N C˜〉
δN
f i∇iN
≡
ˆ
d3x Cf i∇iN ≈ 0, (D2)
where we used the definition C ≡ δ〈1,N C˜〉δN . For the second
term in (D1), simply replacing gi → N i in (70) yields9
{〈
f i, Ci
〉
,
〈
N j , Cj
〉}
P
=
ˆ
d3x (£fN)
i Ci ≈ 0. (D3)
9 This is justified when f i does not depend on phase space variables.
Thus finally we have ddt
〈
f i, Ci
〉 ≈ 〈f i∇iN, δ〈λC,C〉δN 〉.
For the time evolution of πN∇iN , straightforward calcula-
tion shows
d
dt
〈
f i, πN∇iN
〉
≈{〈f i, πN∇iN〉 , HE}P
=
ˆ
d3x
(
δ〈f i, πN∇iN〉
δN
δHE
δπN
− δ〈f
i, πN∇iN〉
δπN
δHE
δN
)
=
ˆ
d3x
(
−∇i(f iπN )λN − f i∇iN δ〈1, N C˜〉
δN
− f i∇iN δ 〈λC , C〉
δN
)
≃ 〈f i∇iλN , πN〉− 〈f i∇iN, C〉−
〈
f i∇iN, δ 〈λC , C〉
δN (~x)
〉
,
(D4)
that is ddt
〈
f i, πN∇iN
〉 ≈ −〈f i∇iN, δ〈λC ,C〉δN(~x) 〉.
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