[1] Analytical estimates of resistivity due to electrostatic current-driven ion-acoustic waves are compared with Vlasov simulation results. Particular attention is given to the case of similar ion and electron temperatures that is appropriate to the magnetopause and low-latitude boundary layer (LLBL). It is shown that Vlasov simulation runs of growing ion-acoustic waves with T e = 2T i give values of resistivity which are at least three orders of magnitude higher than an existing analytical estimate [Labelle and Treumann, Sp. Sci. Rev., 47, 1988] and exhibit a different dependence on the wave energy density. A particle-in-cell code was also run with the same temperature ratio and gave similar resistivity values that back up the Vlasov simulation results. The discrepancy between simulation and analytical estimate arises because the derivation of the analytical estimate assumes that the quasilinear effects of the instability are weak. The simulation results show that this is not the case, since plateau formation is clearly seen in the electron distribution function. These simulation results show that the ion-acoustic instability may be more important in the magnetopause and LLBL than previously thought.
Introduction
[2] Resistivity in collisionless plasmas allows plasma diffusion across magnetic field lines in the presence of a magnetic field gradient such as that which exists at the magnetopause boundary. The diffusion mixes magnetosheath and magnetospheric particles in the low-latitude boundary layer (LLBL). The violation of the ideal MHD condition by diffusion is also a prerequisite for magnetic reconnection that allows more direct plasma mixing on reconnected field lines. In a collisionless plasma, resistivity is generated by wave-particle interactions (WPI). Current-driven instabilities (CDI) can generate waves which mediate momentum exchange between particle species and thus limit or retard the driving current. Previous work has provided estimates of the magnitude of resistivity due to several different CDI, including the lower-hybrid drift, ion Weibel, ion acoustic (IA), and modified two-stream instabilities [Davidson and Gladd, 1975; Labelle and Treumann, 1988; Lui et al., 1993] . In a review paper on waves at the dayside magnetopause [Labelle and Treumann, 1988] the authors discussed the magnitudes of diffusion due to different microscopic CDI which could be acting in the LLBL. The equation used for the estimate of the effective collision frequency n in the presence of currentdriven ion-acoustic waves (CDIAW) was given as:
where w pe = (nq e 2 /m e 0 ) 1/2 is the electron plasma frequency, n is the electron number density, T e is the electron temperature, and dE 2 is the observed wave power of the fluctuations. From n both the resistivity h = n/( 0 w pe 2 ) and the diffusion rate D = (c/w pe ) 2 n can be calculated. The authors concluded that after substituting suitable parameters indicative of the LLBL region into equation (1), the resulting diffusion rate is insufficient to support the width of the LLBL, according to the theory of Sonnerup [1980] . Note however, that equation (1) was derived in the limit where quasilinear effects are weak and for the case where T e ) T i (T i is the proton temperature) and there are sufficient infrequent collisions to maintain a Maxwellian form for the distribution functions [Galeev and Sagdeev, 1984] . It is the intent of this paper to determine whether equation (1) and its inherent assumptions hold for conditions appropriate to space plasmas, i.e. for a plasma with T e $ T i . To do this we will compare the resistivity due to CDIAW from simulations with the previous analytical estimates.
[3] The CDIAW are natural electrostatic (ES) modes in a uniform unmagnetized plasma. Under most circumstances they are damped, but the waves will be driven linearly unstable if there exists either an ion beam (with a beam velocity v b larger than the IA speed c s = (k B T e /m i ) 1/2 ), temperature gradients in the plasma (heatflux driven instability) or a sufficiently large drift velocity between the electrons and the ions (current-driven instability) [Treumann and Baumjohann, 1997] . Observations of IA waves have been made in a variety of space regions, e.g. the solar wind upstream of the bow shock [Gurnett and Frank, 1978; Anderson et al., 1981; Rodriguez, 1981] and the auroral ionosphere [Rietveld et al., 1991; Wahlund et al., 1994] . If CDIAW are the dominant instability at the magnetopause, where the plasma is likely to have T e $ T i , then the resultant threshold electron drift velocity will be u de $ a e (where a e = (2k B T e / m e ) 1/2 is the electron thermal velocity) [Coroniti and Eviatar, 1977; Gary, 1993] . This implies a current of J = nq e u de which, for typical magnetic field gradients across the current sheet, corresponds to a magnetopause width of L mp $ 10 km $ r e , the electron gyroradius. Measurements of the width of the magnetopause are often larger than this [Berchem and Russell, 1982] which indicates that other mechanisms are also operating. The resisitivity due to CDIAW would therefore act to limit the width of magnetic field gradients inside the magnetopause current sheet.
Plasma simulations
[4] The simulation results presented here are obtained from a one-dimensional (1D) ES Vlasov simulation code with periodic boundary conditions [Horne and Freeman, 2001] . In order to model the response of the plasma to the CDIAW, both the electrons and the protons are modeled using their distribution functions and the Vlasov equation is integrated forward in time to describe their evolution. The electric field is integrated forward in time using GEOPHYSICAL RESEARCH LETTERS, VOL. 29, NO. 1, 1004 , 10.1029 /2001GL013451, 2002 Copyright 2002 Ampère's Law. The number of grid points in space N z , and in velocity space N ve , N vi are calculated prior to each run to reflect the expected growing wavenumbers and ranges of resonant phase velocities in the sytem. For the simulations in this letter, typically N ve = 450, N vi = 300, and N z = 550. The CDIAW are excited by giving the electrons a net drift with respect to the ions at t = 0 (initially both distribution functions are Maxwellian). This drift establishes a finite current in the simulation. Following a method commonly used in particle codes [Omura et al., 1996] , only the perturbed component of the current J 1 (z) = J(z) À hJi is used to calculate the perturbed electric field E 1 using Ampère's Law (where hJi is the spatially-averaged current). hJi is assumed to be balanced at all times by the gradients of an external magnetic field, r Â B ext thus hEi = constant = 0 at all times. It is assumed that there is no internal magnetic field in the simulation. These conditions are appropriate to the center plane of a current sheet [Coroniti and Eviatar, 1977] . The unstable waves grow out of a low amplitude ($1 m Vm À1 ) white noise perturbation applied at the beginning of the simulation. Note that E 1 (t = 0) is less than the field due to the thermal noise in the plasma E tf = (2k B T e / 0 l De 3 )
1/2 = 2.3 Â 10 5 Vm À1 but that the saturation amplitudes of the growing waves (see Figure 1b) are much greater than the thermal level.
[5] At each time step (t = nÁt for n = {0,1,2,. . .}), n is calculated directly from the rate of change of electron momentum, using the definition [Davidson and Gladd, 1975] :
where p e n is the electron momentum at the nth time step (calculated in the rest frame of the ions). The momentum is obtained by taking the first moment of the spatially-averaged electron distribution function f e0 , using the in-pairs integration method [Horne and Freeman, 2001] .
[6] The Vlasov simulation runs were performed for a temperature ratio T e = 2T i , electron temperature T e = 10 eV, number density n = n i = n e = 7 Â 10 6 m À3 , and mass ratio m i /m e = 25. Figure 1a shows the evolution of resistivity for an initial drift velocity of u de = 1.2a e . The resistivity evolves in a similar way for other unstable drift velocities. There is negligible resistivity at the beginning of the simulation when the wave amplitudes are very small, but h rises rapidly when the fastest-growing wave mode is close to saturation. Figure 1b shows the evolution of the fastest growing mode in this simulation run (solid line). Saturation is defined as the flattening seen in the fastest-growing wave mode at t sat = 373w pe À1 , and is shown in Figures 1a and b with a dashed line. After the saturation point, h shows strong oscillations, which appear to be due to nonlinear interactions between the waves and the plasma, beyond the scope of this paper. We concentrate instead on the plasma behaviour at the saturation point in order to compare the results from different simulation runs and with the analytical estimates. Simulation runs with different initial parameters evolve on different time-scales, and so the saturation point is identified as a common point in the evolution of all the simulation runs.
[7] Each of the five Vlasov simulation runs used in this study have different initial drift velocities u de /a e = 1.0, 1.1, 1.2, 1.3, 1.4. Figure 2 shows the values of h at the saturation point for Values of resistivity at the saturation point plotted against the wave energy density at that point from five different Vlasov simulation runs (stars) and a KEMPO1 run (diamond). The corresponding analytical estimate given by equation (1) (1) is indicated by the dashed line and was calculated using the same T e and n as in the simulations and for the range of wave energy density given in Figure 2 . The simulation results are at least three (five) orders of magnitude higher than the analytical estimate for high (low) values of W E . The dependence of h on W E is also different to that indicated in equation (1), since the simulation results in Figure 2 do not lie on a line with unit gradient.
[8] To check that this result is not peculiar to the Vlasov simulations, a particle code was run with the same initial parameters as in the Vlasov simulation runs. The code used was the KEMPO1 code [Omura and Matsumoto, 1993] a 1D electromagnetic particle code, modified for this study for purely ES waves. The number of particles used in the code for each particle species was 2,097,152 (4096 particles per cell) and the initial drift velocity was u de = 1.2a e . h was calculated from the KEMPO1 code results using exactly the same method as in the Vlasov simulation using equation (2). The value of h at saturation was determined using the saturation of the fastestgrowing wave mode and the KEMPO1 result is also plotted in Figure 2 (diamond). This independent result backs up the findings that the simulation results are at least three orders of magnitude higher than the analytical estimate given by equation (1).
Discussion
[9] As mentioned above, equation (1) was derived under the assumption that quasilinear effects are weak [Galeev and Sagdeev, 1984] , i.e. no significant deviation in f e0 from the original Maxwellian is expected. As a result, it is assumed that the growth rates of all the unstable waves will remain the same as that predicted by linear theory throughout the evolution of the instability. However, the simulation results show that f e0 does not remain Maxwellian. Figure 3 shows f e0 at two different times during the simulation. The dashed line shows f e0 at t = 0 and the solid line gives the form at the saturation point as defined earlier. A plateau-like region has formed in the range of resonant phase velocities, as predicted by quasilinear theory. This plateau formation is seen for all simulation runs used in this study.
[10] These changes in the form of f e0 due to WPI have not been taken into account when deriving equation (1). The changes in gradient of f e0 in the range of resonant phase velocities result in changes in the growth rates of some of the wave modes from their linear values, which is also not taken into account in the derivation of equation (1). The fastest growing mode (solid line) grows exponentially according to linear theory. As its amplitude grows, the distribution function changes, which in turn changes the dispersion relation for other growing modes. An example of such a mode is shown by the dotted line in Figure 1(b) . Its growth rate has changed from the initial exponential growth for t < 180w pe
À1
, to very strong growth for 300w pe À1 < t < t sat . The simulation results are higher than the analytical estimate because the change in particle momentum due to the instability is increased because of the plateau formation. In order to form the plateau, the value of f e0 increases for lower phase velocities and decreases for higher phase velocities. The overall change in electron momentum is thus larger than that expected if the WPI were required to change the momentum of the bulk distribution. These simulation results indicate that the estimates of Labelle and Treumann [1988] for the resistivity and resultant diffusion due to IA waves should be revised upwards. Similar arguments are likely to apply to the application of similar analytical estimates to other CDI. The general form of equation (1) is [Labelle and Treumann, 1988] :
where g max is the maximum linear growth rate and v f,max is the phase velocity at g max . This estimate is likely to need adjustment if the instability encourages deviation of f e0 from the original Maxwellian. The exact corrections need to be calculated using the same methodology as here. Furthermore, the functional form of equations (1) and (4) does not agree with the simulation results, indicating that the assumptions used to derive these formulae are invalid.
[11] It should be remembered that there may be quantitative differences between 1D and 2D or 3D dynamics. In higher dimensions a system has more degrees of freedom for microscopic filamentation or turbulent/chaotic motions. However, higher dimensional simulations must be done with sufficiently high phase space resolution to capture subtle but crucial effects.
[12] There is an alternative formula [Sagdeev, 1967] for the resistivity due to CDIAW that takes into account the nonlinear wave interactions and the changing of the growth rates due to the response of the plasma. The Sagdeev formula for n is given by:
Substituting in the simulation values in this equation gives h $ 10 4 m, over an order of magnitude higher than the equivalent Vlasov simulation result. However, this equation was also derived assuming T e ) T i . Future work on CDIAW with the Vlasov code will concentrate on determining how h varies with plasma parameters when T e $ T i which is appropriate to space regions. 
