A nonequilibrium description of the vibrational-energy relaxation of solvated flexible molecules such as small peptides in aqueous solution is outlined. Having in mind to employ standard biomolecular molecular-dynamics program packages, several methodological developments are introduced. To calculate the vibrational normal-mode energies for a system undergoing large-amplitude motion, an instantaneous normal-mode analysis is employed. To mimic the laser excitation of a given vibrational mode in its excited states, a computational scheme is proposed which allows us to calculate the nonequilibrium phase-space initial conditions for the solute and the solvent atoms. It is demonstrated that the vibrational relaxation dynamics sensitively depends on the accurate representation of the initially excited normal mode. In particular, effects of the quantum-mechanical zero-point energy contained by the initial state are investigated, thus elucidating the importance of quantum fluctuations. To study the validity and the performance of the method, the laser-induced amide I ϭ1→0 energy relaxation of N-methylacetamid in D 2 O is considered. The vibrational energy relaxation rate obtained from the nonequilibrium simulations is in qualitative agreement with experiment, whereas a Landau-Teller-type calculation underestimates the rate considerably. The virtues and problems of the nonequilibrium description are discussed in some detail.
I. INTRODUCTION
In recent years, femtosecond time-resolved infrared spectroscopy has made it possible to watch the flow of vibrational energy within and between molecules with unpreceded time resolution. 1 Particular interest has been payed to biomolecular systems, since the celebrated concept of the relation between protein structure, dynamics, and function ultimately requires an microscopic understanding of the energy flow in the system. Beautiful examples are the twodimensional infrared studies of various small peptides by Hamm and Hochstrasser and their co-workers. [2] [3] [4] [5] [6] [7] Employing the amide I modes ͑which mainly involve the stretching of the peptide CvO bond͒ as a conformational probe, these experiments have provided new insight into the structure, fluctuations, and conformational transitions of peptides in aqueous solution. Interestingly, the experiments have also shown that the ϭ1→0 population decay time T 1 of the amide I mode is consistently about 1 ps for all systems considered. This includes the model systems N-methylacetamid 2 and trialanine, 6 various small globular peptides such as apamin, syllatoxin, and bovine pancreatic tripsin inhibitor, 2 and the protein myoglobin. 8 These findings indicate that the amide I population relaxation in peptides ͑i͒ is a highly efficient and unusually fast example of vibrational energy redistribution and ͑ii͒ represents a generic, sequence-independent feature of peptides.
The theoretical description of vibrational energy relaxation of a peptide in water is a challenging task. It includes ͑i͒ the accurate modeling of the potential energy by an anharmonic force field and ͑ii͒ the appropriate dynamical description of the relaxation process. In this paper, we will focus on the second task and simply assume that an usual biophysical force field such as AMBER, 9 CHARMM, 10 GROMOS, 11 and OPLS 12 is sufficient. In the case of N-methylacetamid, a recent comparison of high-level ab initio and standard empirical force fields showed that the latter may only give a crude model of the normal modes and the anharmonic couplings. 13 As discussed in a subsequent paper, 14 however, because the amide I population relaxation appears to be an ultrafast and generic process and since it can be expected that the strong interaction with the polar solvent smoothes out many details of the intramolecular force field, one may expect that an empirical force field at least provides a qualitative modeling of the process.
To describe the vibrational relaxation dynamics, usually a system-bath approach is employed in which the system includes the initially excited vibrational mode ͑and possibly further strongly coupling modes͒ and the bath comprises all other degrees of freedom. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] Second-order time-dependent perturbation theory with respect to the system-bath interaction leads to a reduced density-matrix formulation in which the system is treated numerically exactly, while the dynamics of the bath enters via equilibrium autocorrelation functions. Being mostly interested in the vibrational energy relaxation rate 1/T 1 , well-established assumptions then lead to the widely used Golden Rule expression ͓Eq. ͑22͔͒. To obtain a realistic modeling of the solvent, furthermore, many workers have pursued a mixed quantum-classical strategy and calcu-late the bath correlation functions from a classical moleculardynamics simulation.
Although the approach outlined above has proven to be valuable in many cases, two related problems may arise. First, it is desirable to include in the system Hamiltonian all vibrational modes that strongly participate in the relaxation process. In the example of the amide I relaxation of a solvated peptide, this may include all amide vibrations and possibly also some hydrogen-bonding interactions with the solvent. Since the system Hamiltonian needs to be diagonalized, however, in practice one is restricted to include only a few, typically 1-3, vibrations into the system Hamiltonian. Second, it should be kept in mind that the underlying classical approximation in general assumes that ប/kTՇ1, a condition that is certainly not satisfied for the amide I vibration (បϷ1700 cm Ϫ1 ) at room temperature (kTϭ200 cm Ϫ1 ). As a remedy, various quantum correction factors to the quantum-classical Golden Rule expression have been proposed. 18, 19 Depending on the specific correction chosen, however, the resulting relaxation rate may vary several orders of magnitude. This ambiguity reflects the fact that for high-frequency vibrational modes the equilibrium fluctuations of a classical simulation at thermal energy kT do not well approximate the true quantum fluctuations at the vibrational zero-point energy 1 2 ប. Alternatively, one may pursue a nonequilibrium molecular-dynamics ͑MD͒ calculation which directly simulates the vibrational relaxation process. [27] [28] [29] [30] [31] [32] [33] In this case, the initial state of the quantum system ͑e.g., the ϭ1 state prepared by an infrared laser pulse͒ is represented by a phasespace distribution ͑e.g., the Wigner distribution͒, which is sampled by an ensemble of classical trajectories. Starting by construction with the correct initial state and recalling that classical mechanics can be considered as a short-time approximation to quantum mechanics, a classical nonequilibrium simulation should be a good approximation to quantum-mechanics in the case of ultrafast relaxation dynamics. 34 Furthermore, the simulation allows us to directly monitor the energy flow from the initially excited state into the surrounding vibrational modes, thus revealing the mechanism of the relaxation process.
Having in mind to perform a nonequilibrium study of vibrational-energy transfer using a standard MD program package, several aspects are to be considered. First, a quasiclassical sampling of the initial atom positions and velocities is performed to account for the nonequilibrium initial preparation of the system. Although quasiclassical phase-space representations are well established for gas-phase systems and simplified models using internal coordinates, 35, 36 one faces a number of problems if the procedure is extended to biophysical systems. As discussed in this work, the vibrational relaxation dynamics sensitively depends on the accurate representation of the initially excited normal mode, on the equilibration of the solvent in response to the solute initial conditions, as well as on the correct treatment of the quantum-mechanical zero-point energy contained by the initial state.
Employing these initial conditions, classical MD simulations are performed. To monitor the vibrational dynamics, the overall rotation and internal motion are separated and a normal-mode analysis is performed, which yields the timedependent energy content of the normal modes. It turns out, however, that these procedures are well established only in the case that the vibrational dynamics is well described by small-amplitude motion around a single equilibrium structure. Considering flexible biophysical systems far from equilibrium ͑e.g., a folding peptide͒, the ''single-reference'' normal-mode approximation must break down. To extend the nonequilibrium description of vibrational-energy redistribution to the treatment of molecular systems undergoing largeamplitude motion, we adopt the ideas underlying the instantaneous normal-mode theory. 37, 38 In this formulation at every time step a normal-mode calculation is performed, which employs the instantaneous position of the trajectory as reference structure. It is shown that this ''multireference'' normalmode analysis provides an accurate description of the timedependent energy content of the normal modes.
To demonstrate the validity and the performance of the approach, we present nonequilibrium MD studies on the vibrational energy redistribution of NMA in vacuo and D 2 O. In this paper, we focus on the methodological aspects of the formulation, including ͑i͒ a comparison of the single-and multireference normal-mode analyses, ͑ii͒ a discussion of the effect of the initial conditions on the relaxation processes, and ͑iii͒ a comparison of the nonequilibrium simulations and a simple quantum-classical Golden Rule calculation. In a subsequent paper, 14 we will study the quality of empirical force-fields, focus on the mechanism of the vibrational relaxation in peptides, and discuss the energy flow from the amide I to intra-and intermolecular modes in some detail.
II. THEORETICAL FORMULATION

A. Molecular vibrational energy
Let us consider a molecule containing N atoms with Cartesian coordinates rϭ͕r i ͖, where r i ϭ(r ix ,r iy ,r iz ) T denotes the position of the ith atom and vϭ͕v i ͖ represent the corresponding velocities. To study the vibrational dynamics of the system, first the translation and the overall rotation of the molecule need to be removed. The translation can be separated exactly by requiring that the molecule's center of mass is fixed, e.g., at the origin of the coordinate system, ͚ i N m i r i ϭ0. To separate the overall rotation, we decompose the atomic velocities as
where u i and are the vibrational and angular velocity, respectively. Hence the kinetic energy of the molecule reads
comprising the vibrational energy T V , the rotational energy T R , and the interaction between vibration and overall rotation, the Coriolis energy T RV . To remove the overall rotation, one may perform a rotation of all coordinates of the molecule
where R is a 3ϫ3 matrix. It is clear, however, that the choice of R is not unique for a flexible molecule. The solution to this problem is well established only if the molecule is almost rigid, that is, if the vibrational dynamics is well described by small-amplitude motion around a single equilibrium structure r. In this case, Eckart 40 showed that the rotation R corresponds to a transformation to the molecularfixed coordinate system ͑the ''Eckart frame''͒, which minimizes the Coriolis coupling.
To calculate the vibrational energy, we evaluate the vibrational displacements in the molecular-fixed frame, ⌬r i ϭr i ϪRr i , the time derivative of which yields the corresponding vibrational velocities
The total vibrational energy of the molecule then reads
where V(rЈ) denotes the potential energy evaluated for the corrected trajectory rЈ. We note in passing that the vibrational velocities in principle can also be obtained from Eq. ͑1͒, if the angular velocity is calculated via LϭI", where L denotes the total angular momentum and I represents the inertia tensor of the molecule. However, this approach implicitly assumes a rigid molecule and, therefore, only represents an approximation to Eq. ͑4͒.
B. Normal-mode analysis
To decompose the vibrational energy from Eq. ͑5͒ into single-mode contributions, it is instructive to perform a normal-mode analysis of the vibrational dynamics. Assuming first that the vibrational dynamics is well described by smallamplitude motion around a single equilibrium structure r, we expand the potential energy up to second order 39 
V͑r͒ϭV͑r͒ϩ
where we have introduced the notation rϭ( 
The inverse transformations read
͑10͒
The vibrational energy of the molecule in harmonic approximation can then be written as
Compared to Eq. ͑5͒, the harmonic vibrational energy ͑11͒ omits the anharmonic couplings, which are responsible for the vibrational relaxation of the system. The difference between the two energies can therefore be used as an estimate of the anharmonic interactions. Equations ͑6͒-͑11͒ represent the standard normal-mode analysis of a N-atom system. While this is straightforward for an isolated molecule in the gas phase, the situation is more involved for a molecule in solution. In the latter case, one should in principle perform the normal-mode analysis for the complete system ͑solute and solvent͒. For larger systems, this is neither doable nor desired, since usually only the normal modes of the solute are of interest. Applying the formalism to the solute modes only, however, the vibrational couplings between solute and solvent modes are neglected. This approximation is expected to be reasonable, since the couplings are typically small ͑e.g., resulting in a solvent shift of several 10 cm Ϫ1 for a 1700 cm Ϫ1 mode͒. Within this assumption, we may define the vibrational energy transfer from the initially excited solute molecule to the solvent as
where E vib contains the energy of all solute modes.
C. Multireference scheme
In the general situation, where the vibrational dynamics cannot simply be described with respect to a single reference structure, we generalize the equilibrium normal-mode concept outlined above to an instantaneous normal-mode analysis ͑NMA͒ of the dynamics. 37, 38 In this formulation, we choose as time-dependent reference structure the instantaneous position r(t n )ϵ( 1 (t n )... 3N 
(t n ))
T of the trajectory, and consider the normal-mode vibrations of the structure at t nϩ1 around this reference structure up to second order. This yields for the potential energy
where F i ϭ‫ץ‬V/‫ץ‬ i denotes ͑the negative of͒ the force in direction i , which is nonzero if the reference structure ͕ i (t n )͖ does not represent a minimum of V. Upon diagonalization of the Hessian matrix, we obtain for the vibrational energy
where q k (t n ), p k (t n ), and k (t n ) represent the positions, momenta, and frequencies of the instantaneous normalmodes, respectively, and the coordinate shifts
account for the force term in Eq. ͑13͒. Introducing shifted positions q k ϭq k ϩa k , we finally obtain
where
Several points of the above-described multireference normal-mode formulation deserve attention. First, it is clear that the time intervals ͓t n ,t nϩ1 ͔ need to be chosen sufficiently short such that the validity of the harmonic approximation in Eq. ͑13͒ is ensured. Although this requirement renders the calculation more expensive, it has the advantage that, within this short time interval, the translation and overall rotation of a biomolecule in solution can usually be neglected. That is, unlike to the single-reference case, no translational and rotational fit ͓Eq. ͑3͔͒ is required in the multireference scheme, which represents a considerable conceptional and computational advantage. 42 It is noted, however, that the first six eigenfrequencies of the Hessian are not exactly zero in this approximation. In the case of NMA considered below we found 1 ,..., 6 Շ20 cm Ϫ1 , which is not expected to significantly affect the overall accuracy of the calculation.
Second, several modes with imaginary frequency ( k 2 Ͻ0) may occur. This is because the instantaneous normalmode analysis is not necessarily performed at a minimum of the potential, such that the potential-energy surface may exhibit a negative curvature ͑corresponding to reactive motion͒ in some directions. 43 The interpretation and practical treatment of these modes within instantaneous normal-mode theory has been discussed in some detail. 37, 38 In the case of NMA considered below, we observed several trajectories with up to three imaginary-frequency modes, thus resulting in a negative energy content E k Ͻ0 for these modes. Since in a nonequilibrium calculation the time-dependent observables are calculated through an ensemble average ͓Eq. ͑19͔͒, however, all averaged normal-mode energies ͗E k ͘ were found to be positive.
Furthermore, the interpretation of the offset energy V 0 (t) in Eq. ͑17͒ deserves some attention. According to its definition, this energy is associated with the depth of the various local minima of the potential-energy surface. In a biomolecular system, the potential-energy surface typically has many local minima. Assuming, therefore, a random distribution of local minima, we may expect that the average offset energy ͗V 0 (t)͘ is fluctuating around a constant value.
In the simulations of NMA reported below, we typically found fluctuations of ϷϮ100 cm Ϫ1 . Finally, let us summarize the assumptions inherent to the multireference normal-mode scheme described above: ͑i͒ The normal-mode analysis is performed only for the vibrational modes of the solute, i.e., vibrational couplings between solute and solvent modes are neglected. ͑ii͒ Within the short time interval used by the multireference analysis, the translation and overall rotation of the molecule is neglected. ͑iii͒ Trajectories with imaginary-frequency modes and negative energy content may occur. ͑iv͒ The average offset energy ͗V 0 (t)͘ exhibits nonvanishing fluctuations. It should be noted that the above assumptions only affect the interpretation of the simulation results, but do not represent an approximation of the dynamical description.
D. Nonequilibrium initial conditions
We wish to study the vibrational energy redistribution of a solvated molecule, following the infrared laser excitation of a specific normal mode into its first or second excited state. To perform a nonequilibrium MD simulation of this process, appropriate initial conditions need to be chosen that correspond to the experimental preparation of the system. This procedure consists of four steps.
First, the equilibrium structure of solute and solvent is calculated using simulated annealing followed by conjugate gradient minimization. By diagonalizing the Hessian matrix of the solute molecule at the equilibrium structure, the ͑single-reference͒ normal modes of the solute are obtained. Keeping the solute fixed at this reference structure, a standard canonical MD simulation is performed. From this trajectory, a number of ͑typically some hundred͒ statistically independent positions and momenta of the solvent are sampled and stored as equilibrium initial conditions.
In a second step, the nonequilibrium initial conditions of normal modes of the solute molecule are calculated. To this end, we represent the solute normal modes ͕p k ,q k ͖ in terms of classical action-angle variables ͕n k , k ͖ 35,36
where the factor ␥ϭ1 accounts for the zero-point energy of the mode. To obtain the initial positions and momenta of the initially excited amide I normal mode, we associate the action n k with the initial quantum state of the amide I mode, e.g., n k ϭ1 for the first excited state. The initial actions of the remaining solute modes ͑which are at thermal equilibrium͒ may be sampled from the Boltzmann distribution P(n k ) ϰe Ϫn k ប k /kT . In all cases, the vibrational phases k are picked randomly from the interval ͓0,2͔. This way an ensemble of normal-mode positions and momenta are calculated, which present a quasiclassical representation of the quantum initial state of the solute molecule.
In a third step, the initial Cartesian coordinates and velocities of the solute and the solvent are calculated for each nonequilibrium trajectory. Choosing an equilibrium structure that was sampled in step one and a set of normal-mode po-sitions and momenta obtained in step two, the corresponding initial Cartesian coordinates and velocities of the solute molecule may be obtained from Eqs. ͑9͒ and ͑10͒. Next, a rotational fit with respect to the equilibrium structure is performed to minimize the overall rotation. Moreover, the harmonic approximation of the vibrational energy ͓Eq. ͑16͔͒ is compared to the exact vibrational energy ͓Eq. ͑5͔͒, because the harmonic energy may be significantly larger than the true anharmonic energy. To avoid spurious instantaneous energy transfer due to this artifact, initial structures whose harmonic and exact energies differ more than 1% are rejected. We note in passing that the usual strategy to avoid the latter problem is to only include kinetic energy in the initial state, [27] [28] [29] [30] [31] i.e., k ϭ0, in Eq. ͑18͒. As shown in Sec. III C, however, this choice of initial conditions may lead to an artificial acceleration of the relaxation process.
Since the coordinates of the solvent are left unchanged by the procedure describe above, it may happen that solute and solvent atoms come unnaturally close to each other. In a forth step, it is, therefore, necessary to perform a short ͑say, 5 ps͒ equilibration run of the solvent, in which the solute positions and velocities are kept constant. This last step yields the desired initial conditions for the nonequilibrium simulation.
Following the simulations, the time-dependent observables of interest are obtained via an ensemble average over the initial distribution. For example, the average energy content of the kth normal mode is given by
where E k (r) denotes the normal-mode energy pertaining to an individual trajectory and N traj is the number of trajectories.
III. COMPUTATIONAL RESULTS
To demonstrate the validity and the performance of the approach introduced above, in the following we perform MD studies on the vibrational energy redistribution of NMA in vacuo and D 2 O. In particular, we compare single-and multireference normal-mode analyses, discuss various nonequilibrium initial conditions, and compare to quantum-classical Golden Rule calculations.
A. Simulation details
All simulations were performed using the GROMACS simulation program package. 44, 45 We employed the OPLS all-atom force field 12 to model the solute NMA (H 3 C-COND-CH 3 ) and the flexible SPC water model 46 with doubled hydrogen masses to model the solvent D 2 O. The peptide was placed in a periodic cubic box of 2.18 nm length containing 342 D 2 O molecules. The equation of motion was integrated by using a leap-frog algorithm with a time step of 0.5 fs. We used the particle-mesh Ewald method to treat the long-range electrostatic interactions 47 and updated the nonbonded interaction pair-list every 10 fs. To obtain converged results for the ͑unaveraged͒ single-trajectory calculations in Figs. 1-3 as well as a relative energy conservation of р10 Ϫ4 in the microcanonical simulations, we used double precision accuracy ͑instead of single precision usually employed in GROMACS͒.
The equilibrium structure of NMA was obtained by using simulated annealing followed by conjugate gradient minimization. From this structure, the equilibrium frequencies and eigenvectors of the normal modes of NMA were obtained. To sample the initial solvent configurations for the nonequilibrium simulations, a 1 ns NVT simulation was performed, where the solute was kept at its equilibrium geometry and the solvent was weakly coupled to an external temperature bath at 300 K using a coupling constant of 0.1 ps and to an external pressure bath at 1 atm using a coupling constant of 0.5 ps. 48 From these initial configurations of the solvent, the nonequilibrium initial states of the solute were generated as described in Sec. II D. To study the vibrational energy relaxation, an ensemble of 200 nonequilibrium microcanonical trajectories of 20 ps length was calculated and the data were collected every 0.0125 ps.
For each nonequilibrium trajectory of NMA, the vibrational normal-mode energies were calculated using the multireference normal-mode analysis described above. For the standard single-reference normal-mode analysis, a singlereference rotational fit was performed, where the equilibrium structure of NMA was chosen to be the first reference structure. From the resulting trajectories, the vibrational normalmode energies were calculated. Since the most timeconsuming part of the multireference normal-mode analysis is the calculation of the Hessian matrix, a significant gain of computing time is obtained if one considers only the interactions with the ͑say, 100͒ nearest solvent molecules. All convergence parameters such as the time step of the propagation ͑0.5 fs͒, the time step of the instantaneous normalmode analysis ͑0.0125 ps͒, and the number of solvent molecules in the calculation of the Hessian matrix ͑100͒ have been checked and chosen for convenient convergence.
In the Golden Rule calculations presented in Sec. III D, an equilibrium NTV simulation was performed in which the solute was kept at its equilibrium geometry. The force acting on the kth normal mode was calculated from
where f i is the force acting on the ith atom. The resulting force autocorrelation function ͗F(t)F(0)͘ was found to be well represented by a biexponential function, which was used to perform the Fourier transformation in Eq. ͑22͒ analytically.
B. Normal-mode analysis
In the following we wish to study the performance of the ͑standard͒ single-reference ͑SR͒ normal-mode analysis ͓Eq. ͑6͔͒ and the multireference ͑MR͒ normal-mode analysis ͓Eq. ͑13͔͒. Considering single representative nonequilibrium trajectories of NMA in vacuo, we first discuss the total vibrational kinetic energy T V and potential energy V of isolated NMA. Figure 1 shows these quantities obtained ͑i͒ via Eq. ͑5͒ directly from the trajectory ͑solid lines͒, ͑ii͒ via Eq. ͑11͒ by the SR normal-mode analysis ͑dashed lines͒, and ͑iii͒ via Eq. ͑16͒ by the MR normal-mode analysis ͑dotted lines͒. In all three cases, the kinetic vibrational energies turn out to be quite similar. This result should not be taken for granted, though, since the eigenvectors ͑which are needed in the calculation of T V ) are different in the SR and MR formulations.
The total potential vibrational energy V, on the other hand, shows qualitative differences between the SR and MR results. While the MR results are in excellent agreement with the exact data, the SR results exhibit significant deviations, in particular at tϷ0.15 and 0.5 ps. These are the times at which the CH 3 groups are rotated around the C-CH 3 and N-CH 3 bonds with largest torsional angles with respect to the initial orientation. As a consequence, the hydrogen displacements of the CH 3 groups become large, which in turn leads to large displacements in the corresponding normal modes such as the NCH 3 asymmetric stretch and the NCH 3 symmetric stretch. The considerable deviations of the SR potential energies are therefore caused by the high-frequency normal modes involved in the rotation of the CH 3 groups.
Let us proceed with the case of solvated NMA shown in Fig. 2 . The situation is similar to the case of isolated NMA in that the kinetic energies are well reproduced by all methods and that the SR potential energies deviate from the exact results as a consequence of the CH 3 rotation. In the solution phase, however, the SR normal-mode analysis fails completely for times larger than 0.3 ps, when the CH 3 rotations become large. As a further illustration of the problem, Fig. 3 shows the vibrational energy of the NCH 3 asymmetric stretching mode as obtained by the SR and MR normal-mode analyses. The huge SR energy observed is clearly an artifact of the assumption of a single reference structure.
C. Vibrational energy relaxation
After the validity of the MR normal-mode analysis has been established, we employ this technique to study the vibrational energy redistribution of NMA in D 2 O following the laser excitation of the amide I mode in its first excited state. As discussed in Sec. II D, there are several possibilities to describe the phase-space distribution of the laser-induced initial state. Employing quasiclassical action-angle initial conditions ͓Eq. ͑18͔͒ for the normal modes of NMA, we may assign quantum-mechanical zero-point energy ͑ZPE͒ to the solute vibrational modes. In the following three cases are considered: ͑i͒ ZPE is included in all solute modes. ͑ii͒ ZPE is included in the amide I mode only. ͑iii͒ In the purely classical limit, no ZPE is included. In all cases, the classical thermal energy kT is assigned to all solvent degrees of freedom. Figure 4͑a͒ shows the time-dependent energy content of the amide I mode obtained for the three cases. For better comparison, the initially included ZPE is subtracted in Fig.  4 . In the purely classical case, the decay can be well fitted to a biexponential function with the decay times 1 ϭ1.9 ps ͑80%͒ and 2 ϭ(20%) 13.3 ps. At longer times, the amide I energy converges to kTϷ200 cm Ϫ1 which is consistent with the equipartition theorem. Including ZPE in the amide I mode is seen to lead to a considerable enhancement of the initial relaxation process ( 1 Ϸ1.5 ps). There is only little change, though, if the ZPE is also included in the remaining solute modes. It is noted, however, that for times տ4 ps, the energy content of the amide I mode drops below its ZPE. This well-known artifact is the so-called ZPE problem of classical mechanics. 49 In quantum mechanics, each oscillator mode must hold an amount of energy that is larger or equal to the ZPE of this mode. In a classical trajectory calculation, on the other hand, energy can flow among the modes without this restriction.
Numerous approaches have been proposed to fix the ZPE problem. 49 They include a variety of ''active'' methods ͓i.e., the flow of ZPE is controlled and ͑if necessary͒ manipulated during the course of individual trajectories͔ and several ''passive'' methods which, for example, discard trajectories not satisfying predefined criteria. However, most of these techniques share the problem that they manipulate individual trajectories, whereas the conservation of ZPE should correspond to a virtue of the ensemble average of trajectories. ͑We note in passing that mixed quantum-classical formulations that quantize the high-frequency degrees of freedom [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and semiclassical initial-value formulations 50 that allow us to treat interference effects represent alternative ways to correctly treat the ZPE flow in a classical framework problem.͒ In the present case, two methods are employed. First, it is noted that, since the initial state is correct by construction, the quasiclassical formulation represents a short-time approximation to the true quantum dynamics. 34 Restricting ourselves to the initial decay of 1 ϭ1.5 ps, it seems to be reasonable to simply ignore the problem at later times. This in reasonable agreement with the experimental value of 1 ϭ0.5 ps.
2 ͑A detailed comparison of theory and experiment is presented in a subsequent paper. 14 ͒ To go beyond this simple strategy and facilitate the description of the relaxation for longer times, we adopt the method introduced in Ref. 51 . The theory is based on the observation that the unphysical flow of ZPE is a consequence of the fact that the classical phase-space distribution may enter regions of phase space that correspond to a violation of the uncertainty principle. To restrict the classically accessible phase space according to the rules of quantum mechanics, it has been proposed to invoke quantum corrections to the classical calculation. At the simplest level of the theory, these corrections have been shown to correspond to including only a fraction ␥ (0р␥р1) of the full zero-point energy into the classical calculation. In the present case, we have determined the quantum correction ␥ by simply requiring that the amide I energy remains larger than the ZPE for all times under consideration. From this procedure, we obtained ␥ϭ0. 35 , which leads to the amide I relaxation shown in Fig. 4͑b͒ . A biexponential fit yields the time constants 1 ϭ1.8 ps ͑75%͒ and 2 ϭ7.5 ps ͑25%͒. It is noted that the latter value for 1 is somewhat larger than the value of the short-time fit obtained above for ␥ϭ1.
To make contact to other works, [27] [28] [29] 31 it is instructive to consider initial conditions which include only kinetic ͑but no potential͒ excess energy into the solute normal modes. This method has the advantage that it guarantees that the harmonic and exact vibrational energies coincide ͑because only the potential energies differ͒, which otherwise may cause problems as discussed in Sec. II D. On the other hand, it is clear that a purely kinetic excitation does not represent the correct photoinduced initial phase-space distribution and may therefore lead to artifacts. This is demonstrated in Fig.  5͑a͒ , which displays the vibrational relaxation dynamics in the case of purely kinetic excitation. We consider again the two limiting cases that the full ͑broken lines͒ and zero ͑solid lines͒ ZPE is included in all solute mode. The purely kinetic initial conditions are seen to affect a significantly faster initial decay, which shows that kinetic excess energy dissipates more rapidly than potential excess energy.
Finally, we wish to study another well-known approximation for the initial state, that is, we assume that instead of the correct amide I normal mode only the CvO vibration is initially excited. The vibrational energy relaxation obtained for this case is shown in Fig. 5͑b͒ , where the solid and broken lines correspond to the two cases that the full and zero ZPE is included in CvO vibration, respectively, while the remaining solute modes contain only thermal energy kT. Obviously, the vibrational relaxation dynamics depends quite sensitively on the accurate representation of the initially ex- cited normal mode. Since the CvO vibration is not an eigenmode of the system, the energy decays due to the strong harmonic vibrational coupling with close-lying atoms and bonds ͑e.g., the C-N bond͒ on a time scale of 100 fs.
D. Comparison to Golden Rule theory
The calculation of the vibrational relaxation rate 1/T 1 via Fermi's Golden Rule using a classical force-force correlation function, represents the most popular method to describe vibrational relaxation dynamics in the condensed phase. [15] [16] [17] [18] [19] [20] [21] Starting from time-dependent quantum-mechanical perturbation theory, Fermi's Golden Rule for the transition rate from vibrational state n to state m can be derived as
where nm ϭ(E n ϪE m )/ប and V nm (t)ϭe i/ប Ht V nm e i/ប Ht are the energy gap and the time-dependent coupling between the two states, respectively, and ͗ . . . ͘ϭTre ϪH/kT . . . represents an equilibrium average. As usual, we consider a harmonic vibrational mode, where the coupling V can be expressed in terms of the force F acting on the mode. 16 Performing the classical limit, we then obtain the Landau-Teller-type expression
where c 10 ϭ1, ϭ 10 , and ͗F(t)F(0)͘ represents the classical force autocorrelation function. Performing the calculation of the Golden Rule rate as described in Sec. III A, we obtain for the vibrational relaxation time T 1 ϭ160 ps, about two orders of magnitude larger than the values obtained from both experiment 2 and the nonequilibrium simulations presented above. As discussed in the Introduction, this break-down of the formulation is mainly a consequence of two approximations: ͑i͒ Only the direct amide I ϭ1→0 is considered, while the remaining strongly coupled vibrational modes ͑such as the amide II and III͒ are not included in the system Hamiltonian. ͑ii͒ The underlying classical approximation in general assumes that ប/kTՇ1, whereas we find for the the amide I vibration at room temperature ប/kTϷ1700 cm Ϫ1 /200 cm Ϫ1 ϭ8.5. The first approximation can obviously be relaxed by including all relevant vibrational modes of the molecule into the system Hamiltonian. In practice, this approach is limited to a few vibrational modes, because the quantum-chemical parameterization as well as the numerical diagonalization becomes rather tedious. A more fundamental problem, however, is the break-down of the classical approximation. As a remedy, various quantum correction factors c 10 to the Landau-Teller formula have been proposed. 18, 19 Popular choices for c 10 are ͑the numbers are for ប/kTϭ8.5): ͑i͒ The ''standard correction'' 2/(1ϩe Ϫប/kT )ϭ2, 16 ͑ii͒ the ''harmonic correction'' ប/kT/(1Ϫe Ϫប/kT )ϭ8, and a correction due to Schofield 52 e ប/2kT ϭ70. It is seen that the quantum correction factors, too, vary by almost two orders of magnitude. This ambiguity reflects the fact that for highfrequency vibrational modes the equilibrium fluctuations of a classical simulation at thermal energy KT do not well approximate the true quantum fluctuations at the vibrational ZPE 1 2 ប.
IV. CONCLUSIONS
We have outlined a nonequilibrium description of vibrational-energy redistribution of flexible solvated molecules such as small peptides in aqueous solution. To be able to employ standard MD program packages, we introduced several methodological developments. First, we have presented a multireference ͑or instantaneous͒ normal-mode formulation to calculate the vibrational normal-mode energies for a system undergoing large-amplitude motions. To validate the method, various test calculations have been performed, which proved that the multireference scheme achieves an accurate description of the normal-mode energies of the solute. Second, we have proposed a computational scheme to calculate nonequilibrium initial conditions for the solute and the solvent atoms, in order to mimic the laser excitation of a given vibrational mode in its excited states. It has been demonstrated that the vibrational relaxation dynamics sensitively depends on the accurate representation of the initially excited normal mode. In particular, the effects of the quantum-mechanical zero-point energy contained by the initial state has been discussed in some detail, thus elucidating the importance of quantum fluctuations. Following the phase-space theory of Ref. 51 , it has been suggested to include only a fraction of the zero-point energy in the initially excited vibrational mode. This way, a compromise between the correct short-time evolution of the system and its behavior at long times may be obtained.
Apart from establishing the validity and the performance of the methodology, the laser-induced amide I energy relaxation of NMA in D 2 O has been studied. It has been found that the vibrational energy relaxation rate obtained from the nonequilibrium simulations is in qualitative agreement with experiment, whereas a simple Landau-Teller calculation underestimates the rate considerably. Although the latter result can be improved by introducing quantum corrections, this procedure is known to be ambiguous for high-frequency transitions. On the other hand, a quasiclassical nonequilibrium simulation starts with the correct initial state and represents a short-time approximation to quantum mechanics. Restricting ourselves to ultrafast vibrational dynamics, the approach therefore may represent a reasonable description of the quantum-mechanical relaxation process.
Finally, a nonequilibrium simulation also allows us to directly monitor the energy flow from the initially excited state into the surrounding vibrational modes, thus revealing the mechanism of the relaxation process. These issues will be the topic of a subsequent paper, which also discusses the quality of empirical force-fields for the description vibrational relaxation of in some detail.
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