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PARTIAL GALOIS COHOMOLOGY AND RELATED
HOMOMORPHISMS (EXPANDED VERSION)
M. DOKUCHAEV, A. PAQUES, AND H. PINEDO
Abstract. For a partial Galois extension of commutative rings we give a seven terms
sequence, which is an analogue of the Chase-Harrison-Rosenberg sequence.
1. Introduction
The concept of a Galois extension of commutative rings was introduced in the same
paper by M. Auslander and O. Goldman [2], in which they laid the foundations for
separable extensions of commutative rings and defined the Brauer group of a commu-
tative ring. Later, in [9], S. U. Chase, D.K. Harrison and A. Rosenberg developed
Galois theory of commutative rings by giving several equivalent definitions of a Galois
extension, establishing a Galois correspondence, and specifying, to the case of a Galois
extension, the Amitsur cohomology seven terms exact sequence, given by S. U. Chase
and A. Rosenberg in [8]. The Chase-Harrison-Rosenberg sequence can be viewed as a
common generalization of the two most fundamental facts from Galois cohomology of
fields: the Hilbert’s Theorem 90 and the isomorphism of the relative Brauer group with
the second cohomology group of the Galois group. Since then much attention have been
payed to the sequence and its parts subject to more constructive proofs, generalizations
and analogues in various contexts.
Our point of view is to replace global actions by partial ones. The latter are be-
coming an object of intensive research and have their origins in the theory of operator
algebras, where they, together with the corresponding crossed products and partial rep-
resentations, form the essential ingredients of a new and successful method to study
C∗-algebras generated by partial isometrics, initiated by R. Exel in [25], [26], [27], [28]
and [29]. The first algebraic results on these new concepts, established in [29], [18], [44],
[45], [34] and [14], and the development of a Galois theory of partial actions in [19], stim-
ulated a growing algebraic activity around partial actions (see the surveys [13] and [31]).
In particular, partial Galois theoretic results have been obtained in [3], [6], [7], [32], [38],
[42], and applications of partial actions were found to graded algebras in [14] and [17],
to tiling semigroups in [35], to Hecke algebras in [30], to automata theory in [24], to
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restriction semigroups in [10] and [37] and to Leavitt path algebras in [33]. In addi-
tion, the interpretation of the famous R. Thompson’s groups as partial action groups
on finite binary words permitted J.-C. Birget to study algorithmic problems for them
[5]. Amongst the recent advances we mention a remarkable application of the theory
of partial actions to paradoxical decompositions and to algebras related to separated
graphs [1], its efficient use in the study of the Carlsen-Matsumoto C∗-algebras associ-
ated to arbitrary subshifts [15] and of the Steinberg algebras [4], as well as the proof
of an algebraic version of the Effros-Hahn conjecture on the ideals in partial crossed
products [16].
The general notion of a continuous twisted partial action of a locally compact group
on a C∗-algebra introduced in [27], and adapted to the abstract ring theoretic context
in [17], contains multipliers which satisfy a sort of 2-cocycle identity, and it was natural
to ask what kind of cohomology theory would suite it. The answer was given in [20],
where the partial cohomology of groups were introduced and studied together with their
relation to cohomology of inverse semigroups, showing also that it fits nicely the theory
of partial projective group representations developed in [21], [22] and [23]. Note that
partial group cohomology turned out to be useful to study ideals of global reduced
C∗-crossed products [36].
Having at hand partial Galois theory and partial group cohomology we may ask now
what would be the analogue of the Chase-Harrison-Rosenberg exact sequence in the
context of a partial Galois extension of commutative rings. The purpose of the present
paper is to answer this question. The additional new ingredients include a partial action
of the Galois group G on the disjoint union of the Picard groups of all direct summands
of R (see Section 4), as well as partial representations of G (see Section 6).
In Section 2 we recall for reader’s convenience some facts used in the paper, whereas
the homomorphisms of the sequence are given in Sections 4, 5, 6.
Our proofs are constructive and the partial case is essentially more laborious than the
classical one, so that in this article we only build up the homomorphisms, and the proof
of the exactness of the sequence will be given in a forthcoming paper.
Throughout this work the word ring means an associative ring with an identity el-
ement. For any ring R by an R-module we mean a left unital R-module. If R is
commutative, we shall consider an R-module M as a central R-R-bimodule, i.e, an R-
R-bimodule M with mr = rm for all m ∈ M and r ∈ R. We write that M is a f.g.p.
R-module if M is a (left) projective and finitely generated R-module, and by a faithfully
projective R-module we mean a faithful, f.g.p. R-module. For a monoid (or a ring) T,
the group of its units (i.e, invertible elements) is denoted by U(T ). In all what follows,
unless otherwise stated, R will denote a commutative ring and unadorned ⊗ will mean
⊗R.
2. Preliminaries
In this section we give some definitions and results which will be used in the paper.
All modules over commutative rings are considered as central bimodules.
2.1. The Brauer group of a commutative ring. Recall that an R-algebra A is called
separable if A is a projective module over its enveloping algebra Ae = A⊗Aop, where
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Aop denotes the opposite algebra of A. If A is faithful as an R-module we can identify
R with R1A, and if, in addition, its center C(A) is equal to R we say that A is central.
Moreover, A is called an Azumaya R-algebra if A is central and separable. Equivalently,
A is a faithfully projective R-module and A⊗Aop ≃ EndR(A) as R-algebras, (see [2,
Theorem 2.1(c)]).
In [2] the following equivalence relation was defined on the class of all Azumaya R-
algebras:
A ∼ B if there exist faithfully projective R-modules P and Q such that
A⊗ EndR(P ) ∼= B ⊗ EndR(Q),
as R-algebras.
Let [A] denote the equivalence class containing A, and B(R) the set of all such equi-
valence classes. Then B(R) has a natural structure of a multiplicative abelian group,
whose multiplication is induced by the tensor product of R-algebras, that is,
[A][B] = [A⊗B], for all [A], [B] ∈ B(R).
Its identity element is [R] and [A]−1 = [Aop], for all [A] ∈ B(R). This group is called
the Brauer group of R.
According to [2], for any commutative R-algebra S, the map from B(R) to B(S),
given by [A] 7→ [A⊗S], is a well defined group homomorphism. Its kernel is denoted by
B(S/R) and called the relative Brauer group of S over R. If A is an Azumaya R-algebra
whose equivalence class in B(R) belongs to B(S/R), we say that A is split by S, or that
S is a splitting ring for A.
For any nonempty subset X of a ring B and any subring V of B, we denote by
CV (X) = {y ∈ V |xy = yx for all x ∈ X} the centralizer of X in V. In particular,
if X = V, then CV (V ) is the center C(V ) of V. It is known that a commutative R-
subalgebra B of an R-algebra A is a maximal commutative subalgebra if and only if
CA(B) = B.
2.2. Partial cohomology of groups. Let G be a group. A unital twisted partial action
of G on R is a triple
α = ({Dg}g∈G, {αg}g∈G, {ωg,h}(g,h)∈G×G),
such that for every g ∈ G, Dg is an ideal of R generated by a non-necessarily non-zero
idempotent 1g, αg : Dg−1 → Dg is a ring isomorphism, for each pair (g, h) ∈ G × G,
ωg,h ∈ U(DgDgh) and for all g, h, l ∈ G the following statements are satisfied:
(i) D1 = R and α1 is the identity map of R,
(ii) αg(Dg−1Dh) = DgDgh,
(iii) αg ◦ αh(t) = ωg,hαgh(t)ω
−1
g,h for any t ∈ Dh−1D(gh)−1 ,
(iv) ω1,g = ωg,1 = 1g and
(v) αg(1g−1ωh,l)ωg,hl = ωg,hωgh,l.
Using (v) one obtains
(1) αg(ωg−1,g) = ωg,g−1 , for any g ∈ G.
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In [17] the authors defined twisted partial actions of groups on algebras in a more
general setting in which the Dg’s are not necessarily unital rings. In all what follows we
shall use only unital twisted partial actions.
If ({Dg}g∈G, {αg}g∈G, {ωg,l}(g,l)∈G×G) is a twisted partial action of G on R, the family
of partial isomorphisms (Dg, αg)g∈G forms a partial action
1 which we denote by α. Then,
the family ω = {ωg,h}(g,h)∈G×G is called a twisting of α, and the above twisted partial
action will be denoted by (α, ω).
If R, in particular, is a multiplicative monoid, then one obtains from the above defi-
nition the concept of a unital twisted partial action of a group on a monoid.
We recall from [20] the following.
Definition 2.1. Let T be a commutative ring or monoid, n ∈ N, n > 0 and α =
(Tg, αg)g∈G a unital partial action of G on T. An n-cochain of G with values in T is a
function f : Gn → T, such that f(g1, . . . , gn) ∈ U(T1g11g1g2 . . . 1g1g2...gn). A 0-cochain is
an element of U(T ).
Denote the set of all n-cochains by Cn(G,α, T ). This set is an abelian group via the
point-wise multiplication. Its identity is the map (g1, . . . , gn) 7→ 1g11g1g2 . . . 1g1g2...gn and
the inverse of f ∈ Cn(G,α, T ) is f−1(g1, . . . , gn) = f(g1, . . . , gn)
−1, where f(g1, . . . , gn)
−1
is the inverse of f(g1, . . . , gn) in T1g11g1g2 . . . 1g1g2...gn , for all g1, . . . , gn ∈ G.
Definition 2.2. (The coboundary homomorphism) Given n ∈ N, n > 0, f ∈
Cn(G,α, T ) and g1, . . . , gn+1 ∈ G, set
(δnf)(g1, . . . , gn+1) =αg1
(
f(g2, . . . , gn+1)1g−11
) n∏
i=1
f(g1, . . . , gigi+1, . . . , gn+1)
(−1)i
f(g1, . . . , gn)
(−1)n+1 .(2)
Here, the inverse elements are taken in the corresponding ideals. If n = 0 and t is an
invertible element of T , we set (δ0t)(g) = αg(t1g−1)t
−1, for all g ∈ G.
Proposition 2.3. [20, Proposition 1.5] δn is a group homomorphism from Cn(G,α, T )
to Cn+1(G,α, T ) such that (δn+1δnf)(g1, g2, . . . , gn+2) = 1g11g1g2 . . . 1g1g2...gn+2 , for any
n ∈ N, f ∈ Cn(G,α, T ) and g1, g2, . . . , gn+2 ∈ G.
Definition 2.4. For n ∈ N, we define the groups Zn(G,α, T ) = ker δn of partial n-
cocycles, Bn(G,α, T )= im δn−1 of partial n-coboundaries, and Hn(G,α, T ) =
ker δn
im δn−1
of
partial n-cohomologies of G with values in T , n ≥ 1. For n = 0 we define H0(G,α, T ) =
Z0(G,α, T ) = ker δ0.
Example 2.5.
H0(G,α, T ) = Z0(G,α, T ) = {t ∈ U(T ) | αg(t1g−1) = t1g,∀g ∈ G},
B1(G,α, T ) = {f ∈ C1(G,α, T ) | f(g) = αg(t1g−1)t
−1, for some t ∈ U(T )}.
1In the sense defined in [14].
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We have (δ1f)(g, h) = αg(f(h)1g−1)f(gh)
−1f(g) for f ∈ C1(G,α, T ), so that
Z1(G,α, T ) = {f ∈ C1(G,α, T ) | f(gh)1g = f(g)αg(f(h)1g−1),∀g, h ∈ G},
moreover B2(G,α, T ) is the group{
w ∈ C2(G,α, T ) | ∃f ∈ C1(G,α, T ),with w(g, h) = αg(f(h)1g−1)f(g)f(gh)
−1
}
.
For n = 2 we obtain
(δ2w)(g, h, l) = αg(w(h, l)1g−1 ) w(gh, l)
−1 w(g, hl) w(g, h)−1,
with w ∈ C2(G,α, T ), and Z2(G,α, T ) is
{w ∈ C2(G,α, T ) | αg(w(h, l)1g−1) w(g, hl) = w(gh, l)w(g, h), ∀g, h, l ∈ G}.
Hence, the elements of Z2(G,α, T ) are exactly the twistings for α. 
Two cocycles f, f ′ ∈ Zn(G,α, T ) are called cohomologous if they differ by an n-
coboundary.
Remark 2.6. Notice that a 1-cocycle is always normalized, i.e. f(1) = 1T . Indeed,
taking g = h = 1 in the 1-cocycle equality we immediately see that f(1) = f(1)2, so f(1)
must be 1T , as f(1) ∈ U(T ).
2.3. Partial Galois extensions. Let G be a finite group and α = (Dg, αg)g∈G a unital
(non twisted) partial action of G on R. The subring of invariants of R under α was
introduced in [19] as
(3) Rα = {r ∈ R |αg(r1g−1) = r1g for all g ∈ G}.
Notice that Rα = H0(G,α, T ).
The ring extension R ⊇ Rα is called an α-partial Galois extension if for some m ∈ N
there exists a subset {xi, yi | 1 ≤ i ≤ m} of R such that
m∑
i=1
xiαg(yi1g−1) = δ1,g, g ∈ G.
As in [19], we call the set {xi, yi | 1 ≤ i ≤ m} a partial Galois coordinate system of
R ⊇ Rα.
The trace map trR/Rα : R → R
α is given by x 7→
∑
g∈G αg(x1g−1). By [19, Remark
3.4] there exists c ∈ R such that trR/Rα(c) = 1, provided that the extension R ⊇ R
α is
α-partial Galois (here we write 1 = 1R = 1Rα).
The partial skew group ring R⋆αG is defined as the set of all formal sums
∑
g∈G rgδg,
rg ∈ Dg, with the usual addition and the multiplication determined by the rule
(rgδg)(r
′
hδh) = rgαg(r
′
h1g−1)δgh.
It is shown in [19, Theorem 4.1] that R ⊇ Rα is a partial Galois extension if and only
if R is a f.g.p. Rα-module and the map
(4) j : R ⋆α G→ EndRα(R), j

∑
g∈G
rgδg

 (r) =∑
g∈G
rgαg(r1g−1)
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is an Rα-algebra and an R-module isomorphism.
3. On generalizations of the Picard group
To construct our version of the seven term sequence, we need some generalizations of
the concept of the Picard group of a commutative ring. First, we recall the next.
Definition 3.1. The abelian group of all R-isomorphism classes of f.g.p. R-modules of
rank 1, with binary operation given by [P ][Q] = [P⊗Q] is denoted by Pic(R). The identity
in Pic(R) is [R] and the inverse of [P ] in Pic(R) is [P ∗], where M∗ = HomR(M,R) for
any R-module M.
Recall that if P is a faithfully projective R-module, then [P ] ∈ Pic(R) exactly when
the map R → EndR(P ), given by r 7→ mr, where mr(p) = rp for all p ∈ P , is an
isomorphism of rings (see [12, Lemma I.5.1]). We also recall the next.
Proposition 3.2. [12, Hom-Tensor Relation I.2.4] Let A and B be R-algebras. Let M
be a f.g.p. A-module and N be a f.g.p. B-module. Then for any A-module M ′ and any
B-module N ′, the map
ψ : HomA(M,M
′)⊗HomB(N,N
′)→ Hom(A⊗B)(M⊗N,M
′⊗N ′),
induced by (f⊗g)(m⊗n) = f(m)⊗g(n), for all m ∈M, n ∈ N , is an R-module isomor-
phism. If M =M ′ and N = N ′, then ψ is an R-algebra isomorphism. 
Let Λ be a unital commutative R-algebra. We give the following.
Definition 3.3. A Λ-Λ-bimodule P is called R-partially invertible if P is central as an
R-R-bimodule, and
• P is a left f.g.p. Λ-module,
• There is an R-algebra epimorphism Λop → EndΛ(P ).
Let
[P ] = {M |M is a Λ-Λ-bimodule and M ∼= P as Λ-Λ-bimodules}.
We denote by PicSR(Λ) the set of the isomorphism classes [P ] of R-partially invertible
Λ-Λ-bimodules. Finally, we set PicSR(R) := PicS(R).
Proposition 3.4. The product [P ][Q] = [P⊗ΛQ] endows PicSR(Λ) with the structure
of a semigroup.
Proof. We shall show that [P⊗ΛQ] ∈ PicSR(Λ), for any [P ], [Q] ∈ PicSR(Λ). Notice
that P⊗ΛQ is a left f.g.p. Λ-module. Indeed, there are free f.g left Λ-modules F1, F2
and Λ-modules M1,M2 such that P ⊕M1 = F1, Q⊕M2 = F2. Now consider M1 and F1
as central Λ-Λ-bimodules, then by tensoring the two previous relations we see that there
exists a left Λ-module M such that (P⊗ΛQ)⊕M = F1⊗ΛF2, and the assertion follows.
By assumption there are R-algebra epimorphisms ξ1 : Λ
op → EndΛ(P ) and ξ2 : Λ
op →
EndΛ(Q). It follows from Proposition 3.2 that ξ1⊗ξ2 : Λ
op⊗ΛΛ
op → EndΛ(P⊗ΛQ) is
an R-algebra epimorphism. Since Λop ∋ λ 7→ λ⊗Λ1Λ ∈ Λ
op⊗ΛΛ
op is an R-algebra
isomorphism, we conclude that Λop ∋ λ 7→ ξ1(λ)⊗ξ2(1Λ) ∈ EndΛ(P⊗ΛQ) is an R-
algebra epimorphism. 
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Throughout the paper, by Spec(R) we mean, as usual, the set of all prime ideals of
R.
Definition 3.5. We say that a f.g.p. central R-R-bimodule P has rank less than or
equal to one, if for any p ∈ Spec(R) one has Pp = 0 or Pp ∼= Rp as Rp-modules. In this
case we write rkR(P ) ≤ 1.
The following result characterizes PicS(R).
Proposition 3.6. We have
PicS(R) = {[E] |E is a f.g.p. central R-R-bimodule and rkR(E) ≤ 1}.
Proof. Let E be a f.g.p. central R-R-bimodule such that rkR(E) ≤ 1, and consider
the map
mR : R ∋ r 7→ mr ∈ EndR(E), mr(x) = rx, r ∈ R,x ∈ E.
Via localization it is easy to show that mR is an R-algebra epimorphism.
Conversely if [E] ∈ PicS(R), then E is a f.g.p. central R-R-bimodule and there is an
R-algebra epimorphism R→ EndR(E). Thus, for any p ∈ Spec(R) there is an R-algebra
epimorphism
Rp → EndRp(R
np
p ) ≃Mnp(Rp),
where np = rkRp(Ep), which gives np ≤ 1. 
Remark 3.7. Notice that U(PicS(R)) = Pic(R). Indeed, the inclusion U(PicS(R)) ⊇
Pic(R) is trivial. On the other hand, for [E] ∈ U(PicS(R)) there exists [P ] ∈ PicS(R)
with E ⊗ P ∼= R, so that Ep ⊗ Pp ∼= Rp for each prime p in R. Then Ep 6= 0 and we see
by Proposition 3.6 that rkRp (Ep) = 1 for each prime p, and thus [E] ∈ Pic(R).
Given an inverse semigroup S, we denote the inverse of s ∈ S by s∗. We proceed with
the following fact.
Proposition 3.8. The set PicS(R) with the binary operation induced by the tensor
product is a commutative inverse monoid with 0. Moreover [E∗] = [E]∗, for all [E] ∈
PicS(R).
Proof. It follows from Proposition 3.4 and Proposition 3.6 that PicS(R) is a com-
mutative monoid with 0.
Take [M ] ∈ PicS(R). By Proposition 3.2 we obtain (M∗)p ∼= (Mp)
∗ = HomRp(Mp, Rp),
for all p ∈ Spec(R), and hence [M∗] ∈ PicS(R) thanks to Proposition 3.6.
Now we prove that [M ][M∗][M ] = [M ] and [M∗][M ][M∗] = [M∗]. Recall that M ⊗
M∗ ∼= EndR(M), since M is a f.g.p. R-module (see [12, Lemma I.3.2 (a)]), and we get
[M ][M∗][M ] =[EndR(M)][M ]. There is an R-module homomorphism
κ : EndR(M)⊗M ∋ f⊗m 7→ f(m) ∈M,
and via localization we will prove that κ is an isomorphism. Indeed, take p ∈ Spec(R)
then there are two cases to consider.
Case 1: Mp = 0. In this case κp : 0→ 0 is clearly an Rp-module isomorphism.
Case 2: Mp ∼= Rp. Here we have κp : Rp⊗RpRp ∋ r
′
p⊗Rprp → r
′
prp ∈ Rp is an Rp-
module isomorphism.
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From this we conclude that [M ][M∗][M ] = [M ], for all [M ] ∈ PicS(R). Finally since
M is a f.g.p. R-module, there is an R-module isomorphismM ∼= (M∗)∗ (see [40, Theorem
V.4.1]), and consequently [M∗][M ][M∗] = [M∗][(M∗)∗][M∗] = [M∗]. 
By Proposition 3.8 and Clifford’s Theorem (see for instance [11]), PicS(R) is a semi-
lattice of abelian groups. In particular,
PicS(R) =
⋃
ζ∈F (R)
PicSζ(R),
where F (R) is a semilattice isomorphic to the semilattice of the idempotents of PicS(R).
Therefore, to describe PicS(R) we need to know its idempotents.
We recall that given an inverse semigroup S, its idempotents form a commutative
subsemigroup which is a semilattice with respect to the natural order, given by e ≤ f ⇔
ef = e.
Let T be a commutative ring. For a T -module M denote by AnnT (M) the annihi-
lator of M in T . If M is a finitely generated T -module, the sets SuppT (M) = {p ∈
Spec(T ) |Mp 6= 0} and V (AnnT (M)) = {p ∈ Spec(T ) | p ⊇ AnnT (M)} coincide, (see e.g.
[41, p. 25-26]).
The following lemma characterizes the idempotents of PicS(R).
Lemma 3.9. Let M be a f.g.p. R-module and IM = AnnR(M). Then, the following
statements are equivalent:
(i) M⊗M ∼=M .
(ii) M ∼= R/IM .
(iii) M ∼= Re (and IM = R(1− e)), for some idempotent e of R.
Proof. (i)⇒(ii) It easily follows from the dual basis lemma that M is a faith-
fully projective (R/IM )-module. Moreover, the R-module isomorphism M⊗M ∼= M,
implies M⊗R/IMM
∼= M as R/IM -modules, and hence rkR/IM (M) ≤ 1. Moreover,
SuppR/IM (M) = V (0¯) = Spec(R/IM ), and since M is a faithfully projective R/IM -
module, then [M ] ∈ Pic(R/IM ). Being an idempotent, [M ] must be the identity ele-
ment of Pic(R/IM ), so that there is an R/IM -module isomorphism M ∼= R/IM , which
is clearly an isomorphism of R-modules.
(ii)⇒(iii) Since M ∼= R/IM is f.g.p. as an R-module, then the exact sequence
0→ IM → R→ R/IM → 0
splits, thus the ideal IM is a direct summand of R and the assertion easily follows.
(iii)⇒(i) It is clear. 
Let Ip(R) be the semilattice of the idempotents of R with respect to the product. If
the R-modules Re ∼= Rf are isomorphic where e, f ∈ Ip(R), then their annihilators in R
coincide, i.e. (1 − e)R = (1 − f)R. This yields e = f, and it follows by Lemma 3.9 that
the map e 7→ [eR] is an isomorphism of Ip(R) with the semilattice of the idempotents of
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PicS(R). Consequently, the components of PicS(R) can be indexed by the idempotents
of R, and
PicS(R) =
⋃
e∈Ip(R)
PicSe(R)
gives the decomposition of PicS(R) as a semilattice of abelian groups. Thus, if for each
e ∈ Ip(R) we denote by [Me] the identity element of PicSe(R), then [Me][Mf ] = [Mef ]
and PicSe(R)PicSf (R) ⊆ PicSef (R), for all e, f ∈ Ip(R) (this also can be seen directly
from Lemma 3.9).
Now we will describe the components of PicS(R). For this, note that for any R-module
N we have AnnR(N) = AnnR(EndR(N)), and if N is projective it follows from the dual
basis lemma that AnnR(N) = AnnR(N
∗).
Lemma 3.10. PicSe(R) = {[N ] ∈ PicS(R) | AnnR(N) = R(1− e)} ∼= Pic(Re), for all
e ∈ Ip(R). In particular, the identity element of PicSe(R) is [Re].
Proof. For the first equality let [N ] ∈ PicSe(R). Then, there are R-module isomor-
phisms EndR(N) ∼= N⊗N
∗ ∼=Me ∼= Re, where the last isomorphism follows from Lemma
3.9, and hence AnnR(N) = AnnR(EndR(N)) = R(1 − e). Conversely, if AnnR(N) =
R(1 − e) we have N⊗Me ∼= N⊗Re ∼= Ne = Ne ⊕ N(1 − e) = N, as R-modules, so
[N ] ∈ PicSe(R). Thus for any [N ] ∈ PicSe(R), its representative is a faithfully projec-
tive Re-module and the isomorphism PicSe(R) ∼= Pic(Re) is now trivial. Finally, notice
that the image of e in Rp is either 0 (if e ∈ p) or the identity of Rp (if e /∈ p). Hence
(eR)p is free of rank 0 or 1, and, consequently, [eR] ∈ PicS(R).
Summarizing, we have.
Theorem 3.11. The (disjoint) union
(5) PicS(R) =
⋃
e∈Ip(R)
PicSe(R) ∼=
⋃
e∈Ip(R)
Pic(Re)
gives the decomposition of PicS(R) as a semilattice of abelian groups, whose structural
homomorphisms are given by εe,f : Pic(Re) → Pic(Rf), [M ] 7→ [M ⊗ Rf ], where
e, f ∈ Ip(R), e ≥ f. 
We point out the following.
Lemma 3.12. For any g ∈ G, we have:
(i) PicS1g (R)
∼= Pic(Dg).
(ii) Let g ∈ G and [M ] ∈ PicS(R). If 1gm = m, for all m ∈ M and Mp ∼= (Dg)p as
Rp-modules, for all p ∈ Spec(R), then [M ] ∈ Pic(Dg).
(iii) PicS(Dg) =
⋃
e∈Ip(R)
e1g=e
Pic(Re), for any g ∈ G.
Proof. Item (i) is clear from Theorem 3.11.
(ii) Notice that M is a f.g.p. Dg-module. Let p ∈ Spec(Dg). Since we have a ring
isomorphism Dg ∼= R/AnnR(Dg), we may consider M as an R/AnnR(Dg)-module and
make the identification p = p¯1 = p1/AnnR(Dg), where p1 ∈ Spec(R) and p1 contains
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AnnR(Dg). Thus, it follows from the assumption that there exist a (Dg)p¯1-module iso-
morphisms Mp ∼=Mp¯1
∼= (Dg)p¯1
∼= (Dg)p, which imply [M ] ∈ Pic(Dg).
(iii) Since (5) holds for any commutative ring, we get
PicS(Dg) =
⋃
e∈Ip(Dg)
Pic(Dge) =
⋃
e∈Ip(Dg)
Pic(Re).
Moreover, e ∈ Ip(Dg) exactly when e is an element of Ip(R) and e1g = e. 
4. A partial action on PicS(R) and the sequence
H1(G,α,R)
ϕ1
→ Pic(Rα)
ϕ2
→ Pic(R) ∩PicS(R)α
∗ ϕ3
→ H2(G,α,R)
4.1. A partial action on PicS(R). Let α = (Dg, αg)g∈G be a unital partial action of
a group G on R. It is known that αg(1h1g−1) = 1g1gh, for all g, h ∈ G (see [14, p. 1939]).
Then for any y ∈ R, we have
(6) αg(αh(y1h−1)1g−1) = αgh(y1(gh)−1)1g, for all g, h ∈ G.
In all what follows α = (Dg, αg)g∈G will be a fixed unital partial action of the group
G on the ring R. The next result will help us in the construction of a partial action on
PicS(R).
Lemma 4.1. Let E and F be central R-R-bimodules and g ∈ G. Suppose that 1g−1x = x
and 1g−1y = y for all x ∈ E and y ∈ F. Denote by Eg the set E where the (central)
action of R is given by
r • xg = αg−1(r1g)x = xg • r, r ∈ R, xg ∈ Eg.
Then
(i) Eg is an R-module and (Eg)p = (Ep)g as R-modules, where the action of R on
(Ep)g is r •
x
s =
α
g−1 (r1g)x
s , for any x ∈ E, p ∈ Spec(R), s ∈ R \ p.
(ii) HomR(E,F ) = HomR(Eg, Fg) as sets. In particular, we have IsoR(E,F ) =
IsoR(Eg, Fg) and EndR(E) = EndR(Eg).
(iii) If E is a f.g.p. R-module, so too is Eg.
(iv) There is an R-module isomorphism (E⊗F )g ∼= Eg⊗Fg.
(v) If rk(E) ≤ 1, then rk(Eg) ≤ 1.
(vi) For any [M ] ∈ Pic(Dg−1), [Mg] ∈ Pic(Dg).
Proof. Item (i) is clear.
(ii) Obviously HomR(E,F ) ⊆ HomR(Eg, Fg). Let f ∈ HomR(Eg, Fg), r ∈ R and
x ∈ Eg. Then f(rx) = f(r1g−1x) = f(αg−1(r
′1g)x) = f(r
′•x) = r′ •f(x) = rf(x), where
r′ ∈ R is such that αg−1(r
′1g) = r1g−1 .
(iii) For any f ∈ E∗, the map
αg ◦ f : Eg ∋ x 7→ αg ◦ f(x) = αg(f(x)1g−1) ∈ R
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is an element of (Eg)
∗. Indeed,
αg ◦ f(r • x) = αg(f(r • x)1g−1) = αg(αg−1(r1g)f(x)) = r(αg ◦ f)(x).
Suppose that E is a f.g.p. R-module. Then, there are fi ∈ E
∗ and xi ∈ E such that
x =
∑
i
fi(x)xi =
∑
i
fi(x)1g−1xi =
∑
i
(αg ◦ fi(x)) • xi, for any x ∈ E, which implies that
Eg is a f.g.p. R-module, with dual basis {αg ◦ fi, xi}.
(iv) The map Eg×Fg ∋ (x, y) 7→ (x⊗y)g ∈ (E⊗F )g is R-balanced, therefore it induces
a well defined R-module map
(7) ιg : Eg⊗RFg ∋ x⊗y 7→ (x⊗y)g ∈ (E⊗F )g
which is clearly bijective.
(v) Take p ∈ Spec(R). We have two cases to consider.
Case 1: Ep = 0. In this case we have (Eg)p
(i)
= (Ep)g = 0.
Case 2: Ep ∼= Rp as Rp-modules. Since 1g−1x = x, for all x ∈ E we have 1g−1rp = rp
for all rp ∈ Rp, which implies 1g−1 /∈ p, because the image of 1g−1 in Rp is either 0 or
the identity of Rp, and thus Ep ∼= Rp = (Dg−1)p as Rp-modules.
Finally, using (i) we get
(Eg)p = (Ep)g ∼= ((Dg−1)p)g = ((Dg−1)g)p ∼= (Dg)p,
where the latter isomorphism is given by αg. This ensures that rk(Eg) ≤ 1.
vi) In the proof of item (iii) we saw that if {fi,mi} is a dual basis for M, then
{αg◦fi,mi} is a dual basis for theDg-moduleMg. On the other hand, by the same reason
as in the proof of item (ii), we have that Dg ∼= Dg−1 ∼= EndDg−1 (M) = EndDg(Mg) as
rings. Since M is faithful, so too is Mg, and the ring isomorphism Dg ∼= EndDg(Mg)
implies [Mg] ∈ Pic(Dg). 
Lemma 4.2. For any g ∈ G set
Xg = {[1gE] | [E] ∈ PicS(R)} = [Dg]PicS(R).
Then, Xg is an ideal of PicS(R) and
(i) Xg = {[E] ∈ PicS(R) |E = 1gE},
(ii) For any [E] ∈ Xg−1 we have [Eg] ∈ Xg.
Proof. (i) It is clear that Xg ⊇ {[E] ∈PicS(R) |E = 1gE}. On the other hand, given
[E] ∈ Xg there exists [F ] ∈ PicS(R) and an R-module isomorphism ϕg : 1gF → E. This
leads to E = ϕg(1gF ) = 1gϕg(1gF ) = 1gE.
(ii) Notice that 1g • xg = 1g−1xg = xg for any xg ∈ Eg, so 1g • Eg = Eg. By Lemma
4.1 Eg is a f.g.p. R-module and rk(Eg) ≤ 1, hence [Eg] ∈ PicS(R). Thus, using item (i)
we conclude that [Eg] ∈ Xg. 
Theorem 4.3. The family α∗ = (Xg, α
∗
g)g∈G, where α
∗
g : Xg−1 ∋ [E] 7→ [Eg] ∈ Xg
defines a partial action of G on PicS(R).
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Proof. By Lemmas 4.1 and 4.2 the map α∗g is a well defined semigroup homomor-
phism, for all g ∈ G. Clearly X1 = PicS(R) and α
∗
1 = idPicS(R). We need to show that
α∗gh is an extension of α
∗
g ◦ α
∗
h. If [E] ∈ Xh−1 is such that [Eh] ∈ Xg−1 , then E = 1h−1E
and
E = Eh = 1g−1 • Eh = αh−1(1g−11h)Eh = 1(gh)−11h−1E = 1(gh)−1E.
Thus E = 1(gh)−1E, which shows that dom(α
∗
g ◦ α
∗
h) ⊆ domα
∗
gh, thanks to item (i)
of Lemma 4.2. Furthermore, we have α∗g ◦ α
∗
h([E]) = [(Eh)g], α
∗
gh([E]) = [Egh], and
(Eh)g = Egh as sets. Now, for any r ∈ R, x = (xh)g ∈ (Eh)g we get
r • (xh)g = αh−1(αg−1(r1g)1h)x
(6)
= α(gh)−1(r1gh)1h−1x = α(gh)−1(r1gh)x = r • 1ghx,
and (Eh)g ∼= Egh as R-modules. In particular, α
∗
g has an inverse α
∗
g−1 , so that each α
∗
g
is an isomorphism. 
Remark 4.4. It follows from Theorem 4.3 and (6) that there is an R-module isomor-
phism
(D(gh)−1⊗P )gh⊗Dg ∼= (Dg−1⊗(Dh−1⊗P )h)g,
for any R-module P and g, h ∈ G.
The subset of invariants of PicS(R) (see equation (3)) is given by
(8) PicS(R)α
∗
= {[E] ∈ PicS(R) | (Dg−1⊗E)g ∼= Dg⊗E, for all g ∈ G}.
Proposition 4.5. PicS(R)α
∗
has an element 0 and is a commutative inverse submonoid
of PicS(R).
Proof. Evidently 0 ∈ PicS(R)α
∗
. Moreover, for any [E], [N ] ∈ PicS(R)α
∗
, we have
α∗g([Dg−1⊗(E⊗N)]) = α
∗
g([Dg−1⊗E])α
∗
g([Dg−1⊗N)]) = [Dg⊗E][Dg⊗N ] = [Dg⊗(E⊗N)]
and [E][N ] ∈ PicS(R)α
∗
.
Given any element [E] of PicS(R)α
∗
, we need to show that [E∗] is also in PicS(R)α
∗
.
If [E] ∈ Xg−1 , for some g ∈ G, then [E
∗] = [E∗][E][E∗] ∈ Xg−1 . Since [E
∗][E][E∗] = [E∗]
and [E][E∗][E] = [E], then [(E∗)g][Eg][(E
∗)g] = [(E
∗)g] and [Eg][E
∗
g ][Eg] = [Eg], thanks
to (iv) of Lemma 4.1 . Thus,
(9) [(E∗)g] = [Eg]
∗ = [(Eg)
∗],
where the last equality follows from Proposition 3.8. Therefore for any [E] ∈ PicS(R)α
∗
we get
{α∗g([Dg−1⊗E
∗])}∗ = [(Dg−1⊗E
∗)g]
∗ = [((Dg−1⊗E)
∗)g]
∗ (9)= [(Dg−1⊗E)g]
= [Dg⊗E] = [Dg⊗E]
∗∗ = [Dg⊗E
∗]∗,
hence α∗g([Dg−1⊗E
∗]) = [Dg⊗E
∗], and [E∗] ∈ PicS(R)α
∗
. Finally, since α∗g is a ring
isomorphism, we have α∗g([Dg−1 ]) = [Dg], g ∈ G, or equivalently [R] ∈ PicS(R)
α∗ . 
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Remark 4.6. Recall that by definition Xg = PicS(R)[Dg], and thus by Theorem 3.11
we have that Xg =
⋃
e∈Ip(R)
Pic(Re)[Dg] =
⋃
e∈Ip(R)
Pic(Dge), where the last equality holds
because the map Pic(Re) ∋ [M ] 7→ [M⊗Dge] ∈ Pic(Dge) is a group epimorphism.
Consequetly,
Xg =
⋃
e∈Ip(R)
Pic(Dge) =
⋃
e∈Ip(R)
Pic(Re1g) =
⋃
e∈Ip(Dg)
e1g=e
Pic(Re) = PicS(Dg),
thanks to (iii) of Lemma 3.12. Finally, Remark 3.7 implies that U(Xg) = Pic(Dg).
In all what follows G will stand for a finite group and R ⊇ Rα will be an α-partial
Galois extension. In particular, it follows from [19, (ii) Theorem 4.1] that R and any
Dg, g ∈ G, are f.g.p R
α-modules. We also recall two well known results that will be used
several times in the sequel. The proof of the first can be easily obtained by localization.
For the second one we refer to the literature.
Lemma 4.7. Let M,N be R-modules such that M and M⊗N are f.g.p. R-modules, and
Mp 6= 0 for all p ∈ Spec(R). Then, N is also a f.g.p. R-module.
Lemma 4.8. [12, Chapter I, Lemma 3.2 (b)] Let M be a faithfully projective R-module.
Then, there is a R-R-bimodule isomorphism M∗⊗EndR(M)M
∼= R. Consequently if N,N ′
are R-modules such that M⊗N ∼=M⊗N ′ as R-modules, then N ∼= N ′ as R-modules. 
4.2. The sequence H1(G,α,R)
ϕ1
→ Pic(Rα)
ϕ2
→ PicS(R)α
∗
∩ Pic(R)
ϕ3
→ H2(G,α,R).
For any R ⋆α G-module M, as in [19, page 82] we denote
MG = {m ∈M | (1gδg)m = 1gm, for all g ∈ G}.
It can be seen that R is an R ⋆α G-module via (rgδg)✄ r = rgαg(r1g−1), for each g ∈ G
and r ∈ R, rg ∈ Dg, and this action induces an R ⋆α G-module structure on R⊗RαM
G.
We have the following.
Theorem 4.9. There is a group homomorphism ϕ1 : H
1(G,α,R)→ Pic(Rα).
Proof. Take f ∈ Z1(G,α,R) and define θf ∈ EndRα(R ⋆α G) by θf (rgδg) = rgf(g)δg
for all rg ∈ Dg, g ∈ G. Then, θf is an R
α-algebra homomorphism because
θf (rgδg)θf (rhδh) = (rgf(g)δg)(rhf(h)δh) = rgf(g)αg(rhf(h)1g−1)δgh
= rgαg(rh1g−1)f(g)αg(f(h)1g−1)δgh = rgαg(rh1g−1)f(gh)δgh
= θf ((rgδg)(rhδh)),
for all rg ∈ Dg, rh ∈ Dh, g, h ∈ G. Hence, we may define an R⋆αG-module Rf by Rf = R
as sets and
(rgδg) · r = θf (rgδg)✄ r, for any r ∈ R, rg ∈ Dg, g ∈ G.
In particular Rf = R as R-modules, as f is normalized in view of Remark 2.6. By (iii)
of [19, Theorem 4.1] there is an R-module isomorphism R⊗RαR
G
f
∼= Rf . Since R is a
f.g.p. Rα-module we conclude that RGf is a f.g.p. R
α-module by Lemma 4.7. Finally, via
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localization we see from the last isomorphism that rkRα(R
G
f ) = 1, so [R
G
f ] ∈ Pic(R
α).
Define
ϕ1 : H
1(G,α,R) ∋ cls(f)→ [RGf ] ∈ Pic(R
α).
We will check that ϕ1 is a well defined group isomorphism. If f ∈ B
1(G,α,R), there
exists a ∈ U(R) such that f(g) = αg(a1g−1)a
−1, for all g ∈ G. In this case one has r ∈ RGf
if and only if, ar ∈ Rα. Thus, multiplication by a gives an Rα-module isomorphism
RGf
∼= Rα, which yields [RGf ] = [R
α] ∈ Pic(Rα). Therefore, to prove that ϕ1 is well
defined, it is enough to show that ϕ1 preserves products. For any f, g ∈ Z
1(G,α,R)
there is a chain of Rα-module isomorphisms
R⊗Rα(R
G
f ⊗RαR
G
g )
∼= (R⊗RαR
G
f )⊗(R⊗RαRg
G) ∼= Rf⊗Rg ∼= R⊗R ∼= Rfg ∼= R⊗RαR
G
fg,
and recalling that R is a f.g.p. Rα-module we have RGf ⊗RαR
G
g
∼= RGfg as R
α-modules,
by Lemma 4.8. 
Proposition 4.10. There is a group homomorphism Pic(Rα)
ϕ2
→ PicS(R)α
∗
∩Pic(R).
Proof. For any [E] ∈ Pic(Rα) set ϕ2([E]) = [R⊗RαE]. Clearly ϕ2 is a well defined
group homomorphism from Pic(Rα) to Pic(R). We shall check that imϕ2 ⊆ PicS(R)
α∗ .
There are R-module isomorphisms
(10) Dg⊗(R⊗RαE) ∼= Dg⊗RαE and (Dg−1⊗(R⊗RαE))g ∼= (Dg−1⊗RαE)g.
Furthermore, the map determined by
(11) Dg⊗RαE ∋ d⊗Rαx 7→ αg−1(d)⊗Rαx ∈ (Dg−1⊗RαE)g,
is also an R-module isomorphism. Then, combining (10) and (11) we obtain an R-
module isomorphism Dg⊗(R⊗RαE) ∼= (Dg−1⊗(R⊗RαE))g, for all g ∈ G, and hence
ϕ2([E]) ∈ PicS(R)
α∗ . 
Now, we proceed with the construction of ϕ3. First, for any R-module M we identify
M⊗Dg with MDg, via the R-module isomorphismM⊗Dg ∋ x⊗d 7→ xd ∈MDg, for any
g ∈ G. Now, let [E] ∈ PicS(R)α
∗
∩Pic(R). Then, by (8) there is a family of R-module
isomorphisms
(12) {ψg : EDg → (EDg−1)g}g∈G with ψg(rx) = αg−1(r1g)ψg(x),
where r ∈ R,x ∈ EDg, g ∈ G. Thus the maps ψ
−1
g : (EDg−1)g → EDg, g ∈ G, satisfy
(13) ψ−1g (rx) = ψ
−1
g (αg(r1g−1) • x) = αg(r1g−1)ψ
−1
g (x), for all r ∈ R, x ∈ EDg−1 .
We shall prove that ψ(gh)−1ψ
−1
h−1
ψ−1
g−1
: EDgDgh → EDgDgh is well defined and is an
element of U(EndDgDgh(EDgDgh)). From (13) we have ψ
−1
g−1
(EDgDgh) ⊆ EDg−1Dh ⊆
domψ−1
h−1
∩ domψg−1 , and also ψ
−1
h−1
(EDg−1Dh) ⊆ EDh−1g−1Dh−1 ⊆ domψh−1g−1 ∩
domψh−1 . This yields that the map ψ(gh)−1ψ
−1
h−1
ψ−1
g−1
is well defined and ψg−1ψh−1ψ
−1
(gh)−1
is its inverse.
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Now we check that ψ(gh)−1ψ
−1
h−1
ψ−1
g−1
is DgDgh-linear. Take d ∈ DgDgh and x ∈
EDgDgh. Using (13) and (12) we get the following
ψ(gh)−1ψ
−1
h−1
ψ−1
g−1
(dx)
d∈DgDgh
= ψ(gh)−1(αh−1(αg−1(d)))ψ
−1
h−1
ψ−1
g−1
(x) =
ψ(gh)−1(αh−1g−1(d))ψ
−1
h−1
ψ−1
g−1
(x) = dψ(gh)−1ψ
−1
h−1
ψ−1
g−1
(x).
Since [E] ∈ Pic(R) then [EDgDgh] ∈ Pic(DgDgh), and thus EndDgDgh(EDgDgh)
∼=
DgDgh. Moreover, ψ(gh)−1ψ
−1
h−1
ψ−1
g−1
is an invertible element of EndDgDgh(EDgDgh), and
hence there exists ωg,h ∈ U(DgDgh) such that ψ(gh)−1ψ
−1
h−1
ψ−1
g−1
(x) = ωg,hx, for all x ∈
EDgDgh.
Summarizing, for an element [E] ∈ PicS(R)α
∗
∩Pic(R) we have found a map ω[E] =
ω : G × G ∋ (g, h) 7→ ωg,h ∈ U(DgDgh) ⊆ R. We shall see that ω ∈ Z
2(G,α,R). Take
g, h, l ∈ G and x ∈ EDgDghDghl. Then
ωg,hlαg(ωh,l1g−1)x
(12)
= ωg,hlψg−1(ωh,lψ
−1
g−1
(x))
=ψ(ghl)−1ψ
−1
(hl)−1
ψ−1
g−1
ψg−1(ωh,lψ
−1
g−1
(x))
=ψ(ghl)−1ψ
−1
(hl)−1
(ωh,lψ
−1
g−1
(x))
=ψ(ghl)−1ψ
−1
(hl)−1
(ψ(hl)−1ψ
−1
l−1
ψ−1
h−1
ψ−1
g−1
(x))
=ψ(ghl)−1ψ
−1
l−1
ψ−1
h−1
ψ−1
g−1
(x)
=ψ(ghl)−1ψ
−1
l−1
ψ−1
(gh)−1
ψ(gh)−1ψ
−1
h−1
ψ−1
g−1
(x)
=ωgh,lωg,hx.
Notice that [EDgDghDghl] ∈ Pic(DgDghDghl) and, in particular, EDgDghDghl is a
faithful DgDghDghl-module. Since ωg,hlαg(ωh,l1g−1), ωgh,lωg,h ∈ DgDghDghl, we obtain
that ωg,hlαg(ωh,l1g−1) = ωgh,lωg,h as desired.
Claim 4.11. cls(ω) does not depend on the choice of the isomorphisms.
Let {λg | g ∈ G} be another choice of R-isomorphisms EDg → (EDg−1)g. Then
λg(rx) = αg−1(r1g)λg(x), λ
−1
g (rx) = αg(r1g−1)λ
−1
g (x), for all g ∈ G, r ∈ R and x
belonging to the correspondent domain. Let ω˜ : G×G→ R also be defined by
ω˜(g, h)x = λ(gh)−1λ
−1
h−1
λ−1
g−1
(x), for any x ∈ EDgDgh.
We shall prove that cls(ω) = cls(ω˜) in H2(G,α,R). Since λgψ
−1
g : (EDg−1)g → (EDg−1)g
is Dg-linear and [(EDg−1)g] ∈ Pic(Dg), there exists ug ∈ U(Dg) such that λgψ
−1
g is the
multiplication by ug. Then, the map u : G ∋ g → ug ∈ R belongs to C
1(G,α,R), and
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for any x ∈ EDgDghDghl we have
ω−1g,hω˜g,hx = ψg−1ψh−1ψ
−1
(gh)−1
(ω˜g,hx)
= (ψg−1λ
−1
g−1
)λg−1(ψh−1λ
−1
h−1
)λ−1
g−1
(λg−1λh−1ψ
−1
(gh)−1
)(ω˜g,hx)
= u−1
g−1
(λg−1u
−1
h−1
λ−1
g−1
)(λg−1λh−1ψ
−1
(gh)−1
)( ω˜g,h︸︷︷︸
∈DgDgh
x)
= u−1
g−1
(λg−1u
−1
h−1
λ−1
g−1
)ω˜g,h(λg−1λh−1ψ
−1
(gh)−1
)(x)
= u−1
g−1
(λg−1u
−1
h−1
λ−1
g−1
)(λ(gh)−1λ
−1
h−1
λ−1
g−1
λg−1λh−1ψ
−1
(gh)−1
)(x)
= u−1
g−1
(λg−1u
−1
h−1
λ−1
g−1
)(λ(gh)−1ψ
−1
(gh)−1
)(x)
= u−1
g−1
(λg−1u
−1
h−1
λ−1
g−1
)(u(gh)−1x)
= u−1
g−1
λg−1 [u
−1
h−1
αg−1(u(gh)−11g)λ
−1
g−1
(x)]
= u−1
g−1
αg(u
−1
h−1
1g−1)u(gh)−1x
= vgαg(vh1g−1)v
−1
(gh)x,
where vg = u
−1
g−1
. Since the map v : G ∋ g → vg ∈ R belongs to C
1(G,α,R), this shows
that cls(ω) = cls(ω˜) in H2(G,α,R) as desired.
Let ϕ3 : PicS(R)
α∗ ∩Pic(R) ∋ [E] 7→ cls(ω) ∈ H2(G,α,R).
Claim 4.12. ϕ3 does not depend on the choice of the representative of [E], for any
[E] ∈ PicS(R)α
∗
∩Pic(R).
Let [E] = [F ] ∈ PicS(R)α
∗
∩ Pic(R), and {ψg | g ∈ G}, {λg | g ∈ G} be families
of R-isomorphisms EDg → (EDg−1)g, FDg → (FDg−1)g inducing the (2, α)-cocycles
ω, ω˜ respectively. Let also Ω: E → F be an R-module isomorphism. Then Ω(EDg) =
Ω(E)Dg = FDg and one obtains the R-module isomorphisms Ω|EDg : EDg → FDg and
Ω |ED
g−1
: (EDg−1)g → (FDg−1)g (thanks to (ii) of Lemma 4.1), for any g ∈ G. Thus,
the family {ΩψgΩ
−1 |FDg : FDg → (FDg−1)g | g ∈ G} induces a (2, α)-cocycle which is
cohomologous to ω˜, in view of Claim 4.11, and we may suppose that ΩψgΩ
−1 = λg on
FDg, g ∈ G. Hence, given x ∈ FDgDgh we have
ω˜g,hx = λ(gh)−1λ
−1
h−1
λ−1
g−1
(x) ≡ Ωψ(gh)−1ψh−1ψg−1Ω
−1(x) = Ω(ωg,hΩ
−1(x)) = ωg,hx,
which implies ω˜g,h = ωg,h, because FDgDgh, being an element of Pic(DgDgh), is a
faithful DgDgh-module. We conclude that in general cls(ω) = cls(ω˜) and ϕ3 is well
defined.
Claim 4.13. ϕ3 is a group homomorphism.
Let [E], [F ] ∈ PicS(R)α
∗
∩Pic(R) with ϕ3([E]) = cls(ω) and ϕ3([F ]) = cls(ω
′). Con-
sider families of R-module isomorphisms {φg : EDg → (EDg−1)g}g∈G and {λg : FDg →
(FDg−1)g}g∈G defining cls(ω) and cls(ω
′) respectively.
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Notice that EDg⊗FDg = (E⊗F )Dg, for all g ∈ G, and by (ii) and (iv) of Lemma 4.1,
(EDg−1)g⊗(FDg−1)g ∼= ((E⊗F )Dg−1)g, g ∈ G, via the map ιg defined in (7). Then,
ιg ◦ (φg⊗λg) : (E⊗F )Dg → ((E⊗F )Dg−1)g, g ∈ G
is an R-module isomorphism which induces an element u ∈ Z2(G,α,R), where
ug,hx⊗y = [ι(gh)−1 ◦(φ(gh)−1⊗λ(gh)−1)][ιh−1 ◦(φh−1⊗λh−1)]
−1[ιg−1◦ (φg−1⊗λg−1)]
−1(x⊗y)
= (φ(gh)−1φ
−1
h−1
φ−1
g−1
⊗λ(gh)−1λ
−1
h−1
λ−1
g−1
)(x⊗y)
= (ωg,h⊗ω
′
g,h)(x⊗y) = (ωg,hω
′
g,h)(x⊗y),
for all x ∈ EDgDgh, y ∈ FDgDgh, g, h ∈ G. Then, u = ωω
′ and ϕ3 is a group homomor-
phism.
5. The sequence H2(G,α,R)
ϕ4
→ B(R/Rα)
ϕ5
→ H1(G,α∗,PicS(R))
We start this section by giving some preliminary results that help us to construct the
homomorphism ϕ4.
First of all we recall from [17] that the partial crossed product R⋆α,ω G for the unital
twisted partial action (α, ω) of G on R is the direct sum
⊕
g∈GDgδg, in which the δ
′
gs
are symbols, with the multiplication defined by the rule:
(rgδg)(r
′
hδh) = rgαg(r
′
h1g−1)ωg,hδgh,
for all g, h ∈ G, rg ∈ Dg and r
′
h ∈ Dh. If, in particular, the twisting ω is trivial, then we
recover the partial skew group ring R ⋆α G as given in Subsection 2.3.
Proposition 5.1. If ω, ω˜ ∈ Z2(G,α,R) are cohomologous, there is an isomorphism of
Rα-algebras and R-modules R ⋆α,ω G ∼= R ⋆α,ω˜ G.
Proof. There exists u ∈ C1(G,α,R), u : G ∋ g 7→ ug ∈ U(Dg) ⊆ R such that
ωg,h = ω˜g,hugαg(uh1g−1)u
−1
gh , for all g, h ∈ G. Take ag ∈ Dg, set ϕ(agδg) = agugδg and
extend ϕ to ϕ : R ⋆α,ω G → R ⋆α,ω˜ G by R-linearity. Clearly ϕ is bijective with inverse
agδg 7→ agu
−1
g δg, then we only need to prove that ϕ preserves products.
ϕ((agδg)(bhδh)) = ϕ(agαg(bh1g−1)ωg,hδgh) = agαg(bh1g−1)ωg,hughδgh =
agαg(bh1g−1)ω˜g,hugαg(uh1g−1)δgh = (agugδg)(bhuhδh) = ϕ(agδg)ϕ(bhδh).

We also give the next.
Proposition 5.2. If ϕ : R ⋆α,ω G → R ⋆α G is an isomorphism of R
α-algebras and
R-modules, then ω is cohomologous to 1α = {1g1gh}g,h∈G.
Proof. To avoid confusion, we write R ⋆α,ω G =
⊕
g∈G
Dgδg, R ⋆α G =
⊕
g∈G
Dgδ
′
g and
identify R = Rδ1 = Rδ
′
1. For r ∈ R we have ϕ(rδ1) = rδ
′
1 ∈ R and
(1gδg)r(ω
−1
g−1,g
δg−1) = αg(r1g−1)αg(ω
−1
g−1,g
)ωg,g−1δ1
(1)
= αg(r1g−1)δ1.
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Hence, ϕ(1gδg)rϕ(ω
−1
g−1,g
δg−1) = ϕ(αg(r1g−1)δ1) = αg(r1g−1)δ
′
1 = (1gδ
′
g)r(1g−1δ
′
g−1).
From this we obtain
(1g−1δ
′
g−1)ϕ(1gδg)rϕ(ω
−1
g−1,g
δg−1) = (1g−1δ
′
g−1)(1gδ
′
g)r(1g−1δ
′
g−1) = r(1g−1δ
′
g−1),
and, multiplying by the right both sides of the equality by ϕ(1gδg), we get
r[(1g−1δ
′
g−1)ϕ(1gδg)] = [(1g−1δ
′
g−1)ϕ(1gδg)rϕ(ω
−1
g−1,g
δg−1)]ϕ(1gδg)
= (1g−1δ
′
g−1)ϕ(1gδg)rϕ[(ω
−1
g−1,g
δg−1)(1gδg)]
= (1g−1δ
′
g−1)ϕ(1gδg)rϕ(1g−1δ1)
= (1g−1δ
′
g−1)ϕ(1gδg)ϕ(1g−1δ1)r
= (1g−1δ
′
g−1)ϕ((1gδg)(1g−1δ1))r
= (1g−1δ
′
g−1)ϕ(1gδg)r,
so (1g−1δ
′
g−1)ϕ(1gδg) ∈ CR⋆αG(R).
Since R is commutative and R ⊇ Rα is an α-partial Galois extension, [43, Lemma
2.1(vi) and Proposition 3.2] imply that R ⋆α,ω˜ G is R
α-Azumaya and CR⋆α,ω˜G(R) = R
for arbitrary ω˜, in particular this is true for R ⋆α G. Thus,
(1g−1δ
′
g−1)ϕ(1gδg) = rg, for some rg ∈ R,
and, multiplying from the left both the sides of the last equality by 1gδ
′
g we obtain
ϕ(1gδg) = ugδ
′
g, where ug = αg(rg1g−1) ∈ Dg. Therefore, ϕ(1gδg) = ugδ
′
g, g ∈ G.
On the other hand there exists W =
∑
h∈G
ahδh such that 1gδ
′
g = ϕ(W ) =
∑
h∈G
ahuhδ
′
h,
then 1gδ
′
g = agugδ
′
g and ug ∈ U(Dg). Set u : G ∋ g 7→ ug ∈ U(Dg) ⊆ R, then u ∈
C1(G,α,R) and
ωg,hughδ
′
gh = ϕ(ωg,hδgh) = ϕ(1gδg)ϕ(1hδh) = (ugδ
′
g)(uhδ
′
h) = ugαg(uh1g−1)δ
′
gh.
From this we conclude that ωg,hugh = ugαg(uh1g−1), hence ω is cohomologous to 1α. 
Proposition 5.3. Let ω ∈ Z2(G,α,R). Then R ⋆α,ω G is an Azumaya R
α-algebra and
[R ⋆α,ω G] ∈ B(R/R
α).
Proof. As mentioned above, the facts that R is commutative and R ⊇ Rα is an α-
partial Galois extension imply that R ⋆α,ω G is R
α-Azumaya and CR⋆α,ωG(R) = R. The
latter implies that R is a maximal commutative Rα-subalgebra of R⋆α,ωG. On the other
hand, by [19, Theorem 4.2] the extension R ⊇ Rα is separable, and finally [2, Theorem
5.6] tells us that R ⋆α,ω G is split by R, which means that [R ⋆α,ω G] ∈ B(R/R
α). 
It follows from Propositions 5.1 and 5.3 that there is a well defined function
(14) ϕ4 : H
2(G,α,R) ∋ cls(ω) 7→ [R ⋆α,ω G] ∈ B(R/R
α).
5.1. ϕ4 is a homomorphism. In this subsection we follow the ideas of [12, chapter IV]
to prove that the map ϕ4 defined in (14) is a group homomorphism. For this we need a
series of lemmas.
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Lemma 5.4. Let ω ∈ Z2(G,α,R). Then, there exists an Rα-algebra isomorphism
(R ⋆α,ω G)
op ∼= R ⋆α,ω−1 G.
Proof. Define φ : (R ⋆α,ω G)
op → R ⋆α,ω−1 G by φ(rgδg) = αg−1(rgωg,g−1)δg−1 , for all
g ∈ G, rg ∈ Dg. Note that φ is an R
α-module isomorphism with inverse R ⋆α,ω−1 G ∋
rg−1δg−1 7→ αg(rg−1ω
−1
g−1,g
)δg ∈ (R ⋆α,ω G)
op. For g, h ∈ G, rg ∈ Dg and th ∈ Dh we have
φ[(rgδg) ◦ (thδh)] = φ(thαh(rg1h−1)ωh,gδhg)
= αg−1h−1(thαh(rg1h−1)ωh,gωhg,g−1h−1)δg−1h−1
= αg−1 [αh−1(thαh(rg1h−1)ωh,gωhg,g−1h−1)]δg−1h−1
(v)
= αg−1 [αh−1(thαh(rg1h−1)αh(ωg,g−1h−1)ωh,h−1)]δg−1h−1
(1)
= αg−1(αh−1(th)rgωg,g−1h−1ωh−1,h)δg−1h−1 .
On the other hand
φ(rgδg)φ(thδh) = (αg−1(rgωg,g−1)δg−1)(αh−1(thωh,h−1)δh−1)
= (αg−1(rg)ωg−1,g)(αg−1(αh−1(th)ωh−1,h)ω
−1
g−1,h−1
δg−1h−1)
= αg−1(rgαh−1(th)ωh−1,h)ωg−1,gω
−1
g−1,h−1
δg−1h−1
(v)
= αg−1(rgαh−1(th)ωh−1,h)αg−1(ωg,g−1h−1)δg−1h−1
= αg−1(rgαh−1(th)ωh−1,hωg,g−1h−1)δg−1h−1 ,
and we conclude that φ is multiplicative. 
From now on, in order to simplify notation we will denote Re = R⊗Rα R.
Lemma 5.5. There is a family of orthogonal idempotents eg ∈ R
e with g ∈ G, satisfying
the following properties:
(15) (1⊗Rα αg(x1g−1))eg = (x⊗Rα 1)eg , for all x ∈ R.
(16)
∑
g∈G
eg = 1Re .
Proof. By (iv) of [19, Theorem 4.1] the map ψ : Re →
∏
g∈GDg, given by ψ(x⊗Rαy) =
(xαg(y1g−1))g∈G, is an isomorphism of R-algebras. Take vg = (xh)h∈G ∈
∏
h∈GDh, g ∈
G, where xh = δh,g1g. Then, the set {eg = ψ
−1(vg−1)| g ∈ G} is a family of orthogonal
idempotents in Re. Using the isomorphism ψ we check (15) and (16). 
Lemma 5.6. For any ω ∈ Z2(G,α,R) there is an R-module isomorphism R⋆α,ωG ∼= R
e.
Proof. Let {eg | g ∈ G} be the family of pairwise orthogonal idempotents constructed
in Lemma 5.5, and set η : R⋆α,ωG→ R
e defined by η(
∑
g∈G rgδg) =
∑
g∈G(rg⊗Rα1)eg−1 .
Clearly η is R-linear and we only need to check that η is an isomorphism.
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If
∑
g∈G(rg⊗Rα1)eg−1 = 0, then (rh⊗Rα1)eh−1 = 0, for any h ∈ G. Applying the
isomorphism ψ from the proof of Proposition 5.5 we conclude that rh = 0 and η is
injective.
Now we prove the surjectivity. By applying ψ we get (1⊗Rαr1g−1)eg−1 = (1⊗Rαr)eg−1 ,
r ∈ R, g ∈ G. Then for any r, s ∈ R, we obtain
r⊗Rαs
(16)
=
∑
g∈G
(r⊗Rαs)eg−1 =
∑
g∈G
(r⊗Rαs1g−1)eg−1
(15)
=
∑
g∈G
(rαg(s1g−1)⊗Rα1)eg−1 = η

∑
g∈G
rαg(s1g−1)δg

 .

By Lemma 5.6 the map η¯ : EndRα(R ⋆α,ω G) ∋ f 7→ ηfη
−1 ∈ EndRα(R
e), is an Rα-
algebra isomorphism.
Now we prove that the tensor product of partial Galois extensions is also a partial
Galois extension. More precisely we have the following.
Proposition 5.7. Let G and H be finite groups and α = (Dg, αg)g∈G, θ = (Ih, θh)h∈H
(unital) partial actions of G and H on commutative rings R1 and R2, respectively. As-
sume that Rα1 = R
θ
2 = k and suppose that the ring extensions R1 ⊇ k, R2 ⊇ k are α-
and θ-partial Galois, respectively. Then R1 ⊗k R2 ⊇ k ⊗k k = k is an (α ⊗k θ)-partial
Galois extension.
Proof. In this proof unadorned ⊗ means ⊗k. Note that α ⊗ θ = (Dg ⊗ Ih, αg ⊗
θh)(g,h)∈G×H , is partial action of G×H on the ring R1⊗R2. Consider x =
∑
i ui ⊗ vi ∈
k⊗k = Rα1 ⊗R
θ
2, then for all (g, h) ∈ G×H we have αg⊗θh(x(1g−1 ⊗1h−1)) =
∑
i ui1g⊗
vi1h = x(1g ⊗ 1h), and (R1 ⊗R2)
α⊗θ ⊇ Rα1 ⊗R
θ
2.
Conversely, take c1 ∈ R1 and c2 ∈ R2 such that trR1/Rα1 (c1) = 1k = trR2/Rθ2
(c2). Now
let x ∈ (R1 ⊗R2)
α⊗θ and write x(c1 ⊗ c2) =
m∑
i=1
ti ⊗ si. Then,
x = x(1R1 ⊗ 1R2) =
∑
(g,h)∈G×H x(αg(1g−1c1)⊗ θh(1h−1c2))
=
∑
(g,h)∈G×Hx(1g⊗1h)(αg⊗θh)(1g−1c1⊗1h−1c2)
=
∑
(g,h)∈G×H(αg ⊗ θh)(x(c1⊗c2)(1g−1⊗1h−1))
=
∑m
i=1
∑
(g,h)∈G×H(αg ⊗θh)(ti1g−1 ⊗ si1h−1)
=
∑m
i=1
∑
(g,h)∈G×H αg(ti1g−1)⊗ θh(si1h−1)
=
∑m
i=1 trR1/Rα1 (ti)⊗ trR2/Rθ2
(si) ∈ R
α
1 ⊗R
θ
2.
Thus (R1 ⊗R2)
α⊗θ = Rα1 ⊗R
θ
2 = k.
Finally, let m,n ∈ N and {xi, yi | 1 ≤ i ≤ m}, {ui, zi | 1 ≤ i ≤ n} be the α- and
θ-partial Galois systems for the extensions R1 ⊇ k and R2 ⊇ k, respectively. Then for
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all (g, h) ∈ G×H we see that
∑
i,j
(xi ⊗ uj)(αg ⊗ θh)((yi ⊗ zj)(1g−1 ⊗ 1h−1)) =
∑
i,j
(xi ⊗ uj)(αg(yi1g−1)⊗ θh(zj1h−1))
=
∑
i
xiαg(yi1g−1)⊗
∑
j
ujθh(zj1h−1) = δ1,g ⊗ δ1,h = δ(1,1),(g,h).
We conclude that the set {xi ⊗ uj , yi ⊗ zj | 1 ≤ i ≤ m, 1 ≤ j ≤ n} is an α ⊗ θ-partial
Galois coordinate system for the extension R1 ⊗R2 ⊇ k ⊗ k. 
With the same hypothesis and notations given in Proposition 5.7, we have.
Proposition 5.8. There is an isomorphism of k-algebras
(R1 ⋆α,ω G)⊗k(R2 ⋆θ,ω˜ H) ∼= (R1⊗kR2) ⋆α⊗θ,ω⊗ω˜ (G×H).
Proof. Here again unadorned ⊗ means ⊗k. We denote
S = (R1⊗R2) ⋆α⊗θ,ω⊗ω˜ (G×H) =
⊕
(g,h)∈G×H
(Dg ⊗ Ih)ǫ(g,h),
S1 = R1 ⋆α,ω G =
⊕
g∈G
Dgδg and S2 = R2 ⋆θ,ω˜H =
⊕
h∈H
Ihδ
′
h. For (g, h) ∈ G×H, the map
Dgδg × Ihδ
′
h ∋ (agδg, bhδ
′
h) 7→ (ag⊗bh)ǫ(g,h) ∈ S
extended by k linearity to S1×S2 is clearly a bilinear k-balanced map. Hence, it induces
a bijective k-linear map ξ : S1⊗S2 → S such that agδg⊗bhδ
′
h 7→ (ag⊗bh)ǫ(g,h). The fact
that ξ preserves products is straightforward. 
Proposition 5.9. Given ω ∈ Z2(G,α,R), we have ω⊗Rαω
−1 ∈ B2(G×G,α⊗Rαα,R
e).
Thus if ω˜ ∈ Z2(G,α,R), then ω⊗Rαω˜ is cohomologous to ωω˜⊗Rα1α.
Proof. By Proposition 5.7, Re is an α⊗Rαα-partial Galois extension of R
α with
the partial action of G×G. Then using the isomorphisms appeared in Proposition 5.8,
Lemmas 5.4, 5.6, [2, Theorem 2.1 (c)] and iv) of [19, Theorem 4.1] we obtain a chain of
Rα-algebra isomorphisms
(Re) ⋆α⊗Rαα,ω⊗Rαω−1 (G×G)→ (R ⋆α,ω G)⊗Rα(R ⋆α,ω−1 G)
id⊗Rαφ
−1
→
(R ⋆α,ω G)⊗Rα(R ⋆α,ω G)
op Γ→ EndRα(R ⋆α,ω G)
η¯
→ EndRα(R
e)
j−1
→
(Re) ⋆α⊗α (G×G),
where Γ is given by Γ(x⊗y) : z 7→ xzy, for all x, y, z ∈ R ⋆α,ω G, and j is given by (4).
By Proposition 5.2 one only needs to show that the above composition restricted to Re
is the identity. We have
(r1⊗Rαt1)δ(1,1) 7→ r1δ1⊗Rαt1δ1 7→ y = r1δ1⊗Rαt1δ1 7→ Γ(y) 7→ j
−1(ηΓ(y)η−1).
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For a fixed a ∈ G we compute the image of ηΓ(y)η−1 on (ra⊗Rα1)ea−1 ∈ R
e, ra ∈ Da.
We see that ηΓ(y)η−1((ra⊗Rα1)ea−1)
=ηΓ(y)(raδa) = η((r1δ1)(raδa)(t1δ1)) = η(r1raαa(t11a−1)δa)
=(r1raαa(t11a−1)⊗Rα1)ea−1 = (r1ra⊗Rα1)(αa(t11a−1)⊗Rα1)ea−1
(15)
= (r1ra⊗Rα1)(1⊗Rαt11a−1)ea−1 = (r1ra⊗Rαt1)(1⊗Rααa−1(1a))ea−1
(15)
= (r1⊗Rαt1)(ra⊗Rα1)ea−1 = j((r1⊗Rαt1)δ(1,1))[(ra⊗Rα1)ea−1 ].
Then, ηΓ(y)η−1(x) = j((r1⊗Rαt1)δ(1,1))x, for all x ∈ R
e, and we conclude that
j−1(ηΓ(y)η−1) = (r1⊗Rαt1)δ(1,1).
Hence, the composition is Re-linear and ω⊗Rαω
−1 ∈ B2(G×G,α⊗Rαα,R
e).
Finally, for any ω˜ ∈ Z2(G,α,R), we have (ω⊗Rα ω˜)(ω˜⊗Rα ω˜
−1) = ωω˜⊗Rα1α, and this
yields that ω⊗Rα ω˜ is cohomologous to ωω˜ ⊗Rα 1α. 
Theorem 5.10. Let R be an α-partial Galois extension of Rα. Then the map
ϕ4 : H
2(G,α,R) ∋ cls(ω) 7→ [R ⋆α,ω G] ∈ B(R/R
α) is a group homomorphism.
Proof. In this proof unadorned ⊗ will mean ⊗Rα . Let cls(ω), cls(ω˜) ∈ H
2(G,α,R).
By Propositions 5.8, 5.1 and 5.9 we have
[R ⋆α,ω G][R ⋆α,ω˜ G] = [(R⊗R) ⋆α⊗α,ω⊗ω˜ (G ×G)] = [(R⊗R) ⋆α⊗α,ωω˜⊗1α (G×G)]
= [R ⋆α,ωω˜ G][R ⋆α,1α G] = [R ⋆α,ωω˜ G][EndRα(R)] = [R ⋆α,ωω˜ G].
which gives [R ⋆α,ω G][R ⋆α,ω˜ G] = [R ⋆α,ωω˜ G] and the assertion follows. 
5.2. The construction of B(R/Rα)
ϕ5
→ H1(G,α∗,PicS(R)). We remind that un-
adorned ⊗ stands for ⊗R.
Let α∗ = (α∗g,Xg)g∈G be the partial action of G on PicS(R) constructed in Theorem
4.3. Since U(PicS(R)) = Pic(R) we have that B1(G,α∗,PicS(R)) is the group
{f ∈ C1(G,α∗,PicS(R)) | f(g) = α∗g([P ][Dg−1 ])[P
∗], for some [P ] ∈ Pic(R)}
and Z1(G,α∗,PicS(R)) is given by
{f ∈ C1(G,α∗,PicS(R)) | f(gh)[Dg ] = f(g)α
∗
g(f(h)[Dg−1 ]), ∀g, h ∈ G}.
Remark 5.11. Let f ∈ C1(G,α,PicS(R)), g ∈ G and p ∈ Spec(R). We shall make a
little abuse of notation by writing f(g)p for a representative of the class f(g) localized at
p.
We proceed with the construction of ϕ5. Take [A] ∈ B(R/R
α). Then by [2, Theo-
rem 5.7] there is an Azumaya Rα-algebra equivalent to A containing R as a maximal
commutative subalgebra. Hence, we assume that A contains R as a maximal commuta-
tive subalgebra. By [19, Theorem 4.2] R ⊇ Rα is separable, moreover [2, Theorem 5.6]
tells us that A is a faithfully projective R-module and there is a R-algebra isomorphism
R⊗RαA
op ∼= EndR(A).
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On the other hand, Dg⊗A is a faithfully projective Dg-module, thus by Proposition
3.2 there is an R-algebra isomorphism EndDg (Dg⊗RA)
∼= Dg⊗EndR(A), for any g ∈ G.
Consequently, we have an R-algebra isomorphism EndDg(Dg⊗A)
∼= Dg⊗RαA
op.
Therefore, by [12, Proposition I.3.3] the functor
(17) ⊗Dg(Dg⊗A) : DgMod→(Dg⊗RαAop)Mod,
determines a category equivalence.
It is clear that Dg⊗A is a left R⊗RαA
op-module via (r⊗Rαa)(d
′⊗a′) = rd′⊗a′a.
Moreover, let (Dg−1⊗A)
g = Dg−1⊗A (as sets) endowed with a left R⊗RαA
op-module
structure via
(18) (r⊗Rαa) • (d
′⊗a′) = αg−1(r1g)d
′⊗a′a,
for any g ∈ G, r ∈ R, a ∈ A, d′ ∈ Dg−1 . Restricting, we obtain left Dg⊗RαA
op-module
structures on Dg⊗A and (Dg−1⊗A)
g, respectively. Moreover Dg−1⊗A is also a right
R⊗RαA
op-module via
(19) (d⊗a)(r⊗Rαa
′) = dr⊗a′a.
Furthermore, we denote by h(Dg−1⊗A)I , the R-R-bimodule Dg−1⊗A, where the ac-
tions of R are induced by (18) and (19), and h ∈ {g, 1G}.
It follows from (18) that (Dg−1⊗A)
g is an object in Dg⊗RαAopMod and by (17) there
is a Dg-module M
(g) such that
(20) (Dg−1⊗A)
g ∼=M (g)⊗Dg(Dg⊗A)
∼=M (g)⊗A, as (Dg⊗RαA
op)-modules,
where M (g) is considered as an R-module via the map r 7→ r1g, r ∈ R. Our aim is to
show that [M (g)] ∈ PicS(R), for all g ∈ G.
From (20) we see that
(21) (Dg−1⊗A)
g ∼=M (g)⊗A as R⊗RαA
op -modules.
As R-modules we have (Dg−1⊗A)
g = (Dg−1⊗A)g. Since Dg−1 is a f.g.p. R-module,
we have that Dg−1⊗A is a f.g.p. R-module too, and by (iii) of Lemma 4.1 we conclude
that (Dg−1⊗A)
g is also a f.g.p. R-module. Since Ap 6= 0, for all p ∈ Spec(R), Lemma
4.7 and (21) imply that M (g) is a f.g.p. R-module.
Now we prove that rkp(M
(g)
p ) ≤ 1, for all p ∈ Spec(R). Since Ap ∼= R
np
p , for some np ≥
1, then (Dg−1⊗A)p ∼= (Dg−1)
np
p . By (i) of Lemma 4.1 we get ((Dg−1⊗A)g)p ∼= (Dg)
np
p ,
which using (21) implies
(M
(g)
p )⊗RpAp
∼= (Dg)
np
p
∼= (Dg)p⊗RpRp
np ∼= (Dg)p⊗RpAp.
We conclude that
(22) rkp(M
(g)
p ) = rkp((Dg)p) ≤ 1, for any p ∈ Spec(R),
and by Proposition 3.6 we have [M (g)] ∈ PicS(R). In addition, since M (g) is a (unital)
Dg-module, we also have that [M
(g)] ∈ Xg = [Dg]PicS(R).
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Set fA : G ∋ g 7→ [M
(g)] ∈ PicS(R). Notice that f = fA is well defined by Lemma 4.7
and M (1) = R satisfies (20). We shall check that f ∈ Z1(G,α∗,PicS(R)). Using (21),
Remark 4.4 and (iv) of Lemma 4.1 we obtain R-module isomorphisms
(Dg⊗M
(gh))⊗A ∼= Dg⊗(M
(gh)⊗A) ∼= Dg⊗(D(gh)−1⊗A)gh
∼= [Dg−1⊗(Dh−1⊗A)h]g ∼= [Dg−1⊗(M
(h)⊗A)]g
∼= (Dg−1⊗M
(h))g⊗(Dg−1⊗A)g ∼= (Dg−1⊗M
(h))g⊗M
(g)⊗A.
Finally, by Lemma 4.8 we get
(23) M (gh)⊗Dg ∼= (M
(h)⊗Dg−1)g⊗M
(g),
which gives f(gh)[Dg] = f(g)α
∗
g(f(h)[Dg−1 ]). Taking h = g
−1 in (23) we obtain that
Dg ∼= (M
(g−1)⊗Dg−1)g⊗M
(g), as R-modules. Thus, [M (g)] ∈ U(Xg) and we conclude
that f ∈ Z1(G,α∗,PicS(R)).
We define ϕ5 : B(R/R
α) ∋ [A] 7→ cls(fA) ∈ H
1(G,α∗,PicS(R)).
Claim 5.12. ϕ5 is well defined.
Suppose [A] = [B] ∈ B(R/Rα), where A and B contain R as a maximal commutative
subalgebra (see [2, Theorem 5.7]). There are faithfully projective Rα-modules P,Q such
that A⊗Rα EndRα(P ) ∼= B⊗Rα EndRα(Q), as R
α-algebras. It is proved in [12, page 127]
that this leads to the existence of a f.g.p. R-module N with rk(N) = 1 satisfying
(24) (A⊗RαP
∗)⊗N ∼= B⊗RαQ
∗ as R-modules.
We know that there are Dg-modules M
(g),W (g) such that
(25) (Dg−1⊗A)
g ∼=M (g)⊗RA as R⊗RαA
op-modules
and
(26) (Dg−1⊗B)
g ∼=W (g)⊗RB as R⊗RαB
op-modules,
for each g ∈ G. Let fA, fB : G→ PicS(R) be defined by
fA(g) = [M
(g)], fB(g) = [W
(g)], g ∈ G.
We must show that cls(fA) = cls(fB) in H
1(G,α∗,PicS(R)).
Since for any Rα-module P one has (Dg−1⊗A⊗RαP
∗)g ∼= (Dg−1⊗A)g⊗RαP
∗ as R-
modules, there are R-module isomorphisms
[Dg−1⊗(B⊗RαQ
∗)]g
(24)
∼= [Dg−1⊗(A⊗RαP
∗)⊗N ]g ∼= [Dg−1⊗N⊗(A⊗RαP
∗)]g
∼= (N⊗Dg−1)g⊗(Dg−1⊗A)g⊗RαP
∗
(25)
∼= (N⊗Dg−1)g⊗M
g⊗A⊗RαP
∗.
On the other hand,
(27) [Dg−1⊗(B⊗RαQ
∗)]g ∼= (Dg−1⊗B)g⊗RαQ
∗
(26)
∼= W (g)⊗B⊗RαQ
∗.
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But [N ] ∈ Pic(R), and, as R-modules, one has
[(Dg−1⊗N)g⊗N
∗⊗M (g)]⊗(N⊗A⊗RαP
∗) ∼= [(Dg−1⊗N)g⊗M
(g)⊗A)]⊗RαP
∗
∼= [Dg−1⊗(B⊗RαQ
∗)]g
(27)
∼= W (g)⊗B⊗RαQ
∗
(24)
∼= W (g)⊗(A⊗RαP
∗)⊗N
∼=W (g)⊗(N⊗A⊗RαP
∗).
Since A is a faithfully projective R-module and P ∗ is a faithfully projective Rα-module,
then A⊗RαP
∗ is a faithfully projective R = R⊗RαR
α-module. Therefore, N⊗A⊗RαP
∗
is a also a faithfully projective R-module, and by Lemma 4.8
(Dg−1⊗N)g⊗N
∗⊗M (g) ∼=W (g)
as R-modules, which is equivalent to say that fB(g) = α
∗
g([N ][Dg−1 ])[N ]
−1
fA(g). This
shows that ϕ5 is well defined.
Theorem 5.13. ϕ5 is a group homomorphism.
Proof. Let [A1], [A2] ∈ B(R/R
α) and suppose that R is a maximal commutative
subalgebra of Ai, i = 1, 2. Let B = A1⊗RαA2. By [19, Theorem 4.2] the extension
R ⊇ Rα is separable, so let e ∈ Re be a separability idempotent forR. Then EndRα(Be) is
an Azumaya Rα-algebra with CEndRα (Be)(B) = EndB(Be)
∼= (eBe)op, via theRα-algebra
map f 7→ ef(e). It follows from [12, Theorem II.4.3] that (eBe)op is an Azumaya Rα-
algebra and B⊗Rα(eBe)
op ∼= EndRα(Be) as R
α-algebras. We conclude that [B] = [eBe]
in B(R/Rα). Following the procedure given in [12, page 128] we also check that R is
a maximal commutative Rα-subalgebra of eBe. Thus, [A1][A2] = [eBe] and there are
Dg-modules M
(g),W
(g)
1 ,W
(g)
2 such that
(28) (Dg−1⊗eBe)
g∼=M (g)⊗eBe, (Dg−1⊗A1)
g∼=W
(g)
1 ⊗A1, (Dg−1⊗A2)
g∼=W
(g)
2 ⊗A2,
for any g ∈ G, as R⊗Rα(eBe)
op-, R⊗Rα(A1)
op- and R⊗Rα(A2)
op-modules, respectively.
Let α˜ = (D˜g, α˜g)g∈G denote the partial action of G on R⊗RαR, where
D˜g = Dg⊗RαDg and α˜g : D˜g−1 → D˜g is induced by x⊗Rαy 7→ αg(x)⊗Rααg(y).
Since eg = (1g⊗Rα1g)e satisfies
eg(d⊗Rα1g − 1g⊗Rαd) = e(d⊗Rα1− 1⊗Rαd)(1g⊗Rα1g) = 0,
for all d ∈ Dg, g ∈ G, then eg is a separability idempotent for the commutative R
α-
algebra Dg. The fact that α˜g is a ring isomorphism implies that α˜g(eg−1) ∈ Dg⊗RαDg is
another separability idempotent for Dg. Since separability idempotents for commutative
algebras are unique,
(29) α˜g(eg−1) = eg, for all g ∈ G.
On the other hand,
(D˜g−1⊗ReBe)
g = ((Dg−1⊗RαDg−1)⊗ReBe)
g,
is an Re⊗Rα(eBe)
op-module via the action induced by
(30) [(r1⊗Rαr2)⊗Rαb] • [(d1⊗Rαd2)⊗Reb
′)] = α˜g−1 [(r1⊗Rαr2)1g˜](d1⊗Rαd2)⊗Reb
′b,
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for all r1, r2 ∈ R, d1, d2 ∈ Dg−1 , b ∈ eBe, b
′ ∈ Be and 1g˜ = 1g⊗Rα1g, g ∈ G.
Then, there is an Re⊗Rα(eBe)
op-module isomorphism
(D˜g−1⊗ReBe)
g ∼= (D˜g−1⊗ReB)
ge.
Notice that for any Re⊗Rα(eBe)
op-module M, the abelian group (e⊗Rα1eBe)M is an
R⊗Rα(eBe)
op-module via
(r⊗Rαebe) · ((e⊗Rα1eBe)m) = ((r⊗Rα1R)e⊗Rαebe)m,
for all m ∈M, r ∈ R and b ∈ B. In particular, for M = (D˜g−1⊗ReB)
ge we see that
(e⊗Rα1eBe) • (D˜g−1⊗ReB)
ge = α˜g−1(eg)(D˜g−1⊗ReB)
ge
= eg−1(D˜g−1⊗ReB)
ge
= e(D˜g−1⊗ReB)
ge
is an R⊗Rα(eBe)
op-module via
(r⊗Rαebe) · (e(d1⊗Rαd2)⊗Reb
′e) =((r⊗Rα1R)e⊗Rαebe) • (e(d1⊗Rαd2)⊗Reb
′e)
(30),(29)
= [α˜g−1((r⊗Rα1)eg)](d1⊗Rαd2)⊗Reb
′ebe
=(αg−1(r1g)⊗Rα1R)e(d1⊗Rαd2)⊗Reb
′ebe
=αg−1(r1g)e(d1⊗Rαd2)⊗Reb
′ebe.
Also
[D˜g−1⊗ReeBe]
g = [eD˜g−1⊗ReBe]
g
is an R⊗Rα(eBe)
op-module via
(31) (r⊗Rαebe) ◮ (e(d1⊗Rαd2)⊗Reb
′e) = αg−1(r1g)e(d1⊗Rαd2)⊗Reb
′ebe.
We conclude that
(32) e(D˜g−1⊗ReB)
ge ∼= [D˜g−1⊗ReeBe]
g,
as R⊗Rα(eBe)
op-modules.
Moreover we have the next.
Claim 5.14. There is an R⊗Rα(eBe)
op-module isomorphism
(Dg−1⊗eBe)
g ∼= (D˜g−1⊗ReeBe)
g,
where R⊗Rα(eBe)
op acts on (D˜g−1⊗ReeBe)
g as in (31).
Indeed, the map (Dg−1⊗eBe)
g ς→ (D˜g−1⊗ReeBe)
g, determined by
d⊗ebe 7→ (1g−1⊗Rαd)⊗Reebe
is a well defined R⊗Rα(eBe)
op-module isomorphism whose inverse
(D˜g−1⊗ReeBe)
g ς
∗
→ (Dg−1⊗eBe)
g,
is induced by
(d1⊗Rαd2)⊗Reebe 7→ d1d2⊗ebe.
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In fact, since e ∈ Re is the separability idempotent for R, we have (d1⊗Rαd2)e =
(1g−1⊗Rαd1d2)e. Hence,
ςς∗((d1⊗Rαd2)⊗Reebe) = ς(d1d2⊗ebe) = (1g−1⊗Rαd1d2)⊗Reebe
= (1g−1⊗Rαd1d2)e⊗Reebe = (d1⊗Rαd2)e⊗Reebe
= (d1⊗Rαd2)⊗Reebe,
and
ς∗ς(d1⊗ebe) = ς
∗((1g−1⊗Rαd1)⊗Reebe) = d1⊗ebe.
Now we prove that ς is R⊗Rα(eBe)
op-linear. For
ς((r⊗Rαebe)•(d⊗eb
′e)) = ς(αg−1(r1g)d⊗eb
′ebe)=(1g−1⊗Rααg−1(r1g)d)⊗Reeb
′ebe,
and
(r⊗Rαebe) ◮ ς(d⊗eb
′e) = (r⊗Rαebe) ◮ ((1g−1⊗Rαd)⊗Reeb
′e)
= αg−1(r1g)e(1g−1⊗Rαd)⊗Reeb
′ebe
= (1g−1⊗Rααg−1(r1g))e(1g−1⊗Rαd)⊗Reeb
′ebe
= (1g−1⊗Rααg−1(r1g))(1g−1⊗Rαd)⊗Reeb
′ebe
= (1g−1⊗Rααg−1(r1g)d)⊗Reeb
′ebe,
which ends the proof of the claim.
We still need the following.
Claim 5.15. There is an (Re)⊗Rα(eBe)
op-module isomorphism
[D˜g−1⊗Re(A1⊗RαA2)]
g ∼= (Dg−1⊗A1)
g⊗Rα(Dg−1⊗A2)
g,
where the action of (Re)⊗Rα(eBe)
op on (Dg−1⊗A1)
g⊗Rα(Dg−1⊗A2)
g is induced by
[(r1⊗Rαr2)⊗Rα(x⊗Rαy)] • [(d1⊗a1)⊗Rα(d2⊗a2)]
=(αg−1(r11g)d1⊗a1x)⊗Rα(αg−1(r21g)d2⊗a2y),
for r1, r2 ∈ R, d1, d2 ∈ Dg−1 , x⊗Rαy ∈ eBe, a1 ∈ A1 and a2 ∈ A2.
Indeed, we have a well defined (additive) group homomorphism
χ : (D˜g−1⊗Re(A1⊗RαA2))
g → (Dg−1⊗A1)
g⊗Rα(Dg−1⊗A2)
g,
determined by
(di⊗Rαd
′
i)⊗Re(aj⊗Rαa
′
j) 7→ (di⊗aj)⊗Rα(d
′
i⊗a
′
j),
which has
(di⊗ai)⊗Rα(dj⊗Rαaj) 7→ (di⊗Rαdj)⊗Re(ai⊗aj),
as an inverse. The fact that χ is (Re)⊗Rα(eBe)
op-linear is straightforward.
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By (28), Claim 5.14, (32) and Claim 5.15 we have the R⊗Rα(eBe)
op-module isomor-
phisms
M (g)⊗eBe ∼= (Dg−1⊗eBe)
g ∼= [D˜g−1⊗ReeBe]
g
∼= e[D˜g−1⊗ReB]
ge ∼= e[(Dg−1⊗A1)
g⊗Rα(Dg−1⊗A2)
g]e
∼= e[(W
(g)
1 ⊗A1)⊗Rα(W
(g)
2 ⊗A2)]e
∼= e{W
(g)
1 ⊗[(A1⊗RαA2)⊗W
(g)
2 ]}e
∼= e[(W
(g)
1 ⊗W
(g)
2 )⊗(A1⊗RαA2)]e
∼= e[(W
(g)
1 ⊗W
(g)
2 )⊗(A1⊗RαA2)e]
∼= e[(A1⊗RαA2)e⊗(W
(g)
1 ⊗W
(g)
2 )]
∼= e(A1⊗RαA2)e⊗(W
(g)
1 ⊗W
(g)
2 )
∼= (W
(g)
1 ⊗W
(g)
2 )⊗eBe.
Finally Lemma 4.8 implies M (g) ∼= W
(g)
1 ⊗W
(g)
2 , and we conclude that ϕ5 is a group
homomorphism. 
6. Two partial representations G→ PicSRα(R) and the homomorphism
H1(G,α∗,PicS(R))
ϕ6
→ H3(G,α,R)
For reader’s convenience we recall from [18] the concept of a partial representation.
Definition 6.1. A (unital) partial representation of G into an algebra (or, more gene-
rally, a monoid) S is a map Φ : G → S which satisfies the following properties, for all
g, h ∈ G,
(i) Φ(g−1)Φ(g)Φ(h) = Φ(g−1)Φ(gh),
(ii) Φ(g)Φ(h)Φ(h−1) = Φ(gh)Φ(h−1),
(iii) Φ(1G) = 1S .
For any g ∈ G denote by g(Dg−1)I the R-R-bimodule Dg−1 regarded as an R-R-
bimodule with new action ∗ given by
r ∗ d = αg−1(r1g)d, and d ∗ r = dr, for any r ∈ R, d ∈ Dg−1 ,
(analogously we define I(Dg)g−1 ; notice that Dg = I(Dg)I as R-R-bimodules). Then
using (iii) of Lemma 4.1, we get that [g(Dg−1)I ] ∈ PicSRα(R). We set
(33) Φ0 : G ∋ g 7→ [g(Dg−1)I ] ∈ PicSRα(R).
Some useful properties of Φ0 are given in the next.
Proposition 6.2. Let Φ0 be as in (33). Then,
• Φ0 is a partial representation of G in PicSRα(R) with
(34) Φ0(g)Φ0(g
−1) = [Dg],
for all g ∈ G,
• Φ0(g)[Dh] = [Dgh]Φ0(g), for any g, h ∈ G. In particular,
(35) Φ0(g)[Dg−1 ] = Φ0(g) = [Dg]Φ0(g),
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• for any g ∈ G and [P ] ∈ Xg−1 there is an R−R-bimodule isomorphism
(36) Pg ∼= Φ0(g)⊗P⊗Φ0(g
−1).
Proof. It is clear that Φ0(1) = [R]. Now let g, h ∈ G and consider the map
φg,h : g(Dg−1)I⊗ h(Dh−1)I⊗ h−1(Dh)I →gh(D(gh)−1)I⊗ h−1(Dh)I , defined by
φg,h(ag−1⊗bh−1⊗ch) = αh−1(ag−11h)bh−1⊗ch.
Then, φg,h is R-R-linear because for r1, r2 ∈ R we have
φg,h(r1 ∗ ag−1⊗bh−1⊗ch ∗ r2) = φg,h(αg−1(r11g)ag−1⊗bh−1⊗chr2)
= αh−1(αg−1(r11g)ag−11h)bh−1⊗chr2
= α(gh)−1(r11gh)αh−1(ag−11h)bh−1⊗chr2
= r1 ∗ φg,h(ag−1⊗bh−1⊗ch) ∗ r2.
Moreover, the map gh(D(gh)−1)I⊗ h−1(Dh)I → g(Dg−1)I⊗h(Dh−1)I⊗h−1(Dh)I induced
by
x(gh)−1⊗xh → αh(x(gh)−11h−1)⊗1h−1⊗xh,
for all x(gh)−1 ∈ gh(D(gh)−1)I , xh ∈h−1 (Dh)I is the inverse of φg,h. This yields that
Φ0(g)Φ0(h)Φ0(h
−1) = Φ0(gh)Φ0(h
−1).
In a similar way, the map g−1(Dg)I⊗ gh(D(gh)−1)I →g−1 (Dg)I⊗ g(Dg−1)I⊗h(Dh−1)I ,
such that
ag⊗b(gh)−1 7→ ag⊗αh(b(gh)−11h−1)⊗1h−1 ,
is an R-R-bimodule isomorphism with inverse
xg ⊗ yg−1⊗zh−1 7→ xg⊗αh−1(yg−11h)zh−1 ,
and we obtain Φ0(g
−1)Φ0(gh) = Φ0(g
−1)Φ0(g)Φ0(h).
To prove (34) one can check that the map determined by
g(Dg−1)I ⊗ g−1(Dg)I ∋ ag−1⊗bg 7→ αg(ag−1)bg ∈ Dg
is a well defined R-R-bimodule isomorphism whose inverse is Dg ∋ d → 1g−1⊗d ∈
g(Dg−1)I ⊗g−1(Dg)I .
The second item follows from the first and (2), (3) of [18]. To check the last item
consider the map
Pg ∋ p
ν
→ 1g−1⊗p⊗1g ∈ g(Dg−1)I⊗P⊗g−1(Dg)I .
Then, for r1, r2 ∈ R we have
ν(r1 • p • r2) = 1g−1⊗r1 • p • r2⊗1g = 1g−1⊗αg−1(r11g)pαg−1(r21g)⊗1g
= αg−1(r11g)⊗p⊗r21g = r1 ∗ 1g−1⊗p⊗1g ∗ r2 = r1 ∗ ν(p) ∗ r2.
Hence, ν is an R-R-bimodule isomorphism with inverse induced by
ag−1⊗p⊗bg = ag−1⊗p⊗αg−1(bg) ∗ 1g = 1g−1⊗ag−1pαg−1(bg)⊗1g 7→ ag−1pαg−1(bg),
for all ag−1⊗p⊗bg ∈ g(Dg−1)I⊗P⊗ g−1(Dg)I . 
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Now we construct another partial representation of G in PicSRα(R).
Lemma 6.3. For any f ∈ Z1(G,α∗,PicS(R)) set Φf = fΦ0 : G→ PicSRα(R), that is
Φf (g) = f(g)Φ0(g), for any g ∈ G. Then,
• Φf is a partial representation,
• Φf (g)Φf (g
−1) = [Dg], for all g ∈ G.
Moreover, writing Φf (g) = [Jg], we have that Dg ∼= EndDg(Jg), as R- and Dg-algebras,
for any g ∈ G.
Proof. First of all we have Φf (1) = [R]. Now, let g, h ∈ G. Then,
Φf (g
−1)Φf (gh) = f(g
−1)Φ0(g
−1)f(gh)Φ0(gh)
(35)
= f(g−1)Φ0(g
−1)[Dg]f(gh)Φ0(gh)
= f(g−1)Φ0(g
−1)f(g)α∗g(f(h)[Dg−1 ])Φ0(gh)
(36)
= f(g−1)Φ0(g
−1)f(g)Φ0(g)f(h)[Dg−1 ]Φ0(g
−1)Φ0(gh)
(35)
= f(g−1)Φ0(g
−1)f(g)Φ0(g)f(h)Φ0(g
−1)Φ0(gh)
= f(g−1)Φ0(g
−1)f(g)Φ0(g)f(h)Φ0(g
−1)Φ0(g)Φ0(h)
(34)
= f(g−1)Φ0(g
−1)f(g)Φ0(g)f(h)[Dg−1 ]Φ0(h)
(35)
= f(g−1)Φ0(g
−1)f(g)Φ0(g)f(h)Φ0(h)
= Φf (g
−1)Φf (g)Φf (h).
Analogously, it can be shown that Φf (gh)Φf (h
−1) = Φf (g)Φf (h)Φf (h
−1). Indeed,
since f ∈ C1(G,α∗,PicS(R)) we have [Dh−1 ]f(h
−1) = f(h−1), and by the second item
of Proposition 6.2 we obtain Φ0(gh)[Dh−1 ] = [Dg]Φ0(gh). Thus,
Φf (gh)Φf (h
−1) = f(gh)Φ0(gh)f(h
−1)Φ0(h
−1)
= f(gh)[Dg]Φ0(gh)f(h
−1)Φ0(h
−1)
(36)
= f(g)Φ0(g)f(h)[Dg−1 ]Φ0(g
−1)Φ0(gh)f(h
−1)Φ0(h
−1)
(35)
= f(g)Φ0(g)f(h)Φ0(g
−1)Φ0(gh)f(h
−1)Φ0(h
−1)
(34)
= f(g)Φ0(g)f(h)[Dg−1 ]Φ0(h)f(h
−1)Φ0(h
−1)
= f(g)Φ0(g)f(h)Φ0(h)f(h
−1)Φ0(h
−1)
= Φf (g)Φf (h)Φf (h
−1).
With respect to the second item we have Φf (g)Φf (g
−1) = f(g)Φ0(g)f(g
−1)Φ0(g
−1)
(36)
=
f(g)α∗g(f(g
−1)) = f(gg−1)[Dg] = [R][Dg] = [Dg].
Finally, by definition [Jg] = f(g)Φ0(g), and Jg ∼= Dg⊗Jg as left R- and Dg-modules,
for all g ∈ G. Therefore, after identifying Dg = EndDg (Dg), the R-algebra epimorphism
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R→ EndR(Jg) induces an R- and Dg-algebra epimorphism ξ : Dg → EndDg(Jg), thanks
to Proposition 3.2. Via localization we will check that ξ is injective.
If for any g ∈ G the ring Dg is semi-local, then Pic(Dg) is trivial (see, for example,
[39, Ex. 2.22 (D)]), and by Remark 4.6 we have that f(g) ∼= Dg, as Dg-modules as well
as R-modules. Then
(37) Jg ∼= g(Dg−1)I as R-R-bimodules.
Moreover, after localizing by a prime ideal of Rα, we obtain Rα-module isomorphisms
Dg−1 ∼= (R
α)m ∼= Dg for some m ∈ N, thanks to the facts that the maps αg are
isomorphisms of Rα-modules and localization is an exact functor. Since in this case
any Dg is semi-local, (37) implies that the map ξ : (R
α)m → End(Rα)m(g(R
α)m) is an
epimorphism of Rα-algebras. On the other hand, the left Rα-modules (Rα)m and g(R
α)m
are isomorphic via r 7→ αg−1(r), and we have End(Rα)m(g(R
α)m) ∼= (Rα)m, and ξ must
be an isomorphism of Rα-modules. Finally, since ξ is R-linear, then it is an isomorphism
of R- and Dg-algebras, for any g ∈ G. 
In what follows we shall write Φf (g) = [Jg].
Remark 6.4. Localizing by ideals in Spec(Rα) and using (37) we see that Jg is a faithful
Dg-module. Then if we ignore the right R-module structure of Jg and use the last item of
Lemma 6.3 we obtain that [Jg] ∈ Pic(Dg), for any f ∈ Z
1(G,α∗,PicS(R)) and g ∈ G.
In particular, the map mDg : Dg → EndDg(Jg) given by left multiplication is a Dg-algebra
isomorphism.
Remark 6.5. Let f be an element of Z1(G,α∗,PicS(R)) and write f(g) = [Mg]. Then
Jg =Mg⊗ g(Dg−1)I and
(38) xgr = αg(r1g−1)xg, for any xg ∈ Jg, r ∈ R,
and the map
(39) Jg ∋ x→ x⊗1g−1 ∈ Jg⊗Dg−1
is an R-R-bimodule isomorphism. Furthermore, if Dg is a semi-local for any g ∈ G,
then by (37) there is an R-R-bimodule isomorphism γg : g(Dg−1)I ∋ d → γg(d) ∈ Jg.
Therefore, setting ug = γg(1g−1), we have, for any x ∈ Jg, that
x = γg(d) = γg(αg(d) ∗ 1g−1) = αg(d)ug,
for some d ∈ Dg−1 . We conclude that Jg = Dgug, ug is a free generator of Jg over Dg
and ugr = αg(r1g−1)ug, for all r ∈ R, g ∈ G, in view of (38).
We know from Proposition 6.2 and Lemma 6.3 that there are R-R-bimodule iso-
morphisms h−1(Dh)I⊗g−1(Dg)I ∼= Dh−1⊗ h−1g−1(Dgh)I and Jg⊗Dh ∼= Dgh⊗Jg, for all
g, h ∈ G. For further reference, we shall construct these isomorphisms explicitly.
Lemma 6.6. The map ̺ : h−1(Dh)I⊗g−1(Dg)I → Dh−1⊗ h−1g−1(Dgh)I , induced by
xh⊗yg 7→ 1h−1⊗αg(xh1g−1)yg,
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is an R-R-bimodule isomorphism, and ̺−1 : Dh−1⊗ h−1g−1(Dgh)I → h−1(Dh)I⊗g−1(Dg)I
is determined by
xh−1⊗ygh 7→ αg−1(ygh1g)αh(xh−1)⊗1g,
for g, h ∈ G.
Proof. Indeed, ̺ is well defined, and using (6) one can show that ̺ is an R-R-
bimodule homomorphism. Moreover,
xh⊗yg
̺
7→ 1h−1⊗αg(xh1g−1)yg
̺−1
7→ αg−1(αg(xh1g−1)yg)1h⊗1g = xhαg−1(yg)⊗1g = xh⊗yg.
On the other hand,
xh−1⊗ygh
̺−1
7→ αg−1(ygh1g)αh(xh−1)⊗1g
̺
7→ 1h−1⊗αg(αg−1(ygh1g)αh(xh−1))
= 1h−1⊗yghαg(αh(xh−1)1g−1)
(6)
= 1h−1⊗yghαgh(xh−11(gh)−1)1g
= 1h−1⊗yghαgh(xh−11(gh)−1)αgh(1h−11(gh)−1) = 1h−1⊗yghαgh(xh−11(gh)−1)
= 1h−1⊗(xh−1 ∗ ygh) = xh−1⊗ygh,
as desired. 
Lemma 6.7. The map Jg⊗Dh
κg,h
→ Dgh⊗Jg induced by
(40) ag⊗ bh 7→ αg(bh1g−1)⊗ag,
for any g, h ∈ G, is an R-R-bimodule isomorphism.
Proof. First, κg,h is well defined by (38). Notice that κg,h is bijective with inverse
ιg,h : Dgh⊗Jg → Jg⊗Dh, agh⊗bg 7→ bg⊗αg−1(agh1g), for all agh ∈ Dgh and bg ∈ Jg.
Indeed,
ιg,h ◦ κg,h(ag⊗ bh) = ιg,h(αg(bh1g−1)⊗ag) = ag⊗bh1g−1
(38)
= 1gag⊗bh = ag⊗bh.
In addition,
κg,h ◦ ιg,h(agh⊗bg) = κg,h(bg⊗αg−1(agh1g)) = agh1g⊗bg = agh⊗1gbg = agh⊗bg.
Finally, to prove that κg,h is R-R-linear take r1, r2 ∈ R. Then,
κg,h(r1 · ag⊗ bhr2) = αg(bhr21g−1)⊗r1 · ag = αg(bh1g−1)αg(r21g−1)⊗r1 · ag
= αg(bh1g−1)r1⊗αg(r21g−1) · ag = r1αg(bh1g−1)⊗agr2.
This completes the proof. 
6.1. The map H1(G,α∗,PicS(R))
ϕ6
→ H3(G,α,R). Let f ∈ Z1(G,α∗,PicS(R)) and
Φf = fΦ0. Write Φf (g) = [Jg]. By Lemma 6.3 the map Φf is a partial homomorphism
such that Φf (g)Φf (g
−1) = [Dg]. Then, there is a family of R-R-bimodule isomorphisms
{χg,h : Jg⊗Jh → Dg⊗Jgh}g,h∈G.
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Consider the following diagram
(41) Jg⊗Jh⊗Jl
χg,h⊗idl

idg⊗χh,l
// Jg⊗Dh⊗Jhl
κg,h⊗idhl
// Dgh⊗Jg⊗Jhl
idDgh⊗χg,hl
// Dgh⊗Dg⊗Jghl
τgh,g⊗idghl

Dg⊗Jgh⊗Jl
idDg⊗χgh,l
// Dg⊗Dgh⊗Jghl
,
for any g, h, l ∈ G, where κg,h is from Lemma 6.7 and τgh,g is the twisting u⊗v 7→ v⊗u.
We use diagram (41) to construct a cocycle in Z3(G,α,R). Let ω˜(g, h, l) be the map
obtained making a counterclockwise loop in (41):
(idDg⊗χgh,l)◦(χg,h⊗idl)◦(idg⊗χh,l)
−1◦(κg,h⊗idhl)
−1◦(idDgh⊗χg,hl)
−1◦(τgh,g⊗idghl)
−1,
for all g, h, l ∈ G. Evidently, ω˜(g, h, l) is a left R-linear automorphism of Dg⊗Dgh⊗Jghl.
Moreover, from the fact that
(42) (ag⊗bgh⊗cghl) · (tg⊗ugh⊗vghl) = agtg⊗bghugh⊗cghlvghl = agbghcghltg⊗ugh⊗vghl,
for all ag, tg ∈ Dg, bgh, ugh ∈ Dgh, cghl ∈ Dghl, vghl ∈ Jghl, and g, h, l ∈ G, we conclude
that ω˜(g, h, l) is an invertible element of
EndDg⊗Dgh⊗Dghl(Dg⊗Dgh⊗Jghl)
∼= Dg⊗Dgh⊗EndDghl(Jghl)
∼= Dg⊗Dgh⊗Dghl,
where the last ring isomorphism follows from Remark 6.4. Thus there is a unique in-
vertible element ω1(g, h, l) ∈ U(Dg⊗Dgh⊗Dghl) such that ω˜(g, h, l)(z) = ω1(g, h, l)z,
for all z ∈ Dg⊗Dgh⊗Jghl, and it follows from (42) that there is a unique ω(g, h, l) ∈
U(DgDghDghl) satisfying
ω˜(g, h, l)z = ω(g, h, l)z, g, h, l ∈ G, z ∈ Dg⊗Dgh⊗Jghl.
We shall check that ω ∈ Z3(G,α,R), or equivalently
(43) (δ3ω)(g, h, l, t) = 1g1gh1ghl1ghlt, for all g, h, l, t ∈ G,
where δ3 is the coboundary operator given by (2).
Since (δ3ω)(g, h, l, t) and 1g1gh1ghl1ghlt belong to theR
α-moduleR, equality (43) holds
if and only if for every p ∈ Spec(Rα) the image of (δ3ω)(g, h, l, t) in (DgDghDghlDghlt)p
is (1g1gh1ghl1ghlt)p. But if Dg is semi-local for any g ∈ G, Remark 6.5 implies Jg = Dgug,
and it follows that
χg,h(agug⊗bhuh) = agαg(bh1g−1)χg,h(ug⊗uh) = agαg(bh1g−1)ρ˜(g, h)(1g⊗ugh),
with ρ˜(g, h) ∈ U(Dg⊗Dgh). One can write ρ˜(g, h) = 1g⊗ρ(g, h), where ρ(g, h) belongs
to U(DgDgh). In particular, we have a map ρ ∈ C
2(G,α,R) and
χg,h(agug⊗bhuh) = agαg(bh1g−1)ρ(g, h)1g⊗ugh.
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We conclude that χ−1g,h(1g⊗ugh) = ρ(g, h)
−1ug⊗uh, where ρ(g, h)
−1 is the inverse of
ρ(g, h) in DgDgh. Now we apply ω(g, h, l) to 1g⊗1gh⊗ughl.
1g⊗1gh⊗ughl 7→ 1gh⊗1g⊗ughl 7→ 1gh⊗ρ
−1(g, hl)ug⊗uhl 7→ ρ(g, hl)
−1ug⊗1h1g−1⊗uhl
(38)
= ρ(g, hl)−1ug⊗1h⊗uhl 7→ ρ(g, hl)
−1αg(ρ(h, l)
−11g−1)ug⊗uh⊗ul
7→ ρ(g, hl)−1αg(ρ(h, l)
−11g−1)ρ(g, h)1g⊗ugh⊗ul
7→ ρ(g, hl)−1αg(ρ(h, l)
−11g−1)ρ(g, h)ρ(gh, l)1g⊗1gh⊗ughl.
Thus,
ω(g, h, l)(1g⊗1gh⊗ughl) = (δ
2ρ−1)(g, h, l)(1g⊗1gh⊗ughl), g, h, l ∈ G.
Hence, ω(g, h, l) = (δ2ρ−1)(g, h, l) and it follows from Proposition 2.3 that
(δ3ω)(g, h, l, t) = 1g1gh1ghl1ghlt.
This yields ω ∈ Z3(G,α,R).
Claim 6.8. The map ϕ6 : H
1(G,α∗,PicS(R)) ∋ cls(f) → cls(ω) ∈ H3(G,α,R) is well
defined.
Proof. If one takes another family {χ′g,h : Jg⊗Jh → Dg⊗Jgh}g,h∈G of R-R-bimodule iso-
morphisms, the map χ′g,h◦χ
−1
g,h is an invertible element of EndDg⊗Dgh(Dg⊗Jgh), and there
exists σ(g, h) ∈ U(DgDgh) such that χ
′
g,h◦χ
−1
g,h(z) = σ(g, h)z, for all z ∈ Dg⊗Jgh. Thus,
σ ∈ C2(G,α,R), χg,h = σ(g, h)χ
′
g,h, and setting ω˜
′(g, h, l) = (idDg⊗χ
′
gh,l) ◦ (χ
′
g,h⊗idl) ◦
(idg⊗χ
′
h,l)
−1 ◦ (κg,h⊗idhl)
−1 ◦ (idDgh⊗χ
′
g,hl)
−1 ◦ (τgh,g⊗idghl)
−1, we see that after local-
izaing by ideals in Spec(Rα) that
ω′(g, h, l) = (δ2σ−1)(g, h, l)ω(g, h, l).
This implies that cls(ω) = cls(ω′) in H3(G,α,R).
On the other hand taking another representative J ′g ∈ [Jg], for any g ∈ G, we have
families of R-R-bimodule isomorphisms {χ′g,h : J
′
g⊗J
′
h → Dg⊗J
′
gh}g,h∈G and {ζg : Jg →
J ′g}g∈G.
Let χ′′g,h = (idDg⊗ζgh) ◦ χg,h ◦ (ζ
−1
g ⊗ζ
−1
h ), g, h ∈ G. Thus, if ω
′ and ω′′ are the corre-
sponding cocycles in Z3(G,α,R) induced by the families {χ′g,h : J
′
g⊗J
′
h → Dg⊗J
′
gh}g,h∈G
and {χ′′g,h : J
′
g⊗J
′
h → Dg⊗J
′
gh}g,h∈G respectively, by the above we have cls(ω
′) = cls(ω′′)
in H3(G,α,R). We shall prove that ω = ω′′.
By localization we may assume that each Dg, g ∈ G, is a semi-local ring. Then, by
Remark 6.5 there is ug ∈ Jg such that Jg = Dgug and J
′
g = Dgu
′
g, where ζg(ug) = u
′
g.
Hence, the equality χg,h(aug⊗buh) = aαg(b1g−1)ρ(g, h)1g⊗ugh, for all g, h ∈ G, and the
definition of χ′′g,h imply
χ′′g,h(au
′
g⊗bu
′
h) = aαg(b1g−1)ρ(g, h)1g⊗u
′
gh,
and using the construction of ω and ω′′ we get ω = ω′′.
PARTIAL GALOIS COHOMOLOGY AND RELATED HOMOMORPHISMS 35
Finally, if cls(f) = cls(f ′) ∈ H1(G,α∗,PicS(R)), there exists f0 ∈ B
1(G,α∗,PicS(R))
such that f ′ = f0f, and [P ] ∈ Pic(R) with f0(g) = [P ]α
∗
g([P
∗][Dg−1 ]), for all g ∈ G.
Hence,
Φf ′(g) = f
′(g)Φ0(g) = f0(g)f(g)Φ0(g)
= [P ]α∗g([P
∗][Dg−1 ])f(g)Φ0(g)
(35),(36)
= [P ]Φ0(g)[P
∗] Φ0(g
−1)f(g)Φ0(g)︸ ︷︷ ︸
∈PicS(R)
= [P ]Φ0(g)Φ0(g
−1)f(g)Φ0(g)[P
∗]
(34)
= [P ]f(g)Φ0(g)[P
∗]
= [P ]Φf (g)[P
∗].
Set Φf (g) = [Jg]. Let {χg,h : Jg⊗Jh → Dg⊗Jgh}g,h∈G be a family of R-R-bimodule iso-
morphisms which come from Φf , and ω ∈ Z
3(G,α,R) determined by the χg,h. Identify-
ing (P⊗Jg⊗P
∗)⊗(P⊗Jh⊗P
∗) ∼= P⊗Jg⊗Jh⊗P
∗, we choose the family of R-R-bimodule
isomorphisms
{χ′g,h : P⊗Jg⊗Jh⊗P
∗ → P⊗Dg⊗Jgh⊗P
∗}g,h∈G,
where χ′g,h = idP⊗χg,h⊗idP ∗ : P⊗Jg⊗Jh⊗P
∗ → P⊗Dg⊗Jgh⊗P
∗, for all g, h ∈ G. The
isomorphisms {χ′g,h} correspond to Φf ′(g). Therefore, if ω
′ ∈ Z3(G,α,R) is induced by
the family {χ′g,h}g,h∈G, we get
ω′(g, h, l)=idP⊗ω(g, h, l)⊗idP ∗∈EndR(P )⊗EndDg⊗Dgh⊗Dghl(Dg⊗Dgh⊗Jghl)⊗EndR(P
∗).
Finally, since the R-algebra isomorphisms EndR(P ) ∼= R ∼= EndR(P
∗), send idP and
idP ∗ to 1R, we obtain that ω
′ coincides with ω. This shows that ϕ6 is well defined. 
Theorem 6.9. ϕ6 : H
1(G,α∗,PicS(R))→ H3(G,α,R) is a group homomorphism.
Proof. Let f, f ′ ∈ Z1(G,α∗,PicS(R)). Write Φf (g) = [Jg] and Φf ′(g) = [J
′
g].
Notice that f(g) = f(g)[Dg] = f(g)Φ0(g)Φ0(g
−1) = [Jg⊗g−1(Dg)I ]. Then Φff ′(g) =
[Jg⊗g−1(Dg)I⊗J
′
g], for all g ∈ G, and there are R-R-bimodule isomorphisms
{Fg,h : Tg⊗Th → Dg⊗Tgh}g,h∈G,
where Tg = Jg⊗g−1(Dg)I⊗J
′
g, g ∈ G. We shall make a specific choice of the Fg,h. Notice
first that
Tg⊗Th
(39)
∼= (Jg⊗g−1(Dg)I⊗J
′
g⊗Dg−1)⊗[(Jh⊗h−1(Dh)I)︸ ︷︷ ︸
∈PicS(R)
⊗J ′h]
∼= (Jg⊗g−1(Dg)I⊗J
′
g⊗Dg−1)⊗[(Jh⊗h−1(Dh)I)⊗Dg−1⊗J
′
h].
Moreover, g−1(Dg)I⊗g(Dg−1)I ∼= Dg−1 by (34), and we see that Tg⊗Th is isomorphic to
[(Jg⊗g−1(Dg)I⊗ (J
′
g⊗g−1(Dg)I︸ ︷︷ ︸
∈PicS(R)
)]⊗[g(Dg−1)I⊗(Jh⊗h−1(Dh)I)⊗g−1(Dg)I︸ ︷︷ ︸
∈PicS(R)
] ⊗g(Dg−1)I⊗J
′
h
36 M. DOKUCHAEV, A. PAQUES, AND H. PINEDO
as R-R-bimodules. Furthermore, since the elements in PicS(R) commute, there are
R-R-bimodule isomorphisms
Tg⊗Th ∼= (Jg⊗g−1(Dg)I)⊗[g(Dg−1)I⊗(Jh⊗h−1(Dh)I)⊗g−1(Dg)I ]⊗
(J ′g⊗g−1(Dg)I)⊗g(Dg−1)I⊗J
′
h
∼= Jg⊗[g−1(Dg)I⊗g(Dg−1)I ]⊗[Jh⊗h−1(Dh)I⊗g−1(Dg)I ]⊗J
′
g
⊗[g−1(Dg)I⊗g(Dg−1)I ]⊗J
′
h
(34)
∼= (Jg⊗Dg−1)⊗Jh⊗h−1(Dh)I⊗g−1(Dg)I⊗(J
′
g⊗Dg−1)⊗J
′
h
(39)
∼= (Jg⊗Jh)⊗[h−1(Dh)I⊗g−1(Dg)I ]⊗(J
′
g⊗J
′
h).
Now, applying χg,h, χ
′
g,h and Lemma 6.6, we get
Tg⊗Th ∼= Dg⊗Jgh⊗h−1(Dh)I⊗ (g−1(Dg)I⊗Dg)︸ ︷︷ ︸⊗J
′
gh
∼= Dg⊗Jgh⊗[h−1(Dh)I⊗g−1(Dg)I ]⊗J
′
gh
∼=Dg⊗Jgh⊗(Dh−1⊗h−1g−1(Dgh)I)⊗J
′
gh
∼= Dg⊗(Jgh⊗Dh−1)⊗h−1g−1(Dgh)I⊗J
′
gh
(40)
∼= Dg⊗Dg⊗Jgh⊗h−1g−1(Dgh)I⊗J
′
gh
∼= Dg⊗Jgh⊗h−1g−1(Dgh)I⊗J
′
gh = Dg⊗Tgh,
and we pick the family {Fg,h}g,h∈G as the composition of the isomorphisms constructed
above. By direct verification we obtain the following:
Claim 6.10. The values of Fg,h are given by
(44) Fg,h((xg⊗dg⊗x
′
g)⊗(xh⊗dh⊗x
′
h)) = χg,h(xg⊗xh)⊗dgαg(dh1g−1)χ
′
g,h(x
′
g⊗x
′
h),
for any (xg⊗dg⊗x
′
g)⊗(xh⊗dh⊗x
′
h) ∈ Tg⊗Th, g, h ∈ G, where dgαg(dh1g−1)χ
′
g,h(x
′
g⊗x
′
h)
is considered in h−1g−1(Dgh)I⊗J
′
gh, and is given by
∑
i
dgαg(dh1g−1)e
′
g,i⊗v
′
gh,i, in which
χ′g,h(x
′
g⊗x
′
h) =
∑
i e
′
g,i⊗v
′
gh,i.
We shall also need the next.
Claim 6.11. The inverse of Fg,h is given by
(45) dg⊗xgh⊗dgh⊗x
′
gh 7→
∑
i,j
(yg,i⊗1g⊗y
′
g,j)⊗(zh,i⊗αg−1(dgh1g)⊗z
′
h,j), g, h ∈ G,
where χg,h(
∑
i yg,i⊗zh,i) = dg⊗xgh and χ
′
g,h(
∑
j y
′
g,j⊗z
′
h,j) = 1g⊗x
′
gh, g, h ∈ G.
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Let Vg,h be the map defined by (45). Then,
dg⊗xgh⊗dgh⊗x
′
gh
Vg,h
7→
∑
i,j
(yg,i⊗1g⊗y
′
g,j)⊗(zh,i⊗αg−1(dgh1g)⊗z
′
h,j)
Fg,h
7→
∑
i,j
[χg,h(yg,i⊗zh,i)⊗dgh1gχ
′
g,h(y
′
g,j⊗z
′
h,j)]
= (
∑
i
χg,h(yg,i⊗zh,i))⊗dgh1g
∑
j
χ′g,h(y
′
g,j⊗z
′
h,j)
= dg⊗xgh⊗dgh1g⊗x
′
gh
= dg⊗xgh⊗1h−1 • dgh⊗x
′
gh
= dg⊗1gxgh⊗dgh⊗x
′
gh
= dg⊗xgh⊗dgh⊗x
′
gh,
and since Fg,h is invertible, we conclude that Vg,h = F
−1
g,h for all g, h ∈ G.
The automorphism ω˜F induced by the family {Fg,h}g,h∈G is ω˜F (g, h, l) = (idDg⊗Fgh,l)◦
(Fg,h⊗idl) ◦ (idg⊗Fh,l)
−1 ◦ (κg,h⊗idhl)
−1 ◦ (idDgh⊗Fg,hl)
−1 ◦ (τgh,g⊗idghl)
−1. Hence, for
any ughl = 1g⊗1gh⊗xghl⊗dghl⊗x
′
ghl ∈ dom ω˜F (g, h, l), there is a unique ωF (g, h, l) ∈
U(DgDghDghl), g, h, l ∈ G, such that ω˜F (g, h, l)(ughl) = ωF (g, h, l)ughl.
Claim 6.12. ωF = ωω
′, or equivalently ω˜F (g, h, l)(ughl) = ωω
′(g, h, l)ughl , for all
g, h, l ∈ G.
First, we calculate the value ω˜(g, h, l)(1g⊗1gh⊗xghl), where xghl ∈ Jghl. For this we
denote
χ−1g,hl(1g⊗xghl) =
∑
i
yg,i⊗zhl,i, χ
−1
h,l (1h⊗zhl,i) =
∑
m
u
(i)
h,m⊗v
(i)
l,m
and
χg,h(yg,i⊗u
(i)
h,m) =
∑
k
s
(i,m)
g,k ⊗t
(i,m)
gh,k , χgh,l(t
(i,m)
gh,k ⊗v
(i)
l,m) =
∑
p
c
(i,m,k)
gh,p ⊗e
(i,m,k)
ghl,p .
Then,
1g⊗1gh⊗xghl 7→ 1gh⊗1g⊗xghl 7→ 1gh⊗χ
−1
g,hl(1g⊗xghl)
=
∑
i
(1gh⊗yg,i⊗zhl,i) 7→
∑
i
(yg,i⊗1h⊗zhl,i)
7→
∑
i
[yg,i⊗χ
−1
h,l (1h⊗zhl,i)] =
∑
i,m
[yg,i⊗(u
(i)
h,m⊗v
(i)
l,m)]
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7→
∑
i,m
[χg,h(yg,i⊗u
(i)
h,m)⊗v
(i)
l,m)] =
∑
i,m,k
[(s
(i,m)
g,k ⊗t
(i,m)
gh,k )⊗v
(i)
l,m)]
7→
∑
i,m,k
[s
(i,m)
g,k ⊗χgh,l(t
(i,m)
gh,k ⊗v
(i)
l,m)]
=
∑
i,m,k,p
[s
(i,m)
g,k ⊗(c
(i,m,k)
gh,p ⊗e
(i,m,k)
ghl,p )]
= 1g⊗1gh⊗
∑
i,m,k,p
(s
(i,m)
g,k c
(i,m,k)
gh,p e
(i,m,k)
ghl,p ).
Since ω˜(g, h, l)(1g⊗1gh⊗xghl) = ω(g, h, l)(1g⊗1gh⊗xghl), the uniqueness of ω(g, h, l)
implies
(46) 1g⊗1gh⊗
∑
i,m,k,p
(s
(i,m)
g,k c
(i,m,k)
gh,p e
(i,m,k)
ghl,p ) = 1g⊗1gh⊗ω(g, h, l)xghl,
for all g, h, l ∈ G. Analogously, denoting
χ′−1g,hl(1g⊗x
′
ghl) =
∑
j
y′g,j⊗z
′
hl,j, χ
′−1
h,l (1h⊗z
′
hl,j) =
∑
n
u′
(j)
h,n⊗v
′(j)
l,n
and
χ′g,h(y
′
g,j⊗u
′(j)
h,n) =
∑
k′
s′
(j,n)
g,k′ ⊗t
′(j,n)
gh,k′ , χ
′
gh,l(t
′(j,n)
gh,k′⊗v
′(j)
l,n) =
∑
p′
c′
(j,n,k′)
gh,p′ ⊗e
′(j,n,k
′)
ghl,p′ ,
we obtain 1g⊗1gh⊗
∑
j,n,k′,p′
s′
(j,n)
g,k′ c
′(j,n,k
′)
gh,p′ e
′(j,n,k
′)
ghl,p′ = 1g⊗1gh⊗ω
′(g, h, l)x′ghl, which implies
(47)
∑
j,n,k′,p′
s′
(j,n)
g,k′ c
′(j,n,k
′)
gh,p′ e
′(j,n,k
′)
ghl,p′ = ω
′(g, h, l)x′ghl.
Now we use (44), (45) and diagram (41) to calculate ω˜F (g, h, l)ughl. We have that
ughl 7→ 1gh⊗1g⊗xghl⊗dghl⊗x
′
ghl 7→ 1gh⊗F
−1
g,hl(1g⊗xghl⊗dghl⊗x
′
ghl)
=
∑
i,j
1gh⊗(yg,i⊗1g⊗y
′
g,j)⊗(zhl,i⊗αg−1(dghl1g)⊗z
′
hl,j)
7→
∑
i,j
κ−1g,h(1gh⊗(yg,i⊗1g⊗y
′
g,j))⊗(zhl,i⊗αg−1(dghl1g)⊗z
′
hl,j)
=
∑
i,j
yg,i⊗1g⊗y
′
g,j︸ ︷︷ ︸
∈Tg
⊗1h1g−1⊗(zhl,i⊗αg−1(dghl1g)⊗z
′
hl,j)
=
∑
i,j
yg,i⊗1g⊗y
′
g,j⊗1h⊗(zhl,i⊗αg−1(dghl1g)⊗z
′
hl,j)
7→
∑
i,j
(yg,i⊗1g⊗y
′
g,j)⊗F
−1
h,l [1h⊗(zhl,i⊗αg−1(dghl1g)⊗z
′
hl,j)]
=
∑
i,j,m,n
(yg,i⊗1g⊗y
′
g,j)⊗[(u
(i)
h,m⊗1h⊗u
′(j)
h,n)⊗(v
(i)
l,m⊗αh−1(αg−1(dghl1g)1h)⊗v
′(j)
l,n)]
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7→
∑
i,j
m,n
Fg,h[(yg,i⊗1g⊗y
′
g,j)⊗(u
(i)
h,m⊗1h⊗u
′(j)
h,n)]⊗(v
(i)
l,m⊗αh−1(αg−1(dghl1g)1h)⊗v
′(j)
l,n)]
=
∑
i,j
k,n
χg,h(yg,i⊗u
(i)
h,m)⊗ 1g︸︷︷︸ 1ghχ
′
g,h(y
′
g,j⊗u
′(j)
h,n)⊗(v
(i)
l,m⊗αh−1(αg−1(dghl1g)1h)⊗v
′(j)
l,n)
=
∑
i,j
k,n
χg,h(yg,i⊗u
(i)
h,m)⊗1ghχ
′
g,h(y
′
g,j⊗u
′(j)
h,n)⊗(v
(i)
l,m⊗αh−1(αg−1(dghl1g)1h)⊗v
′(j)
l,n)
=
∑
i,j
m,n
χg,h(yg,i⊗u
(i)
h,m)⊗1ghχ
′
g,h(y
′
g,j⊗u
′(j)
h,n)⊗(v
(i)
l,m⊗α(gh)−1(dghl1gh)︸ ︷︷ ︸
∈
l−1(Dl)I
1h−1⊗v
′(j)
l,n)
=
∑
i,j
m,n
χg,h(yg,i⊗u
(i)
h,m)⊗1ghχ
′
g,h(y
′
g,j⊗u
′(j)
h,n)⊗(v
(i)
l,m︸︷︷︸
∈ Jl
1l−1h−1⊗α(gh)−1(dghl1gh)⊗v
′(j)
l,n)
=
∑
i,j
m,n
χg,h(yg,i⊗u
(i)
h,m)⊗1ghχ
′
g,h(y
′
g,j⊗u
′(j)
h,n)⊗(v
(i)
l,m⊗α(gh)−1(dghl1gh)⊗v
′(j)
l,n)
=
∑
i,j,k
n,m,k′
[(s
(i,m)
g,k ⊗t
(i,m)
gh,k )⊗(1ghs
′(j,n)
g,k′ ⊗t
′(j,n)
gh,k′)⊗(v
(i)
l,m⊗α(gh)−1(dghl1gh)⊗v
′(j)
l,n)]
7→
∑
i,j,k
n,m,k′
s
(i,m)
g,k ⊗Fgh,l[(t
(i,m)
gh,k ⊗1ghs
′(j,n)
g,k′ ⊗t
′(j,n)
gh,k′)⊗(v
(i)
l,m⊗α(gh)−1(dghl1gh)⊗v
′(j)
l,n)]
=
∑
i,j,k
n,m,k′
s
(i,m)
g,k ⊗χgh,l(t
(i,m)
gh,k ⊗v
(i)
l,m)⊗s
′(j,n)
g,k′ αgh(α(gh)−1(dghl1gh))χ
′
gh,l(t
′(j,n)
gh,k′⊗v
′(j)
l,n)
=
∑
i,j,k
n,m,k′
s
(i,m)
g,k ⊗χgh,l(t
(i,m)
gh,k ⊗v
(i)
l,m)⊗s
′(j,n)
g,k′ dghlχ
′
gh,l(t
′(j,n)
gh,k′⊗v
′(j)
l,n)
=
∑
i,m,k
s
(i,m)
g,k ⊗χgh,l(t
(i,m)
gh,k ⊗v
(i)
l,m)⊗dghl
∑
j,n,k′
s′
(j,n)
g,k′ χ
′
gh,l(t
′(j,n)
gh,k′⊗v
′(j)
l,n)
= 1g⊗1gh⊗
∑
i,m,k,p
(s
(i,m)
g,k c
(i,m,k)
gh,p e
(i,m,k)
ghl,p )⊗dghl⊗
∑
j,n,k′,p′
(s′
(j,n)
g,k′ c
′(j,n,k
′)
gh,p′ e
′(j,n,k
′)
ghl,p′ )
(46,47)
= 1g⊗1gh⊗ω(g, h, l)xghl⊗dghl⊗ω
′(g, h, l)x′ghl
= ω(g, h, l)ω′(g, h, l)(1g⊗1gh⊗xghl⊗dghl⊗x
′
ghl)
= ω(g, h, l)ω′(g, h, l)ughl.
Therefore, ϕ6 is a group homomorphism. 
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