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A remarkable recent experiment has observed Mott insulator and proximate superconductor
phases in twisted bilayer graphene when electrons partly fill a nearly flat mini-band that arises
a ‘magic’ twist angle. However, the nature of the Mott insulator, origin of superconductivity and
an effective low energy model remain to be determined. We propose a Mott insulator with inter-
valley coherence that spontaneously breaks U(1) valley symmetry, and describe a mechanism that
selects this order over the competing magnetically ordered states favored by the Hunds coupling.
We also identify symmetry related features of the nearly flat band that are key to understanding the
strong correlation physics and constrain any tight binding description. First, although the charge
density is concentrated on the triangular lattice sites of the moire´ pattern, the Wannier states of
the tight-binding model must be centered on different sites which form a honeycomb lattice. Next,
spatially localizing electrons derived from the nearly flat band necessarily breaks valley and other
symmetries within any mean-field treatment, which is suggestive of a valley-ordered Mott state,
and also dictates that additional symmetry breaking is present to remove symmetry-enforced band
contacts. Tight-binding models describing the nearly flat mini-band are derived, which highlight the
importance of further neighbor hopping and interactions. We discuss consequences of this picture
for superconducting states obtained on doping the valley ordered Mott insulator. We show how
important features of the experimental phenomenology may be explained and suggest a number
of further experiments for the future. We also describe a model for correlated states in trilayer
graphene heterostructures and contrast it with the bilayer case.
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I. Introduction
Superconductivity occurs proximate to a Mott insu-
lator in a few materials. The most famous are the
cuprate high-Tc materials [1]; others include layered or-
ganic materials [2], certain fullerene superconductors [3],
and some iron-based superconductors [4]. In these sys-
tems, there is a complex and often poorly understood
relationship between the Mott insulator and the super-
conductor, which has spurred tremendous research ac-
tivity in condensed matter physics in the last 30 years.
Very recently, in some remarkable developments, both
Mott insulating behavior and proximate superconduc-
tivity have been observed in a very different platform:
two layers of graphene that are rotated by a small angle
relative to each other [5, 6].
Twisted bilayer graphene (TBG) structures have been
studied intensely in the last few years [7–18]. The charge
density is concentrated on a moire´ pattern which forms
(at least approximately) a triangular lattice [8, 9, 11,
14, 15]. The electronic states near each valley of each
graphene monolayer hybridize with the corresponding
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2states from the other monolayer. When the twisting
angle is close to certain discrete values known as the
magic angles, theoretical calculations show that there
are two nearly flat bands (per valley per spin) that form
in the middle of the full spectrum that are separated
from other bands.[12] When the carrier density is such
that the chemical potential lies within these nearly flat
bands, interaction effects are expected to be enhanced.
At a filling of 1/4 or 3/4 (denoted ν = −2 and +2 re-
spectively with full band filling denoted ν = +4) of these
nearly flat bands, Ref. 5 reported insulating behavior at
very low temperatures. At such fillings band insulation is
forbidden, which leads naturally to the expectation that
these are correlation-driven (Mott) insulators. Doping
the Mott insulator at 1/4 band filling - with either elec-
trons or holes - reveals superconductivity at low T [6].
A number of other striking observations have been
made in Refs. 5 and 6 about both the Mott insulator
and the superconductor from transport studies in a mag-
netic field. The Mott insulation is suppressed through
the Zeeman coupling of the magnetic field at a low scale
≈ 5T - roughly the same scale as the activation gap in-
ferred from zero field resistivity. Quantum oscillations
are seen in the hole doped state with a frequency set (in
the hole doped side) by the density deviation from the
Mott insulator. The degeneracy of the corresponding
Landau levels is half of what might be expected from
the spin and valley degrees of freedom that character-
ize electrons in graphene. The superconductivity occurs
at temperatures that are high given the low density of
charge carriers. Just like in other doped Mott insulators,
there is a dome of superconductivity with Tc reaching an
“optimal” value at a finite doping. The superconductiv-
ity is readily suppressed in accessible magnetic fields -
both perpendicular and parallel to the plane.
The observation of these classic phenomena in
graphene gives new hope for theoretical progress in ad-
dressing old questions on Mott physics and its relation-
ship to superconductivity. They also raise a number of
questions. What is the nature of the insulators seen at
these fractional fillings? How are they related to the
observed superconductivity? On the theoretical side,
what is an appropriate model that captures the essen-
tial physics of this system?
In this paper we make a start on addressing these ques-
tions. The two nearly flat bands for each valley found in
the band structure have Dirac crossings at the moire´ K
points (but not Γ). We argue that these Dirac crossings
are protected by symmetries of the TBG system. We
show that this precludes finding a real space representa-
tion of the nearly flat bands in terms of Wannier orbitals
localized at the triangular moire´ sites, in contrast to nat-
ural expectations. Thus, a suitable real space lattice
model is necessarily different from a correlated triangu-
lar lattice model with two orbitals (corresponding to the
two valleys) per site. We instead show that a represen-
tation that is faithful to the Dirac crossings is possible
on a honeycomb lattice with two orbitals per site, but
even this has some subtleties. First, one cannot imple-
ment a natural representation of all the important sym-
metries in the problem, which include spatial symme-
tries, time-reversal, and a separate conservation of elec-
trons of each valley (which we dub Uv(1)). Second, since
the charge density is concentrated at the moire´ triangu-
lar sites (which appear as the centers of the honeycomb
plaquettes), the dominant interaction is not an on-site
Coulomb repulsion on the honeycomb sites. Rather it
is a ‘cluster charging energy’ that favors having a fixed
number of electrons in each honeycomb plaquette. This
makes this model potentially rather different from more
standard Hubbard models with on-site interactions.
Armed with this understanding of the microscopics,
we can begin to address the experimental phenomenol-
ogy. We propose that this system spontaneously breaks
the valley Uv(1) symmetry - we call the resulting order as
“Inter-Valley Coherent” (IVC). We discuss microscopic
mechanisms that stabilize IVC symmetry breaking. We
point out that even when the IVC is fully polarized it
cannot, by itself, lead to a fully insulating state, but
rather leads to a Dirac semi-metal. The development
of a true insulator needs a further symmetry breaking
(or some more exotic mechanism) to gap out the Dirac
points. We show that once the valley symmetry is spon-
taneously broken, the physics at lower energy scales can
be straightforwardly formulated in terms of a real space
honeycomb lattice tight-binding model with a dominant
cluster charging interaction, and other weaker interac-
tions. We outline a number of different possible routes in
which a true insulator can be obtained in such a IVC or-
dered system. A concrete example is a state that further
breaks C3 rotational symmetry. We show how doping
this specific IVC insulator can explain the phenomenol-
ogy of the experiments. We present a possible pairing
mechanism due to an attractive interaction mediated by
Goldstone fluctuations of the IVC phase. We describe
and contrast features of other distinct routes by which
the IVC state can become a true insulator at ν = ±2.
We propose a number of future experiments that can
distinguish between the different routes through which a
IVC can become a true insulator.
In addition, very recently a heterostructure of ABC-
stacked trilayer graphene and boron nitride (TLG/hBN),
which also forms a triangular moire´ superlattice even at
zero twist angle was studied [19]. This system also fea-
tures nearly flat bands that are separated from the rest
of the spectrum. Correlated Mott insulating states were
seen at fractional fillings of the nearly flat band. Un-
like the TBG, here the nearly flat band has no Dirac
crossing. This makes the details of the two systems po-
tentially rather different. In particular, the nearly flat
band of the TLG/hBN can be modeled in real space
as a triangular lattice model with two orbitals per site,
supplemented with interactions. However, the hopping
matrix elements are, in general, complex (but subjected
to some symmetry restrictions). We describe some prop-
erties of this model, and suggest that this system offers a
3good possibility to realize novel kinds of quantum spin-
orbital liquid states.
II. Electronic Structure of Twisted Bilayer
Graphene: General Considerations
A. Setup
First, to establish notation, let us consider a graphene
monolayer, with lattice vectors A1 and A2 (see Ap-
pendix A for details). The honeycomb lattice sites are
located at r1, 2 =
1
2 (A1 +A2)∓ 16 (A1 −A2), where the− and + signs are respectively for the sites labeled by 1
and 2.
Now consider the moire´ pattern generated in the
twisted bilayer problem. For concreteness, imagine we
begin with a pair of perfectly aligned graphene sheets,
and consider twisting the top layer by an angle θ relative
to the bottom one. Now we have two pairs of reciprocal
lattice vectors, the original ones Ba and B
′
a = RθBa.
Like references [7, 12] we approximate the moire´ super-
lattice by the relative wavevectors, leading to a periodic
structure with reciprocal lattice vectors ba = B
′
a−Ba =
(Rθ − I)Ba. For small θ we can approximate this by
ba = θzˆ ×Ba. Thus, the moire´ pattern also has trian-
gular lattice symmetry, but it is rotated by 90◦ and has
a much larger lattice constant. Note, in this dominant
harmonic approximation, questions of commensuration/
incommensuration are avoided since no comparison is
made between the other sets of harmonics of the moire´
superlattice that are not commensurate to the dominant
one.
Let us now briefly review the low energy electronic
structure of monolayer graphene to set the notation.
Parameterizing k =
∑
j=1,2 gjBj for gj ∈ (−1/2, 1/2],
the Bloch Hamiltonian for the nearest neighbor hopping
model is:
H(g) =t(e−i
2pi
3 (g1−g2) + e−i
2pi
3 (g1+2g2) + ei
2pi
3 (2g1+g2))σ−
+ h.c.
(1)
Note that, as a general property of our present choice
of Fourier transform, the Bloch Hamiltonian is not
manifestly periodic in the Brillouin zone. Rather, for
any reciprocal lattice vector B, we have H(k + B) =
ηBH(k)η
†
B, where ηB = diag(e
−iB·ra). One can now
pass to a continuum limit near each Dirac points K =
(2B1 − B2)/3 and −K. We then have the linearized
Hamiltonian
H(K + k) = −~vF k · σ;
H(−K + k) = ~vF k · σ∗, (2)
where ~vF =
√
3ta/2 in our simple nearest-neighbor
model. Since H(q) is not periodic in the BZ, expanding
about the other equivalent Dirac points will lead to a
slightly modified form of the Hamiltonian (due to conju-
gation by some η). In second quantized notation we can
write the continuum Hamiltonian:
hˆ+ =− ~vF
∫
d−2k ψˆ†+;k (k · σ) ψˆ+;k;
hˆ− = + ~vF
∫
d−2k′ ψˆ†−;k′ (k
′ · σ∗) ψˆ−;k′ .
(3)
where the momentum integration is understood to be
implemented near the Dirac point momentum by intro-
ducing a cutoff |k| ≤ Λ and d−2k = dkxdky(2pi)2 . The symme-
try implementation on the continuum fields is tabulated
in Appendix A. For example, C3-rotation symmetry is
represented as Cˆ3ψˆ±µ;kCˆ−13 = e
∓i 2pi3 σ3 ψˆ±µ;C3k, where
µ = t,b is the layer index.
Next, we couple the degrees of freedom in the two lay-
ers of graphene and arrive at a continuum theory for the
twisted bilayer graphene system [7, 12]. First, we note
that the rotated Bloch Hamiltonian of a monolayer can
then be identified as Hϕ(k) = H(R−ϕk). Linearizing
about the rotated K point RϕK, obtains hˆ±(ϕ), with
hˆ±(ϕ) defined by replacing σ 7→ σϕ in hˆ±, where
σϕ ≡ e−iϕσ3/2 σ eiϕσ3/2. (4)
Focusing on a single valley, say K, The continuum the-
ory [7, 12] of the twisted bilayer graphene system is de-
scribed by the Hamiltonian HˆCont. = HˆDirac+HˆT, where
HˆDirac =hˆ+(ϕt) + hˆ+(ϕb);
HˆT =
∫ Λ
0
d2k ψˆ†+b;k Tq1 ψˆ+t;k+q1 + h.c.
+ symmetry related terms,
(5)
t and b respectively denote the top and bottom layers,
and we set ϕt = θ/2 and ϕb = −θ/2. Here, we have
introduced q1 ≡ R−θ/2K −Rθ/2K, which characterizes
the momentum transfer between the electronic degrees
of freedom of the two layers [12]. Assuming Tq1 is real,
the symmetries of the system, which we will discuss in
the following subsection, constrain Tq1 [20] to take the
form Tq1 = w0 − w1σ1, where w0,1 are real parameters
1. Similarly, one can generate the omitted symmetry-
related terms by applying symmetries on Tq1 .
B. Symmetries of the Continuum Theory
Let us discuss how the symmetries of the graphene
monolayer are modified in the twisted bilayer problem
1 Note that, due to a different choice of basis, our parameteriza-
tion is slightly different from that of Refs. 12 and 20. We have
therefore defined w1 with an additional minus sign to account
for the difference in basis choice.
4within the dominant harmonic approximation. We will
see that in addition to the moire´ translation symmetry,
we have C6 rotation, time reversal and a mirror symme-
try. Furthermore, a U(1) valley symmetry that allows
us to assign valley charge to the electrons emerges in the
low-energy limit. The generator of C6 rotation and time
reversal will flip the valley charge, while reflection leaves
it invariant.
Microscopically, the stacking pattern of the two layers
can be specified as follows [12, 20, 21]: first, we align
the two layers perfectly in a site-on-site manner, corre-
sponding to the “AA stacking” pattern, and then rotate
the top and bottom layers about a hexagon center by
angles θ/2 and −θ/2 clockwise respectively; second, we
shift the top layer by a vector d parallel to the plane.
For generic values of θ and d one expects that almost all
of the spatial symmetries are broken.
However, within the dominant harmonic approxima-
tion it was found that, on top of possessing moire´ lattice
translation symmetries, the effective theory is also insen-
sitive to d [12]. This implies that, given θ, the effective
theory will at least possess all the exact symmetries for
any choice of d. A particularly convenient choice is when
we take d = 0. In this case, we can infer all the point-
group symmetries of the system by focusing on the cen-
ter of the hexagons (Fig. 1a). Aside from the rotational
symmetries generated by the six-fold rotation C6, we see
that there is an additional mirror plane My, which, in
fact, combines a mirror perpendicular to the 2D plane
together with an in-plane mirror which flips the top and
bottom layers. Strictly speaking, this leads to a two-fold
rotation in 3D space, but when restricting our attention
to a 2D system it acts as a mirror.
To summarize, the effective theory will at least have
the following spatial symmetries: lattice translations,
a six-fold rotation and a mirror. This allows one to
uniquely identify its wallpaper group (i.e., 2D space
group) as p6mm (numbered 17 in Ref. 22). Having
identified the symmetries of the system, one can de-
rive the model following a phenomenological approach by
systematically incorporating all symmetry-allowed terms
with some cutoff [20]. We have tabulated the explicit
symmetry transformation of the electron operators in
Appendix A.
In the effective theory the degrees of freedom arising
form the microscopic K and K’ points are also essen-
tially decoupled [7, 12]. This is because, for a small
twist angle satisfying | sin θ|  1, we have |ba|  |K|,
and therefore the coupling between the K and K’ points
is a very high-order process. Hence, on top of the usual
electron-charge conservation, the effective theory has an
additional, emergent Uv(1) conservation corresponding
to the independent conservation of charge in the two val-
leys K and K’. Henceforth, we will refer to this as “valley
conservation.” The valley charge operator is given by:
Iˆz =
∫
d−2k
(
ψˆ†+;kψˆ+;k − ψˆ†−;kψˆ−;k
)
(6)
TABLE I. Summary of key effective symmetries. From
top to bottom, the listed symmetries are time-reversal, moire´
lattice translation, a perpendicular 2D mirror, three-fold ro-
tation, combined symmetry of two-fold rotation and time-
reversal, and valley Uv(1) conservation. For any symmetry
g, it either commutes (ηg = +1) or anticommutes (ηg = −1)
with the valley charge operator Iˆz.
Symmetry ηg Remarks
T −1 Broken by valley polarization 〈Iz〉 6= 0
ta +1 –
My +1 Broken by perpendicular electric field
C3 +1 Pins Dirac points to KM and K
′
M
C2T +1 Protects the local stability of the Dirac points
exp (−iθIˆz) +1 –
Note that, as time-reversal T interchanges the K and K’
valleys, it is not a symmetry of a single valley. Similarly,
C6 also interchanges the two valleys, thus:
Tˆ IˆzTˆ −1 = −Iˆz (7)
Cˆ6IˆzCˆ6
−1
= −Iˆz (8)
Mˆy IˆzMˆy
−1
= +Iˆz (9)
We then see that their combined symmetry, C6T , is a
symmetry in the single-valley problem. In fact, one can
check that the symmetries of single-valley problem is de-
scribed by the magnetic space group 183.188 (BNS no-
tation; Ref. 23). We have tabulated the generating sym-
metries in Table I.
III. Low Energy Theory: Two Band Projection
Formally, the continuum effective theory [7, 12] we
described corresponds to an infinite-band problem for
each valley. However, near charge neutrality it was found
that, for some range of angles, the moire´ potential can
induce additional band gaps at certain commensurate
filling of the moire´ unit cell. The “nearly flat bands”
identified near the magic angle correspond to two bands
per valley, separated from all other bands by band gaps,
that form Dirac points at the KM and K
′
M points in the
moire´ BZ. These bands correspond to the relevant de-
grees of freedom for the correlated states observed in
Refs. 5 and 6, and in the following we will focus our at-
tention to the properties of these bands. In this section,
we will always focus on a single valley, say that corre-
sponding to the K point in the microscopic description.
A. Symmetry-enforced Band Contacts
A salient feature of the effective theory is the pres-
ence of Dirac points at charge neutrality, whose velocity
5(b)(a)
(c) (d)
(e) (f )
FIG. 1. Effective symmetries and constraints on band
structures. (a) The effective symmetries of the twisted
bilayer graphene system can be inferred by inspecting the
point-group symmetry of a hexagon center in the real space,
taken to be the rotation axis of the layers. (b) Schematic
band structure along a high-symmetry path in the moire´ Bril-
louin zone. (c-f) Effect of symmetry breaking. (c) Breaking
the C2 rotation will gap out the Dirac points. (d) An ex-
ternal perpendicular electric field breaks the mirror My sym-
metry, which only modifies the energetics but cannot open
a band gap at charge neutrality [7]. (e) When C3 rotation
is broken, but the combined symmetry of two-fold rotation
C2 and time-reversal T is preserved, the Dirac points remain
protected, although unpinned from KM and K
′
M. (f) When
valley conservation Uv(1) symmetry is broken, one can no
longer label the bands using their valley index. The gap-
lessness at charge neutrality is no-longer symmetry-required,
although, depending on detailed energticss, there can still be
remnant Dirac points. In contrast, at quarter filling relevant
for the observed Mott physics, there are necessarily Dirac
points present in this case. The other symmetry breaking
patterns listed above also do not open band gaps at quarter
filling.
is strongly renormalized and approaches zero near the
magic angle [7, 12]. The stability of the Dirac points can
be understood from symmetries: for a single valley, KM
is symmetric under the (magnetic) point-group gener-
ated by C6T . In particular, (C6T )2 = C3, and therefore
we can label each band at KM by its C3 eigenvalue, which
takes value in {1, ω = e−i 2pi3 , ω∗}. In particular, a band
with C3 eigenvalue ω is necessarily degenerate with an-
other with eigenvalue ω∗, as (C6T )2 6= 1 on these bands
and enforces a Kramers-like degeneracy. The observed
Dirac points at charge neutrality correspond precisely to
this two-dimensional representation (Fig. 1b).
While we have alluded to the presence of C6T symme-
try in explaining the stability of the Dirac points, these
band contacts are actually locally stable so long as the
symmetry (C6T )3 = C2T is kept. This can be reasoned
by noting that C2T quantizes the Berry phase along any
closed loop to 0, pi mod 2pi, and a Dirac point corre-
sponds precisely to the case of a nontrivial pi Berry phase
[24].
Let us now consider the effect of breaking the various
symmetries (spontaneously or explicitly) in the system.
First, as C2T is crucial in protecting the local stability of
the Dirac points, once it is broken the Dirac points can
be immediately gapped out (Fig. 1c). However, as long
as C2T symmetry is preserved, a small breaking of any
other point-group symmetries will not lead to a gapped
band structure at charge neutrality. For instance, the
mirror My maps KM to KM’, and its presence only en-
sures that the two inequivalent Dirac points are at the
same energy. Therefore, even when a perpendicular elec-
tric field is externally applied such that My is broken, as
in the setup of Refs. 5 and 6, it can only induce an en-
ergy difference between the two Dirac points [7] (Fig.
1d). This should be contrasted with the case of Bernal-
stacked bilayer graphene, whose quadratic band touching
at charge neutrality can be gapped by an external elec-
tric field 2. Alternatively, if C3 symmetry is broken the
Dirac points are unpinned from KM and K
′
M (Fig. 1e).
As such, for a sufficiently strong C3 breaking, a band
gap might open at charge neutrality if the Dirac points
could meet their oppositely charged partners and anni-
hilate. (Though, as we will argue later, this is impossible
without further symmetry breaking.) [25].
Now consider the case when valley conservation is
spontaneously broken by an IVC, i.e., the valley charge
Iˆz is no longer conserved. In this case, we should first
consider the full four-band problem consisting of both
valleys. At, say, Km, the combined symmetry of MyT
ensures that the Dirac points from the two valleys are
degenerate. While such degeneracy is lifted in the pres-
ence of an IVC, as long as the remaining symmetries
are all intact we can only split the degeneracy accord-
ing to 4 = 2 ⊕ 2 (Fig. 1f). This remaining two-fold
degeneracy rules out an interpretation of the experi-
mentally observed Mott insulator as a Slater insulator
with a spatial-symmetry-respecting (ferro) IVC incorpo-
rated at the Hartree-Fock level. Instead, one must ei-
ther introduce additional symmetry breaking, say that
of C3 or lattice translations, or consider an IVC which
also breaks some additional spatial symmetries. We will
elaborate on these points in Sec. VI. We also note that,
an essentially identical argument holds for the case of
spontaneously ferromagnetic order leading to fully spin-
polarized bands of Iz ordering. In this way it connects
to the quarter-filled Mott insulator we will be interested
in.
2 This can be understood by noting that, in the case of Bernal
stacking, the system has an effective C2 symmetry which in-
terchanges the top and bottom layer. A perpendicular electric
field will therefore break this symmetry, and hence the band
degeneracy at charge neutrality is lifted.
6B. Triangular versus Honeycomb Lattice
A conventional route for understanding the correlated
states observed in Refs. 5 and 6 is to first build a real-
space tight-binding model for the relevant bands, and
then incorporate short-range interactions to arrive at,
say, a Fermi-Hubbard model. Typically, the orbital de-
grees of freedom involved in the tight-binding model can
be identified from either applying chemistry insight, or
more systematically by studying the projected density of
states for the relevant bands, both of which are inapplica-
ble to the current moire´ potential problem; furthermore,
understanding on the structure of the wave-functions is
required. Indeed, as is noted in Refs. 9, 21, and 26, the
local density states for the flat bands are well-localized
to the AA regions of the moire´ pattern, which form a
triangular lattice. This theoretical prediction has also
been confirmed experimentally [8, 11, 14]. Based on this
observation, it is natural to consider a real-space model
starting from effective orbitals centered at the AA sites,
which corresponds to a tight-binding model defined on
the triangular lattice [5, 6]. In addition, by treating the
two valleys separately, one envisions a model with two
orbitals localized to each of the triangular sites (i.e., AA
regions of the moire´ pattern).
From symmetry representations, however, we can im-
mediately rule out such a model. This can be readily
inferred from the computed band structure [7, 12, 20, 21]
(Fig. 4j): While the two bands are nondegenerate at Γ, as
we have explained they form symmetry-protected Dirac
points at KM and KM’. Using such pattern of degenera-
cies one can infer the possible symmetry representations
at these high-symmetry points, and from a real-space
analysis [27–29] one finds that a triangular-lattice model
will always leads to the same symmetry representation
at all three of the high-symmetry points, i.e., they are
either all nondegenerate, or are all Dirac points. This is
inconsistent with the observed pattern of degeneracies,
which rules out all triangular-lattice models.
In fact, the degeneracy pattern described is familiar—
it corresponds exactly to the monolayer graphene prob-
lem. One can further check that this is the only possible
solution using the methods described in Refs. 27 and
29. Symmetry-wise, this implies that any tight-binding
model must correspond to orbitals forming a honeycomb
lattice. To reconcile with the predicted and observed lo-
cal density of states [8, 9, 11, 14, 21], however, these
orbitals must have nontrivial shapes: although each or-
bital is centered at a honeycomb site, which corresponds
to the AB/BA region of the moire´ pattern, the weight of
the orbitals are mainly localized to the AA sites. There-
fore, we expect the shape of the orbitals to resemble a
(three-lobed) fidget spinner (Figs. 3(a,b)).
C. Obstructions to Symmetric Wannier States
Our symmetry analysis suggests that one should
model the system by orbitals centered at the AB/BA
regions of the moire´ potential, which form a honeycomb
lattice. A minimal tight-binding model of a single valley
would then be
HˆMinimal =
∑
ρi
tρie
iφρi cˆ†r cˆr+ρi + h.c., (10)
where cˆ†r is an electron creation operator centered at a
honeycomb site (for a single valley), and ρi connects two
i-th nearest neighbor sites. Given that this describes a
single valley which breaks time reversal symmetry, the
hoppings are in general complex unless constrained by a
space-group symmetry.
A pedestrian approach would involve optimizing the
parameters {tρi , φρi} to reproduce the energy eigenval-
ues obtained from the continuum description. Would
this be a good starting point for building up a real-
space effective model upon which we can incorporate
interaction terms? Contrary to usual expectations, we
will argue that such an approach has a serious flaw in
capturing certain essential properties. Specifically, we
will show that while the energy eigenvalues may be well-
approximated, the topology of the resulting Bloch wave-
functions will necessarily be incorrect. This has impor-
tant dynamical consequences, relating to the stability
of band contacts under different symmetry assumptions,
which in turn dictate whether an insulator will result at
particular fillings. In particular, we found two symme-
try obstructions to deriving a single-valley tight-binding
model. The first concerns the symmetry representations
of My: we found that the two bands have opposite My
eigenvalues of ±1, whereas, from a real-space analysis
[27–29], one can show that the two bands in a tight-
binding model must have the same My eigenvalue.
There is a second, more serious, obstruction: aside
from a quantized Berry phase of pi for any closed loop
encircling a single Dirac point, one can further define a
Z-valued winding number [25]. In contrast to the con-
ventional case of graphene, the two inequivalent Dirac
points in the single-valley model are known to have the
same winding number [5, 25, 30]. As the net wind-
ing number of the Dirac points arising in any two-band
tight-binding model would necessarily be zero, we can
then conclude that there is an obstruction for a sym-
metric real-space description, i.e., there is an obstruction
for constructing localized Wannier functions that repro-
duces just the two bands of interest, represents C2T nat-
urally, and preserves valley quantum numbers. A more
detailed description of this obstruction, by relating it
to the anomalous surface state of a three dimensional
topological phase, is contained in the Appendix B. Es-
sentially, this argument invokes three key ingredients: (i)
a two band model and (ii) C2T symmetry and (iii) net
winding of the Dirac points in the Brillouin zone.
7We will return to the question of tight binding models
in Section VIII, but for the discussion below, we will
work directly in the momentum space in the manifold of
states spanned by the nearly flat bands.
IV. Inter-valley coherent order: phenomenological
motivation
We first describe some important clues from
experiments[5, 6] on the nature of both the Mott state
and the superconductor. We begin with the observation
that - at optimal doping - an in-plane magnetic field
suppresses the superconductivity when the Zeeman en-
ergy scale is of order the zero field Tc. This shows that
the superconductor has spin-singlet pairing. Upon hole
doping the ν = −2 insulator, quantum oscillations are
seen with a frequency set by the density of doped holes
in perpendicular B-fields exceeding ≈ 1T . This tells us
that the “normal” metallic state and the superconductor
that emerges from it should be regarded as doped Mott
insulators: the charge carriers that are available to form
the normal state Fermi surface or the superconducting
condensate are the doped holes. Thus the hole-doped
superconductor retains information about the Mott in-
sulator. In contrast, electron doping this Mott insulator
leads very quickly to quantum oscillations with a high
frequency that is set by the deviation of charge density
from the charge neutrality point (ν = 0). This may in-
dicate a first order transition between a metal and Mott
insulator on the electron doped side. It will be important
to search for signs of hysteresis in transport experiments
as the gate voltage is tuned. As the superconductor is
better developed and characterized on the hole doped
side, we will restrict attention to hole doping from now
on.
A further important clue from the quantum oscilla-
tion data is that the Landau levels (per flux quantum) is
two-fold degenerate, whereas one would expect four-fold
degeneracy coming from the spin and valley degeneracy.
The doped holes have thus lost either their spin or val-
ley quantum numbers (or some combination thereof).
Losing spin makes it hard to reconcile with spin sin-
glet pairing that can be suppressed with a Zeeman field.
Thus, we propose instead that the valley quantum num-
ber is lost. The simplest option3 then is that the valley
quantum number is frozen due to symmetry breaking,
3 A more exotic option to explain the reduced Landau level degen-
eracy should also be kept in mind. Instead of losing the valley
quantum number by symmetry breaking we lose it through frac-
tionalization. For instance the electron could split into a fermion
that carries its charge and spin but not the valley quantum num-
ber and a charge-0, spinless boson that carries its valley quantum
number. If the boson is gapped while the fermion forms a fermi
surface in the doped state we will get the reduced Landau level
degeneracy. Of course such fractionalization will come hand in
hand with an emergent gauge field.
i.e 〈I〉 6= 0. Here, we may define I using the electron
operators cˆ(k) for the nearly flat band states:
I =
∑
a,b,n,α,k
cˆanα(k)
†τab cˆbnα(k), (11)
where a, b = ± correspond to the valley index, α is the
spin index, n labels the two bands for each valley, and τ
denotes the standard Pauli matrices.
A non-zero expectation value for Iz breaks time re-
versal symmetry. This will lead to a sharp finite tem-
perature phase transition in 2d, and would likely have
been detected in the experiments. Given the absence of
any evidence of a sharp finite temperature transition we
propose that the ordering is in the pseudospin xy plane.
These phenomenological considerations therefore lead us
to a IVC ordered state.
We note that, for IVC ordering to be useful to explain
the quantum oscillations, it has to occur at a scale that
is large compared to the scales set by the magnetic field.
Specifically, the band splitting due to IVC ordering must
be bigger than the Landau level spacing ≈ 15− 30K at
the biggest fields used (of order 5T ). This means that
the IVC order is much more robust than the supercon-
ductivity and occurs at a higher temperature scale. We
further need the IVC order to be present already in the
Mott insulator, so that upon doping it can impact the
quantum oscillations.
Thus, our view is that the first thing that happens as
the sample is cooled from high temperature is IVC order-
ing. This order then sets the stage for other phenomena
to occur at lower temperature (the Mott insulation, or
the superconductivity).
V. Simple theory of the IVC ordered state
We now describe a mechanism that stabilizes IVC or-
dering, and describe the properties of the resultant state.
Interestingly, to treat this stage of the problem it is suf-
ficient to work within a momentum space formulation.
This enables us to sidestep the difficulties elaborated in
Sec. III C with a real space tight-binding formulation.
Consider the nearly flat bands in the limit of strong
Coulomb repulsion. Note that the dominant part of the
interaction is fully SU(4) invariant. We expect that
the Coulomb interaction prefers an SU(4) ferromagnetic
state - similar to the SU(4) ferromagnetism favored by
Coulomb interaction in the zeroth Landau level in mono-
layer graphene[31–33], or in the extensive literature on
flat band ferromagnetism[34]. Indeed, the difficulties
with Wannier localization of the nearly flat bands also
suggest that, when Coulomb interactions dominate, an
SU(4) ferromagnetic ground state will be favored. The
band dispersion, however, is not SU(4) symmetric, and
hence there will be a selection of a particular direction
of polarization in the SU(4) space. To address this,
we consider the energies of different orientations of the
SU(4) ferromagnet within a simple Hartree-Fock theory.
8Specifically we compare a spin polarized state, a pseu-
dospin Iz polarized state, and the IVC state with Ix
polarization.
Assume a Hamiltonian
H = H0 + V (12)
with
H0 =
∑
anαk
an(k)c
†
anα(k)canα(k) (13)
Similarly to before, a is the valley index, α is the spin
index, and n labels the two bands for each valley. The
dispersion an(k) is independent of the spin, and due to
time reversal an(k) = −an(−k). We assume a simple
form of interaction:
V =
g
N
∑
k1k2q
c†anα(k1 + q)canα(k1)
· c†a′n′α′(k2 − q)ca′n′α′(k2)
(14)
where N is the number of k-points in the moire´ Brillouin
zone. Repeated indices are summed over here. This in-
teraction actually has an SU(8) symmetry, but this is
strongly broken down to SU(4) by the difference in dis-
persion between the two bands, and eventually down to
U(2) × U(2) by the asymmetry of the dispersion under
k → −k. Each U(2) factor corresponds simply to inde-
pendent U(1) charge and SU(2) spin conservation sym-
metries of the two valleys.
We also remark that Eq. (14) is overly simplified, for it
does not incorporate form factors arising from the modu-
lation of the Bloch wave-functions over the BZ when pro-
jecting onto the nearly flat bands. With such form fac-
tors included, the interaction projected onto the nearly
flat bands should be written as
V =
g
N
∑
k1k2q
Λann′(k1 + q,k1)Λ
a′
mm′(k2 − q,k2)
· c†anα(k1 + q)can′α(k1) · c†a′mα′(k2 − q)ca′m′α′(k2)
(15)
with the form factors given by the Bloch wave functions
of the states in the nearly flat bands via
Λann′(k1,k2) = 〈uan(k1)|uan′(k2)〉 (16)
where |uan(k)〉 is the Bloch wave function of a state in
the nearly flat bands labelled by valley index a, band
index n and momentum k (it has no dependence on
the spin indices). These form factors are potentially
important for the present problem due to the nontriv-
ial band topology present in the valley-resolved band
structure. Our preliminary analysis suggests that the
results of the Hatree-Fock calculation are modified in
the ultra-flat-band limit, i.e., when the interaction term
overwhelms the kinetic energy, whereas the key conclu-
sions below are stable within a range of intermediate in-
teraction strengths. In view of this, in the following we
will first pursue the simplified Hatree-Fock theory, and
leave the task of settling down the real ground state for
future (numerical) studies; it is an interesting question
answering if the actual experimental systems demand a
more sophisticated treatment.
Details of the Hartree-Fock calculation are presented
in Appendix E. To summarize, we find that the IVC state
has lower energy than both spin and Iz polarized states.
The physical reason is that, for both the spin and Iz
polarized states, the order parameter is conserved and
hence there is a linear shift of the band when the order
parameter is non-zero. In contrast, due to the k → −k
dispersion anisotropy, the IVC order parameter does not
commute with the Hamiltonian. IVC order thus does not
simply shift the band but modifies it more significantly.
Assuming a near full polarization in the Hartree-Fock
Hamiltonian, the non-commutativity leads to an extra
energy gain at second order in the IVC state compared
to the spin polarized or Iz polarized states.
Note that, in the presence of U(2) × U(2) symmetry,
the spin singlet IVC state is degenerate with states that
have spin triplet IVC ordering with an order parameter
IxS. The selection between the singlet and triplet IVC
order has to occur due to other terms in the Hamiltonian
that have been ignored so far. We will not attempt to
pin down the details of this selection in this paper and
will simply assume, as suggested by the phenomenology,
that the spin singlet IVC is preferred, and discuss its
consequences.
Next, we turn to a description of the properties of the
IVC state. We assume that the order parameter is large,
and first study its effects on the band structure. In the
absence of valley ordering, at the two Dirac points there
is a four-fold band degeneracy. As explained in Section
III A. The valley ordering splits this four-fold degeneracy
into two sets of two-fold degenerate Dirac points. When
the order parameter is large, the four nearly flat bands
split into two sets of two bands (Fig. 1f). At quarter fill-
ing, we fill the bottom most band. This, however, results
in not a Mott insulator but a Dirac semi-metal. Thus,
the IVC state by itself does not lead to a Mott insulator,
and a further mechanism is needed. We discuss this in
the next section. We note that the semimetals obtained
from planar valley order versus Iz order are rather dif-
ferent, the latter being similar to spin ordered states.
Furthermore, while additionally breaking C3 symmetry
alone can eventually gap the Dirac points of the IVC
semimetal, the same is not true of spin or Iz ordered
semimetals, which need further symmetry breaking due
to their Dirac points carrying the same chirality.
Going beyond the mean field, the universal properties
of the IVC ordered state are determined by its symmetry
breaking. It will have a Goldstone mode with linear
dispersion at the longest scales. Further, it will have a
finite temperature BKT transition which will have weak
signatures in standard experimental probes4
4 In principle, as discussed earlier the Uv(1) symmetry is only
9VI. Intervalley coherent Mott insulators:
generalities and a concrete example
We saw that IVC ordering by itself only gives us a
Dirac semi-metal and not a Mott insulator. We now con-
sider the physics below the IVC ordering scale. First, we
note that that once Uv(1) symmetry is broken, there is
no difficulty with writing down a real space tight-binding
model for the two lowest bands. This model lives on the
honeycomb lattice and must be supplemented with in-
teractions. The dominant interaction will be the cluster
charging energy penalizing charge fluctuations on each
honeycomb plaquette. Thus, a suitable model Hamilto-
nian at scales much smaller than the intervalley coher-
ence scale takes the form
H = Ht +HU (17)
Ht = −
∑
rr′
∑
α
trr′c
†
rαcr′α + h.c (18)
HU = U
∑
R
(QR − 2)2 (19)
where r, r′ are sites of the honeycomb lattice, R is the
center of the honeycomb plaquettes (i.e the triangular
moire´ sites) and we have introduced the cluster charge
QR defined through
QR =
∑
r∈hexagon
∑
rα
nα(r)
3
(20)
We have also specialized to ν = −2 when this honey-
comb lattice is half-filled. For the usual Hubbard model
with a strong on-site repulsion, the Mott insulating state
has the usual 2-sublattice Neel order. However, when
the cluster charging energy is dominant, this is not ob-
viously the case. We will therefore allow ourselves to
consider a few different possibilities for the Mott insula-
tor. Naturally, in all these options the charge gap of the
insulator will be much lower than the scale of IVC or-
dering. In the experiments, the charge gap is estimated
to be about 5K. The IVC ordering should then occur
at a much higher scale, consistent with what we already
concluded based on the phenomenology. In this section,
to be concrete, we focus on a particular Mott insulator
where the C3 rotation symmetry is spontaneously broken
while preserving other symmetries (Fig. 2).
A. C3 broken insulator
Breaking the C3 symmetry allows gapping out the
Dirac points and leads to an insulator. As the C3 break-
ing order parameter increases, the two Dirac points will
approximate and will be weakly broken by, say, small corrections
to the band structures or by 3-body interaction terms. This will
modify the physics very close to the phase transition.
FIG. 2. A C3 symmetry breaking order which pre-
serves other symmetries.
move towards each other (Fig. 1e) and eventually anni-
hilate to produce a fully gapped insulator. This annihi-
lation (and correspondingly the gap minimum just into
the insulator) will occur either at the Γ or M point de-
pending on details of the dispersion. Note that, within
this picture, the C3 breaking also occurs at a scale big-
ger than the ≈ 5K charge gap of the Mott insulator.
Clearly, the excitations above the charge gap are ordi-
nary electrons, and their gap can be readily closed by a
Zeeman field.
Upon doping this insulator, charge will enter as ordi-
nary holes and form a small Fermi pocket. This pocket
will be centered at either Γ or M depending on the lo-
cation of the minimum insulating gap. In either choice,
due to the absence of C3 symmetry, there will just be
a single such Fermi pocket which will accommodate the
full density of doped holes. Due to the intervalley or-
dering these holes will be valley polarized in the Ix di-
rection. Naturally this explains the quantum oscillation
experiments—the frequency will be set by the density of
doped holes, and the Landau level degeneracy (per flux
quantum) will only be two-fold (from the spin).
A natural pairing mechanism emerges from the cou-
pling of the holes to Goldstone fluctuations of the inter-
valley order, as we now elaborate. In the presence of
an intervalley condensate an appropriate effective action
will be
S = S0[ψ] + S1[ψ, θ] (21)
S0 =
∫
dτ
(∫
d2xψ¯ (∂τ + µ)ψ +
∫
d2k ψ¯khkψk
)
(22)
S1 =
∫
dτd2x Φ0(e
−iθψ¯+ψ− + c.c) (23)
Here ψ is a continuum electron field that represents the
electrons in the low-energy nearly flat bands, θ is the
phase of the intervalley condensate and Φ0 is its ampli-
tude. Note that hk = s(k)+a(k)τ
z is a 2×2 matrix for
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each k point5. We will allow for slow Goldstone fluctu-
ations of the phase and obtain a convenient form of the
electron-electron interaction induced by these fluctua-
tions. To that end, we first define new fermion variables
χ through
ψ = e
iθτz
2 χ. (24)
This removes the θ dependence from S1, but S0 now
takes the form
S0[ψ] = S0[χ] + S
′
0[χ, θ] (25)
S′0[χ, θ] =
∫
x,τ
i
2
∂τθχ¯τ
zχ+
1
2
∂iθJ
v
i (x) (26)
Here Jv is the contribution to the Uv(1) current from the
fermions. It is conveniently written down in momentum
space as
Jvi (q) =
∫
d2k χ¯k+q
∂hk
∂ki
χk (27)
Now we assume that Φ0 is near maximum polariza-
tion and diagonalize the χ Hamiltonian obtained from
S0[χ] + S1[χ]. As discussed earlier, there are two sets
of bands per spin (corresponding to Ix = ±1) that are
well separated from each other. The low energy elec-
trons are those that have valley polarization Ix ≈ 1. We
wish to obtain the coupling of these electrons to the θ
fluctuations. For the bands with Ix ≈ 1, we write
χ+α = χ−α ≡ dα (28)
It follows that χ¯τzχ ≈ 0 and similarly χ¯∂s(k)∂ki τzχk ≈
0. The only non-vanishing coupling therefore is to the
contribution from a(k). We get
Jvi (q) ≈
∫
d2k d¯k+q
∂a(k)
∂ki
dk ≡
∫
d2k vai (k)d¯k+qdk
(29)
Now we assume we have integrated out the fermions
everywhere except in the close vicinity of the Fermi sur-
face. This gives a long wavelength, low frequency effec-
tive action for the θ fluctuations of the form
Seff [θ] =
∫
q,ω
K
(
ω2
v2
+ q2
)
|θ(q, ω)|2 (30)
Here K is the phase stiffness of the θ field, and v is the
velocity of the linear dispersing θ fluctuations. We now
5 Strictly speaking we should allow for all 4 bands per spin and
work with a four coponent ψ and a corresponding 4× 4 Hamil-
tonian. However for the present discussion we will eventually
only be interested in the modes in the vicinity of the Fermi sur-
face after the flavor ordering. It is this sufficient to focus on the
two lower bands that are split off by the flavor ordering. We
therefore focus on just these two right from the start.
integrate out θ to get an effective interaction between
the c-electrons:
Sint = −
∫
q,ω
q2
32K(ω
2
v2 + q
2)
|Jvi (q, ω)|2 (31)
This is an attractive interaction. Anticipating that the
important regime for pairing is |ω|  vq for an approx-
imate treatment we set ω = 0 in the prefactor to get a
simplified effective interaction
Sint = − 1
32K
∫
q,ω
|Jvi (q, ω)|2 (32)
We emphasize again that - within our approximate treat-
ment - the only contribution to Jvi comes from the an-
tisymmetric part of the “normal” state dispersion. This
attractive interaction can now be treated within BCS
mean field, and will lead to a superconducting state.
Note that, in real space, since the large repulsion will
be on the hexagon center and not on the honeycomb site,
there is no particular reason to disfavor on-site s-wave
pairing. Though we will not give a detailed description
of the pairing symmetry, the route to superconductivity
sketched above naturally leads to a spin singlet super-
conductor. Further, it forms out of a ‘normal’ metal of
ordinary holes through a BCS-like pairing mechanism.
We expect then that Zeeman fields of order Tc will ef-
ficiently suppress the superconductivity except possibly
at very low doping (where eventually phase fluctuations
will kill Tc). At low doping, and when one is near a high
symmetry point of the Brillouin zone (which is consis-
tent with the fact that there is no additional degeneracy
seen in quantum oscillations), the antisymmetric part of
the dispersion is expected to constrained by symmetry
to be small. For example near the Γ point, it vanishes as
the cube of the crystal momentum. This would lead to
a small valley current (the derivative of the antisymmet-
ric dispersion with respect to momentum) and hence a
weakening of the coupling to valley Goldstone modes, as
the doping is reduced. However, if C3 rotation symme-
try is broken, the antisymmetric dispersion can include
a term that is linear in momentum, leading to a non-
vanishing valley current at small doping.
VII. Other possible Mott insulating states
The C3 broken insulator is a concrete example of how
an intervalley condensate of the twisted bilayer system
can eventually become a Mott insulator. However, given
the current experimental information, it is not clear that
this is uniquely dictated. Therefore, we sketch a few
different Mott insulating states and present some of their
phenomenological consequences.
1. Translation broken insulator: Broken moire´ trans-
lations - for instance Kekule ordering on the effec-
tive honeycomb lattice - can also gap out the Dirac
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points. The properties of this state and its evolu-
tion into the doped superconductor will be similar
to the C3 broken insulator discussed above.
2. Antiferromagnetic insulator: This is the familiar
Mott insulator of the usual honeycomb Hubbard
model. Upon doping it is expected to evolve into
a spin-singlet superconductor as seen in numerical
studies of the t − J honeycomb model[35]. The
pairing symmetry appears to be d + id. It will be
interesting to look for signatures of broken time
reversal symmetry if this scenario is realized. Fur-
ther, this state is known to have quantized spin
and thermal Hall effects, and associated gapless
edge states[36, 37]. Other properties related to this
state are also discussed in the literature[38, 39].
3. Featureless Mott insulators: Given that the hon-
eycomb lattice features two sites in the unit cell,
it evades the Lieb-Shultz-Mattis theorem and al-
lows for a featureless ground state (i.e. a gapped
insulator with neither topological order nor sym-
metry breaking) at half filling [40–45]. Pictorially,
this is viewed as a spin singlet Cooper pair of elec-
trons being localized on orbitals composed of equal
weight superpositions of the hexagons of the hon-
eycomb lattice. While model wave functions of this
phase have been constructed, the interactions that
can drive a system into this phase remain to be
understood.
4. Quantum spin liquids: The simplest possibility is
a fully gapped quantum spin liquid. In this case
there are neutral spin-1/2 excitations (spinons) in
the insulator. Upon doping a natural possibil-
ity is that the charge goes in as bosonic holons
(spinless charge-e quasiparticles) whose condensa-
tion leads to superconductivity. This is the clas-
sic RVB mechanism [1] for superconductivity in a
doped Mott insulator. However, in this scenario,
at low doping the superconducting Tc will not have
anything to do with the spin gap (measured by the
Zeeman scale needed to suppress pairing).
We do not attempt to decide between these different
options in this paper. However, we will outline experi-
ments that can distinguish between them in Sec. X.
VIII. Tight Binding Models
A. For twisted BG
As we have argued, there is an obstruction for writ-
ing down any tight-binding model for the single-valley
problem. A natural way out, therefore, is to instead con-
sider the four-band problem consisting of both valleys.
Our earlier argument requiring the orbitals to be cen-
tered on the sites of the honeycomb lattice still applies,
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FIG. 3. Constructed Wannier functions. As both val-
leys are taken into account, there are four nearly flat bands
(spin ignored), giving rise to four Wannier functions per unit
cell. Shown is for a pair related by C6 symmetry; results for
the other pair, which look nearly identical, are presented in
Appendix C. (a,b) Amplitude of the Wannier function w(r).
Red stars indicate the AA regions in the moire´ potential.
(c,d) The amplitude decays exponentially when the distance
from the Wannier center, δr (measured in units of moire´ lat-
tice constant), is δr & 3.
but now with two orbitals associated with every site.
In addition, to resolve the mirror-eigenvalue obstruc-
tion we described, these two orbitals should transform
oppositely under the mirror symmetry. These orbitals,
however, cannot have definite valley charge, for other-
wise the problem is reduced back to the earlier case with
each valley considered separately. Instead, it is natural
to demand each of the two orbitals to be a time-reversal
singlet, which would lead to a standard representation
for the symmetry group of p6mm together with time-
reversal. However, due to the aforementioned anomaly
the representation of valley Uv(1) is necessarily compli-
cated, and we will address that later.
Forgetting about valley conservation for the time-
being, the construction of Wannier functions becomes a
rather standard problem and well-established protocols
apply. In particular, we construct well-localized Wannier
functions using the projection method [46], starting from
a set of well-localized trial wave-functions as the “seed”
of the Wannier functions (Appendix C). Specifically, we
will start with the continuum theory of Ref. 12, as de-
scribed around Eq. (5), with the parameters w0 = 110
meV and w1 = 120 meV. The success of the construction
hinges crucially on having a nonsingular projection ev-
erywhere in the BZ, which can be monitored by ensuring
that the overlap between the seed and the actual Bloch
wave-functions neither vanish nor diverge anywhere in
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the BZ [46]. Using this approach, we construct Wannier
functions for a particular choice of parameters, detailed
in Appendix C, for the four nearly flat bands near charge
neutrality (spin ignored). Our trial wave-functions at-
tain a minimum and maximum overlap of 0.38 and 3.80
respectively, indicating a satisfactory construction. In-
deed, the Wannier functions we obtained are quite well-
localized (Figs. 3(a,b)), with approximately 90% of their
weight contained within one lattice constant from the
Wannier center. In addition, the Wannier functions we
constructed are exponentially localized (Figs. 3(c,d)), as
anticipated from the nonsingular trial wave-function pro-
jection.
Having constructed the Wannier functions, one can
readily extract an effective tight-binding model HˆWF
by first projecting the full Bloch Hamiltonian into the
Wannier basis, and then performing Fourier transform.
Due to the exponential tail, however, the resulting tight-
binding model would have infinite-range hopping despite
with an exponentially suppressed amplitude. To capture
the salient behavior of the model, it is typically sufficient
to only keep the bonds with strength larger than some
cutoff tc. In other words, tc serves as a control param-
eter, and one recovers the exact band structure in the
limit of tc → 0, albeit at the cost of admitting infinite-
range hoppings.
The obtained band structures for different value of tc
is plotted in Figs. 4(a–d). We found that a fairly long-
range model (see Appendix D for parameters), keeping
terms that connect sites up to 2 lattice constants apart,
is needed to capture all the salient features of the en-
ergetics. It should be noted that the range of the ap-
proximate models generally depends on the localization
of the Wannier function, and in this work we have not
optimized the Wannier functions. It is therefore possible
that, by further optimization, one may capture the en-
ergetics more faithfully using only shorter-range terms.
Although spatial and time-reversal symmetries are re-
spected in the tight-binding model, valley conservation
is explicitly broken. This is because our Wannier func-
tions cannot be chosen to represent valley conservation
naturally, similar to the case of topological insulators
[47], and therefore any truncation of the transformed
Hamiltonian will generically introduce explicit valley-
conservation symmetry breaking. Furthermore, one can
ask how the operator Iz is represented. In particular,
we would want to construct the projection operators
for the single-particle problem, P± = 12 (1 ± Iz), which
project into the valleys. It would be most desirable if one
can formulate Iz, and hence P±, directly in real-space.
Given Iz is also a free-electron Hermitian operator, this
amounts to finding a symmetric Wannier representation
of Iz. However, we found that there are again obstruc-
tions, which mirror exactly the obstructions we faced
when attempting to construct Wannier functions for the
single-valley two-band model of the nearly flat bands,
i.e., a mismatch in the mirror eigenvalues, as well as a
non-zero net charge of the Dirac points. Such inheritance
of the obstructions is presumably a manifestation of the
underlying anomaly of the single-valley description.
Towards recovering valley conservation: It is desirable
to restore valley conservation even approximately, for
our truncated model, and we will describe a method be-
low. Recall we denote the Hermitian valley charge op-
erator in the continuum effective theory by Iˆz (Eq. (6)).
Projecting Iˆz into the four-band subspace of the nearly
flat bands, and rotating into the Wannier function basis,
we arrive at another Hermitian operator defined on the
honeycomb sites, which we can simply interpret as yet
another Hamiltonian-like object in our problem. Similar
to the earlier discussion for the Hamiltonian, the effec-
tive Iˆz operator, Iˆ
WF
z , will have infinite-range hopping
with exponentially suppressed amplitude, and it is nat-
ural to approximate it by truncation, keeping again only
terms with a strength larger than some t′c. Such trun-
cation, however, introduces deviation in the eigenvalues
of Iˆz from the physical values of ±1 (Fig. 4e). To fix
this, therefore, we can further perform spectral flattening
of the corresponding bands to ±1 in momentum space.
This procedure is well defined so long as a band gap is
sustained between the second and third bands of IˆWFz ,
which is generically true as long as t′c is chosen to be rea-
sonably small. We will denote this flattened version by
ˆ˜IWFz . Physically, this corresponds to an approximation
of the actual representation of the valley charge operator
in our tight-binding model, and again our approximation
can be made exact in the limit of t′c → 0.
We can now restore valley conservation in our effective
Hamiltonian. To this end, for n ∈ Z define the projection
operator
Pˆn =
∑
α
|n, α〉〈n, α|, (33)
which projects into the sector with ˆ˜IWFz eigenvalue n
(in the many-body Hilbert space) and satisfies PˆnPˆm =
Pˆnδn,m. We can now define
ˆ˜HWF ≡
∑
n∈Z
PˆnHˆWFPˆn, (34)
for which valley conservation is restored. In essence,
through this procedure we have introduced a pair of
Hermitian operators ( ˆ˜HWF, ˆ˜IWFz ), corresponding respec-
tively to the Hamiltonian and the valley charge, that
converge to the exact operators in the limit tc, t
′
c → 0.
The valley projection procedure we described applies
equally well to an interacting Hamiltonian HˆWFU ob-
tained by projecting the microscopic interaction terms to
our Wannier basis, which again would not be automati-
cally valley-conserving due to the truncation errors. For
the free-part of the Hamiltonian, however, the projection
procedure can be greatly simplified. This is because the
Bloch states of ˆ˜IWFz , which equal to those of Iˆ
WF
z by def-
inition, are known, and using which we can decompose
13
E 
(m
eV
)
-1
-0.5
0
0.5
1
1.5
0
1
E 
(m
eV
)
-1
-0.5
0.5
1.5
-1
1
(a) (c) (d) (e)
(f )
(b)
(g) (h) (i) (j)
FIG. 4. Effective tight-binding model for the nearly flat bands. (a-d) Effective tight-binding models for the nearly flat bands
are derived by projecting the Hamiltonian in the continuum theory into the Wannier basis. Bonds with strength < tc are
truncated from the model, and the resulting band structures for three choices of tc are shown. (e) One can also derive the
effective valley charge operator, IˆWFz , using the same procedure with cutoff t
′
c. Similar to the Hamiltonian, truncation of terms
in the effective operator will lead to error, and so the eigenvalues of IWFz (k) will have small deviation from the exact values
of ±1. (f–i) Valley conservation can be re-enforced on the effective model through projection. The plots (f–i) correspond
respectively to the effective models shown in (a–d). As tc is reduced, the effective model more faithfully reproduces the salient
energetics features of the continuum theory, the latter of which is plotted in (j).
HWF(k) into the valley-conserving and valley-breaking
parts. The projection then proceeds simply by retaining
only the valley-conserving part. More concretely, write
the Bloch “Hamiltonian” of the valley charge operator
as I˜z(k) = Ψ+;kΨ
†
+;k −Ψ−;kΨ†−;k, where Ψ±;k are 4× 2
matrices. Note that the columns of Ψ±;k are simply the
±-valley-charge eigenstates. We can then perform the
projection by
H˜WF(k) = Ψ†+;kH
WF(k)Ψ+;k + Ψ
†
−;kH
WF(k)Ψ−;k,
(35)
giving an easy way to perform the described projection.
As is shown in Figs. 4(f–i), the projected effective
tight-binding model re-exhibits all the symmetry fea-
tures of the bands from the continuum theory (Fig. 4j),
for any choice of truncation parameter tc. In particular,
Figs. 4(a,f) represent the simplest model which demon-
strates the utility of our approach, with the valley projec-
tion alone converting an otherwise hopping-free Hamil-
tonian into one exhibiting the charge-neutrality Dirac
points. We further remark that, although generically
HWF does not respect Uv(1), the effective Hamiltonian
corresponding to Fig. 4b comes very close to being Uv(1)-
symmetric in terms of its the energetics along the high-
symmetry line. We provide an explicit tabulation of the
bonds in this HWF and that of IWFz in Appendix D.
B. Nearly flat bands in trilayer graphene-Boron
Nitride moire´ superlattices
Recently, Mott insulating phases (but not supercon-
ductivity, at the time of writing) were observed [19] in a
heterostructure of ABC trilayer graphene encapsulated
in boron nitride (TLG/hBN), where a moire´ superlattice
is present even at zero twisting between the graphene
layers. Four mini bands are observed close to neutral-
ity, whose bandwidth and separation can be tuned by a
vertical electric field. Half-filling one of the nearly flat
bands results in a Mott insulator.
We remark that the symmetry setup for this trilayer
heterostructure bears more resemblance to the Bernal-
stacked bilayer graphene than the TBG system we dis-
cussed above. In particular, the absence of Dirac points
among the mini bands suggest that no C2 symmetry
is present, and the system is potentially described by
a wallpaper group for which the two sublattices of the
honeycomb lattice are no-longer symmetry related (say
the wallpaper group p3m1, No.14 [22]). If that is indeed
the case, one expects the valley-resolved band structure
to admit a tight-binding model defined on the triangu-
lar lattice, although it remains to be checked whether or
not the charge density profile exhibits any nontrivial fea-
tures, akin to that found for the TBG system (Fig. 3c).
It will be of great interest to derive a concrete real-space
effective model for the TLG/hBN, but we will leave this
as a future work.
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IX. Model for correlated states in trilayer
graphene heterostructure
In this section we briefly consider the case of triangular
moire´ superlattices in trilayer graphene heterostructure.
Correlated insulating states were observed very recently
in this system [19]. Just like in the twisted bilayer here
too there are nearly flat bands that are separated from
the rest of the spectrum. However, unlike the TBG,
here there are no Dirac crossings in this nearly flat band,
and the low energy degrees of freedom are in the trivial
representation of C3. In addition, it is known that a
vertical electric field can induce a gap for ABC-stacked
trilayer graphene, and, depending on the direction of the
electric field, the band structure can have a zero Chern
for one direction of the electric field or a nonzero Chern
number for the other direction of the electric field.[48] It
is thus reasonable that, in the case where the direction
of the electric field is such that the nearly flat bands
posess no net Chern number, the nearly flat band can be
modeled in real space by a triangular lattice model with
two orbitals (corresponding to the two valleys) per site
supplemented with interactions. However some care is
still necessary. Time reversal and C2 both act by flipping
the valley index. Thus the band dispersion ±(k) within
a single valley is not symmetric under k → −k:
±(k) 6= ±(−k) (36)
though
+(k) = −(−k) (37)
is satisfied. A real space tight-binding description on the
triangular lattice therefore takes the form
Httrilayer = −
∑
RR′
∑
a=±
∑
α
tRR′c
†
Raα
(
eiφrr′τz
)
aa′ cR′a′α+h.c
(38)
with trr′ real and positive. The phases φrr′ are in gen-
eral non-zero. The phase φ even on nearest neighbor
bonds cannot be removed as in general the symmetries
permit a non-zero flux Φ for any single valley through an
elementary triangle (and the opposite flux for the other
valley).
When the Coulomb interaction dominates, the SU(4)
ferromagnet with a further selection of IVC order is once
again a possibility. From a real space point of view the
projection of the Coulomb interaction to the Wannier ba-
sis used to formulate the tight-binding model will lead
to an appropriate interaction Hamiltonian. If the Wan-
nier orbitals are not tightly confined to each triangular
site then there will be significant inter-site ferromagnetic
Hund’s exchange which will promote SU(4) ferromag-
netism with a further selection of IVC ordering.
It is interesting to consider the limit where the Wan-
nier functions are sufficiently tightly localized that such
a ferromagnetic inter-site exchange is weak and can be
ignored. In that limit to obtain a minimal model for
this system we restrict the hopping to just be nearest
neighbor and include an on-site repulsion. The minimal
model then takes the form
Htrilayer =H0 + V
H0 =−
∑
〈RR′〉
∑
a=±
∑
α
tRR′c
†
Raα
(
eiφrr′τz
)
aa′ cR′a′α
+ h.c
V =
U
2
∑
R
(NR −N0)2
(39)
with φ12 + φ23 + φ31 = ±Φ with + sign for up-facing
triangles and − sign for downfacing ones. Here the sites
1, 2, 3 are assumed to be arranged counterclockwise on
each triangle. NR is the total electron number at site
R, and N0 controls the filling factor. As in previous sec-
tions this Hamiltonian has a U(2)×U(2) symmetry cor-
responding to independent U(2) rotations of each valley
in addition to the discrete symmetries described above.
The model thus needs to be supplemented with further
weaker interactions that break the continuous symme-
try down to U(2) though we will not specify them here.
Note that if the flux Φ = 0 then the model actually has
an even higher SU(4) symmetry. Also, this model has
an extra C2 rotational symmetry that flips the valleys.
This should be viewed as an emergent symmetry of the
model defined above, which should be broken by other
terms. In particular, it should be differentiated from a
microscopic C2 symmetry; if such a microscopic sym-
metry was present, it would combine with time-rerveral
symmetry and protect an odd number of Dirac points in
the single-valley trilayer graphene band structure, which
suffers from a parity anomaly.[49, 50] Our effective model
does not suffer from this parity anomaly because this mi-
croscopic C2 symmetry is absent.
The minimal model above allows for discussion of the
Mott insulator in the strongly correlated regime of large
U at integer N0. In the experiments Mott insulators
at fillings N0 = 1, 2 have been reported. In the large-
U limit, the effective model takes the form of a “spin-
orbital” Hamiltonian on a triangular lattice that has 4
states per site: 2 spins and 2 valleys. A systematic
t/U expansion is readily performed to yield this spin-
orbital Hamiltonian. At O( t
2
U ) the “super-exchange” is
not sensitive to the flux Φ, and we end up with an SU(4)
quantum antiferromagnet on the triangular lattice. For
N0 = 1 the SU(4) spins are in the fundamental repre-
sentation while for N0 = 2 they are in the 6-dimensional
representation.
Antiferromagnetic models of SU(4) spins have been
studied on a variety of lattices with different motivations
(for some representative recent papers see Refs. 51–53).
It seems likely that they go into “paramagnetic” states
that preserve SU(4) symmetry. However, a new feature
in the present problem is the presence of the flux Φ in
the underlying Hubbard model which breaks SU(4) to
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U(2) × U(2). This modifies the spin-orbital model at
O( t
3
U2 ). In the experiments the ratio of Coulomb inter-
actions to the bandwidth of the nearly flat bands may be
controlled by a perpendicular electric field, and it may
be thus be possible to tune the strength of these third or-
der terms relative to the second order ones. In Appendix
F we derive the spin-orbital Hamiltonian to third order
showing how the flux Φ leads to new terms not present
in an SU(4) invariant model. We however leave for the
future a detailed study of these interesting spin-orbital
models.
At any rate we emphasize that this trilayer system
is thus qualitatively different from the twisted bilayer
graphene where we argued that a real space triangular
lattice description is not possible due to Dirac crossings
within the nearly flat bands.
X. Proposed future experiments
As discussed in previous sections, the ideas presented
in this paper suggest a number of experiments which
will be extremely useful in revealing the physics. Here
we reiterate and elaborate on some of these suggestions.
A crucial clue from the existing experiments is that
an in-plane field suppresses the superconductivity - at
optimal doping - when the Zeeman energy is of order
the zero-field Tc. This indicates spin singlet pairing and
that Tc at optimal doping is associated with the loss of
pairing. It will be extremely useful to study this sys-
tematically as a function of doping. For the doped C3
broken insulator, the superconductivity may be driven
by pairing of a small Fermi surface of electrons. Then
(except perhaps at very small doping) Tc and the criti-
cal Zeeman scale will continue to track each other as the
doping is decreased. In contrast, if the pairing (in the
form of singlet valence bond formation) already happens
in the Mott insulator - as in the usual RVB theory, or
with the featureless Mott insulator, then with decreasing
doping Tc and the critical Zeeman field should part ways
significantly.
A second crucial clue from the experiments is the
2, 4, 6, 8, .... degeneracy pattern of the Landau fan em-
anating from the Mott insulator. We proposed that this
was due to the freezing of the valley degree of freedom.
This can be distinguished from the alternate possibility
that there is spin freezing by studying the quantum os-
cillations in a tilted field. Zeeman splitting, if it exists,
should show up in a characteristic way as a function of
tilt angle.
Our proposal is the intervalley phase coherence at a
scale higher than both the superconducting Tc ≈ 1.5K
and the Mott insulating scale ≈ 5K. The valley symme-
try is as usual related to translational symmetry of the
microscopic graphene lattice. In the twisted bilayer there
is an approximate translation symmetry that holds at
some short scale associated with translation by one unit
cell of the microscopic graphene lattices. Under this ap-
proximate translation operation electrons at the differ-
ent valleys get different phases. This is a Uv(1) rotation.
Therefore intervalley ordering will strongly break this
approximate short translation symmetry. Within each
moire´ site the density of states will be uniform at the lat-
tice scale when there is no intervalley ordering but will
oscillate once this order sets in. This may be detectable
through Scanning Tunneling Microscopy (though if the
bilayer graphene is fully encapsulated by Boron Nitride
it may be challenging to see the graphene layer).
Assuming there is intervalley ordering, if the undoped
Mott insulator develops antiferromagnetic order, it ap-
pears likely that the doped superconductor will be a
spin singlet dx2−y2 + idxy superconductor. This spon-
taneously breaks time reversal symmetry. In contrast
for a doped C3 broken state, either s-wave or d + id
spin-singlet superconductivity seem possible. It will also
be useful to directly search for broken C3 or moire´ trans-
lational symmetry in the experiments. Finally the very
different behavior in quantum oscillations between elec-
tron and hole doping away from the Mott insulator sug-
gests that there may be a first order transition into the
Mott state as it is approached from the charge neutrality
point. This will lead to hysteretic response as the gate
voltage is tuned towards charge neutrality from the Mott
insulator.
XI. Conclusion
In this paper we addressed some of the theoretical
challenges posed by the remarkable observations of Mott
insulating states and proximate superconductivity in
twisted bilayer graphene.
We proposed that both the Mott insulator and the su-
perconductor develop out of a state with spontaneous
intervalley coherence that breaks independent conser-
vation of electrons at the two valleys. We described
a mechanism for the selection of this order over other
spin/valley polarized states owing to the peculiarities
of the symmetry realization in the band structure. We
showed that intervalley ordering by itself does not lead to
a Mott insulator, and described possible routes through
which a Mott insulator can develop at low temperature.
A specific concrete example is a C3 broken insulator.
We showed how doping such an insulator leads to an
understanding of the quantum oscillation data, and pre-
sented a possible pairing mechanism for the development
of superconductivity. We described potentially useful ex-
periments to distinguish the various possible routes to a
Mott insulator from an intervalley coherent state.
Our work was rooted in a microscopic understand-
ing of the twisted graphene bilayer. We showed that
the momentum space structure of the nearly flat bands
places strong constraints on real space descriptions. In
particular, contrary to natural expectations, we showed
that a real space lattice model is necessarily different
from a correlated triangular lattice model with two or-
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bitals (corresponding to the two valleys) per site. This
is due to a symmetry enforced obstruction to construct-
ing Wannier functions centered at the triangular sites
that can capture the Dirac crossings of the nearly flat
bands. We showed that a honeycomb lattice represen-
tation may be possible but requires a non-local imple-
mentation of valley Uv(1) symmetry. In our description
of the intervalley ordered state and its subsequent low
temperature evolution into the Mott/superconducting
states, we sidestepped these difficulties by first treating
the problem directly in momentum space and defining
a real space model only at scales below the intervalley
ordering (when the obstruction to a honeycomb repre-
sentation is gone). We also contrasted the bilayer sys-
tem with trilayer graphene where Mott insulators have
recently been observed. In the trilayer system, it is rea-
sonable to construct a real space triangular lattice two-
orbital model but the symmetries allow for complex hop-
ping (with some restrictions). We argue that this system
may offer a valuable platform to realize interesting quan-
tum spin-orbital liquids.
Note added: After completion of this work, Ref. 54 ap-
peared, which has significant differences from the present
paper; after posting, Refs. 55–57, which discuss in partic-
ular the symmetries and constructions of Wannier func-
tions, also appeared. Note that these discussions on
Wannier functions disregard the presence of the (emer-
gent) six-fold rotation symmetry, and, consequentially,
the Dirac points observed at charge neutrality are not
symmetry-protected features of these models.
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A. Lattice and symmetries
In this appendix, we document some details on the conventions and the symmetry transformations.
Consider a monolayer of graphene. We let the primitive lattice vectors A and reciprocal lattice vectors B be
A1 = axˆ, A2 = a
(
−1
2
xˆ+
√
3
2
yˆ
)
; B1 =
4pi√
3a
(√
3
2
xˆ+
1
2
yˆ
)
, B2 =
4pi√
3a
yˆ, (A1)
where a = 2.46A˚ is the lattice constant (some authors use a to denote the C-C bond length, which is a factor of
√
3
smaller than the lattice constant we are using here). In this choice, we can choose the basis of the honeycomb lattice
sites to be
r1 =
1
3
A1 +
2
3
A2; r2 =
2
3
A1 +
1
3
A2. (A2)
In momentum space, the K, K’ points are given by ±(B1 +B2)/3, or, for the equivalent ones lying on the x-axis,
±(2B1 −B2)/3. Note that |K| = 4pi/(3a), as is well known. Furthermore, we take the Dirac speed vF to be 106
ms−1. Besides, we choose the moire´ lattice vectors to be
a1 =
a
2 sin(θ/2)
(√
3
2
,
1
2
)
; a2 =
a
2 sin(θ/2)
(
−
√
3
2
,
1
2
)
. (A3)
In the main text, we have listed all the symmetries of the continuum theory (Table I). Here, we tabulate explicitly
the symmetry transformations of the electron operators, which follow from that of the Dirac points in the monolayer
problem.
tˆρψˆ±µ;k tˆ−1ρ ∝ eik·ρψˆ±µ;k;
Cˆ6ψˆ±µ;kCˆ−16 =σ1e
∓i 2pi3 σ3 ψˆ∓µ;C6k;
Mˆyψˆ±µ;kMˆ−1y =σ1ψˆ±My [µ];Myk;
Tˆ ψˆ±µ;kTˆ −1 = ψˆ∓µ;−k,
(A4)
where µ = t,b. Note that My is the only symmetry which flips the two layers, i.e., My[t] = b and vice versa.
The symmetries listed in Eq. (A4) generate all the spatial symmetries of the continuum theory of the TBG [7, 12, 20]
(in wallpaper group 17). In particular, we see that tρ and My preserves the valley index (K vs. -K) whereas C6 and
T do not. However, their (pair-wise) nontrivial products will leave valley invariant, and it is helpful to also document
their symmetry action explicitly (which are fixed by the above):
Cˆ3ψˆ±µ;kCˆ−13 = e
∓i 2pi3 σ3 ψˆ±µ;C3k;
(Cˆ6Tˆ )ψˆ±µ;k(Cˆ6Tˆ )−1 =σ1e±i 2pi3 σ3 ψˆ±µ;−C6k;
(Cˆ2Tˆ )ψˆ±µ;k(Cˆ2Tˆ )−1 =σ1ψˆ±µ;k.
(A5)
Here, we make two remarks regarding the subtleties in the symmetry representation documented here: first, the
momentum k appearing above are defined as the deviation from the original Dirac points in the monolayer problem.
Generally, they correspond to different momenta in the moire´ BZ. For instance, the Dirac point labeled by (+, t),
i.e., that of the K point in the top layer, is mapped to KM, whereas (−, t) is mapped to K′M. Similarly, (+,b) and
(−,b) are respectively mapped to K′M and KM. If desired, one can also rewrite Eqs. (A4) and (A5) using a common
set of momentum coordinates defined with respect to the origin of the moire´ BZ.
Second, the representation of the translation symmetry, tˆρ, has a subtlety in its definition. This is because
the microscopic translation effectively becomes an internal symmetry for the slowly varying fields appearing in the
continuum theory. As such, for a single layer one can only deduce its representation up to an undetermined phase, and
hence the appearance of ∝ in Eq. (A4). However, the relative momentum across the different slowly varying fields,
say the operators corresponding to the + valley of the top and bottom layers, is a physical quantity. Consequentially,
there is really only one common ambiguity across all the degrees of freedom appearing in the continuum theory.
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B. Valley Symmetry and Wannier Obstruction
We argue here that the valley symmetry resolved band structure does not admit a Wannier representation. Note,
since we will ignore spin, this is a two-band model which will be crucial for what follows. If one were to include other
bands the arguments below would fail, although precisely what selection of bands would lead to localized Wannier
functions (LWFs) remains to be determined. In some ways, it is not very surprising that a valley resolved band
structure does not admit a Wannier description, and a simple example is a single valley of monolayer graphene,
which is just an isolated Dirac node. But in those cases the band structure does not terminate on raising the energy,
and hence does not form an band. In contrast, in our present problem for TBG there is an isolated band, and so one
may expect to capture the physics with LWFs. Nonetheless, we will argue there is an obstruction, as can be seen as
follows.
We begin with three ingredients: (i) a two band model; (ii) C2T symmetry; and a third ingredient which will be
specified shortly. The two ingredients above enforce the following form on the momentum space Hamiltonian:
H = 0(p) + 1(p)σ1 + 2(p)σ2, (B1)
where there is no condition on the function i(p). Similar to the main text, we implement C2T by σ1K, where K
denotes complex conjugation. Check that C2T leaves the Hamiltonian above invariant. Now, if we are interested
in the band wave-functions, they are independent of the first term in the hamiltonian, and we could pass to the
following one by imposing a constraint:
H ′ = 1(p)σ1 + 2(p)σ2 (B2)
The obvious constraint is to demand:
σ3H
′σ3 = −H ′. (B3)
This is nothing but the chiral condition that specifies class AIII. Now, we introduce the third ingredient: (iii) the two
Dirac points at the middle of this band structure have the same chirality. This allows us to write down the following
effective Hamiltonian close to neutrality:
H ′low = −ivF [∂xσ1 + ∂yσ2]⊗ 1 (B4)
Where we now have a four component structure to include the two Dirac nodes. Note, there is no mass term that
will gap out these nodes and also preserve the chiral condition B3, hence this corresponds to the surface of a three
dimensional topological phase in class AIII, with index ν = 2, corresponding to the two Dirac nodes. Since this is
the surface state of a nontrivial 3D topological phase, it does not admit a Wannier representation. However, when
combined with the opposite valley band structure, together the pair of band structures does admit LWFs, but at the
price of losing valley conservation symmetry.
Finally let us address a conundrum that the careful reader may be puzzled by. The valley resolved bands are stated
to be the anomalous surface states of a 3D topological phase, nevertheless they appear as isolated bands which seems
to contradict the usual expectation that such anomalous bands cannot be separated in energy. The way this is
resolved in the present case is through the two band condition, which further allows us to map the problem to one
with particle-hole symmetry (class AIII). The later problem can have anomalous surface states that are disconnected
from the bulk bands because they are forced to stick at zero chemical potential, and hence cannot be deformed into
the bulk. This mapping to class AIII only holds for the two band model, hence if we add bands or fold the Brillouin
zone from translation symmetry breaking, the presented arguments no longer hold.
C. Wannier functions
We will construct Wannier functions using the projection method [46]. The method proceeds by first specifying a
collection of well-localized, symmetric trial wave-functions in real space, which serves as the seed for constructing a
smooth gauge required in obtaining well-localized Wannier functions for the problem of interest.
Let us begin by considering the symmetry properties of a real-space wave-function in our present problem. For
simplicity, we let β be a collective index for the valleys and layers, i.e., β = (+, t), (−, t), (+,b), (−,b). Define the
real-space electron operators
ψˆ†β;r ∝
∫ Λ
0
d2k¯ e−ik¯·rψˆ†
β;k¯
, (C1)
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where we will not keep track of the overall normalization of the operator. Here, k¯ is defined as the momentum
measured with respect to the origin of the moire´ BZ. Note that ψˆ†β;r inherits symmetry transformation from that of
ψˆ†
β;k¯
.
To construct a collection of well-localized, symmetric trial wave-functions, one can follow the standard discussion
concerning the symmetry representation associated with such real-space basis, say as reviewed in the supplemental
materials of Ref. 27. We will briefly sketch the main ideas below. Let W βh0(r) be a two-component (column) vector
localized to h0 (the two-components here originate from the sublattice degree of freedom in the microscopic problem).
Define
Wˆ †h0 ≡
∑
β
∫
d2r ψˆ†β;rW
β
h0
(r), (C2)
and its associated momentum-space operator
Γˆ†h0;k ≡
1
V
∑
a
eik·aWˆ †h0+a =
∫
d2k ψˆβ;k Γ
β
h0
(k), (C3)
where a is a moire´ lattice vector, and we assume a periodic system with V moire´ unit cells.
For our purpose, we want Wˆ †h0 to serve as our seed for the construction of symmetric Wannier functions. To this
end, suppose h0 = (a1−a2)/3, which corresponds to a honeycomb site in the moire´ potential, i.e., an AB/BA region.
We demand Wˆ †h0 to be invariant under time-reversal, the mirror My, and the three-fold rotation about h0, which we
denote by C¯3. In addition, recall that the previously predicted charge density profile [8, 9, 11, 14, 21] suggests that
the Wannier functions will take the shape shown in Fig. 3a. Therefore, it is natural to consider a trial Wˆ †h0 taking
the form
Wˆ †h0 = wˆ
†
0 +
ˆ¯C3wˆ
†
0
ˆ¯C†3 +
ˆ¯C23 wˆ
†
0
ˆ¯C2†3 , (C4)
where wˆ†0 is localized to the unit-cell origin (an AA site). By definition, Wˆ
†
h0
transforms trivially under C¯3, which
one can verify would lead to the correct C3 representations for the nearly flat bands.
It remains to ensure that wˆ†0 is symmetric under T and My. In the spirit of Eq. (C2), we may write wˆ†0 =
∑
β wˆ
β†
0
for β = (+, t), (−, t), (+,b), (−,b). From the symmetry transformation in Eq. (A4), we set
wˆ−t†0 = Tˆ wˆ+t†0 Tˆ −1; wˆ−b†0 = Tˆ wˆ+b†0 Tˆ −1. (C5)
Similarly, to respect My symmetry we set
wˆ+b†0 = ζMy Mˆywˆ
+t†
0 Mˆ
−1
y , (C6)
where ζMy = ±1. As such, we have reduced our degree of freedom on the specification of the trial wave-function
Wˆ †h0 down to our choice of wˆ
+t†
0 =
∫
d2r ψˆ†β,r w
+t
0 (r). Our only condition on w
+t
0 (r) is that it is a two-component
wave-function well-localized to 0, however, we will simply assume a Gaussian form:
w+t0 (r) =e
−|r|2/2ξ2φ+t0 , (C7)
where ξ is the localization length, and φ0 is a constant two-component vector. Correspondingly, all the other two-
component wave-function will take a similar form, although they can be localized to a different point, say C¯30. Such
a choice is particularly convenient, as its Fourier transform can be readily evaluated:
γβc (k) =
∫
d2r e−ik·re−|r−c|
2/2ξ2φβc ∝ e−ik·ce−|k|
2ξ2/2φβc , (C8)
which enables an efficient computation of the overlap between our trial and the Bloch wave-functions.
Thus far, we have focused on only one well-localized wave-function in real space. In our problem, the two sites of
the effective honeycomb lattice are related by C6, i.e., we simply construct the wave-function localized to h1 ≡ C6h0
through
Wˆ †h1 ≡ Cˆ6Wˆ
†
h0
Cˆ−16 . (C9)
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FIG. 5. Localization of the other set of constructed Wannier functions.
Besides, to describe a four-band problem we should have two orbitals on each of the honeycomb sites. These two
orbitals are not symmetry-related. However, to reproduce the My representation in momentum space, we have to
take the two orbitals to respectively correspond to ζMy = +1 and ζMy = −1.
In our numerical construction of the Wannier functions, we take the localization length to be 0.15|a1|, and the
two-component vectors
φ
+t,ζMy=+1
0 =
( −0.416 + 0.168i
0.820 + 0.356i
)
; φ
+t,ζMy=−1
0 =
(
0.296− 0.380i
0.776 + 0.407i
)
. (C10)
These choices are found simply by a search of the parameter space to optimize the minimum overlap between the
trial and the Bloch wave-functions. We check the overlap for ∼ 1180 momenta along the high-symmetry line MM–
KM–ΓM–MM, as well as for an additional 1000 randomly sampled points in the BZ. The minimum and maximum
over the overlap are respectively found to be 0.38 and 3.80, indicating a satisfactory construction of the Wannier
functions. In Fig. 3 of the main text, we present the results for the two symmetry-related Wannier functions labeled
by ζMy = +1; the corresponding results for the pair with ζMy = −1 is shown in FIg. 5. Remarkably, the localization
property of the two sets are essentially identical.
D. Tight-binding model
In this appendix, we provide an explicit tabulation of the bonds in the HWF corresponding to Figs. 4(b,g) in the
main text, as well as the associated IWFz ,whose eigenvalues are plotted in Fig. 4e.
In the following, we parametrize a “bond” by
t cˆ†rTo+acˆrFr + h.c., (D1)
where a is a moire´ lattice vector, and To, Fr = 1, . . . , 4 labels the four Wannier functions localized to each unit
cell. Physically, orbital 1 corresponds to the one localized to h0 with ζMy = +1; orbital 2 is the one localized to h1
symmetry-related to orbital 1; orbital 3 is localized to h0 with ζMy = −1; and orbital 4 is symmetry-related to 3.
The bonds in HWF with tc = 63µeV are tabulated in Table IIa. Note that we only tabulated half of the bonds,
in the sense that the Hermitian conjugate of the listed bonds are not included. In particular, for consistency we
have also halved the coefficient of the on-site chemical potential ∼ tcˆ†r cˆr, which is Hermitian by itself. We have in
addition subjected the “trace part” of the chemical potential (i.e., we have removed a constant energy offset) from
the model. The effective valley charge operator defined with t′c = 0.15 is similarly tabulated in Table IIb.
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TABLE II. Effective Hamiltonian HWF and valley charge operator IWFz . We denote a lattice vector a = l1a1 + l2a2
by (l1, l2).
(a) HWF
To Fr a t (µeV)
1 1 (0, 0) 213.8
2 2 (0, 0) 213.8
3 3 (0, 0) −213.8
4 4 (0, 0) −213.8
2 3 (0, 1) −76.2
4 1 (0, 1) −76.2
1 1 (0, 2) 81.2
1 4 (0, 2) 76.2
2 2 (0, 2) 81.2
3 2 (0, 2) 76.2
3 3 (0, 2) −67.2
4 4 (0, 2) −67.2
2 3 (1,−1) −76.2
3 3 (1,−1) 66.4
4 1 (1,−1) −76.2
4 4 (1,−1) 66.4
2 3 (1, 1) 76.2
4 1 (1, 1) 76.2
3 3 (1, 2) 66.4
4 4 (1, 2) 66.4
1 1 (2, 0) 81.2
2 2 (2, 0) 81.2
3 3 (2, 0) −67.2
4 4 (2, 0) −67.2
1 4 (2, 1) 76.2
3 2 (2, 1) 76.2
3 3 (2, 1) 66.4
4 4 (2, 1) 66.4
1 1 (2, 2) 81.2
1 4 (2, 2) −76.2
2 2 (2, 2) 81.2
3 2 (2, 2) −76.2
3 3 (2, 2) −67.2
4 4 (2, 2) −67.2
(b) IWFz
To Fr a t
1 2 (0, 0) 0.451 i
3 4 (0, 0) −0.443 i
1 2 (0, 1) 0.451 i
1 3 (0, 1) −0.217 i
2 4 (0, 1) −0.217 i
3 1 (0, 1) −0.217 i
3 4 (0, 1) −0.443 i
4 2 (0, 1) −0.217 i
1 2 (1, 0) −0.172 i
1 3 (1, 0) −0.217 i
2 1 (1, 0) 0.172 i
2 4 (1, 0) −0.217 i
3 1 (1, 0) −0.217 i
3 4 (1, 0) 0.181 i
4 2 (1, 0) −0.217 i
4 3 (1, 0) −0.181 i
1 2 (1, 1) 0.451 i
1 3 (1, 1) 0.217 i
2 4 (1, 1) 0.217 i
3 1 (1, 1) 0.217 i
3 4 (1, 1) −0.443 i
4 2 (1, 1) 0.217 i
1 2 (1, 2) −0.172 i
3 4 (1, 2) 0.181 i
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E. Hartree-Fock theory for selection of IVC ordering
Here we discuss a simple mean field treatment to illustrate that an IVC state is favored by the system at ν = −2,
which is described by the following simplified Hamiltonian of Eqn. (12):
H = H0 + V (E1)
where the free Hamiltonian is
H0 =
∑
anαk
an(k)c
†
anα(k)canα(k) (E2)
with a the valley index, n the band index, and α the spin index. Notice that the dispersion an(k) is independent of
the spin, and due to time reversal an(k) = −an(−k).
We assume a simple form of interaction:
V =
g
N
∑
k1k2q
c†anα(k1 + q)canα(k1)c
†
a′n′α′(k2 − q)ca′n′α′(k2) (E3)
where naα(x) is the electron density with flavor a and spin α. Repeated indices are summed over here. This
interaction has an SU(8) symmetry. As discussed in the maintext, the more complete form of the interaction that
takes into account the form factors arising from projecting the interactions onto the nearly flat bands should be
V =
g
N
∑
k1k2q
Λann′(k1 + q,k1)Λ
a′
mm′(k2 − q,k2)
· c†anα(k1 + q)can′α(k1) · c†a′mα′(k2 − q)ca′m′α′(k2)
(E4)
with the form factors given by the Bloch wave functions of the states in the nearly flat bands via
Λann′(k1,k2) = 〈uan(k1)|uan′(k2)〉 (E5)
where |uan(k)〉 is the Bloch wave function of a state in the nearly flat bands labelled by valley index a, band index n
and momentum k (it has no dependence on the spin indices). However, for simplicity, we will first present the result
from analysing the simplified interaction (E3), and comment on the preliminary result from analysing (E4) at the
end of this appendix.
We will factorize the interaction in a Hartree-Fock mean field manner
VMF
=
g
N
∑
k1k2q
[
〈c†anα(k1 + q)canα(k1)〉c†a′n′α′(k2 − q)ca′n′α′(k2) + 〈c†a′n′α′(k2 − q)ca′n′α′(k2)〉c†anα(k1 + q)canα(k1)
− 〈c†anα(k1 + q)ca′n′α′(k2)〉c†a′n′α′(k2 − q)canα(k1)− 〈c†a′n′α′(k2 − q)canα(k1)〉c†anα(k1 + q)ca′n′α′(k2)
− 〈c†anα(k1 + q)canα(k1)〉〈c†a′n′α′(k2 − q)ca′n′α′(k2)〉+ 〈c†anα(k1 + q)ca′n′α′(k2)〉〈c†a′n′α′(k2 − q)canα(k1)〉
]
(E6)
The first, second and fifth terms are the Hartree contributions, while the other terms are the Fock contributions.
The Hartree contribution is determined by the local total electron density alone and independent of ordering, so for
our purposes they can be simply dropped. We will thus focus on the Fock terms.
We would like to compare the energies of a spin polarized state (SP), a valley-Z-polarized state (IzP) and a
valley-XY-polarized state (IVC). In state SP, we assume
〈c†anα(k1)ca′nα′(k2)〉 = δaa′δnn′(n1n(k1)δαα′ + φ1n(k1)σzαα′)δk1k2 (E7)
The corresponding macroscopic quantities are defined as
n1n =
1
N
∑
k
n1n(k), φ1n =
1
N
∑
k
φ1n(k) (E8)
In state IzP, we assume
〈c†anα(k1)ca′n′α′(k2)〉 = δnn′δαα′(n2n(k1)δaa′ + φ2(k1)τzaa′)δk1k2 (E9)
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The corresponding macroscopic quantities are defined as
n2n =
1
N
∑
k
n2n(k), φ2 =
1
N
∑
k
φ2(k) (E10)
In the IVC state, we assume
〈c†anα(k1)ca′n′α′(k2)〉 = δnn′δαα′(n3an(k1)δaa′ + φ3n(k1)τxaa′)δk1k2 (E11)
Notice here φ3n is a complex number, and changing its phase implies changing the valley order in the valley-XY-plane.
For simplicity, we will take φ3n to be positive for both n. The corresponding macroscopic quantities are defined as
n3an =
1
N
∑
k
n3an(k), φ3n =
1
N
∑
k
φ3n(k) (E12)
Below we calculate the energies of these states by the mean field approximation.
1. Spin polarized state
We start with the SP state. In this case, the interaction Hamiltonian is replaced by its mean field representative,
which reads
VMF = g
∑
k
[−2φ1nσzαα′c†anα(k)canα′(k) + 4(φ211 + φ212 − n211 − n212)] (E13)
The total mean field Hamiltonian is then
HMF
=H0 + VMF
=
∑
ank
(
(an(k)− 2gφ1n)c†an+(k)can+(k) + (an(k) + 2gφ1n)c†an−(k)can−(k)
)
+ 4gN(φ211 + φ
2
12 − n21 − n22)
(E14)
Consider the limit where g is much larger than the bandwidth. In this limit we expect the spin is fully polarized.
Without loss of generality, assume φ1n > 0 for both n. In this case, all electrons will be in the state with α = +
and n = 1. Self-consistency requires that
1
N
∑
k
〈c†a1+(k)ca′1+(k)〉 = δaa′ = δaa′(n11 + φ11)
1
N
∑
k
〈c†a1−(k)ca′1−(k)〉 = 0 = δaa′(n11 − φ11)
1
N
∑
k
〈c†a2+(k)ca′2+(k)〉 = 0 = δaa′(n12 + φ12)
1
N
∑
k
〈c†a2−(k)ca′2−(k)〉 = 0 = δaa′(n12 − φ12)
(E15)
which yields
n11 = φ11 =
1
2
, n12 = φ12 = 0 (E16)
This is indeed a fully polarized state.
In this fully polarized state, and further assuming that the lower flat band is strictly lower than the higher flat
band, the total energy of this state is
E1 =
∑
ak
a1(k)− 2gN (E17)
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2. Valley Iz polarized
Next we turn to the state IzP. In this case, the interaction Hamiltonian is replaced by
VMF = g
∑
k
(−2φ2τzaa′c†anα(k)ca′nα(k) + 8φ22 − 4(n221 + n222)) (E18)
The total mean field Hamiltonian is
HMF
=H0 + VMF
=
∑
nαk
(
(+n(k)− 2gφ2)c†+nα(k)c+nα(k) + (−n(k) + 2gφ2)c†−nα(k)c−nα(k)
)
+ gN(8φ22 − 4(n221 + n222))
(E19)
Suppose g is much larger than the band width, the system wants to fully polarize along a = +, and both bands
with n = 1 and n = 2 will be occupied for a = +. Self-consistency requires that
1
N
∑
k
〈c†+1α(k)c+1α′(k)〉 = δαα′ = δaa′(n21 + φ2)
1
N
∑
k
〈c†+2α(k)c+2α′(k)〉 = δαα′ = δaa′(n22 + φ2)
1
N
∑
k
〈c†−1α(k)c−1α′(k)〉 = 0 = δaa′(n21 − φ2)
1
N
∑
k
〈c†−2α(k)c−2α′(k)〉 = 0 = δaa′(n22 − φ2)
(E20)
which yields
n21 = n22 = φ2 =
1
2
(E21)
This is indeed a fully valley-Z-polarized state.
In this fully polarized case, the total energy of this state is
E2 = 2
∑
k
+1(k)− 2gN = E1 (E22)
3. IVC state
Finally we discuss the IVC state. In this case, the interaction Hamiltonian is replaced by
VMF = g
∑
k
(−2φ3n(c†+nα(k)c−nα(k) + c†−nα(k)c+nα(k)) + 2(2φ23n − n23an)) (E23)
The total mean field Hamiltonian is
HMF
=H0 + VMF
=
∑
anαk
an(k)c
†
anα(k)canα(k)− 2g
∑
nαk
φ3n
(
c†+nα(k)c−nα(k) + c
†
−nα(k)c+nα(k)
)
+ 2gN(2φ23n − n23an)
(E24)
Denote ¯n(k) =
+n(k)+−n(k)
2 and δn(k) =
+n(k)−−n(k)
2 , the spectrum of the above Hamiltonian is
E±n(k) = ¯n(k)±
√
δn(k)2 + 4g2φ23n (E25)
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Denote the eigenmodes corresponding to E±n(k) by d±n(k), they satisfy(
c+n(k)
c−n(k)
)
=
(
cos θn(k)2 − sin θn(k)2
sin θn(k)2 cos
θn(k)
2
)(
d+n(k)
d−n(k)
)
(E26)
with
cos θn(k) =
δn(k)√
δn(k)2 + 4g2φ23n
, sin θn(k) =
−2gφ3n√
δn(k)2 + 4g2φ23n
(E27)
Again consider the limit where g is much larger than the bandwidth, then system tend to occupy the bands
with energies E−1. Self-consistency requires that
φ3n =
1
N
∑
k
〈c†+nα(k)c−nα(k)〉 =
∑
k
sin θn(k)
2N
〈d†+nα(k)d+nα(k)− d†−nα(k)d−nα(k)〉
=
1
N
∑
k
gφ3n√
δn(k)2 + 4g2φ23n
〈d†−nα(k)d−nα(k)− d†+nα(k)d+nα(k)〉
n3+n =
1
N
∑
k
(
1 + cos θn(k)
2
〈d†+nα(k)d+nα(k)〉+
1− cos θn(k)
2
〈d†−nα(k)d−nα(k)〉
)
n3−n =
1
N
∑
k
(
1 + cos θn(k)
2
〈d†−nα(k)d−nα(k)〉+
1− cos θn(k)
2
〈d†+nα(k)d+nα(k)〉
)
(E28)
In the limit where g is much larger than the bandwidth, φ3n → 1/2, which means the system tends to fully
polarize along the valley-XY direction. At the same time, nan → 1/2. The total energy of this state in this
case is
E3 = 2
∑
k
(¯1(k)−
√
δ1(k)2 + g2) (E29)
This energy is lower than E2 in (E22):
E3 − E2 = 2
∑
k
(¯1(k)−
√
δ1(k)2 + g2 − +1(k) + g)
= 2
∑
k
(g − δ1(k)−
√
δ1(k)2 + g2) < 0
(E30)
where time reversal symmetry of the non-interacting band structure has been used in the last step:
∑
k δ1(k) =
0.
Therefore, if the interaction strength is much larger than the bandwidth, the system tends to be fully polarized.
Within this analysis, among different fully polarized states, the valley-XY-ordered state (IVC) has lower energy than
a spin-polarized state and a valley-Z-ordered state.
Finally, we comment on the effect of taking into account the form factors into the interaction term, as in (E4). It
turns out that in this case which state has the lowest energy can potentially be changed from the IVC state if bands
are too flat, and our premininary calculations show that the spin-polarized state and the valley-Z-ordered state will
have a lower energy compared to the IVC state when the interaction strength is around 10 times of the bandwidth
of the nearly flat bands. A more reliable way to settle down the real ground state is to do a numerical calculation
formulated in momentum space, using the Hamiltonian given by (E1), (E2) and (E4).
F. Spin-orbital model for Mott insulators in trilayer graphene
In this appendix we derive an effective spin-orbital model applicable to the trilayer graphene described in Sec. IX,
in the limit of U  t. This effective model will be applicable for both the case of ν = −1 and ν = −2, and it is
obtained by a systematic expansion in the large-U limit to the order of t3/U2.
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Besides the translation symmetry of the triangular lattice, the system is assumed to have U(2)×U(2) symmetries,
corresponding to charge and flavor U(1) conservations, as well as spin conservation. In addition, there is a C6
symmetry that maps one flavor into the other, and a time reversal symmetry that also maps one flavor into the other
(while leaving the spin unchanged, so T 2 = 1 for this time reversal).
We start from a Hubbard model with nearest-neighbor hopping and on-site Hubbard interactions. Consider three
nearby sites (A, B, and C) forming an elementary triangle of this triangular lattice. The kinetic Hamiltonian is taken
as
H0 = −t
∑
aα
eiηaφ
(
c†aα(B)caα(A) + c
†
aα(C)caα(B) + c
†
aα(A)caα(C)
)
+ h.c. (F1)
where a = ± labels the flavor, α labels the spin, and ηa = ±1 if a = ±. The interaction Hamiltonian on each site is
taken as
V =
U
2
(N −N0)2 (F2)
where N =
∑
aα c
†
aα(ri)caα(ri), and we are interested in both the cases with N0 = 2 and N0 = 1. All other terms of
the many-body system can be generated by applying various symmetries.
We are looking for an effective spin-orbital model at large U to the order of t3/U2. We first present the result and
discuss some simple physical consequences before presenting the details of the derivation. The final result is
Heff = H
(2) +H(3) (F3)
with
H(2) =
2t2
U
1
n2
(n2 + SA · SB)(n2 + IA · IB)− 4nt
2
U
(F4)
and
H(3) =
3t3
U2
[
− 1
4n3
h(3,1) +
1
4n2
h(3,2)
]
− 12nt
3
U2
(F5)
where
h(3,1) =8n2 cos 3φ(n2 + SA · SB + SB · SC + SC · SA)(n2 + IzAIzB + IzBIzC + IzCIzA)
+4n2(n2 + SA · SB + SB · SC + SC · SA) ·
[
eiφ(I+A I
−
B + I
+
B I
−
C + I
+
C I
−
B ) + h.c.
]
+8 sin 3φ[IzAI
z
BI
z
C + n
2(IzA + I
z
B + I
z
C)] · [SA · (SB × SC)]
−4iSA · (SB × SC) ·
[
IzA(e
iφI+B I
−
C − e−iφI−B I+C ) + (A→ B → C → A)
] (F6)
and
h(3,2) = T kjB T
jk
C e
2iφ(IzB+2I
z
C) + e−2iφ(I
z
B+2I
z
C)T jkB T
kj
C + (B → C → A→ B)
= 4 · (n2 + SA · SB) · (2n2 cos 3φ+ 2IzAIzB cos 3φ+ e−iφI+A I−B + eiφI−A I+B )+ (B → C → A→ B) (F7)
In the above n = 12 for N0 = 1, and n = 1 for N0 = 2.
We briefly comment on these results before turning to the detailed derivation. First, we notice the effective model
indeed has the same set of symmetries as the original Hubbard model. Second, we note H(2) is actually SU(4)
invariant, and H(3) is also SU(4) invariant at φ = 0, which is most easily seen by inspecting (F19) and (F30).
These SU(4) symmetric interactions can potentially make the system an SU(4) antiferromagnet. Third, there is a
spin chirality term for the two valleys with opposite coefficients, which can potentially lead to interesting kinds of
topological order, such as a double-semion state. Lastly, we note the system may develop an SU(4) antiferromagnetic
order in the limit where U  t at N0 = 2, although there is evidence that the system is disordered at N0 = 1. Suppose
the SU(4) antiferromagnetic Heisenberg model indeed results in an SU(4)-broken state, we would like to understand
how the SU(4)-breaking terms in the Hamiltonian affects the ground state.
To this end, we expand H(3) for small φ and obtain
h(3,1) =8n2(n2 + SA · SB + SB · SC + SC · SA)(n2 + IA · IB + IB · IC + IC · IA)
− 8[SA · (SB × SC)] · [IA · (IB × IC)]
+ 24φ[IzAI
z
BI
z
C + n
2(IzA + I
z
B + I
z
C)] · [SA · (SB × SC)]
− 8φn2(n2 + SA · SB + SB · SC + SC · SA)(IyAIxB − IxAIyB + (A→ B → C → A))
+ 4φSA · (SB × SC) ·
[
IzA(I
+
B I
−
C + I
−
B I
+
C ) + (A→ B → C → A)
]
+O(φ2)
(F8)
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and
h(3,2) =8(n2 + SA · SB)(n2 + IA · IB) + (A→ B → C → A)
+ 8φ(n2 + SA · SB)(IyAIxB − IxAIyB) + (A→ B → C → A) +O(φ2)
(F9)
As we can see, the main effect of SU(4)-breaking interactions to the leading order of φ, besides giving rise to the
spin chirality terms, is to introduce terms roughly in the following form to the Hamiltonian
δH = Jφ(IyAI
x
B − IxAIyB + (A→ B → C → A)) (F10)
Consider the I’s as classical spins on the XY-plane and parametrize IxA = cos θA and I
A
y = sin θA, the above
Hamiltonian becomes
δH = Jφ sin(θA − θB) + (A→ B → C → A)) (F11)
This term tends to introduce some canting of the I order to gain energy.
Below we will derive effective spin-orbital Hamiltonians of such systems in the large-U limit to the order of t3/U2,
for N0 = 1 and N0 = 2 separately. We will use the standard Van-Vleck perturbation theory to derive the effective
Hamiltonian, which involves two steps: writing down the matrix elements of the effective Hamiltonian within the
low-energy manifold, and expressing these matrix elements in terms of charge neutral operators.
In this problem, the effective Hamiltonian can be written as
Heff = H
(2) +H(3) + · · · (F12)
with
H(2) = PH0DH0P (F13)
and
H(3) = PH0DH0DH0P (F14)
where P is the projector into the ground state manifold of V , and
D = 1− P
E0 − V (F15)
1. Mott insulator at N0 = 1
We first discuss the effective Hamiltonian for N0 = 1. We will first write the results in terms of some SU(4)
generators, and convert them into a form in terms of the S and I operators later. The final result in terms of SU(4)
generators is
H(2) =
2t2
U
4∑
i,j=1
T ijA T
ji
B −
2t2
U
(F16)
where
T ij = c†i cj (F17)
with i = 1, 2, 3, 4, and |1〉 = |+ ↑〉, |2〉 = |+ ↓〉, |3〉 = |− ↑〉 and |4〉 = |− ↓〉. In terms of these states, the action of
T ij is
T ij = δjk|i〉 (F18)
And
H(3) =− 6t
3
U2
4∑
i,j,k=1
[
T jiA T
kj
B T
ik
C e
−2iφ(IzA+IzB+IzC) + e2iφ(I
z
A+I
z
B+I
z
C)T ijA T
jk
B T
ki
C
]
+
3t3
U2
4∑
j,k=1
[
T kjB T
jk
C e
2iφ(IzB+2I
z
C) + e−2iφ(I
z
B+2I
z
C)T jkB T
kj
C + (B → C → A→ B)
]
− 6t
3
U2
cos 3φ
(F19)
The details of the calculations are below.
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a. Order t2/U
To get the effective Hamiltonian at the order t2/U , it is sufficient to consider a single bond of the triangular lattice,
and all other terms can be generated by applying symmetries.
Now we first calculate the matrix elements of the effective Hamiltonian at the order t2/U . Denote the two sites
linked by this bond by A and B, then |i, j〉 = c†i (A)c†j(B)|0〉.
There are only two types of nonzero matrix elements:
〈i, j|H(2)|i, j〉 = −2t
2
U
〈j, i|H(2)|i, j〉 = 2t
2
U
(F20)
for i 6= j.
These matrix elements can be recast into the effective Hamiltonian
H(2) =
2t2
U
4∑
i,j=1
T ijA T
ji
B −
2t2
U
(F21)
where
T ij = c†i cj (F22)
such that
T ij |k〉 = δjk|i〉 (F23)
These operators satisfy the commutation relation of SU(4) generators:
[T ij , T kl] = δjkT
il − δilT kj (F24)
b. Order t3/U2
Now we turn to the order t3/U2. A simple inspection of the model shows that, to calculate the effective Hamiltonian
at the order of t3/U2 in this problem, we only need to consider a single elementary triangle, then all other terms can
be obtained by symmetries.
Now we first calculate the matrix elements of the effective Hamiltonian to the order t3/U2. To this end, we
need to first have a systematic way to label the states in the ground state manifold of the three-site problem of a
single elementary triangle. It turns out we can classify the states into 3 classes: |i, j, k〉, |i, i, k〉 and |i, i, i〉 with
i 6= j 6= k 6= i, such that the matrix elements between states from two different classes always vanish. Now we only
need to calculate the matrix elements between states within the same classes.
The results are
〈i, i, i|H(3)|i, i, i〉 = 0 (F25)
〈i, i, j|H(3)|i, i, j〉 = − t
3
U2
(−2 cos ηiφ+ 2 cos ηjφ) = 0
〈i, j, i|H(3)|i, i, j〉 = 3t
3
U2
(eiηiφ+2iηjφ − e−iηjφ−2iηiφ)
(F26)
〈i, j, k|H(3)|i, j, k〉 = −2t
3
U2
(cos 3ηiφ+ cos 3ηjφ+ cos 3ηkφ) = −6t
3
U2
cos 3φ
〈i, k, j|H(3)|i, j, k〉 = 3t
3
U2
(e2iηkφ+iηjφ + e−2iηjφ−iηkφ)
〈j, k, i|H(3)|i, j, k〉 = −6t
3
U2
e−iηiφ−iηjφ−iηkφ
〈k, i, j|H(3)|i, j, k〉 = −6t
3
U2
eiηiφ+iηjφ+iηkφ
(F27)
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Recasting these matrix elements into a compact form yields
H(3) =− 6t
3
U2
4∑
i,j,k=1
[
T jiA T
kj
B T
ik
C e
−2iφ(IzA+IzB+IzC) + e2iφ(I
z
A+I
z
B+I
z
C)T ijA T
jk
B T
ki
C
]
+
3t3
U2
4∑
j,k=1
[
T kjB T
jk
C e
2iφ(IzB+2I
z
C) + e−2iφ(I
z
B+2I
z
C)T jkB T
kj
C + (B → C → A→ B)
]
− 6t
3
U2
cos 3φ
(F28)
2. Mott insulator at N0 = 2
Now we discuss the effective Hamiltonian for N0 = 2. In this case there are 6 states on each site, which can be
denoted as |ij〉 ≡ c†i c†j |0〉 = −|ji〉.
Again we will first write the result in terms of some SU(4) generators, and then convert it to a form in terms of
the original S and I operators. The final result is
H(2) =
2t2
U
∑
ij
T ijA T
ji
B −
4t2
U
(F29)
where T ij = c†i cj . And
H(3) =− 6t
3
U2
[
T ljA T
jk
B T
kl
C e
2iφ(I˜zA+I˜
z
B+I˜
z
C) + e−2iφ(I˜
z
A+I˜
z
B+I˜
z
C)T jlA T
kj
B T
lk
C
]
+
3t3
U2
[
T ijB T
ji
C e
2iφ(I˜zB+2I˜
z
C) + h.c.+ (B → C → A→ B)
]
− 12t
3
U2
cos 3φ
(F30)
where I˜zA gives the flavor of the particle that is acted by the T operators. For example, T
lj
A T
jk
B T
kl
C e
2iφ(I˜zA+I˜
z
B+I˜
z
C) =
T ljA T
jk
B T
kl
C e
iφ(ηj+ηk+ηl) = e2iφ(I˜
z
A+I˜
z
B+I˜
z
C)T ljA T
jk
B T
kl
C .
The details of the calculations are below.
a. Order t2/U
To get the effective Hamiltonian at the order t2/U , it is sufficient to consider a single bond of the triangular lattice,
and all other terms can be generated by applying symmetries.
Now we first calculate the matrix elements of the effective Hamiltonian at the order of t2/U . Dnote the two sites
linked by this bond by A and B, then |ij, kl〉 = c†i (A)c†j(A)c†k(B)c†l (B)|0〉.
It is useful to distinguish 3 types of states: |ij, kl〉, |ij, ik〉 and |ij, ij〉, where different letters denote different states.
Clearly there is no matrix elements between two states from two different types, and all we need is to calculate the
matrix elements between states within the same type.
The independent matrix elements include
〈ij, ij|H(2)|ij, ij〉 = 0 (F31)
〈ij, ik|H(2)|ij, ik〉 = −2t
2
U
〈ij, ik|H(2)|ik, ij〉 = 2t
2
U
(F32)
〈ij, kl|H(2)|ij, kl〉 = −4t
2
U
〈ik, jl|H(2)|ij, kl〉 = 2t
2
U
(F33)
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All other matrix elements at this order either vanish or can be obatined from the above by permutations.
From these matrix elements we obtain H(2):
H(2) =
2t2
U
∑
ij
T ijA T
ji
B −
4t2
U
(F34)
As in the case of N0 = 1, T
ij = c†i cj that satisfies (F24), the commutation relations of the generators of SU(4). Now
acting on 2-particle states on each site, the actions of these operators are
T ij |kl〉 = δjk|il〉+ δjl|ki〉 (F35)
b. Order t3/U2
Now we turn to the order t3/U2. A simple inspection of the model shows that, to calculate the effective Hamiltonian
at the order of t3/U2 in this problem, we only need to consider a single elementary triangle, then all other terms can
be obtained by symmetries.
Now we first calculate the matrix elements of the effective Hamiltonian to the order t3/U2. To this end, we need
to first have a systematic way to label the states in the ground state manifold of the three-site problem of a single
elementary triangle.
It turns out there are 5 types of states: |ij, ij, ij〉, |ij, jk, ij〉, |ij, jk, ik〉, {|ij, kl, il〉, |ij, kl, ij〉} and |ij, ik, il〉, where,
for example,
|ij, jk, ki〉 = c†i (A)c†j(A)c†j(B)c†k(B)c†k(C)c†i (C)|0〉 (F36)
All other states can be related to these states by certain permutations.
Now we calculate the matrix elements of the effective model between these states at the order of t3/U2. The
matrix elements between different types of the above states always vanish. So we only need to calculate the matrix
elements between states within the same type.
〈ij, ij, ij|H(3)|ij, ij, ij〉 = 0 (F37)
〈ij, jk, ij|H(3)|ij, jk, ij〉 = − t
3
U2
(2 cos(3ηkφ)− 2 cos(3ηiφ)) = 0
〈ij, ij, jk|H(3)|ij, jk, ij〉 = −3t
3
U2
(
eiηkφ+2iηiφ − e−2iηkφ−iηiφ) (F38)
〈ij, jk, ik|H(3)|ij, jk, ik〉 = − t
3
U2
(−2 cos(3ηiφ)− 2 cos(3ηjφ)− 2 cos(3ηkφ)) = 6t
3
U2
cos 3φ
〈ij, ik, jk|H(3)|ij, jk, ik〉 = −3t
3
U2
(e2iηiφ+iηjφ + e−2iηjφ−iηiφ)
(F39)
〈ij, kl, il|H(3)|ij, kl, il〉 = − t
3
U2
(2 cos(3ηjφ) + 2 cos(3ηkφ)− 2 cos(3ηlφ)− 2 cos(3ηiφ)) = 0
〈ij, kl, il|H(3)|ij, il, kl〉 = 3t
3
U2
(e2iηkφ+iηiφ − e−iηkφ−2iηiφ)
〈ij, kl, ij|H(3)|ij, kl, ij〉 = − t
3
U2
(2 cos(3ηkφ) + 2 cos(3ηlφ)− 2 cos(3ηjφ)− 2 cos(3ηiφ)) = 0
〈ij, kl, ij|H(3)|ij, ij, kl〉 = 0
〈ij, kl, ij|H(3)|ik, lj, ij〉 = −3t
3
U2
(eiηkφ+2iηjφ − e−2iηkφ−iηjφ)
(F40)
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〈ij, ik, il|H(3)|ij, ik, il〉 = − t
3
U2
(2 cos(3ηjφ) + 2 cos(3ηkφ) + 2 cos(3ηlφ)) = −6t
3
U2
cos 3φ
〈ij, il, ik|H(3)|ij, ik, il〉 = 3t
3
U2
(eiηkφ+2iηlφ + e−iηlφ−2iηkφ)
〈il, ij, ik|H(3)|ij, ik, il〉 = −6t
3
U2
eiηjφ+iηkφ+iηlφ
(F41)
Recasting these matrix elements into a compact form yields
H(3) =− 6t
3
U2
[
T ljA T
jk
B T
kl
C e
2iφ(I˜zA+I˜
z
B+I˜
z
C) + e−2iφ(I˜
z
A+I˜
z
B+I˜
z
C)T jlA T
kj
B T
lk
C
]
+
3t3
U2
[
T ijB T
ji
C e
2iφ(I˜zB+2I˜
z
C) + h.c.+ (B → C → A→ B)
]
− 12t
3
U2
cos 3φ
(F42)
where I˜zA gives the flavor of the particle that is acted by the T operators.
3. Effective models in terms of spin and orbital operators
As seen in the above, the effective Hamiltonian expressed in terms the operators T ij is relatively concise, and they
are the same for both N0 = −1 and N0 = −2 up to some constants. However, to gain more intuition, it is helpful to
express these effective Hamiltonians in terms of spin operators S and valley operator I, where
S+ = c†+↑c+↓ + c
†
−↑c−↓ = T
12 + T 34, S− = c†+↓c+↑ + c
†
−↓c−↑ = T
21 + T 43,
Sz =
1
2
(c†+↑c+↑ + c
†
−↑c−↑ − c†+↓c+↓ − c†−↓c−↓) =
1
2
(T 11 + T 33 − T 22 − T 44)
I+ = c†+↑c−↑ + c
†
+↓c−↓ = T
13 + T 24, I− = c†−↑c+↑ + c
†
−↓c+↓ = T
31 + T 42,
Iz =
1
2
(c†+↑c+↑ + c
†
+↓c+↓ − c†−↑c−↑ − c†−↓c−↓) =
1
2
(T 11 + T 22 − T 33 − T 44)
(F43)
As well as filling fraction
n =
1
2
(
c†+↑c+↑ + c
†
+↓c+↓ + c
†
−↑c−↑ + c
†
−↓c−↓
)
=
1
2
(
T 11 + T 22 + T 33 + T 44
)
(F44)
Here n = 1/2 means N0 = 1 and n = 1 means N0 = 2. In the above S and I form two decoupled SU(2) algebras,
and n commutes with all others.
a. Effective Hamiltonian for N0 = 1
To this end, we first re-express the operators T ij in terms of S, I and n. For n = 1/2 (N0 = 1),
T 11 = (n+ Sz)(n+ Iz), T 12 = S+(n+ Iz), T 13 = I+(n+ Sz), T 14 = S+I+,
T 22 = (n− Sz)(n+ Iz), T 23 = S−I+, T 24 = I+(n− Sz),
T 33 = (n+ Sz)(n− Iz), T 34 = S+(n− Iz),
T 44 = (n− Sz)(n− Iz)
(F45)
Substituting these into (F16) and (F19) yields(
H(2) +
2t2
U
)
· U
2t2
=
∑
ij
T ijA T
ji
B
=
1
2
(S+AS
−
B + I
+
A I
−
B + h.c.) + (S
+
AS
−
B + S
−
AS
+
B )(I
+
A I
−
B + I
−
A I
+
B )
+ 2IzAI
z
B(S
+
AS
−
B + S
−
AS
+
B ) + 2S
z
AS
z
B(I
+
A I
−
B + I
−
A I
+
B )
+ 4(n2 + SzAS
z
B)(n
2 + IzAI
z
B)
=4 · (n2 + SA · SB) · (n2 + IA · IB)
(F46)
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and (
H(3) +
6t3
U2
cos 3φ
)
U2
3t3
= −2h(3,1) + h(3,2) (F47)
with
h(3,1) =8n2 cos 3φ(n2 + SA · SB + SB · SC + SC · SA)(n2 + IzAIzB + IzBIzC + IzCIzA)
+4n2(n2 + SA · SB + SB · SC + SC · SA) ·
[
eiφ(I+A I
−
B + I
+
B I
−
C + I
+
C I
−
B ) + h.c.
]
+8 sin 3φ[IzAI
z
BI
z
C + n
2(IzA + I
z
B + I
z
C)] · [SA · (SB × SC)]
−4iSA · (SB × SC) ·
[
IzA(e
iφI+B I
−
C − e−iφI−B I+C ) + (A→ B → C → A)
] (F48)
and
h(3,2) = T kjB T
jk
C e
2iφ(IzB+2I
z
C) + e−2iφ(I
z
B+2I
z
C)T jkB T
kj
C + (B → C → A→ B)
= 4 · (n2 + SA · SB) · (2n2 cos 3φ+ 2IzAIzB cos 3φ+ e−iφI+A I−B + eiφI−A I+B )+ (B → C → A→ B) (F49)
b. Effective Hamiltonian for N0 = 2
For n = 1 (N0 = 2), it is useful to first consider the general relation T
ijT kl = δjkT
il − c†i c†kcjci. Restrcting to
2-particle states, we can use this general relation to write down
S+I+ = 2T 14, S+I− = 2T 32, S+Iz = T 12 − T 34,
S−I+ = 2T 23, S−I− = 2T 41, S−Iz = T 21 − T 43,
SzI+ = T 13 − T 24, SzI− = T 31 − T 42, SzIz = 1
2
(T 11 − T 22 − T 33 + T 44)
(F50)
Using these, we can convert the relations and get
T 11 =
(n+ Sz)(n+ Iz)
2
, T 12 =
S+(n+ Iz)
2
, T 13 =
I+(n+ Sz)
2
, T 14 =
S+I+
2
,
T 22 =
(n− Sz)(n+ Iz)
2
, T 23 =
S−I+
2
, T 24 =
I+(n− Sz)
2
,
T 33 =
(n+ Sz)(n− Iz)
2
, T 34 =
S+(n− Iz)
2
,
T 44 =
(n− Sz)(n− Iz)
2
(F51)
which differs from (F46) only by factors of 2.
Substituting these into (F29) and (F30) yields(
H(2) +
4t2
U
)
U
2t2
=
∑
ij
T ijA T
ji
B =
(
n2 + SA · SB
) · (n2 + IA · IB) (F52)
and (
H(3) +
12t3
U2
cos 3φ
)
· U
2
3t3
= −2h(3,1) + h(3,2) (F53)
with 8h(3,1) and 4h(3,2) given by the same expressions as in (F48) and (F49), respectively, but notice the value of n
is changed from 1/2 to 1.
