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Intense laser-plasma interaction, generally characterized by focused laser intensities 
exceeding ~1 TW/cm2, is a major pillar of plasma physics and nonlinear optics with 
broad applications, including high energy charged particle and photon sources, the 
generation and study of high energy density physics conditions, fusion energy sources, 
remote detection techniques, and self-guided nonlinear propagation. For many 
important applications, longer wavelength lasers provide favorable scaling for laser-
plasma interactions, and in several cases enable entirely new phenomena. In this 
dissertation we present experimental and computational results for three laser-plasma-
based applications using ultrashort mid-infrared (mid-IR or MIR) and long-wave-
infrared (LWIR) laser pulses. In the first laser wakefield acceleration (LWFA) 
experiment at mid-IR wavelengths, we demonstrate acceleration of electron bunches 
driven by relativistic self-focusing collapse of mid-IR laser pulses in near-critical 
  
density gas jet targets, and compare scaling of bunch charge and energy to those from 
common near-infrared systems. Second, we demonstrate that single-electron-seeded 
avalanche breakdown driven by picosecond mid-IR lasers is an ultrasensitive technique 
for measuring extremely low plasma densities in gases. We use this technique in two 
applications. First, we first demonstrate standoff detection of radioactive materials, 
with avalanche measurements enabling determination of source location and estimates 
of the radioactivity level. We then use the technique to measure ionization yield 
induced by an auxiliary laser in atmospheric pressure range gases over 14 orders of 
magnitude, a record range achievable with no other technique we are aware of. Finally, 
we present theory and simulations of nonlinear propagation of high power MIR and 
LWIR multi-picosecond pulses in air, demonstrating that self-guided propagation at 
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Chapter 1: Introduction 
1.1 Motivation and outline of the dissertation 
Intense laser matter interactions, under one definition, can be characterized by 
laser electric fields and accelerated charged particle energies which are of the same 
order as atomic fields in bound systems, or fields which lead to nonlinear responses of 
free electrons and ions in unbound systems. Equating the quiver energy of an electron 
or proton in a focused laser field with either atomic potentials (~10 eV) or the particle’s 
rest mass (~500 keV or ~1 GeV) defines relevant intensities over an extremely broad 
range from 1012-1022 W/cm2 for optical and infrared (=0.4-10 m) laser wavelengths. 
These intensities, in turn, span a wide range of applications such as low order harmonic 
generation [1], filamentation and supercontinuum generation [2,3], high field THz [4-
6], RF [7] and high harmonic generation [8], laser-plasma sources from extreme 
ultraviolet (EUV) to gamma rays [9-12], creation and characterization of high-energy 
density (HED) states of matter [13-15], and acceleration of charged particles such as 
electrons [16-18], ions [19], and positrons [20] to relativistic energies. 
 To date most laser architectures for high intensity applications have relied on 
solid-state gain media in the near infrared (NIR, =0.8-1.5 m), limiting experiments 
to these wavelengths or their harmonics in the visible and ultraviolet. The quadratic 
increase with wavelength of parameters such as the ponderomotive energy and free 
electron polarizability have made the recent advances in short pulse mid infrared (mid-





particularly exciting, with promising results for several of the applications listed above 
[21-35]. The experiments and simulations described in this dissertation [36-40] explore 
new physics made possible by intense mid-IR and LWIR laser pulses:  laser wakefield 
acceleration, avalanche based detection of ultralow electron and weakly-ionized 
plasma densities, and high-power laser self-guiding enabled by avalanche ionization. 
The remainder of the dissertation is organized as follows. The rest of this 
chapter reviews the wavelength scaling of important laser-matter interaction 
parameters, as well as their effect in laser-wakefield acceleration and avalanche 
ionization. Chapter 2 describes our mid-IR laser system. Chapter 3 presents results 
from the first laser wakefield acceleration (LWFA) experiments with a mid-IR driver, 
along with particle-in-cell simulations. Chapter 4 presents a new concept, in which 
avalanche ionization is repurposed as a means for ultrasensitive detection of extremely 
low charge densities in gases. In the first application of avalanche, it is used to 
sensitively detect the presence of radioactive material. Chapter 5 describes the second 
application of avalanche detection: measurement of multiphoton and tunneling 
ionization yields in atmospheric pressure gases over a record 14 orders of magnitude, 
a result particularly germane to high power atmospheric self-guiding of LWIR pulses. 
Armed with this more complete understanding of laser-induced ionization in gases, 
Chapter 6 presents simulations of LWIR pulse guiding that show that essential role of 
discrete plasma breakdown sites. Chapter 7 summarizes the dissertation and discusses 





1.2 Wavelength dependence of key parameters in laser-matter interactions 
1.2.1 Linear focusing 
The lowest order beam-like mode of the electromagnetic field of wavelength 
𝜆 2𝜋 𝑘⁄  in the paraxial approximation has the Gaussian electric field and intensity 
profiles 










exp 𝑖 tan 𝑧 𝑧⁄ exp 𝑖𝑘𝑧






   ∝ |𝐄 𝑟, 𝑧 |  ,                           1.1
 
where 𝑟 is the radial coordinate from the propagation axis and 𝑧 is longitudinal 
coordinate. The beam’s 𝑧–dependent field amplitude 1/𝑒 radius (and intensity 1/𝑒  
radius) is 𝑤 𝑧 𝑤 1 , where 𝑤  is the field 1/𝑒 (and intensity 1/𝑒 ) radius 
at the narrowest part of the beam (beam waist, 𝑧 0). The characteristic diffraction 
distance for 𝐼 → 𝐼 /2 in a background medium of refractive index 𝑛  is 𝑧
𝜋𝑛 𝑤 /𝜆, the Rayleigh range. The field’s phase front radius of curvature is 𝑅 𝑧
𝑧 1  and the phase advance owing to converging and diverging phase fronts 
(the “Gouy phase”) is ∆Φ tan 𝑧 𝑧⁄ . A beam of initial 1/𝑒  diameter 𝐷 
launched at 𝑧 𝑓 has a beam waist (𝑧 0) of 𝑤 2𝜆 tan 𝑓/𝐷 𝜋𝑛 – ≅
2𝜆𝑓/ 𝜋𝑛 𝐷  for 𝑓 ≫ 𝐷 and “𝑓/number” given by 𝑓/𝐷. This models focusing of a 
parallel beam of diameter 𝐷 over a focal length 𝑓, for which a pulse of peak power 𝑃  





beam waist area (focal spot area) scales as 𝑤 ∝ 𝜆 , the focal volume 𝑉~2𝑧 𝜋𝑤   ∝
𝜆 ,  and the peak intensity 𝐼 ∝ 𝜆 .  
Since several parameters discussed below show a 𝐼𝜆  dependence, at first 
glance it would appear that the larger focal spot would lead to invariant behavior 
(constant 𝐼𝜆 ) at longer wavelengths for fixed focal geometry. However, we note that 
(i) achieving the same value of 𝐼𝜆  over a larger area (∝ 𝜆 ) or volume (∝ 𝜆 ) can be 
strongly beneficial for applications, (ii) the peak pulse intensity in some applications, 
such as relativistic and nonrelativistic filamentation, is set not by linear focusing 
conditions but rather by nonlinear effects, strongly favoring long  for some 
applications, and (iii) some basic processes are favored or disfavored at long ; for 
example, multiphoton ionization is strongly disfavored, a fact put to crucial use in 
several experiments of this dissertation.  
1.2.2 Nonlinear optics and self-focusing 
In linear optics, a uniform isotropic propagation medium responds to the 
applied electric field 𝐄 according to 𝐏 𝜒𝐄  , where 𝐏 𝐫,𝜔  and  𝐄 𝐫,𝜔  are the 
Fourier transforms of the polarization and electric field, 𝜒 𝜒 𝜔  is the 
medium’s linear frequency-dependent electric susceptibility, and 𝜀 𝜔 1
4𝜋𝜒 𝜔  is the linear dielectric function. For  nonmagnetic materials, as we consider 
here, the permeability is 𝜇 1, and so the linear refractive index is 𝑛 𝜔 √𝜇𝜀
√𝜀 1 4𝜋𝜒 𝜔 . Strongly driven bound electrons in atoms and molecules, 





instantaneous response, we can write 𝐏 𝐫, 𝑡 𝜒 𝐄 𝐫, 𝑡 𝐄 𝐫, 𝑡 , for a linearly 
polarized complex field 𝐄 𝐫, 𝑡  with carrier frequency 𝜔  and bandwidth ∆𝜔 𝜔⁄ ≪ 1, 
where now 𝜒 depends on 𝐄. For cases where |𝐄| 𝐸⁄ ≪ 1, for a typical atomic 
binding field 𝐸 , we can expand 𝐏 as a perturbation series 𝐏 𝐫, 𝑡 𝜒 𝐄 𝐫, 𝑡
𝜒 |𝐄| 𝐄 𝐫, 𝑡 ⋯ for a centrosymmetric medium (so even terms are zero) and lowest 
order terms at the central frequency 𝜔 .  The term 𝜒 |𝐄| 𝐄 𝐫, 𝑡  is responsible for 
self-phase modulation and self-focusing. Grouping terms gives a lowest order effective 
susceptibility 𝜒 𝐄 𝜒 𝜒 𝜒 |𝐄|  and index of refraction 𝑛
1 4𝜋 𝜒 𝜒 |𝐄| 𝑛 𝑛 𝐼, defining the nonlinear refractive index 𝑛 , for 
𝐼 𝐫, 𝑡 𝑛 𝑐 8𝜋⁄ |𝐄| . For 𝜔  far from atomic resonances, 𝑛 0 in general. The 
effect of such a positive, instantaneous nonlinearity is shown in Fig. 1.1. The increased 
refractive index at the intensity envelope peak decreases the local phase velocity 𝑣
𝑐/𝑛 , causing inward curving of the pulse wave fronts: self-induced focusing. Self-
phase modulation (SPM) also occurs: the effective propagation phase on axis near the 
beam waist is Φ 𝑟 0, 𝑧, 𝑡 𝜔 𝑐 𝑛 𝑧 𝑐𝑡⁄ , giving an effective frequency 
shift ∆𝜔 𝑡 𝜕Φ 𝜕𝑡 𝜔 𝜔 𝑛 𝑐 𝑧 𝜕𝐼 𝜕𝑡⁄⁄⁄ . Thus the leading edge of the 






Figure 1.1. Schematic showing (a) self-focusing and (b) self-phase modulation  
If the inward phase front curvature from self-focusing exceeds in magnitude the 
outward curvature from diffraction, a pulse will undergo self-focusing collapse. To 
estimate the threshold for this process, we set the nonlinear phase accumulated over a 
distance |𝑧/𝑧 | ≪ 1 near the beam waist to the Gouy shift: 𝑘𝑛 𝐼𝑧 tan 𝑧 𝑧⁄




 1.2  
where the factor 𝛼 is introduced to allow for a range of initial beam profiles. Detailed 
analysis gives values of 𝛼 0.15 for a Gaussian beam and 𝛼 0.148 for a Townes beam 
profile, a self-similar collapse profile that has the lowest possible 𝑃  [41].  Above 𝑃  
the pulse will continuously self-focus until collapse is arrested by some defocusing 
mechanism, such as ionization of the medium [42] or group velocity dispersion of the 












femtosecond pulses in air is the result of the interplay of self-focusing, diffraction, and 
plasma-induced refraction [2,3].  
An important point from Eq. (1.2) is that 𝑃 ∝ 𝜆 , so that the required threshold 
power for self-focusing collapse quickly increases with  . Since pulses which greatly 
exceed 𝑃  are subject to the transverse modulational instability and beam breakup into 
multiple filaments, there has been interest in filamentation at longer wavelengths in 
order to increase the high power throughput in a single high intensity channel [21-
23,44-47]. This will be further discussed in Chapter 6. We note that filamentation has 
been described extensively elsewhere [2,3], and will not give a detailed overview here.  
1.2.3 Ponderomotive energy and ponderomotive force 
While electron motion in a non-uniform laser field (such as a beam) is primarily 
oscillatory, this fast motion over the beam intensity gradients leads to drift motion 
driven by an effective drift force, as we now show following Ref. [48].  Consider 
spatially varying electromagnetic fields defined by 𝐄 𝐄 𝐫 cos 𝜔𝑡  and 𝐁
𝐁 𝐫 cos 𝜔𝑡 . A point charge 𝑞 of mass 𝑚 moving non-relativistically is accelerated 
by the Lorentz force 
 𝑚𝐯 𝑞 𝐄
𝐯
𝑐
𝐁 . 1.3  
We consider perturbation expansions of electron velocity and position 𝐯 𝐯 𝐯
𝐯 ⋅⋅⋅ and 𝐫 𝐫 𝐫 𝐫 ⋅⋅⋅ in the small parameter |𝐯|/𝑐 , with the charge initially 
at rest (𝐯 0  at 𝐫 0. To first order, the motion is dictated entirely by 𝐄: 
 𝐯
𝑞𝐄 𝐫 sin 𝜔𝑡
𝑚𝜔






𝑞𝐄 𝐫 cos 𝜔𝑡
𝑚𝜔
  . 1.4b  
We now consider the second order equation of motion, including 𝐁 and a Taylor 
expansion of 𝐄 around the initial charge position,  𝐫 0: 
 𝑚 𝐯 𝑞 𝐫 ⋅ ∇ 𝐄 𝐫 cos 𝜔𝑡
𝐯
𝑐
𝐁 𝐫 cos 𝜔𝑡 . 1.5  
To find the drift force, we insert Eqs. (1.4a-b) into Eq. (1.5), and use cos 𝜔𝑡 𝐁 𝐫
𝑐/𝜔 sin 𝜔𝑡  ∇ 𝐄 𝐫  from Maxwell’s equations. To find slow drift motion, we 




𝐄 𝐫 ⋅ ∇ 𝐄 𝐫 𝐄 𝐫 ∇ 𝐄 𝐫  . 1.6  
Applying the identity 𝐀 ∇ 𝐀 𝟏
𝟐
∇|𝐀| 𝐀 ⋅ ∇ 𝐀 then leads to the cycle-
averaged drift force, or “ponderomotive force” 
𝐅 ≡  𝑚〈𝐯 〉
𝑞
4𝑚𝜔
∇|𝐄 𝐫 |𝟐 ∇
𝑞 |𝐄 𝐫 |𝟐
4𝑚𝜔
∇𝑈   , 1.7  
where 𝑈 𝐫 𝑒 𝐸 /4𝑚 𝜔 ∝ 𝜆  is the so-called “ponderomotive energy” for an 
electron, for 𝐸 |𝐄 𝐫 |. 𝑈  is also equal to the relativistic cycle-averaged kinetic 
energy 〈𝐾〉 𝑚 𝑐 〈γ 1〉 𝑒 𝐸 /4𝑚 𝜔 ≅ 0.093 𝐼 TW/cm 𝜆 μm  through 
third order in |𝐯|/𝑐. The ponderomotive force 𝐅  acts to expel charges from areas of 
high intensity. While the direction of this force is the same for positive and negative 
charges, ions will feel a force smaller by a factor of 𝑚 /𝑚 , leading to charge 





An example of the role played by the ponderomotive energy is in high harmonic 
generation (HHG). In HHG, an electron is liberated via tunneling ionization from an 
atom during a laser cycle, with its orbit then classically driven by the field to recombine 
with its parent atom, radiating its excess kinetic energy as a high energy photon with 
cutoff energy ℏ𝜔 𝜒 3.17𝑈  , scaling with 𝑈  [8], where 𝜒  is the atom’s 
ionization potential. Since the drive intensity 𝐼 for HHG is limited by the amount of 
plasma generation and phase slippage between the drive beam and its harmonics, 
moving to longer  at fixed 𝐼 has favored harmonic generation to  ℏ𝜔 ~ keV 
energies [30]. 
 A useful dimensionless field quantity is the normalized vector potential, 𝒂
𝑒𝐀/𝑚 𝑐 , where 𝐀 is the vector potential describing the electromagnetic field. If 𝐀  is 
the peak vector potential, we define 𝑎 𝑒|𝐀 |/𝑚 𝑐 8.5 10 √𝐼𝜆  for 𝐼 in 
W/cm2 and  in 𝜇m  For 𝑎 ≪ 1,  relativistic effects are neglectable, but otherwise 
must be considered. It is worth noting that 𝑎 4𝑈 𝑚 𝑐⁄ , so that relativistic effects 
must be considered when the non-relativistic ponderomotive energy is a non-negligible 
fraction of the electron rest energy. 
1.2.4 Strong field ionization 
The atoms and molecules in common dielectric media have ionization energies 
𝜒  ranging from 8-15 eV, as compared to optical photon energies of  ℏ𝜔~0.12 eV in 





occurs through multiphoton (MPI), tunneling, or collisional ionization as summarized 
in Fig. 1.2. 
 
Figure 1.2. Overview of ionization mechanisms for high intensity, non-resonant laser pulses, and the 
scaling of associated ionization rate ν and ionization yield Y as function of time t. The green line indicates 
the atomic potential. Electrons (black dot) can be released through (a) absorption of n laser photons for 
n Int χ /ℏω  photons needed to exceed ionization potential χ  of the target species, (b) tunneling 
through the field-distorted Coulomb barrier, or (c) ionizing collisions from laser accelerated free 
electrons, with rate ν proportional to existing free electron density N , which leads to exponential growth 
from an initial number of electron seeds n , . 
Multiphoton and tunneling ionization describe two limits of the same process, with the 
transition between them described by the Keldysh parameter 𝛾 𝜒 /2𝑈  for 
ionization potential 𝜒  and ponderomotive energy 𝑈  defined above [49]. For 𝛾 ≫ 1, 
ionization is in the MPI regime, with a rate 𝜈 𝜎 𝜔  𝐼 , where 𝜎 is a frequency 
dependent coefficient and 𝑛 Int 𝜒 /ℏ𝜔  is the integer number of photons needed to 
exceed 𝜒 . Since the ionization rate represents the probability of an atom absorbing 𝑛 
photons simultaneously, it is strongly suppressed for longer wavelengths with lower 
energy photons. For 𝛾 ≲ 1, the atomic potential is sufficiently distorted by the applied 
laser electric field that the electron can tunnel through the barrier, and the ionization 
rate scales as ∝ 𝐼 . Figure 1.3 plots ionization rate vs. 𝐼 for 𝜆 1 μm and 𝜆 4 μm 









Figure 1.3. Calculated [50] ionization rate of O2 at 𝜆 1 𝜇m (blue) and 𝜆 4 𝜇m (red). For 𝜆 1 𝜇m, 
the rate initially increases as 𝐼  as predicted by 𝑛 𝜒 /ℏ𝜔 before transitioning to tunneling, while for 
𝜆 4 𝜇m the rate is in the tunneling regime throughout, as shown by the values of 𝛾  for each 
wavelength, top. 
As intensity continues to increase, the atomic binding potential becomes 
sufficiently distorted and suppressed that the electron no longer sees a potential energy 
barrier and is directly ionized within one cycle of the optical field. Equating the peak 
of the distorted atomic potential with the valence electron’s ionization energy for an 












as an intensity threshold for “over-the-barrier” ionization. Note that 𝐼  is independent 





Up to this point, we have considered ionization produced by laser irradiation of 
an isolated atom. In gas and condensed media targets, additional ionization can occur 
through collisional ionization, whereby existing free electrons gain sufficient energy to 
ionize nearby neutral species upon impact. In contrast with the other ionization 
processes, the rate of collisional ionization of an atom or ion is proportional to the 
number of already liberated electrons in the laser field, with the free electron population 
increasing exponentially when collisional and diffusive losses are overcome by laser 
heating. This is the so-called cascade or avalanche ionization process, which is clearly 
dependent on the atomic/molecular density of the target. A detailed description of 
avalanche ionization is given at the end of this chapter. Another density-dependent 
process, excitation-induced dephasing (EID) [51-54], has been proposed as a 
mechanism for enhanced  ionization at moderate intensities. While the rate itself is 
predicted to be nearly independent of wavelength, its effect on experiments would be 
more evident at long  as discussed in Chapter 5. 
1.2.5 Nonlinear optics in plasma 
The dielectric function of a collisionless cold plasma is 𝜀 𝜔 1 𝜔 𝜔⁄ , 
giving the linear refractive index 
𝑛 𝜔  1 𝜔 𝜔⁄ ⁄ 1 𝑁 𝑁⁄ /     , 1.9  
where 𝜔 4𝜋𝑁 𝑒 𝑚⁄  is the plasma frequency for electron density 𝑁 , and 𝑁
𝑚𝜔 4𝜋𝑒⁄ 1.1 10 / 𝜆 μm  cm  is the critical density. Here, it is 





𝑚 𝑚⁄ ). A laser pulse with carrier frequency 𝜔  (and bandwidth ∆𝜔 𝜔⁄ ≪ 1 ) 




  , 𝑣 𝜕𝑘 𝜕⁄ 𝜔  𝜕 𝜔𝑛 𝑐⁄ 𝜕⁄ 𝜔 𝑐𝑛 𝜔 .
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For many laser interaction experiments, linear pulse propagation in plasmas near or 
above 𝑁  is important for processes including resonance absorption and simple 
reflection [55,56].  
As discussed in Sec. 1.2.3, once the normalized vector potential no longer 
satisfies 𝑎 ≪ 1 we must consider relativistic electron dynamics in the laser field 















where 𝜔 4𝜋𝑁 𝑒 𝑚⁄ , 𝛾 ≅ 𝛾 1 𝑎 ≅ 1 𝑎  to leading order, 𝑛
1 𝜔 𝜔⁄ ⁄ , 𝑟 𝑒 𝑚 𝑐⁄ 2.8 10  cm is the classical electron radius, 
and we take ≪ 1. While, to leading order, the relativistic nonlinear correction to the 
refractive index of plasma is proportional to 𝐼, similar to a dielectric medium, the 𝜆  
wavelength sensitivity (for fixed 𝐼 and 𝑁 ) strongly favors long  pulses. Note that 
while linear focusing limits 𝐼𝜆  in the focus (or beam waist) to be constant for fixed 
power and focusing geometry, as discussed in Sec. 1.2.1, nonlinear focusing can 





focusing in subcritical density plasmas is 𝑃 17 𝑁 /𝑁  GW [57,58]. Nonlinear 
self-focusing in plasmas enables initially modest intensity beams (𝑎 ≪ 1) to achieve 
the relativistic intensities (𝑎 ≳ 1) necessary for laser-plasma particle acceleration 
(discussed below) as well as support relativistic self-guiding at high intensity over 
multiple Rayleigh lengths.  
Since 𝑃  is a measure of the transition to relativistic laser plasma physics, the 
ratio 𝑁 /𝑁   sets parameters for the types of targets needed. For near-infrared lasers 
(𝜆~1 μm),𝑁 ~10 cm . This lies between typical gas (1019 cm-3) and solid (1023 
cm-3) densities, suggesting targets such as complex aerogels [59], very high pressure 
and/or cryogenically cooled gas jets [60-63], or plasma generated from a solid target 
by a controlled pre-pulse [64]. In the MIR to LWIR, on the other hand, 𝑁 ~10
10  cm  can be achieved with moderate density gas targets. This has strong 
advantages for the design of gas jets or gas flow targets where a high repetition rate 
laser interaction is desirable. 
1.3 Laser wakefield acceleration  
A plane electromagnetic wave with multiple optical cycles will symmetrically 
accelerate and decelerate charges over the length of the pulse such that there is no net 
energy gain in the absence of collisions or other broken symmetries [65]. For an optical 
beam, however, charges are accelerated away from the high intensity region by the 
ponderomotive force 𝐅 ∇𝑈 , which in the relativistic regime is given by 𝐅





in plasma, the ponderomotive force excites a wake behind the pulse as electrons are 
expelled from the laser axis, as shown in Fig. 1.4, and for sufficiently high intensity, 
can completely evacuate the local wake of electrons (“blow-out”) [66-68]. The 
electrostatic field in these wakes  can reach the “wave breaking” field, 2𝜔/𝜔 𝐸
2𝜔/𝜔 𝑐𝑚 𝜔 /𝑒 ≅ 96 𝑁 /𝑁 / 𝑁 cm–  V/m, above which electron orbits are 
dephased from the oscillating wake [17]. For typical target plasma densities 
~10  𝑐𝑚 , field gradients up to 𝐸  ~100 GV/m are achievable, spurring strong 
worldwide interest and activity in “laser-wakefield acceleration” (LWFA), a leading 
concept for next generation accelerators [16-18,61-62,66-94]. In comparison, 
conventional accelerators using metallic structures are limited by damage thresholds to 
field gradients on the order of ~100 MV/m [95,96].  
Plasma waves are most efficiently excited for pulse lengths matched to the size 
of the trailing wake, namely 𝑐𝜏~𝜆 /2 𝜋𝑐/𝜔  in the so-called resonant acceleration 
regime. Pulses much longer than 𝑐𝜏~𝜆 /2 will experience feedback from the refractive 
effect of the plasma waves, leading to self-modulation and breakup of the beam into 
‘pulselets’ spaced at 2𝜋𝑐/𝜔  (also understood as stimulated Raman scattering) [69-
71]. Electron acceleration in this regime is called self-modulated laser wakefield 
acceleration (SM-LWFA), the process important to Ch. 3 of this dissertation.  Under 
SM-LWFA, electrons are continually injected into multiple wake ‘buckets’, 
experiencing acceleration and deceleration, and leading to exponential spectra of the 





accelerating structure in several ways. For large amplitude plasma waves, background 
plasma electrons can dephase from the wave and be injected into the accelerating 
structure (“wave breaking”) [73,75-76]. For a long enough laser pulse, this injection 
can be laser-assisted [77]. Electrons can also be injected at gas profile discontinuities 
and gradients [76,78,79], through ionization of high charge states of plasma ions at the 
peak of the pulse or with a secondary pulse [80-83], by coupling an electron bunch 
from another accelerator into the plasma wave structure [84-85], or with colliding 
pulses [87,88]. In 2004, several groups made an important advance by resonantly 
exciting plasma wakes in the “blow-out” regime with a pulse strong enough to drive 
wave breaking only in the first plasma oscillation; charge loading (‘beam loading’) of 
the wake truncated subsequent wake dynamics and resulted in quasi-monoenergetic, 
low divergence beams [89-91]. An extensive review of the physics of laser wakefield 
acceleration and various schemes for controlling injection, energy, charge, and beam 
quality is given in [17,18]. 
   
Figure 1.4. Schematic of LWFA. A laser pulse (red) propagating along k expels electrons due to the 
ponderomotive force, setting up plasma density oscillations in its wake (yellow). The charge separation 
between electrons and nearly stationary ions leads to a strong electric field (black arrows) which 





To gain insight into the wavelength scaling of LWFA, we note that the 
dynamics of a collisionless, fully-ionized plasma can be fully described by Maxwell’s 
equations and the relativistic Lorentz force equation. Neglecting collisions is an 
excellent approximation for LWFAs, since collision times greatly exceed the laser 
pulse duration at typical plasma densities (𝑁 /𝑁 ≪ 1) [17]. Normalizing all 
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produces the following dimensionless equations for the fields and particles: 
𝛁 ⋅ 𝐄 𝑁 𝑁 , 1.13a  
 
𝛁 ⋅ 𝐁 0, 1.13b
  𝛁 𝐄 𝜕𝐁/𝛛?̃? , 1.13c




𝛾𝐯 𝐄 𝐯 𝐁 , 1.13e
 
where 𝑁 𝑁  is the normalized charge density perturbation (assuming stationary 
ions), and 𝐉 is the normalized current 𝑁 𝐯𝑓 𝐯, 𝑡 d𝐯 integrated over the electron 
velocity distribution. Equations (1.13a-e) are self-similar even as 𝜔  is varied. In 
particular, an increase in  by a factor 𝛼 while keeping 𝑁 /𝑁 𝜔 /𝜔  fixed 
implies self-similarity—similar wake dynamics and electron acceleration to the same 
final kinetic energy 𝐾 —for modified laser intensity 𝐼 → 𝐼/𝛼 , spot size 𝑤 → 𝑤 𝛼 , 





while leaving pulse power 𝑃 ∝ 𝐼𝑤  and 𝑎 ∝ 𝐼𝜆  unchanged. In this scaled system, 
there will be an increase in accelerated charge 𝑛 ∝ 𝑁 𝑥 → 𝛼𝑛 , but no net change in 
accelerator efficiency 𝐾𝑛 /𝜀 . This follows the semi-empirical scaling presented in 
[68] for the nonlinear “blow-out” regime after noting that 𝑁 ∝ 𝜆  for fixed 𝑁 /𝑁 . 
In practical terms, this means that any optimized LWFA in a pre-ionized target driven 
by a 𝜆 4 𝜇m mid-IR laser will achieve the same final energy and efficiency as one 
driven by a 𝜆 800 nm laser with a 5  smaller energy and pulse length; there will be 
an increase in charge for the mid-IR driver, but at the cost of an increase in driver 
energy. 
  Given this predicted invariance, wavelength scaling studies for LWFA focus 
either on a breakdown of the assumptions in the above scaling, or technical advantages 
offered by mid-IR drivers. In the first case, ionization dynamics of neutral species or 
high charge states of plasma ions near the peak of the pulse at different wavelengths 
can affect the excitation of the wake or the injection of electrons [93,94]. In the second 
case, we note achieving critical density is far easier in the MIR/LWIR, while the 
increased bubble size for all 𝑁 /𝑁  regimes simplifies wake diagnostics or external 
injection. We discuss these considerations further in Chapter 3.  
1.4 Avalanche breakdown 
We now examine how laser-driven avalanche breakdown—central to Chapters 
4-6 of this dissertation—depends on wavelength scaling through the single photon 
energy, multiphoton ionization rates, normalized pulse length 𝜔𝜏 (number of cycles), 





Sections 1.2-1.3 have been extensively studied, there are novel aspects of mid-IR 
driven picosecond breakdowns that are essential for the work in this dissertation. As 
such, we will review the basics of avalanche ionization in greater detail. 
Laser-induced “sparks” were observed soon after the invention of the laser [97-
99], and immediately attracted significant interest. Ionization in gases for which the 
ionization potential greatly exceeded the photon energy initially surprised observers 
and spurred the development of multiphoton ionization theory [100-101] and the more 
complete Keldysh theory of strong field ionization [49,102]. Researchers developed a 
consensus that laser induced breakdown was (i) seeded by multiphoton ionization of 
the target gas or contaminants [103] followed by (ii) collisional heating and exponential 
electron density growth (avalanche ionization) and saturation [99,104-109]. From the 
perspective of understanding and applying the avalanche part of the process (as we do 
in this dissertation), the available visible and near-IR laser drivers of the time were not 
ideal, because the strong intensity sensitivity of MPI seeding affected the exponential 
phase of free electron growth. Simulations of free electron population growth rates 
were complicated by the need to account for elastic and inelastic electron-neutral 
collisions and laser-atom interactions, for which rates where not well known. As well, 
scaling from well-characterized experimental studies for microwave and DC 
discharges [110-111] was complicated by the new multiphoton effects [106]. 
Here we show that the combination of increased ponderomotive energy and 
suppressed MPI rates at mid-IR laser wavelengths, together with 10-100 ps pulse 





avalanche, enabling its application to measurements of ultralow, transient electron 
densities, and avalanche growth rates. Throughout the remaining discussion, we will 
discuss avalanche breakdowns in ambient (1 atm) air, but the general principles can be 
applied to other gases and pressures after adjusting collision rates for species and 
density dependence. 
1.4.1 Electron heating 
If the peak quiver energy of an electron (2𝑈 ) is greater than the ionization 
potential 𝜒  of atoms or molecules in the surrounding gas, it can directly ionize these 
neutrals collisionally. However, even for 2𝑈 𝜒 , repeated dephasing elastic 
collisions driven by the oscillating laser field can heat an electron sufficiently to drive 
such ionization. Averaging over many collisions (𝜏 ≫ 1/𝜈 ) gives a classical 








from the Drude-Lorentz plasma model [108]. The elastic collision frequency is 𝜈
𝜈 𝜈 , with contributions from electron-neutral and electron-ion collisions. During 
the formative stage of breakdowns in neutral gases, 𝜈 ≫ 𝜈 . For laser frequencies 
𝜔 ≫ 𝜈  in atmospheric range gases, Eq. (1.9) reduces to 𝑊 ~2𝑈 𝜈 ∝ 𝐼𝜆 . In 
atmospheric pressure air, where 𝜈 ~2 4 ps-1 over a broad energy range [112,113], 
wavelengths up to 𝜆~300 𝜇m (𝑓~0.4 THz) show a 𝜆  increase in heating.  
 For high frequency collisions typical in solids, where 𝜈 ~1 fs-1 and 𝜔 𝜈 , 





much less than the peak quiver energy 2𝑈  in a field cycle. The heating rate is then 
wavelength-independent (∝ 𝐼) for approximately  𝜆 300 nm. This picture also 
applies for 𝜆 ≫ 300 𝜇m in air. 
1.4.2 Breakdown threshold 
 During breakdown evolution, laser-induced electron heating is offset by energy 
losses to inelastic collisions and to thermal diffusion. Inelastic collisions include 
excitation of rovibrational and electronic states, molecular dissociation, and ionization. 
As well, the avalanche growth rate 𝜈  in electron number—determined by electron 
heating—is offset by losses at rate 𝜈  from attachment, recombination, or diffusion 
out of the focal volume. For a long drive pulse (𝜏 ≫ ns), neglecting diffusion and 
assuming 𝜔 ≫ 𝜈 , this indicates a breakdown threshold  
𝐼 ∝
𝛼
𝑝 atm 𝜆 μm
1.15  
for a constant 𝛼 set by the loss mechanisms, and where we note that 𝜆 𝑝 ∝ 2𝑈 𝜈  , the 
heating rate per electron [107]. Extrapolating from work done in air at microwave 
frequencies [106,110] suggests 𝛼 0.3 TW/cm2, in reasonable agreement with theory 
[106,114] and experiment [111,115-117] on laser breakdowns. However, deviation 
from the threshold in (1.15) was observed for breakdowns seeded by dust or aerosols 
[118-120], or from single and multi-photon effects in the NIR/visible as discussed 
below [121-124]. 
 Even above 𝐼 , exponential growth seeded by individual electrons will only be 





measurements, if the number of electrons 𝑛 𝑛 𝑒  after a pulse of length 𝜏 has 
grown by a factor of 𝑛 /𝑛 ~108-1010 from initial number 𝑛 . This indicates an 
effective “time limited” breakdown threshold set by 𝜈 𝐼 ln 𝑛 /𝑛 /𝜏. 
Simplistically assuming 𝜈 ∝ 2𝑈 𝜈  and taking 𝑛 /𝑛 ~108 leads to a modified form 





𝑝 atm  𝜆 𝜇m  𝜏 ps
, 1.16  
where the numerical value of 𝛼 here assumes that only 10% of heating is spent on 
ionization of air for 𝜏 1 ns breakdowns, based on empirical rate data for N2 [111]. 
Comparing with experimental results in Chapters 4-5 and theoretical rates in Chapter 
6 indicates this expression is reasonably accurate (within 2 ) for pulses from ~10 ps-
1 ns. Eventually the relationship breaks down, since the collisional ionization rate in 
air does not continue to increase as electron heating (and electron velocities) rise, but  
peaks at 𝜈 , ~4.7 ps-1 for ~300 eV electron energies before declining at higher 
energies [112,113].  
This maximum growth rate indicates a full breakdown in atmospheric air from 
a single seed (𝑛 /𝑛 10 )  requires a pulse longer than ~4 ps, and that an interaction 
with a pre-existing weakly-ionized plasma in air must last longer than ~ν ,
– ~𝜈–
250 fs in order to observe substantial collisional heating or electron density growth. 
1.4.3 Single and multi-photon effects 
The 𝜆–  threshold dependence in Eqs. (1.15) and (1.16) inherently assumes that 





uniquely by the quiver energy, and that the discrete photon energy has no effect, as 
appropriate for microwave (classical) avalanche breakdown. Early theoretical work on 
laser-induced avalanche established that treating the field classically and quantum 
mechanically gave equivalent results if the average kinetic energy of plasma electrons 
exceeded the photon energy ℏ𝜔 [99,105,106].  Near threshold, the average electron 
energy is a few eV [106,110,114], such that microwave theory readily applies for 
photon energies ℏ𝜔 1 eV (𝜆 1 𝜇m). At shorter wavelengths, applying a quantum 
Boltzmann approach predicts peaks in the distribution function at multiples of the 
photon energy [106]. In addition, while microwave theory treats neutral electronic 
excitations as a loss, these excited states can contribute to ionization through 
multiphoton processes [106,125]. Both effects increase ionization rates, such that 
experiments observed deviations from the classical breakdown threshold in the NIR, 
with a peak threshold in the visible and declining thresholds at shorter wavelengths 
[121–124]. Separate from these modifications to the breakdown rate, shorter 
wavelengths also increase the initial number of seed electrons through direct 
multiphoton/tunneling ionization of the background gas. At an extreme limit, 
ultraviolet lasers can exhibit breakdown which appear to be driven entirely by 
multiphoton ionization, particularly when enhanced by resonances with molecular 
excited states [126–127]. These overlapping frequency dependent effects prevented 
unambiguous measurements of laser–induced avalanche growth rates. 
If avalanche is envisioned for measuring an existing low density of free 





signal. In particular, free electron and negative ion densities are predicted to be <107 
cm–3 near a strong radioactive source, and ~102–104 under background conditions 
([128–130], Chapter 4). First experiments on radioactive detection using avalanche 
ionization with a near-infrared source (𝜆 800 nm, 200 ps, 1 TW/cm2) showed no 
sensitivity to radioactive seeding [131], as opposed to successful radiation detection 
with avalanche presented in Chapter 4. Calculations [50] for these conditions in the 
NIR (1 TW/cm2) indicated that multiphoton ionization of O2 generated electron 
densities of ~1011 cm–3 within the first 10 ps of the pulse, reliably seeding a stable 
avalanche breakdown during the remainder of the 200 ps pulse. By comparison, 
tunneling ionization of O2 for the mid–IR laser used in this dissertation is an extremely 
low probability process, with calculated liberated electron densities of <1 cm–3 for a 50 
ps, 3 TW/cm2 pulse [39,50]. 
1.4.4 Spatial growth 
Electrons generated during avalanche breakdown are necessarily local to the 
original seed electron, but will spread out by diffusion. Simple electron diffusion gives 




 0.3 𝜏 ps  𝑇  eV   μm 1.17  
for pulse duration 𝜏, an electron temperature 𝑇 , and an electron-neutral collision rate 
of about 𝜈 ~4 ps–1. This estimate is an upper bound, since electron motion is further 
constrained by space charge from the nearly stationary ions (ambipolar diffusion)  once 





[132]. For the experiments in this dissertation, typical diffusion radii range from 2-30 
m for 10-100 eV plasma driven by 5-100 ps pulses. An initial low density of electrons 
will avalanche to create local regions of high electron density surrounded by neutral air 
unless the seed electrons are close enough for breakdowns to overlap, namely if 𝑁
1/𝑟 , or ~1091011 cm–3.   
Breakdowns driven by nanosecond pulses, on the other hand, undergo ion 
heating and significant hydrodynamic motion [133] largely avoided by picosecond 
breakdowns. In nanosecond pulse breakdowns, the outward-directed ionization shock 
front, hydrodynamic expansion, and thermal diffusion lead to ~mm size breakdowns 
[107], comparable in size to the laser focal volume, eliminating the possibility of 
discrete breakdown sites.  
The discrete, countable nature of picosecond avalanche sites provides a far 
more quantitative picture of avalanche breakdown, allowing determination of both 
growth rates and initial seed density and benchmarking of simulation results, as we 
show in Chapters 4-6. While recent work with microwave breakdowns showed similar 
sensitivity to low electron densities near a radioactive source [134], that method could 
not achieve our precision in initial seed measurements due to microsecond pulse 
lengths. As such, picosecond MIR and LWIR sources provide a unique combination of 






Chapter 2: UMD high energy ultrashort mid-IR laser system and 
diagnostics 
2.1 Introduction to high energy ultrashort mid-infrared systems  
After the development of the laser, achievable peak pulse powers quickly 
increased as new advances, such as Q-switching, were implemented. However, power 
densities above ~1 GW/cm2 inside laser amplifiers lead to nonlinear phase distortion, 
self-focusing (in the same process discussed in Sec. 1.2.2) and laser damage. This 
limited peak powers to ≲ 1 TW, and then only in large aperture amplifiers. In chirped 
pulse amplification (CPA), this peak power limitation was circumvented by temporally 
stretching the pulse to be amplified, reducing its peak power during amplification, and 
then re-compressing it after amplification [135], enabling orders of magnitude higher 
output peak power. Figure 2.1 shows this process schematically. The key idea is the 
use of frequency dispersing elements that impose a longer optical path length for blue 
frequencies than red (positive dispersion) to stretch the pulse, followed after 
amplification by negative dispersion to compress the pulse. The broad near-infrared 
(NIR) gain spectrum of Ti:Sapphire (Ti:Al2O3) crystals, developed soon after CPA, 
enables short (5-40 fs) high energy (mJ-J) pulses. Ti:Sapphire is the dominant gain 
medium for high intensity, short pulse lasers,  with pulse powers reaching several 
petawatts (PW =103 TW) [136,137].  Other solid state gain media used for high energy 
short pulses, such as Nd:glass or Yb:YAG, provide different options in energy, pulse 





~1 μm. Extending short pulse operation to the mid-IR  ( ~ 3 8 μm) has been 
complicated by the lack of well-developed gain media. Recently, there have been 
demonstrations of femtosecond pulse oscillation and amplification in chalcogenide 
doped Cr and Fe (Cr:ZnS(e) [138,139], Fe:ZnSe [140,141]) as well as fibers doped 
with Tm, Ho, or Er [142,143], along with advances in pump lasers for these gain media 
[144,-146]. These lasers, however, still in active development, have only recently 
achieved TW-level operation. High pressure ~10 m CO2 amplifiers, while able to 
amplify short pulse high power pulses, have a modulated gain spectrum (from CO2 
molecule rotational states) that produces a train of multi-picosecond pulses not well-
suited to many experimental applications.  
The primary route to achieving high energy femtosecond pulses in the mid-
infrared has been the use of optical parametric chirped pulse amplifiers (OPCPA), 
which can naturally support wide bandwidths with proper phase matching, and which 
do not depend on conventional gain material in the mid-IR. The following sections give 
an overview of this process and its implementation in our laser system. 
 
Figure 2.1. Concept of chirped pulse amplification (CPA), with example of (a) positive and (c) negative 






2.2 Optical parametric amplification 
An optical parametric amplifier (OPA) operates by overlapping an intense 
pump beam and a seed beam in a nonlinear crystal whose nonlinear optical response 
mediates energy transfer between them parametrically (i.e. leaving the energy state of 
the material unchanged). Pump photons are down-converted into a signal photon in the 
seed beam and an accompanying idler photon [147,148]. The generated idler frequency 
is dictated by energy conservation, while effective amplification is limited by 
dispersion, namely 
𝜔 𝜔 𝜔 , 2.1a  
𝑘 𝑘 𝑘 . 2.1b  
for pump (𝑝), signal (𝑠) and idler (𝑖) frequencies 𝜔 and wave numbers 𝑘
2𝜋𝑛 𝜔 /𝜆  for frequency dependent index 𝑛 𝜔 . Since many nonlinear crystals 
are also birefringent, the second condition can be met by using beams with different 
polarizations with respect to the optical axis, and then tuning the angle between 
propagation and optical axes for optimal phase matching. Since this optimal angle is 
different for different frequencies in the pulse bandwidth, non-optimized frequencies 
will experience a phase mismatch Δ𝑘 𝑘 𝑘 𝑘 . After a distance 𝐿 𝜋/Δ𝑘, the 
signal and pump beam will slip out of phase, resulting in attenuation rather than 
amplification of the signal and idler pulses. This phase walk-off, together with 
deterioration of the pump beam profile, dictate the use of multiple, thin (𝐿 𝐿 ) crystal 





By pumping with widely available NIR solid state lasers and using a broadband 
NIR signal beam, it is possible to generate broadband mid-IR idler pulses which can be 
compressed to femtosecond durations. In an OPCPA,, as in conventional CPA sources, 
seed pulses are stretched to picosecond to nanosecond durations to avoid material 
damage in the amplification chain, followed by compression of the signal and/or idler 
pulses. 
2.3 UMD mid-IR TW laser design 
All experiments in this thesis were performed with a hybrid OPA/OPCPA 
(AmpLight [149]) mid-IR laser system in the Intense Laser-Matter Interactions Lab at 
the University of Maryland, shown schematically in Fig. 2.2. The laser produces ~25 
mJ, ~90 fs pulses at center wavelength =3.9 m. The master oscillator for the system 
is a monolithic Yb:KGW oscillator and regenerative amplifier (Pharos, Light 
Conversion), which produces 1 mJ, 274 fs pulses centered at =1024 nm at a 6 kHz 
repetition rate. Approximately ~1/3 of the ~30 nJ, 87 MHz repetition rate oscillator 
output is split off to directly seed a Nd:YAG pump laser (EKSPLA), which produces 
three beams with a combined output of 1 J (=1064 nm, 20 Hz). A few J of the 
regenerative amplifier output is focused into an YAG crystal, generating 
supercontinuum (SC) extending out to ~1.5 m through self-phase modulation. This 
seed beam is then amplified in three KTA (potassium titanyl phosphate) OPA stages 
using the remainder of the Yb:KGW laser output as the pump, generating 500 mW (80 





slightly different spectral ranges in each stage, such that the final output spans 
~1.41.5 m. 
 
Figure 2.2. Block diagram of the UMD mid-IR laser system used for experiments in this dissertation. 
While the CPA stretching/compression scheme presented in Figure 2.1 
considers dispersion compensation for a single beam, the final amplified idler beam in 
the OPCPA has an inverse chirp, or frequency-time relationship, relative to the 
stretched signal beam, since 𝜔 𝑡 𝜔 𝑡 𝜔 𝑡 . Since amplified beams are most 
readily compressed by a simple two-grating Treacy-style compressor shown in Fig. 2.1, 
achieving correct dispersion on the idler beam requires the use of a custom grism 
(grating + prism) stretcher for the signal beam [149]. The cross correlation wavelength 
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(sum frequency generation as a function of delay) of the stretched pulse, produced by 
mixing the signal beam with a small remainder of the 274fs, =1024 nm pump pulse 
from the OPA, is shown on the left scale of Fig. 2.3. The relation Eq. (2.1 a) then 
permits determination of the chirp of the stretched seed pulse, and from it the mid-IR 
signal pulse (right scale) generated in the OPCPA.  
 
Figure 2.3. Measurement of pulse chirp (time-wavelength correspondence). Left, chirp for a cross 
correlation of the OPA pump (=1024 nm) and the stretched signal pulse, 𝜔 𝑡 𝜔 , 𝜔 𝑡 . 
Right, chirp of the generated mid-IR pulse from the =1064 nm OPCPA pump, calculated as 𝜔 𝑡
𝜔 , 𝜔 𝑡 . Lower time delay corresponds to the leading edge of the pulse. 
The OPCPA portion of the mid-IR laser system is composed of three large 
aperture KTA (potassium titanyl arsenate) crystals for amplifying this signal beam. 
Three Nd:YAG pump beams (=1024 nm), with energies 50, 250 and 700 mJ, are each 
relay imaged through a vacuum relay tube from the final rod face of their amplifier 
chain onto the face of each crystal, minimizing diffraction of the pump beam profiles. 
In the first amplifier stage, the signal beam is amplified to ~1 mJ, while the mid-IR 
idler beam is discarded. After the second stage, the 25 mJ signal beam is discarded, 










































of the corresponding idler beam. The 10 mJ idler beam is then amplified to ~35-40 mJ 
in the last crystal with a non-collinear pump. To avoid optical damage, the beam is 
telescoped to a ~1 cm beam size before being compressed with a pair of 240 𝑙/𝑚𝑚 
gratings. Due to losses on mirrors and grating efficiency, the final output pulse is 25-
30 mJ at 20 Hz, with a pulse length of 87 fs, giving a peak power of ~0.3 TW. 
Experiments performed by Shumakova et al. with this same OPCPA laser design 
demonstrated efficient nonlinear self-broadening and self-compression to ~30 fs pulse 
widths by passing the beam through YAG plates or CaF2 lenses, resulting in peak power 
~1 TW [24]. Similar pulse compression has also been observed for extended, high 
intensity propagation in air [25]. Simulations in Chapter 3 envision possible future 
experiments driven with these compressed pulse parameters. Laser output in all 
experiments was measured with a pyroelectric power meter. Collecting a portion of the 
beam from a CaF2 wedge reflector and imaging onto a PbSe photodetector indicates 
~4% shot-to-shot energy fluctuations.  
In addition to the mid-IR beam generated in the system, a small portion (~83 
J) of the OPA pump is available as a probe or auxiliary pump beam. Likewise, the 
leftover near-infrared signal generated in the OPCPA (~15-20 mJ, 70 ps) is easily 
accessible as a secondary probe or heater beam. 
2.4 SHG-FROG pulse measurement 
Achieving the highest power and intensity requires measurement and 
optimization of the pulse length, for which we used scanning second harmonic 





spectrally resolved autocorrelation. The technique works by splitting the pulse and then 
recording the spectra produced from overlapping the two beams at a small angle in a 
nonlinear material, with a variable delay 𝜏 between the pulses. The full spectral-
temporal trace recorded, 𝐼 𝜔, 𝜏 ∝ 𝐸 𝑡 𝜏 𝐸 𝑡 exp 𝑖𝜔𝑡 𝑑𝑡 , allows 
algorithmic reconstruction of the pulse temporal profile by iteratively searching for a 
simulated or “retrieved” pulse that reproduces this spectral-temporal  trace. An example 
trace and reconstructed temporal profile using our SHG-FROG device with a 0.2 mm 
AgGaS2 crystal is shown below in Fig. 2.5. The 87 fs pulse FWHM is close to the 79 
fs Fourier transform limit, which determines the shortest possible pulse for a measured 
spectrum. The mid-IR spectrum determined from the NIR signal spectrum is overlaid 
on the retrieved spectrum, and it is both significantly wider and smoother. This 
indicates both poor resolution in the NIR spectrometer, as well as possible spectral 
changes in the MIR beam due to a decrease in KTA transparency above ~4 m and a 






Figure 2.4. Spectral traces (a) recorded by SHG-FROG measurement, and (b) retrieved by algorithm. 
The retrieved pulse shows amplitude and phase for (c) the spectral field 𝐸 𝜔 |𝐸 𝜔 |𝑒  and (d) 
temporal field 𝐸 𝑡 |𝐸 𝑡 |𝑒 , and  has an 87 fs FWHM duration, close to the 79 fs transform limit 
for the same spectrum. The spectrum calculated from NIR signal diagnostics is shown for comparison 
in (c), indicating spectral changes through amplification and compression. 
2.5 Focal spot measurements 
Measuring focal spots of mid-infrared laser beams is complicated by poor 
detector pixel resolution on mid-IR cameras and the lack of mid-IR imaging objectives. 
Sufficiently large focal spots were recorded directly with a FLIR InSb detector array, 





𝑤 ~75 150 μm ≫ 𝑑 . However, since the InSb detector array exhibited 
nonlinearity that reduced detector sensitivity even for counts well below single pixel 
saturation, care needed to be taken to pre-attenuate the beam to avoid overestimating 
the beam spot size. The InSb nonlinearity led to incorrect intensity measurements in 
[37], as noted in a follow-up experiment [38]. For smaller focal spots, a knife edge was 
scanned through the attenuated focal spot while tracking the transmitted energy 
collected on a photodiode. Assuming a symmetric 2-D Gaussian spot, the fraction of 
energy transmitted 𝐹 versus knife-edge displacement 𝑥 allows extraction of the spot 
size  𝑤  of the beam from 𝐹 𝑥 𝑑𝑥′ 𝑑𝑦 exp 2 𝑥 𝑦 /𝑤 .  Measured  
spot sizes were typically ~1.3  the diffraction limit. Changes in beam mode structure 
from the OPCPA system, or aberrations introduced by low 𝑓/number focusing optics 
occasionally decreased beam quality, necessitating focal spot measurements on a 
regular basis. Implementation of a deformable mirror (DM) increased the peak intensity 
(as measured with improvement in second harmonic generation efficiency [151]). A 
DM will be incorporated in a future system upgrade. 
2.6 Mid-IR imaging spectrometer 
As discussed in Sec. 2.3, the NIR signal spectrum is useful for determining, 
through Eq. (2.1a), the mid-infrared spectrum of the laser output.  To capture mid-IR 
spectra from experimental interactions, a dedicated mid-IR spectrometer is needed. 
Most commercially available mid-IR spectrometers use a multi-shot scanning 





single-shot, we paired an imaging spectrometer (Horiba microHR) with an InSb cryo-
cooled camera (IRCameras IRC800) to construct a unique, highly sensitive, single shot 
mid-IR spectrometer, shown in Fig. 2.5. 
 
Figure 2.5. Left, single shot mid-IR imaging spectrometer. Right, spatially integrated spectrum of the 
chirped mid-IR pulse (reference) and an example of a spectrum backscattered from an avalanche 
breakdown site.  
Bypassing the OPCPA compression gratings allows use of the chirped ~70 ps 
mid-IR pulse for avalanche ionization as discussed in Chapters 4 and 5. The spectrum 
of this high energy picosecond pulse is shown in Fig. 2.5 (b) (“reference”). Together 
with the cross correlation in Fig. 2.3, this result indicates a nearly top-hat temporal 
profile, with a ~50 ps FWHM and ~10 ps rising and falling edges. Since the pump pulse 
is positively chirped, backscatter spectra collected from avalanche breakdowns enabled 
detailed temporal measurements of breakdown evolution.  
 
   
  























Chapter 3: Laser wakefield acceleration with mid-IR laser pulses 
3.1 Relativistic self-focusing  
Relativistic nonlinearities in mid-IR laser-plasma interaction are enhanced by both the 
increased normalized vector potential, which scales as 𝑎 ∝ √𝐼𝜆 , and from a decrease in the 
critical plasma density as 𝑁 ∝ 𝜆 . At long wavelengths, achieving reproducible near-
critical density targets with tunable profiles is greatly simplified, since exploding solid targets, 
aerogels or complex pressure-boosted gas jets can be replaced by simpler gas jets pulsed at 
high repetition rates or run continuously. For electron density 𝑁  approaching 𝑁 , laser pulses 
experience lowered thresholds for relativistic self-focusing, onset of parametric instabilities, 
and enhanced absorption and coupling to plasma oscillations [55], which in turn enable such 
schemes as magnetic vortex acceleration of plasma ions [152,153]. 
In laser wakefield acceleration (LWFA) of electrons [16-18], relativistic self-
focusing has long been used to both increase the laser intensity and promote self-guided 
propagation for extended interaction lengths [17,18]. As discussed in Sec. 1.2.5, the 
optical nonlinearity responsible for self-focusing arises from the relativistic corrections 
to the plasma refractive index in the intense laser field. Above a critical power 
threshold, 𝑃 ~17 𝑁 /𝑁  𝐺𝑊  [57,58] relativistic self-focusing overcomes 
diffraction and the pulse can collapse. For self-focusing in uniform plasma occurring 
in less than the Rayleigh range 𝑧 , the collapse distance is given approximately by the 
self-focusing scale length ℓ 𝑧 𝑃/𝑃 /  for phase fronts converging due to 





out”—where electrons are expelled by the pulse to form a highly nonlinear plasma 
wake—and subsequent injection of background electrons into the wakefield can 
accelerate them to relativistic energies [16–18]. Laser plasma acceleration experiments 
relying on self-focusing have usually required large, multi-terawatt lasers.  
Recently we demonstrated that very high density, cryogenically cooled gas jets 
[63] enable near-critical density laser-plasma interaction for Ti:Sapphire lasers at 
=0.8µm, lowering the threshold for relativistic self-focusing and allowing sub-
terawatt pulses to drive highly nonlinear plasma waves in the self-modulated laser 
wakefield (SM-LWFA) regime [61,62]. In this chapter, we present the first experiment 
demonstrating laser wakefield acceleration with femtosecond mid-IR laser pulses 
(=3.9µm) in a similar setup [36]. We study electron acceleration in gas jet targets from 
a few percent of 𝑁  to greater than 2𝑁 , and perform a detailed scan of the power and 
length thresholds for acceleration. We also capture images of the self-focusing process 
with a synchronized optical =650nm probe, for which all the plasmas studied are well 
below critical density. 
3.2 Experimental setup and diagnostics  
Experiments were conducted with the hybrid OPA/OPCPA laser system [149], 
using ~25 mJ, ~100 fs pulses at λ=3.9 μm at a repetition rate of 20 Hz. The experimental 
setup is shown in Fig. 3.1. The laser was focused with an off-axis f/5 paraboloid to a 
30 μm FWHM spot size, as determined by a knife edge scan. Due to losses on routing 
mirrors, the maximum pulse energy on target was 23 mJ, corresponding to a peak 






Figure 3.1. Top, Schematic of experiment. Mid-IR (𝜆 3.9 μm, 105 fs, 10-23 mJ) laser pulses (a) are 
focused on to the output of a 150 μm orifice gas jet backed at high pressure (b). A synchronized 650 nm 
probe (c) allowed extraction of both neutral gas densities (d) and plasma induced phase (e). Electron 
beam profiles (f) were collected by imaging a Lanex screen to a low noise detector. A removable electron 
spectrometer (g) selected a portion of the beam and dispersed it with a dipole field onto a Lanex screen 
to capture electron spectra (h). Bottom, example electron  beam profiles and interferograms at 𝑃/𝑃
4 (i, j) and 𝑃/𝑃 10 (k, l), where the latter images show relativistic multi-filamentation. Beam images 
are scaled to the maximum counts, and the black line indicates a 50% contour, which for the single beam 
on the left has a divergence ~200 mrad.  
pulse energy on target was decreased in steps by inserting absorptive glass plates into 
the beam. The FWHM pulse duration was in the range 105130 fs, depending on the 
inserted plates, as measured with a SHG-FROG. 
Our hydrogen gas jet target, described in [61-63], was not cryogenically cooled 
in the present experiment because for λ=3.9 μm the critical density regime (𝑁 ~71019 
cm3) was easily achieved with moderate gas densities. By adjusting the backing 





the orifice, we achieved tunable peak H2 densities from 1.8×1018 to 8×1019 cm–3, with 
near-Gaussian density profiles and FWHM widths dFWHM ~ 250–1000 μm.  When fully 
ionized, the peak target density in the laser path spans 0.05𝑁 –2.2𝑁  at λ=3.9 μm.  
Neutral gas and plasma profiles were probed with λ=650 nm, 130 fs pulses from 
an OPA synchronized with the λ=3.9 μm pulses, and imaged by an f/2 achromatic lens 
telescope to a compact Nomarski interferometer [154].  A LANEX scintillating screen, 
located 7.5 cm beyond the gas jet and shielded from laser exposure by 100 μm thick 
aluminum foil, was imaged to a low noise CCD camera to capture full electron beam 
profiles (Fig. 3.1 (f)). The magnetic spectrometer consisted of a 500 μm slit 7.5 cm 
beyond the jet followed by interchangeable permanent magnets with effective field 
strengths of 0.065 or 0.013 T, providing spectra in the ranges 750 keV–6 MeV and 2–
12 MeV, with the LANEX screen 17.5 cm beyond the jet (Fig 3.1 (g-h)). 
3.3 Results  
Electron acceleration above ~500 keV, the low energy detection limit of our 
beam profile monitor, is observed over a wide parameter range and is summarized in 
Fig. 3.2. The unifying theme of this plot is that acceleration occurs for self-focusing 
lengths less than the target width, ℓ ~𝑑 , with the straightforward 
interpretation that electron acceleration requires self-focusing of the beam within the 
axial extent of the plasma in order to drive a plasma wake capable of self-injection. The 
accelerated electron bunches have a divergence of ~200 mrad for 𝑃/𝑃  ~2, and show 
increasing divergence as 𝑃/𝑃  increases. For 𝑃/𝑃 ~10 (for which 𝑁 𝑁 ), the 





drive pulse (modulational instability), which can also be inferred from interferograms 
(see Fig. 3.1 (k, l)).  Near the 𝑃/𝑃  threshold, beam profiles also exhibit a “halo” of 
accelerated charge at high divergence (~1 rad). 
 
Figure 3.2. Plot demonstrating the onset of electron acceleration for a variety of target conditions. 
Results are grouped by the percentage of 20 shots which produced beams., where beam presence is 
defined as >2 pC of whole beam charge >0.5 MeV above background noise on an individual shot. The 
solid line indicates the threshold relationship between the gas jet width 𝑑  and the self-focusing 
length, while the shaded area and dotted line mark the range of 𝑃/𝑃  where appreciable self-focusing is 
not expected. 
Electron spectra averaged over 20 shots for selected conditions are shown in 
Figure 3.3, and display a Maxwellian energy dependence, with effective temperatures 
ranging from ~0.5 MeV to >2 MeV. Peak energies extend beyond 12 MeV (the 
resolution limit of the detector).  Under all conditions, charge increases with increasing 





The effect of the plasma density, and hence critical power, is illustrated in Fig. 
3.3 (a), which shows accelerated electron spectra as a function of density for a 23 mJ 
pump incident on a gas target with 𝑑  ~700 𝜇𝑚.  Electron charge increases quickly 
as the peak density increases to 0.2𝑁 , but then drops as the density is further 
increased. For the same laser energy, 23 mJ, Fig. 3.3(b) shows total charge per steradian 
accelerated above 2 MeV vs. plasma density for various jet widths. It is seen that the 
plasma density giving peak accelerated charge depends on the jet width. Beyond this 
peak, charge and effective electron temperature both decrease. This suggests that for 
each jet width, a particular density (and value of  𝑃/𝑃  optimizes the acceleration 
process. Comparing the optimal (highest charge) cases at each jet width, we find that 
all share a ratio of jet width to self-focusing length of 𝑑 /ℓ ~2 (with all 
accelerated beams lying in ~1.2  𝑑 /ℓ ~3). Near the length onset threshold 
 𝑑 /ℓ ~1.2 we also observe highly structured spectra that show quasi-
monoenergetic peaks on top of the Maxwellian spectrum for individual shots (e.g. Fig. 
3.1 (h)), in line with previous work [61]. 
Applying the divergences measured from full beam profiles to the electron 
spectra, we estimate a maximum of ~850 pC of charge above 650 keV (average of 20 
shots), with ~300 pC above 2 MeV. This is consistent with directly integrating the full 
beam profile and using an estimate of the energy-dependent LANEX response 





keV. Using this full beam estimate, it is again seen that the total accelerated charge 
peaks for 𝑑 /ℓ ~2.  
  
Figure 3.3. (a) Electron spectra for jet 𝑑  ~700 𝜇𝑚, 23 mJ pump and varying peak electron 
densities; bars indicate energy uncertainty, as determined by ray tracing. (b) Charge accelerated above 2 
MeV by a 23 mJ pump vs. peak density for a variety of target widths. For each target width, the maximum 
value of charge accelerated is outlined in black. (c) Optimized electron spectra from current =3.9 m 
experiment compared to spectra from =800 nm experiment reported in [61], both for 𝑁 ~0.25𝑁 . All 
=3.9 m spectra are averaged over 20 shots. 
On shots measuring accelerated electrons, we also observed a bright, visible 
“flash”, which experiments at 𝜆 800 nm identified as coherent radiation emitted by 
accelerated electron bunches during laser assisted injection [61,77]. An example side-






Figure 3.4. Side-collected spectra (average over 20 shots) emitted during injection and acceleration of 
electrons at 𝑁 ~0.5 𝑁 . The sharp drop in spectral content at 780 nm is an artifact due to spectral 
coatings on collection optics. 
The sharp local drop at 780 nm is an experimental artifact due to broadband 
visible antireflection coatings on the experimental chamber window through which 
flash spectra were collected. Due to experimental constraints, it was not possible to 
collect spectra over a full scan of jet and laser parameters. The spectral content of this 
“flash” is related to the acceleration gradient experienced by injected charge, with 
upper and lower limits set by the plasma density and the width of crests in the plasma 
wave [77].  Modulations on the spectrum are predicted to occur at a spacing given by 
the plasma frequency due to regularly spaced electron injection at a single axial location 
[77]. Here, such modulations are not well resolved, since at high 𝑃/𝑃  ratios, multi-
filamentation results in injection at many locations. 
3.4 Discussion  
An explanation for the correlation of charge with self-focusing length, as well 
as the appearance of quasi-monoenergetic peaks, is shown in Fig. 3.5 (a). For 











simplicity, the density profile (dashed curve) is imagined as several stepped regions 
where a fixed energy pulse is either below or above the critical power. The self-
focusing length ℓ  defines an effective collapse location in one of these regions, which 
will move forward (toward the source of the laser) as the critical power is increased. At 
this collapse point, essentially a secondary nonlinear focus, the local plasma density 
determines further laser-plasma evolution and acceleration. For collapse occurring in a 
region of low density plasma where 𝑃/𝑃 ≪  1, there is no longer sufficient plasma to 
drive self-focusing or maintain self-guiding, and the nonlinearly focused beam quickly 
diffracts before self-modulation can drive injection into the laser wake, as depicted by 
the sketch of the expanding beam on the far right. As the collapse moves to areas of 
higher density (either through an increased jet width or shorter ℓ ), a weak 
nonlinearity can partially guide the focused beam (center beam sketch), leading to self-
modulation. At a threshold collapse point, wave breaking occurs and a limited amount 
of charge will be injected and accelerated before the beam starts to diffract and injection 
stops, leading to quasi-monoenergetic peaks of charge accelerated in the laser’s linear 
wakefield. Collapsing earlier in the jet increases the guiding distance (left beam 
sketch), and when overlapped with the rear density gradient leads to increased charge 
due to downramp injection [76]. For collapse within the peak of the jet, charge may 
decrease with the onset of relativistic multi-filamentation and reduced downramp 








Figure 3.5. (a) Qualitative behavior of electron beams for nonlinear collapse at different locations within 
the plasma density profile. Self-guiding only occurs if the pulse collapses in areas where 𝑃/𝑃 1, and 
will diffract elsewhere, though with partial confinement for 𝑃/𝑃 ≲ 1. The guiding length affects 
electron injection, leading to a scale length threshold and charge increases for focusing on the density 
downramp. (b) Drive laser-induced plasma phase images (average of 20 shots) during (top) and after 
(bottom) interaction with jet widths (i-ii)  𝑑  = 450 µm or (iii)  𝑑 300 µm. Overlaid arrows 
indicate the calculated self-focusing length for the interaction conditions. (c) Particle-in-cell simulations 
illustrating density-dependent collapse location for jet 𝑑  =700 µm, and  peak densities of 0.4 𝑁  
(left) and 0.25 𝑁  (right). The pulse (overlaid) collapses on the upramp in the first case, while collapsing 
just past the peak of the jet in the second case. 
The larger plasma structure and lower plasma density than in previous studies 
at 𝜆 800 nm [61] enables more detailed transverse interferometric probing of the 





phase unwrapping algorithm [157]. By adjusting the delay between probe and drive 
pulse, we recorded time resolved images of the relativistic self-focusing process for a 
variety of target conditions. Figure 3.5 (b) shows averaged phase images for two jet 
widths (300 µm and 450 µm) and three different interactions (𝑃/𝑃  ~3, ~7.5 and ~14) 
at two probe delays: ~500 fs after the drive pulse enters the jet and after the pulse has 
completely left the jet. Each panel indicates the calculated value of ℓ  for its 
conditions, and it is seen that the phase images of the interaction follow the same trends. 
We note that earlier work with a pressure boosted jet [60] imaged dynamics of 
a self-focusing pulse in a near-critical interaction, but for 𝑃/𝑃  >200. As a result, the 
pulse abruptly collapsed on the density up-ramp and deposited its energy into a 
population of divergent, thermal electrons driving an opaque shock structure. Here, 
owing to the larger values of ℓ  , we observe details of a more gradual collapse 
accompanied by electron acceleration to MeV energies. 
As seen in Fig. 3.3 (c), the charge in =3.9 m laser-driven electron beams at 
optimized conditions significantly exceeds charge in beams driven at =800 nm [61]. 
When the comparison is for laser pulses of the same energy (20 mJ), the charge increase 
factor is ~20, and ~100 for the same peak power (200 GW). As discussed in Sec. 1.3, 
the number of accelerated charges for a fixed power 𝑃 and 𝑎 , fraction of critical 
density 𝑁 /𝑁 , and number of laser cycles scales as 𝑁 ∝ 𝜆, which would predict a 
5 charge enhancement, far lower than observed. Due to the observed importance of 





experiment was not optimized for maximum charge, particularly since achieving 
comparable fractions of critical density required operating closer to the jet [63], with 
resulting limits on the achievable scale length. 
3.5 Simulations  
We now discuss simulations of the current experiment and possible future 
experiments. Because the physics of LWFA is so nonlinear, complex, and dominated 
by kinetic effects, fluid-based codes are useful only for weakly relativistic interactions, 
and are, in general, inadequate for simulating most LWFA experiments. Particle-in-cell 
(PIC) codes, which solve Maxwell’s equations on a discretized grid and then apportion 
plasma species into “macroparticles” to reduce numerical complexity, are the primary 
tool to simulate laser plasma accelerators [158-162]. Simulations were performed with 
the particle-in-cell codes EPOCH [158] and TurboWAVE [159] for a variety of pulse 
parameters. Simulations of a 20 mJ, =3.9 μm drive pulse and a 700 μm FWHM target 
with peak densities in the range 0.1 0.5 𝑁  were consistent with experimental 
results, producing few MeV electron beams with total charge ~100 pC. Frames from 
two different simulations are shown in Fig. 3.5 (c), demonstrating the shift in collapse 
position for 0.25 𝑁  and 0.4 𝑁  targets, respectively.  
To enter the regime of resonant wakefield excitation at 𝑎 ≳ 1 for our current 
pulse energy of ~20–30 mJ, our =3.9 μm pulse would need to be compressed from 
90fs to ~30fs. Nonlinear compression schemes have been proposed and demonstrated 
to accomplish this [24,25], as mentioned in Chapter 2. Figure 3.6 shows simulations 





spot in a 0.02 𝑁  plasma slab 100 m wide, for a vacuum peak intensity of ~4 1017 
W/cm2 (𝑎 ~2). Figure 3.6 (a) shows the electron density after the pulse has passed 
through the jet, showing cavitation, or complete expulsion of plasma electrons in the 
wake of the pulse, indicative of the nonlinear “blowout” regime. Panel (b) shows the 
electron phase space, with controlled injection in the first few plasma buckets leading 
to energy peaks at ~20 MeV (~0.1 fC of charge) and ~6 MeV (~0.1 pC) in the final 
accelerated beam. In this case, successive plasma buckets also experience wave 
breaking injection, leading to a large low energy tail in the final energy spectrum shown 
in Fig. 3.6 (c).  
 
Figure 3.6. Simulations of  LWFA driven resonantly by a ~20 mJ, 30 fs 𝜆 3.9 μm pulse in a 0.1 𝑁  
plasma slab 100 m wide (a) Snapshot of the electron density profile after the laser and first accelerated 
bunch have left the jet, showing a strongly cavitated wake in the jet. (b) A snapshot of the electron beam 
phase space (log scale) showing injection over successive buckets. This leads to a low energy tail in (c) 





3.6 Future work enabled by mid-IR LWFA  
We now discuss several unique opportunities for mid-IR driven LWFA. As 
discussed in Sec. 1.3, the relativistic dynamical equations underlying LWFA scale so 
that pulses of the same peak power, but with 𝜆 → 𝛼𝜆, laser intensity 𝐼 → 𝐼/𝛼 , spot 
size 𝑤 → 𝑤 𝛼 , pulse length 𝜏 → 𝛼𝜏 and acceleration distance 𝐿 → 𝛼𝐿 in a target of 
fixed 𝑁 /𝑁 , produce self-similar wake dynamics, for acceleration to the same final 
energy and an increase in bunch charge 𝑛 → 𝛼𝑛 . As such, the 30 fs (~2.5 cycles), 20 
mJ pulses we considered in Fig. 3.6 directly scale with few-mJ, few-cycle (~2-5 mJ, 
~5 fs) 𝜆 800 nm LWFA drivers operating near the critical density [163-170]. The 
exciting prospect of these accelerators depends on the scaling of the bubble size and 
total energy required as pulse lengths decrease: in the nonlinear blowout regime, both  
the beam focal spot and pulse length should be matched to the plasma bubble size, 
𝑤 ~𝑐𝜏~𝜆 /2, while maintaining 𝑎 1. Thus for a given value of 𝑎 , the energy 
required ~𝐼𝑤 𝜏 scales as 𝑤 𝜏 ∝ 𝜏 .  
Recently, use of such few mJ, few-cycle driver pulses has resulted in 
acceleration, at 1 kHz repetition rate, of quasi-monoenergetic beams with energy up to 
~6 MeV using N2 gas jets [164,165], and up to 15 MeV using near critical density H2 
gas jets [166,167]. Near critical density is needed because the experiments are in the 
bubble regime, 𝑤 ~𝑐𝜏~𝜆 /2, for 𝜏~ 5 fs pulses. However, effects from dispersion and 
resonant instabilities near the critical density are not well understood and are difficult 
to resolve in simulations. These few-cycle driven accelerators can also show unique 





instabilities [168-171]. Since these novel accelerators excite few-micron sized bubbles, 
they are difficult to probe with visible and near-infrared lasers. Scaled experiments  
with few-cycle MIR/LWIR lasers (~5  larger bubbles) could thus provide important 
information about wake dynamics in this new regime, since synchronized 
visible/infrared probes could more easily resolve the relevant sizes (~10-20 𝜇m) and 
densities (~0.02𝑁  at optical frequencies). 
In a different regime, scaling up the “standard” LWFA regime in the mid-IR, 
characterized by 25 TW–1 PW drivers and bubble sizes of tens of microns in the NIR, 
is also promising for future experiments. For scaled mid-IR/LWIR systems at the same 
peak power, bubble sizes of hundreds of microns enable external injection of 
conventionally accelerated electron beams into the LWFA structure [84,85,172] as 
dictated by existing state-of-the-art RF linac bunch lengths (tens to hundreds of microns 
[84,173,174]), or easier coupling between multiple laser acceleration stages [86]. Such 
external injection is one proposed method to improve laser accelerator quality, since 
emittance, or beam spread, is preserved from the initial high quality beam, while 
LWFA provides a high acceleration gradient.  
Another unique aspect of a mid-IR driver is the additional control over 
ionization. In the present experiment, pulses were focused to similar values of 𝑎  
compared to previous high density self-modulated experiments, which observed 
acceleration in He for >5 mJ, 𝜆 800 nm pulses [62]. However, we did not observe 
any acceleration in He, despite peak gas densities comparable to runs with H2. We 





intensity is only a factor of ~10x above the barrier suppression threshold for the second 
ionization stage of He, more plasma is created on axis at the focus than off axis, 
resulting in defocusing of the pump beam before it can nonlinearly focus. This 
distinction between the effects of intensity and 𝑎  is also key to proposals for low 
emittance dual-wavelength laser wakefield acceleration [92]. In this scheme, a high 𝑎  
MIR or LWIR beam excites a wake in a pre-ionized plasma, but has insufficient 
intensity to drive ionization injection of higher charge states. A secondary UV/VIS 
beam is then focused much more tightly within the wake to a high intensity, but a low 
value of 𝑎 , so as to inject electrons without perturbing the wake. This combination 
ensures highly localized injection separate from the properties of the drive field, 
resulting in high quality, ultralow emittance beams [92]. 
In summary, we have observed MeV-scale electron acceleration driven by 
ultrashort mid-IR pulses for the first time and demonstrated the importance of the 
relativistic self-focusing length in enabling electron acceleration. Operating in the mid-
infrared enables near- and above-critical density interactions with a simple gas jet and 
sets the stage for schemes that may require more tailored near-critical density profiles. 
In the LWFA bubble regime, mid-IR drivers generate larger bubbles, enabling more 
detailed imaging and easier synchronization with secondary laser pulses or electron 
bunches. In particular, probing physically larger wakes excited with few-cycle MIR 
pulses in near-critical plasma could provide insight into wake dynamics in this regime, 






Chapter 4: Remote detection of radioactive material using mid-IR 
laser-driven avalanche breakdown 
4.1 Methods of standoff radiation detection 
Assessing the localized presence of radioactive materials at large standoff 
distances by directly detecting their decay products is severely limited by geometry. 
While advanced versions of conventional gamma ray detectors are able to identify and 
locate radioactive material with source-detector distance 𝑅 up to 100 m [175-177], 
there is rapid gamma flux drop-off beyond this distance owing to combined R-2 
dependence and gamma ray absorption in air. In addition, these detectors are large and 
must sample at multiple locations to determine the radioactive source location. Most 
schemes for remote detection of radiation therefore rely on probing the local 
environment near the source, either by deploying remotely controlled or networked 
sensors [178-182], or by detecting chemical markers of the source with laser-induced-
breakdown spectroscopy [183-185], THz spectroscopy [186,187], Raman spectroscopy 
[188,189], multi- and hyperspectral imaging [190], or Fourier transform infrared 
spectroscopy [191]. However, these optical methods require an unobstructed line-of-
sight view of trace amounts of the radioactive substance outside any shielding, and thus 
could be defeated by careful source handling and cleaning of container surfaces.  
Rather than relying on chemical traces of the source material itself, several 
recent approaches aim to detect the elevated levels of free electrons and negative ions 





[192,193]. The concentration of these radiation-induced charged species is far too low 
for direct detection, with densities in the approximate ranges ~10 10  cm  for 
electrons and ~10 10  cm  for ions [128]. However, the use of laser-driven 
avalanche breakdown, which starts from a single electron and exponentially increases 
the local electron density to detectable levels, can be viewed as an analogue of the 
detection of single photons by a photomultiplier tube, enabling sensitivity to these 
ultralow densities.  
As discussed in Sec. 1.4, electron avalanche ionization is initiated when seed 
electrons are heated collisionally by intense electromagnetic wave-driven elastic 
collisions with background neutrals, converting coherent oscillatory electron motion 
into random velocities, or heating. Once electrons gain sufficient energy, they can 
liberate additional electrons through inelastic ionizing collisions with air molecules. If 
the laser-induced heating is sufficient to overcome losses such as electron cooling, 
attachment, and diffusion, the electron density will increase exponentially until it 
saturates. In the case of an avalanche-based detection scheme, the initial free electrons 
are generated by the ionization of air by decay products of radioactive sources. 
The earliest detection concept based on avalanche ionization envisioned the use 
of a mm-wave or THz source to drive the breakdown seeded by free electrons in the 
vicinity of the radioactive material [192], and was the subject of simulation work [194-
196] and a recent experiment [134]. Given the limited practicality and availability of 
high power mm-wave and THz sources, other proposals and experiments examined the 





by the deleterious competing effect of multiphoton ionization (MPI) as discussed in 
Sec. 1.4.3, which generates a population of free electrons early in the laser pulse that 
overwhelms the seed population induced by the radioactive source.   
Here, we present two experiments [37,38], demonstrating picosecond mid-IR 
laser pulses are exceptionally well suited as an avalanche driver for radioactive source 
detection. Free electrons, liberated by interaction of source decay products with air, 
quickly attach to oxygen to form O2- ions, with a bond energy of ~0.45 eV, which then 
forms the basis of subsequent air chemistry [128,193,197]. Early in the mid-IR pulse, 
the electrons are re-liberated by the high ionization rate of O2- and other negative ions, 
and then seed a subsequent avalanche. A variable initial seed density of negative ions, 
determined by the activity and location of the radioactive source, introduces a 
commensurate temporal shift in the onset of breakdown. We measure this timing shift 
by either measuring the attenuation of a chirped co-propagating near-infrared probe 
pulse [37], or measuring the backscatter of the mid-IR probe pulse with a single-shot, 
high sensitivity mid-IR spectrometer [38].  
As shown in Sec. 1.4.4, for a 50 ps laser driver and initial seed densities <~1010 
cm-3, avalanche breakdown sites seeded by single electrons remain isolated owing to 
very limited electron diffusion during the pulse [132]. By imaging and counting these 
individual breakdowns in the laser focal volume, we also directly determine the density 
of negative ion seeds down to ~104 cm-3, limited by breakdowns likely seeded by 
aerosols or dust. Directly counting breakdowns enables absolute benchmarking of three 





measurement of transient, ultralow electron densities far below those measurable 
through other methods. In Chapter 5, we describe experiments further leveraging this 
technique to measure record low laser-generated electron densities.  
4.2 Experimental setup and diagnostics 
Experiments were performed with chirped, high energy mid-IR laser pulses (50 
ps FWHM, near flat-top temporal profile, 15-35 mJ, λ 3.6 4.2 μm) [149]. The first 
experiment [37] focused pulses at varying f-numbers to intensities in the range ~1
3  TW/cm , and tracked breakdowns through total pump backscatter and the 
attenuation of a chirped probe beam, as described below. However, an uncorrected 
camera nonlinearity used in focal spot measurements led to an over (under) estimate of 
focal spot size (intensity) that was difficult to precisely correct after the fact. As such, 
we primarily present results from the second experiment [38], which had superior focal 
spot measurements and breakdown diagnostics, but refer to important results from the 
first. In the second experiment, depicted in Fig. 4.1, pulses were focused by a 1 m 
spherical mirror to a FWHM focal spot of ~140 μm as measured by an InSb camera, 
providing a proof of principle of multi-meter standoff detection. The focal spot changed 
slightly as pulse energy was increased, resulting in peak intensities ranging from 1.5 to 
31012 W/cm2 (1.5–3 TW/cm2). The laser-driven avalanches were monitored by 3 
‘field’ diagnostics that one might use in a practical detection setup: backscattered 
spectra of the chirped pump pulse, relative backscattered pump energy, and collection 





imaging of the full breakdown volume. All these measurements are described in more 
detail below. 
 
Figure 4.1. Experimental setup. (a) A chirped, 50 ps (FWHM) λ=3.6-4.2 μm laser pulse is focused by a 
1 meter focusing mirror, M2, to a focal spot near a 5 mCi Po-210 source emitting 5.3 MeV -particles, 
driving electron avalanche. (b) O2- ions formed in the vicinity of the -source provide seed electrons for 
the avalanche, with total negative ion concentration vs distance from the -source shown in the plot. (c) 
Backscattered mid-IR light is collected by lens L1, located 1 meter from the breakdown, into a home-
built mid-IR imaging spectrometer, Spec1, with a sample backscatter spectrum and reference laser 
spectrum shown. Visible plasma emission is collected by lens L2 onto an amplified silicon photodiode 
PD1. A notch filter rejected stray light from the 1064 nm OPCPA pump laser. (d) Plasma emission from 
the breakdown is also imaged onto camera CMOS1, with a sample image shown.  
The focused pulses drive avalanche breakdowns at a 20 Hz repetition rate in 
ambient air irradiated by a 5 mCi Po-210 spot source emitting 5.3 MeV -particles 
(NRD Nuclespot). The distance between the source and the laser focus, 𝑑 , was 
varied by translating the source on a rail. To prevent ions from a previous breakdown 
plasma seeding a successive avalanche, dry air was flowed at ~60 cm/s across the focal 





measured using a Gerdien condenser ion counter (AlphaLab), with a plot of density vs. 
distance from the source shown in Fig. 4.1(b). The minimum distance of ~1cm is set 
by the ion counter geometry. A mechanical shutter capable of blocking all -particles 
is affixed to the source for a portion of experimental runs to demonstrate on/off 
responses to radioactivity. Pump light backscattered from the breakdown plasma is 
collected at ~f/80 at 12 from the laser axis by a lens (L1) located 1 m from the plasma, 
and directed into a single-shot mid-IR imaging spectrometer (Spec1) with a liquid 
nitrogen cooled InSb camera (IRCameras IRC806) in its image plane, as discussed in 
Sec. 1.2.6. This unique diagnostic is used to measure the avalanche onset delay and the 
relative amount of backscattered mid-IR pump energy. It is able to capture single shot 
backscatter spectra and is far more sensitive than spectrometers based on a PbSe array. 
Examples of the incident positively chirped pump spectrum and the spectrum 
backscattered from an avalanche breakdown are shown in Fig. 4.1(c). Since the pump 
pulse is positively chirped, providing a frequency-to-time map, the air breakdown 
evolution is encoded in its backscatter spectrum. Backscatter from a seed-initiated 
breakdown is detectable on the mid-IR spectrometer when the local electron density 
reaches ~1018 cm-3, based on considerations of plasma size and detector sensitivity as 
derived in Appendix A.1. The spectrometer was calibrated by measuring high order 
grating spectra of a 532 nm laser diode, indicating that the 50 ps pulse’s spectrum was 
spread over ~250 pixels on the spectrometer’s InSb camera detector, for a temporal 
resolution of ~0.2 ps/pixel. In order to improve extraction of breakdown onset times, 





to ~2 ps). The longest wavelength (and correspondingly, earliest point in time) where 
the backscattered spectrum exceeds the detector noise threshold of ~2 counts is defined 
as the breakdown time. Time advance is then determined by comparing the breakdown 
time to the end of the pulse, which we define as the point when the pump intensity 
drops to 10% of its peak value (=3.65 μm).  Visible line and continuum emission (300-
1000 nm) from the breakdown plasma is collected at f/18 at 16 from the laser axis by 
a lens (L2) located 90 cm away from the plasma and focused onto an amplified Si 
photodiode (PD1, Thorlabs PDA100A2). Images of the plasma emission in the 
breakdown volume are also collected at 90 from the laser axis by a low noise CMOS 
camera (CMOS1, Thorlabs Quantalux), with an example image shown in Fig. 4.1(d). 
The first experiment used a small amount (~J) of the negatively chirped near-infrared 
signal beam (1.4-1.5 m) as a forward-directed probe for a similar timing 
measurement; there, we tracked the time at which the probe was attenuated by 20% 
compared to a reference spectrum. For that experiment, we also measured total pump 
beam backscatter on a PbSe photodetector (Thorlabs PDA20H), but did not track 
visible plasma emission. 
4.3 Negative ion formation and density 
All radioactive sources of interest, whether , , or  emitters, result in free 
electron generation from the ionization of ambient air. Liberated electrons thermalize 
and then efficiently attach to neutral O2 within tens of nanoseconds [197] to form O2-, 





as NO2-, O3-, O-, OH-, and the terminal ion NO3- [198,199]. Due to its low electron 
detachment energy of 0.45 eV [200], O2- is a readily accessible source of additional 
electrons to initiate breakdown. Assuming a steady source of ionizing radiation from a 
radioactive source, a simple rate equation model that ignores subsequent ion chemistry 
[128] gives the pre-avalanche ratio of free electron density to O2- density, 𝑁 𝑁⁄
5𝛽 𝜂𝑁⁄ 10  , where  is the loss rate of  O2- due to collisions with neutral air 
molecules,  is the rate of attachment of electrons to O2, and 𝑁  is the density of 
atmospheric oxygen. Thus we expect the negative ion density to greatly exceed the free 
electron density and dominate avalanche seeding.  
For the Po-210 foil source, the negative ion concentration is highest within 
the-particle stopping distance (continuous-slowing-down approximation (CSDA)) in 
air of ~3.5 cm from the source [201]. With the Gerdien condenser ion counter, we 
measure total negative ion densities from ~107 cm-3 down to ~104 cm-3 in moving ~10 
cm away from the -source, as shown in Fig. 4.1(b). With the -source blocked, the 
ion counter measures background ion densities ~102-103 cm-3. We note that the ion 
counter cannot distinguish among different species of negative ions, and it has a ~1 cm 
wide intake port fed by weak fan-driven air flow that smears out any ion density 
gradients present. As such, we use the ion counter measurements as an estimate of the 
trends in total seed ion density. A corresponding theoretical estimate of the initial 
negative ion density can be made given the source activity, the range of particles in 





which an ionization rate can be determined. The W-value for a Po-210 particle in 
air is ~35 eV, such that a single decay will produce ~105 electron-ion pairs [202]. Given 
a CSDA stopping range of ~3.5 cm and the planar source size of 1.7 cm, half of the 
decay products will be emitted from the foil (2.5 mCi ~ 108 decays/second) in a volume 
of ~150 cm3. This predicts an ionization rate of ~71010 cm-3s-1, which is ~109 times 
higher than ionization rates from background radioactivity from cosmic rays and 
ambient sources such as radon [128,193]. Solving the simplified (O2- ion only) steady 
state rate equations presented in [128] with this ionization rate gives an O2- ion density 
≥108 cm-3 and a free electron density of ~102 cm-3. Ion densities are likely lower in 
practice due to ion diffusion, air convection, and energy lost by the - particle as it 
leaves the foil source, suggesting reasonable agreement with the densities measured 
above. 
4.4 Negative ion detachment  
In the focal volume, O2- ions, with a binding energy of 0.45 eV, are detached 
early in the mid-IR pulse, providing a seed source for subsequent electron avalanche. 
Determining the exact detachment rate is difficult, but calculations of two photon rates 
[203] and tunneling calculations [50] suggest full ionization occurs within ~1 ps at 
intensities ~1 TW/cm2. The more tightly bound negative ions produced through air 
chemistry (NO3-, NO2-, O3-, O- and OH-) [198,199], which have binding energies of 
1.5 4 eV [204], will experience lower rates of photoionization early in the pulse, but 
full tunneling calculations assuming a Coulomb potential suggest ions with detachment 





the most tightly bound ion (NO3- , ~4 eV) will not ionize until  𝐼 ~3 TW/cm2. We 
note, in general, that using more accurate atomic and molecular potentials for negative 
ions in the Keldysh theory would result in even higher detachment probabilities [205]. 
An important point is that MPI and tunneling rates of neutral atoms and molecules by 
the mid-IR pulse are negligible; tunneling ionization  of O2, is an extremely low 
probability process for intensities ≲3 TW/cm2, with electron density yield of <1 cm-3 
for a 50 ps, 𝐼 3TW/cm   pulse [39,50]. By contrast, our previous work using a near-
IR laser (=0.8m) found that 8-photon MPI of neutral O2 generated a seed density 
which overwhelmed that generated by the radioactive source, making =0.8m laser-
driven avalanches insensitive to the presence of the source [131].  
4.5 Effect of ion density and laser focusing on breakdown timing 
Once seed electrons are present in the laser focal volume, avalanche breakdown 
can proceed only if the local laser intensity exceeds a threshold above which electron 
attachment, diffusion, and inelastic collision losses are overcome. A finite laser pulse 
duration increases the effective threshold significantly beyond what it would be for a 
CW beam, since the growth rate must increase in order to drive a detectable breakdown 
before the end of the pulse. As considered in Section 1.4.2, in the limit of short pulses 
(<1 ns), the breakdown threshold which leads to a detectable breakdown is 
approximately 𝐼  TW/cm ~8 10 /𝑝𝜏𝜆 , where p is the pressure (atm) and 𝜏 is the 
pulse length (ps), giving 𝐼 1 TW/cm2  for our conditions. Exposed to this intensity 
or greater, individual free electrons initiate an avalanche which reaches a significant 





the pulse. Pump absorption and plasma heating then dramatically increase, leading to 
increased backscatter of the pump pulse and a strong, visible spark. For a Gaussian 
beam of peak intensity I exceeding a breakdown threshold Ith and focused to a spot 
radius 𝑤  , the total volume for which 𝐼 𝐼  is 
 
𝑉 5 𝐼 𝐼 1  4tan 𝐼 1 , 4.1
  
where 𝐼 𝐼/𝐼  [206]. Thus the number of breakdown sites 𝑁 𝑉  , where Ni is the 
seed density, will increase with seed ion density and/or intensity. 
Breakdown timing is correlated with both peak intensity and seed density. As 
the peak intensity increases, the volume 𝑉  where the intensity exceeds the breakdown 
threshold increases, increasing the probability that an electron will be liberated from an 
ion and initiate an avalanche. As seed density or volume increase further (𝑁 𝑉 ≫ 1), 
these liberated electrons are more likely to occupy regions of high intensity, leading to 
a higher local temperature, an increased collisional ionization rate, and a faster 
breakdown.  
4.6 Results 
Avalanche breakdowns were detectable (signal-to-noise ratio SNR>1) in 
backscatter diagnostics for peak intensities above a threshold of ~1.5 TW/cm2, in 





4.6.1 On/off measurements 
We first show in Fig. 4.2 the effect of opening and closing the radioactive 
source shutter. Plotted are the signals from our breakdown diagnostics for 1000 
consecutive laser shots, with the shutter opening and closing every 50 shots.  The laser 
focus is 2 cm from the source, with the beam propagating perpendicular to the source 
normal direction, as depicted in Fig. 4.1. Examining the plots of pump backscattered 
spectra (bottom panels of Fig. 4.2(a)), it is seen that as the peak laser intensity increases, 
earlier breakdown is manifested as the appearance of redder portions of the positively 
chirped pump spectrum For a few shots at every intensity (~2-3% of all shots in the 
experiment), a single, very bright breakdown site (~5× brighter than other breakdowns, 
as imaged by the CMOS1 camera) develops very early in the pulse (25-40 ps time 
advance), likely due to random seeding by dust in the focal volume, as explained further 
below. As intensity is further increased to 3 TW/cm2, breakdown occurs intermittently 
in non-irradiated air (with shutter closed), due to seeding by the background 
concentration of negative ions, or by enhanced seeding from contaminants, also 
discussed below. Comparing the backscatter energy, plasma emission, and breakdown 
time advance signals on one plot, Fig. 4.2 (b) shows the on-off response at 2.25 
TW/cm2, where each point is rescaled by subtracting the median background (non-
irradiated) response and then dividing by the median irradiated response. The left scale 
is normalized backscattered energy and breakdown plasma emission, and the right scale 
is breakdown time advance. The plot is truncated at 3 median values. We use the 





by dust. The plot shows that the total backscattered mid-IR signal and plasma emission 
exhibit more shot-to-shot variability (with standard deviations of 42% and 52% of the 
median value after excluding high scatter points) than the breakdown time advance 
(with a standard deviation of 21% of the median value).  
 
Figure 4.2. Real time measurements of radiation with data collected at 10 Hz (rate limited by data 
acquisition speed). (a) Single shot measurements of plasma emission and mid-IR backscattered spectra 
from the laser focus 2 cm from the -source, with a shutter blocking/unblocking the radiation every 50 
shots. For each intensity, the visible plasma emission is shown on the top panel, while spectra are shown 
on the bottom panel. (b) All three diagnostic signals plotted together for pump intensity of 2.25 TW/cm2. 
For each data point, we subtract the median background (non-irradiated) signal and divide by the median 
irradiated response in order to directly compare the variation of each diagnostic. In order to compare the 
data scatter for the 3 channels on unblocked shots, the plot artificially reorders the shot numbers and 





Since the seed ion density 2 cm from the source is high enough for a large 
number of breakdown sites in the threshold volume (with some located at the highest 
intensity) such that the time advance is expected to be constant shot-to-shot, the 
different spreads in the three breakdown signals reflect their consistency as diagnostics 
of the seed ion density. For integrated mid-IR backscatter, the increased variability 
stems from propagation through randomly placed plasma sites: varying shot-to-shot 
backscatter interference between multiple scattering points in the breakdown volume, 
evident as fluctuating spectral fringes in the backscatter spectrum. These shot-to-shot 
fluctuations are increased by fluctuations in the shape and local density distribution of 
plasma. Likewise, the relationship between laser energy and plasma heating (and 
plasma emission), already nonlinear in the case of a uniform plasma, is also subject to 
local propagation effects: large shot-to-shot variations from scattering and refraction of 
the laser pulse from local plasma non-uniformities. The observed time advance, on the 
other hand, is largely decoupled from propagation in the vicinity of high density 
plasma: it is determined only by a single seed ion site near the region of highest 
intensity that breaks down the earliest, with the spectral content associated with that 
early backscatter unaffected by the interference and spectral fringing from the later 
backscattering from avalanche sites located in regions of lower pump intensity, which 
begin sizeable backscatter at later times. 
4.6.2 Seed ion density scan 
To compare the behavior of our avalanche signals over a range of radiation-





9 cm while keeping the intensity fixed. Figure 4.3 (a)-(c) presents the raw data from 
our three detection channels for a peak laser intensity of 2.25 TW/cm2, while Fig. 4.3 
(d) plots the mean and standard deviation of the measurements, again scaled between 
the maximum values of each detection channel and background.  
 
Figure 4.3. Single shot measurements of (a) time advance, (b) plasma emission, and (c) total MIR 
backscatter for a pump intensity of 2.25 TW/cm2 as the distance from the -source, 𝑑 , is scanned 
over 1-9 cm. 500 shots were taken at each position, with 2 mm increments up to 5 cm, and 1 cm 
increments thereafter. The minimum 𝑑  of 1 cm is limited by the Po-210 source holder.   (d) Mean 
values at each location, with error bars denoting the standard deviation of data (calculated separately for 
values above and below the mean).  As discussed later in the text, the suppression in plasma emission 
and total backscatter is caused by intensity clamping at high seed densities. 
As seen in Fig. 4.3 (d), while the decreasing responses of the three detection 
channels are similar far from the source, near the source the response of the breakdown 
time advance channel is strikingly different from the other two. The breakdown time 
advance is roughly constant near the source because a seed ion is highly likely to be 
present near the region of highest intensity (𝑁 𝑉 ≫ 1). For 𝑑  beyond ~ 3 cm, the 
time advance decreases and becomes more variable, since only a few seed ions will be 








(𝑑 5-9 cm), most shots do not record a breakdown advance (time advance=0, 
𝑁 𝑉 ≪ 1), but those that do exhibit an advance that continues to decrease with 𝑑 .   
The backscattered pump energy and visible plasma emission, on the other hand, 
start at low levels near the source and then rise quickly to the peak near ~ 3 cm, falling 
to lower levels beyond that point.  The lower levels of these signals near the source do 
not reflect an actual decrease in seed ion density, but rather the effect of pump laser 
scattering from multiple localized high density breakdown plasmas, as determined 
through benchmark imaging measurements below.  
4.6.3 Breakdown imaging 
Under all conditions of our experiments, breakdowns consisted of discrete, 
countable avalanche sites, due to the extremely limited electron diffusion from initial 
seeds over the length of the pulse. Individual seed ion locations in the focal volume 
were directly counted by imaging plasma emission from their associated avalanche 
sites (using camera CMOS1, as shown in Fig. 4.1(d), which shows a sample image). 
This enabled benchmarking of our three breakdown diagnostics using absolute seed ion 
counts. Collected images were processed to count breakdown sites and record the 
brightness of each one. A summary is presented in Fig. 4.4, showing in panel (a) the 
mean number of breakdown sites at each laser intensity and -source-laser focus 
separation, 𝑑 , averaged over 500 shots. Overlaid for reference is the ion density 
curve from Fig. 4.1(b), rescaled for plotting here.  
The images show that the average number of breakdown sites increases both as 





intensity is increased. At a given 𝑑 , (and corresponding seed density), the 
breakdown count scales as  𝑛 ∝ 𝑉 𝐼  in Eq. (4.1).  Fitting the measured breakdown 
counts (at 𝑑 1 cm) to 𝑉 𝐼 , using 𝐼  as a fitting parameter, gives 𝐼  ~1.1 
TW/cm2, a value in line with similar fits at other values of 𝑑  up to 4 cm (which give 
𝐼  0.9-1.3 TW/cm2). This lower breakdown threshold (compared to backscatter 
diagnostics) is consistent with plasma imaging being able to detect much lower plasma 
densities due to its higher optical collection efficiency. 
Over the range of intensities in Fig. 4.4, the volume for which 𝐼 𝐼  is in the 
range 𝑉  2.710-5 to 2.710-4 cm-3. This gives a peak seed ion density ranging from  
2 10  cm  at 𝑑  =2.5 cm to ~104 cm-3 at 𝑑  =4 cm, with the range given by 
variation in count measurements at the 5 different drive intensities. Comparison with 
the ion counter measurements, which peak at 107 cm-3 near the source, shows that the 
seed ion count is only a fraction of the number of negative ions detected by the Gerdien 
counter, although the seed ion density does track the total negative ion density. This 
behavior is consistent with the weakly bound O2- ions being part of a complex air 
chemistry chain which ends in more chemically stable terminal ions. While electrons 
may not detach from these more tightly bound ions in time to contribute to the 
breakdown [198,199], there are several reasons to believe that this approach 
underestimates the number of initial breakdown seeds. For a large number of 
breakdown counts, sites may be overlapped in camera images, particularly since each 






Figure 4.4. Summary of data from CMOS camera images. (a) Mean number of individual breakdowns 
observed for a range of intensities as function of source distance, with 500 shots at each position. Fig. 
4.1(d) shows a typical image from which breakdowns were counted. The ion density measured with the 
Gerdien ion counter is overlaid with arbitrary scaling for comparison. (b) Mean value of the widest peak 
extracted from each shot (over 500 shots) for the same scan of intensity and source distance. Each camera 
pixel corresponds to ~50 microns, such that many smaller breakdowns lead to detection on a single pixel. 
downstream of the laser focus, as discussed below. Both of these effects would result 
in a lower fitted value of 𝐼 , and thus an overestimate of the breakdown volume. Using 
a subsequent experimental setup [39] which directly measured the =3.9µm, 50ps laser 
breakdown threshold using seed electrons released in the center of its focal volume by 
a secondary laser, we measured radiation seed densities ~5 106 cm , a factor of ~20  





ions measured with the Gerdien condenser meter. Below, we will discuss two more 
measurements suggesting that a significant fraction of all negative ions contribute to 
avalanches. 
The plots of breakdown site counts vs. 𝑑  in Fig. 4.4(a) show a peak seed ion 
density near ~ 2-2.2 cm. We identify this as the location of the Bragg peak for 5.3 MeV 
-particles in air, which is consistent with CSDA calculations of their stopping distance  
(~3.5 cm) [201], but is lower due to energy lost as -particles leave the source (Po-210 
embedded in a metal foil), and their angular emission spread from the source foil. At 
the Bragg peak, -particle energy deposition in air increases as particles near the end 
of their range. This results in a peak in ion density near 𝑑  ~2-2.2cm followed by a 
rapid drop at longer distances, which is borne out in all curves of Fig. 4.4(a). This 
feature also agrees with the decrease in observed breakdown time advance seen beyond 
2.5 cm in Fig. 4.3(d). The absence, in the overlaid Gerdien ion counter curve in Fig. 
4.4(a), of a peak ion density near 2 cm suggests that the ion counter measurements were 
smeared out by air flow and the size of the intake port. 
Farther from the source (𝑑  >5 cm), the number of breakdown sites in the 
focal volume plateaus, and problematically, the seed ion densities calculated using 𝑉  
are strongly intensity-dependent. There are several factors contributing to this effect. 
First, 2-3% of all shots show early breakdowns, likely seeded by dust, which introduces 
a baseline average of ~0.02 breakdown sites per shot, as seen in the curve at 1.5 





an increase in the seed ion density as 𝑁 ∝ 𝐼 . If the threshold intensity (and thus 𝑉 ) 
is actually smaller as discussed above, this scaling would have a larger exponent. We 
show in Chapter 5 that this increase in the number of counts likely stems from a 
ubiquitous contaminant with an ionization potential of 𝜒 ~6 eV and a relative 
concentration of ~10–9 -10–11 [39].  
To assess the importance of propagation effects on our 3 detection channels, we 
examined the laser energy absorbed at local breakdown sites. We recorded the FWHM 
width of the brightest breakdown site in each image, which, assuming saturation of the 
local breakdown plasma density, correlates with the laser energy absorbed by that 
plasma and its backscatter over the pulse. This metric, averaged over 500 shots at each 
position, is shown in Fig. 4.4(b), with each pixel value corresponding to ~50 microns. 
It is seen that for I > 1.9 TW/cm2, the breakdown sites with greatest heating are located 
near 𝑑  ~3 cm.  However, for 𝑑  3 cm, the maximum plasma size (and 
heating) drops abruptly and clamps at ~5 pixels (250 microns), irrespective of intensity. 
This behavior is not due to the reduced ion density before the Bragg peak, since Fig. 
4.4(a) shows that the ion density close to the source (<2 cm) is still higher than beyond 
3 cm, yet breakdown sites for 𝑑 3 cm are more strongly heated. The decrease in 
plasma size is less pronounced for the runs at 1.9 TW/cm2, where the breakdown count 
in the focal volume is ~10, compared to 20-50 breakdowns at higher intensities.  For I 
= 1.5 TW/cm2 on the other hand (breakdown count ~1-2), the peak heating occurs at 
the same position as the Bragg peak (~2 cm), consistent with the highest seed ion 





We infer from these results that scattering and refraction from multiple plasma 
sites dominate our laser-driven avalanches at high laser intensity and seed ion density. 
As the number of breakdown sites increases, Mie scattering from plasmas upstream of 
the focused beam waist can reduce the intensity of the laser pulse, limiting late time 
heating and growth of downstream breakdowns. A simplistic model that overestimates 
this effect takes each avalanche site as a plasma sphere of diameter 250 μm (based on 
the clamped plasma size in Fig. 4.4(b)) which casts a shadow over half the longitudinal 
extent of the breakdown volume (~3 mm). This predicts an occluded volume (shadow) 
per seed ion of ~104 cm3. Hence, for seed ion densities >~104 cm3, the heated and 
expanding breakdown sites scatter the pump laser enough to mutually limit their 
heating—hence the effective clamping in plasma heating and growth observed at short 
distances in Fig. 4.3(b). Despite the simplicity of this model, this estimate is within an 
order of magnitude of the measured seed ion concentration of ~105 cm-3 at 3 cm, where 
these effects are important. Since the plasma breakdown sites affect pump propagation 
only toward the end of the plasma evolution when their density and size are high 
enough to induce significant scattering and refraction, this effect should not affect the 
breakdown time determined by the seeds located at the highest intensity. It will, 
however, limit the late time heating, plasma size, and subsequent laser backscatter and 
plasma emission. This, then, explains the divergence in backscatter and plasma 
emission signals vs. the time advance signal in Fig. 4.3: Time advance is determined 
by breakdowns occurring sufficiently early that propagation effects have not yet 





breakdowns through the full pulse, and so both are strongly affected by propagation 
effects. 
While a complete treatment of 3D optical propagation through a time-
dependent distribution of high density plasma scattering centers is beyond the scope of 
this work, we note that prior work has often observed that scattering from laser-
produced plasma limits plasma heating and growth further downstream [207,208]. In 
addition,  carbon black suspensions which seeded localized electron avalanche were 
observed to limit the laser intensity through Mie scattering [209], consistent with our 
observation of the clamping of plasma heating and growth near the -source, as plotted 
in Fig. 4.4 (b). 
4.6.4 Comparisons with breakdowns in N2 and a corona discharge 
We now consider a series of measurements, taken during the first experiment 
[37], which shed some light on the question of which ions contribute to laser-driven 
breakdowns. In the first measurement, we compared the breakdowns seeded by the -
source to those seeded by a corona discharge ion generator. Our results, in Fig. 4.5, 
show comparable results, as measured by breakdown time advance and backscattering, 
between the two sources when the total negative ion density from the generator, again 
measured with the Gerdien ion condenser meter, is 106-107 cm3. Even though some 
past work suggests that electric discharges and radioactive sources can generate 
different distributions of ion species [199], the maximum timing shift in each case was 
similar. This suggests that for similar charge density, laser-driven air breakdown is 






Figure 4.5. Comparison of avalanche breakdowns seeded by Po-210 source and corona discharge ion 
generator. (a) Normalized backscatter signal vs. source distance from breakdown seeded by Po-210 
source (top) and vs. negative ion concentration from ion generator (bottom). All shots are for an intensity 
of ~41012 W/cm2 [uncertain due to measurement nonlinearity], which was high enough to ensure 
breakdowns at every position/ion concentration. (b) Breakdown time advance vs. distance from 
breakdown seeded by Po-210 source (top) and vs. negative ion concentration from ion generator 
(bottom). Error bars show the standard deviation over 2500 laser shots.. 
In the second measurement, we observed breakdowns for radiation of a flow 
of pure N2. In a pure N2 environment, free electrons produced by ionizing radiation and 
knock-off electrons do not form negative ions, since N2- is an unbound state [204]. 
Thus, avalanche breakdown in irradiated N2 is seeded by free electrons. The total 
number of negative charges should be similar to that of air, since its “W-value” is ~36 
eV [210], as compared to 35 eV for air. Likewise, the breakdown evolution should be 
similar, since in a follow-up experiment [39], we measured comparable intensity 
thresholds for N2 and air. When comparing the Po 210-irradiated N2 breakdown to one 
in air (both located 1 cm from the source), there was no detectable shift (>2.5 ps) in the 
breakdown time advance, from which we infer that the local free electron density in the 





then strongly suggests that the seed density level was the same between N2 and air, and 
thus that all negative ion species contribute to our time advance measurement. 
4.7 Simulations 
4.7.1 Discrete breakdown simulations 
In the present experiment using 50 ps laser pulses, avalanche breakdown sites 
seeded by individual ions are nearly stationary and evolve entirely according to the 
local laser intensity. As discussed in Sec. 1.4.4, for a time t, electrons in the tenuous 
breakdown plasma diffuse over a length scale 𝑟 2𝐷 𝑡 for an electron diffusion 
coefficient 𝐷 𝑘 𝑇 /𝑚𝜈 , where en is the electron-neutral collision rate, m is the 
electron mass, kB is Boltzmann’s constant, and Te is the electron temperature. Using 
typical values from our breakdown simulations (below) of  kBTe ~10 eV  and en~ 2-4 
ps-1 [112,113] gives 𝑟  ~ 3-8 μm for time delays t ~1070 ps during the heating pulse 
envelope. This length is an overestimate that applies to electrons very early in the 
breakdown before they are restrained by local plasma electrostatic forces. The small 
value of 𝑟  guarantees that individual breakdown sites remain localized and stationary 
relative to the scale of the laser focus, where the spot diameter and confocal parameter 
are 2w0=240 μm and 2z0 =10 mm. 
The above considerations restrict the type of ionization model appropriate for 
our conditions. “Zero-dimensional” or “0D” models—ionization rate equations with no 
spatial dependence of ion or electron densities—implicitly assume that these densities 





very low density ( 𝑟 ) of seed electrons, nor for the locally high plasma density in 
the vicinity of an avalanche site, which is surrounded by neutral air.  
We can, however, use a 0D model to provide the local electron density growth 
rate and electron temperature and apply it to the breakdown proceeding from a single 
seed electron, since for breakdowns which have not achieved saturation, electron 
velocity distributions are largely determined by laser-driven heating via electron-
neutral collisions [40]. To proceed, we used coupled rate equations for electrons, 
neutrals, positive ions, and negative ions as detailed in [128] and added loss terms 
important for high temperature picosecond breakdowns [129,211]. The model is 
discussed in greater detail in Chapter 6. Here, the pulse is much longer than typical 
heating times 𝜏 ~𝑇 /2𝑈 𝜈 ~1 ps at our conditions [40,130], so avalanche growth 
adiabatically follows the intensity. Using growth rates extracted as a function of 
intensity from the 0D model, we then track the local density used in a simulation of a 
single electron seed by dividing the number of electrons by an effective volume 
4𝜋𝑟 /3, where  𝑟  transitions to an ambipolar diffusion scale length once the plasma 
Debye length 𝜆 𝑘 𝑇/4𝜋𝑛 𝑒 /  is equal to the electron diffusion length 
[132,212].  
The breakdown onset time for a seed electron exposed to a given peak intensity 
is taken to be the time when the electron density reaches ~1018 cm3, which corresponds 
to the experimental breakdown detection threshold. The resulting time advance Δ𝑡  
(the difference between the breakdown time and the end of the pulse) for a range of 






Figure 4.6. Results from numerical simulations. (a) Simulated breakdown time advance (as determined 
by reaching a threshold electron density of 1018 cm-3) for single electrons exposed to a super-Gaussian 
temporal pulse for a given local peak intensity. Below the threshold of ~1.6 TW/cm2, the model predicts 
no detectable breakdown. Maximum time advance vs. intensity is also plotted for current experimental 
data. (b) Statistical breakdown time advance modeled for two focal volumes for peak intensity 2.25 
TW/cm2 as a function of seed density. Each point shows the mean expected breakdown time and spread, 
calculated (separately) as the standard deviation for values above and below the mean. For the larger 
focal spot (f/33), the volume above the breakdown threshold (Eq. 4.1) becomes larger, providing 
sensitivity to a lower seed density.  
with FWHM duration of 50 ps. The simulation curve in Fig. 4.6 (a) predicts a 
breakdown onset intensity threshold ~1.6 TW/cm2, which agrees well with the 
experimentally threshold of ~1.5 TW/cm2 for observing backscatter. Maximum time 
advances observed as a function of intensity in the current experiment are also plotted, 





4.6.2 Simulating statistical breakdown time advance 
While our adapted 0D model predicts the breakdown time advance initiated by 
a seed electron exposed to a given laser intensity, the distribution of seed electrons in 
a region of spatially varying intensity introduces a statistical spread in the onsets of 
local breakdowns, as discussed above in Sec. 4.5. The Poisson probability that a given 
intensity I will determine the time advance is 𝑃 𝐼 𝑒 1 𝑒 , where 𝛿𝑛
𝑁 𝛿𝑉 is the average number of seed electrons in a volume element 𝛿𝑉 corresponding 
to intensity I , and 𝑛′ 𝑁 𝑉′ , where 𝑉′ is the volume corresponding to higher intensity 
𝐼 𝐼. A calculation incorporating these probabilities is presented in Fig. 4.6 (b), which 
tracks the mean value of breakdown time advance for different focal volumes as seed 
density is increased (at constant peak intensity of 2.25 TW/cm2). Error bars are given 
by the standard deviation above and below the mean. It is seen that decreasing the 
f/number (and focal volume) shifts the sensitivity to lower seed densities, and that at 
high seed densities, the time advance saturates to the values predicted in Fig. 4.6 (a). 
The simulation results are in good quantitative agreement with our present experiment 
(f/33 focusing, or a 3 cm beam focused at 1 meter): at 2.5 cm from the source where 
we measured a seed density 2 105 cm-3 through imaging, we measured a time 
advance (for 2.25 TW/cm2) ranging from 19-22 ps (range of standard deviation error 
bars in Fig 4.3 (d)), matching the range generated through simulations (18-23 ps at a 
seed density of 1.7105 cm-3). At 𝑑 4 cm (seed density ~104 cm-3), we measured 





density estimates were revised upward by a factor of ~10  as discussed above in Sec. 
4.6.3, the agreement is similar on the high end, but slightly worse on the low end. 
However, given approximations made in the simulations discussed in Chapter 6, such 
agreement within an order of magnitude is reasonable. 
4.8 Application to remote detection at large standoff distances 
Based on the results of the present experiment, any laser focal geometry with 
the same pulse width used for remote detection at range will require peak intensities 
above the threshold of 1.5 TW/cm2. In Sec. 1.4.2, we found breakdown thresholds scale 
as 𝜆 , but the increase in focused spot size as 𝜆 for fixed 𝑓/number implies varying 
wavelength will not change the total power/energy required. Breakdowns leading to a 
backscatter signal with SNR >10 require higher intensities ~1.6-1.8 TW/cm2. For 
example, detection at a range of 100m using a =3.9m, 50 ps pulse would require 
focusing of ~75 mJ at f/100 by a 1 meter diameter optic. This would probe a focal 
volume ~10-3 cm3, providing sensitivity to seed ion densities ~103-104 cm-3 (with 
statistical variations in time advance below 104 cm-3 and saturation above it).  
While the scaling presented above is, in principle, straightforward, propagation and 
focusing over tens of meters is complicated by turbulence and nonlinear propagation. 
We note that delivering intense pulses at range through realistic atmospheric conditions 
is an active area of theoretical research [213], and that a recent experiment has 
demonstrated long range propagation by self-channeling through turbulence and linear 





As noted in Sec. 4.6.1, 2-3% of all shots exhibited very bright, early 
breakdowns with large values of time advance, uncorrelated with the radioactive source 
or the driving intensity. This behavior is consistent with dust-initiated avalanches, 
which have a reduced breakdown threshold and start at high local density. While these 
dust-initiated breakdowns would be an important consideration under field conditions, 
it is easy to sort them from the data owing to their large time advance (30-40 ps) and 
high relative backscatter energy compared to negative ion-seeded breakdowns (10-20 
ps time advance). However, in a detection environment that includes enough dust and 
aerosols to seed such early breakdowns on every shot, additional sorting of the data 
would be required. One possibility would be to combine information from multiple 
detection channels (avalanche time advance, total backscatter energy, and plasma 
emission) to further constrain data processing and analysis. 
While increasing the focal volume at a fixed seed density increases the number 
of breakdown sites, the laser pulse repetition rate can be severely limited by the much 
longer diffusion time of long-lived breakdown products out of larger focal volumes, 
lengthening the time required for the air to return to equilibrium conditions. This issue 
will become more pronounced at standoff distances where focal volumes might 
increase by a few orders of magnitude. However, under field conditions, this self-
seeding effect might be avoided by dynamically sweeping the focal position. 
For increased 𝑓/number (ratio of standoff distance 𝑅 to focusing optic diameter 
𝐷) at larger standoffs, the focal spot, and hence energy ℰ required, increase as 𝑤 ∝





However, increasing the 𝑓/number quickly leads to a very large 𝑉  due to its 
characteristic 𝑉 ∝ 𝑤 ∝ 𝑅/𝐷  scaling in Eq. (4.1). Correspondingly, sensitivity is 
degraded as the focal volume will always contain many seed ions even at background 
conditions discussed in Sec. 4.3 (𝑁  ~102-103 cm-3). Likewise, moving to longer 
wavelengths, such as the 95 GHz source used in [134], increases the 𝑉  for fixed 
𝑓/number as 𝜆 . Providing the seed ion density exceeds background levels, 
maintaining sensitivity requires decreasing the number of ions from which seed 
electrons are liberated. This can be achieved for long wavelength lasers, since ion 
detachment will decrease as both the required intensity 𝐼 ∝ 𝜆  and photon energy 
ℏ𝜔 decrease.  
A hard limit on 𝑉  is set by the background density of free electrons (~10–2 
cm–3) as set by cosmic rays and sources such as radon, since even longer wavelength 
lasers will always initiate avalanche from these existing free electrons. While operating 
arbitrarily close to the threshold intensity 𝐼 𝐼/𝐼 ~1), this degrades SNR. We note 
in particular that this limits would strongly discourage the use of microwave sources as 
considered in [134].  
4.9 Summary and conclusion 
We have demonstrated laser induced avalanche detection of a radioactive 
source in a true standoff geometry, where the three remote detection channels rely only 
on backscattering or plasma emission. Of the three demonstrated detection channels, 
we found that the breakdown time advance diagnostic—which depends on single shot 





measure of the radiation environment, and was also immune from pump laser scattering 
by multiple breakdown plasma sites. We discussed extending these diagnostics to 
greater (>10 m) standoff distances. 
We have also demonstrated that direct imaging of the laser breakdown volume, 
which enables counting of the individual breakdown plasma sites and measuring their 
sizes, is a very powerful benchmark for assessing the fidelity of the three remote 
detection channels. The direct imaging measurement also makes possible the absolute 
determination of ultralow charge densities, with direct measurement of an extremely 
low densities (105 cm-3 and below) of O2- and other ions produced through subsequent 
air chemistry. As there is still some question as to which ion species we detect, our 
avalanche method could be further improved using auxiliary pulses tuned to detach 








Chapter 5: Absolute measurement of laser ionization yield in 
atmospheric pressure range gases over 14 decades  
5.1 Multiphoton and tunneling ionization yield measurements 
The unification of tunneling ionization and multiphoton ionization (MPI) of 
atoms in intense laser fields by Keldysh in 1965 [49] provided an analytic foundation 
for strong field laser physics [50,102,216-218], but measurements of the transition from 
MPI to tunneling had to await later advances in short pulse lasers [135,219-221]. This 
transition is characterized in atomic units by the dimensionless Keldysh parameter 𝛾
2𝜒
⁄
𝜔/𝐸 , where 𝜒  is the atom’s ionization potential, 𝐸  is the peak laser field, 
and 𝜔 is the laser frequency. At moderate intensity 𝐼 (𝛾 ≫ 1, MPI regime), the yield 
𝑌, or ionization probability, is proportional to 𝐸  ∝ 𝐼 , while at higher intensities 
or longer wavelengths (𝛾 1), the transition to tunneling and barrier suppression 
ionization [219,220] is characterized by 𝑌 ∝ 𝐼 , where 𝑛 is the integer number of 
photons needed to exceed 𝜒 . Early yield measurements were conducted in extremely 
low density gases (typically ~108 1012 cm3) in order to prevent ionization products 
interacting with background gas or experiencing space charge effects in transit to high 
voltage detectors [103,219,220]. However, many applications of strong-field 
ionization, such as high harmonic generation [8] or high intensity pulse propagation 
[2,3], occur at atomic densities many orders of magnitude higher where density-





Recent theoretical work, for example, suggests many-body effects in high 
density gases leads to an additional ionization channel which is important at lower laser 
intensities: excitation-induced dephasing (EID) [51-54]. If “standard” isolated atom 
multiphoton/tunneling ionization is viewed as the result of optical-field induced 
dephasing of bound state-continuum coherence, which spoils the adiabatic following 
of the electron population in the strong, highly detuned optical field, then at elevated 
densities it was proposed that additional dephasing from Coulomb interaction with 
electrons in nearby atoms enhances ionization beyond the isolated atom process. EID 
calculations [51] predict that the additional yield scales nearly linearly with density and 
is proportional to 𝐼  (in strong contrast with 𝐼  scaling for MPI), and is nearly 
independent of target species and laser wavelength, as shown in Fig. 5.1. Of particular 
interest to our experiments, EID predicts yields 𝑌 in the range 109-107 for 1 TW/cm2, 
=1-10 m, 100 fs pulses in a variety of atmospheric pressure range gases [51-54], 
with 𝑌 ∝ 𝐼  up to a transition to the isolated atom rate at higher intensities. For 
example, for a =1 m, 100 fs pulse in hydrogen, Ref. [53] showed 𝑌 ∝ 𝐼  up to   
𝑌~10–6 at 𝐼 ~20 TW/cm2, transitioning to MPI yields (∝ 𝐼 ) of ~105 at  𝐼 ~40 
TW/cm2. While prior ionization yield measurements at atmospheric pressure [222,223] 
have shown reasonable agreement with isolated atom rates, they were limited to  𝑌






Figure 5.1. Comparison of standard ionization theory with EID many-body ionization. Calculated 
standard ionization rate [50] of O2, the most readily ionizable air constituent, for 𝜆 1 𝜇m (blue) and 
𝜆 4 𝜇m (red), as in Sec. 1.2.4. Calculations of EID ionization have only been performed for atomic 
hydrogen and argon [51-54], with an approximate range of effective rates for 𝜆 1 10 𝜇m pulses 
shown by the dotted lines. Despite very different ionization potentials and photon energies, predicted 
rates fall in a narrow range. 
The potential effect of EID ionization is significant, especially when its boost 
to plasma density would have a commensurately larger effect on the refractive index 
experienced by longer wavelength lasers. For example, under conditions where 
standard ionization is negligible, EID was invoked to explain a recent experiment 
observing self-channeling of a =10.2 m, ~1 TW/cm2 peak intensity CO2 laser pulse 
over 20 Rayleigh ranges in air [21], a process requiring plasma generation to offset 
Kerr self-focusing.  
Here, we use avalanche ionization driven by a picosecond, mid-IR probe laser 
pulse to measure absolute ionization yields over 14 decades (1016 to 102) from 
















air, nitrogen and argon (0.5-3 bar) [39]. This represents an unprecedented dynamic 
range with a single setup, with sensitivity exceeding all other methods we are aware of.   
5.2 Experimental setup and methods 
As discussed in Chapters 1 and 4, during avalanche ionization free electrons 
(here initially generated by femtosecond pump pulses) gain sufficient energy through 
probe-driven collisions until they ionize neutral atoms/molecules, leading to an 
exponential growth factor  𝑒  in the local number of electrons, where 𝜈  is the 
effective collisional ionization rate, enabling single electron sensitivity. Avalanche 
ionization was driven by a positively chirped ~10 mJ, 50 ps =3.9 m probe pulse 
focused to intensities ~1–1.5 TW/cm2 at a 1/𝑒  intensity radius (waist) of 𝑤 70𝜇m. 
As discussed in Chapter 4 (Sec. 4.5), the probe pulse length and peak intensity define 
a breakdown threshold and volume inside which breakdowns from individual seeds 
will be detectable, although in this experiment, breakdown locations are further 
constrained by the overlap of this volume with the focused femtosecond pump pulse. 
Crucially, the mid-IR avalanche driver eliminates driver-supplied MPI electrons from 
the seed population [37,38], such that only pump-induced ionization produces in probe-
driven breakdown sites.  
Figure 5.2 shows the experimental setup. The femtosecond pump pulse, 
synchronized to the avalanche-driving probe, was either in the near-IR (=1024 nm, 
274±10 fs) or in the mid-IR (=3.9 m, 85±5 fs) and focused to peak intensities of 1–
100 TW/cm2, with intensity control provided by a waveplate and polarizer. All three 






Figure 5.2. Experimental setup. (a) Breakdown counting (𝐼 10 TW/cm2): A positively chirped, =3.9–
4.2 µm, 50 ps mid-IR laser probe pulse was focused into a gas cell to drive avalanche breakdowns seeded 
by electrons liberated by either a counter-propagating (𝜃 0∘  or a perpendicularly-directed (𝜃 90∘  
pump pulse (274 fs, 𝜆 1024 nm or 85 fs, 𝜆 3.9 μm). The inset shows, for each geometry, sample 
images of individually seeded breakdowns, collected by camera CMOS, and overlaid with pump pulse 
focal volume (blue) and the probe pulse breakdown threshold volume (red). (b) Breakdown time advance 
(𝐼 10 TW/cm2): pump-induced initial plasma density and corresponding yield are determined from 
breakdown timing encoded in the backscatter spectrum of the chirped mid-IR probe pulse. Backscatter 
is collected by spectrometer Spec, with example incident and backscattered spectra and corresponding 
timing shown. Here, breakdowns are observed directly above a ~5 mm gas flow orifice 
The =1024 nm pump pulses were focused to Gaussian waists (1/𝑒  intensity 
radius) of 𝑤 =8 m (𝐼  100 TW/cm2, Rayleigh range 𝑧 ~0.2 mm) or 𝑤 = 26 m (𝐼  
10 TW/cm2, 𝑧 ~2 mm) for transverse overlap of pump-probe beams (𝜃 90°, see 
below), while for counter-propagating beams (𝜃 0°), they were focused to 𝑤 = 30 
m.  The =3.9 m pump pulses were focused to 𝑤 =39 m (𝑧 ~1.2 mm, up to 10 
TW/cm2) for 𝜃 90°. Near-IR and mid-IR peak pump intensities were determined by 
measuring focal spots directly on a CCD camera or an InSb array, respectively. Pulse 
duration measurements made using an autocorrelator (for =1024 nm) or with scanning 





m). Uncertainty in pulse duration ( ~ 5 %) and focused beam spot size ~4% due 
to finite pixel size) gave absolute uncertainty of ~ 10% in measured intensity values. 
For low yields up to ~10 , visible avalanche breakdowns are local to 
individual seed electrons, with radial migration of avalanche-liberated electrons limited 
to ~10 𝜇𝑚 by electron and ambipolar diffusion during the 50 ps probe pulse 
[38,132]. Thus breakdowns are isolated and were counted by imaging, with a 16-bit 
low-noise CMOS camera, the overlap of the pump pulse and probe breakdown volume 
(Fig 5.2 (a)) inside a sealed gas cell filled with air, nitrogen, or argon passed through a 
0.01 micron rating particulate filter. In this regime, the occurrence of breakdowns is 
statistical, requiring multi-shot averaging. Images were collected at 2  magnification 
on the CMOS camera, and the number of breakdowns was determined by counting the 
number of sites with peak signals above 20 pixel counts after median filtering.  
In order to determine the breakdown threshold for different gases and pressures, 
probe pulse peak power was reduced until the pump-seeded breakdowns at the center 
of the probe volume (peak probe intensity) were barely visible (~20 pixel counts). This 
gave a breakdown threshold 𝐼 ~1 TW/cm2 in nitrogen and air, and 0.6 TW/cm2 in 
argon, with a 1/p pressure dependence for all gases studied, in line with scalings 
presented in Sec. 1.4.2. We note that due to the high level of control of location and 
number of seed electrons using the pump pulse, this measurement is far more precise 
than those based on count ratios presented in Chapter 4 [38]. In order to determine peak 





where 𝑁 is the average number of counts measured, 𝐼 𝑟, 𝑧  is the spatially varying 
pump intensity with peak value 𝐼  over the probe breakdown volume 𝑉 , and the yield 
is observed to scale as 𝐼 . A counter-propagating (𝜃 0°) pump-probe geometry 
maximized the overlap volume and hence sensitivity. As higher pump intensity 
increased the number of seed electrons beyond ~10, individual breakdowns upstream 
interfered with probe driving of downstream avalanches [38].  Switching to a 
perpendicular geometry 𝜃 90°) reduced the overlap volume ~100 , eliminating 
this propagation effect at higher yield. While the small volume for 𝜃 90∘ prevents 
reliably imaging more than 1 breakdown per shot, counting the incidence of no 
breakdowns allowed us to infer the Poisson mean up to ~4 breakdowns/shot, since a 
Poisson distribution with mean value 𝜇 has a probability 𝑃 0 1 𝑒  of observing 
no counts. With the pump blocked, breakdowns occurred in ~1 out of 100-1000 shots 
due to probe-induced MPI of a contaminant (see below). 
As the yield (and seed electron density) increases even further, 𝑌 ≲1010 to 
102, adjacent incipient avalanche sites become closer than the electron diffusion length 
and it is no longer possible to resolve and count breakdowns. However, the avalanche 
is now seeded by a well-defined local electron density such that one can measure a 
deterministic avalanche time, 𝜏 ln 𝑁 /𝑁 /𝜈 , where 𝑁  is the seed electron 
density, 𝜈  is the electron density collisional growth rate,  and  𝑁  is a final (detectable) 
electron density [128]. By employing the chirped probe-backscatter breakdown timing 





𝜏 𝜏, where 𝜏 50𝑝𝑠 is the avalanche driver duration, and  ∆𝑡  
corresponds to the reddest (earliest) wavelength of the chirped probe pulse detectable 
in the backscattered spectrum at a detection threshold 𝑁 ~1018 cm-3 (see Appendix 
A.1). The spectrum is collected by a single shot mid-IR spectrometer (Sec. 2.6, [38]), 
with setup and example spectra shown in Fig. 5.2 (b). Wavelength-to-time 
correspondence of the chirped driver was established using a cross correlation with the 
=1024 nm beam.  
5.3 Results and Discussion 
Figures 5.3–5.5 together show femtosecond pulse ionization yields 𝑌 spanning 
14 orders of magnitude. For lower peak intensities of 0.6 10 TW/cm2, where yields 
are determined from counting individual breakdowns, Fig. 5.3 plots 𝑌  for air (a), 
a comparison of 𝑌  for air,  N2, and Ar (b), and 𝑌 .  for air (c), all at atmospheric 
pressure. Here, 𝛾 3 and 𝛾 . 0.9, in the MPI and tunneling regime, 
respectively. The corresponding average breakdown counts/shot are shown on separate 
scales. In Fig. 5.3 (a), the curves for  𝜃 0∘ and 𝜃 90∘ are horizontally offset owing 
to peak intensity uncertainty of ~ 10% (horizontal bars) in each geometry. 
Theoretical isolated molecule yields were calculated using a rate valid for arbitrary 𝛾 
by properly treating the Coulomb correction in the multiphoton limit 𝛾 ≫ 1 [49,50]. 
This “standard” yield for air (80/20 N2/O2) and N2, using effective potentials for N2 and 
O2 [221], is plotted as the yellow curves in Fig. 5.3 (a, c), with the curve in Fig. 5.3(c) 






Figure 5.3. Ionization yield measured in breakdown counting regime (I 10 TW/cm2). (a) Breakdown 
counts and corresponding yields 𝑌  in 𝜃 0° and 𝜃 90° geometry. For 𝐼 ~4 TW/cm2 , 
𝑌 ∝ 𝐼 . , consistent with MPI of O2 (𝜒 ~12.1 eV) and for 𝐼 ~4 TW/cm2, 𝑌 ∝ 𝐼 . , 
consistent with MPI of a contaminant with 𝜒 ~6 eV. Error bars correspond to a Poissonian 95% 
confidence interval [130]. Horizontal bars on the 0° and 90° plots reflect absolute intensity uncertainty 
from switching between geometries. The overlaid theory curve plots the yield based on standard N2 and 
O2 molecular ionization rates [50,221]. (b) Comparison of   𝑌  for atmospheric pressure air, N2 and 
Ar for 𝐼 ~4 TW/cm2 (𝜃 0°), showing 𝑌 ∝ 𝐼 .  for all 3 gases. (c) 𝑌 .  for atmospheric 
pressure air 𝜃 90°).  The overlaid ionization theory curve for 80/20 N2/O2 is multiplied by 100. In (a) 
and (c), saturated counts were inferred statistically from the incidence of no breakdowns occurring, as 
described in the text. 
Best fits to the data points for all 3 gases give 𝑌 ∝ 𝐼 . .  (for 𝐼 ~4 
TW/cm2) and 𝑌 . ∝ 𝐼 . . , with measured yields orders of magnitude greater than 
standard theory. For air at 𝐼 ~4 TW/cm2, the yield dependence transitions to 
𝑌 ∝ 𝐼 . . , consistent with the expected MPI scaling of 𝐼  for O2, the most 
readily ionized air constituent (𝜒 ~12.1 eV). The ~2  offset between experiment and 
theory in this range is consistent with ~10% experimental uncertainty in absolute 
intensity and the lack of species-specific atomic structure in the theoretical rate [50]. 





to data on a log-log scale. We note that in this plot, the background level of counts from 
the mid-IR probe pulse alone is ~10  for the low intensity pump points (for 𝜃 0∘) 
and ~10  for 𝜃 90∘, as discussed more below. 
These results strongly suggest that the ionization yield at lower intensity 
originates from a contaminant. As shown in Fig. 5.3 (b), these breakdowns were 
observed at a similar level in all gases, which included lab compressed air (filtered for 
oil/moisture and particulates) and high purity argon and nitrogen (Praxair, Ultrahigh 
Purity 5.0, <3 parts-per-million (ppm) water, <0.5 ppm total hydrocarbon content). 
When air passed through the particulate filter was replaced with bottled ultra-high 
purity air (Praxair, Ultra Zero, <2 ppm water, <0.1 ppm total hydrocarbon content) 
passed through an activated charcoal Supelcarb hydrocarbon filter (capable of filtering 
primary hydrocarbons to ~the part-per-billion level) for identical pump conditions (𝜆
3.9 𝜇𝑚, 𝜃 90∘), the number of breakdown counts decreased by ~4 , as shown in 
Fig. 5.4. The gas cell experiment was repeated for air pressures of 0.5 bar to 3 bar. At 
all pressures, the yield scaling at lower intensity followed 𝑌 ∝ 𝐼 . . , 
consistent with the presence of the contaminant. At higher intensity, the yield 






Figure 5.4. Effect of hydrocarbon filter on yield measurements in air. Breakdown counts observed with 
the =3.9 m pump for two sources of air: (i) air passed through only the particulate filter or (ii) ultra-
high purity compressed air from a bottle fitted with an additional part-per-billion hydrocarbon trap. 
Since counts could not be observed below ~5 TW/cm2 for 𝜆 3.9 𝜇𝑚,𝜃 90∘ 
and pumping in the 𝜃 0∘ geometry with the  3.9 𝜇𝑚 pump was experimentally 
difficult, low yield ionization for this wavelength was tested using breakdown counts 
initiated by “self-seeded” electrons, or seed electrons produced by the leading edge of 
the 50 ps, ~1.5 TW/cm2 probe pulse which were subsequently amplified and detected 
as breakdown counts generated by the remainder of the pulse. Figure 5.5 shows both 
raw counts for 1.5–1.8 TW/cm2, and corrections for the increase in size of the 
breakdown volume with increasing intensity and the increase in the time during which 
electrons can be liberated and amplified. Namely, if for a threshold of ~1 TW/cm2 
single electron-seeded breakdowns at a local intensity of 1.8 TW/cm2 occur in 
~50/1.8~27 ps while breakdowns at 1.5 TW/cm2 occur in ~50/1.5~33 ps, the second 
pulse has 6 ps longer in which to ionize contaminants through MPI and still drive a 














the correction is simplistic (applying changes in volume and timing as a constant 
multiplicative factor and ignoring spatial variations in yield and timing), it gives a 
rough estimate of the scaling in this regime. In particular, it shows that counts are still 
driven by MPI/tunneling, with a best fit of the corrected counts giving 𝑌 . ∝ 𝐼 .  
 
Figure 5.5. Scan of self-seeded counts. Number of breakdowns observed for varying probe (only) pulse 
intensities, with seed electrons liberated via MPI by the leading edge of the pulse. Also shown is a 
correction for changes in breakdown volume and effective seed timing as probe intensity is increased. A 
best fit of the points gives scaling 𝑌 . ∝ 𝐼 , with the large uncertainty set by the limited range of 
results. 
The strong intensity scaling of probe self-seeded breakdowns also explains the 
variation in background breakdown counts, since small changes in probe intensity 
(~10-15% uncertainty for different configurations, or intraday and day-to-day drifts) 
can lead to large changes in background rates. A slightly lower probe peak intensity for 
the 𝜃 0° experiment of Fig. 5.3 led to the ~10  reduction in probe self-seeded 

















Figure 5.6. Comparison of contaminant yield with isolated atom/molecule theory. Counts in air (𝜃
0° , squares; 𝜃 90°, triangles) and argon (𝜃 90°, stars) are shifted to overlap with theoretical curves 
for comparison.  The red points (open circles) are from data in Fig. 4, normalized to the other =3.9 m 
data on the plot. Two theory curves were generated for each wavelength: a 6 eV atom and a 6 eV 
molecule. The molecule calculation employs a shape factor (0.5) to account for changes to its tunneling 
potential [221]. The calculated contaminant yields, together with the absolute yields determined in Fig. 
2, suggest a contaminant concentration in the range 10–11–10–9, assuming a shape factor bounded 
between 1 (atom) and 0.5 (typical molecule). 
As shown in Fig. 5.6, fitting the yield scaling to the standard isolated 
atom/molecule ionization rate [50] suggests the contaminant species has an ionization 
potential 𝜒 ~6 eV and an approximate concentration of ~1011109.  The ≲2 TW/cm2 
(red) points with 𝑌 . ∝ 𝐼  inferred from Fig. 5.5 were normalized to the data 





self-seeding case and the 𝜃 90° geometry (~300) and the change in pulse length and 
temporal shape (~1000×). This normalization gives a yield in reasonable agreement 
with the theoretical curve, and is also consistent with a contaminant with ionization 
potential ~6 eV. We note that early MPI experiments indicated the presence of low 
ionization potential contaminants in all laboratory gases; these were considered to be 
the source for seed electrons in air avalanche breakdown experiments [103]. However, 
the concentration and yield of these seed sources could not be quantified as in the 
present work. We also note that experiments studying ionization of air with 𝜆 248 nm 
laser pulses (5 eV photon energy) observed a 𝑌 ∝ 𝐼 increase in yield for 106–109 W/cm2 
intensities, before transitioning to 𝑌 ∝ 𝐼  yield dependence indicative of two-photon 
resonantly enhanced multi-photon ionization [127]. Based on plasma conductivity 
measurements, they inferred laser-induced electron densities of 109–1010 cm3 and 
proposed that the results were consistent with ionization in aerosols, or an intermediate-
state resonant excitation pathway in a contaminant. 
Figures 5.7 and 5.8 cover the transition from MPI of air and N2 to tunneling 
ionization, with 3 𝛾 0.75. In this regime, we used our breakdown time 
advance diagnostic described in Sec. 4.2. Conversion from ∆𝑡  to yield was 
calibrated by data from the direct imaging measurements at ~6 TW/cm2 (Fig. 5.3 (a)) 
and previous absolute measurements of yield at ~100 TW/cm2 [222], with direct 
interpolation between the points assuming a constant growth rate 𝜈  for a flat-top probe 
pulse intensity. Since this approach is novel, we take a detailed look at the calibration. 





determined entirely by the local intensity. For the present experiment, the width of the 
breakdown volume (region above threshold) for driving avalanche and backscattering 
was ~40µm, while the diffusion-limited diameter of single-electron-seeded breakdown 
plasmas was ~10µm during their initial growth phase. Thus, even when a single 
breakdown occurs on every shot, timing measured by backscatter will be variable 
because a single pump-generated seed electron could find itself in a range of intensities 
above the breakdown threshold. This is seen in Figure 5.7, where the points at ~<6 
TW/cm2 show a timing variation even though Fig. 5.3 shows there is a ~1 
breakdown/shot at that intensity. Once ~4-8 seed electrons are distributed in the 
breakdown region, there is a higher probability that one seed electron is located at the 
region of peak probe intensity, leading to more deterministic timing. Above ~8-10 seed 
electrons in the breakdown region, there is a high probability of 2 electrons being 
located at the region of peak intensity and within ~10µm of each other, such that 
number of generations (a doubling of electron number) needed to reach the detection 
threshold is reduced by one. Thus we estimate that time advance is directly correlated 
with density for yields above 7  10 cm-3, namely 10 times the yield corresponding 







Figure 5.7. Single shot breakdown timing. Each point corresponds to a single probe pulse backscattered 
spectrum measurement, with the right vertical scale showing the longest wavelength detected, and the 
associated breakdown time advance shown on the left vertical scale. For low pump intensities, liberated 
electrons, when they are generated at all, are randomly positioned in the probe breakdown volume, 
leading to a spread of breakdown times. As pump intensity is increased, multiple seed electrons are 
generated and more are likely to be found at the peak probe intensity, which visually corresponds to ~13 
ps time advance. As more breakdowns occur, they begin to overlap, leading to a deterministic decrease 
in breakdown timing (>13 ps advance), with the spread in points in that part of the plot determined by 
fluctuations in probe intensity. 
Yields at 100 TW/cm2 were matched exactly with the standard theoretical rate 
[50], since measurements of O2 and N2 yield in a thin gas jet with a 42 fs, 800 nm pulse 
at this intensity [222] showed excellent agreement with the theoretical rate over this 
same intensity range. Interpolating between this yield and the directly measured yields 
in Fig. 5.3 gives an electron density growth rate of  𝜈 0.55 ps  during the probe 
pulse, which was used to calculate the intermediate densities and yields in Fig. 5.8. The 
dot-dash line indicates the point at which yield extraction based on time advance is 






























Figure 5.8.  Ionization yield measured in breakdown time advance regime (I 10 TW/cm2). Ionization 
yields in air and N2 determined by breakdown time advance ∆𝑡 ,  with theoretical yields overlaid. The 
horizontal dot-dashed line indicates the limit above which  ∆𝑡  is deterministically correlated with 
seed electron density. Below this level, individual breakdowns do not overlap during their initial growth 
phase, and  ∆𝑡  is determined by statistical placement of seed electrons in the pump volume. 
Conversion to yield was benchmarked with imaging results from Fig 5.3 (a) and previous measurements 
[222]. The points at each intensity give the mean ∆𝑡 , and error bars show the standard deviation of 
timing measurements due to either statistical placement of seeds (low intensity) or ~5% fluctuations in 
probe pulse energy (higher intensity). 
Measured yields and theory show agreement within a factor of 10 over the full 
intensity range despite the simplistic assumption of constant 𝜈 . We note that our 
chirped probe pulse temporal profile is not exactly square, with a spectral measurement 
of the OPCPA’s mid-IR beam and its near-IR conjugate suggesting more power at the 
beginning of the pulse, so that collisional heating (∝ 𝐼𝜆 ) will be stronger at the 
beginning of the chirped pulse than at the end. Accounting for this would tend to 
suppress the inferred density slightly throughout the range, bringing it into closer 





 This backscattering calibration does not rely on simulations, which in turn are 
dependent on accurate rates for elastic and inelastic collisions, attachment, diffusion, 
and transport. Nevertheless, a comparison with simulations can give confidence in the 
general approach. Using a constant intensity of 1.3 TW/cm2 (the peak probe intensity 
used for high yield measurements) in a self-consistent set of 0-D equations that track 
the temperature of avalanching electrons through electron-neutral collisions (heating), 
and attachment, excitation, dissociative and ionization losses, [128,129] predicts a 
growth rate of 𝜈 0.35 ps  after ~2 ps of initial heating needed to reach a steady 
state plasma temperature of 10 eV, fairly close with the growth rate of 𝜈 0.55 ps  
extracted above. Since the simulations are sensitive to uncertainty in loss rates and 
collisional heating rates, as well as any departure from the assumption of a thermal 
electron distribution, this level of disagreement is not unexpected, as we discuss further 
in Chapter 6.  
5.4 Summary and conclusion 
Our femtosecond pump ionization yield measurements can be summarized as 
follows: At lower intensities (Figs. 5.3-5.6, ~4 TW/cm  where the biggest relative 
contributions from EID ionization are expected, pump wavelength-dependent scaling 
of yield is consistent with ionization of a low-level contaminant with 𝜒 ~ 6 eV. Neither 
the wavelength-independent 𝐼  scaling nor the wavelength-insensitive absolute yield 
suggested by EID is observed, even when measuring yields a factor of 106 lower than 
those predicted [52-54]. The source of disagreement is unclear, calling for a 





10 TW/cm  of Fig. 5.3, the yield at =1024 nm transitions into MPI of O2, while it is 
in the tunneling regime of the contaminant for =3.9µm. In Fig. 5.8, at higher 
intensities up to 100 TW/cm2 and the transition from MPI to tunneling, the ionization 
yield is in good agreement with isolated atom/molecule theory. 
Avalanches seeded by low ionization potential contaminants could have an 
effect on long wavelength infrared filamentation and be consistent with the 
observations of self-channeling of 𝜆 10.6 µm, TW-level CO2 laser pulses [21] 
without the need for EID ionization. Not only can a long-wave IR pulse easily ionize 
the 𝜒 ~ 6 eV contaminant, but the 𝜆  dependence of collisional heating and free 
electron polarizability [21,54] renders such a pulse quite sensitive to any free electrons 
it self-generates and their subsequent avalanche growth. We also note that the growth 
rate, 𝜈 0.55 ps , extracted from our measurement applies to laser-air interactions 
with a different wavelength but the same numerical value of 𝐼𝜆 , and can be used to 
benchmark simulations of high intensity, picosecond laser-driven avalanche. We will 
discuss these possibilities further in Chapter 6, where we combine our avalanche and 
multiphoton results with a propagation code. 
In conclusion, we have shown that avalanche breakdown using picosecond mid-
IR probe pulses is a sensitive diagnostic of extremely low electron densities—achieving 
an unprecedented dynamic range of 14 orders of magnitude, with picosecond and few 
micron resolution. We measure ionization generated by femtosecond pump pulses in 





intensities ~1 TW/cm  is consistent with MPI of a ubiquitous parts-per-trillion 
contaminant, and is not dependent on predicted many body effects, while yield at higher 
intensities ( ~10 TW/cm ) is consistent with MPI or tunneling ionization of isolated 
molecules. The sensitivity and range of our density diagnostic exceeds performance for 
all other weakly-ionized plasma density measurements of which we are aware while 
also avoiding reduced spatial resolution inherent in bulk plasma or longitudinal 
averaging (as in standard interferometry [224], dispersion interferometry [225], plasma 
conductivity measurements [226] or optical emission [227]) or reduced temporal 
resolution (as in microwave scattering [228] and charged particle counting). Such 
performance is of particular interest for intermediate electron densities (108-1013 cm-3) 






Chapter 6: Self-guiding of long-wave infrared laser pulses mediated 
by avalanche ionization 
6.1 Motivation for long wavelength filamentation 
Femtosecond filamentation of intense laser pulses in gases and condensed 
media arises from the interplay of diffraction, Kerr self-focusing, and collapse arrest 
by plasma-induced refraction, enabling high intensity self-guided propagation over 
extended distances [2,3]. As discussed in Sec. 1.2.2, filamentation occurs for pulses 
whose peak power exceeds a critical value 𝑃 3.77𝜆 /8𝜋𝑛 𝑛  for Gaussian beams, 
where 𝜆 is the laser wavelength, and 𝑛  and 𝑛  are the medium’s linear and nonlinear 
indices of refraction. In “standard” filamentation, self-induced Kerr lensing focuses the 
beam until multi-photon or tunneling ionization of the medium and associated plasma 
defocusing arrests pulse collapse. As input power is increased well beyond 𝑃 , the 
beam is unstable to breakup into multiple filaments, limiting the peak power delivered 
in a single high intensity channel. The  𝑃 ∝ 𝜆  scaling indicates higher multi-
filamentation thresholds for longer wavelengths, stimulating recent interest in mid-IR 
and long-wave IR (LWIR) filamentation [21,22,44-47,53,54,229]. For LWIR pulses, 
new mechanisms have been proposed for collapse arrest, including the formation of 
optical shocks and harmonic walk-off for short (<1 ps) pulses [45-47] and avalanche 






In this Chapter, we present propagation simulations showing that avalanche 
ionization at discrete breakdown sites, likely seeded by aerosols, is essential for 
atmospheric self-guiding of moderate intensity LWIR pulses with few-millimeter beam 
widths [40], consistent with recent experiments [21]. Our simulations incorporate the 
latest understanding of LWIR ionization processes in air provided by the experiments 
covered in Chapters 4–5 [37-39]. In general, avalanches proceed as localized plasma 
breakdowns centered either on aerosols or electrons generated by tunneling ionization 
early in the pulse. In both cases, refraction from these discrete plasma sites is 
manifested through forward Mie scattering [230]. We first discuss a time-resolved 
temperature based model of avalanche growth, adapted from recent work [128-130] to 
account for the growth of these isolated sites in high intensity LWIR regime. We then 
incorporate these spatially discrete, transient breakdowns in our propagation 
simulations, a more realistic approach than the continuous plasma background assumed 
in previous models. In the absence of aerosols, we find that self-focusing continues 
until it is arrested by standard tunneling ionization, with avalanche-generated plasma 
refracting only the trailing edge of the pulse. Aerosols, on the other hand, lead to 
enhanced, saturable ionization early in the pulse, enabling avalanche-mediated 
collapse arrest and channeling of few picosecond LWIR pulses at moderate intensities. 
6.2 Temperature model for avalanche growth rates 
In avalanche breakdown, free electrons undergo laser-driven dephasing elastic 
collisions with neutral molecules until they have enough kinetic energy to collisionally 





at an avalanche site is 𝑛 𝑛 𝑒   where 𝜈 〈𝜎 𝑣〉𝑁  is the electron collisional 
growth rate, 𝑛  is the local number of seeds, 𝑁  is the local neutral molecule density, 
and 〈𝜎 𝑣〉 𝑑𝑣 𝑓 𝑣 𝜎 𝑣 𝑣 for electron velocity distribution 𝑓 𝑣  and collisional 
ionization cross section 𝜎 . Growth saturates as the neutral density is depleted (𝑁
𝑁 𝑁  for increasing electron density 𝑁 . Under thermal quasi-equilibrium, the 
electron velocity distribution is given by 𝑓 𝑣 𝛼𝑣 exp 𝑚𝑣 /2𝑘 𝑇  for 
temperature 𝑇,  where 𝑘  is Boltzmann’s and 𝛼 is a normalization constant. In order to 
achieve this state during laser heating, the electron-electron collision frequency 𝜈  
should be greater than the electron heating  rate 𝜏 ~ 𝐾 / 2𝑈 𝜈  for average 
electron kinetic energy 𝐾 𝑚〈𝑣 〉, where  𝜏 ~1 ps is the heating timescale under our 
conditions. Using 𝜈 s– 2.9 10– lnΛ𝑁 /𝑇 / , where lnΛ 23
ln 𝑇 / 𝑁– /  for 𝑁  in cm  and 𝑇 in eV [212], 𝐾  ~10-100 eV and lnΛ~6 16 
under our simulation conditions gives 𝜈 𝜏  only for 𝑁 ≳ 10  cm , or near 
saturation of the breakdown. 
Our goal is to couple a model of avalanche at discrete sites to a propagation 
simulation. Given the lack of true thermal quasi-equilibrium, the best, albeit forbidding, 
approach would be to solve the Boltzmann equation for the full time-resolved electron 
distribution function [106,125,231,232], accounting for angle-resolved scattering over 
wide primary and secondary electron energy ranges. However, some of these rates are 
not well known, and coupling such an approach to propagation codes will vastly 





used here and in previous chapters. Use of a thermal distribution in our calculations is 
still permissible over a much wider range of density because 𝜈 ≫ 𝜈  during the fast 
rising portion of the breakdown. Momentum transfer collisions with neutrals impart an 
average energy of 2𝑈 , but a single collision can add to (or deduct from) an electron’s 
energy over a wide range, and thus have a “thermalizing” effect similar to electron-
electron collisions even though there is average net energy gain. This is evident in 
calculations [233] and measurements [234,235] of inverse bremsstrahlung in fully 
ionized plasmas giving super Maxwellian distributions, namely 𝑓 𝑣
𝛼 𝑣 exp 𝑚𝑣 /2𝑘 𝑇   for integer 𝑛 1, although in the present case, inelastic 
collisions would further perturb the velocity distribution. We show below that our 
temperature-based model still contains the essential physics to explain recent LWIR 
propagation experiments, and that it is insensitive to our assumption of a Maxwellian 
electron energy distribution.  
First we consider electron heating. A free electron in a laser field has a cycle-
averaged kinetic energy 𝑈 ≅ 0.93 𝐼 TW/cm 𝜆 𝜇m  eV, which is transferred into 
incoherent motion through electron-neutral collisions at rate 𝜈 . The Lorentz-Drude 
model gives a heating rate per electron of 𝑊 2𝑈 𝜔 𝜈 𝜔 𝜈 ~2𝑈 𝜈 , 
for laser frequencies 𝜔/𝜈 ≫ 1 at atmospheric pressure. Electron heating is offset by 
losses, including rovibrational and electronic excitation, dissociation and ionization 
losses of energy 𝜒  and excitation rate 𝜈  in N2 and O2 [112,113].  The rate of change 





𝑘 𝑇 𝑁 2𝜈 𝑁 𝑈 𝜈 𝑁 𝑈 ∑ 𝑁 𝜈 𝜒 . 6.1   
This central equation is drawn from recent work on nanosecond breakdowns 
driven by 𝜆 10 𝜇m pulses [128-130], which together with tabulated loss rates [211] 
was used for simulations in Chapters 4-5. Here, we have added the term 𝑈 𝑑𝑁 /𝑑𝑡
𝜈 𝑁 𝑈 , which accounts for the effective heating of electrons collisionally released at 
random times in the laser cycle, since both 𝜈  and 𝑈  are considerably larger than in 
this previous work. We specifically ignore diffusive losses for laser spot sizes much 
larger than 𝑟 : because electron-neutral interactions dominate during the fast rising 
portion of the breakdown, and the neutral density is uniform across a breakdown site, 
our model predicts a very weak temperature gradient. Once a local breakdown nears 
saturation, however, the rates of electron-electron and electron-ion collisions rapidly 
increase as neutrals deplete. As such, strong temperature gradients will emerge, 





 2𝑈 𝜈 𝜈 𝑈 Σ 𝜈 𝜒 𝜈 𝑇  , 6.2  
where 𝑁 𝑑𝑁 /𝑑𝑡 𝑇 𝜈 𝑇 tracks thermal energy redistribution in a growing 
electron population [128-130].  For the present simulations, we have directly integrated 
relevant cross sections in N2 and O2 [112,113] over a Maxwellian distribution up to 
𝑘 𝑇=1 keV instead of relying on low temperature (<30 eV) tabulated rates [128-
130,211]. The heating rate 2𝑈 2𝜈 𝜈 3⁄  and loss rate 2 Σ 𝜈 𝜒 3⁄ 𝜈 𝑇   in Eq. 
(6.2) are plotted vs. 𝑘 𝑇 on the left scale in Fig. 6.1 for a =10.2 m, 1 TW/cm2 pulse. 





      
 
Figure 6.1. (a) Temperature-dependent heating rate (for =10.2 m, 1 TW/cm2) 𝑑𝑘 𝑇 𝑑𝑡⁄
2𝑈 2𝜈 𝜈 /3  and loss rate | 𝑑𝑘 𝑇 𝑑𝑡⁄ | 2 Σ 𝜈 𝜒 3⁄ 𝜈 𝑇 (left scale, log) in air. The 
ionization rate 𝜈  (right scale) is shown as a function of electron energy 𝐸 and temperature 𝑇. (b) Quasi-
static ionization growth rate 𝜈  extracted from the temperature model (solid blue curve). Dashed curves 
indicate limiting values of the growth rate based on no collisional heating (red), no energy loss (yellow), 
and the peak value of the ionization growth rate (purple). Scaled rates from Boltzmann theory for DC 
breakdowns in N2 (dash-dot) [231] and from experimental results in air at =4 m ( ) [38,39] and DC 
experiments in N2 ( ) [231,238] are given for comparison. 
comparison, the rate 𝜈 𝐸  for a monoenergetic electron distribution. For sudden 
intensity transients, temperature must be tracked as a function of time using the net 
heating rate, such that avalanche growth lags the intensity profile [236]. For a sustained 
constant intensity pulse, or for pulses whose temporal changes are long compared to 
heating times (characteristic time 𝜏 ≫ 𝜏 ),  the point where the heating and loss rates  































































cross (𝑑𝑘 𝑇/𝑑𝑡 0) defines a quasi-static equilibrium temperature 𝑇  [37,129] and an 
associated quasi-static growth rate 𝜈 . 
Figure 6.1(b) plots the calculated quasi-static growth rate 𝜈  (achieved after 
time 𝜏 ≫ 𝜏 ) as a function of intensity, compared with limiting cases and other 
theoretical and experimental results. The horizontal dashed line indicates the maximum 
achievable growth rate matching the peak ionization rate in Fig. 6.1(a). The upper 
(yellow) dashed curve indicates growth rates assuming that laser heating immediately 
results in ionization of species with ionization potential 𝜒  (𝜈 2𝑈 𝜈 /𝜒 ). This 
assumption is a common approach used in propagation models [2] due to its simplicity, 
but it ignores energy losses [111] and the 𝜈 𝑇 term discussed above, and thus greatly 
overestimates growth rates. The lower (red) dashed curve shows rates assuming 
electron velocities are given solely by quiver motion in the laser field, 𝑣 𝑡
𝑒𝐸 𝑚𝜔⁄ cos 𝜔𝑡 , as appropriate for 𝜏 ≪ 𝜈  [237]. These limits define two 
regimes: above 5 TW/cm2, 𝜈  is insensitive to details of the model, since it is tightly 
bounded by the limiting cases. At lower intensities (1-5 TW/cm2), 𝜈  is within a factor 
of ~10  of the limiting cases.  
Absent full Boltzmann calculations for our conditions, we scale from other 
theoretical and experimental results. For 𝜔 ≫ 𝜈 , the heating rate is expected to scale 
directly with the ponderomotive energy 𝑈 ∝ 𝐼𝜆 , such that avalanches at =4 𝜇m can 
be compared with those at =10 𝜇m driven at a factor of 10 4⁄ 6.25 lower 





𝜈 0.55 ps  for =4 𝜇m at 1.3 TW/cm2 [39], which is scaled and plotted as the 
lowest  point in Fig. 6.2. The remaining two  points are calculated from backscatter-
based breakdown timing measurements in Chapter 4 [38], assuming that the same total 
growth 𝑛 /𝑛 exp 0.55𝜏 𝑝𝑠  is required to reach detection for total pulse length 
𝜏 50 ps. Due to the difficulty in comparing different experimental setups and 
backscatter geometries, these points are more uncertain, but still show that the 
temperature model predicts the general trend with reasonable accuracy. For DC 
breakdowns, comparisons can be made using two experiments that have the same 
effective electric field, namely, 𝐸 𝜈 /𝜔𝑁 𝐸 /𝑁  for electric field 𝐸  of 
frequency 𝜔 scaled by the neutral density 𝑁  in the experiment, where there are 
different conventions for whether the peak or rms field should be used [111,114,128]; 
here we scale by the peak field. Applying this scaling to DC breakdown theory [231] 
and experiments [231,238] in pure N2 gives the remaining data in the plot, and again 
shows agreement within a factor of 2. For LWIR beam, multi-photon effects discussed 
in Sec. 1.4.3 are not expected to contribute to the growth rate [111], such that DC 
comparisons are permissible. 
Below in Fig. 6.2, we plot ionization growth rates 𝜈  calculated from several 
different electron velocity distributions: a Gaussian distribution centered around a 
nonzero energy, and a super Maxwellian of order 𝑛 2. As above, 𝜈  is found for 
each distribution by finding the central energy/super-Maxwellian temperature where 
heating and loss rates balance as a function of intensity. These changes in distribution 





Our approach assumes that only elastic momentum transfer collisions contribute to 
electron heating, but an electron which undergoes an inelastic collision will also 
dephase with respect to the laser field similar to the collisional heating process for 
elastic collisions. Correctly incorporating such additional heating is difficult [239], and 
again suggests a Boltzmann approach. However, if we assume that including inelastic 
collisions effectively doubles the collisional heating rate, the ionization rate is 
moderately increased 2.5) at ~0.1 TW/cm2, with a smaller relative change at >1 
TW/cm2. 
 
Figure 6.2. Quasi-equilibrium ionization growth rate 𝜈  vs. laser peak intensity (for =10 µm) for 
several electron velocity distributions. Purple curve: rough estimate of effect on 𝜈  of inelastic 
collisions. 
These rates calculated using non-Maxwellian electron distributions or including 
inelastic contributions to collisional heating give similar variation (~2 ) in 𝜈 , of the 
same order as the spread in scaled experimental and theoretical data. Thus, using a 
Maxwellian distribution should still allow accurate discrimination between high 




















incorporating the delayed response [236] of avalanche growth to intensity transients. 
When applied to breakdowns in Chapters 4-5, it should also give approximate values 
of the breakdown threshold and time advance. 
6.3 Refractive index of isolated avalanche sites 
As discussed in Sec. 1.4.4, at an avalanche site, electron diffusion gives a 
characteristic plasma radius 𝑟 2𝜏𝑘 𝑇 /𝑚 𝜈  ~0.3 𝜏 ps  𝑇  eV   μm for 
electron temperature 𝑇  and electron-neutral collision rate 𝜈 ~2 4 ps-1 (for 2 eV
𝑇 1 keV) [112,113]. In particular, electron diffusion is limited to ~5 m even for 
𝑘 𝑇 ~100 eV for a <3.5 ps pulse, so we use 𝑟 ~ 5 m as a baseline for our propagation 
simulations below. In general, breakdown will proceed as isolated avalanche sites 
surrounded by neutral air unless the initial seed electron density satisfies 𝑁 1/𝑟   
~1091011 cm3, for which the laser effectively interacts with a continuous plasma.  
During laser propagation, the absolute changes in refractive index ∆𝑛
|𝑛 1|~𝑁 2𝑁⁄  and propagation phase (|∆Φ| 4𝜋𝑎|∆𝑛|/𝜆) across an individual 
breakdown site of radius 𝑎 are small (≪ 1) for average plasma density well below 
critical density, 𝑁 ≪ 𝑁 1.1 10  cm /𝜆  μm . Thus scattering occurs in the 
Rayleigh-Gans (RG) regime (|∆𝑛| ≪ 1, 𝑎 ≪ 𝜆/|∆𝑛|) [230]. An effective refractive 
index is then calculated from the forward scattering amplitude [230]  𝑆 0  of an 
ensemble of scatterers of number density 𝑁 , giving 𝑛 1 𝑁 𝑉∆𝑛 1
𝑁 𝑉 𝑁 /2𝑁 ,  for average breakdown site volume 𝑉, with a detailed derivation in 





covered in previous work on exploding nano-plasmas [240].  The RG approximation 
breaks down as 𝑁  approaches 𝑁  at individual breakdown sites, necessitating the 
calculation of Mie scattering amplitudes [230]. This limits our use of RG-based 𝑛  
to breakdowns with  𝑁 𝑁 /2 ~5 10  cm3 , corresponding to ~6 109 electrons 
in a 𝑎 𝑟 5 μm breakdown volume, for which the Mie and RG models give 
effective refractive indices within 20%. Above this density, the increase in side 
scattering (extinction) and dependence on breakdown size limit the fidelity of our 
simulations. More information on scattering losses and the validity of the RG 
approximation is given in Appendix A.2. 
6.4 Seed sources for LWIR avalanche 
The initial electron population needed to seed LWIR avalanche in air can 
originate from tunneling ionization, which depends extremely sensitively on intensity 
as seen in Fig. 6.3. The presence of an ubiquitous air contaminant with 𝜒 ~6 eV, as 
recently measured at relative concentrations ~1091011 [39], dominates ionization 
below ~10 TW/cm2. Separately, aerosols (solid density particulates including dust, 
water droplets/fog, etc.) are readily ionized due to near-field enhancement or existing 
static charge. We recently estimated aerosol concentrations of ~10  cm  in our lab 
air by measuring the number of avalanches inside a breakdown threshold volume with 
and without particulate filtering [38]. Other detailed measurements of aerosols in 





particle size (~0.1-10 m) [241-243]. In general, aerosol concentrations are higher in 
outdoor “field” conditions envisioned for applications of self-guiding. 
 
Figure 6.3. Generated electron density vs. peak intensity from ionization of air and a 𝜒 ~ 6 eV 
contaminant [39] by a =10.2 µm, 1 ps FWHM Gaussian pulse. Dashed lines indicate bounds of 
approximate uncertainty in the number density of contaminant species [39].  
We can estimate the requirements for seed number density and growth to enable 
collapse arrest and self-guiding by equating the nonlinear index shifts associated with 
Kerr focusing and plasma refraction: ∆𝑛 ∆𝑛  → 𝑛 𝐼 𝑁 𝑉𝑁 /2𝑁 . For 𝑛  
~5 10  cm2/W [244,245] and 𝑉 4𝜋𝑟 3⁄ , we estimate (𝑁 𝑉𝑁 ) ~1013
𝐼 TW/cm  cm3. At 𝐼 1 TW/cm , this gives  𝑁 ~10  cm  breakdown sites 
avalanched to 𝑁 ~ 𝑁 /2, the limit of our effective index approximation, or a larger 
𝑁  avalanched to a lower terminal 𝑁 . This estimate applies equally well to a 
continuum density 𝑁 ~10 𝐼 TW/cm  cm . 
6.5 Propagation simulations 
Propagation simulations were conducted by combining the avalanche model 























propagation equation (UPPE) solver [26,246], with a detailed description of 
implementation in Appendix A.3. Our simulation parameters match a recent 
experiment with 3.5 J, 3.5 ps, =10.2 m pulses (𝑃~2𝑃 ) focused to a 4 mm FWHM 
spot (4 TW/cm2, ~5 m Rayleigh range) [21]. The pulses initially self-focused and 
created a tenuous visible plasma over ~5 m, followed by beam expansion to ~1 cm 
FWHM and self-guiding over ~30 m at peak intensities ~1 TW/cm2, accompanied by 
pulse shortening to ~1.8 ps. Since generation of seed electrons from tunneling 
ionization is negligible at this intensity, the avalanche-generated plasma responsible 
for self-guiding was thought to be seeded by many-body induced ionization [21,53,54]. 
Measurements in Chapter 5 [39] cast doubt on this seed source and pointed instead to 
tunneling ionization of contaminants or aerosols. 
6.5.1 Aerosol-free air 
We first consider aerosol-free air, initializing propagation at the focus (4 mm 
FWHM, 4 TW/cm2). The initial electron population was set at 𝑁 10  cm , but  
results were insensitive to this value. Additional seed electrons were contributed by 
tunneling ionization [50] (see Fig. 6.3). Figure 6.4(a) shows the peak intensity, pulse 
temporal FWHM and beam FWHM, and plasma density (at the peak intensity and after 
the pulse) versus propagation distance. The pulse self-focuses to ~20 TW/cm2 after 
2.25 m of propagation while also undergoing self-shortening to ~2 ps as the front and 
rear diffract. At this point, substantial tunneling ionization occurs during the leading 





continuum density regime. This is seen in Fig. 6.4(b), which shows the on-axis intensity 
and plasma density after 2.25 m of propagation. The falling edge of the pulse drives 
continued avalanche to high density behind the pulse, as the effective density 𝑁
𝑁 𝑉𝑁  continues growing above the density 𝑁  of sites generated through tunneling. 
This rising density further refracts the pulse’s falling edge, leading to the shortened 
pulses shown in the inset plots of Fig. 6.4(b) at 2.25 m and 3 m. The final sub-
picosecond pulse continues to filament in the tunneling ionization regime, with peak 
intensity 𝐼 20 TW/cm  and ~1 mm FWHM beam size [44,47], very different than 
the ~1 TW/cm2, 1 cm beam observed in [21]. Since our envelope-resolved simulation 
does not have sufficient spatial resolution to track further propagation with high 
fidelity, we terminated this simulation at ~3 m.  
 
  
Figure 6.4. (a) Pulse parameters over 3 m of propagation. Left axis: pulse peak intensity (TW/cm2, 
solid) and beam FWHM and temporal FWHM (mm, ps; dashed), right axis, plasma density at the 
intensity peak of the pulse (dashed) and after the pulse has completely passed (solid). (b) On-axis 
intensity and plasma density/temperature after 2.25 m of propagation, showing a rapid increase in the 
density 𝑁  of breakdown sites due to seed generation by tunneling (dotted blue line), followed by slower 
increase in volume average density 𝑁 𝑁 𝑉𝑁  due to avalanche. Temperature (right scale) roughly 
follows the pulse intensity profile. Inset plots show spatiotemporal intensity profiles (normalized to peak 
intensity) at 2.25 m (top) and 3 m (bottom).     



























   































The failure of avalanche growth in aerosol-free air to arrest collapse before the 
onset of tunneling is inevitable given the electron density growth rates in Fig. 6.1 (b) 
and tunneling yields in Fig. 6.3. Even for the maximum growth rate of 4.7 ps-1 
(predicted only for 𝐼 ≳ 10TW/cm  in Fig. 6.1 b ), an initial electron density 
𝑁 ~10  is needed to reach the effective density 𝑁 𝑉𝑁 10  cm  we estimated 
for self-guiding at 1 TW/cm2. This initial density in turn requires tunneling at 
~10 TW cm⁄  in the leading edge of the pulse as shown in Fig. 6.2. Thus, it is unlikely 
that the ~1 TW/cm2 channeling observed in [21] is stabilized by avalanche from 
electrons liberated by tunnel ionization. 
6.5.2 Aerosol initiated avalanche 
Avalanche ionization in aerosols, however, introduces a new propagation 
regime consistent with self-guiding at modest intensity. For the near-solid density of 
an aerosol particle, the electron-neutral collision rate (𝜈 ~10 s ) is much higher 
than infrared frequencies (𝜔 𝜈⁄ ≪ 1) [232,247]. Thus, as discussed in Sec. 1.4.1, 
collisional heating 𝑊 ∝ 𝐼𝜈 1 𝜔 𝜈⁄ 𝐼/𝜈  becomes wavelength-
independent for 𝜆 ≳ 300 nm, suggesting ionization rates 𝜈 10 𝐼 TW/cm  ps–1 
calculated for fused silica breakdowns at = 1 m are representative [232]. Using a rate 
directly proportional to intensity, rather than tracking temperature evolution, is 
permissible since the pulse length 𝜏 ≫ 𝜏  as discussed above in Sec. 6.2. To model 
ionization of sub-wavelength-sized particles, we apply 𝐼 → 4𝐼  to account for 2  





approach then predicts that at 𝐼 0.5 TW/cm , growth will proceed from an initial 
electron seed in a 0.2 μm diameter aerosol to full single ionization (108 electrons) in 
∆𝑡~ ln 10 𝜈   – ~1 ps. This is consistent with aerosols avalanching to saturation 
during the rise of the pulse and then avalanching more slowly as plasma expands into 
the surrounding air..  
         
Figure 6.5. (a) Simulation including aerosol-enhanced avalanche for initial aerosol density of 2 104 
cm3. (b) On-axis intensity and plasma density/temperature after 6 m of propagation, showing a rapid 
increase in density due to breakdowns in aerosols, followed by slower avalanche in air, with volume 
average density reaching ~1013 cm-3 near the intensity peak of the pulse, broadly consistent with self-
guiding as shown above. The horizontal dashed line indicates full ionization of the breakdown sites. 
Accordingly, we conduct a second set of propagation simulations for a range of 
initial aerosol densities (𝑁 ~1033 104 cm3), with results for 𝑁 2 10  cm  
shown in Fig. 6.5. For simplicity and specificity, we assume a uniform aerosol radius 
of 𝑎 0.2 μm. In these simulations, the pulse is immediately shortened as energy in 
the falling edge is scattered off-axis by the rapidly formed plasmas. After this transient, 
aerosol-enhanced plasma generation is sufficient to arrest self-focusing, resulting in 




























   
   





















Density at peak 
 intensity
























Figure 6.5 (b) shows on-axis plasma density and pulse shape at 6 m, after onset of 
self-guiding. In contrast to Fig. 6.4, the aerosols provide a rapid increase in 𝑁 𝑉𝑁  
that arrests collapse over the full pulse. Ionization saturation limits further pulse 
shortening, which would reduce avalanche for 𝜏 𝜈    . Thus avalanche breakdown 
of aerosols appears essential for long distance stable self-guiding of moderate intensity 
picosecond LWIR pulses. 
 
Figure 6.6. Simulations including aerosol-enhanced avalanche for initial aerosol densities (a) 𝑁
3 10  cm–3 and (b) 𝑁 10  cm–3. 
Additional simulation runs with initial aerosol densities less than 𝑁 ~2
10  cm  are shown below in Figure 6.6. While the run at (a) 𝑁 3 10  cm–3 
shows slightly slower self-focusing than the case with no aerosols, the generated 
density is still insufficient to fully arrest pulse collapse, leading to a rapid increase in 
intensity as the pulse self-focuses towards the end of the run. For (b) 𝑁 10  cm–3, 
the intensity decreases slightly before increasing again and trending upwards at the end 
of the 6.5 m simulation window. Further, since (a) and (b) show continued self-focusing 



























   
   










































   
   
















(arrested only by tunneling ionization), the generated avalanches always exceed 𝑁   
𝑁 /2 by the end of the pulse, limiting the validity of the propagation simulations.  
6.6 Summary and conclusion 
While our simplifications have made a complex problem tractable and provided 
a clear physical picture for the role of aerosols, our work calls for more detailed studies 
in several areas. In particular, because 𝑁 𝑁 2⁄  is reached and exceeded at 
breakdown sites during the pulse, and because the saturated aerosol plasma can further 
heat through electron-ion collisions and rapidly expand into the background air, the RG 
model breaks down and would need to be replaced by a full scattering computation 
coupled to plasma dynamics. Additionally, while we have considered wavelength 
independent avalanche in aerosols for 𝜔/𝜈 ≪ 1, Brunel or “vacuum” heating [248] 
at the particle-air interface may introduce additional wavelength-dependence 
In summary, we have developed a model for self-guiding of long wavelength 
infrared (LWIR) picosecond laser pulses stabilized by avalanche ionization from 
discrete plasma breakdown sites. In aerosol-free air, we find pulse self-focusing is 
arrested by tunneling ionization of air constituents and contaminants, leading to high 
self-guided intensities and narrow channel diameters, inconsistent with recent 
experiments [21].  Aerosol-centered avalanche sites, however, enhance plasma 
generation, which enables self-guiding at moderate intensities with larger channel 
diameters. Future experimental propagation studies of picosecond LWIR pulses in 






Chapter 7: Summary and Future Work 
7.1 Summary 
Throughout this dissertation, we have examined the advantages of mid-IR 
lasers for several high intensity laser-plasma applications. In Chapter 3, we presented 
the first results for mid-IR driven laser wakefield acceleration. Favorable wavelength 
scaling enabled near-critical and above-critical density interactions in moderate density 
gas jets and a detailed scan of self-focusing lengths. Compressed mid-IR laser pulses 
open up the opportunity for resonant plasma wake excitation in atmospheric density 
range gas jets and the generation of quasi-monoenergetic electron beams with modest 
pulse energies. LWFA with mid-IR pulses also enables easier  probing of the larger 
wake structures. In Chapter 4, we demonstrated that mid-IR driven avalanche 
breakdown enables single-electron detection sensitivity in atmospheric density range 
gases, employing both imaging and breakdown timing diagnostics. We applied this 
ultra-sensitive detection method to determine charge densities induced in the vicinity 
of a radioactive source by its decay products (here, -particles), and to test three 
independent remote diagnostics for radioactive detection. We found that breakdown 
timing, as encoded in the backscatter of a chirped mid-IR avalanche driver pulse, was 
the most robust measurement, with demonstrated insensitivity to complex plasma 
dynamics and propagation effects. Our currently available mid-IR laser pulse energy 
indicates that standoff distances of 10-100 m are possible in near-term experiments, 
while increased pulse energy could allow even greater standoff distances. In Chapter 





ionization induced by a femtosecond pump pulse, enabling detection of ionization 
yields over an unprecedented 14 orders of magnitude and uncovering the presence of a 
ubiquitous low density molecular contaminant with ionization potential 𝜒 ~6 eV. 
These measurements also verified that standard MPI/tunneling ionization rates for 
isolated atoms and molecules are operative even in atmospheric density gases, in 
contrast to predictions of recent theories suggesting that many-body effects could 
increase the ionization rate by orders of magnitude at modest (~1 TW/cm2) laser 
intensities. In Chapter 6, armed with insights from our avalanche breakdown 
experiments, we performed the first simulations of high intensity nonlinear pulse 
propagation through a medium composed of discrete plasma breakdown sites (seeded 
by aerosols). In the absence of aerosols, pulse self-guiding was mediated by tunneling 
ionization, leading to much higher intensity and narrower guiding channels than seen 
in recent picosecond LWIR pulse self-guiding experiments. Discrete aerosol-seeded 
breakdown sites enabled avalanche-mediated self-guiding at modest intensities, 
agreeing with experiments. These simulations call for more detailed study of aerosol-
initiated breakdowns in the picosecond regime, with application to all applications of 
self-guided LWIR pulses in outdoor environments.  
7.2 Ongoing and Future Work 
 Beyond the work described in this dissertation and its potential applications, we 
have conducted a number of collaborative projects which further demonstrate favorable 
wavelength scaling in the mid-IR. Here we briefly review two areas of study, and 





7.2.1 Broadband THz generation 
The terahertz domain, broadly defined as encompassing frequencies from 0.3 
to 30 THz (𝜆 10 𝜇m 1 mm), overlaps many rotational resonances in molecules, 
vibrational frequencies in large macromolecules, and resonances in novel 
semiconductor nanostructures, with applications in linear and nonlinear spectroscopy 
and imaging, biological systems, nonlinear optics, and high field physics [249]. 
However, powerful THz sources are far more limited than those in the mid-IR, 
requiring complicated and low efficiency schemes for frequency conversion from 
shorter wavelength laser drivers. 
One promising route for generating powerful, broadband THz pulses involves 
driving currents in air plasma generated through tunneling ionization. In order to radiate 
at THz range frequencies, these laser-driven electrons must accelerate on a 100 fs-1 ps 
timescale, much slower than the electron quiver period in the laser field (~1-10 fs). 
When a laser pulse is focused together with its second harmonic, a transient, directional 
photocurrent is driven due to the broken symmetry of the field, with maximum THz 
emission predicted for a phase delay of 𝜋/2 between the 𝜔 and 2𝜔 pulses [5,6]. In 
collaboration with the Kim group at Maryland, we demonstrated a record ~1% laser-
to-terahertz conversion efficiency using a 1=3.9 m/ 2=1.95 m two-color pulse with 
phase control between the two beams [26]. Experiments from another group showed 
similar THz generation efficiency [27]. Prior 2-color experiments with NIR drivers had 
achieved conversion efficiencies 10 10  [26,250], so use of mid-IR drivers was 





beam lie entirely in the visible and near-infrared, we were able to easily measure them 
and understand their generation mechanism [251]. Other routes for generating strong 
THz include laser driven organic crystals [252], or spectral downshifting in strongly-
driven plasma wakes, as observed in [253]. The second approach would also allow us 
to use THz generation as a probe of wake dynamics for our near-critical density laser 
wakefield accelerator. 
7.2.2 RF generation 
Radio frequency emission, spanning from the THz region down to <2 GHz, has 
also been observed from filaments and laser plasmas in air [7,254,255], but generation 
mechanisms have remained in dispute. In collaboration with researchers from the Air 
Force Research Laboratory, we determined that RF yield from mid-IR air filaments are 
greatly enhanced (≳10 ) compared to those driven at 𝜆=800 nm [29], scaling 
supported by detailed simulations that identifies the radiation mechanism as 
longitudinal currents excited along the length of the plasma filament [256]. At the same 
time, we also found that RF generation driven by two-color pulses is also enhanced 
under 𝜔 2𝜔 relative phase control, and produces a different angular emission pattern 
[28]. However, the phase dependence and spectral content was a function of emission 
angle, suggesting further work to see if this behavior is related to the THz emission 
mechanism described above. Conducting laser driver wavelength-based comparisons 
of RF generation in atomic clusters and solid targets could likewise clarify generation 







A.1: Density threshold of backscatter diagnostic 
The electron density corresponding to the breakdown detection threshold is 
estimated by assuming Fresnel reflection from a sharp plasma density step. For a sharp 
boundary, the total reflection is given by 𝑅 , where 𝑛  and 𝑛   are the indices 
of refraction on either side of the interface. For a plasma well below the critical density, 
𝑁 . cm 7.2 10  cm  at 𝜆 3.9 μm, the plasma index of refraction 
is  𝑛 ≅ 1  , such that 𝑅 /  for 𝑛 1. The size of the plasma 
before saturation and late-time heating is limited by electrostatic plasma forces to a 
sphere of approximate radius 𝑟~5 𝜇m, as discussed throughout the main text, so the 
fractional beam energy backscattered by a single breakdown site (at threshold) is , 
where 𝑤 =120 μm is the beam spot size.  
Assuming that the backscattered energy is spread over 2𝜋 radians, the 
collection efficiency is 𝜂
/#
  ~8 10  for f/80 collection optics. The collected 
energy is spread out spectrally on the InSb detector, and the FWHM length of the pulse, 
𝜏 ~50 ps , dictates that the energy backscattered and collected on a single pixel for 
incident laser energy 𝐸  is 
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To detect this backscattered energy, the energy/pixel must be above the background 
noise. The detector showed a noise threshold of 𝑁𝑇~2 counts, with each count 
corresponding to 𝑞~400 electrons. The quantum efficiency 𝑄𝐸 of the camera in the 
spectral range of the pump is 90%, and the photon energy needed to generate one 
electron is ℎ𝜈 0.31 eV.  So the energy/pixel needed for detection just above the noise 
threshold is 
          𝐸 , 𝑁𝑇
𝑞
𝑄𝐸
ℎ𝜈. A. 2  
Setting 𝐸 𝐸 ,   for a typical incident energy 𝐸 =20 mJ, gives a threshold 
detectable plasma density of 












6 10  𝑐𝑚 . A. 3  
An important scaling from Eq. (A.3) is  𝑁 , ∝ 𝑓/#.  Assuming backscatter 
collection with the same optic used to focus the laser, the scaling at range requires an 
avalanche driven closer to saturation.  
A.2: Effective refractive index and absorption length under Rayleigh-Gans and 
Mie scattering 
Here we describe the approach for finding an effective refractive index of a 
medium composed of many discrete breakdown sites, closely following the approach 
of [230]. For a scatterer located at the origin in spherical coordinates,  a complex 
scattering function 𝑆 𝜃,𝜙  is defined by 𝑢 𝑆 𝜃,𝜙 𝑒 /𝑖𝑘𝑟 𝑢 , assuming 





at 𝑟,𝜃,𝜙 , 𝑢 𝑒  is a plane wave incident on the scatterer, and 𝑘 2𝜋/𝜆 is the 
vacuum wavenumber. For an ensemble of scatterers of uniform size, all forward 
scattered light (described by 𝑆 𝜃 0,𝜙 ≡ 𝑆 0 , independent of 𝜙) is coherent with 




 ℑ 𝑆 0 , 
A. 4  
where 𝑁  is the number density of scattering particles and ℑ 𝑆 0  denotes the 
imaginary part of 𝑆 0 . Scattering into angles  𝜃 0 is incoherent for random 
placement of scatterers, and contributes only to beam propagation losses, as covered 
below. 
As discussed in the main text (Sec. 1.4.4, Chapters 4-6), diffusion during 
avalanche for 3.5 ps pulses dictates localized breakdown plasma radii 𝑟 ~ 5𝜇m for 
𝑇 ~100 eV. The average plasma density at the local breakdown site is well below the 
critical density, 𝑁 𝑁 1.1 10  cm /𝜆  μm  so that the phase shift for a 
beam traversing the plasma site is |ΔΦ| 2𝑘𝑟 |𝑛 1| ≪ 1, where 𝑛
1 𝑁 /𝑁  1 𝑁 /2𝑁   is the plasma index, |𝑛 1| |∆𝑛| 𝑁 2𝑁⁄ ≪ 1 , 
and 𝑟 ≪ 𝜆/|∆𝑛| for ~10 µm. The two latter conditions ensure that scattering falls in 
the Rayleigh-Gans (RG) regime, a simple extension of the familiar Rayleigh 





















                                                                                                                                                A. 6
 
Since 𝑁 𝑉 corresponds to an effective fill fraction, and 𝑛 1  𝑁 /2𝑁  for plasma 
well below the critical density, this result is simply the same as for a continuous plasma 
density 𝑁 𝑁 𝑉𝑁 . 
The total 𝜃 0 Mie scattering of the incident beam results in an extinction 
(attenuation) length given approximately by 
𝛾 ~𝑁 𝜋𝑟 |𝑛 1| 𝑁 𝜋𝑟
𝑁
2𝑁
≪ 1. A. 7  
For 𝑟  5 𝜇m, =10 𝜇m, and  𝑁  ~ 5 10  cm  ( 𝑁 /2, the approximate limit 
of RG applicability) we get 
𝛾  𝑁  cm  10  cm , A. 8  
corresponding to an extinction length  𝛾 ~10 m for 𝑁 ~10  cm . For plasma site 
densities well below this, the 𝑁  dependence indicates that Mie scattering losses are 
negligible over the length scales we consider. Indeed, the lineouts in Fig 4(b) of the 
main text indicate that for the self-guided pulse interacting with aerosol initiated 
plasmas, 𝑁 ~𝑁 /50 at the intensity peak of the pulse, indicating 𝛾 ~3 km for 
𝑁 ~2 10  cm . 
Once the breakdown fully singly ionizes, the scattering efficiency approaches a 
limiting value [230] such that for 𝑟  5 𝜇m, 





giving an extinction length 𝛾 ~ 1 m for 𝑁 ~10  cm . This extinction length will 
be even shorter as plasma breakdowns expand radially with additional laser heating. 
We note that since this is not absorption, but rather side and small angle scattering, 
laser energy may appear to persist beyond 𝛾  as significant energy is scattered into 
an incoherent, forward directed "halo." In particular, the experiment [21], with which 
we compare our simulations, had a secondary post-pulse 25 ps after the main 3.5 ps 
pulse, which did not persist beyond the ~5 m plasma channel. The creation of near-
critical density plasma sites from breakdown saturation of aerosols by the main pulse 
is consistent with (1) further heating and plasma emission from the second pulse to 
create a visible plasma channel, and (2) enhanced extinction of this second pulse over 
few meter lengths. 
As the average plasma density 𝑁  for a breakdown site approaches 𝑁 , the RG 
approximation breaks down and the index diverges from 𝑛 1 𝑁 𝑉 𝑁 /2𝑁 .  
A full calculation of the Mie scattering amplitude for =10 𝜇m shows  𝑛  agrees with 
𝑛  to within 20% for a plasma of radius 𝑟 5 𝜇m at density 𝑁  up to 𝑁 /2. For  
𝑁   𝑁 /2, the two approaches diverge and become more sensitive to the size 
parameter 𝑘𝑟 . Figure A.1 shows this comparison, with the full Mie calculation of the 
effective refractive index contribution (change in total effective index) of each site 
Δ𝑛 , 𝑛 1 /𝑁 𝑉 for plasma sites of various sizes as a function of 𝑓





Δ𝑛 , 𝑛 1 /𝑁 𝑉 𝑁 /2𝑁 . The actual change in local refractive 
index at each ∆𝑛 1 𝑁 /𝑁 / 1, is also shown.   
 
 
Figure A.1. Effective index contribution per site Δ𝑛 , 𝑛 1 /𝑁 𝑉 for various breakdown 
sizes as a function of  𝑁 /𝑁  at a site. The effective index contribution per site used in simulations 
Δ𝑛 , 𝑛 1 /𝑁 𝑉 𝑁 /2𝑁   as well as the actual index change at each site Δ𝑛
𝑛 1 1 𝑁 𝑁 / 1⁄  is shown for comparison. 
 At saturation, the growth of the avalanche is no longer driven by exponential 
growth of free electrons but rather by laser heating mediated by electron-ion collisions, 
accompanied by an expanding ionization shock front, which increases the breakdown 
size. Given the difficulty of fulling calculating evolving breakdown sizes, the resultant 
size dependent index of refraction, and increased scattering and the increase in 
attenuation, we assume saturation at full ionization with no further outward plasma 
growth, which would tend to underestimate losses and scattering for the back half of 





Here we present further details of our propagation/avalanche simulations. Our 
simulations use a 2D UPPE algorithm [246] to simulate MIR laser pulse propagation 
through air. UPPE (‘Unidirectional Pulse Propagation Equation’) is a system of 
ordinary differential equations (ODEs) of the form 
𝜕
𝜕𝑧
𝐴 𝜔, 𝑧 𝑖𝑄 𝜔 2𝜋𝑃 𝜔, 𝑧 𝑒   . A. 10  
Here, 𝐴 is related to the optical field 𝐸 by 𝐸 𝐴𝑒 . The ODEs are indexed by 𝑘 , 
the spectrum of radial spatial frequencies. The system is solved by a GPU 
implementation of the MATLAB ODE45 function. 𝑃 𝜔, 𝑧  is the nonlinear 
polarization of the medium, which in our simulation includes Kerr self-focusing, the 
molecular rotational response, and the plasma response. Our particular implementation 
of UPPE is called YAPPE (‘Yet Another Pulse Propagation Effort’). The plasma 
response, which is the primary focus of our study, includes refraction and associated 




𝑁 , 𝐸 , A. 11  
for central frequency 𝜔 1.848  10  𝑠  (corresponding to 𝜆 10.2 μm , 
plasma density 𝑁 , , and optical field 𝐸, and where   , denotes the following 
sequence of operations: the bracket contents (in Eq. A.11, the product 
𝑁 , 𝑟, 𝑧, 𝑡 𝐸 𝑟, 𝑧, 𝑡 ) are first computed in spatiotemporal space, then Fourier 
transformed 𝑡 → 𝜔, and then Hankel transformed 𝑟 → 𝑘 . The plasma response is 





components. Given that we simulate a 3.5ps duration pulse, the characteristic plasma 
dispersion length is long enough that this is a reasonable assumption. Tunneling/MPI 
losses are also factored into the simulation with the following imaginary polarization: 
𝑃 𝜔, 𝑧  𝑖
𝑛
𝑘
𝜕 𝑁  𝑈
𝐼
,
A. 12  
for ionization energy UI and optical intensity I. 𝑁  is the electron density 
contributed by tunneling ionization/MPI; this equation does not include electron 
density yield from avalanche. There are also losses from plasma heating, which are 
explained after the avalanche model below. 





 2𝑈 𝜈 𝜈 𝑈 Σ 𝜈 𝜒 𝜈 𝑇  , A. 13  
for ponderomotive energy 𝑈 ≅ 0.93 𝐼 TW/cm 𝜆 𝜇m  eV, electron neutral 
collision rate 𝜈  and ionization losses of energy 𝜒  and excitation rate 𝜈  in N2 and O2. 
All of these rates are self-consistently calculated as 𝜈 〈𝜎 𝑣〉𝑁 〈𝜎 𝑣〉 𝑁 𝑁 , 
where 𝑁  is the local neutral molecule density depleted from its initial value 𝑁  as the 
electron density 𝑁  increases, and 〈𝜎 𝑣〉 𝑑𝑣 𝑓 𝑣 𝜎 𝑣 𝑣 for electron velocity 
distribution 𝑓 𝑣 𝛼𝑣 𝑒𝑥𝑝 𝑚𝑣 /2𝑘 𝑇  at temperature 𝑇, with normalization 
constant 𝛼. Values of relevant cross sections 𝜎  are drawn from [112,113] as a function 
of electron energy (velocity). Equation (A.12) is implemented by using the data 
underlying Fig. 1(a) of the main text as a ‘look-up table’ for the heating rate 





temperature. Equation (A.12) is then solved using a first-order Forward Euler scheme 
with an initial temperature 𝑇 𝑡 0  𝑈 . 
The number density of avalanche breakdown sites 𝑁  is tracked from its initial 
value as  
𝑑𝑁
𝑑𝑡
𝜈 , 𝐼 𝑁 A. 14  
for tunneling/MPI ionization rate 𝜈 , 𝐼  of neutral species 𝑖 (taken to be O2 and the 
𝜒 ~6 eV contaminant [39]) of density 𝑁 𝑁 , 𝑁 , , accounting for prior 
ionization. We assume that these electrons,  released into the laser field, have an initial 
effective temperature 𝑈 ; for a rapid increase in the density of tunneling/MPI generated 
electrons, this can lead to a lower effective temperature than in the purely collisionally-
driven case. Given the time-dependent temperature, the evolution of the effective 




𝑁 𝜈 𝑉𝑁 𝑉𝑁
 𝑑𝑁
𝑑𝑡







 A. 15  
where the quantities not defined in this supplement are defined in the main text. To 
model what is really a spatially inhomogeneous process, we must apply separate 
physical considerations to each term of Eq. (A.15). The first term,  𝑁 𝜈 𝑉𝑁  , tracks 
the rate of avalanche ionization growth at existing breakdown sites. In the second term, 
putting  𝑉𝑁 → 1,  so that  𝑉𝑁 𝑑𝑁 𝑑𝑡⁄ → 𝑑𝑁 𝑑𝑡⁄ , enables tracking only the 












    . A. 16  
We note that saturation and depletion can occur either through volume average 
full single ionization of the gas, 𝑁 𝑁 , 𝑁 𝑉𝑁 , or through full single 
ionization at a single avalanche site, 𝑁 𝑁 . Thus, we take the transient residual 
neutral density during ionization to be  
𝑁 min 𝑁 𝑁 , ,𝑁 𝑁 , A. 17  
for 𝑁 𝑁 , / 𝑁 4𝜋𝑟 /3 . Avalanches seeded by aerosols were assumed to start 
with one electron per aerosol, either provided by existing static charge or by ionization 
early in the pulse. As discussed above, electron number growth at each aerosol follows  
𝑛 𝑡 𝑛 , 𝑒  for 𝜈 40 𝐼 TW/cm  ps–1 , which continues until the ~108 
atoms in a ~0.2 m diameter particle are singly ionized. To make our simulation 
tractable while still preserving the physics relevant to propagation, we ignore the 
plasma dynamics of aerosol explosion into the surrounding air: 𝑛 𝑡  is combined with 
avalanche in the surrounding air computed with Eqs. (A.13)  (A.15), forming 𝑁 →
𝑁 𝑛 4𝜋𝑟 /3 . Since aerosols avalanche (and saturate) so much more quickly 
than breakdowns seeded by single electron seeds, they can be considered the dominant 







Absorption of laser energy density due to laser heating is included in the 




 2𝑈 𝜈 𝜈 𝑈 𝑁 ,   . A. 18  
This energy loss rate is also modelled as a complex polarization: 
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