SIGNIFICANCE AND EXPLANATION
The linear programming problem is that of maximizing a linear objective function subject to linear inequalities and equalities. Such problems are usually solved by methods which move from a vertex to a higher neighboring vertex in the feasible region and terminate in a finite number of steps.
In this report we show how the smallest solution of a linear program can be obtained by the completely unconstrained minimization of a valley-like smooth function. This reformulation should enable us to use other techniques to solve this fundamental problem.
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Introduction
In general the primal-dual solution to a linear program is not unique and sometimes the set of such solutions is unbounded in which case the problem is unstable [18] . It seems reasonable then that given a linear program one would be interested in finding a unique solution with some least norm property. In this work we will show that if one chooses that optimal solution which minimizes the 2-norm of the primal and dual optimal variables and slacks one is led to an unconstrained minimization of a convex, parameterfree, globally differentiable, piecewise-quadratic function with a Lipschitz continuous gradient. If the slacks are not included in the norm minimization, one obtains a minimization problem with a convex, parameter-free, quadratic objective function subject to nonnegativity constraints only. These reformulations of the original linear program can be solved by techniques other than the simplex method and will lead to a unique least-norm solution of the problem.
We shall consider the canonical linear program and hence of (1)-(2) (Corollary 3).
By considering the dual of a slightly different least-norm problem 
Here again the value 8 of 0 for which (9) has a solution can be interpreted as a stability measure for the dual linear program. '1)-(2) (Corollary 5).
We note that since the conditions Mz + q > 0, z > 0 imply that qTz > 0 it follows that in both problems (7) and ( These aspects are discussed in Section 4.
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2.
The least-norm linear programming solution as an unconstrained minimization problem
We begin by establishing the following useful preliminary result.
. R and let % be a nondecreasing function from the nonnegative real line into R. Let 1oi be any monotonic norm on R that is for a and b in R , lal < Ebi whenever
Then 
y>O y>0
Proof. Ci) Let x solve:
, let x e S xE S and let y > 0. Then
(By definition of x) > 0 (By norm monotonicity, nondecreasing property of € and
The two minima are equal by the definition of y.
Let (x,y) solve min 8(x) + P(Ih(x) + yl) and let x e S. Then xeS ,y>O
(By norm monotonicity, nondecreasing property of p
and Ih x) + -y
(By definition of (x,y))
The two minima are equal because by part (i), x and y = h(x)+ -h(x) solve 
11)
is the unique point in R 2 k which solves (3), the dual linear programs (M)-(2) and the minimum-norm problem (7) . Furthermore
Proof. If the solution set of (3) is nonempty then by quadratic programming duality [4, 10] we have that For any (ra) satisfying (14)- (15) the point (z,w) defined by (11) is the unique point in R 2 k which solves (3), the dual linear programs (l)- (2) and the minimum-norm problem
An interesting property of the unconstrained minimization problem (5) is that the minimization over the variable a can be dispensed with if a is chosen sufficiently large. This can be established by using the perturbation results of linear programming 
k reR is well defined, continuous and convex for all real a and
(zwe 2 k 2 2
( ,w-7- 
This establishes (16) and (19) . Note that in the above equalities the restriction of a to a > a is only needed for the equality between (20) and (21) Finally (18) Proof. The first inequality of (26) is obvious because the feasible region of (25) for 6 > 0 contains the feasible region for 6 -0. The second inequality of (26) follows from the standard result of perturbation theory for convex programs [6 Theorem 1, 19
Theorem 29.1] that -a, which is the negative of an optimal multiplier of (25) asscciated T2 with q z < 6 for 6 = 0, is a subgradient of the convex function _ lz(6),w(6)I at 2 2
6=0.
To establish (27) we note that for 6 > 0, (z(6),w (6) 
XI:= (
IxiIP) 1 /P and the q-norm Uxq are monotonic and dual norms to each other [7, 19] . By using the generalized Cauchy inequality and Lemma 2 it is a straightforward algebraic exercise to obtain the following.
Lemma 3. Let 1.1 be any monotonic norm on Rk+ 1 and let I°|' be its dual norm. Then 
For the 2-normd1-
3.
The least-norm linear programming solution as the minimization of a nonneatively constrained quadratic function
An entirely analogous development to that of Section 2 but which is based on (8)
rather than (7) leads to the following results the proofs of which are omitted.
Theorem 2. The dual linear programs (1) and (2) -14-
