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Abstract
In this paper, we classify the functions of small growth in the unit disc to different degree, and
investigate the growth of solutions for certain linear differential equations with coefficients of small
growth in the unit disc.
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1. Introduction and classification of functions of small growth
In this paper, we consider the growth of solutions of the linear differential equation
f (k) + Ak−1f (k−1) + · · · + A0f = 0, (1.1)
where Aj (j = 0, . . . , k − 1) are analytic functions of small growth in the unit disc ∆ =
{z: |z| < 1}. We see that if Aj (j = 0, . . . , k − 1) are polynomials in the complex plane,
one obtained many precise estimations of the order of solutions for Eq. (1.1), the Wiman–
Valiron theory plays a very important role in the proof of estimations of order of solutions,
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of the Wiman–Valiron theory in ∆, but it does not work the way the corresponding theory
in the plane does), so that up to now few results of precise estimation of the order of
solutions are obtained for the linear differential equations in ∆.
To study the growth of solutions of equations in ∆, we also classify the functions of
small growth in ∆ to different degree as polynomials (or rational functions) in the complex
plane, and obtain some properties just as one of rational functions in the complex plane.
In this paper, we shall assume that the reader is familiar with the fundamental results and
the standard notations of the Nevanlinna’s value distribution theory of meromorphic func-
tions in the complex plane and in ∆ (e.g., see [3,7]). In addition, the order of meromorphic
function f (z) in ∆ is defined by
σ(f ) = lim
r→1−
log+ T (r, f )
log 11−r
;
for an analytic function f in ∆, we also define
σM(f ) = lim
r→1−
log+ log+ M(r,f )
log 11−r
.
Remark 1. M. Tsuji [6, p. 205] gives that
σ(f ) σM(f ) σ(f ) + 1,
and, for example, a function
ψ(z) = exp
{
1
(1 − z)µ
}
satisfies σ(ψ) = µ − 1 and σM(ψ) = µ.
Definition 1 [4]. A meromorphic function f in ∆ is called admissible if and only if
lim
r→1−
T (r, f )
log 11−r
= ∞.
And f is called nonadmissible if and only if
lim
r→1−
T (r, f )
log 11−r
< ∞.
Definition 2 [4]. Let f be analytic in ∆, and let q ∈ [0,∞). Then f is said to belong to
the weighted Hardy space H∞q provided that
sup
z∈∆
(
1 − |z|2)q ∣∣f (z)∣∣< ∞.
We say that f is an H-function when f ∈ H∞q for some q .
Definition 3 [1]. Let f be an H-function and set
p = inf{q  0; f ∈ H∞q }.
Then f is said to belong to the space Gp.
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classify polynomials in the complex plane. We see that the degree of polynomial f (z)
may be defined by degf = limr→∞ logM(r,f )log r , so that, we define the degree of an analytic
function f (z) in ∆ as follows.
Definition 4. Let f be analytic in ∆. If
lim
r→1−
logM(r,f )
log 11−r
= b < ∞ (or = ∞),
then we say f is a function of finite b degree (or infinite degree), and mark that f ∈ Db . If
lim
r→1−
logM(r,f )
log 11−r
 b < ∞,
we say that f ∈ SDb, and say f is a function of small growth.
Remark 2. The SDb in Definition 4 is just the Gp in Definition 3.
Definition 5. Let f be a meromorphic function in ∆. If there exists a set E ⊂ (0,1) with∫
E
dr
1−r < ∞, such that
lim
r /∈E, r→1−
logM(r,f )
log 11−r
= b < ∞,
then we say that f ∈ D(E)b ; if
lim
r /∈E, r→1−
logM(r,f )
log 11−r
 b < ∞,
we say that f ∈ SD(E)b .
Definition 6. Let f be a meromorphic function in ∆, and
lim
r→1−
T (r, f )
log 11−r
= b.
If b < ∞ we say f is of finite degree (or is nonadmissible); if b = ∞ we say f is of infinite
degree (or is admissible).
Obviously, the following proposition holds.
Proposition 1.
(i) If f is analytic in ∆, then
lim
r→1−
logM(r,f )
log 11−r
< ∞ if and only if lim
r→1−
T (r, f )
log 11−r
< ∞,
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(iii) if f and g are meromorphic functions of finite degree, then f + g, fg, f
g
(g ≡ 0) are
all meromorphic functions of finite degree,
(iv) if f,g ∈ SDb (0  b < ∞), a1, a2 are two finite constants, then a1f + a2g ∈ SDb ,
hence SDb is a linear space,
(v) if f ∈ Da , g ∈ Db (a < b) and d ( = 0) is a finite constant, then df ∈ Da , f + g ∈ Db .
Proposition 2. Let g(z) be an analytic function in ∆, and g ∈ Da (1 < a < ∞). Then
(i) g′ ∈ Da+1,
(ii) g(−1) ∈ Da−1 (where (g(−1))′ = g).
Proof. (i) For |z| = r ∈ (0,1), we take point z0 = reiθ0 satisfying |g′(z0)| = M(r,g′) and
s(r) = 1 − 12 (1 − r), and a circle Cr = {ζ : |ζ − z0| = s(r) − r}. Since
g′(z0) = 12πi
∫
Cr
g(ζ )
(ζ − z0)2 dζ
and
max
{∣∣g(ζ )∣∣: ζ ∈ Cr}M(s(r), g),
we deduce that
M(r,g′) = ∣∣g′(z0)∣∣ 12π
2π∫
0
|g(ζ )|
|ζ − z0|2
(
s(r) − r)dθ  M(s(r), g)
s(r) − r =
M(s(r), g)
1
2 (1 − r)
,
so
lim
r→1−
logM(r,g′)
log 11−r
 lim
r→1−
logM(r,g)
log 11−r
+ 1 = a + 1. (1.2)
On other hand, we assume that
lim
r→1−
logM(r,g′)
log 11−r
= b, (1.3)
then we see that for any small given ε (> 0) as r → 1−,
M(r,g′)
(
1
1 − r
)b+ε
. (1.4)
Since g(z) − g(0) = ∫−→0z g′(t) dt (−→0z denotes a line segment that connects points 0 and z),
by (1.4), we get that
∣∣g(z)∣∣
r∫ ∣∣g′(t)∣∣dt + ∣∣g(0)∣∣
r∫ ( 1
1 − t
)b+ε
dt + ∣∣g(0)∣∣. (1.5)0 0
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∣∣g(z)∣∣ ( 1
1 − r
)1+ε
+ ∣∣g(0)∣∣. (1.6)
By (1.6), we get g(z) ∈ SD1 which contradicts the assumption g(z) ∈ Da . If 0  b < 1,
then we take ε satisfying b + 2ε < 1, and get |g(z)|O(1) by (1.5), this still leads to a
contradiction. So, b > 1, and from (1.5) it follows that
∣∣g(z)∣∣ 1
b + ε − 1
[(
1
1 − r
)b−1+ε
− 1
]
+ ∣∣g(0)∣∣ (|z| = r). (1.7)
Since ε is arbitrary and (1.7) holds for any z ∈ ∆, by (1.7), we get
lim
r→1−
logM(r,g)
log 11−r
= a  b − 1. (1.8)
By (1.2) and (1.8), we get b = a + 1, i.e., g′ ∈ Da+1.
(ii) Obviously, we can get that (ii) holds by (i). 
2. Results of differential equations
In this section, we assume that all coefficients of Eq. (1.1) are analytic functions of finite
degree in ∆, and satisfy the following (2.2), i.e., there exists one of the coefficients, ak,d ,
dominating the growth of all other coefficients, then we will see that the coefficient ak,d
dominates the growth of solutions of Eq. (1.1).
M. Frei [2] proved the following theorem.
Theorem A. Let A0(z), . . . ,Ak−1(z) be the sequence of entire coefficients of the equation
f (k) + Ak−1f (k−1) + · · · + Adf (d) + · · · +A0f = 0. (2.1)
Let Ad(z) be the last transcendental coefficient while Ad+1(z), . . . ,Ak−1(z) are polyno-
mials. Then (2.1) possesses at most d linearly independent entire solutions of finite order
of growth.
J. Heittokangas [4] obtained the following counterpart in ∆ to Theorem A.
Theorem B. Let A0(z), . . . ,Ak−1(z) be the sequence of coefficients of (2.1) analytic
in ∆. Let Ad(z) be the last coefficient not being an H-function while the coefficients
Ad+1(z), . . . ,Ak−1(z) are H-functions. Then (2.1) possesses at most d linearly indepen-
dent analytic solutions of finite order of growth in ∆.
In Theorems A and B, only the coefficients Ad+1, . . . ,Ak−1 are functions of small
growth. Thus, a natural question is: What can be said if all coefficients are functions of
small growth and there exists some coefficient Ad(z) dominating for the growth of solu-
tions?
The following Theorem 1 shows that if the coefficients of (1.1) satisfy the follow-
ing (2.2), then Eq. (1.1) possesses at most d linear independent solutions of finite degree.
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d ∈ {0, . . . , k− 1} such that Ad ∈ Dak,d (d ∈ {0, . . . , k− 1}, ak,d is a positive real number),
while Aj ∈ SDak,j (j = d , ak,j are nonnegative real numbers), such that
ak,d
k − d > max
{
2,
ak,j
k − j (j = d)
}
. (2.2)
Then
(i) Eq. (2.1) possesses at most d linearly independent analytic solutions of zero order,
hence does at most d linearly independent finite degree (nonadmissible) analytic solu-
tions,
(ii) if (2.1) has d linearly independent finite degree analytic solutions, then (2.1) must
have k − d linearly independent analytic solutions satisfying
ak,d
k − d − 2 σ(f ) σM(f )max{ak,j − 1; j = 1, . . . , k − 1}.
For second order differential equation, Chr. Pommerenke [5] proved the following the-
orem.
Theorem C. Let q(z) be analytic in ∆. If∫ ∫
∆
√∣∣q(z)∣∣dΩ < ∞ (dΩ ≡ dx dy),
then every solution w(z) of the equation
w′′(z) + q(z)w(z) = 0
is of bounded characteristic and
1
2π
2π∫
0
log+
∣∣w(reit )∣∣dt  log+(∣∣w(0)∣∣+ ∣∣w′(0)∣∣)+ K ∫ ∫
∆
√∣∣q(z)∣∣dΩ (2.3)
for 0 r < 1, where K is an absolute constant.
J. Heittokangas [4] obtained the following result.
Theorem D. Let B(z) and C(z) be the analytic coefficients of the equation
f ′′ + B(z)f ′ + C(z)f = 0 (2.4)
in ∆. If either σ(B) < σ(C) or B(z) is nonadmissible while C(z) is admissible, then all
solutions f ( ≡ 0) of (2.4) are of infinite order of growth.
In Theorems C and D, the coefficient of f dominates for the growth of solutions of the
equations. A natural question is: What can be said if the coefficient of f ′ dominates for the
growth of solutions?
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growth of solutions, the second order differential equation (2.5) possesses at most one
among two linear independent solutions f1 and f2, say f1, satisfies σ(f1) < a1 − 2, while
the other solution, say f2, must satisfy a1 − 2  σ(f2). It estimates more precisely the
order of solutions of second order differential equation than Theorem 1. The following Ex-
ample 2 shows that the equal-signs of right and left in (2.6) of Corollary 2 can be reached.
Theorem 2. Let Aj (j = 1,2) be analytic functions in ∆, with Aj ∈ Daj . Suppose that
{f1, f2} is a solution base of the equation
f ′′ + A1f ′ + A0f = 0. (2.5)
Then
(i) if a1 > max
{
2, a02
}
, then at most one of the solutions f1 and f2, say f1, satisfies
σ(f1) < a1 − 2, while the other solution, say f2, satisfies a1 − 2 σ(f2) σM(f2)
max{a1 − 1, a0 − 1},
(ii) if a02 > max{2, a1}, then a02 − 2 σ(fj ) a0 − 1 (j = 1,2).
Corollary 1. Let Aj (j = 1,2) be analytic functions in ∆, with Aj ∈ Daj . If a1 >
max
{
2, a02
}
, then Eq. (2.5) possesses at most one linearly independent solution f with
finite degree.
Corollary 2. Let Aj (j = 1,2) be analytic functions in ∆, with Aj ∈ Daj . If a1 >
max{2, a0}, then Eq. (2.5) possesses at most one linearly independent solution with finite
degree, and possesses at least one linearly independent solution satisfying
a1 − 2 σ(f ) σM(f ) a1 − 1. (2.6)
Remark 3. From Theorems 1 and 2, we see that if d = 0 then the all solutions of Eqs. (2.1)
and (2.5) are analytic functions of infinite degree and of finite positive order, but if d > 0,
then there may exist solutions of finite degree.
Example 1. The function f1 = 1(1−z)3 satisfies the equation
f ′′ + 1
(1 − z)3 f
′ −
[
3
(1 − z)4 +
12
(1 − z)2
]
f = 0, (2.7)
where A0,A1 satisfy the assumptions of Theorems 1, 2(i) and Corollary 1. We suppose
that {f1, f2} is a solution base of (2.5), set
g(−1) = f
f1
(
where (g(−1))′ = g), f = f1g(−1). (2.8)
Substituting (2.8) into (2.7), we get
g′ +
[
6 + 1 3
]
g = 0. (2.9)1 − z (1 − z)
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g = C(1 − z)6e−
1
2(1−z)2 , (2.10)
where C ( = 0) is any constant, and
σ(g) = 1, σM(g) = 2. (2.11)
By (2.8), (2.10) and (2.11), we know that there is some constant C2 ( = 0) such that
g2 = C2(1 − z)6e−
1
2(1−z)2 , f2 = f1g(−1)2 ,
and
σ(f2) = 1, σM(f2) = 2.
This shows that conclusions of Theorems 1, 2(i) and Corollary 1 are sharp.
Example 2. The equation
f ′′ + 1
(1 − z)3 f
′ − 2
(1 − z)2 f = 0 (2.12)
satisfies A1 ∈ D3, A0 ∈ D2 and 3 > max
{
2, 22
}
. We know that Eq. (2.12) satisfies the as-
sumptions of Corollary 2, and has a solution f1 = z2 − 2z. We suppose that {f1, f2} is a
solution base of (2.12), set
g(−1) = f
f1
, f = f1g(−1). (2.13)
Using similar solving as Example 1, we can get
g = C 1
z2(z − 2)2 e
−1
2(1−z)2 , (2.14)
where C ( = 0) is any constant, and
σ(g) = 1, σM(g) = 2. (2.15)
By (2.13)–(2.15), we know that there is some constant C2 ( = 0) such that
g2 = C2 1
z2(z − 2)2 e
−1
2(1−z)2 , f2 = f1g(−1)2 ,
and
a1 − 2 = 1 = σ(f2) = 1 < σM(f2) = 2 = a1 − 1.
This shows that the equal-signs of right and left in (2.6) of Corollary 2 can be reached.
Example 3. The function f1 = e
1
(1−z)3 satisfies
f ′′ − 4 f ′ − 9 8 f = 0, (2.16)(1 − z) (1 − z)
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We suppose that {f1, f2} is a solution base of (2.16). Set g(−1) = ff1 , f = f1g(−1). Using
similar solving as of for Example 1, we can get
g = C 1
(1 − z)4 e
− 2
(1−z)3 , g(−1) = C
∫ 1
(1 − z)4 e
− 2
(1−z)3 dz,
where C ( = 0) is any constant, and σ(g) = 2. There is some constant C2 ( = 0) such that
g2 = C2 1
(1 − z)4 e
− 2
(1−z)3 ,
f2 = f1g(−1)2 = C2e
1
(1−z)3
∫ 1
(1 − z)4 e
− 2
(1−z)3 dz. (2.17)
By (2.17), σ(g2) = 2 and σ(f1) = 2, we know that σ(f2)  2. If σ(f2) = σ < 2, then
σ(f ′2) = σ < 2, but
f ′2 = f ′1g(−1)2 + f1g2 =
3
(1 − z)4 f1g
(−1)
2 +C2
1
(1 − z)4 e
−1
(1−z)3
= 3
(1 − z)4 f2 + C2
1
(1 − z)4 e
−1
(1−z)3 . (2.18)
This (2.18) is a contradiction, which shows that σ(f2) = 2.
3. Lemmas for proofs of the theorems
Lemma 1 [4]. The coefficients A0(z), . . . ,Ak−1(z) of (1.1) are H-functions if and only if
all solutions of (1.1) are analytic and of finite order of growth in ∆.
Remark 4. Since Aj ∈ Daj (aj < ∞, j = 1, . . . , k − 1) if and only if Aj are H-functions,
we see that if Aj ∈ Daj (aj < ∞, j = 1, . . . , k − 1), Lemma 1 holds.
Lemma 2 [1]. Let f be a meromorphic function in ∆ of finite order σ . Let ε > 0 be a
constant, and k and j be integers satisfying k > j  0. Assume that f (j) ≡ 0. Then the
following two statements hold:
(i) There exists a set E1 ⊂ [0,1) which satisfies∫
E1
1
1 − r dr < ∞,
such that for all z ∈ ∆ satisfying |z| /∈ E1, we have∣∣∣∣f (k)(z)f (j)(z)
∣∣∣∣
(
1
1 − |z|
)(k−j)(σ+2+ε)
, (3.1)
(ii) there exists a set E2 ⊂ [0,2π) which has linear measure zero, such that if θ ∈ [0,2π)\
E2, then there is a constant R = R(θ) ∈ (0,1) such that for all z satisfying argz = θ
and R  |z| < 1, we have that (3.1) holds.
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E
1
1−r dr < ∞, such that
lim
r /∈E, r→1−
logM(r,f )
log 11−r
= a (0 < a < ∞).
Then for any given ε (> 0), there exists a set H ⊂ [0,1) \E, such that∫
H
1
1 − r dr = ∞,
and when r ∈ H,
M(r,f )
(
1
1 − r
)a−ε
.
Proof. By the condition of the lemma, we see that there exists a point sequence {rj } ⊂
[0,1) \E, such that
s(rj ) = 1 − 12 (1 − rj ) rj+1 (j = 1, . . . ; rj → 1
−)
and
lim
j→∞
logM(rj , f )
log 11−rj
= a. (3.2)
So that by (3.2), for any given ε (0 < 3ε < a) there exists an integer N1 such that when
j N1,
logM(rj , f )
log 11−rj
 a − ε. (3.3)
We take δ and N2 (N1) such that
0 < δ <
ε
a − ε , (3.4)
and as j N2,
log 2
log 11−rj
< δ. (3.5)
By (3.3)–(3.5), we deduce that for r ∈ [rj , s(rj )] (j N2),
logM(r,f )
log 11−r
 logM(rj , f )
log 11−s(rj )
= logM(rj , f )
log 11−rj + log 2
= logM(rj , f )
log 11−rj
[
1 + log2
log 11−rj
]
 (a − ε) 1
1 + δ  (a − ε)(1 − δ) a − 2ε,
so that as r ∈ [rj , s(rj )] (j N2),
M(r,f )
(
1
)a−2ε
. (3.6)
1 − r
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H1 =
∞⋃
j=N2
[
rj , s(rj )
]
, H = H1 \ E.
Since s(rj ) = 1 − 12 (1 − rj ) rj+1, we see that∫
H1
1
1 − r dr =
∞∑
j=N2
∫
[rj ,s(rj )]
1
1 − r dr =
∞∑
j=N2
log 2 = ∞. (3.7)
Since
∫
E
1
1−r dr < ∞, by (3.6) and (3.7), we see that∫
H
1
1 − r dr = ∞,
and when r ∈ H ,
M(r,f )
(
1
1 − r
)a−2ε
. 
Lemma 4. Let Ak,j (k ( 2) is an integer and j = 0, . . . , k − 1) be analytic in ∆. Suppose
that there exists some Ak,d ∈ Dak,d (d ∈ {0, . . . , k − 1}, ak,d is a positive real number),
while Ak,j ∈ SDak,j (j = d , ak,j are nonnegative real numbers), such that
ak,d
k − d > hk = max
{
2,
ak,j
k − j (j = d)
}
. (3.8)
If the equation
f (k) + Ak,k−1f (k−1) + · · · + Ak,df (d) + · · · + Ak,0f = 0 (3.9)
has d + 1 linearly independent analytic solutions of zero order, then we apply the order
reduction procedure to Eq. (3.9), and after i (1 i  d) reduction steps, we get
u
(k−i)
k−i + Ak−i,k−i−1u(k−i−1)k−i + · · · + Ak−i,d−iu(d−i)k−i + · · ·
+ Ak−i,0uk−i = 0, (3.10)
and (3.10) satisfies that
(i) the coefficients satisfy
Ak−i,d−i ∈ D(E)ak−i,d−i (ak−i,d−i = ak,d),
Ak−i,j ∈ D(E)ak−i,j (j = d − i), (3.11)
and
ak−i,d−i
(k − i) − (d − i) > hk−i = max
{
2, hk−i+1,
ak−i,j
(k − i)− j (j = d − i)
}
, (3.12)
(ii) Eq. (3.10) has d + 1 − i linearly independent meromorphic solutions of zero order.
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u
(k−d)
k−d + Ak−d,k−d−1u(k−d−1)k−d + · · · + Ak−d,0uk−d = 0.
It has one linearly independent solution of zero order, its coefficients satisfy
Ak−d,0 ∈ D(E)ak−d,0, Ak−d,j ∈ SD(E)ak−d,j (j = 1, . . . , k − d − 1),
and
ak,d
k − d =
ak−d,0
k − d > hk−d = max
{
2,
ak−d,j
(k − d) − j (j = 1, . . . , k − d − 1)
}
.
Proof. We use induction for i (1 i  d) to prove the lemma.
For i = 1, for convenience, we use the notation uk instead of f in Eq. (3.9). Assume that
{uk,1, . . . , uk,k} is a solution base of Eq. (3.9), where uk,1, . . . , uk,d+1 are of zero order. By
Lemma 1, we know that uk,j (j = 1, . . . , k) are all analytic functions of finite order. Set
Ak,k ≡ 1, uk−1 = d
dz
uk
uk,1
, u
(−1)
k−1 =
uk
uk,1
,
then (u(−1)k−1 )′ = uk−1, uk = uk,1u(−1)k−1 , and
u
(j)
k =
j∑
m=0
Cmj u
(m)
k,1 u
(j−1−m)
k−1 (j = 0, . . . , k), (3.13)
where Cmj is the usual notation for the binomial coefficients. Substituting (3.13) into (3.9),
we obtain that
k∑
m=0
Cmk u
(m)
k,1 u
(k−1−m)
k−1 +
k−1∑
l=1
Ak,l
l∑
m=0
Cml u
(m)
k,1 u
(l−1−m)
k−1 + Ak,0uk,1u(−1)k−1 = 0. (3.14)
Rearranging the sums of (3.14), we deduce that
uk,1u
(k−1)
k−1 + (ku′k,1 + Ak,k−1uk,1)u(k−2)k−1 +
k−3∑
j=0
(
k−j−1∑
m=0
Cmj+1+mAk,j+1+mu
(m)
k,1
)
u
(j)
k−1
+ u(−1)k−1
(
u
(k)
k,1 + Ak,k−1u(k−1)k,1 + · · · + Ak,0uk,1
)= 0. (3.15)
Since uk,1 ( ≡ 0) is a solution of (3.9), by (3.15), we obtain that
u
(k−1)
k−1 + Ak−1,k−2(z)u(k−2)k−1 + · · · +Ak−1,d−1(z)u(d−1)k−1 + · · ·
+ Ak−1,0(z)uk−1 = 0, (3.16)
where
Ak−1,k−1(z) ≡ 1, Ak−1,j = Ak,j+1 +
k−j−1∑
m=1
Cmj+1+mAk,j+1+m
u
(m)
k,1
uk,1
(j = 0, . . . , k − 2). (3.17)
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we need to examine the growth of Ak−1,j (j = d − 1) and
Ak−1,d−1 = Ak,d +
k−d∑
m=1
Cmd+mAk,d+m
u
(m)
k,1
uk,1
. (3.18)
We now divide the examination into three steps for the proof.
Firstly, we prove that Ak−1,d−1 satisfies Ak−1,d−1 ∈ D(E)ak−1,d−1 and ak−1,d−1 = ak,d .
For any given ε satisfying
0 < 3kε < ak,d − (k − d)hk,
by Lemma 3 and the condition of the lemma, we know that there exists H ⊂ (0,1) with∫
H
dr
1−r = ∞, such that
M(r,Ak,d)
(
1
1 − r
)ak,d−ε
(r ∈ H), (3.19)
and ∣∣Ak,d+m(z)∣∣
(
1
1 − r
)ak,d+m+ε
(m = 1, . . . , k − d − 1). (3.20)
By Lemma 2 and assumption that uk,1 is of zero order, we see that there exists a set E ⊂
(0,1), with
∫
E
dr
1−r < ∞, such that∣∣∣∣u
(m)
k,1 (z)
uk,1(z)
∣∣∣∣
(
1
1 − r
)m(2+ε)
(m = 1, . . . , k − d − 1; r /∈ E). (3.21)
By (3.8), we have
ak,d+m + ε + m(2 + ε) hk(k − d − m) + ε + mhk + mε
 hk(k − d) + kε. (3.22)
By (3.18)–(3.22), we deduce that for |z| = r ∈ H \E,
M(r,Ak−1,d−1)
(
1
1 − r
)ak,d−ε
−
(
1
1 − r
)hk(k−d)+kε

(
1
1 − r
)ak,d−2ε
. (3.23)
On other hand, since Ak,d ∈ Dak,d and Ak,j ∈ SDak,j (j = d), by (3.8), (3.18), (3.20)
and (3.21), we know that there is R ∈ (0,1) such that for all r ∈ [R,1) \E, we get
M(r,Ak−1,d−1)
(
1
1 − r
)ak,d+ε
+
k−d∑
m=1
Cmd+m
(
1
1 − r
)ak,d+m+ε( 1
1 − r
)m(2+ε)

(
1
1 − r
)ak,d+ε
+
k−d∑
m=1
Cmd+m
(
1
1 − r
)hk(k−d)−(hk−2)m+(m+1)ε

(
1
)ak,d+kε
. (3.24)
1 − r
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Ak−1,d−1 ∈ D(E)ak,d = D(E)ak−1,d−1, ak−1,d−1 = ak,d. (3.25)
Secondly, we prove that Ak−1,j (d − 1 < j  k − 2) satisfy Ak−1,j ∈ D(E)ak−1,j and
ak−1,j
(k−1)−j  hk .
By (3.17) and (3.21), we get that for |z| = r /∈ E and for j = d, d + 1, . . . , k − 2,
∣∣Ak−1,j (z)∣∣ ∣∣Ak,j+1(z)∣∣+ k−j−1∑
m=1
Cmj+1+m
∣∣∣∣Ak,j+1+m(z)u
(m)
k,1 (z)
uk,1(z)
∣∣∣∣

(
1
1 − r
)ak,j+1+ε
+
k−j−1∑
m=1
Cmj+1+m
(
1
1 − r
)ak,j+1+m+ε+m(2+ε)
. (3.26)
By (3.8), we see that for j = d, d + 1, . . . , k − 2,
ak,j+1 + ε  hk(k − j − 1)+ ε, (3.27)
ak,j+1+m + ε + m(2 + ε) hk(k − j − 1) + kε. (3.28)
Since ε is arbitrary, by (3.26)–(3.28), we have that
lim
r /∈E, r→1−
logM(r,Ak−1,j )
log 11−r
= ak−1,j 
[
(k − 1) − j]hk,
i.e.,
Ak−1,j ∈ D(E)ak−1,j ,
ak−1,j
(k − 1) − j  hk (j = d, . . . , k − 2). (3.29)
Thirdly, we prove that for j = 0,1, . . . , d − 2, Ak−1,j satisfy (3.11) and (3.12).
By (3.8), (3.21) and the condition of the lemma, we see that when j + 1 + m = d , for
|z| = r /∈ E,∣∣∣∣Cmj+1+mAk,j+1+m(z)u
(m)
k,1 (z)
uk,1(z)
∣∣∣∣ Cmj+1+m
(
1
1 − r
)ak,j+1+m+ε+m(2+ε)
, (3.30)
ak,j+1+m + ε + m(2 + ε)
(k − 1) − j  hk + ε, (3.31)∣∣Ak,j+1(z)∣∣
(
1
1 − r
)ak,j+1+ε
, (3.32)
ak,j+1 + ε
(k − 1) − j  hk + ε, (3.33)
when j + 1 + m = d (m = d − j − 1) for |z| = r /∈ E,∣∣∣∣Cmj+1+mAk,j+1+m(z)u
(m)
k,1 (z)
uk,1(z)
∣∣∣∣ Cd−j−1d
(
1
1 − r
)ak,d+ε+m(2+ε)
, (3.34)
ak,d + ε + m(2 + ε)  ak,d + (d − j − 1)hk + ε (j = 0,1, . . . , d − 2). (3.35)
(k − 1) − j (k − 1) − j
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ak,d + (d − j − 1)hk
(k − 1)− j > hk + 2ε (j = 0,1, . . . , d − 2). (3.36)
Thus, by (3.17) and (3.30)–(3.36), we see that
∣∣Ak−1,j (z)∣∣ C
(
1
1 − r
)ak,d+(d−j−1)hk+kε
(
j = 0,1, . . . , d − 2; |z| = r /∈ E), (3.37)
where C (> 0) is some constant. Now set
h′k−1 = max
{
2,
ak,d + (d − j − 1)hk
(k − 1)− j (j = 0,1, . . . , d − 2)
}
, (3.38)
and
lim
r /∈E, r→1−
logM(r,Ak−1,j )
log 11−r
= ak−1,j (j = 0,1, . . . , d − 2),
i.e.,
Ak−1,j ∈ D(E)ak−1,j (j = 0,1, . . . , k − 2). (3.39)
By (3.36) and (3.38), we see that h′k−1  hk  2. Since ε is arbitrary, by (3.37)–(3.39), we
see that
ak−1,j
(k − 1) − j 
ak,d + (d − j − 1)hk
(k − 1) − j  h
′
k−1 (j = 0,1, . . . , d − 2). (3.40)
Since for each j ∈ {0,1, . . . , d − 2}, by (3.40) and ak−1,d−1 = ak,d we can deduce that
ak−1,d−1
(k − 1) − (d − 1) −
ak−1,j
(k − 1)− j 
ak,d
(k − 1)− (d − 1) −
ak,d + (d − j − 1)hk
(k − 1) − j
 [ak,d − (k − d)hk][d − 1 − j ]
(k − d)((k − 1)− j) > 0. (3.41)
Set
hk−1 = max
{
2, hk,
ak−1,j
(k − 1)− j (j = d − 1)
}
.
Then, by this and (3.29), we see that
ak−1,j
(k − 1) − j  hk (j = d, . . . , k − 2)
and
hk−1 = max
{
2, hk,
ak−1,j
(k − 1)− j (j = 0, . . . , d − 2)
}
. (3.42)
By (3.38), (3.40), (3.42) and above h′k−1  hk  2, we get
h′k−1  hk−1. (3.43)
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ak,d
k − d > hk  2
and
ak−1,d−1
(k − 1) − (d − 1) =
ak,d
k − d >
ak,d + (d − j − 1)hk
(k − 1)− j (j = 0,1, . . . , d − 2).
From this formula and (3.38), we obtain that
ak−1,d−1
(k − 1) − (d − 1) > h
′
k−1.
Therefore, by (3.43), we have
ak−1,d−1
(k − 1) − (d − 1) > hk−1 = max
{
2, hk,
ak−1,j
(k − 1)− j (j = d − 1)
}
. (3.44)
Thus, by proofs of three steps above, i.e., by (3.25), (3.29), (3.39) and (3.44), we see
that when i = 1, Lemma 4(i) holds.
Now we consider the meromorphic functions
uk−1,m(z) = d
dz
(
uk,m(z)
uk,1(z)
)
(m = 2, . . . , k).
Since uk,j (j = 1, . . . , d + 1) are of zero order and uk,s (s = d + 2, . . . , k) are of fi-
nite order, we see that uk−1,j (j = 2, . . . , d + 1) are also of zero order and uk−1,s (s =
d + 2, . . . , k) are of finite order, σ(uk−1,s) = σ(uk,s) (s = d + 2, . . . , k).
Suppose that c2, . . . , ck are constants such that
c2uk−1,2 + · · · + ckuk−1,k = c2
(
uk,2
uk,1
)′
+ · · · + ck
(
uk,k
uk,1
)′
= 0, (3.45)
then by integrating both sides of (3.45), we get that
c2uk,2 + · · · + ckuk,k + c1uk,1 = 0, (3.46)
where c1 is some constant. Since uk,1, . . . , uk,k are linearly independent, so c1 = c2 =
· · · = ck = 0 by (3.46), hence uk−1,2, . . . , uk−1,k are linearly independent solutions of
Eq. (3.16). Hence Lemma 4(ii) holds when i = 1.
We continuously proceed the same order reduction procedure as above. Set
uk−i (z) = d
dz
(
uk−(i−1)(z)
uk−(i−1),i(z)
)
, uk−i,j (z) = d
dz
(
uk−(i−1),j (z)
uk−(i−1),i(z)
)
(i = 1, . . . , d; j = i + 1, . . . , k).
Now suppose that Lemma 4 holds for i0 (1 < i0 < d), i.e., after Eq. (3.9) is reduced
order i0 step, we get that
u
(k−i0)
k−i0 + Ak−i0,k−i0−1(z)u
(k−i0−1)
k−i0 + · · · + Ak−i0,d−i0(z)u
(d−i0)
k−i0 + · · ·
+ Ak−i0,0(z)uk−i0(z) = 0, (3.47)
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uk−i0(z) =
d
dz
(
uk−(i0−1)(z)
uk−(i0−1),i0(z)
)
such that
Ak−i0,d−i0 ∈ D(E)ak−i0,d−i0 (ak−i0,d−i0 = ak,d),
Ak−i0,j ∈ SD(E)ak−i0,j (j = d − i0),
ak−i0,d−i0
(k − i0) − (d − i0) > hk−i0 = max
{
2, hk−i0+1,
ak−i0,j
(k − i0) − j , (j = d − i0)
}
,
and (3.47) has a solution base{
uk−i0,j (z) =
d
dz
(
uk−(i0−1),j (z)
uk−(i0−1),i0(z)
)
(j = i0 + 1, . . . , k)
}
,
where uk−i0,j (j = i0 + 1, . . . , k) are all of finite order, uk−i0,s (s = i0 + 1, . . . , d + 1) are
of zero order.
For Eq. (3.47), we continuously repeat reduction order procedure as above. We can see
that Lemma 4 holds for i0 + 1. Thus Lemma 4 is proved. 
Lemma 5. Let Aj (j = 0, . . . , k − 1) be meromorphic functions in ∆, there exists a set
E ⊂ (0,1) with ∫
E
dr
1−r < ∞, such that A0 ∈ D(E)a0 , Aj ∈ SD(E)aj (j = 1, . . . , k) and
a0
k
> max
{
2,
aj
k − j (j = 1, . . . , k − 1)
}
. (3.48)
If f (z) ( ≡ 0) is a analytic solution of finite order of the equation
f (k) + Ak−1f (k−1) + · · · + A0f = 0, (3.49)
then
σ(f ) a0
k
− 2.
Proof. We use similar reasoning as in proof of Theorem 2.3 of [1] to prove the lemma.
Set σ(f ) = σ < ∞. By Aj ∈ SD(E)aj (j = 1, . . . , k − 1), Definition 5 and Lemma 2, we
know that for any small given ε (> 0), there exists a set E ⊂ (0,1) with ∫
E
dr
1−r < ∞, such
that as |z| = r /∈ E,
M(r,Aj )
(
1
1 − r
)aj+ε
(j = 1, . . . , k − 1), (3.50)
∣∣∣∣f (j)(z)f (z)
∣∣∣∣
(
1
1 − r
)j (σ+2+ε)
(j = 1, . . . , k). (3.51)
By A0 ∈ D(E)a0 and Definition 5, we see that there exists a sequence {rn} ⊂ (0,1) \ E, such
that
M(rn,A0)
(
1
)a0−ε
. (3.52)
1 − rn
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(3.49)–(3.52), we deduce that(
1
1 − rn
)a0−ε
M(rn,A0) =
∣∣A0(zn)∣∣ k∑
j=1
∣∣∣∣Aj(zn)f (j)(zn)f (zn)
∣∣∣∣

k∑
j=1
(
1
1 − rn
)j (σ+2+ε)+aj+ε (
Ak(z) ≡ 1
)
. (3.53)
By (3.48), we get aj < k−jk a0. Since ε is arbitrary, by this and (3.53), we know that there
exists one j satisfying a0  j (σ + 2)+ k−jk a0, i.e., σ  a0k − 2. 
Lemma 6 [4]. Let A0, . . . ,Ak−1 be the analytic coefficients of (1.1) in ∆. Assume that
|Aj(z)| α(j)(1−|z|)β(j) , where α(j) > 0 and β(j) 0. Denote α = max0jk−1{α(j)} and
β = max0jk−1{β(j)}. Then
(i) f ∈ H∞0 , if 0 β < 1,
(ii) f ∈ H∞√
1+kα2 , if β = 1,
(iii) |f (z)| exp{ α
(1−|z|)β−1
}
, if 1 < β < ∞.
4. Proof of Theorem 1
(i) Assume that {f1, . . . , fk} is a solution base of Eq. (2.1), and f1, . . . , fd+1 are d + 1
solution of zero order. By Lemma 1 and Remark 4, we see that f1, . . . , fk are all analytic
and of finite order, and σ(fj ) = 0 (j = 1, . . . , d + 1).
We now apply the order reduction procedure. For convenience, we use the notations uk
instead of f , Ak,j (j = 0, . . . , k − 1) instead of Aj , uk,s (s = 1, . . . , k) instead of fs . Set
uk−1(z) = d
dz
(
uk(z)
uk,1(z)
)
, uk−1,j (z) = d
dz
(
uk,j (z)
uk,1(z)
)
(j = 2, . . . , k),
uk−i (z) = d
dz
(
uk−(i−1)(z)
uk−(i−1),i(z)
)
, uk−i,j (z) = d
dz
(
uk−(i−1),j (z)
uk−(i−1),i(z)
)
,
(i = 1, . . . , d; j = i + 1, . . . , k). (4.1)
After d reduction steps to Eq. (2.1), we get that
u
(k−d)
k−d + Ak−d,k−d−1u(k−d−1)k−d + · · · + Ak−d,0uk−d = 0. (4.2)
Thus, by Lemma 4, the coefficients satisfy
Ak−d,0 ∈ D(E)ak−d,0, Ak−d,j ∈ SD(E)ak−d,j (j = 1, . . . , k − d − 1), (4.3)
and
ak−d,0 = ak,d > hk−d = max
{
2,
ak−d,j
(j = 1, . . . , k − d − 1)
}
. (4.4)k − d k − d (k − d) − j
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uk−d,j (z) = d
dz
(
uk−(d−1),j (z)
uk−(d−1),d(z)
)
(j = d + 1, . . . , k). (4.5)
Since f1, . . . , fd+1 are of zero order, by (4.1) and (4.5), we see that uk−d,d+1 is of zero
order. Since f1, . . . , fk are of finite order, we see that uk−d,j (z) (j = d + 1, . . . , k) are of
finite order. By (4.1) and (4.5), we see that
σ(uk−d,s) = σ(fs) (s = d + 2, . . . , k). (4.6)
On other hand, by Lemma 5, we see that all solutions of Eq. (4.2) satisfy
σ(uk−d,j )
ak−d,0
k − d > 0 (j = d + 1, . . . , k). (4.7)
But (4.7) contradicts that uk−d,d+1 is of zero order. So, Eq. (2.1) possesses at most d
linearly independent analytic solutions of zero order. Therefore, by Proposition 1, we see
that Eq. (2.1) possesses at most d linearly independent finite degree analytic solutions.
(ii) Assume that f1, . . . , fd are d linearly independent finite degree (nonadmissible)
analytic solutions of (2.1). We suppose that {f1, . . . , fd , fd+1, . . . , fk} is a solutions base
of (2.1). Now we prove that fd+1, . . . , fk satisfy that σ(fj ) ak,dk−d − 2 (j = d + 1, . . . , k).
Using the same reasoning and notations as in proofs of Lemma 4 and Theorem 1(i), we
can deduce (4.1)–(4.5). By Lemma 5, (4.3) and (4.4), we see that all solutions of Eq. (4.2)
satisfy
σ(uk−d,j )
ak−d,0
k − d (j = d + 1, . . . , k). (4.8)
Since f1, . . . , fd are of finite degree, by (4.1) and (4.5), we see that
σ(fj ) = σ(uk−d,j ) ak−d,0
k − d − 2 =
ak−d
k − d − 2 (j = d + 1, . . . , k).
By Lemma 6, we see that σM(fj )max{ak,s − 1; s = 0, . . . , k − 1} (j = 1, . . . , k). This
completes the proof. 
5. Proof of Theorem 2
(i) Assume a1 > max
{
2, a02
}
. Set σ(fj ) = σj (j = 1,2). Without loss of generality, we
may suppose that σ1  σ2 < a1 − 2 (j = 1,2). Set
u1 = d
dz
(
f
f1
)
,
f
f1
= u(−1)1 ,
((
u
(−1)
1
)′ = u1), f = u(−1)1 f1.
For Eq. (2.5), using the order reduction procedure, we get that
u′1 +
(
A1 + 2f
′
1
f1
)
u1 = 0, (5.1)
and d
dz
( f2
f1
)= u1,2 satisfies Eq. (5.1) and
σ(u1,2) σ2. (5.2)
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given ε (0 < 3ε < a1 − 2 − σ2),∣∣∣∣f ′1(z)f1(z)
∣∣∣∣
(
1
1 − r
)σ1+2+ε (|z| = r /∈ E). (5.3)
By Lemma 3, we see that there exists H ⊂ [0,1) with ∫
H
dr
1−r = ∞, such that as r ∈ H,
M(r,A1)
(
1
1 − r
)a1−ε
. (5.4)
By (5.3), (5.4) and 0 < 3ε < a1 − 2 − σ2  a1 − 2 − σ1, we get that as r ∈ H \ E,
M
(
r,A1 + 2f
′
1
f1
)

(
1
1 − r
)a1−ε
− 2
(
1
1 − r
)σ1+2+ε

(
1
1 − r
)a1−2ε
. (5.5)
By (5.5), we see that
A1 + 2f
′
1
f1
∈ D(E)a1 . (5.6)
By (5.6) and Lemma 5, we see that the solution u1 of Eq. (5.1) satisfies σ(u1) a1 − 2.
Therefore we have σ(u1,2) a1 − 2 > σ2. This contradicts (5.2).
By Lemma 6, we see that
σ(f2) = σ(u1,2) σM(f2)max{a1 − 1, a0 − 1}.
(ii) If a02 > max{2, a1}, then by Lemmas 5 and 6, we have that a02  σ(fj )  a0 − 1
(j = 1,2).
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