We prove structural stability under perturbations for a class of discrete-time dynamical systems near a non-hyperbolic fixed point. We reformulate the stability problem in terms of the well-posedness of an infinite-dimensional nonlinear ordinary differential equation in a Banach space of carefully weighted sequences. Using this, we prove existence and regularity of flows of the dynamical system which obey mixed initial and final boundary conditions. The class of dynamical systems we study, and the boundary conditions we impose, arise in a renormalisation group analysis of the 4-dimensional weakly self-avoiding walk and the 4-dimensional n-component |ϕ| 4 spin model.
1 Introduction and main result
Introduction
Let V = R 3 with elements V ∈ V written V = (g, z, µ) and considered as a column vector for matrix multiplication. For each j ∈ N 0 = {0, 1, 2, . . .}, we define the quadratic flowφ j : V → V bȳ All entries in the above matrices are real numbers. Our hypotheses on the parameters ofφ are stated precisely in Assumptions (A1-A2) below. In particular, we assume that there exists λ > 1 such that λ j ≥ λ for all j.
The quadratic flowφ defines a time-dependent discrete-time 3-dimensional dynamical system. It is triangular, in the sense that the equation for g does not depend on z or µ, the equation for z depends only on g, and the equation for µ depends on g and z. Moreover, the equation for z is linear in z, and the equation for µ is linear in µ. This makes the analysis of the quadratic flow elementary.
Our main result concerns structural stability ofφ under a class of infinite-dimensional perturbations. Let (W j ) j∈N 0 be a sequence of Banach spaces and X j = W j ⊕ V. We write x j ∈ X j as x j = (K j , V j ) = (K j , g j , z j , µ j ). Suppose that we are given maps ψ j : X j → W j+1 and ρ j : X j → V. Then we define Φ j : X j → X j+1 by
(
1.4)
This is an infinite-dimensional perturbation of the 3-dimensional quadratic flowφ, which breaks triangularity and which involves the spaces W j in a nontrivial way. We impose estimates on ψ j and ρ j below, which make Φ a third-order perturbation ofφ. We give hypotheses under which there exists a sequence (x j ) j∈N 0 with x j ∈ X j which is a global flow of Φ, in the sense that x j+1 = Φ j (x j ) for all j ∈ N 0 , (1.5)
obeying the boundary conditions that (K 0 , g 0 ) is fixed, z j → 0, and µ j → 0. Moreover, within an appropriate space of sequences, this global flow is unique.
As we discuss in more detail in Section 1.3 below, this result provides an essential ingredient in a renormalisation group analysis of the 4-dimensional continuous-time weakly self-avoiding walk [2, 3, 5] , where the boundary condition lim j→∞ µ j = 0 is the appropriate boundary condition for the study of a critical trajectory. Similarly, our main result applies also to the analysis of the critical behaviour of the 4-dimensional n-component |ϕ| 4 spin model [4] . These applications provide our immediate motivation to study the dynamical system Φ, but we expect that the methods developed here will have further applications to dynamical systems arising in renormalisation group analyses in statistical mechanics.
Dynamical system
We think of Φ = (Φ j ) j∈N 0 as the evolution map of a discrete time-dependent dynamical system, although it is more usual in dynamical systems to have the spaces X j be identical. Our application in [2] [3] [4] [5] requires the greater generality of j-dependent spaces.
In the case that Φ is a time-independent dynamical system, i.e., when Φ j = Φ and X j = X for all j ∈ N 0 , its fixed points are of special interest: x * ∈ X is a fixed point of Φ if x * = Φ(x * ). The dynamical system is called hyperbolic near a fixed point x * ∈ X if the spectrum of DΦ(x * )
is disjoint from the unit circle [13] . It is a classic result that for a hyperbolic system there exists a splitting X ∼ = X s ⊕ X u into a stable and an unstable manifold near x * . The stable manifold is a submanifold X s ⊂ X such that x j → x * in X, exponentially fast, when (x j ) satisfies (1.5) and x 0 ∈ X s . On the other hand, trajectories started on the unstable manifold move away from the fixed point. This result can be generalised without much difficulty to the situation when the Φ j and X j are not necessarily identical, viewing "0" as a fixed point (although 0 is the origin in different spaces X j ). The hyperbolicity condition must now be imposed in a uniform way [6, Theorem 2.16] .
By definition,φ j (0) = 0, and we will make assumptions below which can be interpreted as a weakened formulation of the fixed point equation Φ j (0) = 0 for the dynamical system defined by (1.4) . Nevertheless, for simplicity we refer to 0 as a fixed point of Φ = (Φ j ). This fixed point 0 is not hyperbolic due to the two unit eigenvalues of the matrix in the first term of (1.1). Thus the gand z-directions are centre directions, which neither contract nor expand in a linear approximation. On the other hand, the hypothesis that λ j ≥ λ > 1 ensures that the µ-direction is expanding, and we will assume below that ψ j : X j → W j+1 is such that the K-direction is contractive near the fixed point 0. The behaviour of dynamical systems near non-hyperbolic fixed points is much more subtle than for the hyperbolic case. A general classification does not exist, and a nonlinear analysis is required.
Main result
In Section 2, we give an elementary proof that forḡ 0 positive and sufficiently small, there exists a unique choice of (z 0 ,μ 0 ) such that the global flowV = (ḡ,z,μ) ofφ satisfies (z ∞ ,μ ∞ ) = (0, 0), where we write, e.g.,z ∞ = lim j→∞zj . Our main result is that, under the assumptions stated below, there exists a unique global flow of Φ with any small initial condition (K 0 , g 0 ) and with final condition (z ∞ ,μ ∞ ) = (0, 0), and that this flow is a small perturbation ofV .
The sequenceḡ = (ḡ j ) plays a prominent role in the analysis. Determined by the sequence (β j ), it obeysḡ
We regardḡ as a known sequence (only dependent on the initial condition g 0 ). The following examples are helpful to keep in mind.
as j → ∞ (an argument for this standard fact is outlined in the proof of (2.5) below).
(ii) Abrupt cut-off, with β j = b for j ≤ J and β j = 0 for j > J, with J ≫ 1. In this case,ḡ j is approximately the constant (bJ) −1 for j > J. In particular,ḡ j does not go to zero as j → ∞.
Example 1.1 prompts us to make the following general definition of a cut-off time for bounded sequences β j . Let β ∞ = sup j≥0 |β j | < ∞, and let n + = n if n ≥ 0 and otherwise n + = 0. Given a fixed Ω > 1, we define the Ω-cut-off time j Ω by
The infimum of the empty set is defined to equal ∞, e.g., if
To abbreviate the notation, we write
The evolution maps Φ j are specified by the real parameters η j , γ j , λ j , β j , θ j , ζ j , υ αβ j , together with the maps ψ j and ρ j on X j . Throughout this paper, we fix Ω > 1 and make Assumptions (A1-A2) on the real parameters and Assumption (A3) on the maps, all stated below. The constants in all estimates are permitted to depend on the constants in these assumptions, including Ω, but not on j Ω and g 0 > 0. Furthermore, we consider the situation when the parameters ofφ j are continuous maps from a metric space M ext of external parameters, m ∈ M ext , into R, that the maps ψ j and ρ j similarly have continuous dependence on m, and that j Ω is allowed to depend on m. In this situation, the constants in Assumptions (A1-A3) are assumed to hold uniformly in m.
Assumption (A1). The sequence β: The sequence (β j ) is bounded: β ∞ < ∞. There exists c > 0 such that β j ≥ c for all but c −1 values of j ≤ j Ω .
Assumption (A2). The other parameters ofφ: There exists λ > 1 such that λ j ≥ λ for all j ≥ 0. There exists c > 0 such that ζ j ≤ 0 for all but c
is bounded in absolute value by O(χ j ), with a constant that is independent of both j and j Ω .
Note that when j Ω < ∞, Assumption (A1) permits the possibility that eventually β k = 0 for large k. The simplest setting for the assumptions is for the case j Ω = ∞, for which χ j = 1 for all j. Our applications include situations in which β j approaches a positive limit as j → ∞, but also situations in which β j is approximately constant in j over a long initial interval j ≤ j Ω and then abruptly decays to zero.
In Section 2, in preparation for the proof of the main result, we prove the following elementary proposition concerning flows of the 3-dimensional quadratic dynamical systemφ. Proposition 1.2. Assume (A1-A2). Ifḡ 0 > 0 is sufficiently small, then there exists a unique global flowV = (V ) j∈N 0 = (ḡ j ,z j ,μ j ) j∈N 0 ofφ with initial conditionḡ 0 and (z ∞ ,μ ∞ ) = (0, 0). This flow satisfiesḡ j = O(ḡ 0 ) and
with constants independent of j Ω andḡ 0 , and with the first estimate valid for real n ∈ [1, ∞) with an n-dependent constant. Furthermore,V j is continuously differentiable in the initial condition g 0 , for every j ∈ N 0 , and if the mapsφ j depend continuously on an external parameter such that (A1-A2) hold with uniform constants, thenV j is continuous in this parameter, for every j ∈ N 0 .
In particular, by (1.9), above scale j Ω each ofz j ,μ j decays exponentially. We now define domains D j ⊂ X j on which the perturbation (ψ j , ρ j ) is assumed to be defined, and an assumption which states estimates for (ψ j , ρ j ). The domain and estimates depend on an initial condition g 0 and the possible external parameter m. For parameters a, h > 0 and sufficiently small g 0 > 0, let (ḡ j ,z j ,μ j ) j∈N 0 be the sequence determined by Proposition 1.2 with initial conditionḡ 0 = g 0 , and define the domain
(1.10)
Note that if β j depends on an external parameter m, then the domain D j = D j (g 0 , m, a, h) also depends on this parameter m throughḡ j =ḡ j (m). Throughout the paper, we write D α φ for the Fréchet derivative of a map φ with respect to the component α, and L m (X j , X j+1 ) for the space of bounded m-linear maps from X j to X j+1 . The following assumption depends on positive parameters (g 0 , a, h, κ, Ω, R, M). The norm · V is the supremum norm on R 3 .
Assumption (A3). The perturbation: The maps ψ j : D j → W j+1 ⊂ X j+1 and ρ j : D j → V ⊂ X j+1 are three times continuously Fréchet differentiable, there exist κ ∈ (0, Ω −1 ), R ∈ (0, a(1 − κΩ)), and a constant M > 0 such that, for all 12) and such that, for both φ = ψ and φ = ρ and 2 ≤ n + m ≤ 3,
14)
The bounds (1.11) guarantee that Φ is a third-order perturbation ofφ. Moreover, since κ < 1, the ψ-part of (1.12) ensures that the K-direction is contractive for Φ. The bounds (1.14) permit the second and third derivatives of ψ and ρ to be quite large. The restriction on R in (A3) may seem unnatural initially, but its role is seen in Lemma 1.3 below.
The following elementary lemma provides a statement of domain compatibility which shows that a sequence (K j ) j∈N 0 can be defined inductively byK j+1 = ψ j (K j ,V j ). Denote by π K D j the projection of D j onto W j , i.e.,
(1.15)
, and assume that g 0 > 0 is sufficiently small.
Proof. The triangle inequality and the first bounds of (1.11)-(1.12) imply
where the first inequality uses the facts thatḡ The sequencex = (K j ,V j ) j∈N 0 is a flow of the dynamical systemΦ = (ψ,φ) in the sense of (1.5), with initial condition (K 0 ,ḡ 0 ) = (K 0 , g 0 ) and final condition (z ∞ ,μ ∞ ) = (0, 0). We consider this sequence as a function (K 0 , g 0 ) →x(K 0 , g 0 ) of the initial condition (K 0 , g 0 ). Our main result is the following theorem, which shows that flows x of the dynamical system Φ = (ψ,φ + ρ) =Φ + (0, ρ) are perturbations of the flowsx ofΦ. 
there exists a global flow x of Φ = (ψ,φ + ρ) with (z ∞ , µ ∞ ) = (0, 0) such that, withx the unique flow ofΦ = (ψ,φ) determined by the same boundary conditions,
The sequence x is the unique solution to (1.5) which obeys these boundary conditions and the bounds (1.18)-(1.21).
(ii) For every j ∈ N 0 , the map (K j , V j ) : N → W j ⊕ V is C 1 and obeys Because of its triangularity, an exact analysis of the flows ofφ with the boundary conditions of interest is straightforward: the three equations for g, z, µ can be solved successively and we do this in Section 2 below. Triangularity does not hold for Φ, and we prove in Sections 3-4 below that the flows of Φ with the boundary conditions of interest nevertheless remain close to the flows ofφ with the same boundary conditions. Application A fundamental element in renormalisation group analysis concerns the flow of local interactions obtained via iteration of a renormalisation group map [15] . The dynamical system (1.4) arises as part of renormalisation group studies of the critical behaviour of two different but related models: the 4-dimensional n-component |ϕ| 4 spin model [4] , and the 4-dimensional continuoustime weakly self-avoiding walk [2, 3] (see [5] for a preliminary version). The main results of [2, 3] are that, for the continuous-time weakly self-avoiding walk in dimension four, the susceptibility diverges with a logarithmic correction as the critical point is approached, and the critical twopoint function has |x| −2 decay. Related results are obtained for the 4-dimensional n-component |ϕ| 4 spin model in [4] , complementing and in some cases extending results of [7] [8] [9] [10] . Theorem 1.4 is an essential ingredient in analysing the flows in [2] [3] [4] , and the uniformity of (1.18)-(1.21) in the cut-off time (for a given Ω) is needed. In [2] [3] [4] , the index j represents an increasingly large length scale, the spaces W j have a subtle definition and are of infinite dimension, and their j-dependence is an inevitable consequence of applying the renormalisation group to a lattice model. Remark 1.6. (i) For j Ω = ∞ and with (1.9), the bounds (1.18)-(1.21) imply K j W j = O(j −3 ) and V j −V j = O(j −2 log j). However, the latter bounds do not reflect that K j , V j → 0 as g 0 → 0, while the former do. Furthermore, (1.9) implies χ jḡj → 0 as j → ∞ (also when j Ω < ∞), and thus (1.18) and (1.20)-(1.21) imply K j → 0, z j → 0, µ j → 0 as j → ∞. More precisely, these estimates imply z j , µ j = O(χ jḡj ) so that z j and µ j decay exponentially after the Ω-cut-off time j Ω ; we interpret this as indicating that the boundary condition (z ∞ , µ ∞ ) = (0, 0) is essentially achieved already at j Ω .
(ii) We conjecture that the error bounds in (1.18)-(1.21) have optimal decay as j → ∞. Some indication of this can be found in Remark 3.2 below. Theorem 1.4 is an analogue of a stable manifold theorem for the non-hyperbolic dynamical system defined by (1.4). It is inspired by [6, Theorem 2.16] which however holds only in the hyperbolic setting. Irwin [11] showed that the stable manifold theorem for hyperbolic dynamical systems is a consequence of the implicit function theorem in Banach spaces (see also [13, 14] ). Irwin's approach was inspired by Robbin [12] , who showed that the local existence theorem for ordinary differential equations is a consequence of the implicit function theorem. By contrast, in our proof of Theorem 1.4, we directly apply the local existence theorem for ODEs, without explicit mention of the implicit function theorem. This turns out to be advantageous to deal with the lack of hyperbolicity.
Our choice ofφ in (1.1) has a specific triangular form. One reason for this is that (1.1) accommodates what is required in our application in [2] [3] [4] [5] . A second reason is that additional nonzero terms inφ can lead to the failure of Theorem 1.4. The condition that β j is mainly nonnegative is important for the sequenceḡ j of (1.6) to remain bounded. The following example shows that our sign restriction on the ζ j term in the flow ofz is also important, since positive ζ j can lead to violation of a conclusion of Theorem 1.4. Example 1.7. Suppose that ζ j = θ j = β j = 1, that ρ = 0, and thatḡ 0 > 0 is small. For this constant β sequence, j Ω = ∞ (for any Ω > 1) and hence χ j = 1 for all j. As in Example 1.1,
we obtainȳ j ≥ȳ j+1 +ḡ j and hencē
Suppose thatz j = O(ḡ j ), as in (1.9). Thenȳ j = O(1) and hence by taking the limit n → ∞ we obtainȳ
However, sinceḡ j ∼ j −1 , the last sum diverges. This contradiction implies that the conclusion z j = O(ḡ j ) of (1.20) is impossible.
Continuity in external parameter
The uniqueness statement of Theorem 1.4 implies the following corollary regarding continuous dependence on an external parameter of the global flow for (1.5) given by Theorem 1.4. In the statement of the corollary, we assume that D j is actually the union over m ∈ M ext of the domains on the right-hand side of (1.10). Recall that the latter domains depend on m through β andḡ. Proof. We fix m ∈ M ext , u 0 ∈ N and show that x j is continuous at this fixed (m,
) denote the unique global flow of Theorem 1.4; it satisfies the estimates
, and thus in particularV 0 (m
is therefore also uniformly bounded in I. Thus, for every sequence (m
) has a limit point. It suffices to show that the limit point is unique. To show this uniqueness, we fix an arbitrary limit point V * 0 and a sequence (m
, it follows by induction and the assumed continuity of
By an analogous induction, using continuity ofV j and
, we can now take the limit of
The uniqueness assertion of Theorem 1.4 implies that x * j = x j (m, u 0 ), and we see that the above inductions can in fact be carried out indefinitely. We also conclude that
. This shows that V 0 is continuous at (m, u 0 ). The continuity of x j now follows inductively from the continuity of the Φ j .
Quadratic flow
In this section, we prove that, for the quadratic approximationφ, there exists a unique solution Due to the triangular nature ofφ, we can obtain detailed information about the sequenceV . In particular, we prove Proposition 1.2.
Flow ofḡ
We start with the analysis of the sequenceḡ, which obeys the recursion
The following lemma collects the information we need aboutḡ.
Lemma 2.1. Assume (A1). The following statements hold ifḡ 0 > 0 is sufficiently small, with all constants independent of j Ω andḡ 0 .
(i) For all j,ḡ j > 0,ḡ
For all j and k,ḡ j is non-increasing in β k .
(ii) (a) For real n ∈ [1, ∞) and m ∈ [0, ∞), there exists C n,m > 0 such that for all k ≥ j ≥ 0,
The constant c j is continuous in g 0 and if the β j depend continuously on an external parameter such that (A1) holds uniformly in that parameter, then c j is also continuous in the external parameter.
, and j ≤ l, (with a constant independent of j and l),
Since β j = O(χ j ), by (2.8) the second statement of (2.3) is a consequence of the first, so it suffices to verify the first statement of (2.3). Assume inductively thatḡ j > 0 and thatḡ j = O(inf k≤jḡk ). It is then immediate from (2.8) thatḡ j+1 > 0 ifḡ 0 is sufficiently small depending on β ∞ , and that g j+1 ≤ḡ j if β j ≥ 0. By (A1), there are at most c −1 values of j ≤ j Ω for which β j < 0. Therefore, by choosingḡ 0 sufficiently small depending on β ∞ and c, it follows thatḡ j ≤ O(inf k≤jḡk ) for all j ≤ j Ω with a constant that is independent of j Ω .
To advance the inductive hypothesis for j > j Ω , we use 1−t ≤ e −t and
This shows thatḡ j = O(inf j Ω ≤k≤jḡk ). However, by the inductive hypothesis,ḡ j Ω = O(inf k≤j Ωḡ k ) for j ≤ j Ω , and hence for j > j Ω we do haveḡ j = O(inf k≤jḡk ) as claimed. This completes the verification of the first bound of (2.3) and thus, as already noted, also of the second. The monotonicity ofḡ j in β k can be proved as follows. Sinceḡ j does not depend on β k if k ≥ j by definition, we may assume that k < j. Moreover, by replacing j by j + k, we may assume that k = 0. Letḡ
Assuming thatḡ ′ j < 0 by induction, it follows that for j ≥ 1, 11) and the proof of monotonicity is complete.
(ii-a) We first show that if ψ : R + → R is absolutely continuous, then
To prove (2.12), we apply (2.2) to obtain
The integral can be written as
The first term on the right-hand side of (2.12) is then the sum over l of the first term on the right-hand side of (2.14), so it remains to estimate the double integral. By Fubini's theorem,
By (2.2) and (2.3), for s in the domain of integration we have
This permits us to estimate (2.15) and conclude (2.12). Direct evaluation of the integrals in (2.12) with ψ(t) = t n−2 | log t| m gives
To deduce (2.4), we only consider the case n > 1, as the case n = 1 is similar. Suppose first that j ≤ j Ω . Assumption (A1) implies that
and therefore
By (2.17), the first term is bounded by O(ḡ
The second term obeys the same bound, by (A1) and (2.3), as does the last term (which is only present when j Ω < ∞) due to the exponential decay. This proves (2.4) for the case j ≤ j Ω . On the other hand, if j > j Ω , then again using the exponential decay of χ l and (2.3), we obtain
This completes the proof of (2.4) for the case n > 1.
(ii-b) To prove (2.5), let c > 0 be as in Assumption (A1) and setĝ j+1 =ĝ j − cĝ 2 j withĝ 0 =ḡ 0 . The sequence (ĝ j ) satisfies the bound (2.5), since application of (2.12) with ψ(t) = t −2 gives (k + 1)c =ĝ We first show that it suffices to prove that
(the first inequality holds since χ j = 1 for j ≤ j Ω by definition). To see this, we note that for g 0 > 0 sufficiently small and for all j,
For j > j Ω , by (2.21) and the fact thatḡ j = O(ḡ j Ω ) by (2.3), this implies that
For j ≤ j Ω , since χ j = 1, it suffices to prove (2.5) with n = 1, i.e., (2.21). Letβ j = min{c, β j }, and defineg j by the recursiong j+1 =g j −β jg 2 j withg 0 =ḡ 0 . By the monotonicity in β asserted in part (i),ḡ j ≤g j ,ĝ j ≤g j .
(2.24)
Denote by 0 ≤ j 1 < j 2 < · · · < j m the sequence of j ≤ j Ω such that β j < c. By (A1), the number of elements in this sequence is indeed finite. By the first inequality of (2.24) and the definition of g j , it follows that, for j ≤ j Ω ,
Thus, withg 0 =ĝ 0 , the second inequality of (2.24), and the definition ofĝ j ,
The product on the last line is a product of at most m factors which are each 1 + O(g 0 ), and can thus be bounded by 1 + O(g 0 ). In particular, 27) and the proof of (2.5) is complete.
(iii-a) By Taylor's theorem and (2.2), there exists r k = O(β kḡk ) 2 such that
Since log(1 + r k ) = O(χ kḡ 2 k ), it follows from (2.4) that the sum on the right-hand side of (2.29) is bounded by O(χ jḡj ) uniformly in l. We can thus define
The bound on the sum also shows
Moreover, these estimates hold uniformly in a neighborhood of g 0 and in the external parameter, by assumption. Thus the dominated convergence theorem implies continuity of c j , both in g 0 and in the external parameter, and the proof is complete.
(iii-b) Since ζ j ≤ 0 for all but c −1 values of j ≤ j Ω , by (2.3) withḡ 0 sufficiently small,
] to obtain
The bounds for l ≤ j Ω and j ≥ j Ω together imply (2.7).
In particular, if β j ≥ 0, then δ j+1 ≤ δ j . By (A1), there are at most c −1 values of j ≤ j Ω for which β j < 0, and hence δ j ≤ δ(1 + O(ḡ 0 )) for j ≤ j Ω . The desired estimate therefore holds for j ≤ j Ω . For j ≥ l > j Ω , as in (2.9) we have (2.35) and thus the claim remains true also for j > j Ω .
Flow ofz andμ
We now establish the existence of unique solutions to thez andμ recursions with boundary conditionsz ∞ =μ ∞ = 0, and obtain estimates on these solutions. Proof. By (1.1),z j+1 =z j − ζ jḡjzj − θ jḡ 2 j , so that
In view of (2.7), whose assumptions are satisfied by (A2), the unique solution to the recursion for z which obeys the boundary conditionz ∞ = 0 is
and by (A2), (2.4), and (2.7),
Sinceḡ j is defined by a finite recursion, its continuity in m ∈ M ext follows from the assumed continuity of each β k in m. To verify continuity ofz j in m, letz j,n =
Forμ, we first define
so that the recursion forμ can be written as
Given α ∈ (λ −1 , 1), we can chooseḡ 0 sufficiently small that
The limit of repeated iteration of (2.41) gives
as the unique solution which obeys the boundary condition µ ∞ = 0. Geometric convergence of the sum is guaranteed by (2.42), together with the fact that σ j ≤ O(χ jḡj ) ≤ O(1). To estimate (2.43), we use
Since α < 1, the first bound of (2.3) and monotonicity of χ imply that
The proof of continuity ofμ j in M ext is analogous to that forz j . This completes the proof.
Differentiation of quadratic flow
The following lemma gives estimates on the derivatives of the components ofV j with respect to the initial conditionḡ 0 . We write f ′ for the derivative of f with respect to g 0 =ḡ 0 . These estimates are an ingredient in the proof of Theorem 1.4(ii). Lemma 2.3. For each j ≥ 0,V j = (ḡ j ,z j ,μ j ) is twice differentiable with respect to the initial conditionḡ 0 > 0, and the derivatives obeȳ
(2.46)
Proof. Differentiation of (1.6) givesḡ
from which we conclude by iteration andḡ
Therefore, by (2.6),ḡ
For the second derivative, we useḡ
With the bounds of Lemma 2.1, this gives
. It then follows from (A2), (2.50), and Lemma 2.1(ii,iii-b) that
We differentiate (2.37) and apply (2.50) and Lemma 2.1(ii) to obtain Forμ j , we recall from (2.42)-(2.43) that
with τ j and σ l given by (2.39), and with 0 ≤ (λ j − τ j ) −1 ≤ α < 1. This gives
The first product is bounded by α l−j+1 , and this exponential decay, together with (2.39), (2.38), and the bounds just proved forḡ ′ andz ′ , lead to the upper bound |μ 
46). Straightforward further calculation leads to the bound onμ

Proof of Proposition 1.2
Proof of Proposition 1.2. The estimates (1.9) follow from Lemma 2.1(ii) and Lemma 2.2. The continuity ofḡ j ,z j andμ j in m follows from Lemma 2.2, and their differentiability in the initial conditionḡ 0 follows from Lemma 2.3.
Proof of main result
In this section, we prove Theorem 1.4. We begin in Section 3.1 with a sketch of the main ideas, without entering into details.
Proof strategy
Two difficulties in proving Theorem 1.4 are: (i) from the point of view of dynamical systems, the evolution map Φ is not hyperbolic; and (ii) from the point of view of nonlinear differential equations, a priori bounds that any solution to (1.5) must satisfy are not readily available due to the presence of both initial and final boundary conditions.
Our strategy is to consider the one-parameter family of evolution maps (Φ t ) t∈[0,1] defined by
with the t-independent boundary conditions that (K 0 , g 0 ) is given and that (z ∞ , µ ∞ ) = (0, 0). This family interpolates between the problem Φ 1 = Φ we are interested in, and the simpler problem Φ 0 =Φ = (ψ,φ). The unique solution forΦ isx j = (K j ,V j ), whereV is the unique solution ofφ from Section 2, and whereK j is defined inductively for j ≥ 0 (recall Lemma 1.3) bȳ
We refer tox as the approximate flow.
We seek a t-dependent global flow x which obeys the generalisation of (1.5) given by
Assuming that x j = x j (t) is differentiable in t for each j ∈ N 0 , we seṫ
Then differentiation of (3.3) shows that a family of flows x = (x j (t)) j∈N 0 ,t∈[0,1] must satisfy the infinite nonlinear system of ODEṡ
Conversely, any solution x(t) to (3.5), for which each x j is continuously differentiable in t, gives a global flow for each Φ t . We claim that (3.5) can be reformulated as a well-posed nonlinear ODĖ
in a Banach space of sequences x = (x 0 , x 1 , . . . ) with carefully chosen weights, and for a suitable nonlinear functional F . For this, we consider the linear equation
where the sequences x and r are held fixed. Its solution with the same boundary conditions as stated below (3.1) is written as y = S(t, x)r. Then we define F , which we consider as a map on sequences, by
, and hence (3.6) is equivalent to (3.5) with the same boundary conditions. The main work in the proof is to obtain good estimates for S(t, x), in the Banach space of weighted sequences, which allow us to treat (3.6) by the standard theory of ODE. We establish bounds on the solution simultaneously with existence, via the weights in the norm. These weights are useful to obtain bounds on the solution, but they are also essential in the formulation of the problem as a well-posed ODE.
As we show in more detail in Section 4.1 below, the occurrence of D x Φ j (t, x j ) in (3.5), rather than the naive linearisation D x Φ j (0) at the fixed point x = 0, replaces the eigenvalue 1 in the upper left corner of the square matrix in (1.1) by the eigenvalue 1 − 2β j g j , which is less than 1 except for those negligible j values for which β j < 0. This helps address difficulty (i) mentioned above. Also, the weights guarantee that a solution in the Banach space obeys the final conditions (z ∞ , µ ∞ ) = (0, 0), thereby helping to solve difficulty (ii).
Sequence spaces and weights
We now introduce the Banach spaces of sequences used in the reformulation of (3.5) as an ODE. These are weighted l ∞ -spaces.
Definition 3.1. Let X * be the space of sequences x = (x j ) j∈N 0 with x j ∈ X j . For each α = K, g, z, µ and j ∈ N 0 , we fix a positive weight w α,j > 0. We write x j ∈ X j = W j ⊕ V as x j = (x α,j ) α=K,g,z,µ . Let 9) and
It is not difficult to check that X w is a Banach space for any positive weight sequence w. The required weights are defined in terms of the sequenceg = (g j ) j∈N 0 which is the same as the sequenceḡ for a fixedg 0 ; i.e., giveng 0 > 0, it satisfiesg j+1 =g j − β jg 2 j . We need two different choices of weights w, defined in terms of the parameters a, h of (1.10) and the parameter a * of Lemma 1.3. These are the weights w = w(g 0 , a, a * , h) and r = r(g 0 , a, a * , h) defined by
where (χ j ) is the Ω-dependent sequence defined by (1.8). Furthermore, letx = (K,V ) =x(K 0 , g 0 ) denote the sequence in X * that is uniquely determined from the boundary conditions (K 0 ,ḡ 0 ) = (K 0 , g 0 ) and (z ∞ ,μ ∞ ) = (0, 0) viaV j+1 =φ j (V j ) andK j+1 = ψ j (K j ,V j ), whenever the latter is well-defined. Given an initial condition (K 0 ,g 0 ), letx =x(K 0 ,g 0 ).
Let sB denote the closed ball of radius s in X w . Ifg 0 = g 0 andK 0 = K 0 , the desired bounds (1.18)-(1.21) are equivalent to x ∈x + bB. Also, the projection ofx + B onto the the j th sequence element is contained in the domain D j defined by (1.10). We always assume thatg 0 is close to g 0 =ḡ 0 , but not necessarily that they are equal. The use ofg rather thanḡ permits us to vary the initial condition g 0 =ḡ 0 without changing the Banach spaces X w , X r . The use of g 0 -dependent weights rather than, e.g., the weight j −2 log j for j Ω = ∞ (see Remark 1.6(i)) allows us to obtain estimates with good behaviour as g 0 → 0. Note that the weight w g,j does not include a factor χ j , and thus does not go to 0 when j Ω < ∞ (see Example 1.1(ii)).
Remark 3.2. The weights w apply to the sequenceẋ of (3.4). As motivation for their definition, consider the explicit example of ρ j (x j ) = χ j g 3 j . In this case, the g equation becomes simply
(3.12)
With the notationġ j = ∂ ∂t
Thus, by iteration, usingġ 0 = 0, we obtaiṅ
For simplicity, consider the case t = 0, for which g =ḡ. In this case, it follows from (2.6), (2.3), and (2.4) thatġ
which produces the weight w g,j of (3.11). (It can be verified using (2.12) that if we replace χ j by β j in the above then no smaller weight will work.)
Implications of Assumption (A3)
For φ equal to either of the maps ρ, ψ of (1.4), we define φ :
The next lemma expresses immediate consequences of Assumption (A3) for ρ and ψ in terms of the weighted spaces. Let ω > κΩ, and let φ denote either ψ or ρ. The map φ :x + B → X r is twice continuously Fréchet differentiable, and there exists a constant C = C(a, a * , h) such that
Proof. The bound (3.17) is equivalent to (1.11) (recall (3.16)) since
Next we verify the bounds on the first derivatives in (3.18). By assumptions (1.12)-(1.13), together with (2.3), the definition of the weights (3.11), and for (3.21) also the fact that χ j /χ j+1 ≤ Ω by (1.8), we obtain for x ∈x + B,
which establishes the bounds on the first derivatives in (3.18), forg 0 sufficiently small. The bounds on the second derivatives are also immediate consequences of Assumption (A3). First, (1.14) and the definition of the weights (3.11) imply that, for 2 ≤ n + m ≤ 3,
In addition, these bounds on the second and third derivatives imply that
and hence that φ :x + B → X r is indeed twice Fréchet differentiable. The above bound on the third derivatives also implies continuity of this differentiability. This completes the proof.
The smoothness ofx is addressed in the following lemma.
Lemma 3.4. Assume (A1-A3), and let δ > 0 andg 0 > 0 both be sufficiently small. Then there exists a neighbourhoodN =N δ ⊂ W 0 ⊕ R + of (K 0 ,g 0 ) such thatx :N →x + δB is continuously Fréchet differentiable, and
The neighbourhoodN contains a ball centred at (K 0 ,g 0 ) with radius depending only ong 0 , δ, and the constants in (A1-A3), which is bounded below away from 0, uniformly on compact subsets of smallg 0 > 0.
We will show thatN is a neighbourhood of (K 0 ,g 0 ) and thatx :N →x + δB is continuously Fréchet differentiable. Sincex −1 (x + δB) =V −1 (x + δB) ∩K −1 (x + δB), it suffices to show that each ofV −1 (x + δB) andK −1 (x + δB) is a neighbourhood of (K 0 ,g 0 ), and that each ofV andK is continuously Fréchet differentiable onN as maps with values in subspaces of X w . We begin withV . LetV ′ j denote the derivative ofV j with respect to g 0 , and letV ′ = (V ′ j ) denote the sequence of derivatives. It is straightforward to conclude from Lemma 2.3, Lemma 2.1(iv), and (3.11) that
In particular, this implies thatV −1 (x+δB) contains a neighbourhood ofg 0 satisfying the condition stated below (3.27). ThatV ′ is actually the derivative ofV in the space X w can be deduced from the fact that the sequenceV ′′ (g 0 ) is uniformly bounded in X w for g 0 ∈N g (though not uniform in g 0 ) by Lemma 2.3, using
The continuity ofV ′ in X w follows similarly. ForK, we first note that
Since κ < Ω −1 < 1, and sinceg j+1 /g j → 1 by (2.3), we obtain
Similarly, by (1.13) and Lemma 2.3,
By induction, again using κ < Ω −1 andḡ j ≤ḡ 0 , we conclude
These bounds imply thatK −1 (x+δB) contains a neighbourhood of (K 0 ,g 0 ) satisfying the condition stated below (3.27), and also that the component-wise derivatives ofK with respect to g 0 and K 0 are respectively in X w ∼ = L(R, X w ) and L(W 0 , X w ). To verify that the component-wise derivative of the sequenceK is the Fréchet derivative in the sequence space X w , it again suffices to obtain bounds on the second derivatives in X w , as in (3.30). For example, since D 2
it follows from (3.31), (1.12)-(1.14), and induction that, for (K 0 , g 0 ) ∈N withN ⊂ W 0 ⊕ R chosen sufficiently small, and with ω ∈ (κΩ, 1),
and thus that the component-wise derivative
is bounded in the norm of L 2 (W 0 , X w ) for (K 0 , g 0 ) ∈N. Similarly, slightly more complicated recursion relations than (3.35) for D 2 g 0K j and D g 0 D K 0K j show that the component-wise second derivative ofK is uniformly bounded in L 2 (W 0 ⊕ R, X w ) whenN is again chosen sufficiently small. This shows as in (3.30) thatK is continuously Fréchet differentiable fromN to X w . We have thus shown thatx is continuously Fréchet differentiable from a neighbourhoodN of (K 0 ,g 0 ) to X w , and (3.27) follows from (3.29) and (3.34).
Reduction to a linear equation with nonlinear perturbation
For given sequences x, r ∈ X * , we now consider the equation
With x and r fixed, this is an inhomogeneous linear equation in y. Lemma 3.5 below, which lies at the heart of the proof of Theorem 1.4, obtains bounds on solutions to (3.37), including bounds on its x-dependence. The latter allows us to use the standard theory of ODE in Banach spaces to treat the original nonlinear equation, where x and r are both functionals of the solution y, as a perturbation of the linear equation. In addition to the decomposition X j = W j ⊕ V, with x j ∈ X j written x j = (K j , V j ), it is convenient to also use the decomposition X j = E j ⊕ F j with E j = W j ⊕ R and F j = R ⊕ R, for which we write x j = (u j , v j ) with u j = (K j , g j ) and v j = (z j , µ j ). We denote by π α the projection operator onto the α-component of the space in which it is applied, where α can be in any of {K, V }, {u, v} = {(K, g), (z, µ)}, or {K, g, z, µ}.
Recall that the spaces of sequences X w are defined in Definition 3.1 and the specific weights w and r in (3.11) . The following lemma is proved in Section 4.
Lemma 3.5. Assume (A1-A3). Then there is a constant C S , independent of the parameters a and h in (1.10), and a constant C ′ S = C ′ S (a, h), such that ifg 0 > 0 is sufficiently small, the following hold for all t ∈ [0, 1], x ∈x + B.
(i) For r ∈ X r , there exists a unique solution y = S(t, x)r ∈ X w of (3.37) with boundary conditions π u y 0 = 0, π v y ∞ = 0.
(ii) The linear solution operator S(t, x) satisfies
(3.38)
, the solution operator is continuously Fréchet differentiable and satisfies 
. Lemmas 3.3 and 3.5 imply that ifg 0 > 0 is sufficiently small then
w is continuously Fréchet differentiable and
Similarly, by the product rule, there exists C such that
and thus, in particular, F is Lipschitz continuous in x ∈x + B.
We can now apply the standard local existence theory for ODE in Banach spaces, as follows. For y ∈ B, letF (t, y) = F (t,x + y). 
It does not depend on the Lipschitz constant ofF .
As discussed around (3.6), it follows that x =x + y(1) is a solution to (1.5). By construction,
w , and since π vx∞ = π vx∞ (u 0 ) = 0, it is also true that π v x ∞ = 0. Thus x satisfies the required boundary conditions.
To prove the estimates (1.18)-(1.21) for x(u 0 ) with u 0 ∈ N ⊆N, we apply x(u 0 )−x X w ≤ b−2δ and x(u 0 ) −x X w ≤ δ to see that
and analogously that
Since b − δ < b, by assuming that |g 0 −ḡ 0 | is sufficiently small, i.e., shrinkingN to a smaller neighbourhood N if necessary, we obtain with (2.46) that By Proposition 1.2,V j is continuously differentiable in g 0 for each j ∈ N 0 . Note also thatV j is independent of K 0 . It can be concluded from the differentiability ofV j and from (A3) thatK j is continuously Fréchet differentiable in (K 0 , g 0 ). Together with the continuous differentiability of y in the sequence space X w , this implies that as elements of the spaces X j , each x j = (K j , V j ) is a C 1 function of u 0 . To prove that the derivatives of z 0 and µ 0 with respect to g 0 are uniformly bounded, it suffices to verify this for the contributions to x due to y, by Lemma 2. 
With Lemma 3.4, this gives 
Proof of Lemma 3.5
It now remains only to prove the key Lemma 3.5. The proof proceeds in three steps. The first two steps concern an approximate version of (3.37) and the solution of the approximate equation, and the third step treats (3.37) as a small perturbation of this approximation.
Step 1. Approximation of the linear equation
Define the mapΦ 0 j : X j → X j+1 by extending the mapφ j : V → V trivially to the K-component, i.e.,Φ 0 j = (0,φ j ) in the decomposition X j+1 = W j+1 ⊕ V. Thus Φ(t, x) =Φ 0 (x) + (ψ(x), tρ(x)). Explicit computation of the derivative ofφ j of (1.4), using (1.1), shows that
2)
The block matrix structure in (4.1) is in the decomposition X j = E j ⊕F j introduced in Section 3.4. The matrix DΦ 0 j (x j ) depends on x j ∈ X j , but it is convenient to approximate it by the constant matrix
where the 2 × 2 blocks A j , B j , and C j of L j are defined by
withη j ,γ j ,λ j , andξ j as in (4.2) with x replaced byx. Thus we study the equation
which approximates (3.37). To analyse (4.5), and also for later purposes, we derive properties of the matrices A j , B j , C j in the following lemma.
Lemma 4.1. Assume (A1-A2). Let α ∈ (λ −1 , 1). Then forg 0 > 0 sufficiently small (depending on α), the following hold.
(i) Uniformly in all l ≤ j,
.
(4.6)
(ii) Uniformly in all j,
Proof. (i) It follows immediately from (4.4) that
and thus (2.6) implies (i).
(ii) It follows directly from (4.4) and Lemma 2.2 that (4.7) holds.
(iii) Note that
We apply this formula with the inverse matrices
The product definingτ j,l is O(1) by (2.7). Assume thatg 0 is sufficiently small that, with Lemma 2.2 and (A2),α m < α for all m.
This completes the proof.
The following lemma provides a solution to (4.5).
Lemma 4.2. Assume (A1-A2) and thatg 0 > 0 is sufficiently small. We write y as a column vector y = (u, v). Then
is the unique solution to (4.5) which obeys the boundary conditions u 0 = v ∞ = 0 and for which the series (4.18) converges.
The lemma indeed solves (4.5): given r we first obtain u via (4.17) and then insert u into (4.18) to obtain v. The empty product in (4.17) is interpreted as the identity, so the term in the sum corresponding to l = j − 1 is simply π u r j−1 .
Proof of Lemma 4.2. The u-component of (4.5) is given by u j+1 = A j u j + π u r j .
(4.19)
By induction, under the initial condition u 0 = 0 this recursion is equivalent to (4.17).
The v-component of (4.5) states that 
Step 2. Solution operator for the approximate equation
We now prove existence, uniqueness, and bounds for the solution to the approximate equation (4.5). The constant C S 0 is independent of the parameters a, h which define the domain D j in (1.10).
Step 3. Solution of the linear equation
Now we prove Lemma 3.5, which involves solving the equation (3.37) and estimating its solution operator. In preparation, we make some definitions and prove two preliminary lemmas. We rewrite (3.37) as y j+1 = D x Φ j (t, x j )y j + r j = L j y j + W j (t, x j )y j + r j , (4.34)
where
It is convenient to define an operator W (t, x) on sequences via (W (t, x)) 0 = 0 and (W (t, x)) j+1 = W j (t, x). This operator can be written as a block matrix with respect to the decomposition x = (K, V ) as This contributes to the bounds (4.38), withg 0 taken small enough. Lemma 3.3 gives bounds on the second term on the right-hand side of (4.40), as well as its derivative, and with these the proof of (4.39) is complete.
Lemma 4.5. For x ∈x + B, the map 1 − S 0 W (t, x) has a bounded inverse in L(X w , X w ).
Proof. As in (4.24), we write S 0 as a block matrix with respect to the decomposition x = (K, V ) as 
Together with the boundedness of the operators (1 − S 0 W (t, x)) −1 and S 0 , this proves (3.39) and completes the proof.
