The problem of sampled-data state reconstruction in linear time invariant systems is considered. A new full order observer structure that can generate intersample state estimation is introduced. The observer synthesis is carried out using the H 1 framework and is shown to have some important advantages over the classical lifting technique that has been used to study similar problems. A simulation example illustrates the application of the proposed design in the fast rate fault detection problem.
Introduction
The observer design problem (or the state reconstruction problem) is a very important problem that has various applications such as output feedback control, system monitoring, process identification and fault detection. The classical approach to the solution of this problem (for linear time invariant systems) is by using a structure consistent of a constant matrix that stabilises the observer error dynamics to achieve asymptotic convergence of the state estimations (see for example [1 -5] ). Modelling errors, plant disturbances as well as sensor noise, however, corrupt the state reconstruction given by this structure and are very difficult to incorporate in this setting, and this encouraged more work to be done in the so-called robust observer design problem in recent years. In the special case of stochastic noise and disturbances, Kalman developed the wellknown Kalman filter which is the state space version of the Wiener filtering problem (see for example [6] ). More recently, Watanabe and Himmelblau introduced the concept of unknown input observer in fault detection [7] , in order to decouple the effect of an unknown input disturbance from the observer error. Their goal was to study robust sensor fault detection in the presence of model uncertainty and their approach was later extended in a series of papers by Wünnenberg and Frank [8] , Frank and Wünnenberg [9] and Chen and Patton [10] to the detection of both sensor and actuator faults in which case the unknown input appears in both the state and output equations. Optimisation techniques have also been widely used in fault detection applications to minimise the disturbance effect and maximise the fault effect when complete decoupling is not possible [10 -13] . All of these works, however, consider the continuoustime (or the discrete-time) problem in which a continuous (discrete)-time observer is designed to observe the state of a continuous-time (discrete-time) plant. In this paper, our interest is the sampled-data observer (SDO) design problem. It is the problem of reconstructing the states of a continuous-time plant using a discrete-time observer, which can operate with a rate higher than the sample and hold devices connected to the plant because of the fact that the digital computer speed is normally very high compared with these devices. An important advantage of this sampled-data framework is the possibility to provide intersample estimation and, therefore, better piecewise approximate reconstruction of the continuous-time states of interest. Such information is very useful for observer applications specially in system monitoring and fault detection, where critical decisions should be taken within relatively short periods of time. However, obtaining this information is a challenge given the fact that the output information (needed for observer design) is only available at the slow rate of the sample device.
A classical approach used for the SDO design problem mainly in control applications is the so-called inferential control approach. In this technique, selected (primary) measurements of both process inputs and outputs are used to estimate the effect of secondary measurements (these may include unmeasured states, disturbances affecting the system etc.) and then a standard control system is used to adjust the fast rate control effort [14] . The most important part of this technique is the design of an estimator that minimises the estimation error of inferred measurements at fast sampling points where an actual measurement is unavailable [15] . In most cases, however, inferential control methods are restricted to specific types of control schemes or processes. Besides, the issues of practical importance (such as model uncertainty, system dynamics, unmeasured disturbances/noise, restrictions on the controller structure) are not incorporated [16] .
This encouraged much research to be done in the area of sampled-data control and one of the successful approaches that has been introduced is the lifting technique [17, 18] . The main idea of the lifting technique is to generate slow rate control inputs that depend on fast rate information of the reference input, using this additional information to control an augmented output which represents the fast rate error signal. Design of the controller in this case can be done within the multirate digital control framework [19] . This technique can also be used for the dual SDO design problem. However, the lifting technique has an important drawback which is the increased dimensional complexity introduced by transforming a multirate SISO into a single rate MIMO system [15] . This increased dimension can lead to the loss of the observability condition needed for the observer design application. In addition, the lifting approach introduces a time lag in the response [15] , which can have negative performance implications in real time observer applications.
In this paper, we study the SDO design problem using a novel approach. An observer design based on the fast rate plant model is introduced. In order to achieve intersample state estimation using this observer, we proceed as follows: two signals are fed to the observer, namely, the plant input and the plant output. The plant input is constant during the intersample, owing to the hold device, and is therefore fed to the observer at the fast rate. The plant output, on the other hand, is only available at the sampling instants and is therefore fed at the slow rate of the sample device connected to the plant. In order to obtain a robust estimate with respect to this unknown intersample output information, we formulate the problem as an H 1 optimal control problem, making use of the dynamic observer structure introduced in [20] where an observer gain is seen as a filter designed so that the error dynamics has some desirable frequency domain characteristics. We then show that the proposed H 1 problem is equivalent to a modified H 1 optimal control problem which satisfies the standard regularity assumptions in the H 1 optimisation theory. Based on these results, a design procedure that is solvable using commercially available software is presented. The proposed H 1 approach is also compared to the classical lifting approach through a set of simulation experiments and is shown to have some important advantages over the lifting technique when applied to a fast rate fault detection problem.
The rest of this paper is organised as follows: Section 2 introduces some mathematical background and some notations used throughout the paper. In Section 3, the SDO design problem is formulated using the classical lifting approach. It will be shown that, subject to the observability assumption, the lifting solution is equivalent to a trivial design consisting of a slow rate classical Luenberger observer which is updated by fast rate open loop estimations. In Section 4, we present our main result where we apply a robust dynamic framework as an alternative solution to the SDO design problem. We formulate this problem as a regular H 1 problem, proving that its solution is necessary and sufficient for the observer stability and showing that it overcomes some of the drawbacks associated with the lifting technique. Simulation results are presented in Section 5 and are conducted on a model of the rotary inverted pendulum, and some conclusions are drawn in Section 6.
Preliminaries and notation
Our attention is focused on the SDO design problem for sampled-data systems such as the one shown in Fig. 1 where the sample and hold devices are both operating with the speed 1/h s (h s being the sampling time). The objective of the SDO, as seen in Fig. 1 , is to provide state estimates at a faster rate 1/h f using the available inputoutput information. Given the fact that most physical systems of interest in systems and control are naturally continuous time, in the sequel, we consider the model of the plant P to be a known LTI system S of the form
where the pair (A, C) is observable. Knowing h s and h f , it follows that the two systems S s and S f (seen as the exact discretisations of the system S at the sampling rates 1/h s and 1/h f , respectively) are known and can be represented by the following step-invariant transformations [17] S s :
where for i ¼ (s; f ):
and where
The sampling times h s and h f are assumed to satisfy the following:
(i) h f is strictly less than h s and the ratio between them is an integer number, that is
(ii) the sampling time h f is non-pathological, that is, no two eigenvalues of A differ by (
Assumption (i) is a technical assumption that guarantees that the slow rate data is a proper subset of the fast rate data. Assumption (ii) implies that the observability assumption is preserved for the pair (A f , C) [17] . Luenberger observers for S s and S f will be denoted by C s and C f , respectively, and have the following structure [1]
where L i (the observer gain) is a static matrix designed to ensure that all of the eigenvalues of the matrix (A i 2 L i C) lie in the open left half complex plane. Throughout the paper, we will also make use of the following definitions and notations for discrete-time signals and systems.
, with ku(k)k as the Euclidean norm of the vector u(k).
For a discrete-time system G: L 2 ! L 2 , we will represent by g(G) the L 2 gain of that system defined by
In the case of a linear time-invariant system G: L 2 ! L 2 with a stable transfer matrixĜ(z), g (G) is equivalent to the H 1 norm ofĜ(z) defined as follows
where s max ( . ) represents the maximum singular value of G(e 2ju ). We will use lowercase italic letters to represent scalar variables, lowercase bold italic letters to represent vectors and uppercase bold italic letters for matrices. S and H will be used to represent the sample and hold operators with slow sampling time h s , while S f and H f will be used for the same operators with fast sampling time h f . We will use the matrices I n , 0 n and 0 nm to represent the identity matrix of order n, the zero square matrix of order n and the zero n by m matrix, respectively. The symbolT yu (z) represents the z-transform transfer matrix from the input u to the output y. The partitioned matrix K 
Lifting formulation for SDO design
To solve the SDO design problem introduced in Section 2 and represented by Fig. 1 , it is necessary to find a model that captures the fast rate states that we need to estimate [i.e. x f (k)] and which is, at the same time, function of an available set of input/output information. The model S s in (2) (which is an exact model of SPH) is a slow rate model although, and the Luenberger observer C s in (5) (or any other observer designed for S s ) would just give a state estimation for the slow rate states x s (k). On the other hand, using the model S f in (3) to design an observer such as C f in (5) is not a feasible solution for the SDO design problem, since it assumes the complete knowledge of the fast rate output information y f (k) (which is not true). The multirate system SPH f , however, maps the fast rate input u f (k) into the slow rate output y s (k) where both are measured 'known' signals. In this subsection, we will use the Lifting technique to find a model for SPH f that also captures the fast rate states x f (k). To this end, we will first give a brief introduction to the Lifting technique, then we will present how it can be used to design a SDO for the system in Fig. 1 . It will be shown that the Lifting solution is equivalent to a trivial design which consists of fast rate open loop estimations that are updated by a slow rate classical Luenberger observer.
Lifting technique
The Lifting technique is one of the classical approaches used in multirate digital control. It relies on the use of a linear, time-varying, non-causal operator L a , which operating on a discrete signal v(k) ; fv(0), v(1), v (2) ; Á Á Á
Here, a [ Z þ is referred to as the Lifting order. The Lifting operator transforms a fast rate signal into a slow rate signal that contains the same information. This is clear by noting that if v(k) is a discrete-time signal of vectors of order q sampled every h seconds, v(k) can be considered as a signal of vectors of order aq (sampled every ah seconds) and that store the same information in v(k). According to the previous discussion on the Lifting operator, the two signals (2) and (3)] are two discrete signals of different sampling times (h s and h f , respectively), while
have the same sampling time and are related by
The inverse of L a is denoted by L a 21 and is also a linear, time varying (but causal) operator. Both L a and L a 21 preserve the L 2 norms [17] .
In addition to lifting signals, the Lifting operators are also used to lift systems as follows: Consider G d : a discrete-time, LTI, single rate system (inputs and outputs are discrete signals sampled every h seconds) that has n states, m inputs and p outputs and that is represented as
where A, B, C and D are matrices of appropriate dimensions. The lifted system G d is defined as the system
It can be shown that the representation of
The system G d is also a discrete-time, LTI, single rate system. But it has am inputs and ap outputs and all these inputs and outputs are sampled every ah seconds. Therefore G d is considered as a slow rate representation of G d . Lifting a system preserves its H 1 norm, that is,
Throughout the paper, we will assume the Lifting order to be the constant r defined in (4), and we will use the operator L to refer to L r . Finally, we present two important system relations that hold for sampled-data systems such as the one in Fig. 1 using the Lifting operator (for proof refer to [17] 
where the operator Q is the static linear matrix [I m I m . . .
And
where the operator R is the static linear matrix [I p 0 p . . .
Application to the SDO design problem
As mentioned in the beginning of Section 3, the multirate system SPH f [which maps the fast rate input u f (k) into the slow rate output y s (k) as in (11) ] is needed to solve the SDO problem.
To find a model for that system, it is first easy to see [by using the Lifting notation in (9) ] that u f (k) is related to u s (k) by the equation
In order to reflect the response of the fast rate states x f (k), it is also important to remark that the model of P in (1) can also be represented as
where
(all the partitioned matrices here represent continuous-time state space representations). Therefore using the Lifting properties introduced in Section 3.1, along with (12) and (13), the multirate system SPH f can be represented by the following state space representation (see Appendix A for more details about the derivation of this model) The following theorem presents an observer for this model and provides conditions for its convergence. The observer presented in this theorem is obtained by applying a classical Luenberger observer structure to the state space model in (14) .
Theorem 1: The system described by the following equationŝ 
Hurwitz is a necessary and sufficient condition for the error e j (k) [and hence for the error e x (k)] to converge to zero. It follows that (15) is an SDO for the system in Fig. 1 withx f (k) as a fast rate state estimation. A
Remarks:
1. A necessary and sufficient condition for arbitrary pole placement of the SDO introduced in theorem 1 is the observability of the pair (A f r , C). It is important to note that this is not guaranteed by the 'non-pathological' assumption for h f in Section 2. 2. The observer has a time delay of h s (see [15] for more details about the lag problem associated with Lifting). This is clear by noting thatx f (0) (the first group of state estimations in the first inter-sampling period) is based on the initial guess for ĵ(0). The correction term ( y s (k) 2ŷ s (k)) has effect onx f (k) only starting from k ¼ 1. [which is an arbitrary approximation to y f (k) with an error vector d(k)], then the observer C f has an estimation error e ¼ x f 2x f with dynamics given from
The observer developed in this section through the Lifting technique is equivalent to two Luenberger observers
which is affected by d(k) causing divergence of the observer. In this section, we solve the SDO design problem by using a dynamic observer structure [instead of the Luenberger structure in (5)]. The idea behind this dynamic structure is to replace the static observer gain L f by a dynamic controller which offers extra degrees of freedom that can be used to shape the frequency domain characteristics of the estimation error as shown in [20] . We here focus on the SDO problem, applying this freedom to minimise the effect of d(k) on the estimation error, offering a robust alternative to the trivial design obtained by Lifting. We show that the proposed design overcomes some of the drawbacks associated with the Lifting technique. Moreover, we show that the problem is equivalent to an H 1 optimal control problem which satisfies the standard regularity assumptions in the H 1 optimisation theory, making the proposed design solvable using commercially available software. Towards that goal, the proposed dynamical observer for the fast rate model (3) where h(k) is obtained by applying a dynamical compensator on the output estimation error. In other words, h(k) is given from
where ỹ f (k) is an approximation to y f (k) with an error vector d(k) as given in (16) . We will also write
to represent the 'qth order' compensator in (20) and (21) . It is straightforward to see that the observer error dynamics in (17) 
which can also be represented by the standard setup in Fig. 2 having the variables in (25) v ¼ dðkÞ n ¼ hðkÞ ð 25Þ z ¼ eðkÞ ¼ x f ðkÞ Àx f ðkÞ w ¼ CeðkÞ þ dðkÞ and the controller K in (22), and with the plant G as the standard state space representation in (26)
Therefore the SDO design problem reduces to the input/ output stability problem of the setup in Fig. 2 which has as input the approximation error d(k) and as output the observer estimation error e(k). With an arbitrary choice for ỹ f (k) in (16) , one can ensure that d(k) is a bounded signal and the problem in Fig. 2 can then be solved as an L 1 optimisation problem. However, we here focus on the use of H 1 optimisation to solve this problem, assuming d(k) to be of finite energy (i.e. d(k) [ L 2 ) or to have a certain frequency pattern reducing the problem to a weighted H 1 optimal control problem. Unfortunately, the SDO design problem cannot be carried out directly using the standard H 1 solution, since the standard form in (26) does not satisfy all of the regularity assumptions in the H 1 framework, summarised in Section 4.1. (Notice that D 12 T D 12 is singular.) In the following, we show that this irregular H 1 problem is equivalent to a modified H 1 problem satisfying all the regularity assumptions. Based on this result, we present a design procedure that can be used to compute the dynamic gain K for the SDO in (18) -(22).
Problem regularisation
By adding a 'weighted' disturbance term in the state equation of the fast rate model (3), now we tackle the problem of designing an observer for the following system
where the vector f(k) is a disturbance term. Using the same observer defined by (18) - (22), it can be seen that the observer error dynamics can still be represented by the setup in and redefining the plant G as
This standard form, however, still does not satisfy the regularity assumptions in the H 1 problem since D 12 T D 12 is singular. Fortunately, regularisation can be done by extending the external output z to include the 'weighted' vector bh(k), where b . 0. This adds another change in Fig. 2 consisting of replacing z by z defined as z ¼ ½eðkÞ bhðkÞ
T ð31Þ
The plant G is then given by
It follows that all of the regularity assumptions summarised below [17, 21] are now satisfied:
1. (A, B 2 ) stabilisable: satisfied for any matrix A.
Therefore all the regularity assumptions are satisfied iff the pair (A f , C) is detectable, which is implied by the 'non-pathological' assumption on h f in Section 2 [that guarantees (A f , C) to be observable].
Proof of equivalence
Let T 1 be the setup in Fig. 2 associated with (26) , T 2 the one associated with (30) and T 3 the one associated with (32) where the three share the same controller K in (22) . And letT 1 (z),T 2 (z) andT 3 (z) be their corresponding transfer matrices. The following two lemmas demonstrate a certain equivalence relationships among these setups (see Appendix B for detailed proofs).
Lemma 1: Consider a stabilising controller K for the setups T 1 and T 2 , then kT 1 (z)k 1 , l if and only if 9e . 0 such that kT 2 (z)k 1 , g.
Lemma 2: Given e . 0 and a stabilising controller K for the setups T 2 and T 3 , then kT 2 (z)k 1 , g if and only if 9b . 0 such that kT 3 (z)k 1 , g.
We are now ready to present our main result in the form of a theorem showing that the observer gain K needed to minimise the energy (L 2 norm) of the estimation error for the SDO in (18) - (22) must solve a regular H 1 optimal control problem. To this end, we define the regular discrete H 1 problem 'Problem 1' as follows:
Problem 1: Given e . 0 and b . 0, find S, the set of admissible controllers K satisfying kT zv (z)k 1 , g for the setup in Fig. 2 with G having the state space representation in (32).
The main result is summarised in the following theorem.
Theorem 2: Consider the SDO design problem in Fig. 1 with the plant P in (1) and the fast rate model in (3) . Then, the following two statements are equivalent:
(i) The observer (18) - (22) with the dynamic gain K has a minimum estimation error energy.
(ii) 9e
(the set of controllers solving 'Problem 1' defined above with the minimum possible g).
Proof: Since the observer's error dynamics is represented by T 1 [the setup in Fig. 2 associated with (26) ], then the estimation error's energy satisfies
Then, kek L 2 is minimised, for a certain disturbance signal d(k), if and only if the controller K minimises kT 1 (z)k 1 . The equivalence of the two statements then follows as a direct result of lemmas 1 and 2. A
New H 1 design procedure
The following iterative 'binary search' procedure is then proposed to evaluate the observer gain K that minimises the estimation error's energy of the SDO observer in (18) - (22):
Design procedure:
Step 1. Set g low to an arbitrary small positive value and g high to an arbitrary large positive value.
Step 2. Set e . 0 and b . 0 and set g (g low þ g high )/2.
Step 3. Test solvability of problem 1 (the regular H 1 problem defined earlier). If test fails, then go to step 5; otherwise solve the problem (using available software packages), select any K [ S as a candidate observer gain and set g high g.
Step 4. If jg high 2 g low j , a threshold value, then stop the algorithm, otherwise go back to step 2.
Step 5. Set e e/2 and b b/2. If e or b , a threshold value, then g low g and go to step 4, otherwise go to step 3. Remarks: † The H 1 design procedure is guaranteed to converge if the pair (A f , C) is detectable [21] . This detectability condition is guaranteed by the 'non-pathological assumption' on h f (unlike the observability condition of the Lifting technique as seen at the end of Section 3.2).
† The H 1 SDO does not introduce a time delay in the state estimation. This is another advantage of the H 1 approach over the Lifting technique in Section 3 (see the remarks at the end of Section 3.2 for more details). † The assumption of finite energy is easily satisfied in step tracking applications if ỹ f (k) is selected as ỹ f (k) ¼ y s (r(k mod r)) (i.e. approximating the fast rate output as a constant signal between samples). In that case, the approximation error term d(k) in (16) is guaranteed to be a finite energy signal, that is, d(k) [ L 2 .
Simulation results
In this section, we consider an illustrative example using the rotary inverted pendulum (ROTPEN ) shown schematically in Fig. 3 [22] . The angle that the perfectly rigid link of length l 1 and inertia J 1 makes with the x-axis of an inertial frame is denoted u 1 (degrees). Also, the angle of the pendulum (of length l 2 and mass m 2 ) from the z-axis of the inertial frame is denoted u 2 (degrees). The ROTPEN has a state space model of the form
T is the state vector and u is the scalar servomotor voltage input (volt). The output is assumed to be u 1 (the motor angle), that is, y ¼ x 1 . The system parameters are [22] 
This model is open-loop unstable with the open-loop poles as f0, 213.3131, 20.9942 + 6.8510jg. In our simulation, we first stabilise the system, furthermore the closed-loop poles and the feedforward gain are chosen to make the output track a step input of magnitude of 108. This is for the purpose of validating the convergence of the proposed observer schemes and demonstrating the results in a controlled manner. But it is true that the observers can work for unstable systems. The simulation time is taken as 50 s. The observer design in case of H 1 was done with the help of the Matlab command 'hinfsyn' and using the bilinear transformation approach [17] to obtain a discrete H 1 controller. In case of lifting, the command 'place' was used to place the discrete poles of the observer (15) at f0.0183, 0.0025, 20.0563 + 0.1231jg.
The value of h f is fixed to 0.1 and h s is changed to take the values f0.2, 0.5, 0.8 and 1g. This represents a study for different values of r in (4). The approximated output ỹ f (k) is chosen as the held output between samples [i.e. 
Case study 1
In this case, the simulation is conducted to study the difference between the Lifting technique introduced in Section 3 and the H 1 technique of Section 4. The observer initial conditions (for both techniques) are taken as [0.2 0 0 0] T . Fig. 6 shows the output estimation error for the two cases when h s ¼ 1. Table 1 shows the trend of state estimation error's L 2 norm with the change of h s . With the increase of r (the ratio between h s and h f ), the number of inputs and outputs for the system defined by (14) increases, making the implementation of the Lifting technique more complex. It is also important to note that for very large values of h s , the system in (14) could become unobservable, making the use of the Lifting technique impossible (as is the case for values of h s ) 1). Two factors are important in the choice of r: the computer speed to implement the observer in Fig. 1 ; the required bound on the disturbance term, since the norm of the vector d(k) in (16) increases with the increase of r.
Case study 2
In this case, the simulation shows the application of the Lifting and H 1 sampled-data observers in the fast rate fault detection problem. In this experiment, h s is assumed to be 1 s, and a sensor fault is assumed to start after 20 s in the form of a small bias of magnitude 1.758. The residual signal s(k) is taken as the summation of the output estimation error (r(k)) over a time window, and a simple decision scheme at step k is assumed as follows
Applying both techniques [with the threshold in (35) as 2.0], the fault in H 1 is detected at time 20.1 s, while in Lifting it is detected at time 22 s. The residual signals for both techniques are shown in Fig. 7 . This case study demonstrates that the proposed H 1 observer scheme can provide updated residual signal in fast rate without introducing much time delay. This is important in the fault detection applications. However, in this example, no disturbance is added. In the case of unknown disturbance, more treatment needs to be taken to eliminate or attenuate the effects of disturbance which is a robust fault detection problem. The proposed H 1 observer can find potential applications in this context.
Conclusion
In this paper, we considered the problem of sampled-data state reconstruction in linear time invariant systems. An observer structure that can generate intersample state estimation is introduced and the problem is shown to be equivalent to a well defined H 1 optimal control problem. A design algorithm to solve the H 1 optimisation problem is presented and can be carried out using commercially available software, such as MATLAB. The proposed H 1 design has some important advantages over the classical Lifting technique. This has been demonstrated through simulation experiments conducted on the rotary inverted pendulum. 
