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Dynamical semigroups have become the key structure for describing open system
dynamics in all of physics. Bounded generators are known to be of a standard form,
due to Gorini, Kossakowski, Sudarshan and Lindblad. This form is often used also in
the unbounded case, but rather little is known about the general form of unbounded
generators. In this paper we first give a precise description of the standard form
in the unbounded case, emphasizing intuition, and collecting and even proving the
basic results around it. We also give a cautionary example showing that the standard
form must not be read too naively. Further examples are given of semigroups, which
appear to be probability preserving to first order, but are not for finite times. Based
on these, we construct examples of generators which are not of standard form.
I. INTRODUCTION
Dynamical semigroups have become the key structure for describing open system dynam-
ics in all of physics. Their importance for describing processes with decoherence can hardly
be underestimated, and with the new push towards quantum technologies, where noise is
the principal enemy, their role has been steadily growing. Yet our structural understanding
of dynamical semigroups is curiously limited. For comparison look at the case of reversible
dynamics: In that case we know that any time evolution with continuous expectation values
is implemented by a continuous unitary group, which is in turn generated by a self-adjoint
Hamiltonian operator. So we have a complete mathematical characterization of all such
evolutions. In fact, the spectral theorem for unbounded self-adjoint operators was one of
the first elements of the mathematical structure of quantum mechanics which von Neumann
developed, and he did it for just this purpose. The analogous open systems problem then
would be the following:
Problem I.1. Consider a Hilbert space H. Characterize all one-parameter semigroups t 7→
Tt, (t ≥ 0) such that each Tt is a completely positive map on the trace class T(H), and, for
any ρ ∈ T(H) and any bounded operator A ∈ B(H), we have limt→0 tr
(Tt(ρ)A) = tr(ρA).
Of course, this volume celebrates the solution of a fundamental special case of this prob-
lem, namely the case of bounded generators, which is equivalent to the uniform continuity
condition limt→0 ‖Tt − I‖ = 0. But the problem as written above, i.e., of characterizing
also the merely strongly continuous dynamical semigroups or, equivalently, their unbounded
generators, is open. In spite of this, many applications use unbounded versions of the GKLS-
form of the generator, which we will call the “standard form” in the sequel. The basic idea
for the standard form goes back to Davies [1], and has been somewhat further developed
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2since [2–4]. The typical attitude towards this problem is currently to use unbounded stan-
dard forms where it seems natural, but to avoid the general unbounded case. In fact, at the
Torun conference one prominent member of our community called that a hopeless problem.
Indicative of this state of affairs is that the papers [5, 6] from 1995/96, which presents an
example of a non-standard generator has practically not been cited. Likewise underrated
is the work of Bill Arveson [7], which also goes well beyond the standard form. The last
author is indebted to Franco Fagnola for reminding him of this work, which he earlier had
ignored erroneously as being mostly about the special case of endomorphism semigroups [8].
Therefore, our aim in this survey is twofold: Firstly, we will give a description of the
standard form in the unbounded case, emphasizing intuition, and collecting and even proving
the basic results around it. We also give a cautionary example (Sect. IIIA) showing that
the standard form must not be read too naively. Further examples are given of semigroups
[1, 6], which appear to be probability preserving to first order (i.e., when looking only at the
generator on the finite-rank part of its domain), but not for finite times. This phenomenon
is akin to classical processes allowing escape to infinity in finite time. Secondly, we will give
examples of generators which are not of standard form, by modifying the previous examples.
In order to see what kind of characterization of generators might be hoped for, it is helpful
to look for guidance in the classical case. For example, we could replace T(H) by L1([0, 1]),
the integrable functions on the unit interval, and ask, similarly, for all continuous Markov
semigroups on this space. However, the structure of L1([0, 1]) as an ordered Banach space
is identical to the integrable functions on any atomless measure space, like R of Rd. So part
of the answer would be diffusions on Rd, recoded in some way to the unit interval (mapping
measure zero sets to measure zero sets). In particular, not even the dimension d of the
underlying space can be seen in the characterization. As a consequence, the classification
is likely to be wild and uninformative, unless further structure is imposed. An example
would be the Feller condition, demanding that the dynamics in the Heisenberg picture takes
continuous functions to continuous functions. Clearly, the algebra of continuous functions
is sensitive to dimension, and a fruitful theory becomes possible.
Consider, instead, to replace T(H) by a sequence space like ℓ1(Z). Then one expects
a characterization of the generators in terms of transition rates, and there is some well-
developed theory around this [9]. The quantum case is now somewhere between these two
classical examples: On one hand, the trace class has some discreteness like ℓ1(Z), because
it contains many pure states, and B(H) has many minimal projections. On the other hand,
there is a continuum of pure states, somewhat reminiscent of the continuum of points in the
interval [0, 1].
This classical comparison sets the theme for our survey: We will look especially at the
pure states in the domain of the generator. This will at the same time give us a useful
definition of the standard form and point to the possibility for non-standard generators. We
will give rigorous statements throughout, while emphasizing intuition. For generalities on
semigroups on Banach spaces we recommend [10]. To fix our setting, we assume throughout
that H is a separable Hilbert space over C. A dynamical semigroup is just a one-parameter
semigroup as described in the above Problem, of which we assume that trTt(ρ) ≤ tr ρ for
all 0 ≤ ρ ∈ T(H). If equality holds here for all ρ, we call Tt conservative. Throughout, we
will denote the domain of an unbounded operator L by domL. We normally work in the
Schrödinger picture, i.e., in terms of operators T on T(H). Their adjoints acting on the
bounded operators B(H), a.k.a. the channel in the Heisenberg picture, are then denoted by
T ∗, so that trT (ρ)A = tr ρT ∗(A).
3II. STANDARD GENERATORS
A. Bounded and standard generators
Let us recall the standard (GKLS-) form of the generator, established in the bounded
case. In this case Tt = exp(tL), where
Lρ = Kρ+ ρK∗ +
∑
α
LαρL
∗
α with (1)
0 ≥ K +K∗ +
∑
α
L∗αLα (2)
for some bounded operators K,Lα. The set of labels α may be infinite, in which case the
sum in (2) is taken in the weak operator topology and converges as a bounded increasing
sequence, and the sum in (1) then converges in trace norm.
A conspicuous feature of this form is the separation into a part associated with K, and
another which is associated with the jump operators Lα. An intuitive way to understand this
is the observation that exp(tL) must be a completely positive map norm close to the identity.
This means [11] that it must also have a Stinespring dilation close to that of the identity.
Now the only Kraus operator in the decomposition of the identity is the unit operator 1I, so
one of the Kraus operators of exp(tL) can be chosen to be close to 1I, say ≈ 1I + tK. The
others will then have to scale like ≈ √tLα, which gives Ttρ = ρ + tL(ρ) + O(t2) with the
above generator. The dominant Kraus operator (1I + tK) belongs to a pure operation, i.e.,
an operation taking pure states into pure states [12, Sect. 2.3]. The only difference to the
unitary case is that this part now typically loses normalization, so the evolution takes pure
states to multiples of pure states.
To summarize, the generator splits into one part, which by itself generates an evolution
taking pure states to pure states and a second part, which is completely positive. The work
of Davies and the stochastic calculus suggest the following terminology:
Definition II.1. A no-event semigroup on a Hilbert space H is a dynamical semigroup
T 0t , t > 0 such that every pure state ρ = |ψ〉〈ψ| is mapped to a multiple of a pure state. It is
necessarily of the form T 0t ρ = CtρC∗t with Ct = exp(tK) a strongly continuous contraction
semigroup of Hilbert space operators.
Note that this definition no longer requires K to be bounded. Moreover, it also makes
sense in the discrete classical case, i.e., for semigroups on ℓ1(X) for some countable set X.
Pure states δx are then of the form concentrated on a single point x ∈ X, corresponding to
the probability distribution δx(y) = δx,y. It is easy to see that a no-event semigroup cannot
change x, i.e., it must be of the form(T 0t )(δx) = e−tµx δx, (3)
where µ : X → R+ describes the loss rate from state x. The function µ need not be bounded.
Just as in the quantum case, the whole generator will differ from the no-event part by a
positive term, which describes the rates of transitions from x to other states y, resulting in
the usual rate matrix.
The basic idea of constructing the generator (classical or quantum) is that the positive
term in the generator will make the semigroup more nearly conservative, i.e., it will com-
pensate some of the normalization loss in T 0t . But, due to the overall (sub-)normalization
4condition trTt(ρ) ≤ tr ρ, there cannot be more transitions than there is loss. This means the
positive part must be bounded with respect to the normalization loss of the no-event part.
Thus all unboundedness is tamed, once it is under control for the no-event part. Of course,
in principle, there might not be such a no-event part in the generator. But for the moment,
we define the “good” case by this property:
Definition II.2. A dynamical semigroup is called standard if it is the minimal solution
arising from a completely positive perturbation of the generator of a no-event semigroup.
We have not yet defined “the minimal solution” in this sentence, and this will be the task
of Sect. II C. Standard generators look just like (1), with the following changes: K is the
generator of an arbitrary contraction semigroup on H, and the jump operators need to be
operators
Lα : domK → H with
∑
α
‖Lαφ‖2 ≤ −2ℜe〈φ,Kφ〉. (4)
The generator is thus naturally split into L = L0 + P, i.e., no-event part and completely
positive perturbation, namely
L0(|φ〉〈ψ|) = |Kφ〉〈ψ|+ |φ〉〈Kψ| and P(|φ〉〈ψ|) =
∑
α
|Lαφ〉〈Lαψ|. (5)
The natural domain for all these operators is (domK)〉〈, defined as the set of finite linear
combinations of rank 1 operators |φ〉〈ψ| with φ, ψ ∈ domK. In particular, the expression
for P does not require the adjoint L∗α to be even defined, which is important because it
might not exist (see Sec. IIIA below). The effect of the minimal solution construction is
then to extend the domain of L beyond (domK)〉〈, so that in the end we may well get some
ρ ∈ domL, for which the individual terms L0ρ and Pρ are no longer well defined.
B. Exit spaces and reinsertions
In this section we will give a dynamical interpretation of the standard form, which forms
the background for the term “no-event” semigroup. This interpretation is consistent also
with the unbounded standard form. It provides the basis for the more technical statement
that, for a standard generator, all the unboundedness is already determined by the no-event
part, relative to which the positive perturbation P is bounded. This section provides some
background, and is not needed to understand the later sections.
The idea behind the term “no-event semigroup” is that it describes the evolution for as
long the system has not yet been captured, i.e., up until a detection or “arrival” event [5, 13].
Modifying a Hamiltonian by absorbing terms −iK withK ≥ 0 is, in fact, one of the standard
ways to describe a detection process. By choosing K to be spatially localized in a region, we
get a model of a detector in that region. The probability for detection in the time interval
[t, s], starting from an initially normalized state ρ is then, by definition tr T 0t ρ − trT 0s ρ.
Clearly, this defines a POVM for the arrival time distribution, which also allows for the
possibility that the particle never arrives. We would also like to find the observables which
are jointly measurable with arrival. For example, when there are several detectors, we need
to know which of them fired. This is naturally captured by the notion of the exit space of
a contraction semigroup [13]. For a semigroup etK we consider the normalization loss as a
5quadratic form on domK, and define an exit space for K as a pair (E , j) of a Hilbert space
E and a linear map j : domK → E such that, for ψ, φ ∈ domK,
〈jψ, jφ〉 = − d
dt
〈
etKψ
∣∣∣ etKφ〉 = −(〈Kψ, φ〉+ 〈ψ,Kφ〉). (6)
There is always a unique minimal exit space: The separated completion of domK with
respect to the above scalar product. However, for reasons which will be apparent later, we
also allow non-minimal exit spaces, possibly even with an inequality ≤ instead of equality
in (6).
Now if F ∈ B(E) is an effect operator describing some yes-no-question asked at exit time,
we set the probability density for obtaining that result at time t, on an initial preparation
|φ〉〈φ| with φ ∈ domK, to be 〈jetKφ|F |jetKφ〉. More formally, we consider a map J : H →
L2(R+, dt; E). The range of J is the space of E-valued functions on R+, which is canonically
isomorphic to L2(R+, dt)⊗E , but the function notation is more helpful for our purpose. We
set (Jφ)(t) = j
(
etKφ
) ∈ E for φ ∈ domK. Then J extends to H by continuity, because
‖Jφ‖2 =
∫ ∞
0
dt ‖jetKφ‖2E = −
∫ ∞
0
dt
d
dt
‖etKφ‖2
= ‖φ‖2 − lim
t→∞
‖etKφ‖2 ≤ ‖φ‖2 (7)
The joint probability for an F -detection in the time interval [t, s] on the initial state ρ is
then
tr
(
ρJ∗(χ[t,s] ⊗ F )J
)
=
∫ s
t
dτ 〈jeτKφ|F |jeτKφ〉. (8)
Here the right hand side just uses the density mentioned above for φ ∈ domK, and the
left hand side is the same for ρ = |φ〉〈φ|, but makes sense for arbitrary ρ by virtue of the
continuous extension.
We can turn the arrival time detection into a dynamical, repeatable process on H by
introducing a reinsertion map, which transforms the “state upon exit” into a new state of the
system. This is done by a completely positive, trace non-increasing map S : T(E)→ T(H).
Then the effect F in (8) may arise from a measurement on the original system, including an
arrival time measurement of just the same kind.
Before iterating this idea, let us simplify the description by introducing the Stinespring
dilation, i.e., a contraction v : E → N⊗H, so that S(σ) = trN vσv∗. Observables on N then
describe the information that can be extracted at the moment of a jump, so we call N the
transit space. Composing v with j we get a map ˜ = vj : domK → N ⊗ H, which, apart
from the special form of the image space satisfies exactly the requirements (6) for an exit
space (possibly with an inequality, if S can reduce the trace). In this sense a process of exit
and reinsertion is completely specified by an exit space of the special form (N⊗ H, ˜).
From now on we will take J to be defined by ˜. We can iterate this operator to a
sequence of maps J (n) : H→ (L2(R+, dt; E))⊗n ⊗ H, with J (0) = 1IH, J (1) = J , and J (n+1) =
(1I⊗n ⊗ J)J (n). This has the same interpretation as J , only that we are now looking at
n consecutive events. The n time arguments of wave functions in this space are the time
increments between successive events. In order to get a dynamical semigroup out of this
iteration, we need to fix a time interval [0, τ ] and look only at events happening during this
interval. We also need to evolve the system up to time τ after the last event with a further
6application of the no-event semigroup. Thus we set J
(n)
τ to be a map between the same
spaces as J (n), but modified as
(J (n)τ φ)(t1, . . . , tn) = (1I
⊗n ⊗ e(τ−
∑
i
ti)K)(J (n)φ)(t1, . . . , tn), (9)
whenever
∑
i ti ≤ τ , and zero otherwise. So J (n)τ is a dilation of the evolution conditional
on exactly n events happening in that interval. The conditional evolution up to the end of
this interval is T (n)τ ρ = trevents J (n)τ ρJ (n) ∗τ , where the trace is the partial trace over the tensor
factor
(
L2(R+, dt; E)
)⊗n
. Then Tτρ =
∑∞
n=0 T (n)τ is a dynamical semigroup. In fact, it is
the same minimal semigroup as constructed in the next section. We will not go through
the proof of this assertion, which is best done via the Laplace transforms of the T (n)τ , which
turn out to be the exactly the terms in the sequence (16) below.
Experts in the stochastic calculus will easily recognize the dilation construction here. In
fact, when we write the time arguments in the space
(
L2(R+, dt; E)
)⊗n
not as increments
but as the absolute event times τi =
∑i
k=1 ti, we get wave functions defined on ordered
time arguments, which have unique symmetric and antisymmetric extensions to arbitrary
n tuples of times, yielding the Fermionic and the Bosonic stochastic integrals. Our focus
here was just the dynamical semigroup, however, and specifically to trace the implications of
unboundedness through the construction. Indeed the turning point is (7): Once J has been
extended from domK to a bounded operator on all of H, the entire further construction is
in terms of bounded operators, and no more domain questions need to be addressed.
The exit&reinsertion picture suggests other standard ways to look at the generator, which
are brought together with the form (4) in the following proposition. It also lists (in (d)) the
form we prefer for the next section. For the action of the exit space injection j on mixed
states we introduce the linear operator j〉〈 : (domK)〉〈 → T(E) given by j〉〈(|φ〉〈ψ|) = |jφ〉〈jψ|.
Then we have:
Proposition II.3. Let t 7→ exp(tK) be a contraction semigroup on H with generator K
and minimal exit space (E , j). Then standard generators with no-event semigroup T 0t ρ =
etKρetK
∗
are equivalently characterized by any of the following sets:
(a) Completely positive “reinsertion” maps S : T(E)→ T(H) with
trS(σ) ≤ tr σ.
(b) Non-minimal exit spaces of product form, i.e., maps ˜ : domK → N ⊗ H such that
‖˜φ‖2 ≤ 2ℜe〈φ,Kφ〉.
(c) Maps P : (domK)〉〈 → T(H), which can be written in the form (5) with jump operators
Lα satisfying (4).
(d) Completely positive maps P : domL0 → T(H), with trPρ ≤ − trL0ρ
for all positive ρ ∈ domL0.
The correspondence is given by restriction from (d) to (c), and by unique L0-graph-norm
continuous extension in the other direction. Between (a),(b),(c) it is given on (domK)〉〈 by
P = Sj〉〈 = (I ⊗ trN)˜〉〈. Possible choices of jump operators correspond precisely to choices
of Kraus operators for S or a basis eα ∈ N, with S(σ) =
∑
αMασM
∗
α, via Lα = Mαj and
˜φ =
∑
α eα ⊗ Lαφ.
7Proof. The equivalences are largely trivial to verify on (domK)〉〈, or have already been
described in the text above. The only statement not of this kind is the continuous extension
(c)→(d). Here we note that (domK)〉〈 ⊂ domL0 is invariant and dense in T(H), hence a
core, so that continuity will guarantee an extension to domL0. Since S is clearly trace norm
continuous, the identity P = Sj〉〈 shows that we only need to prove the continuity of j〉〈, i.e.,
the statement that j〉〈ρn → 0, whenever ρn → 0 and L0ρn → 0 (each limit in trace norm).
We will do this by establishing the estimate ‖j〉〈ρ‖ ≤ ‖L0ρ‖.
By definition of (domK)〉〈, we can write ρ =
∑N
ℓ rℓ|φℓ〉〈ψℓ| with rℓ ∈ C and φℓ, ψℓ ∈
domK. Now on the finite dimensional span of the φℓ, ψℓ we can perform a singular value
decomposition and get a more canonical form of ρ, where rℓ > 0, and each of the families
{φℓ}, {ψℓ} is orthonormal. Then we have
‖j〉〈ρ‖ =
∥∥∥∑
ℓ
rℓ|jφℓ〉〈jψℓ|
∥∥∥ ≤∑
ℓ
rℓ‖jφℓ‖‖jψℓ‖
≤
∑
ℓ
rℓ
2
(‖jφℓ‖2 + ‖jψℓ‖2) = −ℜe∑
ℓ
rℓ
(〈φℓ, Kφℓ〉+ 〈Kψℓ, ψℓ〉)
= −ℜe
∑
ℓ,m
rℓ
(〈φm, Kφℓ〉〈ψℓ, ψm〉+ 〈φm, φℓ〉〈Kψℓ, ψm〉)
= −ℜe trWL0ρ, (10)
where W =
∑
m |ψm〉〈φm|. This is a partial isometry, so ‖W‖ = 1, and hence ‖j〉〈ρ‖ ≤
‖L0ρ‖.
C. The minimal solution
Adding a further term (“a perturbation”) to a well-known “simple” generator is, of course,
commonplace throughout quantum mechanics and more general evolution equations. Very
often one considers perturbations which are relatively bounded with respect to the given
generator. In this case [14] the domain of the perturbed generator remains the same. The
perturbations considered here will usually not be of this kind. There are two equivalent
versions of the construction. One is based on the resolvent series [1], and one on the iteration
of integral equations [5]. Since the resolvent version can be stated slightly more compactly,
and we will need to consider resolvents anyhow, we will choose this version.
The resolvent of a semigroup Tt = exp(tL) is given, for any λ > 0, by the integral
Rλ = (λ− L)−1 =
∫ ∞
0
dt e−λtTt. (11)
From this definition it is clear that Rλ is completely positive, and satisfies the norm bound
‖λRλ‖ ≤ 1, and the resolvent identity Rλ − Rµ = (µ − λ)RλRµ. Conversely, any family
of operators Rλ : T(H) → T(H) satisfying these conditions defines a dynamical semigroup,
which can be recovered by the formula
Tt = lim
n
(
1− t
n
L)−n = lim
n→∞
(n
t
Rn/t
)n
. (12)
Here the middle part is provided only as a formal expression to explain what the right hand
side should look like (but see [10] for a proof). Moreover, we have, for any λ > 0,
domL = Rλ
(
T(H)
)
, with LRλρ = λRλρ− ρ. (13)
8Now consider a generator L0, typically (but not always) of a no-event semigroup, from
which we would like to construct a new generator L = L0 + P with P completely positive.
For the construction of standard generators the forms of L0 and P are given in (5). The
domain of L should be at least domL0, and we want the normalization of the new semigroup
to be non-increasing. This fixes the normalization condition (4). Moreover, for ρ ≥ 0,
0 ≥ tr(L0 + P)R0λρ = tr
(
λR0λρ− ρ+ PR0λρ
) ≥ trPR0λρ− tr ρ. (14)
Hence PR0λ is everywhere defined, completely positive, and trace non-increasing. Therefore,
‖PR0λ‖ ≤ 1.
Formally, we get the resolvent Rλ of the perturbed semigroup from
Rλ −R0λ = Rλ
(
(λ− L0)− (λ− L)
)
R0λ = RλPR0λ. (15)
Still proceeding formally, we can use this to determine Rλ by iteration, or equivalently to
solve the Neumann series for (I − PR0λ)−1 to find:
Rλ =
∞∑
n=0
R0λ
(PR0λ)n. (16)
The basic algebra here is quite standard, and used also for the relatively bounded per-
turbation theory of generators. In that case ‖PR0λ‖ < 1, so the series obviously con-
verges in norm. Moreover, one can then write the factor R0λ outside the sum, so that
domL = Rλ(T(H)) ⊂ R0λ(T(H)) = domL0, and the domain will not increase. This will be
different now. We state the basic construction result without assuming that L0 is a no-event
semigroup. This is because this generalization will be needed in Sect. IV. For use in that
section we also provide Lemma II.5, showing that sometimes the domain does not increase.
Proposition II.4. Let L0 be the generator of a dynamical semigroup, and let P : domL0 →
T(H) be a completely positive map such that, for 0 ≤ ρ ∈ domL0,
trP(ρ) ≤ − trL0(ρ). (17)
Then PR0λ is a completely positive operator on T(H), and the series (16) converges strongly
to the resolvent Rλ of a dynamical semigroup. X = Rλ is the smallest completely positive
solution of the equation X = R0λ+XPR0λ in completely positive ordering, and is hence called
the minimal resolvent solution associated with the perturbation P.
Proof. We only sketch the key idea, which makes clear why the series indeed converges, even
without assuming ‖PR0λ‖ < 1. The the partial sum truncated at n is just the nth iterate
R(n)λ defined by R(0)λ = R0λ and
R(n+1)λ = R0λ +R(n)λ PR0λ. (18)
We will prove by induction that for positive ρ, we have trλR(n)λ ρ ≤ tr ρ. Indeed, this is
true for n = 0, like for the resolvent of any dynamical semigroup and, by the induction
hypothesis,
tr λR(n+1)λ ρ ≤ tr λR0λρ+ trPR0λρ
≤ tr λR0λρ− trLR0λρ = trλR0λρ− tr
(
λR0λρ− ρ
)
= tr ρ.
9Hence the sequence λR(n)λ ρ is increasing and uniformly bounded in trace norm, and therefore
convergent in norm. By linearity this extends to the trace class, and applying it to a matrix
of trace class operators we conclude that the limit Rλ is a completely positive operator.
If S is any completely positive solution of the equation in the Proposition, we have that
(S −R(0)λ ) = (S −R0λ) is completely positive, and because
(S −R(n+1)λ ) = (S −R(n)λ )PRλ (19)
this persists through the iteration, and the result follows by taking the limit.
Lemma II.5. If, in the setting Prop. II.4, the perturbation P has finite rank, we have
domL = domL0.
Proof. We will show that, for some n, ‖(PR0λ)n‖ < 1. Then the resolvent series (16)
converges in norm, even without the factorR0λ in each term, so as argued after that equation,
the domain will not increase.
By definition, a finite rank operator and its adjoint can be written as
PR0λρ =
∑
i
σi tr(Siρ) and (PR0λ)∗X =
∑
i
Si tr(σiX), (20)
where the sum is finite and the σi ∈ T(H) and the Si ∈ B(H) are chosen linearly independent.
The action on the linear span of the σi is given by the finite dimensional matrix Pij = trSiσj
in the sense that PR0λ
∑
j xjσj =
∑
i(
∑
j Pijxj)σi.
Because ‖PR0λ‖ ≤ 1, all the eigenvalues of the matrix P must be in the unit circle.
If there are no eigenvalues of modulus one, the powers of P and hence of PR0λ contract
exponentially to zero, and we are done. Now suppose P has an eigenvalue of modulus one.
Then so does its transpose, and we hence have an operator X with (PR0λ)∗X = ωX with
|ω| = 1. Then 2-positivity implies
(PR0λ)∗(X∗X) ≥ (PR0λ)∗(X)∗(PR0λ)∗(X) = X∗X. (21)
Hence iterating (PR0λ)∗ on X∗X gives an increasing sequence, which is, however, bounded
by ‖X∗X‖1I, because ‖(PR0λ)∗‖ ≤ 1. Hence this sequence must have a weak limit, and
because (PR0λ)∗ is normal, this limit is a fixed point. Therefore P and its transpose, and
consequently (PR0λ) must have a non-zero fixed point σ. But then the resolvent series for
Rλσ has all equal terms and hence diverges, in contradiction to the trace estimate in the
proof of Prop. II.4.
D. Gauging and pure states in the domain
The Kraus decomposition of a completely positive map is not unique, since it depends on
the choice of a basis in the dilation space. Thus we may transform the jump operators linearly
among each other by a unitary matrix without changing the generator. This corresponds to
a basis change in the transit space N. In addition there is a change of Kraus operators of Tt
for small t, which mixes the
√
tLα and 1I+ tK. This is well-known in the bounded case, and
is sometimes called a change of gauge. We will verify here that it survives mutatis mutandis
in the unbounded case.
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Lemma II.6. Let K,L determine a standard generator as in (4), and let λα ∈ C with∑
α |λα|2 <∞, and β ∈ R. Then for φ ∈ domK set
L′αφ = Lαφ+ λαφ (22)
K ′φ = Kφ+
∑
α
λα Lαφ+
1
2
(
iβ +
∑
α
|λα|2
)
φ (23)
Then the sum in the second term in (23) converges in norm. Moreover, K ′ is a contraction
generator with domK ′ = domK. The standard generators for (K,L) and (K ′, L′) coincide
on (domK)〉〈, so that they determine the same minimal solution.
Proof. First we show that ‖∑α λαLαφ‖ isK-bounded. Using the Cauchy-Schwarz inequality
we have, for arbitrary ψ ∈ H, φ ∈ domK, and ǫ > 0∣∣∣∑
α
λα〈ψ, Lαφ〉
∣∣∣2 ≤∑
i
|λα|2
∑
α
|〈ψ, Lαφ〉|2 ≤ A ‖ψ‖2
∑
α
‖Lαφ‖2
≤ A ‖ψ‖2 |2ℜe〈φ,Kφ〉| ≤ ‖ψ‖2 4
(A
2ǫ
‖φ‖
)
(ǫ‖Kφ‖)
≤ ‖ψ‖2(ǫ‖Kφ‖+ A
2ǫ
‖φ‖)2
where we have introduced the abbreviation A =
∑
α |λα|2, used (4) at the second line,
and the estimate 4xy ≤ (x + y)2 at the last. Taking the square root and using that ψ is
arbitrary, we get ‖∑α λαLαφ‖ ≤ ǫ‖Kφ‖ + (A/(2ǫ))‖φ‖, and, including the last term in
(23), ‖(K ′ − K)φ‖ ≤ ǫ‖Kφ‖ + C‖φ‖, for some constant C. That is, the perturbation is
infinitesimally K-bounded. According to [15, Theorem IV.1.1], ǫ < 1 is enough to conclude
that K ′ generates a semigroup with the same domain as K.
It remains to show that K ′ is the generator of a contraction semigroup, i.e. that it is
dissipative, which for a Hilbert space operator just means 2ℜe〈φ,K ′φ〉 ≤ 0. For this we get
2ℜe〈φ,K ′φ〉 = 2ℜe〈φ,Kφ〉 − 2ℜe
∑
α
〈λαφ, Lαφ〉 −
∑
α
〈λαφ, λαφ〉
= 2ℜe〈φ,Kφ〉+
∑
α
‖Lαφ‖2 −
∑
α
‖Lαφ+ ααφ‖2.
Then the first two terms together are ≤ 0 because of (4), and the third is obviously ≤ 0.
The equality of the generator then follows by the same elementary algebra as in the
bounded case.
A key result for the construction of non-standard generators is the following. It uses a
condition from [16], which is related to the question whether the semigroup on the trace
class is the dual of a semigroup on the compact operators. We show in Sect. IIIA that it
may be violated. On the other hand it is quite easy to verify in our two main examples.
Proposition II.7. Let L and L0 be as in (4). Assume in addition that each Lα is closable
with domL∗α ⊂ domK∗ and
∑
α ‖L∗αf‖2 <∞ for f ∈ domK∗.
Then |φ〉〈ψ| ∈ domL for some φ, ψ ∈ H implies that φ, ψ ∈ domK.
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Proof. Following Theorem A.2 in [16], the semigroup satisfies the so called “forward master
equation” with the generator
〈f, (Lω)g〉 = 〈K∗f, ωg〉+ 〈f, ωK∗g〉+
∑
α
〈L∗αf, ωL∗αg〉 (24)
for ω ∈ domL.
Now let ω = |φ〉〈ψ| with φ, ψ not necessarily in domK, and pick a vector g ∈ domK∗
such that 〈ψ, g〉 = 1. This is possible, because domK∗ is dense. Now we apply Lemma II.6
with λα = −〈ψ, L∗αg〉. This leads to an equivalent form of the generator, for which, however,
〈ψ, L∗αg〉 = 0. Therefore, (24) simplifies to
〈f, (Lω)g〉 = 〈K∗f, φ〉 〈ψ, g〉+ 〈f, φ〉〈ψ,K∗g〉. (25)
Solving for the first term on the right, using 〈ψ, g〉 = 1, we find
〈K∗f, φ〉 =
〈
f
∣∣∣ L(ω)g − φ〈ψ,K∗g〉〉. (26)
Therefore φ ∈ domK∗∗ = domK, and Kφ = L(ω)g − φ〈ψ,K∗g〉. By the same argument
applied to the hermitian conjugates we get ψ ∈ domK.
III. EXAMPLES OF STANDARD GENERATORS
A. Non-closable jump operators
A fundamental example of a contraction semigroup with unbounded generator is the
half-sided shift on H = L2(R+, dx), given by(
Stψ
)
(x) = ψ(x+ t). (27)
Its generator K is differentiation, so domK consists of functions, which have an L2-
derivative. This means that they are, in particular, continuous, and hence, for ψ ∈ domK,
the boundary value ψ(0) is well-defined. This directly determines the exit space E = C with
jψ = ψ(0). Indeed,
− d
dt
〈Stψ, Stφ〉|t=0 = −
d
dt
∫ ∞
t
dx ψ(x)φ(x) = ψ(0)φ(0) = 〈jψ, jφ〉. (28)
Hence the standard generators with no-event semigroup implemented by S are parameterized
by the cp map taking a one-dimensional system on exit E to the system Hilbert space, i.e.,
by a state Ω ∈ T(H). The intuitive picture is that whenever the system hits the boundary,
it is reset to the “rebound” state Ω. The number of jump operators needed here depends on
the mixedness of the rebound state Ω. When Ω =
∑
α |φα〉〈φα| is the spectral resolution (φα
orthogonal but not normalized), we can set Lα : E → H to be Lαz = zφα.
As operators on Hilbert space these jump operators are very ill-behaved. Formally, they
would come out as Lα = |φα〉〈δ|, where δ is the Dirac-δ at the origin. This Lα is not a
closable operator, intuitively, because the value of a general L2-function at a point is an
ill-defined notion. More formally, we can find a sequence ψn ∈ domK = domLα such that
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‖ψn‖ → 0, but ψn(0) = 42. Then Lαψn = 42φα 6= 0, independently of n. Hence the closure
of Lα would have to map 0 into 42φα, which is impossible for a linear operator. Since the
usual definition of adjoint works well only for closable operators, the jump operators in the
standard form (1), and even more so their adjoints, have to be interpreted with care. One
can build a special notion of adjoint for this purpose [17], but it is better to take the view
of Prop. II.3 and take Lα = Mαj, i.e., as completely determined by the bounded operators
Mα. In this way all the difficulties with singular Lα are controlled by the normalization
loss of the no-event semigroup. This is analogous to a well-known example of a generator
perturbation for which the added term by itself makes little sense, namely point potentials (δ-
function potentials) for Schrödinger operators. Again, multiplication by a δ-function, which
is formally the potential “added” to the Laplacian, is a crazy operator by itself. However,
as a perturbation of the Laplacian it makes sense and leads to a well-defined self-adjoint
operator, which has an alternative description as the Laplacian with a modified boundary
condition at the origin. The whole construction is quite stable, and we can also obtain
the perturbed operator as the strong resolvent limit of Schrödinger operators with suitably
scaled potentials with small support around the origin.
The example of this section is also discussed in [18], where it is shown that Arveson’s
“domain algebra” [19] can be trivial.
B. Quantum birth process
1. The process
A standard example of the classical theory is the so-called pure birth process. The state
of the system at any time is given by an integer n, from where it can jump to n + 1 with
rate µn > 0. The generator thus acts on ρ ∈ ℓ1(N) as
(Lρ)(n) =
{
µn−1ρ(n− 1)− µnρ(n) for n > 0
− µ0ρ(0) for n = 0.
(29)
The case distinction can be avoided by the convention ρ(−1) = 0. By telescoping sum one
verifies
∑
n(Lρ)(n) = 0, so the process appears to be conservative. On the other hand,
noting that the expected time for the transition from n to n+1 is µ−1n it seems possible that
the process reaches infinity in finite time when µn increases sufficiently rapidly, i.e.,∑
n
1
µn
= τ <∞. (30)
Indeed this is part of the well-established lore on this process (see [20, Sect. XVII.4] and
below). Our interest here is in a closely related quantum process, which is a standard
semigroup on H = ℓ2(N) with K and a single jump operator L given by
K|n〉 = −1
2
µn|n〉, domK =
{
ψ ∈ ℓ2(N) :
∞∑
n=0
µ2n|〈ψ|n〉|2 <∞
}
,
L|n〉 = √µn|n+ 1〉, domL ⊂ domK,
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where {|n〉} is the canonical basis of the Hilbert space. As usual, we denote by L0ρ =
Kρ+ ρK∗ the no-event generator, which corresponds to the first term in the expression for
the standard generator
〈n|Lρ|m〉 = −1
2
(µn + µm)〈n|ρ|m〉+√µn−1µm−1 〈n− 1|ρ|m− 1〉. (31)
This is the quantum analogue of (29), a simplified and generalized version of a process first
studied in [1, Example 3.3]. It reduces precisely to the classical case for purely diagonal
density operators. We therefore call the process generated by K and L the quantum birth
process. Like its classical counterpart it is formally conservative, but due to the possibility
of escape to infinity it may actually fail to be conservative. It will then be interesting to
look at the details of the escape: Is there any quantum information “coherently” pushed to
infinity?
For this simple example the resolvent series (16) can be summed explicitly. We get, for
any ρ ∈ T(H),
〈n|Rλρ|m〉 = 1
λ+ 1
2
(µn + µm)
min(n,m)∑
k=0
pknm 〈n− k|ρ|m− k〉 (32)
pknm =
k∏
j=1
√
µn−jµm−j
λ+ 1
2
(µn−j + µm−j)
. (33)
Thus the domain of the generator of the minimal solution is domL = {Rλρ′|ρ′ ∈ T(H)},
and Lρ = LRλρ′ = λRλρ′ − ρ′.
In general, it is not easy to determine domL from the expression (1), here (31), which
merely expresses the generator on the domain (domK)〉〈. On the other hand, the matrix
elements on the right hand side of (31) make sense for any bounded operator ρ. It turns
out that this reading of (31) correctly expresses the extension by minimal solution:
Lemma III.1. For ρ ∈ domL, and all n,m ∈ N, Eq. (31) holds. Conversely, if, for some
trace class operator ρ, the right hand side of Eq. (31) gives the matrix elements of a trace
class operator, then ρ ∈ domL.
Proof. Both (31) and (32) involve finite sums only for fixed n,m. Therefore, we can can
consider them to define extensions L♯ and R♯λ of L and Rλ to arbitrary matrices ρ. It is
straightforward to verify that L♯R♯λ = λR♯λ−I♯ = R♯λL♯. Take the first equation, and apply
it to some ρ′ ∈ T(H). This shows that L♯Rλρ′ = L♯R♯λρ′ = λR♯λρ′−ρ′ = λRλρ′−ρ′ = LRλρ′,
i.e., L♯ and L coincide on domL.
Now suppose that ρ and L♯ρ are both trace class. Then by the second equation ρ =
R♯λ(λρ− L♯ρ) ∈ R♯λT(H) = RλT(H) = domL.
2. Conservativity
From the integral (11) one sees that Tt is conservative if and only if tr λRλρ = tr ρ for all
ρ. The trace of (32) depends only on the sums with n = m, and hence the conservativity
is exactly the same as for the classical problem. The resolvent actually contains more
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information. Let m(t) = −d/(dt) trTtρ be the “arrival probability density” at infinity. Then
its Laplace transform is
m̂(λ) =
∫ ∞
0
dt e−λt m(t) = 1− trλRλρ. (34)
Starting from ρ = |n〉〈n|, and introducing the abbreviation cα = µn+j/(λ + µn+j) we get
from (32)
m̂(λ) = 1− trλRλ|n〉〈n| = 1−
∞∑
k=0
λ
λ+ µn+k
k−1∏
j=0
µn+j
λ+ µn+j
= 1−
∞∑
k=0
(1− ck)
k−1∏
j=0
cα = lim
N→∞
N∏
j=0
cα
=
∞∏
j=n
1
1 + λµ−1α
. (35)
This has a straightforward probabilistic interpretation: The probability density of a sum of
independent random variables is the convolution of the individual densities, corresponding
to the product of the Laplace transforms. Hence the “arrival time at infinity” is the sum
of infinitely many independent contributions, each exponentially distributed with density
µαe
−µαt. When τ =
∑
α µ
−1
α = ∞, this sum is actually infinite with probability 1, and
m̂(λ) = 0.
3. Domain increase
Next we consider the question whether the inclusion domL ⊃ domL0 is strict. For this
it is helpful to note that for any ρ ∈ domL and q ∈ Z the limit
Φq(ρ) = lim
n→∞
1
2
(µn + µn+q)〈n|ρ|n+ q〉 (36)
exists. Indeed, setting ρ = Rλρ′ this is clear from (32), using pknm ≤ 1 and ρ′ ∈ T(H).
Moreover, if ρ ∈ domL0 the matrix elements in the above limit belong to the trace class
operator L0ρ, and therefore are summable and have to go to zero, so Φq(domL0) = {0}.
We note that Φ0 plays a special role since, for ρ ∈ domL,
Φ0(ρ) = lim
n→∞
n∑
m=0
(
µm〈m|ρ|m〉 − µm−1〈m−1|ρ|m−1〉
)
= − trLρ (37)
is exactly the infinitesimal normalization loss. When the semigroup is not conservative (the
only case we consider now), we can directly find an element on which this does not vanish:
σ =
∑
n
1
µn
|n〉〈n|, with Φ0(σ) = 1. (38)
For the other values of q the existence of such elements depends, in fact, on how fast the µn
grow.
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Proposition III.2. Let the rates µn grow moderately in the sense that, for all q, n,∣∣∣∣1− µn+qµn
∣∣∣∣ ≤ cn (39)
for some constant c independent of n. Then, for any q ∈ Z, let
σq =
∑
n
2
µn + µn+q
|n〉〈n+ q|. (40)
Then σq ∈ domL, and Φq(σq′) = δqq′.
Moderate growth covers rational functions, stretched exponentials like µn ∼ exp(anα)
with α < 1, but exponentials µn = e
an clearly do not satisfy this condition.
Proof. The matrix (40) is clearly positive definite, and tr σq = τ < ∞. The critical ques-
tion is whether Lσq, as defined by (31) is trace class. Like σq itself, Lσq is of the form∑
n an|n〉〈n+ q|, and such an operator is trace class iff
∑
n |an| < ∞ (Think of this as a
diagonal operator multiplied with a shift from one side). Thus we have to show that the
sum ∑
n
|〈n|Lσq|n+ q〉| =
∑
n
∣∣∣−1 + 2√µn−1µn+q−1
µn−1 + µn+q−1
∣∣∣ (41)
is finite. Introducing the function
g(a, b) = 1− 2
√
ab
a+ b
=
(
√
a−√b)2
a+ b
≤
(
1− b
a
)2
(42)
we find that for moderately growing µn the terms in the sum (41) are bounded by (c/n)
2,
so the sum converges.
Example: Exponentially growing µn
Let us put µn = a
n for some a > 1. Then, for q 6= 0, the sum (41) has all equal terms, and
hence diverges. While the limit (36) still exists for ρ = σq, and is equal to 1, this does not
help to establish domain increase, because σq /∈ domL. Nor is there any other choice of ρ
of which we can prove in this way that ρ ∈ domL \ domL0: For any ρ ∈ domL we get
Φq(ρ) = 0.
Proof. Consider the resolvent sum (32). Each factor in pkn,m with m = n+ q is
√
µn−jµm−j
λ+ 1
2
(µn−j + µm−j)
≤ 2
√
µn−jµm−j
µn−j + µm−j
≤ 2a
q/2
1 + aq
=: γ. (43)
Hence pkn,n+q ≤ γk, which is summable with respect to k. Assuming q ≥ 1 without loss,
|Φq(Rλρ)| = lim
n
1
2
(µn + µn+q)
λ+ 1
2
(µn + µn+q)
∣∣∣∣∣∑
k
pkn,n+q〈n|ρ|n+ q〉
∣∣∣∣∣
≤ lim
n
n∑
k=0
γkrn−k, (44)
where we abbreviated rn = |〈n|ρ|n + q〉|. This is a summable sequence because ρ is trace
class. The sum is consequently summable as the convolution of two such sequences, and
therefore goes to zero as n→∞.
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4. No new pure states
We have seen that domL is properly larger than domL0. But are there also additional
pure states in this larger domain? We could use Prop. II.7 to answer this in the negative.
Instead we give a simple alternative argument based on the range of resolvents.
Proposition III.3. Let L and L0 be as above and |φ〉〈ψ| ∈ domL. Then |φ〉〈ψ| ∈ domL0,
i.e., φ, ψ ∈ domK.
Proof. Since |φ〉〈ψ| ∈ domL we may write |φ〉〈ψ| = Rλρ for some ρ ∈ T(H). Let m be the
smallest index for which ρ|m〉 6= 0. Then in the formula (32) for the resolvent only the term
k = 0 gives a non-zero contribution. Noting that p0nm = 1 we get
〈n|Rλρ|m〉 = 1
λ + 1
2
(µn + µm)
〈n|ρ|m〉 for all n
Rλρ|m〉 = (λ+ µm/2−K)−1ρ|m〉.
φ 〈ψ,m〉 ∈ (λ+ µm/2−K)−1H = domK.
Now 〈ψ|m〉 cannot vanish, because ρ|m〉 6= 0. Hence φ ∈ domK, and the same argument
applied to ρ∗ gives also ψ ∈ domK.
C. Diffusion on diagonals
This is the basis for the example of a non-standard generator given in [6]. The basic idea
is very similar to the quantum birth process, and the main conclusion is the same. However,
the presentation in [6] was rather sketchy and incomplete, and did not mention an argument
along the lines of Prop. II.7. These clarifications were the focus of our collaboration, and
have been independently summarized in [18]. Therefore we can be brief here.
The system Hilbert space in this case is H = L2(R+, dx). In order to stress the analogies
we use the same notations as above for the generators. They are
K =
d2
dx2
domK =
{
ψ ∈ H ∣∣ ψ(0) = 0, ψ′′ ∈ H} (45)
L =
√
2
d
dx
domL = domK. (46)
K generates a diffusion with absorbtion at the boundary point 0. Similarly, when seen as
acting on integral kernels ρ(x, y), L generates a diffusion with a degenerate diffusion operator
( d
dx
+ d
dy
)2, corresponding to diffusion along the diagonals x − y = const with absorption
at the boundary of the positive quadrant. Both semigroups can be solved explicitly by the
reflection trick: The semigroup without the absorbing boundary condition is translation
invariant, and acts by convolution with a Gaussian kernel. The solution with absorption is
then obtained by first extending the initial function to an antisymmetric one on the whole
line, applying the Gaussian kernel and restricting to the half line afterwards.
In this way we get the time evolution (see [18], correcting [6]), written in terms of its
action on integral kernels ω : R+ × R+ → C representing trace class operators:
(Ttω)(x, y) = 1
2
√
πt
∫ ∞
0
dξ
∑
n=0,1
(−1)n exp
{
− 1
4t
∣∣min(x, y)− (−1)nξ∣∣2}
× ω(ξ + [x− y]+, ξ + [y − x]+) (47)
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Here we wrote x+ = max{0, x} for the positive part of a number. By integration (11) we
get the resolvent
(Rλω)(x, y) =
∫ ∞
0
dξ fx,yλ (ξ) ω
(
ξ + [x− y]+, ξ + [y − x]+
)
(48)
fx,yλ (ξ) =
1
2
√
λ
∑
n=0,1
(−1)n exp
{
−
√
λ
∣∣min(x, y)− (−1)nξ∣∣} . (49)
Since f 0,yλ = f
x,0
λ = 0 we must have Rλω(0, y) = Rλω(x, 0) = 0 for all ω. Hence, for all
ω ∈ domL, ω(0, y) = ω(x, 0) = 0. Similarly, one sees that the kernel ω(x, y) has to be
continuous for ω ∈ domL.
To find the normalization loss we can integrate (47) to get
trTtω = trω −
∫ ∞
0
dξ erfc
(
ξ
2
√
t
)
ω(ξ, ξ), (50)
where erfc denotes the complementary error function. We substitute ξ 7→ 2√tη and take
from [18] the information that, for ω ∈ domL, we have ω(x, x) = Λx+o(x) as x→ 0. Then
by dominated convergence, and using
∫∞
0
dx x erfc(x) = 1/4, we find
trTtω = trω − 2
√
t
∫ ∞
0
dη erfc(η)ω(2
√
t η, 2
√
t η) = trω − tΛ + o(t) (51)
The diagonal derivative Λ = −d/(dx)ω(x, x)|x=0 plays the same role as Φ0(ρ) in the previous
section (compare (37)).
The crucial observation is once again, that |φ〉〈ψ| ∈ domL implies |φ〉〈ψ| ∈ domL0. Two
techniques are available for showing this: In analogy to Prop. III.3 one can directly show
that (Rλω)χ ∈ domK for suitable χ. But in this case it is preferable to invoke Prop. II.7.
IV. EXAMPLES OF NON-STANDARD GENERATORS
We focus here on the examples, which come immediately out of the two examples studied
in the previous section: The quantum birth and the diagonal diffusion semigroups. In both
cases we considered a standard generator L, arising from positive perturbation of a no-event
generator L0. Now we go one step further and add to L another positive term, leading to the
generator dom L̂ of a conservative semigroup. This perturbation again follows the minimal
solution pattern (Sect. II C) with a rank one perturbation, for simplicity. That is, we set
L̂ρ = Lρ− tr(Lρ)ρ̂, dom L̂ = domL. (52)
The added term is completely positive on domL, because normalization loss is negative. The
equality of domains follows from Lemma II.5. In dynamical terms, the process will reset to
ρ̂, whenever there is an “arrival event”, which under L would mean a loss of normalization:
in the quantum birth case, this will be an arrival at infinity, and in the diagonal diffusion
case an arrival at the origin.
We have here two construction steps in which a completely positive term is added to the
generator. Why can they not be fused into a single step adding both terms simultaneously?
Indeed, if this were possible, L̂ would be, by definition, a standard generator. The key
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observation is that L is infinitesimally trace preserving on domL0, so P = L−L0 is already
as large as it can be. However, since the semigroup exp(tL) is not conservative, domL must
be properly larger than domL0, because a generator which is infinitesimally conservative
on its full domain would generate a conservative semigroup. The term added when passing
from L to L̂ vanishes on domL0, so is strictly associated with the “new” part of the domain.
The various generators and domains are graphically summarized in Fig. 1.
domL0
domL
dom L̂
)
=
no |φ〉〈ψ| !
FIG. 1. Generators and their domains in the construction of a non-standard generator L̂.
The same relations may hold in the discrete classical case, namely whenever L is a
standard generator which appears conservative on the pure states in its domain, but actually
allows some escape to infinity and hence generates a non-conservative semigroup. Indeed,
any standard generator is completely determined by its action on the pure states (even
though its full domain might not be spanned just by these). If L̂ were standard, since it
coincides with L on the pure states, we would have L̂ = L. On the other hand, these
generators are clearly different, since one generates a conservative semigroup and the other
does not.
In the quantum case this argument is too simple, since not all pure states are in the
domain, but only those |ψ〉〈ψ| with ψ ∈ domK. So the possibility we have to discuss is
that there might be another contraction generator K˜, and associated no-event semigroup
generator L˜0, from which L̂ arises in a one-step minimal solution construction.
It is here that we can use the fact (Props. III.3 and II.7) that for all |φ〉〈ψ| ∈ dom L̂
we actually have φ, ψ ∈ domK. So even if we had started from some other K˜, we could
still reconstruct domK from dom L̂ = domL. Since L̂ and L coincide on (domK)〉〈 they
would arise as minimal solutions from the same equation on (domK)〉〈. Therefore, in both
examples L̂ is non-standard.
V. CONCLUSIONS AND OUTLOOK
We have explicitly defined a notion of unbounded GKLS generators, which we feel sum-
marizes an agreement in the literature [1, 2, 5, 16, 21]. However, as we have shown, not all
generators are of this form.
As the defining feature of the standard form we took the existence of many pure states
in the domain. Alternatively, one can start from the observation that Tt −T 0t is completely
positive for all t. Bill Arveson [7, 19] calls no-event semigroups T 0t with this property the
units of Tt. His “standard” case, which he calls “type I”, is defined by the existence of many
such units, which arise by Lemma II.6 from each other. He gives examples, which are not of
this kind, especially one with no units at all [7, 22] (“type III”). It is unclear how our notion
of standardness and Arveson’s type I are exactly related, and this seems like an excellent
question for further research.
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Of course, the long-term goal is to arrive at a better understanding of non-standard
generators, for which a closer look at the classical theory will certainly be helpful.
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