Estimating the effect of medical treatments on subject responses is one of the crucial problems in medical research. Matched-pairs designs are commonly implemented in the field of medical research to eliminate confounding and improve efficiency. In this article, new estimators of treatment effects for heterogeneous matched pairs data are proposed. Asymptotic properties of the proposed estimators are derived. Simulation studies show that the proposed estimators have some advantages over the famous Heckman's estimator and inverse probability weighted (IPW) estimator. We apply the proposed methodologies to a blood lead level data set and an acute leukaemia data set.
Introduction
In many medical studies, researchers are often interested in evaluating the treatment effects for some improved surgery or new medicine, and one popular measurement is average treatment effects (ATE)
where Y (0) and Y (1) denote the two potential outcomes given the control treatment (D = 0) and the active treatment(D = 1). Neyman (1923) originally proposed potential outcomes models, Rubin (1974) generalized it, which is usually called Rubin causal models (RCM) . In order to effectively estimate treatment effects, one challenge problem is to control confounding, and Abadie and Imbens (2006 , 2011 ), Díaz, et al. (2015 proposed covariates balanced methods to estimate average treatment effects (ATE) under strong ignorability conditions.
Another method to control confounding is the matched pairs studies (e.g., twins study), in which one of the subjects is randomly selected to expose to treatments and the other is selected to receive the control treatment. Let A and B be the pairs with covariates x A and x B respectively, D denote the treatment status with D = 0 for control and D = 1 for new treatment, and Y A be the response value for subject A with treatment status D and Y B is the response value for subject B with treatment status 1−D. When response value is linearly relationship with treatment status, treatment effects are usually estimated by difference-indifferences (DID) approaches (Ashenfelter and Card, 1985; Imbens and Angrist, 1994; Card and Krueger, 1994; Abadie and Gardeazabal, 2003) . Lately, Sakaguchi (2016) considered the time-varying treatment effects model for panel data and estimated the time-varying average treatment effects by difference-in-differences (DID) approaches.
However, in practice, in terms of matched pairs data, the relationship between response value and treatment status is usually nonlinear, namely, the response value is assumed to be binary with 0 representing negative effect and 1 representing positive effect. The following model is assumed:
where β and λ are k × 1 regression coefficients and treatment parameters respectively, and η A and η B are errors.
If η A and η B in Model (1) are independent of x A , x B and D, various authors have considered the problem of estimating the treatment effect. For example, Butler and Moffitt (1982) proposed a computationally efficient quadrature procedure to obtain the ML (maximum likelihood) estimators for the one-factor multinomial probit model while Bertschek and Lechner (1998) proposed a set of convenient GMM (generalized methods of moments)
estimators for the binomial probit model based on panel data. Rubin (1974) presented a discussion of matching, randomization, random sampling, and other methods of controlling extraneous variation. Robins, et al. (1994) , Robins and Rotnizky (1995) , Hirano, et al. (2003) , Hernan and Robins (2006) proposed the inverse probability weighted estimator for treatment effects.
In practice, matched pairs data are collected from different backgrounds and it is not uncommon that some variables may not be observed for some pairs. Besides, although paired observations may share common features (e.g., same genes or environments), there may exist a great deal of heterogeneity among paired observations. For non-linear models, estimation of treatment effects in the presence of heterogeneity is a challenging problem. Heckman et al. (1997) gave detailed discussions on this issue and proposed the following models
where β and λ are k × 1 regression coefficients and treatment parameters respectively, τ is the unobserved grouped effects (e.g., twins share common genes) and is independent of ǫ A and ǫ B , and ǫ A and ǫ B are errors with means 0 and variances 1.
It is noteworthy that τ given in Models (2) can be considered a constant (i.e., fixed effect model) or random variable (i.e., random effect models). If we assume that τ is a random variable, there's usually have a prior information about group effects. Hence, assuming that ǫ A and ǫ B are normally distributed and τ has prior normal distributions, Heckman (1978) developed the maximum likelihood and other estimates based on the multivariate probit model with structural shift to estimate β and λ. However, Heckman's estimates can be very sensitive to the prior distribution for τ . Estimation problems of random effect models is discussed in Guilkey and Murphy(1993) , Arellano and Bonhomme (2009), Walker (1996) , Dey et al. (1997) , Horowitz (1992) and Arulampalam and Stewart (2009 
where T is the length of individual observations. Bartolucci et al. (2016) proposed the modified profile likelihood estimator for fixed-effects panel data models.
In this article, we will consider models (2) when ǫ A and ǫ B are normally distributed with means 0 and variances 1 (i.e., probit model). Estimators for β and λ are considered and their theoretical properties are presented in Section 2. Simulation studies will be conducted and the results will be reported in Section 3. In Section 4, we demonstrate our methodologies with two real data sets. Conclusions will be discussed in Section 5. Proofs of lemmas and theorems will be presented in Appendix.
Probit Model and Estimator
By assuming that ǫ A and ǫ B are normally distributed with means being 0 and variances being 1, Models (2) becomes the famous Probit Models. We aim to estimate λ and β of model (2) when D is randomly selected between 0 and 1.
where β and λ are k × 1 regression coefficients and treatment parameters respectively, τ i is unobserved grouped effects and independent of ǫ A i and ǫ B i , and ǫ A i and ǫ B i are independently normally distributed with means 0 and variances 1.
When there are no covariates, estimating the treatment effects of D is of the major interest and one usually considers the average treatment effect (ATE), i.e.,
The average treatment effect (ATE) can be simply estimated by the sample
When the response is a linear function of D or individuals are homogeneous, the average treatment effect is an efficient estimator for measuring the treatment effect of D. Under the Probit model (3), it is noteworthy that the treatment effect is unidentifiable if individuals demonstrate substantial heterogeneity. For example,
when τ is normally distributed with mean µ τ and standard deviation σ τ , or
when τ is a mixture of two normal variates, e.g., p * N (µ 1 , σ 2
The average treatment effect is close to zero and unidentifiable if the mean or variance of the group effect τ is large.
In practical, collected data specially for observational studies exist heterogeneous among groups. Following Gao et al. (2017) , we propose new estimators for the treatment effect λ and β in model (3) which can overcome the unidentifiable problem when the variance of individual effects (i.e., τ ) is large. Under the condition that D i is randomly selected between 0 and 1 and is independent of individual effect τ i , the following estimation procedure for λ and β is proposed
where
Here, (5) can be regarded as a conditional likelihood functions with Y A i + Y B i = 1 while (4) can be viewed as a conditional maximum likelihood estimation problem. The identifiable problem for (4) is reported in the following theorem and its proof can be obtained by similar method given by Gao et al. (2017) . Theorem 1. There exists an unique solution (i.e., (β,λ)) to (4) if the following conditions hold (a) the rank of
is k (i.e., the number of covariates), and (b) there exists some j such that D j = 0 and
If individuals A and B are sampled from the same population, condition of (b) given in Theorem 1 is satisfied with probability close to 1 for large n. Condition (b) given in Theorem 1 can also be rewritten as
Gao et al (2017) developed estimators for the dynamic parameters in dynamic models and they are consistent and asymptotically normal distributed. We will show thatβ and λ are also consistent and asymptotically normal distributed under some regular conditions. For the sake of simplicity, denoteθ = (β ′ ,λ)
Assumption: The individual effect is continuously distributed with the density function f (x) which satisfies
Under Assumption (6),θ is consistent and asymptotically normally distributed and its proof is given in Appendix A.
Theorem 2. (Consistency) Under Assumption (6) with σ τ = an α (0 < α < 1) for some constant a > 0,θ converges to θ in probability 1 as n → ∞.
Noting that
we have the following result Theorem 3. (Asymptotic Normality) Let h(x) be continuously derivative and σ τ = a √ n(a > 0). Suppose that the covariance matrix of x A − x B is positive definite, the conditional distribution of x A − x B given D = 0 is symmetrical at the origin and 0 <
as N (0, cΣ −1 ) as n → ∞, where
Simulations
In this section, we evaluate the finite sample performances of the treatment effects estimatorλ which is proposed in Section 2. Several scenarios will be considered.
In the first simulation study, we mainly consider models (3) without covariates. In this case, the error terms, i.e., ǫ A i and ǫ B i , are assumed to be i.i.d. normally distributed with means being 0 and variances being 1 and D i follows binomial distribution with success probability being p = 2/3. We assume that the individual effects come from different distributions (e.g., uniform, normal, Student t and Cauchy distributions). We obtain the mean bias (BIAS) and root mean squared errors (RMSEs) of the estimates of different λ for different distributions of τ with sample sizes being 1000 or 5000. The results based on 100 repetitions are reported in Table 1 . From Table 1 , we observe that our proposed estimator is robust to different prior distributions for τ . In particular, it is noteworthy that our proposed estimator works well for long-tailed distribution (i.e., Student-t) and distribution with no moments (i.e., t(1)(Cauchy)).
Next, we consider models (3) without covariates and with the individual effect τ i ∼ N (0, π 2 /3) where π = 3.14. The results for standard error (SE), BIAS and RMSE of our proposed estimate for various λ-values based on sample sizes being 200, 500, 1000, 2000, 3000 and 5000 are reported in Table 2 . We find that as the sample size increases, all BIAS, RMSE and SE forλ decrease, which is consistent with Theorem 2 thatλ is a consistent estimator of λ. Besides, we observe that both SE and RMSE are almost identical. In addition, we consider model (3) with covariates in which x A i being sampled from N(0, 1) and
. Mean BIASs and RMSEs of the estimates of λ and β based on 100 repetitions for different values of λ and β with sample size being 1000 are reported in Table 3 . We find that the biases for bothλ andβ are close to zero, which again confirms the result of Theorem 2 thatθ is a consistent estimator of θ.
For normally distributed group effects with mean being 0 and variance being σ 2 in models (3), Heckman (1978) proposed the maximum likelihood estimators for the parameter λ and σ 2 (denoted asλ H andσ H , respectively). Here, we compare our proposed estimators with Heckman estimators for the random effect in models (3) without covariates. For this purpose, we consider the group effects coming from N(0,1), N(0,4), and symmetrical mixed normal distribution 0.5 * N (−6, 9) + 0.5 * N (6, 9). BIASs and RMSEs of the estimates (based on 100 repetitions) for different λ values with sample size being 1000 are reported in Table 4 . We also consider group effect coming from asymmetric mixed normal distribution 0.5 * N (−6, 9) + 0.5 * N (6, 3), 0.5 * N (−6, 3) + 0.5 * N (6, 9) and the results are reported in Table 4 . From Table 4 , we find that our proposed estimator and Heckmans estimator are comparable. However, for asymmetrically distributed group effects, our proposed estimator is significantly better that Heckmans estimator in terms of smaller BIASs and RMSEs.
When the error term is standard logistic distribution for models (3), Chamberlain (1980) proposed conditional maximum likelihood (CML) estimator for the parameter λ and Bartolucci and Pigini (2017) developed an R package which is named as cquad to implement the CML approach. Here, we compare the proposed method with the CML when the individual effects τ i is distributed by N(0,1), N (0, π 2 /3), N (0, 6), 0.5 * N (−4, 6) + 0.5 * N (4, 6), respectively, ǫ A i and ǫ B i are independently standard normal distribution and D i follows bi- Table 5 with sample n=500 and 100 repetitions. Simulation studies show that the biases of the CML are large, furthermore the biases are increasing with the increase of variance of individual effects.
Finally, we compare the proposed estimator with the inverse probability weighted estimator developed by Robins et al. (1994) . Here simulated data are generated by the following models:
where β = 1, x A i being sampled from the standard normal distribution, x B i being sampled from the uniform distribution U (−1, 1), and ε i following standard logistic distributions and the group effects being normally distributed with mean 0 and variance π 2 /3. BIASs and RMSEs are reported in Table 6 with the sample size n = 1000 and 100 repetitions. It is shown that both the proposed estimators and Heckman's estimators perform better than IPW estimators. 
Applications
In this section, we will demonstrate our methodologies with two real datasets -one is about lead levels in children's blood and the other is about acute leukaemia patients from a clinical trial.
Lead Levels in Children's Blood
The data set shown in the Table 7 are extracted from the observational study being studied in Morton et al. (1982) , Pruzek & Helmreich (2009) . Briefly, children of parents who had worked in a lead-unrelated industry where lead was used in making batteries were matched by age, exposure to traffic, and neighborhood with children whose parents did not work in lead-related industries. We apply our proposed method to estimate the influence of environmental sources on children of lead absorption. here, we define that Y = 1 if lead level (ug/dl) exceeds 16, 0 otherwise. Our proposed method yieldsλ = 0.9992 withσ 2 λ = 0.1733 while Heckman's method producesλ H = 1.2278 withσ 2 H = 0.1257. According to our proposed method, the odd of treatment group and control group is given
children of employees in a battery manufacturing plant have higher prevalence of high level of blood lead than those children whose parents are not employed in a lead-related industry.
Acute leukaemia patients of clinical trial
The data reported in Table 8 are coming from a clinical trial about acute leukaemia patients, see Freireich et al. (1963 ), Gehan (1965 . Briefly, treatment group which uses 6-mercaptopurine (6-MP) to therapy is compared to control group which employs placebo Table 7 : Blood lead levels of case and control children and the difference between blood lead levels of the two groups by matched pairs. Matched Lead levels(ug/dl) pair no case control Difference  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33   38  23  41  18  37  36  23  62  31  34  24  14  21  17  16  20  15  10  45  39  22  35  49  48  44  35  43  39  34  13  73  25  27   16  18  18  24  19  11  10  15  16  18  18  13  19  10  16  16  24  13  9  14  21  19  7  18  19  12  11  22  25  16  13  11  13   22  5  23  -6  18  25  13  47  15  16  6  1  2  7  0  4  -9  -3  36  25  1  16  42  30  25  23  32  17  9  -3  60  14  14  mean 31.84848 15.87879
to treatment in the maintenance of remissions in acute leukemia. One year after the start of the study, times of remission in weeks are recorded. We define Y = 1 if the time of remission is more than 12 weeks, 0 otherwise. Our proposed method yieldsλ = 0.617 witĥ σ 2 λ = 0.1377 while Heckman's method producesλ H = 0.180 withσ 2 H = 0.1390. Obviously, simple Wald tests will suggest significant treatment effect from our proposed method and insignificant treatment effect from Heckman's method. According to our method, it can be concluded that the odd of treatment group and control group is
Consequently, there is strong evidence that patients receiving 6-MP have longer remissions than those receiving placebo.
Conclusion
In this paper, we consider a matched pairs data design which allows for unobserved individual heterogeneity (groups effects) with treatment effects on the dependent variable.
A new method for estimating treatment effects based on the probit model is proposed. Here, group effects with large variances are allowed. We demonstrate that our proposed parameter estimators are consistent and asymptotically normally distributed. In general, our proposed estimators are superior to existing Heckman's estimators and inverse probability weighted (IPW) estimators.
Appendix. Proofs
We assume that (x A i , x B i , D i )(i = 1, · · · , n) are mutually independent with a common distribution function F (x A , x B , D). Let σ τ = an α with a > 0 and 0 < α < 1.
Lemma A1. Under Assumption (6) with h(x) having continuous derivatives, we have
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Therefore,
By Chebyshev's inequality, we have
which implies Lemma A1.
Lemma A2. Under Assumption (6), we have
Proof: Let
We have
Similarly, one can obtain
For ε > 0, as n → ∞ we have
which implies that Lemma A2 holds.
Proof of Theorem 2: Let
and its logarithm be
By Lemmas A1 and A2, we have
which implies thatθ is a consistent estimator of θ.
Lemma A3. Under Assumption (6) with h(x) having continuous derivatives and σ τ = a √ n(a > 0),
has the asymptotic distribution N (0, Σ/c), where
Since the first derivative of h(x) is continuous, we have
and Let t = (t 1 , · · · , t k+1 ) ′ be a k+1 dimensional row vector. We have
The characteristic function of n j=1 Q j /n 1/4 is given by ϕ n (t) = E exp{i 
Expanding the above function around the true value, i.e., θ, yields and Theorem 3 is proved.
