In this paper, we propose an enriched Galerkin (EG) approximation for a two-phase pressure saturation system with capillary pressure in heterogeneous porous media. The EG methods are locally conservative, have fewer degrees of freedom compared to discontinuous Galerkin (DG), and have an efficient pressure solver. To avoid non-physical oscillations, an entropy viscosity stabilization method is employed for high order saturation approximations. Entropy residuals are applied for dynamic mesh adaptivity to reduce the computational cost for larger computational domains. The iterative and sequential IMplicit Pressure and Explicit Saturation (IMPES) algorithms are treated in time. Numerical examples with different relative permeabilities and capillary pressures are included to verify and to demonstrate the capabilities of EG.
Introduction
We consider a two-phase flow system in porous media which has been widely employed in petroleum reservoir modeling and environmental engineering for the past several decades [7, 16, 22, 60, 62, 71] . The conventional twophase flow system is formulated by coupling Darcy's law for multiphase flow with the saturation transport equation [50, 73] .
An incomplete list of numerical approximations such as finite difference, mixed finite elements, and finite volume methods [2, 4, 7, 19, 20, 22, 26, 27, 62, 65, 68, 69, 76] have been successfully utilized in multiphase flow reservoir simulators. Recent interest has centered on multiscale extensions to finite element methods [3, 23, 24, 34, 39, 42, 56, 63] . In all of these works, it was observed that local conservation was required for accurately solving the saturation transport equations [44, 70] . However, only several of these references considered capillary pressure effects for twophase flow systems [5, 9, 25, 29, 41, 46, 67, 74] . For many problems such as CO 2 sequestration, the latter is crucial for realistic heterogeneous media.
In this paper, we focus on extensions of enriched Galerkin approximations (EG) to two-phase flow in porous media with capillary pressure. Our objective is to demonstrate that high order spatial approximations for saturations can be computed efficiently using EG. EG provides locally and globally conservative fluxes and preserves local mass balance for transport [51, 52, 55] . EG is constructed by enriching the conforming continuous Galerkin finite element method (CG) with piecewise constant functions [11, 72] , with the same bilinear forms as the interior penalty DG schemes. However, EG has substantially fewer degrees of freedom in comparison with DG and a fast effective high order solver for pressure whose cost is roughly that of CG [51] . EG has been successfully employed to realistic multiscale and multi-physics applications [55, 53, 54] . An additional advantage of EG is that only those subdomains that require local conservation need be enriched with a treatment of high order non-matching grids.
Local conservation of the flux is crucial for flow and saturation stabilization is critical for avoiding overshooting, undershooting, and spurious oscillations [48] . Our high order EG transport system is coupled with an entropy viscosity residual stabilization method introduced in [38] to avoid spurious oscillations near the interface of saturation fronts. Instead of using limiters and non-oscillatory reconstructions, this method adds nonlinear dissipation to the numerical discretization [35, 36, 37] . The numerical diffusion is constructed by the local residual of an entropy residual. Moreover, the entropy residual is employed for dynamic adaptive mesh refinement to capture the moving interface between the immiscible fluids [43, 45] . It is shown in [1, 64] that the entropy residual can be used as an a posteriori error indicator.
To take advantage of high order in space, each time derivative in the flow and transport system is discretized by second order backward difference formula (BDF2) and extrapolations are employed. For the coupling solution algorithm, a sequential time-stepping scheme (IMPES) is applied for efficient computation [31] . First, we solve the pressure equation implicitly assuming saturation values are obtained by extrapolation in time and the transport equation is solved explicitly [17, 32, 46, 47, 58, 75] . In addition, we employ H(div) flux reconstruction to the incompressible flow to enhance the performance as applied for DG in [10, 30, 57] .
Mathematical Model
In this section, a mathematical model for the slightly compressible two-phase Darcy flow and saturation system in a heterogeneous media is presented. Let Ω ⊂ IR d be a bounded polygon (for d = 2) or polyhedron (for d = 3) with Lipschitz boundary ∂ Ω, and (0, T] the computational time interval with T > 0. The mass conservation equation for saturation equation is defined by
where φ is the porosity of the porous media, ρ i is the density, s i : Ω × (0, T] → R is the saturation, and i ∈ {w, n} indicates wetting(w) or non-wetting(n) phases, respectively. Here, f i :=s i q i , wheres i , q i are the saturation injection/production term and flow injection/production, respectively. If q i > 0,s i is the injected saturation of the fluid and if q i < 0,s i is the produced saturation. Here u i : Ω × (0, T] → R d is the Darcy velocity for each phase i, given by
in which k i is the relative permeability, K := K(x) is the absolute permeability tensor of the porous media, µ i is the viscosity, p i : Ω × (0, T] → R is the pressure for each phase, and g is the gravity acceleration. Relative permeability is a given function of saturation which is defined as
Here we define the capillary pressure,
which is the pressure difference between the wetting and non-wetting phase [18] . Since, we assume that all pores are filled with fluid, we have s w + s n = 1 ands w +s n = 1.
To derive a pressure equation, we sum the saturation equations (1) to get
where we consider a slightly compressible fluid satisfying
with a small compressibility coefficient, c F i 1. Here we assume the reference pressure p 0 i is zero, and porosity φ and reference density ρ 0 i are constants. Thus, we can rewrite (6) and obtain
For the incompressible case, we set c F i = 0 and have ∇ · (ρ w u w + ρ n u n ) = ρ w f w + ρ n f n .
2.1. Choice of primary variables Throughout the paper, we set the wetting phase pressure p w and saturation s w as the primary variables. Different choices and effects are illustrated in [5] . We rewrite the incompressible flow equation by combining the relations (2), (4), (9) , and continuity of phase fluxes to obtain
which is equivalent with
where
For the slightly compressible flow equations, we get the pressure equation
For the saturation equation, we solve
and s w + s n = 1. The boundary of Ω is decomposed into three disjoint sets Γ in , Γ out and Γ N so that ∂ Ω = Γ in ∪ Γ out ∪ Γ N For the flow problem, we impose
are the each Dirichlet and Neumann boundary conditions, respectively. Thus we define Γ D := Γ in ∪ Γ out . Here inflow and outflow boundaries are defined as Γ in := {x ∈ ∂ Ω : u w · n < 0} and Γ out := {x ∈ ∂ Ω : u w · n > 0}.
For the saturation system, we impose
where s in is a given boundary value for saturation. Finally, the above systems are supplemented by initial conditions EG h,l is defined as
where l ≥ 1, also see [11, 51, 52, 55, 72] for more details. We define the coefficient κ T by
For any e ∈ E I h , let T + and T − be two neighboring elements such that e = ∂ T + ∩ ∂ T − . We denote by h e the length of the edge e. Let n + and n − be the outward normal unit vectors to ∂ T + and ∂ T − , respectively (n ± := n |T ± ). For any given function ξ and vector function ξ , defined on the triangulation T h , we denote ξ ± and ξ ± by the restrictions of ξ and ξ to T ± , respectively. We define the average {{·}} as follows:
On the other hand, for e ∈ E ∂ h , we set {{ζ }} := ζ and {{τ}} := τ. The jump across the interior edge will be defined as usual:
For inner products, we use the notations:
For example, a function in
Finally, we introduce the interpolation operator Π h for the space V EG h,l as
where Π l 0 is a continuous interpolation operator onto the space M l 0 (T h ), and Q 0 is the L 2 projection onto the space M 0 (T h ). See [51] for more details.
Temporal Approximation
The time discretization is carried out by choosing N ∈ N, the number of time steps. To simplify the discussion, we assume uniform time steps, let ∆t = T/N. We set t k = k∆t and for a time dependent function we denote ϕ k = ϕ(t k ). Over these sequences we define the operators
for the backward Euler time discretization order 1 and order 2. In this paper, we employ BDF2 (second order backward difference formula) with m = 2 to discretize the time derivatives.
Thus we obtain the following time discretized formulation
As frequently done in modeling slightly compressible two-phase flow, we neglect the terms involving small compressibility c F n in (16) with the exception of c F w . Here c F w is included as a regularization term for the solver. Next, the saturation system is discretized by
The above system is fully coupled and nonlinear. We propose the following iterative decoupled scheme.
Sequential IMPES algorithm
The implicit pressure and explicit saturation algorithm (IMPES) is frequently applied as an efficient algorithm for decoupling and sequentially solving the system [18] . For uniform time steps, to approximate the time dependent terms we define the extrapolation of ϕ k+1, * by
The IMPES algorithm solves the system as follows:
1. Initial conditions at time t k−1 ,t k are given. 2. Solve p k+1 w at time t k+1 by using the previous saturation to compute λ i (s k+1, * w
) and p c (s
3. Compute the velocity u k+1, * w by using p k+1 w and the saturation.
Compute s k+1
w using an explicit time stepping.
Iterative IMPES algorithm
An iterative IMPES algorithm is to solve the following equations sequentially for iterations j = 1, · · · until it converges to a given tolerance or a fixed number of iterations has been reached. For example, at each time step t k : 
3. Iteration continues until s
Spatial Approximation of the Pressure System
The locally conservative EG is selected for the space approximation of the pressure system (30). Here we apply the discontinuous Galerkin (DG) IIPG (incomplete interior penalty Galerkin) method for the flow problem to satisfy the discrete sum compatibility condition [21, 55, 70] . Mathematical stability and error convergence of EG for a single phase system is discussed in [51, 52, 55] The EG finite element space approximation of the wetting phase pressure p w (x,t) is denoted by P w (x,t) ∈ V EG h,l (T h ) and we let P k w := P w (x,t k ) for time discretization, 0 ≤ k ≤ N. We set an initial condition for the pressure as P 0
and f k+1 are approximations of p in (·,t k+1 ), p out (·,t k+1 ), u N (·,t k+1 ) and f (·,t k+1 ) on Γ D , Γ N and Ω, respectively at time t k+1 . Assuming s w (·,t k+1 ) is known, and employing time lagged/extrapolated values for simplicity, the time stepping algorithm reads as follows: Given P k−1 w , P k w , find
where S and F are the bilinear form and linear functional, respectively, are defined as
Here h e denotes the maximum length of the edge e ∈ E h and α, α c are penalty parameters for pressure and capillary pressure, respectively. For adaptive mesh refinement with hanging nodes, we make the usual assumption to set the h e = min(h + , h − ) for e = ∂ T + ∩ ∂ T − over the edges on a mesh T .
Locally conservative flux
Conservative flux variables are described in [51, 72] with details for convergence analyses. With slight modifications to the latter single phase case, we define the two-phase wetting phase velocity as U k+1, * w since it depends on the previous saturation value s k+1, * w . Let P k+1 w be the wetting phase solution to (36), then we define the globally and locally conservative flux variables U k+1, * w at time step t k+1 by the following :
where n is the unit normal vector of the boundary edge e of T and u
H(div) reconstruction of the flux
For incompressible flow, it is frequently useful to project the velocity (flux) into a H(div) space for high order approximation to a transport system, see [5, 10, 28, 29, 30] for more details. We illustrate below, the reconstruction of the EG flux (37)- (40) in a H(div) space for quadrilateral elements [52, 57] . The flux is projected into the RaviartThomas (RT l ) space [12, 66] ,
with polynomial order l.
Let U div ∈ H be the reconstructed flux defined on each element T as
where v ∈ Q l−1,l (T ) × Q l,l−1 (T ) and
We note that the polynomial order of the post-processed space H is chosen consistently with the order of the pressure space l. The performance of the projection is illustrated in [52] .
Spatial Approximation of the Saturation System
The bilinear form of EG coupled with an entropy residual stabilization is employed for modeling the transport system (19) with high order approximations [55] . Here, again we apply DG IIPG method although other interior penalty methods can be utilized. Stability and error convergence analyses for the approximation are provided in [52] .
The EG finite element space approximation of the wetting phase saturation s w (x,t) is denoted by S w (x,t) ∈ V EG h,s (T h ) and we let S k w := S w (x,t k ) for time discretization, 0 ≤ k ≤ N. We set an initial condition for the saturation as S 0 w := Π h s w (·, 0). With P k+1 w computed by the system (36) and locally conservative fluxes (37), the time stepping algorithm reads as follows:
where,
and
The injection/production term f k+1 w :=s k+1 w q k+1 w splits by
Recall thats k+1 w is the injected saturation if q k+1 w > 0 and is the resident saturation if q k+1 w < 0. The computed locally conservative numerical fluxes in the section 3.2.1 are applied here.
Entropy residual stabilization
Elimination of spurious numerical oscillations due to sharp gradients in the solution requires stabilizations for the high order approximation to the transport system (s ≥ 1). In this section, we describe an entropy viscosity stabilization technique to avoid oscillations in the EG formulation (43) . This method was introduced in [38] and mathematical stability properties are discussed in [14] for CG and in [77] for DG. Recently, it was employed for EG single phase miscible displacement problems [55] by the authors. Here, we provide an extension to two-phase flow saturation equation.
We redefine the velocity term for the two-phase flow system by separating the relative permeability which is a function of saturation, as is frequently referred to as expanded mixed form [6] . We let
Now, we introduce a numerical dissipation term E (S k+1 w , ψ) in (43) to obtain,
and α T is a penalty parameter.
The main idea of the entropy residual stabilization is to split the stabilization terms into µ k+1
Lin and µ k+1
Ent . If S w (·,t) is smooth, the entropy viscosity stabilization µ k+1 Ent (S w ,Û w ) |T will be activated, since µ k+1 Ent is small. However, the linear viscosity µ k+1 Lin (S w ,Û i ) |T is activated where S w (·,t) is not smooth. The first order linear viscosity is defined by,
where h T is the mesh size and λ Lin is a positive constant. We note that s w is transported byû w and s n = 1 − s w is transported byû n . Next, we describe the entropy viscosity stabilization. Recall that it is known that the scalar-valued conservation equation
may have one weak solution in the sense of distributions satisfying the additional inequality
for any convex function E ∈ C 0 (Ω; R) which is called entropy and F (s w ) := E (s w )v (s w ), the associated entropy flux [49, 61] . The equality holds for smooth solutions. For the two-phase flow system, we redefined the velocity in (48) to split the relative permeability. Thus, we set v(s w ) := ρ 0 w k w (s w )û w . Then we obtain F (s w ) = (ρ 0 w k w (s w )û w ) · E (s w ) and ∇ · F(s w ) = F (s w ) · ∇s w . Note that we can rewrite ∇E(s w ) = E (s w )∇s w . We define the entropy residual which is a reliable indicator of the regularity of s w as
which is large when S w is not smooth. In this paper, we chose 
with ε < 1 as chosen in [13, 36, 55] . Finally, the local entropy viscosity for each step is defined as
Here λ Ent is a positive constant to be chosen with the averageĒ k+1, * :=
1
|Ω| Ω E(S k+1, * w ) dx. We define the residual term calculated on the faces by J k+1
The entropy stability with above residuals for discontinuous case is given with more details in [77] . Also, readers are referred to [38] for tuning the constants (λ Ent , λ Lin ).
Adaptive Mesh Refinement
In this section, we propose a refinement strategy by increasing the mesh resolution in the cells where the entropy residual values (59) are locally larger than others. It is shown in [1, 64] that the entropy residual can be used as a posteriori error indicator. The general residual of the system (43) could also be utilized as an error indicator, but this residual goes to zero as h → 0 due to consistency. However, as discussed in [38] , the entropy residual (59) converges to a Dirac measure supported in the neighborhood of shocks. In this sense, the entropy residual is a robust indicator and also efficient since it is been computed for a stabilization. We denote the refinement level, Ref T (see Figure 2) , to be the number of times a cell(T ) from the initial subdivision has been refined to produce the current cell. Here, a cell T is refined if its corresponding Ref T is smaller than a given number R max and if
where x T is the barycenter of T and C R ∈ [0, 1]. The purpose of the parameter R max is to control the total number of cells, which is set to be two more than the initial
where C C ∈ [0, 1]. However, a cell is not coarsened if the Ref T is smaller than a given number R min . Here R min is set to be two less than the initial Ref T . In addition, a cell is not refined more if the total number of cells are more than Cell max . The subdivisions are accomplished with at most one hanging node per face. During mesh refinement, to initialize or remove nodal values, standard interpolations and restrictions are employed, respectively. We take advantage of the dynamic mesh adaptivity feature with hanging nodes in deal.II [8] in which subdivision and mesh distribution are implemented using the p4est library [15] .
Global Algorithm and Solvers
We present our global algorithm in Figure 3 for modeling the two-phase flow problem. An efficient solver developed in [51] is applied to solve the EG pressure and saturation system separately. The current solver is GMRES Algebraic Multigrid(AMG) block diagonal preconditioner. H(div) projection is activated only for incompressible cases. The entropy residuals are employed when solving the transport system as well as refining the mesh. The authors created the EG two-phase flow code to compute the following numerical examples based on the open-source finite element package deal.II [8] which is coupled with the parallel MPI library [33] and Trilinos solver [40] . 
Numerical Examples
This section verifies and demonstrates the performance of our proposed EG algorithm. First, the convergence of the spatial errors are shown for the two-phase EG flow system for decoupled, sequential and iterative IMPES. Next, several numerical examples with capillary pressure, gravity and dynamic mesh adaptivity including a benchmark test are provided.
Example 1. Convergence Tests -decoupled case with entropy residual stabilization.
Here we consider the two-phase flow problem with exact solution given by is defined as p c (s 
see Figure 4b for more details. In addition, we define following the parameters: µ w = 1 cp, µ n = 2 cp, ρ w = ρ n = 1000 kg/m 3 , g = [0, −9.8 m/s 2 ]/101325 (scaling with pressure (atm) 1 atm = 101 325 Pa), c F w = 10 −12 , and φ = 0.8. We illustrate the convergence of EG flow (36) and EG saturation (43) , separately for the two-phase flow system with capillary pressure. In this case, exact values of s w (t k ) and s w (t k−1 ) are provided to compute P k+1 w , and exact values of p w (t k ) and p w (t k−1 ) are provided to compute each S k+1 w . The entropy residual stabilization term (49) discussed in Section 3.3.1 is included with λ Ent = λ Lin = 10 −2 and entropy function (57) chosen with ε = 10 −4 . The penalty coefficients are set as α = 100 and α T = 0.01. For each of the flow and transport equations, respectively, five computations on uniform meshes were computed where the mesh size h is divided by two for each cycle. The time discretization is chosen fine enough not to influence the spatial errors and the time step ∆t is divided by two for each cycle. Each cycle has 100, 200, 400, 800 and 1600 time steps and the errors are computed at the final time T = 0.1. The behavior of the H 1 (Ω) semi norm errors for the approximated pressure solution versus the mesh size h are depicted in Figure 5a . Next, the L 2 (Ω) error for the approximated saturation solutions versus the mesh size is illustrated in Figure 5b . Both linear and quadratic orders (l, s = 1, 2) were tested and the optimal order of convergences as discussed in [51] are observed.
Mesh size

Example 2. Convergence Tests -coupled case
In this section, we solve the same problem as in the previous example but with a pressure and saturation system coupled. Here, two different algorithms were tested and compared: sequential IMPES (Section 3.1.1) and iterative IMPES (Section 3.1.2). The convergences of the errors for the pressure and the saturation are provided in Figures 6  and 7 . We observed that the optimal rates of convergence for the high order cases (l = 2, s = 2) are obtained for both the sequential and iterative IMPES scheme. Here the tolerance was set to ε I = 10 −10 and 3-4 iterations were required for the convergence at each time step for iterative IMPES. (65), and the capillary pressure is set to zero for this case. The penalty coefficients are set as α = 100 and α T = 100. Figure 8 illustrates the wetting phase saturation (s w ) at the time step number k = 50 with the entropy stabilization coefficients (λ Ent = 0.1, λ Lin = 1) and entropy function (57) Figure 8b plots the values of S w over the fixed line y = 0.25 m. We observe a saturation front without any spurious oscillations. In addition, Figure 8c presents the adaptive mesh refinements and entropy residual values (58) at the time step number k = 50. This choice of stabilization (51) performs as expected; see Figure 8d . We note that the linear viscosity (52) is chosen where the entropy residual values are larger.
Example 4. A layered three dimensional domain
This example presents a three dimensional computation in Ω = (0, 1 m) 3 with a given heterogeneous domain, see The adaptive mesh refinement strategy becomes very efficient for large-scale three dimensional problems using parallelization.
Example 5. A benchmark: effects of capillary pressure
In this example, we emphasize the effects of capillary pressure in a heterogeneous media as shown in [41, 74] . Figure 11 . Relative permeabilities are given as a function of the wetting phase saturation (65) , and the penalty coefficients are set as α = 1, α c = 1 and α T = 1000. The entropy stabilization coefficients are λ Ent = 1 and λ Lin = 1. Dynamic mesh adaptivity is employed as same as the example 3 and the minimum mesh size is h min = 0.0027. The uniform time step size is taken as ∆t = 0.005. The capillary pressure (64) is given with B c = −0.01 and ε s = 0.1.
Here two tests are performed, one with the capillary pressure (B c = −0.01) and a second with zero capillary pressure (B c = 0). The differences and effects of capillary pressure are depicted at Figure 12 for different time steps. The injected wetting phase water flows faster in the high permeability layers but is more diffused in the case with capillary pressure as shown in previous results [41, 74] . One can observe the capillary pressure is a non-linear diffusion source term for the residing non-wetting phase. This causes more uniformed movement of the injected fluid.
Example 6. A random heterogeneous domain with different relative permeability
This example considers well injection and production in a random heterogeneous domain Ω = (0 ,1 m) 2 . Wells are specified at the corners with injection at (0, 0) and production at (1 m, 1 m) . See Figure 13a for the setup. We test and compare two different non-wetting phase relative permeabilities such as
where the latter is often referred as the case with foam in a porous media [59] . Here, f w := 1+R(0.5+ 1 π arctan(κ(s w − s * w ))) is a mobility reduction factor with a constant positive parameters set to R = 10, κ = 100, and a limiting water saturation S * w = 0.3. Figure 13b illustrates two different non-wetting phase relative permeabilities (k 1 n , k 2 n ). The wetting phase relative permeability (k w ) is identical with the previous examples. Setup with a random absolute permeabilities, wetting phase relative permeability (k w ), and two different non-wetting phase relative permeabilities (k 1 n , k 2 n ). We note k 2 n represents rough relative permeability which often referred as the case with foam in a porous media [59] . We assume the domain is saturated with a non-wetting phase, i.e s 0 n = 1 and s 0 w = 0 and a wetting phase fluid is injected. Fluid and rock properties are given as µ w = 1 cP, µ n = 3 cP, ρ w = 1000 kg/m 3 , ρ n = 830 kg/m 3 , c F w = 10 −10 , f + w = 100 m/s, f − w = −100 m/s, f n = 0, and φ = 0.2. The capillary pressure and the gravity is neglected to emphasize the effects of heterogeneity and different non-wetting phase relative permeability. Here the numerical parameters are chosen as h min = 1.1 × 10 −2 and ∆t = 3.8 × 10 −3 . Due to the dynamic mesh refinement (R max = 7 and R min = 2), the number of degrees of freedom for EG transport and the maximum number of cells are 32158, 15934, respectively at (a) t = 0.765 the final time T = 15. The entropy stabilization coefficients are set to λ Ent = 0.1 and λ Lin = 0.25, where the entropy function (57) is chosen with ε = 10 −3 . The penalty coefficients are set as α = 1 and α T = 1000. Figure 14 illustrates the EG-Q 1 solution of S w values for each time in a heterogeneous media with a non-wetting phase relative permeability k 1 n (s w ). Next, Figure 15 is the case with k 2 n (s w ). We note that wetting phase saturation values above S * w are restricted for the latter case due to the relative permeability, k 2 n (s w ). In this example, we simply extend the previous example to a three dimensional domain Ω = (0 ,1 m) 3 with absolute permeabilities given as figure 16. Wells are specified at the corners with injection at (0, 0, 0) and production at (1 m, 1 m, 1 m) . The numerical parameters are chosen as h min = 5.4 × 10 −2 and ∆t = 3.4 × 10 −3 . All the other physical parameters and boundary conditions are the same as in the previous example. Figure 17 illustrates the contour value of S w = 0.3 for each time step. Here the maximum EG-Q 1 degrees of freedom for wetting phase saturation at the final time step is around 70, 000 and this example is computed by employing four multiple parallel processors (MPI). We assume the domain is saturated with a non-wetting phase, i.e s 0 n = 1 and s 0 w = 0 and a wetting phase fluid is injected. Fluid and rock properties are given as µ w = 1 cP, µ n = 3 cP, ρ w = 1000 kg/m 3 , ρ n = 830 kg/m 3 , c F w = 10 −10 , f + w = 2.5 m/s, f − w = −2.5 m/s, f n = 0, and φ = 0.2. Relative permeabilities are given as functions of the wetting phase saturation (65) , and the capillary pressure is set with B c = −0.001 and ε s = 0.1. The penalty coefficients are set as α = 1, α c = 1 and α T = 1000 and the time step is set by ∆t = 0.18. Here, we employ the gravity g = [0, −9.8 m/s 2 ], and for the same scaling with pressure (atm), we divide it by 101325 (1 atm = 101 325 Pa). Figure 19 illustrates the injected wetting phase saturation values for each time step number. We observe the effect of the gravity.
Example 7. A three dimensional random heterogeneous domain
The entropy stabilization coefficients are set as λ Ent = 40 and λ Lin = 1, where the entropy function (57) is chosen with ε = 10 −3 . Figure 20 illustrates the choice for stabilization. Dynamic mesh adaptivity is employed with initial refinement level Ref T = 4, R max = 7 and R min = 3 with a minimum mesh size is h min = 0.4. In addition, Figure  21 presents the production data. The oil saturation values (non-wetting phase S n ) over the time are plotted with the accumulative oil production rate (∑ T k=0 |S n f − |). 
Conclusion
In this paper, we present enriched Galerkin (EG) approximations for two-phase flow problems in porous media with capillary pressure. EG preserves local and global conservation for fluxes and has fewer degrees of freedom compared to DG. For a high order EG transport system, entropy residual stabilization is applied to avoid spurious oscillations. In addition, dynamic mesh adaptivity employing entropy residual as an error indicator reduces computational costs for large-scale computations. Several examples in two and three dimensions including error convergences and a well known capillary pressure benchmark problem are shown in order to verify and demonstrate the performance of the algorithm. Additional challenging effects arising from gravity and rough relative permeabilities for foam are presented.
