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ABSTRACT 
To date, pavement management software products and studies on optimizing the 
prioritization of pavement maintenance and rehabilitation (M&R) have been mainly 
focused on three parameters; the pre-treatment pavement condition, the rehabilitation cost, 
and the available budget.  Yet, the role of the candidate projects’ spatial characteristics in 
the decision-making process has not been deeply considered.  Such a limitation, 
predominately, allows the recommended M&R projects’ schedule to involve 
simultaneously running but spatially scattered construction sites, which are very 
challenging to monitor and manage.  This study introduces a novel approach to integrate 
pavement segments’ spatial coordinates into the M&R prioritization analysis. The 
introduced approach aims at combining the pavement segments with converged spatial 
coordinates to be repaired in the same timeframe without compromising the allocated 
budget levels or the overall target Pavement Condition Index (PCI).  Such a combination 
would result in minimizing the routing of crews, materials and other equipment among the 
construction sites and would provide better collaborations and communications between 
the pavement maintenance teams.  Proposed herein is a novel spatial clustering algorithm 
that automatically finds the projects within a certain budget and spatial constrains.  The 
developed algorithm was successfully validated using 1,800 pavement maintenance 
projects from two real-life examples of the City of Milton, GA and the City of Tyler, TX. 
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INTRODUCTION 
 
One major responsibility of the transportation agencies is to manage the use of available 
funds to achieve adequate overall pavement network condition (1).  Considering the rapid 
deterioration of pavements, due to the continuous increment in the traffic volume, the task 
of investigating the most cost-effective strategy in managing the pavement network has 
become very challenging (2).  Therefore, several agencies hire consultants, pavement 
engineers, and qualified inspectors to provide the decision makers with an accurate 
evaluation of the pavement network condition, a list of candidate maintenance and 
rehabilitation (M&R) projects, and a detailed rehabilitation projects’ schedule (3).  
Accordingly, several pavement management systems (PMS) software products have been 
developed to assist the pavement engineers in the M&R prioritization, such as PAVER, 
Cartegraph, PERS, StreetSaver and PAVEMAN (4, 5).  In addition, several optimization 
algorithms for M&R prioritization have been recently introduced (6- 10).  However, up to 
the authors’ knowledge, no pavement software product or optimization algorithm has taken 
into consideration the spatial correlations between the candidate M&R projects.  Per this 
current practice, the recommended M&R projects’ schedule consistently encompasses 
simultaneously running but spatially scattered construction sites, which are very 
challenging to monitor and manage. 
Managing multiple projects sites is a well-known common challenge in the 
construction industry (11).  Obviously, if these projects are spatially scattered, this would 
add more complexity to that challenge (12).  Therefore, in most cases, the transportation 
agency would request a reformulation of the proposed schedule, so that M&R projects 
within the same geographic zone are combined and conducted in the same fiscal year.  This 
strategy allows the contractor to perform the field work using continuous workflow, which 
provides a significant decrease in cost, timing, and mobilization of labor, equipment, and 
materials (13, 14).  Therefore, the transportation agency receives lower proposals from the 
bidding contractors.  However, the process of reformulating the project schedule is highly 
subjective and time-consuming, as there is no automated algorithm to perform the task.  
This study introduces a novel approach to perform the reformulation process by integrating 
pavement segments’ spatial characteristics in the (M&R) prioritization analysis.  
Proposed herein, a clustering algorithm that naturally partitions the projects while 
considering simultaneously the budget constraints, the schedule, and the geographic 
Characteristics in terms of coordinates. The number of clusters in the proposed method is 
determined by the total number of years allocated for the projects. The algorithm starts by 
finding the centroid for the clusters, then the clusters grow by gradually increasing the 
number of nearest neighbors around the centroids while taking into consideration the 
budget and the schedule constrains.  Each cluster is finalized when its allocated budget is 
reached. The factors that form the clusters' constraints can be given weights to determine 
when the points join the cluster. Points with higher weights joint the cluster before points 
with lower weights. In our case, higher weights are assigned to projects closer to the cluster 
centroid, have a small budget and have earlier schedules. The closeness to the centroid 
factor is given the highest priority to enter the cluster, the other factors: the budget size and 
project schedule are considered afterward in this order.  In the presented article, the 
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terminologies of M&R projects and pavement segments are interchangeable. In addition, 
the terminologies of cluster, zone, and fiscal year are interchangeable. 
LITERATURE REVIEW AND TECHNICAL BACKGROUND 
Pavement Management Budget analysis and Project planning 
Pavement management is a process aims at planning the M&R projects of the roadway 
network to achieve a satisfactory level of service over the entire network while taking into 
consideration the budget constraints (10).  Generally, there are two types of M&R planning 
problems, specifically, the budget planning problems and the budget allocation problems 
(15).  In the budget planning problem, a required budget needs to be determined, so that a 
target overall pavement network condition is achieved.  In the budget allocation problem, 
the available budget is known, and the most cost-effective allocation of the available funds 
is to be determined.  In both scenarios, an M&R project schedule is proposed, and funds 
are distributed among the different M&R Categories.  Mainly, there are three pavement 
M&R categories, namely, major M&R, global M&R, and localized M&R (16).  The major 
M&R category includes heavy rehabilitation activities such as reconstruction and Hot Mix 
Asphalt (HMA) overlays. The global M&R category involves preventive activities such as 
seal coats and micro-surfacing (17).  The localized M&R category encompasses minor 
activities, that aims at maintaining safe drive on the roadway surface, such as patching a 
pothole or sealing a crack (18).  Major and global M&R projects are the focus of the project 
planning and project allocation problems because of the continuous workflow pattern, and 
because they consume most of the available funds and construction time.  On the other 
hand, localized maintenance activities are mostly conducted in-house, as they are very light 
and safety-related; therefore, they are out of the consideration of the project planners. 
 
Efforts in Incorporating Engineering Criteria into PMS project planning 
In this section, noteworthy studies aimed at incorporating more than the available budget and the 
pavement condition criteria into the PMS project planning are summarized.  In 2009, Yang and co-
authors introduced an algorithm for the spatial clustering of the pavement segments (2).  The 
authors utilized the fuzzy c-mean clustering method to divide the pavement segments selected for 
repair in a fiscal year into clusters (projects) based on condition similarity, work continuity, and 
project length.  However, the algorithm doesn't deal with projects recommended for repair at 
different fiscal years.  In 2010, Pantha and co-authors developed a model utilizing Geographic 
information system (GIS) for M&R project planning in Nepal (19).  The model takes into 
consideration locations of roadside slope failure, which is critical in the pavement M&R planning 
in mountain regions.  In 2012, Zhou and Wang, introduced a co-location based decision tree (CL-
DT) for pavement management (20).  The algorithm takes into consideration the spatial distance 
between the pavement segments; however, the available budget constraints and the individual 
project cost were not considered in the model development.  Almeida and co-authors developed a 
methodology for unpaved road maintenance project prioritization using analytic hierarchy process 
(AHP) (21).  The methodology takes into account the traffic volume, the climatic condition, and 
social parameters.  The AHP-based approach results are subjective in nature, and no optimum 
solution can be achieved without being interpreted as subsidies to the decision-making process.  In 
2015, Yu and co-authors introduced a multi-objective optimization model that integrates 
environmental impacts to the PMS project planning (22).  Environmental elements that were 
considered in the analysis encompass, fuel consumption, vehicle operation cost, and global 
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warming potential.  On the other hand, the approach doesn’t account for the physical distance 
between the pavement segments.      
Partition-Based Spatial Clustering Algorithms 
The literature of clustering is vast and general references regarding clustering include (23- 25). The 
problem that is considered in this paper can be classified as a partition-based clustering problem 
with some additional constraints that are specific to the introduced problem.  Partition-based 
clustering algorithms are generally divided into two types: Partitioning Relocation Methods and 
Density-Based Partitioning.  Partitioning relocation methods, such as k-mean (26) and k- medoids 
(27), try to learn the clusters by iteratively reassigning points between subsets while trying to 
minimize a certain clustering criterion.  Partition relocation methods usually require the number of 
clusters as an input to the algorithm.   
Density-based methods algorithm, such as DBSCAN (28), OPTICS (29), 
DBCLASD (30), try to find densely connected components in the data. Unlike partitioning 
relocation clustering algorithms, density-based methods do not require this input but 
require other density-related parameters such as the local radius and number of samples 
within this radius (29). For more on clustering algorithms, we refer the reader to the survey 
as (23, 31) and the references therein.  
While the number of clusters in our method is naturally given as a part of the 
problem, existing partitioning relocation methods do not apply directly to our situation 
where we require clustering the pavement segments while simultaneously maintain the 
constraints of the original assigned repairing fiscal year of the segment and not 
compromising the allocated budget levels. The classical setups of the existing partitioning 
relocation and density-based methods are usually indifferent to the nature of the points and 
only consider their spatial or metric setting. Our setting here requires additional 
consideration where each point is assigned a real number that represents the cost allocated 
to that point. Moreover, each cluster is assigned a positive real number that represents the 
total budget allocation in a fiscal year.   
METHEDOLOGY 
Notation and Definitions  
The 𝑘𝑡ℎ Euclidian space will be denoted by  𝑅𝑘.  A point in  𝑅𝑘will be denoted by 𝑥.  A 
point cloud is a finite set of points in  𝑅𝑘. We will denote the 𝑗𝑡ℎ coordinate of the point 𝑥 
in  𝑅𝑘 by 𝑟𝑗(𝑥). The Euclidian distance between two points 𝑥 and 𝑦 in  𝑅
𝑘 will be denoted 
by 𝑑(𝑥, 𝑦).   
Problem Formulation 
The problem starts with a data set 𝑋 that consists of 𝑛 data points {𝑥1, … . , 𝑥𝑛} in 𝑅
𝑘.  Each 
point 𝑥𝑖 is given a cost given by 𝑓(𝑥𝑖) > 0.  So that, the cost function 𝑓: 𝑋 → 𝑅  defined on 
the data 𝑋.  The data 𝐷 is to be divided into 𝑁 clusters {𝐶1, … , 𝐶𝑁} such that 𝑓(𝐶𝑖): =
∑ 𝑓(𝑥) ≤ 𝑝𝑖𝑥 ∊ 𝐶𝑖  where 𝑝𝑖 is a positive number that is assigned to the cluster 𝐶𝑖 
representing the total cost of this cluster.  Further, a global cost constrain is added: 
 ∑ 𝑓(𝑥𝑖) =
𝑛
𝑖=1 ∑ 𝑝𝑖
𝑁
𝑖=1 .  
Remark: Ideally, 𝑓(𝐶𝑖)  is to be equal to 𝑝𝑖. However, given the spatial constraint on the 
points this may not be always possible. In this specific case the cluster cost 𝑝𝑖 is commonly 
given a small tolerance value 𝑡𝑖. By considering the tolerance value the clustering 
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constraint can be written 𝑓(𝐶𝑖)  ∊  [𝑝𝑖 − 𝑡𝑖,𝑝𝑖 + 𝑡𝑖]. For the simplicity of the discussion of 
the algorithm below this condition is not used. However, it will be clear from the main 
algorithm how to achieve this constraint on each cluster 𝐶𝑖.  
Method 
Given a list of costs {𝑝1, … , 𝑝𝑛}  we find the clusters {𝐶1, … , 𝐶𝑛}  such that 
∑ 𝑓(𝑥) ≤ 𝑝𝑖𝑥 𝑖𝑛 𝐶𝑖  as follows.  The solution starts by choosing a point 𝐶𝑁1 from the data 𝑋 
and then start forming a cluster 𝐶1 out of 𝐶𝑁1 by incrementally adding the closest points 
to 𝐶𝑁1 from 𝑋 as long as the cost of total added points does not exceed the total cost 
assigned to the cluster. The cluster 𝐶1 is then subtracted from the set 𝑋.  The process is then 
repeated on the remaining data set 𝑋\𝐶1, namely, a point 𝐶𝑁1 is chosen and a similar 
process is repeated.  The process is iterated until there are no more elements in the dataset. 
There are some subtle points that we did not specify in the algorithm summary 
above such as the choice of the point 𝐶𝑁.  These details will be handled in later sections of 
the article. The main algorithm, given below, requires the subroutine 
𝑅𝑎𝑑𝑖𝑎𝑙_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟_𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔  which is listed as a separate algorithm for readability of 
the main algorithm. 
Algorithm 1: 𝑹𝒂𝒅𝒊𝒂𝒍_𝑵𝒆𝒊𝒈𝒉𝒃𝒐𝒓_𝑪𝒍𝒖𝒔𝒕𝒆𝒓𝒊𝒏𝒈  
Input: A data 𝑋 consisting of 𝑛 data points {𝑥1, … . , 𝑥𝑛} in 𝑅
𝑘. A specific point 𝐶𝑁 in 𝑋. 
A positive number 𝑝 representing the cost of the cluster. 
Output: A cluster 𝐶 ⊆  𝑋 with 𝑓(𝐶) ≤  𝑝. 
1. If 𝑓(𝐶𝑁) ≥ 𝑝 then return cluster that contains 𝐶𝑁 
2. Order the points {𝑥1, … . , 𝑥𝑛}\{𝐶𝑁} according to their distance with 
respect to the point 𝐶𝑁. Name the new ordered list 𝐿: = {𝑦1, … , 𝑦𝑛−1}.  
Note that the list 𝐿 has all elements of 𝑋 except 𝐶𝑁. 
3. Set 𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡 = 𝑓(𝑧) 
4. Initiate an empty list 𝐶 = { } 
5. While (𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡 ≤ 𝑝 𝑎𝑛𝑑  1 ≤ 𝑖 ≤ 𝑛 − 1): 
a. If 𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡 ≤ 𝑝: exit the While loop 
b. Else: Insert 𝑦𝑖 𝑖𝑛 𝐶 and update the variable: 𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡 ≔
𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑠𝑡 + 𝑓(𝑦𝑖) 
6. Return 𝐶 
The main algorithm can is given below. 
Algorithm 2: 𝑴𝒂𝒊𝒏_𝑨𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎 
Input: A data 𝑋 consisting of n data points {𝑥1, … . , 𝑥𝑛} in 𝑅
𝑘. The number of clusters 𝑁. 
An ordered list of positive number {𝑝1, … , 𝑝𝑁} representing the costs of the clusters. 
Output: N clusters {𝐶1, … , 𝐶𝑁} such that 𝑓(𝐶𝑖)≤ 𝑝𝑖 for 1 ≤ 𝑖 ≤ 𝑁. 
1. Set the list 𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎 to be 𝑋 
2. Initiate an empty list 𝐿 = { }.  
3. For (𝑖 = 1 to 𝑖 = 𝑁): 
a. Let 𝐶𝑁𝑖 be a random point in 𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎 
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b. Set 𝐶𝑖 = 
𝑅𝑎𝑑𝑖𝑎𝑙_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟_𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔(𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎, 𝐶𝑁𝑖, 𝑝𝑖) 
c. Set 𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎 ≔  𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎 −  𝐶𝑖  
d. Insert 𝐶 in 𝐿 
4. Return 𝐿 
The flow chart of the main algorithm is given in Figure 1. Part (a) of step (3) selects the 
center of the cluster in the algorithm in which the subroutine 
𝑅𝑎𝑑𝑖𝑎𝑙_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟_𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔 utilizes as an input to form the cluster.  The centers of the 
clusters hence affect the overall quality of the final clustering results. Ideally, in the 
presented case the new cluster is needed to be “as far as possible” from the existing clusters.  
For this reason, a method to choose the center of the cluster is developed and presented in 
the next section to satisfy this criterion.  
 
Figure 1: The flow chart of the main algorithm 
Choosing the Centers of the Clusters 
The initial experimentation on the 𝑴𝒂𝒊𝒏_𝑨𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎 showed that selecting the centers 
of the clusters (part a of step 3) is crucial to the final overall quality of the clustering results.  
For this particular study, every new cluster formed is preferred to be as far as possible from 
the already established clusters. For this reason, the 
subroutine 𝐹𝑢𝑟𝑡ℎ𝑒𝑠𝑡_𝑃𝑜𝑖𝑛𝑡_𝐹𝑟𝑜𝑚_𝐶𝑙𝑢𝑠𝑡𝑒𝑟 is developed as given below.  We need to 
introduce the notion of distance between a point and a cluster before introducing the 
subroutine. 
Let 𝑥 be a point in  𝑅𝑘 and 𝑆 be a point cloud in  𝑅𝑘. We define the distance between 
the point 𝑥 and the set 𝑆, denoted by 𝑑(𝑆, 𝑥) to be min
𝑠∊𝑆
𝑑(𝑠, 𝑥). Note that if 𝑠 ∊ 𝑆 then 
𝑑(𝑆, 𝑥) = 0.  There are other methods to choose the distance between a point and a cluster 
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and more generally one can find measure the distance between any two clusters. (32) We 
choose this definition for its simplicity. 
Algorithm 3: 𝑭𝒖𝒓𝒕𝒉𝒆𝒔𝒕_𝑷𝒐𝒊𝒏𝒕_𝑭𝒓𝒐𝒎_𝑪𝒍𝒖𝒔𝒕𝒆𝒓 
Input: An ordered pair (𝑋, 𝑆) of point clouds.  
Output: The furthest point 𝑧 in 𝑋 from S 
1. Set 𝑧 to be any point in 𝑋.  
2. Set 𝑀𝑎𝑥𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑑(𝑆, 𝑧) 
3. For every point 𝑦 in 𝑋 do: 
a. If 𝑑(𝑆, 𝑦) >  𝑀𝑎𝑥𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒: 
i. 𝑀𝑎𝑥𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒: = 𝑑(𝑆, 𝑦) 
ii. 𝑧: = 𝑦 
4. Return 𝑧 
The flow chart of the furthest point from cluster algorithm is given in Figure 2.  Note that 
the order of the input point cloud 𝑋 and 𝑆 in Algorithm is important.  In other words, 
𝐹𝑢𝑟𝑡ℎ𝑒𝑠𝑡_𝑃𝑜𝑖𝑛𝑡_𝐹𝑟𝑜𝑚_𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝑋, 𝑆) is not equal in general 
to 𝐹𝑢𝑟𝑡ℎ𝑒𝑠𝑡_𝑃𝑜𝑖𝑛𝑡_𝐹𝑟𝑜𝑚_𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝑆, 𝑋). 
 
Figure 2: The flow chart of the 𝑭𝒖𝒓𝒕𝒉𝒆𝒔𝒕_𝑷𝒐𝒊𝒏𝒕_𝑭𝒓𝒐𝒎_𝑪𝒍𝒖𝒔𝒕𝒆𝒓 algorithm 
Now, the modified main algorithm is given as follows: 
Algorithm 4: 𝑳𝒂𝒏𝒅𝒂𝒓𝒌_𝑩𝒂𝒔𝒆𝒅_𝑹𝒂𝒅𝒊𝒂𝒍_𝑪𝒍𝒖𝒔𝒕𝒆𝒓𝒊𝒏𝒈 
Input: A data 𝑋 consisting of n data points {𝑥1, … . , 𝑥𝑛} in 𝑅
𝑘. The number of clusters 𝑁. 
An ordered list of positive number {𝑝1, … , 𝑝𝑁} representing the costs of the clusters. 
Output: N clusters {𝐶1, … , 𝐶𝑁} such that 𝑓(𝐶𝑖)≤ 𝑝𝑖 for 1 ≤ 𝑖 ≤ 𝑁. 
1. Set the list 𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎 to be 𝑋. 
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2. Let 𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝐶𝑒𝑛𝑡𝑒𝑟 be the point in X with 𝑟𝑖(𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝐶𝑒𝑛𝑡𝑒𝑟 )= max
𝑥∊𝑋
𝑟𝑖(𝑥)  for 
some 1 ≤ 𝑖 ≤ 𝑘. 
3. Set 𝑐𝑒𝑛𝑡𝑒𝑟: =  𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝐶𝑒𝑛𝑡𝑒𝑟 
4. Initiate an empty list 𝐿 = { }. 
5. For (𝑖 = 1 to 𝑖 = 𝑁): 
a. Set 𝐶𝑖 = 𝑅𝑎𝑑𝑖𝑎𝑙_𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟_𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔(𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎, 𝑐𝑒𝑛𝑡𝑒𝑟, 𝑝𝑖) 
b. Set 𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎 ≔  𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎 −  𝐶𝑖  
c. Insert 𝐶𝑖 in 𝐿 
d. Set 𝑐𝑒𝑛𝑡𝑒𝑟:= 𝐹𝑢𝑟𝑡ℎ𝑒𝑠𝑡_𝑃𝑜𝑖𝑛𝑡_𝐹𝑟𝑜𝑚_𝐶𝑙𝑢𝑠𝑡𝑒𝑟(𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎, 𝑋 −
𝑅𝑒𝑚𝑎𝑛𝑖𝑛𝑔𝐷𝑎𝑡𝑎)  
 
6. Return 𝐿 
Figure 3 illustrates the flow chart of Algorithm 4: 
 
 
Figure 3: The flow chart of the 𝑳𝒂𝒏𝒅𝒂𝒓𝒌_𝑩𝒂𝒔𝒆𝒅_𝑹𝒂𝒅𝒊𝒂𝒍_𝑪𝒍𝒖𝒔𝒕𝒆𝒓𝒊𝒏𝒈 
Note that Algorithm 2 and 4 rely on the Algorithm 1 in forming the cluster at each stage. 
Recall that in Algorithm 1, points are added to the center CN based on their closeness to 
the center. Namely, the points are ordered according to their distance to the center CN and 
then being added in this order as long as they do not exceed the costs associated to the 
cluster concerned. However, for the presented purpose, this is not ideal. Some other 
criterion such as the schedule of the project that the point represents, and the cost of that 
project should also play a role in making the final cluster. This matter is considered in the 
next section.     
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Consideration of the Schedule and the Cost Constrains in Forming the Clusters 
After choosing the center 𝐶𝑁, the only criterion to add a point 𝑥 from the data 𝑋 a to the 
cluster C in Algorithm 1 is the distance between the point x and the center 𝐶𝑁. The priority 
of adding a point 𝑥 to the cluster C depends only on is distance from the center 𝑑(𝐶𝑁, 𝑥).  
Other criterion needs to be incorporated to the addition of a point to a certain cluster. The 
strategy to achieve this goal is as follows. Assuming that for each point 𝑥 we are given an 
integer-valued function 𝑌(𝑥) representing the year at which is project is ideally executed. 
We call this function, the execution year function. 
For each cluster center 𝐶𝑁 with a cost p, we define two tolerance parameters 𝑒𝑙 and 
𝑒ℎ, determined by the user. The purpose of the tolerance parameters is better explained 
after we explain our process. Next we run algorithm 1 on the three inputs (𝑋, 𝐶𝑁, 𝑝), 
(𝑋, 𝐶𝑁, 𝑝 + 𝑒ℎ) and (𝑋, 𝐶𝑁, 𝑝 −  𝑒𝑙). The outputs on these inputs are respectively the 
clusters 𝐶, 𝐶ℎ and 𝐶𝑙. Note that since these three clusters have the same center  𝐶𝑁, they 
must be contained in each other as follows 𝐶𝑙 ⊆ 𝐶 ⊆ 𝐶ℎ. We will form a new cluster 𝐶𝐹 
out of these clusters as follows. We start by adding all elements the small cluster 𝐶𝑙  to 𝐶𝐹. 
Then, we consider all elements in the set 𝐶ℎ − 𝐶𝑙 and we define a new order on these points 
as follows: we order the points in 𝐶ℎ − 𝐶𝑙 based on their execution function values. If two 
points from 𝐶ℎ − 𝐶𝑙 have the same year of execution then we put the ones which have lower 
cost 𝑓 first in the order. After sorting we still have the same set 𝐶ℎ − 𝐶𝑙 but the points are 
not ordered in an order that is more desirable to us. In the final stage we add points from 
the ordered set 𝐶ℎ − 𝐶𝑙 to the 𝐶𝐹 as long as the total cost of the cluster of 𝐶𝐹 does not 
exceed 𝑝. Note that 𝐶𝐹  has the following properties. Every point that are very close to the 
center, those are the points in 𝐶𝑙, that we added first to the cluster 𝐶𝐹 is determined soley 
by its distance to the center. In other words, when the points are close to the center we 
prioritize its closeness over the other two parameters: year of execution and the cost of that 
point. This is determined by the parameter 𝑒𝑙. On the other hand, the parameter 𝑒𝑙 plays a 
role to determine the points that are a little further from the center. These are the points 
𝐶ℎ − 𝐶𝑙, we add these points to the final cluster 𝐶𝐹 based on their year of execution and 
their costs. Points with sooner year of execution, or the ones that are passed due are given 
higher priority. Whenever two points in 𝐶ℎ − 𝐶𝑙  have the same year of execution we 
prioritize the one which has lower cost.   
Consideration of the Effect of Projects Reschedule on Performance and Cost 
Apparently, the proposed methodology will result in changing the initial M&R projects 
schedule developed by current PMS software products.  This schedule change will 
subsequently change the cost of the maintenance according to the interest rate value as well 
as the pavement deterioration rate.  In other words, a pavement segment 𝑥 that is predicted 
to have a PCI of “𝐼(𝑥)” at year 𝑌𝑖 = 𝑌𝑖(𝑥), and assumed to cost a dollar amount of 𝑓𝑌𝑖(𝑥) 
if repaired at that year 𝑌𝑖, would not consume the same 𝑓𝑌𝑖(𝑥) if it is rescheduled to be 
repaired in year 𝑌𝑖±𝑘. To overcome this challenge, unlimited budget scenarios are to be run 
separately, through the PMS software, at each year of the analysis period to develop a list 
𝑃𝑥 for each project 𝑥, where, 𝑃𝑥 ≔  { 𝑓𝑌1(𝑥), … , 𝑓𝑌𝑁(𝑥)}, and 𝑁 is the number of years in 
the analysis period.  When a project is moved from year 𝑌𝑖  to year 𝑌𝑖±𝑘 , the algorithm will 
utilize the corresponding 𝑓𝑌𝑖±𝑘(𝑥) from the developed list instead of the initial 𝑓𝑌𝑖(𝑥). The 
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following matrix illustrates the concept of the aforementioned unlimited budget scenarios 
runs:  
 
 
Scenario # Year 1 Year2 ……. Year N 
1 $ Unlimited Budget  $0 Budget ……. $0 Budget 
2 $0 Budget $ Unlimited Budget  ……. $0 Budget 
……. ……. ……. ……. ……. 
N $0 Budget $0 Budget ……. $ Unlimited Budget 
 
ANALYSIS AND RESULTS 
The introduced algorithm is not proposed to substitute any of the current PMS software 
products or optimization algorithms. Instead, the introduced methodology utilizes the 
current PMS software products’ outputs (annual budget per M&R category and initial 
projects schedule) as inputs to feed the clustering algorithm.  The algorithm utilizes these 
inputs to reschedule the projects such that the pavement segments with converged spatial 
coordinates will be repaired in the same fiscal year without compromising the allocated 
budget levels.  The introduced methodology was utilized on two real-life examples of the 
City of Milton, GA and the City of Tyler Texas.     
Case study 1 
To validate the proposed algorithm, a case study of approximately 800 projects in the City 
of Milton, GA was selected.  First, the budget allocated annually for pavement maintenance 
was provided by the city engineers.  Second, the PAVER software was utilized to create 
an initial five-year project planning.  The map in Figure 4 presents the Global maintenance 
initial project planning obtained from the PAVER.  As shown in Figure 4, projects assigned 
to the same fiscal year are very scattered. The proposed algorithm was then applied to those 
global pavement maintenance projects using the initial PAVER recommended annual 
budget as constraints. Figure 5 presents the map of the global maintenance project planning 
after applying the proposed algorithm.  As shown in Figure 5, the proposed project 
planning pavement segments with converged spatial coordinates are proposed to be 
repaired in the same fiscal. It also can be noticed that in the proposed planning projects are 
executed 1 year earlier due the residuals of the available budget, as projects initially 
allocated for the year 2021 were very few. 
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Figure 4: The Initial Global Pavement Maintenance Project Planning Map, City of 
Milton 
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Figure 5: Proposed Global Pavement Maintenance Project Planning Map, City of 
Milton 
It can be notice that is Figure 4, the projects planned to be executed at the same year are 
scattered within the city.  For example, in year 2018 there are projects planned in the north, 
east, and south regions of the city. In contrast, and as shown in Figure 5, after applying the 
proposed algorithm, the projects to be executed in year 2018 are all in the northeast part of 
the city.  
Case study 2 
Applying the Algorithm 
For further validation of the proposed methodology, City of Tyler TX was selected as 
another case study. Approximately, 1000 pavement segments were included in the analysis.  
The Initial PAVER five-year project planning for major pavement maintenance projects is 
shown in Figure 6.  The initial planning budget was used as constraints and the proposed 
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algorithm was applied.  Figure 7 presents the proposed project planning map after applying 
the algorithm. 
 
Figure 6: The Initial Global Pavement Maintenance Project Planning Map, City of 
Tyler 
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Figure 7: Proposed Global Pavement Maintenance Project Planning Map, City of 
Tyler 
It can be notice that is Figure 6, the projects planned to be executed at the same year are 
scattered within the city. On the other hand, as shown in Figure 7, after applying the 
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proposed algorithm, the projects to be executed in year the same year are grouped together 
within the same geographical region of the city. 
 
Assess the Algorithm Influence on the Overall PCI 
To confirm the proposed algorithm has a minimal effect on the City overall PCI, the 
PAVER software was utilized to calculate the predicted PCI throughout the project 
planning assuming both the initial schedule and the proposed one.  As shown in Figure 8, 
the effect of applying the proposed algorithm on the repaired pavement segments overall 
PCI is very minimal.  This is because the proposed algorithm utilizes the same budget 
distribution among the three aforementioned pavement maintenance categories 
recommended in the initial planning.  Table 1 presents the PAVER recommended global 
M&R budget allocation at each year as well as the corresponding actual cost after applying 
the clustering algorithm.   
 
Figure 8: Influence of applying the proposed algorithm on the overall PCI 
 
Table 1 Recommended Global M&R Budget Vs Actual Cost After Clustering 
Year 
Available/ 
Recommended Budget 
Cost After 
Clustering 
2018 1,047,131.09 1,080,947.98 
2019 7,481,612.12 7,742,091.49 
2020 6,551,389.79 6,751,923.97 
2021 4,856,840.61 4,895,829.16 
2022 1,374,971.50 841,152.51 
Total 21,311,945.11 21,311,945.11 
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The results presented in Table 1 emphasize that the algorithm was very successful in 
utilizing the available/ recommended budget as constrains, so that the no more resources 
are required to achieve the algorithm objective.   
SUMMARY AND CONCLUSIONS 
This paper aimed at developing a clustering algorithm to combine pavement segments 
within the same geographical zone and converged spatial coordinates to be repaired in the 
same fiscal year without compromising the allocated budget levels or the overall pavement 
network condition. The proposed clustering algorithm naturally partitions the projects 
while considering simultaneously the budget constraints, the schedule, and spatial 
characteristics.  The algorithm starts by finding the centroid for the clusters, then the 
clusters grow by gradually increasing the number of nearest neighbors around the centroids 
while taking into consideration the budget and the schedule constrains.  Each cluster is 
finalized when its allocated budget is reached. The factors that form the clusters' constraints 
can be given weights to determine when the points join the cluster. Points with higher 
weights joint the cluster before points with lower weights.  The developed algorithm was 
validated using 1,800 projects from two real-life examples of the City of Milton, GA and 
the City of Tyler, TX.  According to the literature, analysis and results, the following 
conclusions can be drawn: 
  Combining projects with converged spatial coordinates would result in minimizing the 
routing of crews, materials and other equipment among the construction sites and would 
provide better collaborations and communications between the construction teams; 
 Utilizing the proposed methodology would assist the transportation agencies receiving 
lower bids from the contractors; 
 The developed algorithm was successful in combining the M&R projects based on its 
spatial coordinates; 
 The algorithm is capable of considering the annual budget limits as clustering constraints; 
 Utilizing the proposed algorithm doesn’t affect the overall pavement network PCI.   
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