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Tke s&chromatic number X,(G) of a graph G = (V, E) is the smallest order k of a partition 
{v,, v,, - * * 9 V,} of the vertices V(G) such that the subgraph (V;:) induced by each subset V;: 
consists of a disjoint union of complete subgraphs. By definition, Xs(G) <X(G), the chromatic 
number of G. This paper develops properties of this lower bound for the chromatic number. 
1. Introduction 
An n-coloring of a graph G = (V, E) is a function f from V onto N = 
11 2 l l 9 n} such that whenever vertices u and v are adjacent, thenf(u) #f(v). 
Ai e’q;ivalent definition, which provides much of the motivation for this paper, is 
that an n-coloring of G is a partition {VI, V2, . . . , Vn} of the vertices V(G) into 
color classes, such that for every i = 1,2, . . . , n, the subgraph (6) induced by Vj 
is totally disconnected, or equivalently, is the disjoint union of K,‘s (complete 
graphs with one vertex). A partition {V’, V2, . . . , Vn} of V(G) is called complete 
ifforeveryi,j, lsi<l- m < n, there exists a vertex u in & and a vertex u in I$ such 
that u and v are adjacent. The chromatic number X(G) and the achromatic 
number Y(G) are the smallest and largest integers n, respectively, for which G 
has a complete n-coloring. Notice that in the definition of the chromatic number 
the completeness of the partition is not required but follows easily from the 
definition, whereas the completeness of the partition used in defining the 
achromatic number is essential. 
The chromatic number, of course, is a very well studied parameter, whose 
his&y dates back to the famous Four Color Problem and the early work of 
Kempe in 1879 [25] and Heawood in 1890 [22]. The achromatic number was first 
studied as a parameter by Harary, Hedetniemi and Prins in 1967 [20], and later 
named and studied by Harary and Hedetniemi in 1970 [ 191. 
This paper was motivated in part by an interest in developing interesting lower 
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bounds for the chromatic number, ones that would involve partitions 
(v,, v,, l l l 9 Vn} of the vertices of a graph, with certain conditions imposed on 
the induced subgraphs (I+$). In general, let P be an arbitrary property of a graph. 
We say that a property P is (induced) hereditary if whenever a graph G has P, 
then SO does every (induced) subgraph G’ of G. A subset S of V(G) is a P-set of 
G if (S), the subgraph induced by S, has property P. A (generalized) P-coloring 
of G is an assignment of colors to the vertices of G such that for any given color, 
the set of vertices having this color is a P-set. A (P, m)-coloring of G is a 
partition 3t = (VI, Vz, . l . , V,} of V(G) such that each subset q is a P-set. The 
P-chromatic number, denoted X,(G), is the smallest integer m for which G has a 
(P, m)-coloring . 
The notion of generalized P-colorings of graphs, or of P-partitions of the 
vertices of a graph, is certainly not a new one. It seems to have been 
‘independently discovered’ by several authors around 1968 and again by several 
authors around 1985. The definitions involving P-sets and P-colorings given here 
are those given by Hedetniemi in 1968 [23], whose studied the non-hereditary 
property P1: that a graph be disconnected or the trivial graph, and the hereditary 
property P2: that a graph be acyclic, in which case the P2-chromatic number is 
called the point arboricity of a graph. Independently in 1968, Chartrand, Kronk 
and Wall also defined and studied the point a%oricity of a graph [lo]. In 1968, 
Chartrand, Geller and Hedetniemi [8] studied the hereditary property P,(k): that 
a gi*aph contain no path of length k, for some fixed value of k. Also in 1968, 
Sachs and Schtiuble [37] studied the hereditary property P,(k): that a graph 
contain no complete subgraph on k vertices, for some fixed k. P,(3)-colorings 
were also studied by Harary and Kainen in 1977 [21], where they showed that the 
vertices of any planar graph can be partitioned into two sets VI and V2 such that 
neither (V’) nor ( Vz) contains a &. In 1969 Kramer and Kramer [27], [28] and 
[26] studied colorings in which no two vertices in (V;:) whose distance apart in G 
is ok receive the same color; this of course is equivalent to studying (normal) 
colorings of the kth power of a graph. In 1970, Lick and White [32] introduced 
k-degenerate graphs, which are defined in terms of the hereditary property P,(k), 
called k-degenerate: that no induced subgraph of a graph have minimum degree 
exceeding k, for some fixed value of k. K-degenerate graphs have since been 
studied by Cook [ 131 and Borowiewcki [4]. Also in 1970, Hedetniemi [24] 
continued to study disconnected colorings of graphs, and offered this comment: 
“In spite of the unnaturalness of the concept of disconnected colorings, more 
than LWO dozen results have been constructed for D-colorings and & which are 
virtually identical to corresponding results that have been established for the 
traditional colorings and chromatic number X(G) of graphs. These new results 
indicate that the established results reveal much less about properties of colorings 
than they do about concepts which are much more general; they also reveal that 
most of the established results on coloring can be proved using little more than 
purely set theoretic arguments”. Again in 1970, Folkman [16] proved a result 
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which in effect said that for any, nontrivial hereditary property P of a graph, 
there are graphs whose P-chromatic number is arbitrarily large. Three other 
studies of generalized P-colorings were offered by Cockayne [ll], and Cockayne 
and Miller [12], who proved that for any hereditary property P, if a graph G has a 
complete (P, k)-coloring and a complete (P, n)-coloring (k < n), then for every 
m, k s m s n, G must also have a complete (P, m)-coloring. In 1977, three other 
papers appeared along these lines: Lesniak-Foster and Straight [30] studied the 
hereditary (co-chromatic) property Pa: that a graph be either a complete graph or 
an empty graph; Lesniak-Foster and Roberts [29] studied, among other things, 
the property P,(2), i.e. (V;:) has no paths of length 2; and Sampathkumar, 
Neeralagi and Venkatachalam [38] studied the hereditary property P,(k): that no 
two vertices in ( V;-) lie at distance k from one another in G, for some fixed value of k. 
Around 1985 the subject of generalized colorings of graphs seems to have 
experienced a “rebirth”. In [18] Harary referred to generalized colorings as 
conditional colorings and considered, in particular, the general classes of 
properties PF, that a particular graph F is forbidden to be induced by any of the 
vertices in a set V;:. Also Andrews and Jacobson [l], [2], studied the hereditary 
property P,(k): that the maximum degree of a vertex is less than or equal to k, 
for some tied value of k. Mynhardt and Broere [35], 151, also studied the general 
property PF: that a graph contain no induced subgraph isomorphic to a given 
graph F; Brown and Corneil [7] studied general P-chromatic numbers for 
hereditary properties, vertex P k-critical graphs and uniquely P k-colorable 
graphs; and Domke, Laskar, Hedetniemi and Peters 1141 studied the hereditary 
property Pg: that a graph is isomorphic to a complete r-partite graph. 
We have not attempted here to complete a comprehensive survey of general- 
ized colorings or point partition numbers of graphs, rather we have attempted to 
indicate something of the wide variety of properties which have been studied. 
Table 1 summarizes ome of the these properties. 
Table 1. Some P-colorings which have been studied. 
- 
Let n= [VI, v,, . . . , V,,,) be a partition of V(G), where for every i, 1 c i s m, (V;:) has property P 
for: 
P,: (V;-) is disconnected or trivial [23], [24] 
f2: (V;:) is acyclic [IO], [23] 
P!(k): (V;:) has no path of length k, for some fixed k [8] 
P,(k): (V;:) has no complete subgraph of size k, for some hxed k [37] 
P’.(k): (1:) has no induced subgraph whose minimum degree is ak for some fixed k [32] 
P6: (vi) is either a complete graph or a graph without edges [30] 
P,(k): (K) h as no two vertices at distance k in G, for some fixed k [38] 
P,(k): ( V;:) has maximum degree Sk, for some hxed k [ 11, [2] 
I?+ (I$) is a complete r-partite graph, for any r [14] 
PF: (V;:) has no induced subgraph isomorphic to F [5], [35], [7] 
PF: (V;:) has no induced subgraph isomorphic to any graph Fin F [7] 
P,,: (I$) is a disjoint union of complete subgraphs [35], [this paper] 
P,,(k): (V;:) contsins no induced Kl,k [13] 
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In this paper we study another generalized coloring of a graph, one which 
provides both an interesting lower bound for the chromatic number and which 
has interesting properties in its own right. A subcoloring of order n of a graph 6 
is a partition {V,, V,, . . . , Vn} such that for every i = 1,2, . . . , n, the subgraph 
(V;:) is a disjoint union of complete subgraphs (of various sizes), i.e. (V;:) = 
U Kj’s. The subchromatic number X,(G) is the smallest n for which G has a 
complete subcoloring of order n; while the subachromatic number yS(G) is the 
largest integer n for which G has a complete subcoloring of order n. The 
following chain of inequalities follows immediately from these definitions: 
ForanygraphG, X+XsYsY,. (1) 
It also follows from the definition of a subcoloring that if II = {VI, V,, . . . , Vn} 
is a subcoloring of minimum order, i.e. X,(G) = n, then lI is in fact a complete 
partition of V(G). Although we have newly named the subchromatic number 
here, it was originally studied in a different framework by Mynhardt and Broere, 
[35] and [S]? who referred to X,(G) as the F-chromatic number, I;(G), for the 
graph F = &. That is, if a graph has no induced subgraph isomorphic to the 
path on three vertices, also denoted &, then it must be a disjoint union of 
complete subgraphs. Subcolorings are also related to the co-colorings of 
Lesniak-Foster and Straight [3O], in which the induced subgraphs (&) must 
either be complete graphs or empty graphs. If we define the co-chromatic number 
X,(G) to equal the minimum number of colors in a co-coloring of the vertices of 
G, then it follows that, in fact X, s XC s X, since every w-coloring is a 
subcoloring. The remainder of this paper reviews results which have either been 
proved or can readily be inferred from previous results in the literature, and 
develops new properties and bounds for the subchromatic number of a graph. 
2. Results Eioan previous studies 
Because the property PI,: (5) is P disjoint union of complete subgraphs is 
hereditary, we can immediately infer a number of results about the subchromatic 
number, which are corollaries of earlier studies. 
[7] For any induced subgraph H of a graph G, X,(H) c&(G)= (2) 
[16, 35,7] For every k 2 1, there is a graph Gk with Xs(Gk) = k. (3) 
[35] For every k 3 1, there is a &-free graph Gk with XJGk) = k. (4) 
[30] For any graph G with p c 8 vertices: X’(G) s-J&(G) 6 3. (5) 
[3O] for any graph G with p vertices, minimum degree 6 and 
maximum degree A. X,(G) sX,(G) s min{l + A, p - 6). (6) 
[3O, 351 For the complete multi-partite graph, G = K’,,,2,...,Pn, 
wherep+p,+~* spn, XJG) =Xc(G) = IlliIl~sjs, (n, n -j +pj}. (7) 
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A graph G is vertex k-subcritical if X,(G) = k but X,(G - v) <k for 
all r~ in V(G). 
[7] Any k-subchromatic graph contains a vertex I-subcritical sub- (g) 
graph, for all I s k. 
[7] If G is a vertex 2-subcritical graph, V(G) = [Q, vl, . . . , 2~~) 
and HI, Hz, . . . , H, are k-subchromatic graphs (k 3 l), then the 
graph F which results from successively substituting Hi for vi (every 
vertex in Hi is joined to every vertex adjacent to ZJJ is not 
k-subcolorable. (9) 
Note in (9) above, that if Hi = H for all i = 1,2, . . . , n and (V(H)1 = m then 
IV(F)1 = mn + 1. Note also that & is the only vertex 2-subcritical graph. 
[35] If X,(G) = k and H = K,,,[G], then X,(H) 2 k + 1, where 
V(G,[C,]) = C(G,) x V(G2) and (ul, u,) is adjacent o (v,, 1~~) if 
and only if either uir~~ is in El or u1 = v1 and u2u2 is in E2= (IO) 
[5] For every outerplanar graph G, Xs(G)s3, and this bound 
is tight, i.e. there exists an outerplanar graph H for which 
X,(H) = 3. (11) 
[S] For every planar graph G, X,(G) s 4, and this bound is tight. (12) 
Next, let XP(G), the partite chromatic number, equal the minimum order of a 
partition K-v29...9 Vm such that for every i, 1 s i cm, (Vi) is a complete 
r-partite graph, for some (variable) r. 
0 1 i 
[l4] For any graph G, X,(G) = X,(G”), where 6’ denotes the 
complement of G. (13) 
[14] For any graph G with n vertices, (14) 
<X,(G) *X,(G’) s n2/4; 
(ii) 2 s X,(G) + X,(G’ )sX(G)+X(G”)<n+l; 
(iii) X,(G) + X,(G’) s 2X(G). 
Finally, in [11] Cockayne generalized a classic result of Szekeres and Wilf [39], 
that X(G) s 1 + maxG’<G mill, in v(G;)’ &‘(r& where &+) denotes the degree Of 
vertex II in subgraph G’, to apply to r-regular hypergraphs, a special case of 
which gives a good upper bound for the subchromatic number of a graph. For a 
given property P of a graph and a given vertex r~ in V(G), let HP(v) be a family 
of subgraphs of G satisfying: 
(a) H in HP(v) implies that JJ is in V(H); 
(b) H in HP(v) implies that H does not have property P, but for all u in V(H), 
H-u has P; and 
(c) HI, H2 in HP(v) implies that V(Hl) intersect V(H2) equals (v}. 
Now define cP,(v) to be the largest cardinality of all such classes HP(v) and let 
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6,(G) = min, in v $(v). And last, let /3,(G) equal the maximum number of edges 
in a subset F of E, no two of which have a vertex in common. 
[ll] for any graph G, X,(G) s 1 + maxG.cG ap(G), and in par- 
ticular for the property PIO, we can infer X,(G) C 1 + 
maxG’<G min, i* v(G’) &({&@))), where &(t?) denotes the 
open neighborhood of vertex u in G’, i.e. the set of all vertices 
adjacent to u in G’. (19 
3. Graphs with smalI subchromatic numbers 
Clearly, the subchromatic number of a graph G equals one if and only if G is a 
disjoint union of complete graphs, and in particular, the subchromatic number of 
any complete graph K,,, or the complement of a complete graph, is one, i.e. 
X,(K,) = XJKC,) = 1. Unfortunately, no straightforward characterization seems to 
exkt for graphs whose subchromatic number is two. The next several results give 
an indication of the difficulties involved in characterizing the class of 2- 
subchromatic graphs. 
pioposition 1. (i) For any bipartite graph G, which is not a disjoint union of 
complete graphs, X,(G) = 2; 
(ii) for any graph 6, which is not a disjoint union of complete graphs and is the 
complement of a bipartite graph, X,(G) = 2.; 
(iii) for any split graph G = (V, E) ( i.e. a graph whose vertex set can be 
partitioned into two sets U and W, such that ( U) is totally disconnected and ( W) 
is a complete graph), which is not a disjoint union of complete graphs, X&G) = 2; 
(iv) for any cycle C,, with n 2 4 vertices, X,(C,,) = 2; 
(v) except for the three graphs in Fig. 1, for 
with ~6 vertices atisfies X,(G) s 2; 
(vi) X,(K, - X) = 2, for any non-empty set x’ 
which X,(G) = 3, every graph G 
of pairwke disjoint edges of K,,. 
w5 
Fig. 1. The smallest three 3-subchromatic graphs. 
Kl+ K2,a 
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A block of a graph G is a maximal, nonseparable (connected, nontrivial and 
has no cutvertices) subgraph of G. The block graph B(G) of G is the graph whose 
vertices correspond to the blocks of G, and two vertices are adjacent if the blocks 
to which they correspond have a cutvertex in common. As characterized by 
Harary [ 171, a graph H is the block graph of some graph is and only if every block 
of H is a complete graph. Block graphs are another family of 2-subchromatic 
graphs. 
Theorem 2. For any block graph H, X,(H) < 2. 
Proof. We may assume w.1.o.g. that the block graphs considered are connected. 
We proceed by induction on the number of blocks b of H. Clearly, if b = 1 then 
H is a complete graph and X,(M) = 1. Assume therefore that for every graph H 
with b G k blocks, X,(H) G 2. Let H be a block graph with b = k + 1 blocks. 
By the definition of a block graph, H must have at least one block B which 
contains exactly one cutvertex, say v. If we delete every vertex in E, except v, 
from H then the remaining graph G’ will be a block graph having k blocks. 
therefore, by our inductive hypothesis, X,(G’) ~2. Let the vertices of G’ be 
subcolored with 2 colors, and assume without the loss of generality that vertex v 
is colored 1. Then all the other vertices of B can be colored 2. Since they form a 
complete subgraph, the resulting coloring is a 2-subcoloring of H. Cl 
A cactus is a connected graph each of whose blocks. is either a K2 or a 
chordless cycle. 
Theorem 3. For any cactus C with n 2 4 vertices, X,(C) = 2. 
Proof. We again proceed by induction on the number b of blocks in C. Clearly, if 
b = 1 then C is a cycle of length 24, and X,(C) = 2. Assume therefore that 
X,(C) = 2 for all cacti C with more than three vertices and with b s k blocks for 
some fixed k, and let C be a cactus with b = k + 1 blocks. Then C has at least one 
block B having one cutvertex, say v. Consider the graph C’ which is obtained by 
removing from ‘c, C all of the vertices of B except the cutvertex v. Clearly, C’ is a 
cactus with Sk blocks. Cl 
Case 1. C’ has at least 4 vertices. Therefore, by our inductive hypothesis, 
X,(C’) = 2. Let the vertices of C’ be subcolored with 2 colors. Assume, without 
loss of generality, that vertex v is colored 1, and consider the color class 
containing v. 
Subcase la. Vertex v is not adjacent to any other vertex colored 1. In this case 
we can combine any 2-subcoloring of B in which vertex v is also colored 1 with 
the given subcoloring of C’ to produce a Zsubcoloring of C. 
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Subcase lb. Vertex v is adjacent to at least one other vertex colored 1. In this 
case we can combine the given subcoloring of C’ with any 2-subcoloring of B in 
which v is colored 1 but is not adjacent to any other vertex colored 1, to produce 
a 2-subcoloring of C. Since B is, by definition, either a K2 or a cycle, we know 
that for any vertex v in B we can always construct a 2-subcoloring in such a way 
that v is colored 1 and is not adjacent to any other vertex colored 1. 
Case 2. C’ has fewer than 4 vertices. In this case we know that C’ = &, & or 
K2; and in each of these cases we can assume that a 2-subcoloring of C’ exists, in 
which vertex v is colored 1 and is not adjacent to any other vertex colored 1. We 
can then refer back to Case la. 
A corollary of the next theorem provides another family of 2-subchromatic 
graphs. 
Theorem 4. Let G be an interval graph which contains no induced K1,,+1. Then 
X,(G) s n. 
Proof. Represent G by a family F of intervals. Let I be a set of mutually disjoint 
intervals of maximum cardinality m. Without loss of generality we may assume 
that Z consists of minimal intervals, since if an interval 2 in Z contains a smaller 
interval J, we could replace Z by J and still have a set of disjoint intervals of the 
same size. Let the intervals in Z be: 4 = [aj, bi], i = 1,2, . . . , m, listed from left 
to right. Let us further assume that among all such sets of intervals satisfying the 
above conditions, Z is chosen to minimize c aj. 
Claim. If an interval A in F meets 4 for some i and no 4, for j #i, then A 
contains bi. 
Proof of clairm. Let A = [a, b] and assume that A does not contain bi. Then since 
4 is minimal, a < ai. Let us assume therefore that A is minimal with respect to 
meeting only 4, and not containing bi. Then A is actually a minimal interval. For 
suppose B in F is a smaller interval contained in A. Since I is a maximal set of 
disjoint intervals, B must meet some 4 interval in I. But any interval which B 
meets, A also meets. Therefore, B only meets 4. Since bi is not in A, bi is not in 
B. Thus, by the minimality of A, A = B. Now, by replacing 4 by A we get a set I’ 
of disjoint intervals, each of which is minimal and whose sum C ai c C ai, which 
contradicts the minimality assumption foi 1. Therefore, any interval A which 
meets 4 for some i and meets no 4, for j f i, must contain bi. 
Now for each interval A in F, let @(A) denote the smallest index i such that A 
intersect 4 is not empty. Color interval A (and the vertex corresponding to A) 
with the congruence class of 8(A) mod n. For any color c, with 0 < c < n - 1, the 
intervals colored c are those with 0(A) = c, or (d(A) = c + n, . . . , or Q(A) = 
c + dn, etc. Consider Cc+rln = {A 1 A in F & O(A) = c + dn}. This set forms a 






clique, since by the claim, any interval A in Cc+(m which meets only I,+& contains 
b c+d,,. If A meets two or more intervals 4, the first is Ic+(m since (b(A) = c + dn, 
and since A meets a later interval, it must contain b,+d,,. 
We now show that if A is in Cc+cm and B is in Cc+, with e > d, then A and B 
cannot meet. Indeed, suppose they did meet. Note that A meets I=+&, B meets 
I c+em and neither A nor B meets an earlier interval (cf. Fig. 2). 
Thus, the left endpoint of B is larger than bc+en_-1. Since A intersect B is not 
empty, it follows that A contains the left endpoint of B. Thus A meets B and the 
it intervals 4 for i = c + dn, . . . , c + (d + 1)n - 1, and the set of vertices of G 
corresponding to this set of n + 2 intervals fcrms an induced Ki,,+i, which 
contradicts our assumption that G contains no induced K1,n+l. Thus, no A in 
c c+dn can meet any B in Cc+en, if e >d, and we produce a legitimate 
n-subcoloring of G. 
Corollary 5. For any indifference graph G, X,(G) s 2. 
An indifference graph is a graph G = (V, E) for which a real-valued vertex 
function f exists satisfying: (u, V) in E if and only if If(u) -f(v)] < 1. In [36] 
Roberts showed that G is an indifference graph if and only if G is an interval 
graph containing no induced &. 
We close this section by noting the following about 3-subchromatic graphs. 
Proposition 6. (i) For any wheel W,, (=C,, + K,), for n 2 5, X,( W,) = 3; 
(ii) [35] for any graph G with n s 8 vertices, X,(G) 6 3, and this bound is tight; 
(iii) [5] for any maximal outerplanar graph G, X,(G) s 3, and this bound 
is tight. 
We suspect that the upper bound in Proposition 6(ii) can be considerably 
improved. Although we do not know the smallest value of n for which there exists 
a 4-subchromatic graph on n vertices, a construction presented in the next section 
can be used to produce a 4-subchromatic graph with 13 vertices. Proposition 6(iii) 
is a bit disappointing since the chromatic number of any maximal outerplanar 
graph with n a 3 vertices is 3; it is easy, however, to construct maximal 
outerplanar graphs whose subchromatic number also equals 3. 
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4. General results 
It is easy to construct graphs whose chromatic number is arbitrarily large. For 
example, the process of adding a new vertex and joining it to every vertex in a 
given graph G produces a graph (denoted K1 + G) whose chromatic number is 
one greater than the chromatic number of G, i.e. X(K1 + G) = 1 +X(G). 
However, this is not always true for the subchromatic number. 
hposition 7, For any graph G, X,(K, + G) = 1 +X,(G) if and only if there 
does not exist a X,-subcoloring of G in which one color class V;: induces a 
complete graph 
As previously mentioned in Section 2, several authors [16], [35] and [7] have 
established results which are sufficient to show that there are graphs whose 
subchromatic number is arbitrarily large. The following is a simple proof of 
this fact. 
Theorem 8. [35] For any positive integer n, there exists a &-free graph G with 
X’(G) 3 n. 
Proof. It is well known th&vt here exist &free graphs having arbitrarily large 
chromatic numbers (cf. [34 i). Therefore, let G be a &-free graph for which 
X(G) = 2n. Let X,(G) = m and let {VI, V2, . . . , Vn} be a subcoloring of G. Since 
G is &-free, each (V;:) is a disjoint union of K,‘s and &‘s, and therefore the 
vertices in each Vi can be 2-colored in the normal sense. Therefore, X(G) = 2n s 
2m = 2X,(G), or X’(G j 2 n. Cl 
corollq 9. If C denotes the size of a largest clique in a graph G, then 
X(G) s C *X,(G), or X/C =XS. 
Theorem 8 establishes the existence of graphs with arbitrarily large sub- 
chromatic numbers. Theorems 10 and 13, which follow, provide methods for 
constructing such graphs. Let G and H be graphs and let G v H denote the graph 
which results from adding a new vertex v to the disjoint union of G and H and 
joining v to all vertices in G and H. 
10. For any graphs G and H with X,(G) 2 k and X,(H) ak, 
X,(G v H) 3 k + 1. 
roof. Assume that X,(G v H) s k and let n =T- (VI, V2, . . . , Vk} be a subcolor- 
ing of G v H of order k. Then k colors must be used to color the vertices of G 
and k colors must be used to color the vertices of H. Consider the color assigned 
to vertex v, call it ‘red’. It follows that there must be at least one vertex u in G 







Fig. 3. Small k-subchromatic graphs. 
and at least one vertex w in H which are also colored ‘red’. That is, there is a 
U -V- W red path. But since u and w are not adjacent in G v H, this cannot be a 
legitimate subcoloring of G v H. Therefore, X,(G v H) 2 k + 1. Cl 
Fig. 3 illustrates the smallest k-subchromatic graphs constructible by the 
G v H-process, for k = 1,2,3 and 4. 
Even though S4 is not drawn with a planar embedding, it is easy to see that S4 is 
a planar graph. Thus, as is pointed out in [5], X,(G) = 4 is possible for planar 
graphs. 
Notice that these graphs have 2k - 1 vertices and contain the full binary trees 
with 2& - 1 vertices as spanning subgraphs. These graphs, furthermore, can be 
seen to be interval graphs and they are also chordal graphs (graphs in which every 
cycle of length strictly greater than three possesses a chord, i.e. an edge joining 
two nonconsecutive vertices of the cycle), for which the size of the largest clique, 
the subchromatic number and the chromatic number are all equal. The next two 
results illustrate properties of the G v H construction. A perfect elimination 
ordering of a chordal graph G = (V, E) is an ordering of the vertices in V, say 
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Vl, 5, l l l 9 vm such that each vertex Vi is simplicial (i.e. (N(vi)) is a complete 
subgraph) in the subgraph induced by the vertices Vi, Vi+l, . . . , v,. A Hamil- 
tonian elimination ordering (I-IEO) is a perfect elimination ordering in which 2/i is 
adjacent to Vi+1 for l<iQz-1. 
Lemma Il. if G and H are both chordal (resp. Interval) graphs, then so is 
G v H, and if G and H have *Hamiltonian elimination orders, then so does G v H. 
Proof. The fact that G v H is chordal is obvious. If G and H are interval graphs, 
represent G by negative intervals and H by positive intervals, and then represent 
the vertex v by an interval covering all the others. For the HE0 for G v H take 
the HE0 for G, next take vertex v, and then take the HE0 for H. q 
Theorem 12. For every integer k > 0, there is a chordal graph G with clique 
number k and subchromatic number k. Moreover, there is such a graph that is an 
interval graph with an HEO. 
Proof. We proceed by induction. Let G1 be the graph with one vertex. Clearly C, 
has all of the required properties for k = 1. Inductively define G,+l = G,, v G,. 
The result follows from Lemma 11 and the fact that a largest clique in G,,+l 
consists of 3 largest clique in G, together with vertex x. Cl 
The following result, which is a corollary of (6) in Section 2 [35], describes 
another family of graphs for which the size of the largest clique, the subchromatic 
number and the chromatic number are all equal. ’ 
Theorem I.3 [35]. For any positive integer m, X,(K,,,,._.,,) =X(K,,,,,__.,,) = m, 
where K,,,,_..,, is the complete m-partite graph containing m classes of m vertices 
each. 
Proof* Trivially, Xs(Iy,,, ,..., ,J cm since X(K,,, ,._., ,J = m and X..(G) <X(G) for 
any graph G. Therefore, assume that X,(&m,._.,,) = k cm, and let II= 
{v,, v2, l l l P Vk) be a k-subcoloring of Km,lll,.._,m. It follows that at least one 
color class, say F, must have more than m vertices. Therefore, (K) cannot be a 
totally disconnected graph and I mst contain at least one pair, say (u, v), of 
adjacent vertices. But every other vertex i R (Vi) is adjacent to either u or v. 
Therefore (&) is a connected graph. But clearly ( V;:) cannot be a complete graph 
since it has more than m vertices. Therefore II is not a legitimate subcoloring and 
X,(K?z,P?z,...,~) 2 m* 0 
In 1941 Brooks [6] proved his classical theorem: for any connected graph G 
with maximum degree A, X(G) s A + 1, where equality holds if and only if G is a 
complete graph or an odd cycle. For the subchromatic number we can derive a 
stronger result. 
Subchromatic number of a graph 
Theorem 14. Lei G be a k-regular graph, k 2 3. Then G 
colorable, spanning subgraph H such that dH(v) 2 k - 1, 
where du(v) denotes the degree of vertex v in subgraph H. 
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for every v in V(G), 
Proof. Let H be a ([k/2] + 1)colorable, spanning subgraph of G having a 
maximum number of edges, and let the vertices of H be colored with [k/2] + 1 
colors. Suppose du(v) <k - 1 for some v in V(G). Let NH(v) and A/,,(v) denote 
the set of vertices adjacent o v in H and G, respectively, and let N,[v] = {v} u 
N’(v). Consider the colors assigned to the vertices in &(v). Since d,,(v) c 
k - 1, there must be at least two vertices, say w1 and w2, which are adjacent o v 
in G but not in H. Let c(v) denote the color of v. If c(v) #c(wl) (or 
(c(W c(w2)) th en we can add the edge between v and w, (or w,) to H, 
contradicting the maximality of E(H). Therefore, c(v) = c(wl) = c(w2). 
Now consider the colors assigned to the vertices in &.,[v]. If fewer than 
[k/2] + 1 colors are used to color these vertices, then we can recolor v with one of 
the unused colors and add edges (v, wl) and (v2, w2) to H, again contradicting the 
maximality of E(H). Therefore, we assume that [k/2] + 1 colors are used to color 
the vertices in N,[v]. It follows that at least one color is used at most once to 
color the vertices in NH(v) (i.e. [k/2] colors must be used to color N,(v); if each 
of these colors were used at least twice, we would have at least 2[k/2] 3 k - 1 
vertices in NH(v), but by assumption INH( < k - 1). Let vertex u be the only 
vertex in N’(v) assigned this color. 
Then if we delete edge (v, u) and recolor v the same as u, we can add edges 
(v, WJ and (v2, w2) to H, contradicting the maximality of E(H). Therefore, every 
vertex v in H must have du(v) 2 k - 1. 0 
Corollary 1s. For any k-regular graph G, k a 0, X,(G) s [k/2] + 1. Furthermore, 
there is a subcoloring of G with [k/2] -t 1 colors in which every color class is a 
disjoint union of only K’s and K2’s. 
Proof. A O-regular graph G is simply a disjoint union of &‘s; hence 1Ti”,(G) = 1 = 
[O/2] + 1. A l-regular graph G is a disjoint union of &‘s; hence k,(G) = 1 = 
[l/2] + 1. A 2-regular graph G is a disjoint union of cycles. From Proposition 1 it 
follows that X,(G) < 2 = [2/2] + 1. For k 3 3 we apply the proof of Theorem 14 
as follows. 
I,et H be a ([k/2] + 1)colorable, spanning subgraph of G having a maximum 
number of edges. If H = G, we are done. Suppose H + G. By the proof of 
Theorem 14, du(v) 2 k - 1 for every vertex v of G. Let the vertices of H be 
colored with [k/2] f rL colors, let v be a vertex with dH(v) = k - 1 and let w be 
the vertex adjacent o v in G but not in H. P’hetr, as in the proof of Theorem 14, 
it follows that C(V) = c(w). Thus, if we add the edge (v, w) to H we will produce 
a subc&&g of a spanning subgraph H’ in which the set of vertices assigned 
color C(V) is a disjoint union of only K1’s and K2’s. If H’ = G, we are done; if 
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not, we repeat the above argument for some vertex V’ of G with d&Y) = k - 1, 
and so on. Eventually we obtain a subcoloring of G with [k/2] + 1 colors, in 
which every color class is a disjoint union of only K,‘s and &‘s. 0 
Corollary 15 enables us to produce another large class of 2-subchromatic 
graphs. 
Corolhuy 16. For every cubic, i.e. 3-regular, graph G, X’(G) s 2. 
CO~U~ 17. For every graph G with maximum degree A, X,(G) s [A/2] + 1. 
We conclude this section with the following results which establish another 
upper bound for the subchromatic number. Let f(n) = ~lfir x(X’(G): IV(G)1 = n}. 
Lemma 18. f(n) s 1 +f(n - [log, n]). 
Proof. First observe that the Ramsey number r(k, k) c 4&, which follows from 
the facts that r(k, 1) = r(1, k) = 1, and r(k, 1) < r(k, I - 1) < r(k, I - 1). By in- 
duction one can show that r(k, I) c 2k+’ (cf. Bon@y and Murty, p. 104 [3]). Let G 
be a graph on n vertices, 4k 6 n < 4k+L. Then G has an independent set of size k 
or a clique of size k and k = [log, n]. Then f(n) s 1 +f(n - [tog, n]). 0 
Using Lemma 18 one can prove the following: we omit the details. 
Theorem 19. [fi] cf(n) s n/(10& n - 1) + B(n/(log, n)2). 
5. Further directions, open problems 
An interesting refinement of the concept of a subcoloring is the following. 
Given a graph G, a partition of the vertices into t sets V' , V,, . . . , & is called an 
( rI, 5, . . . 9 r,)-subcoloring if the induced subgraphs (&) consist of disjoint 
Fig. 4. Graphs with no (1,2)-subcoloring. 
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Fig. 5. X’(K, x KJ s 5. 
complete subgraphs, each component of which has cardinal@ no more than rim A 
standard coloring is then a (1, 1, . . . , l)-subcoloring. It follows from Corollary 
15 that every k-regular graph has a (2,2, . . . ,2)-subcoloring with [k/2] + 1 
colors. Thus, for example, every cubic graph has a (2,2)-subcoloring. This raises 
the question: which cubic graphs have ( 1,2)-subcolorings? For example, the 
Petersen graph has a ( 1,2)-subcoloring, but the two graphs in Fig. 4 do not. 
One can show without too much difficulty that if G is toroidal, then &(G) s 6. 
However, we believe that X,(G) s 5 holds for all toroidal graphs; in fact, we have 
not been able to construct a toroidal graph that cannot be 4-subcolored. 
A number of results can be obtained about the subchromatic number of various 
products of graphs. For example, for the join of two graphs one can see that 
max{X’(G), X,(H)} 4K,(G + H) cX,(G) +X,(H). 
For the Cartesian product G x H, where V(G x H) = V(G) x V(H) and 
E(G x H)= {((gl, h,), (g2, h2)):gl =g2 and hlh2 in E(H) or hl = h2 and 
g1g2 in Wk one can show that: X,(G x H) c min{max{XJG), X(H)}, 
mdX(G), X,(H)))- 
The subcoloring in Fig. 5, however, shows that even for complete graphs this 
bound can be inexact. 
Finally, we ask, can one bound the subchromatic number of (i) a minimally 
2-connected graph? (ii) a chordal graph? or (iii) a perfect graph? 
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