The hitting time H xy between two vertices x and y of a graph is the average time that the standard simple random walk takes to get from x to y. In this paper, we study the distribution of the hitting time between two randomly chosen vertices of a random tree. We consider both uniformly random labelled trees and a more general model with vertex weights akin to simply generated trees. We show that the r-th moment of the hitting time is of asymptotic order n 3r/2 in trees of order n, and we describe the limiting distribution upon normalisation by means of its moments. Moreover, we also obtain joint moments with the distance between the two selected vertices.
The hitting time H xy between two vertices x and y of a graph is the average time that the standard simple random walk takes to get from x to y. In this paper, we study the distribution of the hitting time between two randomly chosen vertices of a random tree. We consider both uniformly random labelled trees and a more general model with vertex weights akin to simply generated trees. We show that the r-th moment of the hitting time is of asymptotic order n 3r/2 in trees of order n, and we describe the limiting distribution upon normalisation by means of its moments. Moreover, we also obtain joint moments with the distance between the two selected vertices.
Finally, we discuss a somewhat different model of randomness, namely random recursive trees. In this setup, the root is of special importance, and so we study the hitting time from the root to a random vertex or from a random vertex to the root. Interestingly, the hitting time from the root is of order n log n, with a normal limit law, while the hitting time to the root is only of linear order and has a non-Gaussian limit law.
Introduction
We consider the standard simple random walk on a finite graph, which starts at a vertex x and moves at each step to one of the neighbours, chosen uniformly at random. This is a standard example of a finite Markov chain, and it is well known that every vertex is eventually reached with probability 1. The average time it takes the random walk to reach y from x is called the hitting time (or first passage time) and denoted by H xy .
The hitting time is a very natural parameter associated with a random walk and as such, it has been studied quite thoroughly. The first results on the distribution of the hitting time in random trees are due to Moon [14] , who obtained the asymptotic behaviour of the first two moments of the hitting time between two randomly selected nodes of a uniformly random labelled tree. Aldous [1] describes a way to obtain the mean in the setting of the continuum random tree (the continuous limit of uniformly random labelled trees and other random tree families) and mentions that the variance could be treated in a similar way, but that "the computations look messy". We remark that the random walk on random trees has been shown to converge to Brownian motion on the continuum random tree in great generality [4] . However, interchangeability of the various limiting processes in this context is far from trivial.
Aldous also mentions the cover time (the time that the random walk needs to visit all vertices) in [1] . This parameter is much harder to analyse. Not even the asymptotic behaviour of the mean is known, although a heuristic argument is provided in [2] . A bound for the mean is given in [10] .
In [12] , Löwe and Torres consider the average hitting time from the root of a subcritical GaltonWatson tree to a random vertex and determine its order of magnitude in dependence of a parameter. An alternative approach that leads to essentially the same result was described in the recent paper [10] on the cover cost of a vertex in a graph. This quantity CC(x) is simply defined as the sum of all hitting times from x:
Making use of a connection to electrical networks, it can be shown that the cover cost of a vertex in a tree can be expressed in terms of distances. Specifically, if we let D(x) = w d(x, w) be the (total) distance from x (i.e., the sum of all distances from x) and W (T ) = {x,y} d(x, y) = 1 2
x D(x) the Wiener index of a tree (i.e., the sum of all distances between pairs of vertices in T ), then we have
This formula, combined with results of Janson [11] on the Wiener index, makes it possible to derive the asymptotic behaviour of the mean cover cost of a random vertex in a random labelled tree of order n, and even to characterise the limiting distribution. Up to a factor n, the mean cover cost is the same as the average hitting time from a random vertex to another random vertex, which is also known as the mean first passage time (MFPT). This quantity has also been studied in the physics literature, see for example [3] for a recent paper on the mean first passage time of specific trees.
In this paper, we refine the aforementioned combinatorial analysis of Moon further by providing asymptotic formulas for all moments of the hitting time, which are sufficient to characterise the limiting distribution. In Section 3, we consider a uniformly random labelled tree with n vertices and two randomly chosen vertices x and y and study the distribution of the hitting time H xy . We point out that H xy is a deterministic quantity once the tree and the two vertices have been selected. As it turns out, the hitting time is typically of asymptotic order n 3/2 , which is the same order of magnitude as that of the total distance of a random vertex. We will also be able to characterise the distribution obtained by normalising with a factor n −3/2 by means of its moments. In its most basic form, our main result reads as follows: Theorem 1.1. Let x and y be two randomly selected vertices of a uniformly random labelled tree with n vertices. The r-th moment of the hitting time between x and y satisfies the following asymptotic formula:
. Consequently, the normalised random variable n −3/2 H xy converges weakly to a limit law that is characterised by the moment sequence C r . This limit law has a continuous density on [0, ∞). Specifically, the mean of H xy is asymptotically equal to π 2 n 3/2 , while the variance is asymptotically equal to 32 15 − π 2 n 3 , which was already known to Moon [14] .
In fact, this theorem holds in greater generality, and with the same limit law up to a constant factor, if we consider labelled trees with additional vertex weights that depend on the degrees (akin to simply generated trees, but without roots). See Section 4 for further details. We will also be able to characterise the joint moments with the distance d(x, y) between the two random vertices x and y.
Finally, we consider a rather different model of random trees, namely recursive trees. These can be obtained by means of a growth process, where the n-th vertex is attached to one of the previous vertices chosen uniformly at random. In recursive trees, the root plays a special role, so instead of choosing two random vertices, we study the hitting time to and from the root.
Not only are the growth order and the distribution of the hitting time very different in recursive trees (as compared to random labelled trees), it also makes a major difference whether the hitting time from the root to a random vertex or the hitting time from a random vertex to the root are considered. As we will see in Section 5, the hitting time from the root is of average order n log n and satisfies a central limit theorem with a Gaussian limit law, while the hitting time to the root is only of order n and has a non-Gaussian limit law. Intuitively speaking, the reason for this remarkable phenomenon is the fact that the root of a recursive tree is generally very central and therefore "attracts" a random walk faster than a random vertex, which typically lies closer to the fringes. The limit behaviour is somewhat reminiscent of the total path length, the total distance (sum of all distances) from the root. In rooted labelled trees, its mean order is n 3/2 [11, 17] , while in recursive trees it is n log n [6, 13].
Combinatorial decomposition
We first describe a combinatorial decomposition of the hitting time between two vertices in a tree. To this end, consider first the hitting time along a single edge xy. Let S be the subtree consisting of all vertices that are closer to x than to y (including x itself), and let S consist of x and the subtrees S 1 , S 2 , . . . , S k (see Figure 1 ). We first show that
in this situation, where (here and in the following) |S| denotes the number of vertices in S. This can be done by induction: the formula is trivial for k = 0 (and thus |S| = 1). For k > 0, the random walk moves to y with probability 1 k+1 and otherwise moves a step back to one of the subtrees S j . We then need to add 1 (for the first step), the expected time to return to x (which is 2|S j | − 1 by the induction hypothesis) and H xy to obtain the expected time the random walk takes to reach y. Hence
and the desired formula follows. Now we look at the more general situation where x and y are not necessarily neighbours. Consider a decomposition of a tree T along the path between the two vertices x and y. The vertices on this path are denoted by x = w 0 , w 1 , w 2 , . . . , w d = y. When the edges of this path are removed, we are left with d + 1 components, each of which can be interpreted as a rooted tree. We let T j be the tree rooted at w j , see Figure 2 . Figure 2 : Decomposition along the path between x and y.
The hitting time can be broken up as follows:
and since
by (1), we get
which reduces to
Note in particular that the size of T d is in fact irrelevant in this formula, since it is multiplied by 0. This is because a random walk starting at x never visits vertices of T d before reaching y. We remark that (2) can also be obtained in other ways, e.g. by means of a general formula due to Tetali (see [18] ): for any two vertices x and y in a tree,
where the sum is over all vertices w of the graph and d(w) denotes the degree of w. For more general graphs, the distance d(·, ·) in this formula needs to be replaced by the so-called effective resistance.
Our first task in the following section will be to translate the formula (2) for the hitting time to the world of generating functions. By means of singularity analysis (see [8] , Chapter VI), we will then be able to derive Theorem 1.1. In Section 4, we briefly outline how to modify the argument in order to generalise the result to random labelled trees with vertex weights.
Random labelled trees
We first consider the most basic random tree model, where a labelled tree is chosen uniformly at random, and two vertices x and y are chosen uniformly and independently afterwards. The two vertices are allowed to coincide, in which case the hitting time is simply 0. Cayley's classical formula states that the number of labelled trees with n vertices is exactly n n−2 . Including the two vertices x and y, we have precisely n n different choices, each of which is equally likely.
Let us now define a bivariate exponential generating function, where the second variable u marks the hitting time. Formally,
the sum being over all possible choices of a tree T and two vertices x and y. Recall also that |T | denotes the number of vertices in T . We can write H(z, u) = d≥0 H d (z, u), where H d is the generating function for the case that the distance between the two vertices is exactly d:
For fixed d, we use the decomposition in Figure 2 and the resulting formula (2) . If |T | = n, we can distribute the labels among the subtrees
ways. Each of the T j 's can be regarded as an independent rooted labelled tree (up to the canonical order-preserving relabelling).
Hence we have
where
is the exponential generating function for rooted labelled trees. It is well known that Y (z) (which is closely related to the Lambert W -function) has a dominant square-root singularity at e −1 , with an asymptotic expansion of the form
We can derive the factorial moments of the hitting time from the probability generating function
by taking partial derivatives with respect to u and setting u = 1. It follows from the product rule that
Singularity analysis yields
We require some auxiliary calculations to find the higher moments in general. In the following, it will be shown that E H r xy is of order n 3r/2 for all r.
It will be somewhat more convenient to work with the generating function for H xy + d(x, y) though, since it does not contain the additional factor u −d :
The r-th derivative with respect to u yields the rth factorial moment. The asymptotic behaviour of this r-th derivative is determined in the following lemma:
Lemma 3.1. Around the dominant singularity 1 e , we have
Proof. The general Leibniz rule gives us
The asymptotic behaviour of the factors is given by
for all h ≥ 1. The resulting sum over j 1 , j 2 , . . . , j m is
as can be seen by induction on m, and finally
Putting all these together gives us the desired statement.
After some further manipulations, the double sum simplifies considerably:
Lemma
where the triple factorial n!!! is defined recursively as
Proof. We can write
Finally,
and the simple substitution 3t = 1 − (1 − 2u) 3/2 shows that this is equal to
Hence the formula of Lemma 3.1 simplifies to the statement of Lemma 3.2.
Given Lemma 3.2, a standard application of singularity analysis yields Lemma 3.3. The r-th factorial moment of H xy + d(x, y) and thus also the r-th moment of H xy + d(x, y), are asymptotically given by
Now Theorem 1.1 follows by a simple induction on r by noticing that
It only remains to show that the moment sequence C r defines a limiting distribution with a continuous density on [0, ∞). We shall make use of the fact that a random variable with absolutely integrable characteristic function has a continuous density on R (see e.g. [9] , Chapter 13.7, Theorem 14). We consider the moment generating function associated with the moment sequence C r , i.e.,
We symmetrise it as follows: let Z be a random variable whose moment generating function is C(t) and whose characteristic function is thus C(it). An auxiliary random variable Y that is equal to Z with probability 1 2 and −Z otherwise has characteristic function Without going into detail, let us mention that it is possible to obtain joint moments of the hitting time H xy with the distance d(x, y) between the two randomly selected vertices. To this end, one considers the modified generating function
Now the r-th derivative with respect to u yields the joint moment E(d(x, y) s H r xy ). We have the following result: Theorem 3.1. Let x and y be two randomly selected vertices of a random labelled tree with n vertices. The joint moments of the distance d(x, y) and the hitting time H xy between x and y satisfy the asymptotic formula
Specifically, the covariance of distance and hitting time is asymptotically equal to 2 − π 2 n 2 . Details are left to the full version of this paper.
Weighted trees
In this section, we describe how Theorem 1.1 is generalised to labelled trees with vertex weights based on degrees. The resulting trees are similar to simply generated trees (which are in turn essentially equivalent to Galton-Watson trees), see [7] for a general reference. The main difference is that our trees do not have a root. We let w be a weight function on the set of positive integers and set
Now we generate a random labelled tree in such a way that the probability is proportional to the weight. For example, if we set w(j) = 1 for j ≤ ∆ and w(j) = 0 otherwise, then we obtain uniformly random labelled trees whose maximum degree is at most ∆.
Let us only describe the main differences to the previous section. The decomposition of Figure 2 can still be used, but there is now one small difference: the trees T 0 and T d give rise to factors that are slightly different from the others. The reason is that the degree of w 0 in T is equal to the degree of w 0 in T 0 plus 1 (and likewise for w d ), while for j / ∈ {0, d}, the degree of w j in T is equal to the degree of w j in T j plus 2. The generating function A(z) associated with the subtrees T 0 and
where we set Φ(t) = ∞ d=0
The generating functionÃ(z) associated with all other subtrees T 1 , T 2 , . . . , T d−1 , on the other hand, can be written in terms of A(z):
Translating the decomposition of Figure 2 to generating functions in the setup of weighted trees now gives us
for d ≥ 1, and we set
In order to proceed in the same way as in the previous section, we need information on the singular behaviour of A(z) andÃ(z). It is well known that the functional equation A(z) = zΦ(A(z)), which characterises simply generated families of trees, gives rise to a square-root singularity under some technical conditions (see [7] , Chapter 3.1.4, or [8] , Chapter VII.4). Suppose that the power series that defines Φ has positive radius of convergence, and that there exists a solution τ of the equation Φ(t) = tΦ (t). Moreover, we assume for simplicity that Φ is aperiodic, which means here that gcd{d : w(d + 1) = 0} = 1. Then A(z) has a square-root singularity at ρ = τ /Φ(τ ) = 1/Φ (τ ), and the expansion is of the form
. From this, we derive that
Now we can continue in a similar way as in the previous section to obtain
with C r as in Theorem 1.1. Moreover, an analogue of Theorem 3.1 holds as well. We leave the details of the procedure to the full version.
Random recursive trees
A recursive tree is a rooted labelled tree with the property that the sequence of labels along any path starting at the root is increasing. Random recursive trees can be generated by a simple growth process: starting with the root (labelled 1), the nth vertex is attached to one of the previous n − 1 vertices, chosen uniformly at random. It is easy to see that there are precisely (n − 1)! recursive trees with n vertices. The structure of random recursive trees differs substantially from that of random labelled trees; for instance, it is known that the height of recursive trees with n vertices is typically of order log n, while the height of rooted labelled trees is typically of order √ n (see [7] , Chapters 4.2.7 and 6.4, respectively). We observe a similar phenomenon for hitting times. As it has been mentioned in the introduction, the root plays a special role in recursive trees, so we will consider only a single random vertex and study its hitting time to and from the root.
It is well known that the depth (distance from the root) of a random vertex in a random recursive tree with n vertices is equidistributed with the number of cycles (minus 1) of a random permutation of n elements, see [7, Lemma 6.16] . Therefore, the probability generating function of the depth factorises into a simple product of n − 1 linear factors, and its coefficients are the Stirling numbers of the first kind. Surprisingly, there is still such a factorisation if the hitting time is included in the probability generating function. Let y be a vertex of a recursive tree; the root always carries label 1, so H 1y is the hitting time from the root, while H y1 is the hitting time to the root. The key result in this section is the following theorem:
Theorem 5.1. The joint probability generating function of the depth d(1, y) of a random vertex y in a random recursive tree and the hitting time H 1y from the root to y is given by
Likewise, the joint probability generating function of the depth d(y, 1) of a random vertex y in a random recursive tree and the hitting time H y1 from y to the root is given by
This theorem can be proven by setting up a recursion for p n and verifying the formula by induction. An alternative approach uses a combinatorial argument: we count the total number of pairs of a recursive tree T and a vertex y such that the subtrees in the decomposition of Figure 2 , where x is the root, have prescribed sizes a 0 , a 1 , . . . , a d . The root x = w 0 must be labelled 1, and there are possibilities for the other labels of T 1 , and (a 1 − 1)! for the shape of T 1 . Repeating the argument, we find that there are
possible tree-vertex pairs, given a 0 , a 1 , . . . , a d . This is also exactly the coefficient of
Hence the probability that the sizes of the subtrees T 0 , T 1 , . . . , T d from the root to a random vertex of a random recursive tree are precisely a 0 , a 1 , . . . , a d is the coefficient of
Now recall that the hitting time from the root to y is
by (2), which can be rewritten as
Thus we get the desired bivariate probability generating function for the hitting time from the root to y (marked by u) and the depth of y (marked by v) by replacing each x j in (8) by u 2(n−j)−1 v. Formula (6) follows immediately, and (7) is obtained analogously. We remark that the hitting times H xy and H yx are connected by the identity
in trees (the sum H xy + H yx is also known as commute time). This follows directly from (2), or also from Tetali's formula (3) . Thus the two formulas in Theorem 5.1 are in fact equivalent. We see that both H 1y and H y1 can be written as a sum of n − 1 independent, but not identically distributed, random variables.
Our next goal is to infer information on the distribution of H 1y and H y1 from these product representations. Let us first have a look at mean and variance: here, Theorem 5.1 immediately yields Corollary 5.1. Let H 1y be the hitting time from the root of a random recursive tree with n vertices to a random vertex, and H y1 the hitting time from a random vertex to the root. The mean and variance of H 1y are given by E(H 1y ) = (2n + 1)H n − 4n + 1 ∼ 2n log n and
∼ 4n 2 log n respectively. The mean and variance of H y1 are given by Proof. In view of (6), H 1y can be regarded as a sum of independent random variables. The j-th of these variables is equal to 2j − 1 with probability 1 n−j+1 and 0 otherwise. Consequently, the expected value is
The other formulas follow analogously.
We observe that the asymptotic orders of mean and variance differ between H 1y and H y1 : getting to the root from a vertex y of a recursive tree is typically faster than getting from the root to y. It is known in general that the vertices of any graph can be arranged in a preorder ≺ in such a way that x ≺ y implies H xy ≤ H yx . In a tree, there is a simple characterisation in terms of distances (see [10] is typically close to the root of a recursive tree (as shown by Moon in [15] ), one can certainly expect that E(H 1y ) ≥ E(H y1 ). Nevertheless, the difference in the order of magnitude is somewhat surprising. Moreover, we find that H 1y is concentrated, while H y1 is not. Thus we also have different limiting distributions, which are described in the following theorem:
Theorem 5.2. The hitting time from the root is asymptotically normally distributed:
On the other hand, the hitting time to the root converges upon normalisation by a factor n −1 to a random variable Z:
This random variable has a continuous density on [0, ∞).
Proof. In both cases, we can determine the limit of the moment generating function of the normalised random variable by a direct calculation. First, we consider the hitting time from the root. Let P n (t) := E e tH * n be the moment generating function of the normalised variable
The product representation (6) for the probability generating function p n (u, v) gives us (after applying a change of variable j → n + 1 − j)
The expression in the exponent inside the product is uniformly bounded, hence we can approximate the exponential function by its Taylor expansion: e t(2n−2j+1) 2n √ log n = 1 + t(2n − 2j + 1) 2n √ log n + t 2 (2n − 2j + 1) 2 8n 2 log n + O (log n) −3/2 .
This yields
P n (t) = e −t √ log n n j=2 1 + t(2n − 2j + 1) 2jn √ log n + t 2 (2n − 2j + 1) 2 8jn 2 log n + O j −1 (log n) −3/2 = exp − t log n + n j=2 t(2n − 2j + 1) 2jn √ log n + n j=2 t 2 (2n − 2j + 1) 2 8jn 2 log n + O (log n)
Evaluating the sums, we arrive at P n (t) = exp t 2 2 + O (log n)
Hence the limit as n → ∞ is exactly the moment generating function of a standard normal distribution, which proves the first part of the theorem.
For the second part, we follow essentially the same lines. Again, we consider the moment generating function of a suitably normalised random variable, namely Q n (t) = E e tH y1 /n . Again, the sequence of moment generating functions has a limit (we denote it by Q(t)), which implies weak convergence. In order to show that the limiting distribution has a continuous density on [0, ∞), we follow the same approach as in the proof of Theorem 1.1. Let Z be a random variable whose characteristic function is
where γ is the Euler-Mascheroni constant and Ci and Si denote cosine integral and sine integral, respectively. The auxiliary random variable Y that is equal to Z with probability 1 2 and −Z otherwise has characteristic function (9) Q(it) + Q(−it) 2 = e −γ 2t exp Ci(2t) cos Si(2t) .
Since Ci(2t) = O(t −1 ) and Si(2t) = (9) is O(t −2 ) as t → ±∞, so it represents an absolutely integrable function. Hence the random variable Y has a continuous density on R, and Z has a continuous density on [0, ∞).
Let us finally remark that it is possible to study the joint distribution of the hitting times H 1y and H y1 and the depth d(1, y) as well. For instance, the covariance of H 1y and d(1, y) is (2n + 3)H n − (2n + 1)H (2) n − 2n ∼ 2n log n, while the covariance of H y1 and d(1, y) is 2n − 5H n + 3H (2) n ∼ 2n.
