Abstract: There has recently been an increasing awareness of the importance of large collections of texts (corpora) used as resources in machine translation research. The process of creating or extending machine translation lexicons is time-consuming, difficult and costly in tenns of human involvement. The contribution that corpora can make towards the reduction in cost, time and complexity has been explored by several research groups. This article describes a system that has been developed to identify word-pairs, utilizing an aligned bilingual (English-Afrikaans) cor-PUS in order to extend a bilingual lexicon with the words and their translations that are not present in the lexicon. New translations for existing entries can be added and the system also applies grammar rules for the identification of the grammatical category of each word-pair. This system limits the involvement of the human translator and has a positive impact on the time, cost and effort needed to extend a bilingual lexicon.
Introduction
The term corpus originates from the Latin word "body" and can be defined as a sufficiently large collection of text samples of the written or spoken language. The utilization of a corpus as a source of information on the nature and understanding of language was delayed as a result of criticism by Noam Chomsky in the late 1950s. He viewed corpora as being inadequate in terms of size and representativeness. His view became the conformed opinion of the next generation of theoretical linguists. With the advance of computer technology and the availability of large collections of texts (corpora) in machine-readable form, the potential of using machine-readable corpora has been recognized in a variety of areas such as lexical knowledge acquisition, grammar-construction and machine translation. A large number of computerized corpora are available which vary in design, size and research purpose. The purpose of this article is, firstly, to give an overview of the state of the art regarding the use of corpora in machine translation. Secondly, it describes the development of a system that utilizes an aligned bilingual (English-Afrikaans) corpus for the identification of word-pairs in order to extend a bilingual lexicon with the words and their translations that are not present in the lexicon, or for adding new translations for existing entries.
In the next section, various approaches which utilize the information contained in corpora, will be outlined. The purpose of section 3 is to identify some problems that are experienced in the use of corpora such as corpus size, corpus representativeness as well as vocabulary-and word frequency-related problems. The aim of section 4 is to give an overview of the alignment of bilingual corpora. In section 5, the alignment method utilized for aligning a sample of the South African Hansards is explained. The problems experienced during the preparation of the corpora for the project, as well as problems encountered with the alignment process, are described. The aligned bilingual corpus was used as a resource for the task of extending a bilingual lexicon. In section 6, the focus is on the method utilized to extend a bilingual lexicon with the aligned English-Afrikaans corpus as a resource. The development of the system is described and the results obtained from various experiments are discussed. The aim of the final section, section 7, is to give an idea of some future research topics utilizing bilingual corpora as resources, and to end with a few concluding remarks.
Applications of Computer Corpora
There are several approaches to using computer corpora as components in machine translation systems. Corpora can broadly be divided into two types: monolingual and bilingual. In this section, an overview of these two types of corpora will be given, and the various applications of both monolingual and bilingual corpora will be provided.
Monolingual Corpora
At the most basic level a monolingual corpus is an important resource for a linguist in the determination of language-usage in a given domain (Arnold et al. 1994) . Monolingual corpora have proved to be excellent sources of lexical information as well as limited world knowledge and are used extensively in the production of monolingual machine translation lexicons. Large text corpora allow for a detailed study of how a word is used, thus enabling the evaluation of the accuracy of lexicon entries by comparing it with evidence of how the word is utilized in the real world. Very large corpora provide reliable statistics on occurrence and co-occurrence of lexical categories and word-senses. Terms or idioms in context can also be identified. Some machine translation systems require the automatic grammatical analysis of texts (taggingl and parsing2) as a first stage of analysis and the monolingual corpus usually serves as input for the tagging process. The utilization of computer programs for automatic tagging and parsing have a positive impact on speed and consistency. An important use of annotated corpora is the provision of probability statistics for probabilistic language processing systems.
Bilingual Corpora
Recently, the interest of some research groups in machine translation and linguistics has shifted to bilingual corpora. There are currently very few large machine-readable bilingual corpora. The South African Hansards, proceedings of the South African parliamentary debates, which by law were published in English and Afrikaans are examples of bilingual corpora. Bilingual corpora are especially useful if the user can view translation segments. In bitext (or multitext) the text is aligned in such a way that within each bilingual (or multilingual) segment the two texts are translations of each other. A properly aligned bilingual corpus is an exceedingly important and valuable source of information and can be used in several ways to contribute to direct 2 The tagging process associates with each word in a text or corpus of texts a tag identifying its lexical category and occasionally its syntactic features or subcategories (Garside et al.
1987).
Parsing (syntactic analysis) is the process of recognizing a sentence and Simultaneously compiling a representation of its structure. Thus, a sentence will be partitioned into its constituent phrases, subphrases and lexical categories. automatic machine translation with a degree of human assistance. Several alignment algorithms have been developed for aligning bilingual texts and attention will be paid in section 4 to different approaches to aligning sentences in bilingual corpora.
Bilingual corpora are important resources for the construction as well as the extension of bilingual lexicons, as they are rich repositories of information about actual language-usage. A lexicon can be created or updated by deriving lexical information from a corpus and lexical frequency lists can be constructed from raw (untagged) corpora. Bilingual corpora give detailed information on the properties of words and on the selection restrictions of verbs, which can provide a basis for the identification of the senses of the occurrences of a given word in a corpus. Examples of possible uses of a word are provided by a corpus and although a word's semantic type has been identified, the facts provided by a bilingual corpus can be utilized to at least confirm a classification according to a lexical definition and possibly also add supplementary attributes that are absent from a lexicon.
An annotated (tagged) aligned bilingual corpus together with a probabilistic model could be used to automatically provide equivalent terms in the two languages. These terms can then be automatically compiled into the relevant formalism for lexical entries in a machine translation system. Thus, an important and possibly complex channel of information transfer exists between corpora and lexicons.
Today, computer technology provides fast access to large memories and data sources. Therefore, methods based on the access of large machine-readable corpora can be investigated. Some of the corpus-based machine translation systems utilize the corpus as a database and examples of this type of corpus-based machine translation are sublanguage machine translation systems, examplebased methods/systems and knowledge-based methods/systems.
Other corpus-based machine translation approaches use statistical and probabilistic techniques for the analysis of the source language text and the generation of the target language text. An example of this type of corpus-based machine translation is the statistics-based approach of Brown et al. (1990) . Example-based translation and statistically-based translation are so-called "empirical" approaches which apply relatively low-level statistical or pattemmatching techniques. The term "empirical" is used to refer to the fact that whatever linguistic knowledge is used by the system, is derived empirically by examining the real texts and not by relying on the knowledge of linguists.
An example of the first type of corpus-based machine translation is a sublanguage machine translation system where the texts are written in a particular sublanguage for a specific subject domain. The sub language corpus is utilized as a database and is searched for a source language string which is similar or identical to the string to be translated.
Example-based and knowledge-based methods are not purely corpusbased approaches to machine translation as they are not limited to a particular sublanguage or to specific corpora. However, large corpora of texts in source languages and target languages must be accessed to obtain the necessary knowledge. The acquired knowledge will be used in the translation of previously unseen texts. The problem of acquiring and managing required syntactic and semantic knowledge forces these approaches to be applied within specific domains. The incorporation of the large volume of knowledge tends to make the system large and complicated and, therefore, not cost-effective.
In 1949 Warren Weaver suggested the application of statistical techniques for the translation of text from one natural language into another (Weaver 1955) . Unfortunately, efforts in this direction were soon abandoned for various theoretical and philosophical reasons. Over the last few years there has been a trend back towards the application of statistical techniques and methods in the analysis and generation of text. The growing availability of bilingual, machinereadable texts has also stimulated the interest in the utilization of these methods (Armstrong 1994) .
Statistical methods have been successfully applied to lexicography and to natural language processing. However, the success of statistical-based approaches to speech research in recent years is the primary reason for the upsurge in applying statistical methods to machine translation. Statistically-based translation is entirely statistical and probabilistic. No grammatical information is incorporated as explicit rules for the analysis of source language texts and the generation of target language texts.
The essence of this approach is the alignment of the sentences in the two languages and the calculation of the probability that one word in a sentence of the source language text corresponds to two, one or zero words in the sentence of the target language text (Hutchins 1992) . The knowledge-acquisition problem is eliminated, since linguistic information is not explicitly encoded, but the general suitability of this method may be in doubt as it requires very large amounts of good quality bilingual or multilingual data.
Bilingual corpora can play an important role in the evaluation of machine translation systems. The corpus can be used to test the experimental system on real data. The tests on the corpus will help to uncover errors, limitations as well as potential areas which need improvement. The corpus can be utilized to evaluatethe linguistic quality of the translation by comparing it to the target language part of the corpus. With the help of the corpus it will be possible to make sure that phenomena which appear in theoretical linguistics do indeed occur in the real world.
However, certain words and syntactic structures will not be found in the corpus. The vocabulary of the corpus is limited and the translation provided for the source text of the corpus may not be the one and only correct option. Therefore, the corpus must only be used as a guide for the evaluation of machine translation systems. The role of the corpus can thus be seen as aid in the definition of research goals and for the provision of material for system testing.
In this section, the applications of monolingual and bilingual computer corpora in machine translation were outlined. The utilization of corpora in machine translation is not problem-free and unrestricted, and in the next section some of the problems will be identified.
3.

Problems with Corpora
In contrast to the era of Chomsky, the late 1950s, the computers of today are more powerful, faster and have hundreds and m.illions of bytes of storage. It is therefore possible to utilize very large corpor~ for research purposes. The question of the importance of corpus size inevit~bly arises. As the corpus size increases, the number of new types of words decreases and less effort is needed to search larger and larger corpora. However, a large portion of all word-types encountered occur only once. The problem is how large the corpus must be to capture all the words of a language as a corpus of more or less 100 million words will only produce less than half the theoretical total of word-types (Sebba 1991) .
It is important for the corpus to be representative of the totality of texts from which it is drawn. At present, no statistical or other models exist for the determination of the representativeness of a corpus. One of the problems in selecting a representative sample is that in order to make valid conclusions, the sampling must be random. It is required that the procedure of composing a random sample should be objective and it would seem impossible to obtain a representative sample from a corpus. However, presently no actual criteria exist for the selection of a "representative" corpus and thus far corpus linguists assembling large machine-readable corpora have made intuitively-guided decisions about what to include and in what proportions (Sebba 1991) .
The decision about what types of text to include or exclude is also difficult. The Brown corpus, for example, contains samples of text which were drawn from sources such as newspaper reports, government documents and popular fiction, but excludes poetry. It is, therefore, not possible to generalize results without difficulty.
Bilingual corpora only exist in restricted fields. Although corpora may be viewed as translations of each other, the human translators do not usually translate sentence by sentence. The translations are strictly suited to the context in which the individual source language sentence occurs. Therefore, there are several problems regarding the utilization of automated methods to translate new sentences on the basis of existing translations, as one source language sentence can translate to zero, one or two target language sentences. Thus, it seems that the short-term value of these systems, if they go beyond the experimental stage, would be as (possibly interactive) aids to human translators.
The Alignment of Bilingual Corpora
In section 2 it was mentioned that a bilingual corpus is best utilized if the texts are aligned in such a way that they are translations of each oth~r. The production of alignments by hand is extremely time-consuming and requires the skill of individuals with knowledge of both languages. Recently researchers in bilingual lexicography as well as machine translation have shown interest in the study of parallel texts and done some work on the alignment of sentences (Simard et al. 1992 , Brown et al. 1991 , and Gale and Church 1991 . Alignment does not have to stop at sentence level and research has also been conducted to find alignments between syntactic structures, noun phrases, collocations and words.
The most common form of alignment takes the sentence to be the organizing unit and techniques exist for perfOrming this alignment of bitext automatically with a high level of accuracy (Arnold et al. 1994) . The alignment of paragraphs and sentences is only the first step towards the identification of wordcorrespondences, the construction of a probabilistic dictionary for the utilization in the alignment of words in machine translation and for the construction of a bilingual concordance for use in leXicography. Alignment can be defined as follows (Simard et al. 1992 
):
Given a text and its translation, an alignment is a segmentation of the two texts such that the nth segment of one text is the translation of the nth of the other (empty segments are allowed as the result of additions or omissions).
The extraction of pairs of sentences from corpora that are translations of one another remains a problem as the alignment algorithm must cater for several scenarios, namely (Simard et al. 1992 ):
1.
A single sentence in one language translates to one sentence in the other language.
2.
A single sentence in one language may give rise to two or more translated sentences in the other language. 3.
Two sentences can translate into one. 4.
Two sentences in one language translate to two sentences in the other language.
5.
A sentence may not be translated at all. 6.
A new sentence may have no equivalent in the source text.
The possibility also exists that sentences, paragraphs or even passages can be missing from the corpora. These obstacles prevent many potential users from taking advantage of the many benefits of bilingual corpora as the solutions to these problems are computationally prohibitive, and/or unreliable (Simard et 
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1.
A valuable source of information is given.
2.
A text and its translation can be viewed side by side, with explicit connections between individual components. 3.
An alignment may form the basis of deeper automatic analysis of translation. For example, it could be utilized to indicate possible omissions in a translation. It could also be utilized for the detection of errors, for example to identify common translation mistakes.
Until recently, the South African parliamentary debates were by law published in both Afrikaans and English and is known as the South African Hansards. A subset of the Hansards was used to construct an Afrikaans-English corpus for the purpose of .the project that will be described in detail in section 6. A method was developed for the alignment of the bilingual corpus at sentence level and the objective of the next section is to provide a deSCription of the steps followed to align the English-Afrikaans corpus.
s. Alignment of the English-Afrikaans Hansard Corpus
The Hansards of the 1990 parliamentary sessions were used for the project and it was necessary that the corpus was in an aligned format. For each parliamentary session, there were two files: one English and one Afrikaans. The text was in XYWrite format and had to be converted to ASCn format. The next step was to combine all the English files into one large English corpus and all the Afrikaans files into one large Afrikaans corpus. The corpora were not exact translations, since sentences, paragraphs or even passages were missing from the corpora. The duplication of sentences and paragraphs was also a phenomenon that had to be taken into account. It was, therefore, necessary to compare the texts and to manually remove the unmatched sentences, paragraphs and passages.
In total, between 10% and 15% of the data in each corpus were rejected. After the completion of this exercise the number of files in each corpus were the same, no unmatched passages existed, but about 10% unmatched paragraphs and about 20% unmatched sentences were still present. The process of removing the unmatched paragraphs and sentences is described in the next section.
The sizes of the two corpora made it impractical to obtain a complete set of alignments by hand. Therefore, some method had to be used for the alignment process to be done automatically. The method employed is outlined in the next section.
5.1
The Process of Alignment
The alignment of the South African Hansard corpora was done by implementing a simple algorithm. The alignment was done first at paragraph level and then the sentences within the paragraphs were aligned. The correctness of the method was checked by hand. A program was written to identify the start and the end of the proceedings. The next step of the alignment process was to mark the end of each paragraph. It was found that the paragraphs in the South African Hansards were already within certain regions. Therefore, the process of marking the paragraphs was not too complicated. The paragraphs were aligned automatically by applying the alignment algorithm to the corpora and each paragraph was assigned a number. About 90% of the paragraphs were aligned correctly. The unmatched paragraphs occurred as a result of missing paragraphs or where the paragraphs did not correspond one to one. The texts were inspected for possible errors, and mismatches still present were removed. The alignment algorithm was applied again and at this stage the paragraphs corresponded 100%.
The paragraphs were aligned automatically and each paragraph was assigned a number. The texts were again inspected for possible errors, and mismatches still present were removed. The next step in the process was the implementation of the sentence-alignment program. Determining sentence boundaries was a problem. It was found that most of the sentences ended with ..... , "]", "!", "?", or ">", and by using these symbols as beacons, each sentence was moved to a new line. The program then automatically numbered each sentence and a success rate of about 80% was achieved in aligning the sentences. The texts were inspected for possible errors and mismatched sentences still present were removed. The process of sentence alignment and checking was repeated and this time the success rate was higher. This process was repeated until all the sentences corresponded. Although the alignment of the corpus was a rather difficult and at times a tedious process and the correction of errors time-consuming, the lack of quality data and a roughly aligned corpus would have had a negative impact on the usefulness and accuracy c;>f the system for this project. Tables 1 and 2 illustrate the format utilized for the numbering of the files, paragraphs and sentences in the Afrikaans and English corpora.
This alignment process forms the basis of the research project and the aligned corpora will serve as input to the program for the extension of a bilinguallexicon.
1 "SOF AFR1.TXT .. The Implementation of a System for the Extension of a Bilingual Lexicon As mentioned before, the purpose of this research project was to examine the viability of utilizing aligned parallel corpora to extend existing bilingual lexicons. To reach this goal the system that is developed relies on the existence of a sentence-aligned corpus as well as a bilingual lexicon. The English-Afrikaans corpus was constructed from a subset of the South African Hansards. The Machine Translation Research Group at the University of Pretoria constructed an English-Afrikaans lexicon as well as an Afrikaans-English lexicon. In the English-Afrikaans lexicon the source words are in English and the target words in Afrikaans and vice versa in the Afrikaans-English lexicon. The availability of both lexicons made it possible to use either the English text or the Afrikaans text as the source language text depending on which lexicon the user wants to extend.
Following the advice of a computer linguist it was decided to start with a simple domain and gradually move towards a more complex domain. The first experiments were conducted by only using one source language sentence and one target language sentence. These sentences are sentence-pairs that have been extracted from the aligned corpus. The 'other experiments used samples consisting of several sentences extracted from the aligned corpora. The program had to take the markers added by the alignment process into account when reading the source language file and the target language file. The markers indicated the start and end of each file, the end of paragraphs as well as the file numbers, ~graph numbers and sentence numbers.
The aim of the next section is tp give some background information of the system. An overview of the methodology that was used to implement and test the system is also provided. Various experiments were conducted and the results obtained from these experiments will be discussed.
Background
This system provides a mechanism for the automatic identification of wordpairs that are present in a sample consisting of bilingual texts, but are absent from the bilingual lexicon (Pienaar 1996) . It is also possible that a word in the source language text does have an entry in the lexicon, but that the target word entry could not be found in the target language text and that another translation has been used. Depending on which lexicon is chosen to be updated, the Afrikaans-English lexicon or the English-Afrikaans lexicon, the English corpus will be used as the source language text and the Afrikaans corpus will be used as the target language text and vice versa. One source and one target language sentence are read at a time. The source sentence is parsed and for each source language word the lexicon is checked if an entry exists. If the source language word is present in the" lexicon, the target language sentence is parsed to deter-mine if the target language word as specified in the lexicon appears in the target language sentence. An indicator is used to show if the target language word has been found or not. By taking the positions of the unmatched source and the target language words in the sentences as well as the sentence-lengths into account, the likelihood that certain words are translations of each other, is calculated. The formulas used to determine the likelihood factor are:
The difference value is determined by calculating the absolute difference in position of each unmatched source and target word in the source and target language sentence. Unfortunately it is not possible to utilize the positions of the words and the sentence-lengths only in calculating the likelihood factor. Some reasons are:
• The lengths of the target language sentence and the source language sentence often differ.
• Two or more words in the source language sentence translate to zero or one word in the target language sentence.
• One word in the source language sentence translates to zero, one, two or more words in the target language sentence.
• The positions of the source words in the source language sentence do not correspond with the positions of the target words in the target fanguage sentence.
To determine more accurately if (a) source and target word(s) are translations of each other, the incorporation of linguistic knowledge was inevitable. For each entry in the lexicon, the grammatical category (type) of the word is specified. By using this syntactic information, it is possible to determine the grammatical types of the neighbouring word(s) of the unmatched word. A few basic grammar rules were implemented to determine the possible type of each wordpair. At present, the rules can give an indication whether the grammatical category of the word-pair is a noun, verb, adverb, adjective or a preposition.
The grammatical category of the preceding word as well as of the following word is queried, and the simple grammar rules are applied by taking these known types into consideration. In the case of insufficient information, for example, if the type of the preceding or following word is also unknown, or if the grammatical information does not conform to the rules, the grammatical category cannot be ascertained and is indicated as unknown. If more than one rule is satisfied, the possible types will be provided and it will be the responsibility of the user to select the correct type of the word-pair. The possibility also exists that two words following each other can translate to one, two or more words or that one word can translate to two or more words. The system caters for these scenarios in so far that it can identify a translation pair consisting of a compound noun written as two words (such as water tariff) and a compound noun written as one word (such as watertarieJ) as well as a verb-preposition pair (such as gaan oor) and a verb (such as crosses). Although the simplified grammar rules currently implemented give an idea of what the possible types of the unmatched words are, more intensive investigation is required for the refinement, improvement and extension of these rules.
The output of the system is a list of unmatched source words and possible translations. A likelihood factor indicating the numeric possibility that the word-pairs are translations of each other, as well as the possible grammatical type(s) are provided. The human translator or the user has to inspect the results and identify the correct translation pairs. The grammatical type of each wordpair must be verified. In the case of the type not being known the translator has to rely on his/her linguistic knowledge to identify the correct grammatical type of the word-pair. The word-pair and the grammatical type can then be added to the lexicon as a new entry. The objective of the next section is to give a brief overview of the methodology that the system follows to extend a bilinguallexicon.
Methodology
The process of identifying word-pairs, ascertaining the grammatical category and calculating the likelihood factor can be divided into the following stages:
• Input
The source and target words as well as the grammatical types are extracted from the lexicon and recorded. The source and target language sentences are read from the corpus.
• Lexicon lookup
The words from the source sentence are checked against the extracted lexicon entries. The target language sentence is searched for the translation specified in the lexicon. If the translations are located, an indicator for each target word is set to show that the searching process was successful. The soUrce words not found are recorded.
• Calculation of likelihood factor
For each unmatched word-pair the likelihood factor is determined by taking the positions of the source and target words as well as the sentence lengths into account.
• Assignment of grammatical categories
For each unmatched word-pair, grammatical rules are applied to attempt to recognize the grammatical type. For example, the grammar rule constructed for the identification of the adjective <tall> in the sentence The very tall trees takes into account that the adjective is preceded by the adverb <very> and followed by the noun <trees>. Thus the rule which will satisfy this specific example has the following format:
< (det) the (adverb) very (?) tall (noun) trees > --+ < (det) the (adverb) very (adj) tall (noun) trees >
If the recogr)ition process is successful, the grammatical type is assigned to the word-pair. In the case of an unsuccessful recognition process the assigned type is unknown.
• Identification of compounds
Compound nouns (such as election manifesto and verkiesingsmanifes) and verbpreposition pairs (such as oorneem and take over) are identified.
• Output
The result of the program is a list containing an entry for each identified wordpair, the possible grammatical type(s) and the likelihood factor.
• Inspection
The list must be inspected by the human translator or the user for correctness. The correct word-pairs and their grammatical type must be extracted and added to the lexicon. The purpose of the next section is to describe some of the experiments that were conducted.
Experiment Purpose
The aim of the experiment was to evaluate the performance of the system by utilizing several sentences differing in terms of:
• complexity (for example, the tense of the sentence, the number of noun and verb phrases, positions of the verbs and presence of compound prepositions),
• sentence length and • number of unmatched words.
Method
Twenty sentences were randomly chosen from the Afrikaans-English corpus and used as input to the system. The sentences satisfied the requirements as stated in the purpose of this experiment, since they differed in complexity, sentence length and the number of unmatched words. The sample extracted from the Afrikaans corpus containing the source language sentences is shown in table 3. Table 3 : Sample of the Afrikaans corpus
The sample extracted from the English corpus containing the target language sentences is shown in table 4.
1. I say this, because I was involved in an election. 2. The abolition of this specific act has my full support. 3. No segment of the society stays untouched by this problem. 4. When we talk about specific requirements, this does not entail a poor standard of service.
5. I think we should draw a clear distinction between the levels of service. 6. I thank the hon members for their support for this legislation. 7. The appropriation bill was adopted. 8. One of the problems in respect of the solvency of the pension fund was the tremendous strain which the system had placed on the fund. 9. I simply want to ask the hon Minister whether his department is involved in the installation of such programmes and whether he has approached any education departments. 10. There is a need for formal and informal education programmes. 11. The wildlife adds to this quality. 12. After a very exhaustive investigation, a comprehensive amended scheme was established. 13. The movement of people around the world stimulates growth. 14. A private monopoly frequently acts against the interests of the consumers. 15. Thus cross-subsidisation becomes a reality. 16. I have understanding for the fact that we have to protect all the resources and that weather conditions, seasons and those things have an influence on our coastal resources. 17. I think that we are entering a period where expectations will be created again. 18. The department retains its powers in regard to the allocation and appoinbnent of water from the main source, and this water will also be made available to the board at a specific tariff. 19. I should like to begin by paying tribute, as is customary, to a senior official who has retired after many years of service. 20. We know that limited access to the accounts and invesbnents of suspected dealers frequently hampers investigations. The performance of the system was measured in terms of the number of the translation pairs correctly identified. For each word-pair the likelihood factor was calculated and the grammar rules were applied to assign a grammatical type to each translation pair.
Results and Discussion
The performance of the system was dependent on the sentence length, the number of unmatched words present in the sentence as well as the complexity of the sentence. The results varied according to the circumstances. The various performance results are:
• The system could identify the translation pairs and the possible grammatical categories to which each of them belonged, if the sentences contained only a few (three or less words out of ten words per sentence) unmatched words, irrespective of the sentence length. Thus, a success rate of 80% was achieved for this specific example.
• As was to be expected, the system did not perform very well when the source and target sentences were very long and contained many unmatched words. fourteen words were unmatched and the target sentence length was twenty-three words. Thus 57% of the words were unmatched. The system was able only to identify five (23%) translation pairs and their grammatical types correctly. The grammar rules were not very successful in determining the grammatical types, since most of the grammatical types of the neighbouring word(s) of the unmatched word were unknown.
• The system performed rather well if the grammatical types of the neighbouring words of the unmatched word were known. However, the system could identify the correct grammatical types for the other two word-pairs which were positioned elsewhere in the sentence and were surrounded by words of known grammatical types. Table 5 is a graphical representation of the results obtained from the experiment as described above. The x-axis (horizontal axis) shows the percentage success rate that was achieved. The formula for the x-axis (horizontal axis) is as follows:
where x = number of word-pairs correctly identified and y = number of unmatched words. The graph confirmed the expectation that the system is less successful in handling very long or very short sentences containing many unmatched words. The graph also implies a higher success rate if few unmatched words were present irrespective of the sentence length. 
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Conclusions
The results were encouraging and it would seem that the system is more successful in identifying unmatched words and determining their grammatical type if there are not too many unmatched words per sentence. Since the purpose of the system is to extend an existing lexicon and not to produce a new lexicon from sera tch, the system will perform better if most of the words in the sentences already have entries in the lexicon and the system only has to identify a few new words per sentence.
Future Research and Concluding Remarks
The object of this project was to examine the hypothesis that parallel corpora, in this case the English-Afrikaans corpus, can be utilized to extend an existing bilingual lexicon, in this case either the English-Afrikaans or the AfrikaansEnglish lexicon. To investigate and demonstrate the validity of this argument, a simple system was developed which was applied to sentence-aligned samples of parallel texts extracted from the South African Hansards. Encouraging results were obtained from the experiments conducted. The results confirmed the expectation that sentences, irrespective of length, containing many unmatched words, would yield a lower success rate than sentences containing only a few unmatched words. Several problems were identified, but further research is necessary to clarify these issues and to propose possible solutions. Some of these issues as well as other possible future research topics are discussed in the next section.
Future Research
The alignment of the English and Afrikaans corpora was done at sentence level. The alignment process does not have to stop at this level and it is possible to determine the most probable word-pair alignments. Phrasal alignment is another possibility and can be achieved by phrasal parsing and the utilization of phrasal information. Although the success rate of these probabilistic techniques is dependent on the size and the quality of the corpus, the English-Afrikaans corpus satisfies these dependencies. It is difficult to align translations on the basis of words and to achieve this goal, a tagged corpus will be a valuable resource. Some specific issues identified that require further investigation, are:
• The simple grammar rules that were implemented for the identification of the grammatical categories can be refined in order to achieve more accurate results.
• Problems exist in determining the grammatical category for the unmatched word-pair if the neighbouring source and target words are also unmatched and the grammatical categories are not related. For example, for the sentence Daar is 'n behoefte aan informele programme the simple grammar rules were unable to assign the grammatical type of adjective to the unmatched word, informele, and noun to the unmatched word, programme.
• The treatment of verbs in terms of the difference in position in the sentence for different languages, for example in Afrikaans the verb often occurs to the end of the sentence while this is not usually the case in English.
• Difficulties with split verbs, for example vat ... saam.
• The treatment of compound prepositions, for example out of • The treatment of complex prepositions, for example in place of
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http://lexikos.journals.ac.za A tagged. corpus would also add value to the system, since the linguistic information provided by the tags can be used to refine the process of determining the likelihood that word-pairs in parallel sentences are translations of each other and to ascertain the grammatical category of the word-pair. A tagged corpus can be utilized for deriving linguistic rules which can be incorporated into this system or into an existing machine translation system and thereby contribute to the improvement of the quality of the product. As the tags provide part-of-speech information, the tagged corpus can be used as a resource to study actual language-usage in English and Afrikaans.
Concluding Remarks
Although the system is very simple and some problems still exist, the results were encouraging. The refinement of the grammar rules and the incorporation of more linguistic knowledge should improve the results, while simultaneously reducing the cost of human inspection of the newly identified translation pairs. It would also be interesting to investigate the use of tagging and the effect it will have on the results. The system proved valuable in that it supported the extension of an existing bilingual lexicon with reduced human effort.
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