We propose a new algorithm to solve lot sizing, tool allocation and machining conditions optimization problems simultaneously to minimize total production cost in a CNC environment. Most of the existing lot sizing and tool management methods solve these problems independently using a two-level optimization approach. Thus, we not only improve the overall solution by exploiting the interactions among these decision making problems, but also prevent any infeasibility that might occur for the tool management problem due to decisions made at the lot sizing level. The computational experiments showed that in a set of randomly generated problems 22.5% of solutions found by the two-level approach were infeasible and the proposed joint approach improved the solution on the average by 6.79% for the remaining cases. q
Introduction
In view of the high investment and operating costs of computer numerically controlled machines Ž . CNCs and hence of flexible manufacturing systems Ž . FMSs attention should be paid to their effective w x w x utilization. Gray et al. 6 and Veeramani et al. 18 give extensive surveys on the tool management issues of automated manufacturing systems, and emphasize that the lack of tooling considerations has resulted in the poor performance of these systems. w x Kouvelis 11 identified cutting tool utilization as an important parameter for the overall system performance. In this study, the cost of tooling has been reported to be 25-30% of the fixed and variable cost w x of production. Gray et al. 6 present an integrated conceptual framework for resource planning to examine how tool management issues can be classified into tool, machine and system levels, and point out that efforts in tool management focused on single level decisions.
Most of the existing studies in tool management ignore the lot sizing decision at system level and take it as a predetermined input while deciding on tool allocation and machining parameters. On the other hand, most of the lot sizing models treat the production rates either as fixed or infinite to determine the lot size for each item independently by minimizing the sum of setup and inventory holding costs, while in practice the production rates are significant decision variables. In an automated manufacturing environment, operational problems, such as machining conditions, tool availability and tool life, ( ) should be taken into account for the reliable modeling of CNCs, or the absence of such crucial constraints may lead to infeasible results. Consequently, total production cost can be decreased and any infeasibility due to machine capacity limitation can be avoided by controlling production rates.
The purpose of this paper is to evaluate the efficacy of an integrated approach of solving the lot sizing and tool management problems simultaneously. Using a two-level approach, the operating decisions for the lot sizing problem are determined relatively independent of the operating decisions for the tool management problem. Therefore, in a twolevel approach, a decision made at a higher level without considering its impact on the lower level can lead to infeasible or inferior results, because the constraints andror costs at the lower level are not fully reflected in the higher level problem. Historically this is the manner in which many organizations arrive at these decisions. It is certainly clear that the existing decomposition is sub-optimal. By combining both decision making problems into one, some economic advantage may be obtained over solving these problems separately.
For solving the tool allocation problem at the system level, most of the published studies use 0-1 binary variables, i.e., a particular tool j is assigned to operation i, to represent tool requirements. Stecke w x 14 formulates the FMS loading problem as a non-Ž . linear mixed integer programming MIP problem and solves it through linearization techniques. Sodhi w x et al. 13 propose a four level hierarchy for production control of FMSs, including part type selection and loading, and present various models at each w x level. Sarin and Chen 12 give an MIP formulation under the assumption that the total machining costs depend upon the tool-machine combination. The tool life is considered as a constraint in the formulation. Unfortunately, all of these studies assume constant lot sizes, production rates as well as processing times. Furthermore, these studies determine the tool requirements for each operation independently, and fail to relate the contention among the operations for a limited number of tools.
At the machine level, there exist several studies paying attention to tooling issues like tool selection, tool magazine loading and minimization of tool switches due to a change in a part mix, at both the Ž long term planning and operational level Kouvelis w x w x. 11 ; Tang and Denardo 16 . Unfortunately, these studies also assume constant lot sizes, processing times and tool lives, even though the tool replacement frequency is directly related with the machining conditions selections. Further, in the multiple operation case, non-machining time components, such as the tool replacements due to tool wear, can have a significant impact on the total cost of production and the throughput of parts as shown by Tetzlaff w x w x 17 . Gray et al. 6 reported that tools are changed ten times more often due to tool wear than to part mix because of the relatively short tool lives of many turning tools. The machining conditions optimization for a single operation is a well known problem, where the decision variables are the cutting speed and feed rate. Several models and solution method-Ž ologies have been developed in the literature Gopaw x w x. lakrishnan and Al-Khayyal 4 ; Tan and Creese 15 . However, these models consider only the contribution of machining time and tooling cost to the total cost of operation, usually ignoring the contribution of non-machining time components to the operating cost, which could be very significant for the multiple operation case. Further, these studies exclude the tooling issues such as tool availability and tool life capacity limitations.
In the literature there exist few studies on the integration of lot sizing and tool management probw x lems. Wysk et al. 19 introduce lot size considerations in determining the optimal cutting speed in a w x single item, single machine problem. Koulamas 9 presents a queueing model for determining analytically the optimal lot size in a machining economics problem under stochastic tool life considerations. w x Koulamas 10 proposes an iterative procedure for the simultaneous determination of the cutting speed and lot size values on a single machine for single and multiple part cases using the Lagrangian technique, while the feed rate is taken as a constant. In this study, parts are assumed to be composed of a single operation. Consequently, parts are machined by a single cutting tool and tool allocation decisions are not considered. The author also has not considered machine horsepower, surface finish and tool availability constraints, although in many real life problems the machining parameters are constrained by these limitations. We propose a new solution methodology to find optimal lot sizes, tool allocations and machining parameters by integrating system, machine and tool level decisions for production of multiple parts consisting of multiple operations in a CNC environment. The importance of these concepts has been mentioned at different decision making levels. We identified the need for such a problem formulation especially for computer aided process planning and part programming. This study can be considered as a module in the framework of a fully integrated system Ž w x w x. Kalta and Davies 7 and Karadkar and Pande 8 . The remainder of this paper is organized into six sections as follows. In Section 2, we discuss the underlying assumptions and introduce a mathematical model of the problem. The proposed algorithm is described in Section 3. A numerical example and the computational results of an experimental design are presented in Sections 4 and 5, respectively. Finally, some concluding remarks are provided in Section 6.
Mathematical model
The notation used in the proposed mathematical model is as follows: is equal to 1, if alternative k of part p is selected Consider an automated machining environment consisting of a single CNC turning machine. The following assumptions are made to define the scope of this study. There are multiple parts in demanded quantities and each part is composed of multiple operations. Each operation can be performed by a set of alternative tool types from a variety of available tool types with limited quantities on hand. Backlogging is not allowed, and initial and final inventory levels are assumed to be zero. For the machining operations, the cutting speed and the feed rate will be taken as the decision variables, and the depth of cut is assumed to be given as an input. The CNC machine can work for a limited number of hours. We produce r equal lots of size Q and one last lot of 1 size Q , such that D s rQ q Q . Therefore, the 2 1 2 average inventory in a given period, AI, after dropping the part indices p for clarity, can be found as follows.
We can easily verify that AI s 1y
Under these conditions, we are required to solve lot sizing, tool allocation and machining conditions optimization problems simultaneously to determine the following decision variables:
In what quantities each part will be produced, i.e., determination of lot sizes for parts. Ž .
ii How tools will be allocated to parts in terms of quantities and allocation scheme, and Ž .
iii What will be the cutting speed and feed rate for each operation of each part. Advances in cutting tool materials and designs will increase the cutting speeds at which machining is carried out, consequently reduce the machining time, but the initial tooling cost might be higher. Therefore, we consider a set of alternative cutting tool types for each machining operation, since no one cutting tool type is best for all purposes. Moreover, the same tool may be used in several machining operations, each one with different machining conditions. Furthermore, the total production cost should be expressed in terms of the machining, non-machining and tooling costs in addition to the setup and inventory holding costs. Machining time, t , is the time required to complete a turning m i j p w x operation as given in Gorczyca 5 . Tool life, T , is i j p generally defined as the machining time in minutes taken to produce a given wear land for a set of ( )machining conditions. The relationship between the tool life and the machining conditions can be expressed as a function of the machining conditions by using an extended form of the Taylor's tool life equation. For the turning operation, a new expression is defined for the machining time to tool life ratio, which is called as the usage rate of tool j in operation i of part p, and is denoted by U . Conse-
For practical purposes, q must be found in
order to instruct either the CNC program or the operator to change tools after a predetermined number of pieces have been machined. Furthermore, all time consuming events except the actual cutting operation are called non-machining time components. Although there might be many distinct nonmachining time components such as tool tuning, workpiece loadingrunloading, etc., we consider tool replacing times, t , and loading times, t , since they r l j j are the only ones that can be expressed as a function of both the machining conditions and alternative operation-tool pairs. A mathematical formulation of the problem can be as follows:
Ý p p p pgP Ø Tool Assignment Constraints:
Ø Non-negativity and Integrality Constraints:
and n , q , r positive integers for every
In this non-linear MIP formulation, the objective function is composed of setup, inventory holding, machining, non-machining and tooling costs, respec-( )tively. The setup and inventory holding cost calculations are based on a common lot sizing assumption that a new lot is produced when the inventory level drops to the reorder point. If a tool is not fully utilized for machining a part then it can be used for machining other parts. Therefore, we introduce the actual tool usage concept, U , as discussed earlier.
i j p
Moreover the production rate for each part is a function of both the available machine hour and total processing time for each part. We satisfy the demand for each part in the first set of constraints. The second constraint ensures that total time required, which is composed of machining, non-machining and set up time components, does not exceed available machine capacity. The third set of constraints represents the operational constraints which guarantee that each operation is assigned to a single tool type of its candidate tools set. The fourth set of constraints ensures that total tool requirement does not exceed the amount of tools on hand. The fifth set of constraints guarantees that machining time for an operation does not exceed available tool life and finally the last two sets of constraints represent usual machining operation constraints. The surface roughness presents the quality requirement on the operation and the machine power constraint ensures that machine tool operates without being subject to any damage.
Algorithm
The constraints and the decision variables for lot sizing, tool allocation and machining conditions interact with each other. If we increase either Õ or i j p f , or both, then we can reduce the machining time i j p but this will increase the non-machining time and tooling costs. On the other hand, depending on the lot size and machining conditions, the number of tools required to produce a certain operation might be greater than one. Therefore, we propose a new solution procedure by relaxing the machine hour availability constraint, which can be called a coupling constraint among the parts, to solve these interrelated problems simultaneously. For the reduced problem, we then relax the set of tool availability constraints. In this nested minimization procedure, we first find the optimum machining conditions for every possible operation-tool pair and select the tool that gives the minimum cost by using the single Ž . machining operation problem SMOP as a key, afterwards we impose the relaxed constraints.
In SMOP, the objective function includes the operating cost due to the machining time and tooling cost subject to the machining and tool life con-Ž . straints. The following geometric programming GP formulation can be written for every possible operation-tool pair: Minimize
Subject to:
where,
Therefore, we have a posynomial GP problem since all coefficients C , C , C X , C X and C X are 1 2 t m s strictly positive, and the resulting degree of difficulty is 2. A more detailed discussion on GP can be found w x in Bazaraa et al. 2 . Each of the constraints of this primal problem can be either loose or tight at optimality, that creates 2 3 s 8 different cases and only one of them is feasible at the optimal solution. Therefore, the exact solution for SMOP can be found by solving each of these eight cases at the worst case. When we write the GP-dual formulation for the above problem, the objective function for the dual problem is still non-linear, but three constraints of the dual formulation, namely a normalization and two orthogonality constraints, will be linear equaw x tions. Dembo 3 presents different algorithms for ( )solving the geometric dual of posynomial programming problems. Since we have a relatively small GP problem, for a given problem instance we can define the analytical characterizations of the dual solution for each of the aforementioned eight cases as disw x cussed in Akturk and Avci 1 . If a dual feasible solution is found for a given problem then the corresponding primal solution can be evaluated in terms of its decision variables, and consequently the primal feasibility of the solution can be checked. At optimality, the corresponding solution should be feasible in both the dual and primal problems, and the objective function value for both problems should be the same. This will provide a lower bound for the tool allocation and machining conditions optimization problem. Consequently, the non-linear MIP formulation with several set of constraints given in Section 2 is polynomially transformed to a much simpler inte-Ž . ger programming IP formulation as outlined below in step 7.
The steps of the proposed algorithm are given below, whereas a step-by-step illustration is given in the next section in a numerical example. 
In the above formulation the first set of constraints ensures that for each part p exactly one alternative is selected. By the second set of constraints, it is guaranteed that tool availability constraint is not violated for any tool type, and finally the third constraint ensures that the solution does not exceed available machine hour.
The first four steps of the above algorithm is executed for every p g P. In step 1, we determine the possible lot sizes for possible setups r g Ä 4 1,2,3, . . . , D that satisfy the demand satisfaction p constraints, and keep these lot sizes in a set F. In step 2, we create alternative production schedules for each lot size B g F. We first check if it exactly 1 divides the demand, since in this case we can satisfy the demand by producing r s D rB lots of size B . 
A numerical example
In this example problem, there are two parts that require four cutting tools. The input data related to the tools and parts are given in Tables 1-4. Data related to all possible alternative production schedules obtained at the end of first four steps are summarized in Table 5 . The detailed cost and time components for alternatives of part 2 are also illustrated in Figs. 1 and 2 , respectively, as an example. Although the alternative numbers are discrete, we connect these discrete points with straight lines to indicate the expected curve of each cost and time component when we decrease the lot sizes from alternative a1 to alternative a13.
We skip step 5 in order to explain the remaining steps. In step 6.1 we eliminate dominated alternatives 5, 6, 7, 8, 9, 10, 11, 12 and 13 for part 1 and 4, 5, 6, 7, 8, 9, 10, 11 and 12 for part 2. Among remaining alternatives, we eliminate alternatives 14 of part 1 and 13 of part 2 due to tool availability in step 6.2. The alternative 1 of part 1 is not dominated, although it is more expensive and requires more machine hours than the remaining ones, because it needs the minimum number of tools. Finally, in step 7, we solve the following 0-1 IP formulation to find the optimum combination of alternatives. solution suggests to select alternatives 4 and 3 for parts 1 and 2, respectively. Alternative 4 of part 1 proposes production of 3 lots of size 12 and one lot of size 14, whereas alternative 3 of part 2 corresponds to 3 equal lots of size 15. The detailed machining parameters and tool allocations of parts 1 and 2 are given in Tables 6-8 . On the other hand, if we solve the lot sizing and tool management problems separately using a two-level approach, then alternative 2 will be the best solution for both of the MH s1000 min, C s$0.5rmin, and HPs 5 hp.
o parts giving a total cost of 256.2. Thus, we decrease the total production cost by 7.9% by reducing the lot sizes.
Computational results
The algorithm presented in Section 4 were coded in C language and compiled with Gnu C compiler. The IP formulations in steps 3.2 and 7 were solved by using callable library routines of CPLEX MIP solver on a Sparcstation 10 under SunOS 5.4. In this section, the efficiency of the proposed algorithm were tested by comparing the total cost found by the algorithm with the costs found by using a traditional two-level approach. In a two-level approach, lot sizing and machining economics decisions are given independently. In the first level lot size is determined by minimizing the sum of setup and inventory holding costs and this lot size is taken as an input by the second level to find the tool management decisions. There are six experimental factors that can affect the efficiency of our algorithm, which are listed in Table  9 . Both the number of parts and demand level are most likely to affect the computation times and production costs. The third factor is taken as SrI ratio such that the setup cost for each part is equal to the SrI ratio times the inventory holding cost. The fourth and fifth factors specify the cutting tool cost for each tool type and the tightness of the tool availability constraints, respectively. The number of available tools on hand is taken as 70% and 90% of the upper bound on the available tools for each tool type at low and high levels, respectively. The sixth factor determines the assignment matrix, i.e., random or clustered. At the random level, each cutting tool type can be assigned to a candidate tool set of each operation with an equal probability. But in the clustered case the last operation of each part is taken to be finishing operation whereas the remaining operations to be roughing operations. Since there are six factors and two levels, our experiment is 2 6 full-factorial design, corresponding to 64 combinations. The number of replications for each combination is taken as 5, giving 320 different randomly generated runs.
Other variables were treated as fixed parameters and generated as follows:
Ø System related parameters, C s $0.5rmin, HP 0 s 5 h.p., and MH s 60 000 min. Ø Operation related parameters, G and L were i p i p w x selected randomly from the interval UN ; 1.5, 2.5 Table 5 Alternative production schedules In a two-level approach, a decision made at the lot sizing level without considering its impact on the tool management problem can lead to infeasible or inferior results when we consider both the constraints and parameters of the tool management problem. In fact, in our experimental design 72 infeasible cases were observed among 320 randomly generated problems, that is approximately 22.5% of all prob- lems. Among these 72 cases, two cases were due to the machine hour violation while remaining 70 cases were due to the tool availability restriction. We summarize overall results of the proposed joint approach along with the minimum, average and maximum values for total production costs and computation times in Table 11 . It should be noted that these cost values include all of the production related costs, namely machining, non-machining, tooling, setup and inventory holding costs. In the same table we also presented percent improvements in cost terms obtained over 248 comparable cases, where the twolevel approach found a feasible solution. Among these 248 cases, the maximum improvement of Ž . 19.11% occurred for the case 0 1 1 1 1 1 , where zero and one correspond to the low and high levels of each factor, respectively. Furthermore, we improve the total cost by an average of 6.79% over the two-level approach. A paired-t test was applied to the total cost terms found by the two methods to test the statistical significance of their difference. We found that t-value was 11.65 and the cost values were different with p F 0.000 significance. As we pointed out before, the two-level approach resulted in 72 infeasible solutions among 320 problems, however these infeasible cases were the ones that would increase the average improvement beyond 6.79% if Table  12 , where we presented the number of infeasible cases and minimum, average and maximum improvement percentages for the most significant two factors on improvements. Our computational experiments on a set of randomly generated problems indicate that the use of proposed integrated approach offers substantial cost savings over the traditional approach of solving these problems separately. The magnitude of savings is dependent on the system parameters.
We have solved a reasonable size of problems with the maximum of 100 parts, each requiring 4 different operations, and 5 alternative cutting tool types for each operation on the average. The maximum computation time to find an optimum solution was 226.9 s, whereas the average computation time was approximately one minute for the joint approach. Since the computation time depends on the code of the program, the specifications and the configuration of the computer system, we can also indi- cate the computational requirements of the proposed algorithm in terms of the number of operations required to find an optimum solution. Let's look at the following example with 10 parts, each requiring 5 different operations, 2 alternative cutting tool types for each operation out of 5 cutting tool types, and the demand for each part is 500 for a given period. Consequently, there are 43 alternative production schedules for each part, and the number of equal lot size alternatives is equal to 12 out of 43 schedules. Therefore, the SMOP formulation will be solved Ž . Ž . 43 q 31 P 10 P 5 P 2 s 7400 times to determine the optimum machining conditions. If all of these production schedules are both feasible and nondominated after the lower bound check and preprocessing then we have to solve an IP formulation with 430 binary variables and 16 constraints to find the optimum combination of alternatives.
We also applied a two-way analysis of variance Ž . ANOVA test on the performance measures of total cost, computation time and percent improvements.
Ž . The F values and significance levels p for these performance measures against six factors were given in Table 13 . As it was expected, all of the factors except the fifth one, tool availability, were significant for the total production cost with p F 0.000. Among these factors A and B directly affect the amount to be produced, hence total cost of production whereas the third and fourth factors affect the setup and tooling cost components of the total production cost, respectively. Finally, the sixth factor affects the total cost of production due to the tool allocation and consequently machining conditions decisions. The ANOVA results for the computation time of our algorithm has shown that the most important factors on computation times were the factors A, E and F with p F 0.000 significance. The factor A directly affects the size of the problem, whereas the factor E constrains the number of tools on hand. The significance of factor F, assignment matrix, depends on the fact that in the clustered case the machining conditions and tool allocation optimization problem is decomposed into two separate problems for roughing and finishing operations, which reduces the number of possibilities. All of the factors were significant on the percent improvements, which also indicated the advantage of the proposed joint approach over a two-level approach.
Conclusions
We propose a new solution procedure for solving the lot sizing and tool management problems simultaneously to minimize the total production cost. For this purpose, the lot sizing problem is integrated to the machining conditions selection and tool allocation problem to prevent any infeasibility that may occur due to tool and machine hour availability limitations. Most of the lot sizing and tool management approaches solve these two problems independently using a two-level approach. The following justification seems to be prevalent for not evaluating the lot sizing and tool management problems, jointly. The lot sizing problem is considered a planning decision and is assumed to be solved at a higher level in an organization than is the tool management problem. The tool management problem is considered a low-level, detailed decision problem that should be solved after the lot sizing problem. Unfortunately, the interface between these two problems is critical as discussed in Section 5 and these two problems cannot be viewed in isolation. In the twolevel approach, lot sizes are predetermined prior to the tool management. This might create empty feasible solution spaces and otherwise unnecessarily limit the number of alternatives possible for the tool management problem. Although the computational price of the two-level approach is less than the proposed joint approach, the joint approach dominates and gives much better results than any fixed lot size approach due to the increased solution flexibility. As a final point, an effective tool management is a major requirement for the implementation of an FMS, hence the CNC machine tools as stated by several authors. In the automated environments, sophisticated computerized decision making tools are needed for effective operation and control of the system. In this respect, this study can be considered as a part of the fully automated process planning system.
