A parameterization of vertical diffusivity in ocean general circulation models has been implemented in the ocean model component of the Community Climate System Model (CCSM). The parameterization represents the dynamics of the mixing in the abyssal ocean arising from the breaking of internal waves generated by the tides flowing over rough topography. This parameterization is explored over a range of parameters and compared to the more traditional specification of the vertical diffusivity.
Abstract.
A parameterization of vertical diffusivity in ocean general circulation models has been implemented in the ocean model component of the Community Climate System Model (CCSM). The parameterization represents the dynamics of the mixing in the abyssal ocean arising from the breaking of internal waves generated by the tides flowing over rough topography. This parameterization is explored over a range of parameters and compared to the more traditional specification of the vertical diffusivity.
Diapycnal mixing in the ocean is thought to be one of the primary controls on the meridional overturning circulation and the poleward heat transport by the ocean. When compared to the traditional approach with uniform mixing, the new parameterization makes only modest changes to the simulated ocean general circulation. It is found that for the tidal mixing parameterization of the vertical diffusivity, the strengths of the heat transport is very weakly dependent on the specified parameters. The new parameterization is found to be energetically consistent with the known constraints on the ocean energy budget.
Introduction
Mixing in the ocean is a critical process determining the circulation and properties of the ocean. It occurs at the smallest spatial scales and is the end result of a variety of different dynamical processes ranging from eddy stirring, wave breaking, and turbulent mixing down to molecular diffusion. Since this process is unresolved in ocean general circulation models (OGCMs), it must be correctly parameterized, and that is one of the greatest challenges in physical oceanography today. In the deep abyssal ocean, where the velocity field is generally small, correct parameterization of the mixing dynamics is critical to correctly modeling the ocean state. There are numerous recent reviews on various aspects of abyssal mixing in the ocean (Munk and Wunsch 1998; Garrett and St. Laurent 2002; Huang 2004; Jayne et al. 2004; Wunsch and Ferrari 2004; Garrett and Kunze 2007) , and the reader is referred to them for a more general discussion of ocean mixing, its energetics and relationship to the ocean's circulation.
Most OGCMs use a parameterization for the vertical diffusivities based on that originally utilized by Bryan and Lewis (1979) in one of the first global OGCM experiments, so it is instructive to consider the motivation for that original diffusivity profile. Bryan and Lewis (1979) formulated their parameterization to be consistent with Gregg (1977) who observed that vertical mixing was lowest in the main thermocline and generally increased below it, and with Munk (1966) who had estimated based on tracer observations that the spatially-averaged diffusivity of the interior ocean (excluding the upper and lower 1 km) was about 1.3 × 10 −4 m 2 s −1 . Bryan and Lewis (1979) 
which gives a value of 0.3 × 10 −4 m 2 s −1 for the diffusivity in the upper ocean, and a value of 1.3 × 10 −4 m 2 s −1 for the deep ocean, with a smooth transition at a depth of 2500 meters. More recent OGCMs have used modifications of the Bryan and Lewis (1979) profile, generally with changes to the parameters, but with the same functional shape. For example, the Community Climate Simulation Model (CCSM) ocean component model uses a form similar to equation (1), but with an upper ocean value of 0.1 × 10 −4 m 2 s −1 and a deep ocean value of 1.0 × 10 −4 m 2 s −1 , with the transition depth at 1000 meters. However, there is no observational evidence to suggest that the mixing in the ocean is spatially uniform, and indeed there is significant evidence that it is heterogeneous with spatial variations of several orders of magnitude in its intensity (Ganachaud 2003) .
After Bryan and Lewis (1979) , the subject of the effect of the vertical diffusivity on the simulated circulation was studied extensively, and with the widespread adoption of OGCMs as a research tool, there have been a wide variety of suggested parameterizations for the vertical diffusivity. Most of these studies have focused on the impact on the simulated large-scale ocean circulation as their measure of improvement for the proposed parameterization. In particular they generally focus on the meridional overturning circulation (MOC) and the ocean's poleward transport of heat as metrics to judge improvements in the models.
The simplest parameterization of the vertical diffusivity specifies the diffusivity as a function of depth only, with no horizontal or temporal variations, and in the purest case use a uniform constant for the entire ocean volume. Bryan (1987) examined the impact of varying the value of a vertically constant diffusivity in an idealized sector ocean. In that study, the vertical diffusivity was varied over the range of 0.1-5 × 10 −4 m 2 s −1 , and it was found that the strength of the MOC followed the value of the diffusivity with an approximately cube root power law, and that the poleward heat transport also increased with increasing diffusivity.
From this study it was concluded that the ocean's MOC and poleward heat transport is a strong function of the ocean's diapycnal diffusivity.
A more complicated diapycnal mixing parameterization was proposed by Gargett (1984) (see also Cummins et al. 1990; Hirst and Cai 1994) , who argued that the value of diffusivity should vary as an inverse power law function of the stratification, N, generally as κ v ∼ N −n , and specifically with n = 1 being considered in their modeling studies. This formulation allows the vertical mixing in the model to be fully interactive with the evolving ocean state, varying as a function of three-dimensional space and time. In general, they found that using this form for the vertical mixing did not result in major changes to the modeled circulation compared to a control run with a small globally constant diffusivity. Rather more modest changes were seen: an increase in abyssal temperatures and salinities, a strengthening of the MOC, and a strengthening of the abyssal stratification. However, the ocean's poleward heat transport was largely unchanged. At the other extreme of mixing parameterizations, studies have found that sensible circulations could be found for a sector model with no explicit vertical mixing in the interior ocean and mixing confined only to the ocean basin's lateral boundaries (Marotzke 1997; Samelson 1998) . Moreover, Scott and Marotzke (2002) found that boundary mixing was much more efficient at driving a strong MOC than mixing in the interior of the ocean.
Direct observations of mixing in the abyssal ocean were obtained in the Brazil Basin Experiment (Polzin et al. 1997; Ledwell et al. 2000) and indeed that work is the motivation for much of the recent efforts towards improving mixing parameterizations in OGCMs. The observational evidence suggested that diapycnal mixing in the abyssal ocean was weak (less than 0.1 × 10 −4 m 2 s −1 ) over areas of smooth bottom topography and was strongly enhanced in regions of rough topography (greater than 10 × 10 −4 m 2 s −1 above the Mid-Atlantic Ridge) (Polzin et al. 1997; Ledwell et al. 2000; Morris et al. 2001; St. Laurent et al. 2001) . Taken together the observational evidence and model results suggest that the parameterized vertical mixing is an important control on the ocean's circulation, it is not properly parameterized by the simple parameterizations in OGCMs, and furthermore parameterizing it properly is of utmost importance if OGCMs are to correctly model the ocean's circulation.
The first attempt to include a parameterization of enhanced mixing over rough topography was by Hasumi and Suginohara (1999) who implemented a scheme where the vertical mixing was enhanced to a value of 100 × 10 −4 m 2 s −1 (decaying exponentially in the vertical away from the bottom) in grid cells that were determined to exceed a given topographic roughness threshold. This was an ad hoc approach to correlate enhanced mixing with areas of high baroclinic tidal energy. Overall, they found only small changes in the abyssal circulation, though there was a notable enhancement in the abyssal stratification in the simulations with the enhanced mixing over rough topography. In a smaller domain, considering only the South Atlantic Ocean, Huang and Jin (2002) experimented with an ad hoc enhancement of diffusivity along the Mid-Atlantic Ridge and found that locally enhanced diffusivity could significantly alter the circulation that would be expected from the theory of Stommel and Arons (1960) with uniform mixing.
A critical concern for OGCMs is the need for them to obey the laws of thermodynamics and respect conservation of energy. As Huang (1999) correctly argues, one must consider the energy required by any mixing parameterization in its formulation and what source supplies that energy. Mixing parameterizations such as the Bryan and Lewis (1979) specification do not take into account the mechanical energy required to mix the ocean. Diapycnal mixing in the ocean increases the potential energy of the water, and in doing so consumes mechanical energy. This mechanical energy must be provided by a source, either the surface-wind stress and/or the tides (Munk and Wunsch 1998) . The ocean is not a heat engine and indeed, the MOC cannot exist without a mechanical energy source to drive it (Wunsch and Ferrari 2004) .
It was these considerations that led, through a series of papers, to the development of a parameterization to improve the representation of abyssal mixing in OGCMs. Based on the observations that mixing rates over rough topography are enhanced (Polzin et al. 1997; Ledwell et al. 2000) and inverse models of the tides that suggested enhanced energy loss from the barotropic tides over rough topography (Egbert and Ray 2000) , Jayne and St. Laurent (2001) applied a parameterization for topographic drag to the barotropic tides and found that it improved the simulated tides. This parameterization represents the physics of the conversion of tidal energy into internal wave energy and is similar to the topographic drag parameterization used in atmospheric models (Palmer et al. 1986; McFarlane 1987) .
Furthermore it provides a map of the energy conversion from the barotropic tide into internal waves, and this map is then used in a parameterization for the vertical mixing of which relates the amount of internal wave energy to a turbulent dissipation rate and from that an estimated diffusivity using the Osborn (1980) relation. Following on this parameterization was then used in a coarse resolution OGCM by Simmons et al. (2004) . They found reduced temperature and salinity biases in the model version using the parameterization compared to control cases using either a globally constant 0.9 × 10 −4 m 2 s −1 , or the Bryan and Lewis (1979) formulation. However, it should be noted that their control case with 0.9 × 10 −4 m 2 s −1 is somewhat unrealistic in that the high mixing extends all the way up through the water column in direct conflict with observations of mixing in the upper ocean (Gregg 1987; Ledwell et al. 1993 Ledwell et al. , 1998 ). ocean, the integral quantities like the MOC and poleward heat transport were not significantly different, though the details of the horizontal circulation were quite different. Furthermore they concluded that it was difficult to reconcile basin-averaged diffusivities on the order of 10 × 10 −4 m 2 s −1 as estimated by Ganachaud and Wunsch (2000) with realistic stratification in the deep ocean unless the strong vertical mixing is confined to a few locations.
The goal of this study is to understand the sensitivity of an OGCM to the details of the parameterization of , and more generally to investigate the role of abyssal tidal mixing in the general circulation of the ocean. We compare simulations with various parameter choices in a large suite of simulations with the traditional parameterization over a range of parameter values. In this work, we further explore the vertical mixing parameterization of tidally driven mixing developed in Jayne and St. Laurent (2001) and and implemented by Simmons et al. (2004) . In particular we wish to understand the importance of some of the parameter choices that were made in that work.
Further, we wish to understand some of the sensitivities in the simulated ocean circulation that were seen in their work. Finally, we wish to gain a better understanding of what drives the strength of the MOC in OGCMs and the interaction of vertical diffusivity with the ocean's general circulation. In Section 2, we describe the model configuration and experiments, in Section 3 we summarize the results of the model experiments, and in Section 4 we discuss the general conclusions of the work.
Model Configuration and Experiments
The ocean model used is these experiments is the Los Alamos National Laboratory's Parallel Ocean Program (POP 1.4.3) (Smith et al. 1992 ) that is the ocean component of the Community Climate System Model version 3 (CCSM3, see Smith and Gent 2002; Collins et al. 2006; Danabasoglu et al. 2006; Gent et al. 2006 , for a description) which is based at the National Center for Atmospheric Research (NCAR). The model has a level-coordinate, Boussinesq, hydrostatic dynamical core which solves the primitive equations on a global grid, with the northern numerical grid pole displaced into Greenland. There are multiple parameterizations of mixing phenomena in the model, here we are only concerned with the vertical mixing in the interior away from the surface boundary layer. The mixing in the surface ocean is largely driven by the K-profile parameterization (Large et al. 1994) and is left unchanged in this set of experiments. Convective mixing in instances of unstable stratification is left unaltered as well.
The vertical mixing parameterization of was implemented in a similar fashion as in Simmons et al. (2004) as:
The parameterization for the vertical diffusivity is related to the turbulent dissipation using the Osborn (1980) relation. The mixing efficiency of turbulence is set by Γ, and is taken to be the canonical value of Γ = 0.2 (Osborn 1980) . The tidal dissipation efficiency is given by the parameter q = 1/3, and represents the part of the internal wave energy flux, E(x, y), that is dissipated locally . The rest of the internal wave energy
(1 − q = 2/3) is presumed to radiate to the far field and contribute to the back-ground internal wave field (Garrett and Munk 1975) . The vertical structure function, F(z), models the distribution of the turbulent mixing in the vertical, and is implemented as a simple exponential decaying upwards away from the bottom, with a vertical scale of ζ = 500 m (St. Laurent and Nash 2004),
and is normalized so that vertical integral over the water column is unity .
The constant background value of 0.1 × 10 −4 m 2 s −1 is an attempt to model the low level of mixing in the ocean in areas away from topography (Gregg 1987) . Exactly what contributes the mechanical energy required to maintain the 0.1 × 10 −4 m 2 s −1 background diffusivity is less clear. However, it is the order of magnitude expected from the self-interaction of the background Garrett-Munk internal wave spectrum (Gregg 1987 (Gregg , 1989 Hibiya et al. 2006 ).
The vertical viscosity is calculated from the vertical diffusivity assuming a Prandtl number of 10, as is done in the standard mixing case in CCSM. In the limit of N → 0 (or becoming negative), both the vertical diffusivity and viscosity are capped at 1000 × 10 −4 m 2 s −1 which are the model's default values for diffusivity and viscosity for convective mixing (i.e. the Prandtl number is 1 for purely convective mixing). This is a departure from Simmons et al.
(2004) who instead impose a lower limit on N 2 of 10 −8 s −2 , and Saenko and Merryfield (2005) who cap κ v to be less than 20 × 10 −4 m 2 s −1 . Capping the diffusivity changes the energy consistency of the scheme, and for this study we desired to keep energy consistency. One other change was that the parameterization was applied everywhere, compared to Simmons et al. (2004) who arbitrarily limited it to depths greater than a 1000 m. The conversion of tidal energy into internal waves that occurs in the deep ocean also occurs along the shelf break, therefore we removed the depth cutoff.
The internal wave energy map, E(x, y) in equation (2), is derived in a similar manner as in Jayne and St. Laurent (2001) from a barotropic model of the tides utilizing a parameterization of the conversion of barotropic tidal energy into internal waves. The essential goal of the parameterization is to represent the momentum exchange between the barotropic tides and the unrepresented internal waves induced by the tidal flow over rough topography in a stratified ocean. In the parameterization of Jayne and St. Laurent (2001) , the conversion of barotropic tidal kinetic energy is given by:
for the energy flux per unit area, E, where N is the buoyancy frequency and (k, h) are the wavenumber and amplitude that characterize the bathymetry, and u is the barotropic tidal velocity vector. The topographic roughness, h 2 , is derived from the high-resolution bathymetry (ETOPO2v2, see Smith and Sandwell 1997; U.S. Department of Commerce 2006) as the root-mean-square of the topography over a 50 km smoothing radius, and k is a free parameter set as k = 2π/125 km. It should be emphasized that equation (4) is a scale relation, and not a precise specification of internal tide energy-flux. In the barotropic tidal model, the value of k was tuned to give the best fit to the observed tides.
Some modifications have been made to update the Jayne and St. Laurent (2001) methodology. In particular, the tide model's domain has been expanded to cover the global ocean (rather than ±72 • as in the original work). Additionally, the gravitational self-attraction and loading term in the tidal model has been implemented using an iterative method (Egbert et al. 2004; Arbic et al. 2004) . These changes improve the overall fit of the simulated tides slightly over Jayne and St. Laurent (2001) . The diurnal tides improved significantly, likely due to including all of the Southern Ocean, where the diurnal tides are large, while the simulated semi-diurnal tides did not improve. Other parameterizations in place of equation (4) for the internal wave conversion have been suggested (Carrère and Lyard 2003; Arbic et al. 2004; Egbert et al. 2004) , however it was found that any of these schemes gave comparable accuracies in the simulated tidal elevations once they were tuned (Egbert et al. 2004 ).
Peripherally, this may indicate that as long as there is a suitably tuned parameterization of the internal wave drag in tide models, the accuracy of the simulated tides may not be limited by the dynamical models, but rather by uncertainty in the ocean bottom topography (Egbert et al. 2004 ). Moreover, it also means that it is difficult to discern improvements in the formulation of internal wave conversion parameterizations based on RMS differences between the modeled tidal and the observed tide.
As in Jayne and St. Laurent (2001) the total of the global dissipation and conversion of tidal energy in the barotropic tide model is 3.49 TW, of which 1.50 TW is dissipated by the cubic drag, largely in shallow seas, and 1.99 TW is scattered by conversion of the barotropic tide into internal waves. Of the 1.99 TW of internal wave conversion energy, 1.00 TW occurs in the ocean deeper than 1000 meters, while 0.99 TW of the internal wave conversion occurs in areas shallower than 1000 meters. The map of E(x, y) is shown in Figure 1 and is interpolated onto the model grid and used in equation (2). Figure 1 .
The majority of the experiments presented here were performed with the coarse (≈ 3 • ) resolution version of the model which were integrated synchronously for 5000 years (i.e.
with no time acceleration of tracers relative to momentum). The ocean model was initialized with World Ocean Atlas 1998 climatology (Levitus et al. 1998) , merged with Polar Science
Center Hydrographic Climatology Arctic data (Steele et al. 2001) . The low resolution model has 25 vertical levels, which in the deep ocean are 500 m thick. A total of 22 simulations were performed using the lower resolution version (≈ 3 • ) of the CCSM ocean model ( Table   1) . As was noted in the introduction, the POP implementation in CCSM3 uses a modified version of the Bryan and Lewis (1979) type profile given in equation (1) with a series of runs using the parameterization for the vertical diffusivity given by equation (2) for the basic test case (Case K), and for a set of scalings of the tidal portion of the mixing (Cases L, M, and N) which can be thought of as varying the combined value of qΓ in equation
(2). We also perform a sensitivity test case for an order of magnitude decrease in the depth scale (ζ = 50 m in equation (3)) of the vertical decay function (Case T), though observational evidence suggests that the decay should be roughly 300-500 m (St. Laurent and Nash 2004) .
Unlike previous studies Saenko and Merryfield 2005) which used strong surface restoring to observed temperature and salinity, the majority of the simulations done here use a more realistic bulk forcing computed from an atmospheric reanalysis and the model state (Large et al. 1997) . The model was forced using an annually repeating cycle driving the CCSM flux coupler with the climatological corrected "normal-year" forcing of Large and Yeager (2004) . After an initial set of experiments were performed it was noted that the heat flux forcing derived from the normal year was unbalanced relative to observed sea surface temperatures by approximately 5 W m −2 over the global ocean, so for the coarse resolution runs an ad hoc +5 W m −2 was added to the downward long-wave radiation flux to prevent the ocean from losing heat over the 5000 year integrations. Two additional cases were performed with no additional heat flux (i.e 0 W m −2 ) and +10 W m −2 (Cases R and S respectively). All of the runs utilized a weak restoring to observed sea surface salinity values with a timescale of 8 months over 8 m. Additionally, to understand whether the surface forcing of the model was creating differences in the model's behavior compared to Simmons et al. (2004) , 3 runs were performed with strong surface restoring in both temperature and salinity with a timescale of 1 day over 8 m (Cases O, P and Q, corresponding to the flux forced Cases A, H and K, respectively). These runs with strong surface restoring correspond more closely to the configuration of the OGCM in Simmons et al. (2004) . Finally a simulation was performed using a centered advection scheme (Case U) rather than the third-order upwind advection scheme to provide a test of the OGCM's sensitivity to other model numerical choices. These cases are summarized in Table 1 . Table 1 .
Medium Resolution Runs
Two additional simulations were performed at a medium resolution of approximately 1 • for 500 years. The medium resolution model has 40 vertical levels, which in the deep ocean are 250 m thick. As with the low resolution simulations, these were run using the standard CCSM configuration, with the only difference between the two runs being that the control run used the standard vertical mixing specification and the other used the tidal parameterization for the vertical mixing in the deep ocean. These model runs correspond to the low resolution cases A and K. The runs were forced with the same normal year forcing as the low resolution runs, except the additional 5 W m −2 correction was not added. It should be noted that since these runs were only integrated for 500 years, the abyssal temperature field still shows considerable drift at the end of the integration, so they are not in equilibrium.
Results
Given the large number of simulations that were run, it is impossible to describe them all in detail, however, we will attempt to summarize the characteristics and changes between the simulations. For the low (≈ 3 • ) resolution simulations, we will pay particular attention to Table 2 . For the two medium resolution cases, we simply compare the MOCs and poleward heat transports. Table 2 .
Low Resolution Runs
To assess whether a given model solution is better than another is a difficult task given the inherent uncertainties in trying to integrate a low resolution ocean model to equilibrium.
Errors in the surface forcing, model numerics and physical parameterizations, and even doubts that the present day ocean is in equilibrium itself all compound to make it an ill-posed analysis.
We can show this by probing the sensitivity of the model to the effects of changing the surface forcing and advection scheme (summarized in Table 2 ). Comparing the standard case as the strength of the MOC, the heat transport at 25 • N, and the Drake Passage transport. This is the typical conundrum: it is difficult to assess whether any of the given parameterizations "improve" the model since comparing to observational metrics may obscure compensating errors in different parameterizations. Therefore for the purposes of this analysis, we simply investigate the sensitivity of the model to the tidal abyssal mixing parameterization. Here we present comparisons of the diagnosed stratification and vertical diffusivity, the strength and structure of the MOC, the poleward heat transport and the ideal age tracer for the cases listed in Table 1 .
Since the vertical diffusivity from the tidal parameterization is a function of the model's state, it must be diagnosed from the simulations. The horizontally-averaged diffusivities are shown in Figure 2a . It should be noted that we are only considering the contribution to the diffusivity arising from the parameterized tidal mixing, the contributions from KPP and convective mixing are excluded. We see that as a function of depth, the spatially-averaged diffusivity is higher over most of the water column, but it is substantially higher than the standard diffusivity at all depths, similar to the results of Simmons et al. (2004) and Saenko and Merryfield (2005) . In certain locations this simple time average of the diffusivity may be strongly biased by a few timesteps when the diffusivity is large as the stratification goes to zero. Even though those moments result in large diffusivities they accomplish very little mixing of density since they are acting on no gradient. Furthermore, it should be noted however, that in the abyssal ocean at a given depth while the average value of κ is large, the majority of the of κ values are less than 1 × 10 −4 m 2 s −1 , and most are in the range of 0.1-0.2 × 10 −4 m 2 s −1 . The horizontally-averaged stratification for cases A, F, H, and K are plotted in Figure 2b , and show that the despite having substantially higher diffusivities in the tidal mixing case, the averaged stratification is higher over most of the water column between 500-3000 m. Another way to examine the mixing rates in the model is to plot the depth profile of the horizontally-averaged potential energy created by the vertical mixing (ρκ v N 2 ), which is shown in Figure 2 . The standard run with the specified mixing profile shows a distinct (and likely unphysical) peak around 1000 meters, where the mixing profile has its transition region.
The energy generation profile for tidal mixing case shows a steady decline into the deep ocean. Table 2 demonstrates that there is little difference between the control case (Case A) and the case with the tidal parameterization (Case K) indicating that the deep ocean mixing in the model is not a strong control on the poleward heat transport. Other cases, such as the Bryan and Lewis (1979) (Case E), show larger differences in the heat transport, and in particular the case with a global value of 1.0 × 10 −4 m 2 s −1 (Case H) shows large deviations, indicating that changing the mixing in the upper ocean has much larger effects on the meridional overturning circulation and heat transport than changing the mixing in the deep ocean. Indeed, so long as the mixing in the thermocline is small (order 0.1× 10 −4 m 2 s −1 ), any parameterization of the mixing in the deep ocean may give indistinguishable results, at least based on the observational data. Figure 6 shows the difference in the poleward heat transport between the standard case (Case A) and the tidal mixing case (Case K), and for the series of runs in which the fraction of the internal wave flux that is dissipated locally, q is varied between q = 0 (Case H), q = 1/6 (Case L), q = 2/3 (Case M), and q = 5/3 (Case N). Even though the power used for mixing in the deep ocean varies considerably over these runs, the poleward heat transport is largely unchanged. The only notable trend is that as q is increased, the southward transport of heat in the southern hemisphere is slightly increased. Figure 5 . Figure 6 . The two parameters q and Γ are each uncertain (and likely should be functions of space and time), but since they appear together in the parameterization, we can consider the effects of changing them together (Cases L, M, and N), where their product (qΓ) was varied from its nominal value of 0.066 over the range 0.033 -0.33. The total power, P, consumed by the tidal mixing scheme is:
which for the case of the tidal parameterization using equation (2) is:
Therefore, the interpretation of the power consumption is subject to assumptions about q and Γ separately. For the purposes here of diagnosing the total energy utilized by the parameterization, we choose to assume that Γ was held constant, while q was varied from 0.1666 to 1.666. An alternative way to consider this would be to merely scale the energy flux E(x, y) by a constant, since that would have the same effect. The power consumed by the vertical mixing parameterization in tabulated in Table 2 Table 2 . It can be seen that the tidal mixing parameterization results in older ages for most of the deep ocean, in particular, the North Pacific, which is somewhat counterintuitive since the deep MOC is stronger with the tidal mixing parameterization. Figure 11 ). This is a similar result to the lower-resolution simulations.
In the medium resolution model, the poleward transport of heat seems to be largely unaffected by the choice of the vertical mixing parameterization (Figure 12 ). Although the higher resolution model was only run for 500 years and were not in equilibrium, compared to 5000 years for the low resolution model, this does not appear to be a factor. In the low resolution model the differences in the heat transport between the standard mixing case and tidal mixing case (seen in Figures 5 and 6 ) are well established by 500 years. Figure 10 . There appears to be a slowly growing instability in the medium resolution model with the tidal mixing parameterization. At the mid-level depths of the ocean, around 2500 meters, it is apparent there is a region of low stratification, which because of the inverse relations between κ v and the stratification leads to a diffusivity peak there ( Figure 13 ). This feedback was not evident in any of the low resolution simulations. However, in the 1 • model, the diffusivity peak develops slowly in time. It is evident in the simulations by year 200 of the simulation.
The low diffusivity layer does not appear in the Southern Ocean (south of 30 • S). In the Arctic Ocean, the low stratification layer quickly develops in the first 100 years of the simulation, and slowly deepens over the course of the run. In the Arctic Ocean at least, this leads to an improvement of the stratification in the deep basins there. It is conjectured that this is the result of a feedback between the mixing parameterization and the stratification, but must be investigated further. It is possible that it might be prevented by lowering the upper limit on the vertical mixing. Despite this peak in the diffusivity, there is no extra potential energy generation there, further indication that it arises because the stratification becomes weak at those depths. Figure 13 .
Discussion and Conclusions
The overall conclusion of this study is that the transition from the Bryan and Lewis (1979) type vertical mixing scheme to a parameterization based on the energetics of tidally generated internal waves has surprisingly little impact on the MOC in an OGCM. Additionally, the poleward ocean heat transport does not appear to be strongly affected by the mixing in the abyssal ocean, as it only appears to scale with the value of the mixing in the upper ocean and thermocline. However, there are still some changes to the modeled ocean state depending on which parameterization is used for the vertical mixing in the deep ocean.
The tidal mixing parameterization appears to strengthen the deep cell of the MOC compared to the standard ad hoc specified vertical profile. While the strong dependence of the strength of the MOC and poleward heat transport on the vertical diffusivity that was seen by Bryan (1987) is confirmed, it is only true for the set of experiments in which κ v is spatially constant over the whole water column. For those experiments in which the upper ocean value was set to be a small constant, κ v = 0.1 × 10 −4 m 2 s −1 the scaling is not applicable, and is not followed for the tidal mixing cases either (for which κ v = 0.1× 10 −4 m 2 s −1 as well).
Overall, the poleward heat transport seems to be a very weak function of the abyssal mixing parameterization, as long as the diffusivity is low in the thermocline.
In the low resolution model, there appears to be a direct relationship between the amount The model is clearly very sensitive to the value of mixing in the thermocline, however, since most OGCMs already use a low value for mixing in the thermocline, the impact of switching to the parameterization of will likely result in modest changes in the model's simulated circulation. The tidal mixing parameterization is preferable as it is based on energy conservation and is more consistent with physical principals.
Furthermore, it is important to note, that using the tidal mixing parameterization results in an ocean model that is energetically consistent with the known energy constraints on the ocean's energy budget.
It is hoped that the parameterization reproduces the gross dynamical picture of mixing in the deep ocean, however, there are still many details yet to be filled in. For example, it is likely that the specified parameters are spatially or even temporally variable, so understanding how the fraction of the internal wave flux that is dissipated locally, q, and the vertical decay scale of the turbulence, ζ, might relate to the roughness, lengthscales and type of topography.
The mixing efficiency, Γ, may also be a function of the local state variables as well, however, experimental and observational data are needed to elucidate this. Additionally, the background mixing, κ 0 , may need to be made a function of space to account for such things as parametric subharmonic instability (PSI) at critical latitudes (MacKinnon and Winter 2005; Alford et al.
2008
) and other changes in the distribution of wave energy and dissipation (Gregg et al. 2003; Hibiya et al. 2006 ). There may be other sources of internal waves in the deep ocean that need to be accounted for as well, such as the generation by the general circulation flowing over rough topography as in the ACC (Gille et al. 2000; Naveira Garabato et al. 2007 ).
Ultimately in future models, it may be necessary to have an embedded internal wave model within the OGCM that includes the generation of internal wave energy from the wind and tides, their energy propagation, wave/wave interactions, their interaction with topography, and their dissipation to fully understand the diffusivity in the ocean. Strides need to be made at understanding both the background interior mixing and the upper ocean wind driven mixing.
Given the results of these experiments, mixing in the upper ocean has a much more significant impact on the horizontal circulation, the meridional overturning circulation and poleward heat transport than does the abyssal mixing.
As was noted in the introduction, the mixing in the model is controlled by several parameterizations: the mixed layer (KPP, Large et al. 1994) , convective mixing, the eddy mixing parameterization (Gent and McWilliams 1990) , etc. These combine to govern the overall diffusive flux of tracers in the model. Ultimately the component of the mixing discussed here, is only a portion of the ocean mixing (about a sixth in the enhanced mixing portion over rough topography, and roughly a third in the background 0.1 × 10 −4 m 2 s −1 portion), leaving about a half to be input by the wind (Munk and Wunsch 1998) . St. Laurent and Simmons (2006) suggest that the power consumed by mixing in the deep ocean may be even larger based on estimated diffusivities. It is unclear at this time where this power would be supplied from. Although there is still enough uncertainty in the tidal-driven component to accommodate some of this (i.e. in the parameters Γ and q), perhaps there is an additional source from the generation of internal waves resulting from the interaction of mesoscale eddies with rough topography (Gille et al. 2000; Naveira Garabato et al. 2004) . Additional mixing comes from the energy input by the wind (Munk and Wunsch 1998; Alford 2001; von Storch et al. 2007 ), but exactly how much of this makes it into the deep ocean is unclear. There are also numerical methodology questions relating to the implementation of this scheme.
Its combination with bottom boundary layer transport schemes is difficult since it creates enhanced mixing near the bottom, but climate models are generally already overly diffuse in their dense overflow waters. Additionally, the tidal velocities should be considered in the bottom boundary layer turbulence (Canuto et al. 2008) . Finally, experiments with this parameterization should be repeated with layer models in which the implicit vertical mixing is smaller and more controllable.
In another context, the tidal mixing parameterization has been used in the paleo-climate eras to study the effect of lowered sea level during the Last Glacial Maximum (LGM) (Montenegro et al. 2007 ). During the LGM sea level was approximately 125 meters lower than present day owing to water being locked up in the large glacial ice sheets. The lowering of the sea level dried much of the shallow coastal seas where presently a large portion of the tidal dissipation takes place. This resulted in larger amplitude tides in the deep ocean, and enhanced tidal conversion to internal waves in the deep ocean (Egbert et al. 2004) . Assuming the abyssal stratification was the same during the LGM as in present day, and taking into account the enhanced abyssal mixing, there was only a small impact on the paleo circulation (Montenegro et al. 2007 ). In fact, the changes to the ocean's basin shape due to sea level change had a much stronger impact on the circulation than changing the mixing. It further confirms that variability in the tidal forcing is unlikely to lead to significant millennial time-scale climate variability Whorf 1997, 2000; Munk et al. 2002) . However, we leave open the possibility that time-varying mixing in shallow seas is important (Jochum and Potemra 2008) and perhaps tidal cycles in mixing may modulate the climate on shorter time scales ranging from the spring-neap and 18.6-year nodal modulations (Loder and Garrett 1978; Ffield and Gordon 1996; Yasuda et al. 2006; Ray 2007) . Table 2 . Summary of ocean model metrics for cases listed in Table 1 
