Abstract-Peer-to-peer systems are becoming increasingly popular, with millions of simultaneous users and a wide range of applications. Understanding existing systems and devising new peer-to-peer techniques relies on access to representative models derived from empirical observations. Due to the large and dynamic nature of these systems, directly capturing global behavior is often impractical. Sampling is a natural approach for learning about these systems, and most previous studies rely on it to collect data. This paper addresses the common problem of selecting representative samples of peer properties such as peer degree, link bandwidth, or the number of files shared. A good sampling technique will select any of the peers present with equal probability. However, common sampling techniques introduce bias in two ways. First, the dynamic nature of peers can bias results towards short-lived peers, much as naively sampling flows in a router can lead to bias towards short-lived flows. Second, the heterogeneous overlay topology can lead to bias towards high-degree peers. We present preliminary evidence suggesting that applying a degree-correction method to random walk-based peer selection leads to unbiased sampling, at the expense of a loss of efficiency.
I. INTRODUCTION
Peer-to-peer (P2P) systems are becoming increasingly popular, with millions of simultaneous users [1] and covering a wide range of applications, from file-sharing programs like LimeWire and eMule to Internet telephony services such as Skype. Understanding existing systems and devising new P2P techniques relies on having access to representative models derived from empirical observations of existing systems. However, due to the large and dynamic nature of P2P systems, it is often difficult or impossible to directly capture global behavior. Sampling is a natural approach for learning about these systems using light-weight data collection, relied on by most previous studies (e.g., [4] , [19] ). One challenge, however, is ensuring that the samples are representative (or unbiased) .
This paper addresses the common problem of selecting representative samples of peer properties such as peer degree, link bandwidth, or the number of files shared [24] . To examine peer properties, any sampling technique needs to locate a set of peers in the overlay and gather data from them. Initially, the sampling program is aware of a handful of peers and leveraging them to learn about additional peers. Typically, the sampling program queries known peers to learn about their neighbors, incrementally exploring a fraction of the overlay graph.
1 A good sampling technique will select any of the peers present with equal probability. However, as we will show, commonly used sampling techniques can easily introduce significant bias in two ways. The first cause of bias is the highly dynamic nature of these systems. It is easy to imagine the overlay as a static graph from which we want to collect a set of peers. However, gathering a set of samples takes time, and during that time the graph will change. In Section II-A, we show how this often leads to bias towards short-lived peers and explain how to overcome this difficulty.
The second significant cause of bias is the graph properties of the P2P topology. A naive approach will be heavily biased towards high-degree peers. As the sampling program explores the graph, each link it traverses is much more likely to lead to a high-degree peer than a low-degree peer. We describe different techniques for traversing the overlay to select peers in Section II-B and evaluate them in Section III via simulation. In this preliminary work, we simulate using two types of graphs: ordinary random graphs and an actual snapshot of the Gnutella graph topology [22] . In our ongoing work, we are adding other types of random graphs, such as certain power-law random graphs and small-world graphs, to explore the robustness of the considered techniques to different types of graph structures. By comparing and contrasting the performance of different techniques in different settings, we can gain a better understanding of the most efficient techniques to consistently yield unbiased (or only slightly biased) samples.
In summary, bias in sampling from P2P systems can be introduced along two axes: (i) temporal (due to differences in peer lifetimes) and (ii) topological (due to differences in peer degree). Our findings show that these factors cause heavy bias in commonly used techniques such as breadth-first search and random walks. We present preliminary evidence suggesting that applying a degree-correction method to random walk leads to unbiased sampling, at the expense of a loss of efficiency. Section IV discusses related work, and Section V concludes the paper with a summary of our findings and plans for future work.
II. SAMPLING PEER PROPERTIES
Our goal in this paper is to tackle the common problem of sampling peer properties, which covers a wide range of interesting aspects. Examples include products of user behavior (such as the number of files shared and link bandwidth), local graph properties (such as degree and clustering coefficient), and dynamic properties (such as remaining uptime). Global properties, such as the graph diameter, cannot be determined easily using sampling and tend to rely on heavy-weight solutions, such as crawling the entire overlay [21] .
Collecting a sample of a property is a two-step process. First, the selection process explores part of the P2P overlay and selects a peer. Second, a property-specific measurement tool gathers the sample. For example, sampling the clustering coefficient requires gathering the neighbor information for the selected peer and all of its neighbors. Sampling the remaining uptime requires monitoring the peer until it departs the network. This paper is concerned with the first step, selecting a peer, which is the common aspect for sampling any peer property.
The goal is to select an unbiased sample, meaning selecting the sample uniformly at random. Additionally, the sampling process should also be efficient, meaning that the sampling process should not have to explore a large portion of the graph to select an unbiased sample. As we described in Section I, bias can be caused by the dynamic nature of P2P systems and by their graph structure. In the following two sections we introduce mechanisms to cope with these problems.
A. Coping with dynamics
We develop a formal and general model of a P2P system as follows. If we take an instantaneous snapshot of the system at time t, we can view the overlay as a graph G(V, E) with the peers as vertices and connections between the peers as edges. Extending this notion, we incorporate the dynamic aspect by viewing the system as an infinite series of time-indexed graphs, G t = G(V t , E t ). The most common approach for sampling from this series of graphs is to define a measurement window, [t 0 , t 0 +∆], and select peers uniformly at random from the set:
This formulation is appropriate if peer session lengths are exponentially distributed (i.e., memoryless). However, existing measurement studies [10] , [17] , [19] , [22] show session lengths are heavily skewed, with many peers being present for just a short time (a few minutes) while other peers remain in the system for a very long time (i.e., longer than ∆). As a consequence, as ∆ increases, the set V t0,t0+∆ includes an increasingly large fraction of short-lived peers.
A simple example may be illustrative. Suppose we wish to observe the number of files shared by peers. In this example system, half the peers are up all the time and have many files, while the other peers remain for around 1 minute and are immediately replaced by new short-lived peers, who have few files. The technique used by most studies would observe the system for a long time (∆) and incorrectly conclude that most of the peers in the system have very few files. Moreover, their results will depend on how long they observe the system. The longer they watch, the larger the fraction of observed peers with few files.
One fundamental problem of this approach is that it focuses on sampling peers instead of peer properties. It selects each sampled vertex at most once. However, the property at the vertex may change with time. Our goal should not be to select a vertex v i ∈ t0+∆ t=t0 V t , but rather to sample the property at v i at a particular instant t. This means we must view v i,t and v i,t as distinct samples even though they come from the same peer. The key difference is that it must be possible to sample from the same peer more than once, at different points in time. We may accomplish this goal by sampling selecting t and v i,t uniformly from the sets:
This sampling technique will not be biased by the dynamics of peer behavior, because the sample set is decoupled from peer session lengths. To our knowledge, no prior P2P measurement studies relying on sampling use this approach.
Returning to our simple example, this approach will correctly select long-lived peers half the time and short-lived peers half the time. When the samples are examined, they will show that half of the peers in the system at any given moment have many files while half of the peers have few files, which is exactly correct.
We can now divide the sampling process into two parts: (i) selecting times uniformly at random and (ii) selecting peers uniformly at random from all peers available at that time. Selecting times uniformly at random can be easily achieved by generating times between samples using an exponential distribution. At each chosen time, we must collect a sample from the peers present at that time, which reduces to the problem of selecting a vertex uniformly at random from a graph. We address this problem in the next subsection.
B. Coping with graph structure
In this section, we discuss several techniques for selecting vertices randomly from a graph. When sampling from a P2P system, we typically begin with knowledge of at least one peer and a method to query known peers for a list of their neighbors. The goal is to explore a small fraction of the graph yet return a peer (vertex) uniformly at random. In Section III, we will evaluate the techniques discussed below using simulation.
Two classical ways to explore a graph are via breadth-first (BFS) and depth-first search (DFS), often used by sampling techniques that crawl a portion of the overlay topology (as in [19] ). These techniques add newly discovered peers to a queue and choose new peers to explore by removing them from the queue. They differ only in that BFS uses a FIFO queue while DFS uses a LIFO queue. Neither of these techniques allows duplicates, automatically causing bias towards short-lived peers as described in the previous subsection. We nevertheless include BFS in our simulations, to demonstrate that it performs poorly even in a static system.
Another family of techniques are based on conducting a random walk. The simplest approach is to perform a random walk of length r, select the ending peer as a sample, then perform another walk of length r to get the next sample. While this technique offers low bias for some types of graphs, its efficiency is somewhat low ( 1 r ). Graph theory [8] , [15] suggests that a good choice is r ≥ log |V |.
A more efficient technique performs a random walk of length r, returns that peer as a sample, then continues to walk and return every additional peer along the walk as a sample [8] . However, by not walking r steps between every sample, the samples may be correlated due to the inherit relationship between adjacent peers. We call this technique a "random stroll". This technique is similar to DFS, except it allows duplicates. Since we prefer algorithms that allow duplicates, we omit DFS from our evaluations.
One problem with random walk techniques is that they are biased towards high-degree peers. It is well-known that they visit peers with frequency proportional to the peer's degree [15] . One way to compensate for this problem is to alter the sample-selection criteria slightly. If a peer is a candidate for sampling, select it with probability is the peer's degree, otherwise continue the walk and consider the next peer. 2 For comparison purposes, we can define an ideal sampling technique that uses an oracle to select a peer uniformly at random from all peers that are currently present. While often impractical on real P2P networks, we can easily select peers uniformly at random in a simulator. There is no bias because the selection is not correlated with any other peer properties. In summary, we consider the following techniques:
• Uniformly random (Oracle) 
III. EVALUATION
In Section II-B we defined several techniques for sampling peers from a P2P system. In this section, we use simulation to explore the performance of these techniques according to three criteria:
• Bias: Selecting some peers over others • Correlation: Selecting related peers • Efficiency: How much work is done to collect samples In this preliminary work, we examine the behavior of sampling techniques over two types of graphs: (i) ordinary random graphs and (ii) a Gnutella ultrapeer topology snapshot from February 2005, examined in detail in our previous work on characterizing the Gnutella topology [22] . To make useful comparisons, the random graphs have the same number of vertices (161,680) and edges (1,946,596) as the Gnutella topology. To generate edges for the random graphs, we select pairs of nodes at random until we have the desired number of edges, skipping duplicate edges and self-edges. 3 We chose to use these random graphs because they have simple properties and are easy to understand, making them a good baseline for comparisons. We chose the Gnutella topology to examine how the sampling techniques would behave on a real system. Compared to a random graph, the Gnutella topology's degree distribution is significantly more skewed, and it has significantly more clustering. In our ongoing work, we are exploring the robustness of these sampling techniques over a wide variety of common types of graphs.
A. Measuring Bias
Uniformly random sampling (e.g., using an oracle) will select each peer with equal probability. A poor sampling technique will select some peers with much greater probability than others. In a simulator, we can compare other sampling techniques to the ideal as follows. For some graph G(V, E), we use each sampling technique 4 to select a very large number of samples, k ·|V | (for example, k = 1000). We record how many times each node is selected. The typical node should be selected k times, with other nodes being selected close to k times approximately following a normal distribution with variance k. 5 A good sampling technique must produce a similar distribution close to selecting uniformly at random. If the variance is higher, the technique is biased, unfairly selecting some peers more than others.
If a candidate technique produces a distribution similar to the ideal, this is evidence that the technique is unbiased. Although it may be possible to deliberately construct a bad sampling technique that would pass this test, in practice a sampling technique with a systematic bias will have significantly more variance than the ideal. Some techniques may not even produce a normal distribution, resulting in high skew and kurtosis (statistics which are very close to zero for samples from a normal distribution).
The results for each of our candidate techniques are shown in Figure 1 using k = 1000. Additionally, Table I presents the standard deviation, skew, and kurtosis. In cases where multiple lines were visually indistinguishable, we have 4 Since BFS does not allow duplicates, it cannot sample k · |V | peers in one execution. To simulate realistic usage, we initially perform one random walk to reach a random starting point, then perform a BFS to collect 1,000 samples. We reinitialize the search and repeat until we have k · |V | samples. 5 Based on the normal approximation of a binomial distribution with p = plotted only one of the lines for clarity. Specifically, RSDC performs just as well as selecting peers uniformly at random using an oracle. On the other hand, without degree correction both random walk (RW) and random stroll (RS) perform poorly, exhibiting significantly higher standard deviation than the ideal. BFS also exhibits significant bias. The bias of these techniques is also evidenced by large standard deviations, as shown in Table I .
Comparing the data for ordinary random graphs ( Fig. 1(a) , Tab. I(a)) and the Gnutella topology ( Fig. 1(b) , Tab. I(b)) several things become apparent. First, we see that Oracle and RSDC perform the same on both types of topologies, evidence that RSDC is unbiased and not adversely affected by graph structure. Second, RWDC performs the same as Oracle and RSDC on the random graph but is slightly skewed on the Gnutella topology. We are unsure what introduces this bias in RWDC, but not RSDC, and plan to study this in our ongoing work by looking for patterns across the over-sampled and under-sampled peers from RWDC. Third, we see that the results for RW, RS, and BFS appear normally distributed for ordinary random graphs but not for the Gnutella topology. In addition to drawing this conclusion based visually on the presence or absence, respectively, of the bell-shaped curve centered around the mean (k = 1000), the data in Table I provides further evidence. For random graphs, the skew and kurtosis for these techniques is close to zero, suggesting normality. For Gnutella, the skew and kurtosis are quite large. The bias in these techniques is caused primarily by selecting peers with higher degree, which explains why the results are normally distributed for ordinary random graphs (which have an approximately normally degree distribution) but not for the Gnutella topology (which does not).
Finally, we see that BFS behaves similarly to RW and RS for ordinary random graphs but not for the Gnutella topology. Again, this is a result of the graphs' degree distributions. These techniques respond the same way to normally distributed node degrees, but respond differently to a more skewed distribution. Specifically, the RW and RS techniques are very prone to repeatedly selecting the few high-degree peers in Gnutella. Because BFS maintains a short history and will not select the same high-degree nodes during the same sampling session, it is somewhat more balanced, thus leading to a somewhat lower skew and kurtosis (as shown in Table I (b)).
In summary, BFS, RW, and RS exhibit significant bias. Degree correction for random walk and random stroll cause these techniques to perform well, with RSDC exhibiting no bias on either graph type.
B. Measuring Correlation
A technique that has an equal probability of selecting each peer may still tend to select peers in groups. That is, the results may be correlated. BFS is an obvious example of a technique with correlation; if a peer is selected, it becomes very likely its neighbors will also be selected in the same sampling session. Likewise, random stroll may exhibit correlation since it selects neighboring peers.
One method of measuring correlation is to examine the distribution of the percentage of sampling sessions in which node A is selected that also include node B, for all nodes A and B. We define a sampling sessions as a set of 1,000 consecutive samples. A good sampling technique will show a very low percentage for every possible pair. A sampling technique with significant correlation will contain some pairs of peers that frequently appear together. If we plot the distribution as a CCDF, this poor behavior will manifest as a long tail. However, this method requires O(n 2 ) memory, which is somewhat prohibitive for n = 161, 680. To overcome this difficulty, we randomly select a large subset (1 million) of the possible pairs of nodes and examine the correlation between only those pairs.
The results are shown in Figure 2 . As expected, breadthfirst search (BFS) exhibits significantly more correlation (a longer tail) than any of the other techniques, followed by RS. Interestingly, RSDC appears to perform just as well as Oracle. The degree correction causes the random stroll to take extra steps between selections, greatly decreasing the amount of correlation. RWDC also performs well.
Random walk without degree correction performs well over the ordinary random graphs but exhibits slight correlation over the Gnutella topology. This is again a case where the degree distribution affects the performance of the sampling technique. Over the Gnutella topology, the sampling process for RW is so heavily biased (as shown in the previous subsection) by the degree distribution that it causes correlations to occur. In other words, a sampling session often returns a similar set of high-degree peers. In the ordinary random graph, the bias is not strong enough to cause significant correlation since none of the peers are of exceptional degree.
C. Measuring Efficiency
Aside from bias, another important metric for evaluating the usefulness of a sampling technique is its efficiency. One reason for sampling is to reduce the amount of work required to collect useful data. If the sampling technique is inefficient, it does not achieve that goal as well as an efficient technique. Initially, any sampling technique begins with knowledge of a small set of peers in the system. It iteratively queries peers for a list of their neighbors and returns a subset of these discovered peers as the samples. As the basic operation is the neighbors-query, we measure the efficiency as follows: efficiency = number of samples produced number of peers queried A technique that is 100% efficient returns a sample set containing every peer that it queried. The efficiency does not reveal anything about the quality of the samples; it is simply a measure of how easily the samples are collected.
The efficiencies of the various techniques we examine are shown in the bottom row of Table I . BFS and RS are both very close to 100% efficient. However, as the previous subsections have shown, they are also heavily biased. RW, in addition to being biased, is only 8% efficient. RWDC and RSDC are unbiased but are only 2% and 4% efficient, respectively. Note that the efficiency of the degree correction techniques depends on the degree distribution of the graph. They will be more efficient on low-degree graphs and less efficient on high-degree graphs.
IV. RELATED WORK
Sampling from a class of graphs has been well studied in the graph theory literature [5] , [11] , where they define a class of graphs sharing some property (e.g., degree distribution) and prove that a particular random algorithm can generate all graphs in the class. Cooper et al. [7] use this approach to show their algorithm for overlay construction generates graphs with good properties. Our work is quite different; instead of sampling a graph from a class of graphs our concern is sampling peers from a particular graph.
Others use sampling to extract information from graphs, e.g., sampling a representative subgraph from a large, intractable graph, while maintaining properties of the original [12] , [13] , [20] . Others use sampling as a component of efficient, randomized algorithms [23] . However, these studies rely on having knowledge of the graph in advance. Our problem is quite different because we have imperfect information.
A closely related problem to ours is sampling Internet routers by running traceroute from a few hosts to many addresses. Using simulation [14] and analysis [2] , research shows that traceroute samples can lead to the appearance of a power-law degree distribution regardless of the true distribution. Like our study, they evaluate sampling when there is imperfect information. Our study differs in its basic operation for graph-exploration. In their study, the basic operation is "What is the path to this address?". In our study, the basic operation is "What are the neighbors of this peer?".
Another closely related problem is selecting web pages uniformly at random from the set of all web pages [3] , [9] , [18] . Web pages naturally form a graph, with hyper-links forming edges between pages. Unlike peer-to-peer networks, the graph is directed and only outgoing links are easily discovered. Much of the work on sampling web pages therefore focuses on estimating the number of incoming links, to facilitate degree correction. Unlike peers in peer-topeer systems, web pages are generally regarded as relatively stable, and temporal causes of sampling bias have not been considered in the web context. Several properties of random walks have been extensively studied analytically [15] , such as the access time, cover time, and mixing time. While these properties have many useful applications,to our knowledge the application of random walks as a method of selecting nodes uniformly at random from an unknown graph has not been well studied. Additionally, analytical techniques are only useful for examining classes of graphs which can be expressed mathematically, while in our work we also examine a graph (the Gnutella topology) that was captured empirically.
A number of papers [6] , [8] , [16] have made use of random walks as a basis for searching unstructured P2P networks. However, searching simply requires locating a certain piece of data anywhere along the walk, and is not particularly concerned if some nodes are preferred over others. Gkantsidis et al. additionally use random walks as a component of their overlay-construction algorithm.
V. CONCLUSIONS AND FUTURE WORK
In this paper we have explored several techniques for sampling from P2P systems. One of our contributions is to show that unbiased sampling must allow the same peer to be selected multiple times to avoid bias correlated with peer sessions lengths.
We simulated each technique over ordinary random graphs as well as a real Gnutella topology and evaluated how much bias and correlation they introduce as well as their efficiency. We found that the commonly used BFS technique, while efficient, introduces significant sampling bias. Conducting random walks is also significantly biased and additionally is inefficient. The random stroll technique corrects the inefficiency, but remains significantly biased. Each of these techniques are biased due to the influence of the degree distribution. We describe a "degree correction" modification to the random walk and random stroll techniques that corrects the bias, resulting in samples that appear just as accurate as using an oracle. However, there is a significant decrease in efficiency when using these techniques.
In our ongoing work, we are extending our study to include additional types of random graphs, such as power-law random graphs and small-world graphs. By comparing and contrasting the performance of different techniques in different settings, we can gain a better understanding of the most efficient techniques to yield unbiased samples. Additionally, we are exploring techniques for estimating global properties, such as the number of peers in a P2P system or the diameter of an overlay network by exploring only a fraction of the graph.
