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1 Introduction
This paper was directly motivated by the paper [LS14] of Lempert and Szo˝ke. In [LS14],
the authors defined the notion of a smooth Hilbert field. Hilbert field was introduced by
Godement in [God51]. It also appeared in [Dix69] with a continuous structure attached to
it. The smooth Hilbert field can be thought of as a generalization of a smooth hermitian
Hilbert bundle with a hermitian connection. Smooth Hilbert fields has a curvature, just like
a Hilbert bundle endowed with a connection on it. In [LS14], Lempert and Szo˝ke defined
what it means to be an analytic Hilbert field and proved that any analytic Hilbert field with
curvature zero induces a Hilbert bundle. They also provided an example of a Hilbert field
with curvature zero, yet does not induce any Hilbert bundle. In this paper, we will give an
example of an analytic Hilbert field which does not come from any Hilbert bundle. This
example occured as a direct image of a bundle in the dissertation of the author, but in this
paper, it will be presented in a more general form.
For the sake of completeness, we first provide the definitions of a Hilbert bundle, Hilbert
field, smooth and analytic Hilbert field. Most of these definitions are also in [LS14].
Definition 1.1. A Banach manifold is a Hausdorf space M with an open cover U such
that for every U ∈ U , we are given a Banach space BU and a homeomorphism ϕU between
U and an open subset VU of BU . These pairs (U, ϕU) are called coordinate charts and it
is required that for every two charts (U, ϕU), (U
′, ϕU ′), the composition ϕU ′ ◦ ϕ
−1
U should be
smooth wherever it is defined.
Definition 1.2. Let M and N be two Banach manifolds. A map f : M → N is smooth
if for any pair of charts (U, ϕU), (V, ψV ) on M , resp. N , the map ψV ◦ f ◦ ϕ
−1
U is smooth
where it is defined.
Definition 1.3. A smooth Hilbert bundle is a smooth map π : H → S of Banach manifolds,
each fiber π−1s is endowed with the structure of a complex vector space; for each s ∈ S,
there should exist an open neighborhood U ⊂ S, a complex Hilbert space XU and a smooth
map FU : π
−1U → XU whose restriction to each fiber π
−1s, s ∈ U is linear and π × F :
π−1U → U ×XU is diffeomorphic.
We use Γ∞(S,H) (or Γ∞(H) when there is no ambiguity about the base) to denote the
set of smooth sections of the smooth Hilbert bundle H → S.
Definition 1.4. A smooth Hermitian metric on a smooth Hilbert bundle π : H → S is
a function h : H ⊕ H → C such that any local trivialization FU : π
−1U → XU as in the
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previous definition can be chosen so that h(u, v) = 〈F (u), F (v)〉 where u, v are in the same
fiber and 〈, 〉 is the inner product of XU . We call the pair (H, h) → S a hermitian Hilbert
bundle.
Let S be a smooth manifold, we use VectS to denote the set of smooth complex valued
vector fields on S. If (H, h) → S is a smooth hermitan Hilbert bundle and ϕ, ψ ∈ Γ∞(H),
then h(ϕ, ψ) ∈ C∞(S).
Definition 1.5. A connection ∇ on a Hilbert bundle H → S associates with every ξ ∈ VectS
a linear map ∇ξ : Γ
∞(H)→ Γ∞(H). It is required that for every local trivialization
FU : π
−1U → U ×XU , there be a smooth map A : C⊗ TU → U ×EndXU , mapping fiber to
fiber, linear on each fiber C⊗ TsU such that on U ,
FU(∇ξϕ) = ξFU(ϕ) + A(ξ)FU(ϕ)
for every ϕ ∈ Γ∞(S,H).
If (H, h) → S is a hermitian Hilbert bundle and ∇ is a connection on H, then ∇ is a
hermitian connection if for every ξ ∈ VectS, and for every smooth section ϕ, ψ of H, we
have ξh(ϕ, ψ) = h(∇ξϕ, ψ) + h(ϕ,∇ξ¯ψ).
Now, we go over the definitions of Hibert fields.
Definition 1.6. A Hilbert field is a map between sets p : H → S such that for all s ∈ S,
there is a Hilbert space structure endowed on Hs = p
−1s.
Definition 1.7 (Smooth Hilbert field). Let S be a smooth manifold, and H → S a Hilbert
field. A smooth structure on H is given by specifying a set Γ∞ of sections of H, closed under
adddition and under multiplication by elements of C∞(S), and linear operators ∇ξ : Γ
∞ →
Γ∞ for each ξ ∈ VectS such that for ξ, η ∈ VectS, f ∈ C∞(S), ϕ, ψ ∈ Γ∞, the following
conditions are satisfied.
1. ∇ξ+ηϕ = ∇ξϕ+∇ηϕ; ∇(fξ)ϕ = f∇ξϕ; ∇ξ(fϕ) = (ξf)ϕ+ f∇ξϕ.
2. h(ϕ, ψ) ∈ C∞(S,C) and ξh(ϕ, ψ) = h(∇ξϕ, ψ) + h(ϕ,∇ξ¯ψ).
3. The set {ϕ(s) : ϕ ∈ Γ∞} is dense in Hs for all s ∈ S.
Definition 1.8. Let H → S be a Hilbert field with a smooth structure (Γ∞,∇), and (H˜, h˜)→
S be a hermitian Hilbert bundle with a hermitian connection ∇˜. If there is a fiber preserving
map F : H → H˜ such that F |Hs are isometric for all s, Fϕ ∈ Γ
∞(S, H˜) ∀ϕ ∈ Γ∞, and
∇˜ξ(Fϕ) = F (∇ξϕ), ∀ϕ ∈ Γ
∞, ∀ξ ∈ Vect S, we then say that H → S induces from the
hermitian Hilbert bundle (H˜, h˜)→ S.
Let H → S be a Hilbert field with smooth structure (Γ∞,∇). For every ξ, η ∈ VectS,
ϕ ∈ Γ∞, we set
R(ξ, η)ϕ := ∇ξ∇ηϕ−∇η∇ξϕ−∇[ξ,η]ϕ.
and call the operator R the curvature of this smooth Hilbert field. It was proved in [LS14],
that R(ξ, η)ϕ(s) only depends on ξ(s), η(s), and ϕ(s). Therefore, for each ξ, η in TsS ⊗ C,
R(ξ, η) is a densely defined operator on Hs, which we also denote R(ξ, η).
If (H, h)→ S is a hermitian Hilbert bundle, then the curvature of the bundle is defined
exactly as the definition of the curvature of smooth Hilbert field above. Yet, it is known
that for every ξ, η ∈ VectS, the operator R(ξ, η) is a bounded operator on each fiber.
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Definition 1.9 (Analytic section of smooth Hilbert field with analytic base and analytic
Hilbert field). Let S be a finite dimensional analytic manifold and H → S a smooth Hilbert
field with smooth structure (Γ∞,∇).
1. A section ϕ ∈ Γ∞ is said to be analytic if for any compact subset C of S and any
finite subset Ξ of Vect S such that every ξ ∈ Ξ is analytic in a neighborhood of C,
there is an ǫ > 0 such that
sup
ǫm
m!
h(∇ξm . . .∇ξ1ϕ)
1/2(s) <∞ (1)
where the sup is taken over m = 0, 1, . . .; ξj ∈ Ξ; and s ∈ C.
2. The set of analytic sections of S is denoted Γω.
3. If the set {ϕ(s) : ϕ ∈ Γω} is dense in Hs for all s ∈ S, then this Hilbert field is said
to be analytic.
The method of defining analytic sections like above can also be applied in defining real-
analytic functions. For examples of this, please see [KP02].
2 Example of an anlytic Hilbert field not coming from
any bundle
Let S = C and H → S be a Hilbert field such that every fiber Hs is infinite dimensional
and seperable. Define ϕj, j = 0, 1, . . . be sections of this Hilbert field such that for each s,
{ϕj(s)} form an orthonormal basis on Hs. Let
Γ∞ =
{
k∑
l=0
al(s)ϕl|k <∞, al ∈ C
∞(S)
}
.
Since the set of linear combinations of an orthonormal basis will be dense in any Hilbert
space, the set {ϕ(s)|ϕ ∈ Γ∞} is dense in Hs.
Let k be a complex-valued, real-analytic function on S. Let ξ =
∂
∂s
and define:
∇ξϕj = (j + 1)kϕj and ∇ξ¯ϕj = −(j + 1)k¯ϕj.
Since {ξ(s)} span T
(1,0)
s S for all s, we can extend by linearity and get ∇η : Γ
∞ → Γ∞ as
required by the definition of smooth structure for all η ∈ VectS. So, (Γ∞,∇) is a smooth
structure of the Hilbert field H → S.
Lemma 2.1. All the sections ϕj are analytic and consequently, the Hilbert field H →
S constructed above is analytic. Moreover, if g is a real-valued, analytic, non-harmonic
function, and k =
∂g
∂s
then this Hilbert field does not induce any hermitian Hilbert bundle.
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Proof. The goal here is to show that ϕj are analytic, i.e. for each fixed j, for every compact
set K ⊂ S, there is a δ > 0 such that
sup
δm
m!
h(∇η1 . . .∇ηmϕj)
1/2(s) <∞,
where the sup is taken over all m = 0, 1, . . ., η1, . . . , ηm ∈
{
∂
∂s
,
∂
∂s¯
}
, and all s ∈ K. It was
shown in Corollary 3.3.4 of [LS14] that we only need to prove this for η1, . . . , ηm ∈
{
∂
∂s
,
∂
∂s¯
}
,
instead of for η1, . . . , ηm in any possible predetermined finite subset of Vect
ω S.
Let f be a smooth function on S, for η ∈
{
∂
∂s
,
∂
∂s¯
}
, we have
∇η(fϕj) = (ηf)ϕj + a(η)fϕj
where
a
(
∂
∂s
)
= (j + 1)k and a
(
∂
∂s¯
)
= −(j + 1)k¯
FixK ⊂ S, a nonnegative integer j, and an analytic function f defined in a neighborhood
of K. Since f, g are all analytic in a neighborhood of K, there is an ǫ ∈ (0, 1) and an M > 1
such that
sup
ǫm
m!
|η1 . . . ηmh(s)| < M (2)
where the sup is taken over all m = 0, 1, . . .; η1, . . . , ηm ∈
{
∂
∂s
,
∂
∂s¯
}
;
h ∈
{
f, (j + 1)k,−(j + 1)k¯
}
; and all s ∈ K. (This is a result in [KP02])
Before the next step of the proof, we want to introduce some notations.
1. If I ⊂ {1, . . . , m} for m ≥ 1 and I = {i1, . . . , il} where l ≤ m and i1 > . . . > il, then
ηI = ηi1 . . . ηil. We also write η∅ = id.
2. ai = a(ηi).
3. A collection of I1, . . . , Il is a sub-splitting of {1, . . . , m} if Iα ∩ Iβ = ∅ for α 6= β and⋃
α Iα ⊆ {1, . . . , m}. Iα can be empty set.
4. A k-splitting ofm consists of a sub-splitting I1, . . . , Ik and i1 > . . . > ik−1 of {1, . . . , m}
such that every element of Iα is larger than iα for α < k and
⋃
α Iα ∪ {i1, . . . , ik−1} =
{1, . . . , m}. Every m has k-splittings for k = 1, . . . , m+ 1. For m = 0, the empty set
is the unique 1-splitting of m.
Let m be a non-negative integer. For k = 1, . . . , m+ 2, a k-splitting of (m+ 1) is of the
following two types.
1. A k-splitting (I1, . . . , Ik; i1, . . . , ik−1) is of type 1 if
⋃
α Iα ⊂ {1, . . . , m}. This means
i1 = m + 1 due to i1 > . . . > ik−1. Because any element of I1 is larger than i1,
I1 = ∅. Suppose k = 1, then
⋃
α Iα ∪ {i1, . . . , ik−1} = ∅ ∪ ∅ 6= {1, . . . , m + 1}
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and we have a contradiction. So, no 1-splitting is of type 1. Hence, any k-splitting
(I1, . . . , Ik; i1, . . . , ik−1) of m+1 of type 1 coresponds to a (k−1)-splitting of m which
is (I2, . . . , Ik; i2, . . . , ik−1). Vice versa, for any (k− 1)-splitting of m, we have a unique
type 1 k-splitting of m + 1 by adjoining I1 = ∅ and i1 = m + 1 to it. So there is a
1− 1 correspondence between type 1 k-splitting of m+ 1 and (k − 1)-splitting of m.
2. Type 2 k-splittings are those that are not type 1. It means that if (I1, . . . , Ik; i1, . . . , ik−1)
is type 2, then m + 1 ∈
⋃
α Iα. And so, there must be an α such that Iα contains
m+ 1. If we replace this Iα by I˜α = Iα \ {m+ 1} we get a k-splitting of m. Suppose
k = m+ 2, then by counting, {i1, . . . , ik−1} = {1, . . . , m + 1} and so there cannot be
any Iα that contain m + 1. Hence, there is no type 2 (m + 2)-splitting. From these
facts, we can see that for each k in {1, . . . , m + 1} there is a 1 − k correspondence
between the k-splitting of m and the k-splitting of m+ 1 of type 2 as follow: for each
k-splitting (I1, . . . , Ik; i1, . . . , ik−1) of m, we acquire k different k-splittings of m+1 by
inserting m+ 1 to the begining of each Iα.
Let η1, . . . , ηm ∈
{
∂
∂s
,
∂
∂s¯
}
. For any f as above, we define Tm ∈ C∞(S). We define
Tm =
m+1∑
k=1
∑
(ηI1ai1) . . . (ηIk−1aik−1)ηIkf
where the inner sum is taken over all distinct k-splittings,
Sm1 =
m+1∑
k=2
∑
(ηI1ai1) . . . (ηIk−1aik−1)ηIkf
where the inner sum is taken over all distinct type 1 k-splittings, and
Sm2 =
m∑
k=1
∑
(ηI1ai1) . . . (ηIk−1aik−1)ηIkf
where the inner sum is taken over all distinct type 2 k-splittings. Clearly,
Tm = Sm1 + S
m
2 . (3)
We have
Sm+11 =
m+2∑
k=2
∑
(ηI1ai1) . . . (ηIk−1aik−1)ηIkf = am+1T
m (4)
as explained when we described the first collection. We also have
Sm+12 =
m+1∑
k=1
∑
(ηI1ai1) . . . (ηIk−1aik−1)ηIkf (5)
where we can group terms in the inner sum into distinct groups of k-splitting of m+1, each
group consists of elements correspond to the same k-splitting of m. For each k-splitting
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(I1, . . . , Ik; i1, . . . , ik−1) of m, ηm+1[(ηI1ai1) . . . (ηIk−1aik−1)ηIkf ] gives us the sum of all the
k-splittings of m+ 1 correspondsis to it. So
Sm+12 =
m+1∑
k=1
∑
(ηI1ai1) . . . (ηIk−1aik−1)ηIkf (6)
=
m+1∑
k=1
∑
ηm+1[(ηI1ai1) . . . (ηIk−1aik−1)ηIkf ] (7)
= ηm+1[
m+1∑
k=1
∑
(ηI1ai1) . . . (ηIk−1aik−1)ηIkf ] (8)
= ηm+1T
m (9)
where the inner sums of (3.5) and (3.6) are taken over all possible k-splitting of m.
Claim: ∇ηm . . .∇η1(fϕj) = T
mϕj .
We prove the above claim by induction.
For m = 1, T 1 = η1f + a1f and ∇η1ϕj = (η1f)ϕj + (a1f)ϕj. Clearly, the claim is true.
Suppose the claim is true for m. We have
∇ηm+1 . . .∇η1(fϕj) = ∇ηm+1(∇ηm . . .∇η1(fϕj)) = ∇ηm+1(T
mϕj)
= ηm+1(T
m)ϕj + am+1T
mϕj = S
m+1
2 ϕj + S
m+1
1 ϕj = T
m+1ϕj.
Therefore, we have
∇ηm . . .∇η1(fϕj) = [
m+1∑
k=1
∑
(ηI1ai1) . . . (ηIk−1aik−1)ηIkf ]ϕj, (10)
where the inner sum is taken over all of the k-splittings of m.
Fix a k in {1, . . . , m+1} and pick any set of positive integers l1, . . . , lk such that l1+ . . .+
lk = m+ 1. We call a summand in (10) with |I1| = l1 − 1, . . . , |Ik−1| = lk−1 − 1, |Ik| = lk a
term of type (l1, . . . , lk). From equation (2), each of the terms of type (l1, . . . , lk) is bounded
above by
Mk
ǫm+1−k
(l1 − 1)! . . . (lk − 1)!.
The number of terms of type (l1, . . . , lk) is at most
(
m+ 1
l1; . . . ; lk
)
. So the sum of all the terms
of type (l1, . . . , lk) is bounded above by(
m+ 1
l1; . . . ; lk
)
Mk
ǫm+1−k
(l1 − 1)! . . . (lk − 1)!.
For each fixed k, the number of choices of (l1, . . . , lk) is
(
m
k − 1
)
. And hence we can bound
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both sides of equation (10) for any s ∈ K as below
h(∇η1 . . .∇ηmϕj)
1/2(s)
=
m+1∑
k=1
(
m
k − 1
)(
m+ 1
l1; . . . ; lk
)
Mk
ǫm+1−k
(l1 − 1)! . . . (lk − 1)!
≤
m+1∑
k=1
(
m
k − 1
)
(m+ 1)!
Mk
ǫm+1−k
≤
m∑
k=0
(
m
k
)
(m+ 1)!
Mk+1
ǫm−k
≤
(m+ 1)!M
ǫm
m∑
k=0
(
m
k
)
(Mǫ)k
≤ (m+ 1)!M(
1 +Mǫ
ǫ
)m
Pick δ =
ǫ
2(1 +Mǫ)
, we get
δm
m!
h(∇η1 . . .∇ηmϕj)
1/2(s)
≤
(
ǫ
2(1 +Mǫ)
)m
1
m!
(m+ 1)!M(
1 +Mǫ
ǫ
)m
≤ (m+ 1)M
(
1
2
)m
−→ 0 as m→∞.
So, we conclude
sup
δm
m!
h(∇η1 . . .∇ηmϕj)
1/2(s) <∞,
where the sup is taken over all m = 0, 1, . . .; η1, . . . , ηm ∈
{
∂
∂s
,
∂
∂s¯
}
; and all s ∈ K.
Taking f ≡ 1, this shows that ϕj is an analytic section of S for any fixed j. Since
{ϕj(s)
∞
j=0} spans Hs for any s, we have H → S is an analythic Hilbert field.
Now, if g is real-analytic and non-harmonic, and k =
∂g
∂s
, then the curvature operator
R
(
∂
∂s
,
∂
∂s¯
)
are unbounded operators at points where ∆g 6= 0. This means that this Hilbert
field does not induce any Hilbert bundle.
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