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Let G bea~ph~thv~~~s P, 2,-s., a. Associated with C, there is an integral 
quadratic form, Q(x), on the ua-tuple of indeterminates x I= (x,, . . . , x,), given by 
QkI = X(X, - x.)‘, where the sum is taken over all edges (i, jl of G. In this paper 
we prove that t e quadratic forms Q1, Qz associated with graphs G,, G, are 6 
congruent by a unimodular matrix if and only if G, and G, are cycle isomorphic. 
Let G be a graph; multiple edges are permitted, but loops are not. The 
vertices of 6, V(G), are labeled 1, 2,. . . , az, and E(G) denotes the edge set 
of G. Assaciated with G, there is an integral quadratic form, Q(fy), on the 
n-tuple of indete~inates x = (x,, + e ‘, x,1, given by 
wfrere the sum is taken over all edges (i, j) in ~~~~. 
maw ~~~~ for wkli 
44 
by the equation 
where di is the degree of vertex i, i = 1, . . . , n. 
undament~ to the t c forms is the idea of congruence. 
Two integral quadratic (x) are congruent by a unimodular 
matrix E if Q~(~) = Q~(x~). Equiv~ently, the quadratic forms associated 
with graphs G,, G, are congruent by E if and only if 
L(G,) = EL(G1)Et. (1) 
In [3], ‘4[ proved that if (1) holds for some unimodular E, then there is a 
Sjection + : ECCi ) * ~(~~) from the edge set of G, to the edge set of G, 
such that X is a set of edges of a cycle in G, if and only if 4X is a set of 
edges of a cycle in G,. Such a bijection Ct, is called a CAGES ~~u~~~~~~, and 
we say the G, and G, are cycle isomorphic [4, p. 831. (Two graphs are cycle 
isomorphic if and only if they have the same cycle matroid.) 
The purpose of this paper is to prove that the converse of the theorem 
above holds as well. 
THEOREM 1. L& G, and G, be graphs bitt n vertices. ~~~~ L(G,) = 
EL(G,)Et for some unirnodular mattix E if and only if G, and G, are cycle 
isomorphic. 
To present a more complete picture, we give two additional conditions on 
the graphs Gr and 6, that are equivalent to the existence of a cycle 
isomorphism from 6, to G,. 
The first is an old theorem of Whitney [5; 6; 4, p. $61. e describes two 
types of operations on a graph G, with the property that the resulting graph 
G, is cycle isomo~hic to G1 : 
Type? I. Let r be ~om~~ementa~ subgraphs of G, ha~ng just 
one vertex, a, in common. Separate H, from K, at vertex a, and reattach 
to any vertex b of K, to form a new graph G,. In other 
(a, cs) are the edges of H, on vertex a, replace these 
an isomorphic copy of H, that is 
w graph G,. Figure 1 shows 
~ementa~ subgrap~~s of 
FIG. 1. Two Type 1 cyerations. 
(a, d,) and UP, c,), . . . , (b, cs) to get pi,. Then N, is an isomorphic copy of 
N, that is attached to the vertices a, b in K, = K,, but in the opposite order 
to that in which H, is attached to M, in G,. The new graph C2 consists of 
the com~~~rnenta~ subgraphs H’, and KZ. In other words, a Type II 
operation turns H, around at the vertices a, b. Figure 2 shz+s two examples 
of a Type II operation. 
~h~~ey’s theorem is this: G, and G, are cycle ~s~rno~h~~ if and dy if @, 
can be t~sfo~led to G, by a sequence of Type 1 and Type I 
Some graphs cannot be transformed by a Type I or Type 
because no pair of complementary subgraphs exists with only 
common vertices. In this case the graph is 3-con 
that if C, is konnected and is cycle isom 
isomorphic (in the usultI sense) to 6,. Thus we 
1. 
FIG. 2. Two Type II operations. 
emgruent by a ~~~~~du~~r matrix, then they are congruent by a permutation 
km&-ix* 
The last item we need for the next theorem is the incidence matrix ~(G~ 
of a digraph G [I, p. 231. The rows of N(G) are indexed by the vertices of G, 
and the columns by the edges of 6. The only nonzero entries that occur in 
the: co~~rnn ~o~~spo~~ng to the directed edge (i, j) is a - I in row i and a 
+ 1 in row j. . Now we can state the expanded version of Theorem 1. 
THEOREM 3. Let 6, and G, be graphs lath n vertices. The fu~l~~~~~ 
statements are equivalent: 
UN1 WLA a 
Pro$-. (1) (2) is in 13, heorem 51. (2) 
16; 4, pm 861. (4) * (1) follows from the simple fact 
[I, p. 271, regardless of how the edges in C are ordered and orient 
N(G). Thus if EN(G,) = N(G,), then EL(G])E’ = EN(G,)N 
N(G,)N(G,)’ = LAG,). 
It remains to prove that (3) =B (4). We do this by e 
lar matrix E satisfying EN(G,) = N(G,), where G, i 
a single Type I or Type II operation. 
To deal with a Type I operation, let H, and #r be camp tary 
subgraphs of G, having only vertex 1 in common. Suppose that 1 
(1, 3, 4, l l l , r} and V( K,) = (1, 2, r + 1, . . . , n). Now assign a direction H 
each edge in G,, and construct NC@,) by listing the edges of H, as the 
leftmost columns of N(G,). Then N(G,) has the following block matrix form: 
where the rows are partitioned into blocks of sizes 1, 1, r - 2, n - r, and the 
columns are partitioned into blocks of sizes I EC H, )I, I EC &)I. hw suppose 
that G, is obtained from G, by separating H, from K, at vertex 1 and 
reattaching it at vertex 2 of K,. That is, replace the edges (1, C) of HI on 
vertex 1 with edges (2, c). Then the edges of G, can be ordered and oriented 
so that 
Let 
10 e 
0 1 -e 
= 
Since each cdumn of N(G,) contains one + 1, one - 1, and n - 2 zeros, the 
entries in each column sum to zero. Hence, u + eA = 0, and so o”S(Q = 
NG,). 
Now consider a e If operation, Let H, and K, be complemental 
subgraphs of C, having only vertices 1 and 2 in common. Suppose that 
V(~~) = (1, 2, 3, *. . , r) and V( K,) = (1, 2, r + 1, . . . , n). Assign directions 
+g the edges in C=, , and construct N(G,) by listing the edges of H, as the 
Gftmost columns ojF N(C,). ?.I icl:li N(G, ) has the folloting block matrix fom-1: 
The new graph, C,, is obtained from 6, by replacing all the edges O., d, 
(2, d) on vertices I and 2 in M, with edges (2, c), (I, d) to form a subgraph 
of 6,. Let 
early, is un~mo ar, and a direct calculation gives 
-y 26 
EN(C,) = 
[ I 1; ;I = N(&), Q I3 
where the directions of the edges in H, are the reverse of their directions in 
Hr. This completes the proof of Theorem 3. 
You may have noticed that the incidence matrix (2) for the Type 1 
operation is the special case of the incidence matrix (3) for Type II operations 
where y = 0. In fact, a Type I operation is a Type H1[ operation in which 
there are no edges in H, on vertex b. 
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