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A LOGARITHMIC SCHRO¨DINGER EQUATION WITH ASYMPTOTIC
CONDITIONS ON THE POTENTIAL
CHAO JI AND ANDRZEJ SZULKIN
Abstract. In this paper we consider a class of logarithmic Schro¨dinger equations with
a potential which may change sign. When the potential is coercive, we obtain infinitely
many solutions by adapting some arguments of the Fountain theorem, and in the case of
bounded potential we obtain a ground state solution, i.e. a nontrivial solution with least
possible energy. The functional corresponding to the problem is the sum of a smooth
and a convex lower semicontinuous term.
1. Introduction
In this paper we consider the logarithmic Schro¨dinger equation
(1.1) −∆u+ V (x)u = u log u2, x ∈ RN ,
where the potential V is continuous and satisfies the asymptotic condition lim|x|→∞ V (x) =
V∞, where V∞ is a constant such that V∞ + 1 ∈ (0,∞]. Applications of this kind of
equations to different problems in physics have been discussed in [16], see also [21]. The
mathematical literature concerning the logarithmic Schro¨dinger equation does not seem
to be very extensive, let us here mention [3, 4, 5, 7, 10, 16].
The energy functional J associated with problem (1.1) is
(1.2) J(u) :=
1
2
∫
RN
(|∇u|2 + (V (x) + 1)u2) dx− 1
2
∫
RN
u2 log u2 dx
and it is easy to see that, formally, each critical point of J is a solution of (1.1). However,
this functional takes the value +∞ for some u ∈ H1(RN ) and in particular, it is not of
class C1. This will force us to go beyond standard critical point theories. More precisely,
we will use the critical point theory developed in [17], see Section 2.
Now we state our main results. Denote the spectrum of −∆+V in L2(RN ) by σ(−∆+V ).
Theorem 1.1. If V ∈ C(RN ,R) and lim|x|→∞ V (x) = ∞, then equation (1.1) has infi-
nitely many solutions ±un such that J(±un)→∞.
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Theorem 1.2. If V ∈ C(RN ,R), lim|x|→∞ V (x) = supx∈RN V (x) := V∞ ∈ (−1,∞) and
the spectrum σ(−∆ + V + 1) ⊂ (0,∞), then equation (1.1) has a ground state solution
u > 0.
In Theorem 1.1 we shall work in the space
(1.3) X := {u ∈ H1(RN ) :
∫
RN
(|∇u|2 + (V (x) + 1)+u2) dx <∞},
where V ± := max{±V, 0}. Under the assumptions of this theorem X is compactly em-
bedded in L2(RN ) and hence (by interpolation) in Lp(RN ) for all 2 ≤ p < 2∗, where
2∗ := 2N/(N − 2) if N ≥ 3 and +∞ if N = 1 or 2. This result is well known and can be
found (implicitly) e.g. in [15]. It implies in particular that σ(−∆+V +1) consists of eigen-
values converging to infinity and the quadratic form u 7→ ∫
RN
(|∇u|2 + (V (x) + 1)u2) dx
is positive definite on a space of finite codimension. Some weaker conditions ensuring
that the embedding X →֒ L2(RN ) is compact (and which would in fact suffice for the
conclusion of Theorem 1.1 to hold) have been discussed in detail in [2].
We also note that depending on the choice of V the functional J may or may not take the
value +∞ inX. Indeed, if N = 1 and u is a smooth function such that u(x) = (√x log x)−1
for x ≥ 2 and u(x) = 0 for x ≤ 0, then u ∈ X and J(u) = +∞ provided V has sufficiently
slow growth, e.g. V (x) = (log x)1/2 for x ≥ 2. On the other hand, if V ≥ δ > 0 and 1/V
is integrable on |x| > R for some R > 0, then, using that |u log u| ≤ Cq(1 + |u|q) for any
q > 1, we obtain by the Ho¨lder inequality∣∣∣∣∣
∫
|x|>R
u2 log u2 dx
∣∣∣∣∣ ≤
(∫
|x|>R
V (x)u2 dx
)1/2(∫
|x|>R
V (x)−1u2(log u2)2 dx
)1/2
≤ C
(∫
|x|>R
V (x)u2 dx
)1/2(∫
|x|>R
V (x)−1(1 + |u|2q) dx
)1/2
<∞
(q should be chosen in (1, 2∗/2)). Since
∫
|x|<R u
2 log u2 dx is finite by the growth condition
on u log u, J takes only finite values in this case.
In Theorem 1.2 we shall work in the space H1(RN ). Although we do not assume V +1 is
positive everywhere, we do assume that σ(−∆+V +1) ⊂ (0,∞), or equivalently, that the
quadratic form u 7→ ∫
RN
(|∇u|2+(V (x)+1)u2) dx is positive definite on H1(RN ). It would
be interesting to see if one can remove this assumption at the expense of prescribing some
asymptotic conditions on V at infinity as in [6] or [9]. We remark that if V (x) = V∞ > −1
for all x, then Theorem 1.2 is a special case of Theorem 1.2 in [16].
The rest of the paper is organized as follows. In Section 2 we summarize some pertinent
results and definitions, mainly taken from [16]. In Section 3 we prove Theorem 1.1 and
also indicate how a minor gap in a proof in [16] can be removed (see Remark 3.8 below).
This gap has been pointed out to the authors of [16] by Chengxiang Zhang. In Section 4
Theorem 1.2 is proved and in the final Section 5 we briefly sketch how the results of
Theorems 1.1 and 1.2 can be generalized to an equation involving the p-Laplacian.
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Notation. C,C1, C2 etc. will denote positive constants whose exact values are inessential.
〈. , .〉 is the duality pairing between X∗ and X, where X is a Banach space and X∗ its dual.
When X is a Hilbert space (which will be the case most of the time), then 〈. , .〉 is the inner
product and X∗ will be identified with X via duality. ‖ · ‖p denotes the norm of the space
Lp(RN ). 2∗ := 2N/(N − 2) if N ≥ 3 and 2∗ :=∞ if N = 1 or 2. BR(x) denotes the open
ball of radius R and center at x. For a functional J on X we set Jb := {u ∈ X : J(u) ≤ b},
Ja := {u ∈ X : J(u) ≥ a}, Jba := Ja ∩ Jb. The set of critical points of J (to be defined in
the next section) will be denoted by K and we put Kd := K ∩ Jdd .
2. Preliminaries
As we have seen in the introduction, the functional J may take the value +∞. Since
for |u| ≥ 1 we have 0 ≤ u2 log u2 ≤ C(u2 + |u|p), where p may be chosen in (2, 2∗), J can
never take the value −∞. Below X will denote the space (1.3) with inner product
(2.1) 〈u, v〉 :=
∫
RN
(∇u · ∇v + (V (x) + 1)+uv) dx
when Theorem 1.1 is considered and X = H1(RN ) with inner product
(2.2) 〈u, v〉 :=
∫
RN
(∇u · ∇v + (V (x) + 1)uv) dx
when V is as in Theorem 1.2. Note that the positivity assumption on the spectrum of
−∆ + V + 1 in this theorem implies that (2.2) is indeed an inner product, equivalent to
the usual one in H1(RN ).
By a solution to (1.1) we mean a function u ∈ X such that u2 log u2 ∈ L1(RN ) (i.e.,
J(u) <∞) and∫
RN
(∇u · ∇v + V (x)uv) dx =
∫
RN
uv log u2 dx for all v ∈ C∞0 (RN ).
Local estimates and standard bootstrap arguments show that such u is a classical solution.
As in [16], we set
F1(s) :=
{ −12s2 log s2, |s| < δ,
−12s2(log δ2 + 3) + 2δ|s| − 12δ2, |s| > δ,
and F2(s) :=
1
2s
2 log s2 + F1(s). Then F2(s)− F1(s) = 12s2 log s2 and taking a sufficiently
small δ > 0, F1 is convex, F1, F2 ∈ C1(R,R) and since F2(s) = 0 for |s| < δ, |F ′2(s)| ≤
Cp|s|p−1, where p can be chosen arbitrarily in (2, 2∗). Let us now define
Φ(u) :=
1
2
∫
RN
(|∇u|2 + (V (x) + 1)u2) dx− ∫
RN
F2(u) dx,
Ψ(u) :=
∫
RN
F1(u) dx.
Then J(u) = Φ(u)+Ψ(u), Φ ∈ C1(X,R) (by the growth condition on F ′2, see [20]), Ψ ≥ 0,
Ψ is convex and, by Fatou’s lemma, lower semicontinuous (cf. [7, Lemma 2.9]). Hence J
is a functional to which the critical point theory of [17] applies.
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Definitions 2.1 ([16], see also [17]). Let X be a Banach space and J = Φ + Ψ, where
Φ ∈ C1(X,R) and Ψ : X → (−∞,∞] is lower semicontinuous and convex, Ψ 6≡ +∞.
(i) The set D(J) := {u ∈ X : J(u) < +∞} is called the effective domain of J .
(ii) Let u ∈ D(J). The set
∂J(u) :=
{
w ∈ X∗ : 〈Φ′(u), v − u〉+Ψ(v)−Ψ(u) ≥ 〈w, v − u〉} for all v ∈ X
is called the subdifferential of J at u.
(iii) u ∈ X is a critical point of J if u ∈ D(J) and 0 ∈ ∂J(u), i.e.
〈Φ′(u), v − u〉+Ψ(v)−Ψ(u) ≥ 0 for all v ∈ X.
(iv) (un) is a Palais-Smale sequence for J if (J(un)) is bounded and there exist εn → 0+
such that
(2.3) 〈Φ′(un), v − un〉+Ψ(v)−Ψ(un) ≥ −εn‖v − un‖ for all v ∈ X.
(v) J satisfies the Palais-Smale condition if each Palais-Smale seqence has a convergent
subsequence.
Below we summarize some properties of the functional J given by (1.2). X will either
denote the space (1.3) or H1(RN ), depending on the assumptions made on V .
Lemma 2.2 ([16, Lemma 2.2]). If Ω ⊂ RN is a bounded domain with regular boundary,
then J is of class C1 in H1(Ω).
The proof uses the fact that |s log s2| ≤ Cp(1 + |s|p−1), p ∈ (2, 2∗).
Proposition 2.3 ([16, Lemma 2.4]). If u ∈ D(J), then there exists a unique w ∈ X∗ such
that ∂J(u) = {w}, i.e.,
〈Φ′(u), v − u〉+Ψ(v)−Ψ(u) ≥ 〈w, v − u〉 for this w and all v ∈ X.
Moreover,
〈Φ′(u), z〉 +
∫
RN
F ′1(u)z dx = 〈w, z〉 for all z ∈ X such that F ′1(u)z ∈ L1(RN ).
In [16] V was periodic and V + 1 positive but it is easy to see that the change of
assumptions on V does not affect the proof.
The unique w in Proposition 2.3 will be denoted by J ′(u).
Lemma 2.4. (i) If u ∈ D(J), then u is a solution of (1.1) if and only if J ′(u) = 0.
(ii) If J(un) is bounded, then J
′(un)→ 0 if and only if (un) is a Palais-Smale sequence.
(iii) If J(un) is bounded above, J
′(un)→ 0 and un ⇀ u, then u is a critical point of J .
Proof. (i) If z ∈ C∞0 (RN ), then F ′1(u)z ∈ L1(RN ). So the conclusion follows from the
second assertion of Proposition 2.3.
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(ii) Suppose J(un) is bounded. According to [17, Proposition 1.2], the condition (2.3) with
εn → 0+ is equivalent to the existence of a sequence zn → 0 such that
〈Φ′(un), v − un〉+Ψ(v)−Ψ(un) ≥ 〈zn, v − un〉 for all v ∈ X.
(i.e., zn ∈ ∂J(un)). Since here zn = J ′(un), it follows that J ′(un) → 0 if and only if (un)
is a Palais-Smale sequence.
(iii) Since Ψ is lower semicontinuous and convex, it is also weakly lower semicontinuous.
So Ψ(u) <∞ and u ∈ D(J). Since un → u in Lploc(RN ) for all p ∈ [2, 2∗),
0 = lim
n→∞
〈J ′(un), v〉 = lim
n→∞
(∫
RN
(∇un · ∇v + V (x)unv) dx−
∫
RN
unv log u
2
n dx
)
=
∫
RN
(∇u · ∇v + V (x)uv) dx −
∫
RN
uv log u2 dx = 〈J ′(u), v〉
for all v ∈ C∞0 (RN ). 
Recall that K denotes the set of critical points of J , i.e., K = {u ∈ D(J) : J ′(u) = 0}.
The following vector field of pseudo-gradient type will be important in what follows:
Proposition 2.5 ([16, Lemma 2.7]). There exist a locally finite countable covering (Wj)
of D(J) \ K, a set of points (uj) ⊂ D(J) \ K and a locally Lipschitz continuous vector
field H : D(J) \K → X with the following properties:
(i) The diameter of Wj and the distance from uj to Wj tend to 0 as j →∞.
(ii) ‖H(u)‖ ≤ 1 and 〈J ′(u),H(u)〉 > z(u), where z(u) := min 12‖J ′(uj)‖ for all j such that
u ∈Wj .
(iii) H has locally compact support, i.e. for each u0 ∈ D(J)\K there exist a neighbourhood
U0 of u0 in D(J) \K and R > 0 such that suppH(u) ⊂ BR(0) for all u ∈ U0.
(iv) J(u) > J(uj)− γj for all j such that u ∈Wj, where γj > 0 and γj → 0 as j →∞.
(v) H is odd in u.
Corollary 2.6. For each a ∈ R, (Wj), (uj) and H with the same properties as in Propo-
sition 2.5 may be constructed on the set {u ∈ X : a < J(u) <∞}\K (i.e., D(J) \K may
be replaced by {u ∈ X : a < J(u) <∞} \K throughout).
This follows by an easy inspection of the proof of [16, Lemma 2.7].
Definition 2.7. We shall say that a set A ⊂ X has compact support if there exists R > 0
such that u(x) = 0 for all |x| > R and u ∈ A.
We shall also need a logarithmic Sobolev inequality [11] which holds for all u ∈ H1(RN )
and a > 0:
(2.4)
∫
RN
u2 log u2 dx ≤ a
2
π
‖∇u‖22 +
(
log ‖u‖22 −N(1 + log a)
) ‖u‖22.
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3. Proof of Theorem 1.1
Proposition 3.1. If (un) is a sequence such that J(un) is bounded above and J
′(un) →
0, then (un) has a convergent subsequence. In particular, J satisfies the Palais-Smale
condition.
Proof. First we show that (un) is bounded. The proof is almost the same as that of
[16, Lemma 2.9] but for the reader’s convenience we include it. Choose d ∈ R such that
J(un) ≤ d for all n. Then
(3.1) ‖un‖22 =
∫
RN
u2n dx = 2J(un)− 〈J ′(un), un〉 ≤ 2d+ o(1)‖un‖ as n→∞.
Taking a > 0 small enough in (2.4) gives
(3.2)
∫
RN
u2 log u2dx ≤ 1
2
‖∇u‖22 + C1
(
log ‖u‖22 + 1
) ‖u‖22.
So using (3.1) and (3.2) we obtain
2d ≥ 2J(un) = ‖un‖2 −
∫
RN
(V (x) + 1)−u2n dx−
∫
RN
u2n log u
2
n dx
≥ 1
2
‖un‖2 − C2
(
log ‖un‖22 + 1
) ‖un‖22 ≥ 12‖un‖2 − C3 (1 + ‖un‖r) ,
where we take r ∈ (1, 2). Hence the sequence (un) is bounded.
Passing to a subsequence, un ⇀ u in X for some u and since the embedding X →֒
Lp(RN ) is compact for p ∈ [2, 2∗) as we have mentioned in the introduction, un → u in
Lp(RN ) for all such p. Taking v = u in (2.3) gives
〈un, u− un〉 −
∫
RN
V −(x)un(u− un) dx−
∫
RN
F ′2(un)(u− un) dx(3.3)
+ Ψ(u)−Ψ(un) ≥ −εn‖u− un‖,
hence
(3.4) ‖u‖2 − ‖un‖2 +Ψ(u)−Ψ(un) + o(1) ≥ o(1).
Since lim infn→∞Ψ(un) ≥ Ψ(u) and lim infn→∞ ‖un‖2 ≥ ‖u‖2, the inequality above im-
plies ‖un‖ → ‖u‖ and hence un → u in X. 
Remark 3.2. In the next section V will satisfy the assumptions of Theorem 1.2. The
first part of the argument above shows, after a slight modification, that (un) is bounded.
Indeed, since the norm ‖ · ‖ is equivalent to the standard norm in H1(RN ), we obtain
2d ≥ 2J(un) = ‖un‖2 −
∫
RN
u2n log u
2
n dx ≥
1
2
‖un‖2 − C2
(
log ‖un‖22 + 1
) ‖un‖22
≥ 1
2
‖un‖2 −C3 (1 + ‖un‖r) ,
provided a in (2.4) is taken so small that 12 in (3.2) is replaced by a constant b such that
b‖∇u‖22 ≤ 12‖u‖2.
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We shall prove Theorem 1.1 by adapting the arguments of Bartsch’s Fountain Theorem
[1, Theorem 2.5], [20, Theorem 3.6] to our situation. First we prove a suitable deformation
result.
Lemma 3.3. If Kd = ∅, then there exists ε0 > 0 such that there are no Palais-Smale
sequences in Jd+2ε0d−2ε0 .
Proof. Arguing by contradiction we find a sequence (un) such that J(un) → d and
J ′(un) → 0. According to Proposition 3.1 and Lemma 2.4(iii), un → u and u ∈ K,
possibly after taking a subsequence. We shall show that J(u) = d. Since (un) is a Palais-
Smale sequence,
〈Φ′(un), u− un〉+Ψ(u)−Ψ(un) ≥ −εn‖u− un‖, εn → 0+,
and thus lim supn→∞Ψ(un) ≤ Ψ(u). So it follows from the lower semicontinuity of Ψ that
Ψ(un) → Ψ(u). Hence J(un) → J(u) and J(u) = d. As u ∈ K, this contradicts the
hypothesis Kd = ∅. 
Suppose Kd = ∅ and let ε0 be as in Lemma 3.3. Let χ : X → [0, 1] be an even locally
Lipschitz continuous function such that χ = 0 on Jd−ε0 and χ > 0 otherwise. Consider
the flow η given by
(3.5)
{
d
dtη(t, u) = −χ(η(t, u))H(η(t, u)),
η(0, u) = u, u ∈ Jd+ε0 ,
where H : {u ∈ X : d − 2ε0 < J(u) <∞} \K → X is the vector field as in Corollary 2.6
and χ(u)H(u) should be understood as 0 if J(u) ≤ d− ε0. It has been shown in [16] (see
the beginning of the proof of Lemma 2.13 there) that t 7→ J(η(t, u)) is differentiable and
d
dtJ(η(t, u)) =
〈
J ′(η(t, u)), ddtη(t, u)
〉
. So
d
dt
J(η(t, u)) = −〈J ′(η(t, u)), χ(η(t, u))H(η(t, u))〉 ≤ −χ(η(t, u))z(η(t, u)) ≤ 0,
thus t 7→ J(η(t, u) is nonincreasing and, since ‖H(u)‖ ≤ 1 and K ∩ Jd+ε0d−ε0 = ∅, η(t, u)
exists for all t ≥ 0.
Proposition 3.4 (Deformation). Suppose Kd = ∅ and ε0 is as in Lemma 3.3. If ε ∈
(0, ε0), then for each compact set A ⊂ Jd+ε ∩ C∞0 (RN ) there exists T > 0 such that
J(η(T,A)) ⊂ Jd−ε.
Proof. First we show that τ := inf{z(u) : u ∈ Jd+ε0d−ε0 } > 0. Suppose τ = 0. Then we can
find a sequence wn ∈ Jd+ε0d−ε0 such that z(wn)→ 0. By Corollary 2.6 there exists a sequence
(un) such that J
′(un)→ 0 and d− 2ε0 < J(un) ≤ J(wn) + γn ≤ d+ 2ε0 for n sufficiently
large. So (un) is a Palais-Smale sequence, a contradiction to Lemma 3.3.
Consider the auxiliary flow {
d
dtσ(t, u) = −H(σ(t, u)),
σ(0, u) = u, u ∈ Jd+ε0d−ε0 .
8 CHAO JI AND ANDRZEJ SZULKIN
For each u as above this flow exists as long as J(σ(t, u)) > d− 2ε0. So
J(σ(t, u)) − J(u) = −
∫ t
0
〈J ′(σ(s, u),H(σ(s, u))〉 ds ≤ −
∫ t
0
z(σ(s, u)) ds ≤ −τt
and therefore J(σ(t, u)) ≤ J(u) − τt ≤ d + ε0 − τt ≤ d − ε0 if t ≥ 2ε0/τ . In particular,
σ(·, u) must enter the set Jd−ε0 .
Let now A ⊂ Jd+ε∩C∞0 (RN ). If u ∈ Jd−ε0 , then J(η(t, u)) = u for all t ≥ 0. On the set
d−ε0 < J(u) ≤ d+ε0, η and σ have the same flow lines. So in particular, J(η(t, u)) < d−ε
for some t > 0. Since
η(t, u) = u−
∫ t
0
χ(η(s, u))H(η(s, u)) ds
and H has locally compact support, it is easy to see that η([0, t]×A) has compact support
(in the sense of Definition 2.7) for each t. Given u0 ∈ A, we can find T0 > 0 such that
J(η(T0, u0)) < d − ε. According to Lemma 2.2, the restriction of J to η([0, T0] × A) is
continuous, hence J(η(T0, u)) < d − ε for all u in a neighbourhood A0 of u0 in A. Using
compactness of A we find a finite covering (Aj) ofA and Tj > 0 such that J(η(Tj , u)) < d−ε
for all u ∈ Aj . Taking T := maxj Tj , the conclusion follows. 
Remark 3.5. For the purpose of the next section let us note that in the proof above we
have not used the Palais-Smale condition but only the fact that there are no Palais-Smale
sequences in Jd+2ε0d−2ε0 .
SinceX is separable and C∞0 (R
N ) is dense inX, there exists a sequence (Xk) ⊂ C∞0 (RN )
of subspaces such that dimXk = k and X = ∪∞k=1Xk. Let Zk := X⊥k and
Bk := {u ∈ Xk : ‖u‖ ≤ ρk}, Nk := {u ∈ Zk−1 : ‖u‖ = rk}, where ρk > rk > 0.
Lemma 3.6 ([20, Lemma 3.4]). If γ ∈ C(Bk,X) is odd and γ|∂Bk = id, then γ(Bk)∩Nk 6=
∅.
Proposition 3.7. There exist ρk > rk > 0 such that
ak := max
u∈Xk
‖u‖=ρk
J(u) ≤ 0 for all k and bk := inf
u∈Nk
J(u)→∞ as k →∞.
Proof. Let u = sw, where u ∈ Xk and ‖w‖2 = 1. Then
J(sw) =
s2
2
(∫
RN
(|∇w|2 + (V (x) + 1)w2) dx− log s2 − ∫
RN
w2 logw2 dx
)
.
Since all norms inXk are equivalent andXk ⊂ C∞0 (RN ), both integrals above are uniformly
bounded. Hence J(sw) → −∞ uniformly in w as s → ∞, so there exists ρk such that
ak ≤ 0. Moreover, ρk may be chosen as large as we need.
Let
βk := sup
u∈Zk−1
‖u‖=1
‖u‖2.
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Then βk → 0. The proof is the same as in [20, Lemma 3.8] but we include it for the
reader’s convenience. The sequence (βk) is positive and decreasing, hence βk → β ≥ 0 and
‖uk‖2 ≥ βk/2 for some uk ∈ Zk−1, ‖uk‖ = 1. Since uk ⇀ 0 in X, uk → 0 in L2(RN ). This
implies that β = 0.
Using (3.2) as in the proof of Proposition 3.1 we obtain
J(u) =
1
2
‖u‖2 − 1
2
∫
RN
(V (x) + 1)−u2 dx− 1
2
∫
RN
u2 log u2 dx
≥ 1
4
‖u‖2 − C1
(
log ‖u‖22 + 1
) ‖u‖22 ≥ 14‖u‖2 − C2‖u‖p2 − C3
≥ 1
4
‖u‖2 − C2βpk‖u‖p − C3,
where p ∈ (2, 2∗). Let rk = 1/βk and ‖u‖ = rk. Then
J(u) ≥ 1
4β2k
− C2 −C3 →∞ as k →∞
and hence bk →∞. Since we may choose ρk > rk, the proof is complete. 
Proof of Theorem 1.1. Let
Γk := {γ ∈ C(Bk,X) : γ is odd, γ|∂Bk = id and γ(Bk) has compact support}
and
dk := inf
γ∈Γk
max
u∈Bk
J(γ(u)).
Since γ(Bk)∩Nk 6= ∅ according to Lemma 3.6, dk ≥ bk →∞ and it remains to show that
Kdk 6= ∅ if k is large. Assuming the contrary, choose ε0, ε and T as in Proposition 3.4
and let γ ∈ Γk be such that γ(Bk) ⊂ Jdk+ε. Let β(u) := η(T, γ(u)), where η is the flow
(3.5). Since η(T, u) = u for all u ∈ Jdk−ε0 , β ∈ Γk. By Proposition 3.4, β(Bk) ⊂ Jdk−ε, a
contradiction to the definition of dk. 
Remark 3.8. It was important for the argument of Proposition 3.4 that the set A has
compact support and the flow η has the property that η([0, t], A) has compact support for
each t ≥ 0. Without this it is not clear whether T as required can be found (T0 in the proof
of this proposition exists for each u0 but a neighbourhood A0 on which J(η(T0), u) < d−ε
may not exist because of the lack of continuity of J).
We would like to point out here that the argument of Theorem 1.1 in [16] contains
a minor gap because the property of compact support is not assumed there. This gap
can be removed by requiring that the class H of mappings introduced there takes sets
having compact support into sets with the same property and then minimaxing over
compact sets with compact support. Also the proof of Theorem 1.2 in [16] requires a
small modification: the paths in the Mountain Pass argument need to be approximated
by paths having compact support. This can be done in the same way as in the proof of
Theorem 1.2 below.
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4. Proof of Theorem 1.2
Here we work in the space X = H1(RN ) and the functional (1.2) can be written in the
form
J(u) =
1
2
‖u‖2 − 1
2
∫
RN
u2 log u2 dx.
Proposition 4.1. If (un) is a sequence such that J(un) is bounded above and J
′(un)→ 0,
then (un) is bounded. In particular, (un) is a Palais-Smale sequence.
Proof. This follows from Proposition 3.1 in view of Remark 3.2. 
We shall need a limiting problem
(4.1) −∆u+ V∞u = u log u2, x ∈ RN .
The energy functional corresponding to it is
J∞(u) :=
1
2
∫
RN
(|∇u|2 + (V∞ + 1)) dx− 1
2
∫
RN
u2 log u2 dx.
Let
N := {u ∈ D(J) \ {0} : 〈J ′(u), u〉 = 0}
be the Nehari manifold for J and define the Nehari manifold N∞ for J∞ in the same
way. By [16, Theorem 1.2] there exists a solution u∞ > 0 for (4.1) which minimizes J∞
on N∞ (a ground state solution). It is easy to see (cf. [16]) that if u ∈ D(J) \ {0} and
ϕu(s) := J(su), s > 0, then
ϕ′u(s) = s
(
‖u‖2 −
∫
RN
u2(log s2 + log u2 + 1) dx
)
= 0
for a unique s, and this is the unique intersection point of the ray {su : s > 0} with N .
Moreover, ϕu(s)→ −∞ as s→∞ and if ‖u‖ = 1, then s 7→ Φ(su) increases for 0 < s < s0
(s0 independent of u) and s 7→ Ψ(su) increases for all s > 0 (by convexity). Hence N is
bounded away from the origin.
Let
Γ := {α ∈ C([0, 1],X) : α(0) = 0, J(α(1)) < 0}
and
c := inf
α∈Γ
sup
s∈[0,1]
J(α(s)), cN := inf
u∈N
J(u).
Clearly, c ≤ cN , and since F ′2(s) ≤ C|s|p−1 and Ψ ≥ 0, it is easy to see that J(u) is
bounded away from 0 on a (small) sphere around the origin (cf. [16, Lemma 2.15]). In
particular, c > 0 (and c is the mountain pass level).
Lemma 4.2. (i) If V 6≡ V∞, then cN < c∞, where c∞ := infu∈N∞ J∞(u).
(ii) If J(un) → d ∈ (0, c∞) and J ′(un) → 0, then un ⇀ u 6= 0 after passing to a sub-
sequence, u is a critical point of J and J(u) ≤ d.
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Proof. (i) Let s0 > 0 be such that s0u∞ ∈ N where u∞ > 0 is a ground state for (4.1).
Since V (x) < V∞ in an open set, u∞ > 0 and s 7→ J∞(su∞), s > 0, has a unique maximum
at s = 1,
cN ≤ J(s0u∞) < J∞(s0u∞) ≤ J∞(u∞) = c∞.
(ii) By Proposition 4.1, un ⇀ u in X, un(x) → u(x) a.e. after passing to a subsequence
and, according to (iii) of Lemma 2.4, u is a critical point of J . By Fatou’s lemma,
d = J(un)− 1
2
〈J ′(un), un〉+ o(1) = 1
2
∫
RN
u2n dx+ o(1)
≥ 1
2
∫
RN
u2 dx+ o(1) = J(u)− 1
2
〈J ′(u), u〉+ o(1) = J(u) + o(1).
So J(u) ≤ d and it remains to show that u 6= 0. Arguing indirectly, suppose u = 0. Since
un → 0 in L2loc(RN ) and V (x)→ V∞ as |x| → ∞,
J(un)− J∞(un) = 1
2
∫
RN
(V (x)− V∞)u2n dx→ 0
and therefore J∞(un) → d. Using the Ho¨lder and the Sobolev inequalities and taking v
with ‖v‖ = 1, we obtain∣∣〈J ′(un)− J ′∞(un), v〉∣∣ ≤
∫
RN
(V∞ − V (x))|un| |v| dx
≤ C
(∫
RN
(V∞ − V (x))u2n dx
)1/2
.
As the right-hand side tends to 0 uniformly in ‖v‖ = 1, J ′(un)− J ′∞(un) → 0 and hence
J ′∞(un)→ 0. Taking p ∈ (2, 2∗), we have
o(1) = 〈J ′(un), un〉 ≥ ‖un‖2 −C1
∫
{u2n≥1/e}
|un|p dx,
and if ‖un‖p → 0, then un → 0 in X. By (2.3) with v = 0,
〈Φ′(un),−un〉 −Ψ(un) ≥ −εn‖un‖
which implies Ψ(un)→ 0. So J(un)→ 0 contrary to the assumption that J(un)→ d > 0.
It follows that ‖un‖p 6→ 0 and hence by Lions’ lemma [13, Lemma I.1], [20, Lemma 1.21]
there are (yn) ⊂ RN and δ > 0 such that for large n,∫
B1(yn)
u2n dx ≥ δ.
Let vn(x) := un(x+ yn). Since J∞ is invariant with respect to translations by elements of
R
N , J∞(vn)→ d and J ′∞(vn)→ 0. Moreover,∫
B1(0)
v2n dx =
∫
B1(yn)
u2n dx ≥ δ
and therefore vn ⇀ v 6= 0 after passing to a subsequence. So v is a nontrivial critical point
of J∞ and J∞(v) ≤ d < J∞(u∞) which is the desired contradiction. 
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Proof of Theorem 1.2. If V ≡ V∞, then u∞ is a solution we are looking for. So assume
V (x) < V∞ for some x.
Suppose there exists ε0 ∈ (0, c/2) such that there are no Palais-Smale sequences in
Jc+2ε0c−2ε0 and let ε ∈ (0, ε0). Choose α ∈ Γ so that α([0, 1]) ⊂ Jc+ε/2. We may assume
J(α(1)) < −ε/2. Let χR ∈ C1(RN , [0, 1]) be such that χR(x) = 1 if |x| ≤ R, χR(x) = 0 if
|x| ≥ 2R and |∇χR| ≤ 1. Let uR(x) := χR(x)u(x). It is easy to see that ‖uR − u‖ → 0
uniformly in u ∈ α([0, 1]) as R→ +∞. Since Φ ∈ C1(X,R), there exists R > 0 such that
Φ(uR) ≤ Φ(u)+ε/2 for all u ∈ α([0, 1]). Moreover, as F1 is convex and |uR| ≤ |u|, Ψ(uR) ≤
Ψ(u). So it follows that αR([0, 1]) ⊂ Jc+ε and J(αR(1)) < 0, where αR(s) := χRα(s).
Clearly, αR has compact support and αR(0) = 0. Hence αR ∈ Γ. Using Proposition 3.4
and Remark 3.5 we set βR(s) := η(T, αR(s)) and obtain βR ∈ Γ, βR([0, 1]) ⊂ Jc−ε, a
contradiction to the definition of c. Since ε0 may be chosen arbitrarily small, there exists
a sequence (un) such that J
′(un) → 0 and J(un) → c. Using Lemma 4.2 we obtain a
critical point u 6= 0 of J such that J(u) ≤ c. So u ∈ N . Hence c = cN and u is a ground
state solution (and so is −u). As in [16], we first see that ±u cannot change sign and then
that either u or −u is strictly positive. This completes the proof. 
5. Extension to the p-Laplacian
For the equation
(5.1) − div(|∇u|p−2∇u) + V (x)|u|p−2u = |u|p−2u log |u|p, x ∈ RN ,
where 1 < p < N , results similar to Theorems 1.1 and 1.2 hold. The functional corre-
sponding to (5.1) is
(5.2) J(u) :=
1
p
∫
RN
(|∇u|p + (V (x) + 1)|u|p) dx− 1
p
∫
RN
|u|p log |u|p dx.
Theorem 5.1. If V ∈ C(RN ,R) and lim|x|→∞ V (x) = ∞, then equation (5.1) has infi-
nitely many solutions ±un such that J(±un)→∞.
Theorem 5.2. If V ∈ C(RN ,R), lim|x|→∞ V (x) = supx∈RN V (x) := V∞ ∈ (−1,∞) and
(5.3) inf
{∫
RN
(|∇u|p + (V (x) + 1)|u|p) dx : ‖u‖p = 1
}
> 0,
then equation (1.1) has a ground state solution u > 0.
Since the proofs are similar to those of Theorems 1.1 and 1.2, we only point out the
main differences.
In Theorem 5.1 we shall work in the space
(5.4) X := {u ∈W 1,p(RN ) : ‖u‖p :=
∫
RN
(|∇u|p + (V (x) + 1)+|u|p) dx <∞}.
It is well known that the embedding X →֒ Lp(RN ) (and hence X →֒ Lq(RN ) for all
p ≤ q < p∗ := Np/(N − p)) is compact. Since we could not find any convenient reference
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to this result, we include a brief argument. Let (un) be bounded and let ε > 0 be given.
Passing to a subsequence, un ⇀ u and ‖un − u‖p ≤ C for some C. Choose R > 0 so that
V (x) + 1 ≥ C/ε if |x| > R. Then∫
|x|>R
|un − u|p dx ≤ ε
C
∫
RN
(V (x) + 1)+|un − u|p dx ≤ ε
C
‖un − u‖p ≤ ε
and since un → u in Lploc(RN ), the conclusion follows.
The results of Section 2, including the definition of the functionals Φ and Ψ, remain valid
after making obvious changes (in particular, in the definition of F1, −12s2 log s2 should be
replaced by −1p |s|p log |s|p for |s| < δ). In the proof of the boundedness part of Proposition
3.1 inequality (2.4) must be replaced by a p-logarithmic Sobolev inequality. A suitable
version for our purposes is∫
RN
|u|p log |u|p dx ≤ N
p
log(Cp‖∇u‖pp),
see the formula in the middle of p. 153 in [8]. In the convergence part of the proof of
Proposition 3.1, a formula corresponding to (3.3) is∫
RN
(|∇un|p−2∇un · ∇(u− un) + (V (x) + 1)+|un|p−2un(u− un)) dx
−
∫
RN
(V (x) + 1)−|un|p−2un(u− un) dx−
∫
RN
F ′2(un)(u− un) dx
+Ψ(u)−Ψ(un) ≥ −εn‖u− un‖,
and this gives (3.4) with exponent 2 replaced by p. In Lemma 3.3 and Proposition 3.4
only minor changes are needed. On the other hand, the construction of (Xk) and (Zk)
requires some care. It is known that the spaceW 1,p(RN ) has a Schauder basis (ek)
∞
k=1, see
e.g. [19, Section 2.5.5, Remark 2]. By [12, Proposition 1.a.9], this basis may be chosen so
that ek ∈ C∞0 (RN ) for all k. There exists a set of biorthogonal functionals (e∗k)∞k=1 ⊂ X∗,
i.e. functionals such that 〈e∗m, ek〉 = δkm [12, Section 1.b]. It is then easy to see that
e∗k are total, i.e. 〈e∗k, u〉 = 0 for all k implies u = 0 (cf. [12, Section 1.f]). Now we take
Xk := span{e1, . . . , ek} and Zk := cl span{ek+1, ek+2, . . .}, where cl denotes the closure,
and we define ak, bk, Bk, Nk as previously. Lemma 3.6 still holds, essentially with the same
proof as in [20], see [18, Proposition 4.6]. In the proof of Proposition 3.7 the exponent 2
should be replaced by p and βpk‖u‖p by βqk‖u‖q, where q ∈ (p, p∗). That βk → 0 follows
from the fact that if uk ∈ Zk−1 and uk ⇀ u, then u must be 0 because e∗k are total. The
remaining part of the proof is unchanged.
In Theorem 5.2 we work in the space X = W 1,p(RN ) with the same norm as in (5.4).
Since V∞+1 > 0, it is equivalent to the usual norm. Note however that if V (x)+1 < 0 for
some x, then the integral in (5.4) with (V (x)+1)+ replaced by V (x)+1 does not define a
norm. The rest of the argument is essentially the same. Assumption (5.3) implies that each
ray intersects the Nehari manifold at a unique point and since u 7→ ∫
RN
(V (x)+1)−|u|p dx
is weakly continuous, one easily verifies that J has the mountain pass geometry. Finally,
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it follows from [14, Theorem 5.3.1] that if u ≥ 0 is a nontrivial solution, then u > 0.
More precisely, if we take f(u) = up−1(C − log up) with C > 0 large enough, then f is
increasing on (0, ε) for some ε > 0 and f(u) ≥ up−1(V (x) − log up) for all u > 0. Let
F (u) :=
∫ u
0 f(s) ds. Since F (u)
−1/p is not integrable at u = 0, all assumptions of (the first
part of) the above-mentioned theorem are satisfied and hence u > 0.
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