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The optical susceptibility is a local, minimally-invasive and spin-selective probe of the ground
state of a two-dimensional electron gas. We apply this probe to a gated monolayer of MoS2. We
demonstrate that the electrons are spin polarized. Of the four available bands, only two are occupied.
These two bands have the same spin but different valley quantum numbers. We argue that strong
Coulomb interactions are a key aspect of this spontaneous symmetry breaking. The Bohr radius is
so small that even electrons located far apart in phase space interact, facilitating exchange couplings
to align the spins.
A two dimensional electron gas (2DEG) is formed when
the movement of free electrons is limited to two spatial di-
mensions. As the electron density n increases, single par-
ticle effects (phase-space filling leading to a Fermi energy)
increases more rapidly than the Coulomb interactions.
This ratio is described with the parameter, rs =
1√
pin
1
aB
where aB is the effective Bohr radius. Coulomb interac-
tions dominate at large values of rs where Wigner crystal
and ferromagnetic fluid phases are predicted [1]. How-
ever, in 2DEGs in silicon and gallium arsenide, the elec-
trons are typically localized at large values of rs.
Monolayer transition metal dichalcogenides (TMDs)
such as MoS2, MoSe2, WS2 and WSe2 represent a natural
host for a 2DEG. There are two inequivalent conduction
band valleys at the K and K ′ points of the Brillouin
zone. The large electron effective mass [2] and the weak
dielectric screening result in an extremely small Bohr ra-
dius, ∼ 0.5 nm. The immediate consequence is that rs is
pushed towards relatively large values at experimentally
relevant electron concentrations.
MoS2 is a special TMD as the spin-orbit splitting in
the conduction band is small compared to typical 2DEG
Fermi energies [3]. There are four available bands: K↑,
K↓, K ′↑ and K
′
↓. In a single-particle picture at realis-
tic electron concentrations, the low temperature ground
state consists of a close-to-equal filling of the four bands.
We present here an experiment which overturns this
single-particle picture. We argue that Coulomb corre-
lations are crucial to the explanation.
We probe the 2DEG ground-state in MoS2 by measur-
ing the susceptibility at optical frequencies. This probe
is particularly powerful. First, it is a local measurement:
signal is gleaned from a few-hundred-nanometer diameter
spot on the sample. On this length scale, close-to-ideal
optical linewidths have been demonstrated [4, 5] yet there
are clearly inhomogeneities on larger length scales even
with state-of-the-art material. Second, the measurement
represents a weak perturbation to the ground state: in
our experiments, there is on average less than one photo-
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FIG. 1. (a) Band structure of monolayer MoS2. The color
corresponds to the electron spin state. (b) A van der Waals
heterostructure consisting of monolayer MoS2 embedded in h-
BN all placed on a Si/SiO2 substrate. The MoS2 is contacted
by a few-layer graphite (FLG) electrode. The FLG is covered
with a Cr/Au layer to which a voltage VG is applied.
created excitation (an exciton, an electron-hole pair) (See
Appendix C ). Third, the optical probe is valley- and spin-
selective: the electron in the electron-hole pair is created
at specific points in the Brillouin zone via the polarization
of the light [6]. Interpreting our results with the estab-
lished theory of the 2DEG optical susceptibility shows
that up to n ' 5 × 1012 cm−2, two and not four bands
are occupied. The electrons have the same spin but re-
side in different valleys. This is our main result: the
spontaneous creation of a spin-polarized 2DEG.
Monolayer MoS2 has a graphene-like structure with
Mo and S sub-lattices [6, 7]. The band edges are lo-
cated at the K and K ′ points; an energy gap of about
2 eV separates the conduction band (CB) from the va-
lence band (VB) (Fig. 1(a)). Spin degeneracy is lifted
by spin-orbit coupling. In each valley, the two CBs are
split by ∆CB ≈ 3 meV and the the two VBs are split by
∆VB ≈ 150 meV [3]. As Fermi levels of tens of meV are
easily achieved, all four CBs are relevant. In MoS2, the
upper VB has the same spin as the lower CB [8]. Optical
absorption promotes an electron from a VB state to a CB
state with strict selection rules [6]: a circularly polarised
σ+ photon couples the VB and CB with spin-↓ at the K
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FIG. 2. Optical susceptibility of a gated MoS2 device as a function of the photon energy (vertical axis) and electron concentration
(horizontal axis). The susceptibility is measured in a perpendicular magnetic field Bz of 0.0, 3.0, 6.0 and 9.0 T (colormaps
from left to right) with σ+-polarized light (top panels) and with σ−-polarized light (bottom panels).
point; a σ− photon couples the VB and CB with spin-↑
at the K ′ point (Fig. 1(a)).
Fig. 1(b) shows the structure of our sample. A mono-
layer of MoS2 forms a planar capacitor with respect to a
conductive substrate. The carrier density n in the mono-
layer is determined by a voltage VG applied to the capac-
itor: n = CVG, where C ≈ 11 nFcm−2 is the geometrical
capacitance per unit area (See Appendix A). Efficient in-
jection of electrons into the MoS2 monolayer is ensured
by a few-layer graphite (FLG) contact [9]. State-of-the-
art sample quality and homogeneity is achieved by en-
capsulation of the MoS2 monolayer in hexagonal boron
nitride (h-BN) [4? ].
We measure the optical reflectivity from a 400 nm di-
ameter region on the device at low temperature (4.2 K)
using a confocal microscope and ultra-weak, incoherent
light source (See Appendix B). The imaginary part of the
optical susceptibility is deduced from the reflectivity by
accounting for optical interferences [10? ]. At the opti-
cal resonance, the reflectivity contrast is very large, 60%
(equivalently, the susceptibility is 30), a consequence of
the large oscillator strength of the exciton. The first task
is to verify the fidelity of the optical selection rules. We
do this by tuning VG such that n ' 0 and by applying a
perpendicular magnetic field which splits spectrally the
two exciton resonances, one from the K point, the other
from the K ′ point. We observe two distinct resonances,
one with σ+-polarization, the other with σ−-polarization,
with no cross-talk within the noise (See Appendix D).
This demonstrates the optical spin-valley effect, equiva-
lently the high spatial homogeneity of our sample.
Fig. 2 shows as colormaps the optical susceptibility as
a function of electron concentration at various magnetic
fields Bz applied perpendicular to the 2DEG plane. The
second task is to identify the spectral resonances. We
focus initially on the susceptibility at Bz = 9.0 T.
At low electron density, the peak labeled X0 domi-
nates the susceptibility for both σ+ and σ−. This reso-
nance corresponds to the creation of a Coulomb-bound
electron-hole pair, the neutral exciton. As n increases,
the X0 blue-shifts, broadens and weakens, eventually dis-
appearing into the noise. With σ+-polarization, as X0
weakens, two resonances emerge, labelled X−LE and X
−
HE.
These two resonances are red-shifted with respect to X0.
In the opposite photon polarization, σ−, as n increases
the X0 resonance blue-shifts and weakens but for low to
modest n there are no X− features.
The excitons injected into the 2DEG by our optical
probe interact with the electrons in the Fermi sea. The-
ory has been developed to describe an exciton inter-
acting either with a spin-degenerate Fermi sea at the
Γ-point of the Brillouin zone [11] or a spin-polarized
Fermi sea [12], and successfully stress-tested against ex-
periments on quantum wells [11]. When the exciton-
electron interaction is attractive, the exciton resonance
splits into two corresponding to the formation of so-called
exciton-polarons (See Appendix E ). The upper exciton-
polaron corresponds to X0; the lower exciton-polaron
corresponds to X− (and becomes the trion in the single-
particle limit [8, 13, 14]). On the other hand, when the
exciton-electron interaction is repulsive, only the X0 ap-
pears in the susceptibility with a tail on the high energy
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FIG. 3. (a) Optical susceptibility at Bz = 9.0 T and n = 2.0 × 1012 cm−2 for both σ+ and σ− photons. For σ+, two trion
resonances (X−LE and X
−
HE) dominate the spectrum. For σ
−, X0 dominates and X0 has a high energy tail. (b) Energetic
difference E(X0) − E(X−) for the two trions at Bz = 9.0 T as a function of n. Linear fits give slopes of 6.1 × 10−15 and
6.3×10−15 eVcm2 for X−LE and X−HE, respectively. (c) As in (b), but at Bz = 0.0 T. Linear fits give 5.6×10−15 and 5.9×10−15
eVcm2 for X−LE and X
−
HE, respectively. The trion binding energies are 17 meV (X
−
LE) and 25 meV (X
−
HE). (d) Linewidth of
X−LE and X
−
HE at Bz = 9.0 T versus n. (e) Contrast C (as defined in the text) versus Bz for n = 1.1 × 1012 cm−2 (red)
and for n = 3.7 × 1012 cm−2 (blue). The solid lines are a fit to two-level Maxwell-Boltzmann statistics with notional g-factor
g = 1.6 ± 0.1 (red) and g = 0.4 ± 0.1 (blue). (f) Notional g-factor as a function of n. Taking a Bohr radius of 0.48 nm,
n = 1.0× 1012 cm−2 corresponds to rs = 11.8.
side (See Appendix E ). In these theories, the interaction
is attractive only if the electron in the exciton and the
electron in the Fermi sea have opposite spins. This is
an electron spin-singlet. The interaction is repulsive for
parallel spins, the spin-triplet.
We apply the exciton-polaron theory to the MoS2 sus-
ceptibility. With σ+-photons, we observe not one but
two lower exciton-polarons, X−LE and X
−
HE. This implies
that the exciton interacts with two Fermi seas, the energy
splitting arising from a different exciton-electron scatter-
ing cross-section. Specifically, the electron in the exciton
has spin-↓. To form spin-singlets, both Fermi seas must
have spin-↑, i.e. the K ′↑ and K↑ bands are occupied. The
different binding energies (defining the binding energy as
the energy separation between the two exciton-polarons
in the limit n→ 0) arise from the fact that the two Fermi
seas are at different locations in phase-space. The X−LE
has a constant linewidth whereas theX−HE has a linewidth
which increases with n (Fig. 3(d)). This difference also
points to the fact that the exciton interacts with two dif-
ferent Fermi seas. With σ−-photons, the spectra follow
the exciton-polaron theory for a repulsive exciton-Fermi
sea interaction. This means that the photo-excited spin-
↑ electrons interacts with spin-↑ electrons in the Fermi
sea: there are no spin-↓ partners to create spin-singlets
in this case. For both σ+- and σ−-photons, the details
of the measured spectra match the exciton-polaron the-
ory (See Appendix E ).
Interpreting the optical susceptibility spectra with the
established exciton-polaron theory therefore leads us to
the conclusion that at Bz = 9.0 T, two bands are oc-
cupied, both with spin-↑. Fig. 4(c-d) show how we un-
derstand the two X− resonances. A photon-generated
electron-hole pair with electron spin-↓ interacts attrac-
tively with spin-↑ electrons from two different bands.
The trion binding for the inter-valley scattering process
(Fig. 4(c)) is larger [15, 16] as the electrons have both
opposite spin and valley indices, similar to MoSe2 [10].
We associate this process to the resonance X−LE. The
intra-valley scattering process (Fig. 4(d)) leads to the
resonance X−HE. The absence of an X
− resonance in σ−
polarisation tells us that the triplet process in Fig. 4(e)
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FIG. 4. (a) The conduction bands at Bz = 9 T. The minima all have different energies due to Zeeman shifts (See Appendix
D). The “first” electrons injected from the contact populate the band with the lowest energy, K′↑. (b) Strong intra- and inter-
valley exchange pull the bands of the same spin to lower energy, creating a fully spin-polarized 2DEG. (c) Exciton-Fermi sea
interaction resulting in X−LE. (d) Exciton-Fermi sea interaction resulting in X
−
HE. The trions in (c) and (d) both correspond to
electron spin-singlets. (e) A trion with an electron spin-triplet. This trion resonance is unbound and results in the high energy
tail of the X0 with σ− photons.
is unbound.
Of the four bands, only two are occupied. This con-
clusion on the number of occupied bands can be veri-
fied via another feature of the susceptibility spectra. In
the limit of large hole mass, the energetic separation be-
tween the upper and lower exciton-polarons is simply
δE = E(X0) − E(X−) = EB + EF where EB is the
trion binding energy and EF the Fermi energy [17], a
result demonstrated experimentally on CdTe quantum
wells [18]. For the equal hole and electron masses of
MoS2, this result applies at EF ≥ 20 meV (See Appendix
E ). The gradient dδE/dEF increases from 1.0 to 2.0 as
EF → 0. Our experimental data lie mostly in the high-EF
regime (See Appendix E ). This enables us to determine
EF from the optical spectra. As EF is linked to n by
the two-dimensional density of states, we can determine
how many bands are populated. Taking an electron ef-
fective mass of m∗e = 0.44mo [2], the measured dδE/dn
(Fig. 3(b)) implies that 1.9 ± 0.1 bands are occupied at
Bz = 9.0 T (See Appendix F ).
We turn now to the magnetic field dependence for
n ≤ 6 × 1012 cm−2. At Bz = 0.0 T, the X−LE and
X−HE features are equally strong for both σ
+ and σ−
photons. As Bz increases, the X
−
LE and X
−
HE gradually
disappear for σ− photons. At Bz = 0.0 T, the gradients
dδE/dn (Fig. 3(c)) change by less than 10% with respect
to Bz = 9.0 T, suggesting that even in this limit, only
two bands are occupied. We define a contrast C as
C =
ILE+HE(σ
+)− ILE+HE(σ−)
ILE+HE(σ+) + ILE+HE(σ−)
, (1)
where ILE+HE(σ
+) [ILE+HE(σ
−)] is the integrated sus-
ceptibility of X−LE and X
−
HE in σ
+ [σ−] polarisation. In
the most extreme case, C increases from C = 0% at
Bz = 0.0 T to C = 95% at Bz = 9.0 T (Fig. 3(e)).
Phenomenologically, we imagine that flipping an electron
spin costs an energy gµBBz where µB is the Bohr mag-
neton and g is a g-factor. Maxwell-Boltzmann statistics
applied to this notional two-level system gives C(B) =
tanh(gµBBz/kBT ), where kB is the Boltzmann constant
and T the temperature. C follows this dependence on B
(Fig. 3(e)). In fact g can be extracted at different val-
ues of n (Fig. 3(f)): we find that g decreases strongly
with increasing n (decreasing rs), becoming small at
high n. This dependence on n is entirely characteris-
tic of Coulomb effects: this feature of the experiment
suggests strongly that the spin polarization arises as a
consequence of Coulomb correlations.
For n ≥ 6 × 1012 cm−2, the optical response changes:
X−LE and X
−
HE weaken and the susceptibility is dominated
by a broad, red-shifted peak labeled Q (Fig. 2). There is
no established theory for the optical susceptibility in this
regime where the Fermi energy exceeds the trion bind-
ing energy. It is therefore challenging to make definitive
statements in this high-n regime. Nevertheless, we spec-
ulate that the absence of a marked contrast between σ+
and σ− photons signals that the 2DEG is no longer spin-
polarized.
The spin-polarization of the MoS2 2DEG can be qual-
itatively understood by exchange [19] and the strong
inter-valley Coulomb scattering [20]. Fig. 4(a) depicts
the four CBs in a magnetic field. At low temperature,
the “first” injected electrons populate the band with low-
est energy. Intra-valley and inter-valley exchange will
then favor population of the bands with the same elec-
tron spin, as sketched in Fig. 4(b). The small CB spin-
orbit splitting allows occupation of the higher CB with a
moderate cost in kinetic energy (∆CB ≈ 3 meV). These
results highlight a very particular feature of TMDs. The
Bohr radius is only slightly larger than the lattice con-
stant such that the two-body Coulomb interaction con-
necting an electron at the K point with an electron at
the K ′ point (far apart in phase space) is comparable
to the two-body Coulomb interaction between two elec-
trons close together in phase space [20]. This equivalence
of intra-valley and inter-valley Coulomb interactions is a
striking feature.
At first sight, the spin polarization mimics Stoner fer-
5romagnetism. However, the Stoner mechanism is based
on a mean-field theory which is invalid in two-dimensions
where ferromagnetic order is excluded by the Mermin-
Wagner theorem for any finite temperature [21]. The
conduction band spin-orbit splitting, small but non-
zero, does however establish an in-built quantization axis
such that a spontaneous symmetry breaking is feasible,
Mermin-Wagner notwithstanding, but theory hinges on
complex diagrammatic techniques [22].
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Appendix A: Sample fabrication
Van der Waals heterostructures were fabricated by
stacking two-dimensional materials via a dry-transfer
technique[23], as depicted in Fig. 5. A polydimethyl-
siloxane (PDMS) stamp with a thin polycarbonate
(PC) layer is used to pick up flakes exfoliated on
SiO2(300 nm)/Si substrates. Exfoliation was carried
out from bulk crystals (natural MoS2 crystal from SPI
Supplies, synthetic h-BN[24], and natural graphite from
NGS Naturgraphit). MoS2 monolayers were treated by
a bis(trifluoromethane)sulfonimide (TFSI) solution, fol-
lowing Ref. [25], before full encapsulation between h-BN
layers. Few-layer graphene (FLG) was employed as a
contact electrode to MoS2[9]. Metal contacts to the FLG
were patterned by electron-beam lithography (EBL) and
subsequent metal deposition of Au (45 nm)/Cr (5 nm).
The capacitance of the device was estimated using elec-
trostatics: the MoS2 flake and the p-doped silicon are
considered as two electrodes separated by the thickness
dBN of the bottom h-BN and the thickness dSiO2 of the
SiO2. The capacitance per unit area is then given by
C =
1
dBN
BN
+
dSiO2
SiO2
, (2)
where BN = 3.76[26] and SiO2 = 3.9 are the dielec-
tric constants of h-BN and SiO2, respectively. Using
dBN = 10 nm and dSiO2 = 300 nm, we obtain C =
11.1 ± 0.5 nFcm−2, where an overall 5% uncertainty in
the layers thicknesses is taken into account.
Due to the small size of the sample (∼ 10 µm2), it is
difficult to measure directly its absolute ∼fF capacitance.
However, prior to measurements, we checked at room
temperature for the absence of a gate leak. No gate leak
(> 10 GΩ) was observed up to 100 V between the top
electrode and the bottom gate.
Experimentally, we apply a voltage VG to inject car-
riers in the 2DEG. For a capacitive device, the carrier
concentration n is given by n = CVG and it is expected
that n = 0 when VG = 0. However, as a combined con-
sequence of photo-doping effect [27, 28] and charge trap-
ping [29] at the different interfaces in the van der Waals
heterostructure, the device exhibits hysteresis when VG
is swept in a loop. Optically, the absence of negatively
charged excitons in the absorption spectra in both polar-
isation can be used to attest the absence of electrons in
the 2DEG. In our device, n ≈ 0 when VG(n ≈ 0) = 100 V.
At different gate voltages, n reads
n(VG) = −C (VG(n ≈ 0)− VG) . (3)
In the main text, we use Eq. 3 to determine the electron
density n.
Appendix B: Experimental setup
The absorption spectra diplayed in Fig. 2 in the main
text were recorded with the setup sketched in Fig. 6. The
red part of a white (Osram warm white) light emitting
diode (LED) is filtered by a 600 nm longpass filter and
coupled into a multi-mode fiber. The output of the fiber
is connected to a home-built microscope. A CCD cam-
era mounted on the microscope is used to visualise the
sample. In the microscope, the light is first sent through
a linear polarizer. A computer controlled liquid crystal
(LC) retarder that can produce a +λ/2 or −λ/2 retar-
dance of the initial beam is used to produce two per-
pendicular linear polarizations on demand. An achro-
matic quarter-wave plate retarder (λ/4) is subsequently
used to produce circularly polarized light. By control-
ling the voltage on the LC retarder, we can then circu-
larly polarize the LED light with right- or left- handed
orientation. The circularly polarized light goes then in
a helium bath cryostat at 4.2 K and is focused on the
sample using a microscope objective (NA=0.65). The
position of the sample with respect to the focus can be
adjusted with cryogenic nanopositionners. The reflected
light is coupled into a single-mode fiber, ensuring a con-
focal detection, and sent to a spectrometer. Ligth was
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FIG. 6. Experimental setup.
dispersed by a 1500 grooves per millimeter grating, be-
fore being focused onto a liquid-nitrogen cooled charged
coupled device (CCD) array. The spectral resolution of
the spectrometer setup is 0.05 nm. In this way, reflectiv-
ity spectra were acquired.
Appendix C: Reflectivity of a thin film:
determination of the susceptibility
Monolayers MoS2 or h-BN are visible when placed on
a SiO2 substrate. Optical contrast is induced by interfer-
ences in the thin films. Thin film interferences thus play
an important role when measuring the reflectivity of a
van der Waals heterostructure.
For a monolayer placed on a thick substrate, the sys-
tem can be modeled by a three layer system, as depicted
in Fig. 7(a). A thin-film is at the interface between two
semi-infinite systems, namely vacuum and the SiO2 layer.
As the monolayer thickness d is much smaller than the
wavelength of light λ, the differential reflectivity of the
monolayer ∆RR at normal incidence can be written as [30]:
∆R
R
= −8pidn1
λ
Im
(
1 − ˜2
1 − 3
)
, (4)
where j is the dielectric function of the j-th layer and n1
is the refractive index of the first medium. The meaning
of the tilde in ˜2 will be explained later. In the linear
response approximation, j = 1 + χj , where χj is the
optical susceptibility of larger j. As the first medium
is air, 1 = 1 and the numerator in Eq. 4 simplifies to
1 − ˜2 = 1 − (1 + χ˜2) = −χ˜2. Assuming that the glass
substrate has a negligible absorption (Im(3) = 0), Eq. 4
can then be rewritten as,
Im(χ˜2) =
λ(1− 3)
8pid︸ ︷︷ ︸
β
∆R
R
≈ −49.1∆R
R
, (5)
where we use an effective monolayer thickness d =
0.65 nm, 3 = 2.25 and a constant wavelength λ =
642 nm, corresponding to to the centre position of the
spectrometer grating during the measurements. Eq. 5 al-
lows a measured ∆RR to be converted into the imaginary
part of the susceptibility. We define here β = λ(1−3)8pid ≈−49.1.
In our sample, we have more than three layers. In the
experiment, when we measure ∆RR , we actually probe an
effective susceptibility χ˜2 of the MoS2 monolayer. Re-
flection on the SiO2/Si interface, as well as the multiple
thin-film interferences in the h-BN layers will indeed mix
the real and imaginary part of the dielectric function of
the MoS2.
As the susceptibility is a complex number, a phase fac-
tor eiζ can be used[10, 31] to mix the imaginary and real
part of the dielectric function of the monolayer MoS2.
The effective susceptibility χ˜2 of the thin-film that we
probe in our measurement is then related to the suscep-
tibility χ2 of MoS2 by χ˜2 = e
−iζχ2.
We are not interested in the value of the effective sus-
ceptibility, but we want to access to the value of χ2, which
is intrinsic to MoS2. However, Eq. 5 links the measured
∆R
R to the effective optical susceptibility
∆R
R
=
1
β
Im(χ˜2) =
1
β
χ˜2
′′ , (6)
where we decomposed χ˜2 in its real and imaginary part
χ˜2 = χ˜2
′ + iχ˜2′′. As before, β ≈ −49.1. By definition,
χ2 = e
iζ χ˜2 and therefore
χ′′2 = cos(ζ)χ˜2
′′ + sin(ζ)χ˜2′ . (7)
Our experiment measures ∆RR =
1
β χ˜2
′′. In order to
compute χ˜2
′′ from Eq. 7, we need to know the value of
χ˜2
′. The causality of the dielectric function χ˜2 implies
that we can make use of the Kramers-Kronig relation in
Eq. 7.
χ′′2(ω) = cos(ζ)χ˜2
′′ + sin(ζ)
2
pi
P
∞∫
0
ω′χ˜2′′(ω′)
ω′2 − ω2 dω
′
︸ ︷︷ ︸
χ˜2′
, (8)
where ω denotes the angular frequency. Using Eq. 5, we
can express the imaginary part of the dielectric function
of MoS2 as a function of the differential reflectivity
∆R
R
that we measure experimentally:
χ′′2 = β
sin(ζ) 2
pi
P
∞∫
0
ω′∆RR (ω
′)
ω′2 − ω2 dω
′ + cos(ζ)
∆R
R
 .
(9)
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FIG. 7. From reflectivity to the optical susceptibility. (a) Three layer system: light comes from a semi-infinite medium
1 (top) and is reflected at the thin-film (middle). Multiple interferences in the thin-film create optical interferences. (b) Using
a Kramers-Kronig relation, the raw reflectivity data (blue) around the X0 energy at zero electron concentration can be turned
into a Lorentzian absorption lineshape. Here, we used a phase factor ζ = 0.69 rad to account for multiple thin-film interferences.
As interference effects depend on the wavelength, the
phase eiζ also depend on the wavelength (ζ = ζ(ω)).
However, as the wavelength range we access in a single
spectrum is small compared to the wavelength itself, to
first order, we can set ζ to a constant value.
The imaginary part of the susceptibility of a neutral
exciton (X0) has a Lorentzian lineshape in the absence
of free carriers. A differential reflectivity spectrum
at near zero electron density is transformed using the
Kramers-Konig relation in Eq. 9 with different values of
ζ to compute the susceptibility. The integral appearing
in Eq. 9 is only computed over the wavelength range
corresponding to the experimental spectra. The value
of ζ for which the X0 has a Lorentzian lineshape in the
absence of carriers is then used for transforming the
spectra at higher electron densities. Fig. 8(b) shows
the sum of the squared residues (SSR) of a Lorentzian
fit of the exciton resonance. With ζ = 0.69 rad, the
X0 is well described by a Lorentzian, as in Fig. 8(c).
On the other hand, in 8(a), at a value of ζ = −0.92
rad, the residues are maximized and the data cannot be
fitted by a Lorentzian. Fig. 7(b) shows the differential
reflectivity of X0 as measured and the imaginary part of
the susceptibility extracted using Eq. 9.
The optical susceptibility spectrum of the X0 in
Fig. 8(c) is typical for our sample. The line-width of
the X0 in the absence of electron is extracted from a
Lorentzian fit. We measure a line-width of 5 meV, close
to the state-of-the-art (4 meV) observed in absorption
in samples with similar structure [4]. As the exciton
life-time was measured to be sub-picosecond [32], the
resonances observed in our susceptibility spectra are
mostly homogeneously broadened, demonstrating a
superior sample quality.
In the main text, we present absorption as a tool to
non-invasively probe the 2DEG. To attest that our probe
is non-invasive, we compute here the density of photo-
generated electron-hole pairs and compare it to the in-
jected electron density.
The total power of the LED sent on the sample is
PLED = 500 nW. The LED has a broad spectrum spread-
ing on ΓLED ≈ 100 meV. The power density of the
LED can be estimated to be ILED = PLED/ΓLED ≈
5 nWmeV−1.
The main absorption of the sample occurs when n ≈ 0.
In this density regime, the absorption is dominated by
the X0 at an energy of E(X0) = 1.95 eV. We obtain an
upper bound for the density of photo-generated electron-
hole pairs if we assume that all the photon coming from
the LED are absorbed at the X0 resonance. As the X0
resonance has a line-width of ΓX0 = 5 meV, the absorbed
power is Pabs = ILEDΓX0 ≈ 25 nW. The focal spot of
the LED coming from a multi-mode fiber on the sample
has an area of A ≈ 100 µm2. The electron-hole pair
generation rate seh can be therefore estimated as seh =
Pabs
AE(X0) ≈ 5× 1017 s−1cm−2.
The average population of electron-hole pair is given
by the product of the generation rate seh with the life-
time of the electron-hole pairs τeh. The electron-hole pair
lifetime in MoS2 can be extracted from the homogeneous
line-width obtained from four wave mixing experiments.
It was measured to be τeh < 1 ps [32]. Using τeh = 1 ps,
we can estimate neh = seh/τeh ≈ 5 × 105 cm−2. As
the typical electron concentrations are n > 1011 cm−2,
n is more than 5 orders of magnitude larger than neh,
showing that our optical probe can be considered as
non-invasive.
In order to evaluate the differential reflectivity ∆RR , we
compare a reflectivity spectra R obtained on the MoS2
flake at a given gate voltage with a reference spectrum
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R0, such that ∆R = R − R0. As the trion features in
the reflectivity have a weak signal (∆RR ≈ 5%), special
attention need to be taken in the choice of the reference
spectrum. A small interference pattern (amplitude of
≈ 5%) appears indeed in the raw reflectivity spectra due
to reflections in the experimental setup. As they have
approximatively the same amplitude as the weak signals
that we want to measure, they can only be canceled by
a careful choice of the reference. Ideally, R0 could be
acquired on the h-BN, at a position next to the MoS2
flake. However, by moving the sample, the optical path
length changes slightly and the interference pattern ap-
pearing in the raw reflectivity spectra does not cancel.
The reflectivity spectra R change significantly with vary-
ing electron density. The median of the several spectra
obtained while sweeping the gate voltage can therefore
be used as the reference R0 : the features appearing in
∆R
R will be then only be related to changes in electron
density. As R and R0 are all obtained at the same posi-
tion, the interference pattern is canceled in ∆R and very
clean differential reflectivity spectra can be acquired.
Appendix D: Selection rules and valley Zeeman
effect
For monolayer MoS2, the optical response depends on
the valley in which the photo-generated electron-hole pair
is created. Broken inversion symmetry ensures that the
electrons from the same band in the two valleys carry op-
posite spin, angular momentum and valley angular mo-
mentum. An out-of-plane magnetic field shifts a band in
energy by a Zeeman shift ∆E:
∆E = ∆s︸︷︷︸
spin
+ ∆α︸︷︷︸
angular momentum
+ ∆v︸︷︷︸
valley
, (10)
where ∆s =
1
2gsµBszBz and ∆v =
1
2gvµBτzBz, with
gs = 1.98[2] and gv = 0.75[2]. sz and τz are the spin
and pseudo-spin (valley) operators perpendicular to the
monolayer. We write τz = 1(τz = −1) for the valley
pseudo-spin corresponding to the K (K ′) valley. The
states at the conduction band edge are mostly made
from dz2 orbital with a zero orbital angular momen-
tum mCBz,τz = 0, yielding ∆
CB
α = 0. On the other
hand, the valence band is mostly composed of dxy and
dx2−y2 orbitals with a finite orbital angular momentum
~mV Bz,τz = −2~τz[33]. In the valence band, the angular
momentum contribution to the Zeeman shift is finite:
∆V Bα = µBm
V B
z,τzBz.
An optical transition must satisfy conservation of the
total angular momentum, spin and momentum. The con-
servation laws are enforced by the selection rules that dic-
tate which transitions can be coupled by the light field.
In transition metal dichalcogenides, as the band edges are
located at the K and K ′ points of the Brillouin zone, it
was shown that circularly polarised light can be used to
address a specific valley [34]. A σ+(σ−) polarised pho-
ton couples the top valence band states to the bottom
conduction band at the K (K ′) valley.
When in Bz > 0, the Zeeman shifts of two bands cou-
pled via an optical transition have the same spin and val-
ley contribution as a result of conservation rules. For an
inter-band transition, only the orbital angular momen-
tum contribution differs between the two coupled bands,
as mV Bz,±K 6= mCBz,±K . The neutral exciton (X0) corre-
spond to the coupling of the top valence band to the
bottom conduction band. Its transition energy E(X0) is
dictated by
E(X0) = ECB − EV B − Eb(X0) , (11)
where ECB and EV B are the energies of states in the con-
duction band and valence band, respectively, and Eb(X
0)
is the exciton binding energy. We define ECB − EV B =
EBz=0g . In magnetic field, E(x
0) is modified by the Zee-
man shift of both conduction and valence band. As sz
and τz are the same in an optical transition, the spin and
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valley contributions cancel:
E(X0) = EBz=0g +(∆s+∆v+∆
CB
α )−(∆s+∆V Bv )−Eb(X0)
E(X0) = EBz=0g − µBmV Bz,τzBz − Eb(X0). (12)
As mV Bz is opposite in the two valleys, the X
0 energy
in a finite magnetic field is different when observed in
different circular polarisation of light. Fig. 9(a) depicts
the Zeeman shifts of the different bands and shows that,
when in magnetic field, the energy of the X0 is different
for the two circular polarisations of light. The energy
difference ∆E(X0) between E(X0) in the two valleys is
given by |∆E(X0)| = 2µB |mV Bz,τz |Bz.
The absorption energy E(X0) of the X0 can be
extracted from our experimental data. Fig. 9(b) displays
E(X0) as a function of the magnetic field. It is clear
that for positive magnetic fields the energy of X0
increases for σ− polarization, while the opposite is seen
for σ+ polarization. The energetic difference ∆E(X0)
is extracted from the fits an is 185 µeVT−1, yielding
|mV Bz,τz | = 1.6, close to the expected value of 2, but
differing from measured values on samples with similar
structure [4]. The measurement in Fig. 9(b) is used to
verify that σ+ light addresses the K valley.
We can make use of the valley Zeeman effect to ver-
ify that the optical selection rules are robust in our ex-
periment. In magnetic field, the X0 transition energy
changes in the two polarizations of light, but its lineshape
remains constant. If selection rules were not conserved
in our experiment, the absorption spectrum in one polar-
ization would contain a small amount of the features of
the other polarization. A mixing of the two polarisations
can be detected by computing the integrated difference
between the spectra obtained in the two polarisations.
We show here that up to noise level, the integrated dif-
ference between the two susceptibility spectra goes down
to zero when one of the spectrum is shifted in energy by
the Zeeman shift.
The absorption signal S± in polarization σ± can be
written as
S±(Ei) = S¯±i +N
±
i , (13)
where the index i accounts for the discrete nature of the
energy E axis in the experimental spectra, S¯±i is the ab-
sorption at energy Ei, and N
±
i is an independent random
variable with zero mean modelling noise on the data. To
prove that the optical selection rules are conserved in our
measurements, we compute the sum of the absolute value
of the difference ∆S between the two spectra when they
are shifted in energy by ∆Ej :
∆S(Ej) =
∑
i
|S+(Ei)− S−(Ei + ∆Ej)|. (14)
The expected value and variance of ∆S(Ej) are given by
E(∆S(Ej)) =
∑
i
|S¯+(Ei)− S¯−(Ei + ∆Ej)| (15)
and
Var(∆S(Ej)) = Var
(∑
i
N+i
)
+Var
(∑
i
N−i
)
. (16)
The Central Limit Theorem implies that a sum of ran-
dom variables tends to a Gaussian random variable as
the number of elements in the sum increases. Further-
more, the variance of the sum is given by the sum of
the variances of the independent random variables in
the sum. Here, assuming that the noise amplitude is
the same at all points and in both polarizations (i.e.
Var(N+i ) = Var(N
−
j ), ∀ i, j), we have
Var(∆S(Ej)) = 2hσ
2
N , (17)
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optical selection rules are verified with an accuracy reaching
the noise level. ∆S is the integrated difference between the
X0 spectra at 9 T in the two polarizations (see Eq. 14). The
spectra are shifted in energy. The two spectra are identical
when the energy shift is equal to the valley Zeeman shift.
with σN is the standard deviation of the noise N and h
the number of elements in the sum. σN was measured
on the spectra in a spectral region away from the X0
resonance. Fig. 10 shows ∆S as a function of detuning
when S± are normalized such that
1 =
∑
i
S±(Ei) . (18)
If the detuning is large, ∆S is 2 as the two spectra do
not overlap at all. When the detuning reaches the value
of the Zeeman shift, ∆S should reach zero. However,
noise prevents reaching a zero value. The red domain in
Fig. 10 shows possible values of ∆S taking noise into
account, in the case of perfect selection rules. As the
minimal value of the measured ∆S (blue curve) falls in
the noise level (red domain) at the value of the Zeeman
shift, we can conclude that selection rules are conserved
to the detection limit of our setup.
Appendix E: Theory of trion absorption in a 2DEG
When the Fermi level EF is of the same order of mag-
nitude as the trion binding energy Eb(X
−) and less than
the exciton binding energy Eb(X
0), the description of the
trion as a three particle body is no longer valid [11, 12].
In this limit, trions appear as a consequence of the exci-
ton - Fermi sea interaction: the exciton energy splits in
two branches when it interacts with a Fermi sea, forming
exitons and trions. In this picture, it is more accurate to
name the two branches in terms of Fermi polarons [36].
The upper energy branch, the exciton, is then the repul-
sive polaron, while the trion forming the lower energy
branch is referred to as the repulsive polaron [36].
Photo-generated excitons interact with the Fermi-sea
in two ways: either an exciton captures an electron and
creates anX− (attractive interaction) or an electron scat-
ters off an exciton (repulsive interaction). These two in-
teractions contributes to the self-energy (Ξ) in the 2D
exciton optical susceptibility [11, 12, 37].
χ(~ω) = −2|dcv|2 |ψ(r = 0)|
2
~ω + iγ − E(X0)− Ξ , (19)
where E(X0) is the exciton energy, γ accounts for broad-
ening, dcv is the intervalley optical dipole moment and ψ
is the exciton wavefunction.
It was shown that in the regime when EF < Eb(X
−),
the self energy Ξ can be written as [12]
Ξ(~ω) =
∞∫
0
g2DfFD()T (~ω + )d , (20)
where fFD() is the Fermi-Dirac distribution describing
the occupation of the Fermi-sea, g2D =
m∗CB
2pi~2 is the two-
dimensional density of states (without spin-degeneracy),
m∗CB is the effective electron mass in the conduction band
and T () is the two-particle T -matrix.
Under the assumption that the electrons of a Fermi-sea
interact only with excitons composed with an electron of
opposite spin (singlet collision) forming a bound state
(singlet trion) the T -matrix elements are [12]
T (~ω) = Ts(~ω) =
2pi~2
µT
1
ln
( −Eb(X−)
~ω − E(X0) + iγ
) , (21)
where µT is the reduced exciton-electron mass. µT can
be written as
1
µT
=
1
m∗CB
+
1
m∗V B +m
∗
CB
, (22)
with m∗V B the effective electron masses in the valence
band.
Suris [11] derived a model of absorption of a 2DEG
considering the effect of both singlet and triplet collisions.
In a singlet collision, exciton-electron interaction has a
bound state corresponding to the singlet trion. On the
contrary, in triplet collision, they are no bound states of
the exciton-electron interaction. The absence of a bound
state comes the fact that triplet trions are unbound in
the absence of magnetic fields [38].
In his model, [11] the two types of interactions are
introduced by decomposing the T -matrix in two parts
T = 12Ts +
3
2Tt, with Ts accounting for singlet interac-
tions and Tt for triplet interactions in the scattering of an
electron on an exciton. As his scattering matrix elements
Ts are in agreements with those of Eq. 21, we generalize
here the results from Ref. [12] to the case of singlet and
triplet interactions inspired by the work from Suris [11].
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exciton interact with a fully spin-polarised Fermi sea. (a) The electron of the photo-generated excitons have the same spin as the
electrons of the Fermi sea. Excitons experience a repulsive interaction with electrons (triplet collisions). The X0 peak becomes
more asymmetrical toward the high energy side with higher electron density. (b) The electron of the photo-generated excitons
have opposite spin to that of the electrons of the Fermi sea. Excitons interact attractively with electrons (singlet collisions). A
low energy peak emerges around 1.9 eV as consequence of interactions, while the X0 stays at 1.95 eV. (c) Optical susceptibility
in the case of singlet collision as a colormap at different Fermi levels and different photon energies. (d) Same as in (c) but for
triplet collisions. The simulations presented here were obtained using m∗CB = 0.44[2], m
∗
V B = 0.5 [35], Eb(X
0) = 260 meV,
Eb(X
−) = 17 meV, E(X0) = 1.952 eV, α = 1, and γ = 2.0 meV.
The T -matrix elements accounting for triplet interac-
tions can be written as [11]
Tt(~ω) =
2pi~2
µT
1
ln
( −Eb(X0)
~ω − E(X0) + iγ
Eb(X
0)
αEb(X−)
) ,
(23)
where α ≈ 1 is a number.
Fig. 11 shows the contributions of the different T -
matrix components to the optical susceptibility. Fig. 11
(a, c) show the optical susceptibility resulting only from
singlet scattering (T = Ts). A sharp peak around 1.9 eV
emerges with a finite Fermi level. It corresponds to the
X−, or more precisely to the attractive polaron. The
X0 resonance at 1.95 eV (repulsive polaron) is also in-
fluenced by the interaction. The X0 resonance looses
indeed quickly in amplitude and the line-shape becomes
more asymmetrical as the Fermi-level increases.
When only triplet scattering (T = Tt) is allowed, as in
Fig. 11(b, d), there is no low energy peak, as they are no
bound triplet trions. The X0 resonance is however still
modified by the presence of the Fermi sea. The amplitude
13
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FIG. 12. Optics as a measure of the Fermi level. The
susceptibility in Eq. 20 can be computed at various Fermi-
level, as in Fig. 11. From the simulated spectra we can ex-
tract the energy of the X0 and of the X−. (a) Gradient of
δE as a function of the Fermi level. At high Fermi level, the
gradient tends to a value of 1. (b) δE as a function of the
carrier density. The red solid line is a linear fit of the simu-
lated δE in the range of densities where trion and exciton can
be experimentally resolved in the susceptibility spectra. The
parameters used for this simulations are the same as those
used in Fig. 11.
of the X0 decreases and the X0 shifts to higher energy.
The line-shape of the X0 is also modified by the presence
of electrons: as the Fermi level increases, the X0 peak
becomes less and less Lorentzian as a tail grows on its
high energy side.
Comparison between Fig. 11 (a) and Fig. 11 (b) in-
forms that an attractive electron-exciton interaction is
responsible for a sharp low energy resonance (the X− or
attractive polaron), while a repulsive electron-exciton in-
teraction tends to create a high energy tail to the X0.
The prediction of the polaron model is in good agree-
ment with our experimental data presented in Fig. 2 of
the main text. However, the high energy trion X−HE has
its line-width increase with increasing electron density
due to the different nature of the Coulomb interaction.
The energetic difference between neutral exciton and
trion, δE = E(X0) − E(X−) can be used to measure
variations of the Fermi level [18]. Hawrylak [17] showed
that the X− is the ground state of an electron-hole pair
in a Fermi sea. The X0 is then an ionised X−. In the
ionisation process, the electron must be dragged to the
first available state in the conduction band, at the Fermi
level. The energy cost of ionising an X− is therefore
increasing with the Fermi-level, pushing the X0 toward
higher energies. In this picture, δE varies as the Fermi
level EF , i. e.
d
dEF
δE = 1.
In the framework of exciton-polarons, changes in δE
can also be related to changes in Fermi level. Fig. 12(a)
shows the evolution of the gradient ddEF δE as a func-
tion of the Fermi level extracted from simulations, as in
Fig. 11. In the high density regime, the slope ddEF δE = 1
in agreements with Ref. [17]. However, as the electron
density decreases, the slope increases up to ddEF δE = 2.
In our experiment, we can observe trions at Fermi lev-
els ranging from 5 meV to 25 meV (two bands filled).
In this regime, the gradient is varying slightly from 1.5
to 1, and equals on average 1.2. Fig. 12(b) shows δE
as a function of the electron density n. We find that
in the regime where we can observe the trion, δE varies
as 6.6 × 10−15 eVcm2 with n, using an electron mass
m∗CB = 0.44[2].
The gradients ddEF δE measured experimentally pre-
sented in the main text for X−LE(X
−
HE)are 6.1 ×
10−15 eVcm−2 (6.3× 10−15 eVcm−2) in a 9 T magnetic
field and 5.6 × 10−15 eVcm−2 (5.9 × 10−15 eVcm−2) in
the absence of a magnetic field. These values are in good
agreement with the slope ddEF δE = 6.6× 10−15 eVcm−2
extracted from our simulations, as shown in Fig. 12(b).
In this rather limited range of electron densities, we can-
not observe a significant change of the slope ddEF δE.
Appendix F: Band filling and optics in MoS2
In the main text, we explain our optical spectra by a
spin polarization of the 2DEG electrons. This section
aims at describing how only a spin polarization of the
2DEG with two bands filled can explain the optical
susceptibilities presented in the main text in Fig. 2.
The optical susceptibility of MoS2 in a magnetic field
is dominated by two peaks at lower energy than the
neutral exciton (X0) in one polarization. In the other
polarization, the optical susceptibility is dominated by
the neutral exciton and no other resonances appear in
the susceptibility before the appearance of the Q-peak.
We review here the different ways of filling the bands
and their consequence on the optics by commenting
Fig. 13.
One band filled. When only one band is filled the
2DEG is simultaneously spin- and valley-polarized. Such
a band filling, as in Fig. 13(a) is observed in MoSe2
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FIG. 13. Possible band filling in MoS2 and consequences on the optical susceptibility.
when placed in a magnetic field [10]. It was observed [10]
that when an electron-hole pair is created in the filled
band, only the neutral exciton (X0) appears in the
optical susceptibility (Fig. 13(c)). On the other hand,
when the electron-hole pair is created in the empty
band with opposite spin as in Fig. 13(b), a low energy
resonance identified as a trion or, more accurately, an
attractive polaron dominates the susceptibility. This
result is completely compatible with theory presented in
Section : an attractive polaron (low energy resonance)
is formed when the spin of the electrons in the 2DEG
is opposite to that of the electron component of the
photo-generated electron-hole pairs. As we find that
we have two types of low energy resonances, we can
conclude that we fill more than a single band.
Two bands filled. If the two spin-split conduction
bands were energetically well far apart, in the absence
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of many-body interactions, it would be expected that
only the two lowest energy bands would be populated,
as in Fig. 13(d). In this case, the 2DEG filling is sym-
metric in both spin and valley population. The optical
response is therefore also expected to be independent on
the polarization of the light, in contradiction to our mea-
surements.
Another possibility of two bands filling is to create a
valley polarization: all electrons are located at the K ′
of the Brillouin zone with both spin up and spin down
population, as depicted in Fig. 13(g). When an electron-
hole pair is formed in the same valley K ′ than the 2DEG
electrons (Fig. 13(i)), the optical response should be sim-
ilar to that of two dimensional structures of conventional
direct band-gap semiconductor with band edges at the
Γ-point, such as GaAs. In the absence of magnetic field,
in GaAs, only the singlet trion is observed [39]. As the
magnetic field increases, the triplet trion emerges as a
low energy shoulder of the X0, before being resolved
as a separated resonance at high magnetic field. In our
case, it would then be expected that when an electron-
hole pair is created in the K ′ valley (σ− polarized light),
as in Fig. 13(i), where the 2DEG electrons are, at least
one resonance should appear in the optical susceptibility.
When measuring the susceptibility using σ+ polarized
light (Fig. 13(h)), there is also one possibility of creating
a singlet trion. If the 2DEG was forming a valley po-
larization in MoS2 with two filled bands, we would then
have at least on resonance in both polarizations. This is
also in contradiction with our measurements.
As written in the main text, our results are best
explained by a spin polarization (Fig. 13(j)): when
an electron-hole pair is formed in the K valley (σ+
polarized light), the promoted electron carries opposite
spin to that of the electrons, as shown in Fig. 13(k).
Two possible singlet trions can be observed in this
polarization. On the other hand, when a σ− polarized
photon promotes an electron with spin up (Fig. 13(l)) it
can only interact repulsively with electrons of the same
spin, as explained in Section . No bound states are then
observed in this polarization, in agreements with our
experimental results.
Three bands filled. The experimental result obtained
on MoSe2 tell us that the optical response of an electron-
hole pair created in a filled band is barely modified by
the presence of the electrons [10]. Merely a decrease
in oscillator strength and an energetic shift of the X0
resonance are indeed observed. The three bands filling
case as represented in Fig. 13(m), when probed with σ+
light (Fig. 13(n)) is therefore similar to the case of the
two-bands valley polarization in Fig. 13(h). At least one
resonance should then be observed in this polarization.
When the light is σ− polarized (Fig. 13(o)), the three
band case is then similar to the two-band spin-polarized
case in Fig. 13(k) and at least two resonances should
be observed in this polarization. The three band-filling
case is therefore in contradiction with our measurements.
Four bands filled. Similarly to the unpolarized two-
band case, as thefour bands 2DEG band filling, as in
Fig. 13(p), is symmetric in both spin and valley filling,
the optical response should also be similar in both polar-
izations.
