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Abstract
In this paper, we explore the combinatorial automorphism group of the linear ordering polytope
PnLO for each n¿ 1. We establish that this group is isomorphic to Z2 × Sym(n + 1) if n¿ 2
(and to Z2 if n = 2). In doing so, we provide a simple and uni.ed interpretation of all the
automorphisms. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The linear ordering polytope is a familiar object arising from polyhedral combina-
torics. It is de.ned as the convex hull of the 0=1-vectors encoding linear orders (or
total orders) on a given base set. Exploiting results on the facial structure of this family
of polytopes and using advanced techniques in linear programming, e7cient algorithms
could be designed to solve real-world instances of some hard combinatorial optimiza-
tion problems. For example, the triangulation problem for input–output tables can be
formulated as a linear program on the linear ordering polytope. This problem asks,
given a matrix of n×n positive real numbers, to permute simultaneously the rows and
columns of the given matrix in order to maximize the sum of the entries above the
main diagonal. Using results on the linear ordering polytope, Reinelt [13] was able to
solve triangulation problems up to n= 60.
In our case, the base set is the set n={1; 2; : : : ; n}. Its members are called elements.
We denote by An (or simply A when no confusion can occur) the set of arcs on the
base set: An = {(i; j) | i; j ∈ n, with i = j}. Here, a linear order (on the base set) is
a complete, asymmetric and transitive subset of A. Each linear order is encoded by
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means of its ‘characteristic vector’ in the real vector space RA. This vector space has
dimension |A| = n(n − 1) and its canonical basis is {e(i; j) | (i; j) ∈ A}. Moreover, if
x ∈ RA then x(i; j) is the coordinate of x associated to arc (i; j). Given a subset R of
A (that is, an antireIexive relation R on the base set), the characteristic vector (R)
of R is de.ned by (R) =
∑
(i; j)∈R e(i; j). In order to keep concise notations, we use
upper case letters for relations and lower case letters for their characteristic vectors: if
R⊆A, then r is the same thing as (R). As stated above, the linear ordering polytope
PnLO is the convex hull in RA of characteristic vectors of all linear order on the base
set:
PnLO = Conv{l ∈ RA |L is a linear order on n}:
Many authors have studied the facial structure of the linear ordering polytope, e.g.
GrKotschel et al. [9], Reinelt [13], Koppen [10], Leung and Lee [11], Goemans and
Hall [8], Girlich et al. [7]. A complete linear description of PnLO is known up to n=7
(see [14]), and 488 602 996 facets were found for n = 8 (see [2] — this descrip-
tion is conjectured to be complete). Wide families of facet-de.ning inequalities are
known as for example: the k-fence inequalities, the k-wheel inequalities, the Zk in-
equalities, the MKobius ladder inequalities [9,13], the -critical fence inequalities [10],
the (m; k)-fence inequalities [1], the t-reinforced k-fence inequalities, the augmented
t-reinforced k-fence inequalities [11], the Paley inequalities [8] and the ∇-extended
MKobius ladders inequalities [7]. The computational complexity of some of the corre-
sponding separation problems is studied in [13,12].
Recently, Bolotashvili et al. [1] used symmetries of the linear ordering polytope
to obtain new facets. Symmetries of a polytope are usually called automorphisms.
They can be of diOerent kinds [15]: e.g., vectorial, a7ne, euclidian. In this paper,
we focus on the most general kind of automorphisms: combinatorial automorphisms,
which are simply de.ned as permutations of the vertex set mapping each face to face.
More precisely, identifying any face with its set of vertices, we de.ne a combinatorial
automorphism of a polytope P as a permutation  of the set Vert(P) (the vertex set
of P) such that (F) = {(v) | v ∈ F} is a face of P for each face F of P. A7ne
(resp. euclidian) automorphisms of a polytope P in Rd are permutations of its vertices
induced by a7ne permutations (resp. isometries) of Rd mapping P to itself. Clearly,
every euclidian automorphism is an a7ne automorphism and every a7ne automorphism
is a combinatorial automorphism.
Subsequently, we will only consider combinatorial automorphisms (they will be
called simply ‘automorphisms’). The automorphisms of a polytope P form the group
Aut(P) (for an excellent introduction to group theory, we recommend Fraleigh’s book
[6]). Knowing the full automorphism group of a polytope helps studying its facial
structure: automorphisms can create links between families of facets that seem unre-
lated at .rst sight, and sometimes ‘old’ facets can be recycled to produce new ones.
For instance, Doignon and Regenwetter [3,4] were able to produce further facets of
the approval voting polytope using some ‘strange’ automorphisms.
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In this paper, we show that all automorphisms of PnLO can be obtained by composing
the obvious ones (which were known to Reinelt [13]) with the automorphisms found
by Bolotashvili et al. [1] (de.nitions are recalled in the next paragraph). Moreover,
we provide a simple and uni.ed interpretation for the automorphisms by extending the
base set (see Section 3). It turns out that every automorphism of the linear ordering
polytope is a euclidian automorphism.
We now de.ne the ‘relabeling’,‘duality’ (called arc reversal in [13]) and ‘exchange’
automorphisms. Each permutation  of the base set yields a linear permutation R of
RA de.ned by R(e(i; j))=e((i);( j)), which induces the relabeling automorphism R (no
ambiguity should arise from the use of the same notation). The duality automorphism D
simply maps the vertex corresponding to a linear order L to the vertex corresponding to
its dual linear order L−1={(y; x) | (x; y) ∈ L}. It is also induced by a linear permutation
D or RA, de.ned by D(e(i; j)) = e(j; i). For each .xed element r, the a7ne permutation
Er de.ned by
Er(x)(i; r) = x(r; i);
Er(x)(r; j) = x(j; r);
Er(x)(i; j) = x(i; j) + x(j; r) + x(r; i) − 1
(for all distinct elements i; j with i; j = r), induces the exchange automorphism Er .
These were recently introduced by Bolotashvili et al. [1]. As will be shown later, the
relabeling, duality and exchange automorphisms span the whole automorphism group
of the linear ordering polytope and this group is isomorphic to Z2× Sym(n+1) when
n¿ 2. If X is any set, Sym(X ) denotes the symmetric group on X – the group of all
permutations of set X – and if k is a positive integer, then Sym(k)=Sym({1; 2; : : : ; k}).
Note that every relabeling automorphism is a composition of exchange automorphisms,
so duality and exchange automorphisms also span Aut(PnLO). As P
2
LO is a closed seg-
ment, its automorphism group is isomorphic to Z2. From now on, we assume n¿ 2.
2. Trivial and 3-cycle facets
It is well known that inequalities x(i; j)61 and x(i; j) + x(j; k) + x(k; i)62 are facet-
de.ning for PnLO (i; j and k are three distinct elements). They are, respectively, called
trivial and 3-cycle inequalities. In this section, we study some properties of trivial and
3-cycle facets (i.e. facets induced by trivial and 3-cycle inequalities). Together with
the minimal equation for PnLO
x(i; j) + x(j; i) = 1 (i¡ j); (1)
these facets provide a complete linear description of PnLO up to n = 5 (it was even
conjectured that they were su7cient to completely describe PnLO for each n — this is
false when n is greater than 5, see [13]).
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An antisymmetric inequality (in RA) is an inequality
∑
(i; j)∈A a(i; j)x(i; j)6b with
a(j; i) =−a(i; j) for all (i; j) in A.
Lemma 1. Every facet of PnLO can be de3ned by an antisymmetric inequality.
Moreover; all antisymmetric inequalities de3ning a certain facet can be obtained
from any antisymmetric inequality de3ning this facet by scaling (multiplication by
positive real numbers).
Proof. Given a facet-de.ning inequality
∑
(i; j)∈A a(i; j)x(i; j)6b, we can easily antisym-
metrize it using the minimal equation system for PnLO by substracting (a(i; j) + a(j; i))=2









a(i; j) + a(j; i)
2
is obviously antisymmetric and de.nes the same facet of PnLO as the original one. More-
over, adding to this inequality any nontrivial combination of equalities from equation
system (1) yields an inequality which is not antisymmetric. In conclusion, any facet
of PnLO can be de.ned by an antisymmetric inequality unique up to multiplication by
a positive real number.
If R is an antireIexive relation on the base set, its Hasse relation H (R) is de.ned
by H (R) = {(i; k) ∈ R | there is no j s:t: (i; j); (j; k) ∈ R}. If L is a linear order and if
(i; j) ∈ H (L) then the relation Lj≺i=L\{(i; j)}∪{(j; i)} obtained from L by switching
i and j is again a linear order.
A trivial or 3-cycle facet contains exactly n!=2 vertices (a vertex belongs to such a
facet iO its dual vertex does not). This property characterizes the trivial and 3-cycle
facets.
Lemma 2. No facet of PnLO contains more than n!=2 vertices. Moreover; the facets
of PnLO containing exactly n!=2 vertices are precisely the trivial and 3-cycle facets.
Proof. Let F be a facet of PnLO de.ned by an antisymmetric inequality
∑
(i; j)∈A
a(i; j)x(i; j)6b. We claim that F cannot contain a vertex and its dual. Suppose that
F contains a vertex l and its dual D(l). Then, for any other vertex l′ in F we have
l+D(l) = l′ +D(l′), thus D(l′) also belongs to F . As a consequence, F is stable by
duality thus the inequality
∑
(i; j)∈A a(i; j)x(i; j)6b also de.nes F and is antisymmetric,
so by Lemma 1 the latter is a positive multiple of the .rst inequality. This implies
a(i; j) = 0 for all (i; j) in A, a contradiction.
In conclusion, if a vertex belongs to F then its dual is not in F . Therefore, F cannot
contain more than n!=2 vertices. Now suppose that F contains exactly n!=2 vertices.
Then the image of F by duality, D(F), is a facet disjoint from F . Moreover the vertices
of PnLO belong either to F or to D(F). This implies that the linear form de.ned by
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f(x)=
∑
(i; j)∈A a(i; j)x(i; j) takes exactly two values on the set of vertices of P
n
LO : b and
−b. Note that b must be positive because f(x)6b is valid for PnLO.
Now, .x (i; j) ∈ A with a(i; j) ¿ 0 and take a linear order L on the base set such
that (i; j) ∈ H (L), then the linear order Lj≺i obtained from L by switching i and j
gives
f(lj≺i) = f(l− e(i; j) + e(j; i)) = f(l)− a(i; j) + a(j; i) = f(l)− 2a(i; j);
thus f(l) and a(i; j) must be equal to b. By antisymmetry, it follows that if a(i; j) ¡ 0
then a(i; j) =−b and f(l)=−b for each vertex l such that (i; j) is in the Hasse relation
of the associated linear order. In particular, a(i; j) ∈ {−b; 0; b} for each arc (i; j).
Let i; j and k be three distinct elements with a(i; j) ¿ 0. Consider a linear order L
such that (i; k); (k; j) ∈ H (L). Then f(lj≺k)=f(lk≺i)=b because a(i; j) ¿ 0 and (i; j) ∈
H (Lj≺k) ∩ H (Lk≺i). So a(j; k) and a(k; i) must be nonnegative for otherwise f(lj≺k) or
f(lk≺i) would be equal to −b, a contradiction. From
f(lj≺k − e(j; k) + e(k; j))︸ ︷︷ ︸
b−2a(j; k)
=f(l) = f(lk≺i − e(k; i) + e(i; k))︸ ︷︷ ︸
b−2a(k; i)
;
we conclude that a(j; k) = a(k; i). Therefore, either a(i; j) = b and a(j; k) = a(k; i) = 0, or
a(i; j) = a(j; k) = a(k; i) = b.
The relation R = {(i; j) ∈ A | a(i; j) ¿ 0} entirely characterizes f and satis.es the
following properties (i; j and k are any three distinct elements): (i) R is not empty;
(ii) R is antisymmetric; (iii) (i; j) ∈ R implies (k; j) ∈ R; (i; k) ∈ R and (j; k) ∈ R iO
(k; i) ∈ R. The proof is completed by checking that R consists of isolated arcs and
3-cycles, and that f(x)6b is valid and facet-de.ning for PnLO iO R is reduced to one
arc or to one 3-cycle.
3. Extending the base set
In this section we give a simple interpretation of the relabeling, exchange and duality
automorphisms by extending the base set. This extension allows us to introduce uni.ed
notations for the trival and 3-cycle facets: we note Cijk the facet de.ned by 3-cycle
inequality x(i; j) + x(j; k) + x(k; i)62, and Cij∞ the facet de.ned by trivial inequality
x(i; j)61. For any u; v; w distinct in n ∪ {∞}, Cuvw, Cvwu and Cwuv denote the same
facet (indices can be permuted cyclically). The set n∞=n∪{∞} is the extended base
set.
Let T be the set of all trivial and 3-cycle facets. By Lemma 2, every auto-
morphism of PnLO permute among themselves the trivial and 3-cycle facets. Thus
any automorphism  of PnLO determines the permutation  () of set T de.ned by
 ()(Cuvw)=(Cuvw). The map  : Aut(PnLO)→ Sym(T) is a one-to-one group homo-
morphism. What are the images of the relabeling, exchange and duality automorphisms
under this homomorphism? In other words, how do relabeling, exchange and duality
automorphisms permute trivial and 3-cycle facets?
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If  is a permutation of set n and i; j; k are three distinct elements, we have
R(Cij∞) = C(i)( j)∞; R(Cijk) = C(i)( j)(k);
D(Cij∞) = C∞ji and D(Cijk) = Ckji:
Now let r; i; j and k be four distinct elements. A quick computation tells us that
Er(Cij∞) = Cijr ; Er(Cijk) = Cijk ;
Er(Cir∞) = Ci∞r and Er(Crj∞) = C∞jr :
The action of the relabeling, exchange and duality automorphism on the set T is
recognized by means of a second one-to-one homomorphism:
& :Z2 × Sym(n∞)→ Sym(T); with
&(0; ')(Cuvw) = C'(u)'(v)'(w)
and
&(1; ')(Cuvw) = C'(w)'(v)'(u):
Clearly, if ' is a permutation of the extended base set .xing ∞ and r is any element,
then &(0; ') =  (R'|n); &(0; (r;∞)) =  (Er) and &(1; id) =  (D).
Consider an automorphism  of PnLO which is a product of relabeling, duality and
exchange automorphisms, say = 1 ◦ · · · ◦ n. Because  is an homomorphism,  ()
is equal to the product  (1) ◦ · · ·  (n) in which each factor  (i) can be rewritten
&((i; 'i) for some (i in Z2 and some 'i in Sym(n∞). Using the fact that & is an
homomorphism, we see that the action of  on the set T of trivial and 3-cycle facets
can be identi.ed in a natural way with the action of some element of Z2×Sym(n∞) on
T. Thus the two one-to-one homomorphisms  and & shed some light on the subgroup
of Aut(PnLO) spanned by relabeling, exchange and duality automorphisms: this subgroup
is isomorphic to Z2 × Sym(n∞) (which is clearly isomorphic to Z2 × Sym(n+ 1)).
4. The combinatorial automorphism group
Lemma 3. The following table gives the number of vertices in the intersection of any
two trivial or 3-cycle facets (u; v; w; u′; v′; w′ are distinct elements of n∞).
intersection # vertices
Cuvw ∩ Cwvu 0
Cuvw ∩ Cuvw′ n!=3
Cuvw ∩ Cvuw′ n!=6
Cuvw ∩ Cuv′w′ n!=4
Cuvw ∩ Cu′v′w′ n!=4
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Proof. Straightforward (by standard counting arguments).
Theorem 4. The combinatorial automorphism group of PnLO is spanned by the ex-
change and duality automorphisms. Moreover; it is isomorphic to the direct product
Z2 × Sym(n+ 1).
Proof. Let A∞ be the set of arcs on the extended base set,  be an automorphism of
PnLO and (u; v) be an arc in A∞. Choose two elements s; t distinct from u and v in
the extended base set. By Lemma 3, face Cuvs ∩ Cuvt has n!=3 vertices, so its image
(Cuvs)∩(Cuvt) also has n!=3 vertices. Lemmas 2 and 3 together imply that there exist
distinct elements s′; t′; u′ and v′ of the extended base set such that (Cuvs)=Cu′v′s′ and
(Cuvt) = Cu′v′t′ . Set U(u; v) = (u′; v′).
We claim that U is a well-de.ned permutation of A∞. If r is an element distinct
from u; v; s and t, then (Cuvr) is a facet having exactly n!=3 vertices in common with
Cu′v′s′ and Cu′v′t′ , so it must be equal to Cu′v′r′ for a certain r′. This implies that U is a
well-de.ned map from A∞ to A∞. Now, if * is another automorphism of PnLO, then
U* and * ◦  can be de.ned exactly the same way, and it can be easily checked that
* ◦ = U*◦ U. When *=−1, we have U*◦ U= id, so U is a permutation. In conclusion, U
is a well-de.ned permutation of A∞. The two following statements are consequences
of Lemma 3: (i) U commutes with ‘arc duality’, (ii) U maps 3-cycles to 3-cycles. They
are proved in the next paragraph.
As before, take four distinct elements u; v; s and t in the extended base set. Let
(Cuvs) = Cu′v′s′ and (Cuvt) = Cu′v′t′ . A trivial or 3-cycle facet has a non-empty
intersection with every other trivial or 3-cycle facet except its image by the dual-
ity automorphism D. Thus (Csvu) = Cs′v′u′ and (Ctvu) = Ct′v′u′ , so U(v; u) = (v′; u′).
Therefore, U commutes with the arc duality mapping + de.ned by +(u; v) = (v; u)
for each arc (u; v) (clearly, + = UD). As automorphisms preserve the number of ver-
tices in a face, the faces (Cvst) ∩ Cu′v′s′ and (Cvst) ∩ Cu′v′t′ have, respectively, n!=3
and n!=6 vertices. So (Cvst) is either equal to Cv′s′t′ or to Cs′u′t′ and U(v; s) is ei-
ther equal to (v′; s′) or to (s′; u′). Using the same argument once more with Cvst re-
placed by Csut , we see that U(s; u) is either equal to (s′; u′) or to (v′; s′). In both cases
we have U({(u; v); (v; s); (s; u)}) = {(u′; v′); (v′; s′); (s′; u′)}, thus U maps 3-cycles to 3-
cycles.
A k-cycle in A∞ is any set C = {(u1; u2); (u2; u3); : : : ; (uk−1; uk); (uk ; u1)} of k arcs
belonging to A∞. Moreover, if u1; : : : ; uk are all distinct then C is a simple k-cycle.
It follows from (i) and (ii), by induction on k, that for any automorphism  of PnLO,
U maps simple k-cycles to simple k-cycles (for all k¿2).
We constructed a one-to-one homomorphism f :  → U from Aut(PnLO) into the
group of permutations of A∞ mapping simple k-cycles to simple k-cycles (for all
k¿2). The latter is easily seen to be isomorphic to Z2 × Sym(n + 1) (see e.g. [5]).
But we saw in Section 3 that the group Aut(PnLO) contains an isomorphic copy of
Z2×Sym(n+1), so f is an isomorphism, Aut(PnLO) is isomorphic to Z2×Sym(n+1)
and is spanned by the relabeling, exchange and duality automorphisms. Because every
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relabeling automorphism is a composition of exchange automorphisms, Aut(PnLO) is
also spanned by duality and exchange automorphisms.
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