This article presents a method and program for identifying poorly fitting observations for maximum-likelihood regression models for categorical dependent variables. After estimating a model, the program leastlikely will list the observations that have the lowest predicted probabilities of observing the value of the outcome category that was actually observed. For example, when run after estimating a binary logistic regression model, leastlikely will list the observations with a positive outcome that had the lowest predicted probabilities of a positive outcome and the observations with a negative outcome that had the lowest predicted probabilities of a negative outcome. These can be considered the observations in which the outcome is most surprising given the values of the independent variables and the parameter estimates and, like observations with large residuals in ordinary least squares regression, may warrant individual inspection. Use of the program is illustrated with examples using binary and ordered logistic regression.
Overview
After estimating a linear regression model with a continuous outcome, data analysts will commonly calculate the residuals for each observation and examine those with the largest residuals more carefully to check if there is some discernible reason why the parameter estimates fit these observations so poorly. The commonsense understanding of observations with large residuals is that they are the observations for which the values of the dependent variable are most "surprising" ("unexpected", "weird") , given the regression coefficients and the values of the independent variables. In regression models for categorical outcomes, such as those discussed in Long (1997) , residuals are not as readily conceptualized, although attempted extensions from models for continuous outcomes have been made (Pregibon 1981) . Stata estimates many of these models using maximum likelihood, and, in many cases, the parameter estimates can be thought of as the set of estimates that maximizes the joint probability of observing the values of the outcome categories that were actually observed. Accordingly, for the observations within each outcome category, the most "surprising" are those that have the lowest predicted probabilities of observing that outcome, and these may warrant closer inspection by analysts for precisely the reason that observations with large residuals do in the more familiar linear regression model. When run after various models for categorical outcomes, the command leastlikely will list the least likely observations. In other words, after a binary model, leastlikely will list both the observations with the lowest Pr (y = 0 | y = 0) and Pr (y = 0 | y = 0). leastlikely may be used after many models for binary outcomes in which the option p after predict generates the predicted probabilities of a positive outcome (e.g., logit, probit, cloglog, scobit, hetprob) and after many models for ordered or nominal outcomes in which the option outcome(#) after predict generates the predicted probability of outcome # (e.g., ologit, oprobit, mlogit). leastlikely is not appropriate for models in which the probabilities produced by predict are probabilities within groups or panels or for "blocked" data, and it will produce an error if executed after blogit, bprobit, clogit, glogit, gprobit, nlogit, or xtlogit.
Syntax
no display nolabel noobs doublespace where varlist contains any variables whose values are to be listed in addition to the observation numbers and probabilities.
Options
n(#) specifies the number of observations to be listed for each outcome. The default is 5. In the case of multiple observations with identical predicted probabilities, all will be listed.
generate(varname) specifies that the probabilities of observing the outcome value that was observed should be stored in varname. If not specified, the variable name Prob will be created but dropped after the output is produced.
The remaining options are standard options available after list.
[no]display forces the format into display or tabular (nodisplay) format. If you do not specify one of these two options, then Stata chooses one based on its judgment of which would be most readable.
nolabel causes the numeric codes rather than the label values to be displayed.
noobs suppresses printing of the observation numbers.
doublespace produces a blank line between each observation in the listing when in nodisplay mode; it has no effect in display mode.
Examples
Using data from Mroz (1987; see Long and Freese 2001, Chapter 4) , I estimate a logistic regression model of the effects of several independent variables on a woman's probability of being in the labor force (lfp), and then I use leastlikely to list the predicted probabilities and observation numbers of the least likely observations.
. use binlfp2, clear (PSID 1976 / T Mroz) . logit lfp k5 k618 age wc hc lwg inc Of respondents not in the labor force (lfp=0), observation #252 had the lowest predicted probability of not being in the labor force. For women in the labor force (lfp=0), observation #534 has the lowest predicted probability of being there.
Using data from Long and Freese (2001, Chapter 5; see also Long 1997) , I estimate an ordered logistic regression model of the probability of agreement with the proposition that working mothers can establish as warm a relationship with their children as mothers who do not work (warm).
. use ordwarm2, clear (77 & 89 General Social Survey) . ologit warm yr89 male white age ed prst I use the option n(3) after leastlikely to restrict output to only the three most unlikely observations within each of the four outcome categories. Specifying age and male tells Stata to list values of these variables along with the observation numbers and probabilities.
. leastlikely age male, n(3) Outcome: 1 (SD) As we would expect given the direction of the ologit coefficients, the respondents who strongly disagreed with the proposition but were least likely to do so were all younger women, while the least likely respondents who nonetheless strongly agreed with the proposition were all older males.
