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Abstract
The physical states in a world-volume model of a non-critical 3-
brane are systematically constructed using techniques of four-dimensional
conformal field theories on R× S3 developed recently. Invariant com-
binations of creation modes under a special conformal transformation
provide building blocks of physical states. Any state can be created by
acting with such building blocks on a conformally invariant vacuum in
an invariant way under the other conformal charges: the Hamiltonian
and rotation generators on S3. We explicitly construct building blocks
for scalar, vector and gravitational fields, and classify them as finite
types.
1 Introduction
Conformal invariance is one of the most important symmetry in statis-
tical mechanics, strings and quantized gravity. Applications of conformally
invariant quantum field theories to such physics are modern streams to study
their non-perturbative effects. Especially, it is well-known that in two dimen-
sions an infinite number of generators form the Virasoro algebra, and yield
powerful constraints on the classification and the physical properties of two-
dimensional critical points [1] and strings [2, 3]. In higher dimensions, the
number of the generators becomes finite, but the conformal invariance is still
powerful.
Recently, there have been remarkable developments in four-dimensional
conformal field theories [4, 5, 6, 7, 8, 9, 10, 11]. As an advance on space-
time physics [5, 6, 7, 8], a renormalizable world-volume model of a non-
critical 3-brane [7, 8] was quantized on R × S3 [6, 8] in a strong gravity
phase, in which world-volume fluctuations are dominated by the conformal
field. This model possesses exact conformal symmetry as a realization of the
background-metric independence. The conformal symmetry is generated by
15 conformal charges: the Hamiltonian, H , the rotation generators on S3,
RMN , and the charges for the special conformal transformations, QM , and
their conjugates, Q†M . These charges satisfy the conformal algebra [6, 8]:[
QM , Q
†
N
]
= 2δMNH + 2RMN ,
[H,QM ] = −QM ,
[H,RMN ] = [QM , QN ] = 0,
[QM , RM1M2 ] = δMM2QM1 − ǫM1ǫM2δM−M1Q−M2 ,
[RM1M2 , RM3M4 ] = δM1M4RM3M2 − ǫM1ǫM2δ−M2M4RM3−M1
−δM2M3RM1M4 + ǫM1ǫM2δ−M1M3R−M2M4. (1.1)
Explicit forms of the conformal charges for scalar [6], vector [8] and gravita-
tional fields [8, 6] have been constructed.
The conformal invariance imposes strong constraints on the physical states.
The physical states in a non-critical 3-brane must satisfy the conformal in-
1
variance conditions,1
QM |phys〉 = H|phys〉 = RMN |phys〉 = 0. (1.2)
Such states have been constructed in Ref.[8]. In this paper, we further develop
the arguments and give a systematic method to construct and classify the
physical states.
The physical state is divided into sectors of matter fields and gravitational
fields. Here, we consider the scalar and vector fields as matter fields. The
gravitational fields are further decomposed into two sectors: the conformal
mode and the traceless mode. Dynamical fields are mode-expanded in the
spherical tensor harmonics on S3. The standard Fock state created by acting
with a creation mode on a vacuum is an eigenstate of the Hamiltonian be-
longing to a certain representation of the rotation group on S3. However, the
charge for the special conformal transformation, QM , maps a creation mode
to another creation mode belonging to a different representation. There-
fore, this charge yields a strong constraint on the physical states. We seek a
QM -invariant combination of creation modes in each sector. Such an oper-
ator provides a building block of physical states. We have found that apart
from a few creation modes, such a building block is obtained by a particular
combination of the products of two creation modes, and classified as finite
types. Any state satisfying the first conditon in (1.2) is created by acting
with building blocks on a conformally invariant vacuum. The third condition
in (1.2) can be easily satisfied by combining all sectors in a rotation-invariant
way. The Hamiltonian condition is imposed last by adjusting the zero-mode
momentum existing in the conformal field. In this way we can obtain an
infinite number of physical states in a non-critical 3-brane.
This paper is organized as follows. In the next section we briefly review a
world-volume model of a non-critical 3-brane on R×S3 developed in Ref.[8].
We here give mode expansions of dynamical fields, canonical commutation
relations, and explicit forms of the conformal charges and so on. In Sect.3
we discuss conformally coupled scalar fields in detail. Basic ideas on how to
construct and classify physical states in a non-critical 3-brane are given here.
A QM -invariant creation operator with a scalar index is the building block
in this sector. In order to help our intuitive understanding of the structure
1Here, these charges include the ghost sector in the radiation+ gauge discussed in
Appendix F.
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of states, a graphical representation is introduced here. In Sect.4 we develop
an argument for the case of vector fields. We find that there are three types
of building blocks with scalar, vector and rank 2 tensor indices. In Sect.5
we construct building blocks for the traceless mode sector. For gravitational
fields, both positive-metric and negative-metric modes are required to form a
closed conformal algebra. However, no negative-metric modes commute with
the charge QM , and thus these modes are not independent physical modes.
We find that QM -invariant building blocks are given by particular combi-
nations of the products of such positive-metric and negative-metric modes,
apart from the lowest positive-metric mode. They are classified as seven
types with tensor indices up to rank 4. The building blocks for the confor-
mal mode sector are constructed in Sect.6. They are classified as two types
with a scalar index. Because of the existence of the zero mode, the conformal
mode sector is managed separately. Physical states are constructed in Sect.7
by acting with building blocks on a conformally invariant vacuum in such
a way that the conditions for the Hamiltonian and the rotation generators
in Eqs.(1.2) are satisfied. The physical states up to level 6 are constructed
explicitly. Sect.8 is devoted to conclusions and a discussion.
2 A World-Volume Model of a Non-Critical
3-Brane
In this section we review recent developments on a world-volume model
of a non-critical 3-brane [8].
2.1 Canonical Quantization on R × S3
The world-volume metric is decomposed to the conformal mode, φ, and the
traceless mode, hλν , as
gµν = e2φgˆµλ(δλν + th
λ
ν + · · ·), (2.1)
with tr(h) = 0, and gˆµν is the background metric. In this paper we use the
R×S3 background with the Lorentzian signature (−1, 1, 1, 1). The traceless
mode, whose field strength is given by the squre of the Weyl tensor divided
by t2, is handled perturbatively in terms of the coupling t, while the con-
formal mode is treated exactly. Recently, it was shown that the pertubative
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expansion in t is renormalizable and asymptotically free [7]. The asymp-
totic freedom implied at very high energies above the Planck mass the Weyl
tensor should vanish, and world-volume fluctuations are dominated by the
conformal mode. The dynamics is described by a four-dimensional conformal
field theory (CFT4). In the following we consider the case of the vanishing
coupling realized at very high energies where mass scales can be neglected.
The action for the conformal mode is induced from the measure, as in
the case of a non-critical string [3]. The four-dimensional counteraction of
the Polyakov-Liouville action in a non-critical string is the Riegert action [5],
given by
S = − b1
(4π)2
∫
d4x
√
−gˆ
{
2φ∆ˆ4φ+ Eˆ4φ
}
, (2.2)
where
√−g∆4 is a conformally invariant 4-th order operator, defined by
∆4 = ✷
2 + 2Rµν∇µ∇ν − 23R✷ + 13(∇µR)∇µ, and E4 = G4 − 23✷R and
G4 is the Euler density. This action is related to the conformal anomaly
proportional to the Euler density. The coefficient b1 has been calculated as
b1 =
1
360
(
NX +
11NW
2
+ 62NA
)
+ 769
180
, where NX , NW and NA are the number
of conformal scalar fields, Weyl fermions and gauge fields, respectively.
The kinetic term of the traceless mode is given by the linearized form of
the Weyl action, which is invariant under a gauge transformation, δξhµν =
∇ˆµξν+∇ˆνξµ−12 gˆµν∇ˆλξλ.2To quantize the traceless mode, we take the radiation+
gauge [8],
h00 = ∇ˆihi0 = ∇ˆihi j = 0,
2More precisely, the diffeomorphism transformation, δξgµν = gνλ∇µξλ + gµλ∇νξλ, is
decomposed into the transformation of the conformal mode, δξφ = ξ
λ∂λφ +
1
4
∇ˆλξλ, and
that of the traceless mode expanded by the coupling as
δξhµν =
1
t
(
∇ˆµξν + ∇ˆνξµ − 1
2
gˆµν∇ˆλξλ
)
+ξλ∇ˆλhµν + 1
2
hµλ
(
∇ˆνξλ − ∇ˆλξν
)
+
1
2
hνλ
(
∇ˆµξλ − ∇ˆλξµ
)
+ o(t),
where ξµ = gˆµνξ
ν . The linearized Weyl action is invariant under the lowest term of
this transformation, δξhµν , and therefore we write here only this term, in which ξ/t is
replaced by ξ. It is worth commenting that in the case that ξµ are the conformal Killing
vectors, the lowest term of the transformation vanishes, and thus the next order terms
become effective, even in the linearized model. This transformation is the conformal
transformation discussed in the text.
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h 0i1
2
= 0, (2.3)
where h 0i1/2 is the lowest mode of h
0i in the spherical-harmonics expansion
defined below. In this gauge, the space of the residual gauge symmetry
becomes equivalent to that spanned by conformal Killing vectors on R×S3.
A world-volume model of a non-critical 3-brane coupled to the conformal
scalar and vector fields is considered here. For the vector field, the radiation
gauge, A0 = ∇ˆiAi = 0, is taken. The action on R × S3 in the radiation+
gauge is given by
ICFT =
∫
dt
∫
S3
d3x
√
γˆ
{
− 2b1
(4π)2
φ
(
∂4t − 2∇ˆ2∂2t + ∇ˆ4 + 4∂2t
)
φ
−1
2
hi j
(
∂4t − 2∇ˆ2∂2t + ∇ˆ4 + 8∂2t − 4∇ˆ2 + 4
)
h
j
i
+h0i
(
∇ˆ2 + 2
) (
−∂2t + ∇ˆ2 − 2
)
h0i
+
1
2
X
(
−∂2t + ∇ˆ2 − 1
)
X
+
1
2
Ai
(
−∂2t + ∇ˆ2 − 2
)
Ai
}
, (2.4)
where ∇ˆ2 = ∇ˆi∇ˆi is the Laplacian on S3. The background metric is parametrized
as in (A.1), in which the radius of S3 is taken to be unity. Here and hence-
forth, t denotes the time, not the traceless mode coupling.
Since the model is conformally invariant, we could take any conformal
background. The advantages that we use the R × S3 background are that
mode expansions of higher-derivative gravitational fields have quite simple
forms, and then canonical commutation relations of these modes become
diagonal. Furthermore, we can use the properties of Clebsch-Gordan coeffi-
cients because the isometry group of S3 is SO(4) = SU(2)× SU(2).
Dynamical fields are expanded in symmetric-traceless-transverse (ST2)
spherical tensor harmonics [12, 10, 8]. The ST2 tensor harmonics of rank n
are classified using the (J + εn, J − εn) representation of SU(2)× SU(2) for
each sign of εn = ±n2 . They are, denoted by Y i1···inJ(Mεn), the eigenfunction of
the Laplacian on S3,
∇ˆ2Y i1···inJ(Mεn) = {−2J(2J + 2) + n}Y i1···inJ(Mεn), (2.5)
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where J (≥ n
2
) takes integer or half-integer values, and M = (m,m′) repre-
sents the multiplicity for εn, which takes the following values:
m = −J − εn, − J − εn + 1, · · · , J + εn − 1, J + εn,
m′ = −J + εn, − J + εn + 1, · · · , J − εn − 1, J − εn. (2.6)
Thus, the multiplicity of the ST2 tensor harmonic of rank n is given by the
product of the left and right SU(2) multiplicities, (2(J+εn)+1)(2(J−εn)+1),
for each sign of εn, and thus it is totally 2(2J +n+1)(2J − n+1) for n ≥ 1.
For n = 0, the multiplicity is given by (2J + 1)2. The explicit forms of the
ST2 tensor harmonics of any rank are given in Ref.[8]. They are normalized
as ∫
S3
dΩ3Y
i1···in∗
J1(M1ε1n)
Yi1···inJ2(M2ε2n) = δJ1J2δM1M2δǫ1nε2n, (2.7)
where
Y i1···in∗J(Mεn) = (−1)nǫMY i1···inJ(−Mεn). (2.8)
Below, we use the following parametrizations for the tensor indices up to
rank 4:
ε0 = 0, ε1 = y = ±1
2
, ε2 = x = ±1, ε3 = z = ±3
2
, ε4 = w = ±2.
(2.9)
From the CFT4 action (2.4), we can easily obtain the equations of motion
and mode expansions of the dynamical fields. The scalar and vector fields
are expanded as
X =
∑
J≥0
∑
M
1√
2(2J + 1)
{
ϕJMe−i(2J+1)tYJM + ϕ
†
JMe
i(2J+1)tY ∗JM
}
, (2.10)
Ai =
∑
J≥ 1
2
∑
M,y
1√
2(2J + 1)
{
qJ(My)e−i(2J+1)tY iJ(My) + q
†
J(My)e
i(2J+1)tY i∗J(My)
}
.
(2.11)
These fields are normalized such that the canonical commutation relations
become
[ϕJ1M1, ϕ
†
J2M2
] = δJ1J2δM1M2,
[qJ1(M1y1), q
†
J2(M2y2)
] = δJ1J2δM1M2δy1y2, (2.12)
6
where δM1M2 = δm1m2δm′1m′2 .
The mode expansions of gravitational fields are given by
φ =
π
2
√
b1
[
2(qˆ + pˆt)Y00
+
∑
J≥ 1
2
∑
M
1√
J(2J + 1)
{
aJMe−i2JtYJM + a
†
JMe
i2JtY ∗JM
}
+
∑
J≥0
∑
M
1√
(J + 1)(2J + 1)
{
bJMe−i(2J+2)tYJM + b
†
JMe
i(2J+2)tY ∗JM
}]
,
(2.13)
hij =
1
4
∑
J≥1
∑
M,x
1√
J(2J + 1)
{
cJ(Mx)e−i2JtY
ij
J(Mx) + c
†
J(Mx)e
i2JtY
ij∗
J(Mx)
}
+
1
4
∑
J≥1
∑
M,x
1√
(J + 1)(2J + 1)
{
dJ(Mx)e−i(2J+2)tY
ij
J(Mx)
+d†J(Mx)e
i(2J+2)tY
ij∗
J(Mx)
}
, (2.14)
h0i =
1
2
∑
J≥1
∑
M,y
1√
(2J − 1)(2J + 1)(2J + 3)
{
eJ(My)e−i(2J+1)tY iJ(My)
+e†J(My)e
i(2J+1)tY i∗J(My)
}
, (2.15)
where Y00 =
1√
Vol(S3)
= 1√
2π
. The radiation+ gauge (2.3) implies that in the
mode expansion of h0i the lowest mode with J = 1
2
is removed, because this
mode satisfies the equation (∇ˆ2+2)h0i1/2 = 0, and therefore there is no kinetic
term of this mode. The canonical commutation relations of the gravitational
modes are given by
[qˆ, pˆ] = i,[
aJ1M1, a
†
J2M2
]
= −
[
bJ1M1 , b
†
J2M2
]
= δJ1J2δM1M2 ,[
cJ1(M1x1), c
†
J2(M2x2)
]
= −
[
dJ1(M1x1), d
†
J2(M2x2)
]
= δJ1J2δM1M2δx1x2 ,[
eJ1(M1y1), e
†
J2(M2y2)
]
= −δJ1J2δM1M2δy1y2 . (2.16)
Thus, the aJM and cJ(Mx) are positive-metric modes, and the bJM , dJ(Mx)
and eJ(My) are negative-metric modes.
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2.2 Conformal charges on R× S3
Because the conformal field, φ, is quantized exactly without introducing the
coupling constant concerning this field, the model possesses exact conformal
invariance. This conformal symmetry is generated by 15 charges: the Hamil-
tonian, the 6 rotation generators on S3, and the 8 charges for the special
conformal transformations.
The Hamiltonian is given by
H =
1
2
pˆ2 + b1 +
∑
J≥0
∑
M
{2Ja†JMaJM − (2J + 2)b†JMbJM}
+
∑
J≥1
∑
M,x
{2Jc†J(Mx)cJ(Mx) − (2J + 2)d†J(Mx)dJ(Mx)}
−∑
J≥1
∑
M,y
(2J + 1)e†J(My)eJ(My).
+
∑
J≥0
∑
M
(2J + 1)ϕ†JMϕJM
+
∑
J≥ 1
2
∑
M,y
(2J + 1)q†J(My)qJ(My). (2.17)
The rotation generators on S3, RMN , satisfy the relations
RMN = −ǫM ǫNR−N−M , R†MN = RNM , (2.18)
where ǫM = (−1)m−m′ , and the indices, M and N , are the 4 vectors on
SU(2) × SU(2). From these relations only 6 of these generators are in-
dependent. If we parametrize the 4 representation of SU(2) × SU(2) as
{(1
2
, 1
2
), (1
2
,−1
2
), (−1
2
, 1
2
), (−1
2
,−1
2
)} = (1, 2, 3, 4), and identify A+ = R31,
A− = R
†
31, A3 =
1
2
(R11 + R22), B+ = R21, B− = R
†
21 and B3 =
1
2
(R11 −
R22), the closed algebra of RMN in (1.1) can be expressed by the standard
SU(2)× SU(2) algebra, i.e.,
[A+, A−] = 2A3, [A3, A±] = ±A±,
[B+, B−] = 2B3, [B3, B±] = ±B±, (2.19)
and A±,3 and B±,3 commute. The generators A±,3 (B±,3) act on the left
(right) SU(2) index of M = (m,m′) in each mode. Explicit forms of RMN
are given in Ref.[8].
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The most important conformal charges to determine the physical states
are the charges for the special conformal transformations, denoted by QM ,
and their hermite conjugates. For the scalar and vector fields, they are given
by
QM =
∑
J≥0
∑
M1,M2
C
1
2
M
JM1,J+
1
2
M2
√
(2J + 1)(2J + 2)ϕ˜†JM1ϕJ+ 12M2
−∑
J≥ 1
2
∑
M1,y1,M2,y2
D
1
2
M
J(M1y1),J+
1
2
(M2y2)
×
√
(2J + 1)(2J + 2)q˜†J(M1y1)qJ+ 12 (M2y2). (2.20)
For the gravitational fields, they are given by
QM =
(√
2b1 − ipˆ
)
a 1
2
M
+
∑
J≥0
∑
M1,M2
C
1
2
M
JM1,J+
1
2
M2
{
α(J)a˜†JM1aJ+ 1
2
M2
+β(J)b˜†JM1bJ+ 12M2
+γ(J)a˜†
J+ 1
2
M2
bJM1
}
+
∑
J≥1
∑
M1,x1,M2,x2
E
1
2
M
J(M1x1),J+
1
2
(M2x2)
{
α(J)c˜†J(M1x1)cJ+ 12 (M2x2)
+β(J)d˜†J(M1x1)dJ+ 12 (M2x2)
+γ(J)c˜†
J+ 1
2
(M2x2)
dJ(M1x1)
}
+
∑
J≥1
∑
M1,x1,M2,y2
H
1
2
M
J(M1x1);J(M2y2)
{
A(J)c˜†J(M1x1)eJ(M2y2)
+B(J)e˜†J(M2y2)dJ(M1x1)
}
+
∑
J≥1
∑
M1,y1,M2,y2
D
1
2
M
J(M1y1),J+
1
2
(M2y2)
C(J)e˜†J(M1y1)eJ+ 12 (M2y2).(2.21)
Here, C, D, E and H are the SU(2) × SU(2) Clebsch-Gordan coefficients,
defined in Appendix B. The modes with the tilde are defined by:
ϕ˜JM = ǫMϕJ−M ,
q˜J(My) = ǫMqJ(−My),
9
a˜JM = ǫMaJ−M , b˜JM = ǫMbJ−M ,
c˜J(Mx) = ǫMcJ(−Mx), d˜J(Mx) = ǫMdJ(−Mx), e˜J(My) = ǫMeJ(−My),(2.22)
where ǫM = (−1)m−m′ . The coefficients are given by:
α(J) =
√
2J(2J + 2),
β(J) = −
√
(2J + 1)(2J + 3),
γ(J) = 1,
A(J) =
√
4J
(2J − 1)(2J + 3) , (2.23)
B(J) =
√√√√ 2(2J + 2)
(2J − 1)(2J + 3) ,
C(J) =
√√√√(2J − 1)(2J + 1)(2J + 2)(2J + 4)
2J(2J + 3)
.
These conformal charges satisfy the closed algebra (1.1).
3 Building Blocks for Scalar Fields
We first consider the scalar field sector in the physical states. Basic ideas
on how to construct building blocks of physical states in a non-critical 3-brane
are given here.
The standard Fock state created by acting with a creation mode on a
vacuum is an eigenstate of the Hamiltonian. It belongs to a representation
of the rotation group on S3, SU(2) × SU(2). However, the charges for the
special conformal transformations, QM , map a creation mode to another
creation mode belonging to a different representation. Therefore, the QM
conditions in (1.2) are non-trivial, and we must impose them in each sector,
while the H and RMN conditions are imposed last after combining all sectors.
Let us seek creation operators that commute with QM . The commutator
of QM and the creation mode ϕ
†
JM is calculated as
[QM , ϕ˜
†
JM1] =
√
2J(2J + 1)
∑
M2
ǫM1C
1
2
M
J−M1,J− 12M2
ϕ˜
†
J− 1
2
M2
. (3.1)
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Thus, only the lowest mode, ϕ†00, commutes with QM .
Consider creation operators with the scalar index JN , constructed from
the products of two creation modes. The general operator with level H =
2L+ 2 is given by
Φ˜
[2L+2]†
JN =
L∑
K=0
∑
M1,M2
f¯(L,K)CJNL−KM1,KM2ϕ˜
†
L−KM1ϕ˜
†
KM2. (3.2)
An operator without the tilde is defined by Φ
[2L+2]
JN = ǫN Φ˜
[2L+2]
J−N . Because
the property of the SU(2)×SU(2) Clebsch-Gordan coefficient, CJNJ1M1,J2M2 =
CJ−NJ1−M1,J2−M2, andN = M1+M2, such that ǫN = ǫM1ǫM2 , Φ
[2L+2]†
JN is expressed
by (3.2) without the tildes on ϕ†’s. The function f¯ is defined by
f¯(L,K) =
f(L,K)√
(2L− 2K + 1)(2K + 1)
, (3.3)
where f satisfies the symmetric condition
f(L,K) = f(L, L−K). (3.4)
Because of the triangular conditions for the Clebsch-Gordan coefficient of
type C (B.2), this operator exists for J ≤ L.
Here, a graphical representation is introduced to help our intuitive under-
standing of the structure of the physical states. The creation and annihilation
modes are described as
J
= ϕ†JM ,
J
= ϕ˜†JM ,
J
= ϕJM ,
J
= ϕ˜JM .
The SU(2)× SU(2) Clebsch-Gordan coefficients of type C are
11
JJ1 J2
= CJMJ1M1,J2M2,
J
J1 J2
= ǫM2C
JM
J1M1,J2−M2.
Using these graphs, the creation operator (3.2) is expressed as
Φ˜
[2L+2]†
JN =
∑
K f¯(L,K)
J
L−K K.
Also, the conformal charge, QM , is expressed as
QM =
∑
J ρ(J)
1
2
J J +
1
2
,
where ρ(J) =
√
(2J + 1)(2J + 2).
The commutator of QM and the creation operator (3.2) is calculated as
[QM , Φ˜
[2L+2]†
JN ]
=
L∑
K=0
∑
M1,M2
ϕ˜
†
L−K− 1
2
M1
ϕ˜
†
KM2
×∑
S
{
f(L,K)
√
2L− 2K
2K + 1
ǫSC
1
2
M
L−K− 1
2
M1,L−K−SC
JN
L−KS,KM2
+f
(
L,K +
1
2
)√
2K + 1
2L− 2KǫSC
1
2
M
KM2,K+
1
2
−SC
JN
K+ 1
2
S,L−K− 1
2
M1
}
.(3.5)
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This equation is graphically expressed in Fig.1.
[QM , Φ˜
[2L+2]†
JN ]
=
∑
K ρ(L−K − 12)f¯(L,K)
1
2
L−K − 1
2
L−K
J
K
+
∑
K ρ(K − 12)f¯(L,K)
1
2
L−K
K
J
K − 1
2
=
∑
K
{
ρ(L−K − 1
2
)f¯(L,K)
1
2
L−K − 1
2
L−K
J
K
+ρ(K)f¯(L,K + 1
2
)
1
2
L−K − 1
2
K + 1
2
}
J
K
Figure 1: Commutator of the charge, QM , and the operator, Φ˜
[2L+2]†
JN .
Let us seek a function f that makes the r.h.s. of Eq.(3.5) vanish. To
find such a f , crossing relations among the SU(2)× SU(2) Clebsch-Gordan
coefficients of type C are useful. Here, we consider the integral of the product
of four scalar harmonics,
∫
S3
dΩ3Y
∗
1
2
MYJ1M1YJ2M2Y
∗
JN . (3.6)
Using the product expansion
Y ∗1
2
MYJ1M1 =
1√
Vol(S3)
∑
I=J1± 12
∑
S
ǫSC
1
2
M
J1M1,I−SYIS, (3.7)
where the product is taken at the same point, and S = (s, s′), we obtain the
crossing relation (Fig.2)
∑
I=J1± 12
∑
S
ǫSC
1
2
M
J1M1,I−SC
JN
IS,J2M2
=
∑
I=J2± 12
∑
S
ǫSC
1
2
M
J2M2,I−SC
JN
IS,J1M1
. (3.8)
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∑
I
1
2
J1
I
J
J2
=
∑
I
1
2
J1
I
J
J2
Figure 2: Crossing relation (3.8).
Consider relation (3.8) with the values J1 = L −K − 12 and J2 = K. In
this case, the intermediate values, I, are L−K − 1 and L−K for the l.h.s.,
and K− 1
2
and K+ 1
2
for the r.h.s. of this equation. To make the commutator
(3.5) vanish, crossing relations with the intermediate values, L−K andK+ 1
2
,
are required. For the general value of J , this condition is not satisfied. The
crossing relation that we seek is obtained if we take J = L because of the
triangular conditions for the Clebsch-Gordan coefficients of type C (B.2).
Using this crossing relation we find that if f satisfies the recursion relation,
f
(
L,K +
1
2
)
= −2L− 2K
2K + 1
f(L,K), (3.9)
the commutator (3.5) vanishes. By solving this recursion relation, we obtain
f(L,K) = (−1)2K
(
2L
2K
)
(3.10)
up to the L-dependent normalization. Note that this solution satisfies the
equation f(L, L −K) = (−1)2Lf(L,K). However, f must satisfy the sym-
metric condition (3.4). Hence, f is given by Eq.(3.10) for integer L, while f
vanishes for half integer L.
Thus, we find that the creation operators (3.2) commute with QM only
when J = L, and f is given by (3.10), where L is a zero or positive integer.
Hereafter, we express these operators as
Φ˜†LN ≡ Φ˜[2L+2]†LN =
L∑
K=0
∑
M1,M2
(−1)2K√
(2L− 2K + 1)(2K + 1)
(
2L
2K
)
×CLNL−KM1,KM2ϕ˜†L−KM1ϕ˜†KM2. (3.11)
If we impose Z2 symmetry, X ↔ −X , the operator (ϕ†00)n with odd n is
excluded, while that with even n is generated from Φ†00 = (ϕ
†
00)
2.
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rank of tensor index 0
creation op. Φ†LN
level (L ∈ Z≥0) 2L+ 2
Table 1: Building blocks in the scalar field sector.
These operators, Φ†LN , provide building blocks of phyical states in the
scalar field sector. Any state satisfying the QM -invariance condition is cre-
ated by these operators. It is a Hamiltonian eigenstate belonging to a certain
representation of the rotation group on S3. The rotation invariant state is
obtained by contracting out all scalar indices, N , using the SU(2)× SU(2)
Clebsch-Gordan coefficients. For example, such invariant combinations are
constructed as (Fig.3)∑
N
Φ˜†LNΦ
†
LN |0〉,
∑
N1,N2,N3
CL3N3L1N1,L2N2Φ
†
L3N3Φ˜
†
L1N1Φ˜
†
L2N2 |0〉, (3.12)
where |0〉 indicates the standard Fock vacuum.
Φ†
L
Φ† |0〉 L3
Φ†
L1
Φ†
L2
Φ†
|0〉
Figure 3: Examples for the QM and RMN invariant states in the scalar field
sector. The circles with Φ† inside denotes the creation operators, Φ†. The
arrow is defined as in the case of creation modes ϕ†.
In this way, an infinite number of states can be constructed from the
building blocks, Φ†LN . These states are graphically represented by tree dia-
grams in which the operators are connected using the Clebsch-Gordan coef-
ficients. Using crossing relations, we can deform any type of tree diagram to
a comb-type tree diagram in Fig.4. Loop diagrams also reduce to tree dia-
grams due to the properties of the Clebsch-Gordan coefficients [13]. Thus, we
can deform any type of connected diagram to the comb-type tree diagram.
Therefore, all QM -invariant states will be classified by the comb-type tree
diagrams constructed from the building blocks, Φ†LN , with integer L.
Here, we consider states restricted within the scalar field sector. In gen-
eral, the RMN condition should be imposed last after all sectors are combined.
15
Φ†
Ln
Ln−1
Φ†
· · · · L3
Φ†
L2
Φ†
L1
Φ†
|0〉.
Figure 4: A state represented by a comb-type tree diagram. We here omit
the arrow because we can turn its direction to the opposite using the
properties of the Clebsch-Gordan coefficients, and thus it is not essential.
4 Building Blocks for Vector Fields
Next, we consider the vector field sector. The commutator of the charge
QM and the creation mode q˜
†
J(My) is given by
[QM , q˜
†
J(M1y1)
] = −
√
2J(2J + 1)
∑
M2,y2
ǫM1D
1
2
M
J(−M1y1),J− 12 (M2y2)
q˜
†
J− 1
2
(M2y2)
.
(4.1)
Thus, the lowest mode, q†1
2
(My)
, is the only creation mode that commutes
with QM .
As in the case of the scalar field, we seek the QM -invariant creation op-
erators constructed from the product of two creation modes. For the vector
field, we must consider creation operators with scalar, vector and rank 2 ten-
sor indices. The general forms of such creation operators with level 2L + 2
are given by
Ψ˜
[2L+2]†
JN = −
L− 1
2∑
K= 1
2
∑
M1,y1,M2,y2
f¯0(L,K)D
JN
L−K(M1y1),K(M2y2)q˜
†
L−K(M1y1)q˜
†
K(M2y2)
,
(4.2)
S,AΞ˜
[2L+2]†
J(Ny) = −
L− 1
2∑
K= 1
2
∑
M1,y1,M2,y2
f¯1(L,K)
S,AV
J(Ny)
L−K(M1y1),K(M2y2)q˜
†
L−K(M1y1)q˜
†
K(M2y2)
,
(4.3)
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Υ˜
[2L+2]†
J(Nx) = −
L− 1
2∑
K= 1
2
∑
M1,y1,M2,y2
f¯2(L,K)F
J(Nx)
L−K(M1y1),K(M2y2)q˜
†
L−K(M1y1)q˜
†
K(M2y2)
.
(4.4)
These operators without the tilde are defined by the relations Ψ˜
[2L+2]
JN =
ǫNΨ
[2L+2]
J−N , Ξ˜
[2L+2]
J(Ny) = ǫNΞ
[2L+2]
J(−Ny) and Υ˜
[2L+2]
J(Nx) = ǫNΥ
[2L+2]
J(−Nx). The functions f¯n,
with n = 0, 1, 2, are defined by
f¯n(L,K) =
fn(L,K)√
(2L− 2K + 1)(2K + 1)
, (4.5)
where fn satisfy the symmetric conditions
fn(L, L−K) = fn(L,K). (4.6)
The new SU(2) × SU(2) Clebsch-Gordan coefficients of types S,AV and F
are defined by
SV
J(My)
J1(M1y1),J2(M2y2)
=
√
Vol(S3)
∫
S3
∇ˆ(iY j)∗J(My)YiJ1(M1y1)YjJ2(M2y2), (4.7)
AV
J(My)
J1(M1y1),J2(M2y2)
=
√
Vol(S3)
∫
S3
∇ˆ[iY j]∗J(My)YiJ1(M1y1)YjJ2(M2y2), (4.8)
F
J(Mx)
J1(M1y1),J2(M2y2)
=
√
Vol(S3)
∫
S3
Y
ij∗
J(Mx)YiJ1(M1y1)YjJ2(M2y2). (4.9)
Graphically, these operators are expressed as
Ψ
[2L+2]†
JN =
∑
K f¯0(L,K)
J
L−K K
Ξ
[2L+2]†
J(Ny) =
∑
K f¯1(L,K)
J
L−K K
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Υ
[2L+2]†
J(Nx) =
∑
K f¯2(L,K)
J
L−K K
The wavy and spiral lines indicate the vector and rank 2 tensor indices,
respectively. The vertices denote the SU(2)× SU(2) Clebsch-Gordan coeffi-
cients of types, D, V and F, respectively. Each line has an arrow, but it is
omitted here. It can be easily recovered.
First, consider the creation operator with scalar index (4.2). Because of
the triangular conditions of type D (B.4), this operator exists for J ≤ L.
The commutator of this operator and QM is calculated as
[QM , Ψ˜
[2L+2]†
JN ]
= −
L− 1
2∑
K= 1
2
∑
M1,y1
∑
M2,y2
q˜
†
L−K− 1
2
(M1y1)
q˜
†
K(M2y2)
×∑
V,y
{
f0(L,K)
√
2L− 2K
2K + 1
ǫVD
1
2
M
L−K− 1
2
(M1y1),L−K(−V y)D
JN
L−K(V y),K(M2y2)
+f0
(
L,K +
1
2
)√
2K + 1
2L− 2KǫVD
1
2
M
K(M2y2),K+
1
2
(−V y)D
JN
K+ 1
2
(V y),L−K− 1
2
(M1y1)
}
.
(4.10)
Therefore, according to the procedure developed in Sect.3, we seek a crossing
relation that consists of only the typeD coefficients in order to find a function
f0 that makes the r.h.s. of this commutator vanish.
Consider the integral of the product of two scalar and two vector har-
monics, ∫
S3
dΩ3Y
∗
1
2
MY
i
J1(M1y1)YiJ2(M2y2)Y
∗
JN . (4.11)
From the product expansion,
Y ∗1
2
MY
i
J1(M1y1)
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= − 1√
Vol(S3)
∑
I=J1± 12
∑
V,y
ǫVD
1
2
M
J1(M1y1),I(−V y)Y
i
I(V y)
+
1√
Vol(S3)
∑
I=J1
∑
S
1
2I(2I + 2)
ǫSG
1
2
M
J1(M1y1);I−S∇ˆiYIS, (4.12)
we obtain the crossing relation (Fig.5)
∑
I=J1± 12
∑
V,y
ǫVD
1
2
M
J1(M1y1),I(−V y)D
JN
I(V y),J2(M2y2)
− ∑
I=J1
∑
S
1
2I(2I + 2)
ǫSG
1
2
M
J1(M1y1);I−SG
JN
J2(M2y2);IS
= [J1(M1y1)↔ J2(M2y2)]. (4.13)
1
2
J1
J1 ± 12
J
J2
+
1
2
J1
J1
J
J2
= [J1 ↔ J2]
Figure 5: The crossing relation (4.13).
Substituting the values J1 = L − K − 12 and J2 = K into this crossing
relation , we find that the intermediate values, I, are restricted to be L−K−1
and L−K (K± 1
2
) for the D ·D part in the l.h.s. (r.h.s.), and L−K− 1
2
(K)
for theG·G part in the l.h.s. (r.h.s.), respectively. The crossing relation that
we seek is that in which the D ·D part in the l.h.s. (r.h.s.) has intermediate
values of L−K (K + 1
2
), and the G ·G parts vanish. These conditions are
satisfied only when J = L, because the triangular conditions of type D (B.4)
and type G (B.8) read
DLNL−K−1(V y),K(M2y2) = D
LN
K− 1
2
(V y),L−K− 1
2
(M1y1)
= 0, (4.14)
GLNK(M2y2);L−K− 12S
= GLNL−K− 1
2
(M1y1);KS
= 0. (4.15)
Using this crossing relation, we find that the commutator (4.10) vanishes if
the function f0 satisfies the same recursion relation to f (3.9) in the scalar
field sector, and hence
f0(L,K) = f(L,K), (4.16)
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where f is given by Eq.(3.10), and L is an integer in order to satisfy the
symmetric condition (4.6).
Thus, we obtain a creation operator with scalar index that commutes
with QM as
Ψ˜†LN ≡ Ψ˜[2L+2]†LN =
L− 1
2∑
K= 1
2
∑
M1,y1,M2,y2
(−1)2K+1√
(2L− 2K + 1)(2K + 1)
(
2L
2K
)
×DLNL−K(M1y1),K(M2y2)q˜†L−K(M1y1)q˜†K(M2y2), (4.17)
with integer L(≥ 2). Here, L = 1 is trivial because [QM , q†1
2
(My)
] = 0, and
therefore it is removed.
In the same way, we can obtain a QM -invariant creation operator with
rank 2 tensor index. The triangular conditions of the type F coefficient (4.9)
can be obtained from the expression
F
J(Mx)
J1(M1y1),J2(M2y2)
∝ CJ+xmJ1+y1m1,J2+y2m2CJ−xm
′
J1−y1m′1,J2−y2m′2 , (4.18)
and thus this coefficient is non-vanishing for
J ≤ J1 + J2, (4.19)
with integer J + J1 + J2, where the equality is saturated only when x, y1, y2
have the same sign. Therefore, the creation operator (4.4) exists for J ≤ L.
The commutator of this operator and QM is calculated as
[QM , Υ˜
[2L+2]†
J(Nx) ] = −
L− 1
2∑
K= 1
2
∑
M1,y1
∑
M2,y2
q˜
†
L−K− 1
2
(M1y1)
q˜
†
K(M2y2)
×∑
V,y
{
f2(L,K)
√
2L− 2K
2K + 1
ǫVD
1
2
M
L−K− 1
2
(M1y1),L−K(−V y)F
J(Nx)
L−K(V y),K(M2y2)
+f2
(
L,K +
1
2
)√
2K + 1
2L− 2KǫVD
1
2
M
K(M2y2),K+
1
2
(−V y)F
J(Nx)
K+ 1
2
(V y),L−K− 1
2
(M1y1)
}
.
(4.20)
The crossing relation that we need in this case is obtained from the inte-
gral ∫
S3
dΩ3Y
∗
1
2
MY
i
J1(M1y1)
Y
j
J2(M2y2)
Y ∗ijJ(Nx) (4.21)
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as (Fig.6) ∑
I=J1± 12
∑
V,y
ǫVD
1
2
M
J1(M1y1),I(−V y)F
J(Nx)
I(V y),J2(M2y2)
+
∑
I=J1
∑
S
1
2I(2I + 2)
G
1
2
M
J1(M1y1);IS
ǫNH
IS
J(−Nx);J2(M2y2)
= [J1(M1y1)↔ J2(M2y2)], (4.22)
where the product expansion (4.12) is used.
1
2
J1
J1 ± 12
J
J2
+
1
2
J1
J1
J
J2
= [J1 ↔ J2]
Figure 6: Crossing relation (4.22).
The necessary condition for the commutator (4.20) to vanish is now that
there is a crossing relation with J1 = L−K − 12 and J2 = K that consists of
only the D · F part with the intermediate value I = L −K (K + 1
2
) in the
l.h.s. (r.h.s.) of (4.22). If we take J = L, we obtain the required relation,
because the triangular conditions of type F (4.19) and type H (B.10) read
F
L(Nx)
L−K−1(V y),K(M2y2) = F
L(Nx)
K− 1
2
(V y),L−K− 1
2
(M1y1)
= 0, (4.23)
H
L−K− 1
2
S
L(Nx);K(M2y2)
= HKSL(Nx);L−K− 1
2
(M1y1)
= 0. (4.24)
Using this crossing relation, we find that f2 must also satisfy the same recur-
sion relation to f in order that the commutator (4.20) vanishes. Thus, we
obtain
f2(L,K) = f(L,K), (4.25)
where L is an integer in order to satisfy the symmetric condition (4.6).
Thus, the QM -invariant creation operator with rank 2 tensor index is
given by
Υ˜†L(Nx) ≡ Υ˜[2L+2]†L(Nx) =
L− 1
2∑
K= 1
2
∑
M1,y1
∑
M2,y2
(−1)2K+1√
(2L− 2K + 1)(2K + 1)
(
2L
2K
)
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×FL(Nx)L−K(M1y1),K(M2y2)q˜†L−K(M1y1)q˜†K(M2y2), (4.26)
with integer L(≥ 2).
Next, consider the creation operators with vector index (4.3). The com-
mutators of QM and these operator are given by expression (4.10) with
the quantities f0, D
J
L−K,K and D
J
K+ 1
2
,L−K− 1
2
replaced by f1,
S,AVJL−K,K and
S,AVJ
K+ 1
2
,L−K− 1
2
, respectively. Thus, the necessary conditions for these com-
mutators to vanish are that there are crossing relations that consist of only
the D · S,AV parts.
Consider the following integrals:∫
S3
dΩ3Y
∗
1
2
MY
i
J1(M1y1)
Y
j
J2(M2y2)
∇ˆ(iY ∗j)J(My), (4.27)∫
S3
dΩ3Y
∗
1
2
MY
i
J1(M1y1)Y
j
J2(M2y2)
∇ˆ[iY ∗j]J(My). (4.28)
These integrals give the crossing relations (Fig.7)
∑
I=J1± 12
∑
V,y′
ǫVD
1
2
M
J1(M1y1),I(−V y′)
S,AV
J(Ny)
I(V y′),J2(M2y2)
− ∑
I=J1t
∑
S
1
2I(2I + 2)
ǫSG
1
2
M
J1(M1y1);I−S
S,AU
J(Ny)
J2(M2y2);IS
= [J1(M1y1)↔ J2(M2y2)], (4.29)
where
SU
J(My)
J1(M1y1);J2M2
=
√
Vol(S3)
∫
S3
dΩ3∇ˆ(iY j)∗J(My)YiJ1(M1y1)∇ˆjYJ2M2,(4.30)
AU
J(My)
J1(M1y1);J2M2
=
√
Vol(S3)
∫
S3
dΩ3∇ˆ[iY j]∗J(My)YiJ1(M1y1)∇ˆjYJ2M2.(4.31)
1
2
J1
J1 ± 12
S,A
J
J2
+
1
2
J1
J1
S,A
J
J2
= [J1 ↔ J2]
Figure 7: Crossing relations (4.29).
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Here, the triangular conditions for the Clebsch-Gordan coefficients of
types S,AV and S,AU are obtained from expression (C.1). From the expression
S,AV
J(My)
J1(M1y1),J2(M2y2)
∝ CJ+ymJ1+y1m1,J2+y2m2CJ−ym
′
J1−y1m′1,J2−y2m′2 , (4.32)
this coefficient is non-vanishing for
J ≤ J1 + J2 − 1
2
, (4.33)
with half integer J + J1 + J2. Also, from the expression
S,AU
J(My)
J1(M1y1);J2M2
∝ CJ+ymJ1+y1m1,J2m2CJ−ym
′
J1−y1m′1,J2m′2 , (4.34)
we obtain the non-vanishing condtion for this coefficient as
J ≤ J1 + J2, (4.35)
with integer J + J1 + J2. The equality in (4.35) is saturated only at y = y1.
In order that the QM invariant operator of type (4.3) exists, it is required
that there is a crossing relation with J1 = L−K− 12 and J2 = K that consists
of only the D · S,AV parts with the intermediate values L − K and K + 1
2
in the l.h.s. and r.h.s. of (4.29), respectively. The problem of finding such a
crossing relation is to find a quantity J satisfying the following conditions:
S,AV
J(Ny)
L−K(V y′),K(M2y2) 6= 0, S,AV
J(Ny)
L−K−1(V y′),K(M2y2) = 0, (4.36)
and
S,AU
J(Ny)
K(M2y2);L−K− 12S
= 0. (4.37)
From inequality (4.33), the conditions (4.36) are satisfied only when J =
L − 1
2
. However, because of the triangular condition for S,AU (4.35), this
value does not satisfy the second condition (4.37). Thus, we cannot make
the G · U parts in the relation (4.29) vanish. Consequently, we find that
there is no QM -invariant creation operator with vector index of type (4.3).
Therefore, the only building block with vector index is given by the lowest
vector mode, q†1
2
(Ny)
.
Finaly, we briefly show that there is no other QM -invariant creation op-
erators with tensor index of higher rank, n. Such a operator is obtained by
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replacing the Clebsch-Gordan coefficients of type D in expression (4.2) with
the genralized one, nD, defined in Appendix C. As in the previous argument,
the necessary condition for the commutator of this operator and QM to van-
ish is that there is a crossing relation that consists of the only D · nD parts.
The crossing relation with such D · nD terms is given by the type III relation
(E.8) derived in Appendix E. However, for n ≥ 3, because of the triangu-
lar conditions of type nH (C.6) and type nG (C.9), this relation does not
close only within the D · nD parts. Thus, there is no QM -invariant creation
operator with index of rank n ≥ 3.
The two types of creation operators, Ψ†LN (4.17) and Υ
†
L(Nx) (4.26), and
the lowest creation mode, q†1
2
(Ny)
, provide the building blocks of physical
states in the vector field sector. They are summarized in Table 2. Any
QM -invariant Hamiltonian eigenstate belonging to a certain representation
of RMN will be constructed from these operators, using the SU(2)× SU(2)
Clebsch-Gordan coefficients. As in the case of the scalar field sector, such a
state will be classified by the comb-type tree diagram.
rank of tensor index 0 1 2
creation op. Ψ†LN q
†
1
2
(Ny)
Υ†L(Nx)
level (L ∈ Z≥2) 2L+ 2 2 2L+ 2
Table 2: Building blocks in the vector field sector.
5 Building Blocks for Gravitational Traceless
Fields
In this section, we construct and classify building blocks for the traceless
mode sector. The commutators of QM and the traceless modes are given by:
[QM , c˜
†
J(M1x1)
] = α
(
J − 1
2
) ∑
M2,x2
ǫM1E
1
2
M
J(−M1x1),J− 12 (M2x2)
c˜
†
J− 1
2
(M2x2)
,(5.1)
[QM , d˜
†
J(M1x1)
] = −γ(J) ∑
M2,x2
ǫM1E
1
2
M
J(−M1x1),J+ 12 (M2x2)
c˜
†
J+ 1
2
(M2x2)
−β
(
J − 1
2
) ∑
M2,x2
ǫM1E
1
2
M
J(−M1x1),J− 12 (M2x2)
d˜
†
J− 1
2
(M2x2)
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−B(J) ∑
M2,y2
ǫM1H
1
2
M
J(−M1x1);J(M2y2)e˜
†
J(M2y2)
, (5.2)
[QM , e˜
†
J(M1y1)
] = −A(J) ∑
M2,x2
ǫM1H
1
2
M
J(M2x2);J(−M1y1)c˜
†
J(M2x2)
−C
(
J − 1
2
) ∑
M2,y2
ǫM1D
1
2
M
J(−M1y1),J− 12 (M2y2)
e˜
†
J− 1
2
(M2y2)
.(5.3)
The only QM -invariant mode is the lowest rank 2 tensor creation mode with
a positive metric, c†1(Mx). No negative-metric creation modes, d
† and e†,
commute with QM .
Let us consider creation operators with tensor index (Nεn) of rank n. We
here need operators with index up to rank 4. The general form of such a
creation operator with level H = 2L constructed from the products of two
creation modes is given by
O˜
[2L]†
J(Nεn)
=
L−1∑
K=1
∑
M1,x1
∑
M2,x2
x¯n(L,K)
nE
J(Nεn)
L−K(M1x1),K(M2,x2)c˜
†
L−K(M1x1)c˜
†
K(M2x2)
+
L−2∑
K=1
∑
M1,x1
∑
M2,x2
y¯n(L,K)
nE
J(Nεn)
L−K−1(M1x1),K(M2,x2)d˜
†
L−K−1(M1x1)c˜
†
K(M2x2)
+
L−3∑
K=1
∑
M1,x1
∑
M2,x2
z¯n(L,K)
nE
J(Nεn)
L−K−2(M1x1),K(M2,x2)d˜
†
L−K−2(M1x1)d˜
†
K(M2x2)
+
L− 3
2∑
K=1
∑
M1,x1
∑
M2,y2
w¯n(L,K)
nH
J(Nεn)
L−K− 1
2
(M1x1);K(M2,y2)
c˜
†
L−K− 1
2
(M1x1)
e˜
†
K(M2y2)
+
L− 5
2∑
K=1
∑
M1,x1
∑
M2,y2
u¯n(L,K)
nH
J(Nεn)
L−K− 3
2
(M1x1);K(M2,y2)
d˜
†
L−K− 3
2
(M1x1)
e˜
†
K(M2y2)
+
L−2∑
K=1
∑
M1,y1
∑
M2,y2
v¯n(L,K)
nD
J(Nεn)
L−K−1(M1y1),K(M2,y2)e˜
†
L−K−1(M1y1)e˜
†
K(M2y2)
,
(5.4)
where new Clebsch-Gordan coefficients, nE, nH, nD, are defined in Appendix
C, and also their non-vanishing conditions used in this section are summa-
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rized there. The unknown functions are defined as
x¯n(L,K) =
xn(L,K)√
(2L− 2K + 1)(2K + 1)
, (5.5)
y¯n(L,K) =
yn(L,K)√
(2L− 2K − 1)(2K + 1)
, (5.6)
z¯n(L,K) =
zn(L,K)√
(2L− 2K − 3)(2K + 1)
, (5.7)
w¯n(L,K) =
wn(L,K)√
(2L− 2K)(2K + 1)
, (5.8)
u¯n(L,K) =
un(L,K)√
(2L− 2K − 2)(2K + 1)
, (5.9)
v¯n(L,K) =
vn(L,K)√
(2L− 2K − 1)(2K + 1)
. (5.10)
Here, xn, zn and vn satisfy the following symmetric conditions:
xn(L,K) = xn(L, L−K), (5.11)
zn(L,K) = zn(L, L−K − 2), (5.12)
vn(L,K) = vn(L, L−K − 1). (5.13)
The commutator of QM and this creation operator is computed as
[QM , O˜
[2L]†
J(Nεn)
]
=
L− 3
2∑
K=1
∑
M1,x1
∑
M2,x2
c˜
†
L−K− 1
2
(M1x1)
c˜
†
K(M2x2)
×
[
2x¯n(L,K)α
(
L−K − 1
2
)∑
T,x
ǫTE
1
2
M
L−K− 1
2
(M1x1),L−K(−Tx)
×nEJ(Nεn)L−K(Tx),K(M2x2)
−y¯n(L,K)γ(L−K − 1)
∑
T,x
ǫTE
1
2
M
L−K− 1
2
(M1x1),L−K−1(−Tx)
×nEJ(Nεn)L−K−1(Tx),K(M2x2)
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−w¯n(L,K)A(K)
∑
V,y
ǫVH
1
2
M
K(M2x2);K(−V y)
nH
J(Nεn)
L−K− 1
2
(M1x1);K(V y)
]
+
L− 7
2∑
K=1
∑
M1,x1
∑
M2,x2
d˜
†
L−K− 5
2
(M1x1)
d˜
†
K(M2x2)
×
[
−2z¯n(L,K)β
(
L−K − 5
2
)∑
T,x
ǫTE
1
2
M
L−K− 5
2
(M1x1),L−K−2(−Tx)
×nEJ(Nεn)L−K−2(Tx),K(M2x2)
]
+
L− 5
2∑
K=1
∑
M1,y1
∑
M2,y2
e˜
†
L−K− 3
2
(M1y1)
e˜
†
K(M2y2)
×
[
−u¯n(L,K)B
(
L−K − 3
2
)∑
T,x
ǫTH
1
2
M
L−K− 3
2
(−Tx);L−K− 3
2
(M1y1)
×nHJ(Nεn)L−K− 3
2
(Tx);K(M2y2)
−2v¯n(L,K)C
(
L−K − 3
2
)∑
V,y
ǫVD
1
2
M
L−K− 3
2
(M1y1),L−K−1(−V y)
×nDJ(Nεn)L−K−1(V y),K(M2y2)
]
+
L− 5
2∑
K=1
∑
M1,x1
∑
M2,x2
d˜
†
L−K− 3
2
(M1x1)
c˜
†
K(M2x2)
×
[
−y¯n(L,K)β
(
L−K − 3
2
)∑
T,x
ǫTE
1
2
M
L−K− 3
2
(M1x1),L−K−1(−Tx)
×nEJ(Nεn)L−K−1(Tx),K(M2x2)
+y¯n
(
L,K +
1
2
)
α(K)
∑
T,x
ǫTE
1
2
M
K(M2x2),K+
1
2
(−Tx)
×nEJ(Nεn)K+ 1
2
(Tx),L−K− 3
2
(M1x1)
−2z¯n
(
L,K − 1
2
)
γ
(
K − 1
2
)∑
T,x
ǫTE
1
2
M
K(M2x2),K− 12 (−Tx)
×nEJ(Nεn)K− 1
2
(Tx),L−K− 3
2
(M1x1)
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−u¯n(L,K)A(K)
∑
V,y
ǫVH
1
2
M
K(M2x2);K(−V y)
nH
J(Nεn)
L−K− 3
2
(M1x1);K(V y)
]
+
L−2∑
K=1
∑
M1,x1
∑
M2,y2
c˜
†
L−K−1(M1x1)e˜
†
K(M2y2)
×
[
−y¯n(L, L−K − 1)B(K)
∑
T,x
ǫTH
1
2
M
K(−Tx);K(M2y2)
×nEJ(Nεn)K(Tx),L−K−1(M1x1)
+w¯n(L,K)α(L−K − 1)
∑
T,x
ǫTE
1
2
M
L−K−1(M1x1),L−K− 12 (−Tx)
×nHJ(Nεn)L−K− 1
2
(Tx);K(M2y2)
−w¯n
(
L,K +
1
2
)
C(K)
∑
V,y
ǫVD
1
2
M
K(M2y2),K+
1
2
(−V y)
×nHJ(Nεn)L−K−1(M1x1);K+ 12 (V y)
−u¯n(L,K)γ
(
L−K − 3
2
)∑
T,x
ǫTE
1
2
M
L−K−1(M1x1),L−K− 32 (−Tx)
×nHJ(Nεn)L−K− 3
2
(Tx);K(M2y2)
−2v¯n(L,K)A(L−K − 1)
∑
V,y
ǫVH
1
2
M
L−K−1(M1x1);L−K−1(−V y)
×nDJ(Nεn)L−K−1(V y),K(M2y2)
]
+
L−3∑
K=1
∑
M1,x1
∑
M2,y2
d˜
†
L−K−2(M1x1)e˜
†
K(M2y2)
×
[
−2z¯n(L,K)B(K)
∑
T,x
ǫTH
1
2
M
K(−Tx);K(M2y2)
nE
J(Nεn)
K(Tx),L−K−2(M1x1)
−u¯n(L,K)β(L−K − 2)
∑
T,x
ǫTE
1
2
M
L−K−2(M1x1),L−K− 32 (−Tx)
×nHJ(Nεn)L−K− 3
2
(Tx);K(M2y2)
−u¯n
(
L,K +
1
2
)
C(K)
∑
V,y
ǫVD
1
2
M
K(M2y2),K+
1
2
(−V y)
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×nHJ(Nεn)L−K−2(M1x1);K+ 12 (V y)
]
. (5.14)
In the following, for each n, we seek the functions (xn, yn, zn, wn, un and
vn) that make this commutator vanish.
Building blocks with scalar index (n = 0): Let us first consider the
creation operator with scalar index. Because of the triangular conditions for
the SU(2) × SU(2) Clebsch-Gordan coefficients, this operator vanishes for
J > L. If we take J = L, the only terms with the function x¯0 in the operator
(5.4) survives, because
0E
LN
L−K−1(M1x1),K(M2x2) =
0E
LN
L−K−2(M1x1),K(M2x2) = 0, (5.15)
0H
LN
L−K− 1
2
(M1x1);K(M2y2)
= 0H
LN
L−K− 3
2
(M1x1);K(M2y2)
= 0, (5.16)
0D
LN
L−K−1(M1y1),K(M2y2) = 0. (5.17)
Thus, the only non-vanishing component in the commutator (5.14) is the
first term in the c†c† part.
To find a function x0 that make this term vanish, the crossing relation of
type I (E.4) for n = 0 derived in the Appendix E is used. Consider the case of
J1 = L−K− 12 and J2 = K in this relation. If we take J = L, we obtain the
crossing relation that consists of only the E · 0E part with the intermediate
value I = L − K (K + 1
2
) for the l.h.s (r.h.s.). Using this crossing relation
and the symmetric condition (5.11), we find that the commutator vanishes
if the function satisfies the recursion relation,
x0
(
L,K +
1
2
)
= −
√√√√(2L− 2K − 1)(2L− 2K)
2K(2K + 1)
x0(L,K). (5.18)
Solving this equation, we obtain
x0(L,K) = x(L,K) (5.19)
with
x(L,K) = (−1)2K
√√√√( 2L
2K
)(
2L− 2
2K − 1
)
, (5.20)
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up to the L-dependent normalization. To satisfy the symmetric condition
(5.11), L must be an integer. For a half-integer L, this function vanishes.
Thus, we obtain the QM -invariant creation operator with scalar index,
denoted by A˜†LN , as
A˜
†
LN =
L−1∑
K=1
∑
M1,x1
∑
M2,x2
x¯(L,K)ELNL−K(M1x1),K(M2,x2)c˜
†
L−K(M1x1)c˜
†
K(M2x2)
, (5.21)
with integer L(≥ 3). Here, L = 2 is trivial because [QM , c†1(Mx)] = 0, and
therefore it is removed. The function x¯ is defined as in (5.5), and the defini-
tion 0E = E is used.
Next, we consider the case of J = L− 1. Because
0E
L−1N
L−K−2(M1x1),K(M2x2) = 0, (5.22)
0H
L−1N
L−K− 3
2
(M1x1);K(M2y2)
= 0, (5.23)
the terms with the functions z¯0 and u¯0 vanish. Therefore, the d
†d† and d†e†
terms in the commutator (5.14) trivially vanish, and four terms with the
functions x¯0, y¯0, w¯0 and v¯0, i.e. c
†c†, e†e†, d†c† and c†e†, survive. We first
consider the c†c† term. To find a solution for which this term vanishes, we
use the crossing relation of type I (E.4) for n = 0 with the values J = L− 1,
J1 = L − K − 12 and J2 = K, and the symmetric conditions of x0 (5.11).
We then find that this term vanishes when x0 satisfies the same recursion
relation to Eq.(5.18), so that x0(L,K) = x(L,K), and y0 and w0 satisfy the
equations,
y0(L,K) = y(L,K), (5.24)
w0(L,K) = w(L,K), (5.25)
with
y(L,K) = −2(2L− 2K − 1)x(L,K), (5.26)
w(L,K) = −
√√√√8(2L− 2K − 1)(2L− 2K)
(2K − 1)2K(2K + 3) x(L,K). (5.27)
The condition that the c†e† term vanishes determines the function v0.
Using the already derived functions, y0 = y (5.26) and w0 = w (5.27), and
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the crossing relation of type II (E.6) for n = 0 with J = L−1, J1 = L−K−1
and J2 = K, in which the triangular conditions,
0I
L−1N
L−K−1(M1x1);KM2 = 0 (5.28)
and so on, are taken into account, we find that v0(L,K) = v(L,K) with
v(L,K) = 2
√√√√ (2K + 1)(2L− 2K − 1)
(2K − 1)(2K + 3)(2L− 2K − 3)(2L− 2K + 1)x
(
L,K +
1
2
)
.
(5.29)
The e†e† term now consists of only the D · 0D part. Here, we consider the
crossing relation of type III (E.8) for n = 0 with J = L− 1, J1 = L−K − 32
and J2 = K. We then obtain the relation that consists of only the D and
0D coefficients, because
0D
L−1N
L−K−2(M1y1),K(M2y2) =
0D
L−1N
K− 1
2
(M1y1),L−K− 32 (M2y2) = 0, (5.30)
0H
L−1N
L−K− 3
2
(M1x1);K(M2y2)
= 0H
L−1N
K(M1x1);L−K− 32 (M2y2) = 0, (5.31)
0G
L−1N
L−K− 3
2
(M1y1);KM2
= 0G
L−1N
K(M1y1);L−K− 32M2 = 0. (5.32)
Using this crossing relation and the function v0 = v (5.29), we find that the
e†e† term vanishes.
The d†c† term consists of only the E · 0E part. Using the crossing relation
of type I (E.4) for n = 0 and y0 = y (5.26), we can show that this term
vanishes.
Thus, we obtain another type of QM invariant operator with scalar index,
denoted by A˜†L−1N , as
A˜†L−1N =
L−1∑
K=1
∑
M1,x1
∑
M2,x2
x¯(L,K)EL−1NL−K(M1x1),K(M2,x2)c˜
†
L−K(M1x1)c˜
†
K(M2x2)
+
L−2∑
K=1
∑
M1,x1
∑
M2,x2
y¯(L,K)EL−1NL−K−1(M1x1),K(M2,x2)d˜
†
L−K−1(M1x1)c˜
†
K(M2x2)
+
L− 3
2∑
K=1
∑
M1,x1
∑
M2,y2
w¯(L,K)HL−1N
L−K− 1
2
(M1x1);K(M2,y2)
c˜
†
L−K− 1
2
(M1x1)
e˜
†
K(M2y2)
+
L−2∑
K=1
∑
M1,y1
∑
M2,y2
v¯′(L,K)DL−1NL−K−1(M1y1),K(M2,y2)e˜
†
L−K−1(M1y1)e˜
†
K(M2y2)
,
(5.33)
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with integer L(≥ 3). Here, the definitions 0E = E and 0H = H, and the
relation between D and 0D (D.10) are used. The function v′ is then given
by
v′(L,K) = −1
2
(2K − 1)(2L− 2K − 3)v(L,K). (5.34)
The functions with the bar (y¯, w¯, and v¯′) are defined as in (5.6), (5.8) and
(5.10), respectively.
For J = L − 2, all components in the operator (5.4) contribute. In this
case we find that we cannot make some terms in the commutator (5.14)
vanish. For example, the e†e† term is now given by a combination of the
H · 0H and D · 0D parts. The crossing relation required in this case is of type
III (E.8) for n = 0 with J = L − 2, J1 = L−K − 32 and J2 = K. However,
this relation also includes the non-vanishing G · 0G part, so that we cannot
make this term vanish unless the functions u0 and v0 vanish. From the other
terms in the commutator, these functions must be non-vanishing, and thus
we can show that for J ≤ L − 2, there is no operator that commutes with
the charge QM . Thus, the building blocks with scalar index are given by two
types of the operators, A† and A†.
Building blocks with vector index (n = 1): From the triangular con-
ditions of the Clebsch-Gordan coefficients, the operator with vector index is
non-vanishing for J ≤ L− 1
2
. Let us consider the case of J = L− 1
2
. Because
1E
L− 1
2
(Ny)
L−K−1(M1x1),K(M2x2) =
1E
L− 1
2
(Ny)
L−K−2(M1x1),K(M2x2) = 0, (5.35)
1H
L− 1
2
(Ny)
L−K− 3
2
(M1x1);K(M2y2)
= 0, (5.36)
1D
L− 1
2
(Ny)
L−K−1(M1y1),K(M2y2) = 0, (5.37)
only the terms including the functions x1 and w1 survive. Therefore, the four
terms (d†d†, e†e†, d†c† and d†e†) in the commutator (5.14) vanish trivially.
Using the crossing relations of type I (E.4) and type II (E.6) for n = 1, we
find that the c†c† and c†e† terms vanish when
x1(L,K) = x(L,K), (5.38)
w1(L,K) = w(L,K), (5.39)
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where x and w are given by Eqs.(5.20) and (5.27). Thus, we obtain a building
block with vector index, denoted by B˜†
L− 1
2
(Ny)
, as
B˜
†
L− 1
2
(Ny)
=
L−1∑
K=1
∑
M1,x1
∑
M2,x2
x¯(L,K) 1E
L− 1
2
(Ny)
L−K(M1x1),K(M2,x2)c˜
†
L−K(M1x1)c˜
†
K(M2x2)
+
L− 3
2∑
K=1
∑
M1,x1
∑
M2,y2
w¯(L,K) 1H
L− 1
2
(Ny)
L−K− 1
2
(M1x1);K(M2,y2)
c˜
†
L−K− 1
2
(M1x1)
e˜
†
K(M2y2)
,
(5.40)
with integer L(≥ 3).
For J ≤ L− 3
2
, we find that the operator does not commute with QM , as
discussed before.
Building blocks with rank 2 tensor index (n = 2): The operator
with rank 2 tensor index has non-vanishing components for J ≤ L − 1. For
J = L− 1, because of
2E
L−1(Nx)
L−K−1(M1x1),K(M2,x2) =
2E
L−1(Nx)
L−K−2(M1x1),K(M2,x2) = 0, (5.41)
2H
L−1(Nx)
L−K− 3
2
(M1x1);K(M2,y2)
= 0, (5.42)
the terms with the functions x¯2, w¯2 and v¯2 survive. Therefore, we consider the
three terms c†c†, e†e† and c†e† in the commutator (5.14). As in the case of the
operator A†, using the crossing relations of type I (E.4) and type III (E.8) for
n = 2, we can make the c†c† and e†e† terms vanish when the functions x2, w2
and v2 are given by x (5.20), w (5.27) and v (5.29), respectively. However, we
cannot make the c†e† term vanish because the coresponding type II relation
(E.6) for n = 2 has an extra term including the non-vanishing coefficient
2I
L−1
L−K−1;K contrary to (5.28). Thus, the operator with J = L − 1 does not
commute with QM .
In the same way, we can show that there is no QM -invariant operator
with J ≤ L − 2. Thus, the building block with rank 2 tensor index is the
only lowest positive-metric creation mode,
c
†
1(Nx). (5.43)
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Building blocks with rank 3 tensor index (n = 3): The operator
with rank 3 tensor index has non-vanishing components for J ≤ L − 1
2
. For
J = L− 1
2
, because of
3E
L− 1
2
(Nz)
L−K−1(M1x1),K(M2x2) =
3E
L− 1
2
(Nz)
L−K−2(M1x1),K(M2x2) = 0, (5.44)
3H
L− 1
2
(Nz)
L−K− 3
2
(M1x1);K(M2y2)
= 0, (5.45)
3D
L− 1
2
(Nz)
L−K−1(M1y1),K(M2y2) = 0, (5.46)
the terms with the functions x¯3 and w¯3 survive. Therefore, we consider only
the c†c† and c†e† terms in the commutator (5.14). As in the case of the
operator B†, using the crossing relation of type I (E.4) for n = 3, we find
that the c†c† term vanishes when
x3(L,K) = x(L,K), (5.47)
w3(L,K) = w(L,K), (5.48)
where x and w are given by Eqs.(5.20) and (5.27). Also, using this w3, we
find that the c†e† term vanishes due to the crossing relation of type II (E.6)
for n = 3.
Thus, we obtain a building block with rank 3 tensor index, denoted by
D˜
†
L− 1
2
(Nz)
, as
D˜
†
L− 1
2
(Nz)
=
L−1∑
K=1
∑
M1,x1
∑
M2,x2
x¯(L,K) 3E
L− 1
2
(Nz)
L−K(M1x1),K(M2,x2)c˜
†
L−K(M1x1)c˜
†
K(M2x2)
+
L− 3
2∑
K=1
∑
M1,x1
∑
M2,y2
w¯(L,K) 3H
L− 1
2
(Nz)
L−K− 1
2
(M1x1);K(M2,y2)
c˜
†
L−K− 1
2
(M1x1)
e˜
†
K(M2y2)
,
(5.49)
with integer L(≥ 3).
For J < L− 1
2
, the operator does not commute with QM .
Building blocks with rank 4 tensor index (n = 4): The operator with
rank 4 tensor index has non-vanishing components for J ≤ L. For J = L,
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because of
4E
L(Nw)
L−K−1(M1x1),K(M2x2) =
4E
L(Nw)
L−K−2(M1x1),K(M2x2) = 0, (5.50)
4H
L(Nw)
L−K− 1
2
(M1x1);K(M2y2)
= 4H
L(Nw)
L−K− 3
2
(M1x1);K(M2y2)
= 0, (5.51)
4D
L(Nw)
L−K−1(M1y1),K(M2y2) = 0, (5.52)
the terms with the function x¯4 survive, and therefore we cosider only the
c†c† term in the commutator (5.14). We easily find that, using the crossing
relation of type I (E.4) for n = 4, this term vanishes when
x4(L,K) = x(L,K). (5.53)
Thus, we obtain a building block with rank 4 tensor index, denoted by
E˜
†
L(Nw), as
E˜
†
L(Nw) =
L−1∑
K=1
∑
M1,x1
∑
M2,x2
x¯(L,K) 4E
L(Nw)
L−K(M1x1),K(M2,x2)c˜
†
L−K(M1x1)c˜
†
K(M2x2)
,
(5.54)
with integer L(≥ 3).
For J = L− 1, because of
4E
L−1(Nw)
L−K−2(M1x1),K(M2x2) = 0, (5.55)
4H
L−1(Nw)
L−K− 3
2
(M1x1);K(M2y2)
= 0, (5.56)
4D
L−1(Nw)
L−K−1(M1y1),K(M2y2) = 0, (5.57)
the terms with the functions x¯4, y¯4 and w¯4 survive. Therefore, we consider
the three terms c†c†, d†c† and c†e† in the commutator (5.14). As in the case
of the operator A†, using the crossing relations of type I (E.4) and type II
(E.6) for n = 4 in company with the triangular condition,
4I
L−1(Nw)
L−K−1(M1x1);KM2 = 0, (5.58)
we find that the commutator vanishes when
x4(L,K) = x(L,K), (5.59)
y4(L,K) = y(L,K), (5.60)
w4(L,K) = w(L,K). (5.61)
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Thus, we obtain another type of building block with rank 4 tensor index,
denoted by E˜ †L−1(Nw), as
E˜ †L−1(Nw) =
L−1∑
K=1
∑
M1,x1
∑
M2,x2
x¯(L,K) 4E
L−1(Nw)
L−K(M1x1),K(M2,x2)c˜
†
L−K(M1x1)c˜
†
K(M2x2)
+
L−2∑
K=1
∑
M1,x1
∑
M2,x2
y¯(L,K) 4E
L−1(Nw)
L−K−1(M1x1),K(M2,x2)d˜
†
L−K−1(M1x1)c˜
†
K(M2x2)
+
L− 3
2∑
K=1
∑
M1,x1
∑
M2,y2
w¯(L,K) 4H
L−1(Nw)
L−K− 1
2
(M1x1);K(M2,y2)
c˜
†
L−K− 1
2
(M1x1)
e˜
†
K(M2y2)
,
(5.62)
with integer L(≥ 3).
For J ≤ L − 3, there is no QM -invariant operator with rank 4 tensor
index.
The building blocks in the traceless mode sector are summarized in Table
3. The operators without the tilde are defined by OL(Nεn) = ǫN O˜L(−Nεn).
Any QM -invariant state will be constructed from these building blocks.
rank of tensor index 0 1 2 3 4
creation op. A†LN B
†
L− 1
2
(Ny)
c
†
1(Nx) D
†
L− 1
2
(Nz)
E
†
L(Nw)
A†L−1N E †L−1(Nw)
level (L ∈ Z≥3) 2L 2L 2 2L 2L
Table 3: Building blocks in the traceless mode sector.
6 Building Blocks for the Conformal Field
There is an essential difference between the conformal field and the other
fields, which is that the conformal field has zero modes. The commutators
of QM and the zero modes are given by
[QM , qˆ] = −a 1
2
M , (6.1)
[QM , pˆ] = 0. (6.2)
The commutators with the conformal modes a˜†JM are calculated as[
QM , a˜
†
1
2
M1
]
=
(√
2b1 − ipˆ
)
ǫM1δM,−M1 (6.3)
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and [
QM , a˜
†
JM1
]
= α
(
J − 1
2
)∑
M2
ǫM1C
1
2
M
J−M1,J− 12M2
a˜
†
J− 1
2
M2
(6.4)
for J ≥ 1. Also, the commutators with b˜†JM are given by[
QM , b˜
†
JM1
]
= −γ(J)∑
M2
ǫM1C
1
2
M
J−M1,J+ 12M2
a˜
†
J+ 1
2
M2
−β
(
J − 1
2
)∑
M2
ǫM1C
1
2
M
J−M1,J− 12M2
b˜
†
J− 1
2
M2
(6.5)
for J ≥ 0.
The building blocks are constructed as done in the case of the tracceless
mode. The differences are that we here use the Clebsch-Gordan coefficient
of type C, and we take care on the zero-mode. Then, we find two types of
the building blocks with level H = 2L,
S˜
†
LN =
L− 1
2∑
K= 1
2
∑
M1,M2
x¯(L,K)CLNL−KM1,KM2a˜
†
L−KM1a˜
†
KM2
+χ(pˆ)a˜†LN (6.6)
and
S˜†L−1N =
L− 1
2∑
K= 1
2
∑
M1,M2
x¯(L,K)CL−1NL−KM1,KM2a˜
†
L−KM1a˜
†
KM2
+
L−1∑
K= 1
2
∑
M1,M2
y¯(L,K)CL−1NL−K−1M1,KM2 b˜
†
L−K−1M1a˜
†
KM2
+ψ(pˆ)b˜†L−1N , (6.7)
with integer L(≥ 1). Here, x¯ and y¯ are the same to the functions defined by
Eqs.(5.20) and (5.26) in the traceless-mode sector. The zero-mode dependent
operators, χ and ψ, are given by
χ(pˆ) =
1√
2(2L− 1)(2L+ 1)
(√
2b1 − ipˆ
)
, (6.8)
ψ(pˆ) = −
√
2
(√
2b1 − ipˆ
)
. (6.9)
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The building blocks in the conformal mode sector are summarized in
Table 4. The operators without the tilde are defined by SLN = ǫN S˜L−N and
SLN = ǫN S˜L−N .
rank of tensor index 0
creation op. S†LN
S†L−1N
level (L ∈ Z≥1) 2L
Table 4: Building blocks in the conformal mode sector.
7 Physical States in a Non-critical 3-brane
The physical state annihilated by all conformal charges is a conformally
invariant vacuum, which is uniquely given by
|Ω〉 = e−
√
2b1qˆ|0〉 = e−2b1φ0|0〉, (7.1)
where φ0 indicates the zero mode of the conformal field (2.13), and |0〉 is the
standard Fock vacuum with zero eigenvalue of pˆ that vanishes when annihila-
tion modes act. The physical states are spanned by the Fock space generated
on the conformally invariant vacuum. They must satisfy the conformal in-
variance conditions,
QM |phys〉 = 0 (7.2)
and
(H − 4)|phys〉 = RMN |phys〉 = 0, (7.3)
where −4 comes from the ghost sector discussed in Appendix F, which indi-
cates the number of the dimensions of the world-volume. As in the Gupta-
Bleuler procedure, we do not impose a condition concerning Q†M .
The physical state is now decomposed into four sectors: scalar fields, vec-
tor fields, the traceless mode and the conformal mode. Each sector consists
of the Hamiltonian eigenstates satisfying the condition (7.2). Such states
are constructed from the building blocks derived in the previous sections.
Conditions (7.3) are imposed last after combining all sectors.
First, consider the states that depends only on the zero mode of the
conformal field. Such a state satisfying the QM invariance condition (7.2)
is given by |p,Ω〉 = eipqˆ|Ω〉 = eip
√
2b1φ0|Ω〉. This is the eigenstate of pˆ with
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eigenvalue p+ i
√
2b1. The Hamiltonian condition in (7.3) gives the equation
1
2
(
p+ i
√
2b1
)2
+b1 = 4, so that p has a purely imaginary value, −i α0√2b1 , with
α0 = 2b1
(
1−
√
1− 4
b1
)
. Here, the fact that b1 > 4 is used, and the solution
that α approaches the canonical value, 4, in the classical limit, b1 → ∞, is
selected. This state is, expressed by
eα0φ0 |Ω〉, (7.4)
identified with the cosmological constant.
The general state satisfying the conditions of QM (7.2) and RMN in (7.3)
is constructed by acting with the building blocks on the state |p,Ω〉, in which
all tensor indices are contracted out using the SU(2)×SU(2) Clebsch Gordan
coefficients. This state is denoted by |n, p〉 = Fn(Φ†, · · ·)|p,Ω〉, where n is the
level of Fn. The Hamiltonian condition gives the equation
1
2
(
p+ i
√
2b1
)2
+
b1 + n = 4. Solving this equation, we obtain the physical state
Fn(Φ
†, · · ·)eαnφ0 |Ω〉 (7.5)
with the conformal charge
αn = 2b1
(
1−
√
1− 4− n
b1
)
. (7.6)
Now, we construct the lower level states up to the level 6. For n = 2,
there are two physical states,
Φ†00e
α2φ0|Ω〉 (7.7)
and purely gravitational state
S†00eα2φ0 |Ω〉. (7.8)
The former corresponds to the diffeomorphism invariant field,
∫
d4x
√−gX2,
and the latter is the scalar curvature,
∫
d4x
√−gR.
For n = 4, the physical sates coupled to the matter fields are given by
(
Φ†00
)2 |Ω〉, Φ†00S†00|Ω〉, q˜†1
2
(Ny)
q
†
1
2
(Ny)
|Ω〉, (7.9)
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where α4 = 0 is taken into account. Here and below, the sums of the tensor
indicies are omitted. These states correspond to the diffeomorphism invariant
fields
∫
d4x
√−gX4, ∫ d4x√−gRX2 and the square of the field strength of the
vector field,
∫
d4x
√−gFµνF µν , respectively. Furthermore, there are purely
gravitational states,
c˜
†
1(Nx)c
†
1(Nx)|Ω〉,
(
S†00
)2 |Ω〉, S˜†1NS†1N |Ω〉. (7.10)
The first state corresponds to the square of the Weyl tensor,
∫
d4x
√−gC2µνλσ,
and the second is the square of the scalar curvature,
∫
d4x
√−gR2. The third
is an independent diffeomorphism invariant field other than the first two
fields.
For the level n = 6, we obtain(
Φ†00
)3
eα6φ0 |Ω〉,
(
Φ†00
)2 S†00eα6φ0 |Ω〉,
Φ†00
(
S†00
)2
eα6φ0|Ω〉, Φ†00S˜†1NS†1Neα6φ0 |Ω〉,
Φ˜†1NS
†
1Ne
α6φ0 |Ω〉, Φ†00q˜†1
2
(Ny)
q
†
1
2
(Ny)
eα6φ0|Ω〉,
Φ†00c˜
†
1
2
(Nx)
c
†
1
2
(Nx)
eα6φ0 |Ω〉, q˜†1
2
(Ny)
q
†
1
2
(Ny)
S†00eα6φ0|Ω〉,
D1N1
2
(N1y1),
1
2
(N2y2)
q˜
†
1
2
(N1y1)
q˜
†
1
2
(N2y2)
S
†
1Ne
α6φ0 |Ω〉,
F
1(Nx)
1
2
(N1y1),
1
2
(N2y2)
q˜
†
1
2
(N1y1)
q˜
†
1
2
(N2y2)
c
†
1(Nx)e
α6φ0 |Ω〉,
G1N21
2
(Ny);1N1
q˜
†
1
2
(Ny)
S˜
†
1N1S
†
1N2e
α6φ0 |Ω〉,
H1N3
1(N1x1);
1
2
(N2y2)
q˜
†
1
2
(N2y2)
c˜
†
1(N1x1)
S
†
1N3e
α6φ0 |Ω〉,
1E
1
2
(Ny)
1(N1x1),1(N2x2)
q
†
1
2
(Ny)
c˜
†
1(N1x1)
c˜
†
1(N2x2)
eα6φ0 |Ω〉 (7.11)
and purely gravitational states(
S†00
)3
eα6φ0 |Ω〉, S†00S˜†1NS†1Neα6φ0 |Ω〉,
S˜
†
1NS†1Neα6φ0 |Ω〉, c˜†1(Nx)c†1(Nx)S†00eα6φ0 |Ω〉,
C1N31N1,1N2S˜
†
1N1S˜
†
1N2S
†
1N3e
α6φ0|Ω〉,
I1N21(Nx);1N1 c˜
†
1(Nx)S˜
†
1N1S
†
1N2e
α6φ0|Ω〉.
E1N1(N1x1),1(N2x2)c˜
†
1(N1x1)
c˜
†
1(N2x2)
S
†
1Ne
α6φ0|Ω〉,
2E
1(N3x3)
1(N1x1),1(N2x2)c˜
†
1(N1x1)
c˜
†
1(N2x2)
c
†
1(N3x3)
eα6φ0|Ω〉, (7.12)
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In the same way we can also construct higher level states, but the classifica-
tion of them becomes complicated.
8 Conclusions and Discussion
In this paper we systematically constructed and classified the physical
states in a world-volume model of a non-critical 3-brane on R × S3 at very
high energies beyond the Planck mass scale. At this energy, the conformal
invariance, reflecting the background-metric independence, becomes exact,
and thus the dynamics is described by CFT4. Therefore, the physical states
must satisfy the conformal invariance conditions, (7.2) and (7.3).
The physical states are decomposed into four sectors: scalar fields, vec-
tor fields, the traceless mode and the conformal mode. We discussed four
sectors separately, and then combined them last. Each sector consists of the
Hamiltonian eigenstates invariant under the special conformal transforma-
tions, QM , which belong to certain representations of the rotation group on
S3. These eigenstates further factorize into the QM -invariant building blocks
classified in finite types. The physical state was constructed by combining
such eigenstates, and contracting out all of their tensor indices appropriately
in a rotation invariant way using the SU(2)× SU(2) Clebsch-Gordan coeffi-
cients. The Hamiltonian condition was imposed by adjusting the zero-mode
momentum of the conformal field with purely imaginary eigenvalue.
There is an essential difference between the conformal mode sector and
the other three sectors: scalar fields, vector fields and the traceless mode.
The conformal mode sector is not normalizable because of the purely imag-
inary eigenvalue of the zero-mode momentum, while the other three sectors
are normalizable. This world-volume model seems to be in the same univer-
sarity class as the four-dimensional simplicial quantum gravity, namely the
dynamical triangulation approach to four-dimensional random surfaces [14].
The partition function of this lattice model is given by a grand canonical
ensemble in the number of 4-simplices. This fact will be related to the non-
normalizability of the conformal mode sector. The other normalizable sectors
are regarded as canonical ensembles on random surfaces.
As an impact to spacetime physics, this world-volume model gives a dy-
namical scenario of inflation consistent with observations of the cosmic mi-
crowave background anisotropies [15].
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Appendix
A The Metric on R× S3
The metric on R× S3 is parametrized as
dsˆ2R×S3 = gˆµνdx
µdxν = −dt2 + γˆijdxidxj
= −dt2 + 1
4
(dα2 + dβ2 + dγ2 + 2 cosβdαdγ), (A.1)
where t is the time and xi = (α, β, γ), with i = 1, 2, 3, are the Euler’s angles.
Then, Rˆ0µνλ = Rˆ0µ = 0, Rˆijkl = (γˆikγˆjl − γˆilγˆjk), Rˆij = 2γˆij and Rˆ = 6.
The volume element on unit S3 is
dΩ3 = d
3x
√
γˆ =
1
8
sin βdαdβdγ, (A.2)
and the volume is Vol(S3) = 2π2.
B SU(2)× SU(2) Clebsch-Gordan Coefficients
of Types, C, D, E, G and H
The SU(2) × SU(2) Clebsch-Gordan coefficients are defined by the in-
tegrals of three products of ST2 tensor harmonics. Here, we give the basic
coefficients of types, (C, D, E, G and H), calculated in Ref.[8].
Type C
CJMJ1M1,J2M2 =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMYJ1M1YJ2M2
=
√
(2J1 + 1)(2J2 + 1)
2J + 1
CJmJ1m1,J2m2C
Jm′
J1m′1,J2m
′
2
, (B.1)
where M = M1 +M2 and
|J1 − J2| ≤ J ≤ J1 + J2, (B.2)
with integer J + J1 + J2.
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Type D (y = ±1
2
)
DJMJ1(M1y1),J2(M2y2) =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
i
J1(M1y1)
YiJ2(M2y2)
= −
√
2J1(2J1 + 1)(2J1 + 2)2J2(2J2 + 1)(2J2 + 2)
2J + 1
×
{
J J1 J2
1
2
J2 + y2 J1 + y1
}{
J J1 J2
1
2
J2 − y2 J1 − y1
}
×CJmJ1+y1m1,J2+y2m2CJm
′
J1−y1m′1,J2−y2m′2 , (B.3)
where M = M1 +M2 and
|J1 − J2| ≤ J ≤ J1 + J2, (B.4)
with integer J + J1 + J2. The lower (upper) equality is satulated at y1 = y2
(y1 6= y2).
Type E (x = ±1)
EJMJ1(M1x1),J2(M2x2) =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
ij
J1(M1x1)
YijJ2(M2x2)
=
√
(2J1 − 1)(2J1 + 1)(2J1 + 3)(2J2 − 1)(2J2 + 1)(2J2 + 3)
2J + 1
×
{
J J1 J2
1 J2 + x2 J1 + x1
}{
J J1 J2
1 J2 − x2 J1 − x1
}
×CJmJ1+x1m1,J2+x2m2CJm
′
J1−x1m′1,J2−x2m′2 , (B.5)
where M = M1 +M2 and
|J1 − J2| ≤ J ≤ J1 + J2, (B.6)
with integer J + J1 + J2. The lower (upper) equality is satulated at x1 = x2
(x1 6= x2).
Type G (y = ±1
2
)
GJMJ1(M1y1);J2M2 =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
i
J1(M1y1)
∇ˆiYJ2M2
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= − 1
2
√
2
√
2J1(2J1 + 1)(2J1 + 2)(2J2 + 1)
2J + 1
∑
K=J2± 12
2K(2K + 1)(2K + 2)
×
{
J J1 K
1
2
J2 J1 +
1
2
}{
J J1 K
1
2
J2 J1 − 12
}
CJmJ1+y1m1,J2m2C
Jm′
J1−y1m′1,J2m′2 ,
(B.7)
where M = M1 +M2 and
|J1 − J2|+ 1
2
≤ J ≤ J1 + J2 − 1
2
, (B.8)
with half integer J + J1 + J2.
Type H (x = ±1, y = ±1
2
)
HJMJ1(M1x1);J2(M2y2) =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
ij
J1(M1x1)
∇ˆiYjJ2(M2y2)
= − 3
2
√
2
√
(2J1 − 1)(2J1 + 1)(2J1 + 3)2J2(2J2 + 1)(2J2 + 2)
2J + 1
× ∑
K=J2± 12
2K(2K + 1)(2K + 2)
×
{
K 1 J2 + y2
1
2
J2
1
2
}{
K 1 J2 − y2
1
2
J2
1
2
}{
J J1 + x1 J2 + y2
1 K J1
}
×
{
J J1 − x1 J2 − y2
1 K J1
}
CJmJ1+x1m1,J2+y2m2C
Jm′
J1−x1m′1,J2−y2m′2 , (B.9)
where M = M1 +M2 and
|J1 − J2|+ 1
2
≤ J ≤ J1 + J2 − 1
2
, (B.10)
with half integer J + J1 + J2. The lower (upper) equality is satulated at
x1 = 2y2 (x1 6= 2y2).
C Generalized Forms of SU(2)×SU(2) Clebsch-
Gordan Coefficients
General forms of SU(2)× SU(2) Clebsch-Gordan coefficients are defined
by the integrals of scalar quantities constructed from three products of ST2
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tensor harmonics,
CG
J(Mǫn)
J1(M1εn1);J2(M2εn2 )
∼
∫
S3
dΩ3Sc
{
Y i1···in∗J(Mεn) · Y
j1···jn1
J1(M1εn1)
· Y k1···kn2J2(M2εn2)
}
∝ CJ+εnmJ1+εn1m1,J2+εn2m2C
J−εnm′
J1−εn1m′1,J2−εn2m′2 , (C.1)
where Sc{ } indicates the operation making the product a scalar quantity
by contracting out tensor indices, i, j and k, and, if necessary, inserting
derivatives appropriately. This coefficient has a non-vanishing value when
M = M1+M2 and the triangular conditions among J , J1 and J2 are satisfied,
which are obtained from the conditions that two triangular conditions with
respect to the left and right standard SU(2) Clebsch-Gordan coefficients must
be satisfied simultaneously.
Here, we define the generalized SU(2) × SU(2) Clebsch-Gordan coeffi-
cients, (nE, nH, nD, nG and nI), used in the text to classify QM -invariant
operators. The generalized coefficients with the rank 4 tensor index in the J
component are defined by
4E
J(Mw)
J1(M1x1),J2(M2x2) =
√
Vol(S3)
∫
S3
dΩ3Y
ijkl∗
J(Mw)YijJ1(M1x1)YklJ2(M2x2),
4H
J(Mw)
J1(M1x1);J2(M2y2)
=
√
Vol(S3)
∫
S3
dΩ3Y
ijkl∗
J(Mw)YijJ1(M1x1)∇ˆ(kYl)J2(M2y2),
4D
J(Mw)
J1(M1y1),J2(M2y2)
=
√
Vol(S3)
∫
S3
dΩ3Y
ijkl∗
J(Mw)∇ˆ(iYj)J1(M1y1)∇ˆ(kYl)J2(M2y2),
4I
J(Mw)
J1(M1x1);J2M2
=
√
Vol(S3)
∫
S3
dΩ3Y
ijkl∗
J(Mw)YijJ1(M1x1)∇ˆ(k∇ˆl)YJ2M2,
4G
J(Mw)
J1(M1y1);J2M2
=
√
Vol(S3)
∫
S3
dΩ3Y
ijkl∗
J(Mw)∇ˆ(iYj)J1(M1y1)∇ˆ(k∇ˆl)YJ2M2 .(C.2)
The generalized coefficients with the rank 3 tensor index in the J compo-
nent, 3E
J(Mz)
J1(M1x1),J2(M2x2),
3H
J(Mz)
J1(M1x1);J2(M2y2),
3D
J(Mz)
J1(M1y1),J2(M2y2),
3I
J(Mz)
J1(M1x1);J2M2
and 3G
J(Mz)
J1(M1y1);J2M2, are defined by replacing Y
ijkl
J(Mw) in (C.2) with ∇ˆ(iY jkl)J(Mz).
The generalized coefficients with the rank 2 tensor index in the J com-
ponent are defined by
2E
J(Mx)
J1(M1x1),J2(M2x2)
=
√
Vol(S3)
∫
S3
dΩ3Y
j∗
iJ(Mx)Y
ki
J1(M1x1)
YkjJ2(M2x2),
2H
J(Mx)
J1(M1x1);J2(M2y2) =
√
Vol(S3)
∫
S3
dΩ3Y
j∗
iJ(Mx)Y
ki
J1(M1x1)∇ˆ(kYj)J2(M2y2),
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2D
J(Mx)
J1(M1y1),J2(M2y2)
=
√
Vol(S3)
∫
S3
dΩ3Y
j∗
iJ(Mx)∇ˆ(kY i)J1(M1y1)∇ˆ(kYj)J2(M2y2),
2I
J(Mx)
J1(M1x1);J2M2
=
√
Vol(S3)
∫
S3
dΩ3Y
j∗
iJ(Mx)Y
ki
J1(M1x1)
×
(
∇ˆ(k∇ˆj) − 1
3
γˆkj∇ˆ2
)
YJ2M2 ,
2G
J(Mx)
J1(M1y1);J2M2 =
√
Vol(S3)
∫
S3
dΩ3Y
j∗
iJ(Mx)∇ˆ(kY i)J1(M1y1)
×
(
∇ˆ(k∇ˆj) − 1
3
γˆkj∇ˆ2
)
YJ2M2 . (C.3)
The generalized coefficients with the vector index in the J component,
1E
J(My)
J1(M1x1),J2(M2x2)
, 1H
J(My)
J1(M1x1);J2(M2y2)
, 1D
J(My)
J1(M1y1),J2(M2y2)
, 1I
J(My)
J1(M1x1);J2M2
and
1G
J(My)
J1(M1y1);J2M2
, are defined by replacing Y ijJ(Mx) in (C.3) with ∇ˆ(iY j)J(My).
The generalized coefficients with the scalar index in the J component are
defined as
0E
JM
J1(M1x1),J2(M2x2) = E
JM
J1(M1x1),J2(M2x2),
0H
JM
J1(M1x1);J2(M2y2)
= HJMJ1(M1x1);J2(M2y2),
0D
JM
J1(M1y1),J2(M2y2) =
√
Vol(S3)
∫
S3
dΩ3Y
∗
JM∇ˆ(iY j)J1(M1y1)∇ˆ(iYj)J2(M2y2),
0I
JM
J1(M1x1);J2M2
= IJMJ1(M1x1);J2M2
=
√
Vol(S3)
∫
S3
dΩ3Y
∗
JMY
ij
J1(M1x1)
∇ˆ(i∇ˆj)YJ2M2,
0G
JM
J1(M1y1);J2M2
=
√
Vol(S3)
∫
S3
dΩ3Y
∗
JM∇ˆ(iY j)J1(M1y1)∇ˆ(i∇ˆj)YJ2M2. (C.4)
The triangular conditions of these generalized Clebsch-Gordan coefficients
are obtained from expression (C.1). The non-vanishing condition used in the
text are summarized as
nE
J
J1,J2
: J ≤ J1 + J2 − n
2
(n ≤ 2),
J ≤ J1 + J2 −
∣∣∣∣n2 − 2
∣∣∣∣ (n ≥ 2), (C.5)
nH
J
J1;J2 : J ≤ J1 + J2 −
∣∣∣∣n2 −
1
2
∣∣∣∣ (n ≤ 2),
J ≤ J1 + J2 −
∣∣∣∣n2 −
3
2
∣∣∣∣ (n ≥ 2), (C.6)
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nD
J
J1,J2 : J ≤ J1 + J2 −
n
2
(n ≤ 1),
J ≤ J1 + J2 −
∣∣∣∣n2 − 1
∣∣∣∣ (n ≥ 1), (C.7)
nI
J
J1;J2
: J ≤ J1 + J2 −
∣∣∣∣n2 − 1
∣∣∣∣ , (C.8)
nG
J
J1;J2 : J ≤ J1 + J2 −
∣∣∣∣n2 −
1
2
∣∣∣∣ . (C.9)
The generalization of these coefficients to the cases with the higher rank
index n > 4 is straightforward, and then these conditions will be effective for
such cases.
The coefficient 0D can be expressed as
0D
JM
J1(M1y1),J2(M2y2)
=
{
J1(J1 + 1) + J2(J2 + 1)− J(J + 1)− 3
2
}
DJMJ1(M1y1),J2(M2y2)
+
1
2
D˜JMJ1(M1y1),J2(M2y2), (C.10)
where
D˜JMJ1(M1y1),J2(M2y2) =
√
Vol(S3)
∫
S3
dΩ3
(
∇ˆi∇ˆjY ∗JM
)
Y iJ1(M1y1)Y
j
J2(M2y2)
. (C.11)
The coefficient 0G can be simplified in the form
0G
JM
J1(M1y1);J2M2
= 2
{
J1(J1 + 1) + J2(J2 + 1)− J(J + 1)− 3
4
}
GJMJ1(M1y1);J2M2.
(C.12)
D Relations between D and 0D
The relations between the DJJ1,J2 and
0D
J
J1,J2
coefficients used in the text
are derived here. The 0D coefficient is expressed using D˜ in (C.10). In the
case of J = 1
2
, because of ∇ˆi∇ˆjY 1
2
M = −γˆijY 1
2
M , we obtain the relation
D˜
1
2
M
J1(M1y1),J2(M2y2)
= −D
1
2
M
J1(M1y1),J2(M2y2)
. (D.1)
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From this we obtain
0D
1
2
M
J1(M1y1),J2(M2y2)
=
{
J1(J1 + 1) + J2(J2 + 1)− 11
4
}
D
1
2
M
J1(M1y1),J2(M2y2)
.
(D.2)
To discuss more general cases used in Sect.5, we consider two types of
crossing relations constructed from the D and D˜ coefficients. The one is the
relation used to obtain the building blocks for the vector field in Sect.4,
∑
V,y
ǫVD
1
2
M
J−K− 1
2
(M1y1),J−K(−V y)D
JN
J−K(V y),K(M2y2)
=
∑
V,y
ǫVD
1
2
M
K(M2y2),K+
1
2
(−V y)D
JN
K+ 1
2
(V y),J−K− 1
2
(M1y1)
. (D.3)
This is the special case of the crossing relation (4.13) with J1 = J −K − 12
and J2 = K, where J ≥ 1. The other is the crossing relation derived from
the integral ∫
S3
dΩ3Y
∗
1
2
M∇ˆ[iY j]J1(M1y1)∇ˆ[iYj]J2(M2y2)Y ∗JN . (D.4)
Because of the anti-symmetric property, the product expansion has the form
Y ∗1
2
M∇ˆ[iY j]J1(M1y1)
= − 1√
Vol(S3)
∑
I=J1± 12
∑
V,y
2
(2I + 1)2
{
I(I + 1) + J1(J1 + 1) +
1
4
}
×ǫVD
1
2
M
J1(M1y1),I(−V y)∇ˆ[iY
j]
I(V y), (D.5)
where Eq.(D.1) is used. From this, we can obtain the crossing relation only
with the D and D˜ coefficients. For the case of J1 = J −K − 12 and J2 = K,
it has the form
2J − 2K
2J − 2K + 1
∑
V,y
ǫVD
1
2
M
J−K− 1
2
(M1y1),J−K(−V y)
×
[
{−2K(2J − 2K) + 1}DJNJ−K(V y),K(M2y2) − D˜JNJ−K(V y),K(M2y2)
]
=
2K + 1
2K + 2
∑
V,y
ǫVD
1
2
M
K(M2y2),K+
1
2
(−V y)
×
[
{−(2K + 1)(2J − 2K − 1) + 1}DJNK+ 1
2
(V y),J−K− 1
2
(M1y1)
−D˜JNK+ 1
2
(V y),J−K− 1
2
(M1y1)
]
. (D.6)
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These two crossing relations, (D.3) and (D.6), should be equivalent. We
here assume
D˜JMJ−K(M1y1),K(M2y2) = A(J,K)D
JN
J−K(M1y1),K(M2y2) (D.7)
with A(J,K) = A(J, J − K) and J ≥ 1. Substituting this relation into
Eq.(D.6) and comparing with Eq.(D.3), we obtain the recursion relation
2J − 2K
2J − 2K + 1B(J,K) =
2K + 1
2K + 2
B
(
J,K +
1
2
)
, (D.8)
where B(J,K) = −2K(2J − 2K) + 1−A(J,K). Using the initial condition
A(J, 1
2
) = 2J + 2 easily calculated from the definition, we can solve the
recusion relation, and thus we obtain the K independent value,
A(J,K) = 2J + 2. (D.9)
From equation (C.10) and this result, we obtain the relation
0D
JM
J−K(M1y1),K(M2y2) = −
1
2
(2K−1)(2J−2K−1)DJMJ−K(M1y1),K(M2y2). (D.10)
E Crossing Relations of Types, I, II, III
The crossing relations used in Sect.5 and partialy in Sect.4 are derived
here. We use two product expansions:
Y ∗1
2
MY
ij
J1(M1x1)
=
1√
Vol(S3)
∑
I=J1± 12
∑
T,x
ǫTE
1
2
M
J1(M1x1),I(−Tx)Y
ij
I(Tx)
− 1√
Vol(S3)
∑
I=J1
∑
V,y
2
(2I − 1)(2I + 3)ǫVH
1
2
M
J1(M1x1);I(−V y)∇ˆ(iY
j)
I(V y)
(E.1)
and
Y ∗1
2
M∇ˆ(iY j)J1(M1y1)
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=
1√
Vol(S3)
∑
I=J1
∑
T,x
ǫTH
1
2
M
I(−Tx);J1(M1y1)Y
ij
I(Tx)
− 1√
Vol(S3)
∑
I=J1± 12
∑
V,y
2
(2I − 1)(2I + 3)ǫV
0D
1
2
M
J1(M1y1),I(−V y)∇ˆ(iY
j)
I(V y)
+
1√
Vol(S3)
∑
I=J1
∑
S
3
2
1
(2I − 1)2I(2I + 2)(2I + 3)
×ǫS0G
1
2
M
J1(M1y1);I−S
(
∇ˆ(i∇ˆj) − 1
3
γˆij∇ˆ2
)
YIS. (E.2)
Here, note that 0D
1
2
J1,J2 and
0G
1
2
J1,J2 can be expressed by D
1
2
J1,J2 and G
1
2
J1,J2 as
(D.2) and (C.12), respectively. The sum of I in each line of r.h.s. is fixed
by the triangular conditions of the Clebsch-Gordan coefficients. Especially,
H
1
2
J1;J2
∝ δJ1J2 and G
1
2
J1;J2
∝ δJ1J2 are taken into account.
Crossing relations of type I We first consider the following series of
integrals:
n = 0
∫
S3
dΩ3Y
∗
1
2
MY
ij
J1(M1x1)
YijJ2(M2x2)Y
∗
JM ,
n = 1
∫
S3
dΩ3Y
∗
1
2
MY
ij
J1(M1x1)
Y kjJ2(M2x2)∇ˆ(iY ∗k)J(My)
n = 2
∫
S3
dΩ3Y
∗
1
2
MY
ij
J1(M1x1)
Y kjJ2(M2x2)Y
∗
ikJ(Mx)
n = 3
∫
S3
dΩ3Y
∗
1
2
MY
ij
J1(M1x1)
Y klJ2(M2x2)∇ˆ(iY ∗jkl)J(Mz),
n = 4
∫
S3
dΩ3Y
∗
1
2
MY
ij
J1(M1x1)
Y klJ2(M2x2)Y
∗
ijklJ(Mw), (E.3)
where n denotes the rank of the last harmonics in each integrand. Using the
product expansion (E.1), we obtain the crossing relation
∑
I=J1± 12
∑
T,x
ǫTE
1
2
M
J1(M1x1),I(−Tx)
nE
J(Mǫn)
I(Tx),J2(M2x2)
− ∑
I=J1
∑
V,y
2
(2I − 1)(2I + 3)ǫVH
1
2
M
J1(M1x1);I(−V y)
nH
J(Mǫn)
J2(M2x2);I(V y)
= [(J1,M1, x1)↔ (J2,M2, x2)], (E.4)
for each n. These equations refer to the crossing relations of type I.
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Crossing relations of type II Next, we consider the following series of
integrals:
n = 0
∫
S3
dΩ3Y
∗
1
2
MY
ij
J1(M1x1)
∇ˆ(iYj)J2(M2y2)Y ∗JM ,
n = 1
∫
S3
dΩ3Y
∗
1
2
MY
i
jJ1(M1x1)∇ˆ(kY j)J2(M2y2)∇ˆ(iY ∗k)J(My)
n = 2
∫
S3
dΩ3Y
∗
1
2
MY
i
jJ1(M1x1)∇ˆ(kY j)J2(M2y2)Y ∗ikJ(Mx)
n = 3
∫
S3
dΩ3Y
∗
1
2
MY
ij
J1(M1x1)
∇ˆ(kY l)J2(M2y2)∇ˆ(iY ∗jkl)J(Mz),
n = 4
∫
S3
dΩ3Y
∗
1
2
MY
ij
J1(M1x1)
∇ˆ(kY l)J2(M2y2)Y ∗ijklJ(Mw). (E.5)
The only difference from the case of type I is that Y ijJ2(M2x2) is replaced by
∇ˆ(iY j)J2(M2y2). Using the product expansions (E.1) and (E.2), we obtain the
crossing relation∑
I=J1± 12
∑
T,x
ǫTE
1
2
M
J1(M1x1),I(−Tx)
nH
J(Mǫn)
I(Tx);J2(M2y2)
− ∑
I=J1
∑
V,y
2
(2I − 1)(2I + 3)ǫVH
1
2
M
J1(M1x1);I(−V y)
nD
J(Mǫn)
I(V y),J2(M2y2)
=
∑
I=J1
∑
T,x
ǫTH
1
2
M
I(−Tx);J2(M2y2)
nE
J(Mǫn)
I(Tx),J1(M1x1)
− ∑
I=J2± 12
∑
V,y
2
(2I − 1)(2I + 3)
{
I(I + 1) + J2(J2 + 1)− 11
4
}
×ǫVD
1
2
M
J2(M2y2),I(−V y)
nH
J(Mǫn)
J1(M1x1);I(V y)
+
∑
I=J2
∑
S
3
(2I − 1)2I(2I + 2)(2I + 3)
{
I(I + 1) + J2(J2 + 1)− 3
2
}
×ǫSG
1
2
M
J2(M2y2);I−S
nI
J(Mǫn)
J1(M1x1);IS
, (E.6)
for each n. These equation refer to the crossing relations of type II.
Crossing relations of type III Finally, we consider the following series
of integrals:
n = 0
∫
S3
dΩ3Y
∗
1
2
M∇ˆ(iY j)J1(M1y1)∇ˆ(iYj)J2(M2y2)Y ∗JM ,
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n = 1
∫
S3
dΩ3Y
∗
1
2
M∇ˆ(iY k)J1(M1y1)∇ˆ(jYk)J2(M2y2)∇ˆ(iY ∗j)J(My)
n = 2
∫
S3
dΩ3Y
∗
1
2
M∇ˆ(iY k)J1(M1y1)∇ˆ(jYk)J2(M2y2)Y ∗ijJ(Mx)
n = 3
∫
S3
dΩ3Y
∗
1
2
M∇ˆ(iY j)J1(M1y1)∇ˆ(kY
l)
J2(M2y2)
∇ˆ(iY ∗jkl)J(Mz),
n = 4
∫
S3
dΩ3Y
∗
1
2
M∇ˆ(iY j)J1(M1y1)∇ˆ(kY
l)
J2(M2y2)
Y ∗ijklJ(Mw). (E.7)
The difference from the cases of type I is that Y ijJ1(M1x1) and Y
ij
J2(M2x2)
are
replaced by ∇ˆ(iY j)J1(M1y1) and ∇ˆ(iY
j)
J2(M2y2)
, respectively. Using the product
expansion (E.2), we obtain the crossing relation
∑
I=J1
∑
T,x
ǫTH
1
2
M
I(−Tx);J1(M1y1)
nH
J(Mǫn)
I(Tx);J2(M2y2)
− ∑
I=J1± 12
∑
V,y
2
(2I − 1)(2I + 3)
{
I(I + 1) + J1(J1 + 1)− 11
4
}
×ǫVD
1
2
M
J1(M1y1);I(−V y)
nD
J(Mǫn)
I(V y),J2(M2y2)
+
∑
I=J1
∑
S
3
(2I − 1)2I(2I + 2)(2I + 3)
{
I(I + 1) + J1(J1 + 1)− 3
2
}
×ǫSG
1
2
M
J1(M1y1);I−S
nG
J(Mǫn)
J2(M2y2);IS
= [(J1,M1, y1)↔ (J2,M2, y2)], (E.8)
for each n. These equations refer to the crossing relations of type III.
F Conformal Algebra in Ghost Sector
In this section we reinvestigate conformal algebra in the ghost sector dis-
cussed in Ref.[6] As discussed in the previous paper [8], in the radiation+
gauge, there is the residual gauge symmetry generated by the conformal
Killing vectors. The 15 ghosts to fix it are described as c, cM , c
†
M and
cMN , where the indices, M and N , indicate the (2, 2) representation of
SU(2) × SU(2), and cMN satisfies the equations c†MN = cNM and cMN =
−ǫM ǫNc−N−M . We also intorduce associate anti-ghost fields, denoted by b,
bM , b
†
M and bMN , where b
†
MN = bNM and bMN = −ǫM ǫNb−N−M . The
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commutators of these fields are defined as
{b, c} = 1,{
b†M , cN
}
=
{
bM , c
†
N
}
= δMN ,
{bM1N1, cM2N2} = δM1M2δN1N2 − ǫM1ǫN1δ−M1N2δ−N1M2 . (F.1)
The ghosts related to the time translation, c and b, and the rotations on S3,
cMN and bMN , have the level 0. The ghosts related to the special conformal
transformations, cM and bM , have the level −1, and their conjugates, c†M
and b†M , have the level 1. Thus, the hamiltonian has the form
H =
∑
R
(
b†RcR + c
†
RbR
)
+ constant. (F.2)
Since the conformal charge QM has the level −1 and belongs to the (2, 2)
representation of SU(2)× SU(2), the general form of this charge is given by
QM = λ1bcM + λ2bMc+
∑
R
(κ1bRcRM + κ2bMRcR) . (F.3)
We here require that these charges form the conformal algebra (1.1). This
requirement is satisfied if λ1λ2 = 2 and κ1κ2 = 2, and thus we obtain the
following 15 conformal charges:
QM = λbcM +
2
λ
bMc+
∑
R
(
κbRcRM +
2
κ
bMRcR
)
,
H =
∑
R
(
b†RcR + c
†
RbR
)
− 4,
RMN = b
†
NcM + c
†
NbM − ǫM ǫN
(
b†−Mc−N + c
†
−Mb−N
)
−1
2
∑
R
(bMRcNR + cRMbRN − bRNcRM − cNRbMR) , (F.4)
where λ and κ are arbitrary constants. Note that the constant term in the
Hamiltonian is fixed to be −4. This constant has a relationship to the world-
volume dimensions.
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