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Chapter 1
Background
1.1 Background Definitions
There is a fascinating philosophical / linguistic / epistemological history behind the concept
of probability. For our purposes, Probability is nothing more than a number between 0 and
1 that behaves in accordance with three axioms. However, you can do a lot with numbers.
You can think of probability as being:
• A symmetrical thing (the coin has two faces, heads and tails)
• A long run frequency thing (out of 10,000 coin tosses, 5,023 were heads)
• A subjective thing (that person is obvious a crook and if they want me to bet on tails
it is very likely they have a rigged coin)
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Chapter 2
Brief review of sets
A set is a collection of distinct objects. We need to be a little careful here. A set can be finite
or infinite. The objects can be real or abstract. But they have to be distinct. So the digits
(1, 4, 3, 4) do not form a set because there are two number 4s. However an urn full of blue
balls is a set because in principle we could number the balls and hence they are all distinct.
We can define sets in various ways, such as
• By listing the numbers A = {1, 3, 5, 7}
• By stating a rule B = {x : 0 < x < 1}
To indicate that an object x is an element of a set we write x ∈ A.
(In case we need it, we talk about the empty set ∅, the set which has no elements, and the
cardinality of a set |A| as the number of elements of a set.)
Here are a few celebrity sets:
• P for prime numbers
• N natural numbers ,
• Z integers
• R real numbers
2.1 Functions
We will need to be familiar with a couple of key ideas around functions. These are utterly
fundamental to mathematics and you will know all this already. But it’s set out here for
completeness. A function f : A → B between sets A and B assigns to each x ∈ A a unique
element f(x) ∈ B.
• We call the set A on which f is defined the domain
6
CHAPTER 2. BRIEF REVIEW OF SETS 7
• We call the set Y on which f(x) takes its values the co-domain
• The range, or image, of a function f : A→ B is the set of values
rangef = {y ∈ B : y = f(x) for some x ∈ A}
• The identity function id matches every element of A onto itself
• Let B ⊂ A. The indicator function I of B can be defined such that
I(x) =
{
1 if x ∈ B
0 if x /∈ B
• The square function f : N → N2 is defined as f(n) = n2. Now, notice that we have
problems. Although g(n) =
√
(n) defines a function g : N→ R we would have problems
with h(n) = ±√n because it does not define a unique value for h(n).
There are a few more fundamentals, such as onto (surjection) one-to-one (injection) and
both (bijection) as well as composition. These might not be essential for this module. We
do however need to watch domains very carefully throughout this course!
2.2 Sample spaces: how we use sets
More information is given in Section 1.2 of Blitzstein and Hwang
Here are some key definitions:
An experiment is any process that generates a set of outcomes where the outcome is uncertain.
For a random experiment:
• The sample space Ω is the set of all possible outcomes
• An event is a subset of the sample space
– A simple event is an event which cannot be a union of other events
– A composite event is an event which is not a simple event
• The event space is the set of all events (evento di spazio)
2.2.1 Example
Consider an experiment in which three coins are tossed. We are interested in the event that
all coins will show the same face.
The following tree diagram denotes the breakdown of the sample space (Ω). After the first
coin toss we have either a head or a tail. After the second, for either of the possible outcomes
CHAPTER 2. BRIEF REVIEW OF SETS 8
of the first toss we also have a head or tail. Finally, after the third coin toss, we have a row
denoting that a head or tail is possible for any of the previous outcomes.
2.2.2 Tree diagram
Ω
T
T
TH
H
TH
H
T
TH
H
TH
In total therefore, the tree diagram shows on the bottom row that there are a total of 23
possible outcomes in the sample space. In other words, there are 8 different ways of travelling
though the tree diagram, resulting in the following outcomes:
• HHH, HHT, HTH, HTT, THH, THT, TTH, TTT.
We are interested in the event that all faces are the same. There are two outcomes in the
sample space which correspond to this event - denoted in red.
Recap:
• Sample Space (Ω) - the eight outcomes for
the experiment:
HHH, HHT, HTH, HTT, THH, THT, TTH,
TTT.
• Event (A) - the two outcomes of interest:
HHH, TTT
There are 8 outcomes in our sample space, two of them correspond to the event “all three
coins show the same space”. If we continue to focus on naive definitions of probability, it
pays us to consider Venn diagrams.
2.2.3 Venn diagram
An alternative method of visualising is via a Venn Diagram.
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Ω
A (HHH, TTT) AC
(HTH HTH HHT
THT TTH THH)
In this diagram, A denotes the event “all three faces show the same”, and AC denotes “A
complement” (also known as “not A”), in other words the six outcomes where the faces are
not identical.
2.2.4 Multiple events
Notation
• ∪ denotes the “union” of two sets, e.g., A ∪ B is the event that either A occurred, or
B occurred or both occurred.
• ∩ denotes the “intersection” of two sets, e.g. A ∩ B is the event that both A and B
occurred.
• “Mutually exclusive” means that either A can happen, or B but not both.
For the same experiment, consider again the event A, “all three coins show the same face”.
But now, consider a second event, B, which we define as “two or more coins show a head”
• A: HHH, HHT, HTH, HTT, THH, THT, TTH, TTT.
• B: HHH, HHT, HTH, HTT, THH, THT, TTH, TTT
As before, 2 out the 8 outcomes correspond to event A. We can also see that 4 of the 8
outcomes correspond to event B. We can also see that one outcome (HHH) corresponds to
both event A and event B. We can extend the Venn diagram to illustrate this:
Ω
A
(TTT)
B
(THH HTH
HHT)
A ∩B
(HHH)
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You can see that we use the Venn diagram to visually illustrate that the outcome HHH is in
both event A and event B. Standard set theory notation A∩B is used to denote that this is
an “intersection”.
• Which outcomes are in (A ∪B)C?
We should be able to verify standard operations such as:
• A ∩B: HHH
• A ∪B: HHH, TTT, HTH, HHT, THH
• BC : TTT, TTH, THT, HTT
• (A ∪B)C : TTH, THT, HTT
John Venn has in interesting family background, see MacTutor article on John Venn.
Commutation and association
Some mathematical properties of sets.
Commutativity:
• A ∪B = B ∪ A
• A ∩B = B ∩ A
Associativity:
• A ∪B ∪ C = (A ∪B) ∪ C = A ∪ (B ∪ C)
• A ∩B ∩ C = (A ∩B) ∩ C = A ∩ (B ∩ C)
Distributivity:
• A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C)
• A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C)
This material will get covered more formally in a pure maths course, hopefully we can see
how these can be used as the basis for probability.
Chapter 3
The naive definition of probability
This is covered in section 1.3 of Blitzstein and Hwang
Consider a random experiment with a finite number of outcomes, each with the same prob-
ability. For event A, we claim that:
Probability of an event =
Number of possible sample points consistent with this event
Total number of sample points
Or in a better notation:
P (A) =
n(A)
n(Ω)
(3.1)
where A denotes the event we are interested in, n(A) is the number of ways in which A can
happen and n(Ω) is the number of events in the sample space.
Recall from our first Venn diagram, where we used AC to denote the complement of A (i.e.
those outcomes that weren’t in A), then the probability of AC (probability that A doesn’t
happen), P (AC) is:
P (AC) = 1− P (A)
Likewise, if we consider the second Venn diagram, and consider that P (B) denotes the
probability of event B happening we have:
• P (A ∪B): probability that event A or event B, or both happens
• P (A ∩B): probability that both A and B happen
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Chapter 4
Counting rules OK
This is covered in section 1.4 of Blitzstein and Hwang.
We’ve spent a lot of time looking at dice and coins. If we have 3 dice indexed i = 1, 2, 3 each
of these three dice can show one of ni = 6 faces. Together the number of possible outcomes
are given by n1 × n2 × n3 = 63. (And using our na¨ıve definition of probability we would say
each outcome can occur with probability
1
63
). However, drawing tree diagrams to explore
the sample space is rather tedious. We need some ideas that can let us evaluate the number
of possible outcomes in a more efficient manner.
4.1 First Rule of Counting
We wish to set out the principles as generally as possible, in order that we can apply them
beyond the “standard formulae”.
N-tuple
Consider that we have k objects with size ni, i = 1, . . . k.
Definition 4.1.1 An N-tuple is a finite ordered set with an unspecified number of members
A specific example would be a 5-tuple which is an ordered set with 5 members. How many
ways can we form such a Tuple?
Theorem 4.1.1 If a task consists of k separate tasks, the ith of which can be done in ni
ways i = 1, . . . , k then the entire job can be done in n1 × n2 × · · · × nk ways
Proof for k = 2. If the first task can be done in n1 ways, then for each of these ways
we have n2 choices for the second task. Thus we can do the job in
(1× n2) + (1× n2) + · · ·+ (1 + n2)︸ ︷︷ ︸
n1 terms
= n1 × n2
12
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Suppose that each outcome (i.e., element) of A takes the form of an n-dimensional vector (or
n-tuple) such as (a1, a2, . . . an). If there are N1 objects that can be used for a1, and N2 for
a2 then:
n(A) = N1N2 . . . Nn (4.1)
assuming that sets A1, A2, . . . Ak have respectively n1, n2, . . . , nk different ways in which one
can first take an element of A1, then an element of A2 and so on.
Imagine a factory where you have 15 electricians, 8 machine operators and 4 supervisors.
How many ways can you arrange a shift of three staff. We have N1 = 15, N2 = 8 and N3 = 4,
with 15×8×4 = 480. This is rather an intuitive result, but it seems too convenient to be true
that we needed exactly one maintenance person, one production person and one supervisor.
4.2 Some common scenarios
We consider two scenarios:
• Permutations (the order of the elements is important)
• Combinations (the order of the elements is not important)
Within each scenario, we consider two types of sampling:
• Sampling with replacement (for example with dice or coins, if we use a second roll/throw,
we have the same number of possible outcomes)
• Sampling without replacement (for example with cards, once we have removed a card
from a pack of (say) n = 52 cards, on the next draw we have n−1 = 51 cards to choose
from
Summary of key formulae
(Do note it’s better to be able to derive these from first principles)
With replacement Without replacement
Ordered nk
n!
(n− k)!
Unordered
(
n+ k − 1
k
) (
n
k
)
where
(
a
b
)
denotes
a!
b!(a− b)!
4.2.1 Permutation: Ordered sets
Given a population of n distinct elements, we wish to count how many ways are there of
creating r ordered samples? We can easily do both with and without replacement.
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(i) with replacement: nr (this is an immediate application of first rule of counting where
n1 = n2 = · · · = nk)
(ii) without replacement n(n − 1)(n − 2) . . . (n − r + 1), calculation reduces to: n!
(n− r)!
(this is also an application of the first rule of counting, but clearly the n2 = n1 − 1
because of the lack of replacement)
= n(n− 1)(n− 2) . . . (n− r + 1)
=
n(n− 1)(n− 2) . . . (n− r + 1)(n− r)(n− r − 1)(n− r − 2) . . . (1)
(n− r)(n− r − 1)(n− r − 2) . . . (1)
=
n!
(n− r)!
4.3 Combinations
4.3.1 Unordered sets
Recall that two sets are regarded as disjoint if and only if the properties of the membership
are mutually exclusive.
Definition 4.3.1 A partition is defined as a set of disjoint and exhaustive subclasses of a
given class that is divided in such a way that each member of the given class is a member of
exactly one such subclass.
4.3.2 Without replacement
We can think of this in two ways. Firstly we can consider the number of ways we can form
an object of size r from a set of n objects where we don’t care about the ordering (think card
playing, team selection). However, much more generally we could think of how many ways
could we select r beads from an urn of n beads. We can’t distinguish the beads in practice,
but in theory we can so in general this can be thought of as the number of ways a set of n
objects can be partitioned into 2 distinct subsets of size r and n− r.(
n
r
)
=
n!
r!(n− r)! (4.2)
(This is what Baclawski calls the Shepherd principle. If you get tired counting sheep, count
the legs and divide by four. We saw above that there were
n!
(n− r)! different ordered sets,
we need to divide by the r! different orderings of each combination)
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Important shorthand: n choose r
This is such an important idea that it has it’s own shorthand:
n!
r!(n− r)! =
(
n
r
)
(This might be a different notation to the one you have used previously.)
Side issue 1: Partitioning into k-subsets
The number of ways a set of n objects can be partitioned into k distinct subsets, where set
1 has r1 elements, set 2 has r2 elements, . . . , set k has nk elements is:
n!
r1!r2! . . . rk!
(4.3)
Exercise: Show that the standard
(
n
r
)
is a special case of this formula.
Side issue 2: Pascal’s Triangle
It’s not worth losing sleep over, but it’s impossible at this stage not to mention Pascal’s1
triangle:
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
1 5 10 10 5 1
1 6 15 20 15 6 1
1 7 21 35 35 21 7 1
Note that each number in the triangle is the sum of the two numbers either side of it in the row
above. Now consider you have a pool of 7 objects, and wish to know how many different ways
there are of arranging them into sets of 3. We used above
(
n
r
)
=
(
7
3
)
=
7!
3!(7− 3)! = 35.
However, if we number the rows of Pascal’s triangle from 0 (at the top) to 7, take row 7 and
count along to the 4th entry, we have 35. Isn’t that cute?
4.3.3 Combinations: Unordered with replacement
To keep this simple let’s roll a die three time, and work out something like the probability
of getting two faces showing 3 and one showing 6. Let’s illustrate the idea as:
Face 1 2 3 4 5 6
Hits Y Y Y
1apparently discovered by Jia Xian in 1050, published by Zhu Shije in 1303, discussed by Cardano in 1570
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Note how this reduces to a problems of bins and walls such that we can specify this particular
arrangement as:
||Y Y |||Y
Note we have walls between 1 and 2, between 2 and 3, then two entries in the bin marked 3.
This problem is therefore equivalent to finding an ordered arrangement of n items and k− 1
walls hence the number of combinations is given by:(
n+ r − 1
r
)
4.4 Circular permutations
This is an important topic in other branches of mathematics, and I’ve seen questions around
this topic in a lot of online numeracy tests. The key idea is one of redundancy.
4.4.1 Clockwise and anti-clockwise order matters (tables)
We are going to consider permutations (the order matters) around a dinner table. The clue
to the problem is that there is only one way of looking at a dinner table (from the top).
The rather dated idea here is that we are placing guests on a dinner table for a party. If we
sketch the problem.
Dinner party 1
0
1
2
3
Dinner party 2
2
3
0
1
If we moved the table by 180 degrees (assuming the chairs are fixed to the table) both settings
are identical. In other words, the first position is redundant. Hence, we can find the number
of permutations using (n− 1)!
Example: How many ways are there of arranging 8 dinner party guests around a circular
table?
Solution: (8− 1)! = 7!
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Example: Now imagine we have a dinner party involving 8 mixed gender couples (male
female). How many ways are there of arranging the dinner party so that we have alternate
gender seating.
Solution: We pick a gender at random and start allocating them. As it is a circular table
we have four options for the first position and then four options for the alternate gender
person sitting next to them. However, the sitting positions are redundant so we only need to
consider the next person. There are 3 possibilities for the next position, and 3 possibilities
for their partner, with 2 and 2 for the next position and 1 and 1 for the final position. In
other words, the problem reduced to 3!× 4! possibilities.
4.4.2 Clockwise and anti-clockwise doesn’t matter (necklaces)
An extension to the previous problems is where we regard clockwise and anti-clockwise posi-
tions as equivalent. The conventional word problem involves a necklace, and the logic is that
you can look at a necklace from either side.
Example: These problems are a simple extension to the dinner table problems in that we
only need apply the shepherd principle (divide by the number of ways we can look at the
necklace).
3
2
1
0
Example: You have to consider whether this is equivalent to the previous representation if
you were looking at the circular arrangement from the opposite side. If so, the number of
permutations is given by:
(n− 1)!
2!
4.4.3 Fusions
The general idea is that we have a simple restriction on the number of permutations we seek.
For example, if at a G7 summit we wanted to consider how many ways we can line up the
seven world leaders such that George and Tony are standing next to each other.
Example: We split this into two problems
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• Fuse together the object (George and Tony) as if one object, and work out how many
ways there are of arranging the resulting objects (in this case there are six objects, so
there are 6! permutations)
• Then multiply by the number of ways you can un-fuse the object. There are 2! ways
we can stand George and Tony next to each other
• There are therefore 6!2! ways in which we can arrange seven world leaders such that
George and Tony are standing next to each other.
Chapter 5
A non-naive definition of probability
This is covered in Section 1.6 of Blitzstein and Hwang.
5.1 The Axioms of Probability
The system of probability we have been working through took a long time to develop,
and wasn’t fully formalised until the 1930’s by Kolmogorov (see www.gap-system.org/ his-
tory/Biographies/Kolmogorov.html). He stated three fundamental Axioms, from which all
other results can be derived.
• P (A) ≥ 0 for any event A
• P (Ω) = 1 where Ω is the sample space
• If (Ai); i = 1, 2, . . . are mutually exclusive then P (A1∪A2∪ . . .) = P (A1) +P (A2) + . . .
Mutually exclusive means that Ai ∩ Aj = ∅ for all i 6= j.
We shall examine the implications of these Axioms in terms of obtaining mathematical func-
tions that can serve as models for probability (probability distribution functions) in week 2.
The intuitive consequences of these results are:
• (Non-negative) Probability can never be negative.
• (Total probability) The probability of a sample space must equal 1.
• (Countable additivity) The probability of observing two (or more) mutually exclusive
events is the sum of their individual probabilities.
However, we need to derive some additional results from these Axioms in order to be able to
carry out useful probability calculations.
5.1.1 Deriving P (AC)
The sets A and AC form a partition of the sample space so that Ω = A ∪ AC . We therefore
know by the second axiom that P (A∪AC) = 1. By the third axiom we know that P (A∪AC) =
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P (A) + P (AC) so we can rearrange this to give:
P (A ∪ AC) = P (A) + P (AC)
P (A ∪ AC)− P (A) = P (AC)
P (AC) = 1− P (A)
5.1.2 Deriving P (A) ≤ 1
If P (AC) ≥ 0 and P (A) + P (AC) = 1 this is immediate.
5.1.3 Deriving the addition rule
Consider the set B, which we can expand as B = (B∩A)∪(B∩AC). This tells us (eventually)
that
P (B) = P (B ∩ A) + P (B ∩ AC)
Note that the two terms on the right hand side are disjoint so we can use the third axiom.
Now we want to think about A ∪B = A ∪ (B ∩AC), again the two terms on the right hand
side are mutually exclusive/disjoint.
P (A ∪B) = P (A) + P (B ∩ AC)
= P (A) + P (B)− P (A ∩B)
You can verify this (although it’s not a formal proof); draw the Venn Diagram. If we
merely added P (A) to P (B) for events with an intersection, we would add the probability
corresponding to P (A ∩B) twice, and hence we need to subtract one of these areas.
What does this tell us about the value of P (A ∩B) for for mutually exclusive events?
Chapter 6
Conditional Probability
This is covered in chapter 2 of Blitzstein and Hwang.
Actually, all probability is conditional, it just gets tedious to write P (X|Ω). The key to using
probability correctly is to condition correctly. We wish to find out how we update probability
(or belief!!!!) in the presence of additional information.
• To examine conditional probability.
• To define the term “independence” a little more precisely.
• To state the law of total probability.
• To state Bayes Theorem.
6.1 Conditional probability - why the fuss
For full details of these problems see Leonard Mlodinov “A drunkard’s walk”, a lovely popular
science book.
• Make the simplifying assumption that P (Baby is boy) = 0.5 and P (Baby is girl=0.5).
• Consider a two child family. You know that one child is a girl. What is the probability
that the other child is a girl?
• Consider a two child family. You know that one child is a girl called Mirabehn. What
is the probability that the other child is a girl
For a more formal, exam relevant coverage of this material see Chapter 4 in Blitzstein and
Hwang.
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6.1.1 Solution 1
Hopefully you gave the na¨ıve answer 0.5. Now consider the (also slightly na¨ıve) take on the
sample space for a two child family which consists of:
BB
BG
GB
GG
So hopefully you see the “correct” answer is
2
3
, as we should condition on the three events
where a family has a girl.
6.1.2 Solution 2
Here I simplify a little, and don’t explain some of the simplifications in these notes (ask me
or see Mlodinov). Denote GM : a girl called Mirabehn and GN and girl not called Mirabehn.
GN GM
GM GN
GM B GN B
B GM B GN
GM GM GN GN
B B
(As it stands, that is no equal probability sample space, but by choosing a rare name when
we choose only those events featuring GM we get some closeness to four events of similar
probability - assuming we can discard the possibility of two girls of the same name).
Note when we condition on GM we get four events, two of which feature a second girl so the
probability is (approximately)
1
2
6.2 Conditional probability defined
Hopefully, that little exercise has convinced you conditional probability is a topic where you
need to be fully alert! Most of the fun comes from carefully specifying and identifying the
event on which you are conditioning. But it’s not all nuisance, being able to condition also
helps us solve many problems.
To date, we have only considered information obtained from:
(a) Specifying the sample space and
(b) explicitly or implicitly (or na¨ıvely) specifying a probability measure on that sample
space.
However, knowledge that a particular event has taken place can alter our assessment of the
probability of other events. Consider a student who wishes to pass his course. However, this
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student doesn’t like attending lectures. he is told that his chances of passing the course will
increase if he attends lectures.
We can write this conditional probability as:
P (Student will pass course|Student attends lectures)
You have previously examined the situation where we could examine A (the event that the
student attends passes, the circle on the left), B (the event that the student attends, the
circle on the right) as well as the intersection. We could draw a Venn diagram something
like the one below:
BA
B ∩ A
However, once we know that the student has indeed attended lectures, the information we
have on the problem changes the question. We are no longer interested in BC , as we know
the student attended. Hence, we condition our interest on B
We therefore want to know the probability of the student passing, given that we know (s)he
attended lectures.
We can use the following statement:
Definition 6.2.1
P (A|B) = P (A ∩B)
P (B)
if P (B) > 0
to solve this problem. This expression is undefined if P (B) = 0.
In frequency terms, this expression can be thought of as:
Number of experiments in which both A and B occurred
Number of experiments in which B occurred
6.2.1 Consequences
A few small points worth mentioning:
• P (B|B) = 1
• P (AC |B) = 1− P (A|B)
• P (A1 ∪ A2|B) = P (A1|B) + P (A2|B)− P (A1 ∩ A2|B)
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But let’s really have some fun with our main definition:
Definition 6.2.2 For any pair of events A and B, where P (B) > 0:
P (A|B) = P (A ∩B)
P (B)
Let’s start by multiplying both sides by P (B)
P (A|B)P (B) = P (A ∩B)
Now let’s note that the labels A and B are arbitrary. So it must also be true that
P (A ∩B) = P (B|A)P (A)
In other words we have shown that
P (A|B)P (B) = P (B|A)P (A)
and if I divide both sides by P (B) I have just proved Bayes’ Theorem (which we define more
carefully later).
P (A|B) = P (B|A)P (A)
P (B)
We need to say more about that P (B) denominator, but first let’s illustrate the key idea with
natural frequencies. Consider a dread disease, and consider that 1 person in 10, 000 has this
disease. Now consider a screening test for that disease, if you have the disease, it will detect
it with probability 0.95. If you don’t have it, it will give you the all clear with probability
0.9.
Now imagine you have gone to your physician, done the test, and been told you have the
disease. Should you be worried?
First time round, let’s consider this problem with natural frequencies. Let’s invent a popu-
lation as follows:
Disease No disease Total
Test positive
Test negative
Total 100 999,900 1,000,000
So, as you can see, with 1 in 10, 000 having the disease, our fictional population of 1, 000, 000
has 100 cases with the remainder being non-cases.
Now, we were told that if you have the disease (if you are one of the 100 people), the test
will detect it 0.95 of the time. So let’s fill in these numbers:
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Disease No disease Total
Test positive 95
Test negative 5
Total 100 999,900 1,000,000
So, as you can see, with 1 in 10, 000 having the disease, our fictional population of 1, 000, 000
has 100 cases with the remainder being non-cases.
The next step will be to do the same for the people who don’t have the disease:
It’s becoming obvious I think where this is going. Look at the effect of adding 0.1 of the
disease free individuals to the row that test positive. So we’ve leapt into adding the row
totals.
Disease No disease Total
Test positive 95 99,990 100,085
Test negative 5 899,910 899,915
Total 100 999,900 1,000,000
So now, if I want the probability that I have the disease, given I tested positive, it is
95
100, 085
which is about 0.000949. Not much to worry about really!!!
Hopefully this explains the concept (psychologists sometimes call this Baseline Bias), but we
want to be a little more mathematical in our approach.
6.2.2 Law of alternatives
The only problem with the derivation given is that I’ve been a bit glib about where P (B)
came from. Now we only know that one of several possible events A1,A2, . . . has occurred
(there may be infinitely many of these alternatives).
Definition 6.2.3 (The Law of Total Probability) (We will illustrate this with a Venn
diagram in the lecture)
If
• Ai for all i ≥ 1 are pairwise disjoint,
• P(⋃
i
Ai
)
= 1 (we sometimes require the condition that
⋃
i
Ai = Ω ),
• P (Ai) > 0 for every i
then
P (B) = P (B|A1)P (A1) + P (B|A2)P (A2) + · · ·
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6.3 Bayes’ Theorem
This is rather an important theorem, and follows from the above. As stated here, this theorem
is a well accepted argument.
Theorem 6.3.1 Let events A1, A2, . . . , An be mutually exclusive, such that P (A1∪A2∪ . . .∪
An) = 1 and P (Ai) > 0 for each i. Let B be an event such that P (B) > 0. Then:
P (Ai|B) = P (B|Ai)P (Ai)∑n
j=1 P (B|Aj)P (Aj)
for i = 1, 2, . . . , n.
As stated, Bayes’ theorem is a very simple and widely accepted result in conditional proba-
bility. Occasionally we use the following terminology:
• Prior probability: P (Ai)
• Posterior probability P (Ai|B)
Where Bayes’ theorem starts to get interesting is when we no longer use simple probabilities
in the calculations. Specifically, when we start using the likelihood as P (B|Ai) we can carry
out some very interesting inference.
Chapter 7
Discrete Probability Functions
Are random variables that can be trusted not to gossip.
This is covered in sections 3.1 and 3.2 of Blitzstein and Hwang.
7.1 Variables
Variables can be classified in all kind of ways:
• Quantitative (where the values taken are numerical:
– Discrete (only particular values are possible, e.g. the integers)
– Continuous (where any value in a range is possible)
• Qualitative (where the object has some non-numerical quality)
– Ordinal (where these qualities can be ordered)
– Categorical (where the qualities are simply of different types, e.g., red bicycle,
blue bicycle)
In terms of defining probability measure, we only worry about the two types of quantitative
variable listed; discrete and continuous. We can only work with qualitative variables for
example if we measure them or count them.
• A discrete random variable is a variable that takes a countable (this can be countably
finite or countably infinite) set of real numbers with associated probabilities.
• A continuous random variable is a variable which takes a continuum of values in the
real line according to a rule determined by a density function.
This chapter concentrates on discrete random variables.
27
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7.2 Mass and distribution
Having carried out some experiment, we know the particular outcome ω ∈ Ω, and can assign
a value to X(ω). We wish to assign some measure of probability to this eventually, and can
do this either using a mass function:
• p(k)=probability that X is equal to k, where k ∈ Z,
or more usefully through a distribution function:
• F (x)=probability that X does not exceed x, where x ∈ R.
Do note the convention p(k) and F (x).
Vital notation
X (upper case) a random variable
k (lower case) a realization of a random variable
p(k) Probability Mass Function P (X = k)
F (x) Cumulative Distribution Function P (X ≤ x)
So far our discussion has been in terms of discrete variables. It seems appropriate to refresh
ideas about discrete and continuous variables before going further.
7.2.1 Discrete random variables
A frequentist interpretation would suggest that a random variable (usually denoted by a
capital letter) is a numerical variable “defined” by the outcome of a random experiment.
Even the experiment hasn’t happened, we evaluate relative to some sense of a long run of
experimental outcomes.
We are interested in knowing something about the event that a random variables X took
on a particular value k i.e A : {X = k} and the probability P (X = k) associated with that
event.
Definition 7.2.1 A discrete random variable is a real valued function defined on the sample
space Ω where the random variable can take on finitely many or countably infinitely many
values but the outcome of the statistical experiment is not known. For such discrete random
variables X, then FX(k) will have a finitely or infinitely countable range, ΩX : {k1, k2, . . .}.
We illustrate the difference between countably finite and countably infinite with two exam-
ples:
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• Suppose that the number of working days in a year is 250. Absences from work are
noted in employees records. An experiment consists of randomly drawing a record to
see the number of days absent during a year. The random variable X can be defined
as the number of days absent, hence ΩX : {0, 1, 2, . . . , 250}.
• A Geiger counter is connected to a gas tube in order to record the background radiation
count for a selected time interval [0, t) (where t is fixed). The random variableX denotes
the number of counts in this time period, and the sample space is ΩX = 0, 1, 2, . . . ,∞.
X records the event of interest, in either case we could define the event X = 3. We wish to
associate a probability with this event, that is P (X = 3).
7.2.2 The probability mass function
• The function given by p(k) = P (X = k) for each k within the range of X is called the
probability mass of X.
• A function can serve as the probability mass function of a discrete random variable X
if and only if its values p(k) satisfy
(i) p(k) ≥ 0 for each value within its domain,
(ii)
∑
k∈Ω
p(k) = 1 where the summation extends over all values in its domain.
0 1 2 3 4 5 6
0.00
0.05
0.10
0.15
0.20
0.25
0.30
Fictional pmf
k
P(
X=
k)
7.2.3 The cumulative distribution function (CDF)
• If X is a discrete r.v., the function given by
F (x) = P (X ≤ x) =
∑
k≤x
p(k) for x ∈ R,
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where p(k) is the value of the probability distribution of X at k, is called the distribution
function or cumulative distribution function (CDF) of X.
• The values of F (x) satisfy the conditions:
– lim
x→−∞
F (x) = 0 and lim
x→∞
F (x) = 1
– If a < b then F (a) ≤ F (b) for any real number a and b.
0 2 4 6
0.0
0.2
0.4
0.6
0.8
1.0
Corresponding cdf
x
F(
x)
l
l
l
l
l
l
l
l
l
l
l
l
l
l
• If the range of a random variable X consists of the values k1 < k2 < k3 < · · · < kn
then:
– f(k1) = F (k1)
– f(ki) = F (ki)− F (ki−1) for i = 2, . . . , n
(Note here that we are substituting the specific value k1 for x in the general expression F (x))
An example
Consider a coin tossing experiment, where X(H) = 1 and X(T ) = 0. The distribution
function is given by:
F (x) =

0 x < 0
1− p 0 ≤ x < 1
1 x ≥ 1
We will find out later that this is the distribution function called Bernoulli. Bernoulli variables
can also be defined by Indicator variables:
IA(ω) =
{
1 if ω ∈ A
0 if ω ∈ AC
Chapter 8
Expectation
For more information see section 4.1 and 4.2 of Blitzstein and Hwang.
8.1 Expectation for discrete random variables
We define the expectation of a discrete random variable X as follows:
Definition 8.1.1
E(X) =
∑
k∈ΩX
k P (X = k),
where ΩX is the set of all possible values of random variable X.
It’s easiest to explain this with an example:
Consider our coin example from earlier. We had Ω = {ω1, . . . , ω4} = {HH,HT, TH, TT}.
We defined the random variable X(ω) as the number of tails. Hence, by the na¨ıve definition
of probability we want the following pmf:
HH 0 1/4
HT 1 1/4
TH 1 1/4
TT 2 1/4
So the p.m.f. P (X = k) reduces to
P (X = k) =

1/4 if k = 0
1/2 if k = 1
1/4 if k = 2
Now use this to calculate the expected value:
k p(k) k × f(k)
0 1/4 0
1 1/2 1/2
2 1/4 1/2∑
k × p(k) 1
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So here E(X) = 1.
8.1.1 Expectation of a function of a discrete random variable
Blitzstein refers to this as the Law Of The Unconscious Statistician (LOTUS). Although this
is lovely and simple, it’s not obvious why it should be valid. Now we need to consider the
expected value of a function of X, quite often this will be as simple as g(X) = X2.
Definition 8.1.2 E
(
g(X)
)
=
∑
k∈ΩX
g(k)P (X = k).
We’re not restricted to g(X) being quite so mathematical (in other words, the idea of Ex-
pectation comes up in lots of other useful places).
Example. Consider a wedding cake baker. They believe that the demand for cakes on a
daily basis follows a Discrete Uniform distribution between 0 and 5 (i.e. P (X = 0) = P (X =
1) = · · · = P (X = 5) = 1
6
. It costs 40GBP to bake a cake, and they make 100GBP when
they sell a cake. What is the expected value of a policy whereby they bake 4 cakes a day?
k P (X = k) g(k) g(k)p(k)
0 1/6 4×−40 + 0× 100 −160/6
1 1/6 4×−40 + 1× 100 −120/6
2 1/6 4×−40 + 2× 100 40/6
3 1/6 4×−40 + 3× 100 140/6
4 1/6 4×−40 + 4× 100 240/6
5 1/6 4×−40 + 4× 100 240/6
E
(
g(X)
)
=
∑
g(k)p(k) 63.3
As an extension activity you could see how E
(
g(X)
)
varies if we altered the policy to baking
5 cakes or baking 3 cakes.
8.1.2 Summary: Expectation of discrete random variables
To conclude, our definition of expectation is given as follows:
Definition 8.1.3 The expected value of a discrete random variable (and the expected value
of a function of a random variable) is defined as follows:
• E(X) =
∑
k∈ΩX
kp(k),
• E(g(X)) = ∑
k∈ΩX
g(k)p(k).
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8.2 Variance
Definition 8.2.1 The variance of a random variable X is defined as:
V ar(X) = E
(
(X − E(X))2)
A little bit of algebra also tells us that:
V ar(X) = E
(
(X − E(X))2)
= E
(
X2 − 2XE(X) + (E(X))2)
= E(X2)− 2(E(X))2 + (E(X))2
= E(X2)− (E(X))2
which can be a useful thing to know.
8.3 Some properties of expectation and variance
Some properties of expectations are given below; proofs will be given in class.
Let c ∈ R be a given constant. Then
E(cX) = cE(X)
E(X + c) = E(X) + c
E(X + Y ) = E(X) + E(Y )
It can be seen for example that the expectation is a nice linear function (look at the effect
of multiplying by or adding a constant). The same is not true of the variance:
V ar(cX) = c2V ar(X)
V ar(X + c) = V ar(X)
Also, note that V ar(X + Y ) = V ar(X) + V ar(Y ) iff the two variables are independent.
Chapter 9
Celebrity discrete probability
distributions
9.1 Bernoulli trials
By convention we write Z ∼ Bern(p).
Notation alert!
• Z is upper case to denote it is a random variable.
• The tilde ∼ denotes “is simulated as”.
• Bern is short for Bernoulli, the name of the distribution.
• p is the parameter. There are an infinity of Bernoulli distributions, one for each possible
value of p.
Repeated independent trials are called Bernoulli if:
• there are two possible outcomes (events) conventionally denoted success and failure.
More broadly we should think of this as an indicator random variable where:
Z =
{
1 if event happens
0 otherwise
• the probabilities (P (X = 1) = p and P (X = 0) = 1 − p = q) remain the same from
trial to trial.
An example of a Bernoulli trial is a coin tossing experiment. Also, if we have a stable
production process the probability of selecting a defective item might be Bernoulli. Can you
suggest some other examples?
If we denote the parameter by p, where 0 < p < 1, we have:
34
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P (Z = k) =

p if k = 1
1− p if k = 0
0 otherwise
We can simply check that
1∑
k=0
P (Z = k) = 1 as we have p+ (1− p) = 1.
The mean of Z, i.e. E(Z), is found as:
E(Z) = 1× p+ 0× (1− p) = p.
To find the variance, we first need
E(Z2) = 12 × p+ 02 × 1− p = p,
so
V ar(Z) = E(Z2)− (E(Z))2 = p− p2 = p(1− p).
9.1.1 Indicator random variables
Note that the probability that an event A happens, i.e. P (A) = p, is the same as the
expectation E(Z).
So note that in this indicator variable example we have a link where:
E(Z) = P (A)
demonstrating a close relationship between expectation and probability.
9.2 Binomial distribution
By convention we write X ∼ Bin(n, p).
Suppose we have a sequence of n Bernoulli trials, with Bernoulli random variables Z1, Z2, . . . , Zn
(all taking on values 1 or 0). The random variable X = Z1 +Z2 + . . .+Zn essentially denotes
the number of successes amongst the n Bernoulli trials.
We could alternatively just think of it as the number of successes in n trials and forget the
Bernoulli story.
This value has a formula as follows:
p(k) = P (X = k) =

(
n
k
)
pk(1− p)n−k for k = 0, 1, 2, . . . , n
0 otherwise.
Let’s think a little about why. Assuming that P (Success) = p and P (Failure) = (1− p) = q,
CHAPTER 9. CELEBRITY DISCRETE PROBABILITY DISTRIBUTIONS 36
consider the probability of the following event:
F S F F S S
q p q q p p
As the individual events are independent, we can just multiply the probabilities and so we
have q × p× q × q × p× p = p3q3. Or if we said we had n trials and k successes, with n− k
failures we have pkq(n−k).
The only problem here is that this is the probability of getting that particular ordering of
Failures and Successes. We could have obtained 3 successes from (S, S, S, F, F, F), or a
number of other orderings. How many orderings? We did that already, it’s
(
n
k
)
. So, the
probability of getting k successes in n trials is going to be:
P (X = k) =
(
n
k
)
pkqn−k for k = 0, 1, . . . , n, where 0 < p < 1;
as required.
We can check that this is non-negative. What about summing to one? Well:
n∑
k=0
(
n
k
)
pkqn−k = (p+ q)n
by the Binomial theorem. And for this particular problem, we know that p + q = 1, so it is
a pmf which obeys the second Kolmogorov Axiom.
• Find E(X) the hard way:
E(X) =
n∑
k=0
k
(
n
k
)
pkqn−k
The first term is 0 at k = 0 so start the summation at k = 1 and use Committee Chairman
trick to change the permutation counter:
E(X) =
n∑
k=1
n
(
n− 1
k − 1
)
pkqn−k
Now take that n (and one p) outside the summation
E(X) = np
n∑
k=1
(
n− 1
k − 1
)
pk−1qn−k
Now just let j = k − 1 (and m = n− 1 if you worry about that sort of thing). The term on
the right becomes 1 so we have
E(X) = np.
• Find E(X) the easy way.
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Illustration of Binomial(n=6,p=0.5)
x
0.0
0.1
0.2
0.3
0.4
0 1 2 3 4 5 6
0.016
0.094
0.234
0.312
0.234
0.094
0.016
We said it’s the sum of n iid Bernoulli r.v.s. So by linearity:
E(X) = E(Z1 + Z2 + · · ·+ Zn) = E(Z1) + E(Z2) + · · ·+ E(Zn)
We said before E(Z) = p, so this is just np. We can find E(X2) in the same way and hence
confirm:
For X ∼ Bin(n, p) it holds: E(X) = np and V ar(X) = npq.
Nowadays, it is pretty straightforward to compute these values, but once upon a time it was
conventional to work with tables of probabilities.
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9.3 The Geometric Distribution
By convention we write X ∼ Geom(p).
We shall briefly consider the scenario whereby successive Bernoulli trials are continued until
the first success occurs. Let X denote the number of trials up to but not including the first
success. This gives rise to what we call the Geometric distribution.
Definition 9.3.1 For data assumed to follow the Geometric distribution, X has a probability
density function:
P (X = k) = p(k) =
{
(1− p)kp; for k = 0, 1, 2, . . .
0 otherwise
for 0 < p < 1.
It is quite simple to derive this pmf. We have (for example):
F F F F S
q q q q p
There is clearly only one way in which we can obtain this set of events.
It is clearly non-negative, to check it sums to one we need:
∞∑
k=0
pqk = p
∞∑
k=0
qk
That term to the right of the p on the right hand side is a standard geometric series which
we can write also as
1
1− q . So we have
∞∑
k=0
pqk =
p
1− q =
p
p
= 1
A little more work is needed to obtain the expectation.
E(X) =
∞∑
k=0
kpqk = p
∞∑
k=1
kqk
Note the trick of removing k = 0 as the sequence is zero at that point. This looks a little,
but not entirely like a geometric series. Let’s do some manipulation. On line 2 we have
differentiated both sides, on row three we have multiplied both sides by a:
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∞∑
b=0
ab =
1
1− a
∞∑
b=0
bab−1 =
1
(1− a)2
∞∑
b=0
bab =
a
(1− a)2
So this gives us the expression we need.
E(X) = p
∞∑
k=1
kqk = p
q
(1− q)2 =
pq
p2
=
q
p
For example, a burglar want to know that he will get away with three “jobs” before he finally
gets caught. Assuming the probability of being caught (a success for the rest of us) is p = 0.6
we have P (X = 3) = (1− 0.6)30.6 = 0.0384
9.3.1 Alternative definition
Note carefully. You can also define the Geometric random variable as the number of trials,
up to and including the first success. In that case we have:
P (X = k) = qk−1p for k = 1, 2, 3, . . .
For example, if a salesperson wishes to calculate the probability that they will make their first
successful sale of the day to the fifth customer, given that the probability of a sale p = 0.2 is
given by P (X = 5) = (1− 0.2)5−10.2 = 0.08192.
Note in this latter case that E(X) =
1
p
and V ar(X) =
1− p
p2
.
9.4 The Hypergeometric distribution
This isn’t what happens to a geometric distribution if you give it too many sugary sweets
and fizzy drinks. A random variable X is said to follow the hypergeometric distribution if
its probability mass function (pmf) is given by:
P (X = k) =
(
K
k
)(
N−K
n−k
)(
N
n
) for k = 0, 1, . . . , n
where:
• N is the population size,
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• K is the number of ”successes” in the population,
• n is the sample size,
• k is the number of successes in the sample.
Do note that
(
a
b
)
is a binomial coefficient for integers a and b.
Showing that this is a valid p.m.f. - see tutorial sheets (or look up the Vandermonde identity
to see that the sum of the numerator over all possibilities equals the denominator).
9.5 The Poisson distribution
By convention we would write X ∼ Poiss(λ).
The Poisson distribution is used to model events occurring at random in time, area, volume.
Definition 9.5.1 The Poisson distribution, with parameter λ > 0 is given as follows:
P (X = k) =

λke−λ
k!
; if k = 0, 1, 2, . . . ;
0 otherwise.
You can check it’s non-negative. What about summing to one:
∞∑
k=0
e−λλk
k!
= e−λ
∞∑
k=0
λk
k!
You should check that the right hand part here is the Taylor series for eλ so we have
∞∑
k=0
e−λλk
k!
= e−λeλ = 1.
A little bit more work is needed to find the expectation.
E(X) =
∞∑
k=0
k
e−λλk
k!
= e−λ
∞∑
k=0
k
λk
k!
We can repeat our trick of starting the summation from k = 1, and note that in
k
k!
we can
cancel one k giving us
1
(k − 1)!
E(X) = e−λ
∞∑
k=1
λk
(k − 1)!
We can also bring one λ into the front of the sum
E(X) = λe−λ
∞∑
k=1
λ(k−1)
(k − 1)!
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We can now do some change-of-variables: j = k− 1 but you should be able to see where this
is going. The rightmost term is our Taylor series for eλ again. So that:
E(X) = λe−λeλ = λ.
We will though find a much simpler way to get V ar(X).
Summary: E(X) = λ and V ar(X) = λ.
Example. The number of accidents on the Pasadena Freeway between 9am and 10am on a
Sunday morning is a random variable, thought to follow a Poisson distribution with λ = 7.3.
Find the probability that there will be:
• Exactly 6 accidents.
For this we need to find P (X = 6|λ = 7.3) which is given by 7.3
6e−7.3
6!
= 0.1420
• Less than 4 accidents.
For this we need the distribution which is given by P (X < 4|λ = 7.3). We find this by
taking the following
P (X = 0|λ = 7.3) + P (X = 1|λ = 7.3) + P (X = 2|λ = 7.3) + P (X = 3|λ = 7.3). This
is given by calculating
7.30e−7.3
0!
+
7.31e−7.3
1!
+
7.32e−7.3
2!
+
7.33e−7.3
3!
which should give 0.0674
These are the most important examples of discrete probability functions (although there are
hundreds available). It is worth being familiar with the key properties of these densities.
Chapter 10
Continuous Probability Functions
See chapter 5 of Blitzstein and Hwang.
10.1 Continuous r.v.s
Further information is given in Section 5.2 (page 205) of Grinstead and Snell.
10.1.1 Probability density function
• A function with values f(x) defined over the set of all real numbers, is called a probability
density function of the continuous random variable X if and only if P (a ≤ X ≤ b) =∫ b
a
f(x)dx for any real constants a and b with a < b.
• Note that if X is a continuous random variable and a and b are real constants with
a ≤ b then P (a ≤ X ≤ b) = P (a ≤ X < b) = P (a < X ≤ b) = P (a < X < b),
i.e. the value of a pdf can be changed for some of the values on an r.v. without changing the
probabilities.
Some points about this definition:
• For discrete random variables, the probability mass function is easy to understand:
p(x) = P (X = x).
• But note the terminology, if probability is mass, what is density?
• For a continuous random variable, P (X = x) = 0 for all x.
• But if we think of density as mass per volume, perhaps we gain a few insights.
• Maybe try thinking about a tiny number . Then think about
∫ x+(/2)
x−(/2)
f(t)dt. If  is
small enough then we have a rectangle of area × f(x); this area is the probability.
42
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A function can serve as a probability density function of a continuous r.v. X if its values
f(x) satisfy the conditions:
(a) f(x) ≥ 0 for all x ∈ R,
(b)
∫ ∞
−∞
f(x)dx = 1.
10.1.2 Cumulative distribution function
• If X is a continuous r.v. and the value of its probability density at t is f(t), then the
function given by F (x) = P (X ≤ x) =
∫ x
−∞
f(t)dt for x ∈ R is called the distribution
function or cumulative distribution function (CDF) of X.
• If f(x) and F (x) are values of the probability density and distribution function of X
at x then P (a ≤ X ≤ b) = F (b)− F (a) for any real constants a and b with a ≤ b and
f(x) =
dF (x)
dx
where the derivative exists.
Given the fundamental theorem of calculus, it is perhaps no surprise that if
F (x) =
∫ x
−∞
f(t)dt
then
f(x) =
dF (x)
dx
= F ′(x).
10.1.3 Computer illustration
Nowadays, it is trivial to use a computer to randomly generate some continuous variables
(although strictly we should note that computers can only generate pseudo random numbers,
but for our purposes this is close enough).
• For the moment we will not concern ourselves with the density used to create these
variables,
• Instead, we will consider only the empirical density.
• In other words, for a sample of size n, the probability of observing any particular value
will be
1
n
.
We can generate a range of sample sizes (25, 100, 1000, 10000), observe both the value of
x and the empirical density for that value, and plot these as a set of lines. The position
on the x-axis denotes the value of x, the height of the line denotes the empirical density for
observing that variable.
• Look very carefully at each of the four plots, noting that the scaling of the y axis
changes.
CHAPTER 10. CONTINUOUS PROBABILITY FUNCTIONS 44
• What will happen to the height of these lines when, instead of using the empirical
density, we use a continuous density function that must allow for an infinite range of
possible values of x?
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What is also apparent is that these plots are not use if we wish to visualise set containing a
large number of realisations of x. When n is too large, we have a large pool of black ink in
the middle of the charts.
• The conventional way of dealing with this is by means of a histogram.
• We break the x-axis into “bins” (a range of values) and count the number of values in
that range.
• The area of a given bar therefore tells us something about the probability density.
• Note that as the sample size increases (and I have used narrower and narrower bins),
we see a clear shape emerging.
All we need to do know is to define some mathematical formula that can adequately describe
this, or any other shape, as necessary.
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10.1.4 Expectation
Where we used the summation operator for discrete densities, for a continuous random vari-
able we define expectation using the integration operator. This follows from the standard
mathematical definition for the “average” of a function.
Definition 10.1.1 The expected value of a continuous random variable is given by:
E(X) =
∫ ∞
−∞
xf(x)dx
and the expected value of a function of a random variable g(X) is given by:
E
(
g(X)
)
=
∫ ∞
−∞
g(x)f(x)dx
10.1.5 Variance
The variance of a continuous density is defined in exactly the same way as for discrete random
variables i.e. V ar(X) = E
(
X − E(X))2.
10.1.6 Anatomy of a pdf
We only need a non-negative function that integrates to 1 over it’s domain. Hence we need
something that takes the form:
f(x) = ch(x)
where c is known as the constant of integration, and h(x) describes a useful shape. Clearly
c =
1∫
h(x)dx
Example. You have a random variable X such that 0 < X < 3. You decide to use
f(x) = cx2 as your pdf. Find c.
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You need to find ∫ 3
0
x2dx = 9
So
f(x) =

1
9
x2 for 0 < x < 3
0 otherwise
forms a pdf for this X.
10.1.7 Summary
What X discrete X continuous
pmf: p(k) = P (X = k) Not defined
pdf: Not defined f(x) s.t. P (a < X < b) =
∫ b
a
f(x)dx
cdf: F (x) = P (X ≤ x) =
∑
k: k≤x
p(k) F (x) = P (X ≤ x) =
∫ x
−∞
f(t)dt
Expectation E(X) =
∑
k∈ΩX
kp(k) E(X) =
∫ ∞
−∞
xf(x)dx
Expect of a fn E
(
g(X)
)
=
∑
k∈ΩX
g(k)p(k) E
(
g(X)
)
=
∫ ∞
−∞
g(x)f(x)dx
This last fact lets us find V ar(X) in either case.
10.2 The uniform distribution
By convention we write X ∼ U(a, b).
The random variable X has a uniform distribution if its probability density function is con-
stant over the range defined by a and b. For example, the following is meant to show x in
the middle of the range: a−−− x−−− b, we would expect P (X < x) = P (X > x). Now
imagine a − −x − − − −b. Here we would expect P (X < x) = 1
2
P (X > x) (because the
first interval is meant to be half the length of the second interval). Maybe it helps to think
of probability as proportional to length.
Basically, this means we want:
f(x) =
{
c if a ≤ x ≤ b
0 otherwise
If we want this to obey P (Ω) = 1 we need
∫ b
a
c = 1 which gives us
1
b− a .
The cumulative distribution function therefore is given as follows:
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F (x|a, b) =

0 for x < a
x− a
b− a for a ≤ x ≤ b
0 for x > b
10.2.1 The standard uniform distribution
One important example is the “standard” uniform, i.e. where U ∼ U(0, 1) (the building
block of all other random numbers):
E(U) =
∫ 1
0
x× 1
1− 0 dx =
[
x2
2
]1
0
=
1− 0
2
=
1
2
So for U ∼ U(0, 1) this gives us E(U) = 1
2
.
For E(U2), we get
[
x3
3
× 1
]1
0
which yields
1
3
. Therefore, using V ar(X) = E(X2)− (E(X))2
we have V ar(X) =
1
3
− 1
4
=
1
12
Summary: for U ∼ U(a, b) it holds E(U) = 1
2
and , V ar(U) =
1
12
.
10.2.2 The non-standard uniform distribution
For W ∼ U(a, b) we have that:
E(W ) =
∫ b
a
x
1
b− a dx =
1
b− a
[
x2
2
]b
a
=
a+ b
2
For E(W 2), we get
1
b− a
[
x3
3
]b
a
which yields V ar(X) =
1
3
b3 − a3
b− a −
(
a+ b
2
)2
which (even-
tually) simplifies to V ar(W ) =
(b− a)2
12
.
Summary: for W ∼ U(a, b) it holds E(W ) = a+ b
2
and V ar(W ) =
(b− a)2
12
.
10.2.3 Using a location scale transformation
For (almost) any random variable Y we can define it as a linear transformation of another
random variable X in terms of two constants c and d so that
Y = cX + d
Using standard rules of expectation, clearly
E(Y ) = E(cX + d) = cE(X) + d
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and
V ar(Y ) = V ar(cX + d) = c2V ar(X)
for W ∼ U(a, b) it holds So, let U ∼ U(0, 1) and W = cU + d. As we will explain in class, in
the case of the Uniform, c is equivalent to b− a and d is equivalent to a.
E(W ) = E
(
(b− a)U + a) = 1
2
(b− a) + a = a+ b
2
Likewise, for the variance
V ar(W ) = V ar
(
(b− a)U + a) = (b− a)2V ar(U) = (b− a)2 1
12
+ a =
(b− a)2
12
As we will find out, where we can use them, this kind of transformation is a very powerful
technique.
10.3 The exponential distribution
By convention we write X ∼ Exp(λ).
f(x|λ) =
{
λe−λx for x > 0
0 elsewhere
for any value of λ > 0.
(In passing please note that conventionally in text books this will be written as f(x) =
λe−λx;x > 0, λ > 0 telling you both the domain of the family of functions as well as all the
parameter values for which this function is defined.)
It should be obvious that this is non-negative and
∫ ∞
0
f(x)dx = 1.
Here, we have a distribution function expressed as:
F (x|λ) = 1− e−λx for x ≥ 0
and 0 for x < 0.
10.3.1 The standard exponential distribution
We can define a standard Exponential, i.e., Y = λX where Y ∼ Exp(1).
f(y) =
{
e−y for y > 0
0 elsewhere
For this, we can then find E(Y ):
E(Y ) =
∫ ∞
0
ye−ydy
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Now use use integration by parts:
∫
u dv = uv −
∫
v du such that:
u = y ∴ du = dy
dv = e−y ∴ v = −e−y
∫ ∞
0
ye−ydy = −ye−y|∞o︸ ︷︷ ︸
0
−−
∫ ∞
0
e−ydy︸ ︷︷ ︸
1
= 1
Similarly, we can find E(Y 2) = 2. Hence V ar(Y ) = 2− 12 = 1.
10.3.2 The non-standard exponential distribution
We now need to rescale our standard exponential, noting that X =
Y
λ
, so E(X) =
1
λ
and
V ar(X) =
1
λ2
.
(As an exercise you might like to check you can find E[X] and V ar(X) for the non-standard
exponential directly).
Summary: for X ∼ Exp(λ) it holds E(X) = 1
λ
and V ar(X) =
1
λ2
Memoryless
A vital property of the Exponential distribution is that:
P (X ≥ a+ b|X ≥ b) = P (X ≥ a).
which tells us the probability you have to wait an additional unit of time a given you have
already waited for time b is the same as the probability you have to wait for time a without
any conditioning.
Proof. Firstly, let’s find the so-called survivor function:
P (X ≥ c) = 1− F (c)
= 1− (1− eλc)
= eλc
Now let’s use basic conditional probability:
P (A|B) = P (A ∩B)
P (B)
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P (X ≥ a+ b|X ≥ b) = P (X ≥ a+ b,X ≥ b)
P (X ≥ b)
=
e−λ(a+b)
e−λb
= e−λa
Memoryless can be great in some applications (failure times of lightbulbs) but not in others
(life expectancy).
10.4 The Gamma distribution
By convention we write Y ∼ Gamma(a, θ).
By way of introduction, recall the Gamma function:
Γ(a) =
∫ ∞
0
xa−1e−xdx.
If we want to use this as a pdf (for random variable X and parameter a, we need to make it
integrate to one. How? The clue should be in the recursive nature of the Gamma function.
Let’s divide it by itself!
f(x) =

1
Γ(a)
xa−1e−xdx for x > 0
0 otherwise
where a > 0.
We can check this is non-negative, and we know P (Ω) = 1 because we just made it so.
Because of the recursive properties of the Gamma function, it will turn out to be worryingly
easy to find moments. Taking a “standard” Gamma density (i.e., with θ = 1):
E(Xc) =
∫ ∞
0
xc
1
Γ(a)
xa−1e−xdx
=
1
Γ(a)
∫ ∞
0
xa+c−1e−xdx︸ ︷︷ ︸
Γ function
=
Γ(a+ c)
Γ(a)
Hence we can find E(Xn) very simply:
E(X) =
Γ(a+ 1)
Γ(a)
=
aΓ(a)
Γ(a)
= a
E(X2) =
Γ(a+ 2)
Γ(a)
=
a+ 1Γ(a+ 1)
Γ(a)
=
(a+ 1)aΓ(a)
Γ(a)
= a2 + a
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So V ar(X) = a2 + a− a2 = a.
10.4.1 The non-standard Gamma distribution
At the moment, this has only one parameter. We can add another by rescaling, such that we
then have Y ∼ Gamma(a, λ) where Y = X
λ
:
f(y) =

λa
Γ(a)
xa−1e−λx for x > 0
0 otherwise
for a > 0 and λ > 0.
This can be thought of as a nice extension to the exponential. There are two parameters,
hence there is more flexibility in defining the shape than you have with the exponential
distribution. If you restrict a to being an integer, you can think of the Gamma(a, λ) as
the time taken to the arrival of the ath independent Exp(λ) random variables (but a isn’t
restricted to the integers. One word of warning, there are two very different ways of specifying
the density!
Remember that Y =
X
λ
Rescaling gives us E(Y ) =
a
λ
and V ar(Y ) =
a
λ2
.
10.5 The Beta distribution
By convention we write X ∼ Beta(a, b).
f(x|a, b) =

Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1 for 0 < x < 1
0 otherwise
where a > 0 and b > 0.
The expression
Γ(a+ b)
Γ(a)Γ(b)
might look intimidating, but it is only a constant to make sure that∫
f(x) = 1 for this distribution (it’s the reciprocal of the Beta function, so you can guess
where this distribution gets its name). In other words, all the important work in terms of the
shape of the curve is done by xa−1(1− x)b−1; but we need to multiply it by some constant to
get the integral over the whole domain equal to one.
It turns out that the uniform distribution is just an example of a beta distribution where
a = 1 and b = 1.
Finding E(X) is easy like for the Gamma.
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E(X) =
1
Beta(a, b)
∫ 1
0
xx(a−1)(1− x)(b−1)dx
=
1
Beta(a, b)
∫ 1
0
x(a+1−1)(1− x)(b−1)dx︸ ︷︷ ︸
A Beta density
So, we know that:
E(X) =
Beta(a+ 1, b)
1
1
Beta(a, b)
=
Γ(a+ 1)Γ(b)
Γ(a+ b+ 1)
Γ(a+ b)
Γ(a)Γ(b)
=
Γ(a+ b)
Γ(a+ b+ 1)
Γ(a+ 1)
Γ(a)
=
Γ(a+ b)
(a+ b)Γ(a+ b)
aΓ(a)
Γ(a)
So that:
For X ∼ Beta(a, b) it holds: E(X) = a
a+ b
and V ar(X) =
ab
(a+ b)2(a+ b+ 1)
.
Check these: for a = b = 1 does it match the standard Uniform as promised?
10.6 The Normal distribution
By convention we write X ∼ N(µ, σ2).
This is sometimes named the Gaussian distribution, after Karl Friedrich Gauss who studied
some of its key properties.
Definition 10.6.1 The normal density is given by:
f(x|µ, σ2) = 1√
2piσ
exp
{
−1
2
(
x− µ
σ
)2}
, for x ∈ R,
where µ ∈ R and σ > 0 are constants (parameters).
There’s no easy way of working with the integral (there is no expression for an indefinite
integral) so for our purposes we have to assume that with such a well used density someone
somewhere has checked that
∫ ∞
−∞
f(x) = 1. Again, it might be interesting to know that
=
1√
2piσ
is another of these constants that ensures the integration is equal to unity.
Note that E(X) = µ and V ar(X) = σ2.
A nice property of the normal density is that linear functions of a random variable X dis-
tributed according the normal distribution will also be normal.
CHAPTER 10. CONTINUOUS PROBABILITY FUNCTIONS 53
Definition 10.6.2 Let X ∼ N(µ, σ2), and let Y = α + βX. Then we have:
Y ∼ N(α + βµ, β2σ2)
As a consequence, if we have a variable X ∼ N(µ, σ2) then we have the identity:
Z =
X − µ
σ
∼ N(0, 1)
This variable Z is referred to as the standard normal.
It is important that we can “transform” any given variable to a standard normal because we
can very easily make probability statements about the standard normal. Specifically:
P (x1 < X < x2) = P
(
x1 − µ
σ
< Z <
x2 − µ
σ
)
We can easily obtain (via printed tables or the computer) values for P (Z ≤ z) for the Normal
distribution. You need to be very careful to check what is being tabulated, many tables give
you 1− P (Z ≤ z) i.e., P (Z > z) (the upper tail). Some values for the area under the curve,
for integer values of z are given here:
z P (Z ≤ z)
-3 0.0013
-2 0.0228
-1 0.1587
0 0.5000
1 0.8413
2 0.9772
3 0.9987
φ(z) may be used to denote the DENSITY of a realisation of a Standard
Normal RV.
Φ(z) may be used to denote the CDF of a realisation of a Standard Normal
RV, i.e., P (Z ≤ z) where Z ∼ N(0, 1).
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A problem
If X ∼ N(10, 4), calculate P (4 < X < 8)
We want:
P (4 < X < 8) = P
(
4− 10
2
<
X − 10
2
<
8− 10
2
)
= P (−3 < Z < −1)
= P (Z < −1)− P (Z < −3)
From the table, we can see that the values we need are 0.1587 and 0.0013, hence
P (4 < X < 8) = 0.1587− 0.0013
= 0.1574
There are some more detailed tables at the end of the chapter with the problems.
