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Abstract
Inspired by recent work by Closset, Kim and Willett, we derive a new formula
for the superconformal (or supersymmetric) index of 4dN = 1 theories. Such a
formula is a finite sum, over the solution set of certain transcendental equations
that we dub Bethe Ansatz Equations, of a function evaluated at those solutions.
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1 Introduction and summary
In supersymmetric quantum field theories there are many classes of observables that can
be computed exactly and non-perturbatively, making supersymmetry an appealing testing
ground for general ideas about quantum field theory and, through holography, also quantum
gravity. One of those observables is the superconformal index [1–3] which—in theories with
superconformal invariance—counts with signs the number of local operators in short repre-
sentations of the superconformal algebra. This counting can be done keeping track of the
spin and other charges of the operators. Despite its simplicity, the superconformal index is
an observable that contains a lot of information about the theory, and indeed it has been
studied in all possible dimensions (i.e. up to six) and under so many angles (for reviews
see [4]). In this note we focus on the four-dimensional superconformal index.
Because the index does not depend on continuous deformations of the theory, and a
suitable supersymmetric generalization thereof does not depend on the RG flow, it follows
that in theories that are part of a conformal manifold and have a weakly-coupled point on it,
and in theories that are asymptotically free, the evaluation of the index can be reduced to a
weak coupling computation.1 This amounts to counting all possible local operators in short
representations one can write down, and then restricting to the gauge-invariant ones. In the
language of radial quantization, one counts all multi-particle states in short representations
1There is a small caveat: the IR superconformal R-symmetry must be visible in the UV, i.e. it should
not be accidental.
1
on the sphere, and then imposes Gauss law. In the case of the 4d N = 1 superconformal (or
supersymmetric) index of a gauge theory with gauge group G and matter chiral multiplets
in representation R, the counting is captured by the standard formula [1, 2, 5]:
I(p, q; v) =
(p; p)
rk(G)
∞ (q; q)
rk(G)
∞
|WG|
∮
Trk(G)
∏
ρa∈R
Γ
(
(pq)ra/2zρavωa ; p, q
)∏
α∈∆ Γ(z
α; p, q)
rk(G)∏
i=1
dzi
2πizi
. (1.1)
Here, briefly, p, q are the (complex) fugacities associated to the angular momentum, v collec-
tively indicates the fugacities for flavor symmetries, z indicates the fugacities for the gauge
symmetry, ra are the R-charges, and Γ is the elliptic gamma function. All the details will
be reviewed in Section 2.
In this note, inspired by recent work of Closset, Kim and Willett [6, 7], we show that
when the fugacities for the angular momentum satisfy
qa = pb (1.2)
for some coprime positive integers a, b, then one can derive an alternative, very different
formula for the 4d superconformal index. The condition (1.2) can be rewritten as
p = ha , q = hb (1.3)
for some fugacity h and coprime a, b ∈ N.
The new formula, that we will explain in great detail in Section 3, is a finite sum over the
solution setMBAE to certain transcendental equations—that we dub Bethe Ansatz equations
(BAEs)—of a function, closely related to the integrand in (1.1), evaluated at those solutions.
Very schematically, we prove that
I(p, q; v) =
(p; p)
rk(G)
∞ (q; q)
rk(G)
∞
|WG|
∑
z ∈MBAE
ab∑
{mi}=1
Z
(
z/hm, p, q, v
)
H(z, p, q, v)−1 . (1.4)
Here the function Z is the integrand in the standard formula (1.1); MBAE is the set of
solutions, on a torus of exponentiated modular parameter h, to the BAEs which take the
schematic form
Qi(z, p, q, v) = 1 for i = 1, . . . , rk(G) (1.5)
in terms of functions Qi defined in (3.3); the function H is a “Jacobian”
H(z, p, q, v) = det
ij
∂Qi(z, p, q, v)
∂ log zj
. (1.6)
The precise expressions (in which we use chemical potentials instead of fugacities, in order
to deal with single-valued functions) can be found at the beginning of Section 3. A special
case of this formula when p = q, namely a = b = 1, was derived in [6].
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The condition (1.2) limits the applicability of the Bethe Ansatz (BA) formula (1.4) in
the space of complex fugacities. Yet, as we discuss in Section 3.1, the domain of the formula
is rich enough to uniquely fix the index as a continuous function (with poles) of general
fugacities. We offer two arguments, one that uses holomorphy of the index and one that just
uses continuity. Roughly, the reason is that the set of pairs (p, q) satisfying (1.2) is dense in
the space of general complex fugacities (see Appendix B).
In a separate publication [8] we will use the BA formula (1.4) to address the large N limit
of the index of a specific theory, namely N = 4 Super-Yang-Mills, finding some differences
with previous literature. We will connect the large N limit of the index to the entropy
of BPS black holes in AdS5.
2 In this way, we will extend the success of the counting of
microstates of dyonic black hole in AdS4 [11–14] to the case of electric rotating black holes
in AdS5 [15–18]. More generally, the new BA formula is much easier to deal with, compared
to the standard integral formula, when performing numerical computations. We thus hope
that it will be useful in a wider context.
The BA formula (1.4) can be thought of, in some sense, as the “Higgs branch localization”
partner of the standard “Coulomb branch localization” integral formula (1.1), using the
terminology of [19, 20]. More precisely, the existence of a formula as (1.4) can be justified
along the lines of [11,13,21,22,6,7]. The superconformal index can be defined as the partition
function of the Euclidean theory on S3 × S1, with suitable flat connections along S1 and
a suitable complex structure that depends on p, q, and with the Casimir energy [23, 24]
stripped off.3 The standard localization computation of the partition function leads to (1.1).
However, when p, q satisfy (1.2) the geometry is also a Seifert torus fibration over S2. Along
the lines of [7], one expects to be able to reduce to the computation of a correlator in an
A-twisted theory on S2 [25], which should give an expression as in (1.4). In any case, we
have derived the BA formula (1.4) by standard manipulations of the integral expression and
thus we do not rely on any such putative 2d reduction.
The note is organized as follows. In Section 2 we review the standard formula for the 4d
superconformal index, carefully stressing its regime of applicability. In Section 3 we present
our new BA formula in great detail, and then we derive it in Section 3.2.
2The two recent papers [9, 10] also investigate the entropy of BPS black holes in AdS5.
3Notice that the superconformal index, up to a change of variables reviewed in Section 3.1, is a single-
valued function of the fugacities, while the partition function is not [24].
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2 The 4d superconformal index
In order to fix our notation, let us review the standard formulation of the superconformal
index [1,2], which counts local operators in short representations of the 4d N = 1 supercon-
formal algebra (SCA) su(2, 2|1). Going to radial quantization, this is the same as counting
(with sign) 1
4
-BPS states of the theory on S3.
The bosonic part of the superconformal algebra is su(2, 2)⊕u(1)R, where the first factor is
the 4d conformal algebra and the second one is the R-symmetry. We pick on S3 one Poincare´
supercharge, specifically Q = Q−, and its conjugate conformal supercharge Q
† = S+. To-
gether with ∆ = 1
2
{Q,Q†} they form an su(1|1) superalgebra. The superconformal index is
then equal to the Witten index
I(t) = TrH[S3] (−1)
F e−β∆
∏
k
tJkk , (2.1)
where Jk are Cartan generators of the commutant of su(1|1) in the full SCA and tk are the
associated complex fugacities. By standard arguments [26], I(t) counts only states with
∆ = 0, i.e. annihilated by both Q and Q†, and thus it does not depend on β. On the other
hand, it is holomorphic in the fugacities tk, which serve both as regulators and as refinement
parameters.
To be more precise, the states counted by (2.1) have ∆ = E − 2j+ −
3
2
r = 0, where
E is the conformal Hamiltonian or dimension, j± are the Cartan generators of the angular
momentum su(2)+⊕su(2)− ⊂ su(2, 2), and r is the superconformal U(1)R charge. Moreover,
the subalgebra of su(2, 2|1) which commutes with su(1|1) has Cartan generators E+ j+ and
j−. Therefore we write
I(p, q) = Tr∆=0 (−1)
F p
1
3
(E+j+)+j−q
1
3
(E+j+)−j− = Tr∆=0 (−1)
F pj1+
r
2 qj2+
r
2 , (2.2)
where j1,2 = j+ ± j− parametrize the rotated frame u(1)1 ⊕ u(1)2 ⊂ su(2)+ ⊕ su(2)− and
p, q are the associated fugacities (up to a shift by r/2). Whenever the theory enjoys flavor
symmetries, one can introduce fugacities vα for the Cartan generators of the flavor group.
Then, the index will depend holomorphically also on vα.
The trace formula (2.2) can be exactly evaluated at all regimes in the couplings. Indeed,
since I is invariant under any continuous deformation of the theory, one can explicitly account
for the contribution of every gauge-invariant state with ∆ = 0 in the free regime [27, 28, 2].
In particular, the contributions of all the multi-particle states are simply encoded in the
plethystic exponential [29] of the “single-letter partition functions”, whereas the restriction
to the gauge-invariant sector is done by integrating the latter contributions over the gauge
group. This procedure yields a finite-dimensional integral formula for the superconformal
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index, which can be expressed as an elliptic hypergeometric integral [5].4
For concreteness, we consider a generic N = 1 gauge theory with semi-simple gauge
group G, flavor symmetry group GF and non-anomalous U(1)R R-symmetry. We assume
that the theory flows in the IR to a non-trivial fixed point and we parametrize U(1)R with the
superconformal R-charge sitting in the SCA of the IR CFT (assuming this is visible in the
UV). Furthermore, the matter content consists of nχ chiral multiplets Φa in representations
Ra of G, carrying flavor weights ωa in some representations RF of GF and with supercon-
formal R-charges ra. Additionally, we turn on flavor fugacities vα, with α = 1, . . . , rk(GF ),
parametrizing the maximal torus of GF . The integral representation of the superconformal
index is given by
I(p, q; v) =
(p; p)
rk(G)
∞ (q; q)
rk(G)
∞
|WG|
∮
Trk(G)
∏nχ
a=1
∏
ρa∈Ra
Γ
(
(pq)ra/2zρavωa ; p, q
)∏
α∈∆ Γ(z
α; p, q)
rk(G)∏
i=1
dzi
2πizi
.
(2.3)
The integration variables zi parametrize the maximal torus of G, and the integration contour
is the product of rk(G) unit circles. Then ρa are the weights of the representation Ra, α
parametrizes the roots of G and |WG| is the order of the Weyl group. Moreover, we have
introduced the notation zρa =
∏rk(G)
i=1 z
ρia
i and v
ωa =
∏rk(GF )
α=1 v
ωαa
α , whereas
Γ(z; p, q) =
∞∏
m,n=0
1− pm+1qn+1/z
1− pmqnz
, |p| < 1 , |q| < 1 (2.4)
is the elliptic gamma function [33] and
(z; q)∞ =
∞∏
n=0
(1− zqn) , |q| < 1 (2.5)
is the q-Pochhammer symbol.
This representation makes manifest the holomorphic dependence of the index on p, q, vα.
It is important to stress that the expression (2.3), which is a contour integral along rk(G)
unit circles, is only valid as long as the fugacities stay within the following
Domain: |p|, |q| < 1 , |pq| <
∣∣(pq)ra/2vωa∣∣ < 1 , ∀a . (2.6)
These conditions descend from the requirement of convergence of the plethystic representa-
tion of the index, from which (2.3) is derived. The plethystic expansion of the elliptic gamma
4An alternative way to obtain the integral formula is to use supersymmetric localization [30]. Indeed,
the supersymmetric partition function Z of the theory on a primary Hopf surface Hp,q ≃ S1 × S3 can be
computed with localization [31, 32] and it is related to the superconformal index through Z = e−ESUSYI,
where ESUSY is the supersymmetric Casimir energy [23, 24].
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function,
Γ(z; p, q) = exp
[
∞∑
m=1
1
m
zm − (pq)mz−m
(1− pm)(1− qm)
]
, (2.7)
converges for
|pq| < |z| < 1 and |p|, |q| < 1 . (2.8)
The domain (2.6) then follows from requiring the integrand of (2.3) to have a convergent
expansion. Indeed, within the domain of convergence (2.8), the elliptic gamma function is
a single-valued analytic function with no zeros, poles nor branch cuts. Both Γ(z; p, q) and
(z; q)∞ can be analytically continued to z ∈ C. However, when we analytically continue
the integral (2.3) outside the domain (2.6), the integration contour must be continuously
deformed in order to take into account the movement of the various poles of the integrand
in the complex plane, in such a way that the poles do not cross the contour. As a result,
for generic fugacities the integration contour is not as simple as a product of unit circles.
To avoid this complication, throughout this paper we will always work within (2.6)—and
perform analytic continuation only at the end, if needed.
It will be useful to set some new notation. We define a set of chemical potentials through
p = e2πiτ , q = e2πiσ , vα = e
2πiξα , zi = e
2πiui , (2.9)
as well as a fictitious chemical potential νR for the R-symmetry, whose value is fixed to
νR =
1
2
(τ + σ) (2.10)
by supersymmetry. Moreover, we redefine the elliptic gamma function as a (periodic) func-
tion of the chemical potentials:
Γ˜(u, τ, σ) = Γ
(
e2πiu; e2πiτ , e2πiσ
)
, (2.11)
so that the integrand of (2.3) can be expressed as
Z(u; ξ, νR, τ, σ) =
∏nχ
a=1
∏
ρa∈Ra
Γ˜
(
ρa(u) + ωa(ξ) + raνR; τ, σ
)∏
α∈∆ Γ˜
(
α(u); τ, σ
) . (2.12)
At last, we define
κG =
(p; p)
rk(G)
∞ (q; q)
rk(G)
∞
|WG|
. (2.13)
The integral representation of the index takes then the following compact form:
I(p, q; v) = κG
∫
Trk(G)
Z(u; ξ, νR, τ, σ) d
rk(G)u . (2.14)
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The integration contour Trk(G) is represented on the u-plane by a product of straight segments
of length one on the real axes. In terms of the chemical potentials, the domain (2.6) can be
rewritten as:
Im τ, Im σ > 0 , 0 < Imωa(ξ) < Im(τ + σ) , ∀a . (2.15)
The integral formula (2.14) is the starting point of our analysis. In the next Section we will
focus our attention to the case where τ/σ is a rational number to derive—from (2.14)—a
new formula that expresses the index as a finite sum.
3 A new Bethe Ansatz type formula
The integral representation (2.14) of the superconformal index is valid for generic complex
values of the chemical potentials within the domain (2.15). However, if we restrict to a case
where
τ/σ ∈ Q+ , (3.1)
we can prove an alternative formula describing the index as a finite sum over the set of
solutions to certain transcendental equations, which we call Bethe Ansatz Equations (BAEs).
We will first present the formula in detail, and then provide a proof. In Section 3.1 we will
also discuss the properties of the set of pairs (τ, σ) satisfying (3.1).
Let us take
τ = aω , σ = bω with a, b ∈ N such that gcd(a, b) = 1 (3.2)
and Imω > 0. This implies (1.2). We can set p = ha and q = hb with h = e2πiω, although we
will mostly work with chemical potentials. We introduce the BAEs as the set of equations
Qi(u; ξ, νR, ω) = 1 , ∀ i = 1, . . . , rk(G) , (3.3)
written in terms of “BA operators” defined as
Qi(u; ξ, νR, ω) =
nχ∏
a=1
∏
ρa∈Ra
P
(
ρa(u) + ωa(ξ) + raνR;ω
)ρia . (3.4)
The basic BA operator is
P (u;ω) =
e−πi
u2
ω
+πiu
θ0(u;ω)
, (3.5)
where θ0(u;ω) = (z; h)∞(z
−1h; h)∞ with z = e
2πiu and h = e2πiω.
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The BA operators satisfy three important properties. First, they are doubly-periodic in
the gauge chemical potentials:
Qi(u+ n +mω; ξ, νR, ω) = Qi(u; ξ, νR, ω) , ∀ni, mi ∈ Z , i = 1, . . . rk(G) . (3.6)
Second, they are invariant under SL(2,Z) modular transformations of ω:
Qi(u; ξ, νR, ω) = Qi(u; ξ, νR, ω + 1) = Qi
(
u
ω
;
ξ
ω
,
νR
ω
,−
1
ω
)
= Qi(−u;−ξ,−νR, ω) . (3.7)
The last equality represents invariance under the center of SL(2,Z). Third, they capture
the quasi-periodicity of the index integrand:
Qi(u; ξ, νR, ω)Z(u; ξ, νR, aω, bω) = Z(u− δiabω; ξ, νR, aω, bω) , (3.8)
valid ∀ i and where δi = (δij)
rk(G)
j=1 so that (u− δiabω)j = uj − δijabω.
Because of the double-periodicity of Qi, the actual number of solutions uˆi to the system
of BAEs (3.3) is infinite. However, the solutions can be grouped into a finite number of
equivalence classes [uˆi] such that uˆi ∼ uˆi + 1 ∼ uˆi + ω. In other words, the equations and
their solutions are well-defined on a torus T2rk(G) which is the product of rk(G) identical
complex tori of modular parameter ω, and the number of solutions on the torus is finite.
The modular invariance (3.7) confirms that the equations are well-defined on the torus. We
define
MBAE =
{
[uˆi] , i = 1, . . . , rk(G)
∣∣∣ Qi([uˆ]; ξ, νR, ω) = 1 , w · [uˆ] 6= [uˆ] ∀w ∈ WG} (3.9)
as the set of solutions (on the torus) that are not fixed by non-trivial elements of the Weyl
group. For definiteness we can choose, as representatives, the elements living in a funda-
mental domain of the torus with modulus ω, i.e. with 0 ≤ Re uˆi < 1 and 0 ≤ Im uˆi < Imω.
Notice that, because of (3.7), the solutions must organize into representations of SL(2,Z).
As we prove below, thanks to the properties of the BA operators, we can rewrite the
superconformal index as a sum over solutions to the BAEs in the following way:
I(p, q; v) = κG
∑
uˆ∈MBAE
Ztot(uˆ; ξ, νR, aω, bω) H(uˆ; ξ, νR, ω)
−1 . (3.10)
Here
Ztot(u; ξ, νR, aω, bω) =
ab∑
{mi}=1
Z(u−mω; ξ, νR, aω, bω) , (3.11)
where Z is precisely the integrand defined in (2.12) and
H(u; ξ, νR, ω) = det
ij
[
1
2πi
∂Qi(u; ξ, νR, ω)
∂uj
]
(3.12)
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is the contribution from the Jacobian of the change of variables ui 7→ Qi(u). Notice that
both the function H , and the function Ztot evaluated on the solutions to the BAEs, are
doubly-periodic on the product of complex tori of modular parameter ω.
A specialization of this formula to the case τ = σ was derived in [6], while a three-
dimensional analog was derived in [7]. In the next Section we will spell out in detail how
the BA formula uniquely fixes the index for all values of the complex fugacities, using either
holomorphy or continuity. In Section 3.2 we will derive the final formula (3.10), starting
from the integral representation (2.14). The proof is rather technical and it does not give
new physical insights on the main result. Therefore, uninterested readers may stop here.
3.1 Continuation to generic fugacities
Our BA formula (3.10) can only be applied for special values of the angular fugacities that
satisfy (1.2). We will offer two arguments, one based on holomorphy and the other based on
just continuity, that this is enough to completely determine the index for all values of the
complex fugacities.
Using the standard definition (2.2), the index is not a single-valued function of the an-
gular fugacities p, q—unless the R-charges of chiral multiplets are all even. This is also
apparent from the integral formula (2.3). On the other hand, regarded as a function of
chemical potentials τ, σ each living on the upper half-plane H, the index is single-valued and
holomorphic. Keeping the flavor fugacities fixed in the argument that follows, the BA for-
mula applies to points (τ, σ) ∈ H2 such that τ/σ ∈ Q+. Such a set is dense in a hyperplane
J ∼= R3 of real codimension one in H2 defined as J =
{
(τ, σ)
∣∣ τ/σ ∈ R+}. Thus, the BA
formula determines the index on J by continuity. On the other hand, we know that the
index is a holomorphic function on H2, therefore its restriction to J completely fixes the
function on H2 by analytic continuation.
It turns out that we can refine the argument in such a way that we only use continuity,
and not holomorphy, of the index. This is because if we think in terms of angular fugacities
p, q each living in the open unit disk D, then the set of points (p, q) ∈ D2 such that qa = pb
for coprime a, b ∈ N is dense in D2. This fact is not completely obvious, and we show it in
Appendix B.
Unfortunately, the index (2.3) is not a single-valued function of p, q if we keep the flavor
fugacities vα fixed, unless the R-charges are all even. However, it is always possible to find a
change of variables which expresses I as a single-valued function of a set of new fugacities.
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The latter is defined by
∆a = ωa(ξ) + raνR ⇒ ya = e
2πi∆a = vωa(pq)
ra
2 , ∀ a = 1, . . . , nχ . (3.13)
This gives us a set of (redundant) chemical potentials ∆a, one for each chiral multiplet
present in the theory, which must satisfy some linear constraint, following the requirement
of invariance of the theory under flavor and R-symmetry. Suppose, indeed, the theory has a
superpotential given by
W (Φ) =
∑
A
WA(Φ) , (3.14)
where each WA(Φ) is a gauge-invariant homogeneous polynomial of degree nA. Then, for
each term in (3.14), the following linear constraints must be satisfied:∑
a∈A
ra = 2 ,
∑
a∈A
ωαa = 0 , ∀α = 1, . . . , rk(G) , (3.15)
where we used a ∈ A to indicate the chiral components Φa which are present inWA. The first
equation imposes that the superpotential has R-charge 2. The second equation constrains
W to be invariant under GF . Indeed, ωa = (ω
α
a )
rk(GF )
α=1 are the flavor weights carried by Φa.
A similar role is played by ABJ anomalies.
Translating (3.15) to the definition of ∆a, we obtain∑
a∈A
∆a = 2νR = τ + σ ∀A . (3.16)
In such a new set of variables we have
Z(u; ∆, τ, σ) =
∏nχ
a=1
∏
ρa∈Ra
Γ˜(ρa(u) + ∆a; τ, σ)∏
α∈∆ Γ˜(α(u); τ, σ)
, (3.17)
showing that the index is now a well-defined, single-valued and continuous function (in fact,
also holomorphic) of the fugacities p, q, ya. Indeed, recall that the elliptic gamma function
is a single-valued function of its arguments, and notice that the constraints (3.16) always
involve integer combinations of τ , σ, thus never introducing non-trivial monodromies under
integer shifts. Once again, the BA formula can be applied whenever qa = pb and for generic
values of ya. Since such a set of points is dense in the space of generic fugacities, we conclude
that the BA formula fixes the index completely.
3.2 Proof of the formula
We prove the formula (3.10) in three steps. First we verify the properties (3.6) and (3.8) of
the BA operators. Then we use them to modify the contour of the integral (2.14) and to
reduce it to a sum of simple residues. Finally we prove that the only poles that contribute
to the residue formula are determined by the BAEs, thus obtaining (3.10).
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3.2.1 Properties of the BA operators
First, we prove the identities (3.6) and (3.8). For later convenience, let us briefly recall the
anomaly cancellation conditions that are required to have a well-defined four-dimensional
theory. These requirements can be expressed in terms of the anomaly coefficients. In par-
ticular, let i = (i, α) collectively denote the Cartan indices of the gauge × flavor group,
where i = 1, . . . , rk(G) are the gauge indices and α = 1, . . . , rk(GF ) are the flavor indices.
Moreover, define a = (a, ρa) as running over all chiral multiplets components, where ρa are
the weights of the gauge representation Ra. Then the anomaly coefficients for gauge/flavor
symmetries are defined by
Aijk =
∑
a
QiaQ
j
aQ
k
a , A
ij =
∑
a
QiaQ
j
a , A
i =
∑
a
Qia , (3.18)
where Qia = Q
i
(a,ρa)
= (ρia, ω
α
a ) are the components of the gauge × flavor weights carried by
the chiral multiplets. The first and the last coefficient in (3.18) are associated with the gauge3
and mixed gauge-gravitational2 perturbative anomalies. The second term—sometimes called
pseudo-anomaly coefficient—describes the non-perturbative or global anomaly [34–36] when
the corresponding perturbative anomaly vanishes.
Similarly, the perturbative anomaly coefficients involving the R-symmetry are defined by
AijR =
∑
a
QiaQ
j
a(ra − 1) + δ
ij,ij
∑
α∈∆
αiαj AiRR =
∑
a
Qia(ra − 1)
2
ARRR =
∑
a
(ra − 1)
3 + dimG AR =
∑
a
(ra − 1) + dimG ,
(3.19)
whereas the pseudo R-anomaly coefficients are
AiR =
∑
a
Qia(ra − 1) A
RR =
∑
a
(ra − 1)
2 + dimG . (3.20)
Anomaly cancellation is realized by a set of conditions on the coefficients defined above,
that a well-defined quantum gauge theory must satisfy. We will also restrict to the case
that the gauge group G is semi-simple. The conditions for the cancellation of the gauge and
gravitational anomaly are
Aijk = Ai = 0 and Aij ∈ 4Z for G semi-simple . (3.21)
The conditions for the cancellation of the ABJ anomalies of GF and U(1)R, namely that
those are global symmetries of the quantum theory, are
Aijα = AijR = 0 . (3.22)
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Finally,
Aiαβ = AiαR = AiRR = 0 and Aiα = AiR = 0 (3.23)
simply follow from the restriction to semi-simple gauge group G.
We now focus on describing some properties of the basic BA operator
P (u;ω) =
e−πi
u2
ω
+πiu
θ0(u;ω)
. (3.24)
First, consider the function
θ0(u;ω) = (z; h)∞(z
−1h; h)∞ =
∞∏
k=0
(1− zhk)(1− z−1hk+1) , z = e2πiu , h = e2πiω (3.25)
which is holomorphic in z and h, and satisfies the following properties:
θ0(u+ n +mω;ω) = (−1)
m e−2πimu−πim(m−1)ω θ0(u;ω) ∀n,m ∈ Z
θ0(−u;ω) = θ0(u+ ω;ω) = −e
−2πiu θ0(u;ω) .
(3.26)
They immediately imply
P (−u;ω) = −P (u;ω)
P (u+ n+mω;ω) = (−1)n+m e−
πi
ω
(2nu+n2) P (u;ω) ∀n,m ∈ Z .
(3.27)
It turns out that the basic BA operator has also nice modular transformation properties:
P (u;ω + 1) = eπi
u2
ω(ω+1) P (u;ω) , P
(
u
ω
;−
1
ω
)
= e
πi
(
u2
ω
−ω
6
− 1
6ω
+ 1
2
)
P (u;ω) . (3.28)
In order to prove (3.8), we also need to show that
P (u+ rνR;ω)
m Γ˜(u+ rνR; aω, bω) = (−1)
abm2
2
+
m(a+b−1)
2 e−
πimu2
ω
+πiabm2u−πim(a+b)(r−1)u ×
× h−
m3ab
6
+ ab(a+b)m
2(r−1)
4
−m(a+b)
2(r−1)2
8
+m(a
2+b2+2)
24 Γ˜(u+ rνR −mabω; aω, bω) . (3.29)
Here r ∈ R mimics the contribution from the R-charge of a generic multiplet in the theory.
Notice that all factors in front of Γ˜ in the r.h.s. of (3.29) explicitly depend on the fermion
R-charge r− 1. This will be crucial to ensure anomaly cancellation in the full BA operator.
Proof. The identity (3.29) follows from the properties of the elliptic gamma function. Indeed,
for generic τ and σ, we have that
Γ˜(u+ τ ; τ, σ) = θ0(u; σ) Γ˜(u; τ, σ) , Γ˜(u+ σ; τ, σ) = θ0(u; τ) Γ˜(u; τ, σ) . (3.30)
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Moreover, there exists a factorization property (see Theorem 5.4 of [33]) which expresses
Γ˜(u; aω, bω) as a product of elliptic gamma functions with equal periods:
Γ˜(u; aω, bω) =
a−1∏
r=0
b−1∏
s=0
Γ˜(u+ (as+ br)ω; abω, abω) , (3.31)
valid for a, b ∈ Z (not necessarily coprime). Using both (3.30) and (3.31) we obtain the
identity
Γ˜(u+ abω; aω, bω) =
[
a−1∏
r=0
b−1∏
s=0
θ0
(
u+ (as + br)ω; abω
)]
× Γ˜(u; aω, bω) (3.32)
and its generalizations to m ∈ Z, given by
Γ˜(u+mabω; aω, bω) = (−z)−
abm(m−1)
2 h−
m(m−1)
2
ab(2ab−a−b)
2
−
m(m−1)(m−2)a2b2
6 ×
×
[
a−1∏
r=0
b−1∏
s=0
θ0
(
u+ (as+ br)ω; abω
)m ]
× Γ˜(u; aω, bω) . (3.33)
Now, by enforcing the assumption that gcd(a, b) = 1, we can use the properties of numerical
semigroups (see Appendix A for more details) to reduce the periods of the theta functions
from abω to ω. In order to do so, let us introduce some notation. We call R(a, b) the set of
non-negative integer linear combinations of a, b:
R(a, b) = {am+ bn |m,n ∈ Z≥0}. (3.34)
Then R(a, b) forms a numerical semigroup, which can be thought of as a subset of Z≥0,
closed under addition, with only a finite number of excluded non-vanishing elements. The
latter elements form the so-called set of gaps R(a, b) = N \ R(a, b). The highest element of
R(a, b) is the Fro¨benius number F (a, b) = ab− a− b, whereas the order of R(a, b) is called
the genus χ(a, b) and the sum of all its elements is the weight w(a, b). It is a classic result
in mathematics that, in terms of a, b, the latter read
χ(a, b) =
(a− 1)(b− 1)
2
, w(a, b) =
(a− 1)(b− 1)(2ab− a− b− 1)
12
. (3.35)
Thanks to the properties of these objects, we can use the following identities (proved in
Appendix A):
a−1∏
r=0
b−1∏
s=0
(zhas+br; hab)∞ =
(z; h)∞∏
k∈R(a,b)(1− zh
k)
a−1∏
r=0
b−1∏
s=0
(z−1hab−as−br; hab)∞ = (z
−1h; h)∞
∏
k∈R(a,b)
(1− z−1h−k) ,
(3.36)
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which lead to
a−1∏
r=0
b−1∏
s=0
θ0
(
u+ (as+ br)ω;ω
)
= (−z)−χ(a,b) h−w(a,b) θ0(u;ω) . (3.37)
Substituting into (3.33) we obtain
Γ˜(u+mabω; aω, bω) = (−z)−
abm2
2
+
m(a+b−1)
2 ×
× h−
abm3
6
+
ab(a+b)m2
4
−
(a2+b2+3ab−1)m
12 θ0(u;ω)
m Γ˜(u; aω, bω) . (3.38)
Finally, applying (3.38) to the l.h.s. of (3.29) proves the latter identity.
We now turn to analyzing the full BA operators. Notice that, in the definition (3.4), Qi
receive contribution only from the chiral multiplets of the theory. The vector multiplets do
not appear in (3.4) because their contribution simply amounts to
∏
α∈∆
P
(
α(u);ω
)−αi
=
∏
α>0
[
P
(
− α(u);ω
)
P
(
α(u);ω
) ]αi = (−1)∑α>0 αi = 1 , (3.39)
which holds true if G is semi-simple, as in this case the sum of positive roots is always an
even integer. Despite this fact, as far as the proof of (3.10) is concerned, we find it more
convenient to write
Qi(u; ξ, νR, ω) =
nχ∏
a=1
∏
ρa∈Ra
P
(
ρa(u) + ωa(ξ) + raνR;ω
)ρia ×∏
α∈∆
P
(
α(u);ω
)−αi
(3.40)
without simplifying the vector multiplet contribution.
At this point, using (3.27) we can show that Qi satisfy:
Qi(u+ n; ξ, νR, ω) = (−1)
Aijnj e−
πi
ω (A
ijknj(2uk+nk)+2A
ijαnjξα+2A
ijRnjω)Qi(u; ξ, νR, ω)
Qi(u+mω; ξ, νR, ω) = (−1)
Aijmj Qi(u; ξ, νR, ω) ,
(3.41)
which, thanks to (3.21)–(3.23), reduce to (3.6) ∀ni, mi ∈ Z in an anomaly-free theory.
Similarly, (3.27) and (3.28) together with the anomaly cancelation conditions (3.21)–(3.23)
imply (3.7). Moreover, using (3.40), we can write
Qi(u; ξ, νR, ω) Z(u; ξ, νR, aω, bω) =
=
∏
a,ρa
P
(
ρa(u) + ωa(ξ) + raνR;ω
)ρia Γ˜(ρa(u) + ∆a; aω, bω)∏
α∈∆ P
(
α(u);ω
)αi
Γ˜
(
α(u); aω, bω
) . (3.42)
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Applying (3.29), the latter equation reduces to
Qi(u; ξ, νR, ω) Z(u; ξ, νR, aω, bω) = (−1)
ab
2
Aii+ a+b−1
2
Ai eπiab(A
iijuj+Aiiαξα) ×
× e−
πi
ω (A
ijkujuk+A
iαβξαξβ+2A
ijαujξα) e−πi(a+b)(A
ijRuj+A
iαRξα)+πiab(a+b)2 A
iiRω ×
× e−
πi(a+b)2
4
AiRRω−πia
2b2
3
Aiiiω+πi(a
2+b2)
12
Aiω Z(u− δiabω; ξ, νR, ω) , (3.43)
which, by anomaly cancellation, reduces to (3.8).
3.2.2 Residue formula
We now use the BA operators and their properties to modify the contour of integration of the
index in (2.14). For our purposes, it is sufficient to implement the following trivial relation:
I(p, q; v) = κG
∮
Z(u; ξ, νR, aω, bω) d
rk(G)u
= κG
∮ ∏rk(G)
i=1
(
1−Qi(u; ξ, νR, ω)
)∏rk(G)
i=1
(
1−Qi(u; ξ, νR, ω)
) Z(u; ξ, νR, aω, bω) drk(G)u . (3.44)
The numerator of the integrand can be expanded as
rk(G)∏
i=1
(
1−Qi(u; ξ, νR, ω)
)
×Z(u; ξ, νR, aω, bω) =
=
rk(G)∑
n=0
(−1)n
n!
rk(G)∑
i1 6=···6=in
Qi1(u; ξ, νR, ω) . . .Qin(u; ξ, νR, ω)Z(u; ξ, νR, aω, bω)
=
rk(G)∑
n=0
(−1)n
n!
rk(G)∑
i1 6=···6=in
Z
(
u− (δi1 + . . .+ δin)abω; ξ, νR, aω, bω
)
,
(3.45)
where, in the last line, we have used the shift property (3.8). Plugging the last equation
back in (3.44) gives:
I(p, q; v) = κG
rk(G)∑
n=0
(−1)n
n!
rk(G)∑
i1 6=···6=in
Ii1...in(p, q; v) , (3.46)
with
Ii1...in(p, q; v) =
∮
Trk(G)
Z
(
u− (δi1 + . . .+ δin)abω; ξ, νR, aω, bω
)∏rk(G)
i=1
(
1−Qi(u; ξ, νR, ω)
) drk(G)u
=
∮
Ci1...in
Z
(
u; ξ, νR, aω, bω
)∏rk(G)
i=1
(
1−Qi(u; ξ, νR, ω)
) drk(G)u (3.47)
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and where
Ci1...in = T
rk(G)−n ×
n⋃
k=1
{
|zik | = |h|
−ab;	
}
. (3.48)
This is a contour where zi1 , . . . , zin live on circles of radius |h|
−ab, whereas the other variables
zj parametrize the unit circles in T
rk(G)−n. The second line in (3.47) has been obtained
by implementing the change of variables uik 7→ uik + abω for k = 1, . . . , n and using the
periodicity (3.6).
The series of integrals in (3.46) can be resummed to a unique integral over a composite
contour:
I(p, q; v) = κG
∮
C
Z
(
u; ξ, νR, aω, bω
)∏rk(G)
i=1
(
1−Qi(u; ξ, νR, ω)
) drk(G)u , (3.49)
where
C =
rk(G)∑
n=0
(−1)n
n!
rk(G)⋃
i1 6=···6=in
Ci1...in ≃
rk(G)⋃
i=1
{
|zi| = 1;	
}
∪
{
|zi| = |h|
−ab;
}
(3.50)
is a contour encircling the annulus A =
{
ui
∣∣∣ 1 < |zi| < |h|−ab, i = 1, . . . , rk(G)}.
We now apply the residue theorem to (3.49). The integrand has simple poles coming from
the denominator, whose positions are precisely described by the BAEs (3.3). Obviously, only
the poles that lie inside the annulus A contribute to the contour integral. Moreover, as we
do in Appendix C, one can show that whenever a particular solution [uˆ] to the BAEs (3.3)
is fixed (on the torus) by a non-trivial element of the Weyl group WG, namely w · [uˆ] = [uˆ],
then the numerator Z(uˆ; ξ, νR, aω, bω) is such that cancelations take place and there is no
contribution to the integral—more precisely, the function Ztot(uˆ; ξ, νR, aω, bω) defined in
(3.11) vanishes.5 Hence, we define the set of relevant poles by:
Mindex =
{
uˆi
∣∣∣ [uˆi] ∈MBAE and 1 < |zˆi| < |h|−ab , i = 1, . . . , rk(G)} . (3.51)
This includes all points inside the annulus A such that their class belongs to MBAE. In
particular, the same equivalence class [uˆi] ∈ MBAE appears in Mindex as many times as the
number of its representatives living in A. For this reason, we employ the following alternative
description:
Mindex =
{
uˆ(~m)i = [uˆi]−mi ω
∣∣∣ [uˆi] ∈MBAE , mi = 1, . . . , ab , i = 1, . . . , rk(G)} (3.52)
where, we some abuse of notation, we have denoted as [uˆi] the representative in the funda-
mental domain of the torus as after (3.9).
5In particular, let us stress that the condition w · [uˆ] 6= [uˆ] in the definition of MBAE could be relaxed with
no harm: in that case, we would simply include more poles in the sum, whose residues however combine to
zero.
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In addition, the numerator Z has other poles coming from the elliptic gamma functions.
As we show below, as long as the fugacities vα, p, q are taken within the domain (2.6)—which
is necessary in order for the standard contour integral representation (2.3) to be valid—those
other poles either lie outside the annulus A or are not poles of the integrand (because the
denominator has a pole of equal or higher degree) and thus do not contribute to the integral.
Therefore, working within the domain (2.6), we can rewrite the index as
I(p, q; v) = (−2πi)rk(G) κG
∑
uˆ(~m)∈Mindex
Res
u=uˆ(~m)
[
Z(u; ξ, νR, aω, bω)∏rk(G)
i=1
(
1−Qi(u; ξ, νR, ω)
) drk(G)u ] . (3.53)
Computing the residues produces the final expression for the supersymmetric index:
I(p, q; v) = κG
∑
uˆ(~m)∈Mindex
Z(uˆ(~m); ξ, νR, aω, bω) H(uˆ
(~m); ξ, νR, ω)
−1 , (3.54)
where H is defined in (3.12). The residue formula (3.54) can be rewritten, more elegantly,
in the final form:
I(p, q; v) = κG
∑
uˆ∈MBAE
Ztot(uˆ; ξ, νR, aω, bω) H(uˆ; ξ, νR, ω)
−1 , (3.55)
where
Ztot(u; ξ, νR, aω, bω) =
ab∑
{mi}=1
Z(u−mω; ξ, νR, aω, bω) . (3.56)
To obtain this expression we have split the sum over the poles in Mindex into a sum over
the inequivalent solutions to the BAEs, described by the elements of MBAE, and the sum
over the “repetitions” of these elements in the annulus A. Moreover, we have used the
double-periodicity of the Jacobian H(u; ξ, νR, ω) to pull the latter sum inside the definition
of Ztot.
3.2.3 Analysis of the residues
The last step consists in showing that the only residues contributing to (3.49) come from
zeros of the denominator. In particular we need to show that, remaining within the domain
(2.6), all poles in (3.49) which are not given by the BAEs live outside the annulus A and
thus do not contribute to the integral. We concretely do so by proving that every pole of Z
inside A is also a pole of the denominator
∏
i(1 − Qi) with a high enough degree that the
integrand of (3.49) is non-singular at those points.
We begin by classifying the poles of Z. Using (3.26), (3.30) and
Γ˜(u; τ, σ) =
1
Γ˜(τ + σ − u; τ, σ)
, (3.57)
we can rewrite Z as
Z(u; ξ, νR, aω, bω) =
∏
α>0
θ0
(
α(u); aω
)
θ0
(
−α(u); bω
)
×
∏
a,ρa
Γ˜
(
ρa(u) + ωa(ξ) + raνR; aω, bω
)
.
(3.58)
Since θ0(u;ω) has no poles for finite u, the only singularities of Z come from the ellip-
tic gamma functions related to the chiral multiplets. These can be read off the product
expansion:
Γ˜(u; aω, bω) =
∞∏
m=0
a−1∏
r=0
b−1∏
s=0
(
1− hab(m+2)−as−brz−1
1− habm+as+brz
)m+1
(3.59)
that follows from (3.31), and so they are given by
zρa = v−ωah−ra(a+b)/2−abm−as−br (3.60)
for 0 ≤ r ≤ a− 1, 0 ≤ s ≤ b− 1 and m ≥ 0. The multiplicity of each pole is µam = m+ 1.
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Notice that one could also write zρa = v−ωah−ra(a+b)/2−k for k ∈ R(a, b).
We now turn to analyzing the denominator. More specifically, we need to find the
singularities of
∏rk(G)
i=1
(
1−Qi(u)
)
. From (3.4) and (3.5) we see that Qi has a pole whenever
θ0
(
ρa(u) + ωa(ξ) + raνR;ω
)
= 0 and ρia > 0. Therefore, the singularities of the denominator
are given by
zρa = v−ωah−ra(a+b)/2+n for n ∈ Z , (3.61)
all with the same multiplicity νa =
∑
i∈D+a
ρia. Here D
±
a represents the set of indices such
that ρia > 0, resp. ρ
i
a < 0, thus ν
a is the sum of the positive components of ρa. We notice
that the denominator poles in (3.61) with −n ∈ R(a, b) coincide with the numerator poles.
Therefore, the actual singularities of the integrand in (3.49) are only those points in (3.60)
such that µam > ν
a, or more explicitly
m ≥
∑
i∈D+a
ρia . (3.62)
We now want to show that, when the fugacities satisfy (2.6), the set of actual singularities
is always living outside the annulus A. Therefore, we first study the conditions for which
(3.60) belong to the annulus A. By imposing that 1 < |zi| < |h|
−ab, we obtain that
|h|
−ab
∑
i∈D
−
a
ρia < |zρa | < |h|
−ab
∑
i∈D
+
a
ρia , ∀ a . (3.63)
6In counting the multiplicity one may worry that there could be different choices of r, s that give the same
abm+as+br for fixed m. This is equivalent to finding non-trivial solutions to the equation as+br = as′+br′.
However, it is easy to see that, as long as 0 ≤ r, r′ ≤ a − 1 and 0 ≤ s, s′ ≤ b − 1, such an equation has no
non-trivial solution in Z.
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Then we determine the constraints imposed on (3.60) by requiring (2.6). In the rational case,
the latter conditions are expressed by |h|a+b < |vωahra(a+b)/2| < 1, ∀ a. These inequalities,
together with 0 ≤ as+ br ≤ 2ab− a− b, imply that
|h|−abm ≤ |h|−abm−as−br < |zρa | < |h|−abm−a(s+1)−b(r+1) ≤ |h|−ab(m+2) . (3.64)
Furthermore, requiring (3.62) to be satisfied, we obtain that
|zρa | > |h|
−ab
∑
i∈D
+
a
ρia , ∀ a , (3.65)
which is satisfied by all the singularities of (3.49) coming from the numerator Z.
At this point, we immediately notice that the intersection between (3.63) and (3.65) is
empty. This means that, if the flavor fugacities satisfy (2.6), all poles of the integrand (3.49)
that come from poles of the numerator Z live outside the annulus A, and so the only residues
contributing to the integral are those given by the BAEs. This completes the proof of (3.10).
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A Numerical semigroups and the Fro¨benius problem
Given a set of non-negative integer numbers {a1, . . . , ar}, the Fro¨benius problem consists in
classifying which integers can (or cannot) be written as non-negative integer linear combi-
nations of those. This problem has deep roots in the theory of numerical semigroups.
A semigroup is an algebraic structure R endowed with an associative binary operation.
Analogously to groups, we denote it as (R, ∗). On the other hand, differently from the case
of a group, no requirement on the presence of identity and inverse elements is made. A
numerical semigroup is an additive semigroup (R,+), where R consists of all non-negative
integers Z≥0 except for a finite number of positive elements (thus 0 ∈ R). The set {n1, . . . , nt}
is called a generating set for (R,+) if all elements ofR can be written as non-negative integers
linear combinations of n1, . . . , nt. We then denote the semigroup with the presentation
R = 〈n1, . . . , nt〉 . (A.1)
Among all possible presentations of R, there exists a unique minimal presentation, which
contains the minimal number of generators. Such a number is called the embedding dimension
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e(R) of the semigroup. We now define other important quantities associated with numerical
semigroups:
• The multiplicity m(R) is the smallest non-zero element of R.
• The set of gaps R = N \R is the set of positive integers which are not contained in R.
Equivalently, the gaps are defined as all natural numbers which cannot be written as
non-negative integer linear combination of the generators n1, . . . , nt of R.
• The set of gaps R is always a finite set. Its largest element is the Fro¨benius number
F (R). Alternatively, given a presentation 〈n1, . . . , nt〉, the Fro¨benius number is de-
fined as the largest integer which cannot be written as a non-negative integer linear
combination of the generators.
• The genus χ(R) is the number of gaps, i.e. it is the order of the set of gaps: χ(R) =
∣∣R∣∣.
• The weight w(R) is the sum of all gaps: w(R) =
∑
k∈R k.
• The following inequalities hold:
e(R) ≤ m(R) F (R) ≤ 2χ(R)− 1. (A.2)
In particular, if x ∈ R, then F (R)− x /∈ R.
We now study the case where the embedding dimension is e(R) = 2, i.e. the minimal
presentation is defined by two positive integers a, b with gcd(a, b) = 1. The associated
numerical semigroup is denoted byR(a, b) = 〈a, b〉 and the set of gaps isR(a, b) = N\R(a, b).
The multiplicity is simply m(a, b) = min{a, b}, whereas the Fro¨benius number is given by
F (a, b) = ab− a− b . (A.3)
The genus and the weight are
χ(a, b) =
(a− 1)(b− 1)
2
w(a, b) =
(a− 1)(b− 1)(2ab− a− b− 1)
12
. (A.4)
Thanks to the properties of R(a, b), one can prove the following identities:
a−1∏
r=0
b−1∏
s=0
(zhas+br; hab)∞ =
(z; h)∞∏
k∈R(a,b)(1− zh
k)
a−1∏
r=0
b−1∏
s=0
(z−1hab−as−br; hab)∞ = (z
−1h; h)∞
∏
k∈R(a,b)
(1− z−1h−k) .
(A.5)
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Proof. We begin with the first identity. Using the definition of the q-Pochhammer symbol
we can write:
a−1∏
r=0
b−1∏
s=0
(zhas+br; hab)∞ =
∞∏
n=0
a−1∏
r=0
b−1∏
s=0
(1− zhabn+as+br) . (A.6)
Using that a, b are coprime, the set of integers
{
as+ br
∣∣ r = 0, . . . , a− 1, s = 0, . . . , b− 1}
covers once and only once every class modulo ab. It follows that the set of exponents
{abn + as+ br} is precisely R(a, b). Then
a−1∏
r=0
b−1∏
s=0
(zhas+br; hab)∞ =
∏
k∈R(a,b)
(1−zhk) =
∏∞
k=0(1− zh
k)∏
k∈R(a,b)(1− zh
k)
=
(z; h)∞∏
k∈R(a,b)(1− zh
k)
, (A.7)
which proves the first equality in (3.36).
The proof of the second identity is a bit trickier. The key point is to notice that the set
{as+ br} does not contain any element of R(a, b) and thus
{as+ br} =
{
k +∆kab
∣∣ k = 0, . . . , ab− 1} with ∆k =
0 if k ∈ R(a, b)1 if k ∈ R(a, b) . (A.8)
This implies that {ab− as− br} =
{
−k+ (1−∆k)ab
∣∣ k = 0, . . . , ab− 1}. Finally, including
the freedom of choosing n ≥ 0, we find that the set of exponents is
{abn+ ab− as− ar} = (−R) ∪ Z>0 . (A.9)
Then
a−1∏
r=0
b−1∏
s=0
(z−1hab−as−br; hab)∞ =
∞∏
n=0
a−1∏
r=0
b−1∏
s=0
(
1− z−1hab(n+1)−as−br
)
=
∏
k∈R(a,b)
(1− z−1h−k)×
∞∏
k=1
(1− z−1hk) = (z−1h; h)∞
∏
k∈R(a,b)
(1− z−1h−k) . (A.10)
This completes the proof of (3.36).
Thanks to the definition of θ0(u;ω), we can apply (3.36) and we obtain that
a−1∏
r=0
b−1∏
s=0
θ0
(
u+ (as+ br)ω;ω
)
=
∏
k∈R(a,b)
(1− z−1h−k)
(1− zhk)
θ0(u;ω) =
1
(−z)χ(a,b) hw(a,b)
θ0(u;ω) .
(A.11)
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B A dense set
Here we show that the set of points (p, q) such that
qa = pb for coprime a, b ∈ N (B.1)
is dense in
{
|p| < 1, |q| < 1
}
. We write the fugacities in terms of chemical potentials,
p = e2πiσ and q = e2πiτ with Im σ, Im τ > 0, and for the sake of this argument we choose the
determination on the “strip” 0 ≤ Reσ,Re τ < 1. Then the condition (B.1) is equivalent to
a(τ + n) = b(σ +m) (B.2)
for some m,n ∈ Z and a, b ∈ N coprime.
We choose an arbitrary point (τ0, σ0) in the strip and ask if we can find another point
(τ, σ), arbitrarily close, that satisfies (B.2). Consider a straight line in the complex plane
that starts from 0 and goes through τ0 + n for some integer n. When winding once around
the strip, this line has an imaginary excursion
∆y =
Im τ0
Re τ0 + n
. (B.3)
We can make this quantity arbitrarily small by choosing n sufficiently large. We define σ′
as the closest point to σ0 that lies on the image of the line on the strip modulo 1, and has
Re σ′ = Reσ0. It is clear that
|σ′ − σ0| =
∣∣Im σ′ − Im σ0∣∣ ≤ ∆y/2 , (B.4)
and, by construction, (σ′ + m) = t(τ0 + n) for some m,n ∈ Z and t ∈ R+. We see that
|σ′−σ0| can be made arbitrarily small by increasing n. Next, we approximate t by a fraction
a/b ∈ Q+. This, for a/b sufficiently close to t, defines a point σ in the strip by
(σ +m) =
a
b
(τ0 + n) . (B.5)
It is clear that σ can be made arbitrarily close to σ′ by approximating t sufficiently well with
a/b. We have thus found a pair (σ, τ = τ0), arbitrarily close to (σ0, τ0), that satisfies the
constraint (B.2).
C Weyl group fixed points
In this appendix we prove that Ztot(u; ξ, νR, aω, bω) vanishes when evaluated at a point uˆ
which is fixed, on a torus of modular parameter ω, by a non-trivial element w of the Weyl
group WG:
w · [uˆ] = [uˆ] . (C.1)
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This implies that the solutions to the BAEs (3.9) which are fixed points on the torus of an
element of the Weyl group, can be excluded from the setMBAE—as is done in (3.9)—because
they do not contribute to the BA formula (3.10) for the superconformal index.
C.1 The rank-one case
Let us first consider the case that the gauge group G has rank one, i.e., that g = su(2).
Then there are only two roots, α and −α, and the Weyl group is WG = {1, sα} ∼= Z2 where
sα is the unique non-trivial Weyl reflection along the root α:
sα(u) = −u ∀ u ∈ h . (C.2)
We choose a basis element {H} for the Cartan subalgebra h such that ρ(H) ≡ ρ ∈ Z for any
weight ρ ∈ Λweight. In this canonical basis α = 2 (while the fundamental weight is λ = 1).
The solutions to sα · [uˆ] = [uˆ] are given by7
uˆ =
p + qω
2
with p, q ∈ Z . (C.3)
Choosing a representative for [uˆ] in the fundamental domain of the torus, the inequivalent
solutions are with p = 0, 1 and q = 0, 1.
The representations of su(2) are labelled by a half-integer spin j ∈ N/2 and their weights
are ρ ∈
{
ℓα
∣∣ ℓ = −j,−j + 1, . . . , j − 1, j}. Therefore, exploiting the expression in (3.58),
the function Z reduces to
Z(u; ξ, νR, aω, bω) =
= θ0
(
α(u); aω
)
θ0
(
−α(u); bω
)∏
a
ja∏
ℓa=−ja
Γ˜
(
ℓaα(u) + ωa(ξ) + raνR; aω, bω
)
. (C.4)
Moreover, the function Ztot defined in (3.11) is a single sum over m = 1, . . . , ab.
We want to prove that Ztot(uˆ; ξ, νR, aω, bω) = 0. To do that, we construct an involutive
map γ : m 7→ m′ acting on the set of integers {1, . . . , ab} according to
m′ = m mod b , m′ = q −m mod a , (C.5)
which define m′ uniquely. It will be convenient to introduce the numbers r, s ∈ Z such that
m′ = m+ sb = q −m+ ra. The map γ has the property that
m′ − q/2 =
m− q/2 mod b ,−(m− q/2) mod a , = m− q/2 + sb = −(m− q/2) + ra . (C.6)
7The integers p, q appearing in this appendix should not be confused with the complex angular fugacities
appearing in the rest of the paper.
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We will prove that
Z
(
uˆ−m′ω; ξ, νR, aω, bω
)
= −Z
(
uˆ−mω; ξ, νR, aω, bω
)
. (C.7)
In particular, the sum over m inside Ztot splits into a sum over the fixed points of γ and a
sum over the pairs of values related by γ. The property (C.7) guarantees that each term in
those sums vanishes, implying that Ztot vanishes.
Let us adopt the notation
Zm ≡ Z(uˆ−mω; ξ, νR, aω, bω) = Z
(
p/2− (m− q/2)ω; ξ, νR, aω, bω
)
. (C.8)
We define the vector multiplet and the chiral multiplet contribution, respectively, as
Am = θ0
(
α(p/2)− α(m− q/2)ω; aω
)
θ0
(
−α(p/2) + α(m− q/2)ω; bω
)
Bm =
∏
a
ja∏
ℓa=−ja
Γ˜
(
ℓaα(p/2)− ℓaα(m− q/2)ω + ωa(ξ) + raνR; aω, bω
)
,
(C.9)
such that Zm = Am Bm. Then Ztot evaluated on uˆ can be expressed as
Ztot
(p+ qω
2
; ξ, νR, aω, bω
)
=
ab∑
m=1 :m′=m
Zm +
∑
(m,m′) :m′ 6=m
(
Zm + Zm′
)
. (C.10)
Our goal is to show that Zm′ = −Zm.
We begin by considering the contribution of Am. Using (C.6) we can write
Am′ = θ0
(
p + (2m− q)ω − 2raω; aω
)
θ0
(
−p + (2m− q)ω + 2sbω; bω
)
= θ0
(
−p− (2m− q)ω + (2r + 1)aω; aω
)
θ0
(
−p+ (2m− q)ω + 2sbω; bω
)
.
(C.11)
In the second equality we used the second relation in (3.26). Using the first relation in (3.26),
the identity 2m− q − ra+ sb = 0 and reinstating α, with some algebra we obtain
Am′ = − e
−2πi α(r)α(s) νR Am . (C.12)
Then we turn to Bm and, using (C.6), write
Bm′ =
∏
a
ja∏
ℓa=−ja
Γ˜
(
ℓap+ ℓa(2m− q)ω + ωa(ξ) + raνR − 2ℓaraω; aω, bω
)
=
∏
a
ja∏
ℓa=−ja
Γ˜
(
ℓap− ℓa(2m− q)ω + ωa(ξ) + raνR + 2ℓaraω; aω, bω
)
.
(C.13)
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We recall that ja can be integer or half-integer. In the second equality we simply redefined
ℓa → −ℓa and shifted the argument by the integer 2ℓap. Using the identity (3.30) repeatedly
and distinguishing the cases ℓa ≶ 0, we obtain
Bm′ = Θ× Bm (C.14)
where the factor Θ equals
Θ =
∏
a
ja∏
ℓa>0
2ℓar−1∏
k=0
θ0
(
ℓap− ℓa(2m− q)ω + ωa(ξ) + raνR + kaω; bω
)
θ0
(
−ℓap+ ℓa(2m− q)ω + ωa(ξ) + raνR + (k − 2ℓar)aω; bω
) . (C.15)
The second product starts from 1 or 1
2
depending on ja being integer or half-integer. Using
2m− q − ra+ sb = 0 at denominator and shifting the arguments by integers, we rewrite
Θ =
∏
a
ja∏
ℓa>0
2ℓar−1∏
k=0
θ0
(
ℓap− ℓa(2m− q)ω + ωa(ξ) + raνR + kaω; bω
)
θ0
(
ℓap− ℓa(2m− q)ω + ωa(ξ) + raνR + kaω − 2ℓasbω; bω
) . (C.16)
Finally we use the first relation in (3.26) at denominator, to obtain
Θ =
∏
a
ja∏
ℓa>0
(−1)4ℓ
2
ars+8ℓ
3
arsp e−8πiℓ
2
arsωa(ξ) e−8πiℓ
2
ars(ra−1)νR . (C.17)
Reinstating the root α, this factor can be written as
Θ =
∏
a
ja∏
ℓa>0
(−1)ℓ
3
aα(r)α(s)α(p) ×
∏
a, ρa∈Ra
eπiρa(r)ρa(s)(
1
2
−ωa(ξ)−(ra−1)νR) . (C.18)
Combining with (C.12), the factor picked up by Z can be expressed in terms of the anomaly
coefficients (3.18) and (3.19):
Zm′ = − e
2πiφ eπirs(
1
2
Aii−Aiiαξα−AiiRνR) Zm . (C.19)
Here i is the gauge index taking a single value. We recall the anomaly cancelation conditions
Aiiα = AiiR = 0 and Aii ∈ 4Z, implying that the second exponential equals 1. In the first
exponential we defined
φ =
1
2
α(r)α(s)α(p)
∑
a
ja∑
ℓa>0
ℓ3a = 4rsp
∑
a
ja∑
ℓa>0
ℓ3a . (C.20)
It remains to show that φ ∈ Z, so that also the first exponential equals 1.
For each chiral multiplet in the theory, indicized by a, in order to evaluate the second
sum in (C.20) we should distinguish different cases:
ψj ≡ 4
j∑
ℓ>0
ℓ3 =

j2(j + 1)2 ∈ 4Z if j ∈ Z
2(k + 1)2(8k2 + 16k + 7) ∈ 2Z if j = 2k + 3
2
∈ 2Z+ 3
2
1
2
(2k + 1)2(8k2 + 8k + 1) ∈ 4Z+ 1
2
if j = 2k + 1
2
∈ 2Z+ 1
2
.
(C.21)
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Therefore, chiral multiplets whose gauge representation has spin j ∈ Z or j ∈ 2Z + 3
2
give
integer contribution to φ. On the other hand, chiral multiplets with j ∈ 2Z+ 1
2
can give half-
integer contribution. However, because of the Witten anomaly [34], the total number of such
multiplets must be even. This is reproduced by the condition (3.21) on the pseudo-anomaly
coefficient Aii. Indeed, the contribution of a chiral multiplet to the pseudo-anomaly is
Aii(j) =
j∑
ℓ=−j
(2ℓ)2 =
4
3
j(j + 1)(2j + 1) ∈
4Z if j ∈ Z or j ∈ 2Z+ 324Z+ 2 if j ∈ 2Z+ 1
2
,
(C.22)
and the condition Aii ∈ 4Z requires that the total number of chiral multiplets with j ∈ 2Z+ 1
2
be even. This implies that φ ∈ Z, and thus that Zm′ = −Zm. In turn, using (C.10), this
implies that
Ztot(uˆ; ξ, νR, aω, bω) = 0 (C.23)
whenever uˆ is fixed on the torus by the non-trivial element sα of the Weyl group of su(2).
C.2 The higher-rank case
Let us now move to the case of a generic semi-simple gauge algebra g of rank rk(G). The
Weyl group WG is a finite group generated by the Weyl reflections
sα(u) = u− 2
α(u)
(α, α)
α˜ ∀ u ∈ h , (C.24)
where α˜ is the image of the root α under the isomorphism h∗ → h induced by the non-
degenerate scalar product (·, ·) on h∗. Suppose that there exists a non-trivial element w of
WG such that w · uˆ = uˆ. It is a standard theorem that the Weyl group acts freely and
transitively on the set of Weyl chambers. Therefore, uˆ cannot belong to a Weyl chamber
but must instead lie on a boundary between two or more chambers. Such boundaries are
the hyperplanes fixed by the Weyl reflections, {u|sα(u) = u}, and their intersections. We
conclude that there must exist at least one root αˆ such that sαˆ(uˆ) = uˆ.
On the other hand, we are interested in points uˆ such that their equivalence class on the
torus is fixed by a non-trivial element of the Weyl group, w · [uˆ] = [uˆ]. In this case, for each
w we can always identify (at least) one root αˆ such that sαˆ[uˆ] = [uˆ], and moreover we can
choose a set of simple roots that contains αˆ. Let us fix a basis of simple roots {αl}l=1,...,rk(G)
for g that contains αˆ. The fundamental weights λl are defined by
2
(λk, αl)
(αl, αl)
= δkl . (C.25)
We choose a basis {H i} for the Cartan subalgebra h such that the fundamental weights have
components λl
i = λl(H
i) = δil . In this basis ρ(H
i) ≡ ρi ∈ Z for any weight ρ ∈ Λweight.
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Moreover, the double periodicity of the gauge variables u = uiH
i is ui ∼ ui + 1 ∼ ui + ω.
From (C.24), the fixed points should satisfy
2
αˆ(uˆ)
(αˆ, αˆ)
α˜ = p+ qω for p = piH
i , q = qiH
i and pi, qi ∈ Z . (C.26)
Here α˜ is dual to αˆ. It is clear that p, q should be aligned with α˜, therefore we set
p =
2pˆ
(αˆ, αˆ)
α˜ , q =
2qˆ
(αˆ, αˆ)
α˜ , with pˆ, qˆ ∈ Z . (C.27)
In the basis {H i} we have choosen, the components of α˜ are (λi, αˆ) = δil (αˆ, αˆ)/2, where
l is such that αˆ = αl and we have used (C.25). Only one component of α˜ is non-zero,
which implies that the integer components of p, q are pi = pˆ δil and qi = qˆ δil. This proves
integrality of pˆ, qˆ. The general solution to (C.26) can then be written as
uˆ = uˆ0 +
p+ qω
2
, (C.28)
where uˆ0 is such that αˆ(uˆ0) = 0.
Now, consider the explicit expression (3.11) for Ztot, in terms of Z given in (2.12). Given
any representation R of g, we can always decompose it into irreducible representations of the
su(2)αˆ subalgebra associated with αˆ. The set of weights (with multiplicities) ΛR correspond-
ing to R can be organized as a union ΛR = ∪IΛR,I of subsets ΛR,I , each corresponding to a
representation of su(2)αˆ. Concretely, each ΛR,I is associated to a representation of su(2)αˆ of
spin jI , so that its elements can be expressed as an αˆ-chain:
ΛR,I =
{
ρˆI + ℓI αˆ
∣∣ ℓI = −jI ,−jI + 1, . . . , jI − 1, jI} . (C.29)
Here ρˆI is the central point, which is orthogonal to αˆ, i.e. such that (ρˆI , αˆ) = 0. Notice
that, in general, ρˆI is not a weight.
8 The product over all weights ρ of the representation
R can then be expressed as a product over the representations of su(2)αˆ contained in R. In
particular we can write∏
a
∏
ρa∈Ra
Γ˜
(
ρa(u) + ωa(ξ) + raνR; aω, bω
)
=
=
∏
a,I
jaI∏
ℓaI=−jaI
Γ˜
(
ρˆaI(u) + ℓaI αˆ(u) + ωa(ξ) + raνR; aω, bω
)
. (C.30)
When specifying R to the adjoint representation, we obtain a similar decomposition for the
roots of g. Besides the roots αˆ and −αˆ of su(2)αˆ, the other roots organize into αˆ-chains that
we indicate as
Λroots,J =
{
βˆJ + ℓJ αˆ
∣∣ ℓJ = −jJ ,−jJ + 1, . . . , jJ − 1, jJ} , (C.31)
8Indeed, ρˆI is guaranteed to be a weight (and in particular a root) only if the spin jI is integer.
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where βˆJ is the non-vanishing central point orthogonal to αˆ (once again, βˆJ is in general
not a weight). Notice that, for each subset Λroots,J of the set of roots, there is a disjoint
conjugate subset Λroots,J with the same spin jJ but opposite central point −βˆJ .9 For this
reason, we have that
Z(u; ξ, νR, aω, bω) = θ0
(
αˆ(u); aω
)
θ0
(
−αˆ(u); bω
)
×
×
∏
a,I
∏jaI
ℓaI=−jaI
Γ˜
(
ρˆaI(u) + ℓaI αˆ(u) + ωa(ξ) + raνR; aω, bω
)∏
J
∏jJ
ℓJ=−jJ
Γ˜
(
βˆJ(u) + ℓJ αˆ; aω, bω
)
Γ˜
(
−βˆJ (u) + ℓJ αˆ; aω, bω
) . (C.32)
Similarly to the rank one case, we want to prove that Ztot(uˆ; ξ, νR, aω, bω) = 0 for uˆ in
(C.28). Thus, we construct an involutive map γ : m 7→ m′, acting on the set M of vectors
m = miH
i with integer components 1 ≤ mi ≤ ab. The map is constructed in such a way that
it leaves m invariant along the directions orthogonal to α˜, whereas it shifts the component
parallel to α˜ by an integer amount. To be precise, take two vectors r, s ∈ h such that
r =
2rˆ
(αˆ, αˆ)
α˜ , s =
2sˆ
(αˆ, αˆ)
α˜ , with rˆ, sˆ ∈ Z , (C.33)
meaning that r, s are parallel to α˜ and have integer components ri = rˆ δil, si = sˆ δil. Then,
we construct m′ as
m′ = m+ s b , (C.34)
which implies that m′ differs from m only by integer shifts along the direction of α˜. For sˆ
we take the unique integer such that m′ ∈ M and
αˆ(m′) = αˆ(m) + αˆ(s) b = αˆ(q −m) + αˆ(r) a . (C.35)
Indeed, consider the following equation in r and s: 2αˆ(m) − αˆ(q) = αˆ(r) a− αˆ(s) b. Using
(C.27) and(C.33), it reduces to αˆ(m) − qˆ = rˆa − sˆb. Since a, b are coprime, this equation
always admits an infinite number of solutions in the pair (rˆ, sˆ), which can be parametrized
as (rˆ0 + kb, sˆ0 + ka) with k ∈ Z. There is however one and only one solution such that m′
has components 1 ≤ m′i ≤ ab. We define γ(m) = m
′ in such a way. One can easily check
that it is an involution.
As in the rank-one case, we adopt the notation
Zm ≡ Z
(
uˆ−mω; ξ, νR, aω, bω
)
= Z
(
uˆ0 + p/2− (m− q/2)ω; ξ, νR, aω, bω
)
, (C.36)
9It is easy to prove that Λroots,J and Λroots,J are disjoint. Suppose, on the contrary, that there exists
some common element βˆJ + ℓJ αˆ = −βˆJ + kJ αˆ for some ℓJ , kJ . This would imply that βˆJ = (kJ − lJ)αˆ/2,
but since (βˆJ , αˆ) = 0, then βˆJ = 0. Since the only roots proportional to αˆ are −αˆ and αˆ itself, we have
reached a contradiction.
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and, for later convenience, split Z into the vector multiplet and chiral multiplet contributions:
Am = θ0
(
αˆ(p/2)− αˆ(m− q/2)ω; aω
)
θ0
(
−αˆ(p/2) + αˆ(m− q/2)ω; bω
)
(C.37)
C±m =
∏
J
jJ∏
ℓJ=−jJ
Γ˜
(
±βˆJ(uˆ0 −mω) + ℓJ αˆ(p/2)− ℓJ αˆ(m− q/2)ω; aω, bω)
Bm =
∏
a,I
jaI∏
ℓaI=−jaI
Γ˜
(
ρˆaI(uˆ0 −mω) + ℓaI αˆ(p/2)− ℓaI αˆ(m− q/2)ω + ωa(ξ) + raνR; aω, bω
)
such that Zm = Am Bm/C+m C
−
m. We will prove that Zm′ = −Zm, which implies that Ztot(uˆ)
vanishes because γ is an involution.
We begin by considering the contribution of Am′ . Following the same steps as in (C.11)
and using (C.35) and (3.26), we can show
Am′ = −e
−2πi αˆ(r) αˆ(s) νR Am . (C.38)
We also used that αˆ(r), αˆ(s), αˆ(q) ∈ 2Z, which is guaranteed by (C.27) and (C.33). We now
turn to Bm′ . Eqn. (C.34) implies that ρˆaI(m
′) = ρˆaI(m) for any ρˆaI orthogonal to αˆ. Using
the identity (3.30) repeatedly and distinguishing the cases ℓaI ≶ 0, we obtain
Bm′ =
∏
a,I
jaI∏
ℓaI>0
(−1)ℓ
3
aIαˆ(r)αˆ(s)αˆ(p)
∏
a, ρa
(−1)
1
2
ρa(r)ρa(s) e−πiρa(r)ρa(s)
(
ρa(uˆ0−mω)+ωa(ξ)+(ra−1)νR
)
Bm .
(C.39)
The analysis of C±m is analogous to the one for Bm and it gives the following:
C±m′ =
∏
J
jJ∏
ℓJ>0
(−1)ℓ
3
J αˆ(r)αˆ(s)αˆ(p)
∏
α6=±αˆ
(−1)
1
2
α(r)α(s) eπiα(r)α(s)νR × C±m . (C.40)
Combining (C.38) with the latter, we obtain that the vector-multiplet contribution is
Am′/C
+
m′C
−
m′ = −e
−2πi
∑
α∈∆ α(r)α(s)νR Am/C
+
mC
−
m . (C.41)
We used αˆ(r)αˆ(s) ∈ 4Z, as well as
∑
α∈∆ α(r)α(s) ∈ 4Z for any semi-simple Lie algebra g,
and that 2ℓ3J αˆ(r)αˆ(s)αˆ(p) ∈ 2Z for any integer or half-integer spin. Including now also the
contribution from Bm, the factor picked up by Z can be expressed in terms of the anomaly
coefficients (3.18) and (3.19):
Zm′ = − e
2πiφ eπi risj(
1
2
Aij−Aijk(uˆ0−mω)k−A
ijαξα−AijRνR) Zm . (C.42)
The anomaly cancelation conditions Aijk = Aijα = AijR = 0 and Aij ∈ 4Z imply that
the second exponential equals 1. In the first exponential we defined
φ =
1
2
αˆ(r) αˆ(s) αˆ(p)
∑
a,I
jaI∑
ℓaI>0
ℓ3aI = 4rˆsˆpˆ
∑
a,I
jaI∑
ℓaI>0
ℓ3aI . (C.43)
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Once again, in an anomaly-free theory φ ∈ Z. Indeed, labelling the chiral multiplets by a,
their su(2)αˆ representations by I and dubbing their spin jaI , the only non-integer contribu-
tions to φ come from representations with jaI ∈ 2Z+
1
2
. On the other hand, the contribution
of an su(2)αˆ representation to the pseudo-anomaly coefficient is
AijaI =
jaI∑
ℓ=−jaI
(ρˆaI + ℓαˆ)
i(ρˆaI + ℓαˆ)
j . (C.44)
Since generic vectors r, s (C.33) have integer components, the condition Aij ∈ 4Z implies
that also Aijrisj ∈ 4Z for any choice of r, s. Contracting with the vectors, we obtain
AijaIrisj =
4
3
rˆsˆ jaI(jaI + 1)(2jaI + 1) ∈
4Z if jaI ∈ Z or jaI ∈ 2Z+ 324Z+ 2 if jaI ∈ 2Z+ 12 . (C.45)
Therefore, the condition Aij ∈ 4Z requires that the number of su(2)αˆ representations with
jaI ∈ 2Z+
1
2
be even, and this guarantees that φ = 0.
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