Abstract. The numerical solution of boundary value problems for ordinary differential equations on infinite intervals is considered. The infinite interval is cut at a finite, large enough point and additional boundary conditions are posed there. For the solution of the resulting problem, /(-stable symmetric collocation methods are employed. Using the behavior of the solution of the "infinite" problem, meshes are defined which avoid an unreasonably high number of meshpoints. Stability and convergence of the resulting schemes are shown.
where /, y 6 R" and ieR' with k < n. The Jacobian / (oo, y(oo)) has no purely imaginary eigenvalues and there is a complete set of eigenvectors corresponding to the zero eigenvalue. Problems of this form occur, for example, in fluid dynamics and electronics. A vast number of applications result from an asymptotic analysis of singular perturbation problems where (1.1) defines boundary layer solutions.
The numerical solution proceeds in two steps. First, we apply the theory of Markowich [7] and replace (1.1) by the approximating "finite" problem (1.2a) x'T = f(t,xT), 0 < t < T, (1.2b) b(xT(0)) = 0, (
2c) S(T)xT(T) = a(T).
Thus, we consider the differential equation only on the finite interval [0, T] and replace (1.1c) by the so-called asymptotic boundary condition (1.2c), which can be chosen such that lim || v -x7.||[0)t] = 0.
T-* oo
The second step is the numerical solution of (1.2). The methods we consider are .4-stable, symmetric collocation methods. The most powerful among these are collocation at Gaussian and Lobatto points, because of their superconvergence properties. The simplest members of these families are the Box-scheme and the trapezoidal rule, respectively. We do not include one-sided methods (e.g., the implicit Euler scheme) in our discussion. As we admit unstable solution components, instabilities might occur if the meshsizes are not kept small. The condition of small meshsizes for stability does not apply for the symmetric schemes, which is of great importance, because it would lead to an unreasonably high number of meshpoints for large values of T. We will show that for a given accuracy an exponentially increasing meshsize sequence can be used if y(t) -* v(oo) exponentially. Assumptions on the problem which guarantee the validity of this condition will be stated.
This paper extends the results of Markowich and Ringhofer [8] , who consider problems with a singularity of the second kind at t = oo. Their treatment does not include the case of a zero eigenvalue of /"(oo, y(oo)), and the methods they analyze satisfy the condition that meshpoints and collocation points do not coincide, which is not the case for Lobatto-points.
The idea of exponentially increasing meshsizes was originated in the analysis of numerical methods for linear singular perturbation problems (see Ascher and Weiss [1] ). The results of Markowich and Ringhofer [8] simplify the analysis for certain nonlinear singular perturbation problems (see Ascher and Weiss [2] ). Hopefully, it will be one application of our theory to provide a tool for the extension of these results. An outline of the paper follows. In Section 2 we state some analytic results for boundary value problems on "long" and infinite intervals (see Markowich [7] ). The numerical methods to be used are defined in Section 3, and their stability for linear problems is shown in Section 4. In Section 5 we state and prove the convergence results for nonlinear problems.
2. Analytic Preliminaries. In this section we give an outline of the first step of the approximate solution of (1.1), i.e., we replace (1.1) by a problem on a finite interval. The results can also be found in Markowich [7] in much greater detail. We require problem (1.1) to have a locally unique, exponentially decaying solution. This is guaranteed by the following assumptions:
(Al) ||/(i, .y(oo))|| = 0(e-"') for some k > 0. In order to keep the error at 0(e) we choose
we define a mesh
A &-stage collocation method is then completely defined by a set of points 0<w1<w2< ••• < Wj. < 1 by requiring the approximate solution yh to be in
to satisfy the boundary conditions, and to satisfy the differential equation at the collocation points t¡¡ = t¡ + u.h;, i = 0,..., N -1; j = l,...,k (see de Boor and Swartz [4] , Weiss [9] ). Here Uk[a, ß] denotes the space of polynomials of degree at most k on the interval [a, ß].
We consider the case where the points u¡, j = 1.k, are placed symmetrically about |. Thus, the methods of interest fall into two classes:
I. ux > 0, uk < 1. In particular, the Gauss schemes belong to this class.
II. ux = 0, uk = 1. The Lobatto schemes are the most accurate members of this class.
The growth functions of these methods satisfy (see Wright [10]) (3.1a) |y(z)|<l forRez^O,
where p = 2k for Gauss schemes and p = 2k -2 for Lobatto schemes. The relation (3.1a) implies yl-stability. It is a well-known fact that the collocation schemes are equivalent to certain implicit Runge-Kutta methods (see Axelsson [3] , Weiss [9] ), and can be written as systems of difference equations
where a¡¡ = /0"> L¡(s)ds, b¡= f¿ L,(s)ds, the L¡ being the Lagrange polynomials for the Up j = l,...,k. For a method of class II, y¡ = ya = y¡-Xtk holds, which implies that in the above system (3.2b) can be omitted. We set
Then Lemma 3.1 in Ascher and Weiss [1] implies that A is invertible for methods of class I, and 0 0 A = \â A for methods of class II, where the (k -1) X (k -l)-matrix A is nonsingular. In order to state more properties of symmetric schemes, we introduce the operator 5 acting on the space of matrices and being defined by
By elementary calculations we obtain (3.3a)
We can now show Proof. For symmetric schemes u¡+ uk_i+x = 1; ; = l,...,k, holds. This implies for the Lagrange polynomials (3.4) L,(u) = Lk_i+x(l-u).
Using (3.4) we can show (a) by We now use the invertibility of A and obtain for ||i4_1||/|z| « \, or |z| > 2||yl"1||, the estimate \\(lk-zA)-l\\^^2\\A-x\\^l.
On the compact set (z e C|Rez < 0, |z| < 2||/1~1||}, (4.9) obviously holds because of (4.10). For methods of class II, we similarly obtain Formally, we can use the formulas (4.5) instead of (4.6) also for methods of class II, which makes the above proof applicable for this case, too. Solving the recursion The matrix B has dimension (n_+ n0)X n and B(E_,E0) is nonsingular. These assumptions imply unique solvability of (4.20) (see Markowich [7] ). We apply a collocation method to (4.20) . In order to simplify the notation, we use the direct product of matrices, which for X=(x¡j), i = 1,... For an arbitrary set of collocation points 0 < m, < ••• < «t < 1, r = 0 holds. For Gauss points, r = k, and for Lobatto points, r = k -2. The main result of this paper is stated in Theorem 5.1. Let the assumptions of Theorem 2.1 be valid. Assume that f is (k + r)-times differentiable with respect to both variables, the collocation scheme satisfies (5.2), and the mesh is defined by hi = c0«l/<*+,), 0 < /, < y,
where 8 > 0 and XmiD is defined in Section 2. Then, for e small enough, the collocation scheme for problem (5.1) has a solution y which is unique in a neighborhood of the solution xT of (5.1), which does not shrink as e -* 0. y satisfies (5.4a) max ||y¡ -xT(tt) || = 0(e), (5.4b) max \\yu -xT(tu) \\ = 0(¿k+1)Ak+r)). 0*íí*íN" j j l*íj*ík Outline of the Proof. We introduce ei = *t( t,) -y,, e,j = xT{ t,j) -ytj.
Linearization of the collocation scheme for the e¡, etj and elimination of the e, yield equations of the form êi+i = y{hify(ti,xT(ti)))eí+ /,.
From Axelsson [3] or Weiss [9] , we obtain 11/ II < hk + r\\x<-k + r+1'>\\r II'ill *> "i \\XT l|[í,,í, + il-
The exponential decay of x^k+r+1), and our choice of the mesh, imply ||/, ||= 0(e), 0<f(<£, ||/,||=0(eexp(-oy,)), i<t,<T{e).
The assumptions on the mesh of Theorem 4.1 are satisfied for e small enough, because for /, > £, holds. As in Markowich and Ringhofer [8] , it can be shown that the necessary number of steps N(e) satisfies N(e) = 0(e-1/(* + "). 
