Abstract-Optimal location queries identify the best locations to set up new facilities for providing service to its users. For several businesses such as fuel stations, cellphone base-stations, etc., placement queries require taking into account the mobility patterns (or trajectories) of the users. In this work, we formulate the TOPS (Trajectory-Aware Optimal Placement of Services) query that locates the best k sites on a road network for the prevailing user trajectories. The problem is NP-hard. The greedy approach, which is the state-of-the-art technique for this problem, is not scalable and practical for real urban-scale scenarios, primarily due to its high memory footprint beyond the capabilities of commodity machines. To overcome these challenges, we develop an indexing framework called NETCLUS that derives its power through an unique combination of FM sketches with network clustering. Empirical studies show that NETCLUS requires less than 100 s to answer the TOPS query on real datasets comprising of more than 250,000 sites and 120,000 trajectories.
I. INTRODUCTION
Optimal location (OL) queries in a road network aim to identify the best locations to set up new facilities with respect to a given service [1] - [6] . Examples include setting up new retail stores, fuel stations, cellphone base stations, etc. However, for several of these services such as fuel stations, ATMs, bill boards, traffic monitoring systems, etc., it is not enough to just analyze the static locations of users. Rather, the mobility patterns of the users need to be incorporated since these services are accessed while commuting. We refer to such services as trajectory-aware services.
A trajectory is a sequence of location-time coordinates that lie on the path of a moving user. Such trajectory data are commonly available from GPS traces [7] , CDR (Call Detail Records) data [6] , social network check-ins, etc. In this work, we formalize the problem of OL queries over trajectories of users in road networks. We refer to this problem as the TOPS (Trajectory-aware Optimal Placement of Services) query. Given a set of user trajectories T , and a set of candidate sites S over a road network that can host the services, TOPS query with input parameters k and τ seeks to report the best k sites Q ⊆ S that maximize the utility U (Q) measured as the number of trajectories that lie within the threshold distance τ of any site in Q.
OL queries with respect to trajectories has been studied by a number of previous works [8] - [13] . Although the formulations are not identical, the common eventual goal is to identify the best site(s). However, all these works remain limited to theoretical exercises and cannot be applied in a real-life scenario due to a number of issues as explained next.
• Data-based mobility model: Existing techniques are neither based on real trajectories nor on real road networks [8] - [12] . Instead, they base their solutions on simplistic assumptions such as traveling in shortest paths on synthetic road networks. As shown by [14] , the shortest path assumption does not hold in real life.
• Scalability: The state-of-the-art technique for TOPS query [10] requires prohibitively large memory. Consequently, it fails to scale on urban-scale datasets. Hence, a scalable framework for TOPS query is a basic necessity. In addition, OL queries including TOPS are typically used in an interactive fashion by varying the various parameters such as k and the coverage threshold τ [4] . Hence, practical response time is desirable. This factor has been completely ignored in the existing works. While the state-of-the-art technique crashes for many query settings, for some other settings, it requires more than an hour to complete (details in Sec. VI).
To summarize, the proposed framework is the first practical solution to address TOPS queries. The need to develop a datafocused, practical algorithm for OL queries has been expressed recently [4] . However, [4] assumes the users to be static. Our work enriches this field further by proposing algorithms for mobile users.
II. TOPS PROBLEM Consider a road network G = {V, E} over a geographical area where V denotes the set of road intersections (also referred to as nodes), and E denotes the set of road segments between two adjacent road intersections. The direction of the underlying traffic that passes over a road segment is modeled by directed edges.
Assume a set of candidate sites S = {s 1 , · · · , s n } ⊆ V where a certain service or facility can be set up. The candidate sites can be located anywhere on the road network. If it is already on a road intersection, then it is part of the set of nods V . If not, i.e., if it is on the middle of a road connecting nodes u and v, without loss of generality, we augment V to include this site as a new node w. We augment the edge set E by two new edges (u, w) and (v, w) (with appropriate directions) and remove the old edge (u, v). Thus, ultimately, S ⊆ V .
The set of trajectories over the road network is denoted by T = {T 1 , · · · , T m } where each trajectory is a sequence of 
With a slight abuse of notation, assume that d r (T j , s i ) denotes the extra distance traveled by the user on trajectory T j to avail a service at site
It is convenient for a user to avail a service only if its location is not too far off from her trajectory. Hence, beyond a distance τ , we assume that the utility offered by a site s i to a trajectory T j is 0. We call this user-specified distance τ the coverage threshold.
The goal of the TOPS query is to report a set of k sites Q ⊆ S, |Q| = k, that offers the largest utility.
Problem 1 (TOPS). Given a set of trajectories T , a set of candidate sites S over a road network G, the TOPS problem with query parameters (k, τ ) seeks to report the set of k sites Q ⊆ S, |Q| = k, that maximizes the utility U (Q). The utility of a set Q, U (Q), is defined as the total number of trajectories covered by any site s
The TOPS problem was introduced in [10] , where it was shown to be NP-hard due to reduction from the set cover problem.
III. MOTIVATION: LIMITATIONS OF EXISTING APPROACH
Since TOPS is NP-hard, any optimal algorithm takes exponential time which is impractical for city-scale datasets. The state-of-the-art algorithm was proposed by [10] , which we refer to as INC-GREEDY. This algorithm starts with an empty set of sites Q = ∅, and in each of the successive k iterations, it greedily selects the site s i ∈ S − Q, such that the resulting utility U (Q ∪ {s i }) is maximized. Although this approach guarantees an approximation factor of 1 − 1/e, it is not scalable to large real-life datasets. The reasons are:
• High query cost: The input parameters for TOPS query, (k, τ ), are available only at query time. Based on the value of τ , for each site s i , we need to compute its covering set T C(s i ), i.e., the set of trajectories that are within a round-trip distance of τ from s i . These covering sets can be generated only at query time. Even if all pairwise site-to-trajectory distances are pre-computed, this step requires a high computation cost of O(mn) (both in terms of time and memory) where m, n denote the number of trajectories and number of candidate sites respectively. Thus, INC-GREEDY cannot work for real city-scale datasets (such as the Beijing dataset [16] used in our experiments having over 120,000 trajectories and 250,000 sites). Fig. 3b shows that INC-GREEDY takes about 2000 s to complete for τ = 1.2 Km. and k = 5, and goes out of memory for τ > 1.2 Km.
• High storage cost: To facilitate faster computation of covering sets T C, all pairwise site-to-trajectory distances can be pre-computed. However, for any city-scale dataset, this storage requirement is prohibitively large. For example, the Beijing dataset [16] would require close to 250 GB of storage. This is unlikely to fit in the main memory and, therefore, multiple expensive random disk seeks are required at run-time. Even with pre-computed distances up to 10 Km., INC-GREEDY crashes beyond τ = 1.2 Km. (shown in Table I .) An alternative approach would avoid storage of such pre-computed distances by computing them at run-time. The advantage is that since τ is known at query time, the distances can be computed only up to τ . However, there are two important drawbacks. Firstly, this distance computation over all the candidate sites would significantly raise the query time. Secondly, for any sufficiently large τ , and any site s i ∈ S, the size of its covering set is |T C(s i )| = O(m). Thus, storing all the covering sets require O(mn) space, which is impractical.
IV. USING FM SKETCHES TO SPEED UP INC-GREEDY
A careful analysis of INC-GREEDY reveals that there are two main phases of the algorithm. The first phase involves computing the covering sets T C(s i ) for each s i ∈ S, i.e., the set of trajectories covered by the site s i . In the second phase, the algorithm proceeds in iterations, and updates these covering sets based on the sites added to the answer set.
The first phase is heavier in terms of time and space requirements. Thus, to make it efficient, we design an index structure, NETCLUS, which is described in Sec. V. The use of indexing reduces the computational burden of the update (i.e., the second) phase as well.
In addition, the update phase of INC-GREEDY can be performed quite efficiently using FM sketches [17] , [18] .
The main use of FM sketches is in counting the number of distinct elements in a set or union of sets [17] . Suppose, the maximum number of distinct elements is N . An FM sketch is a bit vector, which is initially empty, and is of size at least O(log 2 N ). The probability of an element from the domain hashing into the i th bit of the FM sketch is 2 −i . Thus, if a set has Γ distinct elements, the expected value of the last bit marked in the FM sketch is O(log 2 Γ). Hence, after the elements of a set are hashed to the FM sketch, the last set bit can be used to estimate the number of distinct elements in the set. (The details of how the hashing function is chosen and the exact estimates are in [17] .) Although the FM sketch does not count the number of distinct elements exactly, it provides a multiplicative guarantee on the error in counting. When more copies of the FM sketch is used, the error decreases. Therefore, when there are n candidate sites, to determine the site that provides the best marginal utility over site s i , n − 1 such union operations are performed, and the maximum is chosen. At the end of the θ th iteration, the combined number of trajectories covered by the sites in Q θ is stored by the union of the FM sketches obtained successively in the θ iterations. The (θ +1) th site is chosen by using this combined FM sketch as the base.
We store the FM sketches as 32-bit words. This allows handling of roughly 2 32 (which is more than 4 billion) number of trajectories. The length 32 is chosen since the bitwise OR operation of two such regular-sized words is extremely fast in modern operating systems. This variant of INC-GREEDY based on FM sketches is henceforth referred to as FMG.
V. NETCLUS FRAMEWORK
As discussed in Sec. III, INC-GREEDY has two computationally expensive components. While FM sketch expedites the information update component, computation of the covering sets T C, still remain a bottleneck with O(mn) time and storage complexity. To overcome this scalability issue, we develop an index structure NETCLUS. Fig. 1 depicts the top-level flow diagram of our solution. The NETCLUS framework operates in two phases: offline and online. During the offline phase, the raw GPS traces of user movements are map-matched [15] to the corresponding road network, to return trajectories as sequences of road intersections.
Subsequently, NETCLUS performs multi-resolution clustering of the nodes in the road network, V . NETCLUS maintains t instances of index structures I 0 , . . . , I t−1 of varying cluster radii. A particular index instance is useful for a particular range of query coverage thresholds. From one instance to the next, the radius is increased by a factor of (1 + γ) for some γ > 0. Assume that the normal range of query coverage threshold τ is [τ min , τ max ). The total number of index instances then is t = log (1+γ) (τ max /τ min ) + 1. For each instance, all the clusters and their associated information are stored.
The offline clustering of the road network is performed using a greedy algorithm in a manner that allows bounded quality guarantees on the number of clusters. For each cluster, at most one candidate site is selected as the cluster representative. Each cluster maintains the following information: (a) cluster-center, (b) cluster representative, (c) list of nodes in the cluster along with their distances from the cluster-center, (d) list of trajectories passing through any node in the cluster (along with their distances from the clustercenter), and (e) a list of neighboring clusters (along with distances to them). Clustering, thus, leads to a compressed representation of the road network and the trajectories, thereby contributing to its efficiency, both in terms of space and running time. This completes the offline phase.
In the online phase, when the query parameters k, τ are known, first the appropriate index instance is chosen based on the value of τ . Then for each cluster representative, the covering sets T C are computed using the cluster information produced in the offline phase. Subsequently, the INC-GREEDY algorithm is run with these cluster representatives and their associated covering sets.
For faster updating of marginal utilities during the execution of INC-GREEDY, the approximate covering set T C (of each cluster representatives) is represented as an FM sketch, in the same manner as described in Sec. IV. Finally, we retrieve the best k sites for the TOPS problem.
As shown in [19] , the NETCLUS solution that runs INC-GREEDY on the cluster representatives along with FM sketches offers a bounded quality guarantee.
The details of the clustering method and the NETCLUS framework are provided in the full version [19] .
VI. EXPERIMENTAL EVALUATION
Here, we briefly demonstrate the efficiency and effectiveness of FMG and NETCLUS w.r.t. INC-GREEDY, henceforth referred to as INCG, which acts as the baseline algorithm. The full set of results are in [19] .
For evaluating TOPS, we used the GPS traces of taxis from Beijing [16] . This is the most widely used and largest publicly available trajectory dataset having 123, 179 trajectories. To generate trajectories as sequences of road intersections, the raw GPS-traces were map-matched [15] to the Beijing road network extracted from OpenStreetMap (http://www. openstreetmap.org/). The road network contains 269,686 nodes and 293,142 edges. For simplicity, we assumed the set of candidate sites to be the set of nodes in the road network. The main metrics of evaluation were (a) utility measured as a percentage of the total number of trajectories, and (b) query running time. The two basic parameters studied were (i) desired number of service locations k, and (ii) coverage threshold τ . The default values of k and τ were 5 and 0.8 Km. Table I shows that the memory footprints of NETCLUS are significantly lesser than those of INCG and FMG. As the coverage threshold τ increases, the size of the covering sets, T C, used in INCG and FMG, increase sharply. Consequently, these algorithms could not scale beyond τ = 1.2 Km. On the other hand, with higher τ , NETCLUS uses lower resolution clustering instances leading to higher data compression, thereby resulting in lower memory footprints. FMG requires slightly more memory than INCG, due to storage of multiple bit vectors for each site. Performance Results: We next measure the running time performance of the algorithms for different values of k and τ . Fig. 3 shows that for τ ≤ 1.2 Km., NETCLUS is up to 36 times faster than INCG. For τ > 1.2 Km., as stated earlier, INCG and FMG fail to run due to high memory overheads. When τ increases, NETCLUS uses a higher index instance having lesser number of clusters, leading to its efficiency. On the other hand, INCG and FMG use covering sets of increasingly larger sizes, resulting in poor performance. Although FMG offers a speed up of about 5 times in the algorithm running time when compared to INCG, its effect is negated by a relatively large initial pre-processing time required for computing the covering sets. Hence, the algorithm of choice for TOPS query is NETCLUS.
VII. CONCLUSIONS
In this paper, we study the TOPS problem of finding facility locations for trajectory-aware services. To overcome the scalability issues of the state-of-the-art algorithms, we develop an index structure, NETCLUS, based on multi-resolution clustering of the road network and FM sketches. Experimental evaluation over a real city-scale dataset shows its effectiveness in terms of quality as well as efficiency in terms of performance and space overhead. In future, we would like to study other variants of the TOPS problem that involve additional factors such as site-costs, capacity constraints, existing services, etc.
