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Abstract
An accurate method for the numerical solution of the eigenvalue problem of second-order ordinary differential equation using the
shooting method is presented. The method has three steps. Firstly initial values for the eigenvalue and eigenfunction at both ends are
obtained by using the discretized matrix eigenvalue method. Secondly the initial-value problem is solved using new, highly accurate
formulas of the linear multistep method. Thirdly the eigenvalue is properly corrected at the matching point. The efﬁciency of the
proposed methods is demonstrated by their applications to bound states for the one-dimensional harmonic oscillator, anharmonic
oscillators, the Morse potential, and the modiﬁed Pöschl–Teller potential in quantum mechanics.
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1. Introduction
Eigenvalue problem in ordinary differential equations is one of the basic approaches in the ﬁeld of boundary-value
problems in mathematics and mathematical physics and its important ﬁeld of application is quantum mechanics.
Solutions of eigenvalue problems in quantum mechanics are obtained analytically with special or other mathematical
functions and approximately by using the perturbation, variation or Wentzel–Kramers–Brillouin (WKB) method, but
their applicable range is rather restricted for practical problems. In order to overcome these limitations, numerical
methods of solution have been developed from early days of quantum mechanics.
One of the methods for the solution of eigenvalue and eigenfunction is the classical matching or shooting method.
Though pioneering research using the Numerov or Cowell method for the initial-value problem has provided fruitful
insight into atomic structure calculations [23,17], errors in numerical calculations are usually larger than 1.0D − 8
(=1.0×10−8) for the eigenvalues so that further improvements in accuracy are necessary. Another method of solution
in two-point boundary-value problem is the discretized matrix (DM) eigenvalue method [39,13,20,27]. The merits of
this method of solution are that the eigenvalues and eigenfunctions are accurate up to high quantum number and highly
reliable because all eigenvalues are found without missing any. On the downside, the method requires long computing
time, especially for tridiagonalization of the matrix.
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The main theme of the present paper is to provide an accurate and fast method for solving eigenvalue problems while
retaining good properties of the DM eigenvalue method. A powerful candidate is the shooting method, which requires
three tasks for implementing it: (i) to get initial-value or guess of the eigenvalue and eigenfunction adequately, (ii) to
solve the initial-value problem accurately, and (iii) to suitably correct the eigenvalue at the matching point.
The ﬁrst task is settled by devising usage of the DM eigenvalue method described later. The second, most important,
task needs detailed considerations. A large number of approaches to this task have been reported in books on numerical
analysis [24,51], software for numerical calculations [38,40], numericalmethods for the ordinary differential [25,32,22],
and references cited therein. Numerical methods for the solution of ordinary differential equations are classiﬁed into two
categories: one-step methods represented by the Runge–Kutta method and multistep methods. In practical problems,
since physical quantities for the solutions of ordinary differential equations are given only at discretized points in
many cases, the multistep methods that use quantities only at the discretized points are more suitable than the one-step
methods which also use quantities at intermediate points between the discretized points. Although a large number
of publications on the linear multistep method (LMM) show formulations and typical examples of calculations, the
ultimate performance of this computationmethod has not yet been fully investigated. In particular, classical works on the
optimal operator for the special second-order ordinary differential equation, in which the ﬁrst-order derivative is absent,
for accuracy and stability in [9,10,25] are important and their fundamental concept and formulas for a small number of
steps have been explained explicitly. However, research on extending their concept to, and deriving formulas for, a large
number of steps and evaluating their performance can be enhanced. For example, use of the formula with 4-step number
[31,52] stays within the framework of Henrici [25] in quantum mechanical applications. Moreover, a special class of the
classical LMM for reducing weak instability, namely, a symmetric multistep method formulated using the test equation
for a harmonic oscillator in classical mechanics, has been developed for calculating long-term planetary motion in
celestial dynamics [32,33,46,45,18,19,21], but it is necessary to clarify whether the symmetric multistep method is
also useful in quantum mechanics. Recently, higher-order exponentially ﬁtted methods for numerical integration of the
Schrödinger equation have been extensively developed, see, for example, [50,54], however, further improvements in
accuracy are necessary. Thus, whether the LMMprovides highly accurate numerical solutions in quantummechanics, is
still an open question. It is a challenging and non-trivial problem to derive formulas with a large step-number explicitly
and to get highly accurate solutions to conﬁrm efﬁcacy of the method.
The third task of suitable correction of the eigenvalue at the matching point is carried out based on the correction
formula [23,24,47,11] and its generalization. Careful calculations such as suitable choice of matching point, numerical
differentiation and integration are necessary for highly accurate eigenvalues and eigenfunctions.
The method mentioned above has generality and wide applicability. We can solve eigenvalue problems for the case
the potential is not only given in an analytic form but also in a form of numerical table. Moreover, we can apply our
method to problems that the potential should be calculated self-consistently by using the eigenfunctions for regular
meshes with arithmetic or geometric progression, which often meets in physical problems such as atomic structure
calculations. The applicability of the present method is much wider than that of recent methods adopted in the codes
SLEIGN [3], SLEIGN2 [2,1], SLEDGE [41], SL02F [44,37,42], SLTSTPAK [43], SLCPM12 [28–30], andMATSLISE
[35,36]; these methods are applied only to the case the potential is given analytically, and the meshes are, in general,
not regular and obtained after all calculations are ended. In this paper we show results of the eigenvalue problems in
one-dimension in which the potential is regular in the whole interval (−∞,∞). A method and results of the eigenvalue
problems for the central force-ﬁeld potential will be published elsewhere, since it is necessary to treat singularities at
both ends of the semi-inﬁnite whole interval.
Organization of the paper is as follows. In Section 2, we present the method of calculations. Section 3 is devoted
to results and discussion. We also show comparison with other recent methods for the solution of the Schrödinger
equation.
2. Numerical methods of calculation
2.1. Initial value or guess of eigenvalue and eigenfunction
Wecan use the solutions from theDMeigenvaluemethod for the initial value or guess of eigenvalue and eigenfunction
for the shooting method. Since the required accuracy for the initial value or guess of eigenvalue and eigenfunction is
not very high, the second-order derivative is discretized by using the lowest, three-point formula, so that the matrix is in
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tridiagonal form from the beginning. This enables us to avoid time-consuming tridiagonalization using the Householder
transformation [38,40]. We use the standard method for the algebraic (i.e., matrix) eigenvalue problem [38]; that is,
the bisection method for eigenvalue computation and the inverse iteration method for eigenvector computation. The
whole interval of computation is taken wide enough in order to avoid deterioration in the accuracy of eigenvalues and
eigenfunctions [27]. Though the absolute values of relative errors of the eigenvalues are usually of order larger than
1.0D − 5, the eigenvalues are accurate enough for initial guesses. Since we can suitably choose end-positions of the
whole interval for computation so that the absolute values of absolute errors in the eigenfunctions near both ends are of
order around 1.0D − 15 [27], we can get reliable initial guesses for eigenfunctions. With these initial eigenfunctions,
we can compute diagonal matrix elements (MEs) of the Hamiltonian, which are, in general, more accurate than the
eigenvalues [27], and also use them as initial guesses for the eigenvalues. The whole interval for the DM eigenvalue
method is also used for the shooting method described later.
2.2. Numerical method for initial-value problems in ordinary differential equations
2.2.1. Boundary-value problem written as initial-value problems
The Schrödinger equation for a particle in the one-dimensional potential with suitable boundary conditions at both
ends is written in the form
(d/dx)2y = [V (x) − ]y (1)
for the initial value problems starting from one end-point. Here y =y(x) is the wave function of the coordinate x, V (x)
is the potential energy, and  is the energy or the parameter, where these quantities have been reduced to dimensionless
formby suitably choosing the units of the energy and length. Replacing the right-hand sidewith a continuous and smooth
function f (x, y, ) of x, y, and  that does not contain ﬁrst-order derivative of y, we have a generalized differential
equation
(d/dx)2y = f (x, y, ). (2)
Here, absence of the ﬁrst derivative causes no loss of generality, because in the case of second-order linear ordinary
differential equations it is always possible to rewrite the differential equations into a form with the ﬁrst derivative
absent. In the case of initial-value problem we treat the differential equation in the form such that the parameter  is
contained in the function f (x, y)
(d/dx)2y = f (x, y). (3)
2.2.2. Numerical solution using linear multistep method
The initial-value problem of the second-order ordinary differential equation (3) is solved by using the LMM that
evaluates functions only at the discretized points. A general formula for approximating the differential equation (3) in
the form of a linear difference equation is given by [25,32,22,10]
kyn+k + k−1yn+k−1 + k−2yn+k−2 + · · · + 0yn
= h2(kfn+k + k−1fn+k−1 + k−2fn+k−2 + · · · + 0fn), n = 0, 1, 2, . . . , (4)
where ym, m = 0, 1, 2, . . ., is a solution of the difference equation at the equidistant discretized point x = xm and
fm = f (xm, ym); k is an integer and coefﬁcients  and ,  = 0, . . . , k, are constants independent of n. In this
formulation, yn+k is evaluated by using already known k-point values (k-step method). h is the step-size between
discretized points.
We obtained implicit formulas for the linear difference equation (4) explicitly based on the method of constructing
the optimal operators, which is an approach based on Dahlquist [9,10] and developed in [25].1 Coefﬁcients  and 
of Eq. (4) are symmetric for the optimal operator such that
k− = , k− = ,  = 0, 1, 2, . . . , k. (5)
1 In Ref. [25, Table 6.8] the minus sign for the coefﬁcient l8 of t8 is necessary.
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Table 1
Coefﬁcient  and error constant Ck_i for the optimal operator in the linear multistep method, where k is the step-number, i is the sequence number
and = 0, 1, . . . , k
Case k i 0 1 2 3 4 5 −Ck_i
k k−1 k−2 k−3 k−4 k−5
(a) 2 1 1 −2 1/240 = 4.167 × 10−3 (A)
(b) 4 1 1 0 −2 1/1890 = 5.291 × 10−4 (A)
(c) 2 1 −1 0 53/60480 = 8.763 × 10−4 (A)
(d) 3 1 −2 2 19/12096 = 1.571 × 10−3 (A)
(e) 6 1 1 0 −1 0 7/32400 = 2.160 × 10−4 (A)
(f) 2 1 1 −1 −2 29/226800 = 1.279 × 10−4
(g) 3 1 −1 −1 2 109/226800 = 4.806 × 10−4
(h) 4 1 0 0 −2 9/44800 = 2.009 × 10−4
(i) 5 1 −1 1 −2 1259/3628800 = 3.469 × 10−4
(j) 6 1 −2 2 −2 407/518400 = 7.851 × 10−4 (B)
(k) 8 1 1 0 0 0 −2 2/22275 = 8.979 × 10−5
(l) 2 1 0 −1 0 0 881/7484400 = 1.177 × 10−4
(m) 3 1 1 0 −1 −2 23/427680 = 5.378 × 10−5
(n) 4 1 −1 0 1 −2 47/237600 = 1.978 × 10−4
(o) 5 1 0 1 −2 0 163/1971200 = 8.269 × 10−5
(p) 6 1 −1 1 −2 2 361/1971200 = 1.831 × 10−4
(q) 7 1 −2 3 −4 4 150401/479001600 = 3.140 × 10−4
(r) 8 4 −5 4 −8 10 493/1971200 = 2.501 × 10−4
(s) 10 1 1 0 −1 0 0 0 3011003/40864824000 = 7.368 × 10−5
(t) 2 1 0 0 0 −1 0 2036393/40864824000 = 4.983 × 10−5
(u) 3 1 1 1 0 −2 −2 29299/1277025750 = 2.294 × 10−5
(v) 4 1 −1 1 0 −2 2 105739/1277025750 = 8.280 × 10−5
(w) 5 1 −1 2 −3 3 −4 74359/978432000 = 7.600 × 10−5
(x) 6 1 −2 4 −6 7 −8 335626517/2615348736000 = 1.283 × 10−4
(y) 7 1 −2 3 −4 5 −6 1803479/10762752000 = 1.675 × 10−4
(z) 8 4 −4 9 −12 12 −18 729679/10762752000 = 6.780 × 10−5
 is symmetric, i.e., k− = .
(A) Henrici [25].
(B) Lambert and Watson [33].
The truncation error for the optimal operator isCktk+2, where t is related to the step-size byh=2 ln{t/2+[1+(t/2)2]1/2}
or t=[2(cosh h−1)]1/2, with the error constantCk whose sign is negative. The coefﬁcients , , andCk_i up to k=10
are listed2 in Tables 1 and 2 for the roots listed in Table 3, of the ﬁrst characteristic polynomial  () corresponding
to the left-hand side of Eq. (4) [25]. The values of , , and Ck_i shown explicitly here, but not available in the
literature, should be useful for practical purposes. Since we obtained numerous new formulas in addition to the known
formulas, we classify them, without using authors’ names, as a formula k_i, where k is the step-number and i is the
sequence number.
2.3. Shooting method
Next, a method of correcting the eigenvalue at the matching point is described below. Let us consider a differential
equation that is a slight generalization of Eq. (1)
(d/dx)2y = [V (x) − W(x)]y, (6)
where W(x) is a positive function in the whole interval. Consider the solution y′ of the differential equation for the
parameter ′ =  +  with a deviation 
(d/dx)2y′ = [V (x) − ′W(x)]y′. (7)
2 We also obtained implicit formulas up to k = 14 that will be useful for arithmetic more precise than double-precision arithmetic.
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Table 2
Coefﬁcient  for the optimal operator in the linear multistep method, where k is the step-number, i is the sequence number and = 0, 1, . . . , k
Case k i Denominator 0 1 2 3 4 5
k k−1 k−2 k−3 k−4 k−5
(a) 2 1 12 1 10 (A)
(b) 4 1 15 1 16 26
(c) 2 240 17 232 222
(d) 3 120 9 104 14 (B)
(e) 6 1 945 59 1032 1641 2096
(f) 2 315 19 369 873 1258
(g) 3 945 61 957 663 418
(h) 4 2240/3 47 810 1377 2252
(i) 5 10080 661 10062 9243 20548
(j) 6 20160 1375 18378 −207 21388 (C)
(k) 8 1 14175/4 209 3968 6032 12416 11450
(l) 2 18900 1111 21232 30568 46864 27250
(m) 3 9450 541 11302 25948 50434 50350
(n) 4 28350 1721 29582 18668 47354 32150
(o) 5 22400/3 443 8316 13484 32132 25650
(p) 6 44800/3 913 15476 11524 35212 8150
(q) 7 604800 38401 574132 −44732 1352524 −211850
(r) 8 44800/3 3679 60748 30652 111796 −10550
(s) 10 1 311850 17405 360132 457229 909296 187718 1126040
(t) 2 623700 34901 718276 966117 2458608 1537974 3537048
(u) 3 155925/4 2131 47627 104739 266736 293598 441438
(v) 4 155925/4 2243 41909 22483 120592 43966 161314
(w) 5 985600/3 19003 351302 224879 1245096 205398 1822244
(x) 6 39916800 2384065 39396722 −7185891 145207416 −48518622 216434220
(y) 7 1971200/3 39089 651602 −182451 1853176 −911102 3012972
(z) 8 1971200/3 152129 2808178 1854621 10627704 2943522 16450092
 is symmetric, i.e., k− = .
(A)Henrici [25].
(B) Ixaru and Rizea [31] and Vanden Berghe et al. [52].
(C) Lambert and Watson [33].
Integrating both sides of [y′× Eq. (6)–y× Eq. (7)] from both ends to the matching point and setting the summations
of [(dy/dx)/y] up to ﬁrst order at both ends of the matching point to be equal, we obtain the equation for 
 = [(dy/dx)/y]|x=xm− − [(dy/dx)/y]|x=xm+∫ xm−
−∞ dxWyy
′/[y(x = xm−)]2 +
∫ ∞
xm+ dxWyy
′/[y(x = xm+)]2
. (8)
Here xm− denotes the value at xm calculated by using the solution of differential equation that starts from −∞, while
xm+ is the value at xm calculated by using the solution that starts from +∞. If the product yy′ in the integrand in the
denominator is approximated to y2 by neglecting yy and W is replaced by 1, Eq. (8) reduces to Ridley’s formula
[23,24,47,11]
 = [(dy/dx)/y]|x=xm− − [(dy/dx)/y]|x=xm+∫ xm−
−∞ dx[y]2/[y(x = xm−)]2 +
∫ ∞
xm+ dx[y]2[y(x = xm+)]2
. (9)
To be useful, Eqs. (8) and (9) require the following: the matching point should not be placed near the zero point or node
of eigenfunction in order to avoid division by zero and consequent deterioration of accuracy. The matching point also
should not be placed near the extremum of eigenfunction in order to avoid loss of signiﬁcant digits that occurs from the
difference of the ﬁrst derivatives (normalized by the eigenfunction) in the numerator. Thus the matching point should
be placed intermediate between the zero and extremum points. Among the candidates for such points, the point near
the center of the whole interval is best for the matching point, because the errors accumulate in the course of solving
the initial-value problem so that the accumulated errors starting from the left limit and those from the right limit are
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Table 3
Roots of the ﬁrst characteristic polynomial  () satisfying the stability condition, where k is the step-number, i is the sequence number
Case k i Roots
(a) 2 1 1∗ (A)
(b) 4 1 1∗,−1∗ (A)
(c) 2 1∗, exp[i(2/3)], exp[−i(2/3)] (A)
(d) 3 1∗, i,−i (A)
(e) 6 1 1∗,−1∗, i,−i (A)
(f) 2 1∗,−1∗, exp[i(2/3)], exp[−i(2/3)]
(g) 3 1∗,−1∗, exp[i(/3)], exp[−i(/3)]
(h) 4 1∗, exp[i(2/3)]∗, exp[−i(2/3)]∗ (B)
(i) 5 1∗, exp[i(2/3)], exp[−i(2/3)], i,−i
(j) 6 1∗, exp[i(2/3)], exp[−i(2/3)], exp[i(/3)], exp[−i(/3)] (C)
(k) 8 1 1∗,−1∗, i∗,−i∗ (D)
(l) 2 1∗,−1∗, exp[i(2/3)], exp[−i(2/3)], exp[i(/3)], exp[−i(/3)]
(m) 3 1∗,−1∗, exp[i(2/3)], exp[−i(2/3)], i,−i
(n) 4 1∗,−1∗, i,−i, exp[i(/3)], exp[−i(/3)]
(o) 5 1∗, exp[i(2/3)]∗, exp[−i(2/3)]∗, i,−i
(p) 6 1∗, exp[i(2/3)]∗, exp[−i(2/3)]∗, exp[i(/3)], exp[−i(/3)]
(q) 7 1∗, exp[i(2/3)], exp[−i(2/3)], i,−i, exp[i(/3)], exp[−i(/3)]
(r) 8 1∗, exp[i(2/3)]∗, exp[−i(2/3)]∗, exp{i[Arc cos(5/8)]}, exp{−i[Arc cos(5/8)]} (B)
(s) 10 1 1∗,−1∗, exp[i(3/4)], exp[−i(3/4)], i,−i, exp[i(/4)], exp[−i(/4)]
(t) 2 1∗,−1∗, exp[i(2/3)], exp[−i(2/3)], i,−i, exp[i(/3)], exp[−i(/3)]
(u) 3 1∗,−1∗, exp[i(2/3)], exp[−i(2/3)], i∗,−i∗
(v) 4 1∗,−1∗, i∗,−i∗, exp[i(/3)], exp[−i(/3)]
(w) 5 1∗, exp[i(2/3)]∗, exp[−i(2/3)]∗, i,−i, exp[i(/3)], exp[−i(/3)]
(x) 6 1∗, exp[i(2/3)], exp[−i(2/3)], i∗,−i∗, exp[i(/3)], exp[−i(/3)]
(y) 7 1∗, exp[i(2/3)]∗, exp[−i(2/3)]∗, exp[i(/3)]∗, exp[−i(/3)]∗
(z) 8 1∗, exp[i(2/3)]∗, exp[−i(2/3)]∗, exp{i[Arc cos(1/4)]}∗, exp{−i[Arc cos(1/4)]}∗ (B)
The asterisk means a double root, while no asterisk means a simple root
(A) Henrici [25].
(B) Fukushima [18].
(C) Lambert and Watson [33].
(D) Hairer and Lubich [21].
both small and well-balanced near the center of the whole interval. A classical turning point that is the minimum or
maximum of V (x) − 	 = 0 in Eq. (1) [34,16] has often been used for the matching point because it is necessary to
count node numbers between the minimum and maximum of the classical turning point in order to check whether the
eigenvalue lies in the suitable range or not, due to uncertain initial value for the eigenvalue. In our method, however, the
initial values for eigenvalue and eigenfunction are obtained in the correct range by using the DM eigenvalue method.
Since the node count is unnecessary, we can place the matching point anywhere so that we have the advantage of
placing it near the center of the whole interval.
The numerical derivative in Eqs. (8) and (9) is computed by using the highly accurate numerical derivatives in [27].
The numerical integration in Eqs. (8) and (9) is carried out by using the highly accurate central-difference integration
formula. In [27] we presented formulas for up to n = 8, which are further developed and used for highly accurate
integration for a function f (x) with n = 10 as given in Eq. (10)
∫ xi+1
xi−1
f (x) dx = (h/7484400)[263fi−5 − 4148fi−4 + 33879fi−3 − 216624fi−2
+ 3116178fi−1 + 9109704fi + 3116178fi+1 − 216624fi+2 + 33879fi+3 − 4148fi+4
+ 263fi+5] + O(h13). (10)
The integration formula is also used for evaluating the diagonal Hamiltonian MEs 	 for the quantum number 	
	 = 〈	| − (d/dx)2 + V (x)|	〉/〈	|	〉, (11)
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where the MEs of the operator A = A(x, d/dx, (d/dx)2) is
〈	|A|	′〉 =
∫ ∞
−∞
dxy	(x)Ay	′(x). (12)
With the formulas developed thus far, calculations for correcting the eigenvalue ′ = + are carried out until the
absolute value of  falls below a speciﬁed error limit.
2.4. Comparison with other recent methods
We compare our classical method with other recent methods for the solution of the Schrödinger equation. First
category is the SLEIGN [3] and SLEIGN2 [2,1], SLEDGE [41], SL02F [44,37,42], and SLTSTPAK [43] codes. In the
latest code SLEIGN2 [1] the Schrödinger equation is treated as a special form of the Strum–Liouville (SL) equation.
The second-order SL equation is written into two ﬁrst-order nonlinear differential equations for phase 
 and amplitude
 by using the Prüfer transformation. The eigenvalue is evaluated by using the shooting method for the nonlinear
equations for 
 and its derivative 
/. The initial-value problem for 
 is solved by using the Runge–Kutta–Fehlberg
method with step-size adjustment determined by extrapolation procedure of error estimation [49]. The eigenfunction
is evaluated by solving the nonlinear equation for  and by applying the Prüfer transformation. The SLEIGN2 code is
not satisfactory for practical purposes in the following: the coefﬁcient functions of the SL equation should be given
analytically. The nonlinear differential equations for 
 and aremore computationally complicated than the Schrödinger
equation, because they contain the functions of cos 
 and sin 
. Computing time for the initial-value problem using
the Runge–Kutta–Fehlberg method with step-size adjustment is longer than that using the LMM. In short, directly
solving the Schrödinger equation by using the LMM is much faster than the method adopted in the SLEIGN2 code.
The eigenvalues converge slowly and sometimes to erroneous ones. The normalization integral for the eigenfunction
is not accurate enough. Moreover, tools for evaluating MEs are not provided. In the SLEDGE code [41] the coefﬁcient
functions in the SL equation are approximated by piecewise constants and the resulting equation is solved analytically
by using trigonometric and exponential functions. Since errors in the eigenvalue is of order O(h2), where h is the
maximum mesh size, for the SL normal form and O(h) for the general SL form, h should be small enough for getting
highly accurate eigenvalues. The mesh points are added by repeated bisection at the midpoint of the interval, thus
determined after all calculations are ended. In the SL02F code [44,37,42] the scaled Prüfer transformation is applied
to the SL equation, the coefﬁcient functions are approximated by piecewise constants, then the resulting nonlinear
differential equations for 
 and  are solved analytically in terms of trigonometric and hyperbolic functions, in order
to avoid stiffness of the differential equations. Computing time with the SL02F code is of the same order or one order
shorter than that with the SLEIGN2 code [37,28–30]. The codes SLEDGE [41], SL02F [44,37,42], SLEIGN [3] and
SLEIGN2 [2] are all included in the SLTSTPAK code [43]. Later, we compare our numerical results for the potentials
in the analytic form with those obtained by using the latest code SLEIGN2 [1], where single-precision arithmetic is
replaced to double-precision one, that is a representative of the ﬁrst category.
The second category is the Constant reference potential Perturbation Method (CPM). In the CPM the initial-value
problem for the Schrödinger equation is solved by using the so-called propagation matrix algorithm. The whole in-
terval is divided into small intervals in which the potential is decomposed to a constant and a deviation from the
constant. The constant potential and the deviation are taken as reference and perturbation potentials, respectively. The
propagators, the MEs of the propagation matrix, are constructed by the perturbation series truncated at the maximum
order Q. For practical purpose, the potential is approximated by a truncated series of shifted Legendre polynomials
with maximum degree N. The CPM of order {12,10} [28–30], {14,12}, {16,14}, and {18,16} [35,36] are reported.
The number of terms in the perturbation series increases very rapidly for higher-order perturbations. The derivation
of formulas by hand calculation is a formidable task thus symbolic computation using, for example, MATHEMAT-
ICA, MAPLE, etc., is indispensable. The resulting formulas are very complicated thus hard to implement, and their
computational cost is high. In the CPM it is necessary to give potential analytically because the coefﬁcients of the
expansion in terms of the shifted Legendre polynomials are calculated by using the Gauss–Legendre integration
formula. This restricts applicability of the method to the case the potential is given only in the form of numeri-
cal table, which often meets in physical problems such as atomic structure calculations. The users must give end-
positions of the whole interval, but there is no guidance how to set them. If the end-positions are not given appropri-
ately, calculations often hang up or give incorrect eigenvalues without hints for improvement. How to choose the
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end-positions in our method shown in Section 2.1 can also be used for such cases. Tools for calculating MEs in the
CPM are not provided. Later we compare our numerical results with those obtained by using the code SLCPM12
[30] because we do not have MATLAB facility with Symbolic Math Toolbox necessary for MATSLISE [35,36]. Our
method is much simpler and easier to implement than the CPM, but compares favorably with CPM on accuracy and
computing time.
We use a PC with a 266MHz processor and 128MB memory, and the compiler DIGITAL Visual Fortran Version
5.0, for computation.
3. Results and discussion
3.1. Harmonic oscillator
As a typical application of the new methods of calculation, we take the harmonic oscillator, because the analytical
properties of the solution are well known [39,34,16]. The Schrödinger equation for the potential V (x) = x2 in the
dimensionless form3 is written as
(d/dx)2y = (x2 − )y. (13)
The solution with the quantum number 	 is given in terms of the Hermite polynomial H	(x)
	 = 2	 + 1, 	 = 0, 1, 2, . . . , (14)
y	(x) = (1/1/22		!)1/2 exp[−(1/2)x2]H	(x). (15)
Fig. 1 shows the magnitude of absolute (not relative) errors in the numerical solutions for the initial-value problem
using the LMM with exact eigenvalue 	 and exact eigenfunction y	 for the initial value, for the typical cases of each
step-number. The quantum state is taken from 	 = 0 to 7. The ordinary differential equation was solved starting from
x = 10, where the absolute value of the wave function is sufﬁciently small, to x = 0 with the step-size h = 164 . In the
formula 2_1, the absolute error of the numerical solution of the LMM is less than 1.0D − 5 as shown in Fig. 1(a). For
	> 0 the absolute error is small with downward cusps for small x because the solution passes near the zeros (nodes) of
the wave function. For higher 	 values, the absolute errors at large x become larger because the solutions themselves
contain polynomials thus widening the range with ﬁnite magnitude of the wave function for high 	. The absolute error
for the formula 4_1 is the largest for 	 = 0 and x = 0 with the magnitude 2.4D − 8 and the error difference is small
among the formulas with the same step-number k = 4. In the 6-step formulas represented by the formula 6_2, the
absolute errors are the largest for 	 = 0 and x = 0, and the largest errors are of order 1.0D − 10. In the formulas of
8-step, the largest absolute errors are of order 1.0D − 12. In the 10-step formulas, the absolute errors are often zero
(i.e., undetectable) in the double precision arithmetic, which is shown by vertical lines in Fig. 1(v), and the largest
errors are of order 1.0D − 14 for the formulas 10_4 and 10_5. We can conclude that increasing the step-number of the
LMM formula raises accuracy of the numerical solutions.
We also calculated the absolute errors in the numerical solutions using the explicit formulas [46,45] of the LMM
and obtained results similar to those using the implicit formulas. In the formula SY8, SY8A, and SY8B for k = 8, the
largest absolute error is of order 1.0D − 9 which is intermediate between that of k = 4 and 6 of the implicit formula.
The largest absolute error in the explicit formula SY10 for k = 10 is of order 1.0D − 11, intermediate between k = 6
and 8 of the implicit formula. The largest absolute errors in the explicit formula SY12 for k = 12 and SY14 for k = 14
are of order 1.0D-12 and 1.0D-14, respectively, close to those in the implicit formula for k = 8 and 10, respectively.
The implicit formula is more accurate than the explicit one for the same k, which is consistent with the situation that
fewer evaluations of f are required in the explicit case (n =0 =0) than in the implicit case (n =0 = 0). Since the
explicit formulas with large step-number provide accurate results, they also provide useful tools for the initial-value
problems. Since we have many choices of the implicit and explicit formulas for the accurate numerical solutions of the
initial-value problems, the higher-order LMM method provides useful tools.
Fig. 2 shows convergence of the eigenvalue in the shooting method using the formula 10_4 for h = 132 . Fig. 2(a)
shows the case of eigenvalue correction according to Eq. (8). In the case of using the eigenvalue obtained via the DM
3 In [27]  = (h¯/m)1/2 above Eq. (25) should be corrected to  = (m/h¯)1/2.
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Fig. 1. Absolute errors in the numerical solutions of the initial-value problems for the ordinary differential equations (ODEs) using the linearmultistep
method (LMM) for the harmonic oscillator. The ordinate is the absolute value of the errors and the abscissa is coordinate x. The quantum state is
taken from 	 = 0 to 7. Exact eigenvalue and exact eigenfunction are taken for the initial values. The ODE is solved from x = 10 to x = 0 with the
step-size h = 164 using the implicit formulas (a) 2_1, (b) 4_1, (f) 6_2, (k) 8_1, (v) 10_4.
eigenvalue method for the initial guess, the relative errors are initially of order 1D-4, which decrease to the order of
1D-13 in three to four iterations. In the case of using the diagonal Hamiltonian ME for the initial guess, the relative
errors are initially of more than three orders of magnitude lower than those for DM, then reduced to the order of 1D-13
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Fig. 2. Convergence of the eigenvalues in the shooting method. Absolute value is taken for the errors. The quantum state is shown for 	 = 0, 3, 6,
and 9. DM denotes that the initial values are obtained by using the discretized matrix eigenvalue method. ME denotes that the initial eigenvalues
are the diagonal Hamiltonian matrix elements. The initial-value problem for the ordinary differential equation is solved using the formula 10_4 for
h = 132 . Correcting the eigenvalue by using (a) the generalized formula (8), (b) Ridley’s formula (9).
in two more iterations. Similar results are also obtained for the case of eigenvalue correction according to Ridley’s
formula (9) as shown in Fig. 2(b). Hereafter, we use Ridley’s formula (9) rather than Eq. (8), because there is little
difference in the convergence of the two formulas but the former is simpler than the latter.
We now investigate the dependence of the errors in the converged eigenvalues, diagonal Hamiltonian MEs and
eigenfunctions on the step-number of the formulas. Fig. 3(a) shows that the relative error in the eigenvalues decreases
with increasing step-number for small step-number and becomes constant for large step-number. The relative error in
the eigenvalues increases for high 	. On the other hand, the relative error in the diagonal Hamiltonian MEs is almost
constant as a function of step-number and of order 1D-15 for 	=0, which is small even for small step-number. Fig. 3(b)
shows the largest absolute error in the eigenfunctions in the shooting method against the step-number of the formulas
of the LMM for h = 132 and various 	. The absolute error in the eigenfunctions decreases as the step-number increases
for small step-number and saturates for large step-number. The absolute error in the eigenfunctions also increases for
high 	.
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Fig. 3. Dependence of the errors in the eigenvalue and eigenfunction on the step-number in the shooting method. The formula with 2-step is
represented by that with 2_1, 4-step by 4_1, 6-step by 6_2, 8-step by 8_1, and 10-step by 10_4. The quantum state is shown for 	 = 0, 3, 6, and 9.
(a) The ordinate is the relative error in the eigenvalue and the diagonal Hamiltonian matrix element, the abscissa is the step-number of the formulas
with h = 132 , (b) the ordinate is the largest absolute error in the eigenfunction and the abscissa is the step-number of the formulas with h = 132 .
Table 4 summarizes the results for the harmonic oscillator in the shootingmethod, over thewhole interval (−10.0, 10.0)
for the formula 10_4 with h = 132 . The accuracy of the eigenvalue in the second column and that of the ME 	 in the
third column range from 13 to 15 digits. The largest absolute value of the absolute errors in the normalized wave
functions ranges from 7.2D-15 to 2.8D-13 in the ﬁfth column. The accuracy of the eigenvalue in the sixth column by
using the SLEIGN2 with the error tolerance 1.0D-14 ranges from 12 to 14 digits, one digit less accurate than that in
the present method. CPU-time only for eigenvalue evaluation with SLEIGN2 is 183 times, namely, of two orders of
magnitude, longer than that for evaluating eigenvalue, eigenfunction, and MEs in the present method. The accuracy of
the eigenvalue in the seventh column by using the SLCPM12 for the same whole interval in the present method ranges
from 12 to 14 digits, two digits less accurate than that in the present method. CPU-time for evaluating eigenvalue and
eigenfunction with SLCPM12 is of the same order of magnitude for evaluating eigenvalue, eigenfunction, and MEs
in the present method. In concluding this subsection, it is noted that the shooting method provides accurate results
comparable to ones shown in Ref. [27, Table 7] obtained by using the DM eigenvalue method.
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3.2. Anharmonic oscillator
The second application example is an anharmonic oscillator with V (x) = x2 + x4, where  and  are constants
[13,4–7,48,14,27]. The eigenvalue for the bound state has been frequently investigated in a wide range of physics
applications and accurate eigenvalues have been numerically obtained using other methods of solution. In order to
illustrate performance of our method, we take three typical cases for (, ) = (0.0, 1.0), (1.0, 1.0), and (−1.0, 1.0) in
Table 5,
where the formula 10_4 is used over the whole interval (−5.5, 5.5) with h = 154 . The eigenvalues of the shooting
method and the MEs 	 are of 13- to 15-digit accuracy, which is comparable to high accuracy obtained by using the
DM eigenvalue method [27]. The accuracy of the present work is also comparable to the best values ever reported
[4–7,48,14] in double-precision arithmetic operation. For the double-minimum case (, ) = (−1.0, 1.0) we show
10 states that probably have 13-digit or higher accuracy, which means the digits that the eigenvalue (fourth column)
and MEs (ﬁfth column) coincide are correct and more digits are substantially correct. Similar results are also ob-
tained by using the DM eigenvalue method [27]. The accuracy of the eigenvalue using the SLEIGN2 (seventh column)
ranges from 12 to 14 digits and that by using the SLCPM12 (eighth column) ranges from 10 to 12 digits, one and
three digits less accurate than those in the present method. CPU-time using the SLEIGN2 is of two orders of mag-
nitude longer than that in the present method and CPU-time using the SLCPM12 is of the same order as that in the
present method.
The third example is an anharmonic oscillator with V (x) = x2 + x2/(1 + gx2), where  and g are constants
[13,15,53,12,26,27].4 The eigenvalue for the bound state has been investigated in detail and exact eigenvalues were
obtained for special combinations of , g, and the quantum number 	. We take four typical cases for (, g, 	) indicated
by the notation (*) in Table 6. The eigenvalues of the shooting method are of 13- to 14-digit accuracy and the MEs
	 are of 15-digit accuracy with the formula 10_4, over the whole interval (−10.0, 10.0) and h = 132 ; the accuracy is
comparable to the best values ever reported [13,15,53,12,26,27] in double-precision arithmetic operation. For another
typical case  = g = 1.0, we show 10 states whose eigenvalues and MEs coincide with those in [12,26] within the
accuracy referred to therein. The accuracy of the eigenvalue using the SLEIGN2 (seventh column) ranges from 11 to
14 digits and that using the SLCPM12 (eighth column) ranges from 10 to 13 digits. CPU-time using the SLEIGN2 is
of two orders of magnitude longer than that in the present method and CPU-time using the SLCPM12 is of the same
order as that in the present method.
3.3. Morse potential and modiﬁed Pöschl–Teller potential
The fourth example is the nonlinear, Morse potential V (x) = V0(e−2x − 2e−x) [34,16,27]. The eigenvalue for the
bound state with the quantum number 	 is given by
	 = −V0[1 − (	 + 0.5)/V 1/20 ]2, (16)
where 	 = 0, 1, 2, . . . with 	<V 1/20 − 0.5. We show typical cases for V0 in Table 7, where the formula is 10_2 and
h= 132 , the whole interval is (−4.1875, 35.8125) for V0 = 1.0, (−3.78125, 36.21875) for 2.25, (−3.28125, 36.71875)
for 6.25, and (−2.96875, 32.03125) for 12.25. The eigenvalues and the MEs of the Hamiltonian are of 13- to 15-digit
accuracy. The accuracy of the eigenvalue using the SLEIGN2 (seventh column) ranges from 11 to 15 digits, in general,
but in one case the eigenvalue is completely incorrect. The accuracy of the eigenvalue using the SLCPM12 (eighth
column) ranges from 10 to 11 digits.
Another form of the Morse potential [39,20,8,27] is U(x) = D{1 − exp[−(x − x0)]}2 with D = 2e/4exe,
 = (kexe)1/2 and k = 1, with the theoretical eigenvalues
E	 = e(	 + 1/2) − exe(	 + 1/2)2. (17)
4 In [27] E0 = h¯2/(2m2) in Sections 4.2 and 4.3 should be corrected to E0 = h¯22/(2m).
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The eigenvalues and the MEs of the Hamiltonian for the case x0 = 2.40873, e = 48.66888, and exe = 0.977888
[20,8], are of 13- to 15-digit accuracy for the formula 10_4, the whole interval (0.8540425, 6.3227925) and h = 1128 ,
which is of comparable accuracy to that using the DM eigenvalue method [27]. The eigenvalues using the SLEIGN2
(seventh column) are incorrect in many cases, but in some cases the accuracy of the eigenvalue ranges from 12 to 14
digits. The accuracy of the eigenvalue using the SLCPM12 (eighth column) ranges from 11 to 13 digits. CPU-time
using the SLEIGN2 is of two orders of magnitude longer than that in the present method and CPU-time using the
SLCPM12 is of the same order as that in the present method.
The ﬁfth example is the modiﬁed Pöschl–Teller potential, the symmetric nonlinear potential hole of the form V (x)=
−V0/cosh2(x), where V0 is a constant [34,16,27]. The eigenvalue for the bound state with the quantum number 	 is
given by
	 = −[−(1 + 2	) + (1 + 4V0)1/2]2/4, (18)
where 	 = 0, 1, 2, . . . with 	< [−1 + (1 + 4V0)1/2]/2, and the wave function is given in [34,16]. We show typical
cases for V0 in Table 8, where the formula is 10_4, h= 132 , and the whole interval is (−27.5, 27.5) for V0 = 1.0, and is
(−24.0, 24.0) for V0 = 2.0, 6.0 and 12.0. The eigenvalues and MEs of the Hamiltonian are of 13- to 15-digit accuracy
comparable to the results obtained by the DM eigenvalue method [27]. Since the SLEIGN2 fails computation for the
default boundary conditions due to the overﬂow of cosh(x), the ﬁnite intervals used in our calculations are also used for
computations. The accuracy of the eigenvalue using the SLEIGN2 (sixth column) ranges from 12 to 15 digits, while
CPU-time using the SLEIGN2 is of three times longer than that in the present method. Since the SLCPM12 gives
incorrect, spurious eigenvalues for both too wide and too narrow intervals, we take the whole interval in the present
method as initial guess, and change the end points by trial and error. The accuracy of the eigenvalue by using the
SLCPM12 (seventh column) ranges from 10 to 13 digits and CPU-time using the SLCPM12 is of the same order as
that in the present method.
4. Conclusions
We have developed the methods for accurate numerical solution of the eigenvalue problem in quantum mechanics in
one-dimension. We have presented the new, accurate, and stable formulas for solving the initial-value problem of the
second-order ordinary differential equation and demonstrated their performance. We also obtained the highly accurate
eigenvalues and eigenfunctions by using the shooting method. In some cases our results are the best ever reported in
the literature. The accurate results are comparable to those we obtained before by using the DM eigenvalue method.
Since the method developed here is simple, we hope that it serves as a powerful tool across a wide range of research
domains.
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