We evaluate the impact of the Appalachian Regional Commission's investments on its members counties over almost fifty years. We apply different propensity score methods to find the most appropriate matching and to identify the effect of policy implementation in the most accurate way possible. The general evidence is that counties that received ARC funding had higher per-capita income growth compared to the control counties. Per-capita income growth rate in ARC counties grew an average of 5.5 percent over the entire study time period compared to the control counties. Employment grew significantly faster in ARC counties compared to the control counties for most of the study period. The average difference in growth rates between the counties that obtained ARC investments and those matched counties that did not receive ARC investments was approximately 4.2 percent.
Introduction
The present paper aims at evaluating the impact of public investments made from the Appalachian Regional Commission (henceforth ARC) in the counties of Appalachia over a fifty year period. Assessing this impact can be challenging since one should posit an alternative scenario as if the investments did not take place. Although this seems like a daunting task, the methodology outlined in Isserman and Rephann (1995) can be used to assess the effectiveness of these investments and answer the counterfactual question posed above.
In line with previous literature (e.g., Isserman and Rephann, 1995; Pender and Reeder, 2010) , we use Quasi-Experimental methods (hereafter QEM) to determine the effectiveness of these investments. In a nutshell, QEM attempt to replicate the case-control group framework most commonly associated with clinical trials and other forms of scientific experiments (Rosenbaum, 2010; Guo and Fraser, 2009) . They use matching techniques to assign to each "treated" entity one (or more) "control(s)" and then use statistical tests to see if outcomes significantly differ between the cases and the controls. If the matching is done accurately and the differences between treatments and controls are significant, we can be confident that the divergence is due to the experimental intervention.
Among the pioneering studies using QEM methods to evaluate regional development programs is Isserman and Rephann's 1995 study of the economic impacts of the ARC. Their paper constructed a counterfactual by matching counties in Appalachia that received ARC funding (i.e. the "treated" group) to counties outside of Appalachia that did not receive any ARC funding (i.e. the "control" group) but were otherwise similar to funded counties in terms of demographic, socioeconomic, and other characteristics.
The present paper could be considered a "follow-up" study of Isserman and Rephann (1995) in that we use a generally similar methodology to evaluate the impact of the ARC over fifty years. There are, however, three main differences from the original paper. First, while the original study used 24 variables to match the treated and control counties, this study uses 29 indicators. The added variables, whose omission was questioned by Feser (2013) , include important starting conditions such as poverty rates, racial composition, and farming employment. These additional variables in the matching algorithm help to ensure that we are obtaining a match that is as good as (or even better than) that of Isserman and Rephann (1995) . Second, building 4/36 on recent advances in the field (Caliendo and Kopeinig, 2008) , we use a more sophisticated econometric technique to implement the matching. 1 Last but not least, we study a longer period of analysis for which we have developed smaller sub-periods to observe the empirical effects of ARC policy in these sub-periods.
Our findings can be summarized as follows: Depending on the periods under investigation, the Mahalanobis distance and Nearest Neighbors methods are the best strategies to match treated counties with the most appropriate controls. For the analysis on the entire periods, counties that received ARC funding had higher per-capita income growth compared to the control control counties. Per-capita income growth rate in ARC counties grew an average of 5.5 percent over the entire study time period compared to the control counties. Employment grew significantly faster in ARC counties compared to the control counties for most of the study period. The average difference in growth rates between the counties that obtained ARC investments and those matched counties that did not receive ARC investments was approximately 4.2 percent.
In Section 2, we provide a summary of the relevant literature. Section 3 describes the data employed in our empirical analysis. Section 4 contains details on the methodological aspects and Section 5 discusses the main results. Finally, we draw some conclusions and indications for further research.
QEM and regional economic analysis
QEM have a long tradition in regional economic analysis and the extant literature is voluminous. In this section we put the emphasis on the variety of topics that have been analyzed with QEM methods.
One of the most popular practices of QEM in regional economics consists of measuring the effect of development policies (such as highway construction) on various regional economic indicators (such as, for example, employment or economic growth). This is generally achieved by comparing the effects on the treated region(s) with one (or more) matching region(s) (see e.g., Isserman and Beaumont, 1989; Isserman and Merrifield, 1982; Ham and LaLonde, 2005, among others ). An early example is represented by Rephann and Isserman (1994) . They study the effect of highway construction over the period 1963-75 on regional economic development for counties that had in-5/36 terstate highway mileage in 1987 across the United States. They found that the effects of highways on economic development of a region highly depend on the spatial characteristics of the region. They suggest counties that had some levels of urbanization enjoyed the economic growth brought by development of highways. This is not the case for isolated areas. Rogers and Marshment (2000) tackle a similar issue. They study the impact of a highway bypass on a small town business district in Oklahoma by examining changes in retail sales over time. The analysis is conducted by employing standard difference-in-differences methods incorporating cross sectional time series data. To test the robustness of the results, three different control groups were considered as well as several post-bypass periods. Although the theory seems to suggest a competitive advantage leading to economic growth, none of the estimated impacts were found to be statistically significant.
Somewhat mixed evidence is found by Funderburg et al. (2010) which integrates a regional growth model with the quasi experimental approach to evaluate the effects of new highway investments in three counties in California (Merced, Orange, and Santa Clara). The three counties experienced substantial highway improvements during the 1990s. They examine temporal changes in population and employment growth before and after a substantive highway improvement and they use quasi-experimental techniques to understand what would have happened if the investment had not been made. They find a statistically significant effect on employment in the case of the exurban region in Orange County where new toll roads were constructed, but no effect on population or employment growth that can be attributed to the new highway investments near the urban center of Santa Clara County.
Similarly, Broder et al. (1992) find mixed results that the development of highways itself is not sufficient to boost economic development. They use a regression discontinuity design (RDD) to evaluate the effects of six highways on regional economic development in rural Georgia over the period 1975-1981. 2 They measure regional economic development in terms of population, per-capita income, and taxable sales.
Although highways are a major theme in the QEM literature, these methodologies are not limited to examining the effects of highways on vari-2 In regression discontinuity methods (Bhutta, 2009) regions are assigned to control and treatment group based on a threshold value (i.e. a cutoff point) of the selected assignment variable (Lee and Lemieux, 2010) . Cases and controls closer to the threshold are assumed to be more similar, allowing the estimation of local treatment effects. Additional information regarding the use of RDD techniques is contained in Angrist and Pischke (2008) .
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ous outcomes. Here, we now illustrate the use of these techniques to other empirical questions of interest. Aleseyed et al. (1998) employs quasi-experimental control group methods to examine the effects of large dam reservoirs on county income, earnings, population, and employment growth for dams opened in the U.S. during the period 1975-1984. This paper shows that large dam reservoirs have some statistically significant positive effects and tend to stimulate growth. Almus and Czarnitzki (2003) analyzes the effects of public R&D policy schemes on the innovation activities of firms in Eastern Germany. Compared to the case in which no public financial means are provided, it turns out that firms increase their innovation activities by about four percentage points. Artz et al. (2007) investigates the effects of this industry on social and economic outcomes in non-metropolitan counties of 23 Midwestern and Southern states from 1990 to 2000. Results suggest that as the meat packing industry's share of a county's total employment and wage bill rises, total employment growth increases. However, employment growth in other sectors slows, as does local wage growth. Galiani et al. (2005) examined the question of whether or not there was an effect of water privatization in Argentina on child mortality. Using the variation in ownership of water provision across time and space generated by the privatization process, the study found that child mortality fell 8 percent in the areas that privatized their water services and that the effect was largest (26 percent) in the poorest areas. Glasmeier and Farrigan (2007) studied the effect of prison construction on rural economic development. The study uses a quasi-experimental control group method to examine the effect of state-run prisons constructed in rural counties between 1985 and 1995 on county earnings by employment sector, population, poverty rate, and degree of economic health. Analysis suggests a limited economic effect on rural places in general, but may have a positive impact on poverty rates in persistently poor rural counties, as measured by diminishing transfer payments and increasing state and local government earnings in places with relatively good economic health. Goldstein and Renault (2004) use a quasi-experimental methodology to assess whether or not universities contribute to regional development and the authors conclude that the research and technology creation functions generate significant knowledge spillovers that result in enhanced regional economic development that otherwise would not occur. Isserman and Merrifield (1987) take a quasi-experimental approach to evaluate the effect of energy booms on different income categories over the period ranging from 1967 to 1981. Isserman and Rephann (1995) analyzes the effect of the Appalachian Regional Commission programs on various 7/36 counties in Appalachia. Greenberg et al. (1998) explore the effects of the Savannah River nuclear weapon site on four adjacent counties. Johnson (2009) investigates the effect of the U.S. Department of Agriculture's Business and Industry (B&I) Guaranteed Loan Program on employment. DeVuyst et al. (2003) evaluate the effect of different agricultural and non-agricultural policies in North Dakota. Wenz (2007) analyzes the effect of casino gambling on regional economic development, and Rogers and Tao (2004) and O'Keefe (2004) investigate the effect of implementing community redevelopment areas (CRAs) and enterprise zone (EZs) policies in cities in Florida. Hicks (2007) explores the effect of entrance of a large retail store in regional employment, while Card and Krueger (1994) quantify the effect of an increase in the minimum wage on employment growth in fast-food restaurants in New Jersey. Ona et al. (2007) examine the effects of hospital closure on rural counties in the three southern states of Georgia, Tennessee, and Texas. Kahsai and Jackson (2015) is an annotated bibliography devoted to all aspects of quasiexperimental methods and the interested reader is encouraged to consult this source.
Data
The data used in the present analysis were collected from different sources. The investment data were provided to us by the Appalachian Regional Commission. The variables used for the matching as well as the outcome variables were collected from different sources including Bureau of Economics Analysis (BEA), Bureau of Labor Statistics (BLS), and the United States Census Bureau. Table 1 summarizes the investment data. In particular, it shows the number of counties by state and time period that received their first grant from the Appalachian Regional Commission (ARC). The last row of the table refers to the total number of counties in the Appalachian region. By 1970, more than 300 counties (corresponding to 72% of the total number of counties that nowadays are part of the Appalachian region) had received an initial investment, and 94% of the counties received their first investment before 1980. While the table only shows the time of the initial investment, many of these counties kept receiving financial aid over multiple time periods. The average amount of the ARC investments per county over the entire period is slightly above $600,000. 3 Figure 1 present a time series for each state with the annual amount received by the ARC. The series are pretty steady, thus implying that the amount of funds distributed to each state has been stable over the entire period. There are, however, some exceptions to this general evidence. The time series of investments in Pennsylvania decreases around the 80's and after a few years starts again to be stable. This is not very surprising though since Pennsylvania is one of the most developed regions among the Appalachia. Interestingly, in later years the level of investments has been increased for states as Kentucky, Mississippi, Tennessee, and West Virginia.
The original data provided were separated by investment type. 4 However, we decided not to perform the analysis by type of investment but rather by creating a set of outcomes variables (described below) to evaluate the investments. The rationale behind this is that it would have been very difficult to disentangle the effect of each type of investment (even with a small number of categories) since different types of investments were allocated during the same year and within the same county.
Ideally, one would like to estimate the effect of only a single program in a particular year (i.e. only one investment in each county in a specific year). This is to avoid any sorts of spillover effects, either spatial as well as coming from some sort of combination of different investments. The ARC investments were made over a long period of time, therefore our empirical problem was far from being an ideal situation. To cope with this issue, we decided to break up the overall period into sub-periods. Of course, this implied finding controls at the beginning of each time interval (see below for details).
The variables used for the matching include the economic structure of the county, the level of economic development, other socioeconomic factors and demographic characteristics. The variables included for each classification are listed in Table 2 . As we mentioned in the introduction, the original variables used by Isserman and Rephann (1995) totaled 24 and in the analysis presented here, five additional variables were used to bring the number of variables used in the matching exercise to 29. These five variables are: the percentage of the population on poverty in 1959; the percentage of the population under 17 years of age in 1959; the percentage of the population 9/36 over the age of 65 in 1959; the percentage of the population that was black in 1959; and the population living on farms or the rural population, when available. These additional variables are important to include in the analysis because they enable the matching algorithms to provide better matches between control and treatment counties and thus can provide for a more accurate assessment of the effects of ARC investments.
We excluded counties located within 60 miles of the closest ARC county to avoid issues related to spatial spillovers. The 60 miles distance is important because as Plane and Rogerson (1994) explain, this distance accounts for a local labor market that could obtain benefits from the jobs created in the ARC counties. 5
The variables included in Table 2 are designed to capture various aspects of the counties under study. For example, the economic characteristics of counties such as the variables measuring earnings and income measure the overall economic strength of the counties. The variables that measure the various industry shares are designed to measure the industrial mix of the various counties, while the demographic variables measure the population characteristics.
In the empirical analysis undertaken in this study, we concentrate on two important metrics to evaluate the impact of the ARC investments: the growth in per-capita income and the growth in employment. Income growth is one economic indicator that is important to many stake holders. Although there are potentially a number of variables that could be used to measure "well-being" in a region we adhere to the idea that per-capita income growth is one of the most important variables to consider. Growth in per-capita income is used in a number of studies to measure economic well-being and our use of the measure allows us to situate the current study in the broader literature on the effects of economic policy. Another potentially crucial measure of economic well-being is the growth in employment. Job growth is an economic outcome that many individuals and policy makers strive to increase using various policy measures. Employment growth is usually seen as a catalyst to overall economic growth, as employment growth can lead to growth in other areas of economic activity. Individuals also benefit from increased job growth and the associated agglomeration economies that can potentially result from an increase in jobs. Given the importance of job growth, we utilize growth in employment as another measure of economic well-being.
In order to test the effect of the policy, we need to compare the effect of the investment in the treated group with a comparable group of counties that did not receive the investment. This control group should be similar to the treated group before the treatment (pre-test) and this similarity is measured by how closely counties match in terms of selected variables. The similarity of these groups is ensured by an accurate matching, described in the next section. 6
Methodological Aspects
Before outlining the matching procedure, we discuss the definition of our control counties. Let us first consider the entire period from 1965-2012. The first step was to isolate all the counties that received investments from the ARC (between 1965 and 1969) . Then, we calculated the distance of all other counties in the US (but not in the Appalachian region) from the closest Appalachian county identified in the previous step and excluded those that were less than 60 miles away. Then, we defined a dummy variable (D) equal to one for the counties identified in the first step, and zero for the counties identified in the second step. 7 For the various sub-period analyses we use the same definition for the dummy variable. Specifically, for the period from 1975 to 1984, the treatments are all the countries in the Appalachian region that received funds between 1972 and 1974, while the potential controls are identified among the US counties at least 60 miles away from the treatment. The periods of study are: (1) Several matching methods have been used in the literature: propensity score matching using kernel matching, nearest neighbor matching, radius 6 A result from this analysis done by different periods show that the counties selected to match the ARC is changing due to the faster development registered by the ARC counties. This is explained by the fact that posterior matches will find counties that are matched to the ARC counties in their improved conditions. Therefore the subsequently matched counties have better conditions and than the matched counties on the first matches.
7 To avoid endogeneity problems, the variables used for the matching are collected for periods before the investments took place. In particular, for the entire period we used data for 1959 since later years where not available.
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matching, stratification, and the Mahalanobis distance metric, among others (Caliendo and Kopeinig, 2008; Rosenbaum, 1989) . In this study we examin matches based on three criteria: nearest neighbors, kernel matching and Mahalanobis distance. Both nearest neighbor matching and kernel matching are based on fitted values of a probit model (propensity scores) to determine similar cases and controls. We now review those three methods in detail. For the two methods based on the propensity scores, the starting point is to estimate a probit model with D as the dependent variable, and x as the matrix of explanatory variables:
The fitted values of the probit model (i.e. the propensity scores) provides the probability over which the matching is calculated.
The nearest neighbor approach matches each treated observation i with one of the control observations j that has the closest propensity score using the formula min ||p i p j ||.
The procedure can be employed either with or without replacement. For our estimation purposes we use without replacement since we have a large number of candidate counties to be selected for the control group, and to avoid the situation where a single county was selected to match a large group of treated counties.
The kernel matching estimator does not find a county to be the closest match to each treated observation but rather calculates a combination of control counties that provide a closer comparison group. The controls are weighted by their degree of similarity to the treated observation. The weights used in the matching algorithm are defined as follows:
Where p measures the propensity score of each i (treated) and j (not treated) counties, K is the kernel function, h is the bandwidth in the kernel density function, and the kernel function used in the matching is the Epanechnikov kernel. The bandwidth choice implies a trade-off between a high bandwidth obtains a smoother density estimation and decreasing variance, but can smooth important characteristics and obtaining a biased esti-12/36 mation Caliendo and Kopeinig (2008) . The function creates weights for each of the j counties. 8 The Mahalanobis Distance metric is not a propensity score method per se, although it can be used with the propensity scores as well. 9 This approach measures the distance between the treated county and other counties weighted by the inverse of the variance-covariance matrix of the variables. Mathematically it can be represented as:
where X T is the matrix containing the variables in the treated county, X C is the matrix containing the variables of a possible control county, d is the distance between the two vectors, and ⌃ 1 is the inverse of the variancecovariance matrix.
The decision of which matching algorithm to choose is a problematic one since different criteria can point towards different models. Therefore, to determine the most appropriate matching method for our set of data, we follow the suggestions given in Caliendo and Kopeinig (2008) .
They recommend looking at different criteria rather then to a single one. In particular, we consider the standardized bias for each variable, which measures the differences in the variables between the treated and control groups (Rosenbaum and Rubin, 1985) . Such result compares the overall match between cases and controls variables "as the difference of sample means in the treated and matched control subsamples as a percentage of the square root of the average of sample variances in both groups" (Caliendo and Kopeinig, 2008, 15) . The best matching algorithm (between Mahalanobis distance, nearest neighbors, and Kernel) is the one with the lowest pseudo R 2 and likelihood ratio test statistic values (estimated after treated and control groups were selected), the least number of variables with significant biases, and lowest bias values (Caliendo and Kopeinig, 2008) . First we identify variables used in the model that are significantly different between treated and matched controls, and focus on the percentage difference between treated and control (bias), and how many variables in the matched counties have large and significant differences. We then look for low values among pseudo R 2 and the likelihood ratio test statistics, because low values on these tests 8 We also experienced with different bandwidth obtaining consistent results. 9 However we decided to use the entire set of variables. We also experimented to add the propensity scores but the results were similar.
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indicate that the explanatory variables will predict a lower difference in the propensity score between treated and untreated matched counties. The next step in the analysis is to use a difference-in-difference model (DID). It measures the difference-in-differences average treatment effect on the treated (ATET) and is specified as:
where the first term in the equation refers to the differences in outcomes (y) before and after the treatment for the treated group. The before and after differences alone may be biased if there are time trends. The second term in the equation measures the before and after change in the control groups. Together they are used to eliminate this bias under the assumption that both groups experience the same time trend.
Results
In this section we present the results of our empirical analysis. We start with the results for the full period (1965) (1966) (1967) (1968) (1969) (1970) , and later we present results for the various sub-periods.
Full Period Matching Results
As we pointed out in the previous section, the matching was performed using data from 1959. 10 The dependent variable of the probit model is a dummy variable equal to one for countries that received grant from the Appalachian Regional Commission over the period [1965] [1966] [1967] [1968] [1969] .
By looking at Table 3 , the matching from the three procedures generates control counties that are very similar to the treated ones. The first column 10 Some of the variables, however, are taken from the 1960 census. In particular, those variables are the percentage of population under 17, the percentage of population over 65, the percentage of black population, distance to the closest city with population larger than 25,000, distance to the closest city with population larger than 100,000, distance to the closest city with population larger than 250,000, distance to the closest city with population larger than 500,000. and distance to the closest city with population larger than 1,000,000.
of Table 3 lists all the variables used for the matching, while the second column displays the average of that particular variable for the treated counties. The remaining columns refer to the three different matching methodology: Mahalanobis distance, nearest neighbors (without replacement), and kernel matching. For each matching method, the first column report the average value of the variables in the controls (identify by using that specific method); while the second column displays the percentage bias (i.e. a hundred times the average of the treated minus the average of the controls again divided by the average of the controls). The last column is a t-test of the difference in mean. Since the better model is the one that finds a control group that is closer to the treated we are looking for the methods that, among other things, has the least number of significant t-tests. A significant value for the t-test for a particular variable shows a difference in the average of that particular variable between the treated and control. Therefore, an higher number of significant t-tests mean a "worse" matching. There are, however, other criteria to judge the "best" fit. Table 4 reports, for each methods, some of the criteria suggested in the literature. For example, a lower pseudo R 2 and likelihood ratio test statistic will point towards the better fitted model, as well as a lower number of significantly different variables and a lower value for the average bias. An additional evidence that points toward a good matching is shown in Table 5 . In Table 5 we calculated the average of one of the two output variables (i.e. the per-capita income) 11 over the treated and the control counties and we perform a test to determine whether they are statistically different at the time of the matching. While the t-test is significant when using the Kernel matching algorithm, both the nearest neighbors and the Mahalanobis are not. These results indicate that the nearest neighbor matching procedure is the better algorithm for matching our treatment and controls. Figure 4 is a map of the matched counties for the entire period. There are two interesting aspects when looking at Figure  4 . On the one hand, there are very few controls in the western part of the United States. This is, in a sense, reinsuring because we know as a fact that the western counties are generally different from those belonging to our samples of controls. On the other hand, there is evidence that the matching algorithm is selecting counties relatively "closer" to the treatments although far enough to avoid problems of spatial spillovers effects. Table 6 contains information regarding the results of Equation 4 estimated on per-capita income growth. The first column is the year, where 11 We only consider per capita income because could not find data for employment growth in 1959.
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the estimates correspond to each year reported (i.e. the growth rate from the original year to the year in question), followed by the growth rate in per-capita income for the treated counties, i.e. those that received ARC investment funds. The third column is the growth rate for the matched control counties, i.e. those that did not receive ARC investment funds, while the fourth column is the difference in the growth rate in per-capita income between the treated and control counties. The final column is the t-statistic which is a metric used to determine if the difference in the growth rate in per-capita income between the treated and control counties is statistically significant. These results are also illustrated in Figure 2 entitled "Per-Capita Income Growth Rates Between Treated and Control Counties".
Over most of the study period, counties that received ARC funding had higher per-capita income growth compared to the control control counties. Per-capita income growth rate in ARC counties grew an average of 5.5 percent over the entire study time period compared to the control counties. The differences in per-capita income growth between the treated and control counties are positive and statistically significant for nearly every year, meaning that it is unlikely that the growth in ARC counties are simply due to random chance. The only exception is in 1973, where there was no difference in per-capita income growth between the ARC counties and the comparison group. Historically speaking, 1973 was a year that was plagued by various economic woes, including the Arab Oil embargo and the 1973-1974 stock market crash. Overall, these results paint a very positive picture for the counties that are located in Appalachia and provide evidence that these investments undertaken by the ARC led to higher growth in per-capita income over the time period 1970-2012.
Employment growth is another important metric that can be used to measure the economic vitality of a region. Table 7 contains information regarding the results of the QEM analysis regarding employment growth.
Employment grew significantly faster in ARC counties compared to the control counties for most of the study period. The average difference in growth rates between the counties that obtained ARC investments and those matched counties that did not receive ARC investments was approximately 4.2 percent. This is shown in Graph 3, which shows that ARC counties had higher employment growth than the matched counties for nearly every year. This gap narrowed after 1995, but the difference remained statistically significant at the 90 percent confidence threshold. The difference in employment growth was rather small and insignificant at first (1970 to about 1972) , but the groups began to quickly diverge throughout most of the seventies and eighties. As mentioned earlier, the early seventies was an atypical period for the United States economy, and it is reasonable to expect that ARC investments would take some time to manifest themselves especially when it comes to employment growth. Again, these findings strongly suggest that ARC investments had a positive influence on the employment prospects for residents of the region.
Sub-period 1965-1974
The data for the sub-period from 1965 to 1974 comes from the economic structure for the year 1965, defined as the share of the income by sector and the rest of the variables are measured from the 1960 U.S. Census. The treatment group includes only those counties that received investments in the years 1966 to 1968. The control group, as usual, excludes those counties within 60 miles to counties that are members of the ARC and this exclusion is repeated for all sub-periods hereafter. The rates of growth use 1965 per capita income as base year and 1969 employment as base year to measure the change in the periods.
To determine the matching algorithm we proceeded in the same way as for the entire sample period and to save space we only show the tables on the output variables. 12 The results from the fitted models highlight that per capita income in the treated counties (Table 8 ) and employment in the treated counties (Table 9) have a higher rate of growth and that the difference between the two groups of counties is positive and significant (except for a few years). 13
Sub-period 1975-1984
The data for the sub-period from 1975 to 1984 comes from the economic structure for the year 1974, as explained in the last sub-period and the rest of the variables are calculated from the 1970 U.S. Census. The treatment group includes only those counties that received ARC investments in the The observed results in Table 10 show that the per capita income has a higher and significant growth rate for treated counties than for the control counties. However, the growth rate of employment is lower for treated counties than the control counties (see Table 11 ), and this result is only statistically significant for the years 1983 and 1984.
Sub-period 1985-1994
The data for the sub-period from 1985 to 1994 comes from the economic structure for the year 1984 and other variables are measured from the 1980 U.S. Census. The treatment group includes as treated only those counties that received ARC investments in the years 1985 to 1988. The year 1984 is used as the base year in calculating the growth rate in per-capita income and employment for this sub-period. Table 12 show that the per capita income has a higher and significant growth rate for treated counties than the control counties. However the growth rate of employment is lower and not significant for treated counties compared to the control counties (see Table 13 ).
The observed results in

Sub-period 1995-2002
The data for the sub-period from 1995 to 2002 comes from the economic structure for the year 1994 and the rest of the variables are measured from the 1990 U.S. Census. The treatment group includes as treated only those counties that received investments in the years 1995 to 1997. The growth rates for per-capita income and employment use 1994 as the base year in the calculations for this sub-period.
The results in Table 14 show that per capita income has a lower and for most years not statistically significant (it is only statistically significant for 2001) growth rate for treated counties relative to the control counties. However the growth rate of employment is negative and decreases for treated counties relative to control counties (see Table 15 ), but these results are not statistically significantly different from zero. One noteworthy aspect of Table 16 is that the per capita income has a negative difference that is not significantly different from zero and from Table 18 employment has a positive and significant difference that shows that employment grows faster in the ARC counties. Table 18 shows the regression models to determine if higher rates of growth of per capita income and employment are correlated to ARC investments and total investment from ARC projects and other sources. The four columns represent different specifications that were utilized in the empirical analysis. In each specification, 16 different control variables that represent such things as e.g. the presence of a highway, population measures, and other demographic characteristics, were used as were two variables related to ARC investments. The top number next to each variables name is the coefficient estimate with the bottom number in parentheses being the p-value.
Regression Results
The main variables of interest are the two different ARC investment variables. The first ARC investment variable consists of just funds from ARC alone, while the other variable is ARC funds plus funds from other sources such as local and state government spending on programs such as job training, education, and water treatment to name just a few examples. The sample of counties used in the regression results consist of only those counties that are contained in the ARC region and thus the sample size is 421 counties. The reason for this choice is twofold. First, we do not have data on investments for counties that are not part of the ARC region and second, the sample needs to be restricted to ARC counties to determine if the investments that are specifically targeted to ARC counties are effective.
The results indicate that counties that received ARC funds alone ex-19/36 perienced a positive and statistically significant increase in both per-capita income growth and employment growth over the period 1965 to 2005. Counties that received a combination of ARC and other local government funds experienced a positive and statistically significant increase in employment over this same period. The only exception to this pattern is that counties that received a combination of ARC and other government funds experienced a positive increase in per-capita income growth over this time period, although this result was not statistically significant.
Summary
The paper was an evaluation of the impact of public investments made from the ARC in the counties of Appalachia over a fifty year period. We used matching techniques to assign to each treated county one control and then use statistical tests to see if the outcomes from the two groups were significantly different.
Our findings can be summarized as follows: We show that employment growth and per-capita income growth over the period 1970-2012 was higher in Appalachian counties that received ARC investments compared to a control group of counties that did not receive ARC investments. On average, counties that received ARC investments experienced employment growth of 4.2 percent and per-capita income growth of 5.5 percent higher than the control counties that did not receive ARC funding. The results indicate the effectiveness of ARC investments for these counties located in Appalachia.
We also performed the analysis over shorter time periods. Per-capita income in the treated counties has a higher rate of growth for early sub-periods (1965-1974, 1975-1984, and 1985-1994) . In these sub-periods, the difference between the treatments and controls is positive and significant. The evidence for the employment follows a different pattern: in early sub-periods there is no significantly difference between the two groups of counties. However, for the sub-period 2003-2012, employment has a positive and significant difference.
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