Abstract-We consider estimation of binary channels with memory where the transition probabilities (channel parameters) from the input to output are determined by prior outputs (state of the channel). While the channel is unknown, we observe the joint input/output process of the channel-we have n i.i.d. input bits and their corresponding outputs. Motivated by applications related to the backplane channel, we want to estimate the channel parameters as well as the stationary probabilities for each state.
I. INTRODUCTION
Universal compression and estimation often go hand in hand, at least in the i.i.d. setting. In the (i.i.d.) universal compression setting, we have a class of distributions P over a discrete set A, and we obtain a sample in A n (the set of length-n strings of symbols from A) via n i.i.d. draws from some (unknown) distribution p ∈ P. Assuming P has worst-case redundancy that grows sublinearly in n, we can often leverage a universal distribution q for P to estimate the unknown distribution in P-for example, the universal KT or Laplace estimator for the class of i.i.d. binary distributions.
However, when we introduce memory into the picture, the above picture gets muddied. Consider a length-n sample obtained from an unknown source in the class of binary Markov sources with memory one. No matter what the source is, the context tree weighting algorithm can give the sample a codelength that is at most the true codelength plus O(log n)-namely it does not underestimate the true probability by more than a subexponential factor as n increases. However, as we This work was supported by NSF Grants CCF-1065632, CCF-1018984 and EECS-1029081. We thank A. Kavčić for helpful discussions. * The authors are with the Department of Electrical Engineering, University of Hawai'i at Mānoa, Honolulu, HI. will see, irrespective of how large the sample size n is, we may be unable to estimate the stationary probabilities of 0s and 1s reliably.
Let the transition probability from 1 to 0 in our memory-1 source be 1/n. By picking the transition probability from 0 to 1 appropriately, we can set the stationary probabilities of 1s and 0s in a wide range, without changing how a length-n sample will look like.
Example 2 gives two such sources with stationary probabilities (1/2,1/2) and (2/3,1/3). Now, if we start from 1, either source will, with high probability, yield a sequence of n 1s, or perhaps a long string of 1s with a few 0s bunched together at the end depending on the value of . Say, for the sake of a concrete example, that in this sample x 1 , we have n − log n 1s followed by a string of log n 0s. Thus it is not possible to estimate stationary probabilities from the sample x 1 . This particular phenomenon, where the number of times each state (0 and 1 here) appears is very different from their stationary probabilities is often formalized as slow mixing, see [1] .
Estimation for Markov processes has been extensively studied, see for example [2] - [8] . In these papers, the authors have considered (i) consistency of estimators, (ii) bounds on estimates that hold eventually almost surely, and (iii) bounds that hold for all sample sizes but which depend on the model parameters. Limit theorems that hold eventually almost surely for relative frequencies of finite length blocks of Markov chains with arbitrary order are proved in [9] , [10] .
In this paper, we deal with stationary ergodic Markov processes with a finite alphabet and are motivated by a channel estimation problem we will describe shortly. We emphasize at the outset that we do not exclude slow mixing processes. In fact, our philosophy will be: given n samples, what is the best we can say, if anything?
In other words, we have an estimation problem where any estimator can only converge pointwise to the true values, rather than uniformly, over the model class. Yet, we can still ask a useful question-can we look at the data and say if we are doing well? Contrast the above sample x 1 with a new sample x 2 , also with n − log n 1s and log n 0s, but x 2 has 0s spread uniformly in the sequence. Unlike in the case of x 1 , upon seeing x 2 we may want to conclude that we have an i.i.d. source with a high probability for 1.
The particular application we are motivated by arises in high speed chip-to-chip communications, and is commonly called the backplane channel [11] . Here, residual reflections between inter-chip connects form a significant source of interference. Because of parasitic capacitances, the channel is 978-1-4799-0446-4/13/$31.00 ©2013 IEEE 2013 IEEE International Symposium on Information Theory highly non-linear as well, and consequently the residual signal that determines the channel state is not a linear function of past inputs as in typical interference channels. We therefore consider a channel model where the output is not necessarily a linear function of the input, and in addition, the channel encountered by the k th input bit is determined by the prior outputs. Therefore, we begin with estimation problems in channels whose state is determined by the output memory.
Our main results are in Theorems 3-4. These results show how to look at a data sample and identify states of the channel that are amenable to accurate estimation from the sample. They also allow us to sometimes (depending on how the data looks) conclude that certain naive estimators of stationary probabilities or channel transition probabilities happen to be accurate, even if the channel evolution is slow mixing. To obtain these results, we combine universal compression results of the context tree weighting algorithm with coupling arguments by Aldous [12] . While most proofs are omitted in this extended abstract, they are available from [13] . Furthermore, these results throw up several new questions, see [13] . 
II. MARKOV PROCESSES AND CHANNELS
The concatenation of strings w and v is denoted by wv. A string v is a suffix of u, denoted by v u, if there exists a string w such that u = wv. A set T of strings is suffix-free if no string of T is a suffix of any other string in T .
b) Trees: As in [14] for example, we use full binary trees to represent the states of a Markov process. We denote full trees T as a suffix-free set T ⊂ A * of strings (the leaves) whose lengths satisfy Kraft's lemma with equality. The depth of the tree T is defined as κ(T ) = max{ |u| : u ∈ T }. A string v ∈ A * is an internal node of T if either v ∈ T or there exists u ∈ T such that v u. The children of an internal node v in T , are those strings (if any) av, a ∈ A which are themselves either internal nodes or leaves in T . For any internal node w of a tree T , let T w = {u ∈ T : w u} be the subtree rooted at w. Given two trees T 1 and T 2 , we say that T 1 is included in T 2 (T 1 T 2 ), if all the leaves in T 1 are either leaves or internal nodes of T 2 . c) Models: Let P + (A) be the set of all probability distributions on A such that every probability is strictly positive.
Definition 1. A context tree model is a finite full tree T ⊂ A
* with a set of probability distributions q s ∈ P + (A) assigned to each s ∈ T . We will refer to the elements of T as states (contexts) and q(T ) = {q s (a) : s ∈ T , a ∈ A} as the set of state transition probabilities or process parameters.
2
Every model (T , q(T )) allows for an irreducible, aperiodic 1 1 Irreducible since qs ∈ P + (A), aperiodic since any state s ∈ T can be reached from itself in either |s| or |s| + 1 steps. and ergodic [15] Markov process. Such Markov process has a unique stationary distribution μ satisfying μ Q = μ, where Q is the standard transition probability matrix formed using q(T ). Let p T ,q be the unique stationary Markov process
As a note, when we write out actual strings in transition probabilities as in q 1000 (0), the state 1000 is the sequence of bits as we encounter them when reading the string left to right. If 0 follows · · · 1100, the next state is a suffix of · · · 11000, and if 1 follows · · · 1100, the next state is a suffix of · · · 11001.
Observation 1.
Note that any model (T , q(T )) yields the same Markov process as a model (T , q (T )) where T T and for all s ∈ T , q s (·) = q c T (s ) (·). 2
A. Channel Model
We focus on Markov channels defined as follows. Both input {X i } i≥1 and output {Y i } i≥1 are finite alphabet processes taking values in A and the state of channel in each instant depend on sequence of prior outputs of the channel. The input process is drawn from an i.i.d. Bernoulli process, namely P (X i = a) = p a for all i ∈ N and a ∈ A, provided that a∈A p a = 1. We assume that there is no feedback in this channel setup. The joint probability distribution of the channel factorizes as
The state of the channel at time j is therefore determined by y j−1 −∞ . We consider finite memory channels, and model the possible states of the channels as leaves of a finite full binary tree, T . Recall that c T (y
can be modeled as a Markov process p T ,q . Associated with every state s ∈ T is a distribution q s ∈ P + (A×A) which assigns any input/output pair (a, b) ∈ A×A the probability
For convenience, we also denote the input/output transition probabilities encountered upon seeing context s ∈ T by
The set Θ s = {θ s (·|a): a ∈ A} is the set of all conditional probabilities associated with state s. Note that θ s (·|a) ∈ P + (A) for all a ∈ A and s ∈ T . The set Θ T = s∈T Θ s is the set of all transition probabilities of channel model and 2013 IEEE International Symposium on Information Theory we refer to it as the channel parameters. Since the input is a known i.i.d. Bernoulli process, estimating q (T ) and Θ T are completely equivalent parameterizations.
As emphasized in the introduction, we do not assume the true channel model is known nor do we assume it is fast mixing . Therefore, by using a sample sequence obtained from the channel, we want (i) to approximate as best as possible, the parameter set Θ T (ii) the stationary probabilities μ(s) of observing an output string s ∈ T , and (iii) estimate or at least obtain heuristics of the information rate of the process.
III. LONG MEMORY AND SLOW MIXING
There are two distinct difficulties in estimating Markov processes as the ones we are interested in. The first is memory that is too long to handle given the size of the sample at hand. The second issue is that even though the underlying process might be ergodic, the transition probabilities are so small such that the process effectively acts like a non-ergodic process given the sample size available. We illustrate these problems in following simple examples. 
2 With high probability we will never find a string of k − 1 zeros among n samples, and every bit is generated with probability 1/2. Thus with this sample size, with high probability, we cannot distinguish the long-memory process p T ,q from an
We therefore require that dependencies among the transition probabilities of nodes with same parents die down as we look further in the past. This condition will formally be introduced by equation (3) in section IV.
Example 2.
Let A = {0, 1} and T = {0, 1} with q 1 (1) = 1 − , and q 0 (1) = . For > 0, this model represents a stationary ergodic Markov processes with stationary distributions μ(1) = . Suppose we have a length-n sample. In this case, we cannot distinguish between these two models if o(1/n), and therefore no estimator can obtain their stationary probabilities either. 2
A. Lower Bound on Information Rate
Consider a channel with state tree T and parameter set Θ T . Suppose that κ(T ) = K < ∞. The information rate for an 2 A function fn = ω(gn) if limn→∞ fn/gn = ∞. From Observation 1, the model on the left can be reparameterized to be a complete tree at any depth ≥ 2. We can hence ask for its aggregation at any depth. Aggregations of the above model on the left at depths ≥ 2 will hence be the model itself.
i.i.d. input process with P (X i = a) = p a for this channel is
where R s (Θ s ) is obtained by
.
As a remark, note that for fixed input distribution, R s is a function of Θ s = {θ s (·|a): a ∈ A}. Furthermore
Since the memory is unknown a-priori, a natural approach, known to be consistent, is to use a potentially coarser model with depth k n . Here k n increases logarithmically with the sample size n, and reflects [2] well known results on consistent estimation of Markov processes. We show that coarser models formed by properly aggregating states of the original channel are useful in lower bounding information rates of the channel.
, is a stationary Markov process with state transition probabilities given bỹ
, for all w ∈T and a ∈ A, where μ is the stationary distribution associated with p T ,q . 2
Remark
Using Observation 1, wolog, no matter whatT is, we will assume p T ,q has states T such thatT T . Similar to Definition 2, given any input output process for a channel (T , Θ T ) we can define an aggregated channel with treeT = A k and parameter setΘT . For all w ∈T and a ∈ A, the aggregated model at depth k has parameters
, ∀b ∈ A.
As our results will show, in the slow mixing regime it is not possible to obtain a simple lower bound on the information rate using the data and taking recourse to the Proposition above. Instead, we introduce the partial information rate that can be reliably obtained from the data
whereG ⊆T will be a set of good states that we show how to identify. The partial information rate is not necessarily a lower bound, but in slow mixing cases it is sometimes the best heuristic possible. 2 Notwithstanding the previous remark, we will focus on estimating the aggregated parameters at depth k n where k n = α n log n for some function α n = O (1) . However, note that we only have samples from the true channel Θ T , not the aggregated channel. It is therefore important to note that our formulation is not equivalent to estimating a channel with memory k n . See also remark after Definition 3.
Example 4.
Let T = {11, 01, 10, 00} with q 11 (1) = , q 01 (1) = . If the initial state belongs to {11, 01, 10}, the state 00 will not be visited with high probability in n samples, and it can be seen that the counts of 1 or 0 will not be near the stationary probabilities μ(1) or μ(0). For this sample size, the process effectively acts like the irreducible, aperiodic Markov chain in Fig. 2. (b) which in turn is fast mixing. Hence, the stationary probabilities of the chain in Fig. 2. (b) , IV. ESTIMATION OF CHANNEL PROPERTIES As noted before in Example 1, if the dependencies could be arbitrary in a channel model, we will not estimate the model accurately no matter how large the sample is. Keeping in mind Observation 1, we formalize dependencies dying down by means of a function d :
where a, b ∈ A and θ cu (b|a) should be interpreted as
. M d has bounded memory iff there exists a finite K such that d(i) = 0 for all i > K. Note also that {d(i)} i≥1 does not control the mixing properties of the channel.
As mentioned in the last section, we will focus on set of the aggregated parameters of a complete treeT , ΘT , whereT = A kn and k n = α n log n for some function α n = O(1). But pT ,q is still unknown, neither do we have access to samples from it. Therefore, in order to obtain the parameters of the aggregated model,ΘT , we use a naive estimator-we simply pretend that our sample was in fact from pT ,q . Equivalently, the estimator pretends that for any output sequence w ∈T , the subsequence of output symbols in the sample that follow w and associated with the same input letter a is i.i.d..
Throughout this section, we assume that we start with some past Y is N s (b, a) , where
We define the naive estimate ofθ s (b|a) aŝ Somewhat surprisingly, we show that if k n is large enough, using an argument based on universal compression [13] , we show that both the underlying and aggregated parameters will then be close to the naive estimates for frequent states.
Note that δ j → 0 as j → ∞ and that −δ j log δ j → 0 as δ j → 0. Given a sample sequence with size n obtained from the channel model (T , Θ T ), we define the set of good states, denoted byG, as
Remark
Note that a state is good if the count of the state is ≥ n αn log 2 n = 2 kn log 2 n. Therefore, if 2 kn log 2 n ≥ n, or equivalently k n ≥ log n − 2 log log n, no state will be good and the Theorem below becomes vacuously true. This is not a fundamental weakness in this line of argument-it is known that k n has to scale logarithmically with n for proper estimation to hold.
If k n = α n log n, then with probability (under the true model
2 |A| kn+1 log n , for all a ∈ A and w ∈G simultaneously
Since we do not assume the source has mixed, the above theorem does not imply that the parameters are accurate for contexts shorter than k n . While perhaps counterintuitive at first glance, note the above result does not depend on empirical counts being near stationary probabilities.
2 When the dependencies among strings die down exponentially, we can strengthen Theorem 3 to get convergence rate polynomial in n as in [13] .
Note that the aggregated parameters associated with any w ∈G can be approximately estimated from the sample (obtained from the true channel) while the rest may not be accurate. But from Example 2, we know that the stationary probabilities may be a very sensitive function of the parameters associated with states. How do we tell, therefore, if we can trust our naive counts of states?
To find deviation bounds for stationary distribution of good states, we construct a new process {Z m } m≥1 , Z m ∈ T from the process Note that even if the original process is aperiodic, it is quite possible that {Z m } m≥1 be aperiodic.
For any (good) state w, let G w ⊂ A be the set of letters that take w to another good state, G w = {b ∈ A : cT (wb) ∈G}. Our confidence in the empirical counts of good states matching their (aggregated) stationary probabilities follows from a coupling argument [13] , and depends on the following parameter 
whereq u (b) def = a∈A p aθu (b|a). The counts of various w ∈G now concentrates as shown in the following Theorem, and how good the concentration is can be estimated as a function of ηG (and δ kn ) and the total count of all states inG as below. NowG as well as ηG are well estimated from the sample using Theorem 3-thus we can look at the data to interpret the empirical counts of various substrings of the data.
Let Δ j = i≥j δ i . For the following theorem, we require {δ i } i≥1 to be summable-stronger condition than Theorem 3. We assume that δ i ≤ where n is the smallest integer such that Δ n ≤ 1 n ,ñ is the total count of good states in the sample and μ is the stationary distribution of p T ,q .
