Let A be a commutative unital C * -algebra and let A denote its Gelfand spectrum.
INTRODUCTION
A version of the spectral theorem, particularly useful in the study of representations of C * -algebras, aims to reduce, by a norm-preserving map, a commutative unital C * -algebra of bounded operators to an algebra of multiplication operators on a direct sum of L 2 -spaces. More precisely this result can be stated as follows. (U π(A) x) α = A (U x) α for every x in H and every α in I . In this paper we address the problem of diagonalizing a representation of a commutative C * -algebra on a single copy of its spectrum when the Hilbert space of the representation is non-separable. To study this notion of "absence of multiplicity in the spectral sense" for representations in arbitrary Hilbert spaces we introduce the following definition. A representation (H, π) of a commutative unital C * -algebra A is said to be spectrally multiplicity-free if there exists a positive measure µ on the Baire sets of the Gelfand spectrum A of A such that there is an isometric isomorphism U from H onto L 2 ( A, µ) and, for every A in A , the operator U π(A) U −1 is the operator of multiplication by the Gelfand transform of A (Definition 4.2). Then we find some necessary and sufficient conditions for a representation of an abelian C * -algebra to be spectrally multiplicity-free. We also compare this notion with the standard multiplicity-free property. The notion of spectrally multiplicity-free representation and some of these results are applied in [1, 2] to provide a classification, up to unitary equivalence, of the representations of the C * -algebra of the Canonical Commutation
Spectral Theorem (multiplication operator form). Let
Relations which generalizes the classical von Neumann Uniqueness Theorem to the case of non-strongly continuous representations, recently recognized to be relevant for basic theoretical physics problems.
The main properties we prove in this paper can be summarized as follows. Let (H, π) be a nondegenerate representation of an abelian unital C * -algebra A. For each vector x in H, denote by µ x the positive Baire measure on the Gelfand spectrum A of A defined, via the Riesz Representation Theorem, by relations
where A is the Gelfand transform of A ; moreover call H x the cyclic and π(A)-invariant subspace of H given by the closure of {π(A) x | A ∈ A} . Then one has that (H, π) is multiplicity-free if and only if for every x, y in H such that H x ⊥ H y , the corresponding measures µ x and µ y are also mutually orthogonal, in other terms iff ∀ x ∈ H and ∀ y ⊥ H x there exists a Baire set of A , S y x , such that:
(see Theorem 3.4). On the other hand, (H, π) is spectrally multiplicity-free iff ∀ x ∈ H there exists a Baire set of A , S x , such that:
(see Theorem 5.1). Furthermore, if (H, π) satisfies the property (1.2), the measure µ on the Baire sets of A, such that L 2 ( A, µ) is unitarily equivalent to H, can be defined as the sum
where {x α } α∈I is a family of orthogonal vectors such that H = ⊕ α∈I H x α (see the proof of Theorem 5.1). As one can see, property (1.2) is a sort of "uniform orthogonality" requirement; obviously it implies (1.1), but it is not equivalent to (1.1).
Another necessary and sufficient condition for (H, π) to be multiplicity-free is that, for each x in H, the projection P x on the cyclic subspace H x belong to π(A) ′′ . Also this requirement has a "stronger version" that characterizes the spectrally multiplicity-free property; namely (H, π) is spectrally multiplicity-free iff for each x in H, the cyclic projection P x belongs to the Baire*-algebra generated by π(A) (Theorem 5.4). (The Baire*-algebra generated by π(A) can be considered as the σ-analogue of the von Neumann algebra π(A) ′′ ; see Definition 5.3 and relative remark).
The paper is organized as follows. In Section 2 we briefly recall some standard results in the theory of C * -algebras. Section 3 contains some properties concerning measures associated to the vectors of a Hilbert space which carries a representation of a commutative C * -algebra; in particular we show that the multiplicity-free property of the representation can be characterized by the condition (1.1) on the family of these measures. In Section 4 we introduce the definition of spectrally multiplicityfree representation. In Section 5 we establish necessary and sufficient conditions for a representation of a commutative C * -algebra to be spectrally multiplicity-free. Finally Section 6 is a brief appendix devoted to the notion of sum of a family of positive measures (this notion is used in the proof of Theorem 5.1).
BASIC NOTATION. Throughout this paper:
A denotes an arbitrarily fixed commutative unital C * -algebra, For a set X in L(H), X ′ denotes the commutant {B ∈ L(H) | BA = AB ∀A ∈ X } of X and X ′′ the double commutant.
A representation of A in H will be indicated by (H, π) (where π is the * -homomorphism
Note. By "Hilbert space" we always mean "complex Hilbert space".
PRELIMINARIES
Spectral theory for abelian C * -algebras
By the Gelfand-Naimark Representation Theorem, the map Γ : A → C( A), such that Γ (A) = A for every A in A, is an isometric * -isomorphism of C * -algebras. Thus 
We term µ x (spectral) measure associated to the vector x. The representation (H, ̺)
can be extended to the C * -algebra IB( A); in other words, there exists a unique repre-
(see [7] ). The operators ̺(f ), for every f in IB( A), are elements of the von Neumann algebra generated by π(A).
Remark. Generally speaking, the C * -algebra ̺(IB( A)) does not coincide with the given by the closure of the sets {π(A)x α | A ∈ A}. Then (H, π) is the direct sum
of cyclic subrepresentations, where, for each A in A, the operator
2) Each cyclic representation (H x α , π x α ) is unitary equivalent to a multiplicative representation on the space L 2 ( A, µ x α ); more precisely, there exists an isometric iso-
, to the characteristic function of A and, for every A in A, 
MEASURES ASSOCIATED TO VECTORS AND MULTIPLICITY-FREE REPRESENTATIONS
NOTATION. Let (H, π) be a representation of A and x a vector in H. Then: µ x denotes the spectral measure on A associated to x; H x is the cyclic and π(A)-invariant subspace of H given by the closure of {π(A)x | A ∈ A}; P x indicates the projection on H x ; if B is bounded operator in H, B⌋ H x denotes its restriction to H x ; if X is a subset of bounded operators, X ⌋ H x is the collection of their restrictions {B⌋ H x | B ∈ X }. We also recall that the subrepresentation of (H, π) corresponding to the cyclic subspace
defines this equivalence.
LEMMA 3.1. Let (H, π) be a representation of A and let x be a vector in H. If
Proof. Let y ∈ H x ; thus, for every A in A, one has that
This implies that µ y is absolutely continuous w.r.t. µ x . Let y ⊥ H x . Since, for every
can be identified with the multiplication algebra
the algebra of the µ x -essentially bounded measurable functions on
A which act multiplicatively on
′′ are commutative von Neumann algebras with cyclic vectors x and U x x respectively. Hence they are maximal
x ; therefore we have that
x and, by the previous considerations, in the double commutant as well. On the other hand, the multiplication algebra of a finite measure space is maximal abelian (see, for instance, [10, p. 242 
′′ must coincide and the thesis follows.
maximal abelian algebra of L(H). If x and y are two non-null vectors in
′′ is the closure of π(A) in the strong (or weak) operator topology. Then, for each x in H, the subspace H x coincides with the closure of the set {Bx | B ∈ π(A) ′′ }. If π(A) ′′ is maximal abelian, it contains every cyclic projection P x . Therefore, if x and y are two non-null vectors such that H x ⊥ H y , one has that
and similarly that H x+y ⊇ H y . Since H x+y is a linear space, one can conclude that 
Since π(A) ′′ is maximal abelian, it contains in particular the cyclic projection P x ;
hence
). This means that there exists a Baire set, S, in
x+y is equal to the operator of multiplication by χ S , the characteristic function of S. Thus 
On the other hand one also has that
which contradicts the previous relation. Therefore we can conclude that µ y (S) = 0 and µ x ( A \S) = 0, i.e. µ x and µ y are mutually orthogonal. in H, the projection P x is contained in the strong closure of π(A).
Let x be a fixed non-null vector in H and let y be a vector such that H y ⊥ H x . By the property (ii), µ x ⊥ µ y and the regularity of these measures implies that, for each
Hence x is in the closure of {π(A)(x + y) | A ∈ A} and, since H x+y is π(A)-invariant, 
The proof can now be completed noting that the family of operators
is a net in π(A) strongly convergent to P x . In fact the set of all finite collections of distinct vectors of H is a directed set when it is ordered by inclusion; hence {π(A {y 1 ,y 2 ,... y n } )} is a net in π(A). Furthermore, for every positive constant ε and every w in H, the properties of the elements of this net imply that, if m is a positive integer such that ε > 1/m and if { w , w 2 , . . . w m } is a set of m distinct vectors which contains w, then (π(A {y 1 ,y 2 ,... y n } )−P x ) w < ε for every {y 1 , y 2 , . . . y n } ⊇ { w , w 2 , . . . w m } .
In other terms the net {π(A {y 1 ,y 2 ,... y n } )} tends to P x w.r.t. the strong operator topology. c n x α n 2 < ∞ and define z = ∞ n=1 c n x α n . We claim that, for each α n , the cyclic subspace H x α n is included in H z . In fact, for every α n and every positive number ε, there exists an integer N so that N > n and
COROLLARY 3.5. Let (H, π) be a nondegenerate representation of A and let
H = ⊕ α∈I H x α be a
decomposition of H in a direct sum of cyclic and π(A)-invariant

subspaces. Then (H, π) is multiplicity-free if and only if
Moreover the orthogonality and the regularity properties of the measures we are considering imply that there are a compact K an open G in A such that K ⊂ G and
Hence c n x α n (and obviously x α n ) is in the closure of {π(A)z | A ∈ A}. So, by the π(A)-invariance of H z , the claim is proved. Now let w and y be two arbitrary vectors in H. Then there are two countable subsets I 1 and I 2 of I such that
y β n and w α n ∈ H x α n , y β n ∈ H x β n ∀ n .
Since I 1 ∪ I 2 is a countable set of indices in I, we know that there is a vector z such that H x α n , H x β n ⊂ H z for every α n in I 1 and β n in I 2 . This implies that also H w and H y are included in H z and the proof is completed.
SPECTRALLY MULTIPLICITY-FREE REPRESENTATIONS
In Theorem 2.2 we pointed out that every multiplicity-free nondegenerate representation of A, realized in a separable Hilbert space, can be diagonalized on a single copy of A . However, if the Hilbert space of the representation is non-separable, this property does not hold. Consider in this regard the following example. 
The 
is the operator of multiplication by f . Since χ Y µ is a finite positive measure on the Baire sets of A , this implies that it is regular; so there exists a compact set K in A such that µ(K ∩ Y ) is greater than zero.
Therefore, if A is an element of A such that K ≺ A , we can conclude that
CHARACTERIZATION OF THE SPECTRALLY MULTIPLICITY-FREE REPRESENTATIONS
Measures associated to vectors and spectrally multiplicity-free representations
Let (H, π) be a nondegenerate representation of A. As we have seen in Theorem 3.4, (H, π) is multiplicity-free iff for every x, y in H such that H x ⊥ H y , one has that µ x ⊥ µ y . This condition can be written into the form ∀ x ∈ H and ∀ y ⊥ H x there exists a Baire set, S y x , of A such that:
Compare (5.1) with the following property ∀ x ∈ H there exists a Baire set, S x , of A such that:
The property (5.2) is a sort of "uniform orthogonality" requirement and it is stronger than the property (5.1). (Observe, for instance, that the measures associated to the vectors of the representation discussed in Example 4.1 satisfy property (5.1), but do not satisfy (5.2) .) The next theorem shows that condition (5.2) actually characterizes the representations which are spectrally multiplicity-free.
Remark. In the proof of the next theorem we shall see in particular that, if (H, π) verifies condition (5.2), then the measure µ on A, such that L 2 ( A, µ) is unitary equivalent to H, can be explicitly constructed as a sum of a family of positive measures.
The definition of sum we use does not coincide with the standard notion of direct sum of measure spaces, however it is very simple and natural; it is briefly discussed in the appendix of this paper. Proof. (ii) =⇒ (i). Let H = ⊕ α∈I H x α be a decomposition of H in a direct sum of cyclic and π(A)-invariant subspaces. According to the discussion of Section 2, there
Let µ be the measure on the Baire sets of A given by the sum of the family {µ x α } α∈I ,
i.e.
for every Baire subset Y of A (see the appendix for more details on the sum of a family of positive measures). We shall see firstly that, using the hypothesis (ii), one can define an isometric isomorphism
. By the property (ii), there exists a family {S α } α∈I of Baire sets of A such that
Consider, for each element {ψ α } of ⊕ α∈I L 2 ( A, µ x α ) such that ψ α = 0 for all but a finite set {α 1 , . . . α n } of indices, the relation
By Proposition 6.3 of the appendix and by the properties of S α 's, one has that
Hence V 0 ({ψ α }) ∈ L 2 ( A, µ) and the relation (5.3) defines a norm-preserving linear
. Thus V 0 can be extended by continuity to a norm-preserving operator, V , defined on the whole space
, using again Proposition 6.3, one has that
and, from the definition of V , it follows that V {ψχ S α } = ψ. In conclusion V is a norm-preserving linear map from
and, finally, it is not difficult to verify that, for every A in A,
is the operator of multiplication by A on L 2 ( A, µ).
(i) =⇒ (ii). Assume (H, π) to be spectrally multiplicity-free. Let µ be a measure on the Baire sets of A and U be an isometric isomorphism from H onto L 2 ( A, µ), according to the Definition 4.2. Note that, for every vector y in H,
for each A in C( A); hence µ y coincides with the Baire measure |U y| 2 µ. Secondly, for every y in H, |U y| ∈ U (H y ). In fact U y can be written as |U y| e i Φ , where
So we can write
Let now x be a vector in H and ψ be a Baire-measurable function on A belonging to the equivalence class of U x. Then the Baire set
verifies the properties of condition (ii). In fact, from the relations previously obtained it follows that
Moreover, if y ⊥ H x , we have that |U y| ⊥ |U x| ; hence
This implies that also A | ψ| |U y| 2 dµ is null, i.e. µ y (S x ) = 0. it is a concrete C * -algebra which is closed under monotone weak sequential limits. If
X is a C * -algebra of bounded operators in H, we term Baire*-algebra generated by X the smallest Baire*-algebra in L(H) containing X and we denote it by X m σ .
Concerning these algebras and their properties see, for instance, [6] .
Remark. A nondegenerate C * -algebra of operator in a Hilbert space is a von Neumann algebra if and only if it contains the limit of each of its weakly convergent monotone nets (see [5] ). So the Baire*-algebras can be considered as σ-analogues of the von Neumann algebras.
The new characterization of the spectrally multiplicity-free representations consists (ii) for every vector x in H, the cyclic projection P x belongs to π(A) m σ , the Baire*-algebra generated by π(A).
Proof. In Section 2 we have seen that a representation (H, π) of A defines a representation (H, ̺) of the C * -algebra IB( A) such that, for each f in IB( A),
We have also noted that the algebra of operators ̺(IB( A)) is included in the von Neumann algebra generated by π(A), but in general it is not equal to π(A) ′′ . The proof of the present theorem is essentially based upon the fact that ̺(IB( A)) actually coincides with the Baire*-algebra generated by π(A) (see [6, pp. 61-62] ).
(i) =⇒ (ii). Let (H, π) be a spectrally multiplicity-free representation of A. According to the Theorem 5.1, we have that, for each x in H, there exists a Baire set S x such that µ x ( A \ S x ) = 0 and µ y (S x ) = 0 for every y ⊥ H x . Denote by P the operator ̺(χ S x ). Then P is a projection of π(A) m σ ; furthermore for every z in H x , by the Lemma 3.1, µ z < < µ x ; hence
Finally, if y ⊥ H x , one has that (P y | P y) = µ y (S x ) = 0. In conclusion, P is the projection on H x and the property (ii) is proved.
(ii) =⇒ (i). Assume every cyclic projection P x to be in π(A) m σ . Thus, for each x in H, there is a function, f o , in IB( A) such that ̺(f o ) = P x . Since ̺ is a * -morphism of C * -algebras, we have that
and ̺(f
is the null operator. Therefore, for every y in H,
we obtain a new Baire function f which coincides with f o almost everywhere w.r.t.
each spectral measure µ y ; this implies that ̺(f ) = ̺(f o ). Furthermore, for every ϕ in A , the function f satisfies the relation f 2 (ϕ) − f (ϕ) = 0; hence it is the characteristic function of a Baire subset of A. If we call this set S x , we have that
In conclusion, (H, π) satisfies the property (ii) of Theorem 5.1 and the thesis is 
Resuming table
The next table gives a "parallel view" of the main properties we have expounded concerning the concepts of multiplicity-free and spectrally multiplicity-free representations.
Note. In the table, (H, π) is assumed to be a nondegenerate representation of A and π(A) w denotes the closure of π(A) in the weak operator topology.
(H, π) multiplicity-free (H, π) spectrally multiplicity-free ∀ x ∈ H and ∀ y ⊥ H x ∃ S y x such that ∀ x ∈ H ∃ S x such that µ x ( A \ S and, by relation (6.2), we conclude that α∈I X f dµ α ≤ X f dµ .
