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An Enhanced Equivalent Circuit Model with
Real-Time Parameter Identification for Battery
State-of-Charge Estimation
Farshid Naseri, Member, IEEE, Erik Schaltz, Member, IEEE, Daniel-Ioan Stroe, Member, IEEE, Alejandro
Gismero, Ebrahim Farjah, Member, IEEE
Abstract—This paper introduces an efficient modeling
approach based on Wiener structure to reinforce the ca-
pacity of the classical Equivalent Circuit Models (ECMs)
in capturing the nonlinearities of Lithium-ion (Li-ion) bat-
teries. The proposed block-oriented modeling architecture
is composed of a simple linear ECM followed by a static
output nonlinearity block, which helps achieving a superior
nonlinear mapping property while maintaining the real-
time efficiency. The observability of the established battery
model is analytically proven. This paper also introduces
an efficient parameter estimator based on extended-kernel
iterative recursive least squares algorithm for real-time es-
timation of the parameters of the proposed Wiener model.
The proposed approach is applied for state-of-charge (SoC)
estimation of 3.4 Ah 3.6 V NMC-based Li-ion cells using the
extended Kalman filter (EKF). The results show about 1.5%
improvement in SoC estimation accuracy compared with
the EKF algorithm based on second-order ECM. A series
of real-time tests are also carried out to demonstrate the
computational efficiency of the proposed method.
Index Terms—Equivalent Circuit Model (ECM), Extended
Kalman Filter (EKF), Least Squares, Lithium-ion (Li-ion)
Battery, State-of-Charge (SoC), Wiener Model.
I. INTRODUCTION
W ITH the advancement of Lithium-ion (Li-ion) batterytechnology, significant efforts have been placed on
developing efficient battery models to fulfill specific objec-
tives in Battery Management Systems (BMSs), e.g. State-of-
Charge (SoC) and State-of-Health (SoH) estimation [1]. Many
commercial vehicular BMSs employ low-cost microcontrollers
with limited processing resources [2]. Thus, the battery model
should be selected as a trade-off between the model accuracy
and its real-time efficiency [2].
The literature regarding Li-ion battery modeling and state
estimation is quite rich including several good review works
that have been recently published on these topics [3], [4]. The
battery models can be broadly categorized into three groups in-
cluding: 1-Electrochemical models, 2- data-driven models, and
3-Equivalent Circuit Models (ECMs) [3]. The electrochemical
models have a strong potential in capturing the kinetic and
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charge transfer dynamics [5], [6]. However, due to their
computational complexity, the electrochemical models are not
well-suited for online applications [3]. Data-driven models rely
on extensive testing to collect large battery datasets and apply
algorithms that can learn from the data in order to represent the
behavior of battery in different operating regimes [7], [8]. The
main challenge of the data-driven models is related to the time-
consuming and costly training process [3]. The ECMs utilize
electrical circuit components to represent the battery behavior
in a comparatively simple and computationally efficient way
[9], [10]. In [1], the partial least squares regression with the
moving-window structure has been applied to the second-
order ECM to obtain a series of piecewise linear battery
models. The SoC estimation has been thus simplified by this
approach because linear Kalman filter (KF) can be used for the
developed linear model. In [9], a switched model based on the
linear ECM has been proposed and used with the H∞ observer
to estimate the SoC. To predict the battery behavior, a second-
order ECM has also been developed in [10], where a reduced
states dimension is then established to estimate the SoC using
the extended KF (EKF) algorithm. In [11], a temperature-
dependent ECM has been developed and incorporated with
the set membership technique for SoC estimation. The main
feature of this method is that it handles the effects of the
measurement noises on the estimation process. The second-
order ECM has also been used in [12], where the adaptive
EKF (AEKF) with forgetting factor strategy has been applied
to estimate the SoC considering the temperature compensation.
In [13], the first-order ECM has been established and used
with the adaptive H∞ filter algorithm for the SoC estimation.
Despite using the first-order ECM, this method achieves a
good performance due to the ability of the H∞ filter in
dealing with modeling uncertainties. Various algorithms have
also been proposed for real-time estimation of the parameters
of the ECMs including the Least-Squares (LS) algorithm and
its variations such as Recursive LS (RLS) and weighted RLS
filters [14]–[16], dual EKF (DEKF) [17], dual sigma-point KF
(unscented KF) [18], particle filter [19], etc. Despite simplicity
of the ECMs, it has been shown that these models sometimes
fail to accurately capture some dynamics such as solid phase
diffusion caused by large discharge currents [20] or dynamics
at the over-potential regime [21]. To enhance the modeling
capability, an autoregressive exogenous (ARX) model has been
proposed in [22], where the numerical subspace state space
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identification technique is applied for parameter estimation.
Likewise, a hybrid modeling approach by combining the
second-order ECM with an analytical model to improve the
energy prediction performance has been proposed in [23].
Despite achieving a good nonlinear mapping property, these
methods have limitation in terms of real-time efficiency, which
challenges their application to large battery packs. Moreover,
the real-time parameter estimation is not discussed in [23].
The high number of research works published recently
shows that this subject is still an open problem. On one
hand, higher-order battery models are needed to achieve
proper transient and steady-state performances in predicting
the battery voltage. On the other hand, the enhanced models
increase complexity and necessitate more powerful and costly
processors. Therefore, there is still a certain need to devise
efficient models that suitably handle the battery nonlinearity
at a reasonable computational cost. To this end, the novel
trade-off considered in this paper is to reinforce the well-
established battery ECMs through the so-called Wiener con-
figuration. The proposed structure enhances the nonlinear
mapping capacity of the linear ECMs while it is also easier
to implement than the heavy-duty models [24]. Nevertheless,
online identification of the Wiener model is challenging due
to the unavailability of the intermediate signal between the
linear and nonlinear segments [24]. To resolve this problem,
in [25], the Wiener model is reformatted to multi-input single-
output form and the model parameters are estimated using
the classical RLS algorithm. However, this method involves
regression equations that contain first and second derivatives
of the battery measurements. Thus, the measurement noises
might be strengthened. In this paper, an efficient method
based on Extended-Kernel Iterative Recursive Least-Squares
(EKIRLS) Algorithm is proposed to simultaneously estimate
the parameters of the linear and nonlinear segments.
The contributions of this paper can be summarized as
follows: (i) A Wiener model is established to enhance the
nonlinear mapping potential of the ECMs. The proposed model
has a strong capability in capturing battery dynamics and/or
nonlinear voltage responses while it still offers relatively low
computational complexity. (ii) An efficient online estimation
mechanism based on the EKIRLS algorithm is proposed to
estimate the parameters of the proposed model in real-time.
(iii) The Wiener model is transformed to the state-space form,
its observability is analytically proven, and finally, the model is
used with the EKF algorithm for SoC estimation of the studied
Nickel Manganese Cobalt (NMC)-based Li-ion battery cells.
The rest of this paper is organized as follows: The princi-
ples of the proposed approach are described in Section II.
In Section III, the state-space representation and the EKF
formulation are derived. The experimental results are presented
and discussed in Section IV, where the Processor-in-the-Loop
(PiL) test results are also presented to confirm the real-time
efficiency. The proposed method is also compared with some
other techniques and the results are provided in Section V.
Finally, in Section VI, the main conclusions are provided.
Fig. 1. (a) Structure of the second-order ECM (b) The proposed Li-ion
battery model based on Wiener configuration
II. MODELING AND PARAMETER ESTIMATION METHODS
The block diagram of the proposed model is shown in Fig. 1,
where ibattery (model input) and vbattery (model output) are,
respectively, the terminal current and voltage of the battery
and x denotes the intermediate signal. The proposed Wiener
model is composed of the linear part of the second-order ECM
shown in Fig. 1(a) and an output nonlinearity term. In Fig. 1,
VOCV is the open-circuit voltage, Rs is the series resistance,
and Rj and Cj are the resistance and capacitance of the
jth RC network, respectively. The unique advantage of the
proposed Wiener model is that it decomposes the nonlinear
input-output relationship into two different interconnected
segments and each segment separately represents the linear
and nonlinear dynamics of the battery, which facilitates the
parameter estimation process. The linear part of the model is





where z−1 is the unit back-shift operator, k is the sample in-
dex, and A(z−1) and B(z−1) are, respectively, z-polynomials
with degrees n and m as follows:
A(z−1) = 1 + a1z
−1 + a2z
−2 + ...+ anz
−n
B(z−1) = b0 + b1z
−1 + b2z
−2 + ...+ bmz
−m
The battery terminal voltage vbattery can be written as follows:





where f(·) is the output nonlinear function in the Wiener
configuration. The system identification studies for obtaining
f(·) and principles of the proposed EKIRLS algorithm are
discussed in the following subsections.
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Fig. 2. (a) Current and voltage waveforms during the WLTP test cycle
at 25° (b) OCV-SoC relationships for different test temperatures
Fig. 3. (a) Outputs of different Wiener configurations fitted to the test
data (b) Relevant error signals
A. Experimental Phase
NMC-based Li-ion cells with rated voltage of 3.6 V and
rated capacity of 3.4 Ah were tested. The Li-ion cells were
tested in a temperature-controlled environment using thermal
chambers. The cells were discharged using the battery test
system Digatron MCT and considering the World Harmo-
nized Light-Duty Vehicle Test Procedure (WLTP) at different
temperatures (15, 25, and 35°C). After the WLTP discharg-
ing cycle, the cells were charged to about 90% SoC with
0.68 A (0.2C), which was then followed by an idle period
before iterating the tests. The cutoff voltages in charging
and discharging processes were set to 4.2 V and 2.65 V,
respectively. The monitoring software BTS-600 was used to
record the battery data with a sampling time of 1 second. The
recorded voltage and current waveforms, as well as the OCV-
SoC curves at different test temperatures are shown in Fig. 2.
Since the hysteresis effect of the NMC-based Li-ion batteries
is negligible [26], the OCV-SoC curve is obtained by averaging
the curves recorded during charging and discharging [26].
TABLE I
MEAN SQUARED ERROR OBTAINED IN SYSTEM IDENTIFICATION TESTS
Model degree
Function 1 2 3
Polynomial 3.664× 10−4 1.299× 10−4 1.263× 10−4
Sigmoid network 3.577× 10−4 1.478× 10−4 1.289× 10−4
Piecewise linear 4.153× 10−4 2.187× 10−4 1.823× 10−4
Second-order ECM 4.883× 10−4
B. System Identification Tests for Battery Modeling
MATLAB’s System Identification toolbox is used for
selection of f(·) as well as modeling of the OCV-SoC
functions. Different functions including the Sigmoid network,
polynomial functions with different orders, and Piecewise
linear function are considered and tested to obtain the structure
that leads to the maximum modeling accuracy. The output
of the Wiener configuration shown in Fig. 1 is obtained by
subtracting the battery terminal voltage from the recorded
OCV data. The Levenberg-Marquardt algorithm is used to
fit battery data ibattery and vf to the test models. Typical
results are shown in Fig. 3 and Table I. The results reveal
that among different functions considered in the output of
the Wiener structure, the polynomial function achieves the
best performance with Mean Squared Error (MSE) of about
1.3× 10−4, which is promising compared to the second-order







(vf (j)− v̂f (j))2 (3)
where N is the number of sample points, vf (j) denotes the
real output of the Wiener configuration at sample j, and v̂f (j)
denotes the estimated output of the Wiener configuration. The
results reflect that increasing the model degree can provide
better fitting results. However, increasing the model degree
will undesirably increase the computational burden, as well.
While increasing the model degree from 1 to 2 has yielded
approximately twice better fitting performances in all cases,
it is observable that increasing the model degree from 2 to 3
leads to a negligible performance improvement. Thus, to avoid
inordinate computational complexity, the polynomial model
with degree 2 is chosen for the Wiener structure. It should
be noted that the SoC and parameter estimation frameworks
developed in this paper are applicable to different formats of
f(·) and thus for different batteries. Using a similar approach,
a polynomial function with degree 9 is also chosen to represent
the open-circuit characteristic curves (OCV-SoC functions).
C. Real-Time Estimation of Model Parameters
In practice, the model parameters might change due to the
variations of the environmental or operating conditions [2].
To account for these changes, the model parameters should be
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updated in real-time. Considering f(·) to be a second-order
polynomial, one can write:
vf (k) = γ1x(k) + γ2x
2(k) (4)
Let γ1 = 1 without loss of generality (the effect of γ1
can be easily reflected in the coefficients of the z-polynomial






Multiplying (5) by A(z−1) one can write:
A(z−1)vf (k) = B(z
−1)ibattery(k) + γ2A(z
−1)x2(k) (6)
Adding vf (k) to the left and right sides of (6) and rearranging:
vf (k) = (1−A(z−1))vf (k) +B(z−1)ibattery(k)+
γ2A(z
−1)x2(k) (7)
Based on subsection II.B, the linear part of the Wiener config-
uration is represented by the second-order ECM, which cor-
responds to second-order z-polynomials A(z−1) and B(z−1)
with n = m = 2. Thus, (7) can be rewritten as follows:
vf (k) = −a1vf (k − 1)− a2vf (k − 2) + b0ibattery(k)+
b1ibattery(k−1)+b2ibattery(k−2)+γ2x2(k)+γ2a1x2(k−1)+
γ2a2x
2(k − 2) (8)
The regression equation can thus be written as follows:
vf (k) = r
T (k)θ̂(k) + ε(k) (9)
where ε is the parameter estimation error. Likewise, r and θ̂
are, respectively, the regressor (information vector) and the
estimation of the unknown parameters’ vector as follows:
r(k) = [−vf (k−1) −vf (k−2) ibattery(k) ibattery(k−1)
ibattery(k − 2) x2(k) x2(k − 1) x2(k − 2)]T (10)
θ̂ = [θ̂1 θ̂2 θ̂3 θ̂4 θ̂5 θ̂6 θ̂7 θ̂8]
T
= [a1 a2 b0 b1 b2 α1 α2 α3]
T (11)
where α1 = γ2, α2 = γ2a1, and α3 = γ2a2. The objective
is to find the estimation of the unknown parameters’ vector
θ̂. To realize this objective, the EKIRLS algorithm is used to






(vf (k)− rT (k)θ̂(k))2 (12)
with N being the length of the data window. To minimize
(12) with respect to θ̂, the parameters vector and the covariance
matrix of the estimation error P must be updated in a recursive
manner through the following equations:
K(k) =
P (k − 1)r(k)
1 + rT (k)P (k − 1)r(k)
(13)
θ̂(k) = θ̂(k − 1) +K(k)[vf (k)− rT (k)θ̂(k − 1)] (14)
P (k) = (I −K(k)rT (k))P (k − 1) (15)
where K is the gain of the filter. Equations (13)-(15) cannot
be directly used to obtain θ̂ because in the information
vector (10), the intermediate signal x(k) is not available. The
EKIRLS algorithm resolves this problem through an iterative
approach, which helps estimating the intermediate signal and
replacing the last estimation of the information vector into
(13)-(15). The estimation of (10) can be written as follows:
r̂(k) = [−vf (k−1) −vf (k−2) ibattery(k) ibattery(k−1)
ibattery(k − 2) x̂2(k) x̂2(k − 1) x̂2(k − 2)]T (16)
Based on (1), the estimation of the intermediate signal can be
updated using the following equation:
x̂(k) = (1−A(z−1))x̂(k − 1) +B(z−1)ibattery(k) (17)
With each incoming sample point, the EKIRLS inner iterative
algorithm is active and estimates the intermediate signal x, by
which the regressor equation (16) will also be updated in each
iteration. According to this procedure, the parameters vector
θ̂ can be estimated using the same set of equations (13)-(15)
except that in these equations r(k) must be substituted by
r̂(k). The EKIRLS algorithm should be initialized at the first
iteration, which is fulfilled as follows:
P (0) = 10× I8×8 , θ̂(0) = 08×1 , r̂(0) = 08×1
where I and 0 are the identity and zero vectors, respectively.
In the literature, sampling times between 1 to 10 seconds
have been recommended for the parameter estimation. In this
paper, the sampling time for all algorithms is set to 1 second.
In practice, this value can be adjusted depending on the
available processing resources and the requirements related
to the performance boundaries, e.g. how fast the current,
temperature, and SoC change.
III. SOC ESTIMATION BASED ON THE PROPOSED
MODEL AND PARAMETER ESTIMATOR
The state-space modeling, observability analysis, and EKF
formulation are discussed in the following subsections.
A. State-Space Representation of the Wiener Model
The SoC of the battery is considered as the first state
variable, i.e. q1 = SoC(k − 1). Thus, the first state equation
can be written as follows:
SoC(k) = SoC(k − 1)− Tsη
Q× 3600
ibattery(k) (18)
where Ts is the sampling time, Q is the capacity, and η
is the Coulombic efficiency. The Coulombic efficiency is
approximately equal to 1. Expanding (17) and considering the
intermediate signal x as a state variable, one can write:
x(k) = −a1x(k − 2)− a2x(k − 3) + b0ibattery(k)+
b1ibattery(k − 1) + b2ibattery(k − 2) (19)
Based on (18) and (19) and defining q2 = x(k − 1), q3 =
x(k− 2), and q4 = x(k− 3) as new state variables and u1 =
ibattery(k), u2 = ibattery(k − 1), and u3 = ibattery(k − 2)
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as the inputs of the system, the state space equations of the
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0 1 0 0



















The terminal voltage of the battery vbattery is considered as
the system output y as follows:
y = vbattery(k) = VOCV (k−1)+x(k−1)+γ2x2(k−1) =
VOCV (k − 1) + q2(k) + γ2q22(k) (21)
To ensure the model observability, the system output is con-
sidered as the fifth state variable, i.e. q5 = vbattery. The fifth
state equation can thus be obtained as follows:
q5(k + 1) = VOCV (k) + q2(k + 1) + γ2q
2
2(k + 1) (22)
where q2(k + 1) can simply be substituted from (20) and
VOCV (k) can be substituted based on the OCV relationship
obtained in subsection II.B.
B. Analysis of the Model Observability
The observability of nonlinear systems can be checked
based on the rank of the observation space containing all
repeated Lie derivatives. However, this will necessitate using
complicated algebra to obtain the observability space for the
proposed nonlinear Wiener model. An alternative approach is
thus used to confirm the observability [27]. In this method, the
dynamic interrelationship between the state variables will be
graphically exploited using the so-called inference diagram.
The inference diagram is composed of a series of nodes
representing the system states, a series of links depicting the
interdependence between the states (we draw a straight link
qi → qj if qj exists in the differential equation of qi), the
so-called Strongly Connected Components (SCCs), and root
SCCs (RSCCs) [27]. The existence of a link in the inference
diagram reflects whether the information of one state variable
can be collected by monitoring another state variable over the
time. The SCCs are the largest possible subgraphs in which
each node is connected to all other nodes in that subgraph.
Likewise, RSCCs are SCCs without incoming edges.
Definition 1 [27]: The necessary and sufficient condition for
the system observability is that at least one node from each
RSCC is a measurable quantity.
The inference diagram of the system (20)-(22) is shown in
Fig. 4. As seen, the diagram contains only one RSCC, which
is related to the fifth state variable. Since this state variable is
measurable (it is equal to the battery terminal voltage), based
on Definition 1, the system is observable.
Fig. 4. Inference diagram of the battery state-space model (20)-(22)
C. Implementation of the EKF for SoC estimation
The nonlinear state-space representation of the Wiener
model can be written in the following form:
qk = gk−1(qk−1, uk−1, ωk−1)
yk = hk(qk, uk, υk)
ωk ∼ (0, Qk)
υk ∼ (0, Rk) (23)
where ω and υ are the process and measurement noises,
respectively. Likewise, the third and fourth equations in (23)
show that the system and measurement noises have zero
mean with covariance matrices Q and R, respectively. The
covariance matrices Q and R determine the levels of modeling
uncertainties and measurement errors/noises, respectively. The
value of R is chosen based on the accuracy level of the
measurements. To determine Q, a specified range of values
was considered for each diagonal entry of Q and the simula-
tions were repeated considering different combinations of the
assigned values. Accordingly, a parameters set that provided
the least SoC estimation RMSE is used for the simulations
[28], [29]. The values of R and Q are accordingly set as:
R = 0.01 , Q = diag(0.01, 0.01, 0.005, 0.005, 0.05)
In the first step, the EKF algorithm should be initialized, which
is fulfilled as follows:
q̂+(0) = E(q(0)) = 05×1
Φ+(0) = E[(q(0)− q̂+(0))(q(0)− q̂+(0))T ] = 10× I5×5
where q̂+ denotes the posteriori estimate of the state vector,
Φ+ is the posteriori estimate of the covariance matrix of
the estimation error, and E[·] is the expected value operator.
Likewise, 0 and I are zero and identity matrices, respectively.
The EKF algorithm includes two estimation steps. In the first
step, the so-called time-update phase, a priori estimate of the
states x̂− and covariance matrix of the estimation error Φ−
are obtained as follows:
Φ−(k) = F (k − 1)Φ+(k − 1)FT (k − 1)+
L(k − 1)Q(k − 1)LT (k − 1) (24)
x̂−(k) = gk−1(x̂
+(k − 1), u(k − 1), 0) (25)
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where F and L are the partial derivative matrices. Based on the
state-space representation of the battery and considering that
the process and measurement noises are included in the model
in an additive form, these matrices are obtained as follows:




1 0 0 0 0
0 0 −a1 −a2 0
0 1 0 0 0
0 0 1 0 0
β1 0 β2 β3 0

(26)
L(k − 1) = ∂gk−1
∂ω
|q̂+(k−1) = I5×5 (27)
where β1, β2, and β3 are provided in the Appendix. In
the second estimation step, the so-called measurement-update
phase, posteriori estimates of the states and the covariance
matrix of the estimation error can be obtained using the
following equations:
G = Φ−(k)HT (k)(H(k)Φ−(k)HT (k) +M(k)RMT (k))−1
(28)
q̂+(k) = q̂−(k) +G[y(k)− hk(q̂−(k), u(k), 0)] (29)
Φ+(k) = (I −G(k)H(k))Φ−(k) (30)






β4 1 + 2γ2q2(k) 0 0 0
]
(31)
M = 1 (32)
where β4 = β1 is given in the Appendix.
IV. RESULTS AND DISCUSSION
The developed EKIRLS parameter estimation algorithm
and the EKF-based SoC estimation method are implemented
in MATLAB/Simulink® environment. The experimental data
recorded through different validation tests based on WLTP and
UDDS cycles are used to validate the proposed algorithms.
The initial values of all parameters are set to zero. To provide
an effective benchmark, reference performance tests (RPTs)
based on applying charge and discharge current pulses were
carried out and the reference values of the model parame-
ters at different SoC and temperature conditions are accord-
ingly obtained through offline optimizations using MathWork’s
Simulink® Design Optimization toolbox. Two discharge pulses
and one charge pulse were considered for each SoC level
and the tests were carried out at different SoC conditions
including 0.1, 0.3, 0.5, 0.7, 0.9. The tests were repeated at two
different test temperatures, i.e. 25°C and 35°C. The duration
of the charge/discharge pulses was set to 18 seconds in the
experiments and the relaxation time between the pulses was 30
minutes. The reference parameters for the model were accord-
ingly obtained using the voltage responses to the current pulses
and the Simulink® Design Optimization toolbox. To this end,
the block diagram of the model was created in the Simulink®
environment. The following procedure was then followed: 1-
automatically generate values for different model parameters,
2- run the model to see how well voltage predictions agree
with the measured data, 3-update the parameter estimates, 4-
iterate until it converges on the final solution [30].
The parameter estimation results at 25°C and 35°C are
shown in Fig. 5. The results show that the filter performance is
stable and the estimations accurately match with the reference
values of the parameters. The averaged Root MSE (RMSE)
for estimation of all parameters is obtained 4.83 × 10−3 and
5.63×10−3 at 25°C and 35°C, respectively. In Figs. 6(a) and
(b), the real and predicted values of vbattery and the relevant
error (vbattery − v̂battery) at 25°C are shown. It can be seen
that the battery terminal voltage is precisely predicted (RMSE
about 8.2 mV). The error at the start of the simulation is caused
by the mismatch between the selected initial value and the real
output. This confirms that the proposed method can converge
to the true output irrespective of the wrong initial settings.
Figs. 6(c)-(f) show the reference and estimated values of the
SoC at 25°C considering different initial conditions. The real
initial SoC of the cells in the experiments was set to 0.87.
It is observed that in all scenarios the SoC is successfully
estimated and the SoC estimation error is favorably low, i.e.
RMSE about 4.9× 10−3 and 7.3× 10−3 at 25°C and 35°C,
respectively. The transient performance is shown in Figs. 6(d)-
(e), which confirm the correct convergence of the SoC to its
true value. To check the long-term robustness of the filter,
the test is repeated over 5 consecutive WLTP cycles. Fig. 6(f)
clearly shows that the filter performance is quite stable for
simulation time interval above 9 hours.
To assess the robustness of the proposed method against the
measurement noises, random noise with Signal-to-Noise Ratio
(SNR) of 30 dB is added to the measurements and the tests
are reiterated at 25°C and considering the same simulation
settings. The simulation results are displayed in Fig. 7. As seen
in Fig. 7(a), the estimated voltage of the battery converges
to the real terminal voltage irrespective of the wrong initial
settings and noisy measurements. Although the effect of the
30dB noise on the measurements is clearly observable in Fig.
7(b) leading to high-frequency error, the proposed method
still achieves favorably low prediction error with RMSE of
about 0.014 V. Likewise, Figs. 7(c) and (d) show that the SoC
estimation is robust against the measurement noise effects. In
this scenario, the RMSE for SoC estimation is obtained 0.62.
To further validate the proposed method, it is tested
on a new battery dataset consisting of repeating charg-
ing/discharging cycles. The cycles are based on the Urban
Dynamometer Driving Schedule (UDDS) with rest periods
in-between. The newly considered dataset drives the fully
charged 5-Ah battery cells to zero SoC conditions and thus, the
proposed method can be examined over the whole SoC range.
Detailed information about the utilized dataset is provided in
[30]. The simulation results of the proposed method at 25°C
are shown in Fig. 8. Figs. 8(a) and (b) display the experimental
voltage and current of the battery cells considering 19 repe-
titions of the UDDS cycle (with rests in between). Fig. 8(c)
shows a zoomed view of the real and predicted battery voltage
and the relevant modeling error is displaced in Fig. 8(d). It is
seen that the terminal voltage is precisely estimated with the
proposed method. The RMSE for terminal voltage prediction
is obtained about 9.4 mV. Likewise, from Figs. 8(e) and (f), it
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Fig. 5. Reference values and estimations of the model parameters using
the proposed EKIRLS algorithm at 25°C and 35°C
Fig. 6. (a) Real and predicted values of the battery terminal voltage at
25°C (b) Terminal voltage error (vbattery − v̂battery) (c) Reference SoC
and estimated SoC with different initial settings at 25°C (d) Zoomed view
of figure (c) showing convergence behavior (e) SoC error (f) Reference
SoC and its estimation over several consecutive WLTP cycles
Fig. 7. (a) Real and predicted values of the battery terminal voltage
when white noise with SNR=30dB is added to the battery voltage
measurements (b) Model error (c) Reference and estimated values of
the SoC with and without considering the noise (d) SoC estimation error
with and without considering noise
Fig. 8. (a) Experimental battery voltage over several repetitions of the
UDDS test cycle with rests in-between (b) Battery current (c) Reference
and predicted waveforms of the terminal voltage (d) Model error (e)
Reference and estimated values of the SoC (f) Zoomed view of SoC
can be observed that the SoC estimation is precise and stable
during the whole simulation time. However, under very low
SoC conditions, i.e. SoC lower than 0.2, a negligible mismatch
between the reference and estimated values is observable,
which is caused by the polarization characteristics at the low
SoC region. However, even in very low SoC conditions, the
maximum SoC estimation error is lower than 0.02 and the
RMSE for SoC estimation is obtained 5.4 × 10−3, which is
still very promising. Likewise, the RMSE for SoC estimation
at 5°C is obtained about 6.6× 10−3.
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Fig. 9. Execution time of the proposed approach obtained through PiL
tests based on dSPACE1104 platform
To demonstrate the feasibility of embedded implementation,
PiL tests are conducted using the dSPACE1104 development
platform. To this end, the MATLAB’s Code Generation Op-
tion is used to generate the C code of the parameter and
SoC estimation algorithm, which are totally implemented
in MATLAB/Simulink® environment using a sampling time
of Ts = 1seconds. The C code (description file) is then
imported to ControlDesk software for calculating the execution
time of the algorithm. The execution time of the code is
calculated based on the dSPACE Real-Time Interface (RTI)
through atomic subsystems. The results are shown in Fig.
9. As seen, the execution time changes from one sample
to another, which is due to the random performance of the
CPU cache. The average execution time is calculated about
110µseconds. This means that considering a sampling time
of Ts = 0.1second and a 250 MHz processor, the proposed
method (consisting of the Wiener model, EKIRLS algorithm,
and EKF) is applicable for SoC estimation of a pack consisting
of about 900 (Ts/(110×10−6)) battery cells. As an industrial
example, TMS570LS0432 is a high-performance automotive-
grade microcontroller from Texas Instruments offering a clock
frequency up to 80 MHz. This processor will be sufficient
to fulfill the SoC estimation (at cell-level) for a battery pack
consisting of about 288 cells. However, this number can be
increased by adopting higher sampling times.
V. COMPARISON WITH OTHER METHODS
To show the advantages of the proposed method, a com-
parison between the proposed method and two other similar
techniques presented in [22], [23], and [30] is fulfilled and the
obtained results are summarized in Table II. The method pro-
posed in [22] is based on the auto-regressive exogenous model
(ARXM) and the SoC estimation has been fulfilled using the
sequential Monte Carlo filter (SMCF). Likewise, in [23] and
[30], the modeling and SoC estimation are fulfilled based
on the second-order ECM and EKF algorithm, respectively.
The comparative study is fulfilled on a common experimental
dataset related to 5-Ah battery cells at two different test
temperatures, i.e. 5°C and 25°C [30]. The execution times of
the algorithms are computed using the dSPACE1104 platform
and considering sampling time of Ts = 1 second. Likewise,
the parameter estimation task is also considered in the real-
time tests.
In Table II, AET denotes the average execution time of
the algorithm. Also, the type of reported error is RMSE.
Table II shows that the ARXM+SMCF approach achieves
TABLE II
COMPARISON BETWEEN THE PROPOSED METHOD AND TWO SIMILAR
TECHNIQUES
Model error(mV) SoC error(%)
Reference AET(µs) 5°C 25°C 5°C 25°C
[22]: ARXM+SMCF 180 20.21 15.55 1.84 1.11
[23]: 2RC ECM+EKF 90 34.86 28.31 2.47 2.31
Proposed: Wiener+EKF 110 12.51 10.72 0.93 0.51
high accuracy in predicting the battery terminal voltage as
well as in SoC estimation. The RMSE of the ARXM for
predicting the terminal voltage is less than 21 mV and the SoC
estimation error is below 2%. However, the results show that
ARXM+SMCF has the highest execution time among other
algorithms. On the other hand, the method based on the 2RC
ECM and EKF algorithm has the lowest execution time but
the errors for prediction of the terminal voltage and SoC are
relatively higher. The proposed Wiener-based method achieves
an excellent trade-off between the accuracy and computational
efficiency among the two other approaches. The proposed
method provides voltage prediction error and SoC estimation
error lower than 13mV and 1%, respectively. As we could
expect, the execution time is slightly larger than the 2RC+EKF,
however, it is still about 1.6 times faster than the method
proposed in [22]. Therefore, by incorporating the so-called
Wiener structure, the proposed method can achieve results
that are promising from both the accuracy and computational
efficiency standpoints.
VI. CONCLUSION AND FUTURE WORK
In this paper, a new modeling approach based on the Wiener
structure is proposed to reinforce the modeling capability of
the classical ECMs. An efficient parameter estimation method
based on the EKIRLS algorithm is also proposed to estimate
the model parameters in real-time. The proposed method pro-
vides an excellent trade-off between the model accuracy and
its real-time efficiency. The obtained results showed that the
proposed method achieves excellent SoC estimation accuracy
with RMSE lower than 0.95%, while its execution time is
favorably low, around 110µseconds on a 250MHz processor.
Thus, the combined features of being accurate and computa-
tionally efficient make the proposed approach useful for cost-
driven applications. Future work can focus on the enhancement
of the proposed approach to also consider the effects of battery
aging. The application of advanced techniques for accurate
adjustment of the covariance matrices is another interesting
line of research.
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APPENDIX
In (28) and (33), the parameter β1 to β4 are obtained as:
β1 = 18225q
8
1 − 73888q71 + 124110q61 − 111900q51+
58650q41 − 18096q31 + 3189q21 − 296.6q1 + 12.75
β2 = −a1 − 2a1γ2(−a1q3 − a2q4 + b0u1 + b1u2 + b2u3)
β3 = −a2 − 2a2γ2(−a1q3 − a2q4 + b0u1 + b1u2 + b2u3)
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