E-polynomial of SL(2,C)-Character Varieties of Free groups by Cavazos, Samuel & Lawton, Sean
ar
X
iv
:1
40
1.
02
28
v2
  [
ma
th.
AG
]  
13
 M
ay
 20
14
E-POLYNOMIAL OF SL2(C)-CHARACTER VARIETIES OF FREE
GROUPS
SAMUEL CAVAZOS AND SEAN LAWTON
This paper is dedicated to Adalyn Belle Cavazos.
Abstract. Let Fr be a free group of rank r, Fq a finite field of order q, and let
SLn(Fq) act on Hom(Fr , SLn(Fq)) by conjugation. We describe a general algo-
rithm to determine the cardinality of the set of orbits Hom(Fr , SLn(Fq))/SLn(Fq).
Our first main theorem is the implementation of this algorithm in the case
n = 2. As an application, we determine the E-polynomial of the character
variety Hom(Fr ,SL2(C))/SL2(C), and of its smooth and singular locus. Thus
we determine the Euler characteristic of these spaces.
1. Introduction
In recent years there has been many new results concerning the E-polynomial of
twisted character varieties: [8], [13], [16], [14] and [15]. In this paper we consider
free group character varieties.
Let G be a reductive algebraic group over an algebraically closed field F, and
let Γ be a finitely generated group. Let G act on Hom(Γ, G) by conjugation. Then
the ring of invariants F[Hom(Γ, G)]G is finitely generated since G is reductive and
consequently we have the GIT quotient
XΓ(G) := Hom(Γ, G)//G := Specmax
(
F[Hom(Γ, G)]G
)
.
These spaces are called character varieties, and are of central importance in differ-
ential geometry, deformation theory of geometric structures, and in mathematical
physics (see [21], and references therein).
When k is a sub-field of F, it is natural to ask about the k-points in XΓ(G). As
has been shown in [8], this can lead, via the Weil Conjectures, to an understanding
of the topology of XΓ(G); in particular, the Euler characteristic. In the case when
G = SL2(C) and Γ = Fr is a free group of rank r, the Euler characteristic is known
by results in [5]. The methods used in [5] do not seem easy to generalize since they
are underpinned by equivariant cohomology results in [1] that themselves seem hard
to generalize.
Let Fq be a finite field of order q. In this paper we first describe the orbit set and
its cardinality, Qr(SL2(Fq)) := Hom(Fr , SL2(Fq))/SL2(Fq), and use it to determine
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the E-polynomial of the GIT quotient XFr (SL2(C)), and that of the free Abelian
case XZr (SL2(C)) as well.
Our first main theorem is the following:
Theorem A. Let r ≥ 2 and q be odd. The cardinality of Qr(SL2(Fq)) is
Cr(q) = (q − 3)(q − 1)
r−1
2
+
(q − 1)(q + 1)r−1
2
+ 2r+1qr−1 + 2(q3 − q)r−1.
Since the conjugation action is not free, counting the orbits is not direct. Con-
sequently, we stratify the set Hom(Fr, SL2(Fq)) into orbit-types that allows us to
use a generalization of the classical group theory theorem of Lagrange to count
the orbits in each stratum. We first determine how many strata there are, and
then describe them. This provides a detailed description of the Diophantine geom-
etry of Hom(Fr , SL2(Fq)) and Qr(SL2(Fq)). Then we determine the cardinality of
each stratum and the cardinality of its uniform stablilizer. Using this we prove the
theorem.
Thereafter, in Section 8, we prove our main application using a theorem of Katz
(see Appendix of [8]). Let Xsm (respectively Xsing) denote the smooth points
(respectively singular points) of a variety X .
Here is our second main theorem:
Theorem B. Let q = xy. Then the E-polynomial for XFr (SL2(C)) is
EFr (q) = (q − 1)r−1
(
(q + 1)r−1 − 1) qr−1 + 1
2
q
(
(q − 1)r−1 + (q + 1)r−1) ,
and the E-polynomial of XFr (SL2(C))
sing ∼= XZr (SL2(C)) is given by
EZr (q) =
1
2
((q − 1)r + (q + 1)r) .
Consequently, the difference of these is the E-polynomial of XFr (SL2(C))
sm.
We note that the reducible (or Abelian) strata corresponds to the singular locus
by [6] for r ≥ 3 (for r = 1, 2 the moduli space is smooth), and so this is how we
recover the E-polynomial of XZr(SL2(C)) and XFr (SL2(C))
sing .
To simplify the notation in what follows, we will often shorten XFr (SL2(C)) to
Xr. Let χ(X) denote the Euler characteristic of a topological space X .
Corollary C. χ(Xr) = 2
r−2, χ(Xsmr ) = −2r−2, χ(Xsingr ) = 2r−1, χ((Xsingr )sm) =
−2r−1, and χ((Xsingr )sing) = 2r.
In Section 9, we give an independent proof of Corollary C by computing the
Poincare´ polynomials for these two moduli spaces. Although to prove Corollary
C it suffices to evaluate the E-polynomials in Theorem B at q = 1, and use its
additivity property for the other strata.
2. E-Polynomial
In what follows, for an affine varietyX , we consider singular cohomologyH∗(X ; k)
where k is a field of characteristic 0 (sometimes writing simply H∗(X) when k is
not important). It is equivalent to simplicial cohomology since algebraic sets are
simplicial, and also to sheaf cohomology with the constant sheaf since algebraic sets
are locally contractible.
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P. Deligne in [3, 4] showed that a complex variety X admits an increasing weight
filtration 0 = W−1 ⊂ W0 ⊂ · · · ⊂ W2j = Hj(X ;Q), and a decreasing Hodge
filtration Hj(X ;C) = F 0 ⊃ · · · ⊃ Fm+1 = 0 such that for all 0 ≤ p ≤ l,
GrW⊗Cl := Wl ⊗ C/Wl−1 ⊗ C = F p(GrW⊗Cl )⊕ F l−p+1(GrW⊗Cl ),
where F p(GrW⊗Cl ) = (F
p ∩Wl ⊗ C+Wl−1 ⊗ C)/Wl−1 ⊗ C.
This allows one to define the mixed Hodge numbers for every Hj(X ;C) by
hp,q;j(X) := dimCGr
F
p
(
GrW⊗Cp+q H
j(X)
)
= dimCF
p(GrW⊗Cp+q )/F
p+1(GrW⊗Cp+q )
= dimCF
p ∩ (Wp+q ⊗ C)/(F p+1 ∩Wp+q ⊗ C+Wp+q−1 ⊗ C ∩ F p),
and subsequently define the mixed Hodge polynomial
H(X ;x, y, t) :=
∑
hp,q;j(X)xpyqtj.
Likewise, one can also consider cohomology with compact support and obtain
the same structure. We denote this by H∗c (X ; k), and correspondingly the mixed
Hodge numbers by hp,q;jc and the mixed Hodge polynomial by Hc(X ;x, y, t).
The E-polynomial is defined to be E(X ;x, y) := Hc(X ;x, y,−1). This immedi-
ately implies that the classical Euler characteristic is given by χ(X) = E(X ; 1, 1).
For further details, see [18].
A spreading out of X is a scheme X over a Z-algebra R with an inclusion ϕ :
R →֒ C such that the extension of scalars satisfies Xϕ ∼= X . X is said to have
polynomial count if there exists PX ∈ Z[t] and a spreading out X such that for all
homomorphims φ : R → Fq to finite fields (for all but finitely many primes p so
q = pk) we have #Xφ(Fq) = PX(q). Katz shows in [8] that if X has polynomial
count, then E(X ;x, y) = PX(xy).
Let Fr be a rank r free group. Then the representation variety Hom(Fr, SL2(C))
is acted upon by SL2(C) via conjugation. Let C[Hom(Fr, SL2(C))] be the coordinate
ring of the representation variety. The GIT quotient
Xr = Spec
(
C[Hom(Fr, SL2(C))]
SL2(C)
)
,
where C[Hom(Fr, SL2(C))]
SL2(C) is the ring of invariants, is called the SL2(C)-
character variety of Fr. By Seshadri’s extension of GIT to arbitrary base, see [19],
there exists a scheme Xr = Spec
(
R[Hom(Fr, SL2(R))]
SL2(R)
)
, where R = Z[1/2].
Then since R →֒ C is a flat morphism, Lemma 2 in [19] implies
R[Hom(Fr, SL2(R))]
SL2(R) ⊗R C = C[Hom(Fr, SL2(C))]SL2(C)
and thus Xr admits a spreading out.
3. Counting Representations
In this section we introduce the notation and begin a discussion of the compu-
tations to prove the main theorems.
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3.1. Notation. Let p be a prime integer, and let Fq be the finite field of order
q = pk for k ≥ 1. The group GLn(Fp) is the group of n×n invertible matrices over
Fq, and SLn(Fq) is the subgroup of those elements in GLn(Fq) whose determinant
is 1. Denote F×nq −{(0, 0, ..., 0)} by (F×nq )∗. In general, we will denote k∗ = k−{0}
for any field k.
We begin this section by counting the total number of elements in Hom(Fr, SLn(Fq))
where Fr is a rank r free group. Let |X | denote the cardinality of a set X . Since
Hom(Fr, G) ∼= G×r for any group G, and |X × Y | = |X ||Y | for any sets X and Y ,
it suffice to compute the order of SLn(Fq).
For any group G acting on a set X let OrbG(x) denote the orbit of x ∈ X ,
and StabG(x) denote its stabilizer. When G and X are finite, the Orbit-Stabilizer
Theorem tells |G| = |OrbG(x)||StabG(x)| (see [9]).
3.2. Representations.
Lemma 1. |GLn(Fq)| = q
n(n−1)
2
n∏
k=1
(qk − 1) and |SLn(Fq)| = q
n(n−1)
2
n∏
k=2
(qk − 1).
Proof. Take a matrix in GLn(Fq). The first column is non-zero and thus there are
qn − 1 choices. The second column must be linearly independent from the first,
so there are qn − q choices. Likewise, each subsequent column must be linearly
independent from the previous columns, so |GLn(Fq)| =
∏n−1
k=0 (q
n − qk), and this
simplifies to q
n(n−1)
2
∏n
k=1(q
k − 1). The determinant homomorphim GLn(Fq)→ F∗q
is onto with kernel SLn(Fq). Thus, set theoretically GLn(Fq) is F
∗
q × SLn(Fq), and
|SLn(Fq)| equals |GLn(Fq)|/(q − 1) = q
n(n−1)
2
∏n
k=2(q
k − 1). 
Corollary 1.
|Hom(Fr,GLn(Fq))| =
(
q
n(n−1)
2
n∏
k=1
(qk − 1)
)r
and
|Hom(Fr, SLn(Fq))| =
(
q
n(n−1)
2
n∏
k=2
(qk − 1)
)r
.
Example 1. The cardinality of the sets above coincides with the number of Fq-
points in the Z-schemes Hom(Fr,GLn) and Hom(Fr , SLn) since they are prod-
ucts of group schemes, and the cardinality of these groups by definition corre-
sponds to the Fq-points of the associated schemes. Thus these varieties are of
type polynomial-count, and so the counting polynomials are the E-polynomials by
Katz’s work in the appendix of [8] (see the previous section for definitions and
references). Consequently, the Euler characteristic of the space of C-points is 0 by
setting q = 1. This is as expected since χ(Hom(Fr , SLn(C))) = χ(SU(n))
r =
0 given that SU(n) is a fibration over S2n−1; and so χ(Hom(Fr,GLn(C))) =
χ(Hom(Fr, SLn(C)))χ(Hom(Fr,C
∗)) = 0.
Remark 1. All of the above computations can be generalized greatly, in fact any
split reductive algebraic group G is polynomial count. Moreover, using the Bruhat
Decomposition, as shown by Chevalley in [2], the explicit counting-polynomial can
be written. Thus, Hom(Fr, G) is polynomial-count for any such G.
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3.3. Characters. Let g ∈ SLn(Fq) and ρ ∈ Hom(Fr , SLn(Fq)). Then SLn(Fq)
acts by conjugation on Hom(Fr, SLn(Fq)); g · ρ = gρg−1. Through the evalua-
tion mapping identifying Hom(Fr, SLn(Fq)) with SLn(Fq)
×r this action becomes
simultaneous conjugation; g · (g1, ..., gr) = (gg1g−1, ..., ggrg−1).
We can therefore formulate the quotient space
Qr(SLn(Fq)) = Hom(Fr , SLn(Fq))/SLn(Fq),
which is by definition the set of conjugation orbits of homomorphisms. Our first
goal in the coming sections is to determine |Qr(SL2(Fq))|. If the action were free,
we would simply take the computation for |Hom(Fr, SLn(Fq))| and divide it by
the computation of |SLn(Fq)|. However, the action is not free, so we will have
to partition the set of homomorphisms into subsets of equal stabilizer type, whose
quotients we will be able to count. The strategy is then to relateQr(SLn(Fq)) to the
Fq-points of the Z[1/n]-scheme associated to the character variety Xr(SLn(C)) =
Hom(Fr, SLn(C))//SLn(C). See [20] for a detailed description of this scheme. We
will do this only for the case n = 2, although we expect the n = 3 case to likewise
be tractable.
4. Stratification
In this section we divide Hom(Fr, SLn(Fq)) into conjugate invariant subsets. We
choose such a stratification so that two homomorphisms are in the same stratum if
and only if their stabilizers have the same cardinality.
Definition 1. Let G be a finite group acting on a set X . We say that two elements
x, y ∈ X have the same stabilizer type if |StabG(x)| = |StabG(y)|. Then, G is said
to act uniformly on X if there is exactly one stabilizer type for all x ∈ X . In this
case, letting the cardinality of the stabilizer be m, we say that G acts uniformly of
order m on X .
Since Hom(Fr , SLn(Fq)) is finite, there are a finite number of stabilizer types.
Let N be that number (N may depend on q, r, n). Denote si ⊂ Hom(Fr, SLn(Fq))
for 1 ≤ i ≤ N be the distinct and disjoint subsets of fixed stabilizer type. Then
Hom(Fr, SLn(Fq)) =
⊔N
i=1 si. Consequently, Qr(SLn(Fq)) =
⊔N
i=1(si/SLn(Fq)). To
count the total number of orbits in each stratum, we will make extensive use of the
following proposition; itself a generalization of the Lagrange’s Theorem (see [9]).
Proposition 1 (Uniform Action Theorem). Let X be a finite set, and let G be a
finite group acting uniformly of order m on X . Then, |X/G| = m|X |/|G|.
Proof. This follows from Burnside’s Counting Theorem (see [9]), but we prove it
here to be complete. Since X =
⊔|X/G|
i=1 OrbG(xi), the Orbit-Stabilizer Theorem
implies |X | = |X/G||G|/m, as required. 
By definition, SLn(Fq) acts uniformly of some order mi on si, for 1 ≤ i ≤ N .
Thus,
|Qr(SLn(Fq))| =
N∑
i=1
mi|si|
q
n(n−1)
2
∏n
k=2(q
k − 1)
.
We now specialize to n = 2, q odd, and r ≥ 2. The special case of r = 1, the
character variety is C and so its E-polynomial is q. Excluding p = 2 does not change
our results since we need only have a counting function that works on a dense set
of primes.
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4.1. Strata. For the rest of this paper, let G = SL2(Fq) and denote Hom(Fr, G)
by Rr. We also assume that p is odd and r ≥ 2. Let I be the identity matrix.
Denote the algebraic closure of Fq by Fq.
Let Z be the center of G. It is easy to see that Z = {±I}, and so has order 2 if
and only if the characteristic of Fq is odd.
Definition 2.
1. Define sZ to be {ρ ∈ Rr | ρ(w) ∈ Z, for all w ∈ Fr}. We call these homo-
morphisms central, and this set the central stratum.
2. Let D denote the set of diagonal matrices in G. Define sD to be {ρ ∈
Rr | there exists g ∈ G such that gρ(w)g−1 ∈ D, for all w ∈ Fr} − sZ . We
call these homomorphisms diagonalizable, and this set the diagonalizable
stratum.
3. Let D denote the set of diagonal matrices in SL2(Fq). Define sD to be
{ρ ∈ Rr | there exists g ∈ SL2(Fq) such that gρ(w)g−1 ∈ D, for all w ∈
Fr} − sD ∪ sZ . We call these homomorphisms extendably diagonalizable,
and this set the extendably diagonalizable stratum.
4. Let U =
{( ±1 a
0 ±1
)
| a ∈ Fq
}
.Define sU to be {ρ ∈ Rr | there exists g ∈
G such that gρ(w)g−1 ∈ U, for all w ∈ Fr} − sD ∪ sD ∪ sZ . We call these
homomorphisms projectively unipotent, and this set the projectively unipo-
tent stratum.
5. Define sN to be Rr − sU ∪ sD ∪ sD ∪ sZ . We call these homomorphisms
non-Abelian, and this set the non-Abelian stratum.
Call an element of ρ ∈ Rr Abelian if its image is an Abelian group, and call ρ
reducible over H ⊂ SL2(Fq) if there exists g ∈ H so that gρg−1 has its image con-
tained in the set of upper-triangular matrices. When H is not specified, we mean
reducible over SL2(Fq). Representations will be called absolutely irreducible if ρ is
not reducible over SL2(Fq). We will see that sN consists of absolutely irreducible
homomorphims, and also reducible homomorphisms that are not projectively unipo-
tent, not (extendably) diagonalizable, and not central.
Proposition 2. The sets defined in Definition 2 are disjoint conjugate invariant
sets whose union equals Rr. Moreover, (a) sN is exactly the set of non-Abelian
homomorphisms which consists of absolutely irreducible homomorphims and non-
Abelian reducible homomorphims, and (b) G acts on each stratum uniformly.
Proof. By definition all the sets are disjoint from each other, are conjugate invariant,
and Rr(G) = sZ ∪ sD ∪ sD ∪ sU ∪ sN . It is not hard to see that sZ ∪ sD ∪ sD ∪ sU
are Abelian and reducible over SL2(Fq), and sN is by definition their complement.
Thus, sN contains all absolutely irreducible homomorphims (they are non-Abelian
since by Burnside’s Theorem ([11], p.649) they algebraically generate all 2 × 2
matrices but if they were Abelian they would generate an Abelian algebra which
is a strict subset). By Shur’s Lemma (see [10]) the stabilizer of the absolutely
irreducible representation must be the center of G, and so G acts uniformly on that
subset of sN . So to prove (a) we need to show that sN does not contain any Abelian
homomorphisms (therefore Abelian homomorphisms are necessarily reducible over
Fq). This will follow from part (3) of the No-Mixing Theorem below. We will prove
the rest of part (b) in the next section. 
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Definition 3. Let the non-Abelian reducible representations be denoted by sNR
(so sNR ⊂ sN ), and let the absolutely irreducible representations be denoted by
sAI . Thus, sAI = sN − sNR. Lastly, denote the Abelian representations by sAb; so
sAb = sZ ∪ sD ∪ sD ∪ sU .
Remark 2. The above proposition also shows that the number of strata for q odd
and r ≥ 2 does not depend on q or r. In particular, excepting r = 1 or q = 2k, there
are always 5 strata. We conjecture that for Qr(SLn(Fq)) the number of strata N ,
for r ≥ 2 and q such that gcd(q, n) = 1, depends only on n.
In analogy with the usual notion of quadratic residues over Zp, we will call an
element a ∈ F∗q a quadratic residue if there exists a solution in Fq to the equation
x2 = a. Otherwise, a is called a quadratic non-residue. We will also use the
Legendre symbol
(
a
q
)
to be 1 if a is a residue and −1 otherwise.
Lemma 2. Let Fq be a finite field of order q = p
k where p is an odd prime. Then
there exists (q − 1)/2 residues in F∗q . Moreover, for all a, b ∈ F∗q ,
(
a
q
)(
b
q
)
=
(
ab
q
)
.
Proof. It is just the observation that the F∗q is cyclic of even order and so isomorphic
to Z2m, which has exactly half its elements multiples of 2. Thus in F
∗
q there are
(q− 1)/2 squares. The set of these squares is a subgroup S, so F∗q/S ∼= Z2. Thus, a
non-residue times a non-residue must be a residue. From the definition of residue
alone, a residue times a residue is a residue, and a residue times a non-residue is a
non-residue. The result follows. 
Remark 3. Any element a ∈ Fq which is a quadratic non-residue produces a
quadratic extension Fq(
√
a) = Fq[x]/(x
2−a), and by the proof of the above lemma
Fq(
√
a) = Fq(
√
b) for any quadratic non-residues a, b (since
√
a
√
b−1 ∈ Fq). Thus,
there is a unique quadratic extension of Fq; which we denote by Fq2 .
We will denote column vectors (x, y)†, where the symbol † means transpose.
Lemma 3. Let M ∈ SL2(Fq), let v = (v1, v2)† be an eigenvector of M with e
its eigenvalue. Suppose e ∈ Fqm − Fq for some non-trivial field extension Fqm/Fq.
Then v /∈ F×2q . Moreover, e is in the unique quadratic extension Fq2 .
Proof. Suppose that v ∈ F×2q . Then Mv = ev ∈ F×2q . Without loss of generality
let v1 6= 0. Since ev1 := ℓ ∈ F∗q , then e = v−11 ℓ ∈ Fq, which contradicts that
e ∈ Fqm − Fq.
Since e is a zero of the characteristic polynomial x2−tx+1 where t = tr(M) ∈ Fq,
e = 2−1(t±√t2 − 4) ∈ Fq(
√
t2 − 4). Since e /∈ Fq, t2− 4 is a quadratic non-residue
and Remark 3 implies that e is in the unique extension Fq2 .

Remark 4. With respect to Lemma 3, since the scalar of an eigenvector is again an
eigenvector, we cannot make any further conclusions about where the coordinates
of v lie. However, v1 and v2 are both non-zero since at least one must be, and if the
other was zero, then by scaling the non-zero coordinate to 1, we contradict e /∈ Fq.
Then, scaling v by 1/v1 we obtain the eigenvector (1, w)
† where w = v2/v1 /∈ Fq.
However then, denoting the coordinates of M by mij , we have m11 +m12w = e,
which implies that m12 6= 0 and so w = (e−m11)/m12 ∈ Fq2 . Thus, if either v1 or
v2 is in Fq2 , then the other is in Fq2 too.
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Lemma 4. Let ρ = (A1, ..., Ar) ∈ Hom(Fr, G) and suppose that for each i the
eigenvalues of Ai are in Fq, and for at least one Ai its eigenvalues are not repeated.
If ρ is upper-triangularizable over Fq, then ρ is upper-triangularizable over Fq. If ρ
is diagonalizable over Fq, then ρ is diagonalizable over Fq.
Proof. By assumption, there exists g ∈ SL2(Fq) so that g−1ρg is upper-triangular.
Since at least one such matrix, say g−1Aig =
(
x y
0 x−1
)
with x ∈ F∗q and y ∈ Fq,
has non-repeated eigenvalues, we can conjugate g−1ρg further by
(
1 yx−x−1
0 1
)
to make Ai diagonal yet keep g
−1ρg upper-triangular. We assume we have done
so without changing notation; in particular, g−1Aig =
(
x 0
0 x−1
)
. Now denote
Ai =
(
a b
c d
)
, the component matrix before conjugation. Assuming g has the
form
(
v1 u1
v2 u2
)
, then v = (v1, v2)
† is an eigenvector of Ai with eigenvalue x, and
u = (u1, u2)
† is an eigenvector of Ai with eigenvalue x−1; clearly {u, v} are linearly
independent. Since A1, ..., Ar are simultaneously upper-triangularizable, they share
a common eigenvector, so some multiple of v or u is a simultaneous eigenvector for
A1, ..., Ar. But every multiple of an eigenvector is again an eigenvector, so v or u
is a common eigenvector. If ρ were diagonalizable, then both v and u would be
simultaneous eigenvectors.
Now suppose b and c are both 0, that is Ai is diagonal with distinct eigenvalues,
then since the only eigenvectors of Ai are multiples of e1 = (1, 0)
† and e2 = (0, 1)†,
e1 or e2 is a common eigenvector. In the first case ρ is upper-triangular to be-
gin with, and in the second case it is lower-triangular to begin with. Since con-
jugating ρ by f :=
(
0 1
−1 0
)
turns a lower-triangular representation into an
upper-triangular one, we conclude that in the case b = 0 = c, that ρ is upper-
triangularizable over the base field Fq. Moreover, the same argument shows that if
ρ was diagonalizable, the matrices A1, ..., Ar would share two common eigenvectors,
and so they would be have to be e1 and e2. In that case we conclude that ρ was
diagonal to begin with.
If b = 0 but c 6= 0, then by conjugating ρ by f and replacing g by fg the i-th
component Ai becomes strictly upper-triangular and the i-th component of g
−1ρg
remains diagonal. So we can assume that b 6= 0.
Then, we conclude that there exist λ, µ ∈ Fq such that (v1, v2)† = λ(b, x − a)†
and (u1, u2)
† = µ(b, x−1 − a)†, and so g =
(
λb µb
λ(x− a) µ(x−1 − a)
)
. However,
as noted before, all multiples λ, µ provide simultaneous eigenvectors. So in fact,
we know that one of v := (b, x − a)† or u := (b, x−1 − a)† is a simultaneous
eigenvector (both are if ρ was diagonalizable). To verify that these vectors are
in fact eigenvectors for Ai, we check g
−1Aig in the case λ = 1 = µ to obtain
(
−b(x(a+ d)− ad+ bc− 1) bx2(ad−bc)−bx(a+d)+bx2
b((a− x)(x − d) + bc) b(a(−d)x+a+x(bc−1)+d)x
)
.
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The lower left entry and the upper right entry each simplify (using the identities
ad− bc = 1 and a+ d = x + x−1) to multiples of the characteristic polynomial in
terms of x. Hence they are each 0 since x is an eigenvalue.
We claim that C :=
(
b b
x− a x−1 − a
)
, after possibly conjugating by f , will
upper-triangulize ρ, and in fact will diagonalize ρ if ρ was diagonalizable. Since
this matrix is over the base field, we are done.
First note that C is invertible since det(C) = 0 if and only if b(x−1−a−x+a) = 0,
which only occurs if b = 0 or x = ±1. Neither is true given our assumptions at
this point in the argument. Moreover, we can scale the columns of C over the base
field (as described above), and preserve their being simultaneous eigenvectors over
Fq and yet arrange for the det(C) = λµb(x
−1 − x) = 1; for instance λ = 1 and
µ = (b(x−1 − x))−1.
Indeed, suppose that v is the simultaneous eigenvector with eigenvalue xj for
the matrix factor Aj , then for each Aj , we have
Aj [v|u] = [Ajv|Aju] = [xjv|Aju] = [v|u]
(
xj ∗
0 ∗
)
,
with second column (∗, ∗)† = C−1Ajw. Thus, C−1ρC is upper-triangular where C
is over the base field.
If u is the simultaneous eigenvector, then likewise we have
Aj [v|u] = [Ajv|Aju] = [Ajv|xju] = [v|u]
( ∗ 0
∗ xj
)
,
with first column (∗, ∗)† = C−1Ajv. Thus C−1ρC is lower-triangular over the base
field. Conjugating by f makes it upper-triangular over Fq.
And if both v and u are simultaneous eigenvectors, then for each Aj we have
Aj [v|u] = [Ajv|Aju] = [xjv|x−1j u] = [v|u]
(
xj 0
0 yj
)
,
and thus C−1ρC is diagonal where again C is over Fq. 
Denote the free group on r letters as Fr = 〈γ1, ..., γr〉. The next proposition
loosely says that if ρ ∈ Hom(Fr, SL2(Fq)) is reducible, then ρ(γi) for each i either
has all its non-trivial eigenvalues in the quadratic extension of Fq but not in Fq
itself, or all of the eigenvalues are in Fq–hence the name, “no-mixing”.
Proposition 3 (No-Mixing Theorem). Let q = pk for p an odd prime. Let ρ ∈
Hom(Fr, SL2(Fq)) be reducible over Fq. Then:
(1) For any fixed 1 ≤ i, j ≤ r it is impossible for ρ(γi) 6= ±I with eigenvalues
in Fq and ρ(γj) with an eigenvalue in Fq − Fq.
(2) If there exists 1 ≤ i ≤ r so ρ(γi) has an eigenvalue in Fq −Fq, then ρ ∈ sD.
Conversely, if ρ ∈ Hom(Fr, SL2(Fq)) is diagonalizable, and for all 1 ≤ i ≤ r
either ρ(γi) has an eigenvalue of ±1, or ρ(γi) has an eigenvalue not in Fq
that satisfies x2 − tix+ 1 = 0 for ti ∈ Fq, then there exists g ∈ SL2(Fq) so
that gρ(Fr)g
−1 ⊂ SL2(Fq).
(3) If for all 1 ≤ i ≤ r, ρ(γi) has eigenvalues in Fq, then ρ 6∈ sD, and ρ is
either in sZ ∪ sU ∪ sD or ρ is non-Abelian (consequently sN contains only
non-Abelian homomorphisms).
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Proof. Since ρ is reducible, there is h ∈ SL2(Fq) so hρ(γi)h−1 := Ai are simul-
taneously upper-triangular. Let Ai =
(
ai xi
0 a−1i
)
. To simplify notation we
now assume that ρ is already in upper-triangular form. Note that the character-
istic polynomial says that (a±1i )
2 − ti(a±1i ) + 1 = 0 where ti ∈ Fq is the trace of
ρ(γi). Thus, since p > 2, we can write a
±1
i = 2
−1
(
ti ±
√
t2i − 4
)
∈ Fq(
√
t2i − 4).
Note Fq(
√
t2i − 4) is a quadratic field extension if and only if t2i − 4 is a quadratic
non-residue which occurs if and only if x2 − tix + 1 is an irreducible polynomial
over Fq. In this case, we work in the quadratic field extension Fq(
√
t2i − 4). Let
ei :=
√
t2i − 4 for simplicity. In analogy with the complex numbers, let ℑ(s+tei) = t
and ℜ(s+ tei) = s, where s, t ∈ Fq. Note that ℑ and ℜ are Fq-linear.
We first prove item (1). Take Ai := A =
(
a x
0 a−1
)
with a ∈ Fq − {0,±1}
and Aj := B =
(
b y
0 b−1
)
with b ∈ Fq − Fq. Since a 6= b, we can assume i 6= j.
Since b 6= ±1, 0, conjugating ρ by
(
1 yb−b−1
0 1
)
we can assume that y = 0.
Note that this does not change the upper-triangular form of ρ. We now assume we
have done this so B is diagonal. If x 6= 0 then there exists ζ ∈ F∗q such that xζ2 = 1.
Further conjugating ρ by
(
ζ 0
0 ζ−1
)
we can assume that x = 0 or x = 1. Again,
we note that this does not change the upper-triangular form of ρ, and again, we
assume now we have done this.
According to our hypothesis, there exists g ∈ SL2(Fq) so that gρ(Fr)g−1 ⊂
SL2(Fq), and in particular M := gAg
−1 and N := gBg−1 are both in SL2(Fq).
Let v and w be the columns of g with coordinates denoted by v = (v1, v2)
† and
w = (w1, w2)
†. Since N = gBg−1 and B is diagonal, the columns of g are eigenvec-
tors forN (with eigenvalues b and b−1). From Lemma 3 and its proof, we can deduce
that both v and w are necessarily in F
×2
q −F×2q . Moreover, by considering the upper
left entry of N = g
(
b 0
0 b−1
)
g−1 =
(
bv1w2 − b−1w1v2 (b−1 − b)v1w1
(b − b−1)v2w2 b−1v1w2 − bw1v2
)
,
if any one of v1, v2, w1, w2 is zero, given that v1w2−w1v2 = det(g) = 1, we conclude
that N is not in SL2(Fq). Thus all coordinates of v, w are in fact non-zero. Since
N has two distinct eigenspaces we can still say more. There must exist λ, µ ∈ F∗q
such that g =
(
λn12 µn12
λ(b − n11) µ(b−1 − n11)
)
where N = (nij). This follows by
simply observing that the columns are in fact eigenvectors for N . For instance,
N(n12, b − n11)† = (bn12, n22b − 1)† = (bn12, b2 − bn11)† = b(n12, b − n11)†, since
b2 − (n11 + n22)b + 1 = 0. Also note that n12 6= 0, since otherwise N has an
eigenvalue, namely n22, in Fq, which it does not.
We now show that M = gAg−1 cannot be in SL2(Fq); which is a contradiction.
We compute M = g
(
a x
0 a−1
)
g−1 which equals

 λ(a2µ( 1b−n11)−(axλ+µ)(b−n11))n12a λn212(−µa2+xλa+µ)a
−λ(b−n11)(−µa
2+b2xλa+µ+b(µa2−xλa−µ)n11)
ab
λ(axλb2−a2µb2+(µa2−xλa−µ)n11b+µ)n12
ab

 ,
E-POLYNOMIAL OF CHARACTER VARIETIES 11
where x = 0, 1. Using the equation det(g) = λµn12(b
−1 − b) = 1, the upper right
entry of M = (mij) simplifies to m12 = n12(a
−1−a)(b−1−b)−1+n212xλ2. However,
(b−1 − b)−1 = −√t2 − 4/(t2 − 4) is not in Fq since by assumption 2b = t+
√
t2 − 4
is not in Fq where t = n11 + n22 ∈ Fq. Thus, since n12(a−1 − a) ∈ F∗q , we conclude
that the upper right entry of M is not in Fq if x = 0, or if x = 1 and either
λ2 ∈ Fq or λ2 ∈ Fq − Fq(
√
t2 − 4). Consequently, M is not in SL2(Fq) in these
cases; the desired contradiction. If x = 1 and λ2 ∈ Fq(
√
t2 − 4) − Fq, then 0 =
ℑ(m12) = −n12(a−1 − a)/(t2 − 4) + n212ℑ(λ2) if and only if ℑ(λ2) = a
−1−a
n12(t2−4) . So
for M to be in SL2(Fq) the latter condition must hold. Using this, we simplify
m21, and solve for ℑ(m21) = 0. In this way, after a fairly lengthy calculation, we
obtain that ℜ(λ2) = a−1−an12(2n11−t) . Note that since a 6= ±1, it must be the case that
2n11−t = n11−n22 6= 0. Thereafter, we substitute these necessary values for ℜ(λ2)
and ℑ(λ2) into m22. Simplifying, again after a lengthy calculation, we obtain that
ℑ(m22) = a−1−a2(2n11−t) . But this latter expression is never 0 since a 6= ±1. This last
contradiction finishes the proof of (1).
We now prove item (2). Again we assume the ρ = (A1, ..., Ar) is upper-triangular.
By (1), for each i either Ai is a multiple of the identity matrix, or the eigenvalues
of Ai are in Fq[x]/(x
2 − tx + 1) − Fq where tr(Ai) = t. Suppose that ρ is not
diagonalizable over Fq, yet has eigenvalues outside of Fq. Therefore, similar to the
proof of (1), we can assume there exists distinct indices i, j so Ai =
(
a 1
0 a−1
)
and Aj =
(
b 0
0 b−1
)
where a, b ∈ Fq − Fq.
By hypothesis, ρ may be conjugated to a representation in SL2(Fq), and so there
exists a g ∈ SL2(Fq) so that gρg−1 ∈ SL2(Fq). As in the proof of (1), we know there
exists µ, λ ∈ Fq such that g =
(
λn12 µn12
λ(b − n11) µ(b−1 − n11)
)
where N = (nij) =
gAjg
−1, and det(g) = λµn12
(
b−1 − b) = 1. We show that M = gAig−1 cannot be
in SL2(Fq); which is a contradiction. Similarly to the calculation in the proof of
(1), M = (mij) equals
 λn12(a2µ( 1b−n11)−(b−n11)(aλ+µ))a λn212(−µa2+aλ+µ)a
−λ(b−n11)(bn11(a
2µ−aλ−µ)−µa2+ab2λ+µ)
ab
λn12(−a2b2µ+bn11(a2µ−aλ−µ)+ab2λ+µ)
ab

 .
By assumption a = s/2 + f/2 where f =
√
s2 − 4 and s2 − 4 is a quadratic
non-residue, and s = tr(Ai). Likewise, b = t/2 + e/2 where e =
√
t2 − 4 and t2 − 4
is a quadratic non-residue, and t = tr(Aj). Simplifying m12 with these values we
determine that m12 =
efn12
t2−4 + λ
2n212. Since e
2 and f2 are quadratic non-residues,
the fact that the Legendre symbol is multiplicative (by Lemma 2) implies that (ef)2
is a quadratic residue and therefore, ef is in Fq. We thus conclude that λ
2 must
also be in F∗q . With that acknowledged, we now likewise simplify m11 obtaining
ef (2n11 − t)
2 (t2 − 4) −
1
2
eλ2n12 +
λ2n12
(
2n11t
2 − 8n11 − t3 + 4t
)
2 (t2 − 4) +
s
2
.
Again, since ef ∈ Fq and λ2, n12 6= 0 but are in Fq, we deduce that m11 6∈ Fq,
the desired contradiction. Therefore, we have shown that if ρ is reducible and any
component matrix has an eigenvalue not in Fq, then ρ ∈ sD.
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We now prove the converse. Since ρ is diagonalizable, we assume that ρ =
(D1, ..., Dr) where each Di =
(
di 0
0 d−1i
)
and di = ±1, or d2i − tidi + 1 = 0,
ti ∈ Fq and di ∈ Fq − Fq. If di = ±1 for all i, then the result holds trivially. So we
assume there exists i0 so di0 /∈ Fq.
When di 6= ±1, then d±1i =
ti±
√
t2
i
−4
2 = ti/2 ± ei/2 where e2i = t2i − 4 is a
quadratic non-residue. Thus, tr(Di) = di + d
−1
i = ti ∈ Fq. Moreover, it is easy to
show that di = d
±1
j if and only if ti = tj .
There exists an gi0 ∈ SL2(Fq) so that Bi0 = gi0Di0g−1i0 ∈ SL2(Fq). For instance,
letting gi0 =
(
1 1
di0 d
−1
i0
)
, we see that Bi0 := gi0Di0g
−1
i0
=
(
0 1
−1 ti0
)
. We
claim that gi0Dig
−1
i0
∈ SL2(Fq) for all 1 ≤ i ≤ r. Supposing that is the case and
letting g := det(gi0)
−1/2gi0 ∈ SL2(Fq), we have gρg−1 = (gi0D1g−1i0 , ..., gi0Drg−1i0 ) ∈
SL2(Fq)
×r, as desired.
Indeed, if di = ±1, then gi0Dig−1i0 = Di ∈ SL2(Fq). If di = d±1i0 , then either
gi0Dig
−1
i0
= Bi0 ∈ SL2(Fq), or gi0Dig−1i0 = gi0D−1i0 g−1i0 = B−1i0 ∈ SL2(Fq).
Otherwise, for each i let gi =
(
1 1
di d
−1
i
)
so thatBi := giDig
−1
i =
(
0 1
−1 ti
)
∈
SL2(Fq). Thus, Di = g
−1
i Bigi and so gi0Dig
−1
i0
= (gi0g
−1
i )Bi(gi0g
−1
i )
−1. It suf-
fices only to prove gi0g
−1
i ∈ SL2(Fq). Indeed, simplifying we obtain gi0g−1i =(
1 0
ti0
2 −
ei0 ti
2ei
ei0
ei
)
. However, since e2i is a quadratic non-residue, we conclude
that 1/e2i is also a quadratic non-residue. Again, since the Legendre symbol is
multiplicative (Lemma 2) and e2i0 is also a quadratic non-residue, we conclude that
(
ei0
ei
)2 is quadratic residue which implies that
ei0
ei
∈ Fq. Thus, gi0g−1i ∈ SL2(Fq) as
needed.
Now we prove (3). By Lemma 4, if ρ = (A1, ..., Ar) ∈ sD then some Ai has an
eigenvalue in Fq − Fq. Thus, by assumption, ρ 6∈ sD.
We now prove that if all eigenvalues are ±1, then ρ is in sZ ∪ sU . Assume
that ρ = (A1, ..., Ar) is not central. By definition, there exists g ∈ SL2(Fq) so
that g−1ρg is upper-triangular. We will show that g can be chosen from SL2(Fq).
Denote Ai =
(
ai bi
ci di
)
∈ SL2(Fq). Then we can assume that (bi, ǫi − ai)† is an
eigenvector for any non-central Ai, where ǫi = ±1, is its eigenvalue. Note that if
bi = 0, then either Ai is central or its only eigenspace is spanned by (0, 1)
†. Since
all the Ai’s have a common eigenvector, ρ much be lower-triangular to begin with;
we can thus act with the matrix
(
0 −1
1 0
)
to make ρ upper-triangular over Fq
(likewise if one non-central component has ci = 0 then ρ is upper-triangular to begin
with). We now assume that either each Ai is ±I or bi 6= 0 (with at least one such
upper-right component, say bi0 , non-zero). We claim that g =
(
bi0 x
ǫi0 − ai0 y
)
for
any x, y ∈ Fq such that det(g) = 1, like y = b−1i0 (1+x(ǫi0−ai+0)), will make g−1Aig
upper-triangular for all 1 ≤ i ≤ r. Obviously this holds for any central Ai, so we
need only show that this holds for non-central components. Since A1, ..., Ar share
exactly one common eigenspace, and since (bi0 ,±1−ai0)† is an eigenvector for Ai0 ,
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there is λi 6= 0 so for any non-central Ai we have λi(bi, ǫi − ai)† = (bi0 , ǫi0 − ai0)†.
Thus computing the lower-left component in g−1Aig, with this substitution made
for the first column of g, we obtain −biλ2i
(
ǫ2i − (ai + di) ǫi + 1
)
which is 0 since ǫi
is an eigenvalue. Thus we have shown that we can upper-triangulize any reducible
ρ whose components all have eigenvalues ±1 over the base field Fq (Lemma 4 shows
that this fact generalizes to sNR).
Now we can assume, since ρ is reducible, that each Ai is already upper-triangular
and at least one such factor does not have eigenvalues ±1. Indeed, let Ai1 =(
a x
0 a−1
)
with a 6= ±1. Since a 6= ±1, conjugating by
(
1 xa−a−1
0 1
)
we can
assume that x = 0. At this point, ρ ∈ sD or it is not. If it is not, then there is
Ai2 =
(
b y
0 b−1
)
with y 6= 0. Notice that Ai1Ai2 − Ai2Ai1 is the zero matrix
if and only if ay = y/a, which itself occurs only if y = 0 or a = ±1. Neither
holds by construction. Therefore, Ai1 and Ai2 do not commute and thus ρ(Fr) is
non-Abelian.

5. Uniform Action on Strata
The point of this section is to prove that SL2(Fq) acts uniformly on each stratum
defined in Definition 2. This will finish the proof of Proposition 2.
The following elementary proposition will be used repeatedly.
Proposition 4. Let G and Γ be groups, and let G act on Hom(Γ, G) by con-
jugation. Then for any ρ ∈ Hom(Γ, G) and g ∈ G, the map φg : StabG(ρ) →
StabG(gρg
−1) defined by h 7→ ghg−1 is a bijection.
Remark 5. Obviously, since p > 2, |sZ | = 2r, and SL2(Fq) acts trivially and thus
uniformly on sZ (and when p = 2, |sZ | = 1).
Lemma 5. For all ρ ∈ sD, |StabG(ρ)| = q − 1. In other words, G acts on sD
uniformly of order q − 1.
Proof. Let ρ ∈ sD. Then there exists g ∈ G so that gρg−1 ∈ D×r. By Proposition 4,
we count |StabG(gρg−1)|. Suppose that gρg−1 =
((
a1 0
0 a−11
)
, . . . ,
(
ar 0
0 a−1r
))
.
Since diagonal matrices commute, D ⊂ StabG(gρg−1). Next, since ρ /∈ sZ , there ex-
ists i so ai 6= ±1. Suppose thatB =
(
a b
c d
)
∈ StabG(gρg−1), then
(
ai 0
0 a−1i
)
=
B
(
ai 0
0 a−1i
)
B−1; implying B is diagonal. Thus, StabG(gρg−1) ⊂ D, and so
|StabG(ρ)| = |StabG(gρg−1)| = |D| = q − 1. 
Lemma 6. If ρ ∈ sU , then |StabG(ρ)| = 2q; that is, G acts uniformly of order 2q
on sU .
Proof. Let ρ = (A1, ..., Ar) ∈ sU . Then by definition, there exists g ∈ G so for all
1 ≤ i ≤ r, gAig−1 =
( ±1 ai
0 ±1
)
for ai ∈ Fq, and there exists at least one j so
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aj 6= 0. Let B =
( ±1 k
0 ±1
)
∈ U . Then for all i,
B(gAig
−1)B−1 =
( ±1 k
0 ±1
)( ±1 ai
0 ±1
)( ±1 −k
0 ±1
)
=
( ±1 ai
0 ±1
)
.
Thus, U ⊂ StabG(gρg−1). Conversely, let B =
(
a b
c d
)
∈ StabG(gρg−1). Then,
B(gAjg
−1)B−1 = gAjg−1, and so( ±1− ajac aja2
−ajc2 ±1 + ajac
)
=
( ±1 aj
0 ±1
)
.
Thus, since aj 6= 0, we obtain that c = 0 and a = ±1. This forces d = ±1 = a
since det(B) = 1. Thus, B ∈ U and so StabG(gρg−1) ⊂ U . We have shown
StabG(gρg
−1) = U . Since |U | = 2q, Proposition 4 implies the result. 
Lemma 7. If ρ ∈ sD, then |StabG(ρ)| = q + 1; that is, G acts uniformly of order
q + 1 on sD.
Proof. We first prove that there are exactly (q − 1)/2 values of t in Fq so that
x2 − tx + 1 is irreducible in Fq[x]. Any solution to x2 − tx + 1 = 0 in Fq, by the
quadratic formula, has the form x = t±
√
t2−4
2 . So x
2 − tx + 1 is irreducible if and
only if t2−4 is a quadratic non-residue; that is, y2 = t2−4 does not have a solution
in Fq. This equation is equivalent to t
2 − y2 = 4 and thus ( t2)2 − (y2 )2 = 1 since p
is odd.
But the variety z2 − w2 = 1 is isomorphic to the variety uv = 1 via u = z + w
and v = z − w. However, uv = 1 is isomorphic to GL1(Fq) and thus has q − 1
solutions.
So there exists q − 1 pairs (t/2, y/2) of solutions. This implies that for all
t/2 6= ±1 there exists two values of y (namely ±y), and if t/2 = ±1 then y = 0.
Consequently, there are (q−1)−22 + 2 =
q−3+4
2 =
q+1
2 choices for t/2. This implies
that there are (q+ 1)/2 choices for t that yield a reducible polynomial x2 − tx+ 1,
and q − (q + 1)/2 = (q − 1)/2 choices that do not.
Let ρ ∈ sD. By definition, there exists g ∈ SL2(Fq) such that gρg−1 ∈ D
×r
and by the No-Mixing Theorem (Proposition 3) we know that gρg−1 /∈ D×r. Let
gρg−1 = (A1, ..., Ar). Thus each Ai is diagonal with eigenvalues either ±1 or in
Fq[x]/(x
2 − tx+1) where x2− tx+1 is irreducible; but gρg−1 is not central. From
the proof of Lemma 5 the only elements that stabilize such a representation are
D. However, we must determine the number of elements in SL2(Fq) that stabilize
ρ. Observe that B ∈ SL2(Fq) stabilizes ρ if and only if gBg−1 stabilizes gρg−1.
Thus we must count the number of elements in D that are conjugate to elements
in SL2(Fq) via g. Since there are (q − 1)/2 irreducible polynomials and each gives
exactly two distinct eigenvalues, there are 2(q−1)/2 = q−1 such diagonal matrices
whose eigenvalues are not in Fq yet are conjugate to an element in SL2(Fq). Note
that by the No-Mixing Theorem (item (2)) that g does conjugate each of these
diagonal matrices to SL2(Fq), and furthermore (by item (1)) if gBg
−1 is not ±I
but in D, then B cannot be in SL2(Fq). Thus, we need only add in ±I fromD to the
q− 1 diagonal elements that come from D−D, and so there are (q− 1)+ 2 = q+1
elements in StabG(ρ). 
Lemma 8. If ρ ∈ sNR, then |StabG(ρ)| = 2.
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Proof. Suppose that ρ ∈ sNR, that is, reducible and non-Abelian. By Proposition
4, we can assume that ρ = (A1, ..., Ar) has already been put into upper-triangular
form. By the No-Mixing Theorem the eigenvalues of any Ai are in Fq. If all such
eigenvalues are ±1, then ρ is Abelian and hence not in sNR. Thus there is some
Ai1 =
(
a x
0 a−1
)
with a 6= ±1. Since a 6= ±1, conjugating by
(
1 xa−a−1
0 1
)
we can assume that x = 0. At this point, since ρ 6∈ sD there is Ai2 =
(
b y
0 b−1
)
with y 6= 0. We have already seen that the elements that stabilize Ai1 are diagonal.
So {±I} ⊂ StabG(ρ) ⊂ D. Now take C =
(
c 0
0 c−1
)
∈ StabG(ρ). Therefore,
Ai2 = CAi2C
−1. This implies that(
b y
0 b−1
)
=
(
c 0
0 c−1
)(
b y
0 b−1
)(
c−1 0
0 c
)
=
(
b c2y
0 b−1
)
,
which implies that c2y = y, or c = ±1 since y 6= 0. Thus, C ∈ Z and so StabG(ρ) =
Z, as required. 
Remark 6. Lemma 8 finishes the argument in Proposition 2 which shows that
SL2(Fq) acts uniformly of order 2 on sN , which together with Remark 5 and Lem-
mata 5, 6, 7 finish the proof of part (b) of Proposition 2 which says that SL2(Fq)
acts uniformly on each of the subsets defined in Definition 2.
6. Counting Strata and Orbits
Recall our convention that G denotes SL2(Fq) with q = p
k, p an odd prime. In
this section we will count the number of points as a polynomial in q (for every r)
in each stratum defined in Definition 2, and thereby likewise determine the number
of orbits in Qr(G) (proving Theorem A), by Propositions 1 and 2.
By Remark 5 and the fact that G acts trivially on sZ , |sZ | = |sZ/G| = 2r. We
next address the diagonalizable stratum.
Let W =
{(
1 0
0 1
)
,
( −1 0
0 −1
)
,
(
0 −1
1 0
)
,
(
0 1
−1 0
)}
be the Weyl
group in SL2(Fq), and note that it acts on D
×r by simultaneously permuting the
diagonal entries.
Proposition 5. |sD/G| = (q−1)
r−2r
2 and |sD| = (q−1)
r−2r
2 q(q + 1)
Proof. Consider the following commutative diagram, where ϕ = π ◦ ι by definition:
(D×r − sZ)/W 
 ι
//
ϕ
))❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
sD/W
pi


sD/G
We first prove that ϕ is bijective. Suppose ϕ([ρ1]W ) = [ρ1]G = [ρ2]G = ϕ([ρ2]W ),
so there exists x ∈ G such that ρ1 = xρ2x−1. Since ρ1 = (A1, ..., Ar), ρ2 =
(B1, ..., Br) ∈ D×r − sZ , there is an index 1 ≤ j ≤ r so that Aj /∈ Z. Then it
is easy to see that x preserves or swaps the two eigenvectors of Aj and Bj , and
so x = dw where d ∈ D and w ∈ W . Then, ρ1 = (dw)ρ2(dw)−1 which implies
ρ1 = d
−1ρ1d = wρ2w−1 since d ∈ D and ρ1 ∈ D×r − sZ . Thus, [ρ1]W = [ρ2]W ,
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and ϕ is injective. To show that ϕ is surjective, let [ρ]G ∈ sD/G. Then, there exists
a g ∈ G so that gρg−1 ∈ D×r − sZ . If we consider
[
gρg−1
]
W
∈ (D×r − sZ)/W ,
we have ϕ
([
gρg−1
]
W
)
= π
(
ι
([
gρg−1
]
W
))
= π
([
gρg−1
]
W
)
=
[
gρg−1
]
G
= [ρ]G,
showing ϕ is surjective. Therefore, |sD/G| = |(D×r − sZ)/W |.
Next, we show that W acts uniformly of order 2 on D×r − sZ . Since ±I fixes all
representations, the cardinality of theW -stabilizer of any representation inD×r−sZ
must be greater than or equal to 2. On the other hand, for any ρ = (A1, ..., Ar) ∈
D×r − sZ , there exists any index i so Ai =
(
ai 0
0 a−1i
)
/∈ Z, which implies that
ai 6= a−1i . The two non-central elements inW do not stabilize this matrix since they
permute the non-equal diagonal entries. Thus, the cardinality of the W -stabilizer
of any element in D×r− sZ must be less than or equal to 2. Therefore, we conclude
that W acts uniform of order 2.
Any tuple ρ ∈ D×r − sZ is of the form ρ =
((
a1 0
0 a−11
)
, ...,
(
ar 0
0 a−1r
))
,
and so we have q − 1 choices for each ai for 1 ≤ i ≤ r. This results in a total of
(q − 1)r choices for such tuples, but we must remove sZ , which has cardinality 2r
by Remark 5. Then, by Proposition 1, |(D×r − sZ)/W | = 2 (q−1)
r−2r
|W | =
(q−1)r−2r
2 ,
and since φ is bijective |sD/G| = (q−1)
r−2r
2 as well.
Lastly, Proposition 1 and Lemma 5 give
|sD| = |G|
q − 1 |sD/G| =
q(q − 1)(q + 1)
q − 1
(
(q − 1)r − 2r
2
)
= q(q+1)
(
(q − 1)r − 2r
2
)
.

Proposition 6. |sD/G| = (q+1)
r−2r
2 and |sD| = (q+1)
r−2r
2 q(q − 1)
Proof. Lemma 7 shows that G acts uniformly of order q+1 on sD, thus by Propo-
sition 1: |sD| = |G|q+1 |sD/G| = q(q−1)(q+1)q+1 |sD/G| = q(q − 1)|sD/G|. So it suffices to
prove that |sD/G| = (q+1)
r−2r
2 .
Let E be the set of diagonal matrices that are either central, or whose eigenvalues
λ are zeros of an irreducible polynomial x2 − tx + 1 ∈ Fq[x]. From Lemma 7, we
know there are exactly (q − 1)/2 values of t in Fq so that x2 − tx+ 1 is irreducible
in Fq[x]. Thus, |E| = 2(q − 1)/2 + |Z| = (q − 1) + 2 = q + 1 since for each such
irreducible polynomial we get exactly two distinct diagonal matrices
(
λ 0
0 λ−1
)
and
(
λ−1 0
0 λ
)
.
For the same reason as in the proof of Proposition 5, W acts uniformly of order
2 on E×r − sZ , thus by Proposition 1, |(E×r − sZ)/W | = 2 (q+1)
r−2r
4 =
(q+1)r−2r
2 .
So it suffices to prove that sD is in one-to-one correspondence with (E×r − sZ)/W .
For any representation ρ ∈ sD, by definition, there exists g ∈ SL2(Fq) such that
gρg−1 is diagonal. By the No-Mixing Theorem (Proposition 3), gρg−1 ∈ E×r − sZ .
We claim that this association defines a bijection ϕ : sD/G→ (E×r − sZ)/W .
We first show ϕ is well-defined. Let gρg−1 =
((
e1 0
0 e−11
)
, ...,
(
er 0
0 e−1r
))
and hρh−1 =
((
f1 0
0 f−11
)
, ...,
(
fr 0
0 f−1r
))
where h, g ∈ SL2(Fq). Then
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gh−1 conjugates hρh−1 into gρg−1. As shown in the proof of Proposition 5, using
Equations (1)-(4), gh−1 = dw for diagonal d and w ∈ W . Thus, since d acts
trivially on diagonal matrices, we conclude that gρg−1 and hρh−1 are conjugate
via an element of W . This shows ϕ is well-defined.
Similarly, to show that ϕ is injective, suppose that hρ1h
−1 = gρ2g−1 in E×r−sD
(up to the action of W ). Again, gh−1 conjugates non-central diagonal hρ1h−1 into
non-central diagonal gρ2g
−1, and thus, gh−1 = dw where d is diagonal and w ∈W .
We then have dwhρ2h
−1w−1d−1 = hρ1h−1. Since diagonal matrices act trivially
on diagonal representations, we conclude whρ2h
−1w−1 = hρ1h−1. Similar to the
proof of Lemma 4, since ρ1 cannot be upper or lower triangular to begin with
(no simultaneous eigenvalues over Fq), we know that h
−1 = h−10 δ where h
−1
0 has
the form
(
b b
λ− a λ−1 − a
)
where a, b ∈ Fq and λ is a zero of an irreducible
polynomial x2 − tx + 1 ∈ Fq[x], and δ is diagonal in SL2(Fq). Therefore we have
wδ−1h0ρ2h−10 δw
−1 = δ−1h0ρ1h−10 δ. Note that that h0 has columns that form a
pair of linearly independent simultaneous eigenvectors for each component of ρ1,
and thus h0ρ1h
−1
0 is diagonal, and so δ acts trivially on it. Since w preserves the
diagonal form of ρ1, we conclude that wδ
−1h0ρ2h−10 δw
−1 = wh0ρ2h−10 w
−1. Thus
we have h−10 wh0ρ2h
−1
0 w
−1h0 = ρ1. We claim that h−10 wh0 is in SL2(Fq); that is,
defined over the base field. If w is central this is obvious. Otherwise,
h−10 wh0 =
(
b
(
2a− λ− 1λ
)
2b2
−2a2 + 2a(λ
2+1)
λ − λ
4+1
λ2 b
(−2a+ λ+ 1λ)
)
=
(
b (2a− t) 2b2
−2a2 + 2at− (t2 − 2) b (−2a+ t)
)
.
Since the trace t := λ+λ−1 is in Fq, it is apparent that the claim holds. Therefore,
[ρ1]G = [ρ2]G and ϕ is one-to-one.
Lastly, the converse of part (2) of the No-Mixing Theorem (Proposition 3), di-
rectly says that ϕ is surjective.

Proposition 7. |sU/G| = (2q)
r−2r
q−1
2
and |sU | = (q + 1) ((2q)r − 2r)
Proof. Let T =
{(
x y
0 x−1
)
∈ G | x ∈ F∗q, y ∈ Fq
}
, which has order q(q − 1).
Since upper-triangular matrices preserve upper-triangular matrices by conjugation,
T acts on U×r. We claim the map ϕ defined in the following diagram is a bijection:
(U×r − sZ)/T 
 ι
//
ϕ
))❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
sU/T
pi


sU/G
To show that ϕ is surjective, let [ρ]G ∈ sU/G. Then by definition, there exists
g ∈ G so gρg−1 ∈ U×r−sZ . Then ϕ([gρg−1]T ) = π◦ι
([
gρg−1
]
T
)
= π
([
gρg−1
]
T
)
=[
gρg−1
]
G
= [ρ]G.
To prove that φ is injective, let ρ1, ρ2 ∈ U×r − sZ and suppose we have [ρ1]G =
ϕ ([ρ1]T ) = ϕ ([ρ2]T ) = [ρ2]G. Then, there exists a g ∈ G so that gρ1g−1 = ρ2.
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Let g =
(
w x
y z
)
. Since ρ1 ∈ U×r − sZ , there exists a component of ρ1, call it
Ai, so that Ai ∈ U − Z. In other words, Ai =
( ±1 ai
0 ±1
)
for some ai ∈ F∗q .
Clearly, Bi := gAig
−1 6= ±I. Thus Bi =
( ±1 bi
0 ±1
)
where bi ∈ F∗q . Note that
the ±1’s correspond since the eigenvalues are repeated and conjugation does not
change their value. Then since g preserves the eigenvector (1, 0)†, one concludes
that g ∈ T , and so [ρ1]T = [ρ2]T ; showing ϕ is injective.
Next we show that T acts uniformly on U×r− sZ. Since T ⊂ G, we immediately
have StabT (ρ) ⊂ StabG(ρ). Conversely, we showed in Lemma 6 that StabG(ρ) = U .
But U ⊂ T , and so we obtain StabG(ρ) ⊂ StabT (ρ). So for any ρ ∈ U×r − sZ ,
U = StabG(ρ) = StabT (ρ), and therefore T acts uniformly of order 2q on U
×r −
sZ since |U | = 2q. Therefore, by Proposition 1 and the bijection ϕ, |sU/G| =
|(U×r − sZ)/T | = 2q (2q)
r−2r
q(q−1) =
(2q)r−2r
q−1
2
. Then by Proposition 1 and Lemma 6, we
conclude |sU/G| = 2q |sU ||G| and so |sU | = q(q+1)(q−1)2q (2q)
r−2r
q−1
2
= (q + 1)((2q)r − 2r).

Let (T×r)∗ = T×r − (sD ∪ sU ∪ sZ). By Lemma 8, T acts on (T×r)∗ uniformly
of order 2.
Lemma 9. sNR/G is in bijective correspondence with (T
×r)∗/T.
Proof. By Proposition 2, (T×r)∗ ⊂ sNR, and so there is a mapping ϕ : (T×r)∗/T →
sNR/G. By Lemma 4 and Proposition 2, every [ρ]G ∈ sNR/G is represented by
an element in (T×r)∗, and so ϕ is onto. Now let [ρ1]G = [ρ2]G where ρ1 and ρ2
are in (T×r)∗. Then there exists g ∈ G so gρ1g−1 = ρ2. Let g =
(
w x
y z
)
. By
assumption ρ1 and ρ2 have corresponding non-central upper-triangular components
gAig
−1 = Bi. If any non-central component Ai ∈ U , then Ai =
( ±1 ai
0 ±1
)
for
some ai ∈ F∗q . Since ai 6= 0, Bi := gAig−1 6= ±I. Thus Bi =
( ±1 bi
0 ±1
)
where
bi ∈ F∗q , and the ±1’s correspond since the eigenvalues are repeated and conjugation
does not change their value. So, as in the proof of Lemma 6, we have that g ∈ T .
Otherwise, all non-central components Ai have distinct eigenvalues (since ρ1, ρ2
are in (T×r)∗, in this case, there must be at least two such components). Consider
any such component Ak =
(
ak bk
0 a−1k
)
and its corresponding component Bk =(
ek fk
0 e−1k
)
. Then for each such component,
(
ek fk
0 e−1k
)
=
(
w x
y z
)(
ak bk
0 a−1k
)(
z −x
−y w
)
=

 wzak − y
(
x
ak
+ wbk
)
w
(
x (−ak) + xak + wbk
)
yzak − y
(
z
ak
+ ybk
)
wz
ak
− xyak + wybk

 .
This implies that yzak−y
(
z
ak
+ ybk
)
= 0, or y(z(ak−a−1k )−bky) = 0. Now, either
y = 0 or y 6= 0. If y = 0, then g ∈ T . Otherwise, since the eigenvalues of Ak are
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distinct, z = bky
ak−a−1k
. Therefore, for all indices k, j corresponding to non-central
components, bky
ak−a−1k
=
bjy
aj−a−1j
and thus bk
ak−a−1k
=
bj
aj−a−1j
since y 6= 0. Thus,
conjugating ρ1 by
(
1 bk
ak−a−1k
0 1
)
diagonalizes each component simultaneously.
However, (T×r)∗ ∩ sD = ∅. Thus, it must be the case that y = 0. Said differently,
there exists g ∈ T so gρ1g−1 = ρ2, implying [ρ1]T = [ρ2]T and showing ϕ is injective.

Let T ∗ = T − U ∪ D. For any two elements A1 =
(
a1 b1
0 a−11
)
and A2 =(
a2 b2
0 a−12
)
in T ∗, we will say they are diagonally compatible if b1
a1−a−11
= b2
a2−a−12
.
In this case, we will write A1 ∼D A2. Define
sTD =
{
(A1, ..., Ar) ∈ (T ∗ ∪ Z)×r | if Ai, Aj ∈ T ∗ then Ai ∼D Aj
}− sZ .
Lemma 10. sD ∩ T×r = sTD ∪ (D×r − Z×r).
Proof. By definition, D×r − Z×r ⊂ sD ∩ T×r and sTD ⊂ T×r. So to prove the
inclusion sTD ∪ (D×r − Z×r) ⊂ sD ∩ T×r, we need to show that sTD ⊂ sD. Let
ρ = (A1, ..., Ar) ∈ sTD. By definition ρ is non-central, and all Ai ∈ T ∗ are diag-
onally compatible. Since
(
1 bi
ai−a−1i
0 1
)
diagonalizes Ai, it then diagonalizes ρ.
Therefore, ρ ∈ sD, as required.
Conversely, let ρ = (A1, ..., Ar) ∈ sD ∩ T×r. Then for all 1 ≤ i ≤ r, Ai =(
ai bi
0 a−1i
)
. If bi = 0 for all 1 ≤ i ≤ r, then ρ ∈ D×r ⊂ sTD ∪D×r.
Otherwise, some bi 6= 0. Without loss of generality, suppose that b1 6= 0. Then
for any k, we want to show:
(1) if bk = 0, then ak = ±1;
(2) if bk 6= 0, then ak 6= a−1k and b1a1−a−11 =
bk
ak−a−1k
.
First note that if any component Ak ∈ U − Z, ρ would not be diagonalizable.
Thus A1 satisfies condition (2). Also, this implies that any component Ak where
bk 6= 0 automatically satisfies ak 6= a−1k , and thus is in T ∗.
Since A1, ..., Ar share (1, 0)
† as a common eigenvector and ρ can be diagonalized
via a determinant 1 matrix g, we know that g may be taken to have the form(
1 z
0 1
)
. Solving for z in gA1g
−1 =
(
a1 0
0 a−11
)
we conclude that z = b1
a1−a−11
.
Conjugating any other Ak by g, we conclude that if bk = 0, then it must be the
case that ak = ±1, which establishes item (1). On the other hand, if bk 6= 0, then
b1
a1−a−11
= bk
ak−a−1k
, as required to establish item (2). Since (1) and (2) are satisfied,
ρ ∈ sTD ⊂ sTD ∪D×r. 
Lemma 11. |sD ∩ T×r| = q ((q − 1)r − 2r)
Proof. By the previous lemma, we need to count sTD ∪ (D×r − Z×r). Since by
definition, sTD contains no diagonal matrices, this union is disjoint. Clearly, |D×r−
Z×r| = (q − 1)r − 2r. Now let ρ = (A1, ..., Ar) ∈ sTD where Ai =
(
ai bi
0 a−1i
)
.
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The factors of ρ are either in Z or they are in T ∗, and ρ 6∈ sZ . Since there are r
factors, we enumerate over the number of factors that are in Z (at most r−1). If no
factor is in Z, then we have (q − 3)r choices for the diagonal elements (ai 6= 0,±1)
and since the upper-right entries are all determined by the value of only one (and
non-zero) there is a further q − 1 choices for that coordinate. To see this notice
that by condition (2) in the previous lemma, bi = bj
ai−a−1i
aj−a−1j
for any i or j. Thus,
in that case there are (q − 3)r(q − 1) choices for ρ. Supposing now there are k
factors in Z (where 1 ≤ k leqr− 1) in fixed position, we then have (q− 3)r−k(q− 1)
choices for those k factors (for exactly the same reason as in the k = 0 case)
times the number of choices for central components; namely 2k. However, there
are exactly
(
r
k
)
choices for the positions of those k central components. So we
further must multiply by
(
r
k
)
. Enumerating over k, we conclude that there are∑r−1
k=0
(
r
k
)
2k(q − 3)r−k(q − 1) = ((q − 1)r − 2r)(q − 1) representations in sTD. The
result follows. 
Proposition 8.
|sNR/G| = 2
q(q − 1) ((q − 1)
rqr − (2q)r − q((q − 1)r − 2r))
and
|sNR| = (q + 1) ((q − 1)rqr − (2q)r − q((q − 1)r − 2r))
Proof. First note that T acts uniformly of order 2 on (T×r)∗, and by definition
(T×r)∗ = T×r − sU ∪ sD ∪ sZ . Since sU ∩ T×r = U×r − Z×r, sZ ∩ T×r = Z×r,
and sD ∩ T×r = sTD ∪ (D×r − Z×r), we conclude that |(T×r)∗| = (q − 1)rqr −
((2q)r − 2r) − 2r − q((q − 1)r − 2r), and consequently, |sNR/G| = |(T×r)∗/T | =
2
q(q−1) ((q − 1)rqr − (2q)r − q((q − 1)r − 2r)) .
Therefore, since G acts uniformly of order 2 on sNR, we conclude that:
|sNR| = q(q − 1)(q + 1)
2
|sNR/G|
=
q(q − 1)(q + 1)
2
2
q(q − 1) ((q − 1)
rqr − (2q)r − q((q − 1)r − 2r))
= (q + 1) ((q − 1)rqr − (2q)r − q((q − 1)r − 2r))

7. Galois Action and Absolutely Irreducibles
The Fq-points of the GIT quotientXr(C) correspond to the Zariski closed SL2(Fq)-
conjugation orbits in Hom(Fr, SL2(Fq)). The points in sU and those in sNR are
upper-triangular and therefore not conjugate to elements in sZ and sD (respec-
tively). However, the coordinate ring of Xr(C) is generated by traces, and the
representations in sU and those in sNR cannot be distinguished from those in sZ
and sD (respectively) via traces alone. Therefore, the elements in sU and those in
sNR do not have closed orbits. Clearly, all other representations in Hom(Fr, SL2(Fq))
do have closed orbits. Let Q∗r(Fq) ⊂ Qr(Fq) be the set of all closed orbits. Then
Q∗r(Fq) = (sZ ∪ sD ∪ sD ∪ sAI)/SL2(Fq).
Naturally, there is a mapping from Q∗r(Fq) onto the Fq-points of Xr(Fq). We
now show that this mapping is injective on the Abelian locus, and 2-to-1 on the
irreducible locus.
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First note that for the mapping to be non-injective, we must have representations
that are not conjugate via SL2(Fq) yet are conjugate via SL2(Fq). Moreover, any
such equivalence must preserve the locus of Fq-points in Hom(Fr , SL2(Fq)). We will
think of such an action on a given stratum as Galois since it preserves the Fq-points
of that stratum yet identifies points using coordinates in an extension.
Now let g =
(
a b
c d
)
be in SL2(Fq), and suppose that it preserves the Fq-
points in Hom(Fr , SL2(Fq)); namely, Hom(Fr , SL2(Fq)). Then, since all such ho-
momorphisms are r-tuples of elements in SL2(Fq) and the action is simultaneous
conjugation, g must also preserve A =
(
1 1
0 1
)
, and the transpose of A. Indeed,
gAg−1 =
(
1− ac a2
−c2 ac+ 1
)
and gAT g−1 =
(
bd+ 1 −b2
d2 1− bd
)
.
Since the result must remain in SL2(Fq), we conclude that a, b, c, d must be
square-roots of elements in Fq. Moreover, since ac and bd must also be in the base
field and ad− bc = 1, this implies that all of a, b, c, d are in Fq or all are in Fq − Fq
(by Lemma 2). Now for any two quadratic non-residues of Fq, call them x and y,
we know that their ratio is a quadratic residue by Lemma 2. Thus,
√
x = λ
√
y for
λ =
√
x√
y ∈ Fq. Thus, we conclude that if g ∈ SL2(Fq)− SL2(Fq), then
g =
(
λ11
√
x λ12/
√
x
λ21
√
x λ22/
√
x
)
=
(
λ11 λ12
λ21 λ22
)( √
x 0
0 1/
√
x
)
,
where λij ∈ Fq and x is a quadratic non-residue of Fq.
Consequently, the only additional equivalence that occurs over the algebraic
closure, is conjugation by
( √
x 0
0 1/
√
x
)
for a single non-residue x. This action
is a Z2 action on Qr(Fq). Since it is diagonal, it acts trivially on the orbit spaces
of diagonal and trivial strata, and for the same reason it acts uniform of order 2 on
the quotient of the absolutely irreducible stratum.
Therefore, we have shown
Proposition 9. The surjective mapping Q∗r(Fq) → Xr(Fq) is injective over the
reducible locus, and 2-to-1 over the irreducible locus.
8. Proof of Theorem B
Recall that Theorem B says that the E-polynomial for Xr(SL2(C)) is
Er(q) = (q − 1)r−1
(
(q + 1)r−1 − 1) qr−1 + 1
2
q
(
(q − 1)r−1 + (q + 1)r−1)
Proof of Theorem B. There is a bijection between the Zariski closed orbits (over
the algebraic closure of Fq) in Hom(Fr , SL2(Fq)) and the Fq-points in the GIT
quotient Xr(Fq). Let Q
∗
r(Fq) be the orbit space of orbits that consist of points
whose SL2(Fq)-orbits are Zariski closed. Thus, Q
∗
r(Fq) maps onto the Fq-points of
Xr(Fq). With respect to Definition 2, the points that have closed orbits are the triv-
ial, diagonal, extendably diagonal and absolutely irreducible representations, since
upper-triangular representations that are not diagonalizable do not have closed or-
bits. By Remark 5 and the fact that G acts trivially on sZ , |sZ | = |sZ/G| = 2r.
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By Proposition 5, |sD/G| = (q−1)
r−2r
2 and |sD| = (q−1)
r−2r
2 q(q + 1). By Propo-
sition 6, |sD/G| = (q+1)
r−2r
2 and |sD| = (q+1)
r−2r
2 q(q − 1). By Proposition 7,
|sU/G| = (2q)
r−2r
q−1
2
and |sU | = (q+1) ((2q)r − 2r). And by Proposition 8, |sNR/G| =
2
q(q−1) (q
r − q)((q − 1)r − 2r) and |sNR| = (q + 1)(qr − q)((q − 1)r − 2r). Therefore,
using Corollary 1, we obtain an explicit formula
|sAI | = |Hom(Fr, SL2(Fq))| − |sZ | − |sD| − |sD| − |sU | − |sNR|,
and consequently for |sAI/G| since G acts uniformly of order 2 on sAI . By Proposi-
tion 9, the number of Fq-points in the smooth locus of Xr is |sAI/G|/2. The resulting
formula, counting Fq-points in Xr(Fq), is |sZ/G|+ |sD/G|+ |sD/G|+ |sAI/G|/2 =
(q − 1)r−1 ((q + 1)r−1 − 1) qr−1 + 1
2
q
(
(q − 1)r−1 + (q + 1)r−1) ,
for q = pk where p is an odd prime. Thus, since Xr admits an appropriate spreading
out by Seshadri, we conclude that Xr is polynomial-count, and so by Katz’s theorem
the counting polynomial is the E-polynomial, as claimed. Likewise we conclude
that the E-polynomial for XZr(SL2(C)) = X
sing
r is |sZ/G| + |sD/G| + |sD/G| =
1
2 ((q − 1)r + (q + 1)r). 
9. Final Remarks
As determined in [5], the Poincare´ Polynomial for Xr is
PFr (t) = −
t
(
t3 + 1
)r
1− t4 +
1
2
t3
(
(t+ 1)r
1− t2 −
(1 − t)r
t2 + 1
)
+ t+ 1.
Evaluating at t = −1 gives the Euler characteristic χ(Xr) = 2r−2 (for r ≥ 2). In [6],
it is shown that Xsingr = XZr(SL2(C)), and in [7] it is shown that XZr(SL2(C)) is
homotopic to (S1)×r/Z2. However, the cohomology of the latter is generated by Z2-
invariant cocycles, and so is trivial in odd dimensions, and is Z(
r
2k) in dimension 2k.
Thus, the Poincare´ polynomial for Xsing = XZr(SL2(C)) is PZr (t) =
∑⌊n/2⌋
k=0
(
n
2k
)
t2k.
Evaluating at t = −1, we see that χ(Xsing) = 2r−1. Note that this formula simplifies
to 12 ((1− t)r + (t+ 1)r), which implies the equations qrEZr(1/q) = PZr (q) and
qrPZr (1/q) = EZr (q). The above paragraph gives an alternative proof of Corollary
C by the inclusion-exclusion principle since Xr and its strata are complex algebraic
sets. Given that we have both the E-polynomial and the Poincare´ polynomial for
Xr, it would interesting to try to compute the full mixed Hodge polynomial which
encodes them both.
It would also be interesting to work out the SL3(C) case, using Diophantine
geometry as is done in this paper, since in this case the characteristic polynomial
is a cubic and so elliptic curves are likely to be in play.
Remark 7. After this paper appeared, the E-polynomial of the SL3(C)-character
variety of a free group was determined using fibration techniques in [12], and can
be likewise deduced from results in [17] which use arithmetic and combinatorial
techniques.
Lastly, given Remark 1, and that Xr(SLn(C)) always admits a spreading out
over Z[1/n], we expect the following conjecture to hold.
Conjecture 1. Xr(G) is polynomial-count for any split reductive algebraicC-group
G.
E-POLYNOMIAL OF CHARACTER VARIETIES 23
Acknowledgments
The authors thank Jordan Ellenberg, Nicholas Katz, Ben McReynolds, Juan
Souto, and David Speyer for helpful conversations. We also thank Eugene Xia for
hosting the second named author in Taiwan while some of this work was completed.
Lastly, we thank the referee whose comments helped make this paper more readable.
References
[1] T. Baird. The moduli space of flat G-bundles over a nonorientable surface. PhD Dissertation,
University of Toronto. 2008.
[2] C. Chevalley. Classification des groupes alge´briques semi-simples. Springer-Verlag, Berlin,
2005. Collected works. Vol. 3, Edited and with a preface by P. Cartier, With the collaboration
of Cartier, A. Grothendieck and M. Lazard.
[3] P. Deligne. The´orie de Hodge. II. Inst. Hautes E´tudes Sci. Publ. Math., (40):5–57, 1971.
[4] P. Deligne. The´orie de Hodge. III. Inst. Hautes E´tudes Sci. Publ. Math., (44):5–77, 1974.
[5] C. Florentino and S. Lawton. The topology of moduli spaces of free group representations.
Math. Ann., 345(2):453–489, 2009.
[6] C. Florentino and S. Lawton. Singularities of free group character varieties. Pacific J. Math.,
260(1):149–179, 2012.
[7] C. Florentino and S. Lawton. Topology of character varieties of abelian groups.
arXiv:1301.7616, 2013.
[8] T. Hausel and F. Rodriguez-Villegas. Mixed Hodge polynomials of character varieties. Invent.
Math., 174(3):555–624, 2008. With an appendix by Nicholas M. Katz.
[9] T. W. Hungerford. Algebra, volume 73 of Graduate Texts in Mathematics. Springer-Verlag,
New York, 1980. Reprint of the 1974 original.
[10] N. Jacobson. Basic algebra. II. W. H. Freeman and Company, New York, second edition,
1989.
[11] S. Lang. Algebra, volume 211 of Graduate Texts in Mathematics. Springer-Verlag, New York,
third edition, 2002.
[12] S. Lawton and V. Mun˜oz. E-polynomial of the SL(3,C)-character variety of free groups.
arXiv:1405.0816, 2014.
[13] E. Letellier. Character varieties with zariski closures of gln-conjugacy classes at punctures.
arXiv:1309.7662, 2013.
[14] M. Logares and V. Mun˜oz. Hodge polynomials of the SL(2,C)-character variety of an elliptic
curve with two marked points. arXiv:1311.4914, 2013.
[15] M. Logares, V. Mun˜oz, and P. E. Newstead. Hodge polynomials of SL(2,C)-character varieties
for curves of small genus. Rev. Mat. Complut., 26(2):635–703, 2013.
[16] M. Mereb. On the e-polynomials of a family of character varieties. arXiv:1006.1286, 2010.
[17] S. Mozgovoy and M. Reineke. Arithmetic of character varieties of free groups.
arXiv:1402.6923, 2014.
[18] C. A. M. Peters and J. H. M. Steenbrink.Mixed Hodge structures, volume 52 of Ergebnisse der
Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics
[Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in
Mathematics]. Springer-Verlag, Berlin, 2008.
[19] C. S. Seshadri. Geometric reductivity over arbitrary base. Advances in Math., 26(3):225–274,
1977.
[20] A. S. Sikora. SLn-character varieties as spaces of graphs. Trans. Amer. Math. Soc.,
353(7):2773–2804 (electronic), 2001.
[21] A. S. Sikora. Character varieties. Trans. Amer. Math. Soc., 364(10):5173–5208, 2012.
Mathematics Department, Northwestern University, 2033 Sheridan Road Evanston,
IL 60208-2730, USA
E-mail address: cavazos@math.northwestern.edu
Department of Mathematics, The University of Texas-Pan American, 1201 West Uni-
versity Drive Edinburg, TX 78539, USA
E-mail address: lawtonsd@utpa.edu
