Abstract. In this paper, we give a detailed construction of an example of excited random walk with speed zero in an ergodic random environment that have an infinite average number of cookies in each site. This example confirms that a result of Mountford, Pimentel and Valle (2006) , which gives a sufficient condition for excited random walks in deterministic environment to have positive speed, can not be extended to ergodic random environment.
Introduction
The excited random walk (ERW) in Z is a non Markovian random walk introduced by Zerner [5] that can be informally described in the following way: Initially to each vertex z ∈ Z we associate a non-negative number M z and will say that there are M z cookies on z; these cookies can change the jump probability of the particle. After the environment is settled, a particle will begin to move from an initial vertex y 0 ∈ Z and in each jump, it will choose one of the two neighbor positions according to the following rule: If the particle is in a vertex that doesn't have cookies anymore, it will jump to the right with probability 1 2 . Otherwise, if the vertex has at least one cookie, the particle will consume a cookie and jump to the right with fixed probability p > 1 2 . Now for a formal description, consider an environment ω as an element of Ω = {(ω(z, i)) z∈Z,i∈N | ω(z, i) ∈ [0, 1], ∀i ∈ N e ∀z ∈ Z} .
The value of ω(z, i) gives the probability that the ERW will jump from z to z + 1 when it visits the state z for the i − th time. Fixing ω ∈ Ω and y 0 ∈ Z, we have that an ERW (Y n ) n≥0 starting from y 0 in an environment ω is a stochastic processes with probability measure P y 0 ,ω satisfying:
The environment ω can be initially fixed or randomly determined according to a probability measure in Ω. We will denote by ω M,p the homogeneous environment with an initial amount of M cookies in each site and jump probability p, i.e.
In [5] it was obtained a Law of Large Numbers for the ERW in general environments, proving that the walk's speed, given by
exists and that, for p < 1 and M = 2, the ERW has speed zero. After that, Mountford, Pimentel and Valle [4] (ii) If p and M satisfy M (2p − 1) ∈ (1, 2), then ERW is transient, but with speed zero.
The authors remarked that Theorem 1.1 (i) cannot be generalized to ergodic random environment with an average number of cookies per site greater than M (see remark 1.1 below) and they gave a very brief description of a counter-example construction to verify that (without much explanation, since this remark was not one of the main objectives of that article). But considering the complexity of the counter-example, we think that is hard for the reader to fully understand how it is constructed and why it really works for this purpose. So, our objective here is to give a very detailed construction of an ergodic environment where the average number of cookies in each site is infinite and the ERW has zero speed. Remark 1.1. In Kosygina and Zerner [2] , Theorem 1.1 is extended, giving sufficient conditions for ERW in random environments to have positive speed (Theorem 2 of that article).
More details and results related to ERW's can be found in [3] .
Construction of the counter-example
Let's define an ERW (Y n ) n≥0 in the following way: Fix (Z j ) j≥1 and (Z − j ) j≥1 sequences of independent and identically distributed random variables such that:
and > 0 is a constant that will be fixed later. Note that, if > 0.5, the random variables Z j 's have finite first moment. From now on we will consider
, 1 and consider the following environment:
That is, for each value of Z j and Z − j , we have an interval of size Z j − 1 without cookies; and in each vertex between them, we put infinite cookies. In figure 1 we have the ilustration of the environment ω Figure 1 . ilustration of the environmentω, where we have intervals of size Z j − 1 without cookies and infinite cookies in their border.
The environmentω is not ergodic, but now we will construct an ergodic environment based onω, which we denote by ω * .
* . We will show that Y n has zero speed almost surely. To simplify the notation, we will assume during the proof that we have U |Z − 1 = 0 (which is equivalent to say that we will consider ω * =ω), but all arguments that we will use during the proof clearly works for any possible value of U |Z − 1 . This gives the example that we claimed to obtain.
Define T K = inf {n ≥ 0 : Y n = K}, the first time that the walk reach the position K. To prove that this process has zero speed we will show that lim sup
This is a standard approach and is the same used in [5] to prove the existence of lim n→∞ Y n n for ERW (Theorem 13 of that article). Now, since the variables T K 's are a.s. finite, it's enough to show that the following proposition holds:
(1− )n = 1, where c > 0 is a constant that doesn't depend of n and K.
To prove this proposition we will first state and prove two lemmas.
Lemma 2.2. Conditioned to Z l ≥ 2 n , the time spent by (Y n ) n≥0 to cross an interval
Z i − 1 is at least 4 n , with probability higher than a constant β > 0, not depending on n.
Proof. Since we don't have cookies in the interval given at the statement, Y n will have the same behavior of a symmetric simple random walk. Denote by X n the symmetric simple random walk with reflection in the origin and let (X n , Y n ) be the coupling of X n with Y n after it enters inside an interval of size 2 n − 1 without cookies. That is, these two process will evolve together, except if (X n , Y n ) return to the left boundary of the interval. In this case X n jumps to the right with probability 1 and Y n with probability p, and then, at this point, these two random walks can split. If it happens, X n and Y n will move independently until they meet each other again.
Note that Y n will be always in the same position of X n or at its left, and consequently, the probability of the event {Y n requires a time greater than 4 n to cross the interval of size 2 n − 1 without cookies} is limited from below by the probability of the event {X n reach the position 2 n for the first time in t > 4 n }. By Donsker invariance principle (see, e.g., section 8.6 of [1] ), this probability will converge to the probability of the event {A standard Brownian motion with total reflection in origin hit the value 1 for the first time after a time greater than 1}.
Denoting by B t the position of a standard Brownian motion at time t and lettingT a = min{t; |B t | ≥ a}, standard operations gives us that P (T 1 > 1) = 1 − Φ(1), where Φ(•) is the distribution function of a standard normal. So, there exists N 0 ∈ N such that P (T 2 n ≥ 4 n ) ≥ 0.3 for all n ≥ N 0 . Beside that, for n < N 0 we have that min
To conclude, we can fix β = min 0.3 , min
then we have that the probability that the ERW (Y n ) n≥0 will require a time greater than 4 n to cross an interval of size 2 n − 1 without cookies is at least β. 
There exists a constant α > 0 such that:
Proof. Let N (K) Be the number of sites with infinite cookies contained
Note that N (K) is a renewal process where the time between renewals is given by the Z j s. So, applying the Law of Large Numbers to renewal processes, we have:
besides that:
Since we have an increasing union of events, it follows that:
Consequently, for all K > K 0 , we have:
When K 0 → ∞ we have by the Law of Large Numbers that this last product of probabilities will be approximately:
Therefore, for all K > K 0 ,
.
To conclude, we just need to take α = γ 2E(Z j ) to satisfy the lemma's inequality. Now we will prove the Proposition 2.1:
Now we can write:
From Lemma 2.3, we have that the probability in the rightmost term of the product above converge to 1 whenK → ∞. To analyze the first probability, let's consider the following event:
available intervals we have a crossing time greater than 4 n }.
Now we have:
Note that, conditioned to the choice of the environment, we have that Y n is a non-homogeneous Markov process, indeed the stock of cookies in each site is constant zero or infinite; and then the jump probabilities do not depend on the history of the process. So, by the markov property and recalling from Lemma 2.2 that an interval of size 2 n − 1 without cookies will require a time greater than 4 n with a probability higher than β, we have:
Since K 0 will be taken large enough, the first parameter of this binomial will be at least one. To conclude, note that, by the Law of Large Numbers, this probability converge to 1 when K 0 → ∞, if the expected value of this binomial is greater than cK 0 4 n . To achieve that, we just need to take c < αβ 2 .
