Abstract -This paper proposes an Automated Learning
Introduction
In the context of Multi-Criteria Decision Analysis (MCDA), many methods are proposed to assign objects to predefined categories or classes. These methods are known as Multi-Criteria Classifiers MCC or multicriteria sorting methods, depending on whether the categories are defined in nominal or ordinal way. In this paper, we focus on nominal MCC, particularly those based on concordance/discordance concepts [23] ; these MCC are called Nominal Concordance/Discordancebased MCC (or NCD-based MCC). The major limitation of NCD-based MCC is the large number of parameters (e.g. discrimination thresholds, weights, reference alternatives, etc.) required to compute the membership degree for each object to a pre-defined category. In decision-aid context, these parameters are generally elicited using interactive approaches with the decisionmaker; to articulate his relational preference system. However, when the number of these parameters is large it will be difficult for the decision-maker to provide such information in a coherent way. In this case, an Automatic or Machine Learning Approach (ALM or MLA) might be interesting to inferring the information. This paper proposes a particular ALM -based on a Real-Coded Genetic Algorithm (RCGA)-to estimate the parameters of NCD-based MCC. We apply the proposed ALM in the context of image classification. A database of 2545 Forward Looking Infra-Red (FLIR) images representing eight different classes of military ships is used for empirical validation. Even if the purpose of the comparison might be seen limited, we present experimental results by comparing NCD-based MCC to other classifiers such as Bayes and Dempster-Shafer classifiers. In this paper is based on our other paper accepted in this conference Fusion 2007 [16] .This paper is organized as follows. Section 2 presents the main idea of NCD-based MCC and a mathematical model which optimizes their parameters in the context of an ALM. Section 3 proposes a RCGA to infer the parameters of the NCD-based MCC. Section 4 presents a brief description of the database used to test the performance of the different classifiers. In section 5, computational results of some NCD-based MCC are presented and compared with those obtained by other classifiers. Finally, conclusions, discussions and feature works are presented in section 6.
NCD-based MCC: a brief review
The concordance and discordance concepts were introduced by Roy [23] when he defined the outranking relation in ELECTRE I method. This relation might be defined as follows ([24] , [27] , [6] x . The main idea of this relation is presented in Figure  1 . It's on the basis of this relation that NCD-based MCC assign an alternative (project, object, image, etc.) to a predefined category. To our knowledge, there exist in the literature four NCD-based MCC: (i) TRI-NOMFC classifier [17] , (ii) PROAFTN classifier [3], (iii) PIP and K-PIP classifiers [12] and (iv) FBI classifier [22] . The aim of these NCD-based MCC is to compute for each object i a a fuzzy number called ) , (
which measures its the membership degree to a given category h C . Based on these membership degrees, an object i a is assigned to the category which has "the most common features" with i a . 
. The computation of these local indices takes into account the following three types of thresholds: indifference, preference and veto thresholds. 2. The concordance (respectively discordance) local indices are then aggregated into global indices ) , (
) by using, in general, the weighted sum (respectively weighted geometric mean). 3. Global concordance and discordance indices are aggregated to compute the similarity degree SI between the object i a and the profile NCD-based MCC requires parameters such as criteria weights, substitution ratios, indifference, preference and veto thresholds. In MCDA literature, two approaches are proposed to elicit the parameters of MCC: the direct and the indirect elicitation approaches. In the first approach, through an interactive questioning, the decision-maker provides the values of these parameters. The aim of this interaction is to ensure that the parameters values provided by the decision-maker represent properly his/her own judgements and preference system. However, in many other decision-making situations, the determination of the MCC parameters values represents a difficult task due to many reasons such as the size of the problem (i.e. high number of parameters), the imprecise nature of the data, the confusing meaning of the parameters, the analyst ability to perform efficiently the elicitation process, etc. Thus, this direct approach is often time-consuming and consequently it may discourage the decision-maker from participating. To overcome the drawback of the direct approach, the indirect elicitation approach proposes an automatic method to infer the values of these parameters based on examples or prototypes known as training objects (part of a training set). In MCDA literature, this second approach is called preference desegregation approach (e.g. [4], [7] , [8] 
is the parameters set and Z is the training set (i.e. a set of objects which assignments is known in advance) 2 . Γ is the objective function of cumulative classification errors and should be minimised, i.e. the difference between the estimated membership degree of [12] has shown that for specific configurations of global concordance, discordance and similarity indices, the mathematical model ) (Λ can be easily relaxed into linear program and then solved by classical optimization methods. In addition, Henriet [12] has proposed two methods based respectively on K-Means and Genetic algorithms to identify the profiles which characterize each category. In this same perspective, Belacel et al. [4] have presented a methodology to infer parameters of PROAFTN classifier. In their methodology, these authors have made some simplifications: only concordance concept is considered, the criteria weights are assumed to be equal and each category is characterized by only one profile. Hence, the parameters that are inferred in this learning process are: the upper and the lower bounds of the [20] . Belacel et al. [4] have reported that the Correct Classification Rate (CCR) 3 of PROAFTN is in general better than the CCR of other classification methods reported on the same databases. Since the objective function Γ of ) (Λ is neither convex nor concave and may have many local optima, it will be difficult to find a global optimum for ) (Λ . ) (Λ is a NPhard problem. Therefore, it's not possible to use classical optimization methods (e.g. gradient algorithms and interior-point algorithms) to solve ) (Λ . To overcome this difficulty, we propose in the next section an ALM based on RCGA to approximate the optimal solution of ) (Λ and consequently to infer the parameters values of NCD-based MCC.
3 This is a performance measure of a classifier. It's defined by the following ratio: the number of objects that are correctly classified divided by the total number of objects.
ALM based on RCGA for MCC parameters elicitation
Genetic Algorithms (GAs) are stochastic algorithms based on the mechanism of the genetic evolution (selection, cross-over and mutation) to solve complex and large optimization problems. GAs were initially introduced by John Holland [14] , but they were popularized thanks to the book of Goldberg [9] . The main idea of GAs is to start with an initial population of potential solutions arbitrarily selected. Then, evaluate the relative performance of each solution through a fitness function. Then, on the basis of solutions performances, generate a new population using three evolutionary operators: selection, crossover and mutation. The selection operator identifies both the relatively "good" solutions that will be used to generate the new population and the relatively "bad" solutions that will be removed from the current population. The crossover operator swaps the structures of two "parent solutions" in order to form two similar "offspring solutions" that will be involved in the new population. The mutation operator alters arbitrarily the features of one or more solutions in order to increase the structural variability of the population. The above three operators are repeated until a stopping condition is met. A simplified structure of genetic algorithm is shown in Figure 2 .
Figure 2: A Simplified GA Structure. The application fields of GAs are considerable. For instance, these algorithms are used in:
• Optimization, when the functions to optimize are complex, irregular and with high dimensionality.
• Artificial Intelligence (AI), where the adaptive abilities of GAs are exploited.
• Image Recognition (IR), when unknown objects are to be classified to pre-defined categories.
• ... It's important to note that the success of GAs is mainly due to their ability to exploit vast unknown search spaces in order to orient subsequent searches into useful subspaces. This feature makes GAs more efficient and effective search technique to explore large, complex, and poorly understood search spaces, where classical search tolls are inappropriate. Since many years, binary coded solutions (or chromosomes) have dominated GAs research. However, Michalewicz [18] has shown that this kind of representation in case of continuous variables might have at least three inconveniences:
• It's difficult to use binary coding for optimization problems with high dimension and numerical precision 4 . For this kind of binary coded problems GAs will have weak performance [19] .
• The Hamming 5 distance between two neighbourhood real numbers may be large in binary coding 6 .
• When the crossover and the mutation operators are applied on binary coded continuous chromosomes they may generate new infeasible chromosomes. The above drawbacks of the binary coded chromosomes have motivated the development of other coding types. One of the most important is the real coding, which is particularly natural when optimization problems involve real variables. GAs with this type of coding are called Real-Coded GAs (RCGAs). In the recent years, RCGAs have been used to solve various continuous optimization problems (e.g. [1], [25] ). In RCGAs, each chromosome is treated as a vector of real numbers. Since the conventional crossover and mutation operators for binary coding are not applicable for real coding, many other adapted operators are proposed in the literature for real coded chromosomes (see [13] ). In this work, RCGAs will be used to infer the parameters of NCD-Based MCC since all of them are real numbers. To implement the RCGAs, some technical choices have been made on its parameters (e.g. selection methods, crossover and mutation operators, etc.). These choices will be specified in section 5. In next section, we briefly describe the military database that will be used to test the performance of the different classifiers.
Database description
The military database that will be used in this work includes 2545 Forward Looking Infra-Red (FLIR) images belonging to eight different classes of ships. These images were provided by the U.S. Naval Weapons Center and Ford Aerospace Corporation. Typical silhouettes of the best image of each class and other related information about classes are listed in Table 1 . Based on these FLIR images, Park and Sklansky [21] proposed to extract 11 features 7 (or attributes/ criteria). These attributes are obtained as follows:
4 For instance, with 100 variables belonging to the interval [-500, 500] and a precision of 6 decimal numbers, the size of a binary coded chromosome is 3000. This is generates a search space of about 1000 10 . 5 The Hamming distance between two binary coded strings is defined as the number of bits which are different in the two strings. 6 For instance, the Hamming distance between 0111 (which is equal to 7) and 1000 (which equal to 8), is equal to 4. 7 A feature is an abstraction of the raw data in order to represent the original information. ( 1,..., 7) i = . It's worth noting that the weakness of invariant features is that they contain only information that deals with the general shape of the ship and thereby they represent poorly the other details of the observed object. To overcome this disadvantage, Hu [15] proposed four other attributes which provide more information details about ship; 
Park and Sklansky [21] have shown that all AR parameters are invariant to rotation, translation and scaling, so that they may be used as features for classification purpose.
Computational results
Only two NCD-based MCC are implemented in this work: PROAFTN classifier [3] and K-PIP classifiers [12] . This choice is justified by the two following facts. The first one is that K-PIP classifier [12] is an enhanced version of the FBI classifier [22] (see [5] ). Second, since we want to experiment the effects of both concordance and discordance concepts on classification results, TRI-NOMFC classifier 9 ( [17] ) is removed from our list. In the ALM proposed in this paper, only thresholds will be estimated for both PROAFTN and K-PIP classifiers: × × × ) to estimate if we assume that each category is represented by only 10 profiles. Since the criteria weights are not included in the ALM, they are estimated by the Entropy method [28] . Hence, more the criterion discriminates between images more it will be important. In the other hand, the profiles of each category are identified by using an improve version of K-Means algorithm 10 . The number of profiles in each category is determined by a percentage of the total number of objects in this category. This percentage varies from 1% to 10%. Many others technical choices have been made to implement the RCGA on which is based the ALM: and (4) Gaussian Mutation (GM); • The crossover and mutation probabilities vary respectively from 0.6 to 0.8 and from 0.05 to 0.1; • The size of the generated populations vary from 30 to 80; • The maximum iteration number, fixed to 100, is used as stopping criteria for the RCGA.
• The military database is randomly divided into two subsets: a training subset (which size varies from 50% to 70% of the entire database) used to infer the values of the MCC parameters and a test subset (which size varies from 30% to 50% of the entire database) used to evaluate the performance of different MCC 12 . Note that, for each MCC, 20 different random splits are generated to test its performance. The RCGA and the PROAFTN and K-PIP classifiers are coded in VB (Visual Basic) and tested on a Pentium IV processor with 2.8 GHz and 512 Mb of RAM. The developed software involves some visualization and statistical tools on the entire, training and test databases. For instance, Figure 3 presents some statistical measures on the training database for each class and each attribute (or feature). These measures will be used to limit the variation domains of the estimated parameters et thereby to make easy the generation of the initial populations. Table 2 .
Works

MB classifier
DS classifier
K-NN classifier
NN classifier
Valin et al. [26] 77 Tables 3 and 4 . An example of screen showing the application of ALM for PROAFTN classifier is presented in Figure 4 . By observing Tables 3 and 4, we conclude that both PROAFTN and K-PIP classifiers give, in general, good results: the AIR of FROAFTN is 86.78% and the AIR of K-PIP is 80.69%. Hence, these two MCC have an AIR better than those of MB and DS classifiers but worse than those of K-NN and NN classifiers. 13 In this work, the K-NN classifier is applied with K = 3 and by using an Euclidian distance weighted by the inverse of the intercategories covariance matrix. 14 In this work, the K-NN classifier is applied with a simple Euclidian distance. The value of K that produces the highest AIR is chosen among the values of K between 1 and 17. Table 3 . PROAFTN results. Some other comments may be made on the classification results of both PROAFTN and K-PIP classifiers:
• The AIRs of both classifiers on the training and test databases are stable since they are situated around their average (small standard deviation for both classifiers and databases); • The AIRs obtained on the training and the test databases are too different for PROAFTN classifier (average range 7.04%), while these AIRs are nearly the same for K-PIP classifier (average range 2.53%). We believe that this is due both to the high number of parameters in PROAFTN classifier and to the overspecification problem. This problem occurs when the parameters of the classifier became much specific to the data set from which they are assessed. Hence, when these parameters are used to classify another data set, the classification results obtained on this latter will be much different from those obtained on the first data set. Since PROAFTN classifier use more parameters than K-PIP classifier, the overspecification problem will be more apparent with the former classifier;
• According to our computational experiments, all selection methods and evolutionary operator (mutation and crossover) seems to perform equally. However, we can observe that, in general, the AIRs of both MCCs increase when the population size increases; • Some AIRs obtained by PROAFTN classifier for the training database exceed the best AIR obtained by all other classifiers (i.e. 94.8%). This is shows the ability of this classifier to provide better results and thereby we believe that it constitutes a promising classifier which merits to be improved (see section 6 for eventual improvements); • The AIR obtained by PROAFTN classifier is better than that of K-PIP classifier since, for a specific criterion, the first consider that the profiles of the same category don't have necessarily the same thresholds, while the second assumes that the profiles of the same category have identical thresholds. Hence, for a particular category and criterion, PROAFTN classifier provides more thresholds to each profile (i.e. more degree of freedom) than K-PIP classifier. • Integrating the profiles and the criteria weights in the learning process; • Using other improved version of K-Means algorithm for the profile identification (e.g. Y-Means [10] or JMeans [11] ); • Combining the aggregation operators of the different NCD-based MCCs; • Using the concept of specified classifier, i.e. for the classification purpose we only use a subset of criteria that discriminate more between objects; • Implementing a parallel version of NCD-based MCCs to reduce the computation time. For instance, concordance and discordance indices may be computed simultaneously; • Since GAs do not exploit local information of points in the population set, it will be benefit to integrate a local search algorithm (e.g. Tabu search, simulated annealing...) in each iteration of the GA. In this paper, we have argued for cross fertilization of multi-criteria decision analysis and information fusion concepts. Multiple criteria classifiers have the strength of being designed to consider human in the loop and to support human decision making. 
