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a b s t r a c t
Component Interaction Automata provide a fitting model to capture and analyze the
temporal facets of hierarchically-structured component-oriented software systems.
However, the rules governing composition typically suffer from combinatorial state
explosion, an effect that can impede modeling languages, like Component Interaction
Automata, from being successful in real-world scenarios. We must, therefore, find some
appropriate ways to counteract state explosion, one of which is partition refinement
through bisimulation, in particular, weak bisimulation. While this technique can yield
the desired state space reduction, it does not consider synchronization cliques, that is,
groups of states that are interconnected solely by internal synchronization transitions.
Synchronization cliques give rise to action prefixes, local states that encapsulate pre-
conditions for a component’s ability to interact with the environment. Furthermore, both
the existence and the size of synchronization cliques can be used as an indicator for the
success of partition refinement. In particular, the more frequent synchronization cliques
are and the more states they entail, the more likely it is that partition refinement can
reduce the state space. But, there may be other factors that impact the refinement process.
For this reason, we study, in this paper, how partition refinement behaves under weak
bisimulation, how synchronization cliques emerge when using weak bisimulation, how
we make state space reduction through partition refinement aware of the existence of
synchronization cliques, and what other attributes of Component Interaction Automata
specifications can provides us with additional cues to forecast the possible outcome of the
partition refinement process.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Software composition enables prefabricated software abstractions, called software components, to be reused by
rearranging them in newcomposites [1,2]. Fromamethodological point of view, prefabricated software abstractions become
components because they have been designed to be composed with other software abstractions [3]. At the technical level,
software components represent ‘‘families’’ of routines or services [4] that adhere to common architectural principles and,
collectively, form a component framework that both establishes precise rules governing composition and enforces a strict
discipline in programming in order to make reuse feasible [3,5,6].
The key ingredient in component-based software development is the concept of well-defined interfaces [1,7–11],
programmatic means that allow for a suitable decomposition of an engineered system into interacting entities, the
components, and the construction of their respective aggregations, the composites, to yield the desired system functionality
at matching levels of abstraction and granularity. Moreover, according to this technique, we can create new abstractions
by combining existing components using only the information published in the interface specifications of the components
being composed.
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(a) A. (b) B. (c) B′ .
Fig. 1. Component interaction automaton A and its reduced variants B and B′ .
Component interfaces can convey a variety of information [12] that collectively establish a contractual specification.
Ideally, all assumptions about a component’s environment should be stated explicitly and formally as part of the interface
specification [13]. However, even if the interfaces have been organized in such a way that their embodied contractual
specifications guarantee safe deployment in new contexts, the information pertaining to those interfaces must not provide
any instruments to circumvent component encapsulation. In other words, the purpose of contractual specifications is to
prevent errors, at both design time and run-time. Therefore, component contracts should impose a well-balanced set of
explicit constraints to enforce contractual obligations, butmust, at the same time, be defined in amanner so that the reasons
as to why a particular contract verification has failed become self-evident [14].
In this paper,we are concernedwith the specification of behavioral and synchronization contracts [12] between interacting
components. In particular, we study the effectiveness of Component Interaction Automata [15,16], an automata-based
modeling language for the specification of hierarchical-structured component-based systems. Components synchronize
through answering mutual service requests. However, some service requests should only occur in certain situations [17]
depending on the component’s readiness to satisfy a given request (pre-condition) and its cumulative interaction profile
(post-condition). The description of these temporal aspects corresponds best to finite state automata in which acceptable
service requests are modeled as enabled transitions between activating sets (i.e., states of the modeling automaton) [17].
Unfortunately, automata-based formalisms suffer from combinatorial state explosion, a major obstacle to the successful
application of these approaches for the specification of the interactive behavior in component-based systems. More
precisely, to capture the complete behavior of an automata-based system, we have to construct the product automaton of
the system’s individual components [18]. This operation exhibits exponential space and time complexity and the resource
consumption quickly reaches a level at which an effective analysis of a composite system is not feasible [19]. We need,
therefore, abstraction methods that allow for a reduction of the composite state space at acceptable costs.
For this reason, we have developed a bisimulation-based partition refinement algorithm for Component Interaction
Automata [19]. This algorithm is part of an experimental composition framework for Component Interaction Automatawritten
in Racket [20] that provides support for the specification, composition, refinement, and visualization in Graphviz [21] and
yEd [22] of component interaction automata. All analysis and transformation functions in the system are timed and can be
controlled by a variety of parameters to fine-tune the induced operational semantics of each operation. The system also
generates information about frequencies and distributions of states and transitions within composite automata, data that
allows statistical analysis of the effects and potential success of composition and refinement.
Partition refinement [23,24] is a state space reduction technique that, driven by a corresponding equivalence relation,
merges the same behavior into one unifying representative. Upon completion, partition refinement yields a new automaton
that reproduces the behavior of the original one up to the defined equivalence and isminimal (i.e., a fixed-point) with respect
to the number of states and transitions required. Using bisimulation for partition refinement allows us to reason about the
equivalence of Component Interaction Automata in a purely structural way. Two automata A and B are considered equivalent
if and only if all behaviors of A can be matched by a behavior of B and vice versa. An external observer takes the role of the
environment that simultaneously interacts with both automata, A and B. Any mismatch in the observed interactions of A
and Bwith the environment results in the rejection of the hypothesis of A and B being behaviorally equivalent.
But rather than checking the equivalence of two automata A and B, partition refinement constructs a new automaton
B for a given automaton A. The level of equivalence between A and B is determined by the granularity of the underlying
equivalence relation being selected in the refinement process. For the refinement of Component Interaction Automata, we
draw on two bisimulation relations: strong bisimulation—the state space of the reduced automaton results from merging
all common component interaction prefixes with the environment, and weak bisimulation—the state space of the reduced
automaton defines an abstraction over the transitive closure of all internal component synchronizations.
To illustrate the corresponding effects of partition refinement using strong and weak bisimulation, consider the
component interaction automata shown in Fig. 1. Wewish to refine automaton A (cf. Fig. 1(a)). Partition refinement through
strong bisimulation yields automaton B, as shown in Fig. 1(b). Strong bisimulation equates structural equivalent fragments
in the state space. Therefore, the states s1 and s2 in A become indistinguishable for an external observer and are coalesced
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into one representative, r1, in automaton B. Weak bisimulation, on the other hand, offers a further refinement option as
it equates the states s0 and s3, connected through internal component synchronizations, also. As a result, we obtain the
automaton B′ (cf. Fig. 1(c)), the most abstract representation of the behavior defined by automaton A.
Weak bisimulation subsumes strong bisimulation. For this reason, we adoptweak bisimulation for Component Interaction
Automata as our main behavioral equivalence relation for partition refinement and view strong bisimulation as an auxiliary
equivalence. In fact, partition refinement through weak bisimulation can effectively reduce the size and the complexity of
a given automaton [19], even to just one remaining state (e.g., automaton B′ as shown in Fig. 1(c)).
There are, however, no guarantees that partition refinement through weak bisimulation will succeed when applied to
a specific automaton. Yet, we have some means to predict the possible outcome of partition refinement—synchronization
cliques. In network theory [25], a ‘‘clique’’ is a subset of vertices within which all possible edges exist. Such a situation
emerges in the refinement of component interaction automata also, when states, linked by a group of internal component
synchronizations, form a cluster or community [26] that becomes unified as a result of partition refinement through weak
bisimulation (e.g., the states s0 and s3 in automaton A, shown in Fig. 1(a), are in a synchronization clique constituted
by the internal component synchronizations labeled with (A, d, A) and (A, c, A)). The size of synchronization cliques is
proportional to the success of partition refinement. In particular, we observe that the presence of large internal component
synchronization clusters yields higher state space reduction ratios [27].
Synchronization cliques embed in their structure regular sublanguages over an alphabet of internal component
synchronizations. The sentences of these regular sublanguages serve as prefixes (or pre-conditions) in the interface of a given
composite component interaction automaton. Before refinement, these prefixes are woven into the fabric of the composite
automaton. Partition refinement, however, is blind to this additional information, as, independent of its presence, observable
equivalence is always preserved between the original and the reduced automaton.
This problem is intrinsic to automata-based approaches that enumerate internal synchronization actions [8,15,16,28,
29] rather than modeling them by τ—a perfect action [30]. As a consequence, an external observer can monitor both the
occurrences of internal synchronizations (through the passing of time) and the order in which actions actually trigger the
internal component synchronizations. The information contained in a synchronization clique can be viewed as local state
of an automaton that governs how the community, defined by the synchronization clique, can interact with the rest of the
system at its boundaries. Weak bisimulation removes the associated constraints. However, we can recover this information
representing these sequences as action prefixes in the corresponding reduced component interaction automaton, if needed.
This work builds upon earlier results [31] that indicate a strong relationship between the structural properties of
Component Interaction Automata specifications and the ability to reduce their complexity through partition refinement
up to weak bisimulation. It is the structure of an automaton, not its size per se, that contributes most to the success of
partition refinement of Component Interaction Automata specifications. We find that the topology of an automaton can yield
predicators that can provide us with early indications whether or not partition refinement is to succeed. These predictors
closely relate to the size and frequency of synchronization cliques and also to the degree distributionof states in an automaton.
In this paper, we study both aspects and quantify their impact on partition refinement.
The rest of this paper is organized as follows. In Section 2, we review the Component Interaction Automata formalism
and demonstrate its expressive power on a tailored version of a simple e-commerce application. We proceed by developing
the core ingredients of observable equivalence and partition refinement for Component Interaction Automata in Section 3
and construct, in Section 4, the machinery to distill action prefixes from synchronization cliques. We discuss possible
implications of the existence of synchronization cliques and the overall effectiveness of partition refinement for Component
Interaction Automata in Section 5. We conclude with a summary of our main observations and an outlook to future work in
Section 6.
2. Component Interaction Automata
There has been significant research interest in developing suitable formal support for the specification and verification
of component-based software systems [7,8,11,15,16,28,29,32–35]. At the center of these efforts, we find approaches that
focus on finite state machines, a model that allows for a fine-grained description of the interactive behavior of components,
in particular, how and when specific services requests may interact with a component’s deployment environment or other
components. Moreover, automata-based modeling languages provide us with a means to adjust the entropy of a given
component or system specification in order to obtain a level of abstraction working best, for example, for the verification of
fitness, temporal, or safety requirements [36,37].
Themost influentialmodeling formalisms are I/O Automata [28], Interface Automata [8], and TeamAutomata [29] that have
all emerged as light-weight contenders for capturing concisely the temporal aspects of component-based software systems.
These formalisms use an automata-based language to represent both the assumptions about a system’s environment and
the order in which interactions with the environment can occur. However, none of these models cater directly for multiple
instantiations of the same component specification within a single system or allow for a more fine-grained characterization
of hierarchical relationships between organizational entities in a system.
These restrictions have been relaxed in Component Interaction Automata [15,16]. This approach offers two additional
concepts: a hierarchy of component names and structured labels. The former provides us with a means to record the
architecture of a composite system. The latter paves theway to specify simultaneously the action, the originating component,
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(a) Components A and B. (b) Composite component AB.
Fig. 2. Two instances, A and B, of the same component specification and their composition AB.
and the target component in the transitions of component interaction automata, a feature that allows us to disambiguate
multiple instantiations of the same component specification (or action) within a single system. Specifically, Component
Interaction Automata support three forms of structured labels: (−, a, n)—receive a from the environment as input at
component n, (n, a,−)—send a from component n as output to the environment, and (n1, a, n2)—components n1 and n2
synchronize internally through action a. For example, the automaton A (cf. Fig. 1(a)) uses two forms of labels: (−, a, A), the
input of a from the environment and (A, c, A) and (A, d, A), two internal synchronizations through c and d, respectively.
Component Interaction Automata use component identifiers to uniquely identify particular component instances in a given
system. This technique addresses a frequent difficulty in the specification of component-based systems—the difference
between component specifications and component instances [2]. I/O Automata and Interface Automata, for example, do not
distinguish between component specifications and their instances. Every specification involves only instances. It is for this
reason that all actions of composed component specifications have to be pairwise disjoint [8,28] (i.e., a single component
instance can occur atmost once in a composite system). In Component Interaction Automata, each component specification is
instantiated with a unique identifier that we use also to disambiguate the corresponding component transitions. Consider,
for example, the specification of component C defining an input via action a and two instances of C, named A and B (cf.
Fig. 2a). The structured labels for the input transitions of A and B are (−, a, A) and (−, a, B), respectively. The unique
component identifiers A and B allow for the safe coexistence of multiple instances of the same component specification
(or action) in a given system AB as shown in Fig. 2(b).
We presuppose a countably infinite set A of component identifiers. A hierarchy of component names is defined as
follows [16].
Definition 1. A hierarchy of component names is a tuple H = (H1, . . . ,Hn), n ∈ N, where
• H is an elementary hierarchy of pairwise disjoint component identifiers H1, . . . ,Hn ∈ A such that S(H) = {H1, . . . ,Hn},
or
• H is a composite hierarchy of pairwise disjoint constituents H1, . . . ,Hn, ∀ 1 ≤ i, j ≤ m, i ≠ j : S(Hi) ∩ S(Hj) = ∅, and
S(H) = ∪mi=1Hi. 
Definition 2. A component interaction automaton C is a quintuple (Q , Act, δ, I,H)where
• Q is a finite set of states,
• Act is a finite set of actions,
• δ ⊆ Q ×Σ×Q is a finite set of labeled transitions, whereΣ ⊆ {(S(H)∪{−}×Act× S(H)∪{−})}\ {({−}×Act×{−})}
is the set of structured labels induced by C,
• I ⊆ Q is a non empty set of initial states, and
• H is a tuple denoting C’s hierarchical composition structure.
Each component interaction automaton is further characterized by two sets P ⊆ Σ , the provided services, and R ⊆ Σ , the
required services, P ∩ R = ∅, which capture the automaton’s interface with an environment. We write CPR to denote an
automaton C that can interact with the environment or other components through inputs in R and outputs in P . 
In the original definition of the Component Interaction Automata formalism [15,16], the set of provided services P and
the set of required services R originate from a secondary specification outside the Component Interaction Automatamodeling
language. Incorporating these architectural constraints into the definition of component interaction automata does not affect
the underlying composition rules, but it rather makes the relationship with the associated automata more explicit and
eases the computation of composition [19]. We abbreviate, however, the annotation in a natural way if P ∪ R = Σ and omit
the corresponding specification. Also, rather than recording the full transition labels, we just use the corresponding action
symbols to make the specification of P and Rmore concise.
As a motivating example, consider a simple electronic commerce system with three participants [18]: Customer, Store,
and Bank. The behavior of the composite system is as follows. The customer may initiate a transaction by passing a voucher
to the store. The store will then redeem this voucher with the bank (i.e., the bank will eventually deposit money into the
store’s account) and, through a third party, ship the ordered goods. The customer may cancel the order before the store had
a chance to redeem the voucher, in which case, the voucher will be returned to the customer immediately. We allow the
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Fig. 3. A simple e-commerce system.
customer to cancel an order with either the store or the bank. The high-level interaction protocol for this system is shown
in Fig. 3.
We can model Customer, Store, and Bank as primitive (or plain) component interaction automata with an elementary
hierarchy (i.e., with no explicit hierarchical relationships) [15]. The Customer automaton (cf. Fig. 4(a)) defines two states and
two output transitions (or customer requests) to initiate a purchase (i.e., action pay) or to drop the order (i.e., action cancel).
Initially, the Customer component is ready to send out a purchase request:
Customer = ({c0, c1}, {pay, cancel},
{(c0, (Customer, pay,−), c1), (c1, (Customer, cancel,−), c0)},
{c0}, (Customer))
The Store automaton (cf. Fig. 4(b)), on the other hand, defines six states and seven transitions and guarantees that orders
will only be shipped, if the payment voucher has been redeemed successfully. The Store receives a voucher (i.e., action pay),
money (i.e., action transfer), or a cancelation as input and issues as output the shipment of goods and the request to redeem
the voucher:
Store = ({s0, s1, s2, s3, s4, s5}, {pay, redeem, transfer, ship},
{(s0, (−, pay, Store), s1), (s1, (Store, redeem,−), s2), (s1, (−, cancel, Store), s0),
(s2, (−, transfer, Store), s3), (s2, (Store, ship,−), s4), (s3, (Store, ship,−), s5),
(s4, (−, transfer, Store), s5)}, {s0}, (Store))
Finally, the Bank automaton (cf. Fig. 4(c)), defining four states and four transitions, coordinates Customer and Store. If the
Store has not yet cashed the voucher, then the Customer can still cancel the order and receive a refund. The Bankwill forward
a cancelation notice to the Store. If the Store has already submitted the voucher, then the Bankwill eventually transfer funds
to the Store. At this point, the Customer cannot cancel the order anymore:
Bank = ({b0, b1, b2, b3}, {cancel, redeem, transfer},
{(b0, (−, cancel, Bank), b1), (b0, (−, redeem, Bank), b2),
(b1, (Bank, cancel,−), b0), (b2, (Bank, transfer,−), b3)},
{b0}, (Bank))
The composition of component interaction automata is defined as the cross-product over their state spaces. Furthermore,
the sets P and R determine, which input and output transitions occur in the composite system (i.e., interface with
the environment). By convention, if any state is rendered inaccessible in the composite automaton, then we remove it
immediately from the state space in order to obtain the most concise result. The behavior of the composite automaton
is completely captured by its reachable states [18].
Definition 3. Let SPR = {(Qi, Act i, δi, Ii,Hi)}i∈I be a system of pairwise disjoint component interaction automata, where I is
a finite indexing set and P, R are the provided and required actions. Then CPR = (

i∈I Qi,∪i∈IAct i, δSPR ,

i∈I Ii, (Hi)i∈I) is a
composite component interaction automaton, where πj(q) denotes a projection map πj : i∈I Qi → Qj from product state
q to its jth component and
δSPR
= δOldSync ∪ δNewSync ∪ δInput ∪ δOutput
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(a) Customer component. (b) Bank component.
(c) Store component.
Fig. 4. The graphical representation of the component interaction automata Customer, Bank, and Store.
Fig. 5. The composite e-commerce component interaction automaton E-System{ship}∅ .
with
δOldSync = {(q, (n1, a, n2), q′) | ∃i : (πi(q), (n1, a, n2), πi(q′)) ∈ δi and ∀j, j ≠ i : πj(q) = πj(q′)},
δNewSync = {(q, (n1, a, n2), q′) | ∃i1, i2, i1 ≠ i2 : (πi1(q), (n1, a,−), πi1(q′)) ∈ δi1 ∧
(πi2(q), (−, a, n2), πi2(q′)) ∈ δi2 ∧ ∀j ∈ I, i1 ≠ j ≠ i2 : πj(q) = πj(q′)},
δInput = {(q, (−, a, n), q′) | a ∈ R ∧ ∃i : (πi(q), (−, a, n), πi(q′)) ∈ δi ∧ ∀j, j ≠ i : πj(q) = πj(q′)},
δOutput = {(q, (n, a,−), q′) | a ∈ P ∧ ∃i : (πi(q), (n, a,−), πi(q′)) ∈ δi ∧ ∀j, j ≠ i : πj(q) = πj(q′)}. 
The composition rule builds the product automaton for a given system SPR . It does so by simultaneously recombining
the behavior of all individual component interaction automata in {(Qi, Act i, δi, Ii,Hi)}i∈I. The transitions of the composite
automaton result from four sets: the transposed preexisting internal synchronizations δOldSync of the individual component
interaction automata, the newly formed internal synchronizations δNewSync due to interactions between the individual
component interaction automata, and the sets δInput and δOutput , the transposed remaining interactions of the product
automaton with the environment.
Applied to our e-commerce system, we can denote the composition of the three components, Customer, Store, and Bank
by the following expression:
E-System{ship}∅ = {Customer, Store, Bank},
which yields a composite automaton with 7 reachable states (out of 48 product states) and a composite hierarchy
((Customer), (Store), (Bank)). Moreover, due to the architectural constraints P = {ship} and R = ∅, the composite system
can only interact with its environment by emitting a ship action. A graphical representation of the composite system is
shown in Fig. 5.
3. Partition refinement of component interaction automata
Combinatorial state explosion does not only occur when constructing new composite components or systems, but also
whenwewish to study their inherent properties [19]. Ameasure to alleviate state explosion is partition refinement [19,23,24,
38,39], which allows, bymeans of some equivalence relation, for the identification of states that exhibit the same interactive
behavior with respect to an external observer. Partition refinement merges equivalent states into one and removes the
remaining superfluous states and their transitions from the system. We use bisimulation [40], in particular, a notion ofweak
bisimulation [19,30], as the desired observable equivalence relation for the reduction of component interaction automata.
From an external observer’s point of view, weak bisimulation yields a co-inductive proof [41] in which two component
interface automata cannot be distinguished, if they only differ in their internal component synchronizations.
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Fig. 6. The weakly-bisimilar e-commerce component interaction automaton E-System-R{ship}∅ .
However, the Component Interaction Automata formalism requires an additional criterion to be met: two component
interaction automataA and B are considered equivalent, iff they are bisimilar and adhere to the sameunderlying composition
structure [19]. In other words, any technique to reduce the complexity of a given component interaction automaton has to
retain also its underlying hierarchical composition structure. This means, two states q and pwith transitions (q, (−, a, A), r)
and (p, (−, a, B), r)must not be equated, as the target components in the transition labels differ.
An important element in the definition of an observable equivalence relation over component interaction automata is
the notion of synchronization path.
Definition 4. If (n1, a1, n′1) · · · (nk, ak, n′k) ∈ Σ are internal synchronizations of a component interaction automatonC, then
we write q ∗=⇒ p to denote the reflexive transitive closure of
q
(n1,a1,n′1)−−−−−→ r1
(n2,a2,n′2)−−−−−→ · · ·
(nk−1,ak−1,n′k−1)−−−−−−−−−→ rk−1
(nk,ak,n′k)−−−−−→ p,
called the synchronization path between q and p. 
Synchronization paths give rise to weak transitions.
Definition 5. If l ∈ Σ is a structured label, then q l=⇒ p is a weak transition from q to p over label l, if there exist r, r ′ such
that
q ∗=⇒ r l−→ r ′ ∗=⇒ p. 
Using the concept of weak transitions, we can define now a weak bisimulation over component interaction automata.
Definition 6. Given A = (QA, ActA, δA, IA,H) and B = (QB, ActB, δB, IB,H), two component interaction automata with an
identical composition hierarchy H , then a binary relation R ⊆ Q × Q with Q = QA ∪ QB is a weak bisimulation, if it is
symmetric and (q, p) ∈ R implies, for all l ∈ Σ ,Σ = ΣA ∪ΣB being the set of structured labels induced by A and B,
• whenever q l−→ q′, then ∃p′ such that p l=⇒ p′ and (q′, p′) ∈ R.
Two component interaction automata A and B are weakly bisimilar, written A ≈ B, if they are related by some weak
bisimulation. 
Applying the preceding definition, we can find a new automaton, E-System-R{ship}∅ , capable of reproducing the interactive
behavior of our e-commerce systems up to weak bisimulation. E-System-R{ship}∅ (cf. Fig. 6) satisfies two requirements:
(i) it interacts with the environment through the structured label (Store, ship,−), and (ii) it adheres to the hierarchical
composition structure ((Customer), (Store), (Bank)).
To show that E-System-R{ship}∅ and E-System
{ship}
∅ = {Customer, Store, Bank} are indeed observably equivalent with respect
to an external observer, we have to find a weak bisimulation R such that E-System-R{ship}∅ ≈ E-System{ship}∅ . Such a relation
exists and is defined asR = r ∪ r−1 with
r = {(s0c0b0, r0), (s1c1b0, r0), (s1c0b1, r0), (s2c1b2, r0), (s3c1b3, r0), (s4c1b2, r1), (s5c1b3, r1)}.
There are only two states in E-System{ship}∅ , s2c1b2 and s3c1b3, that require the automaton E-System-R
{ship}
∅ to move.
Consider, for example, state s2c1b2 of E-System{ship}∅ . Due to the fact that (s2c1b2, r0) ∈ R and E-System{ship}∅ can perform
(s2c1b2, (Store, ship,−), s4c1b2), we select as a matching move the transition (r0, (Store, ship,−), r1) of E-System-R{ship}∅
that yields the pair (s4c1b2, r1) ∈ R, as required. For all states in E-System{ship}∅ other than s2c1b2 and s3c1b3, E-System-
R{ship}∅ pauses, since all internal component synchronization have been factored out in E-System-R
{ship}
∅ .
The global tactic for the computation of bisimilarity is partition refinement, which factorizes a given state space into
equivalence classes [23,24,38,39]. The result of partition refinement is a surjective function that maps the elements of the
original state space to its corresponding representatives of the computed equivalence classes. Partition refinement always
yields a minimal automaton.
At the center of partition refinement is a splitter function that determines the granularity of the computed equivalence
classes. A splitter for component interaction automata is a Boolean function γ : Q × Σ × 2Q → {true, false}. For a
component interaction automaton C = (Q , Act, δ, I,H), the function γ (q, l, X) is true iff C can evolve from a state q to a
state contained in the set of states X, a candidate equivalence class for C, by a transition labeled l.
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S>10 ← {Q }; S10 ← ∅; Repeat← true;
while Repeat do
Repeat← false;
for l ∈ Σ do
S← S>10 ∪ S10 ;
while S ≠ ∅ do
choose X ∈ S;
(S>11 ∪ S11)← refine(S>10 , l, X);
if S>11 ≠ S>10 then
S>10 ← S>11 ; S10 ← S10 ∪ S11 ;
S← S>10 ∪ S10 ; Repeat← true;
else
S← S − {X};
return S>10 ∪ S10 ;
Fig. 7. A partition refinement algorithm for Component Interaction Automata specifications.
Definition 7. Let q ∈ Q be a state, X ∈ 2Q be a candidate equivalence class, and l ∈ Σ be a structured label for a component
interaction automaton C = (Q , Act, δ, I,H). Then
γ (q, l, X) :=

true if there is p ∈ X such that q l=⇒ p,
false otherwise. 
We obtain with this definition a means of expressing the computation of a weakly-bisimilar component interaction
automaton as the possibility to fuse a set of its states, if the sameweak interactions evolve into the same set of observable behaviors
X . Exploiting this quality, we can describe partition refinement as an iterative process in which the ternary function refine
controls the partitioning of the state space. A partitioning S for a component interaction automaton C = (Q , Act, δ, I,H) is
a set of sets of equivalent states drawn from Q . Initially, S and Q coincide. However, as the refinement process progresses,
the function refinewill yield a finer-grained decomposition of the state space, as different states can be naturally expected to
exhibit varying capabilities. This process continues until a fixed-point is reached [23,27], that is, a set of equivalence classes
that, up to weak bisimulation, yields a minimal state space to capture faithfully the behavior of C.
Definition 8. Let γ be a splitter function generating weakly-bisimilar equivalence classes and l ∈ Σ be a structured label
for a component interaction automaton C = (Q , Act, δ, I,H). Then






{q ∈ XS | γ (q, l, X) = v}

− {∅}
where S is a partitioning resulting from step i − 1 and X is a candidate equivalence class at stage i of the refinement
process. 
We adopt the approach proposed by Hermanns [23] to perform partition refinement of component interaction automata.
Our partition refinement algorithm differs, however, in two aspects. First, we add an extra enclosing loop over the labels
in Σ to the refinement process. Experiments have shown that the resulting algorithm will require fewer splitters to reach
a fixed-point. Second, a partitioning S can be further characterized by two disjoint sets: S1, the set of singleton partitions,
and S>1, the set of partitions comprising two or more states. Singleton partitions cannot be further refined and, therefore,
do not need to be tested again. This optimization results in a significant improvement of the performance of the partition
refinement process. Once a fixed-point has been reached, the refinement process returns the union of S1 and S>1 as result.
The algorithm is shown Fig. 7. It runs continuously as long as the function refine produces a new partitioning (i.e.,
S>11 ≠ S>10 ) for any label l ∈ Σ . The algorithm terminates (i.e., reaches a fixed-point) when the test partitioning S becomes
empty for every label in Σ . When applied to our composite e-commerce system E-System{ship}∅ , the partition refinement
algorithm computes the following equivalence classes:
{r0 = {s0c0b0, s1c1b0, s1c0b1, s2c1b2, s3c1b3}, r1 = {s4c1b2, s5c1b3}},
which correspond exactly to the weak bisimulationR, shown earlier. More precisely, we can use these equivalence classes
to construct the automaton E-System-R{ship}∅ .
4. Synchronization cliques in component interaction automata
Partition refinement up to weak bisimulation can yield a significant reduction of the state space for a given component
interaction automaton. It provides, therefore, a suitable abstraction method that lets system designers focus on the essence
of the behavioral protocol defined by the automaton in question. Nevertheless, the success of partition refinement is not
guaranteed.We can identify at least two structural factors, globally and locally, that impact partition refinement: the overall
distribution pattern of transitions and the number and size of synchronization cliques present in a given automaton.
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(a) Recurring topological structures. (b) Complete disorder.
Fig. 8. Schematic view of composite Component Interaction Automata specifications.
4.1. The shape of Component Interaction Automata
Functionality is not evenly distributed across all parts of a software system [42,43]. That is, software is not made of ‘‘Lego
blocks’’ [44]. Component Interaction Automata specifications are no exception. The topology of concrete automata can vary
greatly. We find both clusters of highly ordered patterns and clusters of complete disorder (cf. Fig. 8). However, common to
all Component Interaction Automata specifications is that the functional density (expressed in term of the ratio between the
number of states and the number of transitions) usually hovers around some common value [27].Moreover, the composition
of Component Interaction Automata specifications can result in recurring topological formations (cf. Fig. 8(a)) that give rise
to self-similar community structures [26,45] that can positively affect the outcome of partition refinement [27]. But, there
are no guarantees that these structures materialize (e.g., Fig. 8(b)).
In order to quantify how the topology of an automaton can influence the success of partition refinement, we have
developed a technique [27] that uses the Gini coefficient [46,47], an entropic inequality measure, to estimate the likelihood
of partition refinement succeeding. For a population with values xi, 1 ≤ i ≤ n, the Gini coefficient is one-half of the relative







The Gini coefficient is a bounded measure between 0 and 1 in which the value 0 denotes perfect equality: every state in
the system has an equal share of the transitions measured, whereas the value 1 stands for the opposite, perfect inequality:
there is but one state in the system possessing all transitions under consideration. We compute Gini for both the incoming
and the outgoing transitions of an automaton. The closer the Gini coefficient is to 1 the higher the centralization of behavior
becomes. In otherwords, theGini coefficient captures the topological entropy [48], that is, the complexity of an automaton. An
automatonwith high Gini values for incoming transitions, outgoing transitions, or bothmay define fewer states contributing
to the information entropy [49] of that automaton. A smaller information entropy in turnmeans that there may be a greater
change for successfully reducing the state space of an automaton.
Butwhat are the typical distribution patterns of transitions in component interaction automata? To answer this question,
we run an analysis1 on 5849 machine-generated composite systems each consisting of between 2 and 11 component
interaction automata drawn from a sample of 739 individual components. Fig. 9 summarizes our observations with
respect to the concentration of transitions in the analyzed experimental systems prior reduction. Transitions in composite
automata exhibit highly skewed distribution profiles. Skewed distributions form, when the parameters describing it have
multiplicative effects [50]. The skew is more pronounced the fewer states a composite automaton defines. If the transitions
were normally distributed, then the corresponding Gini coefficients would assume values at approx. 0.11.2 On the contrary,
we find that incoming transitions follow distribution patterns that result in Gini coefficients with values predominantly
between 0.2 and 0.5 (cf. Fig. 9(a)). For outgoing transitions,which showmuchwider dispersion patterns, theGini coefficients
range from 0.2 to 0.7 (cf. Fig. 9(b)).
The actual distributions of the Gini coefficients (cf. Fig. 10) resemble that of a normal distribution, though not exactly
(i.e., a Shapiro–Wilk test for normality [52] on these distributions fails at alpha level 0.05 [27]). However, the more states
1 Every experiment was limited to 2 h and computed on a Mac Pro equipped with one 2.66 GHz Quad-Core processor, 8 GB 1066 MHz DDR3 memory,
and running Mac OS X 10.6.7.
2 In Stata [51], the command drawnorm draws a sample from a normal distribution. The Gini coefficient of that sample is always 0.11.
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(a) Incoming transitions. (b) Outgoing transitions.
Fig. 9. Concentration of incoming and outgoing transitions in component interaction automata prior reduction.
(a) Frequency distribution of GiniIN . (b) Frequency distribution of GiniOUT .
Fig. 10. The frequency distributions of the Gini coefficients for incoming and outgoing transitions prior reduction.
(a) Incoming transitions. (b) Outgoing transitions.
Fig. 11. Change in concentration of incoming and outgoing transitions due to reduction.
automata define the closer their respectiveGini coefficients for incoming and outgoing transitions alignwith a sample drawn
from a normal distributionwithmean valuesµGiniIN = 0.34 andµGiniOUT = 0.30, respectively. That is, our experimental data
set constitutes a random sample of Component Interaction Automata specifications with only a minor bias.
Naturally, successful partition refinement changes the distribution profiles of transitions in automata. However, the
outcome, in terms of the new structural properties of the refined automaton, is not governed by a monotonic function
(cf. Fig. 11). Both is possible, the topology of the refined automaton can become more homogeneous and, hence, exhibit a
more equitable distribution of functionality or the opposite occurs, some states emerge as focal points or hubs of previously
disjoint behavioral options [27]. The latter is a result of a preferential attachment process [26,53,54] that canmake behavioral-
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(a) B{c}{d} . (b) B-R
{c}
{d} .
Fig. 12. The weakly-bisimilar component interaction automata B{c}{d} and B-R
{c}
{d} .
(a) 5-state synchronization clique. (b) Emergent hub.
Fig. 13. The effect of synchronization cliques in Component Interaction Automata.
rich states even richer. In the extreme case, there remains but one state in the system that joins up all transitions of a given
type (i.e., the value of the Gini coefficient is 1).
The actual movement in the concentration differs for incoming and outgoing transitions. In our experiments, the odds
ratio for incoming transitions to become more evenly distributed (i.e., the Gini coefficient decreases in value) is 1:3.17 (cf.
Fig. 11(a)). In other words, it is three timesmore likely that partition refinement will centralize targets of transitions. On the
other hand, the odds ratio for outgoing transitions to gain concentration (i.e., the Gini coefficient increases in value) is just
1:1.44 (cf. Fig. 11(b)). That is, only in 4 out of 10 caseswill partition refinement condense sources of transitions. This confirms
an observation by Vasa [54] that the Gini coefficient of the In-Degree Count – a measure of popularity – increases over time,
whereas the Gini coefficient of theOut-Degree Count – ameasure of delegation – has the tendency to fluctuate.When applied
to partition refinement, this implies that the distribution of the In-Degree Counts becomes more skewed (i.e., the ‘‘rich get
richer") in response to joining previously disjoint states into one representative, including all incoming transitions.
4.2. Community structures in component interaction automata
The Gini coefficients for transitions capture the structure of an automaton globally and provide us with an indicator of
whether partition refinement can produce a smaller state space [27]. But there is also a local dimension to the refinement
process. Consider, for example, the automata B{c}{d} and B-R
{c}
{d}, shown in Fig. 12. While both are weakly-bisimilar, yet B
{c}
{d}
contains a subgraph that produces a structure similar to the small-world network [25]. In particular, the states q0q0 and
q1q1 in automaton B{c}{d} form a synchronization clique generating a cluster of highly-connected states. The presence of these
community structures [26] helps the partition refinement algorithm to equate more states, especially in the vicinity of the
synchronization clique, resulting in a higher state space reduction ratio [27].
Collapsing synchronization cliques into one representative (cf. Fig. 13) can yield as a particular byproduct hub states.
A synchronization clique is an emergent property, in Component Interaction Automata specifications, that materializes
when internal synchronizations cluster (cf. Fig. 13(a)). The associated clique states [25,26] (marked in bold blue) become
indistinguishable for an external observer. Hence, partition refinement up to weak bisimulation can join those states
together. As result, a hub state may emerge. Hub states concentrate a large number of behavioral choices, while, at the same
time, utilizing a simpler topology to capture those choices. In addition, refined component interaction automata containing
hub states have the potential to produce newly formed recurring topological structures (cf. Fig. 8(a)) when being composed
with other automata in the future.
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(a) C {c}∅ . (b) C-R
{c}
∅ .
Fig. 14. The weakly-bisimilar component interaction automata C {c}∅ and C-R
{c}
∅ .
Definition 9. Let C = (Q , Act, δ, I,H) be a component interaction automaton and X ∈ 2Q be an equivalence class up to
weak bisimulation for C. Then a synchronization clique is a non-empty directed graph (X, E), where X is a set of nodes,
called clique states, and E ⊆ δ is a set of edges drawn from the non-reflexive internal synchronizations between elements
in X , that is,
E = {(q, (n, a, n′), p) | q, p ∈ X ∧ q ≠ p}. 
A synchronization clique manifests, when partition refinement creates new reflexive internal synchronizations due
to mapping the endpoints of these transitions onto the same equivalence class. By default, we can ignore preexisting
reflexive internal synchronizations, as they can interleave in any order. However, the newly formed reflexive internal
synchronizations are of a different kind, as their non-reflexive originals encode a specific partial order on internal
synchronizations. This property, a result of retaining enumerated labels rather than using a perfect action [30] in internal
synchronization transitions in Component Interaction Automata, is lost in the refinement process. We can, however, recover
this information through the notion of action prefixes. For example, in B-R{c}{d}, the transition (r0, (−, d, B2), r1) can only take
place after a, possibly empty, sequence of internal synchronizations over actions drawn from the alphabet {a, b}, captured
by the prefix [b](ab)∗ that reifies the required synchronization paths to arrive in state q0q0 from synchronization clique
{q0q0, q1q1}. The internal synchronizations have disappeared in automaton B-R{c}{d}, but we can use the prefix [b](ab)∗ to
reenforce the existing pre-condition for the occurrence of transition (r0, (−, d, B2), r1). That is, (r0, (−, d, B2), r1) can
happen immediately, after a single b, or after a sequence of paired a’s and b’s possibly preceded by a leading b.
The presence of synchronization cliques gives rise to an increased order in the automaton being refined. The smaller
entropy requires a smaller state space and fewer transitions to represent the behavior in the refined automaton.
Unfortunately, the elimination of synchronization cliques in refined automata can also have unintended consequences, as
illustrated on the weakly-bisimilar automata C {c}∅ and C-R
{c}
∅ shown in Fig. 14.
C {c}∅ is defined as the composition of the following two automata C1 and C2
3:
C1 = ({q0, q1}, {a, b, c},
{(q0, (C1, a,−), q1), (q0, (C1, c,−), q1), (q1, (−, b, C1), q0)},
{q0}, (C1))
C2 = ({q0, q1}, {a, b, c},
{(q0, (−, a, C2), q1), (q0, (C2, c,−), q1), (q1, (C2, c,−), q0), (q1, (C2, b,−), q0)},
{q0}, (C2))
The composition of C1 and C2, the automaton C {c}∅ (cf. Fig. 14(a)), yields also a synchronization clique generating two
sublanguages Lq0q0 = {(ab)n|n ≥ 0} ∪ {b(ab)n|n ≥ 0} and Lq1q1 = {a(ba)n|n ≥ 0} ∪ {(ba)n|n ≥ 0}. Moreover, the reduction
of automaton C {c}∅ results in a non-deterministic automaton (cf. Fig. 14(b)). It is transition (q0, (C1, c,−), q1) of C1 that
enables this phenomenon, not the flip-flop between automaton C2’s states over c. Fortunately, the notion of action prefixes
provides us with a linguistic means to resolve this conflict, if necessary. The transition (r0, (C2, c,−), r1) in C-R{c}∅ can
only occur after a synchronization sequence [b](ab)∗, whereas (r0, (C2, c,−), r2) is enabled by [a](ba)∗. The prefixes
[b](ab)∗ and [a](ba)∗ capture the possible corresponding reified synchronization paths within automaton C {c}∅ induced by
synchronization clique {q0q0, q1q1}, as illustrated in Fig. 15.
Definition 10. Let C = (Q , Act, δ, I,H) be a component interaction automaton and (X, E) be a synchronization clique in
C. Then a state qp ∈ V is a prefix state, iff there exists q′ ∈ (Q\X), such that qp l−→ q′ ∈ δ. 
3 These automata have been especially designed to reproduce an effect, which we have observed in many system specifications that we have analyzed
over time [19].
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(a) Prefix [b](ab)∗ . (b) Prefix [a](ba)∗ .
Fig. 15. The prefix-giving interaction sequences in C {c}∅ .
Prefix states occur at the interface [26] of a synchronization clique and link it, through outgoing transitions, with the
rest of the automaton. We can, therefore, view prefix states as guards that control, which behavior can be invoked when a
synchronization clique is left. Practically, prefix states serve as accepting states in a prefix generator.
Definition 11. Let (X, E) be a synchronization clique and q0, qp ∈ X be two clique states. Then, a finite action prefix
generator CP [q0, qp] is a quintuple (X, Act, E, q0, qp)where
• X is the set clique states,
• Act = {a | (q, (n, a, n′), p) ∈ E} is the prefix alphabet,
• E = {(q, a, p) | (q, (n, a, n′), p) ∈ E} is the set of prefix transitions,
• q0 is the initial state, and
• qp is the final state.
We write L(CP [q0, qp]) to denote the action prefix language recognized by CP [q0, qp]. 
A prefix generator is a standard finite state machine and its recognized language is the set of all prefixes that result from
the synchronization paths between q0 and qp.





is an action prefix induced by qp. 
From a technical point of view, an action prefix αqp results from simultaneously exploring all possible paths
in a synchronization clique (X, E) and merging the recognized sublanguages into one—the action prefix αqp . For
example, in automaton C {c}∅ , cliques states q0q0 and q1q1 are both prefix states and generate the four sublanguages:
L(CP [q0q0, q0q0]) = {(ab)n | n ≥ 0}, L(CP [q1q1, q0q0]) = {b(ab)n | n ≥ 0}, L(CP [q0q0, q1q1]) = {a(ba)n | n ≥ 0}, as well
as L(CP [q1q1, q1q1]) = {(ba)n | n ≥ 0}. Hence, we obtain two action prefixes αq0q0 = [b](ab)∗ and αq1q1 = [a](ba)∗ in C {c}∅ .
On the other hand, state q1q1 in automaton B{c}{d} is not a prefix state and, therefore, we only have to compute a prefix for
state q0q0 (i.e., αq0q0 = [b](ab)∗).
Definition 13. Let C = (Q , Act, δ, I,H) be component interaction automaton, q l−→ q′ ∈ δ be a transition in C, and αq be
an action prefix for state q, then q
/αq/l−→ q′ is a prefixed transition, where
/αq/l =

(−, /αq/a, n) if l = (−, a, n),
(n, /αq/a,−) if l = (n, a,−), and
(n1, /αq/a, n2) if l = (n1, a, n2). 
By applying the generated prefixes to the respective transitions, we obtain the fully-annotated reduced automata B-R’{c}{d}





both deterministic and non-deterministic ones.
B-R’{c}{d} and C-R’
{c}




∅ , respectively, as prefixed transitions produce
a different behavior. However, we can restore bisimilarity by erasing the added prefixes. We can think of prefixes as local
state that contain types [14], or more precisely sequence types [17], that explicitly record interaction constraints in a reduced
component interaction automaton. The scope of these local states is the synchronization clique being collapsed into single
representatives now.
The composition of action prefixes is defined in the usual way. The composition of a refined automaton containing
prefixed transitions with another automaton and the successive refinement may yield new action prefixes that have
to be incorporated into the final result. We use the regular concatenation operation to build composite action prefixes.
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(a) B-R’{c}{d} . (b) C-R’
{c}
∅ .
Fig. 16. The prefixed weakly-bisimilar component interaction automata B-R’{c}{d} and C-R’
{c}
∅ .
For example, if an existing action prefix [f ](ef )∗ needs to be prefixed by [b](ab)∗, then the newly composed action
prefix becomes [f ](ef )∗[b](ab)∗. That is, before an interaction prefixed with [f ](ef )∗[b](ab)∗ can occur, the corresponding
component interaction automata must have performed a, possibly empty, sequence of internal synchronizations over
actions f and e, followed by a, possibly empty, sequence of internal synchronizations over actions b and a.
Finally, we need to incorporate the prefix mechanism into the composition rule (cf. Definition 3) for new
synchronizations, δNewSync . We use ‘?’ to indicate a prefix associatedwith an input action and ‘!’ to denote a prefix originating
from an output action. We borrow this approach from typed π-calculus in which directional sorts capture the permissible
behaviors at input and output locations [55]. The directional annotations are reminiscent of data encapsulation, amechanism
to restrict the visibility of local states (i.e., read-only orwrite-only access). The composition of two prefixes has to honor both
their scopes and their directionality.
Definition 14. Let q1
(n1,/α1/a,−)−−−−−−→ q′1 and q2
(−,/α2/a,n2)−−−−−−→ q′2 be two prefixed transitions that synchronize according to
Definition 3. Then q
(n1,/?α1!α2/a,n2)−−−−−−−−−→ q′ is the resulting prefixed synchronization transition, where ?α1!α2 is an atomic
directional prefix. 
Two component interaction automata can synchronize throughmatching complementary structured labels. These labels
may, in turn, occur prefixed as result of a previous refinement of the underlying automata. These prefixes, however, cannot
simply be concatenated as regular prefixes. Each prefix encodes either an input constraint or an output constraint and we
must retain both. On the surface, this appears cumbersome, but we facilitate the use of directional prefixes by considering
them atomic, as if they were plain actions. We only require, as for all prefixes, that they are well-formed, that is, they are
regularly composed of elements from the set, Act , of actions.
5. Discussion
5.1. The effectiveness of partition refinement for component interaction automata
The partition refinement process encompasses two quality attributes: the actual gain in terms of state space reduction
and the time needed to compute the new state space. The achievable state space reduction ratio for a given component
interaction automaton can be characterized as a function of the existence and size of synchronization cliques (cf. Fig. 17(a)).
Based on our experiments, we observe a very strong monotonic, yet non-linear, relationship between the reduction
ratio of states and the reduction ratio of internal component synchronizations for automata with more than 30 states4
when reduction is successful (Spearman’s rank correlation ρ = 0.9695 at significance level 0.05). Internal component
synchronizations that take part in synchronization cliques are rendered into a single state by partition refinement.
Consequently, the more frequent and the larger synchronization cliques are, the better partition refinement can perform.
The outcome of partition refinement is a dichotomy. That is, the response of partition refinement is a categorical variable,
where 1 represents ‘‘success’’ and 0 stands for ‘‘failure.’’ We can use this feature to construct a logistic model [51,56] in
which the result of partition refinement is the dependent variable and the attributes of Component Interaction Automata
specifications serve as independent variables [27]. One such independent variable is the number and size of synchronization
cliques occurring in Component Interaction Automata specifications. Using logistic regression [51,56], we can hypothesize
that if 50% of the internal synchronizations in an automaton can be eliminated, then partition refinement is likely to succeed,
that is, the refined automaton will contain 50% fewer states. To achieve a 75% reduction, however, we would need to be
able to remove at least 84% of the internal synchronizations [27]. Though, the actual gain does not solely depend on the
presence of synchronization cliques, partition refinement can yield a significant reduction of the state space if they occur in
an automaton.
4 For states with less than 30 the outcome of partition refinement becomes increasingly erratic, even though the relationship between the reduction
ratios remains strong. When we restrict our analysis to automata with more than 30 states, the observed effect manifests itself more prominently. It total,
1934 specifications define more than 30 states out of 5848 studied experimental systems.
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(a) State space reduction profiles. (b) Probability of a 50% state space reduction.
Fig. 17. The experimental performance results of partition refinement in terms of state space reduction.
(a) Running time profiles. (b) Probability of success.
Fig. 18. The experimental performance results of partition refinement in terms of running time and success.
5.2. Time and space complexity of partition refinement for component interaction automata
The partition refinement algorithm exhibits exponential time complexity for automata with more than 30 states. Below
that threshold, the algorithm requires a fixed amount of time to complete (i.e., approx. 10ms). For systems with more than
325 states (a number determined with logistic regression), the odds that partition refinement may require more than one
minute to converge increases exponentially with each additional state to consider (cf. Fig. 18(a)).
However, there appears to exist also a specific limit for partition refinement, namely around 1,700 states, at which the
probability for a successful of partition refinement decreases exponentially with each additional state (cf. Fig. 18(b)). In
other words, partition refinement may fail, even for vast synchronization cliques, and it will do so by requiring a large
amount of time (i.e., more than 2 h). This is rather unexpected. There must be a negative feedback mechanism that prevents
partition refinement to succeed on larger systems. The information entropy of a larger Component Interaction Automata
specifications seems to approach equilibrium [57]. Hence, partition refinement cannot find a smaller and equivalent system
that faithfully represents the original behavior. Specifications exceeding the 1,700 states thresholdwork and can be analyzed
effectively [19]. But we surmise that the granularity of Component Interaction Automata inhibits larger specifications to
contain emergent hubs, a major contributor to successful partition refinement.
Thenumber labels defined in an automaton and the corresponding size of the state space appear to beweakly related only,
if at all. That is, whether or not partition refinement succeeds does not depend on the size of the alphabet of an automaton.
Size, in general, has a relatively small impact on the outcome of partition refinement in medium size systems [27].
Nevertheless, size provides a good estimator of the running time of partition refinement. For example, for specifications
with more than 450 states, partition refinement is very likely to require more than 5 minutes to converge [27].
However, the number of required splitters and the size of the state space of an automaton are strongly related in the
refinement process, except for the case of state space reduction exceeding 80% (cf. Fig. 19). This is expected, as a higher
entropy of an automaton requires more splitters for partition refinement to converge. The splitter utilization follows an
exponential function with a specific set of values for each success rate. Partition refinement is fast only, if it can join large
chunks of states into one equivalence class. The size of an automaton is not a determining factor here. It is the structure of
an automaton that facilitates high reduction rates in partition refinement most [27].
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(a) Success. (b) Failure.
Fig. 19. Utilization of splitters in partition refinement with respect to the size of the state space.
If partition refinement fails (cf. Fig. 19(b)), then it will do so by using an exponential number of splitters, though, for
automata with less than 100 states, the number may be less. The variations for large specifications, visible in Fig. 19(b), are
due to our 2 h time limit.
5.3. Structural properties of component interaction automata
One of the rather unexpected findings, while conducting experiments in our composition framework, is the existence
of synchronization cliques in component interaction automata. To explain their presence, we have adopted some of the
terminology that has been developed in network theory in order to characterize properties of complex networks [25]. Of
particular interest are small-world networks that have been discovered in an astonishing number of natural phenomena,
but also in software systems. Potanin et al. [44] have studied Java programs and detected power laws in object graphs
indicating that object-oriented systems form scale-free networks [25]. A consequence of the existence of power laws in
object-oriented systems is that there is no typical size to objects [44]. We find a similar property in Component Interaction
Automata specifications—the interactive behavior in automata is not evenly distributed over the state space.
The distribution of transitions in Component Interaction Automata specifications follows observed patterns in many
natural or man-made phenomena [42,43,50]. Only a few nodes exhibit high concentrations of incoming and outgoing
links. There is an underlying preferential attachment [53,54] that makes components interact methodically. Moreover, even
though the nodes in a systemare allwell-connected, the number of actual connections is relatively small. In our experiments,
we used automata specifications, over an alphabet of 8 evenly distributed actions, in which the individual components
defined just 3–6 states and 2–8 transitions. We required, however, that a composition of two automata must yield at least
3 new internal component synchronizations.
Using this approach, we obtain automata specifications that capture accurately real-world scenarios. To validate this
assertion, we analyzed the underlying graphs of each generated automaton and computed the corresponding power-
scaling relationships between the automaton’s states and transitions. A power-scaling relationship is a topological graph
property [45,53,58,59] that quantifies the ratio, or scaling exponent β , between the occurrences of vertices and edges in a
graph constructed for the software system under investigation. This measure explores the degree of self-similarity [25,45]
in a system and can reveal its inherent complexity [60]. If N is the number of vertices and L represents the number of edges
in such a graph, then a power-scaling relationship between N and L, for some scaling exponent β , is denoted by
L ∼ Nβ .
For a component interaction automaton C = (Q , Act, δ, I,H), when viewed as a directed graph, the scaling exponent




The observed distribution of the scaling exponents β for our generated automata specifications is shown in Fig. 20. The
actual distribution pattern shows a remarkable similarity to the one found in Java and C++ software systems [53,58,59]. The
scaling exponents for component interaction automata also range predominantly between 1.15 and 1.7, with a mean value
µβ = 1.31 and a standard deviation σβ = 0.09 for specifications with more than 30 states.
We can use the scaling exponentβ togetherwith theGini coefficients for outgoing transitions to define a logisticmodel to
estimate the likelihood of success of partition refinement [27]. As it turns out, partition refinement can succeedmore often, if
the behavioral choices (i.e., the number of transitions per states expressed by β) occur more balancedwith the total amount
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(a) System-wide distribution of β . (b) Distribution trend of β .
Fig. 20. The distribution of the scaling factor β .
of choice points (i.e., the degree of concentration of delegation captured by the Gini coefficient for outgoing transitions,GOUT )
in an automaton [27]. In other words, the structure of a Component Interaction Automata specification matter very much. If
the value of β is off by just 12σβ , then the odds of partition refinement succeeding reduces dramatically. Similarly, there is
only a 4% margin in the value of the Gini coefficient for outgoing transitions that can decide the fate of partition refinement
for a given automaton [27].
5.4. Enumerated internal component synchronizations
How do synchronization cliques come to light? We do not find a similar phenomenon in process-based models [2,23,30,
61,62]. However, there is a difference in the way internal synchronizations are represented. Process-based formalisms use a
special symbol, τ , to denote the handshake between two, matching, interacting processes. The synchronization of processes
takes place internally. From an external observer’s point of view, we notice the occurrence of a process synchronization
through a delay between adjacent interactions with the environment. Milner [30] calls τ a perfect action, which arises from
a pair of complementary input- and output-actions.Whatmakes τ special is the observable equivalence between a sequence
P1
τ−→ P2 τ−→ · · · τ−→ Pn of process synchronizations and a single synchronization P1 τ−→ Pn. A similar concept does not
exist in Component Interaction Automata and its predecessors I/O Automata and Interface Automata. We cannot equate a
sequence of internal synchronizations in a component interaction automaton with a single action, or eliminate it altogether
as part of the abstraction process induced by partition refinement up to weak bisimulation. Such an approach would ignore
the inherent partial order defined by specific synchronization paths. There exists no designated action in the Component
Interaction Automata formalism that can subsume several synchronization paths under one umbrella. Moreover, the precise
sequence of internal synchronization paths conveys a valuable information. For example, the Storewill only issue the action
(Store, ship,−) after a successful interactionwith the Bank to redeem the payment voucher (cf. Fig. 5). This knowledge is vital
for the understanding of the behavior of the whole composite e-commerce component interaction automaton E-System{ship}∅ .
6. Conclusion and future work
We have discussed some of the effects that partition refinement produces when we apply this state space reduction
technique to Component Interaction Automata. We use weak bisimulation as underlying equivalence relation to drive
the refinement process. From an external observer’s point of view, weak bisimulation hides internal intra-component
synchronizations.
While a corresponding implementation of partition refinement for Component Interaction Automata specifications is
feasible and effective, its application has revealed a specific property of component interaction automata that mandates
an additional analysis to recover pre-conditions encoded in so-called synchronization cliques. A synchronization clique
is a subgraph of internal intra-component synchronizations that define guards for component interactions with the
environment. Partition refinement removes synchronization cliques from the specification of given component interaction
automaton, but we have presented a workable solution here to restore these pre-conditions in reduced automata, if
necessary.
We have chosen regular expressions like [b](ab)∗ rather than introducing fresh action labels to denote action prefixes in
order to make pre-conditions to interactions as explicit as possible. This works well for simple prefixes. Experiments have
shown, however, that action prefixes can grow in complexity rather quickly, rendering this structural technique unwieldy
(e.g., Fig. 21). We can envision, however, a nominal approach to the specification of action prefixes in which we assign each
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Fig. 21. A reduced sample automaton with composite action prefixes.
action prefix a unique identifier and add a corresponding lookup table to the specification of the component interaction
automata in question.
Partition refinement through weak bisimulation can achieve a significant reduction of the state space. Nevertheless,
success is not guaranteed. About 9.5% of our experiments failed to yield any improvement on specifications with more than
30 states. About 10.6% of our test cases required more than 1 minute to converge and only 3.6% of those were unsuccessful.
Overall, the success and running time of partition refinement depends on multiple factors. We identified at least two
parameters: the existence and size of synchronization cliques and the concentration of input and output transitions. Both can
be used as predictors. But there exists also a counter force that can decrease the probability for a successful partition
refinement for automatawithmore than 1700 states. The precise causes for that limit are subject to an ongoing investigation.
Finally, the outcome of partition refinement can be improved even further, if we erase the information about the
underlying composition hierarchy by making the analyzed component primitive before refinement [19]. The composition
of multiple instances of the same component can produce identical sub-structures in the resulting composite automaton.
However, the unique component identifiers used to disambiguate shared actions prevent partition refinement from
simplifying common sub-structures into a single, unifying one.We can overcome this difficulty by creating a fresh image of a
given component interaction automaton inwhich all component names are the same.Wewill lose, though, the information,
which particular sub-component participates in an actual occurring interaction with the environment.
We are only beginning to understand the emergent properties of software systems in general and component-based
software systems in particular. There is sufficient evidence for the existence of small-world networks in software [44,45,53].
To further our knowledge in this area, in future work we aim at studying network effects in component interaction
automata specifications. In particular, we seek to explore possibilities to (i) predict the presence of synchronization cliques,
(ii) estimate the reduction ratio, and (iii) use frequency distributions to monitor evolutionary changes in component
interaction automata specifications.
A promising direction for further research is the construction of multivariate logistic regression models [51,56] for the
analysis of partition refinement of Component Interaction Automata [27]. Multivariate regression provides us with a means
to find the probability of whether partition refinement succeeds based on a combination of attributes. Candidates include,
for example, degree distributions in Component Interaction Automata, decomposable entropic inequality measures, and the
structure of the partition refinement algorithm itself.
Acknowledgements
The author would like to thank Rajesh Vasa and ClintonWoodward as well as the anonymous reviewers for their helpful
comments, discussions, and valuable feedback.
References
[1] C. Szyperski, Component Software: Beyond Object-Oriented Programming, second edition, Addison-Wesley/ACM Press, 2002.
[2] M. Lumpe, A π-calculus based approach to software composition, Ph.D. Thesis, University of Bern, Institute of Computer Science and Applied
Mathematics, 1999.
[3] O. Nierstrasz, L. Dami, Component-oriented software technology, in: O. Nierstrasz, D. Tsichritzis (Eds.), Object-Oriented Software Composition,
Prentice Hall, 1995, pp. 3–28.
[4] M. McIlroy, ‘‘Mass’’ produced software components, in: P. Naur, B. Randell (Eds.), Software Engineering, Scientific Affairs Division, NATO, Brussels,
1969, pp. 138–155.
[5] C.V. Ramamoorthy, V. Garg, A. Prakash, Support for reusability in genesis, IEEE Transaction on Software Engineering 14 (8) (1988) 1145–1154.
[6] M. Shaw, D. Garlan, Software Architecture: Perspectives on an Emerging Discipline, Prentice Hall, 1996.
[7] M. Broy, A core theory of interfaces and architecture and its impact on object orientation, in: R.H. Reussner, J.A. Stafford, C.A. Szyperski (Eds.),
Architecting Systems with Trustworthy Components, in: LNCS, vol. 3938, Springer, Heidelberg, Germany, 2004, pp. 26–47.
[8] L. de Alfaro, T.A. Henzinger, Interface automata, in: V. Gruhn, A.M. Tjoa (Eds.), Proceedings ESEC/FSE 2001, ACM Press, Vienna, Austria, 2001,
pp. 109–120.
[9] L. de Alfaro, T.A. Henzinger, M. Stoelinga, Timed interfaces, in: S.-V. A.L., J. Sifakis (Eds.), Proceedings of 2nd International Conference on Embedded
Softare, EMSOFT 2002, in: LNCS, vol. 2491, Springer, Heidelberg, Germany, 2002, pp. 108–122.
M. Lumpe / Science of Computer Programming 78 (2012) 27–45 45
[10] U. Nyman, Modal transition systems as the basis for interface theories and product lines, Ph.D. Thesis, Aalborg University, Department of Computer
Science, 2008.
[11] E.A. Lee, Y. Xiong, System-level types for component-based design, in: T.A. Henzinger, C.M. Kirsch (Eds.), Proceedings of 1st International Workshop
on Embedded Software, EMSOFT 2001, in: LNCS, vol. 2211, Springer, Heidelberg, Germany, 2001, pp. 237–253.
[12] A. Beugnard, J.-M. Jézéquel, N. Plouzeau, D. Watkins, Making components contract aware, IEEE Computer 32 (1999) 38–45.
[13] J.C. Seco, L. Caires, A basic model of typed components, in: E. Bertino (Ed.), Proceedings of ECOOP 2000, in: LNCS, vol. 1850, Springer, Heidelberg,
Germany, 2000, pp. 108–128.
[14] L. Cardelli, Type systems, in: Handbook of Computer Science and Engineering, CRC Press, 1997, pp. 2208–2236.
[15] L. Brim, I. Černá, P. Vařeková, B. Zimmerova, Component-interaction automata as a verification-oriented component-based system specification,
SIGSOFT Software Engineering Notes 31 (2006) 1–8.
[16] I. Černá, P. Vařeková, B. Zimmerova, Component substitutability via equivalencies of component-interaction automata, Electronic Notes in Theoretical
Computer Science 182 (2007) 39–55.
[17] F. Puntigam, Coordination requirements expressed in types for active objects, in: M. Aksit, S. Matsuoka (Eds.), Proceedings ECOOP ’97, in: LNCS,
vol. 1241, Springer, Heidelberg, Germany, 1997, pp. 367–388.
[18] J.E. Hopcroft, R. Motwani, J.D. Ullman, Automata Theory, Languages, and Computation, 3rd edition, Pearson Education, 2007.
[19] M. Lumpe, L. Grunske, J.-G. Schneider, State space reduction techniques for component interfaces, in: M.R.V. Chaudron, C. Szyperski (Eds.), CBSE 2008,
in: LNCS, vol. 5282, Springer, Heidelberg, Germany, 2008, pp. 130–145.
[20] Racket, v5.1.1, http://racket-lang.org, 2011.
[21] E.R. Gansner, E. Koutsofios, S. North, Drawing graphs with dot, http://www.graphviz.org/pdf/dotguide.pdf, 2009.
[22] yWorks GmbH, yEd Graph Editor, http://www.yworks.com/en/products_yed_about.html, 2010.
[23] H. Hermanns, Interactive Markov Chains: The Quest for Quantified Quality, in: LNCS, vol. 2428, Springer, Heidelberg, Germany, 2002.
[24] M. Pistore, D. Sangiorgi, A partition refinement algorithm for the π-calculus, Information and Computation 164 (2001) 264–321.
[25] M.E.J. Newman, The structure and function of complex networks, SIAM Review 45 (2003) 167–256.
[26] S. Fortunato, Community detection in graphs, Physics Reports (2009) 75–174.
[27] M. Lumpe, R. Vasa, Partition refinement of component interaction automata: why structure matters more than size, Electronic Proceedings in
Theoretical Computer Science 37 (2010) 12–26.
[28] N.A. Lunch,M.R.T. Tuttle, Hierarchical correctness proofs for distributed algorithms, in: Proceedings of the Sixth Annual ACMSymposiumon Principles
of Distributed Computing, Vancouver, British Columbia, Canada, pp. 137–151.
[29] M.H. ter Beek, C.A. Ellis, J. Kleijn, G. Rozenberg, Synchronizations in team automata for groupware systems, Computer Supported Cooperative Work
12 (2003) 21–69.
[30] R. Milner, Communication and Concurrency, Prentice Hall, 1989.
[31] M. Lumpe, Action prefixes: reified synchronization paths in minimal component interaction automata, in: Proceedings of the 6th International
Workshop on Formal Aspects of Component Software, FACS 2009, Electronic Notes in Theoretical Computer Science 263 (2010) 179–195.
[32] L. de Alfaro, M. Stoelinga, Interfaces: a game-theoretic framework for reasoning about component-based systems, Electronic Notes in Theoretical
Computer Science 97 (2004) 3–23.
[33] F. Arbab, Reo: a channel-based coordination model for component composition, Mathematical Structures in Computer Science 14 (2004) 329–366.
[34] F. Plasil, S. Visnovsky, Behavior protocols for software components, IEEE Transactions on Software Engineering 28 (2002) 1056–1076.
[35] L. de Alfaro, L.D. da Silva, M. Faella, A. Legay, P. Roy, M. Sorea, Sociable interfaces, in: B. Gramlich (Ed.), Proceedings of 5th International Workshop on
Frontiers of Combining Systems, FroCoS 2005, in: LNCS, vol. 3717, Springer, Heidelberg, Germany, 2005, pp. 81–105.
[36] A. Chakrabarti, L. de Alfaro, T.A. Henzinger, M. Jurdzinski, F.Y.C. Mang, Interface compatibility checking for software modules, in: Proceedings of 14th
International Conference on Computer Aided Verification, CAV 2002, in: LNCS, vol. 2404, Springer, Heidelberg, Germany, 2002, pp. 428–441.
[37] P. Inverardi, A.L. Wolf, D. Yankelevich, Static checking of system behaviors using derived component assumptions, ACM Transactions on Software
Engineering Methodology 9 (2000) 239–272.
[38] M. Habib, C. Paul, L. Viennot, Partition refinement techniques: an interesting algorithmic tool kit, International Journal of Foundations of Computer
Science 10 (1999) 147–170.
[39] R. Paige, R.E. Tarjan, Three partition refinement algorithms, SIAM Journal on Computing 16 (1987) 973–989.
[40] D. Park, Concurrency and automata on infinite sequences, in: P. Deussen (Ed.), 5th GI Conference on Theoretical Computer Science, in: LNCS, vol. 104,
Springer, Heidelberg, Germany, 1981, pp. 167–183.
[41] B. Jacobs, J. Rutten, A tutorial on (co)algebras and (co)induction, EATCS Bulletin, 62, pp. 222–259.
[42] R. Vasa, M. Lumpe, P. Branch, O. Nierstrasz, Comparative analysis of evolving software systems using the gini coefficient, in: Proceedings of 25th IEEE
International Conference on Software Maintenance, ICSM’09, IEEE Computer Society, Edmonton, Alberta, 2009, pp. 179–188.
[43] M. Lumpe, S. Mahmud, R. Vasa, On the use of properties in java applications, in: J. Noble, C. Fidge (Eds.), Proceedings of 21st Australian Software
Engineering Conference, ASWEC 2010, IEEE Computer Society Press, Auckland, New Zealand, 2010, pp. 235–244.
[44] A. Potanin, J. Noble, M.R. Frean, R. Biddle, Scale-free geometry in OO programs, Communications of the ACM 48 (2005) 99–103.
[45] G. Concas, M.F. Locci, M. Marchesi, S. Pinna, I. Turnu, Fractal dimension in software networks, Europhysics Letters 76 (2006) 1221–1227.
[46] C. Gini, Measurement of inequality of incomes, The Economic Journal 31 (1921) 124–126.
[47] A. Sen, On Economic Inequality, Oxford University Press, 1973.
[48] R.L. Adler, A.G. Konheim, M.H. McAndrew, Topological entropy, Transactions of the American Mathematical Society 114 (1965) 309–319.
[49] C.E. Shannon, A mathematical theory of communication, ACM SIGMOBILE Mobile Computing and Communications Review 5 (2001) 3–55.
[50] E. Limpert, W.A. Stahel, M. Abbt, Log-normal distributions across the sciences: keys and clues, BioScience 51 (2001) 341–352.
[51] S. LP, Stata User’s Guide Release 11, College Station, Texas, 2009.
[52] S.S. Shapiro, M.B. Wilk, An analysis of variance test for normality (complete samples), Biometrica 52 (1965) 591–611.
[53] S. Valverde, R.V. Solé, Hierarchical small worlds in software architecture, Arxiv preprint cond-mat/0307278 (2003).
[54] R. Vasa, Growth and change dynamics in open source software systems, Ph.D. Thesis, Swinburne University of Technology, Faculty of Information and
Communication Technologies, 2010.
[55] B.C. Pierce, D. Sangiorgi, Typing and subtyping for mobile processes, in: Proceedings 8th IEEE Logics in Computer Science, pp. 376–385.
[56] A. Agresti, Categorical Data Analysis, second edition, John Wiley & Sons, Inc., Hoboken, New Jersey, 2002.
[57] J.F. Nash, Non-cooperative games, Ph.D. Thesis, Department of Mathematics, Princeton University, 1950.
[58] R. Vasa, J.-G. Schneider, C. Woodward, A. Cain, Detecting structural changes in object-oriented software systems, in: J. Verner, G.H. Travassos (Eds.),
Proceedings of 4th International Symposium on Empirical Software Engineering, ISESE’05, IEEE Computer Society Press, Noosa Heads, Australia, 2005,
pp. 463–470.
[59] R. Vasa, M. Lumpe, J.-G. Schneider, Patterns of component evolution, in: M. Lumpe, W. Vanderperren (Eds.), Proceedings of the 6th International
Symposium on Software Composition, SC 2007, in: LNCS, vol. 4829, Springer, Heidelberg, Germany, 2007, pp. 235–251.
[60] T.J. McCabe, A complexity measure, IEEE Transaction on Software Engineering 2 (1976) 308–320.
[61] R. Mateescu, P. Poizat, G. Salaün, Adaptation of service protocols using process algebra and on-the-fly reduction techniques, in: Proceedings of ICSOC
2008, in: LNCS, vol. 5364, Springer, Heidelberg, Germany, 2008, pp. 84–99.
[62] J.-G. Schneider, O. Nierstrasz, Components, scripts and glue, in: L. Barroca, J. Hall, P. Hall (Eds.), Software Architectures – Advances and Applications,
Springer, 1999, pp. 13–25.
