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ABSTRACT
Assistive robot manipulators have the potential to increase the independence of disabled
persons in activities of daily living. The current designs are mainly limited to pure teleoperation
by the user, given the need for keeping the user in the control loop, and the complexity of
the tasks and environments in which they operate. This thesis aims to augment the user’s
capabilities for performing such tasks by adapting the robot, and its level of assistance, to the
user. Methodologies for modeling and benchmarking the complete human-robot system were
established, which helped drive the development of different approaches to adaptation. This
included a task-oriented optimization of the robot physical structure, approaches for low-level
adaptive shared control, and work on interactive learning of, and assistance on completing, simple
object manipulation tasks. Three experimental platforms were used: The ASIBOT manipulator
of Universidad Carlos III de Madrid (UC3M), the AMOR manipulator of Exact Dynamics, and
the iCub humanoid robot.
xii
RESUMEN
Los manipuladores asistenciales tienen el potencial de incrementar la independencia de per-
sonas discapacitadas en sus actividades de la vida diaria. Los diseños actuales se limitan prin-
cipalmente a una pura teleoperación, pues dada la complejidad de las tareas y del entorno, se
necesita mantener al usuario en el lazo de control. Esta tesis pretende mejorar las capacidades del
usuario para realizar estas tareas, adaptando el robot y su nivel de asistencia a las necesidades del
usuario. Se han establecido metodologías para el modelado y evaluación del comportamiento del
sistema formado por humano y robot, lo que ha permitido el desarrollo de diferentes aproxima-
ciones a la adaptación. Esto incluye desde la optimización de la estructura del robot atendiendo
a las tareas, la evaluación de diversas aproximaciones al control compartido adaptativo a bajo
nivel, al aprendizaje interactivo y el desarrollo de asistencias para completar tareas sencillas de
manipulación. Se ha hecho uso de tres plataformas experimentales: el manipulador ASIBOT de
la Universidad Carlos III de Madrid (UC3M), el manipulador AMOR de Exact Dynamics y el
humanoide iCub.
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1. BACKGROUND
1.1 Assistive Manipulators
1.1.1 Introduction
Most human manipulation tasks require the use of the upper limbs. Any deficiency in this
part of the body causes loss of dexterity and a reduced performance in manipulation. These
difficulties affect common Activities of Daily Living (ADL) such as moving objects, the use of
tools or utensils, washing, dressing, opening and closing doors and drawers, turning switches
on/off as well as eating and drinking. Assistive robots have the ability to aid in these tasks and
can provide personalized assistance to persons with physical disabilities, individually or in teams
(Mataric et al. 2007). They can supplement caretakers in helping, supporting, and monitoring
persons with needs and can give the user increased daily independence. This thesis will focus on
assistive robots that can assist the user in physical manipulation tasks, hereby denoted as assistive
manipulators. These robotic technologies can be divided into three main development concepts:
static systems that operate in structured environments, wheelchair-mounted systems, and mobile
manipulator companions that follow the user around for personal and care applications.
1.1.2 Static Systems
Static assistive manipulators are very useful when the user needs help in the same reduced
living environment, always for the same applications. For example eating, drinking, washing,
shaving, etc. They are low-cost in comparison to more advanced assistive manipulators, typically
on the order of e3000-e5000. The Handy 1 robot arm (Topping 1993) is an excellent example of
a static robot system, a 5 Degrees Of Freedom (DOF) manipulator aimed mainly at eating tasks,
see Fig. 1.1a. The SECOM My Spoon (Fig 1.1c) is a more recent example of a 5 DOF feeder.
It allows automatic feeding from predefined locations, but also manual control with a joystick
to for example fine-tune the grasping of a given food item. A simpler system can be found
in the Winsford Feeder (Fig. 1.1b). Here the plate is made to rotate, which means a simpler
manipulator can be used. Another simplified system is the Sammons Preston Meal Buddy (Fig.
1.1d), which uses a 3 DOF manipulator to collect food from specially designed containers where
little final adjustment is needed to collect the food. Research on such static "feeders" is ongoing,
for example for specific food types (Song & Kim 2009) or for enabling usage by a larger set of
user types (Guglielmelli et al. 2009). While providing an important service for a great number of
disabled persons, these robot systems have limitations. Changing their location can be difficult,
and may sometimes be nearly impossible. Especially if required in different rooms, or on different
floors. They are also very limited in the tasks they can perform, due to the simple end-effectors
used and to the low payload capacity.
1.1.3 Mobile Platforms
Another concept is the mobile assistive robot, which typically consists of one or more ma-
nipulators mounted on a wheel-based platform. While mobility around a domestic environment
is not always ideal due to steps or obstacles, they are capable of moving independently of the
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(a) Handy 1. (b) Winsford Feeder.
(c) SECOM My Spoon. (d) Sammons Preston Meal Buddy.
Fig. 1.1: Example static manipulators, also known as "feeders".
user in structured environments. Several examples of such systems exists, including the Korean
KARES II mobile manipulator (Bien et al. 2004), the German Care-O-Bot (Graf et al. 2004)
and ARMAR series robots (Asfour et al. 2008), as well as the American Willow Garage PR2
(Ciocarlie et al. 2012) and Cody (Chen et al. 2010). See Fig. 1.2. A characteristic of these
platforms is the intended completeness in terms of actuation, sensing and autonomy. That is,
they are typically aimed at being able to actuate based on high-level commands given by the
user. The high complexity typically also make them expensive in comparison to other assistive
robotic systems.
1.1.4 Wheelchair-Mounted Manipulators
Manipulators mounted on wheelchairs is another class of physically assistive robots. These
are also known as Wheelchair-Mounted Robot Arms (WMRA) (Kim 2012). The market leader
of this type of robot has been the MANUS system of Exact Dynamics in Holland, now replaced
by the newer model iArm. Other competitors include the RTD Raptor and the Kinova Jaco.
See Fig. 1.3. Most of the systems commercially available have 5-6 DOF and weigh around
10 kg, and the price is typically on the order of e20000-e40000. For research purposes the
AMOR of Exact Dynamics is interesting from the perspective of mobility, as it is a redundant
manipulator with 7 DOF. Another example is ASIBOT, a 5 DOF manipulator with universal
end-effectors that enables it to dock to specially designed docking stations in the environment
(Jardon et al. 2006). Movement from one docking station to another is also possible, making it
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(a) Care-O-Bot. (b) ARMAR III.
(c) Willow Garage PR2. (d) Cody.
Fig. 1.2: Example mobile assistive platforms.
the only climbing assistive manipulator. This can help combat one limiting characteristic of such
assistive manipulators, that the arm is permanently fixed to either the left or right-hand side of
the wheelchair. This may become inconvenient for the execution of certain tasks. In addition it
may produce mobility problems through stairs, doors, etc. The work presented here will mainly
focus on wheelchair-mounted (and climbing) assistive manipulators.
1.1.5 Other Applications of Assistive Manipulators
While the main thrust of this thesis is to improve assistive manipulators for disabled persons,
there are several very similar applications that may benefit from any novel technologies developed.
This includes manipulators operating in close proximity with a human user with limited mobility,
for example in Extra-Vehicular Activities (EVA) with joint robot and astronaut teams. Both
on-orbit (Akin et al. 2003) and planetary (Fong & Nourbakhsh 2005). It also includes scenarios
where a manipulator is directly teleoperated by a user, for example in space, underwater and
disaster applications. Here the ability to effectively use the robot to perform tasks can be reduced
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(a) ASIBOT. (b) Exact Dynamics AMOR.
(c) RTD Raptor. (d) Kinova Jaco.
Fig. 1.3: Example assistive robot manipulators mounted to wheelchairs.
by several factors, for example time delays, limited camera views and dynamic environments.
See Fig. 1.4a for an example of simulated on-orbit human-robot servicing of the Hubble Space
Telescope. Part of the work leading up to the current thesis was focused on providing control
over robots (and access to robot-related information) to astronauts working with manipulators
on on-orbit servicing missions (Stolen et al. 2008). See Fig. 1.4b. Here automatic speech
recognition, video and graphical displays were integrated on an experimental suit, the MX-2,
and tested on realistic tasks in neutral buoyancy conditions in the Space Systems Laboratory at
the University of Maryland, College Park. While the work helped outline some of the benefits of
improved information flow to the astronaut, and the limitations of speech recognition in a noisy
atmosphere, it was judged as out of scope for this thesis and will not be discussed further here.
Other related applications include arm prostheses and exoskeletons. See (Dellon & Matsuoka
2007) for an overview. As an example, the DEKA Arm seen in Fig. 1.5a is one of the most
advanced upper limb prostheses in development. Recent work has also been performed on using
muscle stimulation to help reduce the symptoms of tremor (Gallego et al. 2013). It is likely
that the boundaries between such assistive technologies and the assistive manipulators described
here will be gradually wiped out. This opens the exiting possibilities of applying some of the
concepts developed in this thesis on for example arm prostheses, or applying for example muscle
stimulation to help a user control an assistive manipulator. Medical robots used for surgery, like
the Intuitive Surgery DaVinci system (Fig. 1.5b), may also be a potential application.
1.1.6 Open Challenges
Given the current state of the art of assistive manipulators, at least three open challenges
can be identified:
1. Approaching human-level performance on manipulation tasks. This is difficult, given a user
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(a) Astronaut in MX-2 suit on the 6 DOF Ranger
positioning leg, receiving assistance from two
8 DOF dexterous manipulators.
(b) Neutral buoyancy testing of interfaces
for controlling, and receiving feedback
from, robots in the MX-2 suit.
Fig. 1.4: Work on human-robot collaborative servicing of the Hubble Space Telescope at the
Space Systems Laboratory, University of Maryland.
(a) The DEKA Arm upper limb prosthesis. (b) The Intuitive Surgery DaVinci.
Fig. 1.5: Other potential applications of the work presented.
with a low amount of mobility attempting to control a high-DOF robot safely and effec-
tively in a partially structured, and potentially dynamic, environment. Current assistive
manipulators typically move slowly to enable the user to maintain control over the arm.
That is, faster actuation is feasible from a technical point of view, but limited mainly by
two factors: a) a low information throughput between the user and the robot, and b) the
challenges in making an assistive manipulator operate robustly and safely with autonomy.
Any progress in these directions would have to be convincing enough to challenge the
perception that assistive manipulators should necessarily be slow 1.
2. Overcoming public opinion with respect to assistive robotics. The European Commission
in September 2012 published the results of an extensive survey on the attitude of the
European population towards robots (Commision 2012). Based on 26,751 interviews, the
survey revealed several interesting and very relevant trends for the thesis presented here.
The principal being that 60% of the overall population felt that robots should be banned in
the area of "care of children, elderly and the disabled", and 27% in the area of "healthcare".
The corresponding numbers for where the interview subjects thought robots should be used
as a priority were 4% and 22%, respectively. These results are likely a reflection of an
(understandable) concern about the use of autonomous robots in these fields (see related
1 Personal communication with a leading assistive technology company.
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discussion in the literature on "robot nannies" (Sharkey & Sharkey 2010), (Belpaeme &
Morse 2010)), but should also be taken into account when designing assistive manipulators
that are directly controlled by the user.
3. Maintaining assistive manipulators affordable to buy, simple to use and robust in operation
with increasing system complexity. That is, applying the right level of technology for the
application at hand. A simple mechanical arm support may for example be a much more
suitable aid than a full assistive manipulator for some users.
The core idea of this thesis is that these three challenges can best be approached by main-
taining the disables user in the control loop, while enabling the assistive manipulator to use its
own sensors to help and adapt to (and with) the user.
1.2 Human-Machine Adaptation
1.2.1 Introduction
Humans develop the ability to manipulate objects in the environment over the first few years
of life, successfully overcoming the "curse of dimensionality" in spite of initially having very
limited motor skills. The learning process is highly interactive, both with the environment and
with human teachers. Such adaptation over the life of an individual is an important part of
surviving in the open-ended environment we live. If an assistive manipulator is to operate in the
same environment, some adaptation may also be beneficial. This could be adaptation to a given
user’s abilities or disabilities, but also to the task to perform and the typical scenarios in which
the robot is used. At the same time the user is perfectly capable of adapting back, responding
to changes in the system. This section will outline some of the principal currents in learning and
adaptation, both artificial and natural, focusing principally on adaptation in the context of a
human-machine interface. That is, adaptation in a system where a human and a machine need
to interact to successfully perform a given set of tasks.
1.2.2 Inspiration from Cybernetics, AI and Cognitive Science
The period shortly after World War II saw large developments in among other computing
machines, theories for learning and adaptation (in humans and machines), as well as human-
machine interaction. Central to this progress were the many scientists and engineers that had
been working together during the war on improving among other radars, guiding systems for
anti-aircraft guns and cryptology. Several groups of such individuals formed, defining a field
that was to be known as "cybernetics" (a name popularized by Norbert Wiener (Wiener 1965)).
Among the British scientists the "Ratio Club"(Holland & Husbands 2011) was perhaps the most
famous group, consisting of an interdisciplinary mix of biologists, mathematicians, engineers and
psychologists, and including among other Alan Turing as member. William Ross Ashby was
another, whose definition of adaptive behavior is well worth mentioning:
" . . . "adaptive" behaviour is equivalent to the behaviour of a stable system, the region of the
stability being the region of the phase-space in which all the essential variables lie within their
normal limits." (Ashby 1960)
From this point of view, any adaptation should attempt to maintain the system from exceed-
ing its limits for all variables that are important for the functioning of the system. Translating to
a system comprising an assistive robot and its disabled user, to prevent damage or injury to the
user, but also to make sure the user at no time during the interaction finds the robot too difficult
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to use, or too slow in performing the desired tasks (leading to the user abandoning the robot).
It should be noted that within such a system the user also has a great capacity for adaptation,
a topic which will be treated further in Chapter 2. From cybernetics sprung several new fields,
one of the most famous being Artificial Intelligence (AI), officially named at the Dartmouth
Conference in 1956 (Kline 2011). One of the key early distinctions of this field was that of using
symbolic manipulation in computers to attempt to develop machines that could think just like
humans. That is, to move from the brain modeling of the early cybernetics to modeling the mind
in a top-down way, starting with logical reasoning and working downwards to simpler activities.
From AI the subfield of machine learning is perhaps the most relevant for the work presented
here. This subfield can be subdivided in many ways given the large variety of methods that fall
under the umbrella of machine learning. One of the most common is to focus on the information
available to the algorithm on the objective of the learning, with three main categories: supervised,
unsupervised and reinforcement learning. The first, supervised learning, is typically used to
denote approaches where the learning algorithm is given the exact desired output, and where the
task is to learn a mapping from the input to its own output that maximizes a scoring function. For
example by minimizing the error with respect to the desired output. Examples include learning
based on back-propagation in Neural Network (NN)s, but also Gaussian Process Regression
(GPR) and support vector machines (SVM). These are commonly applied also in robotics, for
example in learning self-localization (Yamano et al. 2004), and object grasping (Pelossof et al.
2004). One important characteristic of many supervised learning methods is that they are non-
local, i.e. each learning "unit" (e.g. an artificial neuron) require information from beyond its
immediate context. For some algorithms this means that scaling to higher dimensions require
exponential increases in computing power. It can also limit the ability of an algorithm to run
online. It should be noted that supervised learning in AI overlaps with, and to a certain extent
uses, mathematical optimization techniques. Indeed, in engineering optimization problems the
goal is often to minimize errors between desired and actual outputs of a mathematical model by
finding optimum sets of parameters. As an example, Chapter 3 of this thesis applies a heuristic
optimization algorithm for finding sets of kinematic parameters for a given assistive manipulator
that maximizes performance on a given set of tasks.
For scenarios where robots actuate in the real world, information on the exact desired output
is often not available, and the robot may have to make do with sparser feedback from its envi-
ronment. For example a discrete yes/no feedback on wether an action had a desired outcome,
that is learning by trial and error or reinforcement. Reinforcement learning has been actively
studied for robotics applications over the last 15 years, with several notable successes. For ex-
ample learning to successfully flip pancakes (Kormushev et al. 2010) and playing ball-in-a-cup
(Kober et al. 2010) with high-DOF manipulators. However, reinforcement learning approaches
often run into the "curse of dimensionality" when trying to relate the state and action spaces for
high-dimensional real-world problems. Most approaches also assume that the robot has access to
the exact state, or a set of sensor values that accurately describes the state. And for applications
with humans interacting with the robot, any approach should keep the number of trial-and-error
attempts low, at least to the tens or hundreds. This can be an issue in complex problems, given
the sparse information, often a single scalar, received through the reinforcement signal. There
are also learning approaches that aim to learn without explicit information being provided on
goals or performance, so called unsupervised learning. Here the goal is typically to discover
relationships and correlations in the input provided, for example by performing clustering on the
data. Methods performing unsupervised learning include Self-Organizing Maps (SOM) and Slow
Feature Analysis (SFA) (Wiskott & Sejnowski 2002). In robotics unsupervised learning has been
used to for example estimate the traversability of outdoor terrains (Kim et al. 2006).
Although machine learning approaches have had impressive successes, traditional AI has
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been criticised for its (mainly) symbolic approach to endowing machines with intelligence. While
symbolic manipulation is something computers excel at, it is an open discussion wether it is what
is really going on in the biological brain and wether a computer can be used to perform as a
biological brain. See for example (Searle 2004). Using symbols to create robust actuation in real
world applications can be difficult, given that they have to be used in conjunction with a large
amount of noisy sensor input to generate sub-symbolic commands to the actuators of the robot.
This is related to the symbol grounding problem (Harnad 1990), which is further discussed in
Chapter 6. Another critique is that traditional AI research typically does not take advantage
of the physical embodiment of the agent, and its interaction with its environment. That is,
some of the computation required to control an embodied agent can be offloaded to the physical
implementation, through for example designing for passive stability and adaptation (Pfeifer et al.
2007). This is also known as morphological computation, and can be found extensively applied in
nature. For example in the extremely efficient (both in terms of energy and control requirements)
pendulum-like walking gait of humans, replicated in passively walking biped robots (Collins et al.
2005). Using embodied sensing is further explored in the later chapters of this thesis.
It has also been pointed out that a brain embodied in a biological system develops mental
capabilities through "autonomous real-time interactions with its environments (including its own
internal environment and components) by using its own sensors and effectors" (Weng et al. 2001).
This type of development has been extensively studied in psychology and neuroscience. Recent
years has also seen an increasing mass of work trying to allow robots to follow such a develop-
mental process (Asada et al. 2001), also known as developmental learning or autonomous mental
development. For example the automatic learning and organization of skills for interacting with
the environment. See for example (Yamashita & Tani 2008). Chapter 6 describes a developmen-
tal approach to learning object manipulation skills in real-time with a human teacher. Finally,
it is worth mentioning that both traditional AI and much of contemporary neuroscience assume
a set of specialized centers or modules for performing perception, planning, and actuation etc.
This is also related to the view of memory as a storehouse, for example assuming that the brain
stores visual images of previously seen letters for letter recognition, which has been criticized for
not being able to explain the ability of biological agents to relate past experience, the present
sensory context, and the resulting actuation:
"However, the many ways in which similar motor acts can be performed (with the right hand,
the left hand, the foot, and so on), as well as the overriding importance of context in recognition,
suggest that neither localization nor modularity adequately explains the nature of brain function."
(Rosenfield 1988)
As shown above, the ongoing discussion on how to approach natural and artificial intelligence
(and learning) can be both stimulating due to the diversity of opinion, and frustrating given the
lack of consensus on how to best proceed. The stance taken in this thesis is to carefully evaluate
the requirements of the adaptation for assistive manipulators, and to choose learning methods
that can fulfill these requirements, regardless of field. That is, to attempt to take advantage of
the width of work available on adaptation in cybernetics, in AI, and in cognitive science.
1.2.3 Adaptation in the Human Factors Literature
Adaptation in automation has been shown to reduce some of the problems with the interaction
with automated systems, such as unbalanced mental workload, reduced situational awareness
and complacency by the user. See (Hancock et al. 2013) for a representative overview of human-
automation interaction research in the Human Factors literature. However, adaptation by the
system can also have a negative influence and is somewhat controversial for human-machine
1.2. Human-Machine Adaptation 9
interfaces in general. Work has for example been done on adaptive graphical interface design,
for example adjusting the ordering of menus based on the frequency of usage of each menu item.
While some studies have found improvements with this type of dynamic adaptation, others have
found a reduction in performance (Mitchell & Shneiderman 1989), with the suggestion that the
user should be able to decide when the adaptation should occur (Findlater & McGrenere 2004).
One reason why adaptation is a difficult topic in interaction with a user can be deduced from the
8 golden rules of interface design (Shneiderman & Plaisant 2004). If the interface presented to the
user, or similarly the functionality of a system, changes from one use to another (if for example
it attempts to adapt to the user), then this challenges both the need to "strive for consistency"
and to "support internal locus of control" in the interface design. That is, the adaptation might
frustrate the user if the desired functionality is no longer available from the same user input,
and the user may feel that this loss of predictability makes the system more difficult to control
to achieve her/his goal. Not to mention the possibility of the adaptation actually worsening
long-term performance.
1.2.4 Adaptation in Assistive Technologies
(Vanacker et al. 2006) presented an adaptive strategy for filtering the commands coming
from the disabled user of a wheelchair using contextual information from sensor readings as well
as previous data from able-bodied users on the same tasks. A layered feedforward NN with
self-recurrency in each hidden layer was used, which were trained offline and used online. The
results showed improvement in the time, velocity and errors of a user in a simulated environment.
The testing was performed with one of three simulated disabilities added to the user commands
during operation. All three disabilities were of a deterministic nature. A more recent approach
used plan recognition to obtain the probability of a set of user plans, given a set of observed
user commands (Demeester et al. 2008). Each plan is a trajectory of translational and rotational
velocities in the plane from the current state to a given goal in the environment. The goals can
be given beforehand or obtained through observation of the user’s behavior over time. Another
approach for predicting the intent of a wheelchair user was shown in (Carlson & Demiris 2008),
where specific local models for actions, for example moving towards a door, is used. A confidence
function, including for example Euclidian distance and heading angle, is used to estimate the
confidence that the user wants to perform an action. If the confidence is above a given threshold,
assistance is given by the chair directing the movement, while the user controls the speed along
the trajectory. Such systems have been shown to reduce both collisions and cognitive workload
(Carlson & Demiris 2012). Learning has also been applied to assistive robot walkers. See for
example (Patel et al. 2010), where a Dynamic Bayesian Network (DBN) learns a subset of
possible actions of the user, and then adapts the behavior of the walker to the user’s current
action. There is also work on adapting the social interaction between an assistive robot and its
users in post-stroke rehabilitation (Tapus et al. 2008).
1.2.5 Key Design Drivers
Three key design drivers were extracted from the above survey on adaptation and human-
machine interaction:
1. Enable online incremental adaptation in the robot. Given the potential for changes in
the system to make the interaction frustrating for the user, it is here postulated that
any adaptation should be as smooth as possible. That is, small incremental changes are
preferable to, for example, adaptation that only occurs between each usage of the robot.
This allows the user to immediately notice and respond to changes that are undesirable,
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in effect "adapting back". The role of such a mutual adaptation in creating a symbiotic
relationship between user and robot is one of the central questions in this thesis. One
consequence of the need for incremental adaptation is that all learning algorithms should
run online, and in real-time with the user. This will heavily influence the developments in
the later chapters of this thesis, where an adaptive shared control between user and robot
is intended.
2. Provide feedback to the user on the robot state and intent. Related to the above point,
another design driver of importance is to provide the user with rich information on the
robot. This should include information on the robot’s perceived state with respect to the
world. For example auditory feedback on proximity to obstacles, see Chapters 4 and 5. It
may also include ways for the user to understand the intent of the robot when performing
tasks, for example through visualizations of the planned trajectories. Again the idea is
to make the actions performed by the robot as predictable as possible from the user’s
perspective. Feedback on predicted user movements can also help the user asses the need
for additional learning in the robot. This is further explored in Chapter 6.
3. Approach the interaction as a closed-loop information transfer. It is postulated that both
the explicit (i.e. joystick commands) and implicit (i.e. common detection of an obstacle)
interaction occurring between user and assistive manipulator can be modeled as a two-way
transfer of information. This transfer can occur through the environment, for example
when the user is observing the effect of the robot actions on objects in its surroundings.
Thus interaction is here seen as any information that can pass from the user to the robot,
and back again, through any available medium. Information Theory (Shannon 1948) can
then also be used to quantify the interaction, which will be further discussed in Chapter 2.
1.3 Scope of Thesis
The scope of the thesis is here defined, inspired by the identified open challenges for assistive
manipulators, and limited by the key design drivers for adaptation in human-machine interac-
tion. First of all, it is clear that methods from artificial intelligence will be required, but the
application will here be limited to situations where the user is in the control loop (i.e. focus
on non-autonomous operation). Second, the developments of the thesis aim to provide physical
assistance through assistive manipulators, and the thesis will therefore not include social robots
and their potential cognitive assistance. Third, the thesis is aimed at physically disabled but
cognitively able users. That is, users that have no reduction in cognitive abilities, for example in
understanding how to open a door, even though they may need assistance in physically perform-
ing such a task. Finally, the methods developed aim to be as general as possible, i.e. suitable
for a range of disabilities and tasks.
1.4 Organization of Thesis
The thesis is organized into six main chapters in addition to the current chapter and the
conclusions. Chapter 2 will focus on modeling the complete system and its most important
subparts. This also includes investigation into how to benchmark assistive manipulators and
what metrics to use. These are used for quantifying changes in performance in some of the
later chapters of the thesis. Then follows four chapters implementing approaches for adapting
an assistive manipulator to the user, based on the analysis in Chapter 2. Finally, Chapter 7
attempts to put together the different approaches and proposes an architecture for helping the
user of an assistive manipulator complete his/her daily tasks, achieved through an architecture
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with adaptation on several levels. While the thesis covers a broad range of topics, it is based on
a small set of common concepts. These are shown in Fig. 1.6, which also indicates the usage of
the concepts in the six main chapters.
Fig. 1.6: Diagram of five key concepts involved in the thesis, and the use of these concepts in
the six main chapters. The speed-accuracy trade-off refers to the inherent limitation
of human movement generation, where moving faster typically means moving less ac-
curately. Task-oriented design of robots attempts to quantitatively take into account
real tasks and obstacles in the design process, typically through a numerical optimiza-
tion of the physical structure. The shared control concept is key to the work presented
here, and means that both the user and the robot itself can influence the execution
of tasks. If both the robot and the user can adapt, such a closely coupled system
can include a mutual adaptation between the two actors. Finally, metrics based on
Information Theory can give new insights, and measure the performance of, complex
sensorimotor systems like the ones explored here.
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2. MODELING PHYSICALLY ASSISTIVE ROBOTS
AND THEIR USERS
2.1 Introduction
Good methodologies for modeling and benchmarking can help drive the development of robots
in general, and assistive manipulators in particular, given the complexity of the human-robot
system involved. By modeling is here implied understanding what components constitute the
system as a whole, their principal characteristics, and their interrelationships. Section 2.2 will
investigate system-level models of assistive manipulators (including their users) with an emphasis
on the interaction and transmission of useful information. Section 2.3 will address one of the
principal characteristics of the human capability for generating movements, the trade-off between
speed and accuracy. The modeling and simulation of common disabilities are explored in Section
2.4. By benchmarking is here implied quantifying the performance of the system as a whole and
the strength of the interrelationship of its components, in a way that can be compared across
conditions and system configurations. See Section 2.5 for a discussion on benchmarking and
scientific method in assistive robotics.
2.2 Modeling the Complete System
2.2.1 Definition of the Problem
A model of the complete system for an assistive manipulator will typically have to include the
user, an adaptive and self-motivated agent, inside the control loop. Mathematically modeling the
user is hard, typically only feasible for specific actions or tasks, while a large set of diverse tasks
are required. The inputs and outputs of the overall system are not easily defined either. The same
model should be useful for the range of different input modalities that the intended users require,
so dealing with different representations of the interaction, from low-level joystick deflections to
high-level speech commands. The sensor data can also vary, given the requirements of the
tasks the user wants to perform. Modeling is also complicated by the fact that human-systems
interactions can often exhibit dynamic nonlinear properties and chaotic behaviors (Karwowski
2012). It is here therefore argued that what is really of importance is the information that is
transmitted in the system during usage, and its usefulness in accomplishing the user’s goals in
an effective and safe way.
2.2.2 Information Theoretic Models of Control Systems
(Touchette & Lloyd 2004) proposed an information-theoretic approach to the study of control
systems, with the aim of defining a methodological framework for the control of chaotic maps and
of stochastic non-linear dynamical systems in general. This approach is based on representing
a complete control system as a directed acyclic graph of random variables, see Figure 2.1, and
analyzing it using concepts from Information Theory (Shannon 1948). S. Lloyd is a pioneer of
quantum computation and quantum communications, in particular he proved quantum analogs
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of Shannon’s noisy channel theorem, and introduced novel methods for quantum error correction
and noise reduction. The system model includes the current state X, with values x ∈ X , and
the future state X’. The random variable representing the controller, C, then senses the current
state (with sensor S ) and actuates to achieve the future state (with actuator A) . This can be
represented by conditional probabilities, p(c|x) and p(x′|x, c). These can be viewed as represent-
ing a sensor and actuation channel, respectively. The authors were further able to derive the
conditions for observability, controllability, and optimality using this method.
(a) Open-loop control. (b) Closed-loop control. (c) Sensor (S) and actuator (A)
constituting the controller
(C).
Fig. 2.1: A control system as a directed acyclic graph (Touchette & Lloyd 2004).
The work in (Touchette & Lloyd 2004) built on previous work by S. Lloyd and Slotine, see
(Lloyd & Slotine 1996), while the particular idea of embedding classical noisy channels into non-
noisy channels, that is inherited here, is inspired by a widely used formal method exploited in
quantum information theory, see (Bennett & Shor 1998). An entropy approach to the problems of
the control of stochastic non-linear systems was previously proposed (with different mathematical
formalisms) by Saridis (Valavanis & Saridis 1988), (Saridis 1988), (Saridis 1995). Recently, (Liu
et al. 2011), interesting methods for the quantitative characterization of the control of complex
networks have been proposed. The advantage of the methods proposed in (Touchette & Lloyd
2004) with respect to those proposed by Saridis are that, while sharing the conceptual framework,
they lead to a more direct quantification. The models in (Liu et al. 2011) are on the one hand
too complex for the application considered here, on the other hand they do not provide, directly,
quantitative measures for learning processes. Approaches using Information Theory have been
suggested in the field of Human-Robot Interaction (Gold 2009). Information metrics are also
employed to understand networked embodied cognition, for example the relationship of robot
morphology and computation (Bonsignorio 2007).
2.2.3 Modeling Complete Human-Robot Systems
A representation of the principal interaction between a user and an assistive robot in general
is shown in Fig. 2.2a. For each time step t the system has a random variable representing
the current state Xt, with values xt ∈ Xt, and a future state Xt+1. Time is therefore in the
vertical direction here, with three time-steps of the state shown for clarity. The random variable
representing the human intent, Ht, depends probabilistically on the current state. Thus the
human is able to observe the robot in the environment directly. At the same time the robot R
obtains its own belief about the current state of the system and actuates based on this information
and the input from the user to generate the future state Xt+1. The state of the system is here
assumed to include the physical robot, the physical human body and the physical objects and
obstacles relevant to the task.
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(a) Model of the interaction between the hu-
man and the assistive robot.
(b) Model of the disabled human’s
perspective on robot control.
(c) Model of a disabled user operating an assistive manipulator
with sensors St and actuators At.
Fig. 2.2: Directed acyclic graphs representing simplified versions of the complete system, in-
cluding user and assistive robot in the environment. Subscripts indicate time-steps.
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Fig. 2.2c shows the model for a disabled user attempting to control an assistive manipulator.
A random variable for the user, Ut, here includes the random variable representing the human
intent, Ht, which the user intends to actuate over an input device, Dt. Note that multiple
input devices could potentially be used simultaneously, but is omitted for clarity. As can be
seen from the Figure, this random variable depends probabilistically on both the user’s intent
Ht and a noise Zt. The noise is explicitly included to represent the part of the interaction that
does not depend statistically on the intended message of the human acting as the source, and
is here assumed to represent a generic physical disability. The robot is expanded. The random
variable St is here assumed to represent the robot’s interpretation of the sensed state. The robot
actuation, At, is assumed to represent the robot’s interpretation of the action to be executed,
based on the sensed state and the commands received from the user. See Section 2.2.5 for a
description of Fig. 2.3.
2.2.4 Quantifying Correlations in the System
Given the models in Fig. 2.2, the conditional probabilities representing the correlations of
the different random variables can be defined. For example, the probabilistic dependencies of
the actuation of the robot for the specific model in Fig. 2.3 can be written as
prob(at|dt, c1t , · · · , cnt , p1t , · · · , pmt ). These correlations can be thought of as noisy communication
channels between the random variables. The information in a correlation can be represented
formally by the mutual information (Cover & Thomas 2012), introduced by Shannon (Shannon
1948). See Equation (2.1) for the case of two random variables. The required probability distri-
butions can be estimated, for example by a sampling process that counts how often a given value
of one or more random variables occur, and metrics based on mutual information can therefore
be calculated from experimental data. See for example (Lungarella et al. 2005), (Bonsignorio
2007), (Bonsignorio 2013).
I(X;Y ) =
∑
x∈X ,y∈Y
p(x, y) log2
p(x, y)
p(x)p(y)
. (2.1)
The overall goal of the system design can then be phrased and potentially also quantified
experimentally; to maximize the mutual information between the user’s intent and the robot
actuation, i.e. maximize I(H;A). For most tasks however, in experimental settings and in real
life usage, the user’s intent is not easily predicted (unless it is controlled for). A more readily
available information may be the noise Z, which can for example be a simulated disability in an
experimental setting. See section 2.4.4.
2.2.5 Metric: Controllability from the User’s Perspective
Controllability is a useful metric for controllers acting in a closed-loop in general. Loosely
speaking, a system is controllable if it can be commanded to any final state from any initial state
with a probability of one. Here we show that controllability is also relevant for the specific case
where the controller is a disabled user, H, trying to overcome the noise produced by his/her
disabilities, Z, to successfully perform a manipulation task with a physically assistive robot.
That is, a system like the one system shown in Fig. 2.2b, for which the necessary and sufficient
conditions for controllability was defined in (Touchette & Lloyd 2004), and is outlined below.
Under the assumption that the future state, Xt+1, is a deterministic random variable when
conditioned on the values xt, ht, and zt, this system can be said to be completely and perfectly
controllable over the support of X if, and only if,
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min
prob(ht|xt)
I(Xt+1;Zt|Xt, Ht) = 0, (2.2)
and prob(xt+1|xt) 6= 0 for all xt+1. For the experimental evaluations performed in Chap-
ter 4, the controllability is approximated using the unconditional mutual information over the
robot actuation and the noise added, I(At;Zt), measured over a finite set of tasks and a fixed
number of repetitions for each task. Loosely speaking, the controllability metric thus measures
the influence of the noise added on the actuation of the robot. The user is assumed to attempt
movements that are repeatable (i.e. passing through a similar trajectory of values for Xt and
Ht) and close to optimal (i.e. the minimization over prob(ht|xt)) for each set of attempts used
to calculate the controllability. The ability to reach any given state with a non-zero probability
is also assumed.
2.2.6 Metric: Predictability of Execution
The above controllability measure can be complemented by other measures. A high value
of the controllability approximation used can for example be achieved by providing randomized
user input. That is, by violating the assumption that the user input is close to optimal for the
task. (Bialek et al. 2001) proposed predictive information, in the form of the mutual information
between the past and the future, as a general measure of complexity of a time series. The
measure can be said to quantify the total information of past experience that can be used for
predicting future events, and has among other been applied to the behavior of mobile robots in
an unknown environment, see (Ay et al. 2008). Applying this measure to the user input may
help identify cases where the controllability measure is no longer valid. Applied to the robot
actuation it may be used to compare how "predictable" the actuation is with different control
approaches. The one-step mutual information is here used, with the predictive information of
actuation thus being defined as I(At;At+1). See Chapter 4.
2.2.7 Discussion
The above information-theoretic model is quite generic, as it does not specify what type of
robot actuation is possible, what type of robot sensorial information is used, nor the specifics
of the explicit interfaces over which the user can communicate with the robot, and vice versa.
However, it does therefore also represent a large set of possible configurations, for example a
5 DOF assistive manipulator where the user commands the end-effector velocities (in the end-
effector local frame) using a joystick, and where the robot uses this information together with
distributed proximity and collision sensors to perform its tasks. This is the case shown in Fig.
2.3, the configuration used in Chapter 4. The robot has here access to n collision sensors C and
m proximity sensors P . Another benefit of the model is the definition of quantitative metrics,
which can be used to understand component and system-level behaviors, as well as measure
performance. See Chapter 4 for an example application of the metrics defined.
Information-theoretic concepts have been used to identify various aspects of the structure of
the sensorimotor space, whether by imposing an information limitation on models that an agent
can form of its environment (Klyubin et al. 2007), (Moller & Polani 2008), or by embodiment-
and dynamics-mediated models for self-motivated behaviour generation. For example by predic-
tive information or empowerment, the external channel capacity of the perception-action loop of
an agent (Ay et al. 2008), (Zahedi et al. 2010), (Klyubin et al. 2008). The information-theoretic
view allows for a coherent, model-independent treatment of the quantities of interest, as they
are all expressed as bits. The related work presented here can be seen as part of a framework
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Fig. 2.3: Specific model of the system in Chapter 4.
for the quantification of the development of embodied cognitive networks (Bonsignorio 2013).
An important aspect of the model used is that much of the interaction between user and robot
occurs through the environment, included in the state of the system X. It should be noted that
this is not a new idea for cognitive systems in general, as pointed out by Ashby:
"The anatomist may be excused for thinking that communication between part and part in
the brain can take place only through some anatomically or histologically demonstrable tract or
fibres. The student of function will, however, be aware that channels are also possible through
the environment. An elementary example occurs when the brain monitors the acts of the vocal
cords by a feedback that passes, partly at least, through the air before reaching the brain." (Ashby
1960)
2.3 Modeling the Speed-Accuracy Trade-Off of Human Movements
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2.3.1 Introduction
Most targeted human movements are governed by a trade-off between speed and accuracy.
That is, a reaching task can be performed with sufficient accuracy only up to a given speed of
execution. Or conversely, maintaining a given velocity in a car can only be safely achieved if
the road is of a sufficient width. The same speed-accuracy trade-off is therefore also present
when a user is operating a human-machine interface. For example when controlling a robot
manipulator. Such movements are high-dimensional, and in general require the user to control
up to 3 DOF rotational movements and up to 3 DOF translational movements of the robot
end-effector simultaneously, indeed like many movements of the human hand. Most assistive
manipulators are controlled with 2 DOF joysticks, with switching between DOF required, but
the task requirements are the same.
Many different user interfaces exist for this purpose. These include free-flying input devices
that directly relate the rotational and translational pose of the input device to the object con-
trolled. Other devices like joysticks are rate-based, where the deflection or force applied to the
device is used to control the velocity of movement. However, determining the most suitable
input device for a given 6 DOF application can be difficult due to the many variables involved
(Bowman et al. 2004). One approach is to test each device in very specific scenarios, for example
peg-in-the-hole tasks. This may be sufficient if the tasks are limited and well known, but for
most applications the actual usage of an input device can involve any number of combinations
of the translations and rotations available. Each could also have a very specific amplitude and
accuracy requirement that needs to be coordinated. This makes it difficult to come up with a
representative set of tasks for a comparison of these input devices. A model that could relate the
relevant properties of a 6 DOF task with the completion time could help practitioners generalize
to other similar tasks. This would make comparisons of these input devices less ambiguous and
may help resolve lingering issues about their application.
One example is the Remote Manipulator System (RMS) flown on the Space Shuttle, which
is controlled using one hand controller for rotations and one for translations. The benefit of sep-
arating the DOF between hands was promoted by (Hartley et al. 1986) to help reduce piloting
errors arising in high-workload situations. One example given was that a single 6 DOF controller
induced unwanted coupling between the controlled axes, such as unwanted roll or yaw rotations
accompanying an intentional side-to-side translation command. However (O’Hara 1987) found
little difference in errors for similar tasks, and some have argued that one 6 DOF controller is
preferable (McKinnon & King 1988). One question here is the use of one versus two hands.
Another is that of coordinating the rotations and translations required for the task. The studies
primarily assessed completion time and errors for specific tasks like spacecraft docking, a typical
approach for studies on high-DOF movements. Other measures have been proposed to quantify
the degree of coordination (Zhai & Milgram 1998). However a model that can relate task per-
formance with the distance and tolerance parameters of the task would also implicitly describe
the coordination of rotations of translations.
Such a model could also be applied to the control of assistive manipulators, potentially driving
the human-machine interface design.
2.3.2 Fitts’ Law
Since its original publication, Fitts’ law (Fitts 1954) has been an important tool in modeling
the speed-accuracy trade-off in simple human movements. As seen in Equation (2.3), the model
predicts that the Mean Time (MT) to complete a movement varies linearly with the Index of
Difficulty (ID). This index is a function of the distance moved and the accuracy requirement,
or tolerance, on the movement. These are denoted as the amplitude of movement, A, and the
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width of the target area, W , respectively. Typically the application of the law is in simple left
to right movements of the hand, here denoted as translational movements with one DOF. See
Fig. 2.4 for the original task used by Fitts. The term translation is used to indicate the lack
of a rotational requirement on the movement itself, although rotations about one or more joints
will be necessary to perform the task. The coefficients a and b are determined experimentally
using a linear regression analysis. The slope coefficient b then becomes a measure of the rate of
change of completion time with change in the difficulty of the task and the reciprocal, 1/b, is
known as the Index of Performance (IP). In other words, human performance for a task with a
given distance and accuracy requirement can be predicted on the basis of observations of other
such combinations.
Fig. 2.4: The original reciprocal tapping task used by Fitts (Fitts 1954).
MT = a+ b · ID
IDOriginal = log2
(
2A
W
)
(2.3)
The form of Fitts’ law used here was first proposed by (Mackenzie 1989) and is shown in
Equation (2.4). This version, which is also known as the Shannon formulation, has a better
correspondence with the underlying Information Theory basis of the law, and has been shown
to provide a better fit to experimental data than the one originally presented by (Fitts 1954).
It is also the basis for performance testing in ISO 9241-9 (ISO 2000), which covers ergonomic
requirements for non-keyboard computer input devices.
MT = a+ b · ID
IDShannon = log2
(
A
W
+ 1
)
(2.4)
This standard also includes a recommendation for performing the adjustment for accuracy.
This implies the calculation of an effective target width for each participant and each condition,
based on the standard deviation of endpoints found during testing. An effective amplitude equiv-
alent can be calculated from the actual distance moved by each participant for each condition.
Substituted for W and A in Equation (2.4), an effective Index of Difficulty (IDe) can then be
defined for each case. This should more closely represent the actual difficulty of the task for
each participant and can be used to define a new measure, namely throughput (TP). Although
TP is sometimes used to denote IP, the definition of TP used here follows that in (Soukoreff &
MacKenzie 2004), as seen in Equation (2.5). This form is also known as the mean of means TP, a
notation that will be used in the rest of this thesis. Although similar to the index of performance
described above, it is considered to give a better representation of the actual performance of
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the participants as it combines the speed and accuracy of the movement performance into one
dependent measure.
TP =
1
y
y∑
i=1
1
x
x∑
j=1
IDeij
MTij
 (2.5)
Fitts’ law has been used extensively in the field of Human-Computer Interaction (HCI) to
quantify performance and drive graphical user interface design. The law is also commonly used
in comparisons of input devices, where it provides the capability to generalize about results
beyond a specific task. One of the early applications of Fitts’ law in HCI was in the favorable
comparative evaluation of the mouse with other input devices (Card et al. 1978). In fact, Fitts’
law remains one of very few hard quantitative tools available to designers of human-machine
interfaces, even though it is today considered more as an empirical regularity than as a model of
the underlying mechanics of human movement.
Multidimensional versions of the law have been developed, including pointing in 2D and
3D (Grossman & Balakrishnan 2004). Rotational movements based on Fitts’ law tasks have
also been explored. Early studies followed up on Fitts’ original study to determine the best
representation of the difficulty of a rotary task (Knight & Dagnall 1967). It was found that
the index of performance was similar to those found in translational movements (Crossman &
Goodeve 1983), and that Fitts’ law could represent rotational tasks reasonably well. Indeed the
law has been extended to represent elbow flexion-extension (Kondraske 1994) and more recently
been proposed for more complex models of human upper limb performance (Yang et al. 2001).
The steering law (Accot & Zhai 1997) is an extension of Fitts’ law to corridor-following tasks.
2.3.3 Signal-dependent Noise and Motor Planning
The intention behind Fitts’ original experiment was to establish the information capacity of
the human motor system. This was inspired by the information-theoretic approaches popular
at the time, and more specifically the effect of noise in limiting the information capacity of a
communications channel (for a detailed description see (MacKenzie 1992)). Trying to explain
the empirical regularity inherent in the law using theories of human movement has since been
an active research field, with a definite conclusion yet to be made. This includes the iterative-
corrections model of (Crossman & Goodeve 1983), the stochastic optimized-submovement model
of (Meyer et al. 1988) as well as more recent neurodynamic approaches (Beamish et al. 2006).
One prominent explanation for the speed-accuracy trade-off in Fitts’ law is worth exploring
here in more depth, namely the minimum variance model of (Harris & Wolpert 1998). This
model postulates that a signal-dependent noise exists in neural transmissions, and that the
motor planning attempts to optimize the final positional variance of the movement for a given
movement time, or similarly the movement time for a given accuracy requirement, in the presence
of this noise. The resulting movements have a bell-shaped velocity curve, see Fig. 2.5, which
are also predicted by the model. The main property of the signal-dependent noise assumed for
the neural control signal is that the strength of the noise is proportional to the mean level of
the signal produced. Thus while moving quicker will reduce the time to move a given distance,
it also increases the level of neural firing, the noise, and thus the variability of the movement
(reducing its accuracy). This could for example translate into the inability to consistently hit
within a given target in a Fitts’ law type task.
It is interesting to see the above signal-dependent noise in the context of the Information
Theory roots of Fitts’ law, as well as in the context of the information-theoretic models of the
human-robot system presented in Section 2.2.2. In fact, an artificial signal-dependent noise is
used as a simulated physical disability in parts of this thesis, see Section 2.4.4 for details. In
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Fig. 2.5: Example bell-shaped velocity profile.
addition, the speed-accuracy trade-off caused by the noise is one of the inspirations for developing
the adaptive collision-limitation behavior of Chapter 4. That is, the behavior can be thought to
increase the tolerance required for a robot grasping task (from the user’s perspective), through
local distributed sensing. See (Faisal et al. 2008) for an overview of noise in the nervous system.
2.3.4 Extending Fitts’ Law to Combined Movements
As outlined above, the previous applications of Fitts’ law have focused on 1, 2 or 3 DOF
translational tasks or 1 DOF rotational tasks. This section describes a study on extending
the speed-accuracy relationship represented by Fitts’ law to more complex movements involving
both rotations and translations. Movements with 1 DOF rotation and 1 DOF translation were
chosen. Separate 1 DOF rotations and translations have previously been modeled with Fitts’
law relationships, for example in (Crossman & Goodeve 1983), but not in movements involving
combinations of both. Though simplistic, the choice of only 2 DOF was judged a necessary first
step towards modeling more complex 6 DOF movements, and also allows for direct comparison
with the same translational and rotational movements performed separately.
But how can a model for combined movements be deduced from the Fitts’ law relationships
of the separate movements? One potential approach is shown in Equation (2.6), where the mean
time for a combined movement is assumed to be equal to the sum of the times of the separate
movements. This means that the completion time for a task where both rotation and translation
are performed as a combined movement and the total completion time when the movements are
performed separately should be approximately equal.
MTcombined = MTrotation +MTtranslation (2.6)
However, a further simplification of the model would be beneficial to reduce the number of
experimentally determined values. As mentioned earlier, previous studies have indicated that
rotational movements have a similar index of performance as translational movements (Crossman
& Goodeve 1983). If true, the combined model could potentially be reduced to that seen in
Equation (2.7). The rotational distance equivalent here is α, while ω represents the rotational
tolerance. This is a simple linear model with two experimentally determined coefficients like
Fitts’ original law, and with an index of difficulty that is fully defined by the four parameters
describing the combined task. From this a combined mean of means TP can also be calculated,
which describes the speed and accuracy of the combined movement in one dependent variable.
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From an application point of view this would make it an attractive model for movements including
both rotations and translations.
MTcombined = acombined + b · [IDrotation + IDtranslation],
IDrotation = log2
(α
ω
+ 1
)
,
IDtranslation = log2
(
A
W
+ 1
)
.
(2.7)
Three experiments were performed to evaluate the model for combined movements in Equa-
tion (2.7). Experiments 1 and 2 were straightforward applications of Fitts’ law for separate 1
DOF translation and 1 DOF rotation, respectively. These then formed the basis for compari-
son with the combined movements with 1 DOF translation and 1 DOF rotation performed in
experiment 3. The three experiments each used a separate set of participants. These were 12,
13 and 13 students and staff of the University of Maryland respectively. The three experiments
are outlined below, see Appendix A for the full details on participants, apparatus, stimuli and
procedure.
2.3.4.1 Experiment 1: Translational Movements
This experiment involved 1 DOF translational movements only, the standard application
of Fitts’ law. There were 16 levels of ID, via combinations of 4 translational distances and 4
translational tolerances. See Table A.1 in Appendix A for details.
Method The experiment consisted of 12 participants performing translational movements of a
virtual object. See Fig. 2.6a for the task, and Appendix A for details.
Results and Discussion The mean completion time across participants for different IDs can be
seen in Figure 2.7. The relative standard deviation ranged from 20.7% for an ID of 3.09 bits, to
30.6% for an ID of 1.52. A linear fit produced a slope of 0.31 and an intercept of 0.22. The square
of the correlation coefficient for the fit, r2, was 0.984. 2.3% of trials were rerun due to participant
error. The mean of means TP was 3.17 bits/second. The correlation to the linear fit postulated
by Fitts’ law was similar to that typically reported in the literature for 1 DOF translational
tasks ((Fitts 1954); (MacKenzie & Buxton 1992)), in spite of the small but noticeable time delay
inherent in the mapping from the sensor to the cursor on the display. Equivalent Flock of Birds
systems have been found to exhibit tracker latencies from movement to system response of 23
ms (Mine 1993).
2.3.4.2 Experiment 2: Rotational Movements
This experiment involved rotational movements only. 16 levels of ID were used, through com-
binations of four rotational distances and four rotational tolerances. See Table A.1 in Appendix
A for details.
Method The experiment consisted of 13 participants performing rotational movements of a
virtual object. See Fig. 2.6b for the task, and Appendix A for details.
Results and Discussion The mean completion time across participants for different IDs can be
seen in Figure 2.8. The relative standard deviation ranged from 21.9% for an ID of 3.46 bits,
to 32.2% for an ID of 4.79. A linear fit produced a slope of 0.32 and an intercept of 0.27. The
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Fig. 2.6: Representations of visual stimuli provided to the participants for Experiments 1, 2,
and 3 (a, b, and c, respectively, in figure). Task variables have been added for clarity
but were not part of the display shown to the participants in the experiments.
square of the correlation coefficient for the fit, r2, was 0.930. 1.7% of trials were rerun due to
participant error. The mean of means TP was 3.02 bits/second.
A reasonable correlation to a linear fit was achieved, although less so than for translational
movements (for a 95% confidence interval). This can also be seen from Figure 2.8, where the
results from changes in distance do not line up as well with those from changes in tolerance.
However, the slope of the linear fit was very similar to that found for translational movements
(differing by 4.4%). Similarly, the mean of means throughput is 4.9% lower than in experiment 1.
This, together with evidence from the literature (Crossman & Goodeve 1983) indicates that these
types of translational and rotational movements indeed have approximately the same index of
performance, supporting the model proposed. There is a 24.3% increase in the intercept of the fit
for the rotational movements; however, this measure is typically attributed to non-informational
aspects of the task (Zhai 2004). Thus it is not affected by the task distance or tolerance, but
rather may indicate the cognitive effort required for initiating a movement, or regression errors.
2.3.4.3 Experiment 3: Combined Movements
This experiment involved movements with a translational and rotational component. 16 levels
of the combined ID were used, with combinations of two rotational distances, two rotational
tolerances, two translational distances and two translational tolerances. The model presented
in Equation 5 was used to establish the indices of difficulty. The sum of the rotational and
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Fig. 2.7: Mean completion time against index of difficulty for translational task in Experiment
1. The levels of tolerance (here, W ) and distance (here, A) are indicated for each task.
Fig. 2.8: Mean completion time against index of difficulty for rotational task in Experiment 2.
The levels of tolerance (here, ω) and distance (here, α) are indicated for each task.
translational IDs ranged from 4.37 to 9.15 bits. See Table A.1 in Appendix A for details.
Method The experiment consisted of 13 participants performing combined rotational and trans-
lational movements of a virtual object. See Fig. 2.6c for the task, and Appendix A for details.
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Results and Discussion The mean completion time across participants for different indices of
difficulty can be seen in Figure 2.9a. The relative standard deviation ranged from 21.8% for an
ID of 5.54 bits, to 35.1% for an ID of 9.15. A linear fit produced a slope of 0.32 and an intercept
of 0.46. The square of the correlation coefficient for the fit, r2, was 0.817. 2.8% of trials were
rerun due to participant error. The mean of means TP was 3.28 bits/second.
(a) Combined movements.
(b) Separate movements.
Fig. 2.9: Mean completion time against total index of difficulty for combined task in Experiment
3 (a in figure) compared with summed separate rotational and translational results
from Experiments 1 and 2 (b in figure). The levels of tolerance (here, W and ω) and
distance (here, A and α) are indicated for each combined task.
A lower correlation was achieved as compared to experiment 1 but not as compared with
experiment 2 (for a 95% confidence interval). Thus the index of performance for combined
movements has a stronger dependency on the composition of the distances and tolerances of
the task than for simple translational movements. Although there is still a clear linear trend,
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this increased dependence means the data only provides partial support for the model proposed.
However, the combined slope matched the slopes found in the two first experiments very well,
differing by 3.9% from the slope of the translational movements in experiment 1 and 0.5% from
the slope of the rotational movements in experiment 2. The mean of means throughput is 3.2%
higher with respect to experiment 1 and 8.6% higher with respect to experiment 2.
In Figure 2.9b the results for the separate movements in experiment 1 and 2 were included for
comparison. This was done by adding the mean times and respective indices of difficulty for each
combination of separate rotational and translational movements to produce 256 points. Thus
the separate movements in the figure represent the application of the combined model (Equation
(2.7)) with data from experiment 1 and 2. A linear fit to this data (r2 = 0.953) produced a
slope of 0.32 and intercept of 0.5. This was very close to the result obtained for the combined
movements, differing by only 1.5% in slope and 7.8% in intercept. These results indicate that the
index of performance for combined movements on average may be equivalent to that for separate
rotational and translational movements.
A four-way analysis of variance (ANOVA) of the results in experiment 3 was performed to
assess the contribution of the four task parameters on the results obtained. A mixed model
was used, with the two distances (low, high) and two tolerances (low, high) as fixed effects, and
participants as a random effect. Thus it was assumed that the participants were sampled at
random from a large population and could be modeled as a random variable with zero mean and
an unknown variance.
All the main effects were significant on the .05 significance level, yielding F values of F (1, 2468) =
51.6, p < .0001, eta squared = .010, for rotational distances, F (1, 2468) = 170.2, p < .0001, eta
squared = .033, for translational distances, F (1, 2468) = 804.0, p < .0001, eta squared = .154,
for rotational tolerances and F (1, 2468) = 288.9, p < .0001, eta squared = .055, for translational
tolerances. Thus both distances and both tolerances significantly affected the time taken to
perform the combined task, supporting their inclusion in the model. In addition there were two
significant interactions on the .05 significance level, though with relatively low effect size indices.
The interaction between the two distance parameters yielded F (1, 2468) = 17.1, p < .0001,
eta squared = .003, while the interaction between the two tolerance parameters of the task yielded
F (1, 2468) = 8.5, p < .005, eta squared = .002. In other words, the execution of the rotational
movement was affected by the distance and tolerance requirement on the translational movement,
and vice versa. This indicates that the participants performed some level of coordinated planning
and execution of the two movement components. Indeed, it was found that twelve out of thirteen
participants performed the combined movements in parallel, while one performed them strictly
serially. Examples of combined trajectories for a single task (one out of twelve occurrences) across
all thirteen participants can be seen in Figure 2.10. The same pattern was observed across all
trials.
To explore this coordination further, a numerical comparison of the relative timing of the
rotational and translational movements across all thirteen participants was performed. A new
measure was introduced: the difference in time at which the participant first crossed the halfway
point between the translational and rotational start and finish areas, ∆tmid. The halfway point
was used to avoid the ambiguity in coding the often multiple crossings of the finish area. The
two sampled points flanking the actual boundary were used, and a best estimate of the actual
time was found using linear interpolation. The mean of the absolute value of ∆tmid across all
trials for the 12 participants that performed the movements in parallel was 114 ms (participant
means ranging from 67 ms to 247 ms), with a standard deviation of 121 ms. The mean of the
absolute value of ∆tmid for the participant that performed the movements serially was 1620 ms
with a standard deviation of 816 ms.
Thus an order of magnitude difference in the relative timing of translational and rotational
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Fig. 2.10: Sample trajectories for 13 participants on a combined task (A = 12.7 cm, W = 1.6
cm, α = 50◦, and ω = 4◦). Axis scales, labels and units are the same for all plots.
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movements was observed between the participants performing in parallel and the one in serial.
Few conclusions can be drawn about the latter without more data however. This participant
was one of nine that had previous experience with input devices for 3D applications, so this
is not a likely reason for the difference in execution. For the twelve participants performing
the movements in parallel, the rotations and translations were executed with a surprisingly
high degree of coordination across participants, despite the physically disparate nature of the
two movements. In addition, the two movements had for many trials very different indices of
difficulty and expected completion time, but seemed to be executed so as to start and finish at
the same time. Thus for these participants the execution can be said to be strictly in-phase.
The literature on pattern generation in the central nervous system has rich observations of phase
interactions in a diverse set of movements. A classic example is the switch from anti-phase to
in-phase coordination at a given frequency in simultaneous bilateral finger oscillations (Kelso
1984). Although these oscillatory movements are different from the discrete tasks performed in
this study, the idea of coordinating diverse movements using a central rhythmic unit may be
applicable.
2.3.4.4 General Discussion
One of the main concerns when designing the three experiments was the combination of
distances and tolerances used. It was desirable to be able to compare the results from experiment
3, using the combined model presented in Equation 5, directly with the results from the first two
experiments. Another constraint was the size of the virtual object for the combined movements
in Figure 2.6c, which limited the translational movements to about 20 cm. The resulting ID levels
were therefore relatively low, with several values below 3, as seen in Table A.1. (Gan & Hoffmann
1988) found that a linear model relating MT to the square root of the distance provided a better
fit than Fitts’ original law (Equation (2.3)) for ID values below 3. However, the same distance and
tolerance combination gives an equivalent ID of only 2.322 with the Shannon formulation used in
this study (Equation (2.4)). Thus 75% of the ID values for the translations in experiment 1 and
3 were above the threshold, while the corresponding percentages for the rotations in experiment
2 and 3 were 93.75% and 100% respectively. This probably indicates a sufficient manipulation
of IDs for the purpose of this study.
Another design decision made was to only reflect the DOF used for each experiment on the
display. In addition, the translational and rotational DOF that did not have a requirement for
distance and tolerance were not physically constrained. Thus the participants were, for example,
allowed to perform rotations while moving the hand-held sensor in experiment 1, but only left
to right (and vice versa) translations of the cursor were displayed on the display. Constraining
the movements physically would be feasible for the simple 2 DOF movements performed in this
study, but was avoided to enable direct comparison with potential future extensions to movements
with several translational and rotational DOF. Constraining these more complex movements to
exactly the DOF of interest may prove difficult. In addition, such constraints typically do not
exist in the high-DOF input devices for which the work presented here is intended. Another
option considered was to provide a graphical representation of all translational and rotational
movements on the display, to exactly represent the pose of the hand-held sensor. A graphical
representation used frequently for 6 DOF docking tasks is that of one tetrahedron that is to
be aligned with an equal size target tetrahedron (see for example (Zhai & Milgram 1998)).
However, it is not clear how to represent clearly the tolerance required on the specific rotational
or translational DOF used in this type of 3D representation. Other issues include occlusions and
the need to provide some form of depth perception. Although not directly relevant to this study
due to the constrained number of degrees of freedom, these issues will need to be dealt with for
future extensions of the model to high-DOF movements.
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The slope coefficients found for experiment 1, 2 and 3 were 0.31, 0.32 and 0.32 respectively
with the Shannon formulation (Equation (2.4)). This corresponds to an Index of Performance
(IP) of 3.2, 3.1 and 3.1 bits/second respectively. The mean of means throughput (TP) perfor-
mance measures were similar, namely 3.17, 3.02 and 3.28 bits/second. In comparison, Fitts’
original study (Fitts 1954) with reciprocal hand movements reported an IP of 10.6 bits/second.
Another famous example is that of (Card et al. 1978), which reported an IP of 10.4 bits/sec-
ond for a mouse in a text-selection task and 4.9 bits/second for a joystick. In general, the IPs
reported vary drastically between studies, although most are in the range of 3 bits/second to
12 bits/second (MacKenzie 1992). Indeed a more recent survey included nine ISO conforming
studies that reported a mean of mean TP of 0.99-2.9 bits/second for touchpad devices and 3.7-4.9
bits/second for mice (Soukoreff & MacKenzie 2004).
In summary, it was found that the time taken to complete a movement consisting of 1 DOF
rotational and translational components was equivalent to the sum of the time taken to complete
each component separately. Thus two Fitts’ law relationships, one for the rotational part and
one for the translational part, can be used to represent the combined movements. However,
it was also confirmed that rotational and translational movement have a similar IP and mean
of means TP, enabling the proposed simplified model for combined movements in Equation
(2.7). This model was found to provide a reasonably accurate estimate of the mean time for a
combined movement and to allow for the estimation of a single combined IP (and mean of means
TP) for combined movements. The model proposed thus provides additional value in that it
can be used to compare input devices over a range of rotational and translational requirements
with a single dependent variable. The model is not a new version of Fitts’ law, but rather a
proposal for how to combine the Fitts’ law estimates made for the rotational and translational
movement components. Further improvements in the accuracy of modeling these movements
can probably be made by increasing the number of task parameters, or by introducing more
empirically determined constants that take into account the observed interactions between the
translational and rotational movements. However, this may also reduce the scope of tasks for
which the model can be used and introduce additional requirements for experimental data. It is
hoped that the model in its current form can be useful to human factors practitioners that deal
with combined rotational and translational movements, while being as simple to apply as Fitts’
original law. For assistive manipulators the immediate benefit is the knowledge that Fitts’ law
also governs, at least partly, the combined movements required for controlling such robots.
2.3.5 Metric: Mean Time with Collisions Included
When using Fitts’ law the participants are instructed to maintain an error rate below a
certain level (around 2-5%). This is critical to disambiguate results with low times but a high
number of errors, and vice versa, but is difficult for a participant to control on more complex
tasks. For the high-DOF movements involved in teleoperating assistive manipulators there are
few models available, however the necessity of trading off velocity with accuracy remains. In this
type of experimental setting the trade-off can be quantified by the MT to complete a task and
the number of collisions between the manipulator and the environment, respectively. For the
experimental evaluations performed in Chapter 4 of this thesis, the consequences of an error has
therefore been included in the time to complete the task, see experiment protocol sections. That
is, each collision with the environment costs time and the participants are given a motivation to
minimize the MT. Put in the context of the signal-dependent noise in the human sensorimotor
system (Faisal et al. 2008), the user has to adjust the speed of execution to achieve a variance
of the trajectories performed (variance of X in Fig. 2.2) that statistically minimizes the average
MT over attempts. Given that a higher velocity will lead to a higher variance, which also means
a higher probability of colliding and loosing time.
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2.3.6 Discussion
Several theories and models exist for explaining the speed-accuracy trade-off inherent in
human movements, and that is clearly visible in Fitts’ law tasks. For the practitioner, however,
most of these theories are not easy to apply in the two main uses of Fitts’ law, comparing input
devices and making movement time predictions. This ease of application to experimental research
ensures that Fitts’ law will likely remain a useful tool in the design of human-machine interfaces
for the foreseeable future. The above extension of Fitts’ law to combined movements can therefore
have implications in evaluating human-machine interfaces for assistive devices intended for users
with disabilities and special needs. In fact, the original Fitts’ law is currently being applied to
quantify performance of new Brain-Computer Interfaces (BCI), for example (Felton et al. 2009),
that are intended for users with severe disabilities. These interfaces are currently very limited in
throughput, and are thus usually only applied to low-DOF tasks (Tonet et al. 2008). Among the
other potential applications could be the expansive field of gesture recognition for mobile devices,
driven by the inclusion of accelerometers and other movement sensors into mobile phones and
portable music players. Here physical movements of the device itself are interpreted and converted
to interface actions, for example using 2 DOF rotations to navigate a graphical user interface,
see (Crossan & Murray-Smith 2004). Combining rotations and translations could potentially
increase the vocabulary of gestures significantly. However, establishing suitable requirements for
speed and accuracy of these movements would be made simpler by the use of a model like the
one presented here.
For researchers the finding of a high degree of coordination between the translational and
rotational component could be of interest. One potential approach could be to investigate the
effect of the instructions given to the participants. For example, future experiments might
explicitly specify that the components should be executed in series or in parallel. Another
approach could be to compare the results obtained here with an equivalent bimanual experiment.
Would the same degree of coordination be observed if the rotational and translational component
were split between the two hands? Could this lead to insights into whether to separate the
rotational and translational components in high-DOF input devices? For example for assistive
manipulators? The model was tested with a free-flying input device, however Fitts’ law has been
shown to be robust across a diverse range of input devices in the past. Does this also extend
to combined rotational and translational movements? I also believe that further extensions
to the model can be developed for more complex movements. Empirical work is important
for determining the most effective use of high-DOF user interfaces as they continue to evolve
(Bowman et al. 2004). With a model for high-DOF movements the comparison of these interfaces
will be less ambiguous and should allow for generalization beyond a specific task. It is hoped
that extensions of the work performed here may one day provide a theoretical basis for modeling
complex high-DOF tasks like virtual reality navigation and robot teleoperation.
The confidence that Fitts’ law can be applied to more complex movements also led to the
definition of a new metric that is directly applicable to assistive manipulator tasks. While not
directly following the Fitts’ law paradigm with established distance and tolerance parameters, the
inclusion of the time cost of collisions in the Mean Time measured greatly reduces the ambiguity
in the results. See Chapter 4 for an application of this metric.
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2.4 Modeling and Simulating Physical Disabilities
2.4.1 Introduction
Real end-user participants are needed to validate the clinical credibility of any assistive tech-
nology (Tsui & Yanco 2009). Moreover the technical development of the assistive tools needs to
be driven and validated from the beginning by test cases that are as realistic as possible. From the
ethical standpoint, the involvement of persons with disability in a lengthy and tiring systematic
activity of validation in intermediate stages of development must be reasonably limited. From
the practical standpoint, the set of disabilities and abilities of a given user group for an assistive
manipulator can be large and diverse. It can for example be hard to find a homogeneous set
of disabled participants. This has implications for the experimental evaluations of such systems
and their development. Experimental comparisons can be made more reliable and easier to repli-
cate by simulating a consistent disability for a set of able-bodied participants, by introducing
controlled perturbations in the perception-action loop. This shortens the prototype develop-
ment and facilitates the experimentation on more specifically robotics research issues. However,
the simulation of disabilities in able-bodied persons is not obvious, as the neurophysiological
modeling of disabilities is still a research issue.
2.4.2 Characterizations and Measures of Disabilities
Pathological tremor is the most typical movement disorders, in one study reported to affect
14.5% of persons between 50 and 89 years (Wenning et al. 2005). The same study also reported
other movement disorders, such as restless legs syndrome (at 10.8%), parkinsonism (at 7%). The
most common form of tremor is Essential Tremor (ET), which is an involuntary and rhythmic
oscillatory movement with a frequency of 4-12 Hz that primarily affects the arms of the patient
(Rubchinsky et al. 2007). ET is thought to affect around 5% of persons over 65 years of age
(Louis & Ferreira 2010), and between 5 and 10 million persons in the United States (Pahwa &
Lyons 2003). Patients with tremor may benefit from an assistive manipulator, for example if
the patient is unable to perform ADL, but a physical or medicinal inhibition of the tremor may
often be more beneficial. See for example (Gallego et al. 2013).
The most suitable users for assistive manipulators seems to be those with severe disabilities
in the upper limbs that cannot be treated or inhibited. Here there are less clear classifications
of syndromes, but the list will in general include persons that have either had damage to the
spinal chord from an accident, or that is suffering from a muscular or neural disorders. Partial
or total paralysis of the limbs and torso is also known as tetraplegia. It has been reported
that approximately 6 million persons are living with paralysis in the United states, of which
23% result from spinal cord injury (Kim 2012). Often users of powered wheelchairs are persons
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that can also benefit from an assistive manipulator. A 1990 survey on powered wheelchair users
found that the most prevalent disabilities were spinal cord injury (at 24%) and multiple sclerosis
(16%) (Prior 1990). Multiple Sclerosis (MS) is a disease that interrupts the communication in
the nervous system by damaging the insulating cover of nervous cells. Patients that have had
a stroke are also candidate users. On the extreme end of the disability scale we find patients
with the locked-in syndrome. Such patients have complete paralysis of all voluntary movements,
except for the eyes. Although controlling an assistive manipulator is therefore also difficult,
great progress has been made on invasive Brain-Machine Interfaces (BMI). For example allowing
a patient to grasp objects with a robot arm using direct signals from electrodes implanted in her
brain (Hochberg et al. 2012).
There also exists several measures for characterizing the functionality of patients with dis-
abilities. Such measures can be used to get a better idea of the ability of a patient to perform
the tasks needed for his/her daily life. Functional performance measures are important parts of
end-user evaluations of assistive technologies in general, and the Functional Independence Mea-
surement (FIM) tool has been suggested as particularly suitable for assistive robot arms (Tsui
et al. 2009). The FIM includes scores from 1 (total assistance) to 7 (complete independence)
in among other eating, grooming, dressing, and transferring to/from a wheelchair. See (Dodds
et al. 1992) for a validation of the tool.
2.4.3 Disabilities in Experimental Evaluations
Several experimental evaluations of assistive robots exist in the literature, see (Tsui et al.
2009) for an overview. For example the testing of the EL-E assistive robot in picking up objects
from the floor by 8 participants with Amyotrophic Lateral Sclerosis (ALS) (Choi et al. 2008).
Another example is an experimental evaluation of the Raptor arm with 11 participants with
spinal chord injury on 16 ADLs (Chaves et al. 2003). The tasks included among other picking
up and drinking from a cup, opening and accessing objects in a refrigerator, operating a toaster,
and picking up keys from the floor. However, as mentioned above, experimental evaluations with
disabled end-users can be time consuming and it may be difficult to achieve a homogeneous set of
participants. Using able-bodied users can be an alternative in evaluations of novel technologies,
at least for guiding the development up until the stage where full end-user testing is feasible.
Simulating a disability is a good way to increase the realism of able-bodied user trials and to
increase the validity of the results also for disabled users. Some specific disabilities like tremor can
be modeled directly, but is also less relevant here as it can be removed or compensated through
adaptive filtering techniques (Rocon et al. 2012). When a specific model cannot be obtained, or
when it is not appropriate to focus on only one disability, a complementary approach is to assume
a generic physical disability. Previous examples of this approach include assessments of computer
mouse movements by disabled persons (Mankoff et al. 2005) and of shared control with joystick
input for assistive wheelchairs (Vanhooydonck et al. 2010). In (Mankoff et al. 2005) a random
noise was added to the user input, while in (Vanhooydonck et al. 2010) the user was prevented
from commanding movements to the left/right (by a deterministic effect) or from specifying the
exact movement direction.
2.4.4 Simulated Disability: Signal-Dependent Gaussian Noise
For the experiments performed in Chapter 4 a Gaussian noise was added to the raw user
input (Z in Fig. 2.3), in analogy with (Mankoff et al. 2005). The noise was filtered to below 2
Hz to be comparable to typical human movements in the frequency domain. In order to have
a more realistic simulation it was also made to increase in strength with the magnitude of the
velocities commanded by the user. This emulates the effect already seen in the speed-accuracy
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trade-off of many human movements, as mentioned above. That is, faster movements require
greater forces in the muscles, which again introduces more neuromotor noise (Faisal et al. 2008).
An increase in this signal-dependent neuromotor noise has been related to stroke-related motor
deficiencies (McCrea & Eng 2005), and children with dystonia (movement disorder that causes
involuntary muscle contractions) (Sanger et al. 2005). The quality of the speed-accuracy trade-
off is also reduced in children with cerebral palsy (reduction in ability of brain to transmit nerve
signal to the muscles) (Smits-Engelsman et al. 2007). Note that a disability can also require the
use of less dexterous parts of the body for robot control, for example movements of the feet or
head. Such movements are also subject to the speed-accuracy trade-off, see for example (Drury
1975). While the noise added does not necessarily correspond exactly to a given real disability,
it is an attempt at emulating the negative effect a disability could have on the ability of the
user to accurately control the manipulator and of the robot control system to effectively react to
them. In the context of the information-theoretic model presented in Section 2.2.3, we can see
a disability as a generic disturbance which has the effect to reduce the mutual information over
the human input H and the robot actuation A.
2.4.5 Discussion
Given the large variety of disabilities that exist, assistive manipulators have to cater for
a wide audience. That is, there is likely no one-fits-all solution to disabled persons achieving
independence on ADL through a robotic device. There are approaches for directly inhibiting
specific disabilities like tremor, helped by the fact that such a disability induces movements that
are of higher frequencies than most human intentional movements. The work presented here will
focus on the cases where an explicit model of the disability is difficult to obtain, and where the
task is rather to try to overcome a reduction in the ability of a user to control the robot. The
evaluations are here primarily with able-bodied users, where a generic signal-dependent Gaussian
noise is used to simulate just such a situation. The performance metrics used are therefore also
mainly quantitative. In testing with real end-users the gap between such measures and the
functional performance measures should be attempted filled (Tsui et al. 2009). Evaluating the
physical and cognitive workload is also a good idea, for example using the NASA-TLX subjective
workload measure. Especially as an assistive manipulator is a tool aimed at daily usage, and
where each task can take much longer than for an able-bodied person. The NASA-TLX is for
example used in Chapter 5 of this thesis.
2.5 Scientific Method, Benchmarking and Replicable Experiments
There has recently been an increased emphasis on improving the experimental method in
robotics. This includes yearly workshops on benchmarking at the major robotics conferences,
guidelines (Bonsignorio et al. 2009), reviews of experimental practices (Amigoni et al. 2009), and
open data repositories (Bonarini et al. 2006), (Howard & Roy 2003). Consistent methodologies
for benchmarking are essential for comparing different solutions, and for driving the robot devel-
opment process, and can help speed the process of getting assistive technologies to the level of
clinical trials and out to the end-user (see (Tsui & Yanco 2009) for related issues). It may also
promote replicable experiments for this type of human-robot systems.
Given that much of the results gathered for this thesis are from coupled human-robot sys-
tems, an equivalent user group operating a similar robot embodiment in a similar experimen-
tal setting is required to compare performance with other approaches. That is, the adap-
tation of both agents will affect the trajectory of development, and neither one can be as-
sumed fixed. A first open repository for sharing similar experiments was therefore created at
http://throughput.sourceforge.net. Several of the experimental evaluations proposed here are
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posted in this repository, to enable other researchers to verify, compare and extend the results.
Each includes: a) all data gathered; b) the complete set of executables for running each ex-
periment; c) instructions for installation and experiment protocol; d) templates for loading and
analyzing the data gathered (MATLAB/Octave).
2.6 Discussion and Conclusion
The work described in this Chapter has been essential for defining the general approach of the
thesis, which is somewhat untraditional from a robotics perspective. First of all, the emphasis on
studying the complete system as a coupled human + robot binomial with information-theoretic
concepts. Other approaches to modeling may also be fruitful, but the one presented here pro-
vides insights and quantitative metrics that has helped drive the thesis forward. It is especially
interesting to see the close relationship to the Information Theory roots of Fitts’ law and the
hypothesized signal-dependent noise in the neural system. An important part of the Chapter
has been a study that to the author’s best knowledge is the first in showing that Fitts’ law can
be used to model combined rotational and translational movements. The related speed-accuracy
trade-off of human movements has also driven the development of a shared control system for as-
sistive manipulators (see Chapters 4, 5 and 7), and has been used to define a simulated disability
that has some grounding in the sensorimotor system and in certain disabilities. This has been
important for running extensive controlled experiments with able-bodied users. It is believed
that the effort of making the experimental evaluations of the thesis replicable also represents a
novelty and a contribution to the field.
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3. ADAPTING THE PHYSICAL ROBOT DESIGN
TO THE USER’S TASKS
3.1 Introduction
Designing the physical structure of an assistive manipulator can be a complex undertaking,
as such robots are typically expected to perform a diverse set of tasks in complex environments,
like a user’s home. The current version of ASIBOT has been used for several years and is under
constant development. A process for evaluating a new design of this robot was the drive for the
developments in this Chapter. The work presented is focused on optimizing the kinematics of such
a symmetric assistive climbing robot for enabling a broad range of assistive tasks. The kinematics
is important as it affects not only the tasks achievable, but also the structural requirements of the
robot and the support points in the environment for climbing. It also affects the user acceptance
of the final system. For example, a smaller robot can more easily be transported.
3.2 Task-Oriented Design of Robots
Park, Chang and Yang (Park et al. 2003) attempted a Task-Oriented Design (TOD) approach
for the kinematics of an assistive manipulator, that would guarantee that at least a set of tasks
with high priority would be possible in a given environment. The end-result should then also
be capable of performing tasks that are similar. The approach begins with an investigation
into potential tasks, including robot base location, environment obstacles and Task Points (TP).
The latter is used to denote the position and orientation requirement of the robot end-effector
to achieve a given task. This is followed by an optimization of the kinematic design using the
information from the task analysis. For this a grid-based method was developed and applied to
an assistive non-symmetric robot mounted on a mobile base (Chang & Park 2003). The basic
concept of this Grid Method for kinematic optimization is to represent each joint as a unit grid,
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each of which can be treated as much simpler individual optimization problems using mainly
information from neighboring unit grids. One of the objectives of this chapter was to extend this
method for kinematic optimization to symmetric robots like ASIBOT.
Several other methods for optimizing kinematics exist, however the Grid Method was chosen
at it has been shown to be very efficient for solving problems with high-DOF robots and many
task points. Assistive robotics typically involve robots from 5 to 7 DOF designed for a large,
diverse set of tasks. (Kim & Khosla 1993) proposed a comparatively complete algorithm for
optimizing the design of general manipulators based on a genetic algorithm and applied it to
the design of a servicing robot for the Space Shuttle. This was based on a task-based design
approach similar in concept to TOD. (Chocron & Bidaud 1997) developed a method based on
combining modular segments of a fixed number of types into a modular robotic system.
However, most approaches that do not use grids require the calculation of the inverse kine-
matics of the robot during optimization, which adds to the computational load. Another issue
is the number of design variables required. Kinematic optimization typically involves a given
number of design variables per joint, for example the 4 Denavit-Hartenberg (DH) parameters
(see section 3.3.1 for the definition of DH parameters used here). For a robot with n joints
optimized for m task points this means 4·(n-1)·m design variables are needed to optimize the
complete robot for all desired tasks. This is a problem as the search space increases exponentially
with the number of design variables (Park et al. 2003). The Grid Method on the other hand has
a fixed number of design variables, 4 for each unit grid, regardless of the number of DOF and
task points used. The drawback is that the optimization has to be performed for each unit grid,
however the number of unit grids varies linearly with both DOF and task points. In general it
also does not require the calculation of the inverse kinematics of the robot during optimization.
This implies that the method can more easily be scaled to complex problems.
3.3 Method
The Grid Method and the modifications made to be able to optimize symmetric robots are
described in section 3.3.2, after the description of the kinematic structure of ASIBOT in 3.3.1.
A methodology for designing the kinematics of a climbing assistive robot is then introduced in
section 3.3.4. The methodology was applied to a real kitchen environment, and a quantitative
virtual evaluation of the performance of the robot designs found was made.
3.3.1 ASIBOT Kinematic Structure
When describing the kinematic structure of a robot several notations can be followed. The
DH notation of Paul (Paul 1981) is here used, which can be seen in Fig. 3.1. For a kinematic
optimization approach this notation allows for writing constraint functions in terms of four
parameters that are relatively easy to visualize, joint angle θ, twist angle α, link length l and
link offset d. The same notation was also used in the earlier work on grid-based kinematic
optimization.
The current design of ASIBOT can be seen in Fig. 3.2, with the DH parameter interpretation
shown in Table 3.1. Note that parameteres change depending on the docked side. The DS+MU
parameter is the sum of DS lenght and the first link docked, BR is the lenght of each central link
and MU +EX1 and MU +EX are the lengths of the last links with and without the gripper’s
fingers. The actual values for DS, MU , BR, EX and EX1 are 162, 148, 400, 120 and 180 mm,
respectively. The maximum reach without extendending the gripper’s fingers is 1378 mm, and
is 1438 mm in extended finger state.
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Fig. 3.1: Definition of Denavit-Hartenberg (DH) parameters used (Paul 1981).
Fig. 3.2: Current ASIBOT robot design with lengths and frame assignment.
Tab. 3.1: Denavit-Hartenberg (DH) parameters of the current ASIBOT robot.
Joint θ l d α Range
1 θ1 0 MU+DS 90 360◦
2 θ2 BR 0 0 270◦
3 θ3 BR 0 0 270◦
4 θ4 0 0 90 270◦
5 θ5 0 MU+EX 0 360◦
3.3.2 Modified Grid Method for Symmetric Robots
3.3.2.1 Original Approach
The algorithm described here is based on the Grid Method for optimizing robot kinematics
using the Very Fast Simulated Annealing (VFSA) optimization method, as presented in (Park
et al. 2006). See (Park et al. 2003) for a more detailed introduction of the Grid Method itself.
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Grid-based methods are commonly used in for example modeling heat transfer and fluid flow.
Common for the problems for which this method is applied is that the problem boundary con-
ditions are known, and the interior conditions are unknown. The process then involves splitting
the area to be solved for into smaller unit grids, and permeate the boundary conditions into
inner regions by applying governing equations to these unit grids successively. Each unit grid
uses information from its own local boundaries. When applied to optimizing kinematic design in
a TOD process, each unit grid represents the properties of one joint for one specific task point.
The 4 design variables used for each joint are the Cartesian x, y, and z position and twist angle
α, together denoted as x. Each joint uses information from the previous and next joint in the
kinematic chain and the same joint for the previous and next task point. Thus each joint can
be treated separately, with no need for calculating the inverse kinematics of the full kinematic
chain. This also means that these 4 properties are the only design variables for the optimization
process.
For each joint a grid operation is performed. This includes first converting the design variables
to DH parameters for the current joint, then evaluating the DH parameters with a weighted unit
grid cost function. The DH parameters of each joint can be calculated based on the known
position and twist angle of a joint and the previous and next joint in the kinematic chain, see
(Park et al. 2003) for a detailed explanation. The grid operation is performed successively on all
the joints in the kinematic chain and for all the task points used. A global convergence criteria
based on the sum of the cost function for each grid operation determines when a sufficiently
optimized global solution has been found.
The benefit of a fixed number of design variables is that the algorithm does not become
less efficient as more DOF and task points are added. In this study this was an important
factor, given that 12 different robots with 5-7 DOF were optimized for about 5 task points each.
However, the Grid Method as originally conceived also has its limitations. The optimization
process is only performed on one joint at a time, as this is the definition of the unit grid used.
This makes the symmetry of two joints difficult to enforce, and symmetry is typically required
for a climbing robot like the one designed for here. Take the 2nd joint in a 5 DOF robot like
ASIBOT as an example, see Fig. 3.2. This robot is symmetric about the center 3rd joint. Not
only should the fixed DH parameters for this joint be similar across task points, they should
also be similar to the ones for the 4th joint. In a grid-based approach only local information is
typically used, here information about the previous (1st) and next joint (3rd) in the kinematic
chain, and the same joint in the previous and next task point. Even with information about the
4th joint it would be difficult to achieve symmetry, as the 4th joint is solved for at a later stage
in the optimization process. A modified version of the Grid Method was developed to overcome
this, which is described in the next section.
3.3.2.2 Modified Approach
The first modification to the Grid Method was to expand the unit grid to a pair of symmetric
joints. This allows for enforcing the desired symmetry within each grid operation. Thus sym-
metric grid operations in general have 8 design variables, independent of the number of DOF
and task points used. Fig. 3.3 depicts all the n joints (open circles) for the m task points to
solve for. The notation used in the rest of this chapter is i for a given joint for task point j, while
c denotes the center joint. The global base (closed circle, light grey) and the global task point
(closed circle, dark grey) are fixed and act as boundary conditions. As can be seen indicated
in the figure the symmetric unit grid uses information from its local neighborhood. In other
words, each symmetric pair of joints knows the parameters of the next and previous joints in the
kinematic chain as well as for the same joints in the next and previous task point.
The second change was to solve the problem as two manipulators, each with one of the global
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end-effectors as base. The manipulators were named left and right, see Fig. 3.3. These left and
right manipulators share the global center joint, and the local task point for each is the second
to last joint for the other. In the original Grid Method the end-effector orientation required an
additional constraint function as only the position was determined by the Grid Method. This
was done by comparing the X and Z axis of the actual orientation of the end-effector with the
desired task point orientation. By splitting the robot in two identical manipulators, both the
base and the end-effector orientation of the robot are now defined. The problem then reduced
to enforcing the orientation of the z-axis of the two manipulators’ end-joints, to ensure the two
manipulators are aligned properly. See section 3.3.2.7 for a description of this constraint.
Fig. 3.3: Symmetric unit grid visualization for a 5 DOF symmetric robot. The problem has 3
symmetric joint unit grids (denoted 1, 2 and c) for each task point.
A final change in the original approach was needed to ensure that the first and last links are
symmetrical. This is not possible with the original formulation, as a zero-length first link (link
0) was assumed, with the zero frame (at joint 1) and the base frame overlapping. The base frame
is here instead defined to be at the end-effector of the first link. This can also be seen in Fig.
3.3.
3.3.2.3 Very Fast Simulated Annealing
Simulated annealing is an optimization technique typically applied to find a global optimal
solution for problems with large search spaces. It is widely utilized, partially for its ability to
get out of local minima, but also because it is relatively simple to apply. It has its roots in
earlier algorithms for statistical mechanics, and the name "annealing" comes from a process in
metallurgy used to improve the properties of metals. This process involves heating up a metal to
a temperature where the atoms are allowed to move freely, then performing a controlled cooling
dictated by the properties sought from the material. The goal is typically to increase the size of
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the crystals and reduce the defects in the material. The simulated annealing works on a similar
basis, with the solutions varying almost randomly at high temperatures, but slowly improves
in the right direction as the temperature is decreased. The temperature is controlled by a an
annealing schedule, which varies with the different versions of the technique. The technique used
here is Very Fast Simulated Annealing (VFSA), as used in the original Grid Method (Park et al.
2006). It is a simplified version of the algorithm presented by (Ingber 1989). This technique’s
main improvement over the original is the improved convergence rate, which leads to shorter
solution times. This is primarily done through a modified annealing schedule.
3.3.2.4 Symmetry Unit Grid Cost Function
As the symmetry unit grid has been expanded to two symmetric joints, the corresponding cost
function also includes both, as can be seen in Equation (3.1) (left and right superscripts). The
symmetric unit grid cost function consists of six weighted constraint functions. The equalization
constraint (EC) ensures that the DH parameters of a joint are as close as possible to that of the
same joint for the next and the previous task point (except joint angles for revolute joints). The
limit constraint (LC) allows for constraining one or more of the DH parameters for a joint to
within a given range. The obstacle avoidance constraint (OA) penalizes the depth of penetration
of a joint or link with a spherical obstacle. These three constraints are unchanged from the
original Grid Method and are presented in detail in Park, Chang and Yang (Park et al. 2003).
The symmetry constraint (SYM), total length constraint (TLC) and center constraint (CEN)
are described in section 3.3.2.5, 3.3.2.6 and 3.3.2.7, respectively.
FSUG(x
left
i,j ,x
right
i,j ) = wSYM · fSYM((i,j)left,(i,j)right)
+ wTLC · fTLC((i,j)left,(i,j)right)
+ wCEN · fCEN((i,j)left,(i,j)right)
+ wEC · (fEC(i,j)left + fEC(i,j)right)
+ wLC · (fLC(i,j)left + fLC(i,j)right)
+ wOA · (fOA(i,j)left + fOA(i,j)right).
(3.1)
3.3.2.5 Symmetry Constraint
The symmetry constraint function is used to ensure that the two symmetric joints in the unit
grid are similar. As can be seen from Equation (3.2), the constraint applies to both the previous
(i−1) and the following (i) link with respect to the joint in question. Refer to Fig. 3.1. A special
weight ωang is applied to the angular values to equalize the order of magnitude of angles with
those of distances. In addition the link twist angles are either added or subtracted depending on
the definition of the DH parameters for the symmetric robot. This is governed by the n number
of ki values, which are set to 1 or minus 1 respectively.
fSYM((i,j)left,(i,j)right) = fLS((i−1,j)left,(i−1,j)right)
+ fLS((i,j)left,(i,j)right)
+ wang · fαS((i−1,j)left,(i−1,j)right),
where :
fLS((k,j)left,(k,j)right) = (l
left
k,j − lrightk,j )2 + (dleftk,j − drightk,j )2,
and :
fαS((r,j)left,(r,j)right) = (α
left
r,j + ki · αrightr,j )2.
(3.2)
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3.3.2.6 Total Length Constraint
For a climbing assistive robot the total length is important, as it influences among other
the portability of the robot and the structural requirements of the docking stations. The limit
constraint (LC) only applies to the DH parameters of the one joint being optimized, therefore
a new total length constraint (TLC) was introduced. The total length of the robot, Ltotal, was
simply defined as the sum of all the link lengths and offsets for the complete robot. The constraint
function penalizes a total length larger than a set maximum or smaller than a set minimum, as
can be seen in Equation (3.3).
fTLC =

(Ltotal − Lmax)2 for Ltotal > Lmax
(Ltotal − Lmin)2 for Ltotal < Lmin
0 otherwise.
(3.3)
3.3.2.7 Center Constraint
The two symmetric manipulators share the last joint which thus have the same x, y, z position
and twist angle α. However, for the left and right last joints to be equivalent, the joint Z axes for
each must also coincide. This was ensured with an additional center joint constraint, which can
be seen in Equation (3.4). Here z represents the Z unit vector of the final joint of the respective
manipulator. The constraint was applied to all the joints in the kinematic chain to take into
account their possible effect on the orientation of the global center joint. Forward kinematics
was used to propagate these effects from a given joint to the center joint.
fCEN((i,j)left,(i,j)right) = ||zleftc,j − zrightc,j ||2 (3.4)
3.3.2.8 Obstacle Definition
The obstacles in the environment are important constraints when performing tasks with
a robotic manipulator, and should therefore be included in the optimization. The obstacle
avoidance constraint used here is the same as that used in (Park et al. 2003). The environment
obstacles were represented by simple spheres. For each iteration the distance to all spherical
obstacles is calculated for all links and all joint origins. If the distance from a link or joint origin
to the center of a sphere is less than the radius of the sphere a collision is defined. The cost
of the collision is then proportional to the depth of the penetration. To be able to model a
more realistic environment, the obstacles used for the study presented here were initially defined
as simple rectangular prism primitives. These obstacles were then grown by the radius of the
robot, here 62.5 mm was used. This was done to approximate the physical space available to the
actual robot. Finally, each grown obstacle were approximated by a set of overlapping spheres.
These spheres were used as the basis for the obstacle avoidance constraint described above. The
obstacles used in this study can be seen in Fig. 3.6 and an example of an obstacle represented
as grown spheres can be seen in Fig. 3.8.
3.3.2.9 Global Convergence
The Grid Method performs an optimization for each unit grid (here a symmetric joint pair),
starting from the extremes, for each task point. The global convergence criterion used is then the
sum of the cost functions for all the symmetric unit grids, across m task points and c symmetric
joint pairs. The criterion can be seen in Equation (3.5).
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Ftotal =
m∑
j=1
(
c∑
i=1
FSUG(x
left
i,j ,x
right
i,j )
)
< u. (3.5)
3.3.2.10 Special Formulation for Spherical Center Joint
Some robot configurations, like the 7 DOF robot used for the study presented here, have
joints with several intersecting axes. This also means that a large number of DH parameters
need to be forced to zero, restricting the search for solutions. As was done in (Park et al. 2003)
with a spherical wrist, the three central intersecting joints for the 7 DOF configuration used here
were replaced with a spherical joint located in the center pitch joint location. These joints could
then be represented as a single joint with a single set of design variables (x, y, z, α)c. The three
joint angles were then solved for using inverse kinematics during optimization of this joint.
3.3.3 Practical Considerations
3.3.3.1 Setting the Constraint Function Weights
All the constraint functions used here have zero as the optimum. The angles and distances
for the kinematic description all have magnitudes on the order of 100 as radians and meters
are used as units. This simplifies the process of setting the weights manually somewhat. A
strategy used here was to set the obstacle avoidance weight several orders of magnitude higher
than the remaining weights, to reduce the chance of the robot getting trapped in a local minima
with a collision. For example in the overlap between two spheres representing an obstacle. The
remaining weights were then manually tuned to attempt to balance the respective terms in the
cost function. In (Park et al. 2006) an adaptive method was used to alter the weights during
execution. This can help reduce the time and effort to find an optimal solution, and is particularly
important if measures that are not simple constraints are included. For example the dexterity
measure used in the original Grid Method, that should be minimized, but not necessarily to zero.
Adapting the weights in a similar manner for the modified Grid Method is beyond the scope of
the work presented here, but should be feasible given the similar structure of the constraint
functions used.
3.3.3.2 Efficiency of the Modified Grid Method
A simple comparative study was performed to assess the effect of the symmetry-specific
modifications made to the Grid Method. The modified method (ModGrid) was compared with
the original Grid Method (Grid) and the General Formulation Method (GFM ). The latter was
also used as the basis for comparison in (Park et al. 2003), and performs the optimization over all
the joints and task points at the same time. It is thus a non-grid approach and has 4∗m∗n design
variables, as compared with 4 and 8 for the original and modified Grid Method, respectively.
The total computation time in Matlab on a 3 MHz Intel Core 2 Duo was compared for 5 and 7
DOF robots optimized for 2, 3 and 4 task points. The constraints used were EC and C (with
weights 1 and 2, respectively). For Grid and GFM the center constraint C was replaced with an
equivalent of the Desired Orientation Constraint (DOC) used in the original Grid Method (with
weight 1). The convergence criteria used was increased with both the number of task points and
DOF used, specifically u = 0.0005 ∗m ∗ n. As can be seen in Fig. 3.4, the results indicate that
while not as efficient as the original, the modifications made to enable optimization of symmetric
robots still makes it more than an order of magnitude faster than the GFM as the number of
DOF and task points increases.
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Fig. 3.4: Total computation time for the original (Grid) and modified Grid Method (ModGrid),
as well as the General Formulation Method (GFM).
3.3.4 Design Methodology
3.3.4.1 Overview
This section describes the application of the modified Grid Method for symmetric robots to
the design of an assistive climbing robot. As described in the introduction this type of robot
has a range of additional requirements in comparison to most robot designs. One of the most
important is that the robot is intended to be operated by, and in close proximity to, disabled
users in their own homes. The task-oriented approach underlying the Grid Method suites this
well, as it allows the designers to take specific tasks and environments into account in the design
of the kinematic structure. For this study a kitchen environment was used, based on an exact
model of the real kitchen environment in the RoboticsLab at Universidad Carlos III de Madrid
(UC3M) (Jardon et al. 2008), see Fig. 1.3a. For this environment four scenarios were envisioned.
Each scenario is centered around a specific area or appliance in the kitchen, and includes possible
docking station locations, obstacles and task points. The four scenarios, cabinet, refrigerator,
dishwasher and the user’s wheelchair are all described in more detail in section 3.3.4.2. For each
design scenario a standard design process was followed, as seen in Fig. 3.5.
First, all likely task points and docking station locations were defined for the scenario. This
was based on previous experience with the ASIBOT robot and previously recorded user prefer-
ences for tasks (Balaguer et al. 2005). For the scenarios presented here 25 (dishwasher) to 72
(cabinet) task points were defined. Several potential docking station locations were also defined.
Ideally the robot would be optimized to be able to perform tasks for all docking stations in each
scenario. However, to limit the number of task points for the optimization algorithm, it was
chosen to first identify one "optimal" docking station for each scenario from which the tasks
were assumed to be performed. This was done by assessing the number of tasks feasible from
each docking station location with the original ASIBOT kinematic structure.
The Grid Method has been shown to be effective for both high numbers of DOF and for
reasonable numbers of task points, 7 task points were for example used in (Park et al. 2006)
for a 6 DOF robot. In the study presented here several different robot configurations were to
be optimized and only standard performance desktop computers were used. A subset of around
5 task points was therefore used for each optimization. With such a subset of tasks and an
"optimal" docking station 3 robot configurations (with 5, 6 and 7 DOF) were optimized for
each scenario. The three configurations chosen are further described in section 3.3.4.3. The
constraints used and parameters optimized are detailed in section 3.3.4.4.
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Fig. 3.5: Design methodology proposed for climbing assistive robots.
Once the 12 designs (4 scenarios with 3 robots each) had been optimized, the next step was to
try to quantify the advantages and disadvantages of each design. The first criteria chosen was to
quantify the number of task points reachable with each robot design in each scenario. This would
help evaluate the optimization procedure as well as establish a global optimal design across the
four scenarios. This was performed in a virtual environment, and is further explained in section
3.3.4.5. In addition the total mass of each robot design was estimated, which is described in
section 3.3.4.6.
3.3.4.2 Task Scenarios
One of the most important aspects of performing a task-oriented design is that the robot
can be made to guarantee that certain desired tasks will be achievable. This should then allow
for the successful completion also of similar tasks. The ASIBOT robot is designed to perform a
range of tasks from fixed docking stations and from the user’s wheelchair. Therefore 4 different
scenarios were selected, each with a set of desirable tasks and potential docking station locations.
The 4 scenarios can be seen in Fig. 3.6. As mentioned earlier, one docking station was chosen as
the most suitable to perform tasks in each scenario. Additional docking station locations were
then included as tasks, to make sure the robot would have mobility to perform tasks in the given
scenario, but also to transfer outside it.
Two main types of task points were defined. The first required all 6 DOF (position and
rotations) of the end-effector to match the desired task. For example docking station locations,
as the docking process in the current ASIBOT (and likely also in future versions) require the robot
to insert the end-effector with a high degree of accuracy in both pitch and yaw and then perform
a pure roll movement to lock into position. Other task points had a relaxed yaw requirement (in
the end-effector frame), enabling the 5 DOF robot to perform tasks where the yaw rotation was
not essential. For example when picking up an object like a bottle from the kitchen desktop. For
3.3. Method 47
the docking stations defined as tasks another task point was also added 100 mm offset normal
to the docking station itself, to represent the required movement for performing a docking. The
different tools used when performing different tasks were also taken into account in the task
point placement. For example the task points representing the user eating from a spoon. These
were placed 100 mm in front of the users mouth to simulate the length of a typical spoon held
in the end-effector of the robot.
(a) Cabinet scenario. (b) Dishwasher scenario.
(c) Refrigerator scenario. (d) Wheelchair scenario.
Fig. 3.6: Task scenarios defined. Smaller green arrows indicate the origin and direction of the
Z axis of the end-effector for a given task point, while larger red arrows indicate the
docking station location used as the base for the scenario shown.
3.3.4.3 Robot Configurations
The next step in the proposed methodology was to choose a subset of robot configurations that
seemed suitable for the scenarios selected. By robot configuration is here meant the definition
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of a set of basic properties that were not to be optimized. This included the number of DOF
and the twist angle of each joint. First, the robot should have 5, 6 or 7 revolute DOF. The
current design has 5, limiting it in some tasks where 6 DOF of the end-effector is required. A 6
DOF robot may be able to perform these tasks, while a 7 DOF in addition may add redundancy.
Second, the robot should have the ability to roll the end-effectors about the local z-axis. This
may be needed to perform the docking procedure and to interchange end-effectors. Third, the
robot should be symmetric. The definition of robot symmetry used here is that the robot must
be able to perform the same set of tasks when docked with the left and when docked with the
right end-effector in the same docking stations.
(a) 5 DOF configuration.
(b) 6 DOF configuration.
(c) 7 DOF configuration.
Fig. 3.7: Robot configurations used as the basis for the optimization process.
With these constraints 3 robot configurations were defined. The 5 DOF version was based on
the current ASIBOT configuration, as can be seen in Fig. 3.7a. The design has a roll joint in each
end, and three pitch joints in between (RPPPR). Symmetry is across the central joint (joint 3).
The 6 DOF robot was made symmetric about the center link to comply with the requirements
for symmetry. The end joints had to be roll joints, according to the constraints applied. For
the symmetric joint pair adjoining the center link yaw joints were chosen. The remaining pair of
joints was then selected to be pitch joints, giving RPYYPR, as seen in Fig. 3.7b. The 7 DOF
configuration was based again on the ASIBOT design, but with roll joints added to the two links
adjoining the central pitch joint (RPRPRPR). See Fig. 3.7c. The properties to optimize for each
configuration were the two pairs of symmetric link lengths (for the 6 DOF configuration also a
central link). In addition the joint limits and any required joint offsets needed to accommodate
the range of movement could be defined for each design.
3.3.4.4 Kinematic Optimization of Robot Designs
The modified Grid Method described in section 3.3.2 was used to obtain one kinematic design
for each DOF configuration for each scenario. An example can be seen in figure Fig. 3.8, showing
a 7 DOF robot optimized for 5 task points in the refrigerator scenario. The spheres represents
the obstacles seen in Fig. 3.6c. A common set of constraints were used for all optimizations.
The first was that the maximum length should not be longer than 1500 mm, to make sure the
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robot could still be used on the user’s wheelchair and remain portable. The second constraint
used was to limit the first real link (from the end-effector to the first non-roll joint) to between
200 and 400 mm. Less than 200 would be very difficult mechanically as it houses both a roll
joint and a docking/end-effector mechanism. The remaining length of the robot was constrained
to be within 400 mm and 1000 mm. This consisted of one symmetrical pair of links for 5 and 7
DOF, each of between 200 mm and 500 mm. For 6 DOF one symmetrical pair of links of between
100 and 250 mm as well as one central link of between 200 and 500 mm. Thus the minimum
feasible distance between joints was assumed to be 100 mm. These constraints were also made
with the requirements for housing the electronics in mind. A static 7th joint was added to the
middle of the central link of the 6 DOF configuration when optimized. The DH parameters of
this joint were forced to zero during optimization, except for the link length. This enable the
optimization of robots symmetric about a central link instead of a central joint, without changes
in the algorithm used.
Fig. 3.8: Example 7 DOF robot optimized for the refrigerator scenario. Poses indicate task
points used for the optimization. Actual obstacle used for the optimization process
for this scenario.
For the joint limits, ASIBOT was used as a reference. The roll joints were given a 360◦
range. The pitch joints in ASIBOT all have ±135◦ joint limits, mainly due to lack of joint
offsets. A 5 or 7 DOF robot with a joint offset in the central pitch joint could potentially have an
increased workspace, especially close to the base of the robot. Such a robot could also satisfy the
4 constraints described in section 3.3.4.3, including that for symmetry. This should be further
explored in future studies. The weights of the unit grid cost function were set manually, and could
be varied for each optimization. The goal was to achieve a smallest possible design that could
reach the set of task points given without exceeding joint limits or colliding with the obstacles
used. A satisfactory design was assumed when this could be achieved with a reasonably coherent
design for all task points used (typically ±10 mm for each link).
3.3.4.5 Virtual Testing of Robot Designs
Virtual testing was used to compare the kinematic designs obtained for each configuration
from each scenario to obtain a global optimal kinematic design. The criteria used was the number
of task points achievable in each case. The testing was performed in a simulation based on the
Marilou Robotics Studio environment, with realistic models of the obstacles in all scenarios and
simplified robot models representing the designs obtained. Examples of robots being tested in
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the four scenarios can be seen in Fig. 3.9. Collisions between the robot and the environment were
simulated and joint limits used to limit the workspace of the robots. Approximately the same
docking station location as used for the optimization was used, but the testing was performed on
the complete set of task points for each scenario. For each task point, the robot was commanded
to the desired Cartesian position and orientation of the task. If allowed for the specific task (see
section 3.3.4.2), the yaw rotation requirement (in end-effector frame) for the task was ignored
in the differential inverse kinematics solver used. If the robot successfully reached the task
point (with the rotation requirement met according to the task type) a success was recorded. If
the robot was prevented from reaching the task point due to joint limits or collisions with the
environment other poses, if available, were explored. For example trying an "elbow-up" pose
instead of "elbow-down", or using the inherent redundancy in the 7 DOF designs.
(a) C5 robot in the cab-
inet scenario.
(b) D6 robot in the
dishwasher scenario.
(c) R6 robot in the re-
frigerator scenario.
(d) W7 robot in the
wheelchair scenario.
Fig. 3.9: Virtual testing of the robot designs.
3.3.4.6 Mass Estimation of Robot Designs
Another aspect considered when comparing the robot designs found was the expected total
mass of the robot. As the designs are relatively similar to the original ASIBOT design in
terms of DOF, total length and payload requirements, this robot was used as the baseline for
the estimations. The main assumption made was that the robot designs would have a similar
distribution of mass across subsystems as that in ASIBOT. This meant that the total mass,
Mtotal, could be split into two parts. One part varies with the number of DOF and actuators,
denoted as Ma. This includes the mass of the motors, reductors and motor drivers and was
found to represent about 40% of the total mass in ASIBOT (Jardon 2006). The remaining 60%
then represents the mass of the structure, common electronics and the end-effectors docking
mechanisms, denoted as Ms. Both masses were assumed to vary linearly with the total length
of the robot. This allowed for a crude estimation of the additional structural and motor torque
requirements for lifting the same payload with a longer moment arm. The calculation of the mass
for each robot can be seen in Equation (3.6), where L signifies the total length of the design and
n the number of DOF. The ASIBOT data used was a mass of 12 kg and total length of 1336
mm.
Mtotal = Ma +Ms,
where :
Ma = 0.4 ·MASIBOT · L
LASIBOT
· n
nASIBOT
,
and :
Ms = 0.6 ·MASIBOT · L
LASIBOT
.
(3.6)
3.4. Results 51
Tab. 3.2: Optimized robot designs with lengths and estimated mass (in mm and kg respectively)
DOF Robot Lextreme Lmiddle L6 Ltotal Mtotal
5 C5 385 365 n/a 1500 13.5
D5 200 295 n/a 990 8.9
R5 195 315 n/a 1020 9.2
W5 260 400 n/a 1320 11.9
6 C6 260 235 340 1330 12.9
D6 215 220 300 1170 11.3
R6 200 220 230 1070 10.4
W6 250 215 380 1310 12.7
7 C7 270 415 n/a 1370 14.3
D7 210 320 n/a 1060 11.0
R7 255 340 n/a 1190 12.4
W7 205 465 n/a 1340 14.0
3.4 Results
3.4.1 Optimized Kinematic Designs
The results of the optimization process can be seen in Table 3.2. The robots are named
with a single letter (C -cabinet, D-dishwasher, R-refrigerator and W -wheelchair) followed by the
number of DOF. Displayed are the different optimized lengths for each robot. Lextreme is the
length of the symmetric link pair from the end-effector to the first non-roll joint (MU+DS in the
original ASIBOT design in Fig. 3.2), Lmiddle is for the other symmetric link pair (equivalent to
BR in Fig. 3.2), while L6 is the total length of the center link unique to the 6 DOF configuration.
The total length, Ltotal and the total estimated mass, Mtotal are also shown for each robot.
As can be seen from the table, the robots optimized for cabinet has the longest Lextreme in
comparison with those optimized for other scenarios. From the docking station used this makes
sense, as the robot is required to avoid the underside of the cabinet to access any of the shelves.
With a large distance from the base at the wall to the first non-roll joint the obstacle is easier
to avoid. The extra length in the symmetric section of the robot near the end-effector does not
negatively affect the tasks in the cabinet (reaching positions 100 mm above the shelf and parallel
to the shelf surface). The total length for the robots optimized ranges from 990 mm (D5 ) to
the maximum 1500 mm (C5 ). The robots optimized for the cabinet scenario are the longest,
while the robots optimized for the refrigerator and dishwasher scenarios are the shortest. This
reflects the tasks present in each scenario, with most task points in the two latter being easily
accessible by the robot, as they are in close proximity to the docking station and without a
significant obstacle in-between. The average length of the robot designs found was 1223 mm and
the average estimated mass was 11.9 kg (ranging from 8.9 kg to 14.3 kg).
3.4.2 Quantitative Comparison of Robot Designs
Table 3.3 shows the results of the virtual testing of each robot design for each of the four
scenarios. For each case a number from 0 to 1 is shown, representing the ratio of the task points
achieved to the task points available in the given scenario. The result for a robot both optimized
and tested for a given scenario (for example C5 for the cabinet scenario) is highlighted in bold.
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Tab. 3.3: Comparison of tasks achievable with each robot design in each scenario (C-Cabinet,
D-Dishwasher, R-Refrigerator, W-Wheelchair).
DOF Robot C D R W Total
5 C5 0.57 0.56 0.51 0.38 2.01
D5 0.39 0.56 0.37 0.28 1.60
R5 0.44 0.56 0.46 0.34 1.81
W5 0.54 0.56 0.55 0.61 2.26
6 C6 0.26 0.80 0.52 0.44 2.03
D6 0.31 0.80 0.40 0.43 1.93
R6 0.28 0.80 0.52 0.30 1.90
W6 0.26 0.72 0.43 0.49 1.91
7 C7 0.74 0.56 0.54 0.79 2.62
D7 0.63 0.56 0.48 0.46 2.12
R7 0.65 0.56 0.58 0.57 2.37
W7 0.64 0.56 0.54 0.90 2.64
As can be seen from the table, 10 out of 12 of the robots optimized for a given scenario also had
the best results for this scenario and number of DOF. For the two that did not, the scores were
not far from the average of the other designs with the same DOF for that scenario. This was
the C6 robot with a score of 0.26 for the cabinet scenario (average 0.28 for 6 DOF designs) and
the R5 robot with a score of 0.46 in the refrigerator scenario (average 0.47 for 5 DOF designs).
An unpaired t-test found no significant difference between the mean score of the 12 robots
optimized and tested in the same scenario (0.59) and the remaining robots (0.50), t(46) = 1.66,
p = 0.103. However, this is partially due to the very uniform results of the dishwasher scenario
in general. For the remaining three scenarios a weakly statistically significant increase of 23%
was found, t(34) = 1.96, p = 0.059. Paired t-tests were used to explore the level of generalization
provided by the robots optimized for given scenarios. It was found that the mean score for the
robots optimized for the cabinet scenario (0.56) was significantly higher than for those optimized
for the dishwasher (0.47) and refrigerator (0.51) scenarios, with t(11) = 2.76, p = 0.019 and
t(11) = 2.24, p = 0.047, respectively. There was a weakly statistically significant increase for the
robots optimized for the wheelchair (0.57) with respect to the dishwasher scenario, t(11) = 2.09,
p = 0.061.
A limitation of the approach taken is that only a subset of the potential task points identified
was used in the optimization process. As a result not all the tasks existing in a given scenario
were possible with the "optimal" robot. However, it is not clear how else to deal with a large
set of real-world tasks, complex obstacles and tight robot constraints under the TOD approach.
At some point a subset of tasks that are achievable with the design constraints used must be
selected for the optimization process to converge. The design approach followed here is made
less sensitive to the selection of this subset by the following quantitative comparison of the
different robot designs on the full set of tasks in all the scenarios. For designers this means that
quantitative trade-offs can also be made when selecting the final design, for example based on
user-preferences about the importance of one scenario versus another.
The scores obtained for each design were summed up to get a total score. The 7 DOF robot
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W7 achieved the highest total score, 2.64, and is compared to the original ASIBOT design in Fig.
3.10. The average for 7 DOF designs, 2.44, was also higher than the two other configurations.
Interestingly the average for the 5 DOF configuration (1.92) was about the same as that for 6
DOF (1.94). This reflects one of the issues with the 6 DOF configuration seen during testing,
the very different poses required for a given task point as compared to the 5 and 7 DOF arms.
One example can be seen in Fig. 3.11, comparing a 5 DOF and 6 DOF robot with a very similar
size on the same task in the cabinet scenario. The task point shown is to reach another docking
station location underneath the overhead cabinet. As can be seen from the figure the 6 DOF
version required a very different pose from the 5 DOF causing it to hit the 135◦ joint limit of
the last pitch joint for a seemingly simple task. A similar issue was seen in task points where
the robot was required to enter a constrained space, for example picking up objects from the
shelves in the cabinet and refrigerator scenarios. The geometry of the 5 and 7 DOF configuration
resembles that of the human arm. As the environments in assistive robotics are typically designed
for the latter this may give the 5 and 7 DOF an advantage. This can also be of importance in
the ability of the user to effectively use the robot in cluttered environments. If the robot pose
for a given desired end-effector position and orientation is difficult to imagine the user may have
trouble predicting and reacting in time to avoid collisions during direct control of the robot.
Automatic obstacle avoidance is an active research field in robotics, however there are additional
safety concerns related to operating near a disabled person. A degree of user involvement in
controlling this type of robot is therefore usually desirable.
(a) Original ASIBOT design, length 1336 mm.
(b) Design with highest score (W7), length 1340 mm.
Fig. 3.10: Comparison of original and "best" design, drawn to scale.
The design most similar to the current ASIBOT robot, W5, gained the fourth highest score
(2.26). This may indicate that the current design approaches the optimal for the DOF and the
tasks used. It also indicates that moving to a 7 DOF design could increase the performance by
about 17%, but that this would have to be traded off with a 17-18% increase in mass. However,
the use of more light-weight materials than what was available for the original ASIBOT would
likely reduce such an increase in mass somewhat. The results are also dependent on the docking
station locations and tasks chosen. Here the docking station used for the testing in each scenario
was chosen based on the best performance of the 5 DOF ASIBOT robot. However, the results
obtained are at least indicative of the comparative performance of the different designs, given
the wide range of tasks and obstacles used.
3.5 Discussion and Conclusion
In this chapter a task-oriented design process was applied to the kinematic design of an
assistive manipulator, ASIBOT. Such assistive robots are intended for a comparatively wide
range of tasks in a user’s home, often in close proximity to a disabled person. For example
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(a) R5 robot design. (b) R6 robot design.
Fig. 3.11: Comparison of 5 and 6 DOF configuration for the same task point. The task rep-
resents reaching an alternative docking station location mounted underneath the
overhanging cabinet.
allowing the user to pick up, fill and drink from a glass, a task that may not have been possible
without personal assistance before. The task-oriented approach ensures the design process is
centered around the intended tasks and the end-user.
Climbing robots have other particular properties, including symmetry, high mobility in the
environment and a low total mass. A design methodology was proposed to address these issues. A
definition of 4 typical kitchen scenarios was made, including task points of interest and obstacles.
12 different robot designs were then optimized on a subset of tasks, each based on one of the 4
scenarios and with 5, 6 or 7 DOF. The optimization method used was based on the Grid Method,
which allows for an efficient optimization even for a large number of DOF and task points. A
modified version of the method was developed to allow for the optimization of symmetric robots.
A quantitative comparison of the designs was then used to decide upon a suitable robot
kinematic structure. This involved estimating the total mass for each design, based on previous
experience with ASIBOT. In addition a comparison of the achievable tasks for each design was
performed in a realistic simulation. The results showed that a 7 DOF design could increase the
number of tasks achievable by 17% in comparison to the best 5 DOF design, but that this would
come at a cost of a 17-18% increase in total mass. The use of the methodology proposed ensured
that this type of quantitative trade-offs could be identified and evaluated based on the actual
performance of the designs on all the tasks desired. Although a good design can also be reached
without such an approach, the methodology proposed should increase the likelihood of finding
one for a wide range of tasks and environments.
Future improvements to the work presented in this chapter could include an automated
adjustment of the weights for the constraint functions (which are here manually tuned), to
simplify the use of the algorithm. Furthermore, there is a potential for improving the convergence
characteristics using for example a stepsize adjustment, which gradually reduces the region that
is searched for an optimum as the number of iterations increase. For a new version of ASIBOT,
the inclusion of joint offsets, and thus potentially increased joint ranges, could be included in
the study. Finally, a trade-off between the number of docking stations required and the size of
the robot could be of interest.
4. LEARNING TO ASSIST THE USER IN LIMITING
COLLISIONS
4.1 Introduction
As was mentioned in Section 1.2.4, there exists several approaches for enabling the user and
the robot to share their sensing, control and planning capabilities. Such approaches are also
known as shared control. There is for example considerable work on mobile robots that have an
adjustable degree of autonomy. Here shared control is on the lower end of the scale of potential
autonomous modes. See for example (Goodrich 2001). It is not necessarily straightforward to
extend these techniques from mobile platforms to 5-7 DOF manipulators however, due to the
increase in complexity and computational burden. As an example, if the joint angles are used as
the state there can be an exponential increase in the size of the state-space with DOF. For assis-
tive manipulators there is also much less work available on shared control. Some approaches are
aimed at a higher-level interaction through speech or 2D interfaces, combined with some robot
autonomy on specific tasks. This is also denoted as shared autonomy, and has recently shown
considerable promise (Chen et al. 2013). This includes collaborative selection among known ob-
jects in the environment (Pitzer et al. 2011), and visual object selection by the user followed by
visual servoing by the manipulator (Tsui et al. 2008). Exact models of the environment and their
relation to every part of the robot can be hard to obtain and maintain. Reducing the reliance
on such internal representations may therefore be desirable, especially if operating in partially
unstructured and dynamic environments. It also seems beneficial to centre any such approach
on the user controlling the manipulator, which brings us back to the speed-accuracy trade-off
from Section 2.3.
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4.1.1 Back to the Speed-Accuracy Trade-Off
The work presented in this chapter was initially driven by one idea: To provide the user of an
assistive manipulator with aid in performing the speed-accuracy trade-off. Specifically, to let the
robot help enforce the accuracy requirements of a task, indirectly allowing the operator to move
with greater speed, and reducing the effect of his/her disability. This is not an entirely new idea,
it has for example been shown that proximity-based force-feedback can improve performance on
simple corridor-following tasks (Dennerlein et al. 2000). Reducing the velocity before an impact
for a teleoperated robot manipulator has been explored in (Everett & Dubey 1998), with a single
range finder mounted on the end-effector. The authors commented that:
"When it could be assured that the impact velocity would be limited, the operator could move
the master much faster throughout the approach and contact task and thereby reduce the approach
time".
This type of behaviour also seems plausible for the more general tasks attempted here. In
effect enabling the user to move unconstrained on the gross movements, far from obstacles, while
being aided when getting close to the target (or obstacles in the environment).
4.1.2 Sensing the Environment
The question then becomes how to help the user limit collisions through the robot’s sensors.
Ideally the sensing used should have a high probability of detecting an obstacle if indeed there
is one, and a low rate of "false alarms" (a low probability of falsely detecting an obstacle). This
is important for giving the user reason to trust, and agree with, the interventions performed by
the system. One approach is to use an explicit model of the environment, the robot and the
relative pose of the two, built with sensor data. As the environment is assumed to have both
dynamic and unknown elements, a Simultaneous Localization and Mapping (SLAM) approach
would likely be required. However, errors in sensor measurements, sensor to robot base, and
robot base to robot end-effector also tend to add up. Robot-external sensors also suffer from
occlusions, for example by the manipulator itself.
A set of distributed proximity sensors have the natural benefit of an increase in resolution
with decrease in distance to obstacles, and a low amount of information to process in general.
Both ultrasonic and infrared proximity sensors have previously been applied extensively in mobile
robotics. The latter have also been recently used for online grasp adjustments (Hsiao et al. 2009).
Earlier seminal work by Vladimir Lumelsky’s group demonstrated full-body proximity sensing
on industrial robot manipulators (Cheung & Lumelsky 1989). See Fig. 4.1, full videos are
available at: https://directory.engr.wisc.edu/me/faculty/lumelsky_vladimir. Here over 1000
infrared proximity sensors were used to perform online movement planning and execution in
unknown and dynamic environments. This remains a very challenging task today, even with the
excellent sensors technology (e.g. time-of-flight and 3D laser sensors) and high-power computers
available.
There are potentially many ways in which a distributed set of proximity and collisions sensors
could be utilized. The goal should be to attempt to improve the performance of the system for
most tasks that the user is likely to encounter, while not inhibiting the execution of any of them.
It may be desirable to attempt to automatically adapt the usage to both operator abilities and
scenario of usage, given the large quantity of parameters associated with a set of proximity sensors
that have different physical location and potential usefulness for a given task. To maximize the
predictability of the system from the user’s perspective this adaptation should ideally occur in
real-time, limiting the abruptness of changes in input-output mappings.
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(a) Unknown environment with humans. (b) Dynamic environment: Ballet dancer.
Fig. 4.1: Examples of Lumelsky’s work on full-body proximity sensing (Cheung & Lumelsky
1989). On the order of 1000 infrared proximity sensors were here distributed over an
industrial manipulator, and used to plan (in real-time) and safely execute movements
in unknown and dynamic environments.
4.1.3 Distributed Adaptive Control (DAC)
One approach of interest is the Distributed Adaptive Control (DAC) paradigm (Verschure
et al. 1992), (Verschure et al. 2003), (Pfeifer & Bongard 2006). The approach was inspired by a
widely studied concept in behavioral sciences, Classical Conditioning (Pavlov 1927/1960). Briefly
explained, this involves a Unconditioned Reflex (UR) like salivation in a dog when presented with
food, the food here representing an Unconditioned Stimulus (US), and a Conditioned Reflex
(CR) that is gradually obtained through the simultaneous (and often repetitive) presentation of
a Conditioned Stimulus (CS) with the US (or shortly before). The CS can be for example the
sound of a bell, as used in some of Pavlov’s original experiments. After conditioning the sound
of the bell (CS) could then be shown to trigger salivation in the dog, without the presence of
food.
Although Pavlov’s interpretation of such behavioral patterns is likely outdated, as was for
example recognized by Ashby already in the 50’s (Ashby 1957), the experimental results are still
of importance and can be used to motivate work on learning in artificial systems. The DAC
paradigm makes two key assumptions that are highly related to Classical Conditioning: 1. A
predefined value system, expressed in combinations of US and UR. 2. A mechanism for associ-
ating CS representations to US representations. See Fig. 4.2 for a simplified example of DAC,
a NN where a collision avoidance behavior is gradually learned in a mobile robot by associating
proximity sensor readings (the CS) with collisions sensors (the US). The collision sensors are
hardwired to predefined motor actions (the reflexes) that turn away from the obstacles, and the
learning only occurs when there is a collision with the environment.
When the robot has a collision, the synapses between collision and proximity sensors that
are active at that point in time are strengthened. These same proximity sensor will after several
such collisions begin to activate the motor behaviors by themselves before the robot collides with
the obstacle. Thus the system’s "memory" is distributed over the learned connections (synapse
weights), where the pattern of learned connections depends on the robot embodiment and the
robot’s interaction with its environment. We can say that the system therefore creates a sense-
associate-act coupling, where the environment is used as a communications channel. It is also
an example of both perceptual and behavioral learning through self-organization. In fact, in
such a highly coupled sensorimotor system the structuring of the behavior of an agent through
learning will also bias the future sensory information it receives. This can be taken advantage of
to stabilize the system (Verschure et al. 2003). In the above example, once the robot no longer
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Fig. 4.2: An example of a simple Distributed Adaptive Control (DAC) architecture for a mobile
robot with proximity and collision sensors (Pfeifer & Bongard 2006).
collides with the obstacles in its environment, it will stop learning new connections.
4.2 The Adaptive Collision-Limitation Behavior
An adaptive collision-limitation behavior for assistive manipulators was designed. The be-
haviour was based on a simple neural mechanism, inspired by the DAC approach, to adaptively
limit the velocity of the robot before having collisions. This section describes the behavior in
general, in terms of the sensing assumed, the algorithm used for slowing the robot down, and
the NNs used for adapting the behavior. Several specific implementations of the behavior, and
their experimental validations, will be discussed in the following sections (and the next chapter).
The behavior uses collision and proximity sensors distributed over the manipulator, see Fig.
4.3 for a graphical illustration of the concept. The approach assumes n collision sensors and m
proximity sensors for each link, each of which is represented by a neuron in a respective input
layer of a NN. An output layer with q linearly activated neurons is used to represent a set of
virtual proximity sensors. The collision sensor neurons are hardwired to the virtual proximity
sensor neurons (solid green lines in Fig. 4.3a), with the distribution of the weights depending on
the proximity of the virtual proximity sensor to a given collision sensor. In the simplest case (the
one used for the experiments presented here), each collision sensor has a unity weight connecting
it to the closest virtual proximity sensor. Whenever a collision sensor activates, it thus also
activated a virtual proximity neuron. The discounted Hebbian learning in Equation (4.1) is then
used to associate this activation with the activation of the proximity sensors on the same link
at the time of a collision. See Fig. 4.3b. This association occurs by increasing the respective
weights wk,j between real and virtual proximity sensors (dashed green lines in Fig. 4.3a).
∆wk,j =
γ
m
(ηokpj − wk,j). (4.1)
Each of the q virtual proximity sensors have a distance vector ~d associated, the magnitude
of which depend on the learned associations and the activation of the physical proximity (and
collision) sensors. Given that the NN deals with proximity, the magnitude of ~dk was defined as the
inverse of the activation of the output neuron for the same sensor (ok). The collision-limitation
behavior then reduces the magnitude of the commanded velocity at each instant (from ~vuser to
~vrobot) depending on the maximum proximity ratio r over all links. This is shown graphically
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(a) The link-specific Neural Network (NN) for adapting the usage of the proximity sensors
during collisions with the environment. NN weights in green: dashed lines indicate Heb-
bian learning (proximity layer), while solid lines indicate fixed weights (collision layer).
(b) Association of activation in
proximity sensors and collision
sensed with the environment
during initial user-commanded
movements (~vrobot = ~vuser).
(c) Reduction of user velocity
(||~vrobot|| < ||~vuser||) using the
projected displacement (~vk) and
learned distance vector (~dk) of
virtual proximity sensor k.
Fig. 4.3: The adaptive collision-limitation behavior for assistive manipulators.
Algorithm 1 Reduction of the end-effector velocity commanded by the user, ~vuser, based on the
translational velocities of the virtual sensors, ~vtrans,k, and the vectors representing the virtual
sensors, ~dk, where k = 1, · · · , q.
for link = 1 to N do
for k = 1 to q do
projk = ~vtrans,k · d̂k
rk =
αproj+βprojprojk
‖~dk‖
end for
rlink = max
k
(rk)
end for
rrobot = max
link
(rlink)
~vrobot =
{
~vuser if rrobot ≤ 1,
~vuser
rrobot
otherwise.
in Fig. 4.3c. As can be seen in Algorithm 1, the proximity ratio for a given virtual proximity
sensor k increases with proximity to an object (low ||~dk||) and with a high translational velocity
in the direction of the virtual sensor vector (projection of ~vk on d̂k). The velocity commanded is
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then reduced proportionally to the maximum proximity ratio (if larger than unity) over all links
used.
(a) Neural Network (NN) weights. (b) Corresponding visualization for v67.
Fig. 4.4: Example Neural Network (NN) weights for final link (participant 5 in experiment).
Visualization of weights for one virtual proximity sensor shown (v67). Transparency
of square pyramid representing the field of view of a given physical proximity sensor is
made to vary with the corresponding weight connecting it to v67. High transparency
indicates low weight.
Each virtual proximity sensor can thus be associated with multiple proximity sensors and fixed
to multiple collision sensors, and the number can be scaled to fit the computational resources
available. For the experiments performed here the virtual proximity sensors are assumed to be
collocated and co-directed with the collision sensors (i.e. q = n and d̂ normal to the collision
sensor surface). See Fig. 4.4 for an example of the learned NN weights for one link.
4.3 Benchmarking on a Simplified Robot Embodiment
4.3.1 Introduction
For this first experiment a simplified model of an assistive robot was used, represented by
the end-effector, see Fig. 4.5. This was done to mainly focus on the interaction between the
user and the online adaptive shared control, rather than the issues related to sensorizing and
limiting the movements of a full robot manipulator. That is, this first experiment was intended
to establish wether a collision limitation behavior could effectively be adapted to a user without
being unpredictable, and wether the performance could be increased on tasks where the speed-
accuracy trade-off had to be performed by the user.
4.3.2 Implementation
The user could control the translational velocities of the end-effector in the end-effector
frame, ~vrobot = [vx, vy, vz]T . The proximity sensors were simulated as point distance detectors
with a nominal range of 50 to 300 mm. For distances lower than 50 mm, 50 mm was returned.
Infrared proximity sensors typically give ambiguous readings below the minimum distance. In a
physical implementation the sensors would therefore have to be offset with respect to the zone
of measurement, or be complemented by low-range sensing. Gaussian noise with a standard
deviation of 10 mm was added to the readings. In all 20 proximity sensors were used, distributed
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over the robot end-effector. 20 discrete collision sensors were simulated with the same sensors,
with a range of 10 mm. In a physical implementation collision sensors based on physical contact
would likely be used.
Fig. 4.5: Robot embodiment and sensors used for the experiment. Ranges of simplified prox-
imity sensors shown.
4.3.3 Experiment Method
4.3.3.1 Participants
5 able-bodied participants were used, all university graduate students at UC3M. There were
2 female and 3 male, all right-handed. All had previous experience with 3D input devices. The
mean age was 26.8, with a range from 26 to 27.
4.3.3.2 Simulated Environment and Tasks
The virtual experiment setting can be seen in Fig. 4.6. The experiment was performed in
the OpenRAVE virtual environment (Diankov 2010), running at approx. 50 Hz. The 5 tasks
performed consisted in moving a can from an initial position in front of the user to a specified
target position in a kitchen cabinet or on a kitchen desktop. The user was given the view of a
user in a wheelchair, see Fig. 4.6a. A transparent and enlarged target-can was used to indicate
the position and tolerance (by the scale of the target) required to finish the task.
4.3.3.3 Simulated Disability
Noise was added to the user input, according to Equation (4.2). This was Gaussian noise,
low-pass filtered at 2 Hz and generated independently for each Cartesian component of the
noise vector (~z = [zx, zy, zz]T ). The magnitude of the velocity caused by the noise increased
proportionally to the magnitude of the translational velocities commanded by the user, with
some noise existing also when the user did not indicate movement (non-zero αnoise). See Fig.
4.6b for example trajectories.
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(a) The simulated environment, as seen by the par-
ticipants (on one task).
(b) Example translational trajectories.
Partic. 1, shared control.
Fig. 4.6: The virtual experiment setting used.
~vuser = ~vinput + ~vnoise,
where :
~vnoise = ~z(αnoise + βnoise||~vinput||).
(4.2)
4.3.3.4 Physical Setup
The physical experiment setup can be seen in Fig. 4.7. The input device used was a Space-
Navigator 6 DOF joystick. The simulation of the robot in the environment seen in Fig. 4.6a was
displayed on a 20 inch computer monitor at a distance of about 1 meters. A colored timer was
also shown.
(a) The workstation used, with SpaceNavigator
joystick in bottom left corner.
(b) A participant performing the experiment,
with an experimenter on the right.
Fig. 4.7: The physical experiment setup used.
4.3.3.5 Procedure
The testing was performed over one hour for each participant, and informed consent was
obtained from each. First each participant was given 2 training sessions to get familiar with
the experiment setup, followed by 6 main sessions. Each session had 25 trials per participant,
with 5 repetitions of 5 different tasks. The 2 training sessions and the first 2 main sessions the
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(a) Without noise added. (b) With noise added.
Fig. 4.8: Trajectories from pilot study on the effect of the signal-dependent noise.
shared control was not used. For the remaining 4 the system was activated. A timer was shown
to the participants, which began running when the participant pressed an indicated button. If
the hand itself (not the can) collided with the environment, the hand was reset to the initial
position, while the timer kept running. The trials that had collisions were rerun. For all trials
the participants were instructed to attempt to achieve the lowest times possible, while keeping
in mind that collisions were costly in terms of time.
4.3.3.6 Data Collection and Conditioning
The experiment data was recorded at 50 Hz. The data used for calculating the mutual
information was normalized and discretized to 10 states. The mutual information was then
estimated by the histogram method. The InfoMeth Matlab toolbox (Lungarella et al. 2005) was
used. The time series were the x, y and z Cartesian components of the commanded velocity
(~vrobot in Algorithm 1 and A in Fig. 2.3) and the noise velocity (~vnoise in Eq. 4.2 and Z in Fig.
2.3), averaged in time over every 4 points recorded. All 5 successful attempts for all 5 tasks were
used.
4.3.3.7 Preliminary Pilot Studies
Two pilot studies were performed before the main experiment. The first was used to test the
experiment setup and assess the effect of adding noise to the user input. Two participants were
used. The recorded user trajectories for the five target positions can be seen in Fig. 4.8a. As can
be seen, the participant performed the task quite consistently across repetitions. For a second
condition the signal-dependent noise was added to the user input. The resulting trajectories can
be seen in Fig. 4.8b, clearly showing the negative effect of the noise.
A second pilot study was performed to test the effect of a static collision limitation behavior
on user performance. Three participants were used. Indications of improvements in performance
were found, both for MT and the information measures from Section 2.2. There were two
important lessons learned however. First, that the participants complained of a lack of control
over the shared control, which lead to the development of the adaptive mechanism described
above. And second, that it is very hard to control for the errors in such an experiment, which
lead to the inclusion of the cost of collision in MT, as explained in section 2.3.5.
4.3.4 Results
4.3.4.1 Mean Time with Collisions Included
The results for the MT can be seen in Fig. 4.9. All participants had a reduction in the
metric with the shared control, ranging from a 13.2% (participant 3) to a 29.2% (participant
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(a) Average MT over participants. (b) MT for each participant.
Fig. 4.9: The Mean Time (MT) with and without (benchmark condition) the shared control.
(a) Measure for controllability, the
mutual information over the ve-
locity components for the noise
added (Z) and the robot actua-
tion (A).
(b) Predictability of execution, the
mutual information over velocity
components for the robot actua-
tion (A) at two points in time.
Fig. 4.10: The results of the information theoretic metrics. Calculated over complete successful
trajectories.
5) improvement. The 23.1% difference in the average metric over participants was statistically
significant. A paired t-test was used, with t(4) = 4.82, p = 0.009.
4.3.4.2 Controllability from the User’s Perspective
The results for the controllability from the user’s perspective can be seen in Fig. 4.10a. There
was a decrease in the mutual information, and thus increase in the controllability, for all velocity
components with the shared control. Using a paired t-test no strictly significant differences were
found on the .05 level, although the x component was weakly significant, with t(4) = 2.63, p =
0.058.
4.3.4.3 Predictability of Execution
The results for the predictability of execution can be seen in Fig. 4.10b. There was a increase
in the predictive information for all velocity components with the shared control. The differences
in the y (t(4) = -6.65, p = 0.003) and z (t(4) = -4.07, p = 0.015) velocity components were
statistically significant.
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(a) Benchmark condition. (b) Shared control condition.
Fig. 4.11: Successful trajectories followed by participant 1. Color shading indicates task at-
tempted.
(a) Benchmark condition. (b) Shared control condition.
Fig. 4.12: Gaussian Mixture Regressions (GMR) for the successful trajectories of 5 participants.
Color indicates participant.
4.3.4.4 3D Trajectories
Fig. 4.11 shows the successful trajectories followed by one participant (participant 1) on the
benchmark condition (Fig. 4.11a), and the shared control condition (Fig. 4.11b). The effect of
the noise added can be clearly seen in the irregularity of the trajectories. Fig. 4.12 shows the
Gaussian Mixture Regressions (GMR) for the successful trajectories of the 5 participants for the
same tasks and the same session-pairs. All 10 trajectories were used for each regression. The
GMR is used here to give an idea of the general strategies used by each participant. The GMM-
GMR v2.0 Matlab toolbox (Calinon 2009) was used, with 5 components in the Gaussian Mixture
Model (GMM). The data was initialized by k-means clustering and the GMM was trained using
the Expectation Maximization (EM) algorithm.
4.3.4.5 Velocity Profiles
Fig. 4.13 shows an example of the effect of the shared control system on the (hand-local)
velocities. An overlap of the ~vrobot and ~vuser trajectories means no assistance is provided. From
1.8 seconds onwards the positive x velocities (towards the backside of the cabinet) are limited.
See Fig. 4.12. From 2.1 seconds onwards the shared control system starts preventing movements
in the positive y direction (roughly towards the left with respect to the participants view), where
the cabinet door is. Negative z velocities are limited from 2.3 seconds, slowing the robot down
in the direction of the cabinet shelf underneath the target. Around 2.5 seconds there is a sharp
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Fig. 4.13: Cartesian x, y, and z components of the velocities (in hand frame) for the last second
of one trajectory on task 4, session 8, for one participant.
indent in the output of the shared control, likely the effect of a proximity sensor loosing sight of
an obstacle temporarily. This is a limitation of the coarse distribution and the simplified models
used for the proximity sensors.
4.3.5 Discussion
Although comparing performance over a longer time period would be beneficial, the results
do give an indication of the potential for performance improvement with the shared control
system. It should also be noted that the goal here is not zero MT. The above mentioned pilot
studies showed that a no-noise condition had a 40% lower MT when compared to a condition
with a similar noise as that used here. A reduction in the mutual information between the noise
and the actuation with the shared control system seems to reflect the general trend of increased
performance, and so does the increase in the predictability of execution. For both metrics, a
larger population of participants would be needed to draw firm conclusions on the significance
of the results however. So would a fully balanced experiment design. An interesting additional
measure would be the subjective, or felt, controllability of the system from the user’s perspective,
and its potential correlation with the quantitative controllability measure used here.
The execution of the trajectories in Fig. 4.12 can be seen to be reasonably similar across
participants, except for one participant (participant 2). Some changes in strategy can be seen
between conditions. However, there is a limit to what can be deduced from these figures, given
the lack of a "ground-truth" against which the trajectories can be compared. This highlights an
important problem for benchmarking such systems. It is for example not given that the "optimal"
trajectories followed by able-bodied participants will also be the "optimal" for participants with
a (simulated) disability using a shared control. Thus metrics such as Mean Square Error (MSE)
seem less applicable than metrics that focus on the ability to do work, and the ability of the
system to reject noise.
The participants also adapted during the experiment. This can be inferred from the increase
in performance, as the user would necessarily have to move at a higher velocity to reduce the
time to complete a given task, but also from changes to the trajectories followed in space. Fig.
4.14 shows an overhead view of the trajectories for all 5 participants and the resulting GMR
for task 4. In the initial sessions the strategy adopted by the participants were to first move
into the direct sight line to the target, and later move along this vector. This likely reduced the
need to trust the estimation of distance in the depth direction, and to avoid collisions with the
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(a) Training, bench-
mark condition.
(b) Testing, benchmark
condition.
(c) Training, shared
control condition.
(d) Testing, shared con-
trol condition.
Fig. 4.14: Trajectories (grey markers) for the successful trajectories of 5 participants, and the
corresponding GMRs (bold red lines). The task begins in the upper left corner.
open door. For the later sessions however, the participants seem to increasingly choose a direct
trajectory to the target.
4.4 Full-Body Collision-Limitation Behavior
4.4.1 Introduction
The previous section used a simple "floating" end-effector that does not fully correspond to
an assistive manipulator. First of all, for a robot arm with multiple links, the user will typically
be controlling the Cartesian velocities of the end-effector, but may have collisions on a link that
has a very different Cartesian velocity at that point in time. Thus the kinematics of the full
robot arm has to be taken into account to make the collision-limitation behavior coherent for all
links. Second, the arm will in many cases occlude the view of the user when performing tasks,
as assistive manipulators are typically mounted on a wheelchair in close proximity to the user.
Here the collision-limitation behavior can potentially also provide assistance to the user. This
section extends the collision-limitation behavior to a full multi-link manipulator based on the
simulated ASIBOT robot.
4.4.2 Implementation
There were two major changes in the implementation for this experiment. The first change
was to improve the simulation of the proximity sensors, taking into account the non-linear re-
lationship between distance measured and voltage output. In addition the field of view of the
sensors was made more realistic. The second main change was to extend the collision-limitation
behavior to a full multi-link manipulator.
4.4.2.1 Simulating Proximity Sensors
The final implementation had 68 proximity sensors in total. See Fig. 4.15. 18 were simulated
as Vishay TCND5000 (max. dist. 50 mm). These were all distributed over the end-effector.
The remaining sensors were simulated as Sharp GP2D120 (max. dist. 400 mm). All proximity
sensors had a simulated 10 ◦ field of view, represented in the simulation by a square 6 by 6 array
of point distance measurements. The lowest of the 36 point distance measurements was used at
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Fig. 4.15: Collision sensors (black squares) and proximity sensors implemented on the virtual
ASIBOT manipulator. Simulated field of view shown for each proximity sensor:
Medium-range Sharp GP2D120 and short-range Vishay TCND5000 as green and
purple square pyramids, respectively.
(a) Sharp GP2D120. (b) Vishay TCND5000.
Fig. 4.16: Plots of simulated voltage output for proximity sensors used. Gray line is output
assumed, red triangles indicate calibration data points.
any time. The voltage output of each proximity sensor was simulated based on the minimum
distance measured, proxj , and the calibration specifications seen in Fig. 4.16. This voltage was
directly fed as input to the NNs (pj). That is, the signal used by the NN varied inversely to the
distance measured (in the nominal range of the sensor).
4.4.2.2 Extending to Multiple Links
Fig. 4.17 shows the schema for the collision-limitation behavior for a complete multi-link
manipulator. The received velocities of the end-effector, ~vee, are here represented in the robot
base frame (b superscript). Using an iterative solver for the inverse Jacobian, the corresponding
joint velocities for all joints are calculated. Then each link is treated separately. Using the known
kinematic structure of the robot and the current joint angles, the translational velocities of each
sensor for each link is calculated. These are then used together with the output of the link-
specific NN to produce the maximum proximity ratio for that link, as described in section 4.2.
The learning is thus spread over multiple instances of NNs, each running independently. Finally,
the original commanded end-effector velocities are limited based on the maximum proximity
ratio for the complete manipulator. The output velocity, ~vee,out, is the user-commanded velocity
~vee divided by this ratio. The behavior will only activate if the ratio exceeds one. This enables
the limitation of velocity based on the learned virtual sensor usage of the complete manipulator.
Audio feedback was used to help the user assess when the collision-limitation behavior was
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acting. This consisted of simple tones being played with breaks in between. The frequency of
the alternation was proportional to the current maximum proximity ratio, see Fig. 4.17. The
frequency of the tones was used to identify the link, from low frequency at the base to high
frequency at the end-effector.
Fig. 4.17: The full-body collision limitation schema. The current joint angles are used in cal-
culating the Jacobian, but are here omitted for clarity. The b superscript is used to
denote the robot base frame. Grey color indicates external modules.
4.4.3 Experiment Method
4.4.3.1 Participants
8 able-bodied participants were used, all university undergraduate and graduate students at
UC3M. There were 3 female and 5 male, all right-handed. 4 had previous experience with 3D
input devices. The mean age was 23.7, with a range from 19 to 40.
4.4.3.2 Simulated Environment and Tasks
The simulated environment used in the experiment can be seen in Fig. 4.18. The ASIBOT
robot is simulated to be attached to the right-hand side of the user’s wheelchair. A view from
behind the simulated user was given, to simulate the approximate size of the field of view that
the participant would have sitting in the wheelchair. The tasks performed involved moving the
end-effector of the robot from an initial resting position (see Fig. 4.18a) to a pre-grasp position
around one of 5 simulated cans in the virtual environment. For a given trial the target can was
red, while the remaining were blue. A trial was automatically judged as completed when the two
fingers of the robot end-effector were positioned around the thickest part of the can, stopped or
with a small remaining velocity magnitude. See Fig. 4.19 for an example execution on task 3.
4.4.3.3 Simulated Disability
Noise was added to the user input to simulate a generic physical disability, according to
Eq. (4.3). This was Gaussian noise generated independently for each Cartesian component
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(a) The simulated environment, as seen by
the participants. Robot in initial resting
position.
(b) Example translational trajectories of
end-effector. Participant 6, with
shared control.
Fig. 4.18: The virtual experiment setting used.
Fig. 4.19: One attempt by participant 1 on task 3 with shared control. Cartesian x, z, pitch
and yaw components of velocities (in end-effector frame) shown, with time in sec-
onds on the x-axis. A discrepancy between the input (~vuser) and the output (~vrobot)
velocities of the shared control means assistance is provided (from approx. 4 seconds
onwards for this example). Actual robot poses along trajectory shown, but the cam-
era angle is altered for visualization. Corresponding view from end-effector camera
(as seen by the participant) shown in inserts. Description of phases: 0-4 seconds:
highly coordinated gross movement, 4-8 seconds: adjustment of pitch during forward
movement, 8-12 seconds: mainly yaw adjustments, 12-16 seconds: the final approach
to the target.
of the noise vector (~z = [zx, zz, zpitch, zyaw]T ), and low-pass filtered at 2 Hz. The magnitude
of the translational velocities caused by the noise (~vnoise,trans) increased proportionally to the
magnitude of the translational velocities commanded by the user (~vinput,trans), with some noise
existing also when the user did not indicate movement (non-zero αnoise). Similarly for the
rotational velocities (~vnoise,rot). See Fig. 4.18b for example trajectories.
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~vuser = ~vinput + ~vnoise,
where :
~vnoise,trans = ~ztrans(αnoise + βnoise||~vinput,trans||),
~vnoise,rot = ~zrot(αnoise + βnoise||~vinput,rot||).
(4.3)
4.4.3.4 Physical Setup
The input device used was a SpaceNavigator 6 DOF joystick. The simulation of the robot
in the environment seen in Fig. 4.18a was displayed on a 40 inch (approx. 102 cm) display
(Samsung 3D TV, UE40D8000), at a distance of about 2 meters. The simulation was displayed
in 3D and the participants used active 3D glasses ("Quad Buffer" stereo mode). This gave some
perception of the depth of the scene. On a smaller display closer to the participant the simulated
view from the end-effector camera was shown. See inserts in Fig. 4.19. A colored timer was also
shown.
4.4.3.5 Procedure
The testing was performed over 2 days for each participant, with one hour committed per
participant per day. Informed consent was obtained from each participant. The first day the
participants were introduced to the experimental setup and was then given 3 sessions for training,
followed by 2 sessions for establishing a benchmark. The second day the participants were
introduced to the shared control, and were first given a maximum of 2 training sessions with the
adaptation (learning) of the shared control activated. Then followed 2 sessions used to establish
the performance with the (static) learned NN weights. Each session consisted of 3 repetitions of
each of the 5 target can locations, for 15 trials in total. The arm was reset to the initial position
if any part of the robot collided with the environment, the physical model of the user, or any of
the target cans. For all trials the participants were instructed to attempt to achieve the lowest
times possible, while keeping in mind that collisions were costly in terms of time.
4.4.3.6 Data Collection and Conditioning
The same approach as in section 4.3.3.6 was followed. However here the time series were the
x, z, pitch and yaw Cartesian components of the commanded velocity (~vrobot and A), the user
input (~vuser and H), and the noise velocity (~vnoise in Eq. 4.3 and Z in Fig. 2.3). The data for
participants 3 and 8 was not used for the time series analysis, given that each had suspected
issues with the noise added for two sessions. For this experiment attempts with collisions were
not repeated, and the time series analyses were therefore conducted over the first and last 6
seconds of the trajectories only (minimum time for completion was around 7 seconds). All 3
attempts for all 5 tasks were used.
4.4.4 Results
4.4.4.1 Adaptation
See Fig. 4.20 for examples of the development of the NN weights for the final link for three
participants. A system with a static level of assistance could easily become another obstacle to
overcome for the user. It can be seen that the adaptation was completed in about 20 minutes for
each participant and that there were individual differences in the development. A corresponding
visualisation of the final usage of the proximity sensors is given in Fig. 4.21. While participant 3
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primarily received assistance when close to obstacles on the left, participants 5 and 6 had a more
symmetric usage of the proximity sensors. The latter two participants also used the in-hand
sensors, which are useful for slowing the robot down in the last moments of the tasks.
Fig. 4.20: Examples of the development of the Neural Network (NN) weights for the final link.
Mean weights for each proximity sensor of final link, normalized with maximum over
3 participants: a) 3, b) 5 and c) 6.
4.4.4.2 Mean Time with Collisions Included
The results for the MT for the experiment can be seen in Fig. 4.22. All participants had a
reduction in the metric with the shared control, ranging from a 5.3% (participant 7) to a 59.9%
(participant 5) improvement. The 32.5% difference in the average metric over participants was
statistically significant. A paired t-test was used, with t(7) = 3.96, p = 0.005.
(a) Participant 3. (b) Participant 5. (c) Participant 6.
Fig. 4.21: Visualizations of the learned proximity sensor usage for the final link. Transparency
of square pyramid representing the field of view of a given sensor is made to vary
with the mean Neural Network (NN) weights for sensor. High transparency indicates
low usage, and vice versa.
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(a) Average MT over participants. (b) MT for each participant.
Fig. 4.22: The Mean Time (MT) with and without (benchmark condition) the shared control.
(a) 6 first seconds of trajectories. (b) 6 last seconds of trajectories.
Fig. 4.23: Measure for controllability, the mutual information over the velocity components for
the noise added (Z) and the robot actuation (A). Calculated over 6 second periods
indicated.
4.4.4.3 Controllability from the User’s Perspective
The results for the controllability from the user’s perspective can be seen in Fig. 4.23. There
was a decrease in the mutual information, and thus increase in the controllability, for all velocity
components with the shared control. For the first 6 seconds of the trajectories, the difference
for z was significant, with t(5) = 3.34, p = 0.021. For the last 6 seconds of the trajectories, the
differences for z (t(5) = 4.17, p = 0.009), pitch (t(5) = 2.65, p = 0.046) and yaw (t(5) = 2.98,
p = 0.031) were significant. Fig. 4.24a shows the same metric calculated over 2 second time-
windows at different times before the end of the trajectories. The mutual information over the
noise and robot actuation is lowered with the shared control at all times. Only the x component
is shown, however similar reductions were seen in the other components.
4.4.4.4 Predictability of Execution
The results for the predictability of execution can be seen in Fig. 4.25. For the first 6 seconds
of the trajectories, the difference for z was significant, with t(5) = -3.34, p = 0.021. There was
a statistically significant increase for all velocity components with the shared control for the last
6 seconds of the trajectories. A paired t-test was used, with t(5) = -3.95, p = 0.011 (x), t(5) =
-3.29, p = 0.022 (z), t(5) = -4.63, p = 0.006 (pitch), and t(5) = -2.86, p = 0.036 (yaw). Fig.
4.24b shows the same metric calculated over 2 second time-windows at different times before the
end of the trajectories. The predictive information is increased with the shared control, but the
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(a) Measure for controllability. (b) Predictability of execution.
Fig. 4.24: Information metrics calculated over 2 second time-windows centered at respective
times before end of trajectories (x component only). Stars indicate statistically
significant differences (at the .05 level).
(a) 6 first seconds of trajectories. (b) 6 last seconds of trajectories.
Fig. 4.25: Predictability of execution, the mutual information over velocity components for
the robot actuation (A) at two points in time. Calculated over 6 second periods
indicated.
effect is reduced towards the end of the trajectories. Only the x component is shown, however
similar increases were seen in the other components.
As can be seen from Fig. 4.26, the able-bodied user input H also had an increase in pre-
dictability with the shared control, up to 144.4% for the x velocity component (Fig. 4.26b) over
the last 6 seconds. A paired t-test was used, with t(5) = -5.57, p = 0.003 (x), t(5) = -5.48, p
= 0.003 (z), t(5) = -4.06, p = 0.010 (pitch), and t(5) = -4.05, p = 0.010 (yaw). For the first 6
seconds the effect was smaller, but significant in the x (t(5) = -2.82, p = 0.037) and z (t(5) =
-7.34, p = 0.001) components.
4.4.5 Discussion
In general the results obtained show a strong consistency. That is, all three main metrics de-
fined showed improvements in performance, as was also seen in the experiment with the simplified
robot embodiment. This indicates that the approach followed for modeling and benchmarking
has captured some important features of the impact of the shared control. The consistent im-
provement also gives an indication of the potential of the adaptive collision-limitation behavior,
if we assume that the issues related to training and sleep are of minor importance to the results.
Like with most task-oriented approaches, the learned proximity usage will not necessarily gen-
eralize to all task beyond what has been used for learning. It should have a positive effect on
similar ones, though this should be explored further in the future.
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(a) 6 first seconds of trajectories. (b) 6 last seconds of trajectories.
Fig. 4.26: The mutual information over velocity components for the user input (H) at two
points in time. Calculated over 6 second periods indicated.
This increase in predictability is of particular interest, and was attempted explored further.
As can be seen in Fig. 4.19, the user input typically consist of series of "jumps" or sub steps. If
the approach has improved the speed-accuracy trade-off, one might expect that the user now has
a more "confident" way of controlling the robot. A sub step was defined as any period of activity
with a magnitude of user input above 5% of maximum, and the average absolute magnitude
and length of the sub steps were calculated. As can be seen in Fig. 4.27, the sub steps with
the shared control had a significantly higher absolute magnitude (though less so for pitch), and
were also longer. Increasing the magnitude of the sub steps can be seen as taking advantage of
a larger part of the range of possible user inputs, typically increasing the entropy of H. That
is, increasing the amount of information that can potentially be transmitted from one point in
time to the next.
(a) Magnitude of sub steps. (b) Length of sub steps.
Fig. 4.27: Average absolute magnitude and length of sub steps in x component of user input,
calculated over 2 second time-windows centered at respective times before end of
trajectories. Stars indicate statistically significant differences (at the .05 level).
4.5 General Discussion
The adaptive collision-limitation behaviour presented in this chapter has been presented at
several international conferences, in journals, and in meetings with other researchers and industry
representatives. From this interaction several questions and comments have been made about
the reasoning behind the approach taken and its applicability to real-world assistive robots. In
this section we will list and try to adress these critiques, hopefully also shedding some light on
the ideas behind the work.
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1. Why Hebbian learning? Even "simple" natural systems like ants show the ability to ro-
bustly operate in the real world, as individuals and as a collective, and to learn based
on previous experience. For example combining path integration and landmark learning
(Graham et al. 2010), or collectively adapting selection of nest based on previous experi-
ence (Sasaki & Pratt 2013). Modern robots can be seen as more "complex" than an ant,
especially in terms of the computational power of the onboard computer, but struggle to
perform and learn outside laboratory conditions. Are there concepts exploited by natural
systems that can help simplify the learning process? A tight sensory-motor coupling is
likely one, see quote from (Pfeifer & Bongard 2006) below:
"If the robot is equipped with Hebbian learning, it does not want to associate; it is just
doing so. Picking up correlations turns out to be especially useful because through sensory-
motor-coordinated behavior, correlations are induced, as summarized in the principle of
sensory-motor coordination (see, for example, Lungarella et al., 2005, which provides a
quantative analysis building on the foundational ideas of Tononi et al. [1994, 1996]). In
other words, these correlations most likely indicate underlying causal structure: e.g. the
simultaneous sensory activity in both the force sensors in the muscles and the pressure sen-
sors in the hand is caused by the act of grasping."
A tight sensory-motor coupling thus enables actuation to be driven by the sensing, but
also sensing to be driven by the actuation. The co-occurence of sensory stimulation with
actuation can be used to drive the actuation in the future. For example to avoid certain
forms of sensory stimulation, like pain. Hebbian associative learning is one way to rep-
resent this co-occurence, for example used in the DAC paradigm (Verschure et al. 1992),
(Verschure et al. 2003), (Pfeifer & Bongard 2006). If such learning is sufficient to produce
the desired change in behaviour, then any increments in algorithmic complexity should
likely be justified based on the real improvements in performance of the behaviour. This
will be part of the future work of this chapter.
2. Assistive manipulators typically move slowly. As mentioned earlier, the adaptive collision
limitation behaviour was intended to aid the user in performing the speed-accuracy trade-
off during robot control. If the robot moves much slower that what the user is capable of
controlling on a given task, there there will necessarily be little need in helping the user to
avoid collisions. Simply put, the user will have plenty of time to make sure collisions will
not occur. Humans have been shown to perform targeted movements at relatively high
hand velocity, for example 40-70 cm/s in (Sergio & Scott 1998). Most current assistive
manipulators are much slower, with both AMOR and JACO moving at maximally 15-20
cm/s. However, most users of assistive manipulators are not operating at even close to
the maximum robot velocity. See for example (Kim 2012), where standards pick-and-place
tasks took on the order of 2 minutes for subjects with spinal chord injury that were regular
users of powered wheelchairs. This is an order of magnitude slower than most non-disabled
humans could perform such a task with their own hand. The author therefore believes
the behaviour can be useful for current assistive manipulators when the throughput of the
user control is low, or the task requires a high degree of accuracy. Like picking up objects
from the back of a refrigerator shelf. The behaviour also seems highly applicable for future
assistive manipulators that can safely be moved at higher velocities. That is, for soft and
highly sensorized arms that mimic their biological counterparts.
3. Is it inherently safe? Any approach introducing autonomous actuation in an assistive
manipulator will face the challenge of keeping the robot safe for the user. This is made more
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difficult by the large range of different environments and tasks that can be faced in the user’s
daily usage of the robot. The collision-limitation behaviour described here is "passive", i.e.
it only limits the user commands. This does not mean it can also cause undesired abrupt
movements of the robot arm however. For example if an obstacle is suddenly lost from
sight by the sparse proximity sensing. This can be alleviated by overlapping proximity
sensing, for example using redundant modalities like infrared and ultrasonic sensors. As
the user is always in the control loop, he/she can also adapt to such problems, perhaps
even predict and avoid situations where they are likely to occur. This increases the safety
of the approach, but making it "inherently safe" will require more investigation.
4.6 Conclusion
An adaptive collision-limitation behavior for assistive manipulators was presented. The ap-
proach has several interesting features with respect to previous work in shared control. It can be
applied to high-DOF manipulator platforms operating in daily life environments. For example in
situations where it is difficult to obtain accurate environment models and sensor to end-effector
mappings. In addition, the adaptation is performed online using an unsupervised Hebbian learn-
ing. The learning rule associates a set of distributed proximity sensors with experienced collisions
in real-time. The online nature of the adaptation seems important for maintaining the system
predictable from the user’s perspective. It is argued that the behaviour can help the robot op-
erator improve the speed-accuracy trade-off on typical tasks, helping overcome the limitations
of for example physical disabilities or time-delays (see Chapter 5) in the control loop. Two
controlled experiments showed promising results. The experiments used able-bodied partici-
pants with simulated disabilities. Future work is needed to refine the experimental paradigm
used, and to explore the application on a larger set of tasks. Including generalisation to unseen
tasks and usage over a longer time-frame. Extensive testing with disabled users and a physical
implementation of the system is ongoing and future work.
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5. LEARNING TO LIMIT COLLISIONS DURING
TELE-ASSISTANCE
Fig. 5.1: Directed acyclic graph representing the problem approached in this Chapter: A remote
human operator H controlling a robot with actuation R over a (potentially varying)
time-delay of T time-steps. Both operator commands and feedback are affected, and
highlighted in red and blue, respectively. Subscripts indicate time-steps, see Section
2.2.3 for details.
5.1 Tele-Assistance
The usefulness of assistive manipulators could be significantly increased by enabling a remote
operator like a family member or a care provider to aid on the more complex tasks. This
requires dealing with the time-variable delays of the internet, typically ranging from hundreds
of milliseconds to seconds (Kamrani 2012), (Xiu et al. 2006). Two assumptions are common
in work on teleoperation systems: 1) that exact models of the environment are available (from
sensor data), and 2) that the required human movements can be explicitly modeled (Passenberg
et al. 2010). Neither seem realistic for assistive manipulators, which may be used in any number
of environments, such as in the user’s home or in a grocery store, and on a great variety of tasks.
However, we can assume that the operator will be performing targeted movements to objects in
the environment. A controller that can help enforce the accuracy requirements of a teleoperation
task can indirectly allow the operator to move with greater speed, and reduce the effect of the
time-delays. Sampling the environment directly through distributed proximity sensing can be an
effective way to estimate the robot’s state, as in the previous Chapter. This section presents a
80 5. Learning to Limit Collisions during Tele-Assistance
controller for teleoperating assistive manipulators based on these ideas, where the aid provided
is gradually adapted to each operator’s needs, extending the adaptive collision-limitation to tele-
assistance. Thus attempting to cater for differences in the motor skills of different operators, in
the time-delays for different user-operator pairs, and in the typical tasks on which the respective
users require assistance.
5.2 Related Work in Teleoperation
One way to mitigate the effects of time-delays in teleoperation is to use predictive displays,
which provide immediate feedback to the operator on the outcome of commanded actions through
a virtual model of the robot. For example in space teleoperation (Lane et al. 2001), or in re-
mote vehicle operation (Davis et al. 2010) with variable time-delays. A limitation of predictive
displays is the requirement for accurate models of the robot and the environment in which it
is used. Haptic force feedback allows human operators to perform complex tasks with physi-
cal contact in for example the medical field, in handling of toxic materials, and in outer space
exploration (Basdogan & Srinivasan 2002). However, the variable time-delays, packet losses,
and disconnections that occur over an internet connection can induce unstable forces, can de-
grade the performance, and can be harmful to the teleoperators (Xiu et al. 2006). Different
time-delay compensation techniques have been developed to overcome these problems, such as
wave-scattering theory (and the wave-variable approach) (Carignan & Krebs 2006) and Smith
predictors (Rodriguez-Seda et al. 2009). Approaches that take into account information gained
online about the remote Environment, the human Operator or the desired Task to be performed
have been labelled EOT-adapted controllers (Passenberg et al. 2010). Such approaches are com-
monly used in advanced teleoperation systems to achieve an improved feeling of presence or to
optimally increase task performance without comprimising stability. This is a similar concept to
shared control. For example to reduce the velocity and force of impact (Everett & Dubey 1998).
Haptic shared control has been shown to lead to performance improvements, but sometimes at
the cost of the operator feeling that he/she is fighting the system (Abbink et al. 2012).
5.3 Haptic Aid on Short Time-Variable Delays
5.3.1 Introduction
This experiment was the first performed with the adaptive collision limitation behaviour in
a tele-assistance scenario. A time delay of 300 ms was chosen, with a standard deviation of 30
ms. This is representative of typical internet time delays in a local environment, for example the
round-trip time over 3G/4G mobile networks. The short time delay also helped the experimenters
ease into the new paradigm, by ensuring that the length of the time-delay made the task easy
enough to learn for the participants in a reasonable time (e.g. 1-2 hours).
5.3.2 Implementation
5.3.2.1 System architecture
The assumed system architecture can be seen in Fig. 5.2b. The remote operator has access
to visual, force and audio feedback from the robotic manipulator, and uses this information
to command the robot with Cartesian velocities ~vuser. The control mode used here is further
described in subsection 5.3.2.2. Both robot commands and operator feedback is passed over a
communication channel with variable-time delay. The manipulator is covered with the same set
of collision and proximity sensors as in the previous experiment (see section 4.4.2). The usage
of these sensors in each link of the manipulator is regulated by a dedicated NN, which learns by
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(a) Teleoperation with time-varying delay. (b) The general architecture assumed here.
Fig. 5.2: An overview of the problem and the approach followed.
associating proximity and collision sensors during collisions with the environment. The output
of each NN is a set of virtual proximity readings, which are used in a shared control module.
Here the robot is slowed down, and force/audio feedback is provided to the user.
5.3.2.2 Haptic Input Device Control Mode
(a) End-effector local frame. (b) Stylus local frame.
Fig. 5.3: Visualization of the hybrid position/velocity control mode.
Typical physical input devices for robotics can be broadly categorized as being based on
velocities (e.g. joystick) or position (e.g. mouse). While position-based control can lead to
higher performance, they have disadvantages such as less coordinated movements (Zhai 1998)
and a limited workspace. A hybrid control mode based on both position and velocity input was
here used, see Fig. 5.3. A Sensable PHANTOM Omni haptic device was assumed, which has 6
DOF position sensing and 3 DOF (x, y, and z) force feedback.
~Ftot = [Fx, Fy, Fz]
T = ~Fspring + ~Flimitation. (5.1)
~Fspring = kspring∆~P ,
where :
∆~P = [∆x,∆y,∆z]T .
(5.2)
The x, y and z displacements (with respect to a defined origen) of the stylus in the stylus-
local frame was used to control the corresponding velocities of the robot end-effector. The pitch
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angle of the robot end-effector matched the pitch angle of the stylus at all time. The total
force provided (Ftot in Equation (5.1)) was composed of two components. First a spring-like
component that always returned the stylus to the same position in space (the origen defined)
if let go of, Fspring, see Equation (5.2). Second, a component that provided feedback during
assistance, Flimitation. The latter is detailed in Equation (5.3). See Fig. 5.4 for a visualisation
of the forces.
Flimitation = rnormklimitationΔPˆ ,
where :
klimitation = [kx, ky, kz]
T .
(5.3)
(a) Spring-based force (Fspring ),
before learning usage of proxim-
ity sensors.
(b) Spring-based force (Fspring )
and force based on virtual prox-
imity (Fprox).
Fig. 5.4: Visualization of the adaptive haptic feedback based on proximity.
5.3.2.3 Resolving and Limiting Joint Velocities
Like with the experiment in the previous Chapter, the collision-limitation behaviour should
work also for multi-link manipulators. There is therefore a need to propagate the commanded
velocities to the sensors using the known kinematic structure of the robot. However, here the
proximity ratio was used directly on the joint velocities resulting from the user commands. See
Fig. 5.5. This meant that the inverse kinematics would only have to be resolved once, saving
complexity and computational efforts. The effect is equivalent to limiting the Cartesian velocities,
given that there is a fixed instantaneous mapping to the joint velocities, and that all the joint
velocities are scaled by the same amount, rmax. That is, the Jacobian can be considered fixed
for a given instantaneous robot pose.
5.3.3 Experiment Method
5.3.3.1 Participants
The participants were 9 undergraduate students of UC3M, 5 male and 4 female. A 10th
participant was not able to finish all sessions due to other commitments, and was therefore not
included in the analysis. All participants were right-handed. 2 had previous experience with 3D
input devices. The mean age was 19.9, with a range from 19 to 21. Each participant was paid
e10 for participation.
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Fig. 5.5: The approach used for resolving and limiting the multi-link robot joint velocity, as
well as providing haptic (and audio) feedback. The b superscript denotes the robot
base frame. Grey color indicates external modules.
(a) The view provided to the participants. (b) Physical setup.
Fig. 5.6: The simulated tele-assistance experiment setup.
5.3.3.2 Simulated Environment and Time-Varying Delay
A tele-assistance scenario was simulated, as seen in Fig. 5.6. The OpenRAVE (Diankov
2010) virtual environment was used, running at approx. 50 Hz. The participants were given
the simulated view from one camera mounted behind and above the wheelchair-user and one
mounted on the end-effector of the robot. A time-varying round-trip time delay was simulated,
with a mean of 300 ms and a standard deviation of 30 ms. The variation of the time delay was
random, using a Gaussian noise low-pass filtered at 0.1 Hz. Given that the robot was virtual
and there were no hard limits as to when the robot should react, the full time delay was added
to the user input only.
5.3.3.3 Tasks Performed
The tasks performed involved moving the end-effector of the robot from an initial resting
position (see Fig. 5.6a) to a pre-grasp position around one of 5 simulated cans in the virtual
environment. For a given trial the target can was red, while the remaining were blue. A trial was
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(a) Benchmark. (b) Shared control.
Fig. 5.7: Example translational trajectories, for participant 6.
automatically judged as completed when the two fingers of the robot end-effector was positioned
around the thickest part of the can, stopped or with a small remaining velocity magnitude. The
participants controlled the Cartesian x, z, pitch and yaw velocities of the robot end-effector,
in the end-effector local frame. The timer changed color to red and incremented 10 seconds if
any part of the robot collided with the environment, the physical model of the user, or any of
the target cans (0.5 seconds minimum between collisions). For all trials the participants were
instructed to attempt to achieve the lowest mean times possible, while keeping in mind that
collisions were costly in terms of time.
5.3.3.4 Physical Setup
The physical experiment setup can be seen in Fig. 5.6b. The input device used was a Sensable
PHANTOM Omni haptic device, with 6 DOF position sensing and 3 DOF (x, y, and z) force
feedback. The two camera views simulated seen in Fig. 5.6a were displayed on a 40 inch (approx.
102 cm) display (Samsung 3D TV, UE40D8000), at a distance of about 2 meters. A colored timer
was also shown.
5.3.3.5 Procedure
Each participant performed 3 days of testing, with about one hour of commitment each day.
Each day consisted of 4 sessions. Each session had 15 attempts in total. The first day was used for
training only. The second and third day the tasks were performed with our without the adaptive
proximity-based haptic assistance. The order of the conditions were assigned randomly to each
participant (balanced within-subject design). 2 training sessions were given before measuring
performance for each condition, with performance being measured over the last 2 sessions only.
In the assisted condition, the adaptation was only active during the training sessions. That is,
each participant was told to attempt to achieve a comfortable level of assistance, and could decide
when the training should be ended. Then the adaptation was disabled, and each participant was
given 2 sessions to establish the performance using the NN weights learned during training
(static).
5.3.4 Results and Discussion
Fig. 5.7 shows the translations of the end-effector performed by one participant for the two
conditions. A similar strategy seems to be used for solving the tasks with and without the
proximity-based haptic assistance. The comparison of MT with and without the assistance can
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(a) Average MT over all partic-
ipants.
(b) Individual MT for each participant. Error bars in-
dicate standard error.
Fig. 5.8: The Mean Time (MT) with and without (benchmark condition) the aid of the con-
troller. Based on the non-training sessions only.
(a) Ratings (height) and weights (width of columns). Lower
rating is better.
(b) Overall workload. Lower is
better.
Fig. 5.9: NASA-TLX subjective workload results. MD - Mental Demand, PD - Physical De-
mand, TD - Temporal Demand, PE - Performance, EF - Effort, FR - Frustration.
be seen in Fig. 5.8. Here MT is the mean time measured over all attempts on all tasks by one
participant. There was a statistically significant improvement in average MT over participants of
23% with the assistance. A paired t-test was used, with t(8) = 3.842, p = 0.005. As can be seen
in Fig. 5.8b the reduction in MT varied from 2.8% to 41.7%, with no participants showing worse
performance with the assistance. This is important, given that adaptation in a human-machine
interface can also have a negative effect on the user’s performance.
The results for the subjective workload measures (NASA-TLX) can be seen in Fig. 5.9.
There was a significant reduction of 21.8% in the temporal demand (TD). A paired t-test was
used, with t(8) = 2.529, p = 0.035. The 10.8% reduction in overall workload was not significant
at the .05 level. Overall, the results indicate that the intervention of the system improved
the quantitative performance, while also improving (or at least not significantly worsening) the
qualitative experience from the user’s perspective. This indicates that the approach holds some
promise for mitigating this type of time-varying delay. Fig. 5.10 shows examples of the forces
felt by the participants with the learned assistance, here for the final part of the trajectories.
The point used as reference is the tool-point in between the fingers of the hand.
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(a) Profiles of the x and z components of the velocity
commanded by the operator, voperator, as well as of
the total haptic force felt by the participant Ftot and
the force component due to the aid by the controller,
Fprox.
(b) 3D trajectory, dark green lines
indicate the Xˆ axis of the end-
effector at each point (size indi-
cates velocity in x), pink lines the
aid-related haptic force, Fprox.
Fig. 5.10: One attempt by participant 6 on task 3 with the proposed controller: a) velocity and
force profiles in x and z, and b) the end-effector trajectory.
5.4 Exploring Longer Time Delays and Generalization
5.4.1 Introduction
A second experiment was performed, to test performance on a longer and more variable time
delay, and to attempt some generalisation to unseen tasks. The time delay chosen, 600 ms, is
close to that used in the literature, for example 80 and 480 ms mean one-way delays for bilateral
haptic teleoperation over the internet (Rodriguez-Seda et al. 2009). Or for remote operation of a
vehicle (Davis et al. 2010), where a mean variable round-trip delay of 700 ms was used (ranging
from 200 to 1100 ms).
5.4.2 Implementation
There were three changes to the implementation from the first experiment. The first change
made was to differentiate the collision and proximity activation in the audio feedback. That is,
the collisions were signalled by low frequency pulses of static length. The help caused by the
proximity sensors were still signalled by variable length pulses of higher frequency. The second
change made from the first experiment was to limit the connectivity of the collision and proximity
sensors. Sensors further away than 0.25 m and with a rotation that differed by more than 70
degrees were not connected. This to help avoid associating proximity sensors with collisions that
occurred in the other extremes of a link. The third change was to replace all the proximity
sensors with digital Silicon Labs Si1143 sensors. A great advantage of these sensors is that they
work from approx. 3-5 cm to 40 cm. See Fig. 5.11 for the distribution used, and section 7.4 for
the first physical implementation using these sensors.
5.4.3 Experiment Method
5.4.3.1 Participants
The participants were 8 undergraduate students of UC3M, 4 male and 4 female. 5 participants
were right-handed, 3 were left-handed. 3 had previous experience with 3D input devices. The
mean age was 23.0, with a range from 20 to 31. Each participant was paid e10 for participation.
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(a) Sensors on last link (wrist and hand). (b) All sensors.
Fig. 5.11: Field of view of simulated proximity sensors (Silicon Labs Si1143).
5.4.3.2 Simulated Environment and Time-Varying Delay
A very similar teleassistance scenario as used in the first experiment was simulated, as seen
in Fig. 5.12. See section 5.3.3.2 for details. A longer time delay was used, with a mean of 600
ms. It was also made much more variable, with a standard deviation of 120 ms. This meant the
delay could vary from close to zero up to over a second. The variation of the time delay was
random, using a Gaussian noise low-pass filtered at 0.1 Hz, as in the first experiment.
5.4.3.3 Tasks Performed
The tasks included the 5 tasks performed in the first experiment, but also 5 more target
cans. The additional 5 cans were only used when the learning for the proximity-based haptic
assistance was not active. Again, the tasks performed involved moving the end-effector of the
robot from an initial resting position (see Fig. 5.13) to a pre-grasp position around one of the
simulated cans in the virtual environment. See Section 5.3.3.3 for further details.
5.4.3.4 Physical Setup
The same physical setup as for the first experiment was used. See Fig. 5.12 and Section
5.3.3.4 for details.
5.4.3.5 Procedure
Each participant performed 3 days of testing, with about one hour of commitment each day.
Each day consisted of 3 sessions. Each session had 20 attempts in total. The first day was used for
training only. The second and third day the tasks were performed with our without the adaptive
proximity-based haptic assistance. The order of the conditions were assigned randomly to each
participant (balanced within-subject design). One training session was given before measuring
performance for each condition, with performance being measured over the last 2 sessions only. In
the assisted condition, the adaptation was only active during the training session. This condition
was performed on the 5 original target cans. Each participant was told to attempt to achieve a
comfortable level of assistance, and could decide when the training should be ended. Then the
adaptation was disabled, and each participant was given 2 sessions to establish the performance
using the NN weights learned during training, on all 10 cans.
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Fig. 5.12: The setup for the second simulated tele-assistance experiment.
Fig. 5.13: Two views of the tasks for the second experiment. Colors for visualisation only. The
5 red cans were used for both learning and testing, the 5 blue cans only for testing.
5.4.4 Results and Discussion
The comparison of MT for the second experiment can be seen in Fig. 5.14. Here MT is the
mean time measured over all attempts on all tasks by one participant. There was a statistically
significant improvement in average MT over participants of 16.4% with the assistance. A paired
t-test was used, with t(7) = 3.633, p = 0.008. As can be seen in Fig. 5.14b, one participant had
a 4.1% increase in MT, while the remaining had a reduction (maximum reduction of 27.7% for
participant 4).
The results for the subjective workload measures (NASA-TLX) can be seen in Fig. 5.15.
There was a significant reduction of 18.8% in the overall workload. A paired t-test was used,
with t(7) = 2.394, p = 0.048. There were also (non-significant) reductions in all workload
measures except the physical demand, the latter likely stemming from the increased resistance
to movement with the haptic feedback.
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(a) Average MT over all participants. (b) Individual MT for each participant. Error bars in-
dicate standard error.
Fig. 5.14: The Mean Time (MT) with and without (benchmark condition) the aid of the con-
troller. Based on the non-training sessions only.
(a) Ratings (height) and weights (width of columns). Lower rat-
ing is better.
(b) Overall workload. Lower is bet-
ter.
Fig. 5.15: NASA-TLX subjective workload results. MD - Mental Demand, PD - Physical De-
mand, TD - Temporal Demand, PE - Performance, EF - Effort, FR - Frustration.
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5.5 General Discussion
So what are the potential benefits of an distributed approach in general, and in particu-
lar when attempting shared control on an assistive manipulator? As discussed briefly in the
previous Chapter, enabling simple local learning approaches is likely one. Here we will discuss
two more potential benefits, the reduced need for central information processing and internal
representations.
1. Less Central Information Processing. To explore this issue further we will go back to the
system models presented in Chapter 2 based on directed acyclic graphs and Information
Theory. Fig. 5.16a is a more detailed representation of a centralised approach to sensing.
The robot has been expanded to include three random variables representing sensor infor-
mation, all of which influence the robot actuation A. The random variable WSS represents
the information obtained about the world with respect to a given sensor, for example the
color and depth images from a 3D sensor like the Microsoft Kinect. Note that we here use
pre sub- and super-scripts to denote the components that are being related by the variable:
(S)ensor, (W)orld, (B)ase of robot, and (R)obot body. The random variable SBS represents
the mapping of the sensor with respect to the base of the robot, from a fixed location in the
environment or from a mounting point on the wheelchair of the user. The random variable
B
RS represents the mapping of the extremities of the robot with respect to the base, i.e.
the joint encoder information and the robot kinematic model.
(a) Generic view. (b) Expanded view.
Fig. 5.16: Directed acyclic graphs as system models of a hypothetical centralised approach to
shared control of an assistive manipulator.
We will here define the central information processing as that occurring when determin-
ing the overall robot movements in A to aid the operator in limiting collisions. For the
centralised approach assumed above, there will be 4 channels of visual information, for
example red, green, blue and depth. We will assume a 30 Hz update rate, a 640 by 480
image resolution and 8 bit pixels. See Fig. 5.17 for examples. This means 27.6 MB/s of
data is received from WSS. For the random variable
S
BS we will use the best case scenario,
that the sensor is fixed with respect to the base of the robot and that the mapping is
known. For BRS the main source of information are the encoders. Assuming 7 encoders
operating at 100 Hz and with a resolution of 1024 gives approximately 875 B/s. In general
we can therefore assume that the central information processing will have to deal with on
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the order of tens of MB/s.
For a distributed approach, the total information received by the collision and proximity
sensors is already much smaller, on the scale of 50 kB/s if assuming 500 sensors in total, 8
bit depth resolution and 100 Hz update rate. However, in a physical implementation of the
collision limitation behaviour the processing of the sensor data (and the learning) can be
done in microcontrollers in each link. Thus the central processing may only be receiving
the maximum proximity ratio from each link, which amounts to 700 B/s for a 7 DOF arm,
plus the 875 B/s of data from the encoders. That is, under 1.6 kB/s in total, four orders
of magnitude below that of the centralised approach.
The desire for keeping central information processing low may seem superfluous with the
rapid development of processing power. However, a similar system could be envisioned
in robots with much more limited power, mass and size requirements, such as human
prostheses. In addition, any information received will have to be taken into account in the
decision making process of the robot. That is, it makes the mapping from sensor input to
actions more complex. Reducing it can likely help increase the robustness of the system.
Fig. 5.17: Color and depth sets, lower set rotated down by approx. 5 deg. Both static (Microsoft
Kinect) and hand-mounted (webcam/PMD nano) sensors.
2. Simpler Internal Representations. A robot will typically have to maintain an internal
representation of itself with respect to the external world, on which it can plan its actions.
However, for such a model to be useful it needs to be exact, and to be kept up-to-date. It
is therefore desirable to reduce the complexity of the internal representations needed. This
is also closely related to the concept of the "state" of the robot. For a behaviour aimed
at limiting collisions, the state should describe the relationship of the robot’s physical
structure to the physical environment in which it operates. A close to minimal description
for an assistive manipulator is shown in Fig. 5.18a. Here the state consists of the o normal
distances d from the surface of each point k on the robot to the closest obstacle.
Fig. 5.18b is a graphical representation of the relationships between the robot base, a
point k on the robot, the world, and the external sensors, along an arbitrary axis yˆ. The
principal objective of the system is to respond to the distance from point k to the world,
here distance KW y
k. Considering again Fig. 5.16a, we can consider that the uncertainty in
the robot internal state is given by the joint entropy of the random variables representing
sensory information. That is, by Hcent = H(WSS,
S
BS,
B
RS) for the centralised approach. If
we consider the three random variables to be independent then we can write:
Hcent = H(
W
SS) +H(
S
BS) +H(
B
RS). (5.4)
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(a) A collision-limitation "state": normal
distances to the world.
(b) Example yˆ axis distances between com-
ponents for point k.
Fig. 5.18: Example robot-world relationship for an assistive manipulator.
Now going into more detail, the centralised approach can also be modelled as in Fig. 5.16b.
Here the actuation A is expanded to include a random variable B that makes the decisions
about what movement to perform based on the o calculated distances to the environment
D. These distances depend on the general mapping of the external sensor to the robot
base SBS, but also the point-specific distance from the base of the robot
B
KS
k, and the
corresponding distance from the sensor to the point detected in the environment WSSk.
This is also in accordance with the axis-specific visual representation in Fig. 5.18b. For
each point k the entropy along the yˆ axis can then be written as in Eq. (5.5).
H(Y k)cent = H(
W
SY
k) +H(SBY ) +H(
B
KY
k). (5.5)
It can be seen that the entropy of all points is influenced by the uncertainty in the sensor
to robot base mapping, H(SBY ). Thus any alteration in this mapping, for example the
sensor being moved, will influence the uncertainty of all the calculated measurements. See
for example the 5 degree pitch rotation in Fig. 5.17. At 2 m distance there can be errors
on the order of 17.5 cm. This is likely also at least partially true for the sensor data itself,
i.e. a fingerprint smudge on the lens will affect many of the calculated distances from the
robot to the environment.
We can now compare this expression for entropy with that for a distributed approach in
Eq. (5.6). This is based on the system in Fig. 5.19, which is a more detailed representation
of the distributed approach to sensing used here. The robot actuation A is influenced by l
random variables L, one for each link h. Each L is driven by input from the n proximity
ratios (each corresponding to one collision neuron/sensor), here denoted V . As described
before, each proximity ratio is influenced by one collision sensor C, by up to m proximity
sensors P , and by the pose of the collision sensor with respect to the base, represented by
B
CS.
H(Y k)dist = H(
K
WY
k) +H(BKY
k). (5.6)
As the sensors directly measure the distances to the environment, here assumed to be KW y
k,
the principal internal representation required is the mapping from the robot base to each
point (sensor). Any inaccuracy in this mapping for a given sensor will only affect the
entropy of that specific sensor, unless it is a link- or manipulator-wide change. Note that
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Fig. 5.19: Example distributed decision making for the shared control proposed.
we assume a sufficient coverage of proximity sensing to cover all o points required for a
given task. In Fig. 5.17 is also shown the sensor data from in-hand mounted image sensors,
for a visual comparison. At 0.5 m there can be errors on the order of 5 cm (tangential to
the rotation) with a 5 degree rotation. However the overall distances to the objects from
the robot are largely unchanged.
5.6 Conclusion
This chapter extended the adaptive collision-limitation behaviour to a tele-assistance scenario
with time-variable delays in the control loop. The general approach will for the remainder of this
thesis be denoted as Shared Distributed Adaptive Control (SDAC), given the inspiration from
the DAC paradigm. Improvements were found both in the time to perform the tasks and in the
subjective evaluation of the system, indicating that the results in the previous Chapter were not
necessarily only caused by the simple stochastic disability simulated. There were also indications
that SDAC can generalise to unseen tasks that are similar to those where the system was trained.
Much broader studies are needed to be able to say exactly how much can be generalised. It may
be that different sets of weights would have to be used in different settings, for example in different
rooms of a user’s home. However, this introduces another problem that requires investigation,
how to choose or to merge different sets of weights. It would also be critical to study how this
affects the predictability from the user’s perspective. The improvements in subjective workload
with SDAC are especially encouraging, as the acceptance of the user can often be the achilles
heel for automation, and adaptation, in human-machine interaction.
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6. LEARNING TO PREDICT AND IMITATE THE
EXECUTION OF TASKS
Fig. 6.1: Directed acyclic graph representing the problem approached in this Chapter: Learning
robot actuation A that takes into account high-dimensional sensory information S and
noisy user input D from the current time, and the recent past. Subscripts indicate
time-steps, see Section 2.2.3 for details.
6.1 Introduction
The previous two Chapters focused on assisting the user in avoiding collisions. However, it
might also be possible to help the user reach the goals he/she would like to reach. That is,
for the robot to predict the intent of the user, and provide assistance on fulfilling this intent
through actuation. This would likely require some form of imitation learning by the robot, as
the system should adapt to a specific user and his/her way of performing tasks. However, each
of the demonstrations may differ due to the variability of the motor system, even more so for
a physically disabled user. The solution therefore needs to be able to extract the sensorimotor
"laws" underlying the demonstrations, in effect averaging out the influence of the noise Z. If
this is achieved then the result may be a reduction in both cognitive and physical effort, in a
sense a system that completes the thought of the user. The present Chapter will deal mainly
with learning, prediction and actuation, while Chapter 7 will attempt to use the predictions to
assist the user, as part of a shared control scheme.
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6.2 Related Work
Humans and animals are able to learn while interacting with the environment and with
other agents, and from this interaction develop the ability to recognize and label complex tasks.
However, there are several challenges that must be overcome when attempting to transfer these
abilities to a robot. The first is that most current imitation learning approaches are based on
a hierarchy of modules representing different motor primitives. Including approaches based on
Dynamic Movement Primitives (DMP), see for example (Pastor & Righetti 2011). Or recent work
on a hierarchical Reservoir Computing (RC) network for imitation learning (Waegeman et al.
2009). The use of individual modules for each primitive typically requires additional centralized
functionalities for gate-selection. It also seems to suffer from the symbol grounding problem
(Harnad 1990), the need for grounding the symbols used to represent thoughts and beliefs in
something other than just more symbols. The grounding of language in actions and sensorimotor
knowledge is for example widely studied (Glenberg 2007),(Marocco et al. 2010). There are
alternative approaches however. For example Recurrent Neural Networks (RNN) with parametric
biases (Tani 2003). Here sensorimotor trajectories and their mapping to a set of parametric
biases were learned through an offline supervised learning. This enabled multiple behaviors
to be learned by the same RNN, each of which which could be recalled with the parametric
bias values obtained. Or more recent work on Multiple Time-scales Recurrent Neural Networks
(MTRNN) (Yamashita & Tani 2008). Here it was demonstrated that a functional hierarchy can
emerge, enabling the segmentation of continuous sequences into movement primitives without
explicitly modeling each primitive.
A second challenge is the large increase in the size of the number of possible distinct system
states with increasing dimensionality. Local approaches may help avoid this "curse of dimension-
ality". One popular approach to local learning is based on Locally Weighted Learning (LWL)
(Schaal & Atkeson 1998). Online multi-map regression approaches also exist, for example applied
to learning a Finite State Machine (FSM) of subtasks and their policies (Grollman & Jenkins
2010). However, there is typically still a need to explicitly model each movement or primitive.
A third challenge is that animals and humans are able to adapt their behavior while interacting
with the environment. This may also be a useful skill for robots in applications like assistive
robotics. Online intent prediction has been explored in the context of mobile assistive robot
platforms (Demeester et al. 2008). Other work focused on online recognition of manipulator
actions, through a modified formulation of DMPs (Akgün et al. 2010). Here the 3D trajectories
of a human actor were learned for multiple objects and multiple behaviors per object, and then
used to recognize the action online. Each action was encoded using an explicit model and the
learning was performed offline however. Incremental imitation learning approaches do exist, for
example using a Gaussian Mixture Regression (GMR) to represent each task (Calinon & Billard
2007). Here the learning is performed after each demonstration, and on sensor data that has
first been through a dimensionality reduction. Learning in parallel with a demonstration has
been suggested as a potential application for Liquid State Machines (LSMs) with online linear
regression (Burgsteiner 2006).
6.3 Hebbian Learning over Time-Delayed Inputs
A spatiotemporal connectionist NN was developed. Such networks are capable of handling
patterns distributed across both space and time, see reviews in (Kremer 2001) and (Barreto et al.
2003). The goal of the work presented in this section was to explore learning in a high-dimensional
robotic system, where both recognition and learning occurs online during demonstrations, and
with an implicit grounding of the high-level representations of different movements.
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6.3.1 Neural Network Structure and Embedding
6.3.1.1 Overview
The NN consists of a number of input layers, each with a given input delay. These input
delays range from 0 seconds (the present) to one or several different time-steps into the past. See
Fig. 6.2. Each sensor is represented by a set of neurons, ~s. Separate sets of neurons represent
the different hypotheses the agent may have, each set written as ~h. Each neuron is assigned a
specific sensor/hypothesis value, and the set of neurons used can thus be seen as a discretization
of the potentially continuous sensor and hypothesis inputs. The set of neurons representing the
discretization of a sensor/hypothesis is activated according to a Gaussian curve, with a mean
at the actual sensor/hypothesis value and a set standard deviation. All the sensors in layers in
the past are fully connected to the other sensors in the layer representing the present (at time
t). No connection exists between the same sensor in the past and present. The hypotheses in
layers in the past are fully connected to all the sensors in the layer representing the present.
No connection exists between the hypotheses in the past and in the present. The NN has two
operating modes, learning and prediction, which are detailed next.
(a) Learning mode. Dark dashed lines indicate Hebb-like learning.
(b) Prediction mode. Thin dark solid arrows indicate activation propagation.
Fig. 6.2: The Neural Network (NN) architecture used. For clarity of presentation only the
synapses for one neuron in each past layer is shown. Grey solid boxes represent input
layers, while the grey dashed box indicate the border of the NN. Thick solid arrows
represent input from the outside while thick hollow arrows represent input originating
inside the NN. Example Gaussian activation curve for each set of neurons shown in
green.
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6.3.1.2 Learning Mode
In the learning mode there is input to all layers, from present time to T time-steps into the
past, as shown in Fig. 6.2a. That is, the input layer most in the past receives inputs delayed by
T . No activation is propagated, and a Hebb-like (Hebb 2005) learning rule is applied across all
connections, shown in Eq. (6.1). The rate of change of the synapse weight, ∆w, is proportional
to the learning rate η, as well as the activation for the neuron in the past, ci, and the neuron
in the present, pj . In addition, the rate of change of the same neurons, ∆ci and ∆pj , is taken
into account. The mean of the two rates is used. This serves as a crude method for reducing
over-learning when a sensor is static.
∆w = ηcipj
(
∆ci + ∆pj
2
)
. (6.1)
6.3.1.3 Prediction Mode
In the prediction mode, the inputs are all shifted back in time one step. See Fig. 6.2b. That
is, the present time layers do not have any input, while the layers most in the past now receive
inputs delayed by T − 1. The input from all past layers are then propagated over the synapses,
with the corresponding learned weights, to create activation in the bottom-most layers in the
figure. This activation is then used as a prediction of the future activation at t + 1. A simple
linear neuron transfer function was used. The value represented by the neuron with the maximum
activation for a given sensor/hypothesis was used as the prediction for that sensor/hypothesis.
6.3.1.4 Input Types
The NN is designed to handle different types of inputs. From continuos inputs, for example
sensors like robot joint encoders, to discrete inputs. For example higher-level concepts like
wether an object is round or square. Uni-valued inputs can be represented by one neuron.
The hypotheses fed to the system as inputs were each given a single numerical value. The
representation of each hypothesis by the system was spread over a range of neurons however.
A pattern generator was then used to add a time-variable pattern to the value given to each
hypothesis. A sinusoidal pattern was selected for the implementation presented here, as seen
in Fig. 6.2a. Central Pattern Generators (CPG) are known to be important in human and
animal movements, for example for generating locomotion. It was not the purpose of the present
study to model or attempt to emulate biological CPGs. However the tight coupling between
sensory information and CPGs (Ijspeert 2008) is of interest, and serves as inspiration. There is
also an ongoing discussion about the similarities between CPG circuits and some circuits in the
neocortex (Yuste et al. 2005).
6.3.1.5 Hypothesis Feedback
If there is strong evidence (high activation) for a given hypothesis, this can likely be used
to also improve the future prediction of the state. One way to achieve this is by the hypothesis
feedback shown in Fig. 6.2b. Here the prediction of the hypothesis is fed back into the NN at the
corresponding times in the future by means of delayed input lines. The value used to represent
the current hypothesis is simply the value for the neuron with the maximum activation. The
strength of the hypothesis, k, was also estimated, as seen in Eq. (6.2). The strength is zero if
there is no difference between the two hypotheses with highest activation, maxhyp1 and maxhyp2,
and if there is no difference in the max and mean activation for the neurons representing the
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hypothesis with the highest activation, hyp1. The activation caused by the hypothesis feedback
was then made to vary proportionally to this measure. A zero strength caused zero activation.
k = β(maxhyp1 −maxhyp2)(maxhyp1 −meanhyp1). (6.2)
6.3.2 Trajectory-based Benchmarking
6.3.2.1 Introduction
The goal of this experiment was to benchmark the ability to ground different types of high-
level symbols in sensorimotor trajectories online, and to then predict the future. Simple number
8 shape movements with no physical interaction was used to maintain a high degree of control,
and replicability, in the trials. These movements will be referred to as figure-8s in the rest of the
text.
6.3.2.2 Method
Robot Embodiment The trials were performed on a simulated iCub robot (Tikhanoff et al.
2008), (Tikhanoff et al. 2011). See Fig. 6.3a. The left arm of the robot was actuated using
an iterative inverse kinematics solver based on the KDL library from the OROCOS project
(Bruyninckx 2001). Only 6 DOF (of 7) were actuated to keep the joint trajectories consistent,
with the shoulder roll joint locked at 30 degrees. The YARP (Metta et al. 2006) communication
protocol was used to communicate with the iCub simulator.
(a) Benchmarking setup. (b) Object interaction setup.
Fig. 6.3: The simulated iCub robot for the two setups used.
Tasks Used Two different movements were performed, both figure-8s, one vertical and one
horizontal. See Fig. 6.4a. The respective radii of the circles used for each were 20 and 24
mm. The completion of each figure-8 took 15 seconds. 4 discrete labels were associated with
the trajectories. The "Height" label was 1 in the top half of the trajectory, with respect to the
vertical center of each figure-8, and 0 in the bottom half. Similarly, the "Side" label was 1 and
0, on the left and right half, respectively. The "HeightV" and "SideV" labels represented the
direction of movement with respect to the same reference frame. Finally, the orientation of the
figure-8 used, vertical or horizontal, was encoded as two "Task" hypothesis inputs: "Task 2" and
"Task 1", respectively. For a set of trials noise was added to the trajectories used for learning.
This was white noise with a Gaussian distribution, low-pass filtered at 0.5 Hz. See Fig. 6.4b.
Neural Network Setup The NN was setup with inputs at 4 different delays (1, 2, 3 and 4
seconds). A total of 446 neurons for the input at each time delay was used, with 60 neurons
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(a) Baseline. (b) With noise added.
Fig. 6.4: The figure-8 trajectories learned during benchmarking. Vertical (light green) and
horizontal (blue) shown overlapping.
per arm joint. The discrete labels were represented by 9 neurons each, and the two hypotheses
by 25 neurons each. Limited joint ranges were used, see respective plots. Time-indexed buffers
running at approx. 100 Hz were used to emulate the time-delays. A learning rate, η, of 0.0002
was used. The NN updated at approximately 8 Hz during learning and 45 Hz during prediction,
on an 8-core Dell i7-2600 @ 3.4 GHz. For the hypotheses, 15 second period sinusoidal waves were
used as patterns, matching exactly the period of the complete figure-8’s.
Experiment Procedure The experiment was setup to perform both learning and prediction
online. A set of Cartesian trajectories was created beforehand, with and without noise according
to the description above. The relevant trajectory was sent to the inverse kinematics solver used
to control the arm. The sensor readings from the arm encoders, as well as the labels/hypotheses
given, were sent to the buffer used to delay the inputs. Each trajectory lasted 90 seconds, with
the robot moving continuously. Learning was performed on the horizontal figure-8 or both, with
or without noise. Prediction was then performed on horizontal figure-8s only, and included trials
with horizontal figure-8s that were 25% faster or 25% smaller. Only arm joint encoder input was
used to generate activation during prediction.
6.3.2.3 Results
An example of the weight matrices learned can be seen in Fig. 6.5. Each weight matrix
represents all connections between the layers at one time in the past and the layers in the present.
Each "blob" of activity roughly represents the relationship between one sensor/hypothesis in
the past and one sensor/hypothesis in the present (over the respective neurons used for these
sensors/hypotheses). The figure-8 shape can be distinguished in some blobs, although there is
no Cartesian sensor information present.
A comparison of the actual and predicted trajectories for the baseline condition can be seen
in Fig. 6.6. The predictions performed at 1 second in the past matches well the actual values, for
both arm joint trajectories, labels and hypothesis patterns. No labels nor hypotheses were given
during prediction, i.e. all predictions are performed on the basis only of the arm joint encoder
input. It can be seen that the pattern used for the hypotheses had a period that exactly matched
the period of the figure-8 (15 seconds). This was a conscious decision, but it is clear that it is
also the best case scenario. A periodic movement task will at some point pass through the same
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Fig. 6.5: Learned inter-time weight matrices during benchmarking. After one horizontal and
one vertical figure-8 trajectory of 90 seconds, with no noise added. 446 neurons on
each axis. Neuron 0 - 360: Six arm joint angles. Neuron 360 - 396: Four discrete
labels. Neuron 396 - 446: Two "Task" hypotheses.
points in sensor space. It is here assumed that the agent has the ability to detect when this
occurs and to provide a suitable period pattern for the hypotheses. With a non-synchronized
period there will be ambiguity, growing with the number of periods used.
Finally, Fig. 6.7 shows the complete results for the benchmarking trials in average Root Mean
Square Error (RMSE) over joint angles and the average percentage correctly predicted labels.
The prediction of the joint angles were affected by both learning conditions and prediction
conditions. The noise had a smaller effect than the use of one vs two different figure-8s. For
the worst case scenario used the RMSE for the joint angles was kept within 6 degrees and the
labels were predicted correctly more than 80% of the time. This indicates that the approach is
reasonably robust to noise and to the ambiguity introduced by partially overlapping trajectories.
The 25% speed increase had a quite consistent negative impact, while the effect of the 25%
reduction in size was more ambiguous. There was an average reduction of RMSE of 15% when
the hypothesis feedback was added, with the largest reductions for the more complex conditions.
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Fig. 6.6: The baseline benchmarking condition. 20 second window of predicted and actual
joint trajectories. Learning of horizontal figure-8 only, with no noise added. An
exact trajectory given during prediction, with no hypothesis feedback. Only arm joint
encoder input used to generate activation. Time in seconds on the x axes.
(a) Average RMSE. (b) Percentage correct labels.
Fig. 6.7: The benchmarking results for all trials, with hypothesis feedback. Average Root Mean
Square Error (RMSE) over arm joint angles and average percentage correct labels. x
axis notation: 8 - learning of horizontal figure 8 only, 88 - horizontal and vertical. N
indicates noise added during learning. Color shading indicates prediction conditions.
The hypothesis feedback had no discernible effect on the prediction of labels for the current
experiment conditions.
6.3.3 Learning and Predicting Object Interaction
6.3.3.1 Introduction
The goal of this experiment was to apply the approach to a set of robot tasks involving physi-
cal interaction with the world, and assess the ability to learn online from human demonstrations.
6.3.3.2 Method
Robot Embodiment The same robot embodiment as in the benchmarking trials was used,
except that all 7 DOF of the left arm of the iCub robot were actuated. The hand of the robot
was here teleoperated by an experienced human operator, the author. A 6 DOF rate-based
SpaceNavigator input device was used, controlling the hand velocities in the hand frame. The
neck was also actuated to make the robot fixate on the hand at all times, by implementing
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the iCub gaze controller (iKinGazeCtrl). The neck pitch and yaw joint encoders were used as
additional inputs to the NN.
Tasks Used The task setup consisted of a small planar table in front of the robot, and two
different objects, a sphere (radius of 30 mm) or a cube (60x60x60 mm). See Fig. 6.3b. The hand
of the robot started in the same initial position for each trial, while the object was initialized at
rest in one of two positions, on the upper or lower part of the near end of the table. The goal
was to push the given object to one of the two possible target locations on the far side of the
table. See Fig. 6.8. A different hypothesis was used to represent each of the four tasks.
(a) Task 1. (b) Task 2. (c) Task 3. (d) Task 4.
Fig. 6.8: The 4 tasks used for the object interaction trials. Initial positions of hand and objects
shown. Target location in blue.
Neural Network Setup The NN was setup with input at two different delays (0.5 and 1 second).
A total of 708 neurons for each delay was used, with 70 and 50 neurons per arm and neck joint,
respectively. The full joint ranges for the arm joints were used, while the neck joint ranges were
limited. The NN updated at approx. 7 Hz during learning and 40 Hz during prediction, on an
8-core Dell i7-2600 @ 3.4 GHz. The remaining settings were exactly as for the benchmarking
trials.
Experiment Procedure When the object position was within 15 mm of the center of the target
position, the trial was deemed successful. A trial was deemed unsuccessful if the object fell off
the table, or if more than 20 seconds passed. Unsuccessful trials were rerun, with the learning
performed during this trial discarded, by reloading the set of NN weight matrices obtained
before the trial started. 10 repetitions of each task was performed, in a mixed order, for a total
of 40 trials. Both for learning and for prediction. Each trial took approximately 5-10 seconds
to complete. Only arm and neck joint encoder input was used to generate activation during
prediction.
6.3.3.3 Results
Fig. 6.9 shows an example comparison of the predicted and actual joint angles during obser-
vation of task 4. The prediction was performed at 0.5 seconds in the past. The activation across
the neurons representing the values of the relevant sensor/hypothesis inputs is also shown. As
can be seen multiple strong activations often exist. This information could potentially be used to
give some estimate of the strength of the prediction, for example along the lines of the hypothesis
feedback strength in section 6.3.1.5. A reasonable prediction of joint angles can be seen, with er-
rors where there are multiple strong activations. The labels and the "Task" hypotheses are quite
well predicted. As a comparison Fig. 6.10 shows an example of the prediction with activation
only in the correct "Task" hypothesis. The prediction is very close to the actual followed during
the trial, indicating that the hypothesis has been quite strongly grounded in the sensorimotor
interaction during learning.
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(a) Arm/neck joint angles (in degrees) and labels.
(b) "Task" hypotheses.
Fig. 6.9: One attempt at task 4, moving a cube to the upper target. Neural activation (red
intensity), predicted trajectory based on maximum activation (small green markers)
and actual trajectory (large blue markers) shown. Only arm and neck joint encoder
input used to generate activation. Time in seconds on the x-axes.
Finally, Fig. 6.11 shows the complete results for predicting the labels and the 4 different
"Task" hypotheses. The joint angles were not considered as there is not enough data for ground-
truth trajectories on the 4 tasks used. The correct hypothesis was consistently predicted for
task 4 (over 95% correct), while task 2 was the most inconsistent at under 60% correct. The
prediction of the labels had less variation, with tasks 1, 2 and 4 at over 80% correct. More
complete experiments are required to assess the true potential of the approach developed. The
results obtained do indicate that learning and grounding can be performed online and provide
reasonable prediction for non-trivial robot tasks however. A potential critique is that the labels
and hypotheses used are representative of a more "strongly" designed approach, when compared
to the self-organized parametric biases used by (Tani 2003). The latter method can for example
produce novel behavior patterns by modulating the parametric biases arbitrarily. It might also
be interesting to introduce novel tasks to the approach presented here, for example having the
robot observe a sphere being pushed to a diagonal target position.
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Fig. 6.10: One attempt at task 4, moving a cube to the upper target. Only input from the
correct "Task" hypothesis used to generate activation. Same coloration and notation
as in Fig. 6.9.
Fig. 6.11: The object interaction results. Percentage correct labels (each with 2 levels), and
percentage correct prediction of hypothesis (4 levels). Average over 10 executions.
For the prediction of labels only data after which hypothesis feedback was available
is used (after 4 seconds).
6.3.4 Discussion
This section has described an approach for performing online learning of high-dimensional
sensorimotor interaction, and the grounding of high-level labels and hypotheses in this interac-
tion. A local Hebb-like learning rule was applied online across a set of time-delayed input layers.
There are several shortcomings of the architecture. One is that there is no real mechanism for
limiting the growth of the synapse weights. This is likely needed in any real-world application of
the NN, where the learning rule parameters and interaction time and rate cannot be "tweaked"
to each new situation. This is addressed in Section 6.4. Another potential shortcoming is the
lack of a "hidden layer" or an equivalent functionality, where higher-level features of the sensor
input can be established.
Benchmarking was performed on movements in the shape of a number 8, with different levels
of noise and ambiguity. The results showed that the approach can learn and predict the future
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of multiple movements without an explicit model of each one. Furthermore that task description
labels and hypotheses can be grounded in the low-level sensor input during learning and later be
activated by the same input. However, this task is quite far from any real-world task, and the
results should be interpreted with this in mind.
A second imitation learning scenario with 4 goal-oriented pushing tasks was also explored.
Here the approach showed a somewhat reduced ability to predict exactly, but also that the
time-varying hypotheses had a strong grounding in the sensorimotor interaction. This enables
prediction into the future by simply activating the relevant hypothesis. The approach can be of
interest for predicting user intent, for example in assistive robotics. It may also be useful as the
basis for more complex cognitive processes, such as mental simulation. However, the results are
limited to prediction, and do not by themselves guarantee the suitability of the approach also
for driving actuation. This will be explored in the next section.
6.4 Predictive Learning over Afferent and Efferent Signals
This section extends the previous by taking inspiration from the way children are able to
learn while interacting with a teacher, in particular the use of prediction of the teacher actions
to improve own learning. The architecture is based on two NNs that operate online, and in
parallel, one for learning and one for prediction. A Hebbian learning rule is used to associate the
high-dimensional afferent sensor input at different time-delays with the current efferent motor
commands corresponding to the teacher demonstration. The predictions of future motor com-
mands are used to limit the growth of the NN weights, and to enable the robot to smoothly
continue movements the teacher has begun.
6.4.1 Neural Network Structure and Embedding
6.4.1.1 Overview
The two NNs and their interrelationships can be seen in Fig. 6.12. Each NN has multiple
layers receiving the same afferent input, and each layer has a specific time-delay. The layers
therefore represent the afferent input at different moments, from the present time t to T time
steps into the past (denoted t − T ). The afferent input includes sensor data from S sensors.
Each sensor is represented by a set of neurons, here written as ~s. The jth neuron for the afferent
sensor input is denoted as aj . High-level hypotheses about the task can also be provided, with
the set of neurons representing one hypothesis written as ~h. See Section 6.4.1.6 for more details.
The jth neuron for the afferent hypothesis input is denoted as ahypj . Each neuron in each set is
assigned a specific sensor/hypothesis value, and the sets of neurons are therefore discretizations
of the sensor/hypothesis inputs. Both NNs have one layer with neurons representing the efferent
commands. For the work described here the arm joint velocities were assumed as commands,
with the set of neurons representing each joint velocity being denoted as ~˙θ. The ith neuron for
the efferent commands is denoted as ei.
6.4.1.2 Operating Modes
The NNs have two operating modes, learning and actuation. During learning, the teacher
moves the robot through the task, while the learning NN learns the associations between the time-
delayed afferent input and the efferent input representing the motor commands. The prediction
NN simultaneously generates motor predictions. The activations generated by the prediction NN
is used in the learning, and the prediction NN receives updates on the NN weights periodically.
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Fig. 6.12: The two Neural Networks (NN). For clarity of presentation only the synapses for one
neuron in each past layer are shown. Dashed synapses indicate learning (without
propagation), solid arrow synapses indicate propagation of activity. Grey solid boxes
represent layers, while the grey dashed boxes indicate the border of each NN. Thick
solid arrows represent input from the outside. Example Gaussian activation curves
shown in green.
During actuation, only the prediction NN is active. It generates the motor commands to the
robot based on the time-delayed afferent input received.
6.4.1.3 Afferent Input
The set of neurons representing the discretization of a sensor/hypothesis is activated according
to a normalised Gaussian curve, with a mean at the actual sensor/hypothesis value and a set
standard deviation. See Eq. (6.3), where χ is the value represented by the neuron, µ is the
input value, and σ the standard deviation of the Gaussian curve used. Here σ was set equal to
the separation in represented value of any two neurons for a given input. See also the Gaussian
activation curves represented in Fig. 6.12.
v = f(χ, µ, σ) = exp
(
−(χ− µ)
2
2σ2
)
,
where v is aj , a
hyp
j or ei.
(6.3)
6.4.1.4 Efferent Input/Output
In the NN used for learning, the motor commands performed by the teacher is received as
efferent input. The same normalised Gaussian activation curve as for the afferent input is used,
see Eq. (6.3). In the NN used for prediction the neural activation in the afferent input layers
is propagated to the efferent output, where the robot’s own motor prediction and output is
generated. Here the ith neuron is denoted as epredi . As can be seen in Eq. (6.4), the activation
of each of the n neurons in the efferent output layer (epredi ), is simply the sum of the m products
of the activation of a given afferent input neuron (aj or a
hyp
j ) with its respective synapse weight
(wi,j). The value represented by the neuron with the maximum activation is taken as the
respective joint velocity command.
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epredi =
m∑
j=1
wi,ju,
where u is aj or a
hyp
j .
(6.4)
6.4.1.5 Predictive Hebbian Association
In the NN for learning no activation is propagated and a prediction-based learning rule is
applied across all synapses. See Eq. (6.5). The change of a given synapse weight each iteration
(∆wi,j) is proportional to the activation of the respective afferent input neuron (aj or a
hyp
j ) and
the difference in actual and predicted activation of the efferent command neuron. The rule is a
derivative of the Hebbian (Hebb 2005) learning of the previous section, but uses the predictions
made in parallel to attempt to limit the synapse weights. The rule superficially resembles that
of Restricted Boltzmann Machines (RBM) (Smolensky 1986), but there are anyhow differences,
for example no hidden layer is here used. Rather the learning occurs with the actuation-driven
neural activation representing the afferent input at different points in the past.
∆wi,j = ηy
(
ei − epredi
)
,
where y is aj or a
hyp
j .
(6.5)
6.4.1.6 High-Level Hypothesis Labels
High-level input can be provided to the NNs through the hypothesis labels. An example
could be a specific text label describing the task, like "pick up cup", that the teacher gives to
the robot during learning. Each hypothesis input is a binary value (e.g. the existence, or not,
of a given label), but the representation is spread over a set of neurons. A pattern generator is
used to give a time-variable pattern to the neural activation. A sinusoidal pattern was selected
for the implementation presented here, as seen in Eq. (6.6). Here τ is the desired period of
the pattern (here 60 seconds). In the learning NN the activation of a hypothesis will thus
continuously activate different neurons, the activation of which are associated with the current
motor commands. The activation of a hypothesis during robot actuation can then be used to
impose a given trajectory of motor commands.
µhyp = λcos(2pit/τ), where :
λ =
{
1 with hypothesis,
0 otherwise.
(6.6)
6.4.1.7 Embedding in a Developmental Robot Platform
The overall architecture for embedding the NN in the real-time control loop of a robot an
be seen in Fig. 6.13. The YARP (Metta et al. 2006) communication protocol was again used.
An actuation manager directly controls the joint velocities of the left arm of the iCub humanoid
robot (~˙qcommand), based on either teacher input (~˙qteacher) or the predictions of the NN (~˙qNN ). A
separate NN performs the learning simultaneously, and updates the weights used for prediction
periodically. Both NNs receive input from the same set of sensors, from the present time and
from given times in the past. This is achieved through a delay queue. The gaze of the iCub is
made to follow the left hand independently. Examples of learned NN weights can be seen in Fig.
6.22 for joint encoders, and Fig. 6.26 for visual sensors.
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Fig. 6.13: Overall architecture and embedding in the sensorimotor coordination loop. Large
green circular arrow indicates the robot actuation loop, small circular arrows indicate
the two possible teacher actuation loops: a) teaching a physical or simulated robot
through a user interface generating Cartesian velocities (e.g. a joystick), and b)
performing kinesthetic teaching on a physical robot (physically moving the robot).
J indicates the Jacobian.
6.4.2 Simulated Robot Experiment
6.4.2.1 Introduction
The experiment was performed in the iCub simulator (Tikhanoff et al. 2008). The task setup
consisted of a small planar table in front of the robot, and a small red cube (40x40x40 mm). See
Fig. 6.14 for the table used, Fig. 6.15 for the general setup. The goal of each trial was to push
the red cube to one of the two possible target locations on the far side of the table, shown in
green. The robot was to learn to take over control from the teacher after a preset time into a
demonstration (2 or 4 seconds) and complete the task. The main performance measure was the
percentage of successfully completed attempts. The hand of the robot started in the same initial
position for each trial, while the red cube was initialized according to a random set of positions
within a predefined area. Two different square areas were used for the random distribution, with
the size (denoted as d) being 40 or 20 mm. In Fig. 6.14 dashed black lines indicate the borders
for the center of the cube, and the grey areas the outer edges.
6.4.2.2 Method
6.4.2.3 Teacher Interaction
The teacher used a 6 DOF 3DConnexion SpaceNavigator input device to control the Cartesian
velocities of the left hand (~˙xteacher in Fig. 6.13). The iKinGazeCtrl gaze controller (Pattacini
2010) was used to make the robot track the position of the left hand of the robot with the eyes
and head. The teacher was provided with a graphical representation of the average RMSE over
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Fig. 6.14: The "object-pushing" task.
the 6 predicted joint velocities, see Fig. 6.15. This provided a tool for the teacher to assess how
well the robot was able to predict the current movement performed.
Fig. 6.15: View given to teacher during testing. Timer in top-right corner, visualisation of
average Root Mean Square Error (RMSE) over joint velocities in bottom-right corner.
6.4.2.4 Sensor Input
Sensor data delayed by 0, 1.5 and 3 seconds was fed to the NNs. The sensors used were: a)
The 6 joint encoders of the left arm, b) the 2 joint encoders of the neck, and c) 54 vision sensors
(18 red, 18 green, and 18 blue pixel counters, see Fig. 6.27). See Table 6.1 for the assumed
resolution (the number of neurons used), min and max values. Each hypothesis was represented
by 35 neurons.
6.4.2.5 Robot Actuators
The actuators used were 6 of the left arm motors (joint velocities commanded), see Table
6.2. Shoulder yaw was kept at 7 degrees. The robot actuation was stopped when the average
maximum neural activation across the 6 joint velocities fell below 0.1. The system was tested on
an 8-core Dell i7-2600 @ 3.4 GHz. Both the learning and prediction were split over separate NN
modules, by running two instances with half the joint velocities for each. The learning achieved
10-15 Hz and the prediction 30-35 Hz.
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Tab. 6.1: Specifications of Sensors Used in Experiment.
Resol. Min. Max. Units
Arm
Shoulder pitch 35 -100 15
degrees
Shoulder roll 35 -5 166
Elbow 35 10 111
Wrist pronosupination 35 -95 95
Wrist pitch 35 -95 5
Wrist yaw 35 -25 45
Neck
Pitch 35 -65 -20
degrees
Yaw 35 -5 40
Vision
24 small pixel counters 20 120 1600
pixels
30 large pixel counters 20 400 3200
Tab. 6.2: Specifications of Actuators Used in Experiment (in deg/s).
Resolution Min. Max.
Arm velocity
Shoulder pitch 45 -15 15
Shoulder roll 45 -15 15
Elbow 45 -15 15
Wrist pronosupination 33 -15 15
Wrist pitch 33 -15 15
Wrist yaw 33 -20 20
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6.4.2.6 Experiment Procedure
The main experiment conditions can be seen in Table 6.3. A total of about 10 hours of
testing was performed, with the author as the teacher. For training sessions, the teacher could
switch between own and robot actuation with a button. 40 training attempts were performed.
The robot only learned during periods of teacher actuation, and only from successful attempts.
For testing sessions the teacher started actuating, and the robot automatically took over after
a preset time had passed (2 or 4 seconds). 40 attempts were used for measuring performance
for each experiment condition. A separate hypothesis for each target location was given on
conditions 3, 4, 7 and 8.
Tab. 6.3: Main Conditions for Experiment.
d=40 mm d=20 mm
No hypothesis
4 sec. Condition 1 Condition 5
2 sec. Condition 2 Condition 6
With hypothesis
4 sec. Condition 3 Condition 7
2 sec. Condition 4 Condition 8
6.4.3 Main Results
6.4.3.1 Percentage of Successfully Completed Attempts
The percentage of successfully completed attempts for the main experiment conditions can
be seen in Fig. 6.16. There was a high success rate for most conditions, but the performance
dropped sharply when both a high dispersion of the initial locations of the cube (d=40 mm) and a
short amount of time before beginning actuation (2 seconds) were used. Providing hypotheses on
the given target locations improved performance by 29.2% for this situation, and had a positive
effect in general.
(a) d=40 mm. (b) d=20 mm.
Fig. 6.16: Percentage of successfully completed attempts for the main experiment conditions.
With or without hypothesis about task to perform, and beginning actuation after 4
or 2 seconds. All results with 40 attempts for training. Condition number indicated
on each column.
6.4.3.2 Trajectories Followed
The differences in the joint space trajectories followed for the two tasks are shown in Fig.
6.17. It can be seen that the trajectories for the two tasks are quite similar in shoulder roll,
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while for other joints they differ partially (e.g. shoulder pitch and elbow) or completely (wrist
pitch). The different start locations of the red cube also required quite different trajectories in
some joints (e.g. wrist yaw for the top target). In Fig. 6.18 the corresponding neck angles are
shown. The trajectories can mainly be distinguished in the neck pitch joint.
Fig. 6.17: Arm joint angle trajectories for actuation from 4 seconds (no hypothesis given and
d=40 mm; condition 1), for all successful attempts. Both bottom target (solid red
lines) and top target (dashed cyan lines). Grey vertical line indicates start of robot
actuation.
Fig. 6.18: Neck pitch and yaw angle trajectories for condition 1 (see Fig. 6.17).
Fig. 6.19 shows the Cartesian trajectories of the hand in the horizontal plane. It can be
seen that many of the trajectories for the two targets cross, making the task of distinguishing
one from the other more difficult. The large dispersion of final positions follows from one of
the characteristics of the tasks performed, the ability to push the cube with any part of the
hand/wrist/fingers.
6.4.3.3 Development of Neural Network Weights
Limiting the synapse weights in Hebbian learning is often addressed through Oja’s rule (Oja
1982) or similar approaches for "forgetting". For a NN that is directly embedded in the real-time
loop of a robot agent, the weights will already be somewhat limited. That is, the robot will only
be interacting with the world for a given period of time and at a given rate (10-20 Hz here).
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(a) d=40 mm.
(b) d=20 mm.
Fig. 6.19: Cartesian trajectories of the hand in the x − y plane (top view) for learning (solid
green lines) and actuation (dashed blue lines) trials.
However, some neural mechanism for normalizing the weights is still desirable. The error in the
prediction is here used, which means the NN mainly "forgets" (and learns) when the efferent
prediction is far from the efferent command. That is, both learning and "forgetting" depend on
the performance in the current context.
As can be seen in Fig. 6.20a the NN weights increased sharply at first, but had a gradual
reduction in slope towards the end of the 40 training attempts. There was little overall increase
in the mean weights when running an additional 40 training attempts after the experiment, as
can be seen in Fig. 6.20b. However, there was a sudden increase after about 750 seconds that
likely stems from variability in the teacher demonstrations. Similar effects were also seen in the
other conditions. Overall it seems the training used was sufficient to stabilise the weights for
the tasks performed. Fig. 6.21a shows that a less variable initial distribution of positions (d=20
mm) made the tasks easier to learn, with the mean weights quickly reaching a high level. Fig.
6.21b shows the development with d=40 mm and hypothesis given.
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(a) Original 40 training attempts. (b) Additional 40 training attempts.
Fig. 6.20: Development of the mean of the Neural Network (NN) weights for no hypothesis
given and d=40 mm (conditions 1 and 2). Over the original 40 attempts and after
40 additional attempts. Mean shown individually for 3 delays used.
(a) With d=20 mm. (b) With hypothesis given.
Fig. 6.21: Effect on the development of the mean of the Neural Network (NN) weights when:
a) d=20 mm (conditions 5 and 6), and b) when hypothesis is given (conditions 3 and
4). Mean shown individually for 3 delays used.
6.4.3.4 Final Neural Network Weights
Examples of the final NN weights learned can be seen in Fig. 6.22 and Fig. 6.23, for delays of
0 and 3 seconds, respectively. For most sensors there are multimodal distributions of weights to
the possible motor actions, suggesting non-trivial relationships between sensing and actuation.
It can be seen that the weights at the two delays have observable differences, especially in the
neck joints, even though only 3 seconds separate the two sets of weights. The NN architecture
presented takes advantage of such additional information by basing the actuation on the recent
past, not only the current sensor input.
6.4.4 Sensitivity Analysis
The effect of three changes to the sensorimotor dynamics were explored. All three changes
were applied to experiment condition 1 (actuation from 4 seconds, no hypothesis given and
d=40mm).
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Fig. 6.22: Example learned Neural Network (NN) weights from arm and neck encoders to elbow
joint velocity, at delay of 0 seconds.
Fig. 6.23: Example learned Neural Network (NN) weights from arm and neck encoders to elbow
joint velocity, at delay of 3 seconds.
6.4.4.1 Learning an Additional Task
The first effect explored was the addition of a different task, touching one of two static
spheres, hereby denoted as the "two-button" task. See Fig. 6.24. One of the spheres were green,
the other red, with the order assigned randomly. The goal of the task was to push with the
palm against the green sphere. The NN weights obtained during training on condition 1 was
first loaded. The NNs were then trained on 40 attempts on the "two-button" task, and was
tested to confirm 100% successful execution after 4 and 2 seconds. The robot was then tested on
the original task, and was able to complete 82.1% of the attempts. This compared to the 92.5%
before learning the additional task, a reduction of 11.2%.
6.4.4.2 Random Visual Effect
Condition 1 was rerun with a random visual effect, a red sphere placed in a randomised
location within a 400 mm square on the floor. See Fig. 6.25 for three examples. The visual
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Fig. 6.24: "Two-button" task.
impact was approximately the same as the smaller red cube on the table, but occurred mainly
in the top half of the robot’s retina. The robot was trained with 40 attempts as before. During
testing the same success rate as without the random effect was achieved, that is 92.5%. The
corresponding NN weights for the areas of the retina affected by the random sphere were also
lower and more even that those affected by the red cube, see the example in Fig. 6.26. The
sensors with the highest respective weights are shown, sensors 3 and 7 (see Fig. 6.27a).
(a) (b) (c)
Fig. 6.25: Including a red sphere in a random location in front of the robot.
(a) Sensor 3. (b) Sensor 7.
Fig. 6.26: Example Neural Network (NN) weights from red pixel counters 3 and 7 to shoulder
roll velocity. See Fig. 6.27a for a visualization of the sensors concerned.
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6.4.4.3 Using Vision Sensing Only
Condition 1 was rerun with only vision input, with 40 attempts for training as before. See
Fig. 6.27 for example visualisations of the visual information received, and Fig. 6.28 for the
corresponding situations. The robot was able to complete 90% of the tasks after 4 seconds
without hypothesis given (condition 1). The reduction in sensors led to faster execution of the
NNs, up to 13-16 Hz for the learning and 37-40 Hz for the prediction.
(a) Red pixel counts.
(b) Green pixel counts.
(c) Blue pixel counts.
Fig. 6.27: Visualizations of visual input at three times for one attempt.
(a) 0.0 seconds. (b) 5.0 seconds. (c) 10.1 seconds.
Fig. 6.28: Actual situations corresponding with Fig. 6.27.
6.4.5 Discussion
The tasks used here are quite simple and do not require great precision. However, they have
a high degree of overlap and are performed in a small part of the workspace. Tasks involving a
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greater sensor data diversity may be easier to learn, at least when the additional data is correlated
to the task. Humans are also good at taking advantage of the richness of the context to drive
action. Remembering the pin code for a bank card is often much easier in the right context, i.e.
with your fingers on the cash machine keypad. In fact, both motor memory formation and decay
has been found to be strongly context dependent (Ingram et al. 2013).
The learning could also have been "hard-coded" to improve performance. First, a separate set
of NN weights could have been used for each target, or even for each approximate start location.
That is, each movement "class" could have been modelled and then represented in code by a
symbol, and only activated when certain predefined conditions were satisfied. Second, estimating
the 3D pose of the specific cube of interest with more elaborate vision algorithms is certainly
feasible, but would require a second mechanism for estimating from the context when the 3D
pose of the red cube is of interest, and when not. Reducing the need for explicitly including such
gate-selection mechanisms (Yamashita & Tani 2008) may help circumvent deeper issues like the
symbol grounding problem (see (Harnad 1990)).
Finally, the robot here learned a direct association between the sensor input and the joint
velocities. Thus no implicit knowledge of the kinematics of the robot was assumed, although this
could likely help speed up the learning.
6.5 First Implementation on the Physical iCub Robot
(a) (b) (c) (d)
(e) (f) (g)
Fig. 6.29: First testing on the real iCub platform. a) to c): complete user demonstration; d)
and e): user starting task; f) and g): robot completing task.
Two simple tests of the ability to learn and actuate on the physical iCub robot were performed.
Kinesthetic teaching was used, where the teacher directly moved the joints of the robot. See
teacher actuation loop b) in Fig. 6.13. For the first test, the task was to move a red cup from
one of two points on a table to one of two targets to the right. See Fig. 6.29. The input to the
NN was the 7 left arm encoders and the yaw neck encoder. The head tracked the red cup using
a colour segmentation algorithm, see (Morse 2010). A different hypothesis was given to each of
the four possible tasks and used during actuation. Only one kinesthetic demonstration was given
for each task. For the second test, no hypothesis was given, and the robot was shown one task,
moving the cup from one point to another. The teacher started the test, then grabbed the cup
and slowly moved it to the final point. As can be seen in Fig. 6.30, the robot followed the cup
with the hand, showing a simple (task-limited) sensorimotor coordination.
120 6. Learning to Predict and Imitate the Execution of Tasks
(a) (b) (c) (d)
(e) (f) (g)
Fig. 6.30: Demonstrating simple sensorimotor coordination. a) to c): complete user demon-
stration; d) user starting task; e) to g): robot following cup.
6.6 Discussion and Conclusion
A robot that is to take inspiration from how children learn and interact with their environment
should likely have, at least, the following capabilities:
1. Automatically extract task-relevant information from the robot’s full high-dimensional sen-
sory input.
2. Predict future teacher actions from the observation of the dynamics of the relevant sensory
input.
3. Transition smoothly from teacher-guided action to own action based on such predictions.
4. Integrate information from high-level labels with the low-level prediction, when available.
5. Perform both learning and prediction online while the human teacher is providing demon-
strations.
The work presented here is an attempt to move in the general direction of such capabili-
ties, but so far has several important limitations. Especially when being applied to assistive
manipulators, and being used in a shared control scenario. Here the user demonstrations may
be inaccurate, and perhaps vary greatly from attempt to attempt. The direct mapping from
sensory input to actuation may not be able to extract the complex underlying features of such
demonstrations. The actuation of the robot may similarly get "lost" in a pose where the user
has never taken the robot, even though it may seem obvious to the user how to complete the
task. That is, the behaviour should perhaps be more "goal-directed"?
The next Chapter will outline some ideas in this direction, by allowing the robot to automat-
ically take over on well-predicted tasks, and by letting the sensory input drive the activation of
multiple competing sensorimotor primitives. Including "homing" or "goal-directed" behaviours.
7. HELPING THE USER COMPLETE TASKS
Fig. 7.1: Directed acyclic graph representing the problem approached in this Chapter: Making
the robot actuation A follow the intent of the human user H as much as possible,
in effect helping the user complete tasks with the assistive manipulator. Subscripts
indicate time-steps, see Section 2.2.3 for details.
7.1 Introduction
The last three Chapters have outlined two different ideas for adapting the use of sensors
in the robot to help the user. For the collision-limitation behaviour of the SDAC concept,
improvements in performance were found on typical tasks in a household environment in virtual
experiments. For the interactive learning of tasks in a humanoid robot, the ability to learn
and predict simple object manipulation tasks was demonstrated. This chapter will attempt to
bring the two approaches together, as a step towards achieving a system that can help the user
complete real-world tasks on actual assistive manipulator platforms. The goal is to bring about a
higher user satisfaction, a higher performance, and a lower user workload. The chapter concerns
work in progress, and therefore includes few tangible results. Hopefully the discussion of the
ideas will help indicate possible directions the work can take in the near future.
7.2 Automatic Switching from User Control to Robot Control?
7.2.1 Introduction
If an assistive manipulator is to help the user complete tasks, then it may be beneficial for the
robot to automatically provide assistance when needed. This can help to: a) make the interaction
more fluid and natural, b) reduce the need for additional input from the user on when to make
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the switch, and c) give the user immediate feedback on when the robot’s predictions are good,
which can potentially help reduce the amount of demonstrations required to a minimum. This
section will outline the ongoing work in this direction, including different criteria that could be
used to drive the switching, a first implementation, and first results on the simulated iCub robot.
7.2.2 Potential Criteria For Switching
To provide assistance when needed, the robot needs a good estimate of the "need" of the
user. At least a quantitative criteria for when it’s own predictions are reliable, preferably one that
leads to switching that is obvious and transparent to the user. Three criteria were considered in
this preliminary work:
1. Error in prediction. The NNs continually produce predictions of motor commands and these
can be compared with the actual commands produced by the teacher demonstrations. For
example taking the RMSE of the Cartesian velocity components (x˙1, x˙2, ... , x˙6) at each
point in time.
2. Mean neural activation. The activation in the neurons representing the motor commands
can likely also provide useful information. A high mean activation could indicate that the
recent input combination is similar to one previously learned.
3. Entropy of neural distributions. The type of distribution in the output neurons is another
option. A uniform distribution (uniform activation in all neurons representing a given
motor) would indicate that no particular action is predicted. The entropy of such a distri-
bution would be high, as compared to one where one or more specific actions have a higher
activation. This could be useful information when switching behaviours.
7.2.3 First Implementation
The architecture used for the first implementation can be seen in Fig. 7.2. The motor
commands used are the Cartesian velocities of the iCub arm, which are resolved into joint
velocities using the known kinematic structure of the iCub left arm. This should make the
commands more relevant to physical manipulation tasks. The actuation manager controls the
switching between teacher and robot control, here based on the error in prediction and the mean
neural activation.
In teacher control mode, the actuation manager compares the predicted Cartesian velocities
with those generated by the teacher at each point in time. The RMSE was used. When the
RMSE falls below a given threshold, the robot is given control. During robot control the NN
predictions are used to drive the actuation of the robot arm. If the mean activation falls below
a given threshold, the arm is stopped. This provides some safety in the system, and gives the
user time to take over control (by for example pushing a button). The NN architecture used can
be seen in Fig. 7.3. As can be seen from the figure, no high-level labels or hypotheses were used
for this initial implementation.
The sensory information received by the NN can be seen in Fig. 7.4. In all 69 distinct sensor
readings were received in real-time. Both the learning and prediction NN ran at approximately
30 Hz on an 8-core Dell i7-2600 @ 3.4 GHz. One of the keys to the fast execution was an
optimised C++ code. Among the improvements to the code was to selectively update only the
NN weights from neurons with a non-zero (below threshold) activity.
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Fig. 7.2: Architecture for first implementation of automatic switching between robot and
user/teacher. J indicates the Jacobian.
Fig. 7.3: The learning and prediction Neural Networks (NN) used.
7.2.4 First Experimental Setup
A first experimental setup for evaluating the automatic switching was created. As in the
previous experiments, the tasks involved pushing objects on tables. Here two additional tasks
were added, both based on a narrow path that the robot should learn to push the object along.
See Fig. 7.5. The new tasks (tasks 3 and 4 in the figure) also had very different color coding. For
example a green cube was to be pushed (previously the target color) along a red table (previously
the color of the cube) to a grey target (previously the color of the target). This, and the narrower
tolerance on the movements to avoid the cube falling off, added some variation to the task set.
However, before generating substantial experimental data with this implementation and ex-
perimental setup, there is still an open question as to how to compare performance. The main
objective should be to have the robot take over as much of the actuation as possible. Thus
the percentage of actuation performed by the robot during the trials could be a good metric
for performance. However, the success of the attempts still has to be taken into account. For
example, situations where the robot actuates most of the time but is not completing the tasks
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Fig. 7.4: The sensory context used for the first implementation and testing.
(a) Task 1. (b) Task 2.
(c) Task 3. (d) Task 4.
Fig. 7.5: The four tasks attempted in the first testing of automatic switching.
should be avoided. One way to approach this issue is to only count "successful" attempts, in
this case attempts where the cube ended up in a resting pose on the target indicated. Or to
require a given ratio of success, for example 90%, for including a session in comparisons between
conditions. But the time T taken to get to a stable percentage robot actuation R is also of
interest. See the case of two hypothetical conditions in Fig. 7.6.
As seen in the figure, while condition 1 clearly reaches a higher performance within the number
of attempts allowed, condition 2 has a much higher initial rate of improvement. Condition 2
therefore also reaches a steady level of performance before condition 1. Both conditions therefore
may be of interest, and it is hard to decisively say that one is preferred over the other. Such
issues should be resolved before attempting full evaluations of this type of system, and this is
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Fig. 7.6: Hypothetical comparison of percentage actuation between two experiment conditions.
one of the objectives of the ongoing work.
7.3 Using Sensorimotor Primitives to Drive Actuation?
7.3.1 Introduction
The behaviors learned in the previous chapter directly mapped recent sensory context to
motor commands. That is, the overall behavior depended on the motor commands being exact
enough to generate a recognisable sensory context for the next time step. Even small distur-
bances can in many cases therefore lead the system to sensory contexts where little or ambiguous
information is available to drive the actuation further. In this section recent work on including
sensorimotor primitives into the system will be outlined. Here the recent sensory context will be
associated with simple sensor-driven behaviors. For example a "centering" behavior in-between
obstacles. The activation of these sensorimotor primitives with the learned weights can then be
used to influence the robot motor commands. This might be one way to learn a more robust
actuation.
7.3.2 From Motor to Sensorimotor Primitives?
The idea that complex actions and movements are made up of combinations of simpler
primitives is well established across several fields. In human (and animal) motor control, muscle
synergies have been extensively studied. These are discrete groups of muscles that are activated
as one unit, typically on the spinal level. It is then hypothesised that higher levels in the nervous
system activate these muscle synergies, and that the linear combination of many such primitives
can generate more complex movements and postures (Bizzi & Cheung 2013). This may help
humans (and animals) orchestrate the thousands of motor units involved in complex movements,
by reducing the number of variables that need to be controlled. It is therefore thought to help
resolve the "degrees of freedom problem" (Bernstein 1967). Motor primitives can be found both
at the behavioral, muscular and neural level, see (Flash & Hochner 2005) for an overview.
As mentioned in Chapter 6, motor primitives (also known as motor schemas, movement
primitives etc) are also increasingly being employed in robot control. For example using point
attractors and limit-cycles to represent discrete and rhythmic primitives, among other discussed
in (Schaal et al. 2003). However, it seems useful to explore how the real sensory input of a
complex mechatronic or biological system can drive the motor primitives. That is, how true
sensorimotor coordination can emerge, that uses only the relevant information from the stream
of high-dimensional sensor information to generate (and adapt) the relevant behaviors for a given
situation. I will here use the name "sensorimotor primitives" to describe such behaviors. There
is recent work in this direction (Zhong et al. 2014). This section will outline one approach for
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including sensorimotor primitives in the work developed for this thesis.
7.3.3 Proposed Neural Network Changes
The proposed changes to the NN layout can be seen in Fig. 7.7. The main idea is to associate
the recent sensor input with the level of "similarity" of the output of (many) behaviors and the
motor signal caused by the teacher’s demonstration. That is, each behavior produces a desired
motor command (here represented by x˙i), which is compared to the actual command to produce
a signal representing the "similarity". Here the negative exponential of the RMSE is used.
Thus the more similar the two commands, the higher the signal. For each behavior, the signal
linearly drives the activation of one of the neurons in the bottom layer of the learning NN. This
activation is then associated with the recent sensory input as before. That is, the behaviors that
most closely predict the actual motor commands are more strongly connected with the current
sensory context.
Fig. 7.7: Preliminary idea for including behaviors representing sensorimotor primitives in the
Neural Networks (NN). Layers for past and present sensory input not shown for clarity,
and only one motor command (x˙i with neurons ~˙xi) included. Post superscripts are
behavior identifiers.
In the prediction NN, the activation from a given sensory context will be propagated over the
learned weights to the neurons representing the different behaviors. The output of the bottom
layer (the behavior layer) is now used to activate the different behaviors. That is, the output of
each behavior (each of which are directly driven by sensory stimuli - so sensorimotor primitives)
is represented as the mean of a Gaussian curve (for example). The height of the corresponding
curve is driven by the activation in the corresponding neuron. The different Gaussian curves are
then added up in a new motor command layer, in this way taking into account the contributions
of all the behaviors. It is hoped that this type of architecture (or something similar) can make
the actuation more robust and goal-oriented, by learning what combination of sensorimotor
primitives (and their relative strength) should be activated in a given situation. I believe it can
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also be combined with other layers directly mapping sensory context to motor commands, such
as those presented in the previous chapters.
7.3.4 Towards an Experimental Setup
Several complicating factors arise when designing an experimental setup for evaluating a robot
with an embedded NN architecture like the one described above. First, that the implementation
should be on a physical robot, to be able to test the system with behaviors that use realistic
sensory input. Using visual servoing to perform a "centering" behavior on a given color is
trivial in a virtual environment, but is much more interesting in an environment with variable
shades, variable light intensity and hue, and a less than perfect control of the robot end-effector.
Second, to be able to test multiple heterogeneous behaviors, the tasks performed should be rich
in sensory information and diverse. It seems to therefore make sense to move to tasks that are
of a complexity similar to simple ADL. Such as picking up objects from different locations in a
real kitchen. Fig. 7.8 shows four potential tasks of this type with the AMOR manipulator in the
UC3M kitchen testbed.
(a) Centering between obstacles. (b) Slowing down before obstacle.
(c) Centering on a given color. (d) Smoothing trajectory.
Fig. 7.8: Four example sensorimotor primitive applications.
The task in Fig. 7.8a is intended to test centering behaviors between obstacles, here moving
to grasp an object deep in a shelf. Many animal and human movements exhibit this property
when moving in cluttered environments. The second task in Fig. 7.8b requires the system to
slow down abruptly when close to the target to avoid hitting the wall behind. This is thus a
representation of a Fitts’ law (Fitts 1954) type task, where the speed-accuracy trade-off can be
used as inspiration in the behavior design. Fig. 7.8c is another version of a "centering" type
behavior, here on a given color. That is, the robot should learn to servo on bluish colors when
picking up objects in similar situations (if this is a repeating trend). Finally, Fig. 7.8d is focused
on carrying objects that need a smooth trajectory, such as a cup of coffee. Here for example the
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well-known Minimum Jerk Model (Flash & Hogan 1985) could serve as inspiration. It is worth
noting that multiple instances of each behavior can be used simultaneously (each with a distinct
neuron), for example representing different speeds at which the behavior should be performed.
7.4 First Physical Implementation on an Assistive Manipulator
7.4.1 Introduction
This section will outline the current progress on implementing the concepts developed on
a real assistive manipulator, the AMOR robot of Exact Dynamics in Holland. This work was
unfortunately begun late in the thesis period due to a low amount of funding available. It is
hoped that the work outlined can lead to practical systems that can adapt to, and assist, the
user of similar physical robots in the near future.
7.4.2 Hand-Mounted Sensing
An assistive manipulator will in many situations have to rely on sensors that are built into
the robot structure itself, for example if being used outside of a user’s home. This distinguishes
the application from many other in robotics, where one can reliably assume the presence, and
exact relative location, of sensors in the environment. While external sensors can also be used
here, it is interesting to see what can be done with onboard sensing. Two of the first sensors
considered were a color camera and a Time Of Flight (TOF) depth sensor mounted on the hand
of the robot. See Fig. 7.9.
(a) Detail. (b) Overview.
Fig. 7.9: Two hand-mounted sensors considered for the AMOR robot manipulator, a Hercules
Twist web camera and a PMD Nano depth sensor.
The camera is a Hercules Twist, which has a form factor that allows it to be mounted between
the fingers of the AMOR hand without interfering with the opening and closing of the fingers.
It has a resolution of 1280 by 760 pixels, a wide-angle view, and an update rate of 30 Hz. The
second sensor is a PMD Nano depth sensor, which has a low resolution (160 by 120 pixels), but
a high frame rate (90 Hz) and a wide field of view (90◦ by 68 ◦). It is also very small (37 by 30
by 25 mm), allowing it to be mounted on the hand without significantly hindering the execution
of tasks. The resolution is sufficient for close detection of obstacles and objects, and the sensor
is capable of measuring distances from about 5-10 cm. Other sensors like the Microsoft Kinect
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typically only work from 40 cm outwards. The sensor does not work well on black, transparent
or shiny surfaces, like most distance sensing based on infrared light.
7.4.3 Distributed Proximity Sensing
Distributed proximity sensing is also being implemented on the AMOR, to test the SDAC
concept on a physical assistive manipulator. A first implementation on the hand can be seen in
Fig. 7.10, based on infrared Silicon Labs Si1143 sensors. Each sensor has its own digital circuit,
and the sensors readings can be accessed over an I2C bus. A great advantage of these sensors is
that they work from approx. 3-5 cm to 40 cm. As with the PMD Nano, they are noisy when used
on black, transparent or shiny surfaces. A future implementation should therefore also include
sensors based on other physical modalities. For example ultrasonic sensors.
(a) Hand, front view. (b) Hand, bottom view. (c) First integration with all sensors.
Fig. 7.10: First implementation of distributed proximity sensing on the AMOR hand, based on
infrared sensors (Silicon Labs Si1143).
Fig. 7.11 shows the same type of proximity sensors on the body of the AMOR, with in-
tegration well underway. The current plan is to have local information-gathering on each link
of the robot using Arduino Nano boards. Each board will communicate the readings to a cen-
tral controller over wires or Bluetooth. Initial compatibility trials with the PMD Nano and the
Microsoft Kinect is also under way. All three use infrared light around 850 nm. However, the
current results indicate that there is little or no interference of the different sensors. More testing
is needed to confirm this during usage on the robot platform. If true, there seems to be a great
potential for combining static, hand-mounted and distributed infrared sensing, possibly also with
hypersonic sensors. This would provide redundant and robust environmental sensing for assistive
behaviors in this type of robot.
7.5 General Discussion
This chapter has presented some of the recent progress related to this thesis. While there is
still much work before the approaches developed can be ran through clinical testing with end-
users, there has at least been some progress made towards this goal. This section will discuss
how to combine the ideas presented into a complete system, and the relationship with some of
the related ideas in the literature.
7.5.1 Towards a Three-Level Adaptive Architecture
This thesis has included two approaches for adapting online to the user, one for helping to
limit collisions, and one for attempting to predict and assist on the completion of tasks. Both
behaviors seem useful, and it might be worth integrating both into a final system. Given that the
user will always be in the control loop, the system would then have three levels of adaptation.
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(a) Forearm. (b) "Lower arm". (c) Overview.
Fig. 7.11: Current implementation of proximity sensors on the body of the AMOR manipulator.
Making the analogy with our own nervous system, the levels could (in a loose way) be denoted
as:
1. "Conditioned Reflex": The Shared Distributed Adaptive Control (SDAC) of Chapters 4,
5, and 7.
2. "Muscle Memory": The time-delayed NN with online Hebbian association of Chapters 6
and 7.
3. Goal-Oriented Behavior: The operator (typically the end-user).
One possible way of implementing this would be to include the SDAC approach as one (or
several) of the behaviors in Fig. 7.7. That is, the Cartesian velocities allowed by the collision-
limitation would be associated with the current sensory context. This context would likely
include both visual and proprioceptive modalities, beyond the proximity sensing used by the
behavior itself. The behavior would thus be activated based on a richer context, and also when
the robot is in control of the movements. Unfortunately, it is not given that the adaptation of the
three levels would result in useful behavior. However, I think this type of three-level architecture
should be explored further.
7.5.2 Actuation Driving Sensing
One of the key properties of an embodied system, for example most animals, is that the
actuation of the agent to a large degree drives and shapes the sensory feedback. This can
simplify learning and control, by self-structuring the information received (Pfeifer et al. 2013).
It is also a hot topic in psychology and neuroscience, and has been hypothesised as playing an
important role in generating the "feel" of our everyday interactions with the world (O’Regan &
Noë 2001). It is not a new idea (Dewey 1896), but seems to still be under-utilised in the design
of robots. Looking at the work presented here, there are several positive effects of exploiting
actuation to drive sensing.
In SDAC the distributed approach to sensing greatly simplifies the system. In fact, it seems
to be the co-occurence of stimulation in the collision and proximity sensors that enables the use
of a simple local Hebbian learning. The need for co-occurence also means that closely located
sensors tend to connect the strongest. Taking advantage of such concurrency in time and space,
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the learning can directly single out causal links between proximity and collisions, that again can
help drive meaningful behaviour. Establishing such causal links is a more complex task when a
more static and centralised approach to sensing is attempted. As an example, there is typically
no causal link between the value of a given pixel (color or depth) in a static sensor and a collision
between a given part of the robot and the environment.
Also in the approach for interactive learning of tasks proposed there are clear examples of
actuation driving sensing. There is for example no explicit concept of a stored time-dictated
trajectory. The actuation at each step in time is driven by the recent sensorial input (can
also be an efferent copy), which again depends on the previous actuation. The approach was
also implemented and tested on an embodied platform, the iCub, where for example the head
movements (driven by simple reflex behaviours or higher-order commands) drives the visual
information received.
7.5.3 The Potential Role of Mutual Adaptation
Throughout the thesis an emphasis has been placed on keeping all changes in the robot
behavior occur during the user interaction. This was also included as a key design driver, i.e.
enabling online incremental adaptation in the robot. One of the main motivations is to keep the
system predictable from the user’s perspective, but also to provide good feedback on the state
and changing intent of the robot, a second key design driver. Given that the user is also able
to adapt, we then have a system with the potential for mutual adaptation between the user and
the robot. This was clearly the case with SDAC, where both the system adapted (by increasing
the use of proximity sensors after collisions) and the operator adapted (by for example moving
faster when receiving appropriate assistance). The result was improved performance in most
cases, indicating that mutual adaptation can have a practical use in this application.
Whether similar or better improvements may be possible with a system that learns offline I
do not know, but I have a feeling it will at least be less intuitive for the user. I think the concept
of mutual adaptation is especially relevant to the closely related field of prosthetics. Here the
user and the limb has to find a "common language", often through nerve endings that have been
used for very different purposes previously. Mutual adaptation allows both the encoder and
decoder of such a communications channel to be tuned, likely making the probability of finding a
good protocol higher. However, mutual adaptation requires good feedback to the user on current
performance (Yokoi et al. 2004). I believe this can be achieved in an assistive manipulator
through the type of visual, auditory and haptic feedback explored here.
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8. CONCLUSIONS
8.1 Overview
The central theme of this thesis is to enable adaptation in physically assistive robot manip-
ulators. It has been shown that the physical structure of the symmetric ASIBOT manipulator
can be optimised for specific tasks and obstacles. This type of task-oriented design could per-
haps lead to manipulators that are better adapted to the user’s needs, as compared to a less
quantitative design approach. The second type of adaptation explored was an aid for limiting
collisions, adapted to each robot operator. This behavior was inspired by the speed-accuracy
trade-off of human movements, in effect allowing the operator to move faster by helping limit
collisions similar to those previously experiences. The work has also showed that one of the
most well-known implications of the speed-accuracy trade-off, Fitts’ law, seems to also apply to
combined rotational and translational movements. Finally, the thesis outlined an approach for
robot task learning in real-time with a human teacher. The approach associates high-dimensional
sensor input with robot actuation while the task is being demonstrated, leading to more inter-
active learning. It may also be useful for recognising and assisting on tasks made by the user
of an assistive manipulator, as outlined in the later chapters. The author has also developed
and applied different approaches for modelling and benchmarking assistive manipulators, in an
attempt to move towards replicable experiments. It is possible and expected that future experi-
ments with real assistive manipulators and disabled persons will highlight new aspects about the
work presented. Nevertheless, the simulation studies performed are necessary prerequisites to
clinical trials, and have already helped the development in this direction. I believe that making
these robots safer and more effective through adaptation could increase the independence of the
end-users in their daily lives.
8.2 Contributions
The main contributions of this work are:
1. Shared Distributed Adaptive Control (SDAC) of assistive manipulators. Perhaps the main
contribution of this development was to show that the DAC approach has potential also in
a practical robot application. The mutual adaptation occurring between the user and the
system is also interesting, with a potential for rapidly finding a "good" collision limitation
behaviour for each user.
2. Approaches for interactive and context-driven learning for high-DOF robot platforms. This
development was focused on attempting to learn what the user would like to do, and to
assist in the completion of tasks. The contribution was perhaps mainly in the ability to
learn from a high-dimensional sensory context in real-time on a complex humanoid robot
platform. The tasks remain simple, but I nonetheless believe similar approaches may be of
interest for assistive manipulators (and other platforms) in the near future.
3. First demonstration of Fitts’ Law for combined translational and rotational movements.
While the law has been applied to a range of movements involving either rotations or
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translations, this study showed it has some power of explanation also for combined move-
ments. This might also help our understanding of more complex movements in the future.
4. Promoting replicable experiments in robotics with system models, metrics and protocols. In
all 7 controlled human experiments were included in this thesis (more were conducted),
with 5-13 participants in each. I hope these experiments, together with the performance
metrics and system models developed, can help shed some light on this type of closely
coupled human-machine systems. An open repository for sharing similar experiments has
been set up at: http://throughput.sourceforge.net.
5. Extending grid-based task-oriented kinematic optimization to symmetric climbing robots.
This work extended the efficient grid-based approach for kinematic optimisation to sym-
metric robots, enabling a task-oriented design of an ASIBOT-type climbing manipulator.
This type of design process can be used to better adapt such robots to typical tasks end
environments.
8.3 Suggested Future Lines of Research
The future lines of research enabled by this work include:
1. Adaptation and shared control with end-users of assistive manipulators. It is not given
that the results obtained will be similar for real end-users, but I believe the thorough
testing with different simulated disabilities and time-delays shows that there is a potential.
Funding is needed to perform extensive testing with the physical system, preferably over a
long time-frame to enable the user to adapt to (and with) the system. Other applications
like exoskeletons and prostheses should also be explored.
2. The role of embodiment and context in animal and robot learning. An interesting future
line of research is to explore how the robot body (embodiment) shapes the information
being received by the robot through its sensory apparatus. And particularly how robot
learning can be simplified by using sensors that are distributed over, and highly coupled
to, the embodiment.
3. "Shared" motion planning. Autonomous manipulation of objects in real-world environ-
ments remains a difficult challenge. One approach forward could be to include the user in
the motion planning process, in a similar way to the lower-level shared control used here.
For example by allowing the user to adjust the planned trajectory of the robot during
execution, with immediate feedback on the changes to the trajectory (e.g. visual).
4. Information theoretic modelling of high-DOF movement task complexity. The original In-
formation Theoretic interpretation of Fitts’ law is not commonly used, but an information-
based view of complex human (and robot) movements might still be useful. Along the lines
of information-based views of task complexity of 2D scenes (Lampe & Chatila 2006), of
control systems (Touchette & Lloyd 2004), of networked embodied intelligence (Bonsignorio
2007), and of the self-structuring of embodied cognitive networks (Bonsignorio 2013).
5. The role of movement direction on combined task performance. The Fitts’ law experiment
setup used here included rotations and translations in only one direction. The effect of dif-
ferent combinations of directions seems like an interesting research topic. There is already
a follow-up work in this direction (Nguyen & Kipp 2014). Another possible topic is the
role of parallel versus sequential execution of the movement components, and what factors
can trigger a switch between such behaviours.
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6. Task-oriented optimization of docking station placement. Given that ASIBOT is able to
climb between docking stations, the placement of these stations should likely be taken
explicitly into account in a task-oriented design process. This may also drive the kinematic
design of the robot.
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APPENDICES

A. METHOD FOR FITTS’ LAW STUDY
A.1 Task Parameters Used
Tab. A.1: All combinations of distances (A in cm and α in degrees) and tolerances (W in cm
and ω in degrees) used for experiments 1, 2, and 3.
Combination
Experiment 1 Experiment 2 Experiment 3
A W IDt α ω IDr A W IDt α ω IDr
1 4.8 0.6 3.1 40 3 3.8 12.7 0.8 4.1 50 4 3.8
2 4.8 1.3 2.2 40 6 2.9 12.7 1.6 3.2 50 4 3.8
3 4.8 1.9 1.8 40 9 2.4 4.8 0.8 2.8 50 4 3.8
4 4.8 2.5 1.5 40 12 2.1 4.8 1.6 2.0 50 4 3.8
5 9.5 0.6 4.0 80 3 4.8 12.7 0.8 4.1 50 12 2.4
6 9.5 1.3 3.1 80 6 3.8 12.7 1.6 3.2 50 12 2.4
7 9.5 1.9 2.6 80 9 3.3 4.8 0.8 2.8 50 12 2.4
8 9.5 2.5 2.2 80 12 2.9 4.8 1.6 2.0 50 12 2.4
9 14.3 0.6 4.6 120 3 5.4 12.7 0.8 4.1 130 4 5.1
10 14.3 1.3 3.6 120 6 4.4 12.7 1.6 3.2 130 4 5.1
11 14.3 1.9 3.1 120 9 3.8 4.8 0.8 2.8 130 4 5.1
12 14.3 2.5 2.7 120 12 3.5 4.8 1.6 2.0 130 4 5.1
13 19.1 0.6 5.0 160 3 5.8 12.7 0.8 4.1 130 12 3.6
14 19.1 1.3 4.0 160 6 4.8 12.7 1.6 3.2 130 12 3.6
15 19.1 1.9 3.5 160 9 4.2 4.8 0.8 2.8 130 12 3.6
16 19.1 2.5 3.1 160 12 3.8 4.8 1.6 2.0 130 12 3.6
Minimum 4.8 0.6 1.5 40 3 2.1 4.8 0.8 2.0 50 4 2.4
Maximum 19.1 2.5 5.0 160 12 5.8 12.7 1.6 4.1 130 12 5.1
A.2 Experiment 1: Translational Movements
Participants The participants were 12 students and staff of the University of Maryland, 6 male
and 6 female. None of the participants were included in the other two experiments in this
study. All participants were right-handed and were aged between 18 and 35 with a mean of 22.3
years. There were 9 participants with corrected vision and 8 had previous experience with 3D
input devices. All gave their informed consent to participate according to the regulations of the
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University of Maryland’s Institutional Review Board (IRB). Participants not employed by the
Space Systems Laboratory were paid $10 for their participation.
Apparatus The experiment was conducted on an Apple iMac workstation in an office envi-
ronment. The participants worked on a 20-inch external liquid crystal display monitor (Dell
2007WFP) with a 60 Hz refresh rate. The input device was a magnetic Ascension Flock of Birds
sensor system sampling at a rate of 70 Hz. The system has a specified translational and rotational
accuracy of 1.8 mm (0.8 mm resolution) and 0.5◦ (0.1◦ resolution) respectively. The sensor of
this system was held in the participant’s dominant hand and measured one translational DOF,
the left to right position relative to the display in front of the participant. These measurements
were used to update the left to right position of a cursor on the display. A calibration was
performed to ensure that the apparent displacement of the cursor on the screen corresponded
with that of the hand-held sensor. The participants also manipulated a button updating at 100
Hz with the alternate hand. See Figure A.1 for the physical setup of the experiment. Computer
generated voice feedback was used to inform the participant about the successful or unsuccessful
completion of each trial.
Fig. A.1: Overhead view of general experiment setup in right-handed configuration.
Stimuli The stimuli presented on the display can be seen in Figure 2.6a. A cursor in the form of
a small disc on the display indicated the left to right position of the hand-held sensor held by the
participant, as described above. Two vertical lines on the display were used to indicate the area
from which each trial should start and two vertical lines were used to indicate the area within
which each trial should finish. The distance between the center of the two areas (movement
distance) and the size of the areas (movement tolerance) were varied randomly.
Procedure The participants were instructed to start each trial with the disc within the start
area on the display. When ready the participant would then press and hold a button with the
alternate hand, indicating the start of the trial. If the button was pressed while the disc was
within the start area a timer was started. If the disc was outside the start area when the button
was pressed, the participant was notified and the trial restarted. The successful start of the
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timer was indicated by a change in color of all objects on the display from blue to green. The
participants were told that the goal of each trial was to then move the disc to within the finish
area and let go of the button. If the button was released outside the finish area, the trial was
restarted, the participant notified and an error recorded. If the button was released inside the
finish area, the timer was stopped and the participant notified of the successful completion of the
trial. The movements were from left to right. The participants were instructed to keep the hand
holding the sensor (the dominant hand) off the table during movements to prevent obstruction.
The participants were instructed to emphasize accuracy over speed (consistent with instructions
given in (Fitts 1954)) to achieve an error level of around 2 percent. Feedback on the actual
error percentage was given during the initial training session to help the participants adjust their
performance.
Each participant’s session lasted about one hour, starting with a thorough brief of the task
procedures and a short questionnaire about basic personal information. After completing the
task, each participant filled out a questionnaire about the experiment, and was also asked to
provide suggestions for improving the experiment. Each experiment included 16 different com-
binations of distances and tolerances, each repeated 12 times for non-training trials. All partici-
pants were first given 48 trials for training, to get acquainted with the task and the experimental
setup. The participants then performed 96 trials, followed by a five-minute break and 96 more
trials. The participants were also allowed to take short breaks in-between each trial as needed.
A.3 Experiment 2: Rotational Movements
Participants The participants were 13 students and staff of the University of Maryland, 5 male
and 8 female. None of the participants were included in the other two experiments in this study.
12 participants were right-handed and one left-handed. All were aged between 19 and 48, with
a mean of 23.5 years. There were 12 participants with corrected vision and 6 had previous
experience with 3D input devices.
Apparatus The participants worked with the same physical apparatus as used in experiment
1. For this experiment the hand-held sensor measured one rotational DOF only, the roll axis
of the hand-held sensor from the participant’s point of view, see Figure A.1. Thus, the task
required rotary movements mainly about the longitudinal axis of the forearm, similar to turning
a doorknob or using a standard screwdriver. No physical restriction was placed on the movement,
allowing the participants to use both fingers and wrist to produce the rotation. The measurements
from the sensor were used to update the angle of a cursor on the display. The apparent angle of
the cursor on the screen corresponded with that of the hand-held sensor.
Stimuli The stimuli presented on the display can be seen in Figure 2.6b. A cursor in the form
of a line on the display indicated the angle of the hand-held sensor held by the participant, as
described above. Two radial lines on the display were used to indicate the area from which each
trial should start, and two radial lines were used to indicate the area within which each trial
should finish. The angle between the center of the two areas (movement distance) and the angle
between the two lines representing an area (movement tolerance) were varied randomly.
Procedure The participants followed the same procedure as in experiment 1, except for the
type of movement performed. The rotational movements were clockwise for right-handed partic-
ipants. Left-handed participants used a mirror-image setup, performing the same forearm/finger
supination. The participants were instructed to keep the hand holding the sensor (the dominant
hand) off the table during movements to prevent obstruction.
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A.4 Experiment 3: Combined Movements
Participants The participants were 13 students and staff of the University of Maryland, 11
male and 2 female. None of the participants were included in the other two experiments in this
study. 12 participants were right-handed and one left-handed. All were aged between 18 and 32,
with a mean of 22.2 years. There were 12 participants with corrected vision and 9 had previous
experience with 3D input devices.
Apparatus The participants worked with the same physical apparatus as used in experiment 1
and 2. For this experiment the hand-held sensor measured 2 DOF only, the translational DOF
used in experiment 1 and the rotational DOF used in experiment 2. Thus the sensor measured
the left to right position relative to the display in front of the participant as well as the roll axis
of the hand-held sensor. These measurements were used to update the left to right position of a
translational cursor as well as the angle of a rotational cursor on the display. As for experiment
1 and 2, the apparent position and rotation of the respective cursors corresponded with that of
the hand-held sensor.
Stimuli The stimuli presented on the display can be seen in Figure 2.6c. A cursor in the form
of a disc indicated the left to right position, and a cursor in the form of a line indicated the
angle of the hand-held sensor held by the participant, as described above. The rotational axis of
the rotational cursor was kept centered at the position of the translational cursor at all times.
Thus the rotational tasks, including the radial lines representing the rotational start and finish
areas, moved with the translational cursor. This was done to reduce the eye movements needed
to coordinate the two tasks, and to provide a visualization of the combined movement that was
as similar as possible to the actual movements of the hand-held sensor. The movement distances
and tolerances were varied randomly.
Procedure The participants followed the same procedure as in experiment 1 and 2 except for
the type of movement performed. The translational movements were from left to right and the
rotational movements clockwise for right-handed participants. Left-handed participants used a
mirror-image setup, performing the same arm abduction and forearm/finger supination. The
participants were instructed to keep the hand holding the sensor (the dominant hand) off the
table during movements to prevent obstruction.
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144 B. List of Common Acronyms
ADL Activities of Daily Living. 1, 32–34, 127
AI Artificial Intelligence. 7, 8
DAC Distributed Adaptive Control. 57, 58, 76, 93, 133
DH Denavit-Hartenberg. 38, 40, 42–44, 49
DOF Degrees Of Freedom. 1, 2, 5, 7, 17, 19, 20, 22, 23, 29–31, 38, 40, 44–46, 48–55, 62, 71, 77,
81, 84, 91, 99, 102, 109, 133, 134, 140–142
ID Index of Difficulty. 19, 23–26, 29
MT Mean Time. 19, 29, 30, 63, 66, 72, 84, 85, 88
NN Neural Network. 7, 9, 57, 58, 60, 68, 71, 80, 81, 84, 87, 96–100, 103, 105–108, 110, 113–119,
122, 126, 127, 130
RMSE Root Mean Square Error. 101, 109, 122, 126
SDAC Shared Distributed Adaptive Control. 93, 121, 129–131
TOD Task-Oriented Design. 37, 38, 40, 52
UC3M Universidad Carlos III de Madrid. 45, 61, 69, 82, 86, 127
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