We investigate the average number of moves made by Quick Select (a variant of Quick Sort for finding order statistics) to find an element with a randomly selected rank. This kind of grand average provides smoothing over all individual cases of a specific fixed order statistic. The variance of the number of moves involves intricate dependencies, and we only give reasonably tight bounds.
The usual measure for the analysis of the algorithm is the number of comparisons it makes while sorting; see for example [5] and [4] . More recently interest emerged in the number of data moves (see [9] , where the average number of data moves in Quick Sort is analyzed).
Technical description.
To sort n distinct items residing in the array A [1 . . n], Quick Sort first chooses an element called the pivot and moves it to its correct and final position, say p. This is achieved by comparing the pivot to all the remaining n − 1 items. A certain number of moves and exchanges is consumed in the process, too. While pinning down a position for the pivot, the rest of the data is categorized into two groups. Those keys that are less than the pivot are moved to positions lower than p, and those that are greater or equal are moved to positions higher than p. After this partitioning stage, Quick Sort then twice invokes itself recursively on A[1 .. p − 1] and A[p + 1 .. n]. The boundary conditions are the very small arrays of size 0 (no data to sort) and size 1 (an array of size 1 is already sorted); in these cases no further recursion is necessary.
The adaptation of Quick Sort to deliver a certain order statistic m (the mth smallest data item) is straightforward. Once the pivot's position p is determined, we know whether m < p, m = p, or m > p. If m = p, the algorithm declares the pivot (now residing at position p) as the required mth order statistic and terminates its recursion. If m = p the algorithm chooses one side: If m < p the algorithm recursively seeks the mth order statistic in A[1 .. p − 1], and if m > p, the algorithm seeks the (m−p)th order statistic among the elements of A[p+1 .. n]. This (m−p)th element is of, course, ranked mth among the entire data set. Thus, only the segment containing the desired order statistic is searched and the other is truncated. Figure 1 is the formal algorithm in pseudo code. The code assumes the existence of a partition procedure (which we take in this note to be an implementation of Sedgewick's algorithm). The code is written to work on the general segment A [ .. u] in later stages of the recursion, and the initial call is, of course, for the whole array with = 1 and u = n. The code understands m through global transmission. The standard probability model on data is to assume the data to be n real numbers sampled from a common continuous probability distribution, or equivalently, their ranks form a random permutation of {1, . . ., n} (all n! permutations are equally likely); see [5] . Several partition algorithms can be employed. Among the most popular and well studied is Sedgewick's algorithm. The usual hypothesis on the partitioning process is that it produces subarrays following the random permutation model for subsequent recursive steps: If p is the final position of the pivot, then right after the first partitioning stage the relative ranks of A [1] [5] or [1] ). Sedgewick's algorithm is known to enjoy this important and desirable property. We shall assume it as the standard partition algorithm and will conduct our analysis for moves accordingly. Other partitioning algorithms may produce a different result.
For definiteness we recall Sedgewick's algorithm, and take the opportunity to draw the reader's attention to some subtilty concerning the data moves. In the special case = B the pivot is moved to its own position, and we interpret this as only one data move. This special case arises when the smallest element happens to be the pivot (p = ), in which case B travels all the way back to .
For more details see any standard textbook on algorithms, such as [12] , where issues like sentinel values, repeated data and sorted arrays in increasing and decreasing orders are discussed.
Expressed in terms of the harmonic number H n = n k=1 1/k, the main result of this note is the following. 
Theorem 1 Let
The rest of the extended abstract is devoted to the proof.
Analysis.
Let M (r) n be the number of comparisons made by Quick Select on a random input of size n to find the mth order statistic. This variable is easy to analyze for small fixed r. It is harder to analyze this variable for large values of r, such as when r = log n . Typically, the analysis for median is hardest (when r = 1 2 n ). Analyzing this number when m itself is random (chosen uniformly from {1, . . ., n}) provides a smoothing over all possible values of m. So, we let r be a random variable R n distributed like Uniform [1 . . n] (the discrete uniform random variable on the set {1, . . . , n}). This rank randomization introduces a smoothing operation over the easy and hard cases that makes the problem amenable to analysis. In this case we can use the simplified notation M n := M (Rn) n . One seeks a grand average of all averages, a grand variance of all variances and a grand (average) distribution of all distributions in the specific cases of m as a global measure over all possible order statistics. This smoothing technique was introduced in [8] , and was used successfully in [6] , and [11] . A generating function formulation for grand averaging is given in [10] .
Let P n be the landing position of the pivot. For a random permutation, P n is Uniform [1 .. n] . Right after the first round of partitioning, the pivot (now moved to position P n ) splits the array into two segments: A[1 .. P n −1] containing elements smaller than the pivot, and A[P n +1 .. n] containing elements larger than the pivot.
Let Y n be the number of data moves exercised by the first round of partitioning. We have a trichotomy:
where 1 E is the indicator function of the event E that assumes the value 1 when E occurs, and assume the value 0 otherwise, andM j is distributed like M j , and M j is independent of M k , for all j and k.
This yields a recurrence for the average
where symmetry is used to double the term containing the first indicator. By conditioning on P n and R n , we get
This recurrence equation can be solved by standard differencing techniques. We can difference a version of the equation in terms of (n − 1)
, and write a recurrence for
To find an explicit solution we need an exact expression for E[Y n ], which we determine next. Conditioned on the event that P n = p, we have the following argument. Suppose p ≥ 2. Initially, if i < p and i falls above position p in the array (with probability (n − p)/(n − 1)), i will be moved in the initial round, and 1 {i above p} accounts for one move. And, if i > p and i falls below or at position p in the array (with probability (p − 1)/(n − 1)), i will be moved in the initial round, and 1 {i below or at p} accounts for one move, and as mentioned above if p ≥ 2, there is an exchange at the end of a round of partition between the pivot at A[ ] and A [B] , adding two more data moves. Hence, for p ≥ 2,
The case p = 1 provides a boundary condition where the data moves behave differently. In this case, Sedgewick's algorithm discovers that the pivot is at its correct position, and only one move is made at the end (swapping the pivot with itself), which we count as one move. So,
We can now plug the expression for E[Y n ] in (2) and rewrite it in the iteratable form
The latter recurrence can be solved by standard methods and we find
where H n is the nth harmonic number n k=1 1/k. 
The variance.

