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ABSTRACT
MoViT is a distributed software suite for the emulation of mobile
wireless networks. MoViT provides researchers and developers
with a virtualized environment for developing and testing mobile
applications and protocols for any hardware and software platform
that can be virtualized. The distributed nature of MoViT allows for
the emulation of mobile networks of arbitrary size. Additionally,
the network connectivity is shaped transparently such that the con-
nectivity observed by each virtual node resembles that of a physical
mobile network. In this paper we present the MoViT architecture,
the models used to emulate the wireless channel, the details of our
initial implementation and, finally, the results of our evaluation re-
garding the scalability, realism, and versatility of MoViT . x
Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous; D.2.8
[Software Engineering]: Metrics—complexity measures, perfor-
mance measures
General Terms
Theory
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1. INTRODUCTION
The last few years have seen the emergence of new mobile appli-
cations and services including mobile navigation systems, intelli-
gent transportation systems, mobile marketing, mobile multimedia
communications, mobile social networks, and participatory sens-
ing.
What all those mobile services have in common is that they are
designed for large scale deployments. To support the development
and the evaluation of such applications we built MoViT: the Mo-
bile network Virtualized Testbed. Our goal is to enable the devel-
opment and evaluation of protocols and applications on large scale
mobile networks yet retaining hardware and software realism. In
MoViT nodes are virtualized and the network characteristics are
carefully modeled in realtime. Each virtual appliance runs actual
applications, on a real operating system and network stack. MoViT
replicates all the necessary modeling details (mobility, network pa-
rameters, urban constraints, etc.) in order to provide a realistic
yet fully controllable playground on which to develop and evalu-
ate applications for the mobile environment. MoViT captures the
system constraints of an actual deployment without the hardware
costs, the uncertainties, and time associated with repeated actual
experiments. Protocols and applications developed using MoViT
can be seamlessly ported to real devices. MoViT is scalable and,
according to the number of emulated nodes, it can be run on a small
server farm or on a large server cloud. Our long term goal is to pro-
vide a scalable tool that can potentially run mobile services and
applications to serve a wide and diverse community.
In this paper we describe MoViT’s architecture as a general em-
ulation system for mobile networks; we present the implementation
details of MoViT including the mechanisms for the mobility man-
agement and the channel emulation. In this first implementation of
MoViT we modeled the mobility and the channel to reflect those of
a Vehicular Ad Hoc Network (VANET). Results show that MoViT
accurately reflects real world behavior and can scale to hundreds of
emulated nodes.
3
2. RELATED WORK
In the last years various attempts to build mobile networks testbed
and emulators have been made. However, very few large-scale mo-
bile network testbeds have been built to date, mainly because of
prohibitive deployment and maintenance costs. Among them, we
can mention the commuter bus network DIESEL-Net operated by
the University of Massachusetts at Amherst, which has led the field
in delay tolerant experiments [9]; the UCLA C-VeT designed for
passenger vehicles and streaming applications [11] and the Orbit
testbed that features 400 nodes all located in a large room [19]
enabling the detailed evaluation of various wireless technologies.
However, most testbeds are either still too small in size (few tens
of nodes) or do not entail node mobility to yield conclusive results
about real world performance of mobile applications and protocols.
To overcome these limitations, a variety of hybrid simulation
tools and wireless emulators have been developed which include
real hardware and which enhance modeling realism with respect to
simulation. TWINE [23] and its evolution WHYNET [16] are mo-
bile networks hybrid emulators. They integrate simulation, emula-
tion and real hardware. The TWINE system is designed to aggre-
gate all the approaches, but it doesn’t overcome the limits related
to actual testbeds. MoViT is designed to be scalable and enable
experiments with a large number of nodes. QOMET [7] is a multi-
purpose wireless emulator able to provide an environment flexible
and highly scalable. However, QOMET provides limited mobil-
ity modeling and lacks dynamic link layer modeling as the user
has to statically define bandwidth limitations, delays and packet
loss. MoViT provides realistic channel modeling that is dynami-
cally computed as the experiment is being performed. Another ex-
ample is Emulab and its mobile extension [15]. Emulab reproduces
mobility by physically controlling the movement of real robots in a
limited environment. Emulab’s approach is more realistic as com-
munications happen on a real wireless channel. However, the kind
of scenarios that can be reproduced is extremely limited and bound
to the actual testbed hardware. In NRL Mobile Network Emulator
(MNE) [17] each node requires a real PC and runs under Linux.
The network connectivity is emulated using iptables and the mo-
bility is emulated through a synthetic GPS that provides the nodes
with their current position. The system shapes the network con-
nectivity through changes of iptables rules according to propaga-
tion and mobility models. MoViT uses virtual machines to emulate
the network nodes and thus it is OS independent. Furthermore the
mobility is accurately reproduced through a microscopic mobility
simulator. Finally, MoViT has the ability to scale to large network
sizes with very limited costs as the nodes are virtual machines and
not actual PCs.
3. THE EXPERIMENTAL PLATFORM
The general functionality of MoViT is summarized in Figure 1.
MoViT is a distributed system that runs on several physical ma-
chines called hosts. Every host has two physical network inter-
faces connected to two separated networks: the experimental net-
work and the control network. The experimental network is the one
that emulates the behavior of a mobile network. Each host runs a
set of virtual machines which represent network nodes. Each of
these virtual machines is mapped onto one of the nodes participat-
ing in the emulated network. MoViT reproduces the connectivity
of the emulated network in the experimental network by filtering
the packet flows between virtual machine pairs. If the emulated
network is mobile, its connectivity will change consistently over
time and therefore the corresponding connectivity among virtual
machines onto the experimental network. To follow these dynamic
changes, information regarding the connectivity of the emulated
network needs to be distributed to all hosts. The control network
facilitates this purpose and, in addition, allows unrestricted access
to the virtual machines. Thus, MoViT provides a fully controllable
set of virtual nodes whose connectivity is evolving over time ac-
cording to the connectivity of an emulated network. The timely
distribution of connectivity data is managed by the experiment
controller through the control network. The experiment controller
is a collection of centralized and distributed software components
that in addition to distributing connectivity data also manages the
execution of experiments. In the following sections we describe in
detail each component of MoViT .
3.1 Experiment Controller
The experiment controller manages all functionalities necessary
for the execution of an experiment. These functionalities include
the instantiation of virtual machines, the initialization of experi-
mental applications, the distribution of mobility data and the col-
lection of experimental results.
The experiment controller is in charge of generating the mobility
data, contextualizing it to the environment where the experiment
is run and redistributing it among the hosts. In particular, the ex-
periment controller will produce subsequent snapshots of mobility
taken at periodic intervals. Mobility is either simulated or repro-
duced from a pre-recorded trace, not contextualized to a specific
period of time. Given the distributed nature of MoViT, sufficient
time between the generation of a mobility snapshot and its actual
emulation on the experimental network must be allowed for the
data to be transferred to all participating hosts. Thus, each mobility
snapshot is assigned an application time (in the future) in which
the network connectivity corresponding to the mobility snapshot
will be emulated on the experimental network. For example, let
us assume that the mobility consists of snapshots of mobility taken
at each second. The first snapshot will be assigned an applica-
tion time that corresponds to the time at which the experiment will
start; all following snapshots will be assigned increasing applica-
tion times one second apart. As previously discussed, each MoViT
virtual machine is a node in the emulated network. The experi-
ment controller keeps track of the correspondence between the IDs
of emulated nodes and the IDs of the virtual machines, ensuring
consistency throughout the experiments.
A MoViT experiment is generally broken into three parts: instan-
tiation, the actual experiment, and the collection and evaluation of
results. To perform these tasks we chose to use the well known Or-
bit Control and Management Framework (OMF), as it has already
been proven stable and very versatile [1]. OMF is a very portable
framework, the modifications to OMF necessary to integrate with
MoViT are minor. The initialization of experiments consists of: an
assessment of the resources required by the experiment (hosts and
virtual machines), the instantiation of those resources and, finally,
the bootstrap of the distributed emulation software. OMF, through
the control network, executes experimental applications on virtual
machines and, finally, collects the results at the end of the experi-
ment. OMF-enabled application offer the possibility of collecting
experimental results as the experiment is being performed, enabling
the visualization of live charts.
3.2 Host Configuration
On each host runs a set of Virtual Machines (VMs) that rep-
resent network nodes. The VMs could be run using any virtual-
ization technique, in our implementation we use the Kernel-based
Virtual Machine (KVM) for Linux solution [4]. Figure 2 presents
the architecture of each host software configuration. The inter-
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Figure 1: MoViT Functionality Block Diagram.
nal network configuration between Hosts and VMs is similar to
the one explained in [1] due to the usage of OMF. On each host
the Connectivity Manager shapes the connectivity among VMs.
The shaping of connectivity is performed by a specific component
called Network Shaper that filters packets between VMs applying
drop rates and delays according to the connectivity rules generated
by the Channel Module. The channel module generates connec-
tivity rules based on the mobility data generated by the experiment
controller.
Figure 2: Host Functionality Block Diagram.
3.3 Connectivity Manager
The connectivity manager is in charge of shaping the network
connectivity among the VMs. This reshaping is possible through
the filtering of packet flows between all source and destination
pairs. This filtering is made possible by applying artificial drop
rates and additional delays (i.e. connectivity rules) on a per packet
basis. The drop rate and delay need to be dynamically modified
according to the network topology that needs to be reproduced. To
allow the emulation of several channel models, we decided to split
the connectivity manager into two separate components: a channel
module and a network shaper. The channel module is in charge
of producing the connectivity rules related to the mobility and the
Network Shaper handles the reshaping of the network through the
filtering of packet flows.
3.3.1 Channel Module
In order to shape the network connectivity among the network
nodes (i.e. virtual machines), connectivity rules need to be present
on each host participating in the experiment. The connectivity rules
consist of drop rates and additional delays to be applied to packet
flows between each source and destination pair. The drop rate and
delay experienced on a wireless link between two nodes depend
on the path loss, the number of nodes contending for the channel
and on interference. External interference cannot be directly com-
puted and needs to be approximated through the use of statistical
models. Conversely, path loss, co-channel interference and channel
contention can be directly inferred from the mobility of nodes with
regards to the environment they are moving in.
MoViT decentralizes the computation of the connectivity rules
by running an instance of the channel module onto each host. To
achieve this decentralization, the mobility data needs to be dis-
tributed to all hosts. The optimal solution for the distribution of
data to multiple hosts would be a multicast tree. However, network
layer multicast is not supported on all network technologies. There-
fore, we decided to implement an application layer multicast tree
among the channel modules running on the hosts. The mobility
data generated by the experiment controller is transferred only to
the first level of the tree. At each level of the tree all channel mod-
ules will forward the data to the underlying level, until all channel
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modules are reached. A detailed evaluation of the performance of
the tree structure is reported in Section 5.1.1.
3.3.2 Network Shaper
Overview. To the best of our knowledge there is no existing tool
that implements all the features needed to efficiently reproduce the
connectivity of a dynamically changing network topology. Hence,
we need a new tool able to enforce per packet and dynamic fil-
tering of packet flows at the data-link layer and that can perform
the change of large amounts of connectivity rules efficiently. We
chose to replicate the structure of the well known NETwork Emu-
lation tool for linux, netem. We implemented a kernel module that
can be associated to a Queueing Discipline (QDisc) [6]. QDiscs
allow the module to enforce filtering policies inside the kernel, be-
tween device drivers and the network stack. Figure 3 presents the
architecture of the proposed filtering solution which we will refer
to as the Network Shaper. The kernel module is associated with
a user-space application, called Rule Switcher, used to retrieve the
connectivity rules from the channel module.
Figure 3: Architecture of Network Shaper and interaction with
channel module.
Filtering Solution. Shaping the network requires a system archi-
tecture that is able to take control of all the network traffic gen-
erated by the VMs on the experimental interface. This kind of
granularity can be achieved through the use of the QDisc system
implemented in the Linux kernel. By registering Network Shaper
as a queueing policy onto the QDiscs that manage the experimental
interfaces of all VMs, we force all network traffic generated and in-
coming to be processed by it. This placement of the module allows
the filtering to happen at the lowest possible layer right before the
packets are actually passed to the physical interface. In addition, as
detailed in the next paragraphs, the use of QDiscs allows MoViT to
enforce a filtering policy that is transparent from inside the VMs,
providing a reduced connectivity, reproducing what would be ex-
perienced by a real node in a real network.
Figure 4 summarizes the flow of packets between VMs on the
same host and on different hosts. All the virtual interfaces and
Figure 4: Packet flow among virtual machines running on the
same host or on different hosts.
the physical experimental interface are linked through the experi-
mental bridge. Each network interface in the host, either virtual or
physical, has its own QDisc system linked to both its incoming and
outgoing packet buffers. Network Shaper is registered to the out-
going buffer for the following reasons: filtering outgoing packets
minimizes the amount of useless traffic traversing the network; the
VMs perspective of the network is consistent and coherent with the
experienced connectivity; the filtering of broadcast packets can still
be performed at the destination.
Packet processing. The QDisc system calls the Network Shaper
in two separate cases: when a packet is generated by the network
stack and when the device driver is ready to send a packet.These
two cases are handled by the Network Shaper through two sepa-
rate functions, enqueue and dequeue respectively. The enqueue
function receives a packet from the network stack and according
to the connectivity rules it will decide if it has to be dropped or
for how long it needs to be delayed. If the packet is not dropped,
it is assigned a time_ to_send based on the assigned delay. The
packet will then be stored in a the Network Shaper’s internal prior-
ity queue, for which the priority is determined by the time_ to_send.
When the dequeue function is called, the Network Shaper will de-
termine whether there is any packet in the queue for which the
time_ to_send timeout has expired. In such case it will return the
packet to the QDisc system to be sent to the device driver. This
simple queuing solution allows for accurate delays without the use
of timers. Figure 4 shows the different points (green tear drops) at
which the Network Shaper is registered in the network; following
the flow of packets, we observe that in some cases the same packet
can traverse the Network Shaper more than once. Consequently, the
enqueue function must determine at which point of the network the
packet is being processed. Together with the broadcast and unicast
classification, in Table 1 we define four classes of packets that will
be processed differently.
External Internal
Broadcast No delay applied.
Further processing at
the destination
Delayed or dropped
according to connec-
tivity rule
Unicast Delayed or dropped
according to connec-
tivity rule
Double rule check at
source and destination
1
.
Table 1: Packets classification inside the Network Shaper.
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The reshaping of the network requires processing each single
packet traversing the network. To avoid the Network Shaper be-
coming the bottleneck of the network, the processing of each packet
must be as fast as possible. Hence, the number of operations needed
to retrieve and apply a connectivity rule (drop rate and delay) must
be minimized.
Rule Retrieval. The rules for a given VM interface are retrieved
using an index. The selection of index always implies a trade-off
between memory usage and access time. For this, the best choice
is a hash table. To avoid the memory waste due to the usage of
generic hash tables, the rules are stored using consistent hashing.
For simplicity, since we have control on the VM ethernet interfaces,
we assign the virtual machines MAC addresses and we use the last
four bytes if it as index for the connectivity rule table.
Rule Application. To reduce the rule application time, we also
introduce a tabulation of the drop rate and delays to be applied. To
keep the Network Shaper’s filtering policy independent from the
channel model we want to reproduce, these tables are an input of
the Network Shaper together with the connectivity rules. In order to
account for the different behavior of broadcast and unicast packets,
the Network Shaper takes as an input a double set of tables.
Drop rate, delay average and delay variance are stored in a bi-
dimensional table for which the row index represents the connec-
tivity status (e.g. the path loss) and the column index represents
the packet length. A Connectivity Rule, between source and des-
tination, is then composed of a set of three table row indexes rep-
resenting the related drop rate, delay average and delay variance.
Delegating the definition of the drop, delay average and variance
to the channel module allows the Network Shaper to be completely
independent from the channel model used to reproduce the connec-
tivity. In order to provide the possibility to account for fast fading,
an additional random process can be taken as input and added to the
drop rate row index; in our experiments, for example, this random
process was a Rayleigh distributed random variable [18].
The application of a connectivity rule involves only a series of
memory lookups making it a very fast and efficient process.
Rule Set Switch. Each mobility snapshot is assigned an applica-
tion time that defines the time when the resulting connectivity rules
set must be transferred simultaneously to all the Network Shaper
instances. This synchronization (in the order of milliseconds) is
achieved through the use of the Network Time Protocol (NTP) [5],
so that the transfer of the connectivity rules set is triggered on all
hosts approximately at the same time. The switch between two
subsequent set of rules must be a very efficient process which exe-
cution time is as much as possible independent on external factors
(e.g. machine or network load). In additionthe transition time from
a rule set to another is negligible with regards to network delays (in
the order of microseconds). For these reasons the rule set switch
process is performed by a specific application, Rule Switcher, run-
ning in user space, that obtains the connectivity rules from the chan-
nel module and passes them to the Network Shaper. This solution
allows the implementation of the rule switcher to be independent
from the channel module, allowing the use of different propagation
models if needed.
To perform the transfer of the rules to the Network Shaper, we
use a standard communication method between user and kernel
1This double check also allows the Network Shaper to keep out
of the VM interfaces network traffic that is not generated on the
experimental network.
space: a Netlink socket. As the size of the “emulated” network
increases the size of each rule set increases as well. In order to pro-
vide scalability and reduce the load on the network stack, only the
location (a pointer to memory) and size of the rules set are trans-
ferred to the Network Shaper that will perform a simple unbuffered
copy of the rules.
4. MoViT FOR VANET
Thus far we have described the functionality of MoViT as a gen-
eral emulation system. The communication among all the previ-
ously described software modules follows a well defined protocol,
allowing for the substitution of each of them. This allows for the
use of different channel models on different network interfaces, en-
abling the emulation of hybrid networks in which nodes have mul-
tiple wireless interfaces (e.g. WiFi and cellular connectivity).
We focused our implementation of MoViT on the emulation of
Vehicular Ad hoc Networks (VANETs). However, MoViT’s archi-
tecture can be used to emulate any kind of mobile network.
4.1 Mobility Generation
Mobility is the main contributor of the network topology changes
in vehicular networks. Mobility determines the topology character-
istics and most of the topology dynamics that are peculiar of vehic-
ular networks. MoViT offers the possibility to reproduce mobility
starting from recorded vehicular traces, or to simulate it in real time
from predefined end to end requirements using the Simulation of
Urban MObility simulator (SUMO) [13]. SUMO allows the sim-
ulation of thousands of vehicles in real time. In addition, SUMO
allows the dynamic control of the simulation through the Traffic
Control Interface (TraCI) [21]. TraCI provides control of simu-
lated vehicles as the simulation is being performed. This detailed
control enables the evaluation of a multitude of applications related
to vehicular safety or Intelligent Transportation Systems (ITS) such
as alert distribution or closed-loop traffic optimization.
4.2 Connectivity Modeling
The Network Shaper allows the application of drop rates and
additional delays to packet flows according to a set of connectivity
rules. As described in section 3.3 the connectivity rules consist of
row indexes of tables. The tables contain the actual values of drop
rate and additional delay to be applied. In the following paragraphs
we describe in detail the models we employed for the reproduction
of the behavior of a VANET.
Packer Error Rate. The Packet Error Rate (PER) in wireless sce-
narios is a function of the Bit Error Rate (BER) and of the length
of the packet and can be expressed by the following expression:
PER = 1− (1−BER)Nb (1)
where Nb is the length of the packet in bits. The BER for IEEE802.11
networks can be computed with the following expression, as pro-
posed in [3]:
BER = Q(
√
11−SNR) (2)
where SNR represents the Signal to Noise Ratio. The SNR that is
derived from the signal path attenuation computed using the COR-
NER propagation model [14]. CORNER is a realistic propaga-
tion model for urban scenarios that takes into account the presence
of propagation obstacles in the surrounding environment. We use
the PER of equation 1 for broadcast packets, instead for unicast
packets we compute a separate table. Indeed, unicast packets in
IEEE802.11 employ the use of ACK and subsequent retransmis-
sions in case of failure, therefore the drop rate is computed as a
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function of the maximum number of allowed retransmissions. The
PER for unicast packets can be approximated by the following ex-
pression:
PERunicast = 1−
rmax−1∑
i=0
(PER)i(1−PER) (3)
where rmax is the maximum number of retransmission specified by
the IEEE802.11 standard.
Packet Delay. In wireless networks, the delay experienced by each
packet is the sum of two components, the transmission delay dt and
the channel delay dc:
d = dt +dc (4)
The transmission delay dt can be deterministically computed given
the transmission rate. The channel delay dc however can only be
statistically modeled. We approximate the distribution of dc to a
normal distribution:
dc = N
(
dc,
dc
2
)
(5)
where dc is the average of the channel delay. As previously men-
tioned, in IEEE802.11 unicast packets can be retransmitted, whereas
broadcast packets can not. For this reason the dc has a different ex-
pression according to the kind of packet:
dc = da, broadcast
dc = da +dr , unicast
where da is the access delay, and dr is the retransmission delay.
da represents the delay experienced by a node to perform the
random access to the wireless channel. To approximate this delay
we use Bianchi’s model [8], that is one of the most credited and
accurate found in literature:
da = σ
1−PT X
PSPTX
+TC
(
1
PS
−1
)
(6)
PTX = 1− (1− τ)n (7)
PS =
nτ(1− τ)n−1
1− (1− τ)n (8)
TC =
packet length
γ (9)
where τ is a parameter that represents the portion of time in which
the channel is busy, σ is defined bi the standard (DIFS = 50 µs) [22]
and n is the number of nodes contending for the channel at the time
of transmission, that we approximate to the number of neighbors
computed using the CORNER model. Then according to Bianchi’s
model da is a function of τ, the number of neighbors and the packet
length.
The average retransmission delay for unicast packets is a func-
tion of the PER and therefore of the SNR. dr can be represented as
follows:
dr =
rmax∑
r=1
(PER)rdt (10)
5. EXPERIMENTAL EVALUATION
In this section we present the results of our evaluation campaign
aimed at highlighting the scalability, realism and versatility of the
proposed system.
5.1 Scalability
5.1.1 Mobility data distribution
In order to assess the scalability of the mobility data distribution
architecture described in Section 3.3.1 we performed a large scale
experiment on the Amazon Elastic Compute Cloud (EC2) [20]. We
employed 101 server instances, one running the experiment con-
troller and the remaining one hundred running the channel module.
As described in Section 3.3.1, the channel modules are organized
in a structured tree in order to ensure the timely distribution of the
mobility data. With this experiment we investigate the delay in
the distribution of each mobility snapshot for three different tree
configurations, reported in Table 5.1.1 . Each tree configuration is
obtained by fixing the maximum number of possible children in the
tree for each channel module. A higher number of children results
in a higher overhead for the channel module, but also in a smaller
delay in the overall distribution of mobility data.
Number Max Number of Number of
of hosts children tree levels
100 2 6
100 3 4
100 10 2
Table 2: Large scale cloud experiment: tree configuration.
For this experiment we simulated a 4× 4 Km urban area using
SUMO, with 700 active vehicles at all times. It is remarkable that
SUMO was able to simulate one second of mobility on average in
8ms. In our implementation, each vehicle is represented by an in-
teger identification number and two double precision floating point
representing latitude and longitude, for a total of 20 bytes per ve-
hicle. The total size of a mobility snapshot is then approximately
14KB. We then measure the delays between the generation of a
mobility snapshot and the time in which the connectivity rules have
been computed by the propagation module and, therefore, ready to
be applied. For simplicity, Figure 5 shows the cumulative distri-
bution cut at the 99th percentile. The maximum delays measured
for 2, 3 and 10 maximum children configurations are 960, 970 and
820 milliseconds respectively (with an occurrence rate of ∼ 10−5).
We observe that for all three configurations more than 99% of the
mobility snapshots are received within 300ms. However, the con-
figurations with 3 and 10 number of children obtain better results
as 90% of the delays are below 50ms. Considering the additional
load on each propagation module caused by the service of a higher
number of children, we can select the 3 maximum children config-
uration as the best trade-off. With this configuration none of the
measured delays was above 1 second. In Section 3.1 we discussed
the requirement of allowing a certain time period between the gen-
eration of a mobility snapshot and its actual application time on the
emulated network. These results provide us with the lower bound
of 1 second for this requirement. Such a short interval between
the generation of mobility and its actual emulation enables a wide
range of applications that require the closed-loop interaction be-
tween network nodes and the mobility simulator. An example of
such applications is vehicular traffic flow optimization, for which
vehicles need to be rerouted reacting to some sensed or advertised
event, such as accidents or traffic jams.
5.1.2 Network Shaper
The introduction of a kernel module that processes all packets
traversing the system inevitably introduces some overhead. In this
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Figure 5: Cumulative distribution function of the mobility data
distribution delay for different tree configurations.
section we investigate the amount of overhead introduced by the
Network Shaper . We performed an experiment employing a sin-
gle host machine running up to 50 virtual machines at the same
time. We then periodically generate bursts of 5 broadcast packets
and measure the processing delay introduced by the kernel module.
It is important to understand that a single broadcast packet, in such
an environment, is transformed to multiple duplicate packets, re-
sulting in many simultaneous calls of the kernel module enqueue
function. We observe that the average processing delay is in the
order of tens on nanoseconds, independent of the number of VMs
running on the host. We observe a considerable spike in the max-
imum processing delay when the host is running between 20 and
30 VMs. This spike is due to the bursty overload of the host sys-
tem which has to handle a large amount of events at the same time.
Nonetheless, the maximum processing time, always smaller than
10µs, is still negligible with regards to regular packet processing
delays which are in the order of milliseconds.
Remarks. We successfully tested the emulation of up to 50 VMs
on a single host machine and showed that our filtering solution in-
troduces a negligible overhead; we showed the scalability of the
emulation data distribution up to a 100 host machines. These re-
sults suggest that MoViT could easily scale to several hundreds
of emulated nodes. The scalability is then bound to the hardware
availability.
5.2 Realism
To assess the level of realism that is obtainable using MoViT,
we performed a small scale experiment with real nodes and real
cars and we then reproduced it with MoViT. We placed four fixed
nodes at the four corners of the engineering school building on our
campus. The resulting rectangle is approximately 60 meters wide
(East-West) and approximately 50 meters in length (North-South).
Each fixed node is in line of sight with the nodes placed at neighbor-
ing corners and therefore connected to them. The building blocks
diagonal connections, and thus nodes placed at opposite corners
cannot directly communicate with each other. The fixed nodes an-
tennas are placed on top of a 1.5 meter stand to ensure good signal
propagation. In addition we had one mobile node, placed on vehi-
cle that drove around the perimeter of the building. The mobile’s
node antenna is placed on the rooftop of the car to avoid interfer-
ence due to the car’s metal frame. All nodes are equipped with a
IEEE802.11b/g wireless card, a 8 dB gain omnidirectional antenna
and a GPS sensor.
Each node runs a mactrace tool that periodically (every 250 ms)
broadcasts hello messages, containing position and timestamp in-
formation. These hello messages are generated directly at layer 2
using Unix raw sockets. This solution avoids the intrinsic delays
introduced by higher network layers (e.g. IP and UDP). Each node
keeps a table storing its current neighbors together along with the
time the last packet was received from that neighbor. Upon receiv-
ing a mactrace hello message, each node will update its neighbor ta-
ble (i.e. add the message sender to the table if it was not present be-
fore or update the time this neighbor was last seen). Gathering the
mactrace logs from all the nodes, we are able to construct the net-
work connectivity matrix over time for further investigations. Each
node is running the latest available release (0.6.0) of the olsrd
daemon for Linux that implements the well known Optimized Link
State Routing (OLSR) [12]. We set the parameters for OLSR as
reported in table 3.
Hello message interval 500ms
Hello message validaty time 1secs
Topology control (TC) message interval 1sec
Topology control (TC) message validity 2sec
Table 3: OLSR Parameters.
We evaluated the performance of a UDP constant bit rate trans-
fer from the mobile node to one of the fixed nodes. The UDP traf-
fic consisted of 20 bytes packets generated every 100 ms. Using
the logs from the mactrace tool, we can reconstruct the network
topology matrix over time. With this matrix, we can infer, at any
given time, if any two nodes are connected. By running the Dijk-
stra shortest path algorithm, we can obtain the optimal hop count
which is defined as the shortest hop count from the mobile sender
to the fixed receiver.
Using the GPS traces recorded during the real test we reproduced
the same experiment using MoViT. Since network nodes in MoViT
are virtual machines, we were able to use the same software con-
figuration used in the real test; we used the same mactrace appli-
cation, the same version of the olsrd daemon and the same UDP
traffic generator.
Figure 6 shows the results of this experiments. In particular Fig-
ure 6(a) shows the optimal hop count as a function of time for both
the real world experiment and for the emulated experiment. We ob-
serve that the hop distance between sender and receiver alternates
between 1 and 2 hops, as expected. In addition, we can observe
that the real and emulated optimal hop count match almost exactly.
Figure 6(b) shows the number of packets received per second
by the fixed receiver as a function of time. We can observe the
alternation of periods of good throughput with periods of low and
unstable throughput. One would expect the throughput to collapse
at the moment the topology changes and then pick up as soon as
the routing recognizes the topology change. However, we observe
that as long as the nodes are 2 hops apart the throughput is low
and unstable.This surprising result has a simple explanation. The
olsrd daemon implements the routing by modifying the routing
table of the operating system (OS), adding the one hop neighbors
as default gateways for all destinations. This solution is suitable for
static or slowly evolving topologies and unsuitable for fast evolving
topologies such as those of VANETs. In fact, the loss of one hello
packet may potentially result in a change in the routing table. Such
frequent changes in the OS routing table often will cause the loss
of packets that are already in the buffer.
Figure 6(c) shows the UDP throughput as a function of time for
the test repeated on MoViT. We can observe that the results ob-
tained with MoViT are consistent with the results obtained in the
real tests, as expected. The results do not match exactly due to the
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Figure 6: Comparison between real and emulated experiment.
impossibility of reproducing external interference, nonetheless the
general behavior is correctly reproduced.
5.3 Versatility
This section aims at presenting the versatility of MoViT in terms
of protocols and applications that can be developed and tested on
it. We show the results of two experiments that we believe to be
representative examples.
As a first example we picked the emulation of a Vehicular Ad
Hoc Network (VANET). We generated the vehicular mobility using
SUMO in a 800×800 meters square of a residential area of a large
US city. The mobility is composed of 100 vehicles which remain
in the area at all times. To achieve this, when a vehicle hits the
boundary it is rerouted to a random destination on the boundary.
We activate an increasing number of network nodes, up to 64, onto
corresponding VMs. The VMs are evenly distributed on two host
servers. An additional server is used for the experiment controller,
for a total number of three servers. We tested the behavior of a
simple content distribution application: a randomly picked vehicle
initiates the periodic, every 200ms, broadcast of a 1072 bytes UDP
packet which is again periodically re-broadcasted by all vehicles
that receive it. Figure 7 show the average portion of vehicles that
received the content after one minute as a function of network size,
with error bars representing minimum and maximum. We observe
that for a network size of 32 nodes we obtain full distribution on
all runs. Regardless of the actual result, this experiment shows that
with as little as three servers we can emulate a 64 node VANET,
evaluating the functionality of an application that can be directly
ported to real machines.
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Figure 7: Content distribution evaluation: portion of vehicles
with content after one minute.
As a second example we emulated the connection of a wireless
device to a fixed wireless router. We emulate the mobile node mov-
ing alternatively closer and further from the router. Therefore, the
wireless signal strength periodically fluctuates, we fixed this period
to be 120 seconds. The wireless mobile node initiates the download
of a YouTube [10] video using the Video LAN Client (VLC) [2].
Figure 8 presents the data throughput measured by VLC as a func-
tion of time. We observe that the fluctuations of the signal strength
result in corresponding fluctuation of the throughput. Although the
results of this experiment are noteworthy, the most unique aspect
of this experiment is the fact that we were able to use a real world
application to interact with an Internet resource.
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Figure 8: VLC throughput for the download of a YouTube
video through an unstable wireless link.
Remarks. We showed that MoViT can easily emulate large net-
works while requiring only a small amount of resources. In addi-
tion, MoViT’s emulated nodes can use the real world implemen-
tation of applications without having to model their behavior. Fi-
nally, MoViT enables the interaction with resources on the internet
opening the door for the test and development of a wide range of
applications and protocols.
6. CONCLUSIONS
In this paper we introduced MoViT, a distributed software plat-
form for the emulation of mobile wireless networks. Through the
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use of virtual machines MoViT provides the user with a sand-boxed
environment in which nearly any hardware or software platform
can be reproduced. MoViT emulates the connectivity of a mobile
network by shaping the network among the virtual machines ac-
cording to prerecorded or simulated mobility. Our experimental
evaluation has shown that MoViT is highly scalable and is in-line
with reality. We showed that MoViT allows for the development
and testing of real network applications and protocols and for the
interaction with real world resources located anywhere on the In-
ternet. Finally, we showed how slight modifications of the MoViT
architecture allow for the emulation of virtually any kind of mobile
network.
The VANET implementation of MoViT will be made accessible
as an on-demand service, allowing researchers around the world to
run large scale virtualized mobile experiments. In addition, MoViT’s
software will be made available to the research community, there-
fore, in the future, several instances of MoViT could be intercon-
nected through the internet leading to a global scale mobile network
testbed.
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