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Abstract
Wind Turbine Generators (WTGs) are sophisticated devices whose detailed dynamic be-
havior requires an expressive amount of parameters and states to be modeled. This con-
stitutes a major drawback for transient stability studies, as the detailed modeling of a
wind farm would demand an immense computational simulation time. In this context,
efforts were conducted towards the development of simplified and generic WTG models
suitable for transient stability studies.
This work details the implementation of the Western Electricity Coordinating Council
(WECC) second generation of Type-3 and Type-4 WTGs generic models in the Power
System Toolbox (PST), a MATLAB-package designed for stability studies. Motivations
and general characteristics of generic models for dynamic studies are further presented.
The historical background regarding the development of WECC second generation generic
models is briefly discussed in order to contextualize the reader.
This dissertation continues with the description of differential-algebraic equations (DAEs)
that describe the implemented second generation models. Such equations are deduced from
the block diagram structure of the models, also provided in this document. Furthermore,
the linearized models are derived from the DAEs equations also presented in this work. In
addition, details regarding the implementation in the PST of the WTGs models addressed
in this work are presented.
Transient stability analysis and small signal analysis are performed in the Type-3 and
Type-4 generic models developed in this research to assess the performance of such models.
For this reason, details regarding the implementation in the PST of time-domain and linear
analysis simulations are also discussed. Comparative results between simulations in PST
and simulation in other commercial tools, namely the Siemens PSSE, are presented in
order to validate the implemented models. A single-machine-infinite-bus (SMIB) system
is chosen as test-system. Similar results between PST and PSSE were obtained from the
comparative simulations. Additionally, a wide variety of control philosophies and models’
parameters are evaluated using non-linear and linear analysis. It is observed that the
transient behaviour of the system may be influenced by the enabled control strategy. Key
parameters related to each control philosophy are evaluated using linear analysis.
The main contributions of this research are: a) to present the DAEs that describe the mod-
ular structure of second generation Type-3 and Type-4 generic models and the interface
between the machine and the network; b) to exhibit a clear approach for implementing
the models in PST; c) to perform transient analysis and small-signal analysis in PST.
Keywords: power system dynamics; wind turbine generator generic models; wind energy
integration.
Resumo
Turbinas eólicas (WTGs) são equipamentos sofisticados cujo comportamento dinâmico
detalhado requer uma grande quantidade de parâmetros e estados para ser modelado.
Isto constitui um grande problema para estudos de estabilidade transitória, uma vez que
a modelagem detalhada de um parque eólico demandaria um enorme esforço computaci-
onal. Neste contexto, foram conduzidos muitos esforços no desenvolvimento de modelos
simplificados e genéricos de turbinas eólicas adequados para estudos de estabilidade tran-
sitória.
Este trabalho detalha a implementação da segunda geração de modelos genéricos de turbi-
nas eólicas Tipo-3 e Tipo-4 desenvolvidos pelo Conselho Coordenador de Eletricidade do
Oeste (WECC) no Power System Toolbox (PST), um pacote de simulação em MATLAB
desenvolvido para estudos dinâmicos. Motivações e características gerais para os modelos
de segunda geração para estudos dinâmicos são apresentados adiante. O contexto histó-
rico referente ao desenvolvimento dos modelos de segunda geração também é brevemente
discutido com o objetivo de contextualizar o leitor.
Esta dissertação continua com a descrição das equações algébrico-diferenciais (EADs) que
descrevem os modelos de segunda geração implementados. Tais equações são deduzidas
a partir dos diagramas de blocos dos modelos, também fornecidos neste documento. Os
modelos linearizados dos modelos genéricos são deduzidos a partir das EADs também
apresentadas neste trabalho. Além disso, detalhes referentes à implementação no PST
dos modelos genéricos implementados neste trabalho são abordados.
São executadas análise de estabilidade transitória e análise de pequenos sinais nos modelos
Tipo-3 e Tipo-4 implementados com o objetivo de verificar seus desempenhos. Por esta
razão, detalhes referentes à implementação no PST de simulações no domínio do tempo
e análise linear também são apresentados.
Resultados comparativos entre simulações no PST e simulações em outras ferramentas
computacionais, nominalmente o Siemens PSSE, são apresentados com o objetivo de va-
lidar os modelos implementados. Escolheu-se como sistema teste um sistema do tipo
gerador-barra infinita (SMIB). Resultados aceitáveis foram obtidos das simulações com-
parativas. Adicionalmente, uma ampla variedade de estratégias de controle e parâmetros
dos modelos são avaliadas por simulações lineares e não-lineares. Observa-se que a esta-
bilidade transitória do sistema pode depender da estratégia de controle habilitada. Parâ-
metros chave para cada estratégia de controle adotada são avaliados através de simulação
linear.
As principais contribuições desta pesquisa são: a) apresentar as EADs que descrevem a
estrutura modular dos modelos de segunda geração Tipo-3 e Tipo-4; b) exibir uma abor-
dagem clara de implementação dos modelos no PST; c) executar análise de estabilidade
transitória e análise de pequenos sinais no PST.
Palavras-chave: dinâmica de sistemas de potência; modelos genéricos de geradores eóli-
cos; integração de geração eólica.
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1 Introduction
The analysis and operation of large interconnected Electrical Power Systems
(EPSs) require extensive computational simulations using mathematical models to eval-
uate the impact of disturbances on the grid (North American Electric Reliability Corpo-
ration, 2010). In case that a simulated event results in an unacceptable operating con-
dition, decisions must be taken in order to mitigate undesirable effects arisen due to
the disturbance (MOTTA; DOTTA, 2017). Therefore, the availability of high reliability
computational models is essential to the proper assessment of stability studies in EPSs.
The increasing aggregation of large-scale wind generation to the bulk system
has led to the development of computational models designed to evaluate the impact of
wind turbines on Electrical Power Systems (EPSs) (POURBEIK et al., 2017). In 2017,
the worldwide installed wind capacity reached 539,12MW of installed capacity, being
52,49MW installed only in 2017 (GWEC, 2018). Figure 1.1 depicts the evolution of the
global cumulative installed capacity from 2001 to 2017.
Figure 1.1 – Global cumulative installed capacity (GWEC, 2018)
At the end of 2017, Brazil accounted for 2% of the world installed capacity,
resulting in 12,76MW of installed wind power (Brazilian Association of Wind Energy,
2018). In addition, the participation of wind generation in Brazil accounted for 8.1% of
the Brazilian electrical matrix. Figure 1.2 depicts the evolution of the Brazilian wind
power installed capacity in MW from 2005 to 2023 (predicted).
Wind Turbine Generators (WTGs) are sophisticated devices and consequently
modeling that is a challenging problem (MOTTA et al., 2018). Detailed representation of
a wind power plant with all associated controllers may require the usage of models with
a substantial number of parameters and states. This may demand a significant computa-
tional effort, rendering dynamic studies in EPSs unmanageable. Additionally, full order
Chapter 1. Introduction 20
Figure 1.2 – Brazilian cumulative installed capacity (Brazilian Association of Wind En-
ergy, 2018)
models of several manufacturers with proprietary information are not feasible for simu-
lating wind power generators in commercially available power system simulation tools for
stability analysis (MOTTA; DOTTA, 2017).
In this context, efforts were concentrated in the development of simplified and
generic WTGs wind farm models for dynamic studies (HU; WU, 2016). This work focuses
on the implementation of variable speed wind turbine models, namely Type-3 and Type-4
turbines.
Despite the popularization of Second Generation WTGs models among differ-
ent commercial tools, it is observed an absence of generic models implemented in MAT-
LAB, a well-established computer environment among academics and the industry. Fur-
thermore, the source code that describes the WTG generic model generally cannot be
accessed or modified by the user. Such issues restrain the development of tests and the
diffusion of the models among the power system community. To address these issues, this
research proposes the implementation of Second Generation Type-3 and Type-4 WTGs
models in the Power System Toolbox (PST), a MATLAB-based package designed to power
systems dynamics simulations. PST aggregates a set of m-files designed to power flow,
small signal stability analysis and nonlinear simulations. This toolbox is publicly available
and provides several models of machines, control systems and electrical grids (ELLIS et
al., 2011). In addition, a previous version of Type-3 and Type-4 WTG generic models
was implemented in PST by (WILCHES-BERNAL, 2015). Constant speed wind turbine
generic models are not addressed in this work because the demand for such turbines has
diminished. Implementation details in the PST of the WTG generic models developed in
this work are provided in Chapter 5
Transient stability analysis is carried out using a single-machine-infinite-bus
(SMIB) system and the IEEE 68-bus system in order to assess the performance of the
nonlinear models. Firstly, nonlinear simulations are carried out in Siemens PSSE, in which
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the Second Generation WTG generic models are available, in order to validate the model
implemented in PST. Next, simulations aim to evaluate the impact of different control
philosophies, wind turbine types and model parameters in the transient behavior of elec-
trical and mechanical variables that constitute the WTG models. It is verified that the
dynamic performance of the system strongly depends on enabled control philosophies and
controllers parameters. This is detailed in Chapter 6.
Next, small signal analysis is performed on the linearized nonlinear models
using the same SMIB and IEEE 68-bus models. Given a set of parameter values, the
eigenvalues and eigenvectors of the Type-3 and Type-4 models are calculated for different
control philosophies. This leads to the calculation of damping ratio and frequency of the
oscillation modes as well as the participation factor of each state in the mode with the
lowest damping ratio. Afterwards, the behavior of eigenvalues is evaluated using sensitivity
analysis. It is verified that small signal stability depends on the enabled control strategy
and the model parameters. Nonlinear simulations are performed in order to confirm the
results obtained using small-signal analysis (SSA). This is detailed in Chapter 6.
The further contents of this dissertation are organized as follows. Chapter
2 starts a literature survey that provides background on generic models and variable
speed wind turbines. Chapter 3 addresses the derivation of the WTG nonlinear models
from the block diagrams available at the literature. Chapter 4 addresses the derivation
of the linearized model from the equations presented in Chapter 3. Chapter 5 discusses
implementation details of the nonlinear and linearized models in the PST as well as of the
structure of nonlinear and small signal simulations in the software. Chapter 6 discusses
simulation results regarding time-domain simulations and small signal analysis. Finally,
a conclusion and suggestions for future investigations are presented.
1.1 Objectives of the Research
Implementation, validation and study of the dynamic performance of the WECC
second generation generic Type-3 and Type-4 WTGs models using the Power System
Toolbox (PST).
1.1.1 Specific Objectives
∙ Development of the last generation of wind turbine models in an open source soft-
ware platform;
∙ Description of the modular structure of WTG second generation models and the
interface with other power system components;
Chapter 1. Introduction 22
∙ Validation of the implemented models according counterpart models implemented
in other commercial power system tools.
∙ Evaluation of the performance of WTG generic models in PST using nonlinear and
linear simulation;
∙ Verification of the limitations of the second generation wind turbine models.
∙ The models will be public available for research and education.
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2 Literature survey
2.1 Historical Background of Generic Models
Initiatives towards the development of WTGs generic models have been taken
by the Western Electricity Coordinating Council (WECC) and the International Elec-
trotechnical Commission (IEC) since the mid 2000s (MOTTA et al., 2018) (HU; WU,
2016). Two major working groups were established with regard to the conception of mod-
els for dynamic studies in EPSs. The first group, commissioned in 2005, is the Renewables
Modeling Task Force (REMTF), division of the WECC. The second group, commissioned
in 2009, is the Technical Committee (TC) 88, Working Group (WG) 27, division of the
IEC (HU; WU, 2016). The further contents of this research are based on the work pro-
moted by WECC-REMTF.
Generic models are defined as those that are publicly available, not specific
not any particular design, possible to be implemented in commercial software tools, and
able to provide a reasonable performance to EPSs dynamic studies (North American
Electric Reliability Corporation, 2010). The first WECC-REMTF initiatives resulted in
the development of generic models for each of the four main WTG technologies (VITTAL;
AYYNAR, 2013). Afterwards, such models were implemented in commercial software
tools and came to be known as first generation WTG generic models. These models
were validated through application in the Hydro-Quebec bulk system (North American
Electric Reliability Corporation, 2010) and implemented in commercial power system
software tools. Nevertheless, several issues were reported, such as numerical problems
due to the integration of different models in a single platform (North American Electric
Reliability Corporation, 2010). Also, limitations to the inclusion of new technologies in
first generation models were discussed in (POURBEIK et al., 2017). Furthermore, data
releasing was subject to Non-Disclosure Agreements (NDA) between the user and the
manufacturer (North American Electric Reliability Corporation, 2010) (ELLIS et al.,
2011).
In order to overcome limitations of the first-generation WTGs models, new task
forces were organized. In 2010, a report prepared by the Integration of Variable Genera-
tion Task Force (IVGTF), commissioned by the North American Reliability Corporation
(NERC), identified technical considerations for integrating intermittent resources into the
bulk system, such as re-viewing the existing models (North American Electric Reliability
Corporation, 2010). The Institute of Electrical and Electronics Engineers (IEEE) com-
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missioned the Working Group on Dynamic Performance of Wind Power Generation (DP-
WPG), which outlined design specifications to facilitate the implementation of generic
models in simulation programs (ELLIS et al., 2011). From these initiatives, WECC-
REMTF introduced new WTG generic models for transient stability studies, which are
characterized by being organized in a more flexible modular structure, facilitating the
integration of new technologies, and able to emulate a wider range of control philoso-
phies (North American Electric Reliability Corporation, 2010) (POURBEIK, 2015). Fur-
thermore, these models are independent of manufacturers’ specifications and publicly
available. Such models were also implemented in commercial power system tools and
were defined as the second generation of WTGs generic models to stability studies. Vali-
dation analyses are presented in (SANCHEZ-GASCA, 2015), in which simulation data is
compared to measured data. A test case is proposed in (Electric Power Research Institute,
2013) with a total of 180 simulations addressed to compare different configurations and
disturbances.
2.2 Variable Speed Wind Turbine Technologies
Variable speed wind turbines are those whose rotor speed is electronically reg-
ulated according to the wind speed as well as to electrical and mechanical variables. The
regulation is traditionally performed by high frequency power Insulated Gate Bipolar
Transistor (IGBT) converters connected in back to back to the electrical grid. The main
advantage of this technology is efficiency in active and reactive power control. The former
consists in maximum power extraction from the intermittent wind speed, whereas the lat-
ter consists in providing reactive support to the electric grid during disturbances. Modern
wind turbines also participate in primary frequency regulation. In addition, variable-speed
WTGs allow for reduction of audible noise and reduction of efforts on the wind turbine
mechanical structure. Currently, these turbines dominate large-scale wind power genera-
tion.
There are two main variable-speed wind turbine technologies, namely Type-
3 and Type-4. In the former, also called Doubly-Fed Induction Generator (DFIG), the
converters are designed for a fraction (about 30%) of the turbine rated power. The wind
turbine is connected to the electrical grid through both the generator stator windings and
the power converters. Hence, there are electromechanical interactions between the wind
turbine and the electrical grid. An image of the basic topology is presented in Figure 2.1.
Synchronous generators cannot be utilized in Type-3 wind turbines, because
unpredictable variations in the wind speed would produce oscillations at the output of
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Figure 2.1 – Type-3 wind turbine (VITTAL; AYYNAR, 2013)
the wind turbine 1.
In Type-4 wind turbines, converters are designed for the turbine rated power,
so that all power transfer between the turbine and the electrical grid flows through the
back to back power converters (VITTAL; AYYNAR, 2013). For this reason, this technol-
ogy is also called Full Converter. The control range is directly proportional to the power
converter capacity, such that Type-4 turbines can provide a wider range of active and
reactive power than their Type-3 counterparts (FREITAS, 2016). An image of the power
circuit is depicted in Figure 2.2.
Figure 2.2 – Type-4 wind turbine (VITTAL; AYYNAR, 2013)
Both synchronous and induction generators can be utilized in Type-4 wind
turbines as a result of total decoupling between generator and the electrical grid. Perma-
nent Magnet Synchronous Generators (PMSG) are usually applied. Nevertheless, Wound
Rotor Synchronous Generators and Induction Generators are also suitable for this appli-
cation. The market share of each wind turbine technology is depicted in Figure 2.3. The
figure below adopts a different convention to name different wind turbine technologies.
Type-C is equivalent to Type-3, Type-D is equivalent to a PMSG Type-4 without gear-
box, Type-E is equivalent to a PMSG Type-4 with gearbox, and Type-F is equivalent to
an induction generator Type-4 with gearbox. Figure 2.3 shows an increasing number of
installed variable-speed wind turbines.
1 Result of the synchronism between stator and rotor rotating magnetic fields
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Figure 2.3 – Evolution of installed capacity by wind turbine technology (SERRANO-
GONZALEZ; LACAL-ARANTEGUI, 2016)
2.3 Wind Turbine Generator Generic Models
The main purpose of generic models is to show the behavior of wind turbine
generators with respect to grid disturbances (WILCHES-BERNAL, 2015). Generic WTG
models are formed by aggregation of modular structures that represent key elements which
impact the dynamic performance of the wind turbine generator (VITTAL; AYYNAR,
2013). These are positive sequence models, designed to stability studies (POURBEIK,
2015), and thus to capture dynamics compatible to electromechanical events (in the order
of 0Hz – 10Hz) (POURBEIK, 2015). Due to these considerations, these models are not
adequate for the analysis of electromagnetic transients, unbalanced events and phenomena
at the wind farm inner.
The WTG is represented as an equivalent generator and modeled as a con-
trolled current source. In case of modeling a wind farm, a single equivalent must aggre-
gate multiple turbines of a single type, and the power capacity of the equivalent equals
the sum of each WTG power capacity (AKHMATOV, 2003). According to (WILCHES-
BERNAL, 2015) (POURBEIK, 2014), the inverters’ switching time is much inferior than
the time interval of electromechanical events. This allows for a substantial simplification
in the control systems and permits the equivalent generator to be modeled as a controlled
current source represented only by algebraic equations.
WTGs generic models were firstly implemented in PST in (WILCHES-BERNAL,
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2015) (WILCHES-BERNAL et al., 2014). Such models are a simplified version of Gen-
eral Electric (GE) WTG models (CLARK et al., 2009), that are based on WECC first
generation models.
2.4 Final comments
Chapter 2 provided a brief literature survey regarding the historical back-
ground of generic models, an overview of variable-speed wind turbines and generic models.
The WECC second generation of WTG generic models are a result of efforts promoted
by several groups of researchers and organizations due to limitations reported in the first
generation of WTG generic models. Variable-speed wind turbines are much more attrac-
tive than fixed-speed turbines and, for this reason, are widely adopted in large-scale wind
generation. WTG generic models provide a simplified, but reliable, representation of wind
turbines for stability studies in Electrical Power Systems.
The following Chapter 3 discusses qualitative characteristics and the derivation
of the differential-algebraic equations that compose the second generation Type-3 and
Type-4 WTG generic models.
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3 Nonlinear Second Generation Wind Tur-
bine Generator Models
In this chapter, the modules that constitute Type-3 and Type-4 WTGs models
are described. From these modules, the equations that describe the dynamic behavior of
the WTG models are derived. In Section 3.1, a brief overview of the modular structure of
the dynamic models is presented. In Section 3.2, each module is addressed in detail and
the differential equations that describe the WTG dynamic behavior are derived from the
block diagrams. Section 3.3 presents the calculation of the states’ initial values.
3.1 Block Diagrams
The block diagrams of second generation generic Type-3 and Type-4B models
are depicted in Figures 3.1 and 3.2, respectively.
Figure 3.1 – Modular structures: Type-3 model
Each module represents a key element of the wind turbine that introduces dy-
namic on the system. The dynamic behavior of the WTG is captured by including these
elements on the model (VITTAL; AYYNAR, 2013). Both the Type-3 and the Type-4
WTG models include a representation of the interface between the generator and the
network (REGC A), as well as of the local electrical control system (REEC A), and the
supervisory control system (REPC A). On the other hand, modules related to WTG
mechanical elements and control of WTG mechanical variables are represented only in
Type-3 WTGs models. The reason for this is that disturbances at the electrical grid prop-
agate to the mechanical components of the wind turbine through the connection between
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Figure 3.2 – Modular structures: Type-4 model
the stator windings and the network. The modules are: Drive-Train Model (WTGT A),
Aerodynamic Model (WTGAR A), Pitch Angle Control (WTGPT A) and Torque Con-
trol (WTGTRQ A).
Type-4 generators are totally decoupled from the grid, such that these mod-
ules are not included in the model. There are two classes of second generation Type-4
models: Type-4A and Type-4B. The former is designed such that there is observation of
electrical power perturbation by torsional oscillations of the turbine-generator shaft. Con-
sequently, a representation of the turbine mechanical shaft is required (POURBEIK, 2015)
(WTGT A). On the other hand, Type-4B is designed such that there are no noticeable
torsional oscillations in the electrical output power (Electric Power Research Institute,
2013).
The models are expressed as a set of nonlinear differential equations that de-
scribe the dynamic behavior of the components under analysis:
˙̂x = 𝑓(x̂, z, û) (3.1)
0 = 𝑔(x̂, z) (3.2)
ŷ = ℎ(x̂, z) (3.3)
where x̂ ∈ R𝑛, z ∈ R𝑚, û ∈ R𝑝 and ŷ ∈ R𝑞 respectively denote vectors of state variables
(ex., generator speeds), algebraic variables (ex., nodal voltages), controllable variables
(ex., WTG pitch angle) and system outputs (ex., WTG current injection). The indexes
𝑛, 𝑚, 𝑝 and 𝑞 respectively express the number of dynamic states, algebraic variables,
controllable variables and output variables.
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3.2 Dynamic WTG models for Power System Studies
The subscripts (t), (pt), (trq), (ec), (gc) and (pc) refer to states associated
to the wind turbine model, pitch control model, torque control model, electrical control
model, generator-converter model and plant-level controller model, respectively.
3.2.1 Aerodynamic Model
This model expresses the mechanical power extraction from the wind for a









where 𝜌𝑎𝑖𝑟 is the air density, 𝐴𝑟𝑜𝑡 is the area swept by the rotor blades, 𝑣𝑤 is the given
wind speed and 𝐶𝑝 is the power coefficient, which depends on the tip-speed ratio 𝜆 and
the pitch angle 𝜃. The power coefficient consists of the fraction of power available at the
wind speed that is effectively converted to mechanical power. The maximum theoretical
value is 0.593, according to the Betz Law (Danish Wind Industry Association, 2003).
The complexity of the aerodynamic model depends on the level of detail used
to represent 𝐶𝑝 (PRICE; SANCHEZ-GASCA, 2006). It is reasonable to assume that the
wind speed remains constant for a 5 to 30 seconds time interval (PRICE; SANCHEZ-
GASCA, 2006). For such cases, it is observed a quasi-linear relationship between the rate
of change of mechanical power with respect to the pitch angle 𝑑𝑃𝑚𝑒𝑐ℎ
𝑑𝜃
and the pitch angle
𝜃 (WILCHES-BERNAL, 2015). Due to this characteristic, (3.4) can be rewritten as:
𝑃𝑚𝑒𝑐ℎ = 𝑃𝑚𝑒𝑐ℎ0 −𝐾𝑎𝑒𝑟𝑜𝜃(𝜃 − 𝜃0) (3.5)
where 𝑃𝑚𝑒𝑐0 and 𝜃0 are constants that denote the initial values of mechanical power and
pitch angle, respectively. The procedure to calculate the coefficient 𝐾𝑎𝑒𝑟𝑜 and 𝜃0 is detailed
in (PRICE; SANCHEZ-GASCA, 2006) and in Section 3.3.2 of this work. The aerodynamic
model described by (3.5) is known as one-dimensional (1D) model and is implemented in
second generation models.
It is important to point out that the computation of the one-dimensional model
parameters according (PRICE; SANCHEZ-GASCA, 2006) requires an explicit power co-
efficient equation, which is usually unknown. For this reason, a suggested value of 𝐾𝑎𝑒𝑟𝑜
is usually provided in manuals and references.
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3.2.2 Wind Turbine Drive-Train model
This module represents the mechanical coupling between the wind turbine and
the generator as a system formed by rotating masses connected through a mechanical
shaft. A one-mass system, in which the wind turbine and the generator are modeled as a




(𝑃𝑚𝑒𝑐ℎ − 𝑃𝑒 −𝐷Δ𝜔𝑡(𝑡)) (3.6)
where 𝐻 is the sum of wind turbine and generator inertia constants, 𝜔0 is the initial
turbine speed, 𝐷 is the shaft damping, and Δ𝜔𝑡(𝑡) is the deviation of the turbine speed.
The deviation of rotor speed from reference is utilized by the pitch angle controller and
torque control modules.
A one-mass model drive-train was developed in this work. Therefore, the gen-
erator rotor speed 𝜔𝑔 equals the turbine rotor speed 𝜔𝑡.
3.2.3 Pitch Control Model
The mechanical power extracted from the WTG is handled by the pitch angle
controller. This controller regulates the angle of the wind turbine blades. Pitch movement
must be performed when the power available in the wind speed is different from the
electrical power demanded by the system. Blade pitching is fast enough so the dynamics
must be taken into account for stability studies (WILCHES-BERNAL, 2015). The block
diagram is depicted in Figure 3.3.
Figure 3.3 – Pitch Control
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Two PI controllers are used in this control scheme. Speed and power errors are
processed to produce the control signal. The gain 𝐾𝑐𝑐 adjusts the cross-coupling between
these control schemes. The equations representing this control scheme are given by:
˙𝑠0(𝑝𝑡) = 𝐾𝑖𝑝[𝜔𝑡 − 𝜔𝑟𝑒𝑓 +𝐾𝑐𝑐(𝑃𝑜𝑟𝑑 − 𝑃𝑟𝑒𝑓 )] (3.7)




(𝜃𝑝𝑐 + 𝜃𝑝𝑐𝑜 − 𝜃) (3.9)
where
𝜃𝑝𝑐 = 𝐾𝑝𝑝[𝜔𝑡 − 𝜔𝑟𝑒𝑓 +𝐾𝑐𝑐(𝑃𝑜𝑟𝑑 − 𝑃𝑟𝑒𝑓 )] + 𝑠0(𝑝𝑡) (3.10)
𝜃𝑝𝑐𝑜 = 𝐾𝑝𝑐(𝑃𝑜𝑟𝑑 − 𝑃𝑟𝑒𝑓 ) + 𝑠1(𝑝𝑡) (3.11)
Pitch control and pitch compensation outputs are limited to maximum and
minimum pitch angle values 𝜃𝑚𝑎𝑥 and 𝜃𝑚𝑖𝑛, defined by the user. The blade pitch dynamics
are also limited to the absolute values 𝜃𝑚𝑎𝑥 and 𝜃𝑚𝑖𝑛, as well as to the maximum rate
of change of the pitch angle 𝜃𝑚𝑎𝑥, also defined by the user. These limits emulate design
specifications of the real equipment. Additionally, non-windup logic disables the integral
action of the states given by equations (3.7)-(3.9) when 𝜃(𝑝𝑡) reaches 𝜃𝑚𝑎𝑥 (𝜃𝑚𝑖𝑛) and
𝜃(𝑝𝑡) > 0 (𝜃(𝑝𝑡) < 0).
3.2.4 Renewable Energy Electric Control
This block is a simplified mathematical representation of the converter control
system. It emulates the generation of active and reactive power control signals. The block
diagram of the active power control is presented in Figure 3.4.
The active current control (𝐼𝑝𝑐𝑚𝑑) is obtained from the active power order
signal (𝑃𝑜𝑟𝑑) and the filtered terminal voltage (𝑉𝑡 𝑓𝑙𝑡). The minimum active current control
current 𝐼𝑝𝑚𝑖𝑛 is equal to zero because it is defined that the machine only operates as a
generator. The maximum value 𝐼𝑝𝑚𝑎𝑥 is determined by the converter capacity. Under low
and high voltage contingencies the integrator action is frozen in order to prevent windup of
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Figure 3.4 – Active Power Control
the controller during faults 1. Furthermore, the minimum filtered terminal voltage (𝑉𝑡 𝑓𝑙𝑡)
is equal to 0.01 in order to prevent division by zero.
The integrator related to the filtering action, described by the time constant
𝑇𝑝𝑜𝑟𝑑 is frozen when the terminal voltage value 𝑉𝑡 reaches a voltage dip scenario, defined
as 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 1 in Equation (3.12) below.
𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 =
⎧⎪⎨⎪⎩
1, 𝑉𝑑𝑖𝑝 ≤ 𝑉𝑡 ≤ 𝑉𝑢𝑝
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(3.12)
where 𝑉𝑑𝑖𝑝 and 𝑉𝑢𝑝 are user-defined voltage values. The objective of the freezing action is
to prevent windup during faults. Connection requirements stated in grid codes generally
allow a steady-state voltage deviation of ±10% (Brazilian National Operator of the Elec-
trical System, 2016) (Marine Renewables Infrastructure Network, 2013). For this reason,
it is widely adopted that 𝑉𝑑𝑖𝑝 < 0.9𝑝.𝑢. and 𝑉𝑢𝑝 > 1.1𝑝.𝑢. (WECC Renewable Energy
Modeling Task Force, 2014) (Electric Power Research Institute, 2013).
Either torque or active power reference can be selected setting the flag PFlag.
The modeling of Type-3 WTGs requires the torque control module (PFlag = 1 ) because
this type of generator is directly coupled to the electrical grid (POURBEIK, 2015). Hence,
external disturbances propagate through the stator windings and cause perturbations in
the shaft speed. Type-4B WTGs is fully decoupled from the electrical grid. Therefore,
external disturbances do not cause oscillations in the shaft speed and only active power
reference is considered (PFlag = 0 ). In this case, active power reference is provided by the
plant-level controller, described in Section 3.2.8. The differential and algebraic equations




(𝑃𝑟𝑒𝑓 − 𝑃𝑜𝑟𝑑(𝑒𝑐)) (3.13)
1 Windup is an undesirable overshoot of the controller integral action in a closed loop control system
as a result of the saturation of the actuator output








𝑇𝑟𝑒𝑓𝜔𝑔(𝑡), 𝑃𝐹 𝑙𝑎𝑔 = 1
𝑃𝑟𝑒𝑓0, 𝑃𝐹 𝑙𝑎𝑔 = 0
(3.15)
The reactive power control generates the reactive current control signal from
voltage and/or reactive power deviations. The block diagram is depicted in Figure 3.5.
This control can use local or remote signal to emulate three different strategies: voltage
regulation, power factor control and constant reactive power.
Figure 3.5 – Reactive Power Control
Two proportional-integral (PI) controllers perform local reactive power control
and voltage control, respectively. The PI reactive power controller, whose integral action
is defined by the dynamic state 𝑠2(𝑒𝑐), converts reactive power deviations into the voltage
reference signal 𝑉𝑟𝑒𝑓 . Reactive power deviation consists of the mismatch between reactive
power reference and measured value 𝑄𝑔. The integral action output of the controller is
limited by the user-defined maximum and minimum values of voltage magnitude, respec-
tively 𝑉𝑚𝑎𝑥 and 𝑉𝑚𝑖𝑛. These values define the voltage range at which reactive power is
controlled. The upper and lower values of the reference voltage 𝑉𝑟𝑒𝑓 are also defined by
𝑉𝑚𝑎𝑥 and 𝑉𝑚𝑖𝑛. These limits are intended to maintain the voltage level within the converter
capacity. The PI voltage controller, whose integral action is defined by the dynamic state
𝑠3(𝑒𝑐), converts terminal voltage deviation into reactive current signal. Terminal voltage
deviations consist of the mismatch between voltage reference and the filtered measured
value 𝑉𝑡 𝑓𝑙𝑡. The integral action output of the controller is limited by the maximum and
minimum values of reactive current command, respectively 𝐼𝑞𝑚𝑎𝑥 and 𝐼𝑞𝑚𝑖𝑛, in order to
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maintain the current level within the converter capacity. The calculation of these limits
is described in Subsection 3.2.5.
Note that for each controller, the corresponding integrator, represented by
the dynamic states 𝑠2(𝑒𝑐) and 𝑠3(𝑒𝑐), are frozen during a voltage dip scenario (i.e, if
𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 1, as described by Equation (3.12)). The motivation is to prevent windup
during faults.
There are three different strategies to calculate the reactive power reference.
Each one of these is selected by the different values of the variable 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔:
∙ QexFlag = 0 : the reactive power reference is defined by the plant-level controller;
∙ QexFlag = 1 : the reactive power reference is defined by the power flow solution
(constant reactive power reference);
∙ QexFlag = 2 : the reactive power reference is defined by the required power factor
(constant power factor).
Likewise, there are two different strategies to calculate the voltage reference.
Each of these are selected by the different values of the variable 𝑉 𝐹 𝑙𝑎𝑔:
∙ VFlag = 1 : the terminal voltage reference is defined by the reactive power controller;
∙ VFlag = 0 : the terminal voltage reference is defined by the power flow solution
(constant terminal voltage). In this case, the reactive power controller is bypassed.
𝑉𝑟𝑒𝑓1 is an offset voltage magnitude designed to modify the reference voltage. A
non-zero value of 𝑉𝑟𝑒𝑓1 is seldom adopted.
The local reactive power control can be enabled or bypassed. Switching be-
tween these strategies is performed by the variable 𝑄𝐹𝑙𝑎𝑔:
∙ QFlag = 1 : local reactive power control is enabled. Therefore, reactive power or
terminal voltage can be locally controlled according to the values of the flags QFlag
and VFlag;
∙ QFlag = 0 : local reactive power control is bypassed. Hence, the reactive current
command 𝐼𝑞1 is directly calculated by the division of the reactive power reference
and the filtered terminal voltage. A lag delay, defined by the dynamic state 𝑠4(𝑒𝑐),
emulates the measurement of the current command. In this case, reactive power
control is performed only by the plant-level (supervisory) controller. Also, power
factor control requires the bypass of the local controllers (POURBEIK, 2015).
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Equation (3.16) below emulates the dynamic state associated to voltage mea-




(𝑉𝑡 − 𝑠0(𝑒𝑐)) (3.16)
such that 𝑠0(𝑒𝑐) = 𝑉𝑡 𝑓𝑙𝑡.
Equation (3.17) below emulates the dynamic state associated to active power




(𝑃𝑔 − 𝑠1(𝑒𝑐)) (3.17)
Equations (3.18) and (3.20) below emulate states associated to local reactive
power control and local voltage control, respectively




𝑄𝑟𝑒𝑝𝑐, 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 0
𝑄𝑃 𝐹 , 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 1
𝑄𝑐𝑝𝑓 , 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 2
(3.19)
?̇?3(𝑒𝑐) = 𝐾𝑣𝑖(𝑉𝑟𝑒𝑓 − 𝑠0(𝑒𝑐)) (3.20)
𝑉𝑟𝑒𝑓 =
⎧⎪⎨⎪⎩
𝑉𝑡𝑃 𝐹 + 𝑉𝑟𝑒𝑓1, 𝑉 𝐹 𝑙𝑎𝑔 = 0
𝐾𝑞𝑝(𝑄𝑟𝑒𝑓 −𝑄𝑔) + 𝑠2(𝑒𝑐), 𝑉 𝐹 𝑙𝑎𝑔 = 1
(3.21)
where 𝑉𝑡𝐹 𝑃 is the WTG terminal voltage specified in the power flow solution.
Equation (3.22) below emulates the dynamic state associated to measurement







An additional local reactive control structure synthesizes the current injec-
tion 𝐼𝑞𝑖𝑛𝑗 from terminal voltage deviation 𝑉𝑒𝑟𝑟. This consists of the mismatch between
voltage reference value 𝑉𝑟𝑒𝑓0, defined by the user, and filtered measured terminal voltage
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value 𝑉𝑡 𝑓𝑙𝑡. A deadband disables the control system action for sufficiently small voltage
mismatches according Equation (3.23).
𝑉𝑒𝑟𝑟 =
⎧⎪⎨⎪⎩
0, 𝑑𝑏𝑑1 ≤ (𝑉𝑟𝑒𝑓0 − 𝑠0(𝑒𝑐)) ≤ 𝑑𝑏𝑑2
𝑉𝑟𝑒𝑓0 − 𝑠0(𝑒𝑐), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(3.23)
where 𝑑𝑏𝑑1 and 𝑑𝑏𝑑2 denote lower and upper voltages mismatches defined by the user.
The sum of 𝐼𝑞𝑖𝑛𝑗 with the current 𝐼𝑞1 synthesized by the local control results
in the total reactive current command 𝐼𝑞𝑐𝑚𝑑, which defines the required reactive power
injection:




𝐾𝑣𝑝(𝑉𝑟𝑒𝑓 − 𝑠0(𝑒𝑐)) + 𝑠3(𝑒𝑐), 𝑄𝐹 𝑙𝑎𝑔 = 1
𝑠4(𝑒𝑐), 𝑄𝐹 𝑙𝑎𝑔 = 0
(3.25)
𝐼𝑞𝑐𝑚𝑑 is limited by 𝐼𝑞𝑚𝑎𝑥 and 𝐼𝑞𝑚𝑖𝑛 in order to maintain the current level within
the converter capacity. 𝐼𝑞𝑖𝑛𝑗 is only injected when the terminal voltage value 𝑉𝑡 reaches a
voltage dip scenario, defined as 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 1 in Equation (3.12). If 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 1, a
proportional controller, modeled as a gain 𝐾𝑞𝑣, converts voltage deviation into the current
signal 𝐼𝑞𝑣. On the other hand, during a non voltage dip scenario, i.e., if 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 0,




0, 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 0




𝐼𝑞𝑣 = 𝐾𝑞𝑣𝑉𝑒𝑟𝑟 (3.27)
The variable 𝑠𝑡2 emulates injection of reactive current succeeding a voltage dip
scenario, i.e, transition of 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 1 to 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 0, during a time interval 𝑇ℎ𝑙𝑑
defined by the user. This allows for the emulation of additional reactive support at the
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first instants after the restoration of voltage level within limits defined by grid operators.
Two different options for additional reactive support are available in this model:
∙ If 𝑇ℎ𝑙𝑑 < 0, a constant reactive current 𝐼𝑞𝑓𝑟𝑧 defined by the user is injected during
|𝑇ℎ𝑙𝑑| seconds after the transition of 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 1 to 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 0;
∙ If 𝑇ℎ𝑙𝑑 > 0, the current 𝐼𝑞𝑣 defined in Equation (3.27) is injected during |𝑇ℎ𝑙𝑑| seconds
after the transition of 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 1 to 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 0;
Mathematically, this can be expressed as:
𝑠𝑡2 =
⎧⎪⎨⎪⎩
𝐼𝑞𝑓𝑟𝑧, 𝑇ℎ𝑙𝑑 < 0
𝐼𝑞𝑣, 𝑇ℎ𝑙𝑑 > 0
(3.28)
3.2.5 Current Limit logic
This module dynamically limits the quadrature control currents 𝐼𝑝𝑐𝑚𝑑 and 𝐼𝑞𝑐𝑚𝑑
to prevent the combination of these quantities to violate the capacity of the converter 𝐼𝑚𝑎𝑥.
The selection of flag Pqflag assigns priority to reactive current 𝐼𝑞𝑐𝑚𝑑 or active current 𝐼𝑝𝑐𝑚𝑑.
𝑉 𝐷𝐿1 and 𝑉 𝐷𝐿2 respectively define reactive and active current limits as a function of
voltage (POURBEIK, 2015), and further limit the control currents.
In case of active current priority (Pqflag = 1 ), its maximum value is limited to
the minimum value between the capacity of the converter 𝐼𝑚𝑎𝑥 and the voltage-dependent
current 𝑉 𝐷𝐿2. The minimum value of active control current is always zero because the
machine operates as a generator. The upper limit of the reactive control current is com-
puted as the minimum of the remaining converter capability and the voltage-dependent
current. The lower limit is the always the negative of the upper limit:
𝐼𝑝𝑚𝑎𝑥 = 𝑚𝑖𝑛(𝐼𝑚𝑎𝑥, 𝑉 𝐷𝐿2) (3.29)
𝐼𝑝𝑚𝑖𝑛 = 0 (3.30)
𝐼𝑞𝑚𝑎𝑥 = 𝑚𝑖𝑛(
√︁
𝐼2𝑚𝑎𝑥 − 𝐼2𝑝𝑐𝑚𝑑, 𝑉 𝐷𝐿1) (3.31)
𝐼𝑞𝑚𝑖𝑛 = −𝐼𝑞𝑚𝑎𝑥 (3.32)
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In case of reactive current priority (Pqflag = 0 ), its maximum value is lim-
ited to the minimum value between the capacity of the converter 𝐼𝑚𝑎𝑥 and the voltage-
dependent current 𝑉 𝐷𝐿1. The upper limit of the active control current is computed as
the minimum of the remaining converter capability and the voltage-dependent current
𝑉 𝐷𝐿2.
𝐼𝑞𝑚𝑎𝑥 = 𝑚𝑖𝑛(𝐼𝑚𝑎𝑥, 𝑉 𝐷𝐿1) (3.33)
𝐼𝑞𝑚𝑖𝑛 = −𝐼𝑞𝑚𝑎𝑥 (3.34)
𝐼𝑝𝑚𝑎𝑥 = 𝑚𝑖𝑛(
√︁
𝐼2𝑚𝑎𝑥 − 𝐼2𝑞𝑐𝑚𝑑, 𝑉 𝐷𝐿2) (3.35)
𝐼𝑝𝑚𝑖𝑛 = 0 (3.36)
3.2.6 Torque Control model
Torque control, presented in Figure 3.6, is necessary for Type-3 WTG due to its
partial connection to the power grid. This module emulates the generation of an electrical
torque reference, which, in turn, provides an active power reference to the electrical control
system if PFlag = 1. The torque reference can be obtained from two different strategies.
Figure 3.6 – Torque Control
The first strategy is the traditional maximum power point tracking (MPPT)
algorithm. This enables the turbine to strive for a rotor speed which produces the maxi-
mum electrical torque (WILCHES-BERNAL, 2015). The reference speed is obtained from
filtered active power through a nonlinear relation 𝜔 = 𝑓(𝑃𝑔) (POURBEIK, 2014) depicted
in Figure 3.7.
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Figure 3.7 – Nonlinear relation: speed vs. active power
The second strategy consists in synthesizing electrical torque reference from
active power deviation. In this case, the WTG does not operate according to a MPPT
algorithm. Hence, the machine does not necessarily produce maximum torque for a given
active power. Rather, active power reference is set externally by the plant-level controller,
described in Section 3.2.8. Switch between the first or second control strategy is performed








(𝜔1 − 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞)) (3.38)
where
𝜔1 = 𝑓(𝑠1) (3.39)
?̇?2(𝑡𝑟𝑞) =
⎧⎪⎨⎪⎩




), 𝑇𝐹 𝑙𝑎𝑔 = 1
(3.40)
Therefore, the torque reference is calculated as:
𝑇𝑟𝑒𝑓 =
⎧⎪⎨⎪⎩




) + 𝑠2(𝑡𝑟𝑞), 𝑇𝐹 𝑙𝑎𝑔 = 1
(3.41)
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Figure 3.8 – Generator Converter Model
The dynamic state value 𝑠2(𝑡𝑟𝑞) associated to the torque controller is limited
by the torque maximum and minimum values, 𝑇𝑚𝑎𝑥 and 𝑇𝑚𝑖𝑛 respectively. Also, the
integrator is frozen when a voltage dip scenario is detected to prevent windup during
severe disturbances. Furthermore, the 𝑇𝑟𝑒𝑓 value is also kept within the limits defined by
𝑇𝑚𝑎𝑥 and 𝑇𝑚𝑖𝑛 in order to prevent violation of the converter capacity.
3.2.7 Renewable Energy Generator Converter
This module represents the converter-based interface of the WTG model with
the electrical network. In this module, the current injected in the network is calculated in
response to active and reactive commands from electrical control (WILCHES-BERNAL,
2015). The flux dynamics of the generator and the high frequency dynamics of the power
electronics converter are neglected. The reason for this is that these high frequency dy-
namics occur at a much faster time-scale than that at where electromechanical events
occur (North American Electric Reliability Corporation, 2010) (WILCHES-BERNAL,
2015). This allows for the modelling of this module as a controlled current source, repre-
sented only by algebraic equations, as shown in Figure 3.8.








(𝐼𝑝𝑐𝑚𝑑 − 𝑠1(𝑔𝑐)) (3.43)




(𝑉𝑡 − 𝑠2(𝑔𝑐)) (3.44)
The LVPL (Low Voltage Power Limiter) logic is enabled by flag 𝐿𝑣𝑝𝑙𝑠𝑤 = 1.
This logic limits the active current command with an upper limit 𝐿𝑉 𝑃𝐿 (cap) and a ramp
rate limit. When the filtered terminal voltage 𝑠2(𝑔𝑐) falls between an upper breakpoint
value 𝑏𝑟𝑘𝑝𝑡 and a lower breakpoint value 𝑧𝑒𝑟𝑜𝑥, the cap is calculated and applied. This
is modeled by Equations (3.45) and (3.46) :
𝑠1(𝑔𝑐) =
⎧⎪⎨⎪⎩
𝑠1(𝑔𝑐), 𝐿𝑣𝑝𝑙𝑠𝑤 = 0





0, 𝑠2(𝑔𝑐) ≤ 𝑧𝑒𝑟𝑜𝑥
𝑙𝑣𝑝𝑙1
𝑏𝑟𝑘𝑝𝑡−𝑧𝑒𝑟𝑜𝑥(𝑠2(𝑔𝑐) − 𝑧𝑒𝑟𝑜𝑥), 𝑧𝑒𝑟𝑜𝑥 < 𝑠2(𝑔𝑐) ≤ 𝑏𝑟𝑘𝑝𝑡
∝, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(3.46)
The increase of active current command ˙𝑠1(𝑔𝑐) is limited by the ramp rate limit
𝑟𝑟𝑝𝑤𝑟 during the fault recovery. This is represented by Equation (3.47).
𝑠1 =
⎧⎪⎨⎪⎩
𝑟𝑟𝑝𝑤𝑟, 𝐿𝑣𝑝𝑙𝑠𝑤 = 1 𝑎𝑛𝑑 𝑠1 ≥ 𝑟𝑟𝑝𝑤𝑟
𝑠1, 𝐿𝑣𝑝𝑙𝑠𝑤 = 0
(3.47)
WTGs models are strongly affected by numerical simulation problems due to
the modeling of high bandwidth components as positive sequence elements (POURBEIK,
2015). To overcome this issue, two strategies are proposed to minimize numerical errors
when the network equations fail to converge. Violation of upper or lower WTG terminal
voltage values defined by the user determines the strategy to be applied. The LVAC (Low
Voltage Active Current) Management improves the numerical convergence of the network
equations by modulating the active control current when voltage falls. This is expressed
by the following equations:
𝐼 ′𝑝 = 𝐼𝑝.𝑘(𝑉𝑡) (3.48)
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𝑘(𝑉𝑡) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0, 𝑉𝑡 ≤ 𝑙𝑣𝑝𝑛𝑡0
1, 𝑉𝑡 ≥ 𝑙𝑣𝑝𝑛𝑡1
1
𝑙𝑣𝑝𝑛𝑡1−𝑙𝑣𝑝𝑛𝑡0 (𝑉𝑡 − 𝑙𝑣𝑝𝑛𝑡0), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(3.49)
where 𝑙𝑣𝑝𝑛𝑡0 and 𝑙𝑣𝑝𝑛𝑡1 are voltage values defined by the user.
Likewise, the HVRC (High Voltage Reactive Current) Management suppresses
reactive current injection when the voltage rises in excess (POURBEIK, 2015).
𝐼 ′𝑞 = 𝐼𝑞 − Δ𝐼𝑞(𝑘) (3.50)
where Δ𝐼𝑞(𝑘) denotes a current correction factor at the 𝑘𝑡ℎ iteration and is calculated as:
Δ𝐼𝑞(𝑘) =
⎧⎪⎨⎪⎩
Δ𝐼𝑞(𝑘−1), 𝑉𝑡 ≤ 𝑉𝑜𝑙𝑖𝑚
Δ𝐼𝑞(𝑘−1) +𝐾ℎ𝑣(𝑉𝑡 − 𝑉𝑜𝑙𝑖𝑚), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(3.51)
where 𝑉𝑜𝑙𝑖𝑚 is a voltage value defined by the user.
The WTG current injection on the network reference frame 𝐼𝑠 is written as:
𝐼𝑠 = (𝐼 ′𝑝 + 𝑗𝐼 ′𝑞)(cos 𝛾 + 𝑗 sin 𝛾) (3.52)
where 𝛾 denotes the bus voltage angle at which the WTG is connected.
3.2.8 Renewable Energy Plant Controller
This is an optional module designed to emulate the plant supervisory control.
It provides active and reactive power reference to the electrical control model.
The active power control loop provides active power reference and allows em-
ulation of primary frequency control by setting FreqFlag = 1. Inertial regulation is not
available. The active power 𝑃𝑏𝑟𝑎𝑛𝑐ℎ measured at a branch defined by the user is filtered
according the time constant 𝑇𝑝. The PI controller, defined by the dynamic state 𝑠5(𝑝𝑐),
converts active power error signal into active power signal 𝑃𝑖𝑛. The active power signal
provided by the integral action of this controller is kept within limits defined by the
constants 𝑃𝑚𝑖𝑛 and 𝑃𝑚𝑎𝑥 in order to prevent violation of the converter’s capacity. The
signal 𝑃𝑖𝑛 is subject to delays inherent to the controller’s structure, emulated by the time
constant 𝑇𝑙𝑎𝑔. This results in a filtered active power signal, defined by the state 𝑠6(𝑝𝑐).
A block diagram is depicted in Figure 3.9 and the equations that describe the
dynamic states are expressed as:
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(𝑃𝑏𝑟𝑎𝑛𝑐ℎ − 𝑠4(𝑝𝑐)) (3.53)
?̇?5(𝑝𝑐) = 𝐾𝑖𝑔(𝑃𝑙𝑎𝑛𝑡𝑟𝑒𝑓 − 𝑠4(𝑝𝑐) + 𝑃𝑝𝑟𝑖𝑚) (3.54)
where




(𝐾𝑝𝑔(𝑃𝑙𝑟𝑒𝑓 − 𝑠4(𝑝𝑐) + 𝑃𝑝𝑟𝑖𝑚) + 𝑠5(𝑝𝑐) − 𝑠6(𝑝𝑐)) (3.56)
Equation (3.55) emulates primary frequency regulation. 𝐷𝑑𝑛 is a droop value
designed for over frequency events (Δ𝑓 < 0) and 𝐷𝑢𝑝 is a droop value designed for under
frequency events (Δ𝑓 > 0). 𝑃𝑝𝑟𝑖𝑚 sums to the active power reference, such that frequency
deviation events cause the active power error to increase, enhancing the controller ac-
tion. A deadband prevents primary frequency regulation when frequency deviation Δ𝑓 is
sufficiently small, as expressed by Equation (3.57)
Δ𝑓 =
⎧⎪⎨⎪⎩
0, 𝑓𝑑𝑏𝑑1 ≤ (𝑓𝑟𝑒𝑓 − 𝑓𝑟𝑒𝑞) ≤ 𝑓𝑑𝑏𝑑2
𝑓𝑟𝑒𝑓 − 𝑓𝑟𝑒𝑞, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(3.57)
where 𝑓𝑑𝑏𝑑1 and 𝑓𝑑𝑏𝑑2 are lower and upper frequency deviation limits defined by the
user. 𝑓𝑟𝑒𝑓 is the reference frequency and 𝑓𝑟𝑒𝑞 is the frequency measured at the WTG bus
terminal.
The active power reference 𝑃𝑟𝑒𝑓0 is defined by the supervisory control. If
𝐹𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 1, the reference is determined by the control system described above. On the
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other hand, if 𝐹𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 0, 𝑃𝑟𝑒𝑓0 is a constant value, given by the power flow solution
of the network 𝑃𝑃 𝐹 .
𝑃𝑟𝑒𝑓0 =
⎧⎪⎨⎪⎩
𝑃𝑃 𝐹 , 𝐹 𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 0
𝑠6(𝑝𝑐), 𝐹 𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 1
(3.58)
The reactive power control system provides reactive power reference and en-
ables emulation of voltage control (V) or reactive power control (Q) using appropriate
values for the control variable RefFlag. It is possible to perform either local or remote
V and Q regulation. For this reason, the system branch at which variables are measured
must be defined by the user. Two different voltage control options are available: line drop
compensation (LDC) and voltage droop. These control strategies are enabled using the
flag VcompFlag. A block diagram is depicted in Figure 3.10.
Figure 3.10 – Plant-level controller - reactive power
The dynamic states 𝑠0(𝑝𝑐) and 𝑠1(𝑝𝑐) are filtered signals of measured terminal
voltage and reactive power, respectively. These signals are then compared to reference
values 𝑉𝑟𝑒𝑓 and 𝑄𝑟𝑒𝑓 , resulting in voltage or reactive power deviation signal, depending on
the value of RefFlag. A deadband prevents regulation to be performed when the deviation
signal is sufficiently small. A PI controller, defined by the dynamic state 𝑠2(𝑝𝑐), converts
the error signal into a reactive power signal 𝑄𝑖𝑛. The component of 𝑄𝑖𝑛 provided by the
integral action of this controller is kept within limits defined by the constants 𝑄𝑚𝑖𝑛 and
𝑄𝑚𝑎𝑥 in order to prevent violation of the converter’s capacity. The integral action of this
controller is frozen if the measured voltage value is lower than a threshold value 𝑉𝑓𝑟𝑧. A
lead-lag compensator removes undesirable components of the control signal 𝑄𝑖𝑛, resulting
in the reactive power reference 𝑄𝑒𝑥𝑡 provided by the supervisory controller. According
Equation (3.19), the reactive power supervisory system is only enabled if 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 0.
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𝑉𝑟𝑒𝑔 +𝐾𝑐𝑄𝑏𝑟𝑎𝑛𝑐ℎ, 𝑉 𝑐𝑜𝑚𝑝𝐹 𝑙𝑎𝑔 = 0





(𝑄𝑏𝑟𝑎𝑛𝑐ℎ − 𝑠1(𝑝𝑐)) (3.61)









𝑉𝑟𝑒𝑓 − 𝑠0(𝑝𝑐), 𝑅𝑒𝑓𝐹 𝑙𝑎𝑔 = 1





(𝐾𝑝𝑅𝑒𝑟𝑟2 + 𝑠2(𝑝𝑐) − 𝑠3(𝑝𝑐)) (3.65)
According to Figure 3.10, the reactive power reference 𝑄𝑒𝑥𝑡 synthesized by the




)(𝐾𝑝𝑅𝑒𝑟𝑟2 + 𝑠2(𝑝𝑐)) + (𝐾𝑝𝑅𝑒𝑟𝑟2 + 𝑠2(𝑝𝑐) − 𝑠3(𝑝𝑐)) (3.66)
3.3 Models initialization
This section details the calculation of the initial conditions of each module that
compose the WTG models implemented in this work. These are derived from a steady-
state operating point that is computed through a power flow solution of the system to be
analyzed (WILCHES-BERNAL, 2015).
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The steady-state of the system is computed by setting (3.1) to zero:
˙̂x = 0 = 𝑓(x̂, z, û) (3.67)
where x and u denote steady states and input matrices, respectively.
The power flow solution provides the initial requirements for WTG active
power generation 𝑃𝑔, WTG reactive power generation 𝑄𝑔 and WTG terminal voltage 𝑉𝑡
(magnitude and angle). The current injected by the wind generator 𝐼𝑡 is computed from
these quantities.
3.3.1 Wind Turbine Generator Drive-Train
The steady-state analysis of Equation (3.6) yields:
𝑃𝑚𝑒𝑐 = 𝑃𝑔 (3.68)
Δ𝜔𝑡(𝑡) = 0 (3.69)
3.3.2 Aerodynamic model
The steady-state analysis of Equation (3.5) yields:
𝜃 = 𝜃0 (3.70)
𝑃𝑚𝑒𝑐0 = 𝑃𝑚𝑒𝑐 (3.71)
The procedure to calculate the coefficient 𝐾𝑎𝑒𝑟𝑜 and 𝜃0 is detailed in (PRICE;
SANCHEZ-GASCA, 2006). Figure 3.11 shows values for 𝑑𝑃𝑚𝑒𝑐
𝑑𝜃
versus 𝜃 derived from the
two-dimensional model, supposing a constant wind speed of 14m/s.
𝑃𝑚𝑒𝑐 is computed using (3.4) and the two-dimensional expression of the power










The wind speed 𝑣𝑤 versus mechanical power 𝑃𝑚𝑒𝑐 curve considering 𝜃 = 0,
derived from the two-dimensional model, is presented in Figure 3.12.
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Figure 3.11 – Rate of change in mechanical power vs. angle
Figure 3.12 – Wind speed vs. active power
From Figure 3.12, the wind speed required to produce the WTG rated power
is inferior than the specified wind speed. Therefore, the pitch angle must be increased in
order that the wind generator dispatches the required power at the specified wind speed.
The pitch angle 𝜃 versus wind speed 𝑣𝑤 curve considering the rated power, derived from
the two-dimensional model, is presented in Figure 3.13
From the linear fit curve, a wind speed of 14m/s results in a pitch angle of
9.13 degrees.
It is relevant to mention that the computation of the one-dimensional model
parameters according (PRICE; SANCHEZ-GASCA, 2006) requires at least a two-dimensional
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Figure 3.13 – Pitch angle vs. Wind speed
model of the power coefficient, which is usually unknown. For this reason, suggested values
for 𝐾𝑎𝑒𝑟𝑜 are usually provided in manuals and references.
3.3.3 Torque Control model
The steady-state analysis of Equations (3.37) and (3.38) gives:
𝑠1(𝑡𝑟𝑞) = 𝑃𝑔 (3.73)
𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) = 𝜔1 (3.74)
The combination of Equations (3.39), (3.73) and (3.74) results in:
𝜔1 = 𝑓(𝑠1) = 𝑓(𝑃𝑔) = 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) (3.75)
Therefore, the initial reference speed can be directly calculated from the piece-
wise linear curve depicted in Figure 3.7.
The steady-operation analysis of Equations (3.40) and (3.41) determines:
𝑃𝑟𝑒𝑓0 = 𝑠1(𝑡𝑟𝑞), 𝑇𝐹 𝑙𝑎𝑔 = 0 (3.76)
𝜔𝑔(𝑡) = 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞), 𝑇𝐹 𝑙𝑎𝑔 = 1 (3.77)
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𝑠2(𝑡𝑟𝑞) = 𝑇𝑟𝑒𝑓 (3.78)
The initial value of the reference torque 𝑇𝑟𝑒𝑓 is currently unknown. It is nec-
essary to perform steady-state analysis at the electrical control module to calculate 𝑇𝑟𝑒𝑓 .
This procedure is outlined within Section 3.3.5.
3.3.4 Pitch Control model
The steady-state analysis of Equations (3.7), (3.8) and (3.9) determines:
𝜔𝑡(𝑡) = 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) (3.79)
𝑃𝑜𝑟𝑑(𝑒𝑐) = 𝑃𝑟𝑒𝑓 (3.80)
𝜃(𝑝𝑡) = 𝜃𝑝𝑐 + 𝜃𝑝𝑐𝑜 (3.81)
Substituting (3.79) and (3.80) into (3.10) and (3.11) yields:
𝑠0(𝑝𝑡) = 𝜃𝑝𝑐 (3.82)
𝑠1(𝑝𝑡) = 𝜃𝑝𝑐𝑜 (3.83)
The substitution of (3.82) and (3.83) into (3.81) determines:
𝑠0(𝑝𝑡) = 𝜃0 (3.84)
𝑠1(𝑝𝑡) = 0 (3.85)
3.3.5 Renewable Energy Electrical Converter
The steady-state analysis of Equation (3.13) determines:
𝑃𝑜𝑟𝑑(𝑒𝑐) = 𝑃𝑟𝑒𝑓 = 𝑃𝑔 (3.86)
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If PFlag = 1, the substitution of (3.86) into (3.15) allows for the calculation





𝑠2(𝑡𝑟𝑞) = 𝑇𝑟𝑒𝑓 (3.88)
On the other hand, if PFlag = 0, the initial active power reference 𝑃𝑟𝑒𝑓0 to be
synthesized by the external controller is computed as:
𝑃𝑟𝑒𝑓0 = 𝑃𝑟𝑒𝑓 = 𝑃𝑔 (3.89)
Steady-state analysis of Equations (3.16), (3.17) and (3.19) determines:
𝑠0(𝑒𝑐) = 𝑉𝑡 𝑓𝑙𝑡 = 𝑉𝑡 (3.90)
𝑠1(𝑒𝑐) = 𝑃𝑔 (3.91)
𝑄𝑟𝑒𝑓 = 𝑄𝑔 (3.92)








Steady-operation analysis of Equations (3.21), (3.18) and (3.22) results in:
𝑉𝑟𝑒𝑓 = 𝑉𝑡 𝑓𝑙𝑡 = 𝑉𝑡, 𝑄𝐹 𝑙𝑎𝑔 = 1 (3.94)







The initial value of the additional current injection 𝐼𝑞𝑖𝑛𝑗 is calculated according
(3.26) and (3.27). This work assumes that the initial WTG terminal voltage is such that
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𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 0. This hypothesis is adequate, as a voltage dip scenario (𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 1)
is only observed after disturbances. Hence:
𝐼𝑞𝑖𝑛𝑗 = 0 (3.97)
Therefore, the initial reactive power control current 𝐼𝑞𝑐𝑚𝑑 is given by:
𝐼𝑞𝑐𝑚𝑑 =
⎧⎪⎨⎪⎩
𝑠3(𝑒𝑐) + 𝐼𝑞𝑖𝑛𝑗, 𝑄𝐹 𝑙𝑎𝑔 = 1
𝑠4(𝑒𝑐) + 𝐼𝑞𝑖𝑛𝑗, 𝑄𝐹 𝑙𝑎𝑔 = 0
(3.98)
If QFlag = 1, it is necessary to perform steady-state analysis on the generator-
converter model to compute 𝐼𝑞𝑐𝑚𝑑, and consequently 𝑠3(𝑒𝑐). This procedure is described in
Section 3.3.6.
3.3.6 Renewable Electric Generator Converter
Steady-state analysis of Equations (3.42)-(3.44) determines:
𝑠0(𝑔𝑐) = 𝐼𝑞𝑐𝑚𝑑 (3.99)
𝑠1(𝑔𝑐) = 𝐼𝑝𝑐𝑚𝑑 (3.100)
𝑠2(𝑔𝑐) = 𝑉𝑡 (3.101)
It is reasonable to assume that 𝑙𝑣𝑝𝑛𝑡0 < 𝑉𝑡 < 𝑙𝑣𝑝𝑛𝑡1 and 𝑉𝑡 < 𝑉𝑜𝑙𝑖𝑚. The reason
for this is that the steady-state WTG terminal voltage magnitude is usually specified
between 0.9 p.u. and 1.1 p.u. by most grid code requirements (Marine Renewables Infras-
tructure Network, 2013), including brazilian’s (Brazilian National Operator of the Electri-
cal System, 2016). Consequently, active and reactive current commands are not modified
by LVAC or HVRC Management in the steady-state point of operation. Therefore:
𝐼 ′𝑝 = 𝑠1(𝑔𝑐) (3.102)
𝐼 ′𝑞 = −𝑠0(𝑔𝑐) (3.103)
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The WTG terminal voltage is a complex number written as:
𝑉𝑡 = 𝑉𝑡𝑟𝑒 + 𝑗𝑉𝑡𝑖𝑚 = |𝑉𝑡|∠𝛾 (3.104)
The initial value of Equation (3.52) is written as:
𝐼𝑠 = (𝐼 ′𝑝 + 𝑗𝐼 ′𝑞)(cos 𝛾 + 𝑗 sin 𝛾) = 𝐼𝑠𝑟𝑒 + 𝑗𝐼𝑠𝑖𝑚 (3.105)
Real and imaginary terms of Equation (3.105) are aggregated, resulting in:
𝐼𝑠𝑟𝑒 = 𝐼 ′𝑝 cos 𝛾 − 𝐼 ′𝑞 sin 𝛾 (3.106)
𝐼𝑠𝑖𝑚 = 𝐼 ′𝑞 cos 𝛾 + 𝐼 ′𝑝 sin 𝛾 (3.107)
Including the following identities:
𝑃𝑔 = 𝑉𝑡𝑟𝑒𝐼𝑠𝑟𝑒 + 𝑉𝑡𝑖𝑚𝐼𝑠𝑖𝑚 (3.108)
𝑄𝑔 = 𝑉𝑡𝑖𝑚𝐼𝑠𝑟𝑒 − 𝑉𝑡𝑟𝑒𝐼𝑠𝑖𝑚 (3.109)
Substituting (3.108) and (3.109) into (3.106) and (3.107) yields:
𝐼 ′𝑞.𝑃𝑔 + 𝐼 ′𝑝.𝑄𝑔 = 0 (3.110)






𝑠0(𝑔𝑐) = 𝐼 ′𝑞 = 𝐼𝑞𝑐𝑚𝑑 (3.112)
Hence, the initial state 𝑠3(𝑒𝑐) of the renewable electrical control is calculated
as:
𝑠3(𝑒𝑐) = 𝐼𝑞𝑐𝑚𝑑, 𝑄𝐹 𝑙𝑎𝑔 = 1 (3.113)
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3.3.7 Renewable Electric Plant-level Controller
Steady-state analysis of Equations (3.53)-(3.54) yields:
𝑠4(𝑝𝑐) = 𝑃𝑏𝑟𝑎𝑛𝑐ℎ = 𝑃𝑙𝑟𝑒𝑓 + 𝑃𝑝𝑟𝑖𝑚 (3.114)
where 𝑃𝑏𝑟𝑎𝑛𝑐ℎ is the active power measured in a branch of the electrical grid, defined by
the user. The initial value is obtained from the power flow solution of the system.
In steady-state operation, the frequency deviation Δ𝑓 is null. Hence:
𝑃𝑝𝑟𝑖𝑚 = 0 (3.115)
Substituting Equations (3.114)-(3.115) into Equation (3.56), the steady-state
analysis of the latter determines:
𝑠5(𝑝𝑐) = 𝑠6(𝑝𝑐) (3.116)
If 𝐹𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 1, (3.58) gives:
𝑠6(𝑝𝑐) = 𝑃𝑟𝑒𝑓0 = 𝑃𝑔 (3.117)
Steady-operation analysis of Equations (3.59) and (3.61) yields:
𝑠0(𝑝𝑐) = 𝑉𝑖𝑛, 𝑅𝑒𝑓𝐹 𝑙𝑎𝑔 = 0 (3.118)
𝑠1(𝑝𝑐) = 𝑄𝑏𝑟𝑎𝑛𝑐ℎ, 𝑅𝑒𝑓𝐹 𝑙𝑎𝑔 = 1 (3.119)
where 𝑄𝑏𝑟𝑎𝑛𝑐ℎ is the reactive power measured in a branch of the system, defined by the




𝑉𝑟𝑒𝑔 +𝐾𝑐𝑄𝑏𝑟𝑎𝑛𝑐ℎ, 𝑉 𝑐𝑜𝑚𝑝𝐹 𝑙𝑎𝑔 = 0
𝑉𝑟𝑒𝑔 − 𝑍𝑐𝐼𝑏𝑟𝑎𝑛𝑐ℎ, 𝑉 𝑐𝑜𝑚𝑝𝐹 𝑙𝑎𝑔 = 1
(3.120)
where 𝐼𝑏𝑟𝑎𝑛𝑐ℎ is the current measured in a branch of the system, defined by the user. The
initial value is obtained from the power flow solution of the system. 𝑉𝑟𝑒𝑔 is the regulated
voltage at the bus defined by the user.
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Steady-state analysis of Equation (3.62) results in:
𝑅𝑒𝑟𝑟2 = 0 (3.121)
Hence, (3.64) determines:
𝑉𝑟𝑒𝑓 = 𝑠0(𝑝𝑐), 𝑅𝑒𝑓𝐹 𝑙𝑎𝑔 = 1 (3.122)
𝑄𝑟𝑒𝑓 = 𝑠1(𝑝𝑐), 𝑅𝑒𝑓𝐹 𝑙𝑎𝑔 = 0 (3.123)
Substituting (3.121) into Equation (3.65), the steady-operation analysis of the
latter gives:
𝑠2(𝑝𝑐) = 𝑠3(𝑝𝑐) (3.124)
The initial reactive power synthesized by the plant-level controller 𝑄𝑒𝑥𝑡 is de-
fined by the power flow solution:
𝑄𝑒𝑥𝑡 = 𝑄𝑔 (3.125)
Therefore, substituting (3.121) and (3.124) into Equation (3.66), the initial
condition of state 𝑠3(𝑝𝑐) is calculated as:
𝑠3(𝑝𝑐) = 𝑄𝑒𝑥𝑡 = 𝑄𝑔 (3.126)
3.4 Final comments
Chapter 3 presented the nonlinear second generation variable-speed WTG
models. The modular structures that compose second generation Type-3 and Type-4
WTG generic models are briefly compared. Additionally, the differential equations that
describe the dynamic behavior of Type-3 and Type-4 WTGs are derived from the block
diagrams available in the literature, and the initial conditions of the dynamic states are
calculated.
The Type-4 WTG model does not contain modules that emulate the generator
mechanical structures because the machine and the electrical network are fully decoupled.
On the other hand, such modules are represented in the Type-3 model due to partial cou-
pling between the machine and the electrical grid. The dynamic behavior of the variable
Chapter 3. Nonlinear Second Generation Wind Turbine Generator Models 56
speed wind turbines is entirely described by first-order differential equations, which sim-
plifies the numerical solution. Such equations emulate different control actions available
in the wind turbine, delays inherent to the equipment and filtering of variables to be
processed by the control system. The calculation of the states’ initial conditions requires
the power flow solution of the system. Also, simplifying, but reliable, hypothesis are taken
in order to facilitate the initialization.
The following Chapter 4 discusses the linearization of the nonlinear models
from the nonlinear models derived in this Chapter.
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4 Linearized model of the WTG States
In this chapter, the linearized equations that describe the dynamic states of
the Type-3 and Type-4B models are derived from the differential equations presented in
Chapter 3. Section 4.1 provides a brief theoretical survey of linear analysis. In Section
4.3, the linear equations that describe the dynamic states of the modular structures are
derived from the nonlinear equations presented in Chapter 3.
4.1 Linear Analysis
Small signal stability is the ability of the power system to maintain synchro-
nism under small disturbances. This enables the dynamic behavior of components under
analysis to be represented by linear equations. Applying sufficiently small perturbations
Δx, Δz and Δu at x̂, z and û, respectively, (3.1), (3.2) and (3.3) are rewritten as (BENTO
et al., 2018)
Δ̇x = 𝐽1Δx + 𝐽2Δz +𝐵Δu (4.1)
0 = 𝐽3Δx + 𝐽4Δz (4.2)
y = 𝐶1Δx + 𝐶2Δz (4.3)
where (𝐽1, 𝐽2) and (𝐽3, 𝐽4) are the Jacobian matrices of 𝑓(x̂, z, û) and 𝑔(x̂, z) with respect
to the state variables x̂ and algebraic variables z, respectively. By eliminating the algebraic
variables from the model, the linear equations (4.1)-(4.3) are expressed as:
Δ̇x = 𝐴Δx +𝐵Δu (4.4)
y = 𝐶Δx +𝐷Δu (4.5)
Equations (4.4) and (4.5) denote the state-space representation of the system,
which is a linearized representation of the nonlinear Equations (3.1)-(3.3) as a function of
state and output variables, x and y respectively. The matrix 𝐴 = 𝐽1−𝐽2𝐽−14 𝐽3 corresponds
to the state matrix of the system, 𝐵 denotes the input matrix, 𝐶 = 𝐶1 −𝐶2𝐽−14 𝐽3 consists
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of the output matrix of the system and 𝐷 denotes the feedforward matrix. Given the state
matrix 𝐴 of the system, the eigenvalues and eigenvectors of the system can be calculated.
These variables contain valuable information regarding the dynamic characteristics of the
model and are essential for small signal linear analysis of the system.
The eigenvalues 𝜆 are calculated as (LI et al., 2012)
𝑑𝑒𝑡(𝜆𝐼 − 𝐴) = 0 (4.6)
The eigenvalue is a complex number represented by
𝜆 = 𝜎 ± 𝑗𝜔 (4.7)




𝑓 = 𝜔2𝜋 (4.9)
The right eigenvalues of the system 𝜓 satisfy the following relation:
A𝜓 = 𝜆𝜓 (4.10)
The left eigenvalues of the system 𝜑 satisfy the following relation:
𝜑A = 𝜆𝜑 (4.11)
The participation matrix P contains the participation factors 𝑝𝑘𝑖, which are
a measure of the relative participation of the 𝑘𝑡ℎ state variable in the 𝑖𝑡ℎ mode, and
vice-versa (KUNDUR, 1994). These variables are calculated as:
P =
[︁


















The mode shape is a measure of the activity of the state variables when a
particular mode is excited (KUNDUR, 1994). It is calculated by Equation (4.11).
Unlike time-domain simulations, step-by-step integration is not performed in
small signal analysis (SSA). For this reason, SSA simulations are computationally much
faster than non-linear time domain simulations.
4.2 Perturbation of WTG States
A linear representation of the WTG dynamic behavior is achieved by applying
a small perturbation Δx on the WTG states x, whose initial values x0 are known. This
results in a set of disturbed states x1. A small perturbation Δx is defined as a disturbance
whose magnitude is much inferior than the initial value of the variable x0 at which it is
applied. Mathematically, this can be expressed as
x1 = x0 + Δx |Δx| << x0 (4.14)
where x0 is calculated according to the initialization procedure described in Section 3.3.
Therefore, from Equation (3.1), a small perturbation applied on the 𝑖𝑡ℎ state
Δ𝑥𝑖 results in a small perturbation ˙Δ𝑥𝑗 at the 𝑗𝑡ℎ state rate of change 𝑥𝑗. Mathematically,
this can be expressed as
˙̂𝑥𝑗 + ˙Δ𝑥𝑗 = 𝑓(𝑥𝑖 + Δ𝑥𝑖, z, û) (4.15)
where the derivation of the nonlinear equations ˙̂𝑥𝑗 is documented in Chapter 3.
This work focuses only on the perturbation of the dynamic states x due to the
interest in eigenvalues and eigenvectors analysis. The algebraic variables ẑ and the system
inputs û are not disturbed. Hence, from Equation (4.4), the linearization of Equation
(4.15) yields:
˙Δ𝑥𝑗 = 𝑎𝑗𝑖Δ𝑥𝑖 (4.16)
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where 𝑎𝑗𝑖 is the contribution of the disturbed state Δ𝑥𝑖 into the rate of change ˙Δ𝑥𝑗. Each
coefficient 𝑎𝑗𝑖 is a term of the state matrix 𝐴.
Therefore, the linearization of the WTG model consists in calculating all the
coefficients 𝑎𝑗𝑖 from Equation (4.16) using the methodology described above. As the su-
perposition theorem is valid to linear equations, the total perturbation in the 𝑗𝑡ℎ rate of
change of a state model ˙Δ𝑥𝑗 is given by the sum of each small perturbation Δ𝑥𝑖 applied
at the 𝑗𝑡ℎ state of the model 𝑥𝑗. This results in a set of linear equations generically given
by









Δ𝑥1 Δ𝑥2 ... Δ𝑥𝑖 ... Δ𝑥𝑛
]︁
(4.19)
Equation (4.17) denotes the state-space representation of the system. It is a
simplified form of Equation (4.4), since it is assumed that the inputs of the system are
not disturbed.
The vector x is a column vector containing all the dynamic states of the mod-
ules that compose the Second Generation WTG models. It can be ordered as follows:
x =
[︁
𝑊𝑇𝐺𝑇 𝐴 𝑠𝑡𝑎𝑡𝑒𝑠 𝑊𝑇𝐺𝑃𝑇 𝐴 𝑠𝑡𝑎𝑡𝑒𝑠 𝑊𝑇𝐺𝑇𝑅𝑄 𝐴 𝑠𝑡𝑎𝑡𝑒𝑠
𝑅𝐸𝐸𝐶 𝐴 𝑠𝑡𝑎𝑡𝑒𝑠 𝑅𝐸𝐺𝐶 𝐴 𝑠𝑡𝑎𝑡𝑒𝑠 𝑅𝐸𝑃𝐶 𝐴 𝑠𝑡𝑎𝑡𝑒𝑠
]︁𝑇
(4.20)
Therefore, the vector Δx containing all the disturbed states of the modules
that compose the Second Generation WTG models is expressed as:
Δx =
[︁
Δ𝜔𝑡(𝑡) Δ𝑠0(𝑝𝑡) Δ𝑠1(𝑝𝑡) Δ𝜃(𝑝𝑡) Δ𝑠1(𝑡𝑟𝑞) Δ𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) Δ𝑠2(𝑡𝑟𝑞) Δ𝑠0(𝑒𝑐)
Δ𝑠1(𝑒𝑐) Δ𝑠2(𝑒𝑐) Δ𝑠3(𝑒𝑐) Δ𝑠4(𝑒𝑐) Δ𝑃𝑜𝑟𝑑(𝑒𝑐) Δ𝑠0(𝑔𝑐) Δ𝑠1(𝑔𝑐) Δ𝑠2(𝑔𝑐)
Δ𝑠0(𝑝𝑐) Δ𝑠1(𝑝𝑐) Δ𝑠2(𝑝𝑐) Δ𝑠3(𝑝𝑐) Δ𝑠4(𝑝𝑐) Δ𝑠5(𝑝𝑐) Δ𝑠6(𝑝𝑐)
]︁𝑇
(4.21)
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An example is given below to illustrate the derivation of linear equations from
the WTG nonlinear model. The Equation (3.16), which describes the terminal voltage




(𝑉𝑡 − 𝑠0(𝑒𝑐)) (4.22)
From Equation (4.22), a small perturbation in the state 𝑠0(𝑒𝑐) results in a small
perturbation in the rate of change of 𝑠0(𝑒𝑐). The WTG terminal voltage 𝑉𝑡 is not subject
to perturbations because it is not a state of the system. Denoting the applied small
perturbation as Δ𝑠0(𝑒𝑐), and ˙Δ𝑠0(𝑒𝑐) as the resultant perturbation in the rate of change
due to Δ𝑠0(𝑒𝑐), (4.22) is written as
𝑠0(𝑒𝑐) + ˙Δ𝑠0(𝑒𝑐) =
1
𝑇𝑟𝑣





Equation (4.23) is written in the form of Equation (4.15). It contains two
classes of terms: DC terms, namely 𝑉𝑡, 𝑠0(𝑒𝑐) and 𝑠0(𝑒𝑐), whose values are known from the
initialization procedure described in Section 3.3; and first-order terms, namely Δ𝑠0(𝑒𝑐) and
˙Δ𝑠0(𝑒𝑐). The magnitude of perturbation Δ𝑠0(𝑒𝑐) is known. The superposition theorem is
valid because the magnitude of perturbations is sufficiently small, as stated by Equations










Equation (4.25) is expressed in the form of Equation (4.16). This is the lin-
earized form of the nonlinear Equation (4.22). The linearization of all nonlinear equations
of the model results in the system of equations given by (4.17). The derivation of such
equations is addressed in Section 4.3.
4.3 Linearized WTG States
4.3.1 Electrical Power
The apparent electrical power injected by the wind turbine on the grid 𝑆𝑔 can
be written as a function of the active and reactive power 𝑃𝑔 and 𝑄𝑔, and the complex
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values of WTG terminal voltage 𝑉𝑡 and injected current on the network reference frame
𝐼𝑠:
𝑆𝑔 = 𝑉𝑡𝐼𝑠
* = 𝑃𝑔 + 𝑗𝑄𝑔 (4.26)
where 𝑉𝑡 = 𝑉𝑡𝑒𝑗𝛾 and 𝐼𝑠 is given in Equation (3.52), rewritten below:
𝐼𝑠 = (𝐼 ′𝑝 + 𝑗𝐼 ′𝑞)(cos 𝛾 + 𝑗 sin 𝛾) = (𝐼 ′𝑝 + 𝑗𝐼 ′𝑞)𝑒𝑗𝛾 (4.27)
Substituting 𝑉𝑡 and (4.27) into (4.26) determines:
𝑆𝑔 = 𝑉𝑡(𝐼 ′𝑝 − 𝑗𝐼 ′𝑞) = 𝑃𝑔 + 𝑗𝑄𝑔 (4.28)
LVAC and HVRC Management only modify the control signals 𝐼 ′𝑝 and 𝐼 ′𝑞 when
the network fails to converge due to large disturbances. This is not the case for linear
analysis, where disturbances are considered to be very small. For this reason and observing
Figure 3.8, Equations (3.48) and (3.50) can be reduced to:
𝐼 ′𝑝 = 𝐼𝑝 = 𝑠1(𝑔𝑐) (4.29)
𝐼 ′𝑞 = 𝐼𝑞 = −𝑠0(𝑔𝑐) (4.30)
Hence, substituting (4.29) and (4.30) into (4.28) yields:
𝑃𝑔 = 𝑉𝑡𝑠1(𝑔𝑐) (4.31)
𝑄𝑔 = 𝑉𝑡𝑠0(𝑔𝑐) (4.32)
Therefore, from Equations (4.31) and (4.32), disturbances in the states 𝑠0(𝑔𝑐)
and 𝑠1(𝑔𝑐) of the generator-converter model result in disturbances on the generated active
and reactive power, 𝑃𝑔 and 𝑄𝑔. Applying small disturbances Δ𝑠0(𝑔𝑐) and Δ𝑠1(𝑔𝑐) results
in disturbed values of reactive and active power Δ𝑄𝑔 and Δ𝑃𝑔, respectively
Δ𝑄𝑔 = 𝑉𝑡Δ𝑠0(𝑔𝑐) (4.33)
Δ𝑃𝑔 = 𝑉𝑡Δ𝑠1(𝑔𝑐) (4.34)
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The values of 𝑃𝑔 and 𝑄𝑔 are required to calculate the dynamic states of the
WTG modular structures, as presented along this Chapter. Therefore, disturbances Δ𝑃𝑔
and Δ𝑄𝑔 as a result of Δ𝑠1(𝑔𝑐) and Δ𝑠0(𝑔𝑐) propagate to the WTG model.
4.3.2 Wind Turbine Drive-Train





(𝑃𝑚𝑒𝑐ℎ − 𝑃𝑒 −𝐷Δ𝜔𝑡(𝑡)) (4.35)
The perturbation of the following states yields disturbances in the dynamic






4.3.3 Renewable Energy Plant Controller
The dynamic behavior of this module is modeled by seven differential equa-
tions. Four differential equations, namely (3.59), (3.61), (3.62) and (3.65) describe the
states related to supervisory reactive power control. Three differential equations, namely
(3.53), (3.54), (3.56) describe the states related to supervisory active power control.
Equations (3.59), (3.61), (3.62) and (3.65) are rewritten bellow as (4.37),
(4.39), (4.41) and (4.44). It is relevant to remember that the supervisory reactive control




(𝑉𝑖𝑛 − 𝑠0(𝑝𝑐)) (4.37)
The perturbation of 𝑠0(𝑝𝑐) yields disturbances in the dynamic behavior of pitch








(𝑄𝑏𝑟𝑎𝑛𝑐ℎ − 𝑠1(𝑝𝑐)) (4.39)
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The perturbation of 𝑠1(𝑝𝑐) yield disturbances in the dynamic behavior of pitch





𝑠2(𝑝𝑐) = 𝐾𝑖𝑅𝑒𝑟𝑟2 (4.41)
From Equations (3.63) and (3.64) the states that disturb the dynamics of the
reactive controller 𝑠2(𝑝𝑐) depend on the value of the control variable RefFlag. If 𝑅𝑒𝑓𝐹 𝑙𝑎𝑔 =
0, the perturbation of 𝑠1(𝑝𝑐) yields disturbances in 𝑠2(𝑝𝑐). In this case, applying a small
disturbance Δ𝑠1(𝑝𝑐) determines a disturbed ˙Δ𝑠2(𝑝𝑐):
˙Δ𝑠2(𝑝𝑐) = −𝐾𝑖Δ𝑠1(𝑝𝑐), 𝑅𝑒𝑓𝐹 𝑙𝑎𝑔 = 0 (4.42)
On the other hand, if 𝑅𝑒𝑓𝐹 𝑙𝑎𝑔 = 1, the perturbation of 𝑠0(𝑝𝑐) yields distur-
bances in 𝑠2(𝑝𝑐). In this case, applying a small disturbance Δ𝑠0(𝑝𝑐) determines a disturbed
˙Δ𝑠2(𝑝𝑐):




(𝐾𝑝𝑅𝑒𝑟𝑟2 + 𝑠2(𝑝𝑐) − 𝑠3(𝑝𝑐)) (4.44)
The perturbation of 𝑠2(𝑝𝑐) and 𝑠3(𝑝𝑐) yield disturbances in the dynamic behav-
ior of the lead-lag controller state 𝑠3(𝑝𝑐) regardless the value of RefFlag. Furthermore, a
perturbation in 𝑠0(𝑝𝑐) and 𝑠1(𝑝𝑐) causes a disturbance in 𝑠3(𝑝𝑐) if the control flag RefFlag
equals 1 and 0, respectively, as discussed above. Applying a small disturbance Δ𝑠0(𝑝𝑐),
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)(𝐾𝑝𝑅𝑒𝑟𝑟2 + 𝑠2(𝑝𝑐)) + (𝐾𝑝𝑅𝑒𝑟𝑟2 + 𝑠2(𝑝𝑐) − 𝑠3(𝑝𝑐)) (4.49)
As verified in the Equation (4.49), small perturbations in the states 𝑠0(𝑝𝑐), 𝑠1(𝑝𝑐),
𝑠2(𝑝𝑐) and 𝑠3(𝑝𝑐) result in small perturbations in 𝑄𝑒𝑥𝑡, defined as Δ𝑄𝑒𝑥𝑡 in this dissertation.
Therefore, perturbations in the mentioned states propagate to modular structures whose
𝑄𝑒𝑥𝑡 is an input if this control loop is enabled. From Figure 3.5, 𝑄𝑒𝑥𝑡 is an input of the
electrical control (REEC A) if 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 0.














Δ𝑄𝑒𝑥𝑡 = −Δ𝑠3(𝑝𝑐) (4.53)
Equations (3.53), (3.54) and (3.56) are rewritten bellow as (4.54), (4.56) and
(4.58). It is relevant to remember that the supervisory active control loop is only enabled
when 𝐹𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 1. In the case of 𝐹𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 0, the active power reference is assumed




(𝑃𝑏𝑟𝑎𝑛𝑐ℎ − 𝑠4(𝑝𝑐)) (4.54)
The perturbation of 𝑠4(𝑝𝑐) yields disturbances in the dynamic behavior of active






𝑠5(𝑝𝑐) = 𝐾𝑖𝑔(𝑃𝑙𝑎𝑛𝑡𝑟𝑒𝑓 − 𝑠4(𝑝𝑐) + 𝑃𝑝𝑟𝑖𝑚) (4.56)
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The perturbation of 𝑠4(𝑝𝑐) yields disturbances in the dynamic behavior of active
power controller state 𝑠5(𝑝𝑐). Applying a small disturbance Δ𝑠4(𝑝𝑐) determines a disturbed
𝑠5(𝑝𝑐):




[𝐾𝑝𝑔(𝑃𝑙𝑟𝑒𝑓 − 𝑠4(𝑝𝑐) + 𝑃𝑝𝑟𝑖𝑚) + 𝑠5(𝑝𝑐) − 𝑠6(𝑝𝑐)] (4.58)
The perturbation of 𝑠4(𝑝𝑐), 𝑠5(𝑝𝑐) and 𝑠6(𝑝𝑐) yields disturbances of 𝑠6(𝑝𝑐). Apply-

















𝑃𝑃 𝐹 , 𝐹 𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 0
𝑠6, 𝐹 𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 1
(4.62)
Therefore, small perturbations in the state 𝑠6(𝑝𝑐) propagate to modular struc-
tures whose 𝑃𝑟𝑒𝑓0 is an input if 𝐹𝑟𝑒𝑞𝐹 𝑙𝑎𝑔 = 1. From Figures 3.4 and 3.6, 𝑃𝑟𝑒𝑓0 is an
input of the electrical control module (REEC A) and the torque control (WTGTRQ A)
if 𝑃𝐹𝑙𝑎𝑔 = 0 and 𝑇𝐹 𝑙𝑎𝑔 = 1, respectively.
4.3.4 Pitch Control
The dynamic behavior of this module is modeled by three differential equa-
tions: Equations (3.7), (3.8) and (3.9), rewritten below as Equations (4.63), (4.67) and
(4.69)
𝑠0(𝑝𝑡) = 𝐾𝑖𝑝[𝜔𝑡(𝑡) − 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) +𝐾𝑐𝑐(𝑃𝑜𝑟𝑑(𝑒𝑐) − 𝑃𝑟𝑒𝑓 )] (4.63)
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The perturbation of the following states yields disturbances in the dynamic
behavior of pitch control state 𝑠0(𝑝𝑡): Δ𝜔𝑡(𝑡), 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) and 𝑃𝑜𝑟𝑑(𝑒𝑐). Applying a small dis-
turbance Δ𝜔𝑡(𝑡), Δ𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) and Δ𝑃𝑜𝑟𝑑(𝑒𝑐) determines a disturbed ˙Δ𝑠0(𝑝𝑡):
˙Δ𝑠0(𝑝𝑡) = 𝐾𝑖𝑤Δ𝜔𝑡(𝑡) (4.64)
˙Δ𝑠0(𝑝𝑡) = −𝐾𝑖𝑤Δ𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) (4.65)
˙Δ𝑠0(𝑝𝑡) = 𝐾𝑖𝑤𝐾𝑐𝑐Δ𝑃𝑜𝑟𝑑(𝑒𝑐) (4.66)
𝑠1(𝑝𝑡) = 𝐾𝑖𝑐(𝑃𝑜𝑟𝑑(𝑒𝑐) − 𝑃𝑟𝑒𝑓 ) (4.67)
The perturbation of 𝑃𝑜𝑟𝑑(𝑒𝑐) yields disturbances in the dynamic behavior of
pitch control state 𝑠1(𝑝𝑡). Applying a small disturbance Δ𝑃𝑜𝑟𝑑(𝑒𝑐) determines a disturbed
˙Δ𝑠1(𝑝𝑡):




(𝜃𝑝𝑐 + 𝜃𝑝𝑐𝑜 − 𝜃(𝑝𝑡)) (4.69)
The dynamic states 𝑠0(𝑝𝑡) and 𝑠1(𝑝𝑡) are also part of 𝜃𝑝𝑐 and 𝜃𝑝𝑐𝑜, as verified by
Equations (3.10) and (3.11). Therefore, the perturbation of Δ𝜔𝑡(𝑡), 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞), 𝑠0(𝑝𝑡), 𝑠1(𝑝𝑡),
𝑃𝑜𝑟𝑑(𝑒𝑐) and 𝜃(𝑝𝑡) yields disturbances in the dynamic behavior of pitch angle state 𝜃(𝑝𝑡)
. Applying a small disturbance Δ𝜔𝑡(𝑡), Δ𝜔𝑟𝑒𝑓(𝑡𝑟𝑞), Δ𝑠0(𝑝𝑡), Δ𝑠1(𝑝𝑡), Δ𝑃𝑜𝑟𝑑(𝑒𝑐) and Δ𝜃(𝑝𝑡)



























The dynamic behavior of this module is modeled by three differential equa-





(𝑃𝑔 − 𝑠1(𝑡𝑟𝑞)) (4.76)
The perturbation of 𝑠1(𝑡𝑟𝑞) yields disturbances in the dynamic behavior of pitch








(𝜔1 − 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞)) (4.78)
The perturbation of 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) yields disturbances in the dynamic behavior of












), 𝑇𝐹 𝑙𝑎𝑔 = 1
(4.80)
From Equation (4.80), the states that disturb the dynamics of the torque
controller 𝑠2(𝑡𝑟𝑞) depend on the value of the control variable TFlag. If 𝑇𝐹 𝑙𝑎𝑔 = 0, the
perturbation of 𝜔𝑔(𝑡) and 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) yields disturbances in 𝑠2(𝑡𝑟𝑞). In this case, applying a
small disturbance Δ𝜔𝑔(𝑡) and Δ𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) determines a disturbed ˙Δ𝑠2(𝑡𝑟𝑞):
˙Δ𝑠2(𝑡𝑟𝑞) = 𝐾𝑖𝑡𝑟𝑞Δ𝜔𝑡(𝑡), 𝑇𝐹 𝑙𝑎𝑔 = 0 (4.81)
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˙Δ𝑠2(𝑡𝑟𝑞) = −𝐾𝑖𝑡𝑟𝑞Δ𝜔𝑟𝑒𝑓(𝑡𝑟𝑞), 𝑇𝐹 𝑙𝑎𝑔 = 0 (4.82)
On the other hand, if 𝑇𝐹 𝑙𝑎𝑔 = 1, the perturbation of 𝑠1(𝑡𝑟𝑞), 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) and 𝑠6(𝑝𝑐)
yields disturbances in the dynamic behavior of the torque controller state 𝑠2(𝑡𝑟𝑞). In this













Δ𝜔𝑔(𝑡), 𝑇𝐹 𝑙𝑎𝑔 = 1 (4.85)
4.3.6 Renewable Energy Electrical Control
The dynamic behavior of this module is modeled by six differential equations.
Five differential equations, namely (3.16), (3.17), (3.18), (3.20) and (3.22) describe the
states related to local reactive power control. One differential equation, namely (3.13),
describes the states related to local active power control.
Equations (3.16), (3.17), (3.18), (3.20) and (3.22) are rewritten bellow as




(𝑉𝑡 − 𝑠0(𝑒𝑐)) (4.86)
The perturbation of 𝑠0(𝑒𝑐) yields disturbances in the dynamic behavior of the








(𝑃𝑔 − 𝑠1(𝑒𝑐)) (4.88)
The perturbation of 𝑠1(𝑒𝑐) yields disturbances in the dynamic behavior of the
active power measurement state 𝑠1(𝑒𝑐). It is important to point out that this state is only
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enabled for small signal analysis when 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 2. Applying a small disturbance Δ𝑠1(𝑒𝑐)





𝑠2(𝑒𝑐) = 𝐾𝑞𝑖(𝑄𝑟𝑒𝑓 −𝑄𝑔) (4.90)
Perturbation of the reactive power reference 𝑄𝑟𝑒𝑓 and reactive power measured
value 𝑄𝑔 yields disturbances in the dynamic behavior of the state associated to local
reactive power controller 𝑠2(𝑒𝑐). Therefore, the states that disturb 𝑠2(𝑒𝑐) are a function of
the control variable QexFlag, which selects the reactive power reference defined by the
user. Additionally, 𝑠2(𝑒𝑐) is enabled only if 𝑉 𝐹 𝑙𝑎𝑔 = 1 and 𝑄𝐹𝑙𝑎𝑔 = 1, as observed in
Figure 3.5
According Equation (3.19), if 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 1, 𝑄𝑟𝑒𝑓 is constant, so no dynamic
states are involved. If 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 2, power factor control is enabled. Nevertheless, this
control strategy also requires 𝑄𝐹𝑙𝑎𝑔 = 0, so 𝑠1(𝑒𝑐) is not an input of the local reactive
power controller. If 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 0, the supervisory reactive power control is enabled, so
𝑄𝑟𝑒𝑓 = 𝑄𝑒𝑥𝑡 and 𝑠2(𝑒𝑐) is affected by the states of the reactive power-plant controller.
Applying a small disturbance Δ𝑄𝑟𝑒𝑓 at 𝑠2(𝑒𝑐) results in:
˙Δ𝑠2(𝑒𝑐) = 𝐾𝑞𝑖Δ𝑄𝑟𝑒𝑓 , 𝑉 𝐹 𝑙𝑎𝑔 = 1, 𝑄𝐹 𝑙𝑎𝑔 = 1, 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 0 (4.91)
where Δ𝑄𝑟𝑒𝑓 is given by Equations (4.50)-(4.53).
𝑠3(𝑒𝑐) = 𝐾𝑣𝑖(𝑉𝑟𝑒𝑓 − 𝑠0(𝑒𝑐)) (4.92)
Perturbation of the terminal voltage measurement state 𝑠0(𝑒𝑐) and dynamic
states contained in the variable 𝑉𝑟𝑒𝑓 , expressed in Equation (3.21), yields disturbances in
the dynamic behavior of the state associated to local voltage controller 𝑠3(𝑒𝑐). As observed
in Figure 3.5, 𝑠3(𝑒𝑐) is enabled only if 𝑄𝐹𝑙𝑎𝑔 = 1. Equation (3.21) is rewritten below:
𝑉𝑟𝑒𝑓 =
⎧⎪⎨⎪⎩
𝑉𝑡𝑃 𝐹 + 𝑉𝑟𝑒𝑓1, 𝑉 𝐹 𝑙𝑎𝑔 = 0
𝐾𝑞𝑝(𝑄𝑟𝑒𝑓 −𝑄𝑔) + 𝑠2(𝑒𝑐), 𝑉 𝐹 𝑙𝑎𝑔 = 1
(4.93)
If 𝑉 𝐹 𝑙𝑎𝑔 = 0, no dynamic states are present in 𝑉𝑟𝑒𝑓 . On the other hand, if
𝑉 𝐹 𝑙𝑎𝑔 = 1, small perturbations at the reactive power controller state 𝑠2, at the measured
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reactive power, and at the states contained in the reactive power reference 𝑄𝑟𝑒𝑓 affect
𝑠3(𝑒𝑐). As previously discussed, 𝑄𝑟𝑒𝑓 dynamic states affect 𝑠3(𝑒𝑐) only if 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 0
because 𝑠3(𝑒𝑐 requires 𝑄𝐹𝑙𝑎𝑔 = 1 to be enabled. Therefore, perturbations in 𝑠0(𝑒𝑐), 𝑠2(𝑒𝑐)
and 𝑄𝑒𝑥𝑡 yield disturbances in 𝑠3(𝑒𝑐). Applying a small disturbance Δ𝑠0(𝑒𝑐), Δ𝑠2(𝑒𝑐) and
Δ𝑄𝑒𝑥𝑡 at 𝑠3(𝑒𝑐) results in:
˙Δ𝑠3(𝑒𝑐) = −𝐾𝑣𝑖Δ𝑠0(𝑒𝑐), 𝑄𝐹 𝑙𝑎𝑔 = 1 (4.94)
˙Δ𝑠3(𝑒𝑐) = 𝐾𝑣𝑖Δ𝑠2(𝑒𝑐), 𝑄𝐹 𝑙𝑎𝑔 = 1, 𝑉 𝐹 𝑙𝑎𝑔 = 1 (4.95)
˙Δ𝑠3(𝑒𝑐) = 𝐾𝑣𝑖𝐾𝑞𝑝Δ𝑄𝑟𝑒𝑓 , 𝑄𝐹 𝑙𝑎𝑔 = 1, 𝑉 𝐹 𝑙𝑎𝑔 = 1, 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 0 (4.96)







Perturbation of the terminal voltage measurement state 𝑠0(𝑒𝑐), the reactive
current signal measurement state 𝑠4(𝑒𝑐) and the states contained in the reactive power
reference 𝑄𝑟𝑒𝑓 yields disturbances in the dynamic behavior of the state reactive cur-
rent signal measurement 𝑠4(𝑒𝑐). It is important to mention that 𝑠4(𝑒𝑐) is enabled only if
𝑄𝐹𝑙𝑎𝑔 = 0. Therefore, constant power factor, power factor control and remote volt-
age/reactive control can be emulated. Therefore, small perturbations in the states associ-
ated to power factor control, namely 𝑠1(𝑒𝑐), and remote voltage/reactive control, namely
𝑠0(𝑝𝑐), 𝑠1(𝑝𝑐), 𝑠2(𝑝𝑐), 𝑠3(𝑝𝑐), must also be considered for small signal analysis when 𝑠4(𝑒𝑐) is
enabled.

















Δ𝑠4(𝑒𝑐), 𝑄𝐹 𝑙𝑎𝑔 = 0 (4.100)






, 𝑄𝐹 𝑙𝑎𝑔 = 0, 𝑄𝑒𝑥𝐹 𝑙𝑎𝑔 = 0 (4.101)
where Δ𝑄𝑟𝑒𝑓 is given by Equations (4.50)-(4.53).




(𝑃𝑟𝑒𝑓 − 𝑃𝑜𝑟𝑑(𝑒𝑐)) (4.102)
Perturbation of the active power order measurement state 𝑃𝑜𝑟𝑑(𝑒𝑐) and of the
states contained in the active power reference 𝑃𝑟𝑒𝑓 yields disturbances in the dynamic
behavior of the active power order measurement ?̇?𝑜𝑟𝑑(𝑒𝑐). The variable 𝑃𝑟𝑒𝑓 is defined in
Equation (3.15) and is reproduced below in Equation (4.103)
𝑃𝑟𝑒𝑓 =
⎧⎪⎨⎪⎩
𝑇𝑟𝑒𝑓𝜔𝑔, 𝑃𝐹 𝑙𝑎𝑔 = 1
𝑃𝑟𝑒𝑓0, 𝑃𝐹 𝑙𝑎𝑔 = 0
(4.103)
Therefore, the states that disturb ?̇?𝑜𝑟𝑑(𝑒𝑐) depend on the value of the control
variable 𝑃𝐹𝑙𝑎𝑔, which selects between emulation of torque or active power control. If
𝑃𝐹𝑙𝑎𝑔 = 0, perturbations in the supervisory active power reference state 𝑠6(𝑝𝑐) affect
?̇?𝑜𝑟𝑑(𝑒𝑐). On the other hand, if 𝑃𝐹𝑙𝑎𝑔 = 1, perturbations in the dynamic states contained
in the torque reference 𝑇𝑟𝑒𝑓 affect ˙𝑃𝑜𝑟𝑑(𝑒𝑐). Equation (3.41), that describes the torque
reference, is reproduced below
𝑇𝑟𝑒𝑓 =
⎧⎪⎨⎪⎩




) + 𝑠2(𝑡𝑟𝑞), 𝑇𝐹 𝑙𝑎𝑔 = 1
(4.104)
Hence, the states that disturb 𝑇𝑟𝑒𝑓 , which in turn affect ?̇?𝑜𝑟𝑑(𝑒𝑐) if 𝑃𝐹𝑙𝑎𝑔 = 1,
depend on the value of the control variable 𝑇𝐹 𝑙𝑎𝑔, that selects different torque control
strategies defined by the user. If 𝑇𝐹 𝑙𝑎𝑔 = 0, perturbations in the reference speed 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞),
the turbine speed 𝜔𝑔(𝑡), and the torque controller state 𝑠2(𝑡𝑟𝑞), affect 𝑇𝑟𝑒𝑓 , then affecting
?̇?𝑜𝑟𝑑(𝑒𝑐) if 𝑃𝐹𝑙𝑎𝑔 = 1. On the other hand, if 𝑇𝐹 𝑙𝑎𝑔 = 1, perturbations in 𝑠6(𝑝𝑐), the turbine
speed 𝜔𝑔(𝑡), the filtered active power 𝑠1(𝑡𝑟𝑞), and the torque controller state 𝑠2(𝑡𝑟𝑞), affect
𝑇𝑟𝑒𝑓 , then affecting ?̇?𝑜𝑟𝑑(𝑒𝑐) if 𝑃𝐹𝑙𝑎𝑔 = 1.
Applying a small disturbance Δ𝜔𝑔(𝑡), Δ𝜔𝑟𝑒𝑓(𝑡𝑟𝑞), Δ𝑠2(𝑡𝑟𝑞), Δ𝑠6(𝑝𝑐) and Δ𝑠1(𝑡𝑟𝑞)
at 𝑇𝑟𝑒𝑓 determines:
Δ𝑇𝑟𝑒𝑓 = 𝐾𝑝𝑡𝑟𝑞Δ𝜔𝑔(𝑡), 𝑇𝐹 𝑙𝑎𝑔 = 0 (4.105)
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Δ𝑇𝑟𝑒𝑓 = −𝐾𝑝𝑡𝑟𝑞Δ𝜔𝑟𝑒𝑓(𝑡𝑟𝑞), 𝑇𝐹 𝑙𝑎𝑔 = 0 (4.106)












Δ𝜔𝑔(𝑡), 𝑇𝐹 𝑙𝑎𝑔 = 1 (4.110)









𝜔𝑔Δ𝑇𝑟𝑒𝑓 , 𝑃𝐹 𝑙𝑎𝑔 = 1 (4.112)




Δ𝑠6(𝑝𝑐), 𝑃𝐹 𝑙𝑎𝑔 = 0 (4.113)




4.3.7 Renewable Energy Generator Converter
The dynamic behavior of this module is modeled by three differential equa-





(𝐼𝑞𝑐𝑚𝑑 − 𝑠0(𝑔𝑐)) (4.115)
Perturbation of the filtered reactive control signal 𝑠0(𝑔𝑐) and of the states con-
tained in the reactive current command 𝐼𝑞𝑐𝑚𝑑 yields disturbances in the dynamic behavior
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of 𝑠0(𝑔𝑐). The variable 𝐼𝑞𝑐𝑚𝑑 is defined by Equations (3.25) and (3.24), which are combined
and reproduced below as Equation (4.116)
𝐼𝑞𝑐𝑚𝑑 =
⎧⎪⎨⎪⎩
𝐾𝑣𝑝(𝑉𝑟𝑒𝑓 − 𝑠0(𝑒𝑐)) + 𝑠3(𝑒𝑐) + 𝐼𝑞𝑖𝑛𝑗, 𝑄𝐹 𝑙𝑎𝑔 = 1
𝑠4(𝑒𝑐) + 𝐼𝑞𝑖𝑛𝑗, 𝑄𝐹 𝑙𝑎𝑔 = 0
(4.116)
Therefore, the states that disturb 𝑠0(𝑔𝑐) depend on the value of the control
variable 𝑄𝐹𝑙𝑎𝑔, which selects between local reactive control or bypass of this function.
In this dissertation, it is assumed that the steady-state value of 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑑𝑖𝑝 = 0, which
results in 𝐼𝑞𝑖𝑛𝑗 = 0, as defined by Equations (3.12) and (3.26). If 𝑄𝐹𝑙𝑎𝑔 = 0, perturbations
in 𝑠4(𝑒𝑐) affect 𝑠0(𝑒𝑐). On the other hand, if 𝑄𝐹𝑙𝑎𝑔 = 1, perturbations in 𝑠0(𝑒𝑐), 𝑠3(𝑒𝑐) and
in the states contained in 𝑉𝑟𝑒𝑓 , namely 𝑠2(𝑒𝑐) and the states contained in the variable
𝑄𝑟𝑒𝑓 , yield disturbances in the dynamic behavior of 𝐼𝑞𝑐𝑚𝑑, and consequently 𝑠0(𝑔𝑐). It is
important to point out that the states contained in 𝑉𝑟𝑒𝑓 are only considered if 𝑉 𝐹 𝑙𝑎𝑔 = 1,
as discussed in Section 4.3.6.





Applying a small disturbance Δ𝑠4(𝑒𝑐), Δ𝑠3(𝑒𝑐), Δ𝑠0(𝑒𝑐), Δ𝑄𝑟𝑒𝑓 and Δ𝑠2(𝑒𝑐) at
𝐼𝑞𝑐𝑚𝑑 determines:
Δ𝐼𝑞𝑐𝑚𝑑 = Δ𝑠4(𝑒𝑐), 𝑄𝐹 𝑙𝑎𝑔 = 0 (4.118)
Δ𝐼𝑞𝑐𝑚𝑑 = Δ𝑠3(𝑒𝑐), 𝑄𝐹 𝑙𝑎𝑔 = 1 (4.119)
Δ𝐼𝑞𝑐𝑚𝑑 = −𝐾𝑣𝑝Δ𝑠0(𝑒𝑐), 𝑄𝐹 𝑙𝑎𝑔 = 1 (4.120)
Δ𝐼𝑞𝑐𝑚𝑑 = −𝐾𝑞𝑝𝐾𝑣𝑝Δ𝑄𝑟𝑒𝑓 , 𝑄𝐹 𝑙𝑎𝑔 = 1, 𝑉 𝐹 𝑙𝑎𝑔 = 1 (4.121)
where Δ𝑄𝑟𝑒𝑓 is given by Equations (4.50)-(4.53).
Δ𝐼𝑞𝑐𝑚𝑑 = 𝐾𝑣𝑝Δ𝑠2(𝑒𝑐), 𝑄𝐹 𝑙𝑎𝑔 = 1, 𝑉 𝐹 𝑙𝑎𝑔 = 1 (4.122)
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(𝐼𝑝𝑐𝑚𝑑 − 𝑠1(𝑔𝑐)) (4.124)
Perturbation of the filtered active control signal 𝑠1(𝑔𝑐) and of the states con-
tained in the active current command 𝐼𝑝𝑐𝑚𝑑 yields disturbances in the dynamic behavior






Hence, perturbation of the active power order 𝑃𝑜𝑟𝑑(𝑒𝑐) and the filtered WTG
terminal voltage 𝑉𝑡𝑓𝑙𝑡 also yields disturbances in the dynamic behavior of the state asso-
ciated to filtering of active current command signal 𝑠1(𝑔𝑐).


















(𝑉𝑡 − 𝑠2(𝑔𝑐)) (4.129)
Perturbation of the filtered WTG terminal voltage signal 𝑠2(𝑔𝑐) yields distur-
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4.4 Final comments
Chapter 4 presented brief concepts and definitions of linear analysis, the method-
ology of perturbation of dynamic states used in this work, and the derivation of all linear
equations that describe the dynamic behavior of the generic WTG models. A didactic
example presents all the required steps to derive a linearized equation of the WTG model
from its nonlinear counterpart. It is observed that the linearized equations strongly de-
pend on the enabled control philosophy. Furthermore, it is verified that small disturbances
applied at a given modular structure can propagate to other modules of the WTG model.
The following Chapter 5 addresses the implementation of nonlinear simulations
and small signal analysis in the Power System Toolbox (PST).
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5 Implementation in the PST
The Power System Toolbox (PST) is a MATLAB-based package composed
by a set of coordinated m-files designed to model power system components for power
flow and dynamic studies (CHOW; CHEUNG, 1992). It is a very flexible modular tool
for power flow, small signal stability analysis and nonlinear simulations. One of the main
advantages of PST is that the users have full access to the components’ inside structures
and are allowed to develop their own models.1 . By following a set of rules, the user can
assemble customized models and applications (CHOW; ROGERS, 2008). Additionally,
calculations in PST are performed using vector computation, which avoids loops in the
computational process. This enhances the calculation capability, resulting in a simulation
time which is mainly a function of the number of time steps (CHOW; ROGERS, 2008).
In this work, new functions were developed and modifications were performed
in m-files already implemented in PST (WILCHES-BERNAL, 2015) (WILCHES-BERNAL
et al., 2014) in order to accommodate second generation generic models in the Power Sys-
tem Toolbox.
The implementation of WTG models for nonlinear and linear simulations in
PST is discussed in Sections 5.1 and 5.2, respectively.
5.1 Nonlinear time-domain simulations in PST
Transient stability is the ability of the power system to return to a steady-
state operation when subjected to a severe transient disturbance, such as the fault on a
bus or transmission line. In this type of situation, a linear analysis around an operating
point does not yield an accurate representation of the dynamics of the system. For this
reason, the power system needs to be modeled by a set of nonlinear differential-algebraic
equations (DAEs) (BENTO et al., 2018) (WILCHES-BERNAL, 2015) as follows
˙̂x = 𝑓(x̂, z, û) (5.1)
0 = 𝑔(x̂, z) (5.2)
ŷ = ℎ(x̂, z) (5.3)
1 MATLAB is a popular computational environment among academics and the industry
Chapter 5. Implementation in the PST 78
where x̂ ∈ R𝑛, z ∈ R𝑚, û ∈ R𝑝 and ŷ ∈ R𝑞 respectively denote vectors of state variables
(ex., generator speeds), algebraic variables (ex., nodal voltages), controllable variables
(ex., WTG pitch angle) and system outputs(ex., WTG current injection), as previously
stated in Chapter 3.1. The indexes 𝑛, 𝑚, 𝑝 and 𝑞 respectively express the number of dy-
namic states, algebraic variables, controllable variables and output variables. Generically,
Equation (5.1) denotes the differential equations that describe the dynamic behavior of
the components under analysis. Equation (5.2) constitutes a set of equations that model
the power network. Equation (5.3) generically describes the output of the model. In this
case, the WTG models are current injection models.
5.1.1 Nonlinear time-domain simulation procedure in PST
Transient time-domain simulations in the PST consist of three major steps:
1. Initialization of the models (In PST: flag = 0 :) computation of the initial
state of the system x0 from the power flow solution of the system. The computation
of the initial pitch angle also requires the initial wind speed (PRICE; SANCHEZ-
GASCA, 2006). This is accomplished by setting (3.1) to zero;
2. Network interface solution (In PST: flag = 1 :) computation of buses voltages
at the network reference frame from generators injected currents so that specified
loads are supplied. This is accomplished by solving (3.2);
3. Dynamics computation (In PST: flag = 2 :) computation at each time step
of the rates of change of the states ẋ in the system. Solution of the differential
equations (3.1), that represent the dynamic models.
A more detailed description of each step is outlined in the following subsections.
5.1.1.1 Initialization
The initialization of WTGs generic models comprises:
∙ Input data: the WTG bus must be defined as a PV-Bus due to its ability of
controlling reactive power within a terminal voltage range. Moreover, the WTG
model must be defined as a non-conforming load at the PST (WILCHES-BERNAL,
2015) due to the nonlinearity between injected current and WTG nodal terminal
voltage;
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∙ Computation of initial reference speed 𝜔ref : according to the piecewise curve
depicted in Figure 3.7 and Equation (3.73). Even though the power flow is not solved
yet, the initial active power generated by the WTG is known from the input data;
∙ Computation of initial pitch angle 𝜃0 and the constant Kaero: according to
the procedure described in Section 3.3.2;
∙ Power flow solution: Calculation of the initial electrical state of the system: active
power 𝑃𝑔 and reactive power 𝑄𝑔 dispatched by the generating units; and terminal
voltage (magnitude 𝑉𝑡 and angle 𝛾) of all buses of the system;
∙ Initialization of vectors: Assignment of desired states, variables and rates of
change as a vector of size equal to the nonlinear simulation number of time-steps.
New variables have to be included in order to accommodate second generation mod-
els;
∙ Initialization of dynamic states: Calculation of the initial values of the dynamic
states and variables, according to the procedure described in Section 3.3.
Table 5.1 presents the PST files corresponding to each step of the initialization
of time-domain simulation.
Initialization Step PST Function
Input data (name of file)
Computation of 𝜔𝑟𝑒𝑓 wtg indx
Computation of 𝐾𝑎𝑒𝑟𝑜 and 𝜃0 wtg indx
Power flow solution loadflow
Initialization of vectors s simu
Initialization of dynamic states wtg
Table 5.1 – PST functions enabled during initialization of nonlinear simulations
5.1.1.2 Network interface solution
As stated previously, the network interface refers to nodal voltage V calcula-
tion from the current injected by generator units I. Generally, this is represented by the
following equation:
I = YV (5.4)
For conventional generators and loads considered as constant impedance, i.e.,
those at which voltage and current bear a linear relationship, (5.4) is expressed in PST
as (WILCHES-BERNAL, 2015):









where the 𝐺 subscript refers to generator variables, whereas the 𝐿 subscript refers to load
variables. WTGs are modeled as constant current sources, such that the WTG terminal
voltage and the injected current bear a non-linear relationship. For this reason, Equation
(5.5) has to be modified in order to accommodate the WTG model. In PST, this issue
is dealt with by lumping together the conventional generators and the linear loads buses
through Kron reduction (CHOW; ROGERS, 2008), and separating the WTG buses as










where 𝐼𝑊 and 𝑉𝑊 are the WTG injected current and terminal voltage, respectively. Hence,
the WTG terminal voltage 𝑉𝑊 can be calculated as:
𝐼𝑊 = 𝑌𝑊 𝐾𝑉𝐾 + 𝑌𝑊 𝑊𝑉𝑊 (5.7)
According to Equation (3.52), the WTG injected current 𝐼𝑆 is a function of
the dynamic states x of the WTG model and the WTG terminal voltage 𝑉𝑊 :
𝐼𝑆 = 𝑟(x, 𝑉𝑊 ) (5.8)
Equation (5.7) models the WTG injected current as a function of the network
parameters. Equation (5.8) expresses the WTG injected current as a function of the
dynamic states of the WTG model. Hence, the mismatch between these equations is
determined as:
Δ𝐼 = 𝐼𝑆 − 𝐼𝑊 (5.9)
At each time step 𝑘, the computation of the WTG terminal voltage requires the
value of the WTG terminal injected current. Nevertheless, the calculation of the current
also requires the value of the voltage at the same time step 𝑘. PST solves this apparent
inconsistency by initially assigning the value of the WTG terminal magnitude calculated
at the previous time step (𝑘− 1) as the value of the WTG terminal voltage at the current
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time step 𝑘. At the first time step, the voltage obtained from the power flow solution is
assigned.
If |Δ𝐼| is within a certain tolerance value 𝑡𝑜𝑙, i.e., |Δ𝐼| ≤ 𝑡𝑜𝑙, then the current
produced by the wind generator and the converters meet the current demanded by the
electrical network. Therefore 𝑉𝑊 (𝑘) = 𝑉𝑊 (𝑘−1). On the other hand, if |Δ𝐼| > 𝑡𝑜𝑙, then
the current produced by the wind generator and the converters do not meet the current
demanded by the electrical network, and the WTG terminal voltage has to be recalculated.
In other words, a converged network solution is not calculated for this case. Then LVAC
Management and HVRC Management are performed as described in Section 3.2.7. Finally,
an iterative algorithm is utilized to recalculate the voltage (CHOW; ROGERS, 2008), and
the process repeats. The default version of PST establishes a maximum of 50 consecutive
iterations to solve the grid. If the grid is not solved within 50 consecutive iterations, the
simulation is interrupted.
Summarizing, the network interface solution of WTG generic models in PST
comprises:
∙ Modification of reference frame: conversion of the WTG injected current, orig-
inally calculated into the machine reference frame (rotating), into the network ref-
erence frame (static). This procedure is described by Equations (3.52) and (5.8);
∙ Modification of admittance matrix: WTGs are declared as non-conforming
loads in PST because they are modeled as constant current sources. Conventional
generators and conforming loads are lumped by Kron reduction, as stated by Equa-
tion (5.6);
∙ Assignment of WTG terminal voltage at the previous time-step (k − 1)
as the terminal voltage at the current time-step k: 𝑉𝑊 (𝑘) = 𝑉𝑊 (𝑘−1);
∙ Computation of the WTG injected current IW as a function of network
parameters: described by Equation (5.7);
∙ Calculation of mismatch current Δ𝐼: described by Equation (5.9);
∙ If |ΔI| ≤ tol, the network is solved: proceed to dynamic calculation;
∙ If |ΔI| > tol, the network is not solved: perform LVAC and HVRC Management
and recalculate 𝑉𝑊 ;
∙ If the network is not solved within 50 consecutive iterations: interrupt the
simulation.
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Table 5.2 presents the PST files corresponding to each step of the network
solution of time-domain simulation.
Network solution step PST Function
Modification of reference frame wtg cur
Modification of admittance matrix red ybus i simu
Assignment of WTG terminal voltage at previous time-step nc load
Computation of WTG current as function of network parameters nc load
Computation of mismatch current nc load
LVAC and HVRC Management lvac hvrc
Reclaculation of WTG terminal voltage nc load
Table 5.2 – PST functions enabled during network solution of nonlinear simulations
5.1.1.3 Dynamics calculation
Given the nodal voltages V and the injected currents I, active and reactive
power generated by the WTG, respectively 𝑃𝑔 and 𝑄𝑔, are calculated and feedback into
the WTG dynamic model. Thereafter, the rates of change of the WTG states ẋ are
computed according to the equations described at Section 3.2. Finally, the new state of
the WTG dynamic model is calculated using the trapezoidal predictor-corrector method.
This is an implicit integration method since it requires the value of the state at the current
time-step 𝑘. Furthermore, it is alternated integration method because the differential and
network equations are accommodated and solved in different matrices. The description of
this method is provided below.
At a given time-step 𝑘, supposing that the dynamic states of the WTG model
are known and that the network is solved, Equations (3.1) and (5.8) are given by:
˙̂xck = 𝑓(x̂ck, z, û) (5.10)
𝐼𝑐𝑆𝑘 = 𝑟(x
c
k, 𝑉𝑊 (𝑘−1)) (5.11)
where the superscript 𝑐 denotes a corrected value.
Firstly, a predictor step calculates the predicted WTG state values xpk+1 at
the following time-step (𝑘 + 1) using the Euler method:
xpk+1 = xck + ẋckΔℎ (5.12)
where Δℎ is the time-step of the simulation and the superscript 𝑝 denotes a predicted
value.
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A new network interface solution is determined for the predicted states calcu-
lated by Equation (5.12). Therefore, equations (5.7) and (5.8) are expressed as:










Given the equations above, a predicted WTG terminal voltage 𝑉𝑊𝑘+1 is calcu-
lated according to the method described in Subsection 5.1.1.2. Hence, predicted rates of
change of the WTG dynamic states at the following time-step ẋ𝑝𝑘+1 are calculated using
the equations presented in Section 3.2:
˙̂xpk+1 = 𝑓( ^x
p
k+1, z, û) (5.15)
Finally, a corrector value xck+1 refines the initial approximation using trape-
zoidal rule, resulting in the mew state at the time step 𝑘 + 1:







Summarizing, the dynamics calculation of the WTG generic models comprises:
∙ Knowledge of the rates of change of the WTG model dynamic states
at a given time step ẋ𝑐𝑘: computation described by Equation (5.10). Procedure
outlined at Section 3.2;
∙ Computation of predicted dynamic states of the WTG model at the fol-
lowing time step x𝑝𝑘+1: described by Equation (5.12);
∙ Network interface solution for the predicted dynamic states: described by
Equations (5.13)-(5.14). Procedure detailed at Subsection 5.1.1.2;
∙ Calculation of predicted rates of change of the WTG model dynamic
states at the following time step ẋ𝑝𝑘+1: described by Equation (5.15);
∙ Computation of the corrected dynamic states of the WTG model at the
following time step x𝑐𝑘+1: described by Equation (5.16);
∙ Network interface solution for the corrected dynamic states.
Table 5.3 presents the PST files corresponding to each step of the dynamics
calculation of time-domain simulation.
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Dynamics calculation PST Function
Knowledge of the rates of change of the
WTG model dynamic states at a given
time step 𝑘
wtg
Calculation of the WTG model pre-
dicted dynamic states at a following
time step (𝑘 + 1)
s simu
Network interface solution for pre-
dicted dynamic states Check Table 5.2
Calculation of the predicted rates of
change of the WTG model dynamic
states at the following time step (𝑘+1)
wtg
Calculation of the corrected rates of
change of the WTG model dynamic
states at the following time step (𝑘+1)
s simu
Network interface solution for corrected
dynamic states Check Table 5.2
Table 5.3 – PST functions enabled during dynamics calculation of nonlinear simulations
5.2 Procedure for linearizing systems in PST
In PST, linearizing a power system is faster than performing a dynamic sim-
ulation. This is explained by the fact that the step-by-step integration is replaced by a
sequential perturbation of the state and input variables. Small signal stability in the PST
consist of six major steps (CHOW; CHEUNG, 1992):
1. Initialization of the models (In PST: flag = 0 ): identical to nonlinear simu-
lations;
2. List of variables: states x, inputs u and outputs y: selection of variables
utilized in the model according to enabled control strategy, WTG technology and
model of the drive-train;
3. Variable perturbation: for each variable. Computation of the magnitude of per-
turbation Δx and Δu, from which perturbed variables x and u are calculated;
4. Network interface solution (In PST: flag = 1 ): for each variable. Identical to
nonlinear simulations;
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5. Dynamics computation (In PST: flag = 2 ): for each variable. Computation
of the states rates of change ẋ;
6. Matrices computation: computation of matrices 𝐴, 𝐵, 𝐶 and 𝐷, followed by the
calculation of eigenvalues and eigenvectors.
A more detailed description of each step is outlined in the following subsections.
5.2.1 Initialization
The initialization of WTG models to small signal stability analysis is almost
identical to the initialization to nonlinear simulations. The only difference consists of
the assignment of the desired states, variables and rates of change as a 2-column vector.
The initial value of the state, whose calculation is the same for nonlinear simulations,
is assigned in the column 1 of the vector, whereas its disturbed value is assigned in the
column 2 of the vector.
Table 5.4 presents the PST files corresponding to each step of the initialization
to small signal analysis.
Initialization Step PST Function
Input data (name of file)
Computation of 𝜔𝑟𝑒𝑓 wtg indx
Computation of 𝐾𝑎𝑒𝑟𝑜 and 𝜃0 wtg indx
Power flow solution loadflow
Initialization of vectors svm mgen
Initialization of dynamic states wtg
Table 5.4 – PST functions enabled during initialization for small signal analysis
5.2.2 List of variables
Firstly, the maximum number of dynamic states is calculated. This is a function
of the total number of integrators available in the dynamic models of the devices under
test, regardless the enabled control philosophies. Table 5.5 presents the maximum number
of states of each modular structure that compose the generic WTGs models.
Secondly, the total number of active states for each modular structure is calcu-
lated. Different dynamic states can be active depending on the enabled control strategy.
Some states are mandatory, e.g., enabled regardless the control strategy, whereas other
are only active according the enabled control philosophy. Table 5.6 shows the mandatory
and optional dynamic states of the modular structures that compose the WTG model
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Table 5.5 – Maximum number of states of each modular structure
with respect to each flag. Table 5.7 presents the flags required to enable optional dynamic













WTGAR A 0 - 0 - 0





WTGT A 0 - 1 Δ𝜔𝑡(𝑡) 1
WTGPT A 0 - 3 𝑠0(𝑝𝑡),
𝑠1(𝑝𝑡), 𝜃0(𝑝𝑡)
3







REGC A 2 𝑠0(𝑔𝑐), 𝑠1(𝑔𝑐) 1 𝑠2(𝑔𝑐) 3








Total 4 - 19 - 23
Table 5.6 – Number of mandatory and optional states of each modular structure
The number of components of the WTG models and the total number of states
for a given control strategy define the dimension of the square state matrix 𝐴. In PST, a
sparse permutation matrix pmat is used to organize the order of the states in the state
matrix (CHOW; ROGERS, 2008). States of a component will only start after all states
of the previous components are stated (WILCHES-BERNAL, 2015). The states of the
developed WTG model appear last. Table 5.8 outlines the order of the states presented
above in the state matrix, given that the remaining components are already assigned in
Chapter 5. Implementation in the PST 87
Modular
structure Optional state Required flag value
WTGTRQ A 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) TFlag=0,PFlag=1
𝑠1(𝑡𝑟𝑞), 𝑠2(𝑡𝑟𝑞) PFlag=1
WTGT A Δ𝜔𝑡(𝑡) PFlag = 1






REGC A 𝑠2(𝑔𝑐) Lvplsw = 1

















WTGPT A 𝑠0(𝑝𝑡) 4
WTGTRQ A 𝑠2(𝑡𝑟𝑞) 5
WTGPT A 𝑠1(𝑝𝑡) 6
𝜃(𝑝𝑡) 7
REEC A 𝑃𝑜𝑟𝑑(𝑒𝑐) 8
WTGTRQ A 𝜔𝑟𝑒𝑓(𝑡𝑟𝑞) 9
REGC A 𝑠0(𝑔𝑐) - 𝑠2(𝑔𝑐) 10-12
REEC A 𝑠2(𝑒𝑐) - 𝑠3(𝑒𝑐) 13-14
WTGTRQ A 𝑠1(𝑡𝑟𝑞) 15
REEC A 𝑠0(𝑒𝑐), 𝑠4(𝑒𝑐) 16-17
REPC A 𝑠0(𝑝𝑐) - 𝑠6(𝑝𝑐) 18-24
REEC A 𝑠1(𝑒𝑐) 25
Table 5.8 – Organization of the WTG states in the state matrix 𝐴
States assigned at positions 2 and 3 are not enabled in this work because the
drive-train is modeled as a one-mass model.
Summarizing, the list of variables for small-signal analysis (SSA) comprises:
∙ Calculation of the maximum number of dynamic states: function of the
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number of enabled modular structures, which defines the utilized WTG technology;
∙ Calculation of the number of active dynamic states for each modular
structure: sum of mandatory and optional states at each modular structure. The
latter are enabled according appropriate control flags. The former are enabled re-
gardless the control strategy. Relation depicted at Table 5.7;
∙ Assignment of enabled dynamic states in the state matrix 𝐴: States of the
modular structures that compose the WTG model appear after the states of all the
remaining components are stated. The order at which the WTG states appear at
the state matrix is presented at Table 5.8.
Table 5.9 presents the PST files corresponding to each step of the listing of
variables:





Calculation of the number
of active dynamic states ns file
Assignment of enabled
states in the state matrix 𝐴 p m file
Table 5.9 – PST functions enabled during listing of variables
5.2.3 Perturbation of variables
Sequential perturbation of each variable that compose the model. This work
primarily intends to analyze the impact of perturbation in the enabled dynamic states,
from which the eigenvalues and eigenvectors of the system are computed. A small per-
turbation Δx is applied at the initial values of the enabled states x0 (CHOW; ROGERS,
2008), whose calculation is detailed on Section 3.3. This results in perturbed states x1, as
presented by the following equations:
x1 = x0 + Δx (5.17)
where
Δx = 𝑚𝑎𝑥(10−4, 10−4 |x0|) (5.18)
Table 5.10 presents the PST file corresponding to each variable perturbation
step:
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Variable perturbation PST Function
Computation of
perturbation magnitude p cont
Sequential perturbation of
each variable p cont
Table 5.10 – PST functions enabled during variable perturbation
5.2.4 Calculation of the state matrix
For each variable perturbation, a network interface solution is performed and
the rate of change of all the variables of the system with respect to the perturbation in
the given variable are calculated. As step-by-step integration is not performed in small
signal analysis, these operations are computed only once for each variable perturbation.
The calculation methods are detailed in Sections 5.1.1.2 and 5.1.1.3, respectively. Next,
the set of rates of change of all the variables with respect to the perturbation in a single
variable are aggregated into a column matrix dvector, from which the 𝑖𝑡ℎ column of the
state matrix 𝐴 is calculated as:
𝐴(:, 𝑖) = pmat.dvectorΔx (5.19)
Summarizing, the calculation of each column of the state matrix 𝐴 comprises:
∙ Calculation of each disturbed state: described by Equation (5.17);
∙ For each disturbed state, calculation of the network interface solution:
network interface solution described in Section 5.1.1.2;
∙ For each disturbed state, calculation of the rates of change of all dynamic
states: dynamics computation described in Section 5.1.1.3;
∙ Aggregation of the set of rates of change into a column matrix 𝑑𝑣𝑒𝑐𝑡𝑜𝑟;
∙ Calculation of the 𝑖𝑡ℎ column of the state matrix 𝐴: described by Equation
(5.19).
Table 5.11 presents the PST files corresponding to the calculation of the
columns of the state matrix 𝐴.
5.2.5 Calculation of eigenvalues and eigenvectors
Given the state matrix 𝐴, the eigenvalues of the system 𝜆 are calculated using
Equations (4.6). In MATLAB, the command 𝑒𝑖𝑔(𝐴) returns a 2-column vector: the first
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State matrix calculation PST Function
Network interface solution p file, Table 5.2
Dynamics calculation p file, Table 5.3
Aggregation of rates of
chance p file
Calculation of matrix 𝐴
columns p file
Table 5.11 – PST functions enabled during calculation of state matrix
column contains the eigenvalues of the square matrix 𝐴, whereas the second column
contains the right eigenvectors 𝜓.
In PST, the damping ratio 𝜁 and the natural frequency of oscillation 𝑓 are
calculated using Equations (4.8) and (4.9), respectively.
The left eigenvectors 𝜑 are calculated using the following relation:
𝜓𝜑 = I (5.20)
where I is the identity matrix.
The participation matrix is calculated using Equations (4.12) and (4.13). Each
column of P is normalized with respect to the biggest element of the column.
5.3 Final comments
Chapter 5 presented the implementation of nonlinear simulations and the pro-
cedure to perform small signal analysis (SSA) in the PST. Emphasis was given in sim-
ulations containing the second generation WTG generic models developed in this work.
Nonlinear simulations require three major steps to be performed, whereas linear analysis
requires six major steps. Each one of these steps was described in detail in this Chapter.
A mathematical model was proposed in order to describe the network interface solution
and the dynamics calculation.
The following Chapter 6 presents simulation results in the PST regarding the
dynamic performance of the nonlinear models and their linearized counterparts.
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6 Simulation and Performance Analysis
This Chapter presents results concerning nonlinear simulations and small sig-
nal analysis of the WTG generic models and their linearized versions using PST. To assess
the dynamic performance of the models, simulations were performed in two different test-
systems: a single machine infinite bus (SMIB) system, and a modified version of the IEEE
68-bus system.
Section 6.1 presents the control strategies used in generic WTG models devel-
oped in this work. Such strategies are determined by different combinations of the control
variables available in the models, described in Chapter 5. Section 6.2 presents a descrip-
tion of the SMIB system used in this work and the obtained simulation results. Section
6.3 presents a description of the IEEE 68-bus system used in this work and the obtained
simulation results.
6.1 Control strategies
In this work, different control strategies available for the Type-3 and Type-4B
WTG models described in Chapter 5 were evaluated. The evaluated strategies for the
Type-3 model are:
∙ Strategy 1: Local coordinated Q/V control with emulation of mechanical torque.
Torque reference function of speed deviation. Q priority;
∙ Strategy 2: Local V control with emulation of mechanical torque. Torque reference
function of speed deviation. Q priority;
∙ Strategy 3: Power factor control with emulation of mechanical torque. Torque
reference function of speed deviation. Q priority;
∙ Strategy 4: Local coordinated Q/V control with emulation of mechanical torque.
Torque reference function of speed deviation. P priority;
∙ Strategy 5: Remote Q Control + Local coordinated Q/V control with emulation
of mechanical torque. Torque reference function of speed deviation. Q priority;
∙ Strategy 6: Remote Q Control with emulation of mechanical torque. Torque ref-
erence function of speed deviation. Q priority;
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∙ Strategy 7: Remote V droop control + Local coordinated Q/V control with emula-
tion of mechanical torque. Torque reference function of speed deviation. Q priority.
WTG terminal voltage regulation;
∙ Strategy 8: Remote V LDC control + Local coordinated Q/V control with emula-
tion of mechanical torque. Torque reference function of speed deviation. Q priority.
WTG terminal voltage regulation;
∙ Strategy 9: Local coordinated Q/V control with emulation of mechanical torque.
Torque reference function of active power deviation. Active power reference constant.
Q priority;
∙ Strategy 10: Local coordinated Q/V control with emulation of mechanical torque.
Primary frequency control. Torque reference function of active power deviation. Q
priority;
∙ Strategy 11: Local coordinated Q/V control with emulation of mechanical torque.
Torque reference function of speed deviation. Q priority. Local Voltage Power Logic
(LVPL) enabled;
Different combinations of flags were used to enable each control strategy as
presented in Table 6.1.
Strategy VFlag QFlag QexFlag PFlag PqFlag TFlag VcompFlag RefFlag FreqFlag Lvplsw
1 1 1 1 1 0 0 x x 0 0
2 0 1 1 1 0 0 x x 0 0
3 1 0 2 1 0 0 x x 0 0
4 1 1 1 1 1 0 x x 0 0
5 1 1 0 1 0 0 x 0 0 0
6 1 0 0 1 0 0 x 0 0 0
7 1 1 0 1 0 0 1 1 0 0
8 1 1 0 1 0 0 1 0 0 0
9 1 1 1 1 0 1 x x 0 0
10 1 1 1 1 0 1 x x 1 0
11 1 1 1 1 0 0 x x 0 1
Table 6.1 – Simulated control strategies: Type-3 WTG model
The Type-4 WTG generic model does not contain the torque control modular
structure (WTGTRQ A), available in the Type-3 model, as discussed in Section 3.1.
Therefore, the control flag TFlag is not available for Type-4 wind turbines. Furthermore,
this work assumes PFlag = 0 for the Type-4 WTG type, because the emulation of torque
is not possible with the available modular structures, as discussed in Section 3.2.4. The
evaluated strategies for the Type-4B model are:
∙ Strategy 1: Local coordinated Q/V control. Active power reference constant. Q
priority;
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∙ Strategy 2: Local V control. Active power reference constant. Q priority;
∙ Strategy 3: Power factor control. Active power reference constant. Q priority;
∙ Strategy 4: Local coordinated Q/V control. Active power reference constant. P
priority;
∙ Strategy 5: Remote Q Control + Local coordinated Q/V control. Active power
reference constant. Q priority;
∙ Strategy 6: Remote Q Control. Active power reference constant. Q priority;
∙ Strategy 7: Remote V droop control + Local coordinated Q/V control. Active
power reference constant. Q priority. WTG terminal voltage regulation;
∙ Strategy 8: Remote V LDC control + Local coordinated Q/V control. Active power
reference constant. Q priority. WTG terminal voltage regulation;
∙ Strategy 9: Local coordinated Q/V control. Primary frequency regulation. Q pri-
ority;
∙ Strategy 10: Local coordinated Q/V control. Active power reference constant. Q
priority. Local Voltage Power Logic (LVPL) enabled;
All the reactive power control philosophies available for the Type-3 WTG
model are also available for the Type-4 model, because the required modular structures
are common to both WTG technologies: the electrical control (REEC A) and the plant-
level controller (REPC A).
Different combinations of flags were used to enable each control strategy as
presented in Table 6.2.
Strategy VFlag QFlag QexFlag PFlag PqFlag VcompFlag RefFlag FreqFlag Lvplsw
1 1 1 1 0 0 x x 0 0
2 0 1 1 0 0 x x 0 0
3 1 0 2 0 0 x x 0 0
4 1 1 1 0 1 x x 0 0
5 1 0 0 0 0 x 0 0 0
6 1 1 0 0 0 x 0 0 0
7 1 1 0 0 0 1 1 0 0
8 1 1 0 0 0 1 0 0 0
9 1 1 1 0 0 x x 1 0
10 1 1 1 0 0 x x 0 1
Table 6.2 – Simulated control strategies: Type-4 WTG model
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6.2 Test System 1: SMIB model
The first test system represents an aggregate model of a wind plant radially
connected to the bulk system. This model is suitable for the evaluation of the wind farm
dynamic response (LI et al., 2012) to grid disturbances and consists of:
∙ a set of wind generating units aggregated into a single WTG equivalent. The wind
plant is rated 162 MW, representing 108 turbines of 1.5 MW;
∙ a step-up 0.69 kV/34.5 kV transformer, representing an equivalent of the transform-
ers located at each generating unit;
∙ a single 34.5 kV equivalent feeder representing the underground cables connecting
the wind turbines;
∙ a step-up 34.5 kV/69 kV transformer, representing an equivalent of the transformers
located at the collector substation;
∙ a single 69 kV equivalent feeder representing the collector system;
∙ the transmission substation transformer;
This test system is depicted in Figure 6.1 and parameter values are in per
unit (p.u.) with respect to the MVA base of the system, which is 100MVA. The infinite
bus is modelled as a high capacity synchronous generator with negligible reactance. The
values of the parameters for Type-3 and Type-4 WTG models are provided in Appendix
A (WECC Renewable Energy Modeling Task Force, 2014).
Figure 6.1 – SMIB test system
6.2.1 Simulation results: SMIB system
This section presents the simulation results using the SMIB system. Section
6.2.1.1 presents the validation of the nonlinear model using simulations in the PST and
PSSE. Section 6.2.1.2 shows the evaluation of different control strategies and WTG types.
In Section 6.2.1.3, a sensitivity analysis is performed by varying different parameters of the
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WTG modular structure. As expected, electrical variables present a considerably faster
response than the mechanical ones, the dynamic performance of the variables is affected
by the control strategies, the controllers’ gains and time constants of the WTG models.
6.2.1.1 Validation results: nonlinear models
A balanced three-phase fault is applied at Bus 4 at 𝑡 = 1𝑠 and cleared after
50ms. Time-domain simulations were carried out for the different control strategies of
Table 6.1. Figures 6.2 - 6.10 depict comparative results of mechanical power and WTG
terminal voltage for a Type-3 wind turbine model when each of the control philosophies
defined in Table 6.1 is enabled. Validation studies are performed only in the SMIB system.
One mechanical and one electrical variable were chosen for validation in order to express
the electromechanical characteristic of the model.
(a) WTG terminal voltage (b) Mechanical power
Figure 6.2 – Type-3 variables: Strategy 1
(a) WTG terminal voltage (b) Mechanical power
Figure 6.3 – Type-3 variables: Strategy 2
Immediately after the fault, the WTG terminal voltage decreases as a result
of the reduced system impedance after the fault. The mechanical power decreases as a
result of the pitch control action, which increases the pitch angle in order to reduce the
mechanical power and then restore the power balance. Following the fault clearance, the
variables oscillate and a new steady-state point of operation is reached. As expected, the
time constants associated to the mechanical power are much slower than those related to
the WTG terminal voltage, which is a purely electrical variable.
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(a) WTG terminal voltage (b) Mechanical power
Figure 6.4 – Type-3 variables: Strategy 4
(a) WTG terminal voltage (b) Mechanical power
Figure 6.5 – Type-3 variables: Strategy 5
(a) WTG terminal voltage (b) Mechanical power
Figure 6.6 – Type-3 variables: Strategy 7
(a) WTG terminal voltage (b) Mechanical power
Figure 6.7 – Type-3 variables: Strategy 8
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(a) WTG terminal voltage (b) Mechanical power
Figure 6.8 – Type-3 variables: Strategy 9
(a) WTG terminal voltage (b) Mechanical power
Figure 6.9 – Type-3 variables: Strategy 10
(a) WTG terminal voltage (b) Mechanical power
Figure 6.10 – Type-3 variables: Strategy 11
From the results above, the model developed in the PST reproduces the results
obtained using PSSE, which partially validates the PST models developed in this work,
as small signal validation is required. Minor differences are observed at the first instants
following the fault clearance, which may be attributed as a result of different implemen-
tations of the network interface solution and internal calculations that are inaccessible to
the user.
Figures 6.11-6.18 depict comparative results of active power and WTG termi-
nal voltage for a Type-4 wind turbine model when each of the control philosophies defined
in Table 6.1 is enabled. Only electrical variables are represented because the Type-4 WTG
model does not emulate mechanical systems of the wind turbine.
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(a) WTG terminal voltage (b) Active power
Figure 6.11 – Type-4 variables: Strategy 1
(a) WTG terminal voltage (b) Active power
Figure 6.12 – Type-4 variables: Strategy 2
(a) WTG terminal voltage (b) Active power
Figure 6.13 – Type-4 variables: Strategy 4
(a) WTG terminal voltage (b) Active power
Figure 6.14 – Type-4 variables: Strategy 5
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(a) WTG terminal voltage (b) Active power
Figure 6.15 – Type-4 variables: Strategy 7
(a) WTG terminal voltage (b) Active power
Figure 6.16 – Type-4 variables: Strategy 8
(a) WTG terminal voltage (b) Active power
Figure 6.17 – Type-4 variables: Strategy 9
(a) WTG terminal voltage (b) Active power
Figure 6.18 – Type-4 variables: Strategy 10
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Similarly to the Type-3 wind turbine, the model developed in the PST re-
produces the results obtained using PSSE, which partially validates the PST models
developed in this work.
6.2.1.2 Analysis of control strategies
This section presents the dynamic performance of the system variables when
different control strategies defined at Section 6.1 are enabled.
6.2.1.2.1 Type-3 WTG models: active/reactive power priority
Firstly, the transient response of mechanical and electrical variables are com-
pared given reactive power priority (Strategies 1 and 2) and active power priority (Strategy
4) for a Type-3 WTG model. Figures 6.19-6.21 present the performance of active power,
terminal voltage and mechanical power when Strategies 1, 2 and 4 are enabled.
Figure 6.19 – Active power
Figure 6.20 – Reactive power
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Figure 6.21 – Mechanical power
The transient and steady-state behavior do not experience major modifications
in the comparison of Strategies 1 (Local Q/V coordinated control) and 2 (Local V control).
In other words, the transient response of the variables depicted in Figures 6.19-6.21 are
practically insensitive to the suppression of the reactive power control loop, enabled in
Strategy 1. This is a result of satisfactory coordination between the reactive control and
voltage loops.
When Strategies 1 and 2 are enabled, priority for reactive power injection
(𝑃𝑞𝑓𝑙𝑎𝑔 = 0) is selected in order to improve voltage regulation. On the other hand,
this results in active power drop after the fault is cleared, as shown in Figures 6.19-6.21.
Nevertheless, the magnitude of the WTG terminal voltage reaches higher values following
the fault clearance when Strategies 1 and 2 are enabled. This is expected because, with
priority for reactive power control, the limits of reactive power control current are the
same as the converter’s capacity. The opposite situation is observed for Strategy 4, in
which priority for active power generation is enabled. In this case, the margin available
to synthesize reactive power control current is reduced, resulting in a rise in the terminal
voltage as well as sags in the reactive power after the fault is cleared.
Regarding mechanical variables, the turbine speed rises immediately after the
fault application. Consequently, the generator acceleration increases causing the pitch
angle to increase in order to reduce the mechanical power and restore the power balance.
The different priority for active (Strategy 4) and reactive power injection (Strategies 1 and
2) also affects the mechanical variables after the fault removal, as observed in Figure 6.21.
The reason for this is the difference in the electrical power behavior. The margin available
for active power generation is reduced when reactive power priority is enabled, which
causes greater acceleration of the WTGs. On the other hand, the active power demand is
met within a shorter time interval when active power priority is enabled, which reduces
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the acceleration of the machines.
6.2.1.2.2 Type-3 WTG models: torque and active power control
The objective of this subsection is to evaluate different torque and active power
control strategies. For this reason, Strategies 1, 9 and 10 are selected for analysis. For
Strategy 1, the torque reference is a function of speed deviation; for Strategies 9 and 10,
the torque reference is a function of active power deviation. Active power reference is
constant for Strategy 9, whereas it is provided by the supervisory control for Strategy
10. Figures 6.22-6.24 present the performances of generator deviation speed, mechanical
power and active power when Strategies 1, 9 and 10 are enabled. Primary frequency
control is enabled in Strategy 10, so the wind turbine must operate with spinning reserve
in order to meet the post-fault generation requirements. In this case, the WTG operates
with a reserve of 10% of its rated power.
Figure 6.22 – Speed deviation
Figure 6.23 – Mechanical power
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Figure 6.24 – Active power
The transient and steady-state behavior of the mechanical power and speed
deviation experiences major modifications due to the modification of torque control strat-
egy. In the case of Strategy 1, the control flag TFlag = 0, which enables the MPPT. On
the other hand, Strategies 9 and 10 use TFlag = 1, do not emulate MPPT. The torque
controller, depicted in Figure 3.6, has speed error, a mechanical variable, as its input when
Strategy 1 is enabled; but active power deviation, an electrical variable, when Strategies
9 and 10 are enabled. The same gain values of this controller were kept for each torque
control strategy 1, 9 and 10. For this reason, the transient response of Strategy 1 is slightly
different than that obtained using Strategies 9 and 10.
The generator speed deviation also experiences major differences in each tran-
sient behavior. When Strategy 1 is enabled, the generator speed is controlled by both the
torque control and pitch control systems (input of both loops), resulting in reduced sag
and the fastest convergence to the new steady-state point of operation. When Strategy
10 is enabled, the generator speed is controlled only by the pitch control system, and the
active power reference is determined by the supervisory active power control. For this
reason, the active power deviation, input of the torque controller, is also controlled by the
supervisory control. This enhances the action of the torque controller because the active
power error is also a controlled variable. In comparison to Strategy 1, the speed depression
is reduced and convergence to the new steady-state point of operation is slower. Finally,
the poorest dynamic performance of the generator is verified when the Strategy 9 is en-
abled. In this case, the greatest speed depression and the slowest convergence to the new
steady-state point of operation are observed. The generator speed is controlled only by
the pitch control system and the active power reference is kept constant, restraining the
action of the torque controller.
Minor differences are observed in the transient behavior of the active power
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injected on the grid. As discussed above, the transient behavior differences are a func-
tion of the torque controller dynamics, which acts upon mechanical variables, whose time
constants are slower. For this reason, its effects on active power are reduced. It is verified
that the convergence time of the active power to a new steady-state point of opera-
tion is slightly inferior when Strategy 1 is enabled. Hence, it is important to evaluate
both electrical and mechanical variables in a electromechanical system. The behavior of
electrical/mechanical variables may be in conformity at the expense of behavior of me-
chanical/electrical variables, causing damage and/or reducing the life span of the real
equipment.
6.2.1.2.3 Type-4 WTG models: local reactive control
Figures 6.25 and 6.26 show the generated reactive power and the WTG termi-
nal voltage of a Type-4 wind turbine model when Strategies 1,2,5,7 and 8 are enabled. As
represented in Table 6.1, Strategies 1 and 2 emulate only local Q PI controllers, whereas
Strategies 5,7 and 8 emulate both plant-level and local Q PI controllers. Also, Strategies
1 and 5 consist of reactive power control, whereas the remaining focus on voltage control.
Figure 6.25 – Reactive power
The transient behavior of the variables presented in Figures 6.25 and 6.26 is
lightly sensitive to the inclusion of the reactive plant-level controller: an approximation
at the time instant 𝑡 = 1.2𝑠 shows that enabling the reactive plant-level controller causes
an additional depression of the reactive power and terminal voltage at the first instants
after the fault clearance, as well as longer time duration to converge to a new point of
operation. This effect is evident when comparing Strategy 1 to 5 on Figure 6.25, and
comparing Strategies 7 and 8 to 2 on Figure 6.26. Nevertheless, the contribution of these
mismatches to the transient stability of the system is negligible.
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Figure 6.26 – WTG terminal voltage
The differences in the post-fault steady-state are expected: the reactive power
defined by Strategies 1 and 5 converge to their pre-fault value because the controllers
are set to Q control; the terminal voltage converges to its pre-fault value in Strategies 2
(local V control) and 7 (regulation of WTG terminal voltage). In Strategy 8, the WTG
terminal voltage intentionally converges to a lower value due to the voltage droop gain.
The pre-fault and post-fault steady-state values are very similar because the test-system
is very simple and does not contain electrical loads.
6.2.1.2.4 Eigenvalues of each control strategy
The damping of an eigenvalue increases as its real part becomes more negative,
reducing its contribution to the dynamic response of the system. Figure 6.27 presents the
eigenvalues corresponding to each control strategy implemented in this work for the Type-
3 WTG model. Only eigenvalues with real part greater or equal than −70 are depicted.
Figure 6.27 – Eigenvalues: Type-3 model
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It is observed that the most oscillatory modes are those associated to Strategies
9 and 10. In those cases, the control variable 𝑇𝐹 𝑙𝑎𝑔 = 1, such that the torque reference
is a function of active power deviation.
Table 6.3 shows the small signal analysis results of the lowest damping mode









1 0.537 0.13 1.000 Δ𝜔𝑡0.757 𝑠1 wtgpta
2 0.537 0.13 1.000 Δ𝜔𝑡0.758 𝑠1 wtgpta
























Table 6.3 – Linear analysis of the lowest damping modes for each control strategy
From Figure 6.27 and Table 6.3, all the eigenvalues are stable and highly
damped. Therefore, none of the proposed control strategies result in improper operation
of the wind farm.
For Strategies 1 to 8, the eigenvalue with the lowest damping ratio is practically
the same. The damping for this eigenvalue is higher than 50% which means this mode
is highly damped and does not have any major effect on the small signal stability of the
system. From Table 6.3, the dynamic states that represent the turbine speed deviation
Δ𝜔𝑡 and the pitch compensation controller 𝑠1 are those with highest participation factors.
States associated to electrical variables (controllers’ gains and time constants) do not
participate in the lowest damping rate mode for these control philosophies.
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For Strategies 9 and 10, the torque reference is computed from active power
deviation, whereas in the former strategies it is computed from rotor speed error. This
leads to substantial differences in the eigenvalues. The lowest damping ratio is 35% and
its oscillation frequency is approximately 11Hz. From Table 6.3, the dynamic states that
represent the time constant of the active power order 𝑃𝑜𝑟𝑑, the time constant of the
active power control 𝑠1 current and the integral action of the local voltage controller 𝑠3
are the most participant states in this oscillation mode. Unlike in the previous control
philosophies, the states that most participate in the lowest damping ratio modes are
associated to electrical variables for Strategies 9 and 10.
The pitch compensation controller is modelled as a PI controller, whose gains
are 𝐾𝑝𝑐 and 𝐾𝑖𝑐. Therefore, modifications in these values are expected to significantly
modify the dynamic behavior of the system when Strategies 1 to 8 are enabled. Likewise,
modifications in the active power order time constant 𝑇𝑝𝑜𝑟𝑑 and the voltage controller gain
𝐾𝑣𝑖 are likely to significantly modify the dynamic behavior of the system when Strategy
4 is enabled.
6.2.1.3 Sensitivity analysis of turbine parameters
This subsection evaluates the trajectory of eigenvalues when some parameters
of the WTG model, namely the controllers’ gains and time constants are modified. The
same WTG type and the control philosophy are used in each study.
Figures 6.28 and 6.29 present the generated active power and speed deviation
of a Type-3 WTG for different limits of rate of active power restoration 𝑟𝑟𝑝𝑤𝑟. This limit
is enabled if the Low Voltage Power Logic (LVPL) is set, i.e, 𝐿𝑣𝑝𝑙𝑠𝑤 = 1. The active
power and turbine speed deviation considering 𝐿𝑣𝑝𝑙𝑠𝑤 = 0 are also provided. The wind
turbine operates according Strategy 1.
Figure 6.28 – Active power: different values of 𝑟𝑟𝑝𝑤𝑟
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Figure 6.29 – Turbine speed deviation: different values of 𝑟𝑟𝑝𝑤𝑟
If 𝐿𝑣𝑝𝑙𝑠𝑤 = 1, the rate of active power recovery following the fault clearance
increases with the increment in 𝑟𝑟𝑝𝑤𝑟 value. This is expected, because the LVPL logic
imposes a limit on the rate of change of the active current signal ˙𝑠1(𝑔𝑐), which is propor-
tional to the generated active power 𝑃𝑔. On the other hand, the fastest restoration of
active power is observed if 𝐿𝑣𝑝𝑙𝑠𝑤 = 0 because the LVPL logic is disabled in this case,
and therefore no limit is imposed. The stress imposed on the converters’ components in-
creases with the increment of 𝑟𝑟𝑝𝑤𝑟. In this case, the converters are expected to correct
the power mismatch in a shorter time interval.
The amplitude of oscillations in the turbine speed increases for higher values of
𝑟𝑟𝑝𝑤𝑟, as observed from Figure 6.29. This is expected because, with the delay in restora-
tion of electrical active power, the amplitude of oscillation of the turbine is essentially
limited by the shaft damping at the first instants after the fault clearance. Furthermore,
the amplitude of oscillations must be kept within a low level to avoid damage on the
turbine mechanical components.
Therefore, sufficiently small values of 𝑟𝑟𝑝𝑤𝑟 may cause improper stresses on
the turbine mechanical structure, whereas sufficiently high values of 𝑟𝑟𝑝𝑤𝑟 may lead to
inadequate stresses on the electronic converters.
Next, the time constant associated to voltage measurement 𝑇𝑟𝑣 is evaluated.
This gain was selected for small signal analysis because it is a new feature of the WECC
second generation of WTG generic models. Figure 6.30 presents the eigenvalues for a
Type-3 WTG model corresponding to different values 𝑇𝑟𝑣. The objective is to evaluate
the movement of the eigenvalues for crescent values of 𝑇𝑟𝑣, which results in mismatches
between the current WTG terminal voltage magnitude 𝑉𝑡 and its filtered value. The
default value of the time constant is 0.01𝑠. The control strategy 1 defined in Table 6.1 is
enabled for all the cases.
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Figure 6.30 – Movement of eigenvalues for different values of 𝑇𝑟𝑣: Type-3 WTG model
As verified by Figure 6.30, one complex conjugate eigenvalue 𝜆1 is sensitive to
the time constant. The real part magnitude of the eigenvalue is −25 for the default case
(𝑇𝑟𝑣 = 0.01𝑠). Hence, oscillations associated to the referred mode vanish quickly. This
is expected because 𝑇𝑟𝑣 is part of the electrical control model, actuating directly on the
WTG terminal voltage, whose time constant is fast.
The trajectory of the oscillation mode for different values of the time constant
are circled in Figure 6.30. The variation of the imaginary part is not significant. Increasing
the value of 𝑇𝑟𝑣 causes 𝜆1 to move towards the origin, reducing the stability margin of the
system. A major shifting in 𝜆1 position is verified due to the modification of 𝑇𝑟𝑣 = 0.01𝑠
to 𝑇𝑟𝑣 = 0.02𝑠: the eigenvalue moves from 𝜆1 = −39.4 ± 𝑗8.5 to 𝜆1 = −21.9 ± 𝑗21.2.
This results in significant reduction of the decay rate of the eigenvalue. Furthermore,
it is observed that the shifting in 𝜆1 position towards the origin is reduced for further
increments in 𝑇𝑟𝑣. Hence, the decay rate variation decreases with the increase in 𝑇𝑟𝑣.
A Nonlinear time-domain simulation is run to verify the results presented
above. Figure 6.31 presents the WTG terminal voltage for the fault described in Section
6.2.1.1.
As expected, oscillations in WTG terminal voltage take a longer time to vanish
for higher values of the time constant 𝑇𝑟𝑣. Nevertheless, the system remains stable for all
the values of 𝑇𝑟𝑣.
Next, the integral gain associated to the local voltage controller 𝐾𝑣𝑖 is evalu-
ated. This gain was selected for small signal analysis local voltage is emulated in a wide
variety of strategies related to reactive control available at the model. Figure 6.32 presents
the eigenvalues for a Type-3 WTG model corresponding to different values 𝐾𝑣𝑖.
One complex conjugate eigenvalue 𝜆2 is sensitive to the integral gain 𝐾𝑣𝑖. The
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Figure 6.31 – WTG terminal voltage: different values of 𝑇𝑟𝑣
Figure 6.32 – Movement of eigenvalues for different values of 𝐾𝑣𝑖: Type-3 WTG model
real part magnitude of this eigenvalue is far from the origin for the default case (𝐾𝑣𝑖 = 40).
Hence, oscillations associated to the referred mode vanish quickly.
The increment of 𝐾𝑣𝑖 from 40 to 100 causes the real part of 𝜆2 to vary from
-40 to -28, whereas the imaginary part of the eigenvalue varies from 5 to 50. Therefore,
the oscillatory behavior tends to become more evident with the increment of 𝐾𝑣𝑖. It is
important to point out that the real part of the eigenvalue is negative enough to cause
the oscillatory mode to vanish quickly.
A nonlinear time-domain simulation is run to verify the results presented
above. Figure 6.33 presents the pitch angle for the fault described in Section 6.2.1.1.
The oscillations are quickly damped for all values of the voltage controller gain
𝐾𝑣𝑖. This is expected because the real part of the eigenvalues is very negative for all values
of 𝐾𝑣𝑖. Minor transient differences are observed in the behavior of the WTG terminal
voltage following the fault clearance. Increasing 𝐾𝑣𝑖 reduces the time of voltage restoration
during the fault interval. On the other hand, the damping ratio of the oscillations after
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Figure 6.33 – WTG terminal voltage: different values of 𝐾𝑣𝑖
the fault clearance decreases with 𝐾𝑣𝑖.
Figure 6.34 presents the eigenvalues for a Type-3 WTG model corresponding
to different values of the cross-coupling gain 𝐾𝑐𝑐, part of the pitch control model shown
in Figure 3.3. The default value of 𝐾𝑐𝑐 is zero, meaning that turbine speed and active
power errors are decoupled. The objective is to evaluate the trajectory of eigenvalues for
non-zero values of 𝐾𝑐𝑐, which results in coupling between turbine speed and active power
deviations. Strategy 1 is enabled for all cases.
Figure 6.34 – Movement of eigenvalues for different values of 𝐾𝑐𝑐
Two different eigenvalues, namely a purely real eigenvalue 𝜆3 and complex
conjugate eigenvalue 𝜆4, are sensitive to modifications in the control gain 𝐾𝑐𝑐. Only modes
with real negative part close to zero were modified. Therefore, oscillations associated to
the referred modes take a longer time to vanish. This is expected because 𝐾𝑐𝑐 is part of
the pitch control, which directly actuates on the mechanical system of the wind turbine
and comprises mechanical variables as inputs, whose time constants are slow.
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Increasing the value of 𝐾𝑐𝑐 causes 𝜆3 to move towards the origin. This reduces
the stability margin of the system. A major shifting in 𝜆3 position is verified with the
increment of 𝐾𝑐𝑐 = 0 to 𝐾𝑐𝑐 = 0.1 and of 𝐾𝑐𝑐 = 0.1 to 𝐾𝑐𝑐 = 0.2. This results in significant
reduction of the decay rate of the eigenvalue. Nevertheless, it is verified that the shifting
in 𝜆3 position towards the origin is reduced for further increments of 𝐾𝑐𝑐. Hence, the
decay rate variation decreases with the increase in 𝐾𝑐𝑐.
Increasing the value of 𝐾𝑐𝑐 causes the imaginary part of 𝜆4 to increase. There-
fore, the natural frequency of the oscillations increase as a function of 𝐾𝑐𝑐. For each
increment of 0.1 in 𝐾𝑐𝑐, the increase in the magnitude of the imaginary part of 𝜆4 is
approximately constant. On the other hand, the behavior of the real part of 𝜆4 is not
uniform with the increment of 𝐾𝑐𝑐. Increments of 𝐾𝑐𝑐 cause the real part of 𝜆4 to move
away from the origin if 𝐾𝑐𝑐 ≤ 0.4. This improves the stability margin of the system and
causes oscillations to be damped faster. A major shifting in 𝜆3 position is also verified
with the increment of 𝐾𝑐𝑐 = 0 to 𝐾𝑐𝑐 = 0.1 and of 𝐾𝑐𝑐 = 0.1 to 𝐾𝑐𝑐 = 0.2. Therefore, an
opposite behavior is observed in the real parts of 𝜆3 and 𝜆4.
The time-domain response of the pitch angle for different values of 𝐾𝑐𝑐 is
depicted in Figure 6.35.
Figure 6.35 – Pitch angle for different values of 𝐾𝑐𝑐
Increasing 𝐾𝑐𝑐, the pitch angle reaches superior values after the disturbance,
reducing the acceleration of the machine. The frequency of oscillations increases with 𝐾𝑐𝑐,
as indicated by 𝜆4. For 𝐾𝑐𝑐 ≤ 0.4, the real parts of 𝜆3 and 𝜆4 shift in opposite ways. This
mitigates the damping of the oscillations. On the other hand, both the real parts of 𝜆3
and 𝜆4 approach the origin for 𝐾𝑐𝑐 > 0.4. This causes the damping of the oscillations to
be amplified.
Increasing 𝐾𝑐𝑐 results in higher oscillation frequency. Nevertheless, the damp-
ing ratio of such oscillations increases until a given value of 𝐾𝑐𝑐, in this case 𝐾𝑐𝑐 = 0.4,
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from which oscillations become less damped. This characteristic is valid until a certain
value of 𝐾𝑐𝑐, from which the system becomes unstable. All the values of 𝐾𝑐𝑐 resulted in a
stable system in this work. Figure 6.36 presents the eigenvalues for a Type-3 WTG model
corresponding to different values of the torque controller proportional gain 𝐾𝑝𝑡𝑟𝑞, part of
the torque control model shown in Figure 3.6. The default value of 𝐾𝑝𝑡𝑟𝑞 is 3. Strategy 1
is enabled for all cases.
Figure 6.36 – Movement of eigenvalues for different values of 𝐾𝑝𝑡𝑟𝑞
Two different eigenvalues, namely a purely real eigenvalue 𝜆5 and complex
conjugate eigenvalue 𝜆6, are sensitive to modifications in the control gain 𝐾𝑝𝑡𝑟𝑞. Like in
the pitch control, only modes with real negative part close to zero were modified.
Increasing the value of 𝐾𝑝𝑡𝑟𝑞 causes 𝜆5 to move towards the origin. This reduces
the stability margin of the system. The increment of 𝐾𝑝𝑡𝑟𝑞 = 3 to 𝐾𝑝𝑡𝑟𝑞 = 17 causes 𝜆5
to shift from 𝜆6 = −0.2 to 𝜆6 = −0.08. It is not desirable that the eigenvalue remains so
close to the origin. Therefore, a sufficiently small value should be assigned to 𝐾𝑝𝑡𝑟𝑞.
Increasing the value of 𝐾𝑝𝑡𝑟𝑞 causes the imaginary part of 𝜆6 to increase. There-
fore, the natural frequency of the oscillations increase as a function of 𝐾𝑝𝑡𝑟𝑞. For each
increment of 2 in 𝐾𝑝𝑡𝑟𝑞, the increase in the magnitude of the imaginary part of 𝜆6 is ap-
proximately constant. Likewise, increments of 𝐾𝑝𝑡𝑟𝑞 cause the real part of 𝜆6 to move away
from the origin. This improves the stability margin of the system and causes oscillations
to be damped faster.
The time-domain response of the turbine speed deviation for different values
of 𝐾𝑝𝑡𝑟𝑞 is depicted in Figure 6.37.
The frequency of oscillations increases with 𝐾𝑝𝑡𝑟𝑞, as indicated by 𝜆6. Further-
more, the rate of change of frequency oscillations decreases with 𝐾𝑝𝑡𝑟𝑞. This in accordance
to Figure 6.36. The damping ratio increases with the increment of 𝐾𝑝𝑡𝑟𝑞 because the vari-
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Figure 6.37 – Turbine speed deviation for different values of 𝐾𝑝𝑡𝑟𝑞
ation of the real part of 𝜆6 is superior than the variation of 𝜆5 given the same increment
of 𝐾𝑝𝑡𝑟𝑞.
6.3 Test System 2: large power system
The second test system is a modified version of the IEEE 68-bus New Eng-
land/New York interconnection test system (ROGERS, 1999). This simulation model is
much more detailed and realistic. It contains 16 large-scale synchronous generators (SGs),
labeled G1 to G16, each containing a static automatic voltage regultator (AVR), a tur-
bine and a governor model. In addition, the generating units G1 to G12 contain a Power
System Stabilizer (PSS) model. Furthermore, there are 35 load buses serving different
types of loads in this test system. The single line diagram is depicted in Figure 6.38.
6.3.1 Simulation results: Test System 2
This section presents the simulation results using the IEEE 68-bus system.
Section 6.3.1.1 presents stability studies regarding the substitution of a synchronous gen-
erator (GS) by a WTG equivalent of same power capacity. Section 6.3.1.2 discusses effects
of different wind generation penetration in the 68-bus system. Section 6.3.1.3 shows the
evaluation of different control strategies and WTG types.
For nonlinear time-domain simulations, a balanced three-phase fault is applied
at the line between Buses 15 and 16 at 𝑡 = 1𝑠 and cleared after 50ms. As expected,
electrical variables present a considerably faster response than the mechanical ones, the
dynamic performance of the variables is affected by the control strategies, the controllers’
gains and time constants of the WTG models.
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Figure 6.38 – IEEE 68-bus test system
6.3.1.1 Wind turbine at different locations of the power system
Figure 6.39 presents the eigenvalues of the 68-bus system provided that a
Type-3 WTG generic model replaces each synchronous generator G1 to G8. Strategy 1 is
enabled and the model parameters are the same for all cases.
Figure 6.39 – Eigenvalues of 68-bus system
The substitution of each synchronous generator G1-G8 by a Type-3 WTG of
same power capacity results in a stable system. The movement of the eigenvalues most
closely located to the imaginary axis is not expressive when substituting the SG for a
WTG unit.
Next, each SG G2 to G8, connected at buses 54 to 60 respectively, is replaced
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by a Type-3 and a Type-4 WTG generic model of same power capacity. Figures 6.40-
6.43 depict the frequency and terminal voltage at buses 54-60 for each type of generator
connected at these buses. Strategy 1 is enabled for all cases.
(a) Bus 54 frequency (b) Bus 54 terminal voltage
Figure 6.40 – Type-3 WTG at Bus 54
(a) Bus 56 frequency (b) Bus 56 terminal voltage
Figure 6.41 – Type-3 WTG at Bus 56
(a) Bus 58 frequency (b) Bus 58 terminal voltage
Figure 6.42 – Type-3 WTG at Bus 58
Major differences are observed in the transient behavior of voltage and fre-
quency at the bus whose synchronous generator is replaced by a Type-3 or Type-4 WTG
generic model. In such cases, the amplitude between the maximum and minimum values
of voltage and frequency is superior when wind turbines are allocated at the buses. At
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(a) Bus 60 frequency (b) Bus 60 terminal voltage
Figure 6.43 – Type-3 WTG at Bus 60
Bus 54, the allocation of a SG, a Type-3 or a Type-4 WTG generic model results in
different transient behaviors for all cases. On the other hand, the allocation of Type-3 or
Type-4 WTG models at buses 56,58 and 60 results in the same transient and steady-state
behavior.
6.3.1.2 Different penetrations of wind generation
The penetration of wind generation corresponds to the fraction of total elec-
trical power generated only by wind generators. The total real power generation of the
68-bus system is 1840.8MW. In this section, four different scenarios are evaluated:
∙ Scenario 0: Wind penetration 0%. Only synchronous generators;
∙ Scenario 1: Wind penetration 3.53%. G3 substituted by Type-3/Type-4 WTG;
∙ Scenario 2: Wind penetration 7.85%. G1 to G3 substituted by Type-3/Type-4
WTGs;
∙ Scenario 3: Wind penetration 15.09%. G1 to G4 and G6 substituted by Type-
3/Type-4 WTGs;
∙ Scenario 4: Wind penetration 18.12%. G1 to G4 and G6 to G7 substituted by
Type-3/Type-4 WTGs.
Figure 6.44 presents the eigenvalues of the 68-bus test-system for the different
scenarios of wind penetration defined above. All WTG models are Type-3.
The 68-bus system remains stable for all scenarios of wind generation penetra-
tion. Nevertheless, it is verified that the damping ratio of two complex conjugate modes,
namely 𝜆1 and 𝜆2 decreases as the wind penetration increases. For Scenario 4, the value
of the eigenvalues are 𝜆1 = −0.26 ± 𝑗3.28 and 𝜆2 = −0.39 ± 𝑗0.84. Table 6.4 shows the
participation factor of the states that most participate in these modes.
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Table 6.4 – Linear analysis of the lowest damping modes for each control strategy
States associated to the speed 𝜔 and angle 𝛿 of SGs G11 and G9 are those which
most participate in the oscillation mode defined by 𝜆1. oscillation modes. Therefore, the
characteristics of this oscillation mode can be controlled by modifying parameters related
to the angle and speed of these machines.
The mode shapes of 𝜆1 are depicted in Figure 6.45.
Regardless the wind penetration scenario, the most relevant mode shapes are
associated to the AVR field voltage 𝐸𝑓𝑑, labeled as 10, of synchronous generators G10,G11
and G12. The terminal voltage of generators G10, G11 and G12 are depicted in Figure
6.46.
The damping ratio and frequency of the oscillation mode 𝜆1 can be clearly
observed in the time-domain simulation of terminal voltages of generators G12, G11 and
G10. Hence, the small signal analysis was effective in identifying the states that most
contribute in the given oscillation mode, as well as the states that allow the observation
of the referred mode.
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Figure 6.45 – Mode shapes of 𝜆1: Scenario 0
Figure 6.46 – Terminal voltages: Generators G10, G11 and G12
States associated to the speed deviation Δ𝜔𝑡(𝑡) and pitch angle compensation
𝑠1(𝑝𝑡) of generator G6, speed deviation Δ𝜔𝑡(𝑡) of generator G4 and pitch compensation
controller of generator G3 are those which most participate in the oscillation mode defined
by 𝜆2. The mode shapes of 𝜆2 are depicted in Figure 6.47.
The states with most relevant mode shapes are the pitch angle 𝜃(𝑝𝑡), labeled
as 50, of generators G1 and G6, and the pitch compensation controller 𝑠1(𝑝𝑡), labeled
as 49, of generator G1. Therefore, these are the states that allow the observation of 𝜆2.
Figure 6.48 presents the pitch angle behavior of generator G6 using nonlinear time-domain
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Figure 6.47 – Mode shapes of 𝜆2: type-3 WTG
simulations.
Figure 6.48 – Pitch angle: WTGs G1 and G6
The oscillation mode 𝜆2 can more easily be observed in the pitch angle of
generator G6.
Figure 6.49 depicts the eigenvalues of the 68-bus test-system considering Sce-
nario 0 (only SGs) and Scenario 4 (18.12% of wind penetration) for Type-3 and Type-4
WTG models.
The allocation of Type-4 WTGs instead of their Type-3 counterparts results
in a stable and adequately damped system. The total number of eigenvalues is inferior
than the Type-3 WTG model as a result of the suppression of modular structures related
to the mechanical model. Nevertheless, the substitution of SGs by wind turbines yields a
minor reduction in the damping ratio of the complex conjugate eigenvalue 𝜆 = −0.30 ±
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Figure 6.49 – Eigenvalues of 68-bus system: Type-3 x Type-4 WTG
𝑗3.27, circled in Figure 6.49. This eigenvalue is the same as that depicted in Figure 6.44,
whose small signal analysis was performed above. As 𝜆 is associated to parameters of
synchronous generators, the proposed substitution of Type-3 by Type-4 WTGs does not
yield modifications in this oscillation mode.
Figure 6.50 depicts the eigenvalues for Strategies 1, 9 and 10, related to active
power control for a Type-3 WTG connected at Bus 56, substituting the synchronous
generator originally connected at this bus.
Figure 6.50 – Eigenvalues for different active power control strategies: Type-3 WTG
A purely real unstable mode 𝜆3 = 0.05 is observed for Strategy 10. In this case,
plant-level active power control is enabled. The participation factors of this oscillation
mode are presented in Table 6.5.
The state 𝑠5(𝑝𝑐), associated to the plant-level active power controller, has the
greatest participation in the unstable mode presented in Figure 6.50. According to Figure
3.9, this state is defined by the integral gain 𝐾𝑖. Figure 6.51 presents the eigenvalues of
the 68-bus system for different values of 𝐾𝑖 for the Type-3 WTG at Bus 56. Only Strategy









𝜆3 -1 0.0 1.00 𝑠5(𝑝𝑐) G4
Table 6.5 – Linear analysis of the unstable modes
10 is considered.
Figure 6.51 – Eigenvalues: different values of 𝐾𝑖
Increasing the value of 𝐾𝑖 causes the unstable mode to shift towards the origin.
For 𝐾𝑖 = 5.10−4, the system is stable.
Figure 6.52 depicts the mode shapes of the 68-bus system considering the
scenario described above.
According to the mode shapes, the excitation of the unstable mode can be
observed on the pitch angle 𝜃(𝑝𝑡), labeled as 50, of generator G4. Figure 6.53 depicts the
pitch angle of G4 for different values of 𝐾𝑖 using nonlinear simulation.
The results obtained using nonlinear simulation confirm those obtained using
small-signal analysis. The mode 𝜆3 is excited with the applied disturbance and can be
observed in the pitch angle, as demonstrated by the mode shape analysis. Furthermore, the
gain 𝐾𝑖 of the plant-level controller substantially participates in this mode. The unstable
mode for 𝐾𝑖 = 0.05 is captured by both eigenvalue analysis of Figure 6.51 and nonlinear
simulation of Figure 6.53. For 𝐾𝑖 = 0.005 and 𝐾𝑖 = 0.0005, the pitch angle slowly deviates
from the new steady-state value. This is a result of a purely positive eigenvalue located
very close to the origin. On the other hand, the pitch angle converges to the new steady-
state value for 𝐾𝑖 = 0.00005. In this case, the real part of 𝜆3 is negative, which yields a
stable system.
Figure 6.54 depicts the eigenvalues for Strategies 1, 2, 3, 5 and 6, related to
voltage and reactive power control for a Type-3 WTG connected at Bus 56.
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Figure 6.52 – Mode shapes of the unstable modes
Figure 6.53 – Pitch angle G4: different values of 𝐾𝑖
All the proposed strategies towards reactive power regulation by the wind
turbines result in a stable and sufficiently damped system. Similarities are observed among
the eigenvalues of Strategies 3 and 4, as well as among Strategies 1,2 and 5. In the former
group, the local voltage controller is enabled, whereas this controller is disabled in the
latter group.
6.3.1.3 Different control strategies
Figure 6.55 shows the mechanical power generated by a Type-3 WTG model
connected at Bus 56 for different control strategies, namely Strategies 1,9 and 10. The
objective is to evaluate the impact of different active power control strategies. This WTG
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Figure 6.54 – Eigenvalues for different reactive power control strategies: Type-3 WTG
substitutes the SG originally connected at this bus. Two cases are considered for Strategy
10: the first uses the default values of 𝐾𝑖 = 0.05, which leads the system to instability
as observed by Figure 6.50; the latter uses the new value of 𝐾𝑖 = 5.10−4, which yields a
stable system, as presented in Figure 6.51.
Figure 6.55 – Mechanical power for different real power control strategies
The transient behavior of mechanical power for Strategy 1 is more oscillatory
than that presented by Strategies 9 and 10. The reason for this is that the torque reference
is a function of speed deviation when Strategy 1 is enabled. On the other hand, the
reference is a function of active power deviation when the remaining strategies are enabled.
In addition, the mechanical power depression following the fault is slightly higher for the
unstable case of Strategy 10. This is justified by the different gain of active power controller
𝐾𝑖.
A monotonic decrease is verified in the mechanical power when the default pa-
rameters are set. This is in accordance with Figure 6.50, in which a purely real eigenvalue
with positive real part is observed.
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Figure 6.56 presents the reactive power generated by a Type-3 WTG model
connected at Bus 56 for different control strategies, namely Strategies 1,2,3,5 and 6. This
WTG substitutes the SG originally connected at this bus. Likewise, Figure 6.57 presents
the terminal voltage at the same bus for different control strategies, namely Strategies 1,2
and 8.
Figure 6.56 – Reactive power generated by G4: different control strategies
Similar transient behaviors can be observed when Strategies 1,2 and 5 are
enabled. Strategy 1 consists of local Q/V control, strategy 2 consists of local V control
and Strategy 6 is defined as coordination between remote Q control and local Q/V control.
The common point between these strategies is that QFlag=1. Therefore, the dynamics of
the local voltage PI controller, defined by the gains 𝐾𝑣𝑝 and 𝐾𝑣𝑖, dominate the transient
response. As expected, Strategies 1 and 5 converge to the initial reactive power after the
fault clearance because. On the other hand, Strategy 2 converges to a different reactive
power because it is set to regulate the WTG terminal voltage, not the reactive power.
The transient behavior of reactive power with Strategies 3 and 6 slightly differ
from the remaining strategies. Strategy 3 consists of power factor control and Strategy 6
consists of remote Q control. The common point between these strategies is that QFlag=0.
Hence, the local voltage controller, which substantially contributes in the transient be-
havior of reactive power, is bypassed in these cases. The transient behavior of Strategies
3 and Strategy 6 are respectively dominated by the power factor controller, defined by
the state 𝑠1(𝑒𝑐); and the plant-level controller.
Similar transient behaviors can be observed when Strategies 1,2 and 8 with
QFlag=1 are enabled. Strategy 8 consists of coordination between remote V regulation
and local Q/V control. The common point between these strategies is that QFlag=1.
Therefore, the dynamics of the local voltage PI controller also dominates the voltage
transient response. Strategies 2 and 8 converge to the initial terminal voltage after the
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Figure 6.57 – Terminal voltage at bus 56: different control strategies
fault clearance as expected.
One of the main advantages of the second generation WTG generic models
is the emulation of additional reactive support at the first instants after the restoration
of voltage level. According Equations (3.12) and (3.26), additional reactive support is
provided if 𝑉𝑡 < 𝑉𝑑𝑖𝑝 or 𝑉𝑡 > 𝑉𝑢𝑝. In this section, it is defined that 𝑉𝑑𝑖𝑝 = 0.9𝑝.𝑢. and
𝑉𝑑𝑖𝑝 = 1.1𝑝.𝑢.. Figure 6.58 depicts the reactive power generated by the WTG allocated at
Bus 55 for different values of 𝑇ℎ𝑙𝑑.
Figure 6.58 – Reactive power for different values of 𝑇ℎ𝑙𝑑
Following the fault clearance, the amplitude of the reactive power oscillation
decreases for crescent values of 𝑇ℎ𝑙𝑑, time interval at which additional reactive support is
provided after the normalization of the WTG terminal voltage level, i.e, 𝑉𝑑𝑖𝑝 < 𝑉𝑡 < 𝑉𝑢𝑝.
Therefore, the dynamic performance of the generated reactive power improves with the
time duration of the reactive support. A shift in time instant at which the oscillation
occurs is also verified. This shift is proportional to the time duration of the reactive
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support. For 𝑇ℎ𝑙𝑑 = 0, the oscillation of reactive power coincides to the instant of the
fault clearance; for 𝑇ℎ𝑙𝑑 = 0.1𝑠, the oscillation is shifted in 0.1s to the fault clearance and
so on.
Figure 6.59 depicts the reactive power generated by the WTG allocated at Bus
55 for different values of the gain 𝐾𝑞𝑣, part of the local reactive power controller depicted
in Figure 3.5. The time interval of reactive support 𝑇ℎ𝑙𝑑 is equal to 0.3s.
Figure 6.59 – Reactive power for different values of 𝐾𝑞𝑣
The reactive power injected by the WTG during the fault increases with 𝐾𝑞𝑣.
Therefore, the reactive support provided by the WTG increases with 𝐾𝑞𝑣. A reactive
power oscillation is observed at t = 1.3s as a result of the additional time interval, namely
300ms, at which reactive support is provided after the fault clearance.
6.4 Final comments
In this Chapter, nonlinear simulations and small signal analysis were carried
out in a SMIB system and in the IEEE 68-bus test system using the Power System
Toolbox (PST). The Type-3 and Type-4 WTG generic models developed in this work
were allocated in both systems, whose characteristics are very different. Firstly, stability
studies were performed in the SMIB system, in which dynamics are defined only by the
WTG model. It was verified that the time constants of mechanical variables are much
slower than those of electrical variables. In addition, the models implemented in PST
produced good results in comparison to the models implemented in the PSSE. It was
also verified that the transient response of the system depends on the enabled control
strategies and the parameters of the controllers.
Next, stability studies were performed in the IEEE 68-bus system. The dy-
namics are defined by machine models, their controls and the turbine detailed model. It
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was verified that the default plant-level active power control gain 𝐾𝑖 rendered the system
unstable. Small signal analysis (SSA) was essential to find the cause of instability and
the observation of the unstable mode due to the great number of machines, control pa-
rameters and dynamic states. In addition, the results obtained using SSA and nonlinear
simulations are in accordance: oscillation modes calculated using SSA were observed in
time-domain simulations and the causes of instability were determined.
Transient stability studies were performed in order to assess the dynamic per-
formance of different control strategies. It was verified that the transient behavior of the
variables strongly depend on the parameters of the model and the enabled control strate-
gies. In addition, the additional reactive support was evaluated. As expected, additional
injection of reactive current at the first instants after the restoration of voltage levels
within acceptable limits reduced the reactive power and voltage oscillations.
129
Conclusion
This master dissertation addressed the development of the last generation of
WECC wind turbine generic models for transient stability studies in the Power Sys-
tem Toolbox (PST), an open source platform coded in MATLAB. This work focused on
three main topics: modeling of the WECC second generation of WTG generic models,
implementation of the models in the PST, and computational simulations to assess the
performance of such models.
In relation to modeling, the differential equations that describe the dynamic
models were explicitly derived from the models’ modular structure, available at the liter-
ature. The equations that describe the initial conditions of the dynamic states were also
presented.
The nonlinear models were then linearized by applying a small perturbation
at each one of the dynamic states. This resulted in the computation of the terms of the
state matrix 𝐴. The calculation of the coefficients of the state-space matrices 𝐵, 𝐶 and
𝐷 were not in the scope of this work.
Implementation details of the WTG models in the PST were also provided.
The steps required to perform nonlinear time-domain simulations in the PST using the
WECC second generation of WTG generic models, namely the initialization, network
interface solution and dynamics calculation, were mathematically described, and the .m-
files that outline each step were presented. Furthermore, the steps to obtain the state-
space representation of a power system with WTG models developed in this work were
also addressed. This includes the .m-files which emulate each step. Emphasis is given on
the calculation of the state matrix, because this work focused on analysis of eigenvalues
and eigenvectors. These characteristics make this document attractive for both research
and educational purposes.
Nonlinear time-domain simulations and small signal analysis (SSA) were per-
formed in a SMIB system to assess the performance of the implemented models. In relation
to the former, results obtained in the PST reproduce with reliability those using PSSE,
thus partially validating the implemented models. Enabling different control philosophies
in wind turbines of a same type may yield different performances: the switch between
different torque control philosophies and priority in active/reactive power generation re-
sulted in different transient behaviors of both electrical and mechanical variables for a
Type-3 wind turbine model. The system remained stable and converged to the expected
post-fault steady-state point of operation for all simulations performed in this document.
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Transient stability studies also provide a first approximation regarding the stress of power
system components when subject to large disturbances. No differences in the transient
behavior were observed when emulating the coordinated operation of plant-level and local
reactive control loops. The simulation of same control strategies applied to wind turbines
of different types did not result in expressive divergences in the transient behavior. Nev-
ertheless, it is important to point out that some control philosophies available in the
Type-3 model cannot be emulated in its Type-4 counterpart. The reason for this is that
mechanical control modules are not included in the latter due to its complete decoupling
from the power grid.
The small signal analysis showed that the value of lowest damping mode is
practically the same for Strategies 1 to 8 for a Type-3 wind turbine, given the same
model parameters. Also, the dynamic states with the highest participation factors in
this oscillation mode are the same, namely the turbine speed deviation Δ𝜔𝑡 and the
pitch compensation controller 𝑠1(𝑝𝑡), given by the integral gain 𝐾𝑖𝑐. Therefore, the lowest
damping mode is associated to the mechanical system of the wind turbine. It is relevant
to point out that the value of the lowest damp is 53.6%, such that its contribution to the
transient stability of the system is minimal. Nonlinear time-domain simulation showed
that the damping of the pitch angle is affected by the value of 𝐾𝑖𝑐, validating the SSA.
On the other hand, when Strategies 9 and 10 are enabled, the lowest damping
ratio falls to 35%. In addition, the states with the highest participation factor are related
to the electrical system, namely the active power order filtering 𝑃𝑜𝑟𝑑(𝑒𝑐), the local voltage
controller 𝑠3(𝑒𝑐) and the filtering of the active power control signal 𝑠1(𝑔𝑐). The reason for this
is that the active power reference is a function of active power deviation when Strategies 9
and 10 are enabled (𝑇𝐹 𝑙𝑎𝑔 = 1), whereas the reference is a function of the turbine speed
deviation when the remaining philosophies are enabled (𝑇𝐹 𝑙𝑎𝑔 = 0).
The movement of eigenvalues show that the increment of the time constants 𝑇𝑟𝑣
and 𝑇𝑝𝑐, which respectively emulate the terminal voltage filtering and the delay caused by
the pitch control actuators, causes the real part of eigenvalues to approach the imaginary
axis. As a result, the stability margin of the system and the decay ratio of the oscillations
are reduced. The behavior of the frequency of oscillation was not affected by the variation
of the parameters. This was also confirmed using nonlinear simulation. It was interesting
to verify that minor variations in the value of the time constants yield significant different
dynamic performances. Results show that the contribution of wind farms is satisfactory
given the wide availability of control strategies.
The PST proves to be an useful tool for nonlinear simulation and small signal
analysis due to the accessibility to the components’ inside structures and to a wide library
of power system components and test systems.
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Future work and investigations
This work continues with the evaluation of the implemented model at more
complex models of power systems. Future work will also focus on development of generic
models of large-scale PV plants and Battery Energy Storage Systems (BESS), which
contain some of the modular structure addressed in this article.
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APPENDIX A – Parameters of modular
structures
Table A.1 – Parameters: WTGTRQ A
𝑇𝑝𝑝 𝑇𝜔𝑟𝑒𝑓 𝐾𝑝𝑡𝑟𝑞 𝐾𝑖𝑡𝑟𝑞 𝑇𝑒𝑚𝑖𝑛 𝑇𝑒𝑚𝑎𝑥 𝜔1
0.05 5 3 0.6 1.2 0 0.85
𝑃𝑒1 𝜔2 𝑃𝑒2 𝜔3 𝑃𝑒3 𝜔4 𝑃𝑒4
0.15 0.95 0.23 1.1 0.35 1.2 0.46




Table A.3 – Parameters: WTGPT A
𝐾𝑝𝑝 𝐾𝑖𝑝 𝐾𝑐𝑐 𝐾𝑝𝑐 𝐾𝑖𝑐 𝜃𝑚𝑖𝑛 𝜃𝑚𝑎𝑥 𝑇𝑝𝑖 𝑑𝜃𝑚𝑎𝑥
150 25 0 3 30 0 27 0.3 10
Table A.4 – Parameters: REEC A
𝑇𝑝𝑜𝑟𝑑 𝑑𝑃𝑚𝑎𝑥 𝑃𝑚𝑎𝑥 𝑃𝑚𝑖𝑛 𝐼𝑝𝑚𝑖𝑛 𝐼𝑚𝑎𝑥 𝑇𝑟𝑣 𝑉𝑟𝑒𝑓0 𝑉𝑟𝑒𝑓1
0.05 0.45 1.32 0 0 1.2 0.01 𝑉𝑃 𝐹 0
𝑑𝑏𝑑1 𝑑𝑏𝑑2 𝐾𝑞𝑣 𝐼𝑞𝑙1 𝐼𝑞ℎ1 𝐼𝑞𝑓𝑟𝑧 𝑇ℎ𝑙𝑑 𝑄𝑚𝑖𝑛 𝑄𝑚𝑎𝑥
0 0 5 -1.05 1.05 0.05 0.3 -0.436 0.436
𝐾𝑞𝑖 𝐾𝑞𝑝 𝑉𝑑𝑖𝑝 𝑉𝑢𝑝 𝑉𝑚𝑖𝑛 𝑉𝑚𝑎𝑥 𝐾𝑣𝑖 𝐾𝑣𝑝 𝑇𝑖𝑞
0.1 0 -99 99 0.9 1.1 40 0 0.015
Table A.5 – Parameters: Current limit logic
𝑣𝑞1 𝑖𝑞1 𝑣𝑞2 𝑖𝑞2 𝑣𝑞3 𝑖𝑞3 𝑣𝑞4 𝑖𝑞4
-1 1.45 -0.5 1.45 0.5 1.45 2 1.45
𝑣𝑝1 𝑖𝑝1 𝑣𝑝2 𝑖𝑝2 𝑣𝑝3 𝑖𝑝3 𝑣𝑝4 𝑖𝑝4
-1 1.1 -0.5 1.1 0.5 1.1 2 1.1
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Table A.6 – Parameters: REGC A
𝑇𝑑𝑑𝑒𝑙 𝐼𝑞𝑟𝑚𝑖𝑛 𝐼𝑞𝑟𝑚𝑎𝑥 𝑧𝑒𝑟𝑜𝑥 𝑏𝑟𝑘𝑝𝑡 𝑙𝑣𝑝𝑙 𝑟𝑟𝑝𝑤𝑟 𝑉𝑜𝑙𝑖𝑚 𝐾ℎ𝑣
0.01 -99 99 0.4 0.9 1.22 5 1.2 0.7
𝐼𝑜𝑙𝑖𝑚 𝑙𝑣𝑝𝑛𝑡0 𝑙𝑣𝑝𝑛𝑡1
-1.5 0.4 0.8
Table A.7 – Parameters: REPC A
𝑇𝑝𝑝𝑙 𝑓𝑑𝑏𝑑1 𝑓𝑑𝑏𝑑2 𝐷𝑑𝑛 𝐷𝑢𝑝 𝑓𝑒𝑚𝑖𝑛 𝑓𝑒𝑚𝑎𝑥 𝐾𝑖𝑔 𝐾𝑝𝑔
0.02 0 0 10 20 -0.6 0.6 1 0.5
𝑃𝑚𝑖𝑛 𝑃𝑚𝑎𝑥 𝑇𝑙𝑎𝑔 Reg. bus 𝐾𝑐 𝑇𝑓𝑙𝑡𝑟 𝑄𝑚𝑎𝑥 𝑄𝑚𝑖𝑛 𝑇𝑓𝑣
0 1.5 0.3 local 0.05 0.02 0.436 -0.436 0.05
𝑇𝑓𝑡 𝐾𝑖 𝐾𝑝 𝑉𝑓𝑟𝑧 dbd 𝑒𝑚𝑎𝑥 𝑒𝑚𝑖𝑛 bus to bus from
0.1 12 80 0.7 0 0.6 -0.6 𝑏1 𝑏2
