Moving Morphable Component (MMC) based topology optimization approach is an explicit algorithm since the boundary of the entity explicitly described by its functions. Compared with other pixel or node point-based algorithms, it is optimized through the parameter optimization of a Topological Description Function (TDF).
Introduction
Topology optimization [1, 2] , a branch of design optimization, is a mathematical method to solve a material layout problem constrained to a given design domain, loading, and boundary conditions. This method determines the optimal distribution of material and the corresponding structure which satisfies the desired properties (e.g. compliance) under the design constraints. Since the pioneering work of Bendsoe and Kikuchi [3] , topology optimization has received considerable research attention. There are numerous topology methods such as Solid Isotropic Material Penalty (SIMP) [4] [5] [6] , Level Set Method (LSM) [7, 8] , evolutionary method [9] and MMC based method [10] [11] [12] . These methods have been applied successfully to a wide range of topological design problems. For example, SIMP method has been integrated into commercial software such as Abaqus [13] due to its advantages of simplified program, fast calculation and easy implementation. LSM can be used for both shape optimization and topology optimization, its results are smooth boundary with no checkerboard and gray scale elements [14] , etc. However, most approaches are considered to do topology optimization in an implicit way, while the MMC based method is a more explicit and geometrical way. As for SIMP, it means the optimal structural topology is identified from a black-and-white pixel image. For LSM, it means the optimum can be identified from the level set of a TDF defined in a prescribed design domain. There are some problems associated with the implicit approached. Firstly, under the framework of implicit topology optimization, it is difficult to give the precise control of structural feature size, which is very important from the perspective of manufacture [15] . It results from the lack of explicit geometry information in the implicit optimization model [16] .
Hence, implicit optimization models are difficult to establish a direct link between optimization models and Computer-Aided-Design (CAD) modeling systems. Secondly, the number of design variables involved in implicit topology optimization approaches is connected with the resolution since they are developed within the pixel (SIMP) or node point based (LSM) solution framework. It is relatively large especially for 3dimentional problems. etc.
In order to address these issues, a so-called MMC based topology optimization framework is established in Refs [10] [11] [12] . This approach considers a set of components as the optimization unit and achieves the structural topology optimization by morphing, merging, and overlapping operations between the components. It is controlled by the parameters of TDF of each component and it does not concern the finite element grid division. Fig. 1 shows the basic idea of this approach schematically. Since this approach doing topology optimization in a more explicit and geometrical way, it has flourished in extensive applications, e.g. three-dimensional problems [17, 18] , geometric size control [19] , additive manufacturing, and stress constraints [20] , etc. Although it has many distinctive advantages, its performance mainly relies on experienced parameters. In MMC based method, MMA is employed as the optimizer [21] . It is might be time-consuming to tune the parameters of MMA. Furthermore, as shown in the Fig. 2 , it might obtain infeasible solutions with inappropriate parameter setting. At the same time, the feasible solution might not be easily obtained according to experience. With the attempt to address these bottlenecks and make it be free from the manual parameter adjustment. This study proposed a ML based parameter tuning strategy for the MMC based approach. Actually, due to the state-of-art performance of ML, it has been extended in the field of topology optimization already. Sharad [22] used Convolutional Neural Network (CNN)-based predictor to accelerate the SIMP-based topology optimization. Compared with Sharad who used supervised learning to predict topology optimization, Sosnovik [23] employed unsupervised learning. He combined CNN and Generative Adversarial Networks (GANs) to predict the optimized structure, which is a complementary alternative to the traditional topology optimization. Banga [24] proposed a deep learning approach based on a 3D encoder-decoder Convolutional Neural Network architecture for accelerating 3D topology optimization and to determine the optimal computational strategy for its deployment. Moreover, Supported
Vector Regression (SVR) as well as K-Nearest-Neighbors (KNN) ML models were employed to the MMC by Lei [25] to obtain the optimized distribution in a prescribed design domain almost instantaneously once the objective/constraint functions and external stimuli/boundary conditions are specified. Compared with these existing ML based topology optimization methods. This study focuses on parameter tuning strategy to guarantee parameter selection depends on experience less in MMC based approach.
Two numerical cases are presented to demonstrate the efficiency of this strategy.
The remainder of the paper is organized as follows. In Section 2, the structural topology optimization under the MMC based framework and corresponding formulations are introduced. Section 3 is devoted to establishing the framework of parameter tuning strategy and the involved tools are also discussed. In Section 4, the numerical cases are presented to demonstrate the efficiency of the proposed method.
Finally, some conclusions are provided in Section 5.
MMC based topology optimization framework 2.1. Structural shape and topology description
In the MMC based approach [10] , the structural topology descriptions about components can be constructed in the following way. [26] . These components represent the parts (i.e. entities) that have materials during the optimization process. Actually (2) where i  is the region occupied by the i-th component and
 . Its geometry representation can be illustrated schematically in Fig. 3 . 
Problem formulation
In this study, compliance minimization with available volume constraint is considered. The mathematic model of the topology optimization under MMC based framework can be formulated as follows:
From Eqs. (5) to (11), only a single-phase material problem is considered and the Galerkin numerical solution method is adopted, where () Hx is Heaviside function [29] , 
The framework of ML based parameter tuning strategy
Considering the high performance of modeling of ML, it is taking an increasingly important role in computational mechanics as more data from experiments and calculations. In this study, based on the above introduction, in order to avoid the infeasible optimum and make the MMC based topology optimization approach be free from the manual parameter tuning. An ML based parameter tuning strategy is proposed.
It not only saves the manpower but also avoids the local optimum problem caused by the limitations of manual tuning. The highlight of this strategy is that it introduces a data-driven paradigm, which avoids the infeasible optimum solution through the ML based image classifier. The classifier is integrated into the closed loop optimization framework to obtain the reasonably feasible solution. Fig. 5 p is a predefined number of particle. In this study, p=10 
Image Classification for MMC based topology optimization
In this section, image preprocess and classification will be introduced. Since the initial parameters of MMA of the proposed strategy are randomly selected, the solution with the lowest value of objective function (e.g. C) in the initial optimization process might not be feasible. Traditional optimization algorithm (e.g. PSO) might not competent for this task since it might lead the optimization in a wrong direction. Hence, it is particularly important to train a classifier which can effectively determine the feasibility of solutions. Firstly, samples are generated by random MMA parameters in given design space, which are used as the original data for training and testing the classifier subsequently. The data is labeled with the prior knowledge.
Image preprocess
It is well-known that describe an image with an effective way in image classification is important. Generally, the selection of a suitable feature space is often based on an actual problem. In this study, since MMC based approach is an explicit algorithm, whose topology optimization solutions are clear in structure and boundary.
Therefore, the gradient of pixel value on the geometric boundary is large. These features can easily be detected as key points. These key points are salient image patches that contain rich local information of an image. In the previous work presented in Refs [30, 31] , Bag of Visual Words (BoVW) combined with Scale-Invariant Feature Transform (SIFT) [32, 33] has been used as an image representation for image classification well.
The details of this procedure are presented as follows. (14) where σ is the scale space factor, , xy represents the position of key points.
( , ) I xy Represents the sampling information of the original image under the MMC based approach. More details of the SIFT can be found in Refs [32, 33] . In this way, key points are described by the location, direction, and scale information. As shown in the Fig. 6 , all the key points of a topology optimization solution are drawn. According to the gradient value and direction of each key point, the algorithm selects16 16  pixels in the neighborhood and divides them into 44  small blocks, then statistics the histogram of gradient in 8 directions of each small block. Therefore, descriptors on key points can be represented by 4 4 8 directions, namely a 128-dimensions SIFT feature vectors. Thus, after feature extraction by the SIFT, each image will be described by n 128-dimensional vectors. while there is no consensus as to the appropriate size of a visual word vocabulary, it is acceptable as long as the classification works well. In this study, 64 k = . Mapping the keypoints to visual words, each topology optimization solution can be described as a "bag of visual words". This representation is analogous to the Bag-of-Words [35] document representation in terms of form and semantics. Both representations are sparse and high dimensional, and just as words convey meanings of a document, visual words reveal local patterns characteristic of the whole image. Finally, as shown in the Fig. 7 , converting the "bag of visual words" into a visual-word vector, each MMC topology optimization solution can be described by the frequency of each visual word.
In another word it means each image was described and classified by a 64-dimentional visual-word vector which is consist of the frequency of each cluster center. 
Visual-word vectors

Classification based on Extra-Trees (ET)
In the past years, extensive works have been devoted to ML and pattern recognition to construct efficient classifier. Recently, ensemble methods have been of main interest especially in medical image classification [36] [37] [38] , and these study have proved the efficiency over single classifier on different tasks. Hence, a tree-based ensemble method Extremely Randomized Trees [39] is introduced to MMC based topology optimization solutions' classification in this study. ET builds an ensemble of unpruned decision trees according to the classical top-down procedure. It is an improvement of Random Forest [40] . Compared with other tree-based ensemble methods, The ET splits nodes by choosing cut-points fully at random and uses the whole learning sample (rather than a bootstrap replica) [41] to grow the trees. Therefore, the method randomly picks a single attribute and cut-point at each node, and builds totally randomized trees whose structures are independent of the target variable values of the learning sample. These are also the strengths of this algorithm. From the bias-variance point of view, the rationale behind the ET method is that the explicit randomization of the cut-point and attribute combined with ensemble averaging should be able to reduce variance more strongly. The usage of the full original learning sample rather than bootstrap replicas is motivated in order to minimize bias. These good statistical performances are the reason why the ET algorithm was employed to training the classifier between the visual-word vectors and the labels. The label here can be seen as the classifier's responses to the visual-word vector. In addition, the required amount of training data is much lower than that of deep learning classifier.
Its performance usually depends on three parameters: K, the number of attributes randomly selected at each node. min n , the minimum sample size for splitting a node.
And m, the number of decision trees in an ensemble model. The predictions of the trees are aggregated to yield the final prediction, by majority vote in classification problems and arithmetic average in regression problems. In this study, K and min n is the default value in order to maximize the computational advantages and autonomy of the method [39] . It is well known that for randomized ensembles the classification error is monotonically decreasing as the increasing of the value of m. While, choosing an appropriate value for m is not so important, a high value of m may be selected if the computing ability permits. With many experiments, 400 m = can achieve good effects in this study.
Closed loop parameter tuning strategy
Once the classifier is established, it would be integrated into the closed loop optimization framework and the complete parameter tuning strategy is obtained. The classifier provides the feasibility criterion for the parameter tuning, and the optimization is carried out by Particle Swarm Optimization (PSO) algorithm [42] [43] [44] .
The most common type of implementation defines the particles' behaviors of PSO in two formulas. The first adjusts the velocity or step size of the particle, and the second moves the particle by adding the velocity to its previous position. On each dimension d: 1 12 (0, )(
where i is the target particle's index, d is the dimension, in this study 4 d = , i
x is the particle's position that corresponding to the changeable parameters, i v is the velocity, i p is the best position found so far by i; g is the index of i's best neighbor or "global optimum", i  is a weight factor that decreases with the increase of iteration.  == ， are inertia weight constant and accelerate constant, (0, ) U  is a uniform random number generator.
When the system works, each particle cycle around a region centered on the centroid of the previous bests i p and g p . In this method, the optimal parameters update of MMC by PSO not only depend on the value of the objective function, but also satisfy the condition that the corresponding structure of the objective is a feasible structure. Given the random initial parameters in the prescribed design space, the parameters are completely updated by the algorithm until the convergence condition is reached. Specifically, i p and g p of PSO will not be an infeasible solution under the proposed approach. The classifier will help the PSO guide the optimization process better. Therefore, in the first particle swarm, it is necessary to obtain a relative feasible solution. Otherwise, the new particle swarm is still generated from the random MMA parameters. The whole framework has been presented in Fig. 5 . The PSO is applied due to its simple principle, fewer parameters and easy realization. Moreover, the PSO is memorable, the results of all particles and the corresponding design parameters are saved. It is convenient to analysis the data subsequently.
Numerical cases 4.1 Classification performance criteria
As for the classifier established previously, it is necessary to evaluate the reliability and generalization ability of the model since a reliable model could better guarantee the correct direction of parameter tuning. For binary classification problems, the classification result can be described by a confusion matrix [45] according to the input and output, which is shown in the 
However, it is difficult for ACC to evaluate classification problems objectively.
Hence, Precision (P) [46] and 
12
In addition to numerical criteria, binary classification problems can also be evaluated according to performance plots. Such as P-R plot [47] and Receiver
Operating Characteristic (ROC) [48] [49] [50] 
Case I: Cantilever beam
As shown in Fig. 8 , the left side of the short beam is fixed. The length and width of the whole design domain are 2 DW = and 1 DH = , which are discretized into , the residual volume fraction of the material is 0.4. In this study, there are four changeable parameters whose prescribed design space are given in the Table. 2. Including four adjustable parameters of the MMA.
The object of this optimization process is to minimize the Compliance (C) of the beam and find the appropriate parameters in the prescribed design space. [51] , AdaBoost [52, 53] and GradientBoost [54] are employed to compare in the same sample set. The comparison of the P-R plots and their AUC between different ML models is shown in Fig. 9 (a) . It can be confirmed that the ET outperforms other algorithms due to its P-R plot almost completely covers the others. Fig. 9 (b) 
Case II: L-shape beam
L-shape beam, another mini-compliance case is calculated in this study, whose specific geometry of the design domain and load constraints are depicted in Fig. 11 .
The top of the beam is fixed and a concentrated vertical downward force F is enforced at the middle of the right of the beam. Moreover, the domain is discretized into 4864 FEM meshes by four-node bilinear elements. As for this case, the objective function, material parameters and the changeable parameters' interval are the same as the Case I. Table. 7. The P-R plot and ROC plot are shown in the Fig. 12 . Verified by calculation results, the ET algorithm is also believed performs the best with the score P is 0.90, R is 0.94, F1 score is 0.92 and ACC is 0.92. In addition, it is also proved that the classification ability of ET is also the most reliable according to the AUC of ROC plot and P-R plot. The ET still maintains its advantages. It is easy for the ET to perform as a good classifier in the optimization process. Fig. 12 The P-R plots (a) and the ROC plots (b) of case II Similar to the Case I, it can be seen from Fig. 13 that the objective function trends to converge as expected after 62 th iteration, and the corresponding design parameters of the "global optimal" structure are shown in Table. 8, C is 183.76. 
Conclusions
In this study, with the motivation to address the issue of manual tuning of the parameters in MMC based topology optimization. An ML based parameter tuning strategy is proposed. Its highlights can be summarized as follows.
i. As for the MMC based topology optimization, it might obtain many infeasible results due to the inappropriate selection of the parameters in the MMA optimizer.
Hence, an ET-based image classifier is introduced to determine whether an optimized solution is feasible or not. It guarantees that the inappropriate parameters would be avoided.
ii. Practically, parameters of MMA are tuned according to the experience and the final obtained optimum might be only an insufficiently feasible solution in the MMC based topology optimization. Two cases are presented to verify the effectiveness of the proposed strategy, it makes the MMC based approach be free from the manual parameter adjustment. It could save a lot of manpower and obtains the reasonably feasible structure in the prescribed design domain.
iii. Moreover, such an ML based parameter tuning strategy can be extended to other fields where the solutions are image-based and the parameters needs a lot of manual tuning.
Replication of result
All of the code can be found in https://github.com/yoton12138
