Abstract. We study a one-dimensional non-stationary Schrödinger equation with a potential slowly depending on time. The corresponding stationary operator depends on time as on a parameter. It has a finite number of negative eigenvalues and absolutely continuous spectrum filling [0, +∞). The eigenvalues move with time to the edge of the continuous spectrum and, having reached it, disappear one after another. We describe the asymptotic behavior of a solution close at some moment to an eigenfunction of the stationary operator, and, in particular, the phenomena occurring when the corresponding eigenvalue approaches the absolutely continuous spectrum and disappears.
Introduction
As ε → 0, we study solutions to the Schrödinger equation 
When ε is small, one says that (1) describes the adiabatic evolution in L 2 (R + ) generated by the stationary operator H(εt) = − ∂ 2 ∂x 2 + v(x, εt) with the Dirichlet boundary condition at zero. Note that this operator depends on time as on a parameter.
The adiabatic evolution generated by differential operators is a classical object of study in mathematical physics and, in particular, in quantum mechanics, see the review in [1] . The formulation of one of the standard problems assumes that the spectrum of the corresponding stationary operator is discrete. For this problem, an important role is played by the solutions that, at some moment in time, are close to the eigenfunctions of the stationary operator. In the case of (1), instead of such solutions, physicists often use formal asymptotic series of the form
where E n (τ ) is an eigenvalue of H(τ ), ψ n,0 (·, τ ) is the corresponding eigenfunction, and τ 0 is a fixed number. We consider a model problem with an operator H(εt) having a finite number of negative eigenvalues and absolutely continuous spectrum filling R + . The eigenvalues move with time toward the continuous spectrum and, having reached it, disappear one after another. We study a solution having the asymptotics of the form (2) as long as the n-th eigenvalue exists. There is a whole bunch of effects occurring as a result of "absorption" of the eigenvalue by the continuous spectrum. In this paper, we begin to analyze them. Some of our results were announced in the note [5] .
Main results
Here, we describe the potential v that we consider, the solution to (1) that we study, and the asymptotics of this solutions that we get in this paper.
2.1. The model we consider. We assume that 0 < ε < 1 and study the case where
This allows to construct solutions to (1) using ideas similar to ideas of the Sommerfeld-Malyuzhinets method developed to study scattering of waves on wedge-shaped domains [2] : by means of a suitable integral transform, one expresses solutions of (1) in terms of solutions of a difference equation on the complex plane. In our case, the translation parameter in this equation equals ε. The smallness of ε enables to carry out an effective analysis. In this paper, to keep its size reasonable, we mostly restrict ourselves to the analysis of solutions inside the potential well. We also assume that εt ≤ 1.
2.2.
The solution we study. In section 3, we construct a solution Ψ having the following simple wave interpretation. It depends on a parameter p ∈ R, and inside the wedge W = {(x, t) ∈ R 2 : 0 ≤ x ≤ 1 − εt}, Ψ is a linear combination of the plane wave e 
If the series in (4) converge sufficiently well, Ψ satisfies (1) and the Dirichlet boundary condition. The series appears to be convergent and Ψ appears to be continuously differentiable in x at x = 1 − εt if R satisfies the equation
T and p 1 are defined in terms of Q by formulas (30) and (29), and the branch of the function Q in the definition of ρ in (5) is chosen in a suitable way. We call Ψ a generating solution. It is ε-periodic in p. Its Fourier coefficients Ψ n with n ≥ 1 are the solutions that we study. They satisfy the Dirichlet condition at x = 0 and share with Ψ all the regularity properties in x. In the potential well,
Before analyzing Ψ n , we study solutions to (5) in Section 4.
2.3. Properties of the operator H(τ ). When describing the asymptotics of Ψ n , we use the following elementary facts. Consider the operator H(τ ) with the potential (3). Let
The number of negative eigenvalues of H(τ ) equals N ∈ N if τ N +1 < τ < τ N . If τ > τ 1 , there are no eigenvalues. We use the notation
Let E n (τ ) be the nth eigenvalue of H(τ ). It can be represented in the form E n (τ ) = p 2 n (τ ) − 1 with p n ∈ (0, 1) satisfying the equation
The eigenfunction corresponding to E n (τ ) is given by the formulas
2.4. Standard asymptotic behavior. Fix n ∈ N . In section Section 5, we study the solution Ψ n (x, t) in the case when E n (εt) exists and is bounded away from zero. In the potential well, Ψ n has an asymptotic expansion of the form (2):
where ψ n,0 = ψ n , and ψ n,k are bounded. This representation is uniform in x and t.
Outside the potential well, Ψ has two-scale asymptotic expansion. Describe it. The equation
allows to define a continuous functionp n :
the branch of the square root is such that Re 1 −p 2 > 0 forp ∈ Q 1 , α n,0 ≡ 1, and α n,k (τ, ξ) are bounded. This representation is uniform in x and t.
In this paper, we only outline the proof this theorem. Note that (1) as Re 1 −p 2 > 0, φ n (ξ, τ ) decays as ξ increases; (2) if ε 1/2 x → 0, φ n (εx, τ ) = ψ n (x, τ )(1 + o(1)). For large ξ, Ψ n is described by Lemma 2.1. Fix 0 < c < 1. There is a C > 0 such that, for sufficiently large ξ = ε(x − (1 − εt)), one has |Ψ n (x, t)| ≤ Ce −cξ/ε . 3 2.5. Destruction of the standard asymptotic behavior, εt ≤ τ n . As εt grows and approaches τ n , the eigenvalue E n (τ ) approaches the edge of the absolutely continuous spectrum, and the asymptotic behavior of Ψ n changes. Set
where Ai is the Airy function. One has F (e 
where
εt τn
, and E n = E n (τ ).
The asymptotic representation is uniform in x and t.
If ε → 0 and τ n − εt stays of the order of 1, then Z n → +∞, and the leading term in (16) turns into the leading term from (11).
In this paper, we do not study Ψ outside the potential well for εt ∼ τ n . We mention only that, in the domain where the expression ε −2/3 (εt − τ n ) 2 + ε 1/3 x is of order of one, Ψ n is described in terms of Airy functions, and, for larger x, it exponentially decays as x increases.
then, up to some error terms, the solution Ψ n appears to be the sum of three terms "responsible" for three different phenomena. First, we describe these terms, and then, formulate a theorem. "Transition" term. The first term is described by the formula
One can see that, when εt − τ n is of the order of ε 1/3 , the leading term in (16) turns into T 0 . On the other hand, as (εt − τ n )/ε 1/3 → +∞, the function F in (18) can be "replaced" by its asymptotics. This leads to an asymptotics of T 0 with the leading term −icnε 2(τ −τn) 5/2 sin x, and T 0 becomes of the order of ε. "Resonance" term. Put
where ζ is analytic in C \ [1/2, ∞) and given there by (51). Thanks to (52), the integral in (23) converges uniformly in εt ≥ τ n . The G 0 is the third term that contributes to the leading term of the asymptotics of Ψ n . If the distance from εt to τ 1 , τ 2 . . . τ n is bounded away from zero by a fixed constant, then, as ε → 0, all the three terms T 0 , R 0 and G 0 are of the order of ε.
In Section 7 we prove Theorem 2.4. Let x and t satisfy (17). As ε → 0,
2.7. Final remarks. In the underwater acoustics, in the course of investigation of the sound propagation in a narrow water wedge near a sea shore, problems similar to ours were studied (non-rigorously). For example, in [6] , the author got an elegant partial differential equation for the sound field in the case similar to the case where εt ∼ τ n . This enabled him to describe the the leading order approximation of the field in terms of Airy functions. It looks like that the physicists have not discovered the effects described by the term R 0 , neither have they found the function ζ determining the term G 0 . We hope that our results can be generalized to the case where the potential v in equation (1) is non-positive, quickly vanishes as x → ∞, and the eigenvalues E(τ ) behave for τ ∼ τ n as in the model problem. In particular, we expect that the leading terms of the asymptotics of Ψ n for εt ≥ τ n , can be obtained from T 0 , R 0 and G 0 by replacing sin x with a solution of the equation −ψ The results we got admit the following physical interpretation. For t < τ n /ε, the quantum particle described by the wave function Ψ n is in the state with the energy E n (εt) and is localized in the potential well 0 ≤ x ≤ εt. When t approaches τ n /ε, the moment of "death" of the energy level E n (εt), the probability to find the quantum particle in the potential well decreases and becomes small when t > τ n /ε. The energy of the particle moves into the continuous spectrum. After that, when t is close to τ n−1 /ε, τ n−2 /ε, . . . , i.e., to the moments of birth of the resonances, thanks to tunneling effects, the probability to find the particle in the potential well again becomes noticeable.
Generating solution
Here, we construct the generating solution as described in Section 2.2.
3.1.
Relations for the functions R, T and p 1 . Assume that the series in formulas (4) converge sufficiently well. The function Ψ defined by these formulas is continuous in x at x = 1 − εt for all t < 1/ε, if, for all p ∈ R and for all x ∈ R,
As
Furthermore, ∂Ψ/∂x becomes continuous in x at x = 1 − εt for all t < 1/ε, if, for all p ∈ R and for all x ∈ R,
which leads to the relation
Let us discuss (25), (26) and (28). Equation (25) implies that
From (26) and (28), we deduce the equation for R from (5) and the formula
3.2. Function R. Here, we construct a solution to equation (5) for complex p.
3.2.1.
A branch of the Q. The branch points of Q are the points ±1. Let C 0 = C \ {p ∈ R : |p| ≥ 1}. In C 0 , we fix the single-valued analytic branch Q 0 of Q so that Q 0 (0) = i. Note that
The function Q 0 is even and ρ 0 , the coefficient ρ defined by (5) for Q = Q 0 , satisfies the relation ρ 0 (−p) = 1/ρ 0 (p). One has
Constructing a solution to (5).
To describe a solution to (5), we need some notations. In C 0 , we define an analytic function by the formulas
The definition of l 0 implies that
and that
We call a curve γ ⊂ C vertical if, along γ, p is a piecewise C 1 -function of Im p ∈ R, and dp/dIm p is uniformly bounded. For p 0 ∈ C, we denote by γ(p 0 ) ⊂ C a vertical curve containing p 0 . One has
and γ(p) ⊂ C 0 . The functions L 0 and R 0 are analytic in C 0 , and R 0 is continuous up to its boundary. The R 0 is a solution to the equation in (5), and L 0 satisfies the relations
Proof. The analyticity of L 0 (and R 0 ) follows from the choice of γ(p) and the estimate
C > 0 being a constant. Using the residue theorem, one checks that L 0 solves (37). To prove (38), one checks by means of (35) 
Let us prove that R 0 satisfies (5). To simplify the notations, we write below l and L instead of l 0 and L 0 . For p ± ε/2 ∈ C 0 , one has
As L 0 is odd and l 0 (0) = 0, this implies the needed. Finally, let us check that L 0 is continuous up to the boundary of C 0 . As (Q 0 (p)+ p)(Q 0 (p) − p) = −1, the factor ρ 0 is continuous in C 0 and along its boundary. This and (5) imply that, being analytic in C 0 , R 0 is continuous up to its boundary. 
3.3.
Completing the construction of the solution to the Schrödinger equation. Let R 0 be the solution to (5) described in Proposition 3.1. For p ∈ R, we define
The function R is continuous and satisfies (5) (we assumed that 0 < ε < 1). Let p 1 and T be defined by (29) and (30) with Q = Q 0 . One has
Both for 0 < x < 1 − εt and for x > 1 − εt, it is infinitely differentiable in x and t and satisfies the Schrödinger equation (1) . At x = 0, Ψ satisfies the Dirichlet boundary condition. At x = 1 − εt, it is continuously differentiable in x.
As a function of p, Ψ is ε-periodic.
Proof. We need only to check that both the series in (4) converge sufficiently well. By (5) , for N ∈ N,
In view of Proposition 3.1 and (39), R is bounded on the interval [−1, 1]. This, (40) and (32) imply that
These estimates imply the needed.
Asymptotics of the function
The results of this section are used to get the asymptotics of the solutions Ψ n . Below, C denotes positive constants independent of ε. For any given function
4.1. The asymptotics "between" the branching points of Q. For a > 0, we define K 0 (a) = {p ∈ C : |Im p| > a(|Re p| − 1)}. One has
This theorem describes the asymptotic behavior of L 0 both for ε → 0 and for p → ∞.
Proof. Below, we consider only p ∈ K 0 (a). Remind that γ(p), the integration contour in (36), is vertical. Assume that γ(p) ⊂ K 0 (a).
where γ p,t (p) is the segment of γ(p) between p and t. Substituting this representation in the formula for L 0 in (36), we get
8 First, we consider the case where Im p ≥ 1. Then, we can assume that the distance between γ(p) and the points ±1 is bounded away from zero by a constant independent of p. We obtain
The estimates for I(p) imply (41) in the case where Im p ≥ 0. The complementary case is treated similarly.
Replacing (42) with a similar formula containing more terms of the Taylor series for l 0 , one proves
l j being analytic and satisfying the estimate l j (p) = O((1 + |p|) −2j ).
4.2.
Analytic properties of l 0 . In the sequel, we use some properties of l 0 , the leading term in the asymptotics of L 0 . Let us discuss them here. Formula (33) implies that
where z = √ 1 − p, the function p → z is analytic, and z > 0 if p < 1;
where the function p → ln p is analytic and defined so that ln i = iπ/2. One also has The statements of the lemma easily following from (33), we omit the details. Finally, discuss the integral p 0 l 0 (p) dp. Integrating by parts, we check that
where the integral is taken along a smooth curve in C 0 . This formula implies, in particular, that
and that p 1 (l 0 (p)−π) dp = 2ip(ln(2p)−1)+O(1/|p|), p ∈ C + ∪(R+i0), |p| → ∞. (49) 4.3. Asymptotic behavior of L 0 near the point p = 1. The function L 0 is analytic in C 0 and, in particular, between the points p = ±1. We have assumed that 0 < ε < 1. This allows to use (37) to study L 0 to the right of p = 1. The function l ′ 0 (staying in the right hand side in (37)) has a square root singularity at p = 1: representation (45) shows that, in a neighborhood of p = 1, l
. Therefore, L 0 has square root singularities at p = 1 + ε(1/2 + l), l = 0, 1, 2, 3 . . . . So, the asymptotic behavior of L 0 near the point p = 1 is quite non-trivial. Here, we discuss L 0 to left of p = 1. And in the next section, we discuss its behavior to the right of p = 1.
Theorem 4.2. Fix a > 0 and sufficiently small
where ζ is analytic in C \ [1/2, ∞) and defined there by the formula
the branch of the square root being fixed so that R + = R + . In C a = {t ∈ C : |Im t| ≥ aRe t}, the function ζ admits the asymptotic representation
Remark 4.1. In the case of Theorem 4.2, the second term in (50) satisfies the estimate
Proof. Assume that δ is sufficiently small, and that p ∈ K 0 (a) is in the δ-neighborhood of 1. In view of (46), one can use (45) as a rough approximation for l 0 on the whole curve γ(p). Substituting (45) into the second formula in (36), we get
where γ(t) ⊂ C a , γ(p) ⊂ K 0 (a), and √ −s > 0 when s < 0. Using the Residue theorem, we obtain
In this formula, for L sufficiently large, we can choose
This implies (51).
Let us estimate ∆. Set t = p − 1. First, we check that
One has ∆ = 
e −2π|Im t−y|/ε |y| 3/2 dy.
They imply that |∆| ≤ C|t| 3/2 . The obtained estimates for ∆ justify the error term estimate in (50).
Finally, let us study the function ζ. Its analyticity follows from (54). For t ∈ C a , sufficiently large |t| and l ≥ 0,
uniformly in t and l. Substituting this representation into (51), we easily arrive at (52). This competes the proof.
4.4.
The asymptotics of L 0 to the right of p = 1. Fix a > 0. Here, we describe the asymptotics for L 0 in the domain
We continue analytically the function l 0 from C 0 to C 1 across C + and denote the obtained function by l 1 .
Let L 1 be a solution to the equation
Assume that L 1 is analytic in C 1 . Then, in C + , both the functions L 0 and L 1 are analytic and satisfy one and the same difference equation. This implies that, in C + , the function P = L 0 − L 1 is an analytic and ε-periodic. To get the asymptotics of L 0 , we construct L 1 and to analyze L 1 and P .
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The function L 1 is constructed similarly to L 0 . It equals the right hand side of the second formula from (36) with γ(p) ⊂ C 1 . One has
This representation is proved in the same way as (41). Fix δ > 0. Reasoning as in the proof of Theorem 4.2, one checks that, in the δ-neighborhood of p = 1 in K 1 (a),
Finally, we discuss the function P . Its Fourier series is described by
Proof. Note that
This and the integral representations for L 0 and L 1 imply that
Integrating by parts, we get
where Q 0 is the branch of the function ζ → ζ 2 − 1 from the definition of l 0 . As p ∈ C + , this implies (59) with P k = 4i 0 −i∞ e −2πikt/ε dt Q0(t+1) . Clearly,
with √ t = e 3iπ/4 |t| for t ∈ iR − . This implies (60).
We finish this section with L 0 (p) dp = −2p ln |p| + O(|p|), |p| → ∞.
Proof. In C + , one has p p0 L 0 dp = p p0
P dp + p p0 L 1 dp. In view of Lemma 4.3, p p0 P dp is bounded in C + . So, representations (57) and (49) imply the needed.
Standard asymptotic behavior of Ψ n
Here, we prove Theorem 2.1, Lemma 2.1 and outline the proof of Theorem 2.2. We fix n > 0 and use the notations introduced in Section 2.3.
5.1.
A convenient integral representation for Ψ. First, we check Lemma 5.1. Pick 0 < θ < π/2. One has
A(p) = e i ε p 0 (L0(p)−l0(p)) dp .
Proof. In view of formulas (39) and (36), the integral in (6) equals the integral of A(p) sin(px)e i ε S(p,τ ) taken along the path going in C 0 , first, along R − i0 from −∞ to −1, next, along R to 1, and then, along R + i0 to +∞. Thanks to Corollary 4.1, one can deform the part of the integration path going along R + to e iθ R + . As p → p 0 L 0 (p) dp is even, see (38), one can deform the whole contour to e iθ R. 
with A 0 ≡ 1 and A l independent of ε, analytic and bounded uniformly in p.
In the next sections, we study the asymptotic behaviour of the integral in (61) as ε → 0 by means of the method of steepest descents, see, e.g. [7] .
5.2.
Saddle point and lines of steepest descent. Discuss the saddle points, i.e., the zeros of the function p → S p (p, τ ). One has Lemma 5.2. Fix τ < τ n , τ n being defined in (7). Then, in C 0 , there is only one zero of S p . Denote it by p n (τ ). The p n is simple, is located on [0, 1] and satisfies (9). One has S pp (p, τ ) > 0 if −1 < p < 1.
Proof. Differentiating (62), we get
Lemma 4.2 and (35) imply that, in C 0 , Im S p (p, τ ) vanishes only on [−1, 1]. As τ < τ n < 1, Lemma 4.2 and formula (65) imply that S p (., τ ) is monotonously increasing on [−1, 1]. As S p (0, τ ) = l 0 (0) − 2πn = −2πn < 0 and as S p (1, τ ) = 2(1 − τ ) + π − 2πn = 2(τ n − τ ) > 0, we conclude that, in C 0 , S p has a unique zero p n , that it is simple and that 0 < p n < 1. Formulas (65) and (34) imply (9). Finally, using the inequality τ < 1 and (34), one checks that S pp (p, τ ) > 0 for −1 < p < 1.
Now, we discuss the paths of steepest descents "beginning" at p n (τ ). Remind that they are described by the equation Re S(p, τ ) = Re S(p 0 , τ ). As S pp (p n , τ ) > 0, there are four of them, and, at p = p n , the angles between R + and these curves are equal to π/4 + πl/2, l = 0, 1, 2, 3. We denote the paths of steepest decent by γ l , l = 0, 1, 2, 3, respectively. Along γ 0 and γ 2 , Im S(p, τ ) is monotonously increasing as p moves away from p n . One has Lemma 5.3. If τ < τ n , then γ 0 , γ 2 ⊂ C 0 , γ 0 goes to infinity inside C + , and γ 2 goes to infinity inside C − . Along these curves,
Proof. We prove the statement concerning γ 0 . The analysis of γ 2 is similar. 1. Prove that γ 0 goes to infinity inside C + . Consider the values of S on R + i0. Pick a real a = p n . Using (65), the inequality τ < 1 and Lemma 4.2, we check that (Re S) p monotonously increases along R+i0. Therefore, Re (S(a, τ )−S(p n , τ )) = 0. So, γ 0 can not connect p n to the point a inside C + . Furthermore, the maximum principle for the harmonic functions implies that γ can not come back to p n . These observations imply the needed. 2. Let us study γ 0 for large |p|. Formula (49) implies that
As, along γ 0 , Re S(p, τ ) = Re S(p n , τ ) and Im S(p, τ ) increases as p → ∞, (67) leads to (66). 
for all T 1 < τ < T 2 , i.e., for all τ = εt considered in Theorem 2.1. We deform the integration path in integral in (61) to γ = γ 0 ∪ γ 2 and replace the factor A in the integrand by the expression in the right hand side in (64). As a result, the integral in the right hand side in (61) becomes the sum of integrals along γ. Applying the method of steepest decent to these integrals, we arrive to the asymptotic representation
where the coefficients ψ n,k are bounded uniformly in 0 ≤ x ≤ 1−τ and T 1 < τ < T 2 , and the error estimate is uniform in 0 ≤ x ≤ 1−εt and T 1 < εt < T 2 . One competes the proof of Theorem 2.1 using
Note that p n (τ n ) = 1. This and (48) imply that
l 0 (p) dp = −1 − 2π(n − 1/2) = 2τ n − 3. (70) Formulas (69) and (70) imply the first relation in (68). Using the definition of p n , we get
). This leads to the second relation in (68).
5.4.
Outside the potential well.
5.4.1. The proof of Theorem 2.2 is parallel to the proof of Theorem 2.1. We only outline it. Below, ξ = ε(x − (1 − τ )), τ = εt, ξ ≥ 0 and τ < 1.
Instead of (61), we obtain
√ επ
We apply the method of steepest descents to the integral in (71). One has Lemma 5.5. If ξ > 0, then in C 0 there is only one saddle pointp n (τ, ξ) of the function p →S(p, τ, ξ). It is simple, satisfies (12) and is located in the first quadrant Q 1 . If τ < τ n and ξ = 0, thenp n (τ, ξ) = p n (τ ).
The paths of steepest decent continuously depend on ξ. This allows to use for them the notations introduced in the case when ξ = 0 and τ < τ n . With these notations, the statement of Lemma 5.3 remains true.
Applying the method of steepest decent and using the formulas
analogous to formulas (68), one obtains representation (13).
5.4.2.
Proof of Lemma 2.1. If ξ is sufficiently large, the integration path in (71) can be deformed to iR. Indeed, Theorem 4.1 implies that, for any fixed a > 0, in K 0 (a), the factorÃ stays bounded as p → ∞. On the other hand, in view of (49), there is a constant C > 0 such that Im S(p, τ ) ≥ −C|p| as p tends to infinity inside the sector 0 ≤ arg p ≤ π/2. As l 0 is odd, one has an estimate of the same form in the sector −π ≤ arg p ≤ −π/2. These observations imply the needed. As along the imaginary axis l 0 (p) ∈ iR, see (35), for sufficiently large ξ, we get
To complete the proof of the lemma, we estimate the last integral by means of the Laplace method, see [7] . We omit elementary details.
Destruction of the standard adiabatic behavior
Here, we prove Theorem 2.3. When τ = εt increases, τ < τ n , the saddle point p n in (61) moves to the point p = 1, a branch point of the action S (a branch point of l 0 in (62)). After a natural change of variables, S becomes an analytic function having two saddle points approaching one to another as τ → τ n . This effect determines the asymptotic behavior of Ψ n for τ ∼ τ n . 6.1. The factor A. To control the factor A in (61), we often use quite a rough
Proof. In view of (35) and (38), it suffices to prove (73) only for p ∈ Q 1 . Assume that p ∈ Q 1 and fix a > 0. If p ∈ K 0 (a) and |p − 1| ≥ ε, the statement follows from Theorem 4.1. If p ∈ K 0 (a) and |p − 1| ≤ ε, we prove (73) using also (50) and (45). Assume that p ∈ K 1 (a). Then, the analysis is based on the formula L 0 = L 1 + P and representations (59) -(60) describing the function P . If p ∈ K 1 (a) and |p−1| ≥ ε, we come to (73) using also (57) to control L 1 , and if p ∈ K 1 (a) and |p − 1| ≤ ε, then, in addition, we use (58).
6.2.
Reducing the problem to a "local one". Pick 0 < b < 1. Denote by V (b) the b-neighborhood of p = 1. Let τ n − δ ≤ τ ≤ τ n for a δ > 0. Bellow, we assume that δ is sufficiently small. Then, in particular, the saddle point p n (τ ) is in V (b).
Consider γ 0 and γ 2 , two paths of the steepest descents beginning at p n . Let γ = γ 0 ∪ γ 2 , and let γ(b) be the connected component of γ ∩ V (b) containing p n . There is C > 0 such that, as ε → 0,
One proves this representation using an argument standard for the method of steepest descents. Let us outline it. First, fix τ . Note that the derivative of Im S(p, τ ) along γ equals |S p (p, τ )|, and that, along γ, S ′ p (p, τ ) → ∞ as p → ∞, and S ′ p (p, τ ) = 0 if p = p n (τ ). Using these observations, one checks that γ\γ(b) A sin(px)e i ε S dp = O(e −C/ε ). As S, p n and the paths of steepest decent continuously depend on τ , this estimate is uniform both in x and τ . 6.3. Local analysis of the action S. Let us study S near the point p = 1. We begin with Lemma 6.2. For p ∈ C 0 and |p − 1| < 1, consider the action S as a function of the variable z = z(p) = √ 1 − p fixed by the condition z(p) > 0 for p < 1. One has
where f is independent of τ and analytic in z in the 1-neighborhood of zero.
Proof. Using formulas (62), (7), we obtain
This and (45) imply the representation
This implies (75). The analyticity off follows from the analyticity of l 0 in z. Finally, by means of (48), we get S(1, τ ) = −1 + π − 2πn − τ = −3 + 2τ n − τ .
Denote by S z and S zz the first and second derivatives of the function z → S(p(z), τ ) with respect to z. By means of Lemma 6.2, one checks Lemma 6.3. If b > 0 is sufficiently small, then there exists δ = δ(b) such that for all |τ − τ n | ≤ δ, S z has only two zeros in z in the √ b-neighborhood z = 0. They are simple if τ = τ n , coincide if τ = τ n , and are located at the points
The function τ → z n (τ ) is analytic in τ , and
Lemmas 6.2 and 6.3 show that after the change of variable p → z(p) the asymptotic analysis of Ψ n is reduced to the standard asymptotic analysis of an integral with two coalescing saddle points, a well understood classical problem see, e.g., [7] .
6.4. Change of variables. The key to the asymptotic analysis of integrals with two nearby saddle points is a change of variables that transforms the action into a third order polynomial. This transformation is described by the Chester, Friedmann and Ursell theorem [3, 7] . We formulate it in a convenient for us form. For z close to 0, we set
and, for τ close to τ n , using the formula
we define a function λ analytic in τ and such that λ(τ ) > 0 when τ < τ n and
Define a mulivalued analytic function z → u(z, τ ) by the equation
One has Theorem 6.1. If c > 0 is sufficiently small, then, for sufficiently small δ(c) > 0, there is just one branch of the function u that is analytic in (z, τ ) ∈ {|z| < c} × {|τ − τ n | < δ(c)}. For this branch, u(0, τ ) = 0 and u(z n (τ ), τ ) = λ(τ )/ √ 2.
The correspondence z ↔ u is (1, 1).
For |τ − τ n | < δ(c), we define u → z(u, τ ), the function inverse to z → u(z, τ ). Let u n (τ ) = u(z n (τ ), τ ) = λ(τ )/ √ 2. We shall use 
where the square root positive for τ < τ n .
Proof. As z(0, τ ) = 0, we get . Furthermore, relations (83) and (80) 
Relation (83) imply Lemma 6.4. For the function u → S(u, λ(τ )),
• u n (τ ) is a saddle point, and β(b, τ ) is a segment of B(τ ), the path of steepest descent containing u n (τ ) and such that Im S(u, λ(τ )) increases as u moves away from u n (τ ) along B(τ );
• there is a positive constant C(b) such that, for all τ we consider, Im S(u, λ(τ )) > C(b) at the ends of β(b, τ );
• the orientation of β induced by the orientation of γ(b) is such that, at u = u n , the β(b, τ ) is oriented downwards;
• B(τ ) is a smooth curve having the asymptotes −iR + and e iπ 6 R + .
Proof. The first two properties follow from the analogous properties of p n and γ(b).
To prove the third one, remind that, at p n , γ(b) is oriented upwards. In view of the second formula in (85), u z | zn > 0. As 
