The usable throughput of an IEEE 802.11 system for an application is much less than the raw bandwidth. Although 802.11b has a theoretical maximum of 11 Mbps, more than half of the bandwidth is consumed by overhead leaving at most 5 Mbps of usable bandwidth. Considering this characteristic, this paper proposes and analyzes a real-time distributed scheduling scheme based on the existing IEEE 802.11 wireless ad-hoc networks, using USC/ISI's Power Aware Sensing Tracking and Analysis (PASTA) hardware platform. We compared the distributed realtime scheduling scheme with the real-time polling scheme to meet deadline, and compared a measured real bandwidth with a theoretical result. The theoretical and experimental results show that the distributed scheduling scheme can guarantee real-time traffic and enhances the performance up to 74% compared with polling scheme.
Introduction
The IEEE 802.11 technology is a good platform to implement ad-hoc networks because of its extreme simplicity [1] . Although most of the existing IEEE 802.11-based ad-hoc networks have been developed in the academic environment, some commercial solutions such as MeshNetworks and SPANworks have been proposed [2] . Wireless LANs have been accepted more and more widely, and recently they are being deployed in many different environments including school campuses, offices, homes, and hotspots. The number of APs (Access Points) in public hotspots was expected to exceed 350,000 worldwide in 2007 [3] . The 802.11b standard extends the 802.11 standard by introducing a higher-speed Physical Layer in the 2.4 GHz frequency band with the guarantee of the interoperability with 802.11 Standard. Specifically, 802.11b enables transmissions at 5.5 Mbps and 11 Mbps, in addition to 1 Mbps and 2 Mbps.
The characteristics of the wireless medium and the dynamic nature of ad-hoc networks make IEEE 802.11 multihop networks fundamentally different from wired networks. Especially, the wireless channel has time-varying and asymmetric propagation properties. In wireless ad-hoc networks that rely upon a carrier-sensing random access protocol, the wireless medium characteristics generate complex phenomena such as the hidden stations, the exposed stations, and so on [2] . The Wi-Fi (Wireless Fidelity) network interfaces have been becoming more and more popular [3] . The increasing popularity of Wi-Fi networks motivates extensive modeling and analysis of their performance measures such as network capacity, resource requirements, and quality of service (QoS) capabilities [4] . Still, there are many important questions to be answered on Wi-Fi network performance, which cannot be easily answered due to the non-deterministic random medium access in 802.11. Therefore, they require appropriate non-trivial performance models. Wi-Fi cards implement the IEEE 802.11b standard. 802.11b cards may implement a dynamic rate switching with the objective of improving performance. Each WLAN (Wireless Local Area Network) defines a basic rate set that contains the data transfer rates that all stations within the WLAN will be capable of using to receive and transmit [2] .
The IEEE 802.11 MAC (Medium Access Control), a contention based medium access protocol, has been successfully deployed in WLAN and has also been implemented in many wireless test beds and simulation packages for wireless multi-hop networks [1] , [5] . As both speed and capacity of wireless media increase, so does the demand for supporting time-sensitive high-bandwidth applications.
However, the usable throughput of an 802.11b system is much less than the raw bandwidth. The maximum WLAN channel bandwidth is 11 Mbps according to the 802.11b standard. A significant portion of the channel bandwidth is consumed by the PLCP (Physical Layer Convergence Protocol), the transmission flow control, and the protocol overhead. Although 802.11b has a theoretical maximum of 11 Mbps, more than half of that bandwidth is consumed by overhead such as encoding, leaving at most 5 Mbps of usable bandwidth. Even with large packets sizes (1024 bytes) the bandwidth utilization is in the order of 46% for UDP and 36% for TCP traffic [2] .
To address this low bandwidth utilization, this paper investigates the performance of IEEE 802.11b ad-hoc networks by means of an experimental study. In particular, this paper makes the following research contributions: First, we proposed the distributed real-time scheduling scheme and compared this scheme with real-time polling scheme. Second, we analyzed the performance of the real-time service schemes theoretically. Third, we demonstrated our scheme supports a real-time service on IEEE 802.11 adhoc mode using Power Aware Sensing Tracking and Analysis (PASTA) test-bed. The distributed real-time scheduling scheme results in avoiding contention and polling time, by having the same schedule within hyper-period of all streams in network. The rest of this paper is organized as follows. After introducing related works in Sect. 2, we present backgrounds of our work in Sect. 3. The proposed real-time scheduling scheme is described in detail in Sect. 4. The results of performance evaluation are presented in Sect. 5. Finally, we summarize and conclude in Sect. 6.
Related Works
Several MAC protocols have been proposed to provide bounded delays for real-time messages along with non-realtime data over a wireless channel. These protocols are typically based on a frame-structured access which consists of a contention part and a reservation part. As an example, Choi and Shin suggested a unified protocol for real-time and nonreal-time communications in wireless networks based on an infrastructure that is composed of a wired backbone network and a number of base stations which communicate with the wireless mobile nodes [6] . This scheme devises a mini-slot for the network reservation.
As another example, in Black Burst (BB) contention scheme, stations sort their access rights by jamming the channel with pulses of energy before sending their packets [7] . Since packets must be transmitted repeatedly in a constant interval, sending burst of energy for each packet will waste bandwidth. Moreover, the BB contention is not part of the standard IEEE 802.11. DBASE (Distributed Bandwidth Allocation/Sharing/ Extension) is a protocol to support both synchronous and multimedia traffics over IEEE 802.11 ad-hoc WLAN. The basic concept is that whenever a real-time station transmits a packet, it also declares and reserves the needed bandwidth at the next CFP (Contention Free Period). Every station collects this information and then calculates its actual bandwidth at the next cycle. This scheme can be ported to WLAN standard, but it is not designed for hard real-time message streams.
IETF has produced new drafts, EDCF (Enhanced Distributed Coordination Function) and HCF (Hybrid Coordination Function) to replace the CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) based and centralized polling based access mechanism, respectively [8] . No guarantees of service are provided, but EDCF establishes a probabilistic priority mechanism to allocate bandwidth based on traffic categories. According to HCF, a hybrid controller polls stations during a contention-free period. The polling grants a station a specific start time and a maximum transmit duration.
As for a variable bit rate, Anastasi et al. analyzed the performance of the IEEE 802.11b wireless local area networks [2] . They observed that when some mobile hosts use a lower bit rate than the others, the performance of all hosts is considerably degraded. Typically, 802.11b products degrade the bit rate from 11 Mb/s to 5.5, 2, or 1 Mb/s when repeated unsuccessful frame transmissions are detected. In such a case, a host transmitting at low data rate, reduces the throughput of all other hosts transmitting at high rate to a low value. The basic CSMA/CA channel access method is the reason for this anomaly: it guarantees an equal long term channel access probability to all hosts.
Published analyses of MAC protocols usually consider only packet duration (μ), processing time (γ), and propagation delay (τ); the other delays, because they are relatively small in technologies such as IEEE 802.11 [3] , have received minimal attention in previous analyses [6] , [7] , [9] . However, the communication security and the measures needed to overcome the challenges of some less-benign channels result in significant values for encryption/encoding/interleaving (η), detection (ψ), and deinterleaving/decoding/decryption (δ). These overheads result in notable impacts on the efficiency of common MAC protocols. Figure 1 shows all of the turn-around time components of MAC protocol.
Funneling MAC is a hybrid CSMA-TDMA MAC protocol designed for convergecast [10] . Funneling MAC is motivated by the scalability problems of the existing TDMA (Time Division Multiple Access) MAC protocols [11] . In Funneling MAC, however, the TDMA scheduling is done in a small neighborhood of the sink only. Network-wide scheduling is needed if deterministic delay guarantee is to be provided for every packet.
Backgrounds
WLAN divides its time axis into CFP and CP (Contention Period), which are mapped into PCF (Point Coordination Function) and DCF (Distributed Coordination Function), respectively [5] . To provide the deterministic access to each station during CFP, AP polls each station according to a predefined order, and only the polled station can transmit its frame. In the DCF interval, every station including AP contends the medium via the CSMA/CA protocol. The AP periodically initiates CFP by broadcasting a beacon frame that has the precedence in transmission via SIFS (Shorter Inter- Frame Space). According to the standard, an AP transmits a beacon every 100 ms, followed by a TIM (Traffic Indication Map) [5] . Each mobile station checks the TIM for its turn to send or receive data.
Since random access is not appropriate for real-time periodic traffic, a scheduling technique called PCF can be implemented on top of DCF to support real-time traffic, based on polling that is controlled by a centralized point coordinator. However, packet collisions, intrinsic to CSMA protocols, make it impossible for a node to access the network predictably. After all, real-time guarantee cannot be provided without developing a deterministic access schedule on top of collision-free PCF [11] . According to the WLAN standard, the operation of PCF is left to the implementer [5] . The DCF method provides a best effort type of service whereas the PCF guarantees a time-bounded service. PCF would be especially well suited for real-time traffic as it permits to allocate the radio channel according to applications requirements, but the PCF method is not implemented in current 802.11 products [12] .
The DCF access method is based on the CSMA/CA protocol in which a host wishing to transmit senses the channel, waits for a period of time (DIFS-Distributed Inter Frame Space), and then transmits if the medium is still free. At that time, the station sends a RTS (Request-To-Send). After it receives a CTS (Clear-To-Send) from the receiver, the sender will send a data frame after waiting SIFS. If the sender receives an ACK from the receiver, the transmission is successful. In the meantime, other stations just wait a NAV (Network Allocation Vector) time, which indicates the remaining time of the on-going transmission sessions. When the sender finds the medium is busy, the sender waits a backoff window. The length of the back-off window is consid- ered to be a counter. The station will try to retransmit when the counter reaches zero. This RTS/CTS is completely disabled by default (off ) in many popular 802.11b drivers. An off option means completely off, that is, it never sends RTS packets. Table 1 and Fig. 2 give the values for the protocol parameters used hereafter. The traffic of sensor data is typically synchronous, consisting of message streams that are generated by their sources and delivered to their respective destinations, on a continuing basis [13] , [14] .
Real-Time Scheduling Scheme

Network Model
Real-time applications refer to performance critical applications that require bounded service latency [10] , [15] . There exists a class of real-time wireless network applications that require bounded latency on data delivery. Since the nodes communicate over a shared medium, some of them will collide. This problem is alleviated by sensing the medium and avoiding collisions, or by carefully scheduling the transmissions so that no collision occurs. The schedule based algorithms can provide deterministic service. It is crucial for real-time applications that the transmission constraints be known and bounded. We can make a reservation table in advance of system operation by employing TDMA schemes, which explicitly assign transmission and reception opportunities to nodes and let them sleep at all other times.
Each cell is assumed to consist of an AP and multiple mobile stations as shown in Fig. 3 . AP may be linked to a wired backbone or other wireless channel to exchange intercell messages. In a cell, every mobile station shares medium on the common frequency band and accesses according to the predefined MAC protocol.
In real-time polling scheme without synchronization, one node can play a role of PC (Point Coordinator) even in ad-hoc environment. After accepting joint requests from all nodes in the same ad-hoc network, this PC node schedules and then calls poll procedure. This base node checks the start time, polls to a client, and receives the message from that client. The client receives poll message from the PC node and sends message. Then, PC node receives message from that session, checks the ending time, and polls the next node based on pre-determined schedule repeatedly as shown in Fig. 4 . Whether each flow is an uplink (mobile station to AP) or downlink (AP to mobile station), it is transmitted under the control of the PC.
In distributed real-time scheduling scheme with synchronization, after running collision avoidance algorithm, the schedule is distributed and updated periodically to all nodes in ad-hoc networks as shown in Fig. 5 . We can use any real-time transmission scheduling techniques to setup the schedule. EDF algorithm is one of the most widely used scheduling policies and it is proven to be optimal in deterministic environment [16] . Since it eliminates packet collision by using pre-defined schedule, this scheme ensures that the real-time station can deterministically access the common channel. However, the use of centralized scheme constrains the operation of WLAN, and its poor performance was pointed out [8] .
A wireless ad hoc network is a self-configuring network of mobile routers and associated hosts connected by wireless links, forming an arbitrary topology. The routers are free to move randomly and organize themselves in an unfixed pattern. Thus, the network's wireless topology may change rapidly and unpredictably. Such a network may operate in a stand-alone mode, or may be connected to the larger backbone network such as Internet. In this paper, the ad-hoc mode IEEE 802.11 WLAN is assumed to be the target communication architecture. In ad hoc mode, two or more stations recognize each other through beacons and establish a peer-to-peer communication without any existing infrastructure.
Applying the DCF to ad hoc network leads to uncertainties to each node's access to the medium. Unfortunately, these uncertainties sum up over multiple hops, hence throughput and end-to-end delay can suffer from large variations, impacting against time-sensitive real-time applications. As a result, to support a certain level of QoS, some kind of coordination function is indispensable. Accordingly, the allocation scheme have to assign each slot to real-time streams so as to meet their time constraints, and the network access should be implemented by making each station occupy the basic unit according to the pre-defined schedule at the slot boundary.
Message Model
This paper exploits the contention-free TDMA style access policy as in [17] for the real-time guarantee [11] . Slotted systems require a mechanism for maintaining slot synchronization. In the infrastructure mode, there is a central base station generating a periodic signal in order for mobile stations associated with this base station to synchronize to it. On the other hand, there is no centralized coordinator like the base station in mobile ad-hoc networks. However, the GPS (Global Positioning System) can be used as a global time signal source, making it possible to implement a slotted scheme for mobile ad-hoc networks [18] . On the other hand, sync-beacon slot can be dedicated for synchronization. Every station will occasionally send a beacon signal in the beacon slot. The surrounding stations will adjust their sync when they hear the sync-beacon signal.
The packet scheduling algorithm proposed here is implemented on top of a CSMA/CA MAC protocol to emulate a TDMA protocol. The proposed scheme requires that each node has the same real-time schedule to determine which message has access to the medium in advance. The network time is divided into a series of equally sized slots to elim- inate the unpredictability stemmed from access contention. Then, the allocation scheme assigns each slot to real-time streams to meet their time constraints. The slot is the basic unit of wireless data transmission. Therefore, a pre-emption occurs only at the slot boundary.
This paper follows the general real-time message model which has n streams, and each stream, R i , generates a message whose duration is less than or equal to worst-case communication time, C i , at the beginning of its period, P i . The communication time of each task is usually less than its worst case, and the actual utilization at run time is usually lower than the worst case utilization. Each packet must be delivered to its destination within deadline, D i time units, from the start of the period. Otherwise, the packet is considered to be lost. Generally, D i coincides with P i to make the transmission complete before the generation of the next message. A schedule of a task set is called feasible if the deadline of each task is satisfied at all times.
The slot allocation begins with the schedulability test based on the following condition:
while Δ denotes the overhead term originated from the network management such as beacon frame broadcast, interframe space, and so on.
In this paper, we use EDF as an example. Since we assume a fixed set of network streams, a schedule within LCM (Least Common Multiple) of the periods of the streams is fixed, and the schedule is distributed.
An example set is shown in Fig. 6 . In (a) case, there are three streams, A (6, 6, 1), B(8, 8, 1 ), and C(12, 12, 2), generated on three nodes. Their utilization ratio is 0.458 and hyper-period is 24. In (b) case, there are five streams, A (6, 6, 1), B(4, 4, 1), C(12, 12, 1), D(6, 6, 1) , and E(8, 8, 1), generated on three nodes. Their utilization ratio is 0.792 and hyper-period is 24. Each stream is represented by a tuple (P i , D i , C i ), where P i is its period, D i is the deadline, and C i is its worst-case communication time. A typical EDF scheme assumes that tasks run at their worst-case time. This schedule amount is shared by all nodes in the network. Whenever each node meets the scheduled time, it can send message during the predefined time in the schedule table.
Analytical Model
Let us first consider that a single host in an 802.11b cell transmits a single data frame. If we neglect propagation times, the overall transmission time is composed of the transmission time and a constant overhead.
Overall transmission time, T , is as follows.
where transmission time, t tr , is the frame transmission time as shown in Fig. 2 , and constant overhead, t ov , is as follows:
t pr varies according to the bit rate used by the host. When it transmits at 1 Mb/s, the long PLCP header is used and t pr = 192 μs as shown in Table 1 . Proportion of the useful throughput, p, is as follows.
Overall transmission time with contention part, T (N), is as follows.
where the contention overhead, t cont (N), and proportion of collisions experienced for each packet successfully acknowledged, P c (N), are derived as a simple approximation [16] . t cont (N) can be derived by considering that the hosts always sense a busy channel when they attempt to transmit and that the number of transmissions that are subject to multiple successive collisions is negligible. P c (N) can also be derived by considering that a host attempting to transmit a frame will eventually experience a collision if the value of the chosen back-off interval corresponds to the residual back-off interval of at least one other host.
Proportion of the useful throughput with contention part, p(N), is as follows.
The above equation defines the maximum expected proportion of throughput for a single active session when the basic access scheme (i.e., DCF and no RTS-CTS) is used for ad-hoc network. Note that this equation is the ratio of the time required to transmit user data to the overall time the channel is busy due to this transmission.
The payload time is the time required to transmit only the m bytes generated by the application. Therefore that time is equal to m/r, the time required to transmit a MAC data frame includes PHY hdr + MAC hdr + MAC payload + FCS , and the time required to transmit a MAC ACK frame includes PHY hdr + MAC hdr .
Performance Evaluation
Currently, the IEEE 802.11b version, also known as Wi-Fi, is the reference technology for ad-hoc networking. For this reason, in this paper we evaluated the performance of the real-time message on IEEE 802.11 with an extensive set of measurements conducted on a real test-bed based on IEEE 802.11b products.
We evaluated the experimental performance using three PASTA nodes which were developed by constructing a modular power aware micro-sensor platform [19] . This micro-sensor architecture supports serial-based module interconnect for low power operation and processor bus interconnect for high-bandwidth high-power operation. The PASTA Micro-sensor 2.0 package contains one Power/IO board, one PXA255 processor module (Ziti), two Compact flash modules, and an optional 4-input A/D converter board. Figure 7 shows the environment set used for the performance evaluation of the proposed real-time scheduling scheme. Since the PASTA micro-sensor runs a standard Linux kernel, it is straightforward to develop software natively on a standard Linux host PC and then transfer completed software to the node using minicom or scp program. We can also use the inter-module communication protocol used within the PASTA node. After downloading the software to mobile nodes using serial cables, each PASTA node is set them apart from others. We tested two environments: (a) without any interference and (b) with interference of other wireless network.
We define real-time capacity of a network to be its information carrying capability for given deadlines, i.e., only the information bits that arrive at their destination within the specified deadline count. The unit of data is packet rather than bit. If a packet does not reach its destination by the given deadline, then its contribution to the real-time capacity is 0. While the TCP traffics without scheduling can service real-time packets about 67% at most, the proposed schedul- ing scheme can guarantee all messages based on collision avoidance schedule. Figure 8 plots the bandwidth of distributed real-time scheduling scheme according to the data rate and payload size. Real bandwidth based on the payload size 256/512/1024 was experimented using PASTA nodes and they were denoted as Reality, and a theoretical result was calculated and denoted as Theory. Figure 9 plots the bandwidth of the distributed realtime scheme and polling scheme as a function of the number of bytes. For the target stream sets, we fixed the length of a planning cycle to 24, and the number of streams to 3, and generated every possible 3820 stream sets whose utilization ranges from 0.29 to 0.83. This chart shows the performance of the distributed scheduling scheme with the theoretical performance. On the other hand, the real-time polling scheme consumes four times bandwidth compared with the distributed case because of the handshaking procedure of the polling scheme. In the case of 1024 bytes, the measured bandwidth of distributed real-time scheduling scheme is 96% of theoretical value, while the bandwidth of polling scheme is only 22%. Figure 10 plots the bandwidth of the distributed realtime scheme and polling scheme for multiple sessions based on interference of other wireless network. It is assumed that the execution time of each instance of a task is drawn from a random Gaussian distribution. For the target stream sets, we fixed the length of a planning cycle to 24, and the number of streams to 5, and generated every possible 45497 stream sets whose utilization ranges from 0.29 to 0.83. Even though the performance becomes bad compared with no interference case, the Dist. RT case (distributed real-time scheme) is always superior than Polling RT case (polling scheme). The interference of other wireless networks impacts on the performance. Without protecting other wireless interference, the usable bandwidth gets smaller, at least 40%.
Conclusions
This paper proposed and analyzed a real-time service scheme based on the existing IEEE 802.11 wireless ad-hoc networks, using USC/ISI's PASTA hardware platform. We compared the distributed real-time scheduling scheme with the real-time polling scheme to meet deadline, and compared a measured bandwidth with theoretical limits. The results show that the distributed scheme can guarantee realtime traffic and enhances the performance up to 74% compared with polling scheme.
As a future work, we are going to research on real time networking on embedded wireless nodes adapting to different data transmission rates. If there is at least one host with a lower rate, an 802.11 cell presents a performance anomaly: the throughput of all hosts transmiting at the higher rate is degraded below the level of the lower rate. If we adjust packet size depending on the bit rate of the node, long occupying time of low data rate to transmit same sized frame can be reduced and the saved time can be utilized by the nodes whose rate is high. There is a trade-off between overhead and error rate: if the frame gets longer, the overhead becomes smaller, but the error rate increases, and vice versa. There is a substantial possible improvement in battery power for a given level of throughput.
