Self-intersection local time of order k for Gaussian processes in S′(Rd)  by Talarczyk, Anna
Stochastic Processes and their Applications 96 (2001) 17–72
www.elsevier.com/locate/spa
Self-intersection local time of order k for Gaussian
processes in S′(Rd)
Anna Talarczyk 1
Faculty of Mathematics, Computer Science and Mechanics, University of Warsaw, Ul. Banacha 2,
02-097 Warszawa, Poland
Received 13 June 2000; received in revised form 9 April 2001; accepted 11 April 2001
Abstract
We study existence and continuity of self-intersection local time of any order of Gaussian
S′(Rd) processes. In particular, we give results for Wiener and Ornstein–Uhlenbeck processes.
We study processes associated with several classes of covariances, which arise in examples
mainly as 3uctuation limits of particle systems. c© 2001 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Self-intersection local time of order k (k-SILT) of a continuous centered Gaussian
process {Xt}∈[0;1] in S′(Rd) (the space of tempered distributions on Rd) is de:ned
intuitively by the formal expression∫
[0; t]k
〈Xs1 ⊗ · · · ⊗ Xsk ; ’(x1)	(x1 − x2) · · · 	(x1 − xk)〉 ds1 · · · dsk ; (1.1)
where ⊗ is the tensor product on S′(Rd); 	 is the Dirac distribution and ’ ∈ S(Rd)
(rapidly decreasing, in:nitely many times di<erentiable functions on Rd). One can give
a rigorous meaning to (1.1) by a Wick normalization and an approximating procedure.
Details are given in the next section.
Self-intersection local times of S′(Rd)-processes were studied :rst by Adler et al.
(1991) and Adler and Rosen (1993). These papers were restricted to the 
-stable density
process, existence and properties of SILT were studied.
In another set of papers, by Bojdecki and Gorostiza (1995, 1999, 2001a, b) the
problem of existence and continuity of SILT for much more general class of processes
was considered. However, those results were restricted to 2-SILTs only. As we refer
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frequently to the papers of Bojdecki and Gorostiza, we will abbreviate their names
by BG. 2-SILT of a certain kind of a composed process in S′(Rd) was studied by
Gorostiza and Todorova (1999).
In the present paper we consider the same type of processes as in BG (1999; 2001a).
We prove results on existence and continuity of SILTs of any order and obtain the
theorems of the mentioned papers as special cases. Moreover, some of our results are
improvements of previous ones, in particular on continuity of SILT.
We prove a formula for the moments of SILT approximations, extending the
results of Adler and Rosen (1993). This is the key ingredient that allows to
formulate a general scheme for proving existence of k-SILT, analogous to the one of
BG (1995) for 2-SILTs. We also formulate a condition on continuity, which is of the
form similar to BG (1995), but more general and giving better results even for
2-SILTs.
We consider the Wiener process in S′(Rd) (possibly time-inhomogeneous) and the
Ornstein–Uhlenbeck process, which is a solution of the Langevin equation
dXt = ′
Xt dt + dWt; (1.2)
where 
 =−(−)
=2 is the fractional Laplacian (0¡
6 2); W is a Wiener process
and the initial condition X0 is a Gaussian S′(Rd)-valued random variable independent
of W . The solution is de:ned by
Xt = T ′t X0 +
∫ t
0
T ′t−s dWs;
where Tt is the semigroup of the symmetric 
-stable process in Rd. We call T ′t X0 the
3ow process and
∫ t
0 T
′
t−s dWs the convolution integral process (CI process). In the case
0¡
¡ 2 both processes have to be appropriately de:ned (see BG, 1999; 2001a)
since for 0¡
¡ 2 the semigroup Tt does not map S(Rd) into itself. As in BG
(1999; 2001a) we study the 3ow and CI processes separately and we consider covari-
ances of the same type therein. For the space homogeneous case we obtain necessary
and suMcient conditions for existence of k-SILT. We show that for the processes under
consideration the existence of (k+1)-SILT implies existence of k-SILT. In the case of
the 3ow process we obtain an extension of the result on path continuity for 2-SILT of
BG (1999). For the CI process we show that existence of SILT implies continuity. This
is an improvement of the theorem of BG (1999), since there a stronger assumption was
needed. Our results on existence of k-SILT cover the case of 
-stable density process
considered in Adler and Rosen (1993) but even in this case the results on continuity
are new.
We deal with two types of space-inhomogeneous :elds. For the :rst one (in Section
4), we obtain suMcient conditions for existence of k-SILT, analogous to those of BG
(2001a) for 2-SILTs. As in the case of space-homogeneous :elds we give more precise
results on continuity of SILT of the CI process than those in BG (2001a). We show that
if the underlying Wiener process is time-homogeneous then the condition on continuity
of SILT of the CI process is the same as on existence, while in BG (2001a) a stronger
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condition was required. In the case of time-inhomogeneous Wiener process there was
no general condition for continuity of 2-SILT of the CI process. They obtained only
a result for a particular case of time-inhomogeneity. We :ll this gap giving a general
condition, which is only slightly stronger than the condition for existence of 2-SILT
and covers (and improves) the case of a special type of time-inhomogeneity considered
in BG (2001a).
We consider also processes associated with tempered kernels of the same type as
in BG (1999). We provide suMcient conditions on existence of SILT of order higher
than 2. In the case of the Wiener process we obtain a result analogous to the one of
BG (1999) for 2-SILT. For the 3ow and CI processes we obtain stronger results even
in the case of double intersections. We also prove path continuity of SILT.
Although most of our results on existence of k-SILTs are generalizations of those
of Bojdecki and Gorostiza for 2-SILTs, in the case of SILTs of higher orders new
diMculties arise and the proofs cannot be simply extended. It turns out that 3-SILTs
are much more typical in the sense that the technical diMculties for SILTs of higher
order already appear here and a more careful analysis of 3-SILTs allows to develop
techniques which can be used for k-SILTs with any k ¿ 2. It can be seen then that
the case k = 2 is a very particular one.
We give examples of the bounds on dimension d for existence of k-SILT of several
processes. It can be seen that for some dimensions SILTs of any order exist.
The most important class of examples which can be treated by our methods are
high-density 3uctuation limits of 
-stable particle systems with branching and immi-
gration (cf. Gorostiza and Rodrigues, 1999; BG, 1986) where initial and spatial immi-
gration Poisson intensities are either Lebesgue or :nite measures. The 
-stable density
process considered in Adler and Rosen (1993) is also of this form, where the initial in-
tensity is Lebesgue and there is no branching nor immigration. In all those examples, no
matter what the initial and immigration intensity measures are, in the case with or with-
out branching or immigration, we obtain the suMcient condition: d¡ [k=(k − 1)]
 (in
some cases we are able to show that it is also necessary). The interesting point is that
the same condition is necessary and suMcient for existence of k-self-intersections of a
d-dimensional 
-stable process (cf. Taylor, 1966). Thus, the existence of k-intersections
of an 
-stable process implies the existence of k-SILT of the S′(Rd)-process arising
as a high-density 3uctuation limit of an 
-stable particle system. An interesting ques-
tion is if the reverse is also true in general (we know this for Lebesgue measure) and
what is the relationship between self-intersection local time of 
-stable processes and
SILTs of high-density 3uctuation limits, which are S′(Rd)-processes. A result of this
form for 
-stable density process was proved in Adler et al. (1991) using a particle
picture.
The paper is organized as follows: Section 2 contains the basic notation and
general results on existence and continuity of k-SILTs of Gaussian processes. In
the next sections we restrict ourselves to Wiener and Ornstein–Uhlenbeck processes. In
Section 3 we give results for k-SILTs of processes corresponding to the space-homo-
geneous :elds. Sections 4 and 5 are devoted to two types of space-inhomogeneous
processes. In Section 6 we give some examples and Sections 7–10 contain the
proofs.
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2. Notation and general results
We denote by S(Rd) the Schwartz space—the FrechOet nuclear space of smooth
functions on Rd, rapidly decreasing at in:nity. Its dual S′(Rd) is the space of tempered
distributions.
The norm on Rd is denoted by | · |, · stands for the scalar product in Rd, ∗ denotes
convolution, is the complex conjugate, ’ˆ and ˆ denote Fourier transforms of ’ ∈
S(Rd);  ∈S′(Rd), i.e. ’ˆ(x)=∫Rd eix·z’(z) dz, and 〈ˆ; ’〉=〈; ’ˆ〉 for all ’ ∈S(Rd).
The semigroup generated by fractional Laplacian 
 =−(−)
=2, for 0¡
 6 2 is
denoted by Tt , and p
t stands for the 
-stable transition density. For t ¿ 0, Tt’(x) =∫
Rd p


t (x − z)’(z) dz.
For a Gaussian S′(Rd)-valued process X we denote its covariance functional by
K(s; ’; t;  ), i.e., K(s; ’; t;  ) = E〈Xs; ’〉〈Xt;  〉, ’;  ∈ S(Rd). X0 always denotes a
Gaussian S′(Rd)-valued random variable, W is a Wiener S′(Rd)-process. We recall
that an S′(Rd)-valued process is called a Wiener process associated with a family of
continuous Hilbertian seminorms {q}∈[0;1] if it is a centered Gaussian process with
covariance functional of the form:
K(s; ’; t;  ) =
∫ s∧t
0
q(’;  ) d;
where q(· ; ·) denotes the corresponding inner product. (It is assumed that for all
’;  ∈S(Rd) the function  → q(’;  ) is Borel measurable and bounded.) If q ≡ q
we say that W is a Wiener process associated with q (q-Wiener process). We assume
that X0 is independent of W .
We recall the de:nitions given in the introduction. T ′t X0 is called the 3ow process,∫ t
0 T
′
t−s dWs is the convolution integral process (CI process), T
′
t X0 +
∫ t
0 T
′
t−s dWs is the
Ornstein–Uhlenbeck process (OU process).
Let us recall the Wick products of jointly Gaussian random variables 1; : : : ; m (see
e.g. Simon, 1974, p. 9,12), de:ned recursively with respect to n= n1 + · · ·+ nm
@
@i
:n11 · · · nmm : = ni:n11 · · · ni−1i · · · nmm :;
E:n11 · · · nmm : = 0; :i: = i − Ei:
For zero mean jointly Gaussian random variables 1; : : : ; k (not necessary distinct)
by the formula for moments (see also Adler and Rosen, 1993, p. 1076) we have
:1 · · · k :=
∑
A
(−1)#A
∏
{i; j}∈A
Eij
∏
n∈{1;:::; k}−⋃A
n; (2.1)
where # denotes the cardinality of a set, A is the set of unordered pairs {i; j} ⊂
{1; : : : ; k}, such that all the elements in these pairs are distinct, i.e., if we denote⋃
A =
⋃
{i; j}∈A{i; j}, then #
⋃
A = 2#A. The sum in (2.1) is over all distinct sets
A of the above form, including the empty set.
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Let {Xt}t∈[0;1] be a continuous centered Gaussian process with values in S′(Rd).
For ’(1); : : : ; ’(k) ∈S(Rd) and r1; : : : ; rk ∈ [0; 1] we de:ne
〈:Xr1 ⊗ · · · ⊗ Xrk : ; ’(1) ⊗ · · · ⊗ ’(k)〉
=:〈Xr1 ; ’(1)〉 · · · 〈Xrk ; ’(k)〉:
=
∑
A
(−1)#A
∏
{i; j}∈A
E〈Xri ; ’(i)〉〈Xrj ; ’(j)〉
∏
n∈{1;:::; k}−⋃A
〈Xrn ; ’(n)〉 (2.2)
and for !=
∑m
i=1 ’
(1)
i ⊗ · · · ⊗ ’(k)i
〈:Xr1 ⊗ · · · ⊗ Xrk : ; !〉=
m∑
i=1
〈:Xr1 ⊗ · · · ⊗ Xrk : ; ’(1)i ⊗ · · · ⊗ ’(k)i 〉: (2.3)
By the de:nition E〈:Xr1 ⊗ · · · ⊗ Xrk : ; !〉= 0.
We consider graphs de:ned as in Adler and Rosen (1993, p. 1085): Fix n; k ∈ N;
n¿ 2; k ¿ 1. Suppose we have n numbered vertices. Each vertex has k legs numbered
1; : : : ; k. Legs are paired, forming links between vertices, in such a way that each link
connects two di<erent vertices, and there are no unpaired legs left. The graph is a set
of links. Each link is described by an unordered pair {(i; j); (l; m)}, i; l ∈ {1; : : : ; n},
j; m ∈ {1; : : : ; k}, which means that leg j, growing from vertex i is paired with leg m
growing from vertex l. i = l since each link connects di<erent vertices, and any (i; j)
i=1; : : : ; n, j=1; : : : ; k is a part of one and only one link. The set of all distinct graphs
of the above form will be denoted by Gkn. Obviously, if kn is odd then G
k
n = ∅.
Graphs of this type allow to describe moments of the Wick product of a Gaussian
process. This formula is always the :rst step in studying existence and continuity of
SILT.
Lemma 2.1. Let k; n ∈ N and let
!(l) =
ml∑
i=1
’l;1i ⊗ · · · ⊗ ’l;ki ; ’l; ji ∈S(Rd); l= 1; : : : ; n; j = 1; : : : ; k:
(2.4)
If {Xt}t∈[0;1] is an S′(Rd)-valued centered Gaussian process with covariance
functional K; then for si; j ∈ [0; 1]
E〈:Xs1; 1 ⊗ · · · ⊗ Xs1; k : ; !(1)〉 · · · 〈:Xsn; 1 ⊗ · · · ⊗ Xsn; k : ; !(n)〉
=
m1∑
i1=1
· · ·
mn∑
in=1
∑
G∈Gkn
∏
{(l;m);(p; q)}∈G
K(sl;m; ’
l;m
il ; sp;q; ’
p;q
ip ): (2.5)
In many cases it is enough to apply this lemma with n = 2, in particular, it is
suMcient for proving existence of SILT. In this case Lemma 2.1 takes the form:
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Corollary 2.2. Let {Xt}t∈[0;1] be an S′(Rd)-valued Gaussian process with covariance
functional K(s; ’; t;  ) and let ! and $ be of the form
!=
m!∑
i=1
’(1)i ⊗ · · · ⊗ ’(k)i $ =
m$∑
j=1
 (1)j ⊗ · · · ⊗  (k)j ’(l)i ;  (l)j ∈S(Rd):
(2.6)
Then
E〈:Xr1 ⊗ · · · ⊗ Xrk : ; !〉〈:Xs1 ⊗ · · · ⊗ Xsk : ; $〉
=
m!∑
i=1
m$∑
j=1
∑
%∈&(k)
K(r1; ’
(1)
i ; s%1 ;  
(%1)
j ) · · ·K(rk ; ’(k)i ; s%k ;  (%k )j ); (2.7)
where &(k) is the set of all permutations of the set {1; : : : ; k}.
To de:ne the self-intersection local time of order k we need the following
lemma, which shows that property (2.3) determines uniquely a Wick-normalized
random :eld :Xr1 ⊗ · · · ⊗ Xrk :. This is an extension of Proposition 2:1 of BG
(1995).
Lemma 2.3. Let {Xt}t∈[0;1] be a continuous S′(Rd)-valued centered Gaussian process.
For k ∈ N there exists a unique measurable random 6eld {:Xr1⊗· · ·⊗Xrk :}(r1 ;:::; rk )∈[0;1]k
with values in S′(Rkd); such that (2:3) is satis6ed. The mapping ! → 〈:X:⊗ · · ·⊗
X:: ; !〉 is linear and continuous from S(Rkd) into L2([0; 1]k × ().
Let F denote the class of all symmetric, nonnegative functions inS(Rd),
with support contained in the unit ball in Rd and such that for f ∈ F; ∫Rd f(x)
dx = 1.
For f ∈F and *¿ 0 we introduce functions f*(x) = (1=*d)f(x=*).
For k ∈ N, f ∈F; ’ ∈ S(Rd) and *¿ 0 we de:ne a function !f*;’ ∈ S(Rkd) by
the formula
!f*;’(x1; x2; : : : ; xk) = ’(x1)f*(x2 − x1)f*(x3 − x1) · · ·f*(xk − x1):
For k ∈ N; k ¿ 2; f ∈ F; *¿ 0, by Lemma 2.3 and the regularization theorem
(Itoˆ, 1984, Theorem 2:3:2) we can de:ne an S′(Rd)-valued process Lf* by
〈Lf* (t); ’〉=
∫
[0; t]k
〈:Xs1 ⊗ · · · ⊗ Xsk : ; !f*;’〉 ds1 · · · dsk ; ’ ∈S(Rd):
It follows by Lemma 2.3 and Mitoma theorem (Mitoma, 1983a) that process Lf* is
continuous.
Now we are ready to de:ne the self-intersection local time of order k. Our de:nition
is a natural extension of Adler and Rosen (1993, De:nition 1:2).
Denition 2.4. We say that an S′(Rd)-valued process {L(t)}t∈[0;1] is the self-
intersection local time of order k (k-SILT) of the process X if for all ’ ∈ S(Rd),
f ∈F and t ∈ [0; 1]; 〈Lf* (t); ’〉 converges in L2 to 〈L(t); ’〉 as * tends to 0.
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We have the following general scheme for proving existence of k-SILT which is a
direct extension of Theorem 2:4(i)–(iii) of BG (1995).
Theorem 2.5. Let X be a continuous centered S′(Rd)-valued Gaussian process and
let
Jr1 ;:::; rk ; s1 ;:::; sk (!;$) = E〈:Xr1 ⊗ · · · ⊗ Xrk : ; !〉〈:Xs1 ⊗ · · · ⊗ Xsk : ; $〉
for !;$ ∈S(Rkd). Assume that
(i) for any f; g ∈F and ’ ∈S(Rd); Jr1 ;:::; rk ; s1 ;:::; sk (!f*;’; !g	;’) has a limit as *; 	 → 0;
which is independent of f and g;
(ii) there exists a function G’ de6ned on [0; 1]2k ; independent of f; g; *; 	 and such
that for all ’ ∈S(Rd)
|Jr1 ;:::; rk ; s1 ;:::; sk (!f*;’; !g	;’)|6 G’(r1; : : : ; rk ; s1; : : : ; sk);
and∫
[0;1]2k
G’(r1; : : : ; rk ; s1; : : : ; sk) dr1 · · · drk ds1 · · · dsk ¡∞: (2.8)
Then k-SILT of the process X exists.
We give this theorem without the proof, since once we have Lemma 2.3, the proof
is exactly as in BG (1995). Note that J is the continuous extension to S(Rd)×S(Rd)
of (2.7).
The next proposition on continuity of k-SILT is both a generalization and an im-
provement of part (iv) of Theorem 2:4 of BG (1995), which is a special case of
Proposition 2.6 for k = 2 and n= 2.
Proposition 2.6. Assume that k-SILT of a continuous Gaussian process X exists. If
there exists an even natural number n; n ¿ 2; such that for any ’ ∈ S(Rd) there
exists a function H’ : [0; 1]nk → R+; such that for all *¿ 0 and f ∈F
|E〈:Xs1; 1 ⊗ · · · ⊗ Xs1; k : ; !f*;’〉 · · · 〈:Xsn; 1 ⊗ · · · ⊗ Xsn; k : ; !f*;’〉|6 H’(s1;1; : : : ; sn;k)
(2.9)
and there exist constants C(’)¿ 0; /¿ 0 and a continuous; nondecreasing function
F from [0; 1] onto itself; such that for all 06 t1 6 t2 6 1∫
[0;1]nk
(1[0; t2]k − 1[0; t1]k )(s1;1; : : : ; s1; k) · · · (1[0; t2]k − 1[0; t1]k )(sn;1; : : : ; sn;k)
×H’(s1;1; : : : ; sn;k) ds1;1 · · · dsn;k 6 C(’)(F(t2)− F(t1))1+/: (2.10)
Then the k-SILT is a continuous process.
It should be stressed that both Theorem 2.5 and Proposition 2.6 provide only a gen-
eral scheme, and their assumptions are not easy to check. Di<erent types of covariances
K require di<erent methods of analysis.
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3. Results for space-homogeneous Gaussian random elds
In this section we consider processes associated with continuous seminorms on
S(Rd) of the following form:
q(’;  ) =
∫
Rd
’ˆ(x) ˆ (x)(dx) (3.1)
with a nonnegative symmetric tempered measure . Processes of this type are important
and widely studied (see e.g. Dawson and Salehi, 1980; Dobroushin, 1979; Peszat and
Zabczyk, 1997).
The following property of a measure will be important for existence of k-SILT:
Denition 3.1. A tempered symmetric nonnegative measure on Rd is said to be k-SI
measure if its k-convolution ∗k is a tempered measure.
As a tool to check this property we have:
Proposition 3.2. For a tempered symmetric nonnegative measure  the following
conditions are equivalent:
(i)  is a k-SI measure;
(ii)
∫
Rkd
|’(x1 + · · ·+ xk)|(dx1) · · · (dxk)¡∞; ’ ∈S(Rd);
(iii)
∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2 (dx1) · · · (dxk)¡∞; ’ ∈S(Rd):
The notion of 2-SI measure is equivalent to the SI property introduced in BG (1999,
De:nition 4:1), where SI-measure was de:ned by condition (ii).
The next theorem is a generalization to k-SILT of the Theorem 4.1 of BG (1999),
where 2-SILT was considered.
Theorem 3.3. The k-SILT of a Wiener process associated with the seminorm q of
the form (3:1) exists if and only if  is a k-SI measure. If k-SILT exists it is a
continuous S′(Rd)-process on [0; 1].
We will consider now the 3ow and CI processes. As mentioned in the introduction,
for 0¡
¡ 2 these processes need to be properly de:ned. This was done in BG (1999,
Appendix).
If X0 is a Gaussian random variable with values in S′(Rd) with covariance q of the
form (3.1), then the covariance of the 3ow process has the form
E〈T ′t X0; ’〉〈T ′s X0;  〉=
∫
Rd
e−t|x|


e−s|x|


’ˆ(x) ˆ (x)(dx); ’;  ∈S(Rd): (3.2)
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If W is a q-Wiener process then for the convolution integral process we have
E
〈∫ t
0
T ′t−u dWu; ’
〉〈∫ s
0
T ′s−u dWu;  
〉
=
∫ t∧s
0
∫
Rd
e−(t−u)|x|


e−(s−u)|x|


’ˆ(x) ˆ (x)(dx); ’;  ∈S(Rd): (3.3)
We have the following generalization of Theorem 4:2 of BG (1999):
Theorem 3.4. Let W be a Wiener process associated with q of the form (3:1); and
let X0 be a Gaussian random variable with covariance q. The k-SILT of the 9ow
process associated with Tt exists if and only if 
(dx) = (dx)=(1 + |x|2
) is a k-SI
measure. Also the k-SILT of the convolution integral associated with Tt exists if and
only if 
 is a k-SI measure.
An immediate corollary of the proof of Theorem 3.4 is:
Theorem 3.5. Let X0 be a Gaussian random variable associated with q0 of the form
(3:1); determined by measure 0 and let Wt be a Wiener process; independent of
X0; associated with q of the form (3:1); with a measure . Then the k-SILT of the
Ornstein–Uhlenbeck process exists if and only if [0(dx)+(dx)]=(1+ |x|2
) is a k-SI
measure.
For measures of a special form, which appear in examples, we have the following
generalization of Proposition 4.2 of BG (1999), which is a special case for k = 2:
Proposition 3.6. Let 2¿ 0; / ∈ R and d¿/. The measure (dz)=(1+|z|2)−1|z|−/ dz
is a k-SI measure if and only if d¡ [k=(k − 1)](2+ /).
For  as in Proposition 3.6 it is clear that if  is a (k + 1)-SI measure then it is
also k-SI measure. This is also true for any symmetric nonnegative measure.
Proposition 3.7. Let k ¿ 2 and let  be a nonnegative symmetric tempered measure.
If  is a (k + 1)-SI measure then it is also k-SI measure.
As an immediate corollary of the above proposition and Theorems 3.3–3.5 we have
Corollary 3.8. If (k +1)-SILT of a Wiener (resp. 9ow; CI; OU) process exists then
k-SILT exists as well.
We now pass to the question of path continuity of SILT. For the convolution integral
process the answer is complete.
Theorem 3.9. Let W be a Wiener process associated with q of the form (3:1). If the
k-SILT of the CI process exists then it is a continuous S′(Rd)-process on [0; 1].
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For k = 2 this theorem is an improvement of the continuity result of BG (1999,
Proposition 4:4) where a weaker suMcient condition was given.
Strangely enough, for the 3ow process the situation is a little more complicated.
Similarly as in Proposition 4:3 in BG (1999) we have
Proposition 3.10. Let X0 be a Gaussian random variable associated with q of the
form (3:1). If k-SILT of the 9ow process exists then it is continuous S′(Rd)-process
on (0; 1].
Corollary 3.11. If k-SILT of the Ornstein–Uhlenbeck process exists then it is con-
tinuous on (0; 1].
With a slightly stronger assumption we have continuity also at 0.
Proposition 3.12. Let X0 be a Gaussian random variable associated with q of the
form (3:1). If there exists 3¡ 2
 such that (dx)=(1 + |x|3) is a k-SI measure; then
k-SILT of the 9ow process is continuous on [0; 1].
Proofs of Propositions 3.10 and 3.12 will be omitted since they are similar to the
proofs of BG (1999, Propositions 4:3 and 4:4), respectively. It is enough to use Propo-
sition 2.6 and the form of second moments of the processes approximating k-SILT
derived in the proof of Theorem 3.4 and apply obvious modi:cations of methods used
in BG (1999).
4. Space-inhomogeneous elds
In this section we assume that the random variable X0 has covariance
q0(’;  ) =
∫
Rd
’(x) (x)2(dx) (4.1)
and the Wiener process is associated with a family of seminorms
qt(’;  ) = q
(1)
t (’;  ) + q
(2)
t (’;  ); (4.2)
where
q(1)t (’;  ) =
∫
Rd
’(x) (x)4t(dx);
q(2)t (’;  ) =
∫
Rd
[
(’ )− ’
 −  
’](x)5t(dx);
where 2, 4t and 5t are :nite measures on Rd. 2-SILTs of the corresponding 3ow and
CI processes were studied in BG (2001a), where also a motivation for investigating
such seminorms was given (see also Section 6). As shown there, seminorms q(1)t and
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q(2)t can be rewritten as
q(1)t (’;  ) =
1
(2%)2d
∫
R2d
’ˆ(z) ˆ (z′)4ˆt(z + z′) dz dz
′;
q(2)t (’;  ) =
1
(2%)2d
∫
R2d
’ˆ(z) ˆ (z′)(|z|
 + |z′|
 − |z + z′|
)5ˆt(z + z′) dz dz′:
As in the previous section we will study the processes associated with q, q(1)t and q
(2)
t
separately.
Let
qt(’;  ) =
1
(2%)2d
∫
R2d
’ˆ(z) ˆ (z′)h(z; z′)4ˆt(z + z′) dz dz
′; (4.3)
where 4t is a :nite measure and
h(z; z′) ≡ 1 or h(z; z′) = |z|
 + |z′|
 − |z + z′|
:
If X0 is a centered Gaussian random variable with covariance q0 of the form (4.3) then
the 3ow process has covariance
E〈T ′t X0; ’〉〈T ′s X0;  〉=
1
(2%)2d
∫
R2d
e−t|z|


e−s|z
′|
 ’ˆ(z) ˆ (z′)h(z; z′)4ˆ0(z + z′) dz dz
′:
(4.4)
If W is a Wiener process associated with the family of seminorms of the form (4.3)
then the covariance of the convolution integral has the form
E
〈∫ t
0
T ′t− dW; ’
〉〈∫ s
0
T ′s− dW;  
〉
=
1
(2%)2d
∫ s∧t
0
∫
R2d
e−(t−)|z|


e−(s−)|z
′|
 ’ˆ(z) ˆ (z′)h(z; z′)4ˆ(z + z′) dz dz
′ d:
(4.5)
The CI process exists if the integral in (4.5) is :nite. This holds under our assumptions
on existence of k-SILT.
It was shown in BG (2001a, Theorem 3:1), that for the existence of 2-SILT of the
convolution integral process it is suMcient that
∫
R2d
|h(z; z′)|2(∫ 10 |4ˆ(z + z′)| d)2
(1 + |z|2
)(1 + |z′|2
) dz dz
′¡∞: (4.6)
This can be generalized for k-SILTs in the following way:
Theorem 4.1. Let X0 be a Gaussian random variable associated with q0 of the
form (4:3) with 40 = 4; and let Wt be a Wiener process associated with qt of
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the form (4:3). If
∫
R2d
[ |h(z; z′)| |4ˆ(z + z′)|
(1 + |z|
)(1 + |z′|
)
]k=(k−1)
dz dz′¡∞; (4.7)
then k-SILT of the 9ow process exists.
If
∫
R2d
[
|h(z; z′)|(∫ 10 |4ˆ(z + z′)| d)
(1 + |z|
)(1 + |z′|
)
]k=(k−1)
dz dz′¡∞; (4.8)
then k-SILT of the CI process exists.
In the present paper we only give suMcient conditions for existence of SILT. Some
necessary conditions can be obtained by di<erent methods as a byproduct when studying
the rate of divergence of SILT approximations in the case when SILT does not exist.
Those results are included in Talarczyk (2001).
The next proposition is a generalization of Proposition 3:3 of BG (2001a) and gives
a more explicit condition on existence of k-SILT.
Proposition 4.2. Let m(z) =
∫ 1
0 |4ˆ(z)| d. Assume that for each K ¿ 0 and for some
	¿ 0 and p ∈ [k=(k − 1);∞]
(i) 1|z|6Km ∈ Lk=(k−1)(Rd),
(ii) 1|z|¿	m ∈ Lp(Rd).
Let p0 = inf{p: k=(k − 1)6 p6∞; (ii) holds}; and let
7(h) =
{
2; h ≡ 1;
1; h(z; z′) = |z|
 + |z′|
 − |z + z′|
:
If d¡ [7(h)p0k=(2(k − 1)p0 − k)]
 then (4:8) is satis6ed.
Remark 4.3. If h ≡ 1 then the best bound for the dimension d given by the previous
proposition is d¡ 2[k=(k − 1)]
 (for p0 = k=(k − 1)). In the worst case (p0 =∞) it is
enough to have d¡ [k=(k−1)]
. Accordingly, if h(z; z′)= |z|
+ |z′|
−|z+z′|
 then the
best and the worst conditions are d¡ [k=(k− 1)]
 and d¡ [k=2(k− 1)]
, respectively.
We show that under a condition which is only slightly stronger than (4.8) 2-SILT
of the convolution integral process is continuous. This improves results on continuity
of 2-SILT obtained in BG (2001a).
Theorem 4.4. Let W be a Wiener process associated with the family of seminorms
of the form (4:3). If there exists p¿ 1 such that
∫
R2d
|h(z; z′)|2(∫ 10 |4ˆ(z + z′)|p d)2=p
(1 + |z|2
)(1 + |z′|2
) dz dz
′¡∞; (4.9)
then 2-SILT of the convolution integral process is continuous.
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In the case when the underlying Wiener process is time-homogeneous (4.9) is equiv-
alent to the suMcient condition for existence (4.8). Thus Theorem 4.4 is an improve-
ment of BG (2001a, Theorem 3:14). Moreover, in the mentioned paper there was
no general continuity result in the time-inhomogeneous case. Only a special type of
time-inhomogeneity was considered (cf. BG, 2001a, Theorem 3:17). This case is also
covered by Theorem 4.4:
Corollary 4.5. Assume that Wt is a Wiener process associated with a family of semi-
norms {qt}t∈[0;1] of the form (4:3); where 4t = T ′t 4. If there exists 3 ∈ (0; 2
) such
that ∫
R2d
|h(z; z′)|2|4ˆ(z + z′)|2
(1 + |z|3)(1 + |z′|3)(1 + |z + z′|2
) dz dz
′¡∞; (4.10)
then 2-SILT of the convolution integral process is continuous.
Because of technical diMculties we were not able to prove an analogue of The-
orem 4.4 in this generality for k-SILT, although it seems that the method should
work. We only have a weaker result, which shows in particular that if the underlying
Wiener process is time-homogeneous and (4.8) holds then k-SILT of the CI process is
continuous.
Theorem 4.6. Let W be a Wiener process associated with the family of seminorms
of the form (4:3). If there exists p¿ 2 such that
∫
R2d
[
|h(z; z′)|(∫ 10 |4ˆ(z + z′)|p d)1=p
(1 + |z|
)(1 + |z′|
)
]k=(k−1)
dz dz′¡∞; (4.11)
then k-SILT of the convolution integral process is a continuous S′(Rd)-process on
[0; 1].
Again, as in the case of space-homogeneous processes it is possible to derive theo-
rems on continuity of k-SILT of the 3ow process under an assumption stronger than
(4.7), analogous to BG (2001a, Theorem 3:14).
5. Results for tempered kernels
In this section we consider seminorms of the form
q(’;  ) =
∫
R2d
A(x; x′)’(x)’(x′) dx dx′; (5.1)
where A is symmetric, positive de:nite and such that for some n¿ 0∫
R2d
|A(x; x′)| 1
(1 + |x|2)n
1
(1 + |x′|2)n dx dx
′¡∞: (5.2)
Processes associated with seminorms of this form were considered in BG (1999).
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Theorem 5.1. Let Wt be a Wiener process associated with a seminorm q of the form
(5:1). If there exists n ∈ N such that∫
R2d
|A(x; y)|k dx
(1 + |x|2)n
dy
(1 + |y|2)n ¡∞; (5.3)
then k-SILT of Wt exists and it is a continuous S′(Rd)-valued process on [0; 1].
If X is a centered Gaussian process constant in time (Xt ≡ X0) with the same
covariance q and (5:3) holds then k-SILT of X exists and it is continuous.
Although the above theorem provides only a suMcient condition, it is optimal in
the sense that similarly to the proof of BG (1999, Theorem 3:2) one can prove the
following result.
Theorem 5.2. Let Wt be a Wiener process associated with a seminorm q of the form
(5:1). If A¿ 0 then (5:3) is necessary for the existence of k-SILT of Wt .
In the case 
¡ 2, it was shown in BG (1999) that the 3ow and CI processes exist
if (5.2) is satis:ed with n¡ (d+
)=2. For 0¡
6 2 the 3ow process has covariance
E〈T ′t ; ’〉〈T ′s ;  〉=
∫
R2d
A(x; x′)p
t (x − z)p
s (x′ − z′)’(z) (z′) dz dz′ dx dx′ (5.4)
and for the CI process the covariance is
E
〈∫ t
0
T ′t−r dWr; ’
〉〈∫ s
0
T ′s−r dWr;  
〉
=
∫ t∧s
0
∫
R2d
A(x; x′)p
t−r(x − z)p
s−r(x′ − z′)’(z) (z′) dz dz′ dx dx′ dr: (5.5)
For l¿ 0, let 4l denote the measure 4l(dx) = dx=(1+ |x|l). We have the following
theorem on existence of k-SILT of the 3ow and CI processes:
Proposition 5.3. Let X0 be a Gaussian random variable with covariance q of the form
(5:1) and let Wt be a Wiener process associated with q. If there exists l ¿ 0 such
that ∫
[0;1]2
|A| ∗ (p
s ⊗ p
u) ds du ∈ Lk(R2d; 4l ⊗ 4l); (5.6)
then the k-SILTs of the 9ow and CI processes exist.
Corollary 5.4. Let X0 be a Gaussian random variable with covariance q0 of the form
(5:1) with kernel A0 and let Wt be an independent Wiener process associated with q
with kernel A. If both A0 and A satisfy (5:6) then the Ornstein–Uhlenbeck process
Xt has k-SILT.
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Theorem 5.5. Let X0 be a Gaussian random variable associated with q of the form
(5:1) and let Wt be a Wiener process associated with q. If there exist C ¿ 0 and
n¿ 0; with an additional bound n¡
 in the case 0¡
¡ 2; such that∫
R2d
∣∣∣∣ A(x; x′)(1 + |x|2)n=2(1 + |x′|2)n=2
∣∣∣∣
p
1{|A(x;x′)|¿C} dx dx′¡∞ (5.7)
with some p¿ 1 such that p¿kd=(d+ 
k) then the 9ow and CI processes are well
de6ned and k-SILTs of both processes exist and are continuous on [0; 1].
6. Examples
This section contains examples for Sections 3–5.
Example 6.1 (Quantum 6eld). The Gaussian random :eld with covariance q of the
form (3.1) with (dz) = (1 + |z|2)−1 dz is called Euclidean free :eld (cf. Simon,
1974). By Proposition 3.6 and Theorem 3.3 the S′(Rd)-Wiener process associated
with q has k-SILT if and only if d¡ 2k=(k − 1). Thus if d= 1; 2 the Wiener process
has SILT of any order. If d ¿ 4 the k-SILT does not exist for any k and for d = 3,
only 2-SILT exists.
By Proposition 3.6 and Theorem 3.4 the corresponding 3ow and CI processes have
k-SILT if and only if d¡ [k=(k − 1)](2 + 2
).
Example 6.2 (The spectral measure |z|−/ dz). Let 0¡/¡d. Processes associated
with seminorms of the form
q(’;  ) = c
∫
R2d
’(x) (y)
|x − y|d−/ dx dy (6.1)
appear as 3uctuation limits of multilevel branching systems (cf. Gorostiza, 1996;
Dawson et al., 2001). Eq. (6.1) can be also written in the form (3.1) with (dx)=
c1|x|−/ dx, thus this example can be treated by methods of both Sections 3 and 5.
For the Wiener process associated with q of the form (6.1), by Theorem 3.3
and Proposition 3.6 the necessary and suMcient condition for existence of k-SILT
is d¡ [k=(k − 1)]/. This can be also obtained easily by Theorems 5.1 and 5.2. How-
ever, in the case of the 3ow and CI processes the second approach is worse. This
example shows that the suMcient condition given by Theorem 5.5 is not necessary. By
Theorem 3.4 and Proposition 3.6 the necessary and suMcient condition for existence
of k-SILT of both 3ow and CI processes is d¡ [k=(k − 1)](/ + 2
). In particular, if
/¡d¡/+2
, SILTs of any order exist. By Theorem 5.5 we obtain only a suMcient
condition d¡ [k=(k − 1)](/+ 
) with an additional condition d¡ 2
+ / if 
¡ 2.
The next two examples deal with high-density 3uctuation limits of 
-stable particle
systems, with branching and immigration, described in BG (1986) and Gorostiza and
Rodrigues (1999). See also Example 5:4 in BG (1999) and Example 4:4 in BG (2001a).
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Example 6.3 (Lebesgue intensity measures). We assume that the initial and immigra-
tion Poisson spatial intensity measure is Lebesgue (cf. BG, 1986, Section 4). If there
is no branching then the high-density 3uctuation limit satis:es the Langevin equation
(1.2), where X0 is the white noise on Rd, i.e. has covariance q0(’;  )=
∫
Rd ’(x) (x) dx
and the Wiener process W is associated with
q(’;  ) = /1
∫
Rd
’(x) (x) + 2/2
∫
Rd
(’(x)
 (x) +  (x)
’(x)) dx; (6.2)
/2 ¿ 0, /1 ¿ 0. Eq. (6.2) can be rewritten in the form (3.1) with (dx)= /˜1+ /˜2|x|
 dx.
Thus, if /2 ¿ 0, then by Theorem 3.5 and Proposition 3.6 the process X has k-SILT
if and only if d¡ [k=(k − 1)]
. If the branching is added the Wiener process is time
inhomogeneous but this does not change the result.
The case /1 = 0, i.e. without branching and immigration, corresponds to the 
-stable
density process studied in Adler and Rosen (1993).
Under a suitable space–time scaling, the limiting process is of the same form but
now /2 = 0 and the necessary and suMcient condition for existence of k-SILT is d¡
2[k=(k − 1)]
.
Example 6.4. We assume that the initial and immigration Poisson spatial intensities
are arbitrary :nite measures. The high-density 3uctuation limit of the particle system
again satis:es the Langevin equation (1.2). X0 has covariance (4.1) and the Wiener
process is associated with a family of seminorms (4.2) with
2= 4; 4t = cT ′t 4 +  + c
∫ t
0
T ′s  ds; 5t = T
′
t 4 +
∫ t
0
T ′s  ds;
where 4 is the initial Poisson intensity measure,  is the immigration spatial intensity
and c ¿ 0 is a constant related to the second moment of the branching. By Pro-
position 4.2 the suMcient condition for existence of k-SILT is d¡ [k=(k − 1)]
.
In both examples corresponding to the high-density 3uctuation limit of particle
systems we obtained the same suMcient condition for existence of k-SILT: d¡
[k=(k−1)]
. In the case of Lebesgue measure this is also necessary. By Taylor (1966)
the same condition is necessary and suMcient for existence of k-self-intersections of a
d-dimensional 
-stable process. Thus, it seems that existence of k-SILT of the corre-
sponding high-density 3uctuation limit does not depend on the branching or immigra-
tion but only on the type of motion of particles.
In this paper we do not consider in:nite non-Lebesgue intensity measures since our
approach based on Fourier analysis does not seem appropriate for them, at least in the
general case. Some results on 2-SILT for in:nite intensity measures of special forms
are given in BG (2001b).
Example 6.5. The measure 	a for a ∈ Rd is interesting for the results of Section
4, since for this measure we obtain the “worst” suMcient conditions for existence of
k-SILT. Those suMcient conditions are the following:
(i) 3ow process with 2= 	a: d¡ [k=(k − 1)]
,
(ii) CI process with 4t = 	a: d¡ [k=(k − 1)]
,
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(iii) CI process with 4t = T ′t 	a: d¡ [3k=2(k − 1)]
,
(iv) CI process with 5t = 	a: d¡ [k=2(k − 1)]
,
(v) CI process with 5t = T ′t 	a: d¡ [k=(k − 1)]
.
Example 6.6. Suppose that the seminorm q is of the form
q(’;  ) =
∫
Rd
B’(x)B (x) dx; (6.3)
where B is a self-adjoint Hilbert–Schmidt operator on L2(Rd)
B’(x) =
∫
Rd
K(x; y)’(y) dy:
This seminorm is interesting since it determines the general form of the covariance
of a time-homogeneous Wiener process which lives in L2(Rd). Let {ei}∞i=1 be an or-
thonormal basis of eigenvectors of the operator B and let {>i}∞i=1 be the corresponding
eigenvalues.
We have that q is of the form (5.6), where
A(x; y) =
∫
Rd
K(z; x)K(z; y) dz:
By Theorem 5.1, for the existence of k-SILT of the q-Wiener process it is enough
to show (5.3). For n¿ 0 we have∫
R2d
∣∣∣∣
∫
Rd
K(z; x)K(z; y) dz
∣∣∣∣
k 1
(1 + |x|2)n(1 + |y|2)n dx dy
=
∫
R2d
∣∣∣∣∣
∞∑
i=1
>2i ei(x)ei(y)
∣∣∣∣∣
k
1
(1 + |x|2)n(1 + |y|2)n dx dy
6
∫
R2d
( ∞∑
i=1
>2i |ei(x)|2
)k=2( ∞∑
i=1
>2i |ei(y)|2
)k=2
1
(1 + |x|2)n(1 + |y|2)n dx dy
=

∫
Rd
( ∞∑
i=1
>2i |ei(x)|2
)k=2
1
(1 + |x|2)n dx


2
:
By HVolder’s inequality we obtain∫
R2d
|A(x; y)|k
(1 + |x|2)n(1 + |y|2)n dx dy
6
[ ∞∑
i=1
>2i
]k−2 [∫
Rd
∞∑
i=1
>2i |ei(x)|k
1
(1 + |x|2)n dx
]2
=
[ ∞∑
i=1
>2i
]k−2 [ ∞∑
i=1
>2i
∥∥∥∥ ei(1 + | · |2)n
∥∥∥∥
k
Lk
]2
:
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According to Theorem 5.1, if for some n,
∑∞
i=1 >
2
i ‖ei=(1 + | · |2)n‖kLk ¡∞ then the
k-SILT of the Wiener process exists.
Similar reasoning, together with Theorem 5.5, gives that if
∞∑
i=1
>2i
∥∥∥∥ ei(1 + | · |2)n=2
∥∥∥∥
p
Lp
¡∞;
where p and n are as in Theorem 5.5, then k-SILTs of the 3ow and convolution
integral processes exist.
7. Proofs for Section 1
Proof of Lemma 2.1. By formulas (2.3) and (2.2) we have
E〈:Xs1; 1 ⊗ · · · ⊗ Xs1; k : ; !(1)〉 · · · 〈:Xsn; 1 ⊗ · · · ⊗ Xsn; k : ; !(n)〉
=
m1∑
i1=1
· · ·
mn∑
in=1
E
×

∑
A1
(−1)#A1
∏
{i; j}∈A1
E〈Xs1; i ; ’1; ii1 〉〈Xs1; j ; ’1; ji1 〉
∏
u∈{1;:::; k}−⋃A1
〈Xs1; u ; ’1; ui1 〉

 · · ·
×

∑
An
(−1)#An
∏
{i; j}∈An
E〈Xsn; i ; ’n; iin 〉〈Xsn; j ; ’n;jin 〉
∏
u∈{1;:::; k}−⋃An
〈Xsn; u ; ’n;uin 〉

 ;
(7.1)
where A1; : : : ;An have an obvious meaning (see the beginning of Section 2). For :xed
i1; : : : ; in we set
Yu;j = 〈Xsu; j ; ’u;jiu 〉; u= 1; : : : ; n; j = 1; : : : ; k:
Since Xt is a centered Gaussian process, EYu1 ;j1 · · ·Yum;jm is equal zero if m is odd
and if m is even, this expectation can be written as a sum over all partitions of the
set {1; : : : ; m} into two-element sets (i.e. over all graphs in G1m) of products of terms
EYup;jpYuqjq , where {p; q} is a set of the partition (or if {(p; 1); (q; 1)}) is a link of
the graph in G1m). If kn is odd then (2.5) holds since G
k
n = ∅ and (7.1) is equal 0.
Suppose that kn is even. Using the above-mentioned formula for moments of jointly
Gaussian random variables we see that the right hand side of (7.1) is a sum of products
of nk=2 terms of the form EYl;mYp;q. Fix one of such products. Suppose that there are
z pairs such that l = p and kn=2 − z pairs such that l = p. We will compute the
coeMcient with which this product appears. Note that in sum (7.1) we can consider
only those sets Al which contain only pairs {m; q} such that EYl;mYl;q is one of the
terms of considered product. For p = l we will distinguish elements of Ap and Al
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i.e. #(Ap ∪ Al) = #Ap + #Al. If A1 = ∅; : : : ;An = ∅, then the considered product
appears with the coeMcient +1. If #(A1 ∪ · · · ∪An) = 1, the coeMcient is −z, and
in general if #(A1 ∪ · · · ∪ An) = r then the coeMcient is (−1)r( zr ); r = 0; 1; : : : ; z.
Consequently, we obtain that the coeMcient of the considered product is 1 if z=0 and
1− ( z1 )+ ( z2 )− · · ·+(−1)z =0 if z¿ 0. Therefore in (7.1) there remain only products
of nk=2 terms EYl;mYp;q, where l = p, i.e.
∑
G∈Gkn
∏
{(l;m);(p;q)}∈G
EYl;mYp;q:
Proof of Lemma 2.3. Let ‖ · ‖1; ‖ · ‖2; : : : be the usual Hilbertian norms de:ning the
topology of the space S(Rd) (cf. e.g. Itoˆ, 1984) and let Sp denote the completion of
S(Rd) in the norm ‖ · ‖p. The conjugated space S′p =S−p
S(Rd) =
∞⋂
n=0
Sn ⊂ · · · ⊂S1 ⊂S0
= L2(Rd) =S′0 ⊂S′1 ⊂ · · · ⊂
∞⋃
n=0
S′n =S
′(Rd):
Since X is a continuous Gaussian process in S′(Rd), by Mitoma (1981), there exists
p, such that X is continuous in S′p and
E
(
sup
t∈[0;1]
‖Xt‖2−p
)
¡∞:
Moreover,
|K(s; ’; r;  )|= |E〈Xs; ’〉〈Xr;  〉|6 E sup
t∈[0;1]
‖Xt‖2−p‖’‖p‖ ‖p:
By Corollary 2.2 and for ! and $ de:ned by (2.6) we have
|E〈:Xr1 ⊗ · · · ⊗ Xrk : ; !〉〈:Xs1 ⊗ · · · ⊗ Xsk : ; $〉|
6 k!
m!∑
i=1
m$∑
j=1
(
E sup
t∈[0;1]
‖Xt‖2−p
)k
‖’(1)i ‖p · · · ‖’(k)i ‖p‖ (1)j ‖p · · · ‖ (k)j ‖p
=
(
E sup
t∈[0;1]
‖Xt‖2−p
)k
k!
(
m!∑
i=1
‖’(1)i ‖p · · · ‖’(k)i ‖p
)
×

 m$∑
j=1
‖ (1)j ‖p · · · ‖ (k)j ‖p

 :
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By Treves (1967, Proposition 43:1)
|E〈:Xr1 ⊗ · · · ⊗ Xrk : ; !〉〈:Xs1 ⊗ · · · ⊗ Xsk : ; $〉
6
(
E sup
t∈[0;1]
‖Xt‖2−p
)k
k!‖!‖p⊗%···⊗%p‖$‖p⊗%···⊗%p:
and by Treves (1967, Theorem 51:6) it follows that the mapping ! → 〈:X:⊗· · ·⊗X::; !〉
can be extended to a linear continuous functional on S(Rkd) into L2([0; 1]k × ().
The existence of a random :eld with values in S′(Rkd) follows by the regularization
theorem Itoˆ (1984, Theorem 2:3:2).
Proof of Proposition 2.6. For a :xed ’ ∈S(Rd) we have
E|〈Lf* (t2);’〉 − 〈Lf* (t1);’〉|n
=
∫
[0;1]nk
(1[0; t2]k − 1[0; t1]k )(s1;1; : : : ; s1; k) · · · (1[0; t2]k − 1[0; t1]k )(sn;1; : : : ; sn;k)
E〈:Xs1; 1 ⊗ · · · ⊗ Xs1; k : ; !f*;’〉 · · · 〈:Xsn; 1 ⊗ · · · ⊗ Xsn; k : ; !f*;’〉 ds1;1 · · · dsn;k
6
∫
[0;1]nk
(1[0; t2]k − 1[0; t1]k )(s1;1; : : : ; s1; k) · · · (1[0; t2]k − 1[0; t1]k )(sn;1; : : : ; sn;k)
H’(s1;1; : : : ; sn;k)
6 C(’)(F(t2)− F(t1))1+/: (7.2)
From (7.2) and the convergence of one-dimensional distributions we obtain tightness of
〈Lf* (·); ’〉. By the de:nition of SILT we also have the convergence of :nite-dimensional
distributions. Therefore 〈Lf* (·); ’〉 converges in the sense of distributions in C([0; 1])
(see Billingsley, 1968). By Mitoma (1983b) Lf* converges as * → 0 in the sense of
distributions on C([0; 1];S′(Rd)).
8. Proofs for the space-homogeneous case
Proof of Proposition 3.2. Equivalence of (ii) and (iii) follows by BG (1999,
Lemma 6:2).
(ii) ⇒ (i): If (ii) is satis:ed, then the convolution measure ∗k is a well de:ned
measure, :nite on bounded sets and∫
Rd
|’(x)|∗k(dx) =
∫
Rkd
|’(x1 + · · ·+ xk)|(dx1) · · · (dxk)¡∞; ’ ∈S(Rd):
(8.1)
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For any N ¿ 0 the functional
’ →
∫
|x1+···+xk |6N
’(x1 + · · ·+ xk)(dx1) · · · (dxk)
is continuous. Thus by the Banach–Steinhaus theorem and (8.1), the linear functional
’ →
∫
Rd
’(x)∗k(dx); ’ ∈S(Rd)
is continuous and consequently, by Treves (1967, Theorem 25:4), ∗k is a tempered
measure.
(i) ⇒ (ii): This is obvious since for any n ¿ 0 and ’ ∈ S(Rd) the function
|’|(1 + | · |n) is bounded.
Proof of Theorem 3.3. Assume that  is k-SI measure. For ! and $ as in (2.6) by
Corollary 2.2 we obtain
Jr1 ;:::;rk ;s1 ;:::;sk (!;$)
=
m!∑
i=1
m$∑
j=1
∑
%∈&(k)
k∏
i=1
(ri ∧ s%i)
∫
Rd
’ˆ(1)i (x) ˆ
(%1)
j (x)(dx) · · ·
∫
Rd
’ˆ(k)i (x) ˆ
(%k )
j (x)(dx)
=
∑
%∈&(k)
k∏
i=1
(ri ∧ s%i)
∫
Rkd
!ˆ(x1; : : : ; xk) S%$ˆ(x1; : : : ; xk)(dx1) · · · (dxk);
(8.2)
where &(k) denotes the set of all permutations of the set {1; : : : ; k}, and S% is de:ned
by
S%!(x1; : : : ; xk) = !(x%−11 ; : : : ; x%−1k ): (8.3)
For arbitrary !;$ ∈ S(Rkd) the continuous extension of Jr1 ;:::; rk ; s1 ;:::; sk is described by
the same formula (8.2). It is easy to check that
!ˆ
f
*;’(x1; : : : ; xk) = ’ˆ(x1 + · · ·+ xk)fˆ*(x2) · · · fˆ*(xk): (8.4)
Hence∫
Rkd
!ˆ
f
*;’(x1; : : : ; xk) S%!ˆ
g
	;’(x1; : : : ; xk)(dx1) · · · (dxk)
=
∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2fˆ*(x2) · · · fˆ*(xk)gˆ	(x%−12 ) · · · gˆ	(x%−1k )
(dx1) · · · (dxk): (8.5)
Using the fact
fˆ*(x)→*→01; |fˆ*(x)|6 1; gˆ	(x)→	→01; |gˆ	(x)|6 1; (8.6)
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we obtain
|Jr1 ;:::; sk (!f*;’; !g	;’)|6 k!
∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2(dx1) · · · (dxk): (8.7)
Moreover, since  is k-SI measure then by Proposition 3.2 and the Lebesgue theorem
Jr1 ;:::; sk (!
f
*;’; !
g
	;’)
→
*→0
k!
∑
%∈&(k)
k∏
i=1
(ri ∧ s%i)
∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2(dx1) · · · (dxk):
Thus the assumptions of Theorem 2.5 are satis:ed, and consequently, k-SILT exists.
Moreover,
E〈Lf* (t); ’〉〈Lg	(t); ’〉
→
*→0
k!
(∫
[0; t]2
(r ∧ s) dr ds
)k ∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2(dx1) · · · (dxk):
Conversely, if k-SILT exists then
E〈Lf* (1); ’〉〈Lf* (1); ’〉
=
(
1
3
)k ∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2fˆ*(x2) · · · fˆ*(xk)[(k − 1)!fˆ*(x2) · · · fˆ*(xk)
+ (k − 1)(k − 1)fˆ*(x1) · · · fˆ*(xk−1)](dx1) · · · (dxk)
converges. For f ∈F such that fˆ ¿ 0, by the Fatou lemma we obtain∫
Rkd
|Bˆ(x1 + · · ·+ xk)|2 (dx1) · · · (dxk)¡∞:
By Proposition 3.2  is k-SI measure. Continuity follows by Proposition 2.6 with n=2.
Proof of Theorem 3.4. We consider :rst the 3ow process. Suppose that 
 is a k-SI
measure. For !;$ as in (2.6), by (3.2) and Corollary 2.2 we obtain
Jr1 ;:::; rk ; s1 ;:::; sk (!;$)
=
m!∑
i=1
m$∑
j=1
∑
%∈&(k)
∫
Rd
’ˆ(1)i (x1) ˆ
(%1)
j (x1)e
−r1|x1|
e−s%1 |x1|


(dx1) · · ·
×
∫
Rd
’ˆ(k)i (xk) ˆ
(%k )
j (xk)e
−r2|xk |
e−s%k |xk |


(dxk)
=
∑
%∈&(k)
∫
Rkd
!ˆ(x1; : : : ; xk)S%$ˆ(x1; : : : ; xk)e−r1|x1|


e−s%1 |x1|

 · · · e−rk |xk |
e−s%k |xk |

×(dx1) · · · (dxk) (8.8)
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for S% de:ned in (8.3). The continuous extension of (8.8) to !;$ ∈ S′(Rkd) is
described by the same formula. If !=!f*;’, $=!
g
	;’ then, by (8.4) the formula (8.8)
takes form
Jr1 ;:::; rk ; s1 ;:::; sk (!
f
*;’; !
g
	;’)
=
∑
%∈&(k)
∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2fˆ*(x2) · · · fˆ*(xk)gˆ	(x−1%2 ) · · · gˆ	(x−1%3 )
×e−r1|x1|
e−s%1 |x1|
 · · · e−rk |xk |
e−s%k |xk |
(dx1) · · · (dxk): (8.9)
By (8.6) we have that the right hand side of (8.9) converges to the limit independent
of f and g. Moreover, the modulus of J can be estimated by
G’(r1; : : : ; rk ; s1; : : : ; sk) =
∑
%∈&(k)
∫
Rkd
e−r1|x1|


e−s%1 |x1|

 · · · e−rk |xk |
e−s%k |xk |

×|’ˆ(x1 + · · ·+ xk)|2(dx1) · · · (dxk):
We have∫
[0;1]2k
G’(r1; : : : ; rk ; s1; : : : ; sk) dr1 · · · dsk
=k!
∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2 (1− e
−|x1|
)2
|x1|2
 · · ·
(1− e−|xk |
)2
|xk |2
 (dx3) · · · (dxk):
(8.10)
It is easy to see that
C1(
)
1 + |x|
 6
(1− e−|x|
)
|x|
 6
C2(
)
1 + |x|
 : (8.11)
Hence the integrand in (8.10) can be estimated by
C|’ˆ(x1 + · · ·+ xk)|2 11 + |x1|2
 · · ·
1
1 + |xk |2
 :
If 
 is a k-SI measure then by Theorem 2.5, k-SILT of the 3ow process exists.
Conversely, if k-SILT of the 3ow process exists then E〈Lf* (1); ’〉〈Lf* (1); ’〉
converges. Taking f ∈F such that fˆ ¿ 0 by Fatou’s lemma and (8.6) we obtain
∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2 (1− e
−|x1|
)2
|x1|2
 · · ·
(1− e−|xk |
)2
|xk |2
 (dx1) · · · (dxk)¡∞:
By the :rst inequality in (8.11) and Proposition 3.2, 
 is k-SI measure.
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The proof for the CI process is similar. In this case, by (3.3) and Lemma 2:2, we
have
Jr1 ;:::; rk ; s1 ;:::; sk (!
f
*;’; !
g
*;’)
=
∑
%∈&(k)
∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2
∫ r1∧s%1
0
e−(r1−1)|x1|


e−(s%1−1)|x1|


d1 · · ·
×
∫ rk∧s%k
0
e−(rk−k )|xk |


e−(s%k−k )|xk |


dkfˆ(*x2) · · · fˆ(*xk)gˆ(	x−1%2 ) · · · gˆ(	x−1%k )
×(dx1)(dx2) · · · (dxk):
By (8.6) we have
lim
*;	→0
Jr1 ;:::; rk ; s1 ;:::; sk (!
f
*;’; !
g
*;’)
=
∑
%∈&(k)
∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2
∫ r1∧s%1
0
e−(r1−1)|x1|


e−(s%1−1)|x1|


d1 · · ·
×
∫ rk∧s%k
0
e−(rk−k )|xk |


e−(s%k−k )|xk |


dk(dx1) · · · (dxk) (8.12)
and the absolute value of J can be estimated by the right hand side of (8.12). Moreover,
∫ 1
0
∫ 1
0
∫ r∧s
0
e−(r−)|x|


e−(s−)|x|


d ds dr
=
∫ 1
0
(∫ 1
0
16re−(r−)|x|


dr
)(∫ 1
0
16se−(s−)|x|


ds
)
d
=
∫ 1
0
1− e−(1−)|x|

|x|

1− e−(1−)|x|

|x|
 d:
Thus similarly to (8.11) we have
C3(
)
1 + |x|2
 6
∫ 1
0
∫ 1
0
∫ r∧s
0
e−(r−)|x|


e−(s−)|x|


d ds dr 6
C4(
)
1 + |x|2
 : (8.13)
Proceeding as in the case of the 3ow process we obtain that 
 is k-SI measure.
Proof of Proposition 3.6. Necessity: Assume that  is k-SI measure. Thus ∗k is :nite
on bounded sets, in particular on a unit ball in Rd. We have
∞¿
∫
|x1+···+xk |61
(1 + |x1|2)−1|x1|−/ · · · (1 + |xk |2)−1|xk |−/:
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If / is nonnegative, we have
∞¿
∫
|x1+···+xk |61
1
(1 + |x1|2+/) · · ·
1
(1 + |xk |2+/) dx1 · · · dxk
=
∫
|w|61
1
(1 + |w − x2 − x3 · · · − xk |2+/)
1
(1 + |x2|2+/) · · ·
1
(1 + |xk |2+/)
×dw dx2 · · · dxk :
By the estimate
1 + |x + y|3 6 23(1 + |x|3)(1 + |y|3); (8.14)
we obtain
∞¿
∫
|w|61
1
(1 + |w|)2+/ dw
×
∫
R(k−1)d
1
(1 + |x2 + · · ·+ xk |2+/)
1
(1 + |x2|2+/) · · ·
1
(1 + |xk |2+/) dx2 · · · dxk
¿C
∫
|xk |¿···¿|x2|¿1
|xk |−2(2+/)|xk−1|−(2+/) · · · |x2|−(2+/) dxk · · · dx2:
For negative /
∞¿
∫
|w|61
|xk |
2k ¿
|xk−1|
2k−2 ¿
|xk−2|
2k−3 ¿···¿
|x2|
2 ¿1
|w − x2 − · · · − xk |−/
1 + |w − x2 − · · · − xk |2
× |x2|
−/
1 + |x2|2 · · ·
|xk |−/
1 + |xk |2 dw dx2 · · · dxk :
On the domain of integration |w− x2 − · · · − xk |¿ 12 |xk |, and consequently, by (8.14)
we have
∞¿
∫
|w|61
|xk |
2k ¿
|xk−1|
2k−2 ¿
|xk−2|
2k−3 ¿···¿
|x2|
2 ¿1k
|xk |−/
(1 + |w|2)(1 + |x2 + · · ·+ xk |2)
×|x2|−(2+/) · · · |xk |−(2+/) dw dx2 · · · dxk :
Thus in both cases /¿ 0 and /¡ 0 we have
∞¿
∫
|xk |
2k ¿
|xk−1|
2k−2 ¿
|xk−2|
2k−3 ¿···¿
|x2|
2 ¿1
|xk |−2(2+/)|xk−1|−(2+/) · · · |x2|−(2+/) dx2 · · · dxk :
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Consequently, d¡ 2(2+ /) and then
∞¿
∫
1
2k−2 |xk−1|¿
1
2k−3 |xk−2|¿···¿
1
2 |x2|¿1
|xk−1|d−3(2+/)|xk−2|−(2+/) · · · |x2|−(2+/)
×dxk−1 · · · dx2;
hence d− 3(2+ /)¡− d and
∞¿
∫
1
2k−3 |xk−2|¿···¿
1
2 |x2|¿1
|xk−2|2d−4(2+/)|xk−3|−(2+/) · · · |x2|−(2+/)dxk−2 · · · dx2:
Proceeding this way we arrive at
∞¿
∫
|x2|¿2
|x2|(k−2)d−k(2+/) dx2:
Hence (k − 2)d− k(2+ /)¡− d, which is equivalent to d¡ [k=(k − 1)](2+ /).
Su=ciency: We can assume that / is nonnegative, since if /¡ 0 then
|x|−/(1 + |x|)−2 6 C(1 + |x|)−(2+/)
and we can apply the proposition to /1=0 and 21=2+/. By the assumption 2+/¿ 0.
Let / ¿ 0. Assume that d¡ [k=(k − 1)](2 + /). Fix ’ ∈ SRd. For 0 6 i 6 k we
have ∫
|x1|¿1;:::;|xi|¿1;|xi+1|61;:::;|xk |61
|’(x1 + · · ·+ xk)|(dx1) · · · (dxk)
6 C
∫
|x1|¿1;:::;|xi|¿1;|xi+1|61;:::;|xk |61
|’(x1 + · · ·+ xk)| |x1|−(2+/) · · · |xi|−(2+/)
×|xi+1|−/ · · · |xk |−/ dx1 · · · dxk : (8.15)
If i = 0 or 1 then (8.15) is :nite since /¡d. We will apply the HVolder inequality in
the following form: Let r1; : : : ; rj be positive,
∑j
i=1 1=ri and g1; : : : ; gj be measurable
functions on Rm then
‖g1 · · · gj‖L1(Rm) 6 ‖g1‖Lr1 (Rm) · · · ‖gj‖Lrj (Rm): (8.16)
For i¿ 1, by the representation
|xj|−(2+/) = (|xj|−(2+/)=(i−1))i−1
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and (8.16) applied to (8.15) we obtain∫
|x1|¿1;:::;|xi|¿1;|xi+1|61;:::;|xk |61
|’(x1 + · · ·+ xk)|(dx1) · · · (dxk)
6
( ∫
|x1|¿1;:::;|xi|¿1;|xi+1|61;:::;|xk |61
|’(x1 + · · ·+ xk)| |x2|−
2+/
i−1 i · · · |xi−1|−
2+/
i−1 i
×|xi|−
2+/
i−1 i|xi+1|−/ · · · |xk |−/ dx1 · · · dxk :
)1=i
( ∫
|x1|¿1;:::;|xi|¿1;|xi+1|61;:::;|xk |61
|’(x1 + · · ·+ xk)| |x3|−
2+/
i−1 i · · · |xi|−
2+/
i−1 i
×|x1|−
2+/
i−1 i|xi+1|−/ · · · |xk |−/ dx1 · · · dxk :
)1=i
· · ·
( ∫
|x1|¿1;:::;|xi|¿1;|xi+1|61;:::;|xk |61
|’(x1 + · · ·+ xk)| |x1|−
2+/
i−1 i · · · |xi−1|−
2+/
i−1 i
×|xi+1|−/ · · · |xk |−/ dx1 · · · dxk
)1=i
=C
∫
|x1|¿1;:::;|xi|¿1;|xi+1|61;:::;|xk |61
|’(x1 + · · ·+ xk)| |x2|−
2+/
i−1 i · · · |xi|−
2+/
i−1 i
×|xi+1|−/ · · · |xk |−/ dx1 · · · dxk : (8.17)
For 26 i 6 k, we have [i=(i − 1)](2 + /)¿ [k=(k − 1)](2 + /)¿d, we also have
/¡d. Thus the right hand side of (8.17) is :nite. This proves that  is k-SI measure.
Proof of Proposition 3.7. Since ∗(k+1) is a tempered measure, there exists n such that∫
Rd
1
(1 + |x|2)n 
∗(k+1)(dx)¡∞;
or equivalently∫
R(k+1)d
1
(1 + |x1 + · · ·+ xk+1|2)n (dx1) · · · (dxk+1)¡∞:
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Thus for -almost every z∫
Rkd
1
(1 + |x1 + · · ·+ xk + z|2)n (dx1) · · · (dxk)¡∞: (8.18)
Fix z such that (8.18) holds, then by (8.14)∫
Rkd
1
(1 + |x1 + · · ·+ xk |2)n (dx1) · · · (dxk)
6 C(1 + |z|2)n
∫
Rkd
1
(1 + |x1 + · · ·+ xk + z|2)n (dx1) · · · (dxk)¡∞;
which means that  is a k-SI measure.
Proof of Theorem 3.9. We will use Proposition 2.6 with n= 4. We will discuss more
precisely the case k=3 and give arguments for k ¿ 3 and 2. The latter case is simpler.
Let Yt =
∫ t
0 T
′
t−s dWs. By Theorem 3.4, if k-SILT of the CI process exists then the
measure 
(dx) = (dx)=(1 + |x|2
) is k-SI measure. By Lemma 2.1 and (3.3), for
!(1); : : : ; !(4) as in (2.4) we have
E〈:Ys1; 1 ⊗ · · · ⊗ Ys1; k : ; !(1)〉 · · · 〈:Ys4; 1 ⊗ · · · ⊗ Ys4; k : ; !(4)〉
=
m1∑
i1=1
· · ·
m4∑
i4=1
∑
G∈Gk4
∏
{(l;m);(p;q)}∈G
×
(∫
R
’ˆl;mil (x)’ˆ
p;q
ip (−x)
∫ sl; m∧sp;q
0
e−(sl; m−r)|x|


e−(sp; q−r)|x|


dr dx
)
=
∑
G∈G24
∫
R4kd
!ˆ
(1)
(x1;1; : : : ; x1; k) · · · !ˆ(4)(x4;1; : : : ; x4; k)
×
∏
{(l;m);(p;q)}∈G
[∫ sl; m∧sp;q
0
e−|xl;m|

[(sl; m−rl; m)+(sp; q−rl; m)] drl;m 	−xl;m(dxp;q)(dxl;m)
]
:
(8.19)
Eq. (8.19) extends continuously to any !(1); : : : ; !(4) ∈ S(Rkd) and this extension is
described by the same formula (8.19). Thus
E〈:Ys1; 1 ⊗ · · · ⊗ Ys1; k : ; !ˆ
f
*;’〉 · · · 〈:Ys4; 1 ⊗ · · · ⊗ Ys4; k : ; !ˆ
f
*;’〉
=
∑
G∈G24
∫
R4kd
!ˆ
f
*;’(x1;1; : : : ; x1; k) · · · !ˆ
f
*;’(x4;1; : : : ; x4; k)
×
∏
{(l;m);(p;q)}∈G
[∫ sl; m∧sp;q
0
e−|xl;m|

[(sl; m−rl; m)+(sp; q−rl; m)] drl;m 	−xl;m(dxp;q)(dxl;m)
]
:
(8.20)
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Fig. 1.
For G ∈ Gk4 we denote by IGs1; 1 ;:::; s4; k (!f*;’; : : : ; !f*;’) the element of the sum in (8.20)
corresponding to graph G. By (8.4) and (8.6) we obtain
|IGs1; 1 ;:::;s4; k (!f*;’; : : : ; !f*;’)|
6
∫
R4kd
|’ˆ(x1;1 + · · ·+ x1; k) · · · ’ˆ(x4;1 + · · ·+ x4; k)|
×
∏
{(l;m);(p;q)}∈G
[∫ sl; m∧sp;q
0
e−|xl;m|

[(sl; m−rl; m)+(sp; q−rl; m)] drl;m 	−xl;m(dxp;q)(dxl;m)
]
def= HG’ (s1;1; : : : ; s4; k): (8.21)
Therefore H’ =
∑
G∈Gk4 H
G
’ satis:es (2.9). We will show that (2.10) also holds.
Fix G ∈ Gk4 and denote
JG’ =
∫
[0;1]4k
(1[0; t2]k − 1[0; t1]k )(s1;1; : : : ; s1; k) · · · (1[0; t2]k − 1[0; t1]k )(s4;1; : : : ; s4; k)
×HG’ (s1;1; : : : ; s4; k) ds1;1 · · · ds4; k :
Suppose :rst that k = 3. Graphs G ∈ G34 are of the form as shown in Fig. 1.
Since in JG’ we integrate with respect to si; j, then, by the de:nition of H
G
’ the
enumeration of legs and vertices of G is not important. JG’ depends only on the structure
of the graph.
Suppose that G is of the type (a). Then
JG’ =
(∫
[0;1]6
(1[0; t2]3 − 1[0; t1]3 )(s1;1; s1;2; s1;3)(1[0; t2]3 − 1[0; t1]3 )(s2;1; s2;2; s2;3)
×|’ˆ(x1 + x2 + x3)|2
∫ s1;1∧s2;1
0
e−|x1|

[s1; 1−r1+s2; 1−r1] dr1
×
∫ s1;2∧s2;2
0
e−|x2|

[s1; 2−r2+s2; 2−r2] dr2
×
∫ s1;3∧s2;3
0
e−|x3|

[s1; 3−r3+s2; 3−r3] dr3 ds1;1 · · · ds2;3
)2
:
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We can change the order of integration and integrate :rst with respect to si; j. We have∫
[0; t2]3
1r16s1; 1e
−|x1|
(s1; 1−r1)1r26s1; 2e
−|x2|
(s1; 2−r2)1r36s1; 3e
−|x3|
(s1; 3−r3) ds1;1 ds1;2 ds1;3
−
∫
[0; t2]3
1r16s1; 1e
−|x1|
(s1; 1−r1)1r26s1; 2e
−|x2|
(s1; 2−r2)1r36s1; 3
×e−|x3|
(s1; 3−r3) ds1;1 ds1;2 ds1;3
=
1− e−|x1|
(t2−r1)+
|x1|

1− e−|x2|
(t2−r2)+
|x2|

1− e−|x3|
(t2−r3)+
|x3|

− 1− e
−|x1|
(t1−r1)+
|x1|

1− e−|x2|
(t1−r2)+
|x2|

1− e−|x3|
(t1−r3)+
|x3|

=#(x1; r1)F(x2; t2; r2)F(x3; t2; r3) + F(x1; t1; r1)#(x2; r2)F(x3; t2; r3)
+ F(x1; t1; r1)F(x2; t1; r2)#(x3; r3); (8.22)
where
F(x; t; r) =
1− e−|x|
(t−r)+
|x|
 ; #(x; r) =
e−|x|

(t1−r)+ − e−|x|
(t2−r)+
|x|
 : (8.23)
We have the following estimates for F and #:
F(x; t; r)6
C
1 + |x|
 ; #(x; r)6
C
1 + |x|
 : (8.24)
We will show that∫ 1
0
#(x; r) dr 6 (t2 − t1) C1 + |x|
 : (8.25)
Let a= |x|
. The function t → (1=a)e−at is Lipschitz with a constant 1. Hence if a6 1
then ∫ 1
0
#(x; r) dr 6 (t2 − t1): (8.26)
If a¿ 1 then∫ 1
0
#(x; r) dr =
∫ t1
0
e−a(t1−r)
1− e−a(t2−t1)
a
dr +
∫ t2
t1
1− e−a(t2−r)
a
dr
6
a(t2 − t1)
a
1− e−at1
a
+
(t2 − t1)
a
6 2
(t2 − t1)
a
: (8.27)
Estimate (8.25) follows by (8.26) and (8.27).
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Using (8.24) for F we obtain
JG’ 6C
(∫
R3d
∫
[0;1]3
|’ˆ(x1 + x2 + x3)|2[#(x1; r1)(1 + |x1|
)
+#(x2; r2)(1 + |x2|
) + #(x3; r3)(1 + |x3|
)]2
(dx1)
(dx2)
(dx3)
)2
:
By (8.24) and (8.25) we have
JG’ 6 C(t2 − t1)2
[∫
R3d
|’ˆ(x1 + x2 + x3)|2
(dx1)
(dx2)
(dx3)
]2
:
By the assumption 
 is 3-SI measure and the integral is :nite. Thus
JG’ 6 C’(t2 − t1)2:
Now let G be of the (b) type, then JG’ takes form
JG’ =
∫
[0;1]12
(1[0; t2]3 − 1[0; t1]3 )(s1;1; s1;2; s1;3) · · · (1[0; t2]3 − 1[0; t1]3 )(s4;1; s4;2; s4;3)
×
∫
R6d
|’ˆ(x1 + x2 + x3)’ˆ(−x1 + x4 + x5)’ˆ(−x2 − x3 + x6)’ˆ(−x4 − x5 − x6)|
×
∫ s1;1∧s2;1
0
e−|x1|

[s1; 1−r1+s2; 1−r1] dr1
∫ s1;2∧s4;1
0
e−|x2|

[s1; 2−r2+s4; 1−r2] dr2
×
∫ s1;3∧s4;2
0
e−|x3|

[s1; 3−r3+s4; 2−r3] dr3
∫ s2;2∧s3;1
0
e−|x4|

[s2; 2−r4+s3; 1−r4] dr4
×
∫ s2;3∧s3;2
0
e−|x5|

[s2; 3−r5+s3; 2−r5] dr5
∫ s3;3∧s4;3
0
e−|x6|

[s3; 3−r6+s4; 3−r6w] dr6
×ds1;1 · · · ds4;3(dx1) · · · (dx6):
For x1; x2; x3 ∈ Rd and r1; r2; r3 ∈ [0; 1] we denote by b(x1; r1; x2; r2; x3; r3) the right
hand side of (8.22). As before, integrating with respect to si; j we obtain
JG’ =
∫
R6d
|’ˆ(x1 + x2 + x3)’ˆ(−x1 + x4 + x5)’ˆ(−x2 − x3 + x6)’ˆ(−x4 − x5 − x6)|
×
∫
[0;1]6
b(x1; r1; x2; r2; x3; r3)b(x1; r1; x4; r4; x5; r5)b(x2; r2; x3; r3; x6; r6)
×b(x4; r4; x5; r5; x6; r6) dr1 · · · dr6(dx1) · · · (dx6):
If we multiply the terms with F and # which appear in b, we obtain terms in which
there are at least two di<erent ri and each xj appears exactly two times. By (8.24)
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and (8.25) we have
JG’ 6C(t2 − t1)2
∫
R6d
|’ˆ(x1 + x2 + x3)’ˆ(−x3 + x4 + x5)’ˆ(−x4 − x5 − x6)
×’ˆ(−x1 − x2 + x6)|
(dx1) · · · 
(dx6)
6C’(t2 − t1)2
∫
R6d
|’ˆ(x1 + x2 + x3)’ˆ(−x4 − x5 − x6)|
(dx1) · · · 
(dx6)
6C’(t2 − t1)2:
By a similar argument, if G is of the form (c) we have
JG’ 6 C(t2 − t1)2KG’ ;
where
KG’ =
∫
R6d
|’ˆ(x1 + x2 + x3)’ˆ(−x1 + x5 + x6)’ˆ(−x3 − x6 + x4)’ˆ(−x2 − x5 − x4)|
×
(dx1) · · · 
(dx6)
=
∫
R4d
(∫
Rd
|’ˆ(x1 + x2 + x3)’ˆ(−x2 − x5 − x4)|
(dx2)
)
×
(∫
Rd
|’ˆ(−x1 + x5 + x6)’ˆ(−x3 − x6 + x4)|
(dx6)
)
×
(dx1)
(dx3)
(dx4)
(dx5): (8.28)
Applying the Schwarz inequality twice we have
KG’ 6
(∫
R4d
(∫
Rd
|’ˆ(x1 + x2 + x3)’ˆ(−x2 − x5 − x4)|
(dx2)
)2
×
(dx1)
(dx3)
(dx4)
(dx5)
)1=2
×
(∫
R4d
(∫
Rd
|’ˆ(−x1 + x5 + x6)’ˆ(−x3 − x6 + x4)|
(dx6)
)2
×
(dx1)
(dx3)
(dx4)
(dx5)
)1=2
6
[∫
R6d
|’ˆ(x1 + x2 + x3)|2
(dx1)
(dx2)
(dx3)
]2
¡∞:
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Thus for each G ∈ G34 we have
JG’ 6 C’(t2 − t1)2
and consequently, (2.10) is satis:ed. By Proposition 2.6 we obtain the continuity of
3-SILT.
It is now obvious that also for larger k, by estimates (8.24) and(8.25) we have that
JG’ 6 C(t2 − t1)2KG’ ;
where
KG’ =
∫
R4kd
|’ˆ(x1;1 + · · ·+ x1; k) · · · ’ˆ(x4;1 + · · ·+ x4; k)|
×
∏
{(l;m);(p;q)}∈G
	−xl;m(dxp;q)
(dxl;m):
In view of Proposition 2.6 it suMces to prove that KG’ is :nite. If k ¿ 3 we have more
than 3 graphs of di<erent structure, which however can be divided into three groups.
If G is a sum of two disjoint graphs (which corresponds to case (a) for k =3) then
KG’ =
[∫
Rkd
|’ˆ(x1 + · · ·+ xk)|2
(dx1) · · · 
(dxk)
]2
¡∞:
If in G there are two vertices which are not connected directly (as in case (b) for
k = 3) we have an estimate
KG’ 6 sup
x∈Rd
|’ˆ(x)|2
[∫
Rkd
|’ˆ(x1 + · · ·+ xk)|
(dx1) · · · 
(dxk)
]2
¡∞:
If all the vertices are connected then grouping x’s corresponding to the lines con-
necting the same two vertices (we have 6 such groups) and proceeding analogously to
case (c) for k = 3 we obtain that also in this case KG’ is :nite.
The case k = 2 is simpler since there only two types of graphs: sum of two cycles
of length 2 or a cycle of length 4. As in the case k = 3 we obtain that
JG’ 6 C(t2 − t1)2KG’ ; (8.29)
where
KG’ =
(∫
R2d
|’ˆ(x1 + x2)|2
(dx1)
(dx2)
)2
if G is a sum of two cycles of length 2, and
KG’ =
∫
R4d
|’ˆ(x1 − x2)’ˆ(x2 − x3)’ˆ(x3 − x4)’ˆ(x4 − x1)|
×
(dx1)
(dx2)
(dx3)
(dx4)
6C
(∫
R2d
|’ˆ(x1 + x2)|
(dx1)
(dx2)
)2
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if G is a cycle of length 4. Thus in both cases KG’ is :nite and by (8.29) the (2.10)
is satis:ed. By Proposition 2.6 we obtain continuity of 2-SILT.
9. Proofs for space-inhomogeneous case
Proof of Theorem 4.1. We consider :rst the 3ow process Xt = T ′t X0. We will check
the assumptions of Theorem 2.5. For ! and $ as in (2.6), by Corollary 2.2 we have
JXr1 ;:::; rk ; s1 :::; sk (!;$)
=E〈:Xr1 ⊗ · · · ⊗ Xrk : ; !〉〈:Xs1 ⊗ · · · ⊗ Xsk : ; $〉
=
∑
i; j
1
(2%)2kd
∑
%∈&(k)
∫
R2d
e−r1|x1|


e−s%1 |x
′
1|
 ’ˆ(1)i (x1) ˆ
(%1)
j (x
′
1)
×h(x1; x′1)4ˆ(x1 + x′1) dx1 dx′1 · · ·
∫
R2d
e−r1|xk |


e−s%1 |x
′
k |

×’ˆ(k)i (xk) ˆ
(%k )
j (x
′
k)h(xk ; x
′
k)4ˆ(xk + x
′
k) dxk dx
′
k :
Thus,
JXr1 ;:::; rk ; s1 :::; sk (!;$)
=
∑
%∈&(k)
∫
R2kd
e−r1|xk |


e−s%1 |x
′
k |
 · · · e−r1|xk |
e−s%1 |x′k |
 !ˆ(x1; : : : ; xk)S%$ˆ(x′1; : : : ; x′k)
×h(x1; x′1)4ˆ(x1 + x′1) · · · h(xk ; x′k)4ˆ(xk + x′k) dx1 dx′1 · · · dxk dx′k ;
where S% is de:ned by (8.3). The continuous extension of JX is described by the same
formula. By (8.4) we have
|JXr1 ;:::; rk ; s1 :::; sk (!f*;’; !g	;’)|
6
∑
%∈&(k)
∫
R2kd
e−r1|xk |


e−s%1 |x
′
k |
 · · · e−r1|xk |
e−s%1 |x′k |

×|’ˆ(x1 + · · ·+ xk)’ˆ(x′1 + · · ·+ x′k)| |h(x1; x′1)4ˆ(x1 + x′1)| · · ·
×|h(xk ; x′k)4ˆ(xk + x′k)| dx1 dx′1 · · · dxk dx′k
=:GX’ (r1; : : : ; rk ; s1 : : : ; sk):
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From (8.11) we obtain
∫
[0;1]2k
GX’ (r1; : : : ; rk ; s1 : : : ; sk) dr1 · · · drk ds1 · · · dsk
6 C
∫
R2kd
|’ˆ(x1 + · · ·+ xk)’ˆ(x′1 + · · ·+ x′k)|
× |h(x1; x
′
1)4ˆ(x1 + x
′
1)|
(1 + |x1|
)(1 + |x′1|
)
· · · |h(xk ; x
′
k)4ˆ(xk + x
′
k)|
(1 + |xk |
)(1 + |x′k |
)
dx1 dx′1 · · · dxk dx′k :
By (8.16), applied as in the proof of Proposition 3.6 we obtain
∫
[0;1]2k
GX’ (r1; : : : ; rk ; s1 : : : ; sk) dr1 · · · drk ds1 · · · dsk
6 C
∫
R2kd
|’ˆ(x1 + · · ·+ xk)’ˆ(x′1 + · · ·+ x′k)|
× |h(x1; x
′
1)4ˆ(x1 + x
′
1)|k=(k−1)
(1 + |x1|
)k=(k−1)(1 + |x′1|
)k=(k−1)
· · ·
× |h(xk−1; x
′
k−1)4ˆ(xk−1 + x
′
k−1)|k=(k−1)
(1 + |xk−1|
)k=(k−1)(1 + |x′k−1|
)k=(k−1)
dx1; dx′1 · · · dxk dx′k ¡∞:
Moreover, by (8.6), JXr1 ;:::; rk ; s1···sk (!
f
*;’; !
g
	; ) converges. Thus by Theorem 2.5 we obtain
existence of k-SILT.
The proof for the convolution integral process Yt =
∫ t
0 T
′
t−s dWs is similar. In this
case we have
J Yr1 ;:::; rk ; s1 :::; sk (!;$)
=
∑
%∈&(k)
∫
R2kd
∫ r1∧s%1
0
· · ·
∫ rk∧s%k
0
e−(r1−1)|x1|


e−(s%1−1)|x
′
1|
 · · · e−(rk−k )|xk |

×e−(s%k−k )|x′k |
 !ˆ(x1; : : : ; xk)S%$ˆ(x′1; : : : ; x′k)h(x1; x′1)4ˆ1 (x1 + x′1) · · ·
×h(xk ; x′k)4ˆk (xk + x′k) d1 · · · dk dx1 dx′1 · · · dxk dx′k :
Moreover,
∫ 1
0
16re−(r−)|x|


ds=
1− e−(1−)|x|

|x|
 6
C
1 + |x|
 :
The proof proceeds as in the case of the 3ow process.
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Proof of Proposition 4.2. It is easy to check that
‖z
|+ |z′|
 − |z + z′|
|6 2|z|
=2|z′|
=2:
Therefore the case h(z; z′) = |z
|+ |z′|
 − |z + z′|
 reduces to the case h ≡ 1 with 
=2
instead of 
. Thus we can assume h ≡ 1.
The statement can be proved directly as in the proof of Proposition 3:3 of BG
(2001a), but since the form of m in Proposition 3:3 of BG (2001a) was not important,
we can apply this result to m˜= mk=(k−1) and 
˜= [k=2(k − 1)]
. We have
m˜1|z|6K ∈ L1(Rd) ⇔ m1|z|6K ∈ Lk=(k−1)(Rd)
and
m˜1|z|¿	 ∈ Lp(Rd); p¿ 1 ⇔ m1|z|¿	 ∈ L[k=(k−1)]p(Rd); kk − 1p¿
k
k − 1 :
Hence
p˜0 = inf{p¿ 1 : ∃	¿01|z|¿	m˜ ∈ Lp(Rd)}=
k − 1
k
p0:
By Proposition 3:3 of BG (2001a) it follows that if [4p˜0=(2p˜0 − 1)]
˜¿d, then (4.8)
holds. Recalling the de:nitions of p˜0 and 
˜ we obtain the desired statement.
Proof of Theorem 4.4. Let Y denote the convolution integral process. By (4.5) and
Lemma 2.1 we have
E〈:Ys1; 1 ⊗ Ys1; 2 : ; !f*;’〉 · · · 〈:Ysn; 1 ⊗ Ysn; 2 : ; !f*;’〉
=
1
(2%)2nd
∑
G∈G2n
∫
R2nd
!ˆ
f
*;’(x1;1; x1;2) · · · !ˆ
f
*;’(xn;1; xn;2)
×
∏
{(l;m);(p; q)}∈G
[∫ sl; m∧sp;q
0
e−|xl;m|

(sl; m−rl; m)e−|xp; q|

(sp; q−rl; m)
×h(xl;m; xp;q)4ˆrl; m(xl;m + xp;q) drl;m
]
dx1;1 · · · dxn;2: (9.1)
Suppose :rst that p¿ 2. We will use Proposition 2.6 with n= 4. We will show that
JG’ =
∫
[0;1]8
(1[0; t2]2 − 1[0; t1]2 )(s1;1; s1;2) · · · (1[0; t2]2 − 1[0; t1]2 )(s1;1; s1;2)
×HG’ (s1;1; : : : ; s4;2) ds1;1 · · · ds4;2 ¡C’(t2 − t1)2(p−1)=p; (9.2)
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where
HG’ =
1
(2%)8d
∫
R8d
|’ˆ(x1;1 + x1;2) · · · ’ˆ(x4;1 + x4;2)|
×
∏
{(l;m);(p;q)}∈G
[∫ sl; m∧sp;q
0
e−|xl;m|

(sl; m−rl; m)e−|xp; q|

(sp; q−rl; m)
×|h(xl;m; xp;q)| |4ˆrl; m(xl;m + xp;q)| drl;m
]
dx1;1 · · · dx4;2:
Assume that G is a sum of two cycles of length 2. Then JG’ is a product of two equal
integrals. As in the proof of Theorem 3.9 we obtain
JG’ =
(∫
R4d
∫
[0;1]2
[F(x; t2; r)#(y; s) + #(x; r)F(y; t1; s)]
×[F(x′; t2; r)#(y′; s) + #(x′; r)F(y′; t1; s)]|’ˆ(x + y)’ˆ(x′ + y′)|
×|4ˆr(x + x′)h(x; x′)4ˆs(y + y′)h(y; y′)| dr ds dx dx′ dy dy′
)2
; (9.3)
where F and # are de:ned by (8.23). We estimate terms resulting from multiplication
of the terms with F and #. For example, for one of them, by (8.24) we have
JG’;1 =
∫
R4d
∫
[0;1]2
F(x; t2; r)#(y; s)F(x′; t2; r)#(y′; s)|’ˆ(x + y)’ˆ(x′ + y′)|
×|4ˆr(x + x′)h(x; x′)4ˆs(y + y′)h(y; y′)| ds dr dx dx′ dy dy′
6C
∫
R4d
|’ˆ(x + y)’ˆ(x′ + y′)| 1
1 + |x|

1
1 + |x′|

1
1 + |y′|

×
∫
[0;1]
#(y; s)|4ˆs(y + y′)h(y; y′)| ds
∫
[0;1]
|4ˆr(x + x′)h(x; x′)| dr dx dx′ dy dy′:
By the HVolder inequality
JG’;16C
∫
R4d
|’ˆ(x + y)’ˆ(x′ + y′)| 1
1 + |x|

1
1 + |x′|

1
1 + |y′|
 |h(x; x
′)h(y; y′)|
×
(∫
[0;1]
(#(y; s))p=(p−1) ds
)(p−1)=p(∫
[0;1]
|4ˆs(y + y′)|p ds
)1=p
×
∫
[0;1]
|4ˆr(x + x′)| dr dx dx′ dy dy′: (9.4)
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Using (8.25) and (8.24) for # we obtain
JG’;16C1(t2 − t1)(p−1)=p
∫
R4d
|’ˆ(x + y)’ˆ(x′ + y′)|
× 1
1 + |x|

1
1 + |x′|

1
1 + |y|

1
1 + |y′|
 |h(x; x
′)h(y; y′)|
×
(∫
[0;1]
|4ˆs(y + y′)|p ds
)1=p(∫
[0;1]
|4ˆr(x + x′)|p dr
)1=p
dx dx′ dy dy′:
And :nally, by the Schwarz inequality and our assumption we arrive at
JG’;16C2(t2 − t1)(p−1)=p
(∫
R4d
|’ˆ(x + y)’ˆ(x′ + y′)|
×
|h(x; x′)|2
(∫
[0;1] |4ˆr(x + x′)|p dr
)2=p
(1 + |x|2
)(1 + |x′|2
) dx dx
′ dy dy′
)1=2
×
(∫
R4d
|’ˆ(x + y)’ˆ(x′ + y′)|
|h(y; y′)|2
(∫
[0;1] |4ˆs(y + y′)|p ds
)2=p
(1 + |y|2
)(1 + |y′|2
)
dx dx′ dy dy′
)1=2
6C’(t2 − t1)(p−1)=p:
The other terms in (9.3) obtained by multiplication of the terms with # and F can be
estimated in the same way. Consequently, if G is a sum of two cycles of length 2
(9.2) is satis:ed.
If G is a cycle of length 4 then after integrating with respect to si; j in JG’ we obtain
JG’ =
∫
R8d
∫
[0;1]4
[F(x; t2; r1)#(y; r2) + #(x; r1)F(y; t1; r2)]
×[F(y′; t2; r2)#(z; r3) + #(y′; r2)F(z; t1; r3)]
×[F(z′; t2; r3)#(w; r4) + #(z; r3)F(w; t1; r4)]
×[F(x′; t2; r1)#(w′; r4) + #(x′; r1)F(w′; t1; r4)]
×|’ˆ(x + y)’ˆ(y′ + z)’ˆ(z′ + w)’ˆ(x′ + w′)|
×|4ˆr1 (x + x′)h(x; x′)4ˆr2 (y + y′)h(y; y′)4ˆr3 (z + z′)h(z; z′)4ˆr4 (w + w′)h(w; w′)|
×dr1 dr2 dr3 dr4 dx dx′ dy dy′ dz dz′ dw dw′: (9.5)
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After multiplying the terms in parentheses we obtain terms where # appears with at
least two di<erent ri The remaining # and F we estimate by (8.24) and then we use
(8.25). Take, for example, one of the terms in (9.5)
JG’;1 =
∫
R8d
∫
[0;1]4
F(x; t2; r1)#(y; r2)#(y′; r2)F(z; t3; r3)F(z′; t2; r3)#(w; r4)
×F(x′; t2; r1)#(w′; r4)|’ˆ(x + y)’ˆ(y′ + z)’ˆ(z′ + w)’ˆ(x′ + w′)|
×|4ˆr1 (x+x′)h(x; x′)4ˆr2 (y+y′)h(y; y′)4ˆr3 (z+ z′)h(z; z′)4ˆr4 (w+w′)h(w; w′)|
×dr1 dr2 dr3 dr4 dx dx′ dy dy′ dz dz′ dw dw′:
By (8.24) we have
JG’;16C
∫
R8d
|’ˆ(x + y)’ˆ(y′ + z)’ˆ(z′ + w)’ˆ(x′ + w′)|
×
∫ 1
0 |4ˆr1 (x + x′)| dr1|h(x; x′)|
(1 + |x|
)(1 + |x′|
)
∫ 1
0 |4ˆr3 (z + z′)| dr3|h(z; z′)|
(1 + |z|
)(1 + |z′|
)
|h(y; y′)|
1 + |y′|

×
∫ 1
0
|#(y; r2)4ˆr2 (y + y′)| dr2
|h(w; w′)|
1 + |w′|

×
∫ 1
0
|#(w; r4)4ˆr4 (w + w′)| dr4 dx dx′ dy dy′ dz dz′ dw dw′: (9.6)
Let
Fp(x; x′)
def=
(
∫ 1
0 |4ˆr(x + x′)|p dr)1=p|h(x; x′)|
(1 + |x|
)(1 + |x′|
) : (9.7)
As in (9.4), we estimate integrals with # in (9.6) by the HVolder inequality
JG’;16C
∫
R8d
|’ˆ(x + y)’ˆ(y′ + z)’ˆ(z′ + w)’ˆ(x′ + w′)|Fp(x; x′)Fp(z; z′)
×
(∫ 1
0
|4ˆr2 (y + y′)|p dr2
)1=p(∫ 1
0
|#(y; r2)|p=(p−1) dr2
)(p−1)=p |h(y; y′)|
1 + |y′|

×
(∫ 1
0
|4ˆr4 (w + w′)|p dr2
)1=p(∫ 1
0
|#(w; r4)|p=(p−1) dr2
)(p−1)=p
×|h(w; w
′)|
1 + |w′|
 dx dx
′ dy dy′ dz dz′ dw dw′:
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Using (8.24) and (8.25) we obtain
JG’;16C1(t2 − t1)2(p−1)=p
∫
R8d
|’ˆ(x + y)’ˆ(y′ + z)’ˆ(z′ + w)’ˆ(x′ + w′)|
Fp(x; x′)Fp(y; y′)Fp(z; z′)Fp(w; w′) dx dx′ dy dy′ dz dz′ dw dw′:
Applying the Schwarz inequality we obtain
JG’16C(t2 − t1)2(p−1)=p
×
(∫
R8d
|’ˆ(x + y)’ˆ(y′ + z)’ˆ(z′ + w)’ˆ(x′ + w′)|F2p(x; x′)F2p(z; z′)
)1=2
×
(∫
R8d
|’ˆ(x + y)’ˆ(y′ + z)’ˆ(z′ + w)’ˆ(x′ + w′)|F2p(y; y′)F2p(w; w′)
)1=2
6C(t2 − t1)2(p−1)=p
(∫
Rd
|’(x)| dx
)4(∫
R2d
F2p(x; x
′) dx dx′
)2
6C’(t2 − t1)2(p−1)=p:
The other terms in (9.5) can be estimated in the same way.
Consequently, for any G ∈ G24 we have (9.2). By (9.1) and (8.4) it is clear that
H’=
∑
G∈Gk4 H
G
’ satis:es (2.9). Moreover for p¿ 2; 2(p−1)=p¿ 1 and by (9.2) H’
satis:es also (2.10). By Proposition 2.6 the 2-SILT is continuous.
For smaller p; 1¡p6 2 one has to apply Proposition 2.6 for greater n. Considering
n= 2m; m= 2; 3; : : : in (9.1) we have a sum over all graphs in G22m. Such graphs are
sums of cycles. If G˜ is a cycle of length k, then in the term corresponding to (9.5), after
multiplying the expressions in the parentheses, # appears with at least k=2 di<erent
ri. Using (8.24) and (8.25) we obtain
J G˜’ 6 C(t2 − t1)k=2(p−1)=pKG˜’ ; (9.8)
where
KG˜’
def=
∫
R2kd
|’ˆ(x1 + x′2)’ˆ(x2 + x′3) · · · ’ˆ(xk + x′1)|Fp(x1; x′1) · · ·Fp(xk ; x′k): (9.9)
It is enough to show that KG˜’ is :nite. If k is even then
KG˜’ 6
(∫
R2kd
|’ˆ(x1 + x′2)’ˆ(x2 + x′3) · · · ’ˆ(xk + x′1)|
×F2p (x1; x′1)F2p (x3; x′3) · · ·F2p (xk−1; x′k−1)
)1=2
×
(∫
R2kd
|’ˆ(x1 + x′2)’ˆ(x2 + x′3) · · · ’ˆ(xk + x′1)|
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×F2p (x2; x′2)F2p (x4; x′4) · · ·F2p (xk ; x′k)
)1=2
6
(∫
Rd
|’ˆ(x)| dx
)k (∫
R2d
F2p (x; x
′) dy dy′
)k=2
¡∞:
Now suppose that k is odd. Let  = |’ˆ|. For k = 3 we have in (9.9)
∫
R6d
 (x1 + x′2) (x2 + x
′
3) (x3 + x
′
1)
Fp(x1; x′1)Fp(x2; x
′
2)Fp(x3; x
′
3) dx1 dx
′
1 dx2 dx
′
2 dx3 dx
′
3
=
∫
R2d
[∫
Rd
(∫
Rd
 (x3 + x′1)Fp(x1; x
′
1) dx
′
1
)
×
(∫
Rd
 (x1 + x′2)Fp(x2; x
′
2) dx
′
2
)
dx1
]
×
(∫
Rd
 (x2 + x′3)Fp(x3; x
′
3) dx
′
3
)
dx2 dx3
6
(∫
R2d
[∫
Rd
(∫
Rd
 (x3 + x′1)Fp(x1; x
′
1) dx
′
1
)
×
(∫
Rd
 (x1 + x′2)Fp(x2; x
′
2) dx
′
2
)
dx1
]2
dx2 dx3
)1=2
×
(∫
R2d
(∫
Rd
 (x2 + x′3)Fp(x3; x
′
3) dx
′
3
)2
dx2 dx3
)1=2
: (9.10)
We will estimate the square of the last term in (9.10)
∫
R2d
(∫
Rd
 (x2 + x′3)Fp(x3; x
′
3) dx
′
3
)2
dx2 dx3
6
∫
R2d
∫
Rd
 (x2 + w) dw
∫
Rd
 (x2 + x′3)F
2
p (x3; x
′
3) dx
′
3 dx2 dx3 (9.11)
6
(∫
Rd
 (w) dw
)2 ∫
R2d
F2p(x3; x
′
3) dx3 dx
′
3
6 C’; (9.12)
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by the assumption. The square of the :rst term in (9.10) is estimated by
∫
R2d
∫
Rd
(∫
Rd
 (x3 + x′1)Fp(x1; x
′
1) dx
′
1
)2
dx1
×
∫
Rd
(∫
Rd
 (w + x′2)Fp(x2; x
′
2) dx
′
2
)2
dw dx2 dx3:
As in (9.11) we have
6 C’
∫
R6d
 (x3 + x′1)F
2
p(x1; x
′
1) (w + x
′
2)F
2
p(x2; x
′
2) dx1 dx
′
1 dx2 dx
′
2 dx3 dw¡∞:
For larger k the proof that KG˜’ ¡∞ is similar:
KG˜’ =
∫
R2d
[∫
R(k−2)d
(∫
Rd
 (xk + x′1)Fp(x1; x
′
1) dx
′
1
)
· · ·
×
(∫
Rd
 (xk−2 + x′k−1)Fp(xk−1; x
′
k−1) dx
′
k−1
)
dx1 dx2 · · · dxk−2
]
×
(∫
Rd
 (xk−1 + x′k)Fp(xk ; x
′
k) dx
′
k
)
dxk−1 dxk :
We apply the Schwarz inequality and as for k =3 we obtain that KG˜’ de:ned by (9.9)
is :nite. Every graph G ∈ G22m is either a cycle of length 2m or it is a sum of shorter
cycles. In the second case JG’ is a product of terms corresponding to these shorter
cycles. Therefore, by (9.8) we have JG’ 6 C(’)(t2 − t1)m(p−1)=p.
If m(p − 1)=p¿ 1, i.e. p¿m=(m − 1) then by Proposition 2.6 with n = 2m we
obtain continuity of 2-SILT.
Proof of Corollary 4.5. By Theorem 4.4, using 4ˆt(y)=e
−t|y|
 4ˆ(y), we obtain that the
condition
∃p¿1
∫
R2d
|h(z; z′)|2
(∫ 1
0 e
−|z+z′|
p d
)2=p
|4ˆ(z + z′)|2
(1 + |z|2
|)(1 + |z′|2
) dz dz
′¡∞
is suMcient for the continuity of 2-SILT. Equivalently,∫
R2d
|h(z; z′)|2|4ˆ(z + z′)|2
(1 + |z|2
)(1 + |z′|2
)(1 + |z + z′|2
=p) dz dz
′¡∞: (9.13)
Applying (8.14) we have that (9.13) holds if∫
R2d
|h(z; z′)|2|4ˆ(z + z′)|2
(1 + |z|3)(1 + |z′|3)(1 + |z + z′|2
+(1=p)2
−3) dz dz
′¡∞:
The latter condition is satis:ed if (4.10) holds and p is suMciently close to 1.
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Proof of Theorem 4.6. We will use Proposition 2.6 with n = 4. Let Y denote the CI
process. By (4.5) and Lemma 2.1 for !(1); : : : ; !(4) of the form (2.4) we have
E〈:Ys1; 1 ⊗ · · · ⊗ Ys1; k : ; !(1)〉 · · · 〈:Ys4; 1 ⊗ · · · ⊗ Ys4; k : ; !(4)〉
=
1
(2%)4kd
m1∑
i1=1
· · ·
m4∑
i4=1
∑
G∈Gk4
∏
{(l;m);(p;q)}∈G
∫ sl; m∧sp;q
0
∫
R2d
e−(sl; m−)|z|


e−(sp; q−)|z
′|

×’ˆl;mil (z)’ˆp;qip (z′)h(z; z′)4ˆ(z + z′) dz dz′ d
=
1
(2%)4kd
∑
G∈Gk4
∫
Rknd
!ˆ
(1)
(x1;1; : : : ; x1; k) · · · !ˆ(4)(x4;1; : : : ; x4; k)
∏
{(l;m);(p;q)}∈G
×
[∫ sl; m∧sp;q
0
e−|xl;m|

(sl; m−rl; m)e−|xp; q|

(sp; q−rl; m)
×h(xl;m; xp;q)4ˆrl; m(xl;m + xp;q) drl;m
]
dx1;1 · · · dx4; k : (9.14)
Formula (9.14) extends continuously to any !(1); : : : ; !(n) ∈ S(Rkd). Applying it
to !(1) = · · ·= !(4) = !f*;’ and using (8.4) we obtain that (2.9) is satis:ed with H’=
(1=(2%)4kd)
∑
G∈Gkn H
G
’ , where
HG’ (s1;1; : : : ; s4; k) =
∫
R4kd
|’ˆ(x1;1 + · · ·+ x1:k) · · · ’ˆ(x4;1 + · · ·+ x4; k)|
×
∏
{(l;m);(p;q)}∈G
[∫ sl; m∧sp;q
0
e−|xl;m|

(sl; m−rl; m)e−|xp; q|

(sp; q−rl; m)
×|h(xl;m; xp;q)4ˆrl; m(xl;m + xp;q)| drl;m
]
dx1;1 · · · dx4; k :
Let
JG’ =
∫
[0;1]4k
(1[0; t2]k − 1[0; t1]k )(s1;1; : : : ; s1; k) · · · (1[0; t2]k − 1[0; t1]k )(s1;1; : : : ; s1; k)
×HG’ (s1;1; : : : ; s4:k) ds1;1 · · · ds4; k :
The next part of the proof is similar to the proofs of Theorems 4.4 and 3.9. We
integrate :rst with respect to si; j as in (8.22). We obtain terms with # and F and using
estimate (8.24) and the HVolder inequality applied as in (9.4), and :nally estimates
(8.24) and (8.25) we have:
JG’ 6 (t2 − t1)2(p−1)=pKG’ ; (9.15)
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where
KG’
∫
R4kd
|’ˆ(x1;1 + · · ·+ x1; k) · · · ’ˆ(x4;1 + · · ·+ x4; k)|
×
∏
{(l;m);(p;q)}∈G
Fp(xl;m; xp;q) dx1;1 · · · dx4;1;
where Fp is de:ned by (9.7). Thus, by Proposition 2.6, it is enough to show that KG’
is :nite. By the assumption Fp ∈ Lk=(k−1)(R2d). Thus, if G is a sum of two graphs
of Gk2 then, as shown in the proof of Theorem 4.1, K
G
’ is :nite. In the general case,
if two vertices of the graph are directly connected, then the remaining two vertices
must be connected by the same number of links. Thus the links of the graphs can be
paired in such a way that two links in a pair do not have any common vertex, e.g.
{(1; q1); (2; q2)} and {(3; q3); (4; q4)}. We apply to KG’ the HVolder inequality in the
form (8.16) taking k functions gi. Each gi corresponds to a pair of links connecting
di<erent vertices. For a pair {(p1; q1); (p2; q2)}; {(p3; q3); (p4; q4)} (with distinct pj)
the corresponding gi is de:ned as
gi(x1;1; : : : ; x4; k) = |’ˆ(x1;1 + · · ·+ x1; k) · · · ’ˆ(x4;1 + · · ·+ x4; k)|1=k
×
∏
{(l;m);(p;q)}∈G
{(l;m);(p;q)}={(p1 ;q1);(p2 ;q2)}
{(l;m);(p;q)}={(p3 ;q3);(p4 ;q4)}
Fp(xl;m; xp;q)1=(k−1):
By this de:nition we have
∫
R4kd
gki (x1;1; : : : ; x4; k) dx1;1 · · · dx4; k
=
(∫
Rd
|’ˆ(x)| dx
)4(∫
R2d
Fp(x; y)k=(k−1) dx dy
)2(k−1)
;
which is :nite by the assumption. Thus by (8.16) we obtain that KG’ is :nite. By
Proposition 2.6 we obtain continuity of k-SILT.
It is obvious that we could decrease power p and by studying higher moments obtain
an analogue of (9.15) but in this case the term KG’ is much more complicated.
10. Proofs for tempered kernels
Proof of Theorem 5.1. We will prove the theorem for k =3. For larger k the proof is
analogous, but the formulas are longer.
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For !;$ of the form (2.6), with k = 3 we have
JWr1 ;r2 ;r3 ;s1 ;s2 ;s3 (!;$)
=
m1∑
i=1
m2∑
j=1
∑
%∈&(3)
(r1 ∧ s%1 )(r2 ∧ s%2 )(r3 ∧ s%3 )
×
∫
R6d
’(1)i (x) 
(%1)
j (x
′)A(x; x′)’(2)i (y) 
(%2)
j (y
′)A(y; y′)’(3)i (z) 
(%3)
j (z
′)A(z; z′)
×dx dx′ dy dy′ dz dz′
=
∑
%∈&(3)
(r1 ∧ s%1 )(r2 ∧ s%2 )(r3 ∧ s%3 )
×
∫
R6d
!(x; y; z)S%$(x′; y′; z′)A(x; x′)A(y; y′)A(z; z′) dx dx′ dy dy′ dz dz′;
(10.1)
where S% is de:ned by (8.3). The continuous extension of Jr1 ;r2 ;r3 ;s1 ;s2 ;s3 to a bilinear
continuous functional on S(R3d)×S(R3d) is described by the same formula (10.1).
For f; g ∈F, *; 	¿ 0 we have
∫
R6d
!f*;’(x; y; z)!
g
	;’(x
′; y′; z′)A(x; x′)A(y; y′)A(z; z′)
=
∫
R6d
’(x)’(x′)f*(z − x)f*(y − x)g	(y′ − x′)g	(z′ − x′)
×A(x; x′)A(y; y′)A(z; z′)
=
∫
R6d
(1 + |y|2)n(1 + |y′|2)n(1 + |z|2)n(1 + |z′|2)n
(1 + |x|2)2n(1 + |x′|2)2n ’(x)(1 + |x|
2)3n’(x′)
(1 + |x′|2)3nAn(x; x′)f*(y − x)g	(y′ − x′)An(y; y′)
×f*(z − x)g	(z′ − x′)An(z; z′) (10.2)
=
∫
R6d
(1 + |y|2)n(1 + |y′|2)n(1 + |z|2)n(1 + |z′|2)n
(1 + |x|2)2n(1 + |x′|2)2n ’3n(x)’3n(x
′)An(x; x′)
×F*;	(x; x′; y; y′)F*;	(x; x′; z; z′) dx dx′ dy dy′ dz dz′; (10.3)
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where
An(x; x′) =
A(x; x′)
(1 + |x|2)n(1 + |x′|2)n ;
F*;	(x; x′; y; y′) = f*(y − x)g	(y′ − x′)An(y; y′);
’3n(x) = ’(x)(1 + |x|2)3n:
By assumption (5.3), An(x; x′) ∈ L3(R2d), hence∫
R2d
F*;	(x; x′; y; y′) dy dy′
L3→
*;	→0
An(x; x′): (10.4)
We will show that there exists a positive constant C such that if |x − y| 6 *, * 6 1
then
1− C*6
(
1 + |y|2
1 + |x|2
)n
6 1 + C*: (10.5)
We have
1 + |y|2
1 + |x|2 6
1 + (|x|+ *)2
1 + |x|2 = 1 + *
2|x|+ *
1 + |x|2 6 1 + C1*;
hence the right inequality in (10.5) holds. Similarly(
1 + |x|2
1 + |y|2
)n
6 1 + C*;
thus (
1 + |y|2
1 + |x|2
)k
¿
1
1 + C*
= 1− C* 1
1 + C*
¿ 1− C*:
By (10.3), (10.5) and the property that the support of f* is contained in the ball
{|x|6 *} we have∣∣∣∣
∫
R6d
!f*;’(x; y; z)!
g
	;’(x
′; y′; z′)A(x; x′)A(y; y′)A(z; z′) dx dx′ dy dy′ dz dz′
−
∫
R2d
’3n(x)’3n(x′)(An(x; x′))3 dx dx′
∣∣∣∣
6 C(* ∨ 	)
∫
R6d
|’3n(x)| |’3n(x′)| |An(x; x′)| |F*;	(x; x′; y; y′)F*;	(x; x′; z; z′)|
+
∫
R2d
|’3n(x)| |’3n(x′)| |An(x; x′)|
×
∣∣∣∣
∫
R4d
F*;	(x; x′; y; y′)F*;	(x; x′; z; z′)− (An(x; x′))2
∣∣∣∣
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6 C(* ∨ 	)
∫
R2d
|An(x; x′)|
(∫
R2d
|F*;	(x; x′; y; y′)| dy dy′
×
∫
R2d
|F*;	(x; x′; z; z′)| dz dz′
)
dx dx′ + C
∫
R2d
|An(x; x′)|
×
∣∣∣∣
∫
R2d
F*;	(x; x′; y; y′) dy dy′
∫
R2d
F*;	(x; x′; z; z′) dz dz′− (An(x; x′))2
∣∣∣∣dx dx′:
(10.6)
It follows from (10.4) that the (10.6) converges to 0 as *; 	 → 0. We also have∫
R6d
!f*;’(x; y; z)!
g
	;’(y
′; x′; z′)A(x; x′)A(y; y′)A(z; z′)
=
∫
R6d
’(x)’(y′)f*(z − x)f*(y − x)g	(x′ − y′)g	(z′ − y′)
×A(x; x′)A(y; y′)A(z; z′)
=
∫
R6d
(1 + |x′|2)n(1 + |y|2)n(1 + |z|2)n(1 + |z′|2)n
(1 + |x|2)2n(1 + |y′|2)2n
×’3n(x)’3n(y′)F*;	(x; y′; z; z′)Gf* (y; y′; x)Gg	(x; x′; y′); (10.7)
where Gf* (y; y′; x)
def=f*(y − x)An(y; y′); Gg	(x; x′; y)
def=g	(x′ − y′)An(x; x′)∫
Rd
Gf* (y; y
′; x) dy
L3(R2d)→
*→0
An(x; y′); (10.8)
since, by assumption An ∈ L3(R2d), it follows that for almost all y′∫
Rd
∣∣∣∣
∫
Rd
f*(y − x)An(y; y′) dy − An(x; y′)
∣∣∣∣
3
dx→
*→0
0:
Moreover for almost all y′, by the Young’s inequality, the latter formula can be
estimated by
C
(∫
Rd
∣∣∣∣
∫
Rd
f*(y − x)An(y; y′) dy
∣∣∣∣
3
dx +
∫
Rd
|An(x; y′)|3 dx
)
6 2C
∫
Rd
|An(x; y′)|3 dx:
Thus (10.8) follows by the Lebesgue’s dominated convergence theorem. Similarly∫
Rd
Gg	(x; x
′; y′) dx′
L3(R2d)→
	→0
An(x; y′): (10.9)
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By (10.4), (10.8) and (10.9), estimating as in (10.6) we obtain∫
!f*;’(x; y; z)!
g
	;’(y
′; x′; z′)A(x; x′)A(y; y′)A(z; z′) dx dx′ dy dy′ dz dz′
−→
*;	→0
∫
R2d
’3n(x)’3n(y′)(An(x; y′))3 dx dy′: (10.10)
Functions !f*;’ and !
g
	;’ are symmetric with respect to the last two arguments, hence
(10.6) and (10.10) imply
Jr1 ; r2 ; r3 ; s1 ; s2 ; s3 (!
f
*;’; !
g
	;’)
−→
*;	→0
∑
%∈&(3)
(r1 ∧ s%1 )(r2 ∧ s%2 )(r3 ∧ s%3 )
∫
R2d
’3n(x)’3n(x′)(An(x; x′))3 dx dx′:
Moreover, by (10.2) and HVolder’s inequality∣∣∣∣
∫
R6d
!f*;’(x; y; z)!
g
	;’(x
′; y′; z′)A(x; x′)A(y; y′)A(z; z′) dx dx′ dy dy′ dz dz′
∣∣∣∣
6 C
( ∫
|An(x; x′)|3f*(y − x)f*(z − x)g	(y′ − x′)
×g	(z′ − x′) dx dx′ dy dy′ dz dz′
)1=3
×
( ∫
|An(y; y′)|3f*(y − x)f*(z − x)g	(y′ − x′)
×g	(z′ − x′) dx dx′ dy dy′ dz dz′
)1=3
×
( ∫
|An(z; z′)|3f*(y − x)f*(z − x)g	(y′ − x′)
×g	(z′ − x′) dx dx′ dy dy′ dz dz′
)1=3
6 C‖An‖3L3 ;
similarly∣∣∣∣
∫
R6d
!f*;’(x; y; z)!
g
	;’(y
′; x′; z′)A(x; x′)A(y; y′)A(z; z′) dx dx′ dy dy′
∣∣∣∣6 C‖An‖3L3 :
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Thus the assumptions of Theorem 2.5 are satis:ed, what :nishes the proof of existence
of 3-SILT of the Wiener process.
The same reasoning gives existence of 3-SILT of the constant process, since in this
case
JXr1 ; r2 ; r3 ; s1 ; s2 ; s3 (!;$)
=
∑
%∈&(3)
∫
R6d
!(x; y; z)S%$(x′; y′; z′)A(x; x′)A(y; y′)A(z; z′)
×dx dx′ dy dy′ dz dz′: (10.11)
Continuity of k-SILTs in both cases follows immediately by Proposition 2.6 with
n= 2 and F(t) = tk .
Proof of Proposition 5.3. Let Xt = T ′t X0. First assume that k = 2. Then
E〈:Xs ⊗ Xr: ; !f*;’〉〈:Xu ⊗ Xv: ; !g	;’〉
=
∫
R8d
A(x; x′)p
s (x − z)p
u(x′ − z′)A(y; y′)
×p
r (y − w)p
v(y′ − w′)!f*;’(z; w)!g	;’(z′; w′)
+
∫
R8d
A(x; x′)p
s (x − z)p
v(x′ − z′)A(y; y′)
×p
r (y − w)p
u(y′ − w′)!f*;’(z; w)!g	;’(w′; z′)
=
∫
R4d
A ∗ (p
s ⊗ p
u)(z; z′)A ∗ (p
r ⊗ p
v)(w; w′)
×’(z)f*(z − w)’(z′)g	(z′ − w′)
+
∫
R4d
A ∗ (p
s ⊗ p
v)(z; z′)A ∗ (p
r ⊗ p
u)(w; w′)
×’(z)f*(z − w)’(w′)g	(z′ − w′): (10.12)
Since !f*;’; !
g
	;’ ∈S(R2d) and (5.6) holds we can change the order of integration and
consequently we obtain
E〈Lf;X* (t); ’〉〈Lg;X	 (t); ’〉
=
∫
R4d
(∫
[0; t]2
As;u(z; z′) ds du
)(∫
[0; t]2
Ar;v(w; w′) dr dv
)
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×’(z)f*(z − w)’(z′)g	(z′ − w′)
+
∫
R4d
(∫
[0; t]2
As;v(z; z′) ds dv
)(∫
[0; t]2
Ar;u(w; w′) dr du
)
×’(z)f*(z − w)’(w′)g	(z′ − w′); (10.13)
where As;u = A ∗ (p
s ⊗ p
u). For :xed t this corresponds to the terms obtained for the
constant process associated to the kernel At(z; z′)=
∫
[0; t]2 As;u(z; z
′) ds du. The same fact
is true for k ¿ 2 (see (10.11)). By Theorem 5.1, if (5.6) is satis:ed, then the limit
of (10.13) as *; 	 → 0 exists and it is independent of f and g. By Banach–Steinhaus
theorem 〈Lf* (t); ’〉 is mean square continuous as a function of ’ ∈S(Rd), hence, by
the regularization theorem, Itoˆ, (1984, Theorem 2:3:2) k-SILT of the process X exists.
In the case of the CI process Yt =
∫ t
0 T
′
t−s dWs and k = 2 we have
E〈Lf;Y* (t); ’〉〈Lg;Y* (t); ’〉
=
∫
[0; t]4
∫ s∧u
0
∫ r∧v
0
∫
R4d
As−;u−(z; z′)Ar−′ ; v−′(w; w′)!f*;’(z; w)!
g
	;’(z
′; w′)
+
∫
[0; t]4
∫ s∧v
0
∫ r∧u
0
∫
R4d
As−;u−(z; z′)Ar−′ ; v−′(w; w′)!f*;’(z; w)!
g
	;’(w
′; z′):
(10.14)
As before we can change the order of integration and for :xed t (10.14) takes form
as for the constant process associated with the kernel
A˜t(z; z′) =
∫ t
0
∫ t
0
∫ s∧u
0
As−;u−(z; z′) d ds du:
This is also true for k ¿ 2. Thus, by Theorem 5.1 it follows that the suMcient condition
for the existence of k-SILT of the process Y is∫ 1
0
∫ 1
0
∫ s∧u
0
|A|s−;u− d ds du ∈ Lk(R2d; 4l ⊗ 4l) (10.15)
for some l¿ 0. We have∫ 1
0
∫ 1
0
∫ s∧u
0
|A|s−;u− d ds du =
∫ 1
0
∫ 1

∫ 1

|A|s−;u− ds du d
=
∫ 1
0
∫ 1−
0
∫ 1−
0
|A|s;u ds du d
6
∫ 1
0
∫ 1
0
|A|s;u ds du:
Hence if (5.6) holds then (10.15) is also satis:ed.
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Proof of Theorem 5.5. We will show :rst that if the assumptions of the theorem are
satis:ed then for 
¡ 2 the 3ow and CI processes exist. According to BG (1999, A.1)
it is enough to show that there exists l¡ (d+ 
)=2 such that
∫
R2d
|A(x; x′)|
(1 + |x|2)l(1 + |x′|2)l dx dx
′¡∞: (10.16)
We can assume that n¿ 0. Then
∫
R2d
|A(x; x′)|
(1 + |x|2)d=2+n=2(1 + |x′|2)d=2+n=2 1{|A(x;x′)|6C} dx dy¡∞:
In the case when p=1, (10.16) is an immediate consequence of (5.7). Suppose that
p¿ 1. Then for p′, such that 1=p+ 1=p′ = 1, by HVolder’s inequality, we have
∫
R2d
|A(x; x′)|
(1 + |x|2)d=2+n=2(1 + |x′|2)d=2+n=2 1{|A(x;x′)|¿C} dx dx
′
6
(∫
R2d
∣∣∣∣ A(x; x′)(1 + |x|2)n=2(1 + |x′|2)n=2
∣∣∣∣
p
1{|A(x;x′)|¿C} dx dy
)1=p
×
(∫
R2d
∣∣∣∣ 1(1 + |x|2)d=2(1 + |x′|2)d=2
∣∣∣∣
p′
dx dy
)1=p′
¡∞:
Thus (10.16) is satis:ed with l= d=2 + n=2.
Existence of SILT:
We will show that (5.6) is satis:ed with l= (n=2)k + d. We have
∫
[0;1]2
|A|1|A|6C ∗ (p
r ⊗ p
s )(z; z′) dr ds
6 C
∫
[0;1]2
∫
R2d
p
r (x)p


s (x
′) dx dx′ dr ds= C;
so
∫
[0;1]2 |A|1|A|6C ∗ (p
r ⊗ p
s )(z; z′) dr ds ∈ Lk(R2d; 4l ⊗ 4l). Let
Bn(z; z′)
def=
|A(z; z′)|
(1 + |z|2)n=2(1 + |z′|2)n=2 1|A(z; z′)|¿C;
p
;ns (z) = p


s (x)(1 + |z|2)n=2:
Then by (8.14)
(|A|1|A|¿C) ∗ (p
s ⊗ p
r )(z; z′)
1
(1 + |z|2)n=2(1 + |z′|2)n=2 6 C1Bn ∗ (p

;n
s ⊗ p
;nr )
(10.17)
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and consequently∥∥∥∥
∫
[0;1]2
(|A|1|A|¿C) ∗ (p
s ⊗ p
r ) ds dr
∥∥∥∥
k
Lk (R2d;4l⊗4l)
6 Ck1
∫
[0;1]2k
∫
R2d
Bn ∗ (p
;ns1 ⊗ p
;nr1 )(z; z′) · · ·Bn ∗ (p
;nsk ⊗ p
;nrk )(z; z′)
× 1
(1 + |z|2)d(1 + |z′|2)d dz dz
′ ds1 dr1 · · · dsk drk :
For m¿ k, by HVolder’s inequality (8.16) we obtain∥∥∥∥
∫
[0;1]2
|A|1|A|¿C ∗ (p
s ⊗ p
r )
∥∥∥∥
k
Lk (R2 ;4l⊗4l)
6 C2
∫
[0;1]2
‖Bn ∗ (p
;ns1 ⊗ p
;nr1 )‖Lm · · ·
∫
[0;1]2
‖Bn ∗ (p
;nsk ⊗ p
;nrk )‖Lm :
To prove (5.6) it is enough to check that for some m¿ k∫
[0;1]2
‖Bn ∗ (p
;ns ⊗ p
;nr )‖Lm ds dr ¡∞: (10.18)
Let m ¿ p. By the Young inequality, for q ¿ 1 such that 1=p + 1=q = 1 + 1=m we
have, by the self-similarity property of the 
-stable density
‖Bn ∗ (p
;ns ⊗ p
;nr )‖Lm 6 ‖Bn‖Lp‖p
;ns ⊗ p
;nr ‖Lq : (10.19)
If 
¡ 2 then for n¡
, and if 
= 2 then for any n we have
‖p
;ns ‖qLq =
∫
Rd
s−(d=
)q(p
1(xs
−1=
))q(1 + |xs−1=
|2s2=
)(n=2)q dx
6 s−(d=
)(q−1)
∫
Rd
[p
1(x)(1 + |x|2)n=2]q dx
= C1s−(d=
)(q−1): (10.20)
Thus by (10.19) and (10.20) it follows that (10.18) is satis:ed if (d=
)(q−1)=q¡ 1. If
d6 
 this condition holds for any q and consequently for any p¿ 1¿kd=(d+ 
k).
If d¿
 we must have q¡d=(d− 
), and consequently
1
p
= 1 +
1
m
− 1
q
¡ 1 +
1
m
− d− 

d
=
d+ m

md
:
We have shown that in the case d¿
 the suMcient condition for (10.18), is
∃m¿k 16 p6 m i p¿ mdd+ m
 : (10.21)
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If p¿ k then (10.21) holds with m=p. The function m → md=(d+m
) is increasing
and under the assumption of theorem (10.21) is satis:ed for 06 p¡k with m= k.
Continuity: We will use Proposition 2.6. Let 0 6 t1 6 t2 6 1. Consider :rst the
3ow process X . Suppose that k = 2. By (10.12) we have
|Js; r;u; v(!f*;’; !f*;’)|6
∫
R4d
|A| ∗ (p
s ⊗ p
u)(z; z′)|A| ∗ (p
r ⊗ p
v)(w; w′)
×|’(z)’(z′)|f*(z − w)f*(z′ − w′) dz dz′ dw dw′
+
∫
R4d
|A| ∗ (p
s ⊗ p
v)(z; z′)|A| ∗ (p
r ⊗ p
u)(w; w′)
×|’(z)’(w′)|f*(z − w)f*(z′ − w′) dz dz′ dw dw′
= I1 + I2: (10.22)
Since the support of f* is contained in the ball {|x| 6 *}, by (10.5) and (10.17) we
obtain
I16C2
∫
R4d
B˜n ∗ (p
;ns ⊗ p
;nu )(z; z′)B˜n ∗ (p
;nr ⊗ p
;vu )(w; w′)|’2d+n(z)’2d+n(z′)|
×f*(z − w)f*(z′ − w′) dz dz′ dw dw′;
where
B˜n(z; z′) = Bn(z; z′) +
C
(1 + |z|2)d(1 + |z′|2)d :
It is clear that B˜n ∈ Lp(R2d). By HVolder’s inequality we have for m¿ 2
I16C1(’)
(∫
R4d
|B˜n ∗ (p
;ns ⊗ p
;nu )(z; z′)|mf*(z − w)
×f*(z′ − w′) dw dw′ dz dz′
)1=m
×
(∫
R4d
|B˜n ∗ (p
;nr ⊗ p
;nv )(w; w′)|mf*(z − w)f*(z′ − w′) dw dw′ dz dz′
)1=m
= C1(’)‖B˜n ∗ (p
;ns ⊗ p
;nu )‖Lm‖B˜n ∗ (p
;nr ⊗ p
;nv )‖Lm : (10.23)
We estimate as in the proof of the existence part, taking q¿ 0 such that 1=q+1=p=
1 + 1=m, and we obtain
I1 6 C2(’)‖p
;ns ‖Lq‖p
;nu ‖Lq‖p
;nr ‖Lq‖p
;nv ‖Lq :
70 A. Talarczyk / Stochastic Processes and their Applications 96 (2001) 17–72
The term I2 in (10.2) can be estimated in the same way. If we set H’(s; r; u; v)=
C3(’)‖p
;ns ‖Lq‖p
;nu ‖Lq‖p
;nr ‖Lq‖p
;nv ‖Lq : Then (2.9) is satis:ed. By a similar reasoning
we obtain that for arbitrary k ¿ 2 we have the following estimate:
H’(s1;1; : : : ; s1; k ; s2;1; : : : ; s2; k)6 C(’)‖p
;ns1; 1‖q‖p
;ns2; 1‖q · · · ‖p
;ns1; k‖q‖p
;ns2; k‖q;
where m ¿ k and 1=q + 1=p = 1 + 1=m. It was already shown that we can choose q
such that >= (d=
)(q− 1)=q¡ 1. By (10.20) we have
H’(s1;1; s1;2; : : : ; sk;1; sk;2)6 C(’)s−>1;1s
−>
1;2 · · · s−>k;1 s−>k;2 :
Hence∫
[0;1]k
(1[0; t2]k − 1[0; t1]k )(s1; : : : ; sk)s−>1 · · · s−>k ds1 · · · dsk = C1(tk(1−>)2 − tk(1−>)1 ):
Finally,∫
[0;1]2k
(1[0; t2]k − 1[0; t1]k )(s1;1; : : : ; s1; k)(1[0; t2]k − 1[0; t1]k )(s1;2; : : : ; s2; k)
×H’(s1;1; : : : ; s2; k) ds1;1 · · · ds2; k = C(’)(tk(1−>)2 − tk(1−>)1 )2:
According to Proposition 2.6, this :nishes the proof of the continuity in the case of
the 3ow process.
The proof for the CI process is similar. Estimating as in (10.22) and (10.23) it is
easy to show that
|J Ys1; 1 ;:::; s2; k (!f*;’; !f*;’)s1; 1 ;:::; s2; k |
6 C(’)
∑
%∈&(k)
∫ s1;1∧s2;%1
0
(s1;1 − 1)−>(s2;%1 − 1)−> d1 · · ·
×
∫ s1; k∧s2; %k
0
(s1; k − k)−>(s2;%k − k)−> dk :
If s¡u then∫ s∧u
0
(s− )−>(u− )−> d =
∫ s
0
−>(u− s+ )−> d
6 (u− s)−>
∫ 1
0
−> d= C1(u− s)−>;
hence for arbitrary s; u ∈ [0; 1] we have∫ s∧u
0
(s− )−>(u− )−> d6 C1|u− s|−>:
Hence for H’ in Proposition 2.6 we can set
H’(s1;1; : : : ; s2; k) = C2(’)
∑
%∈&(k)
|s1;1 − s2;%1 |−> · · · |s1; k − s2;%k |−>:
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Notice that∫ t1
0
∫ t1
0
|s− u|−> du ds= 2
(1− >)(2− >) t
2−>
1 ;
∫ t2
t1
∫ t2
t1
|s− u|−> du ds= 2
(1− >)(2− >) (t2 − t1)
2−>;
∫ t2
t1
∫ t1
0
|s− u|−> du ds=
∫ t2
t1
s1−> − (s− t1)1−>
1− > ds6
1
1− > (t2 − t1):
Thus, ∫
[0;1]2k
(1[0; t2]k − 1[0; t1]k )(s1;1; : : : ; s1; k)(1[0; t2]k − 1[0; t1]k )(s2;1; : : : ; s2; k)
H’(s1;1; : : : ; s2; k) ds1;1 · · · ds2; k 6 C3(’)(t2 − t1)2−>:
Since >¡ 1, applying Proposition 2.6 we obtain the continuity.
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