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ABSTRACT 
Internet traffic is growing by an average of 40% a year and video streaming stands for 50% of the traffic. The expansion 
of new applications and services for video distribution makes users demand video quality and faster loads for contents with 
higher resolutions. For that reason, it is necessary to improve detection systems with check the received contents and insure 
comfortable use. The wide variety of technologies for streaming and encoding systems make necessary the implementation 
of blind quality models that detect errors independently of the transmission source, focused on analyzing the decoded image 
as consumed by the final user. Additionally, the absence of a video reference in streaming systems oblige the creation of 
No-Reference quality metrics, because the content is not available to compare the video received with the original source. 
For that reason, this paper proposes a novel algorithm based on the detection transmission artefacts using visual VQA 
techniques in order to improve users' Quality of Experience (QoE). The algorithm is based on the detection of main 
streaming visual errors and artefacts, such as color degradation, frozen frames, complete absence of video or packet losses. 
The algorithm is included in a quality probe application that is part of a 5G transmission network system for streaming high 
quality video. The algorithm analyzes the video quality for detecting streaming errors and the application warns the 
broadcaster for the retransmission of content if necessary. For the evaluation of the algorithm, a database of videos 
containing different types of errors was used in order to simulate streaming conditions and approach reality. The 
development of this application is necessary for the introduction of next generation 5G telecommunications networks and 
the consequent new paradigm of video broadcasting. 
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1. INTRODUCTION 
Video transmission is one of the dominant applications in the internet nowadays. According to future prediction 
reports (Cisco Visual Networking Index, 2017), by 2021 it is expected that a million minutes of video content 
cross the network per second. The new wave in using internet networks is mainly concentrated in viewing 
contents from different resources, such as Video on Demand (VoD) platforms, which implies that thousands 
of videos must be accessible at any time. For that reason, users require contents with reasonable quality for 
sound and image, especially when demanding contents with next generation technical advances, such as 
increasingly Ultra-High Definition (UHD) resolutions, High Frame Rate (HFR) or High Dynamic Range 
(HDR) imaging. Finally, users demand mobility, which means that every smartphone is connected to the 
internet. This connection generates data traffic and the consumption of these data with mobile phone is growing 
again and again, according to Cisco report (Cisco Visual Networking Index, 2017) global mobile data traffic 
grew 63 percent in 2016. 
In this context, Software-Defined Networking (SDN) (Open Networking Foundation, 2014) and Network 
Function Virtualization (NFV) (Network Functions Virtualisation, 2012) used in 5G networks appear to be 
interesting tools for the transformation of the infrastructures used to broadcast contents (Ellerton et al., 2015). 
The applications and services based on NFV are expected to schedule, coordinate, and control media flows 
across broadcast and contribution in 5G-network infrastructures. In fact, this way of proceeding consist in 
virtualizing many of network functions and permit to control media flows. The challenges for 5G mobile 
networks (Chen & Zhao, 2014) include offering higher capacity, higher data rate, lower latency, lower 
infrastructure cost, massive using and constantly maintenance of QoE. 
The saturation of bandwidth leads to dysfunctions during transmission of data as fluctuation of bitrate, as a 
consequence of the high amount of information transmitted through the network. This may also be compounded 
by losses during compression or decompression of content, a light defect in the original content can be 
amplified during this process. Impacting directly the viewing experience for the user. In order to minimize both 
the cost and the bandwidth consumption, thus optimizing transmission, the system needs to be able to 
reconfigure the virtual infrastructure, attending to QoE evaluations. 
For that reason, it is primary to evaluate the Quality of Experience (QoE) for the users by using VQA 
(Video Quality Assessment) and image algorithms. In other words, the module of the system named "quality 
probe" is able to determine if the content received is a reasonably accurate version of the original one and 
succeed the users' basic requirements. In the second phase, this quality algorithm is used to inform the broadcast 
infrastructure that an error has occurred and gives feedback to the adjacent node of the network in order to 
preserve the quality of the video content. The work collected for this paper focuses on this module that 
implements metrics for assess quality. 
The implementation of a reliable quality model for a video system is a challenge and as a consequence is 
necessary the identification of most influencing factors (Baraković & Skorin-Kapov, 2013). For that reason, to 
succeed in that challenge, the following Key Performance Indicators (KPIs) were selected (Reichl, Egger, 
Schatz, & D’Alconzo, 2010) for developing the model: absence of video, frozen frames detection, throughput, 
colour errors and packet loss rate. 
Much work is developed in the context of Video Quality Assessment (VQA) and QoE definition models. 
Different some surveys analyze this tasks collecting the proposed metrics for assessing quality focused on 
visual quality and streaming video technologies, such as the following references (Chikkerur, Sundaram, 
Reisslein, & Karam, 2011; Garcia & Raake, 2010; Lin & Kuo, 2011; Seufert et al., 2015). The work of Saad 
(Saad, Bovik, & Charrier, 2014) proposes a blind video quality evaluation model for ubiquitous environments 
that is non-distortion specific, and works independently of the codec and settings of the video transmitted. This 
model, used as an example for the work developed in this paper, quantifies motion coherency in video scenes 
adapting the result to human visual systems. 
2. OBJECTIVES 
The main objective of this work aims at developing an adaptive and cost-efficient solution available for 5G 
transport networks based on an algorithm, which is able to analyze image quality independently of the codec 
and settings of the video transmitted. This solution is part of a broadcast platform that allows a ubiquitous 
infrastructure integrating network, compute and storage resources, and composes a module for Quality of 
Experience (QoE) assessment. The purpose of this QoE assessment is to reconfigure dynamically the virtual 
infrastructure of the content distribution network, in order to minimize both the cost and the bandwidth 
consumption though transmission optimization. 
As the quality assessment reports are generated dynamically, the video reference is not available in the 
system for comparing to the degraded sequence. For that reason, it is necessary to implement No-Reference 
(NR) metrics that efficiently detect the four most common transmission errors found in this kind of networks, 
such as frozen frames, packet loss, absence of video or color errors, at any given point in the network. On the 
other hand, the disparity of conditions on the video transmitted, such as different resolutions, codecs or bitrate 
oblige the system to create a blind algorithm that is independent of the conditions of the broadcasted signal. 
For that reason, the metrics are applied over the decoded video sequence and the streamed flow. 
The relevance of the implemented algorithm lies in the consideration of every artefact which might be able 
to appear when playing a video using streaming technology. Each artefact has its specific features, such as 
color change, image distortion or specific shapes, and the algorithm should detect this features minimizing the 
false positives that would reduce the cost and bandwidth. At the end, the application provides the assessment 
report to the broadcast infrastructure using JSON messages, after evaluation the transmitted signal. These 
messages are communication to the adjacent network nodes in order to enable bandwidth, routing and quality 
adaptation control, all over the 5G broadcast network, for service provision. 
For evaluating the effectiveness of the quality algorithms, the metrics were tested with sequences included 
in the ReTRiEVED Video Quality Database (Paudyal, Battisti, & Carli, 2014). These sequences include the 
most common artefacts that appear when playing video using streaming technology. 
3. DESIGN AND IMPLEMENTATION OF THE ALGORITHM 
The module known as "Quality Probe", that contains the quality algorithm, operates as a Virtual Network 
Function (VNF). After testing the quality of the content, it communicates with the monitoring application 
which take the decision or not to optimize the content delivery allowing the user to enjoy the best quality with 
the lowest delay, sending a Quality Assessment report through a JSON message, as seen in Figure 1. Video 
Quality Assessment (VQA) and monitoring in 5G-Networks. 
 
Figure 1. Video Quality Assessment (VQA) and monitoring in 5G-Networks 
Network Function Virtualization (NFV) can improve the functioning of traditional networks through 
service abstraction and by virtualizing functions like computing, storage and resources. In fact, providers 
implement Virtual Network Functions in software components of the infrastructure like servers or clouds 
computing systems instead of dedicating hardware especially for this. NFV can pool the signal processing 
resources in cloud system instead of using dedicated baseband processing units for example. This pooling 
reduces resource and energy requirements, optimize costs and ensure better performances because of the 
flexibility of the service. This means that when a network node receives a negative quality report, the system 
is able to reconfigure, activating only specific terminals in the network instead of activating all the processes 
as traditional infrastructures would do. 
3.1 Algorithms for Artefact detection 
The algorithm which is the basis of the QoE model must detect the basic errors of a typical 5G-network to 
fulfill the requirements of end users. The design of the algorithm follows the workflow included in Figure 2. 
Workflow of VQA algorithm implemented, which shows the different paths and transformations applied to the 
video signal before being processed by the individual quality metrics. In order to be able to detect every issue 
in a streamed content it is necessary to define which cases mainly occur. This cases include the measurements 
derived by the metrics implemented for packet loss, color errors or frozen frames detection. First of all, the 
absence of video is the first step in the process. The metrics use the decoded video composed of captured RGB 
frames, to obtain the information as the end user receives, simulating the experience by perceived quality. 
 
Figure 2. Workflow of VQA algorithm implemented 
3.1.1 Stalling and Frozen frames detection 
One of the most common problem occurred when playing a video is the stalling or frozen frames detection. 
This freezing artefact means that a frame is repeated two or more times instead of changing with temporal 
evolution according to the frame rate. The code implemented for this detection is based on the comparison 
between adjacent frames in the video sequence. If a certain percentage of the image remains unchanged then it 
is considered that the video is frozen, at least one second (25 frames at 25fps or 30 frames at 30fps, for 
example). The percentage should be carefully chosen to avoid false positives as detecting something frozen 
whereas it’s simply two frame not very different, like in cartoon contents. Furthermore, it is also necessary to 
consider that in movies we can sometimes see transition screens like black screens or deliberately frozen 
screens. For that, the code is made in a way that repetition of the detection of frozen frame takes priority over 
single detection. The formula for detecting individual frozen frames is collected next.  
𝑓𝑟𝑜𝑧𝑒𝑛. 𝑓𝑟𝑎𝑚𝑒𝑠(𝑖) → 𝑖𝑓 
1
𝑀𝑁
∑ ∑ |𝑌𝑖(𝑥, 𝑦) − 𝑌𝑖+1(𝑥, 𝑦)|
𝑀−1
𝑥=0
𝑁−1
𝑦=0
> 𝜀 
where "MxN" are the dimensions of the frame, x and y the spatial coordinates of the pixel, "i" is the number 
of the frame and "i+1" is the number of the following frame, Y is the luminance function and 𝜀 is a threshold 
approximately 0, in this case 0.1. 
3.1.2 Throughput and Color errors detection 
It is necessary to assure video quality in terms of the average network throughput to fulfill the requirements of 
end users. Demanded network throughput is important to support the required video quality, avoiding the 
occurrence of artefacts in form of structures and pixels of unnatural saturated colors that propagate through the 
frames of the transmitted video sequence. The loss of information is accused both in luminance and 
chrominance, but the effect in the color component is more visible for human eye, as demonstrated with 
subjective assessment. For that reason, the algorithm for color error detection is focused on the chrominance 
component of the decoded image, as seen in the next formula that detects the probability of pixel with values 
out of the range of natural image colors. 
𝑓(𝑐ℎ𝑟𝑜𝑚𝑖𝑛𝑎𝑛𝑐𝑒(𝑥, 𝑦)) = {
1, 𝑖𝑓 |𝑐ℎ𝑟𝑜𝑚𝑖𝑛𝑎𝑛𝑐𝑒(𝑥, 𝑦)| > 𝐴𝐶ℎ𝑉 + 𝛿
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
where AChV is the Average Chrominance Value, which is dependent of the number of bits to represent the 
pixels, for 8 bits this value is 128, chrominance(x,y) is the value of one of the chrominance component of the 
pixel Cb or Cr, in this case Cb is used because it obtains more accuracy. Finally, 𝛿 is a threshold that defines 
the range of values of chrominance in which the color obtained correspond to a natural image. 
𝑐𝑜𝑙𝑜𝑟. 𝑒𝑟𝑟𝑜𝑟(𝑖) →
1
𝑀𝑁
∑ ∑ 𝑓(𝑐ℎ𝑟𝑜𝑚𝑖𝑛𝑎𝑛𝑐𝑒(𝑥, 𝑦)
𝑀−1
𝑥=0
)
𝑁−1
𝑦=0
> 𝛾 
where "MxN" are the dimensions of the frame, x and y the spatial coordinates of the pixel, "i" is the number 
of the frame and "i+1" is the number of the following frame, Y is the luminance function and 𝛾 is a threshold 
that indicates the visibility of this factor by the human eye, in this case 0.60 i.e. when 60% of the pixels of the 
frame are distorted. 
The following figure (Figure 3) shows an image corresponding to the sequence with very high throughput 
"1.r.512.ts", generated with "CrowdRun" original sequence. For this video sequence of 24bppp (8 bits per 
channel) the value of AChV is 128. Defining 𝛿 as 30 for the threshold of natural chrominance values and a 𝛾 
of 0.6, with a result of 95% of distorted pixels, with is over of the value of 𝛾, then the algorithm detected a 
color error for this frame. After analyzing all the frames of the array, the probe generates an error inform to 
give feedback to the streaming system. 
    
Figure 3. Example of sequence "CrowdRun" (1.r.512.ts) with high throughput detected (right) and the original (left) 
3.1.3 Packet loss 
During the transmission of the content, some oscillation of the bitrate can appear, typically caused by network 
congestion, leading to the loss of data. Moreover, almost all contents delivered by streaming are compressed 
by using compression algorithms (H.264/AVC or H.265/HEVC, for example) which reduce the weight of 
content to broadcast. This process of compression on the video may amplify the packet loss effect by the 
propagation of errors through consecutive frames of the sequence. Artefacts included in the image are 
transmitted through the network and remain visible until the user plays the video. The visualization of Packet 
loss errors may be present as repeated lines of the frame and undefined structures of color pixels displayed in 
the areas where information is lost.  
This algorithm is able to detect those structures and repeated lines by searching unnatural colored shapes 
in images, which reflect the areas where packet loss has occurred. In some cases, the information is largely lost 
and the image is completely changed compared to the original content. For that reason, it is necessary to assure 
that these structures appear by a degradation process. In this case, some repetitive content like strips or lines 
appears. 
For shape detection, a previous Gaussian filter is used in order to smooth the edges and reduce the possible 
noise. After that, a canny filter detect the edges included in the image. This filter uses gradient to determine if 
there are edges (large variation) or not. With a polygonal approximation, we can draw polygons and determine 
the type of shapes.  
The use of the Canny filter allows the edge detection based on techniques of gradient calculation (Islam, 
Begum, Alam, Amin, & others, 2010). The image is susceptible to the noise present on the raw image, for that 
reason it is necessary the use of the first derivative of the Gaussian function through the convolution with a 
Gaussian filter. The result of applying this technique is a smoothly blurred version of the original, whose 
structures are not affected by the different types of noise that could be present on the image. 
    
Figure 4: Example of pixel unnatural structures displayed when packets loss appears (right) and the original (left) 
Furthermore, it is possible to check the color inside the detected shape by observing the gradient in the 
considered area of image. By this way, we can find out artificial colors in the video sequence. 
Repeated lines are also common when there are packets lost and most of them are vertical one. By using a 
Hough Line Transform, it is possible to detect straight lines in an image. And by adding a condition on the 
angle of the line towards the vertical, the detection is more accurate because the transform only detects straight 
vertical and horizontal lines, parallel to the framework of the image. The combination of the edge detection 
technique and the Hough Line transform allow the algorithm to highlight the areas where the image most 
probably contains this type of error derived by packet loss concurrence. This structures are recognized because 
they are not common in natural scenes. 
      
Figure 5. Line detection with Hough Line Transform in a frame with very high throughput (right) and the original image 
of luminance (left) 
4. RESULTS 
As mentioned in the objectives section, the sequences included in the ReTRiEVED Video Quality Database 
were used for testing the algorithm, simulating the most common artefacts as consequence of streaming video 
in the network. Moreover, sequences with frozen frames were added to these sequences generating the errors 
with a video editor. The settings of the video sequences used are collected in Table 1. For more information 
consult additional descriptions in ReTRiEVED paper (Paudyal et al., 2014). 
Table 1. Original video sequences detailed on Size in pixels, FR (Frame Rate), BR (Bit Rate) and length in seconds 
Sequence Size (pixels) FR (frames/sec) BR (Kbps) Length (s) 
Crowdrun (1) 704x576 25 13622 9 
Duckstakeoff (2) 704x576 25 7705 9 
Parkjoy (5) 704x576 25 11885 8 
The videos are characterized with different content and considering key QoS parameters for defining 
degradation levels: Packet Loss Rate (PLR), Frozen Frames (F) and Throughput (R). For this work, a selection 
of these sequences were used. The level of impairment or degradation of the sequences selected are collected 
in Table 2. 
Table 2. Type of parameter and level of degradation for the sequence X (1: Crowdrun, 2: Duckstakeoff, 5: Parkjoy) 
Sequence Degradation Level of Impairment 
X.plr.8.ts PLR 8% of Packet Loss 
X.plr.10.ts PLR 10% of Packet Loss 
X.r.5.ts R 5Mbps of Throughput 
X.r.512.ts R 512Mbps of Throughput 
X.f.50.ts F 50 frozen frames 
 
The sequences used were streamed in the system and captured by the quality probe to be processed by the 
QoE algorithm. The significant results obtained from these sequences are collected in Table 3 after being 
processed by the three main metrics (M2, M3 and M4). Depending on the type of impairment the metric obtains 
a positive or negative detection of the degradation and quantify the error. 
 
Table 3. Results obtained for metrics: M1 (Absence of video), M2 (Frozen frames), M3 (Color errors), M4 (Packet Loss) 
Sequence M2 M3 M4 Content 
1.plr.8.ts No error detected No error detected Packet Loss error 
detected in 32 frames 
High level of packet 
loss 
1.plr.10.ts No error detected No error detected Packet Loss error 
detected in 45 frames 
Very high level of 
packet loss 
2.plr.8.ts No error detected No error detected Packet Loss error 
detected in 54 frames 
High level of packet 
loss 
2.plr.10.ts No error detected No error detected Packet Loss error 
detected in 76 frames 
Very high level of 
packet loss 
5.plr.8.ts No error detected No error detected Packet Loss error 
detected in 35 frames 
High level of packet 
loss 
5.plr.10.ts No error detected No error detected Packet Loss error 
detected in 52 frames 
Very high level of 
packet loss 
1.r.5.ts No error detected Color error detected 
in 32 frames. 
Packet Loss error 
detected in 12 frames 
High level of 
throughput 
1.r.512.ts No error detected Color error detected 
in 65 frames. 
Packet Loss error 
detected in 21 frames 
Very high level of 
throughput 
2.r.5.ts No error detected Color error detected 
in 25 frames 
No error detected High level of 
throughput 
2.r.512.ts No error detected Color error detected 
in 62 frames 
Packet Loss error 
detected in 24 frames 
Very high level of 
throughput 
5.r.5.ts No error detected Color error detected 
in 35 frames. 
Packet Loss error 
detected in 5 frames. 
High level of 
throughput 
5.r.512.ts No error detected Color error detected 
in 72 frames. 
Packet Loss error 
detected in 16 frames 
Very high level of 
throughput 
1.f.50.ts Detected 50 frames No error detected No error detected 50 frozen frames 
2.f.50.ts Detected 50 frames No error detected No error detected 50 frozen frames 
5.f.50.ts Detected 50 frames No error detected No error detected 50 frozen frames 
5. CONCLUSIONS 
The results obtained with the quality algorithm composed by a collection of metrics demonstrated the validity 
of the system. The named "Quality Probe" is a necessary module for streaming video contents in 5G networks 
to fulfill the requirements of end users. The transmission of data by the user device allows the streaming system 
to improve its performance and ensure to the user a good quality of experience 
Video Quality Assessment enables the analysis of the network state, determining the necessity of providing 
better quality to the system and the resubmission of low quality video, meaning the convergence between 
content delivery and 5G networks. The metrics developed for detecting the absence of video, color distortions 
or frozen frames compose a first approximation to the model that trends expect to be the future 5G multimedia 
distribution content. 
The individual metrics tested with a database of common errors obtain good results for measuring frozen 
frames, throughput generated errors and packet loss through visual quality techniques, which simulates the 
perceived experience of the end user, better than QoS traditional metrics, which are not adapted to human eye 
visualization. First tests highlight the necessity of developing intelligent nodes that are ready to detect common 
transmission errors to improve the efficiency of 5G networks and increase the users’ satisfaction. 
The quality algorithm demonstrates the necessity of standardization and deployment of intelligent network 
nodes that automatically adapt to the 5G network conditions with the objective of improving video 
transmission, with the enhancement of users’ viewing quality. 
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