Effects of ocean-atmosphere feedback processes and large-scale atmospheric stochastic forcing on the interdecadal climate variability in the North Atlantic and North Pacific Oceans are examined in a simple midlatitude ocean-atmosphere model. In the ocean, the authors consider a linearized perturbation system with quasigeostrophic shallow-water ocean dynamics and a sea surface temperature (SST) equation for a surface mixed layer. The atmosphere is represented as stochastic wind stress and heat flux forcing. This includes a noise component that depends on SST, as well as an additive component that is independent of SST. Coupling is represented by the SST dependent stochastic process, in which SST influences the probability density function of the atmospheric noise both in shifting the mean and affecting the variance. It thus includes a multiplicative noise component. The model results in both oceans indicate that large-scale additive atmospheric stochastic forcing alone (the uncoupled case) can give coherent spatial patterns in the ocean and sometimes even a weak power spectral peak at interdecadal periods. Coupling due to the SST dependent stochastic process can produce a more distinct power-spectral peak relative to the uncoupled ocean. Moreover, the time and spatial scales of the interdecadal mode are insensitive to the standard deviation of the multiplicative noise. Thus a deterministic feedback limit can be used to simplify the coupled model for further investigation of the physical mechanisms of the interdecadal mode.
Introduction
Persistent large-scale midlatitude SST fluctuations can be identified in both the North Atlantic and North Pacific Oceans, including variations on timescales of decades (e.g., Wallace and Jiang 1987; Wallace et al. 1990; Douglas et al. 1982; Folland and Parker 1989; Trenberth 1990; Ghil and Vautard 1991; Deser and Blackmon 1993; Hurrell 1995; ; VOLUME 12 J O U R N A L O F C L I M A T E in midlatitudes. This Hasselmann hypothesis mechanism is so simple and so prevalent that it can be viewed as a ''null hypothesis,'' and the question of the source of midlatitude SST variability becomes, what, if any, additional mechanisms are at play in interdecadal variability?
Various hypotheses for these additional mechanisms have been advanced. In the North Atlantic, some ocean modelers have focused on the role of internal ocean variability by thermohaline circulation variations, gyre instabilities, or ocean-ice interaction (e.g., Marotzke and Willebrand 1991; Weaver et al. 1991; Weaver and Sarachik 1991; Delworth et al. 1993; Winton and Sarachik 1993; Yang and Neelin 1993; Chen and Ghil 1995; Speich et al. 1995; Yang and Huang 1996) . In the Pacific, where the El Niñ o-Southern Oscillation is active, some analyses suggest that tropical Pacific SST affects the midlatitude climate variability via the atmosphere (e.g., Luksch et al. 1990; Luksch and von Storch 1992; Alexander 1992a,b; Graham 1994; Trenberth and Hurrell 1994; Yukimoto et al. 1996; Zhang et al. 1996; Lau 1997) , via the ocean (e.g., Jacobs et al. 1994) , and possibly via two-way interaction (e.g., Gu and Philander 1997) . Some hypotheses involve more complex processes within the ocean but rely, as in the Hasselmann hypothesis, on stochastic forcing by atmospheric internal variability (e.g., Frankignoul and Mü ller 1979; Weisse et al. 1994; Power et al. 1995; Delworth 1996; Frankignoul et al. 1997; Saravanan and McWilliams 1997, 1998; Zorita and Frankignoul 1997) . Saravanan and McWilliams (1997) further point out that spatial correlations in the atmospheric forcing can play a crucial role in oceanic response. Hall and Manabe (1997) find a role for oceanic advection in contributing to low-frequency variability of SST, in addition to heat-flux forced variability. Luksch (1996) shows that anomalous ocean transports can be as important as heat fluxes in inducing SST anomalies in the Atlantic, especially around 40ЊN, and finds that a few atmospheric circulation patterns are responsible for most of the SST variability. Within the period 1950-79, she notes that there exist atmospheric anomalies and associated (modeled and observed) SST anomalies that persist for several years. Such timescales hint at variability that may not be purely atmospheric in origin.
It has been long known that the large-scale oceanatmosphere interaction is important in natural climate variability over a broad range of timescales. In past years, much attention has focused on tropical air-sea interactions (e.g. , Philander 1990; and references therein) . The possibility of large-scale ocean-atmosphere interaction at midlatitudes had been proposed in the late 1950s and early 1960s (e.g., Namias 1959 Namias , 1963 Bjerknes 1962 ). It appears that large-scale interdecadal oscillations can be produced in coupled ocean-atmosphere general circulation models (GCMs) (e.g., von Storch 1994; Barnett 1994, 1996; Robertson 1996; Zorita and Frankignoul 1997; Grö tzner et al. 1998 ). Barnett (1994, 1996) show evidence of coupled interdecadal variability in the North Pacific in a GCM study and suggest that the unstable air-sea interaction between the subtropical gyre circulation and the atmospheric circulation may play a role in producing this variability. In their model, SST variability is dominated by a large-scale positive SST anomaly pattern centered near 35ЊN and extending from the Asian coast across nearly the entire Pacific. The positive SST anomaly is surrounded by negative anomalies, most prominently in the south. The associated changes in the net surface heat flux are such that they tend to reinforce the SST anomalies over most of the North Pacific. Grö tzner et al. (1998) find an interdecadal spectral peak in the Atlantic Ocean of the same coupled GCM, apparently with similar coupled mechanisms at work.
There is some question about the strength and complexity of the atmospheric response to midlatitude SST anomalies. Some atmospheric GCM experiments with prescribed midlatitude SST anomalies show a substantial response, thus suggesting a significant role for midlatitude SST (e.g., Palmer and Sun 1985; Pitcher et al. 1988; Lau and Nath 1990; Kushnir and Lau 1992; Ferranti et al. 1994; Peng et al. 1995; Peng et al. 1997) . Other GCM experiments (e.g., Frankignoul 1985; Lau and Nath 1994; Kushnir and Held 1996) display only weak atmospheric response to midlatitude SST anomalies. These responses, either significant or weak, are potentially complicated and differ in different GCM experiments. Palmer and Sun (1985) found a surface high to the east northeast of a positive SST anomaly in the North Atlantic. A result qualitatively similar to Palmer and Sun was obtained by Peng et al. (1995) but only in their integrations with November conditions. Their integration with January conditions gave the opposite response, with a low downstream of a warm anomaly, explained by Ting and Peng (1995) as due to differences in climatological jet stream between these months. Lau and Nath (1990) examined the regression patterns of model geopotential height at various pressure levels versus the SST variations off the Newfoundland coast and northwest of Hawaii and suggested an equivalent barotropic response to midlatitude SST anomalies. However, the GCM experiments by Kushnir and Held (1996) display a baroclinic response to midlatitude SST.
In a study of ocean-atmosphere interaction in the North Atlantic, Kushnir (1994) suggested that at least two different modes of interaction exist, associated with interannual and interdecadal SST variability, respectively. He suggested that SST anomalies with interannual timescales display a coherent local relationship to the surface wind circulation. The observed correspondence between the pattern of wintertime SST tendency and SLP variability supports the notion that interannual SST variability is forced by the changing pattern of the wintertime atmospheric circulation (Wallace et al. 1990; Cayan 1992a,b) , akin to the Hasselmann hypothesis. In contrast, Kushnir suggests that interdecadal SST variability has a unique horizontal distribution that may be governed by a basin-scale dynamical interaction between the large-scale oceanic circulation and the atmosphere. This suggestion is similar to the hypothesis put forward by Bjerknes (1964) .
Recently, several studies have been carried out in simple ocean-atmosphere coupled models to explore possible physical mechanisms of this basin-scale dynamical interaction in the midlatitude interdecadal climate variability (Miller 1992; Lui 1993; Jin 1997; Weng and Neelin 1997, 1998; Münnich et al. 1999) . N. Schneider (1998, personal communication) considered the dependence of midlatitute decadal variability on a weak feedback between the ocean and atmospheric wind stress and a positive feedback between surface heat flux and SST. The important role of Rossby wave dynamics in the interdecadal mode is proposed by Jin (1997) , Weng and Neelin (1997 ), and Mü nnich et al. (1999 . Weng and Neelin (1997) further point out that the length scale of zonal wind stress also plays a crucial role in selecting the time and spatial scales of the mode.
Here, we present a simple ocean-atmosphere model (coupled or uncoupled) to investigate interdecadal climate variability in the North Atlantic and North Pacific Oceans. We examine a simple prototype for ''weather regime'' behavior (Kimoto and Ghil 1993a,b; Robertson and Ghil 1999) of the atmospheric response to SST anomalies by having the SST influence the statistics of a stochastic atmosphere model. We examine a stochastic process in which SST affects both the mean and variance of the atmospheric noise. We refer to this as an SST dependent stochastic process to emphasize the physical hypothesis that it embodies. We also use the term multiplicative noise to refer to aspects of this process, since stochastic processes that have a fundamental dependence on the state variables of the model are termed multiplicative (Gardiner 1985; Horsthemke and Lefever 1984) . This differs from the additive noise processes of the Hasselmann (and related) hypothesis, in which the stochastic process is independent of SST and other model variables. We include a simple dependence of atmospheric probability density function on SST. Although simpler than the weather regime behavior found in a GCM by A. Robertson et al. (1998, personal communication) , it permits a first evaluation of such effects. We compare the SST dependent noise atmosphere to deterministic atmospheric feedbacks, such as those examined in Weng and Neelin (1997, 1998) .
The simple ocean-atmosphere model is described in sections 2 (ocean), 3 (atmosphere), and 4 (coupling). Section 5 examines the effect of SST dependent noise coupling by using a time integration method for both coupled and uncoupled systems. After examining the deterministic feedback as a limit of SST dependent noise in section 6, we reduce the atmosphere model to the additive stochastic forcing plus deterministic feedbacks. Then a near-analytic solution for the power spectrum is obtained and used to examine the effects of wind stress feedback and nonlocal heat flux feedback. Section 7 provides discussion and conclusions. In Weng and Neelin 1999, (Part II of this paper), we shall present eigenmodes of the deterministic coupled system and examine its near-analytical solutions, which provide prototypes for discussing the selection of time and spatial scales of the interdecadal modes in the coupled system.
Simple ocean model
We consider a linearized perturbation system with quasigeostrophic shallow water upper-ocean dynamics and an SST equation for a surface mixed layer. The equations are written on a ␤ plane with mean latitude at 40ЊN. Linearizing about a basic state with realistic gyres could potentially give instabilities with complicated dynamics even in the ocean alone (Speich et al. 1995) . Since we wish to focus on processes arising from interaction with the atmosphere, we choose to linearize about a state of rest in the ocean dynamics, although we include basic-state gradients of SST. For oceanic motions generated by wind stress, the linearized quasigeostrophic vorticity equation is
Rossby deformation radius. The mean depth of the upper layer H is assumed to be 100 m, g* is the reduced gravity and is chosen to give a wave speed c 0 about 3 m s Ϫ1 , and f 0 is the Coriolis parameter at 40ЊN. These give the Rossby deformation radius about 32 km. The latitudinal derivative of the Coriolis parameter ␤ is fixed at the 40ЊN value, g is the geostrophic streamfunction of the upper layer, the upper-layer seawater density, and x and y the zonal and meridional components of wind stress, respectively. For damping terms, we include a Rayleigh damping applied to ocean current, of rate ⑀ c , for which we test values between 0 and 1 yr Ϫ1 , and a horizontal turbulent viscosity coefficient, , with values in the range 10 to 10 4 m 2 s Ϫ1 (Pedlosky 1987) . The effect of uncertainty associated with the values of ⑀ c and will be examined.
Linearizing the advection terms about a basic state of rest, the SST anomaly equation for the mixed layer is
where T is the perturbation temperature of sea surface mixed layer and T the climatological temperature of the mixed layer, which is approximated by the observed VOLUME 12
climatological SST in both oceans. The heat source or sink, Q, we consider to be due to the net heat flux across the air-sea interface divided by the heat capacity of the layer. For brevity, we refer to this as the heat flux.
In addition to the geostrophic currents u g ϭ Ϫ‫ץ‬ y g and g ϭ ‫ץ‬ x g , we include Ekman currents, approximated for a mixed layer of fixed depth, H 1 ,
where f is the Coriolis parameter. SST is advected by surface currents that are the sum of the two. The SST anomaly equation then becomes
Equations (2.1) and (2.5) form our ocean model, which is coupled to the atmosphere through wind stress and heat flux as discussed in the next section.
Stochastic atmospheric model

a. Approach
The internal variability of the midlatitude atmosphere tends to be uncorrelated on timescales longer than about a month, and variability associated with storms is poorly correlated on timescales longer than a week. One representation of this would be white noise in time, as in the Hasselmann (1976) hypothesis, with large-scale, potentially complicated correlation patterns in space. Much of this atmospheric variability is independent of SST variations. We model this as the atmospheric additive noise stochastic forcing F a (either wind stress or heat flux):
where subscript a represents additive and F aj is the jth spatial pattern. Here, aj is the jth random variable whose probability density function (PDF) is assumed Gaussian with zero mean and standard deviation s aj . We approximate the standard deviation by the plausible magnitude of the corresponding climate variable. Since our model is linear, accurate estimate of this value is not crucial in the sense that it only affects the magnitude.
As discussed in section 1, we postulate that the probability density function of large-scale weather patterns may be influenced by SST. Here we want a simple prototype for such complex behavior. While in reality such SST dependent noise should depend on the seasonal cycle, here we omit this for simplicity. Consider the SST anomaly T, represented in terms of spatial basis functions n , of which 1 is the leading one of the series and the rest are orthogonal. That is,
where T n is the scalar coefficient of the nth SST basis function n . For a stochastic process F s in which we hypothesize that the PDF of random atmospheric variables is affected by SST, we expand a general dependence of F s in a Taylor series in T. The linear term will tend to dominate for small SST anomalies, leading to a form
where subscript s represents SST dependence, F sn is the nth spatial pattern, and sn is the nth random variable. We expect sn to have both a mean and a standard deviation. It will be useful to consider the mean separately to examine the deterministic limit of this stochastic process, so we write, without loss of generality,
The term mn T n is termed a multiplicative noise (hence the subscript m) since it contains the dependence of the stochastic forcing on SST in a fundamental way. It produces an SST dependence in the variance of F s . Constants of proportionality have been absorbed into the nth spatial pattern F sn , and for the associated nth random variable mn we assume its PDF has a Gaussian distribution with standard deviation s mn . The mean of mn is zero by construction. In the limiting case where s mn goes to zero for all n, F s becomes F sn T n , which yields N ⌺ nϭ1 deterministic feedbacks expressed as the spatial patterns associated with SST projections.
We will refer to the standard deviation of the multiplicative noise process both nondimensionally and dimensionally. The importance of the multiplicative noise term within F s depends on the size of s mn compared to 1 [due to the term (1 ϩ mn )]. In comparing potential effects of multiplicative noise with the additive noise, it is useful to have a measure of s mn in dimensional terms. We define
where n is a typical magnitude of T n (e.g., the standard deviation of T n from the observed SST record). If we consider that wind stress forcing is composed of additive and SST dependent forcing and that heat flux forcing includes also a local heat flux feedback (Ϫ⑀ T T, where ⑀ T is the decay rate), in addition to additive and SST dependent forcing, then we have, replacing F in the above form with each variable of interest, FIG . 1. Atmospheric model probability density function for the North Atlantic case. Additive noise versus additive plus SST dependent noise for an SST pattern with typical amplitude (one standard deviation of T 1 ).
where superscripts x and y represent the zonal and meridional components of wind stress patterns, respectively. The superscripts and Q indicate that the random variables are for wind stress and heat flux, respectively. The depth of the sea surface mixed layer H 1 is 50 m in our model and c w is the specific heat of seawater. The heat flux is defined to be positive into the ocean. The relative coupling coefficient is introduced for the purpose of testing the effect of SST-dependent terms.
To include the effect of correlation on timescales shorter than about a week, each of the random variables given in (3.5)-(3.7) is expressed by 
We choose a standard deviation for s, and set D for t corr ϭ 5 days. Note that ŝ depends on time step such that s is independent of time step. Since there is no good estimate of the standard deviation of multiplicative noise, we test values of s mn between zero and twice the standard deviation of the corresponding additive noise. We note that when the multiplicative and additive noise components are combined, the overall standard deviation of the PDF varies with T n . Figure 1 shows the PDF of the first atmospheric wind stress forcing patterns when ϭ 0.4 dyn cm Ϫ2 (crudely s a1 estimated based on da Silva et al. 1994 ) and ϭ 0.2 s m1 dyn cm Ϫ2 (which is the standard value used in most runs). The solid line is for additive noise only and the dashed line for the sum of additive and SST dependent noise for the case of T 1 ϭ 2.14 (nondimensional). This value simply illustrates the PDF change for a ''typical'' amplitude of the first SST pattern, in this case the standard deviation of the projection of the Atlantic case basis function discussed below. This figure shows that the postulated effect of an SST anomaly on the noise is a very modest change of the PDF compared to the additive noise. An effect this small would not be easy to evaluate directly from data, and yet we will show it can have significant effects. It should be possible to evaluate such PDF changes from GCM data but this would require a large ensemble of experiments. We note that the departure from Gaussian form in both curves in Fig. 1 is due to sampling. We have purposefully chosen a sample that is large (400 yr of daily data) compared to most datasets in order to illustrate the sampling effects. For a larger sample both curves converge to Gaussian distribution when T 1 is fixed, since the sum of the mutually independent Gaussian variables has Gaussian distribution (when T 1 varies in a way that depends on the noise this need not hold.) In the case with SST dependent noise, the mean is T 1 and the standard deviation is given by ( ϩ ) 1/2 . Note that both the mean and standard
deviation depend on SST. The value of (ϭ0.2 dyn s m1 cm Ϫ1 ) used in Fig. 1 corresponds to a nondimensional value of ϭ 2. In the SST dependent noise, the rans m1 dom variable sn ϭ (1 ϩ mn ) has a mean of 1, so this value of the standard deviation is large compared to the mean. In this sense, the postulated SST dependence is very noisy. Peng et al. (1997) show histograms akin to Fig. 1 from GCM control and Pacific anomaly experiments with ensembles of 384 months, and this appears to be almost adequate to distinguish between the distributions. The shift between their histograms for anomaly and control cases appears comparable to the PDF we postulate in Fig. 1 (although they display pattern correlations rather than projections). A. Robertson et al. (1998, personal 
communication) estimate weather regimes from a 100-yr control run and find three regimes that show excursions in frequency of about one standard deviation in an Atlantic SST anomaly experiment. In the most strongly affected regime, the pattern occurs only about half as often in the anomaly run as in the control. The simple form for the change in the PDF that we use may not capture all such effects.
In the limit that all s aj and s mn go to zero, our atmospheric model [Eqs. (3.5 
where T n is replaced by ͗ n T͘/͗ ͘, and ͗ n T͘ is the nth 2 n SST projection, which is defined as an inner product over space (within the basin) of the spatial pattern of SST with the nth SST basis function. In this limit, we can think of the terms on the right-hand sides of (3.11) to (3.13) as the deterministic feedbacks from the atmosphere to the ocean. Here, , , and Q sn are the x y sn sn nth spatial feedback patterns of zonal component of wind stress, meridional component of wind stress, and nonlocal heat flux per SST projection, respectively. The artificial parameter controls the strength of the nonlocal feedback from the atmosphere to the ocean relative to its standard value. The model is uncoupled when ϭ 0, and has standard coupling when ϭ 1. Equations (3.5)-(3.8) form the stochastic atmospheric model. In the following subsections, we discuss the estimation of the spatial wind stress and heat flux feedback patterns based on the analyses of GCM results and observations (e.g., Wallace et al. 1990; Deser and Blackmon 1993; Hense et al. 1990 ).
b. Estimates of spatial feedback patterns
We require plausible estimates of spatial patterns in the atmospheric response that are associated with a given pattern of SST. In observations, it is ambiguous whether the atmosphere is driving the ocean or vice versa, so we turn to atmospheric GCM (AGCM) experiments where it is clearer that the specified SST is driving the atmospheric response if the two are significantly correlated. AGCM experiments with a fixed pattern of SST can potentially provide such an association of SST to response. AGCM experiments with interannually varying observed SST can likewise be used by seeking statistical relations of the response to the forcing. In this latter method, possible correlation between tropical and extratropical SST requires caution in interpretation of the atmospheric response for the Pacific case (Graham et al. 1994; Lau and Nath 1994) . Since we intend to examine sensitivity to such feedbacks for various idealized patterns, we only need rough estimates of the magnitude of the response and plausible spatial structures.
For the case of heat flux feedback, a highly truncated series representation risks distorting the essential negative feedback of heat flux on SST that must hold over large enough regions. We therefore approximate the heat flux feedback in two parts: a simple local negative feedback (Ϫ⑀ T T) and nonlocal heat flux feedbacks [the terms on the rhs of equation (3.13) except Ϫ⑀ T T]. The local regression coefficient of heat flux on SST, point to point everywhere on the globe was computed. To get a basic feedback for heat flux, the average of the regression coefficient over the North Atlantic or the North Pacific was calculated. This is about Ϫ17 W (m 2 K) Ϫ1 over either area, estimated from the Hamburg version of the ECMWF T21 atmospheric model (ECHAM2) forced with observed global SST over the period 1970-88. This gives a basic negative heat flux feedback in both oceans. The decay rate for the local heat flux feedback, ⑀ T , is obtained by dividing Ϫ17 W (m 2 K) Ϫ1 by the heat capacity of the mixed layer. With 50-m constant mixed layer depth, ⑀ T is about 2.73 yr Ϫ1 . By subtracting the basic negative heat flux from the time series of net surface heat flux and regressing the remainder on the nth SST projection, we obtain the nth heat flux feedback pattern, which is the spatial distribution of linear regression coefficients between the nth SST projection and the remainder of the heat flux. Similarly, wind stress feedback patterns are obtained as the spatial distribution of linear regression coefficients between the nth SST projection and the wind stress components.
c. North Atlantic case
The response of the ECHAM2 AGCM to interannual SST has been analyzed by Graham et al. (1994) and Kharin (1995) . The analysis here is related to the latter. SST basis functions are obtained by canonical correlation analysis (CCA; see Barnett and Preisendorfer 1987; Bretherton et al. 1992 ) between SST and mean sea level pressure (SLP). Five EOFs are retained in the CCA analysis, which is simply used to select an SST pattern that correlates strongly with AGCM variability.
The CCA of SST and SLP shows one clearly defined SST pattern (Fig. 2a) , which correlates well with coherent atmospheric response on the North Atlantic domain. This SST basis function has an approximate north-south dipole pattern with a negative and a positive SST anomaly, centered near 30Њ and 50ЊN, respectively. Both centers have maximum anomalies in the western Atlantic. This pattern is similar to that examined by, for instance, Wallace et al. (1990) , Zorita et al. (1992) , and Kharin (1995) where statistical significance is examined. We use only this leading mode to compute atmospheric feedback patterns of wind stress and nonlocal heat flux over the North Atlantic domain. These are determined by regression of heat flux (subtracting the local feedback term) and wind stress onto the SST projection on the CCA mode pattern, using the full year monthly mean for the period from 1970 to 1988. The nonlocal heat flux feedback pattern is given in Fig. 2b , which shows large positive anomalies over most of the western North Atlantic, decreasing toward the east. The zonal component of wind stress feedback pattern (Fig. 2c) is mostly negative, minimum at about 45ЊN, 35ЊW. The meridional component of wind stress feedback (Fig. 2d) is small over the central North Atlantic. The corresponding wind stress curl has a positive maximum near 30ЊN and a negative minimum near 60ЊN (Fig. 3) . In our simple model, we consider an idealized basin with latitude from 20Њ to 60ЊN and longitude from 70Њ to 10ЊW in the North Atlantic. We thus stretch the first SST basis function, heat flux feedback, and wind stress feedback from the original basin onto a rectangular basin such that the basic features of the original fields are maintained. The resulting fields for the first SST basis function and the heat flux feedback, obtained by aligning the western boundary at the same longitude, and stretching the fields accordingly, are shown in Weng and Neelin (1998, their Fig. 1 ).
The effect on ocean current of further simplifying spatial wind stress patterns was tested by spinning up the ocean current with steady wind stress to steady state. We compared results using 1) the wind stress pattern given in Figs. 2c and 2d ; 2) the zonal component of wind stress given in Fig. 2c , but with a meridional component of zero; and 3) using a simplified sinusoidal approximation to Fig. 2c . The final steady states of the geostrophic streamfunction for these cases are very similar. Based on this, we simplify the wind stress feedback pattern by assuming a sinusoid pattern for the zonal component and zero field for the meridional component. That is,
The curl of wind stress feedback (labels in units of 10 Ϫ9 N m Ϫ3 ; contour interval 10 Ϫ9 N m Ϫ3 ) over the North Atlantic.
and A is the amplitude of the zonal component of wind stress feedback; k and l are the zonal and meridional wavenumbers of the wind stress, respectively; x ϭ 0 at western boundary and x ϭ L x at eastern boundary; and ␣ and ␥ are the zonal and meridional phases of the zonal wind stress feedback, respectively. Based on Fig. 2c , we estimated that ␣ ϭ 0.5, ␥ ϭ Ϫ0.8, A ϭ 0.05 dyn cm Ϫ2 , k ϭ 3/[R cos(40Њ)], and l ϭ 6/R, where R is the radius of earth. With these parameters, the wind stress curl obtained from (3.14) to (3.16) has a spatial pattern similar to that over the irregular Atlantic basin in the sense that the wind stress curl has a positive maximum near 30ЊN and a negative minimum near 60ЊN. We also treat more general functions of x for sensitivity testing, as discussed in section 6.
In order that a near-analytic solution can be found, we similarly simplify the spatial pattern for additive wind stress forcing as
By substituting Eqs. (3.14), (3.15), (3.17), and (3.18) into Eqs. (3.5) to (3.7), our atmospheric model becomes
North Pacific case
Similar to the North Atlantic case, we consider an idealized North Pacific basin with latitude from 20Њ to 60ЊN and longitude from 140ЊE to 121ЊW. The SST basis function, wind stress feedback, and heat flux feedback pattern are estimated based on results of the AGCM experiments by Lau and Nath (1990) and Latif and Barnett (1994) .
In a GCM experiment on atmospheric response to midlatitude SST anomalies, Lau and Nath (1990) examined regression charts of SST, surface heat flux, and geopotential height at various levels versus the SST variations off the northwest of Hawaii. The regression map of SST exhibits anomalies of one sign in the central North Pacific extending into the western Pacific along about 40ЊN and anomalies of the opposite sign along the coast of North America. SST patterns similar to this are also obtained by Weare et al. (1976) , Folland and Parker (1989) , and Namias et al. (1988) . Their regression coefficients for heat flux have a large-scale positive anomaly dominating over the western and central North Pacific, with a positive maximum centered near 35ЊN, 170ЊW. This positive anomaly is surrounded by negative anomalies. The regression chart of geopotential height near the surface has a large-scale anticyclone over the east of North Pacific. We use these regression charts (Figs. 12c, 13a , and 13c in Lau and Nath 1990) to estimate the SST and feedback patterns for use in our model. Figure 4 shows the SST basis function and the heat flux feedback for the idealized North Pacific basin. These two fields were estimated such that they are similar to those obtained by Lau and Nath (1990) (note differing sign convention for heat flux). Based on Lau and Nath's (1990) Fig. 12c of geopotential height at 990 mb, we estimate A ϭ 0.2 dyn cm Ϫ2 (using drag coefficient C D ϭ 0.0012), ␣ ϭ 0.075, ␥ ϭ Ϫ0.325, 2/k about 13 600 km, and 2/l about 8900 km. Note that this magnitude of feedback is comparable to the Atlantic case when the normalization of the basis functions is taken into account, since 1 in Fig. 4a for the Lau and Nath case is about three times as large as 1 in Fig. 2a for the Atlantic case. Fig. 1a of Latif and Barnett (1994) and SST values are used. In (b) the atmospheric GCM response of net surface heat flux to the SST anomaly shown in their Fig. 6a is used.
In the study of climate variability over the North Pacific, Latif and Barnett (1994) use a coupled GCM to simulate the interdecadal climate variability in the North Pacific. They found decadal-scale SST variability having large-scale spatial patterns as discussed in the introduction. They present the associated wind stress curl, evaluated from an AGCM run with specified SST anomaly. Figures 5a and 5b are estimated based on the Figs. 1b and 3b, respectively, given by Latif and Barnett (1994) . The zonal wind stress feedback pattern is estimated based on their Fig. 3c of wind stress curl, which gives A ϭ 2 dyn cm Ϫ2 , ␣ ϭ 0.375, ␥ ϭ Ϫ0.67, 2/k is about 13 600 km, and 2/l about 6700 km. This is a stronger feedback than the Lau and Nath case: since the SST basis function 1 in Fig. 5a is comparable in magnitude to the Lau and Nath 1 in Fig. 4a , A can be compared directly to the Lau and Nath A of 0.2 dyn cm Ϫ2 .
The coupled model
Equations (2.1), (2.5), (3.8), (3.19), (3.20), and (3.21) form a simple coupled model. With the simplified wind stress form in (3.19) and (3.20), we assume that the dependence of g on y can be separated from other variables associated with feedbacks and approximate it as g (x, y, t) ϭ (x, t) sin(ly ϩ ␥).
(4.1) Then our coupled model becomes
where T 1 has been replaced by ͗ 1 T͘/͗ ͘. The random 2 1 variables in (4.2) and (4.3) are given by (3.8). In the results presented, we use a correlation time t corr ϭ 5 days for the random variables , , , and
In practice, we sometimes use a random zonal phase for sinusoidal patterns in the spatial basis functions aj (x), rather than fixed patterns (although formally these are equivalent if correlations among aj are suitably treated).
In the limiting case where the standard deviations of the multiplicative noise components go to zero, we have
In this limit of the multiplicative noise case, the atmospheric model reverts to a case similar to that treated in Weng and Neelin (1997, 1998) , with deterministic feedbacks and additive noise.
Effects of SST dependent noise coupling
To investigate the effects of SST dependent noise, a time-marching method is used to solve the coupled model given by Eqs. (4.2) and (4.3), where s1 is given by Eq. (3.16). This form is considered as the prototype for a case where storm track statistics depend on SST. The large-scale additive wind stress forcing has a sinusoid spatial pattern with a wave number the same as that of the wind stress feedback but with random phase uniformly distributed in the zonal direction between 0 and 2. The additive heat flux forcing has a spatial pattern the same as the heat flux feedback pattern. Both multiplicative and additive noise contributions have a 5-day autocorrelation in time, that is, they are red for frequencies higher than (5 day) Ϫ1 and white for lower frequencies. The model horizontal resolution is 0.5Њ for the vorticity equation and 3Њ for the SST equation. The integration starts from zero initial perturbation and has a time step of one day.
The standard deviations used for atmospheric additive wind stress forcing, , are 0.4 dyn cm Ϫ2 over the North s a1 Atlantic and 0.3 dyn cm Ϫ2 over the North Pacific. These values are crudely estimated based on the da Silva et al. (1994) wind stress standard deviations, but we note the caveat that many spatial scales contribute to the observed standard deviation, whereas we include only large-scale patterns. The standard deviation of atmospheric multiplicative wind stress forcing, , is 0.2 dyn s m1 cm Ϫ2 over both oceans. We discuss the effect of this variable in the next section. Typical standard deviations for monthly heat flux, given by da Silva et al. (1994) 
a. North Atlantic
A 1000-yr coupled integration ( ϭ 1) is conducted over the North Atlantic. We randomly choose an 80-yr time series from this run, showing geostrophic streamfunction and SST anomalies along 50ЊN in Fig. 6 . Even without statistical techniques, interdecadal oscillations may be seen in both time series. The maximum SST anomaly is about 0.4ЊC. Geostrophic streamfunction anomalies tend to propagate to the west. In SST anomalies, propagation is less clear, but the interdecadal timescale associated with streamfunction anomalies can be picked out.
Empirical orthogonal functions (EOFs) of the geostrophic streamfunction and SST anomalies are computed based on the 1000-yr coupled integration over the domain (Fig. 7) . The spatial patterns of EOF 1 and EOF 2 of the SST anomalies account for 44% and 20% of the variance of SST anomalies over the domain, respectively (Figs. 7a,c) . Both patterns have large-scale north-south dipole patterns. EOF 1 and EOF 2 of the geostrophic streamfunction explain 71% and 22% of the variance of the geostrophic streamfunction, respectively (Figs. 7b,d ). Both of them have a smooth large-scale pattern that decays eastward. SST and streamfunction EOFs are calculated separately. In this case, they are closely related, with a correlation of 0.87 between SST-EOF 1 and -EOF 1 and of 0.92 between SST-EOF 2 and -EOF 2.
We examined the power spectra of the leading EOFs using the maximum entropy method (MEM). Unless otherwise stated a MEM order of 10 is used and we have examined sensitivity to the MEM order. To provide a measure of statistical significance, three 1000-yr coupled integrations are conducted, each with a different sequence of random variables. There are power spectral peaks at periods around 16 yr for EOF 1 and 11 years for EOF 2 of geostrophic streamfunction and at period around 12 yr for EOF 1 and EOF 2 of SST anomalies (Fig. 8) . Power spectra for sum-of-square SST or streamfunction are shown in section 6; EOF spectra are shown here to distinguish variability associated with important spatial patterns. Peaks tend to be less distinct when not filtered by EOFs, since they are mixed in with red noise variability. To examine the effect of coupling, we run the model without SST dependent noise (that is, uncoupled integration with ϭ 0). EOF 1 and EOF 2 of SST anomalies account for 30% and 23% of the total variance (Figs.  9a,c) , respectively. These two EOFs share qualitative features with their counterparts from the coupled case but exhibit significant differences. For instance, EOF 1 of the uncoupled case has more of a monopole pattern. EOF 1 and EOF 2 of streamfunction account for 60% and 29% of the total variance (Figs. 9b,d) , respectively, and have notable similarities to the corresponding EOFs in the coupled case. Figure 10 shows power spectra of the leading EOFs based on three 1000-yr uncoupled integrations. The power spectrum is basically red for EOF 1 of geostrophic streamfunction and has a peak weaker than the coupled case for the EOF 2 (Fig. 10a) . The period of this peak is approximately 11 yr. The period of the power spectral peak for SST anomalies is about 16 years for EOF 1 and 11 yr for EOF 2 (Fig. 10b) . However, these peaks are less distinct than that of the coupled case. The correlations among the principal components of these EOFs are also symptomatic of the weaker distinction between the interdecadal oscillation and noise background. For instance, the correlation of SST-EOF 1 with -EOF 1 and SST-EOF 2 with -EOF 2 are 0.45 and 0.5, respectively.
Due to uncertainties in the estimation of the standard deviation of additive heat flux forcing, we run the model with this variable ranging between 5 and 30 W m Ϫ2 . For the coupled run with large heat flux noise, the spatial pattern of EOF 1 of SST anomalies (Fig. 11a) is very similar to the nonlocal heat flux feedback pattern (Fig.  2b , or see Fig. 1b in Weng and Neelin 1998) . This mode accounts for 75% of the variance of SST anomalies over the domain. No power-spectral peak is found for this mode (solid line in Fig. 11c ) consistent with a decaying SST mode excited by noise, exactly as in the Hasselmann (1976) hypothesis. The spectrum is flat on long timescales compared to the decay time associated with negative feedbacks in heat flux; for short timescales, the spectrum is red. EOF 2 and EOF 3 of SST anomalies (figure not shown) and their power spectra (Fig. 11c) are similar to the EOF 1 and EOF 2 of the coupled case shown in Figs. 7 and 8 except that these two only account for total of 17% of the variance. The leading two EOFs of streamfunction (figure not shown) and their power spectra (Fig. 11b) are similar to the coupled case given above (see Figs. 7, 8) . When uncoupled, the spatial patterns of the leading EOFs (not shown) are basically similar to the corresponding coupled case. The percentage of the variance explained by EOF 1 of SST is 88% and by both EOFs 2 and 3 of SST are 7%. The main difference is that in the uncoupled case, the power spectrum (Fig. 12) is basically red for EOF 1 of streamfunction and has a peak weaker than the corresponding coupled case for the EOF 2 of streamfunction and EOFs 2 and 3 of SST anomalies. 
b. North Pacific
We test the case over the North Pacific with the basic fields estimated from Lau and Nath (1990) . For the coupled integration, EOF 1 of SST anomalies (Fig. 13a ) accounts for 40% of the total variance and has a spatial pattern similar to the heat flux feedback pattern shown in Fig. 4b because this pattern has been used in the additive noise. The power spectrum of this mode (solid line in Fig. 14b ) is quite flat at low frequencies, indicating the role of heat flux forcing. EOF 2 and EOF 3 of SST anomalies account for 16% and 9% of total variance, respectively, and have a large-scale northsouth dipole pattern (Figs. 13b,d ). Their associated power spectral peaks are at 17 and 14 yr, respectively (Fig.  14b) . EOF 1 and EOF 2 of streamfunction account for 50% and 38% of total variance, respectively, and have a smooth large-scale pattern that decays slowly toward the east (Figs. 13c,e) . The leading EOFs of streamfunction have a power-spectral peak at periods of 25 and 17 yr (Fig. 14a) . These features are similar to the coupled case in the North Atlantic with large heat flux standard deviations (i.e., ϭ 30 and
except that spatial scale for both anomalies is larger and the periods are longer. Correlations among principal components are 0.69 between SST-EOF 3 and -EOF 1 and 0.79 between SST-EOF 2 and -EOF 2.
In the comparable uncoupled integration (Figs. 15 and  16 ), similar results are obtained. The main difference is that the percentage of the variance explained by EOF 1 of SST increases to 54% of the total variance (Fig.  15a) . Power-spectral peak of the leading two EOFs of streamfunction and EOF 2 and 3 of SST anomalies has similar period (Fig. 16) as in the coupled case (Fig. 14) although the peak is slightly less distinct. Thus, unlike the Atlantic case above, power-spectral peaks still occur VOLUME 12 in SST and streamfunction for the uncoupled case (Fig.  16) , as well as the coupled case. Clearly we need to explain a timescale selection mechanism that can operate separately for coupled and uncoupled cases. We also test the case over the North Pacific with the feedback fields estimated from Latif and Barnett (1994) . Due to their large positive heat flux feedback and large wind stress feedback, the SST anomalies increase exponentially with time in this linear model. While instability through ocean-atmosphere interaction could in theory be a potential source of interdecadal variability, and would equilibrate to finite amplitude in a nonlinear model, there are several reasons for studying a stabilized version of this case. First, there is some doubt that the feedbacks in the real system are as large as apparently occur in the case we take from Latif and Barnett (1994) .
For a 1ЊC SST anomaly, maximum magnitudes are over 1 dyn cm Ϫ2 , which is comparable to the climatological wind stress, and over 100 W m Ϫ2 net heat flux. The feedbacks they show are for a January case, which we apply through the year. Second, the interdecadal mode is actually stable (as shown in Weng 1997). The instability is due to an SST mode, which is nonoscillatory. As discussed in Neelin and Dijkstra (1995) , such instabilities are typically caused by flux correction. We therefore seek a modification that will stabilize the SST mode and permit us to study the period and spatial structure of the interdecadal mode. We modify their case using magnitudes of heat flux and wind stress feedbacks reduced to the same magnitudes as estimated in the Lau and Nath (1990) feedback. We refer to this as a ''Latif and Barnett-like'' case. For both the coupled and uncoupled cases, the basic features of the leading two EOFs of streamfunction and SST anomalies (figure not shown) are similar to the Atlantic case with small heat flux noise (i.e., ϭ 5 W Q s a1 m Ϫ2 ) except the zonal length scale is larger. Similarly, the percentage of the variance explained by both EOF 1 and EOF 2 in the uncoupled case is less than that in the coupled case. For the coupled case, the periods of the power spectral peaks are 25 and 17 yr for EOF 1 and EOF 2 of streamfunction, respectively, and 17 and 12 yr for EOF 1 and EOF 2 of SST anomalies, respectively. The uncoupled case has similar power-spectral peaks, but they are slightly less distinct. In the coupled case, the interdecadal oscillations can be seen clearly from the time-longitude plot of geostrophic streamfunction and the SST anomalies at 50ЊN (Fig. 17) . The geostrophic streamfunction shows characteristics of westward propagation, while in SST this propagation is less clear, probably due to effects of heat flux noise.
Overall, these results indicate that the uncoupled system can give coherent spatial patterns in the oceanic response due to effects of the basic state and large-scale atmospheric stochastic forcing. The uncoupled ocean can even exhibit weak spectral peaks when forced by spatially coherent, temporally white (on timescales longer than a week) atmospheric noise. However, coupling of the SST pattern to a large-scale atmospheric patterneven if only by a small effect of SST on the atmospheric PDF-can have a significant effect on oceanic spatial pattern and timescales.
Deterministic coupling cases a. Deterministic coupling as a limit of SST dependent noise
In general, multiplicative noise effects can be exotic (Horsthemke and Lefever 1984 , and references therein). We investigate cases with various standard deviations of the multiplicative noise components ranging between 0 and twice the standard deviation of the respective additive noise components. When standard deviations of additive and multiplicative wind stress are 0.4 and 0.8 dyn cm Ϫ2 (the North Atlantic case), respectively, the PDF of the total wind stress has a standard deviation about 0.89 dyn cm Ϫ2 and the mean value is slightly greater than zero. As the standard deviation of multiplicative noise approaches zero, the atmospheric wind stress reduces to a deterministic feedback plus additive noise. The PDF of wind stress for this case has the same standard deviation as that of the additive noise but is shifted by a mean value, which depends on T 1 . Similar remarks apply to the heat flux forcing as the standard deviation of multiplicative noise approaches zero, except that the PDF shift is larger relative to the additive noise standard deviation.
We use a time-integration method to investigate coupled cases with ranging between 0 and (ϭ0 spectively. All other parameters and fields are as in the coupled case in the previous section. Here we refer to the North Atlantic case but similar behavior is obtained for the Pacific case. Spatial patterns of EOF 1 and EOF 2 of streamfunction and SST anomalies are very similar to the coupled case in the North Atlantic (Fig. 7) given above. When standard deviations of multiplicative noise components are twice as large as that of the additive noise components, the total percentage of the variance explained by EOF 1 and EOF 2 is 68% for SST anomalies and 95% for the geostrophic streamfunction (figure not shown). As standard deviations of multiplicative noise components decrease, the percentage of explained variance also decreases, but the period peak is not very sensitive to the standard deviation of the multiplicative noise. Figure 18 gives the power spectra of the leading EOFs of streamfunction and SST anomalies based on two 1000-yr coupled integrations, one with ϭ 0.8 dyn cm correspond to the first case, since the larger atmospheric variability tends to excite larger response. Aside from this, the shape of the power spectra is very similar. Considering that the standard deviation of the wind stress multiplicative noise is eight times as large as the deterministic feedback, this similarity is quite remarkable. This occurs because the ocean characteristic response time is sufficiently long to integrate over much of the random variability in the feedback, and thus responds largely to the mean feedback. Based on this, we can reduce the atmospheric model to the deterministic coupling plus the additive noise [Eqs. (4.4) and (4.5)] to study the simplified system. With atmospheric additive forcing given as before but with fixed spatial patterns, we can solve the power spec- trum either numerically (see appendix A) or near-analytically (see appendix B) using Fourier transformed equations. This avoids dependence on MEM order used for power-spectral analysis of the time series and makes the link between time-stepped and near-analytic results.
b. Near-analytic solutions
In Weng and Neelin (1998) , we showed the powerspectral density in the North Atlantic for a simple case when additive atmospheric wind stress and heat flux forcing have the same spatial forms as the corresponding feedback patterns. In order to see the relative role of wind stress and heat flux, we examine a case similar to that given in Weng and Neelin (1998) but excluding heat flux feedback and noise (Fig. 19) . As the coupling coefficient increases, a spectral peak for each variable starts to rise and is quite distinct when coupling coefficient is at the standard value ( ϭ 1). The period of the spectral peaks is 17 yr (Fig. 19d) . These features are similar to the case with heat flux included, indicating the important role of wind stress feedback in the interdecadal mode. Figure 20 is similar to Fig. 19 except for the North Pacific case with the SST basis function and the atmospheric feedback patterns estimated based on Lau and Nath (1990) . For the case shown, the spatial form of heat flux forcing is the same as the nonlocal heat flux feedback. The wavelength and phase of the zonal component of wind stress forcing are 13 600 km and , respectively. When uncoupled ( ϭ 0), there is a powerspectral peak at a period of 31 yr for geostrophic stream- function and 18 yr for SST. As increases, the spectral peaks become more distinct. When increases to the standard coupling coefficient ( ϭ 1), the period of the peak is 25 yr for geostrophic streamfunction and 21 yr for SST anomalies.
This result is generally similar to the numerical results given in section 5 although the solution methods do lead to some differences in the period of spectral peaks.
c. Effects of feedback pattern and distance from the western boundary
In this subsection, we analyze the coupled model with an idealized form of the wind stress feedback to investigate the propagation of information toward the western boundary, and effects on period. We assume J ϭ 1 and modify s1 and a1 in Eqs. (4.4) and (4.5) to the form
and L x is the width of the ocean basin (x ϭ 0 and x ϭ L x are at western and eastern boundaries, respectively). The spatial form of Q a1 is either zero or is the same as the atmospheric heat flux feedback pattern Q s1 . The power spectra of geostrophic streamfunction and SST anomalies for various wind stress forms over the North Atlantic (coupled) are given in Fig. 21 . In the case shown, Q a1 has the same spatial form as the heat flux feedback pattern. For zonal wind stress between 45Њ and 65ЊW and zero elsewhere (Fig. 21a) , only a very weak power-spectral peak with period around 9 yr is seen. In this case, the western edge of the wind stress, x 1 , is 5Њ away from the western boundary. When the western edge of the wind stress is 15Њ, 25Њ, and 35Њ of longitude away from the western boundary, with the same longitudinal extent, the period of the peaks for both geostrophic streamfunction and SST anomalies are about 11, 16, and 25 yr, respectively (see Figs. 21b, c, d) .
That is, the period of the power-spectral peak increases as the zonal wind stress moves to the east. This is because the dominant timescale mechanism is associated with long Rossby waves, which propagate to the west (in the sense of group velocity). If this wave is excited far from the western boundary, it takes more time for the information to propagate westward, tending to favor a longer period. However, the period does not increase linearly with the distance between the western boundary and the wind stress. We have also tested the case when there is no heat flux (Q s1 ϭ Q a1 ϭ 0), with results close to the case shown in Fig. 21 . 
Discussion and conclusions
A simple ocean-atmosphere coupled model is used to study potential coupled feedback mechanisms at midlatitudes and their consequences. Due to the large internal variability of the atmosphere at midlatitudes, response to SST anomalies is represented as a stochastic process. Coupling is postulated to occur through the influence of SST on the probability density function of the atmospheric noise. We represent this simply by an additive noise process, representing the component of atmospheric internal variability independent of SST, and an SST dependent noise process, representing the atmospheric response to the ocean. The SST dependent noise is approximated by a large-scale spatial pattern associated with a random variable whose probability density function ensemble mean and variance depend on SST. Seasonal dependence is omitted here.
We investigate the role of this SST dependent noise coupling by running the model with SST dependent noise included (coupled hereafter) or without it, that is, with purely additive noise (uncoupled). In the North Atlantic, the uncoupled integration has leading EOFs of geostrophic streamfunction with smooth large-scale spatial patterns that decay eastward. The power spectra is basically red for EOF 1 and has a weak peak at interdecadal timescale for EOF 2. The leading EOFs of SST exhibit sensitivity to the standard deviation of stochastic heat flux forcing. When heat flux noise is small, the leading EOFs of SST have a large-scale north-south dipole pattern associated with the leading EOFs of streamfunction, indicating the dominant role of wind stress forcing in generating the SST pattern. The power spectra of the leading EOFs show a weak peak at periods of interdecadal timescale. When heat flux noise is large, EOF 1 of SST has a spatial pattern closely related to the heat flux forcing, indicating the role of heat flux. The power spectrum of this mode is flat as in the Hasselmann (1976) hypothesis for timescales longer than heat flux negative feedback timescales. For the coupled case with SST dependent noise included, the spatial patterns of the EOFs of streamfunction and SST anomalies are generally similar to that of the corresponding uncoupled case. The main difference is that for many cases there is an obvious rise of a power-spectral peak at interdecadal periods for the leading EOFs associated with the interdecadal mode.
In the North Pacific, we tested two cases intended to mimic Lau and Nath (1990) and Latif and Barnett (1994) , respectively. Behavior is qualitatively similar to the North Atlantic case with large and small heat flux noise, respectively. The most robust difference from the Atlantic case is that both cases have longer zonal length scales in the leading EOFs of the interdecadal modes and correspondingly longer periods. In both oceans, their spatial scales are similar to the scales given by the atmosphere over the domain, that is, the atmosphere plays a dominant role in selecting the length scale of the leading ocean modes in this system. We do find a case where the Latif and Barnett (1994) feedbacks give an unstable nonoscillatory SST mode, which is probably spurious. Even for the large feedbacks in their case, the interdecadal mode is stable. We hypothesize that, in general, stable modes maintained by atmospheric noise are the most likely prototype for midlatitude interdecadal variability.
Because the standard deviation of multiplicative noise, s m1 , is poorly constrained by data, we examine cases with s m1 ranging between 0 and twice the standard deviation of the additive noise (for both oceans). The case where s m1 ϭ 0 corresponds to a deterministic feedback on SST (combined with the additive noise). Changes in s m1 primarily affect the percentage of variance explained by the leading EOFs and the level of their power spectra. The value of s m1 is not crucial in selecting time or spatial scales of the leading modes because in our linear model, the ocean tends to integrate multiplicative noise. The ocean timescales are sufficiently long that the integrated effect of the stochastic atmospheric response on the ocean is similar to that of a deterministic atmospheric feedback.
We can thus usefully study an atmospheric component consisting of additive stochastic forcing plus deterministic feedbacks. A near-analytic solution of the power spectral density for this simplified system shows that although a weak peak at interdecadal timescale can appear in some uncoupled cases, coupling can enhance the peak. The analysis of cases with and without heat flux feedback indicates that the interdecadal power spectral peak is due to atmospheric wind stress. For the standard coupling case, this solution gives a period of 17 yr for both SST and streamfunction in the North Atlantic and 21 yr for SST and 25 yr for streamfunction in the North Pacific. These periods differ slightly from the periods of the leading EOFs obtained from the time-integration method. It is worth noting the imperfect match of apparent peaks in SST and streamfunction as a caution to interpreting results in observations or more complex models. Here we can demonstrate that we have a coupled mode with a well-defined period and yet even with long time series or analytical spectra, the presence of other (red) types of variability appears to affect the position of the spectral peak differently in different fields. Although these values are sensitive to the methods used and some parameters, these periods can roughly be compared to GCM results. Barnett (1994, 1996) and Robertson (1996) find timescales on the order of 20 yr in the North Pacific, while Grötzner et al. (1998) note an 18-yr timescale in the North Atlantic in two MPIM coupled models, and Selten et al. (1998) find 16-18 yr in their coupled model. When considering this mechanism compared to observations, a caveat must be borne in mind that observed oceanic baroclinic Rossby wave speeds are significantly faster than standard theory (Chelton and Schlax 1996) . Thus the periods may tend to be somewhat shorter than those obtained here. For instance, the spectral peak noted in EOFs of SST and surface air temperature in the Atlantic by Deser and Blackmon (1993) is around 12 yr. However, we emphasize here the overall physical mechanism rather than the precise period. We also note that for current observational time series, the case for distinct spectral peaks is far from clear. The mechanism proposed here suggests preferred timescales and spatial patterns might be found within the red noise background variance, but we do not expect such peaks to stand out strongly.
The time-longitude plots (from the time integrated model version) have signatures of westward propagation of geostrophic streamfunction in the interdecadal mode for both basins. Although the time-longitude plot of SST anomalies shows a clear association with the streamfunction, westward propagation is less clear in SST. To investigate the information propagation, we test cases with the atmospheric feedback simplified to a zonally constant wind stress patch located at different longitudes in several experiments. The distance between the western boundary and the wind stress feedback region affects the period of the power-spectral peak. Larger distance tends to have longer period, consistent with Rossby wave propagation from the feedback region toward the west.
A schematic representation of the ocean-atmosphere feedback process is given in Fig. 22 . This diagram highlights the important role of the atmosphere in setting the zonal length scale of the ocean and the oceanic Rossby wave dynamics in selecting the timescale as suggested by Weng and Neelin (1997) . Part II of this paper (Weng and Neelin 1999) gives a more detailed investigation of the selection of a preferred time scale of the interdecadal modes by looking for a near-analytic solution of the eigenvalue problem of the coupled model. Although we have noted some complicated behavior of the spectral response of the coupled system in the text, a rule of thumb for preferred interdecadal time scales in the uncoupled and coupled cases, respectively, can be summarized as follows. In the uncoupled case, if there is a preferred length scale in the large-scale atmospheric stochastic forcing, oceanic Rossby waves will tend to be excited with this scale. These waves propagate to the west with group (and phase) velocity c Rossby ഠ ␤ 2 . Then the period is determined by L/c Rossby , where L is the zonal length scale of the atmospheric forcing. Similar results are found by Jin (1997) from analysis in a simpler system and by Frankignoul et al. (1997) with L the basin scale for a case with zonally constant forcing. For typical large-scale FIG. 22 . Schematic diagram of mechanisms producing preferred timescales. (a) The uncoupled ocean case. Atmospheric additive stochastic forcing with a preferred spatial pattern, a (t) a (x), tends to excite an oceanic Rossby wave whose geostrophic streamfunction is shown at an early time t 1 and a later time t 2 after westward propagation with group velocity c Rossby ഠ ␤ 2 , where is the internal mode radius of deformation. Although the wave dies out at the western boundary, there is still a preferred timescale L/c Rossby , where L is the atmospheric spatial scale, that can produce a weak spectral peak. (b) The coupled ocean-atmosphere case. A noisy SST dependent atmospheric feedback, m (T(), t) m (x), tends to excite an oceanic Rossby wave that likewise propagates westward at c Rossby . SST anomalies produced by streamfunction anomalies tend to reexcite the Rossby wave in the basin interior, so the spectral peak can be enhanced relative to the uncoupled case. The streamfunction used in the diagram is the response to an impulse in time of wind stress, a (x), shown for t 1 ϭ 5 months and t 2 ϭ 4.5 yr.
atmospheric forcing and oceanic Rossby deformation radius, these waves have periods of interdecadal timescale. In this uncoupled case, there is an underlying mathematical similarity to the ''advective ocean-atmosphere interaction'' mechanism proposed by Saravanan and McWilliams (1998) in which the speed of mean ocean currents provides a velocity scale for advection of SST, while the atmosphere sets the length scale. Here Rossby wave group velocity sets the velocity scale. The difference between wave dynamics and pure advection is most notable in the complex western boundary dynamics that enters here. Without an atmospheric feedback process (Fig. 22a) , the long Rossby waves will die out when reaching the western boundary due to the dissipation there (combined with the slow eastward group velocity of reflected short Rossby waves).
For the coupled case (Fig. 22b) , the SST anomalies generated by geostrophic current can feed back to the atmosphere. The atmosphere, in turn, brings some information back to the east and reexcites oceanic waves there. The essence of the timescale is, like the uncoupled case, given by long Rossby wave group velocity versus an atmospheric length scale, in this case the length scale of the feedback pattern. Even if the feedback is stochastic, as in the SST dependent noise case treated here, the return of some information to the central basin tends to reinforce the oscillation tendency and enhance the spectral peak. This investigation suggests that atmospheric internal variability alone can give coherent spatial patterns and sometimes weak spectral peaks in the oceanic response due to effects of the basic state and large-scale atmospheric stochastic forcing. Even noisy atmospheric coupling due to slight change of the atmospheric PDF can VOLUME 12 J O U R N A L O F C L I M A T E produce significant impact on spatial patterns of leading SST modes and make the power-spectral peaks more distinct relative to uncoupled ocean. Such changes in PDF will be challenging to diagnose from data. Large ensembles from AGCM experiments should help specify the PDF more accurately. While the role proposed here for coupled feedbacks in the midlatitude oceanatmosphere system is subtle, it should be testable in more complex climate models.
Fourier-transformed geostrophic streamfunction and SST anomalies can be obtained from (B.6) and (A.2), respectively, for various frequencies.
Due to the complexity of expression for the case 0, here we give the solution for a simple case when ϭ 0 and s1 (x) ϭ A cos(k 0 x ϩ ␣ 0 ). In this case, B.8) 
