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Abstract
We derive sufficient conditions for the convex and monotonic g-stochastic ordering
of diffusion processes under nonlinear g-expectations and g-evaluations. Our approach
relies on comparison results for forward-backward stochastic differential equations and
on several extensions of convexity, monotonicity and continuous dependence proper-
ties for the solutions of associated semilinear parabolic partial differential equations.
Applications to contingent claim price comparison under different hedging portfolio
constraints are provided.
Keywords : Stochastic ordering, g-expectation, g-evaluation, g-risk measures, forward-backward
stochastic differential equations, parabolic PDEs, propagation of convexity.
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1 Introduction
In comparison with standard mean-variance analysis, partial orderings of probability distri-
butions provide additional information which can be used in applications to risk management.
In this framework, a random variable X is said to be dominated by another random variable
Y if
E[φ(X)] ≤ E[φ(Y )], (1.1)
for all φ : R→ R in a certain class of functions, where E[X ] denotes the usual expectation of
the random variable X . For example, if X and Y represent the lifetimes of two devices A and
B then the stochastic ordering (1.1) for all non-decreasing and bounded functions φ, tells
that the device B will be likely survive longer than the device A. More generally, stochastic
ordering has found numerous applications in fields such as reliability, economics, actuarial
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science, comparison of experiments etc, see e.g. Denuit et al. (2005), Mu¨ller and Stoyan
(2002), Shaked and Shanthikumar (2007).
Comparison bounds in convex ordering have been established in El Karoui et al. (1998)
for option prices with convex payoff functions in the continuous diffusion case, via a martin-
gale approach based on the classical Kolmogorov equation and the propagation of convexity
property for Markov semigroups. This approach has been generalized to semimartingales in
Gushchin and Mordecki (2002), Bergenthum and Ru¨schendorf (2006), Bergenthum and Ru¨schendorf
(2007), see also Klein et al. (2006), Arnaudon et al. (2008), Ma and Privault (2013).
In this paper, we go beyond the linear setting of the standard expectation operator E,
and we study stochastic orderings from the point of view of nonlinear expectations, which
leads to more general concepts of stochastic ordering in nonadditive models.
Uncertainty orders have been constructed in Tian and Jiang (2016) on the sublinear
expectation space. Here, we extend this approach to the settings of g-expectations and
g-evaluations, which are not sublinear in general. Namely, we use the g-expectation and g-
evaluation Eg[X ] of a random variable X , defined by Peng (1997), Peng (2004) as the initial
value Y0 for a pair (Yt, Zt)t∈[0,T ] of adapted processes which solves a Backward Stochastic
Differential Equation (BSDE) of the form
− dYt = g(t, Xt, Yt, Zt)dt− ZtdBt, 0 ≤ t ≤ T, (1.2)
with terminal condition YT = X , where the function g(t, x, y, z) is called the BSDE generator,
(Bt)t∈R+ is a standard Brownian motion, and (Xt)t∈R+ is diffusion process driven by (Bt)t∈R+ .
BSDEs were first introduced by Bismut (1973) in the linear case, and then extended by
Pardoux and Peng (1990) to the nonlinear case.
The g-expectation Eg has been applied to contingent claim pricing in financial mar-
kets, as well as to stochastic control theory and the study of dynamic risk measures, see
Pardoux and Peng (1990), Peng (1997), Ma and Yong (1999), Peng (2004; 2010), and it gen-
eralizes the classical notion of expectation which corresponds to the choice g(t, x, y, z) := 0,
t ∈ [0, T ], x, y, z ∈ R. More generally, inequalities in g-stochastic orderings can be inter-
preted as comparisons of portfolios values, option prices, and risk measures.
In Theorems 3.1 and 4.1 we derive sufficient conditions on two BSDE generators g1(t, x, y, z),
g2(t, x, y, z) for the convex ordering
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
, (1.3)
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in nonlinear expectations Eg1, Eg2, for all convex functions φ(x) with polynomial growth,
where X
(1)
T and X
(2)
T are the terminal values of the solutions of two forward Stochastic
Differential Equations (SDEs)
dX
(1)
t = µ1
(
t, X
(1)
t
)
dt+ σ1
(
t, X
(1)
t
)
dBt,
dX
(2)
t = µ2
(
t, X
(2)
t
)
dt+ σ2
(
t, X
(2)
t
)
dBt,
with X
(1)
0 = X
(2)
0 , under the bound
0 < σ1(t, x) ≤ σ2(t, x), t ∈ [0, T ], x ∈ R.
In an option pricing setting, the forward processes X
(i)
t , i = 1, 2, represents the prices
of risky assets, and the corresponding backward processes Y
(i)
t in (1.2), i = 1, 2, represent
portfolio wealth processes, while the processes Z
(i)
t in (1.2), i = 1, 2, play an important role
in hedging the claim with payoff φ
(
X
(i)
T
)
at maturity time T , as pi
(i)
t := Z
(i)
t /σi
(
t, X
(i)
t
)
is the
quantity invested in the risky asset X
(i)
t at time t ∈ [0, T ], see e.g. El Karoui et al. (1997).
The g-stochastic orderings can be also used for the comparison of expected utilities when
φ represents a utility function, and as such they are applicable to risk management. Precisely,
using the convexity (resp. concavity) of φ, they enable one to study the behavior of risk
seeking (resp. risk averse) investors, see e.g. Sriboonchita et al. (2009). Furthermore, the
g-expectation is also related to the Choquet expectation, see Chen et al. (2005), He et al.
(2009), which has applications in statistical mechanics, potential theory, decision theory,
actuarial sciences and for distortion risk measures.
First, in Theorem 3.1 we show that the convex ordering (1.3) can be derived as a conse-
quence of the comparison Theorem 2.4 in Appendix C of Peng (2010), provided that
zµ1(t, x) + g1(t, x, y, zσ1(t, x)) ≤ zµ2(t, x) + g2(t, x, y, zσ2(t, x)), x, y, z ∈ R, t ∈ [0, T ],
and both functions (x, y, z) 7→ zµi(t, x)+gi(t, x, y, zσi(t, x)) are convex in (x, y) and in (y, z)
on R2 for i = 1, 2 and t ∈ [0, T ]. Then in Theorem 4.1 we show, using stochastic calculus
arguments, that this condition can be relaxed into a single convexity assumption in (x, y)
and in (y, z) for only one the functions
(x, y, z) 7→ fi(t, x, y, z) := zµi(t, x) + gi(t, x, y, zσi(t, x)), i = 1 or i = 2.
3
Increasing convex ordering is dealt with in Theorems 3.2 and 4.2, monotonic ordering is
considered in Corollary 3.3, increasing convex ordering is treated in Corollary 3.4, with the
particular cases of equal drifts and equal volatilities considered in Corollaries 3.5 and 3.6 for
the convex and monotonic orderings.
In a complete market, the value Y
(i)
0 of the self-financing portfolio that replicates the con-
tingent claim φ
(
X
(i)
T
)
at the maturity T coincides with the g-expectation Egi
[
φ
(
X
(i)
T
)]
, and
the quantity Egi
[
− φ
(
X
(i)
T
)]
= −E
g
(−1)
i
[
φ
(
X
(i)
T
)]
, where g
(−1)
i (t, x, y, z) := −g(t, x,−y,−z),
makes sense as a risk measure. Here, the choice of generator function gi determines the
investor’s portfolio strategy and corresponding risk measures, see Section 6 for examples in
which different portfolios will be characterized by different generators g.
The proofs of Theorems 3.1-3.2 and 4.1-4.2 rely on an extension of convexity properties of
the solutions of nonlinear parabolic Partial Differential Equations (PDEs) which is proved in
Theorem 7.2. The convexity properties of solutions of nonlinear PDEs have been studied by
several authors, see e.g. Theorem 3.1 in Lions and Musiela (2006), Theorem 2.1 in Giga et al.
(1991), and Theorem 1.1 in Bian and Guan (2008), see also Theorem 1 in Alvarez et al.
(1997) in the elliptic case. Those works typically require global convexity of the nonlinear
drifts f(t, x, y, z) in all state variables (x, y, z), a condition which is too strong for our
applications to finance in Examples 6.1-6.4 below. For this reason, in Theorem 7.2 below
we extend Theorem 1.1 of Bian and Guan (2008) in dimension one, by replacing the global
convexity of the nonlinear drift fi(t, x, y, z) in (x, y, z) with its convexity in (x, y) and (y, z),
i = 1, 2.
Related comparison results for g-risk measures are presented in Corollaries 5.2-5.3, and
several examples of application are considered in Section 6. Section 7 is devoted to convexity
properties for the solutions of partial differential equations, which are used in the proofs of
Theorems 3.1-5.3. Section 8 deals with monotonicity properties and continuous dependence
results for the solutions Forward-Backward Stochastic Differential Equations (FBSDEs) and
PDEs, which are used in the proofs of Theorems 3.1-4.2 and Corollaries 3.3-3.6.
2 Preliminaries
In this section we recall some notation and background on FBSDEs, g-expectations, g-
evaluations and g-stochastic orderings. Given T > 0, let (Bt)t∈[0,T ] be a standard Brownian
motion on a probability space (Ω,F ,P). Denote by (Ft)t∈[0,T ] the augmented filtration such
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that Ft = σ(Bs, 0 ≤ s ≤ t) ∨ N , t ∈ [0, T ], where N is the collection of all P-null sets. We
also let L2(Ω,Ft) := L2(Ω,Ft,P), t ∈ [0, T ].
Forward-Backward SDEs
Consider a forward SDE of the form
dX t,xs = µ
(
s,X t,xs
)
dt+ σ
(
s,X t,xs
)
dBs, 0 ≤ t ≤ s ≤ T. (2.1)
with initial condition X t,xt = x, and whose coefficients are assumed throughout this paper
to satisfy the following condition:
(A1) For every t ∈ [0, T ], the functions x 7→ µ(t, x) and x 7→ σ(t, x) are globally Lipschitz,
i.e.
|µ(t, x)− µ(t, y)| ≤ C|x− y| and |σ(t, x)− σ(t, y)| ≤ C|x− y|, x, y ∈ R,
In particular, x 7→ µ(t, x) and x 7→ σ(t, x) satisfy the linear growth conditions
|µ(t, x)| ≤ C(1 + |x|) and |σ(t, x)| ≤ C(1 + |x|), x ∈ R,
for some positive constant C > 0. The associated backward SDE is defined by
Y t,xs = φ
(
X t,xT
)
+
∫ T
s
g
(
τ,X t,xτ , Y
t,x
τ , Z
t,x
τ
)
dτ −
∫ T
s
Zt,xτ dBτ , 0 ≤ t ≤ s ≤ T, (2.2)
with terminal condition Y t,xT = φ
(
X t,xT
)
∈ L2(Ω,FT ), where the generator g(·, x, y, z) of
(2.2) is an (Ft)t∈[0,T ]-adapted process in L2 (Ω× [0, T ]) for all x, y, z ∈ R, which satisfies the
following conditions (A2)-(A3).
(A2) The function g(t, x, y, z) is uniformly Lipschitz in (x, y, z), i.e., there exists C > 0 such
that
|g(t, x2, y2, z2)− g(t, x1, y1, z1)| ≤ C (|x2 − x1|+ |y2 − y1|+ |z2 − z1|)
a.s., x1, x2, y1, y2, z1, z2 ∈ R, t ∈ [0, T ],
(A3) We have g(·, x, 0, 0) = 0 a.s. for all x ∈ R.
By Theorem 2.1 of El Karoui et al. (1997), see Proposition 2.2 of Pardoux and Peng (1990),
under (A1)-(A2) there exists a unique pair
(
Y t,xs , Z
t,x
s
)
s∈[t,T ]
of adapted processes in L2 (Ω× [0, T ])
that solves the BSDE (2.2).
In the sequel we will also consider the following condition:
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(A4) The function φ is continuous on R and has the polynomial growth
|φ(x)| ≤ C(1 + |x|p), x ∈ R, for some p ≥ 1 and C > 0. (2.3)
g-evaluation and g-expectation
Next, we state the definition of the g-evaluation.
Definition 2.1 Given X ∈ L2(Ω,FT ) and the backward SDE
dY 0,xt = −g
(
t, X0,xt , Y
0,x
t , Z
0,x
t
)
dt+ Z0,xt dBt, 0 ≤ t ≤ T,
Y 0,xT = X,
we respectively call
Eg[X ] := Y
0,x
0 and Eg[X | Ft] := Y
0,x
t
the g-evaluation and the Ft-conditional g-evaluation of X, t ∈ [0, T ].
Under (A3), one can show in addition that the map X 7→ Eg[X ] preserves all properties
of the classical expectation E, except for linearity and the property Eg[c] = c for constant
c ∈ R, see Relation (34) and Theorem 3.4 in Peng (2004).
In the sequel we make the (stronger than (A3)) assumption
(A′3) g(·, x, y, 0) = 0 a.s. for all x, y ∈ R,
the g-evaluation Eg becomes the g-expectation, which satisfies the property Eg[c] = c for
constant c ∈ R, see Relation (36.2) and Lemma 36.3 in Peng (1997). We note that the re-
sults of Sections 3, 4 and 5 remain valid for g-expectations if we assume (A′3) instead of (A3).
We note that by Corollary 12 of Rosazza-Gianin (2006), when g(t, x, y, z) is convex in (y, z) ∈
R2 for all (t, x) ∈ [0, T ]× R, which is the case in Theorems 3.1-3.2, Corollaries 3.4-3.5, and
Theorems 4.1-4.2, Eg[X ] admits the representation
Eg[X ] = sup
Q∈Pg
(
EQ[X ]− Fg
(
dQ
dP
))
, (2.4)
where Fg : L
2(FT ) 7→ R ∪ {+∞} is the convex functional defined by
Fg(Y ) := sup
X∈L2(FT )
(
E[XY ]− Eg[X ]
)
, Y ∈ L2(FT ),
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and Pg is the non-empty convex set defined by
Pg :=
{
Q ∈M :
dQ
dP
∈ L2(FT ) and Fg
(
dQ
dP
)
<∞
}
, (2.5)
whereM is the set of probability measures on (Ω,FT ) which are absolutely continuous with
respect to P . If in addition g(t, x, y, z) is sublinear in (y, z) ∈ R2 for all (t, x) ∈ [0, T ]× R,
then (2.4) simplifies as
Eg[X ] = sup
Q∈Pg
EQ[X ], (2.6)
see Corollary 12 in Rosazza-Gianin (2006), and also Chen and Peng (2000) and Chen et al.
(2003).
In the sequel, we will state ordering results for the g-evaluation Eg[ · ], and more generally for
the conditional g-evaluation and the conditional g-expectation Eg[ · | Ft], t ∈ [0, T ], under
(A′3) instead of (A3).
g-stochastic orderings
Uncertainty orders have been constructed in Tian and Jiang (2016) on the sublinear expec-
tation space. Here, we extend this approach to the comparison of random variables X(1),
X(2) in the settings of g-expectations and g-evaluations, which are not sublinear in general,
via the condition
Eg1
[
φ
(
X(1)
)]
≤ Eg2
[
φ
(
X(2)
)]
, (2.7)
in nonlinear expectations Eg1, Eg2, for all φ(x) in a certain class of functions having polynomial
growth. In general, different portfolios or hedging strategies may corresponding to different
generators g1, g2 as can be seen in Examples 6.2 and 6.4.
Definition 2.2 Let g1, g2 satisfy (A2)-(A3). For any X
(1), X(2) ∈ L2(Ω,FT ), we say that
1) X(1) is dominated by X(2) in the monotonic g1, g2-ordering, i.e. X
(1) ≤mong1,g2 X
(2), if (2.7)
holds for all non-decreasing functions φ(x) satisfying (2.3).
2) X(1) is dominated by X(2) in the convex g1, g2-ordering, i.e. X
(1) ≤convg1,g2 X
(2), if (2.7)
holds for all convex functions φ(x) satisfying (2.3).
3) X(1) is dominated by X(2) in the increasing convex g1, g2-ordering, i.e. X
(1) ≤icong1,g2 X
(2),
if (2.7) holds for all non-decreasing convex functions φ(x) satisfying (2.3).
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We note that
(i) X(1) ≤mong1,g2 X
(2) =⇒ X(1) ≤icong1,g2 X
(2), and
(ii) X(1) ≤convg1,g2 X
(2) =⇒ X(1) ≤icong1,g2 X
(2),
and we simply write ≤mong , ≤
conv
g , ≤
icon
g if g1 = g2 := g. We also note that the monotonic
g-ordering admits the following characterization in the case of sublinear generator functions.
Proposition 2.3 Assume that gi(t, x, y, z) is sublinear in (y, z) ∈ R2 for all (t, x) ∈ [0, T ]×
R, i = 1, 2, and that g1(t, x, y, z) ≤ g2(t, x, y, z). Then X(1) ≤mong1,g2 X
(2) is equivalent to
inf
Q∈Pg1
Q(X(1) ≤ c) ≥ inf
Q∈Pg2
Q(X(2) ≤ c), c ∈ R, (2.8)
where Pg1, Pg2 are defined in (2.5).
Proof. (i)⇒ (ii): We apply (2.6) to the non-decreasing function φ(x) := 1{x>c} for c ∈ R,
after noting that Pg1 ⊆ Pg2 since g1 ≤ g2 by Remark 13 in Rosazza-Gianin (2006).
(ii)⇒ (i): By Relation (2.8), for any Q ∈ Pg1 and non-decreasing functions φ we have
EQ
[
φ
(
X(1)
)]
≤ EQ
[
φ
(
X(2)
)]
≤ sup
Q∈Pg2
EQ
[
φ
(
X(2)
)]
,
hence by (2.6) we find
Eg1
[
φ
(
X(1)
)]
= sup
Q∈Pg1
EQ
[
φ
(
X(1)
)]
≤ sup
Q∈Pg2
EQ
[
φ
(
X(2)
)]
= Eg2
[
φ
(
X(2)
)]
.

Associated PDE
Throughout the remaining of this paper we assume that g(t, x, y, z) is a deterministic func-
tion, in addition to (A1)-(A3). The function u(t, x) := Y
t,x
t can be shown to be a viscosity
solution of the backward PDE
∂u
∂t
(t, x) + µ(t, x)
∂u
∂x
(t, x) +
1
2
σ2(t, x)
∂2u
∂x2
(t, x) + g
(
t, x, u(t, x), σ(t, x)
∂u
∂x
(t, x)
)
= 0, (2.9)
x ∈ R, t ∈ [0, T ], with a terminal condition u(T, x) = φ(x) satisfying (A4), see Theo-
rem 2.2 in Pardoux (1998), Theorem 4.3 of Pardoux and Peng (1992) and Theorem 4.2 of
El Karoui et al. (1997).
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In the sequel, we let Cp,q([0, T ] × R) denote the space of functions f(t, x) which are p
times continuously differentiable in t ∈ [0, T ], p ≥ 1, and q times differentiable in x ∈ R,
q ≥ 1. We also let Ckb (R
n) denote the space of continuously differentiable functions whose
partial derivatives of orders one to k are uniformly bounded on Rn. In Theorem 2.4 below
we state an existence result for classical solutions under stronger smoothness assumptions
on BSDE coefficients, see Theorem 3.2 of Pardoux and Peng (1992), Theorem 8.1 in § V.8
page 495, and Theorem 7.1 in § VII.7 page 596 of Ladyzˇenskaja et al. (1968).
Theorem 2.4 Assume (A3) and in addition that µ(t, ·), σ(t, ·), φ ∈ C3b (R), and that g(t, ·, ·, ·) ∈
C3b (R
3) for any t ∈ [0, T ]. Then the function u(t, x) := Y t,xt is a classical solution in
C1,2([0, T ]× R) of the backward PDE (2.9) with terminal condition u(T, ·) = φ.
Under the conditions of Theorem 2.4, by Proposition 4.3 of El Karoui et al. (1997) the
solution
(
Y t,xs , Z
t,x
s
)
s∈[t,T ]
of (3.2) satisfies Y t,xs = u(s,X
t,x
s ) and Z
t,x
s = σ(s,X
t,x
s )
∂u
∂x
(s,X t,xs ),
0 ≤ t ≤ s ≤ T . In addition, by Theorem 2.2 in Ma and Yong (1999) or Proposition 3.3 in
Ma et al. (1994) we have the following result.
Theorem 2.5 Under the assumptions of Theorem 2.4, suppose additionally that σ(t, x) is
bounded above and below by strictly positive constants. Then the first derivative in t ∈ [0, T ]
and the first and second derivatives in x ∈ R of u(t, x) are bounded in (t, x) ∈ [0, T ]× R.
As in Douglas et al. (1996), we denote by C1+η/2,2+η([0, T ] × R), η ∈ (0, 1), the space of
functions f(t, x) which are differentiable in t ∈ [0, T ] and twice differentiable in x ∈ R with
∂f
∂t
(t, x) and ∂
2f
∂x2
(t, x) being respectively η/2-Ho¨lder continuous and η-Ho¨lder continuous in
(t, x) ∈ [0, T ] × R, and define the space Ck+η(R) analogously for k ≥ 1. By Theorem 2.3
in Douglas et al. (1996), see also page 236 of Ma and Yong (1999), we have the following
result.
Theorem 2.6 In addition to the assumptions of Theorem 2.5, suppose that for some η ∈
(0, 1) the functions µ(·, ·), σ(·, ·) and g(·, ·, y, z) are in C1+η/2,2+η([0, T ]×R) for all y, z ∈ R,
and that φ ∈ C4+η(R). Then the function u(t, x) is a classical solution in C2+η/2,4+η([0, T ]×R)
of the backward PDE (2.9) with terminal condition u(T, ·) = φ.
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3 Ordering with convex drifts
Consider the forward SDEs
dX
(1)
t = µ1
(
t, X
(1)
t
)
dt+ σ1
(
t, X
(1)
t
)
dBt,
dX
(2)
t = µ2
(
t, X
(2)
t
)
dt+ σ2
(
t, X
(2)
t
)
dBt,
(3.1a)
(3.1b)
and the associated BSDEs
dY
(1)
t = −g1
(
t, X
(1)
t , Y
(1)
t , Z
(1)
t
)
dt+ Z
(1)
t dBt, Y
(1)
T = φ
(
X
(1)
T
)
,
dY
(2)
t = −g2
(
t, X
(2)
t , Y
(2)
t , Z
(2)
t
)
dt+ Z
(2)
t dBt, Y
(2)
T = φ
(
X
(2)
T
)
,
and let
fi(t, x, y, z) := zµi(t, x) + gi(t, x, y, zσi), t ∈ [0, T ], x, y, z ∈ R, i = 1, 2. (3.2)
In all following propositions, the convexity of
(x, y) 7→ fi(t, x, y, z), resp. (y, z) 7→ fi(t, x, y, z)
on R2 is understood to hold for all (t, z) ∈ [0, T ] × R, resp. for all (t, x) ∈ [0, T ]× R. The
next result is a consequence of the comparison Theorem 2.4 in Appendix C of Peng (2010).
We note that Condition (B1) can be shown to be necessary for convex ordering by taking
φ(x) = x as in Theorem 3.2 of Briand et al. (2000).
Theorem 3.1 (Convex order). Assume that X
(1)
0 = X
(2)
0 , and
0 < σ1(t, x) ≤ σ2(t, x), t ∈ [0, T ], x ∈ R,
together with the conditions
(B1) f1(t, x, y, z) ≤ f2(t, x, y, z), t ∈ [0, T ], x, y, z ∈ R,
(B2) (x, y) 7→ fi(t, x, y, z) and (y, z) 7→ fi(t, x, y, z) are convex on R2 for i = 1, 2.
Then we have X
(1)
T ≤
conv
g1,g2
X
(2)
T , i.e.,
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
, (3.3)
for all convex functions φ(x) satisfying (2.3).
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Proof. We start by assuming that the function φ and the coefficients µi(t, ·), σi(t, ·) and
gi(t, ·, ·, ·) are C3b functions for all t ∈ [0, T ]. By Theorem 2.4, the functions u1(t, x) := Y
(1),t,x
t
and u2(t, x) := Y
(2),t,x
t are solutions of the backward PDEs (3.5) which are continuous in t
and x. Letting
hi(t, x, y, z, w) := fi(t, x, y, z) +
w
2
σ2i (t, x), i = 1, 2, (3.4)
we rewrite (2.9) as
∂ui
∂τ
(τ, x) = hi
(
τ, x, ui(τ, x),
∂ui
∂x
(τ, x),
∂2ui
∂x2
(τ, x)
)
with ui(0, x) = φ(x), i = 1, 2, (3.5)
by setting τ := T − t. We also assume that there exists constants c, C ′ > 0 such that
0 < c ≤ σ1(t, x) ≤ σ2(t, x) ≤ C
′, t ∈ [0, T ], x ∈ R. (3.6)
In this case, by Theorem 2.5 the second derivative
∣∣∣∣∂2ui∂x2 (t, x)
∣∣∣∣ is bounded by C ′′ > 0. In
addition, under (B2), both solutions u1(t, x) and u2(t, x) of (3.5) are convex functions of x
by Theorem 7.2 below, hence we have
∂2ui
∂x2
(τ, x) ≥ 0, τ ∈ [0, T ], x ∈ R. Therefore, in (3.5)
we can replace hi(t, x, y, z, w) in (3.4) with
h˜i(t, x, y, z, w) := fi(t, x, y, z) +
(min(w,C ′′))+
2
σ2i (t, x), i = 1, 2, (3.7)
where w+ = max(w, 0), and rewrite the backward PDEs (3.5) as
∂ui
∂τ
(τ, x) = h˜i
(
τ, x, ui(τ, x),
∂ui
∂x
(τ, x),
∂2ui
∂x2
(τ, x)
)
with ui(0, x) = φ(x), i = 1, 2.
Next, for all τ ∈ [0, T ] and x1, x2, y, z ∈ R we have
|fi(τ, x2, y, z)− fi(τ, x1, y, z)|
≤ |z||µi(τ, x2)− µi(τ, x1)|+ |gi(τ, x2, y, zσi(τ, x2))− gi(τ, x1, y, zσi(τ, x1))|
≤ C|z||x2 − x1|+ C(|x2 − x1|+ |z| |σi(τ, x2)− σi(τ, x1)|)
≤ C|z||x2 − x1|+ C(1 + |z|)|x2 − x1|, i = 1, 2,
hence
|h˜i(τ, x2, y, z, w)− h˜i(τ, x1, y, z, w)|
≤ |fi(τ, x2, y, z)− fi(τ, x1, y, z)|+
(min(w,C ′′))+
2
|σ2i (τ, x2)− σ
2
i (τ, x1)|
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≤ C|z||x2 − x1|+ C(1 + |z|)|x2 − x1|+
C ′′
2
|σi(τ, x2)− σi(τ, x1)| (σi(τ, x1) + σi(τ, x2))
≤ C|z||x2 − x1|+ C(1 + |z|)|x2 − x1|+ CC
′C ′′|x2 − x1|
≤ (C + CC ′C ′′) (1 + |x1|+ |x2|+ |y|) (1 + |z|)|x2 − x1|, i = 1, 2,
which shows that Condition (G) of Theorem 2.4 in Appendix C of Peng (2010) is satisfied
with ω(x) = ω¯(x) := Cx. In addition, by the conditions (3.6) and (B1) we have
h˜2(τ, x, y, z, w)− h˜1(τ, x, y, z, w)
= f2(τ, x, y, z)− f1(τ, x, y, z) +
(min(w,C ′′))+
2
(
σ22(τ, x)− σ
2
1(τ, x)
)
≥ 0, x, y, z, w ∈ R, τ ∈ [0, T ].
Besides, we have h˜2(τ, x, y, z, w1) ≤ h˜2(τ, x, y, z, w2) when w1 ≤ w2, and
|h˜2(τ, x, y1, z, w1)− h˜2(τ, x, y2, z, w2)| ≤
1
2
σ22(τ, x) |w1 − w2|
+ |f2(τ, x, y1, z)− f2(τ, x, y2, z)|
≤ C (|y1 − y2|+ |w1 − w2|) ,
(τ, x) ∈ [0, T ] × R, (y1, z, w1), (y2, z, w2) ∈ R
3, hence h˜2(t, x, y, z, w) is Lipschitz in y and
w. Therefore, by the comparison Theorem 2.4 in Appendix C of Peng (2010) it follows that
u1(t, x) ≤ u2(t, x) for all t ∈ [0, T ], from which we conclude to
Y
(1)
0 = u1
(
0, X
(1)
0
)
≤ Y (2)0 = u2
(
0, X
(1)
0
)
= u2
(
0, X
(2)
0
)
,
hence
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all convex functions φ in C3b (R). In order to extend (3.3) to coefficients satisfying (A1)-
(A4) without assuming the bound (3.6), we apply the above argument to sequences (µn,i)n≥1,
(σn,i)n≥1, (gn,i)n≥1, (φn)n≥1 of C3b functions as in Theorem 2.4, with
0 < cn ≤ σn,1(t, x) ≤ σn,2(t, x) ≤ Cn, t ∈ [0, T ], x ∈ R, n ≥ 1, (3.8)
for some constants cn, Cn > 0 satisfying (A1)-(A4) with a same constant C > 0 for all
n ≥ 1, and converging respectively pointwise µi, σi, gi and strongly to φ i.e. φn(xn)→ φ(x)
whenever xn → x ∈ R, while preserving the convexity of the approximations (φn)n≥1 and
(fn,i)n≥1 defined by (3.2), see Azagra (2013), Lemma 1 of Lepeltier and San Martin (1997),
and Problem 1.4.14 in Zhang (2017). The continuous dependence Proposition 8.4 then yields
the convergence of the corresponding sequences (Y
(i)
n,0)n≥1 of BSDE solutions, concluding the
proof. 
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By similar arguments, we derive the following Theorem 3.2 for the increasing convex ordering.
The proof of Theorem 3.2 is first stated for C3b coefficients φ, µi(t, x), σi(t, x) and gi(t, x, y, z)
under (3.8), and then extended to coefficients satisfying (A1)-(A4) by applying the continuous
dependence Proposition 8.4 as in the proof of Theorem 3.1.
Theorem 3.2 (Increasing convex order). Assume that X
(1)
0 ≤ X
(2)
0 and
0 < σ1(t, x) ≤ σ2(t, x), t ∈ [0, T ], x ∈ R,
together with the conditions
(B′1) f1(t, x, y, z) ≤ f2(t, x, y, z), t ∈ [0, T ], x, y ∈ R, z ∈ R+,
(B′2) (x, y) 7→ fi(t, x, y, z) and (y, z) 7→ fi(t, x, y, z) are both convex respectively on R
2 and
R× R+, for i = 1, 2, x, y ∈ R, z ∈ R+, t ∈ [0, T ],
(B′3) x 7→ gi(t, x, y, z) is non-decreasing on R for i = 1, 2, y ∈ R, z ∈ R+, t ∈ [0, T ].
Then we have X
(1)
T ≤
icon
g1,g2 X
(2)
T , i.e.,
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all non-decreasing convex functions φ(x) satisfying (2.3).
Proof. Under (B′3), when φ(x) and gi(t, x, y, z), i = 1, 2, are non-decreasing in x, Proposi-
tion 8.2 tells us that the PDE solutions u1(t, x) and u2(t, x) satisfy
∂u1
∂x
(t, x) ≥ 0 and
∂u2
∂x
(t, x) ≥ 0, t ∈ [0, T ],
hence Conditions (B1)-(B2) only need to hold for z ≥ 0, and the conclusion follows by
repeating the arguments in the proof of Theorem 3.1. 
We note that in case σ1(t, x) = σ2(t, x) the convexity of ui(t, x), i = 1, 2, is no longer required
in the proofs of Theorems 3.1-3.2, and one can then remove Condition (B′2) to obtain a result
for the monotonic order.
Corollary 3.3 (Monotonic order with equal volatilities). Assume that X
(1)
0 ≤ X
(2)
0 and
0 < σ(t, x) := σ1(t, x) = σ2(t, x), t ∈ [0, T ], x ∈ R,
together with the conditions
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(B′′1 ) f1(t, x, y, z) ≤ f2(t, x, y, z), t ∈ [0, T ], x, y ∈ R, z ∈ R+,
(B′′2 ) x 7→ gi(t, x, y, z) is non-decreasing on R for i = 1, 2, y ∈ R, z ∈ R+, t ∈ [0, T ].
Then we have X
(1)
T ≤
mon
g1,g2
X
(2)
T , i.e.,
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all non-decreasing functions φ(x) satisfying (2.3).
Proof. When σ1(t, x) = σ2(t, x) we can repeat the proof of Theorem 3.1 by using hi in (3.4),
without defining h˜i in (3.7) and without assuming (B2), and then follow the proof argument
of Theorem 3.2 without requiring the convexity of ui(t, x), i = 1, 2. 
Ordered drifts
Theorem 3.2 also admits the following version in the case of ordered drifts.
Corollary 3.4 (Increasing convex order). Assume that X
(1)
0 ≤ X
(2)
0 and
µ1(t, x) ≤ µ2(t, x) and 0 < σ1(t, x) ≤ σ2(t, x), t ∈ [0, T ], x ∈ R,
together with the following conditions:
(C1) g1(t, x, y, z) ≤ g2(t, x, y, z), t ∈ [0, T ], x, y ∈ R, z ∈ R+,
(C2) gi(t, x, y, z) is non-decreasing in z for i = 1 or i = 2, x, y ∈ R, z ∈ R+, t ∈ [0, T ],
(C3) gi(t, x, y, z) is non-decreasing in x for i = 1, 2, x, y ∈ R, z ∈ R+, t ∈ [0, T ],
(C4) (x, y) 7→ fi(t, x, y, z) and (y, z) 7→ fi(t, x, y, z) are both convex respectively on R2 and
R× R+ for i = 1, 2, x, y ∈ R, z ∈ R+, t ∈ [0, T ].
Then we have X
(1)
T ≤
icon
g1,g2
X
(2)
T , i.e.,
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all non-decreasing convex functions φ(x) satisfying (2.3).
Proof. Under (C3), since φ(x) and gi(t, x, y, z), i = 1, 2, are non-decreasing in x, by
Proposition 8.2 the solutions u1(t, x) and u2(t, x) of (3.5) are non-decreasing in x and, as
in the proof of Theorem 3.2, one can take z ≥ 0 since
∂ui
∂x
(t, x) ≥ 0. Assuming that e.g.
14
g1(t, x, y, z) is non-decreasing in z under (C2), then by zσ1(t, x) ≤ zσ2(t, x), (t, x) ∈ [0, T ]×R,
z ∈ R+, and (C1), we have
g1(t, x, y, zσ1(t, x)) ≤ g1(t, x, y, zσ2(t, x)) ≤ g2(t, x, y, zσ2(t, x)).
Combining the above with the inequality zµ1(t, x) ≤ zµ2(t, x), (t, x) ∈ [0, T ] × R, z ∈ R+,
one finds f1(t, x, y, z) ≤ f2(t, x, y, z), and by Theorem 3.2 we conclude that Eg1
[
φ(X
(1))
T
]
≤
Eg2
[
φ
(
X
(2)
T
)]
for all convex non-decreasing functions φ(x) satisfying (2.3). 
When the drift coefficients µ(t, x) = µ1(t, x) = µ2(t, x) are equal and gi(t, x, y, z) is inde-
pendent of z, i = 1, 2, the following proposition can be proved for the convex g-ordering
similarly to Corollary 3.4, by applying Theorem 3.1 which deals with convex ordering, in-
stead of Theorem 3.2.
Corollary 3.5 (Convex order with equal drifts). Assume that X
(1)
0 = X
(2)
0 and
µ1(t, x) = µ2(t, x), and 0 < σ1(t, x) ≤ σ2(t, x), t ∈ [0, T ], x ∈ R,
together with the conditions
(C ′1) gi(t, x, y, z) = gi(t, x, y) is independent of z ∈ R for i = 1, 2, t ∈ [0, T ], x, y ∈ R,
(C ′2) g1(t, x, y) ≤ g2(t, x, y), t ∈ [0, T ], x, y ∈ R,
(C ′3) (x, y) 7→ fi(t, x, y, z) and (y, z) 7→ fi(t, x, y, z) are convex on R
2 for i = 1, 2.
Then we have X
(1)
T ≤
conv
g1,g2
X
(2)
T , i.e.,
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all convex functions φ(x) satisfying (2.3).
We note that the convexity of u1(t, x) and u2(t, x) is not needed in the proof of Theorem 3.1
when σ1(t, x) = σ2(t, x), and in this case we can remove Condition (B
′
2) in Theorem 3.2 as
in the next corollary.
Corollary 3.6 (Monotonic order with equal volatilities). Assume that X
(1)
0 ≤ X
(2)
0 and
0 < σ(t, x) := σ1(t, x) = σ2(t, x), t ∈ [0, T ], x ∈ R,
together with the following conditions:
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(D1) µ1(t, x) ≤ µ2(t, x), x ∈ R, t ∈ [0, T ],
(D2) g1(t, x, y, z) ≤ g2(t, x, y, z) for all (x, y, z) ∈ R2 × R+, t ∈ [0, T ],
(D3) gi(t, x, y, z) is non-decreasing in x for i = 1, 2 and (t, y, z) ∈ [0, T ]× R× R+.
Then we have X
(1)
T ≤
mon
g1,g2
X
(2)
T , i.e.,
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all non-decreasing functions φ(x) satisfying (2.3).
Proof. Similarly to the proof of Corollary 3.3, under the condition σ1(t, x) = σ2(t, x) the
convexity of ui(t, x) and the non-decreasing property of gi(t, x, y, z) with respect to z, i = 1
or i = 2, are no longer required. In addition, the condition
f1(t, x, y, z) ≤ f2(t, x, y, z), x, y ∈ R, z ∈ R+, t ∈ [0, T ],
clearly holds from (D1)-(D2), and we can conclude as in the proof of Corollary 3.4. 
4 Ordering with partially convex drifts
Theorems 3.1 and 3.2 require the convexity assumptions (B2) and (B
′
2) on
(x, y, z) 7→ fi(t, x, y, z) := zµi(t, x) + gi(t, x, y, zσi(t, x))
in (x, y) and (y, z) to hold for both i = 1, 2. In this section, we develop different convex
g-ordering results under weaker convexity conditions, based on a measurable function ζ(t, x)
such that
E
exp
1
2
∫ T
0
(
µi
(
t, X
(i)
t
)
− ζ
(
t, X
(i)
t
)
σi
(
t, X
(i)
t
) )2 dt
 <∞, i = 1, 2.
As in Section 3, the proofs of Theorems 4.1-4.2 are first stated for C3b BSDE coefficients as
in Theorem 2.4, and then extended under (A1)-(A4) using Proposition 8.4.
Theorem 4.1 (Convex order). Assume that X
(1)
0 = X
(2)
0 and
0 < σ1(t, x) ≤ σ2(t, x), t ∈ [0, T ], x ∈ R, (4.1)
together with the conditions
16
(E1) f1(t, x, y, z) ≤ zζ(t, x) ≤ f2(t, x, y, z), t ∈ [0, T ], x, y, z ∈ R,
(E2) (x, y) 7→ fi(t, x, y, z) and (y, z) 7→ fi(t, x, y, z) are convex on R2 for i = 1 or i = 2.
Then we have X
(1)
T ≤
conv
g1,g2
X
(2)
T , i.e.,
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
, (4.2)
for all convex functions φ(x) satisfying (2.3).
Proof. (i) We start by assuming that the function φ and the coefficients µi(t, ·), σi(t, ·)
and gi(t, ·, ·, ·) are C3b functions for all t ∈ [0, T ] as in Theorem 2.4, and that (E2) holds with
i = 1. Let
θ2(t, x) :=
µ2(t, x)− ζ(t, x)
σ2(t, x)
, x ∈ R, t ∈ [0, T ].
By the Girsanov theorem, the process
B˜t := Bt +
∫ t
0
θ2
(
s,X(2)s
)
ds, t ∈ [0, T ],
is a standard Brownian motion under the probability measure Q2 defined by
dQ2
dP
:= exp
(
−
∫ T
0
θ2
(
s,X(2)s
)
dBs −
1
2
∫ T
0
(
θ2
(
s,X(2)s
))2
ds
)
,
and the forward SDEs (3.1a)-(3.1b) can be rewritten as
dX
(1)
t =
(
µ1
(
t, X
(1)
t
)
− θ2
(
t, X
(2)
t
)
σ1
(
t, X
(1)
t
))
dt+ σ1
(
t, X
(1)
t
)
dB˜t, X
(1)
0 = x
(1)
0 ,
dX
(2)
t = ζ
(
t, X
(2)
t
)
dt+ σ2
(
t, X
(2)
t
)
dB˜t, X
(2)
0 = x
(2)
0 ,
with the associated BSDEs
dY
(1)
t = −
(
g1
(
t, X
(1)
t , Y
(1)
t , Z
(1)
t
)
+ Z
(1)
t θ2
(
t, X
(2)
t
))
dt+ Z
(1)
t dB˜t, Y
(1)
T = φ
(
X
(1)
T
)
,
dY
(2)
t = −
(
g2
(
t, X
(2)
t , Y
(2)
t , Z
(2)
t
)
+ Z
(2)
t θ2
(
t, X
(2)
t
))
dt+ Z
(2)
t dB˜t, Y
(2)
T = φ
(
X
(2)
T
)
.
By Theorem 2.4 we have Y
(1)
t = u1
(
t, X
(1)
t
)
and Y
(2)
t = u2
(
t, X
(2)
t
)
, where the functions
u1(t, x) and u2(t, x) are in C1,2([0, T ]× R) and solve the PDEs
∂ui
∂t
(t, x) +
1
2
σ2i (t, x)
∂2ui
∂x2
(t, x) + fi
(
t, x, ui(t, x),
∂ui
∂x
(t, x)
)
= 0, (4.3)
with ui(T, x) = φ(x), i = 1, 2. Applying Itoˆ’s formula to u1
(
t, X
(2)
t
)
and using (4.3), we have
u1
(
t, X
(2)
t
)
= u1
(
0, X
(2)
0
)
+
∫ t
0
∂u1
∂s
(
s,X(2)s
)
ds+
∫ t
0
ζ
(
s,X(2)s
)∂u1
∂x
(
s,X(2)s
)
ds
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+
1
2
∫ t
0
σ22
(
s,X(2)s
)∂2u1
∂x2
(
s,X(2)s
)
ds+
∫ t
0
σ2
(
s,X(2)s
)∂u1
∂x
(
s,X(2)s
)
dB˜s
= u1
(
0, X
(2)
0
)
+
∫ t
0
ζ
(
s,X(2)s
)∂u1
∂x
(
s,X(2)s
)
ds
−
∫ t
0
f1
(
s,X(2)s , u1
(
s,X(2)s
)
,
∂u1
∂x
(
s,X(2)s
))
ds
+
1
2
∫ t
0
(
σ22
(
s,X(2)s
)
− σ21
(
s,X(2)s
)) ∂2u1
∂x2
(
s,X(2)s
)
ds
+
∫ t
0
σ2
(
s,X(2)s
)∂u1
∂x
(
s,X(2)s
)
dB˜s.
Taking expectation at time t = T under Q2, we find
EQ2
[
φ
(
X
(2)
T
)]
= u1
(
0, X
(2)
0
)
+ EQ2
[∫ T
0
ζ
(
s,X(2)s
)∂u1
∂x
(
s,X(2)s
)
ds
]
−EQ2
[∫ T
0
f1
(
s,X(2)s , u1
(
s,X(2)s
)
,
∂u1
∂x
(
s,X(2)s
))
ds
]
+
1
2
EQ2
[∫ T
0
(
σ22
(
s,X(2)s
)
− σ21
(
s,X(2)s
)) ∂2u1
∂x2
(
s,X(2)s
)
ds
]
.
Next, applying similarly Itoˆ’s formula to u2
(
t, X
(2)
t
)
and then taking expectation at t = T
under Q2 we obtain, from (4.3),
EQ2
[
φ
(
X
(2)
T
)]
= u2
(
0, X
(2)
0
)
− EQ2
[∫ T
0
f2
(
s,X(2)s , u2
(
s,X(2)s
)
,
∂u2
∂x
(
s,X(2)s
))
ds
]
+EQ2
[∫ T
0
ζ
(
s,X(2)s
)∂u2
∂x
(
s,X(2)s
)
ds
]
.
From Assumption (E1) and Condition (4.1) we get
u2
(
0, X
(2)
0
)
− u1
(
0, X
(2)
0
)
= EQ2
[∫ T
0
f2
(
s,X(2)s , u2
(
s,X(2)s
)
,
∂u2
∂x
(
s,X(2)s
))
ds
]
(4.4)
−EQ2
[∫ T
0
f1
(
s,X(2)s , u1
(
s,X(2)s
)
,
∂u1
∂x
(
s,X(2)s
))
ds
]
−EQ2
[∫ T
0
ζ
(
s,X(2)s
)∂u2
∂x
(
s,X(2)s
)
ds
]
+ EQ2
[∫ T
0
ζ
(
s,X(2)s
)∂u1
∂x
(
s,X(2)s
)
ds
]
+
1
2
EQ2
[∫ T
0
(
σ22
(
s,X(2)s
)
− σ21
(
s,X(2)s
)) ∂2u1
∂x2
(
s,X(2)s
)
ds
]
≥ EQ2
[∫ T
0
(
f2
(
s,X(2)s , u2
(
s,X(2)s
)
,
∂u2
∂x
(
s,X(2)s
))
− ζ
(
s,X(2)s
)∂u2
∂x
(
s,X(2)s
))
ds
]
−EQ2
[∫ T
0
(
f1
(
s,X(2)s , u1
(
s,X(2)s
)
,
∂u1
∂x
(
s,X(2)s
))
− ζ
(
s,X(2)s
)∂u1
∂x
(
s,X(2)s
))
ds
]
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≥ 0,
where we have used (E1) and the fact that
∂2u1
∂x2
(t, x) ≥ 0, as follows from Theorem 7.2.
(ii) The case i = 2 in Assumption (E2) is dealt with similarly by applying Itoˆ’s formula to
u2
(
t, X
(1)
t
)
and then to u1
(
t, X
(1)
t
)
, and by taking expectation at t = T under the probability
measure Q1 defined by
dQ1
dP
:= exp
(
−
∫ T
0
θ1
(
s,X(1)s
)
dBs −
1
2
∫ T
0
(
θ1
(
s,X(1)s
))2
ds
)
,
where
θ1(t, x) :=
µ1(t, x)− ζ(t, x)
σ1(t, x)
, x ∈ R, t ∈ [0, T ].
In this case, from (4.1) and (E1) we get
u2
(
0, X
(2)
0
)
− u1
(
0, X
(2)
0
)
= EQ1
[∫ T
0
f2
(
s,X(1)s , u2
(
s,X(1)s
)
,
∂u2
∂x
(
s,X(1)s
))
ds
]
−EQ1
[∫ T
0
f1
(
s,X(1)s , u1
(
s,X(1)s
)
,
∂u1
∂x
(
s,X(1)s
))
ds
]
−EQ1
[∫ T
0
ζ
(
s,X(1)s
)∂u2
∂x
(
s,X(1)s
)
ds
]
+ EQ1
[∫ T
0
ζ
(
s,X(1)s
)∂u1
∂x
(
s,X(1)s
)
ds
]
+
1
2
EQ1
[∫ T
0
(
σ22
(
s,X(1)s
)
− σ21
(
s,X(1)s
)) ∂2u2
∂x2
(
s,X(1)s
)
ds
]
≥ 0,
since
∂2u2
∂x2
(t, x) ≥ 0 by Theorem 7.2. By the relations Y (1)0 = u1
(
0, X
(1)
0
)
, Y
(2)
0 = u2
(
0, X
(2)
0
)
and X
(1)
0 = X
(2)
0 we conclude to Y
(2)
0 − Y
(1)
0 ≥ 0, which shows (4.2). The extension of (4.2)
to coefficients satisfying (A1)-(A4) follows as in the proof of Theorem 3.1. 
The next proposition deals with the increasing convex order, for which only the conditions
(E ′1)-(E
′
2) and X
(1)
0 ≤ X
(2)
0 are required in addition to Condition (4.5) and (E
′
3) below.
Theorem 4.2 (Increasing convex order). Assume that X
(1)
0 ≤ X
(2)
0 and
0 < σ1(t, x) ≤ σ2(t, x), t ∈ [0, T ], x ∈ R, (4.5)
together with the conditions
(E ′1) f1(t, x, y, z) ≤ zζ(t, x) ≤ f2(t, x, y, z), t ∈ [0, T ], x, y ∈ R, z ∈ R+,
(E ′2) (x, y) 7→ fi(t, x, y, z) and (y, z) 7→ fi(t, x, y, z) are respectively convex on R
2 and R×R+
for i = 1 or i = 2,
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(E ′3) x 7→ gi(t, x, y, z) is non-decreasing on R for i = 1, 2, y ∈ R, z ∈ R+, t ∈ [0, T ].
Then we have X
(1)
T ≤
icon
g1,g2
X
(2)
T , i.e.,
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all non-decreasing convex functions φ(x) satisfying (2.3).
Proof. As in the proof of Theorem 4.1 we start with C3b coefficients, and then extend the
conclusion to coefficients satisfying (A1)-(A4) using Proposition 8.4. If φ(x) and gi(t, x, y, z)
are non-decreasing in x by (E ′3), i = 1, 2, then by Proposition 8.2 the solutions u1(t, x) and
u2(t, x) of the PDE (4.3) are nondecreasing in x and satisfy
∂u1
∂x
(t, X
(2)
t ) ≥ 0 and
∂u2
∂x
(t, X
(2)
t ) ≥ 0,
a.s., t ∈ [0, T ], hence conditions (E1)-(E2) only need to hold for z ≥ 0, showing the sufficiency
of (E ′i), i = 1, 2, 3. In addition, we have u1
(
0, X
(1)
0
)
= Y
(1)
0 ≤ u1
(
0, X
(2)
0
)
by the assumption
X
(1)
0 ≤ X
(2)
0 , hence by repeating arguments in the proof of Theorem 4.1 for i = 1 we find by
(4.4) that
Y
(2)
0 − Y
(1)
0 ≥ u2
(
0, X
(2)
0
)
− u1
(
0, X
(2)
0
)
= EQ2
[∫ T
0
f2
(
s,X(2)s , u2
(
s,X(2)s
)
,
∂u2
∂x
(
s,X(2)s
))
ds
]
−EQ2
[∫ T
0
f1
(
s,X(2)s , u1
(
s,X(2)s
)
,
∂u1
∂x
(
s,X(2)s
))
ds
]
−EQ2
[∫ T
0
ζ
(
s,X(2)s
)∂u2
∂x
(
s,X(2)s
)
ds
]
+ EQ2
[∫ T
0
ζ
(
s,X(2)s
)∂u1
∂x
(
s,X(2)s
)
ds
]
+
1
2
EQ2
[∫ T
0
(
σ22
(
s,X(2)s
)
− σ21
(
s,X(2)s
)) ∂2u1
∂x2
(
s,X(2)s
)
ds
]
≥ 0,
under Assumption (E ′2) for i = 1. The case i = 2 is treated similarly according to the proof
of Theorem 4.1. 
5 Comparison in g-risk measures
A g-risk measure is a mapping ρ : L2(Ω,FT )→ R satisfying the following conditions.
Definition 5.1 Let g satisfy Conditions (A2)-(A3) and X ∈ L2(Ω,FT ).
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1) The static g-risk measure is defined in terms of g-evaluation as
ρg(X) := Eg[−X ].
2) The dynamic g-risk measure is defined in terms of conditional g-evaluation as
ρgt (X) := Eg[−X | Ft], t ∈ [0, T ].
We refer to Rosazza-Gianin (2006) for the relations between coherent and convex risk mea-
sures, and the g-expectation.
We note that, taking φ(x) := −x in (2.7), X(1) ≤cong1,g2 X
(2) implies ρg1
(
X(1)
)
≤ ρg2
(
X(2)
)
. In
addition, we have ρg1
(
φ
(
X
(1)
T
))
≤ ρg2
(
φ
(
X
(2)
T
))
for all convex function φ(x) if and only if
X
(2)
T ≤
conv
g
(−1)
1 ,g
(−1)
2
X
(1)
T ,
where
g
(−1)
1 (t, x, y, z) := −g1(t, x,−y,−z) and g
(−1)
2 (t, x, y, z) = −g2(t, x,−y,−z),
as from Lemma 5.4 below with a = −1 we have Eg(−1)[φ(XT )] = −Eg(1) [−φ(XT )]. A stochastic
ordering via G-expectations has also been defined in Tian and Jiang (2016) by combining
(2.7) with the inequality
− ρg1
(
φ
(
X(1)
))
= −Eg1
[
− φ
(
X(1)
)]
≤ −Eg2
[
− φ
(
X(2)
)]
= −ρg2
(
φ
(
X(2)
))
,
where −Egi
[
− φ
(
X
(i)
T
)]
and Egi
[
φ
(
X
(i)
T
)]
respectively represent bid and ask prices, i = 1, 2.
Theorems 3.1 and 4.1 admit the following versions for the comparison of risks. First, we
have the next consequence of Theorem 3.1 and Lemma 5.4 below, where we let
f
(−1)
i (t, x, y, z) := zµi(t, x) + g
(−1)
i (t, x, y, zσ1(t, x)), t ∈ R+, x, y, z ∈ R, i = 1, 2.
Corollary 5.2 Assume that X
(1)
0 = X
(2)
0 and
0 < σ1(t, x) ≤ σ2(t, x), t ∈ [0, T ], x ∈ R,
together with the conditions
(F1) f
(−1)
1 (t, x, y, z) ≤ f
(−1)
2 (t, x, y, z), t ∈ [0, T ], x, y, z ∈ R,
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(F2) (x, y) 7→ f
(−1)
i (t, x, y, z) and (y, z) 7→ f
(−1)
i (t, x, y, z) are convex on R
2 for i = 1, 2.
Then we have
−Eg1
[
− φ
(
X
(1)
T
)]
≤ −Eg2
[
− φ
(
X
(2)
T
)]
,
for all convex functions φ(x) satisfying (2.3).
Similarly, we have the next consequence of Theorem 4.1 and Lemma 5.4.
Corollary 5.3 Assume that X
(1)
0 = X
(2)
0 and
0 < σ1(t, x) ≤ σ2(t, x), t ∈ [0, T ], x ∈ R,
together with the conditions
(G1) f
(−1)
1 (t, x, y, z) ≤ zζ(t, x) ≤ f
(−1)
2 (t, x, y, z), t ∈ [0, T ], x, y, z ∈ R,
(G2) (x, y) 7→ f
(−1)
i (t, x, y, z) and (y, z) 7→ f
(−1)
i (t, x, y, z) are convex on R
2 for i = 1 or
i = 2.
Then we have
−Eg1
[
− φ
(
X
(1)
T
)]
≤ −Eg2
[
− φ
(
X
(2)
T
)]
,
for all convex functions φ(x) satisfying (2.3).
We note that Corollaries 5.2 and 5.3 can be applied to Example 6.1 below for the compar-
ison of gi-risk measures with gi(t, x, y, z) linear in y and z, in which case g
(−1)
i (t, x, y, z) =
gi(t, x, y, z) and the bid and ask prices −Egi
[
− φ
(
X
(i)
T
)]
= Egi
[
φ
(
X
(i)
T
)]
are equal, i = 1, 2.
Furthermore, we can also derive results for the increasing convex and monotonic orderings
of g-risk measures under Conditions (F1)-(F2) and (G1)-(G2). For example, if (F1)-(F2) or
(G1)-(G2) only holds for z ≥ 0 and gi is non-decreasing in x, i = 1, 2, we then get versions
of Corollaries 5.2-5.3 for the increasing convex g-risk comparisons as in Theorems 3.2 and
4.2. Similarly, under additional the assumption σ1(t, x) = σ2(t, x) and by removing (F2) and
(G2), we can obtain versions of Corollaries 5.2-5.3 for the monotonic g-risk ordering as in
Corollary 3.3.
The next Lemma 5.4, which has been used in the proofs of Corollaries 5.2-5.3, shows in
particular that the inequality
ρg1
(
X
(1)
T
)
≤ ρg2
(
X
(2)
T
)
holds if and only if E
g
(−1)
2
[
X
(2)
T
]
≤ E
g
(−1)
1
[
X
(1)
T
]
.
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Lemma 5.4 Consider the respective solutions (Xt)t∈[0,T ] and (Yt, Zt)t∈[0,T ] of (2.1) and (2.2)
with the terminal condition YT = φ(XT ) ∈ L2(Ω,FT ). Then, for any a 6= 0 we have the
relation
Eg(a)
[
aφ(XT )
]
= aEg(1)
[
φ(XT )
]
,
where
g(a)(t, x, y, z) := ag
(
t, x,
y
a
,
z
a
)
, x, y, z ∈ R, t ∈ [0, T ].
Proof. Denote by (Y¯t, Z¯t)t∈[0,T ] the solution of the backward SDE
Y¯t = aφ(XT ) +
∫ T
t
g(a)
(
s,Xs, Y¯s, Z¯s
)
ds−
∫ T
t
Z¯sdBs, t ∈ [0, T ],
with generator g(a)(t, x, y, z) and terminal condition Y¯T = aφ(XT ), i.e.
Y¯t
a
= φ(XT ) +
∫ T
t
g
(
s,Xs,
Y¯s
a
,
Z¯s
a
)
ds−
1
a
∫ T
t
Z¯sdBs, t ∈ [0, T ].
By uniqueness of the solution (Yt, Zt) of the backward SDEs
Yt = φ(XT ) +
∫ T
t
g (s,Xs, Ys, Zs) ds−
∫ T
t
ZsdBs, t ∈ [0, T ],
we get Y¯t/a = Yt and Z¯t/a = Zt, t ∈ [0, T ]. Thus, at t = 0 we have
Eg(a)
[
aφ(XT )
]
= aEg(1)
[
φ(XT )
]
.

6 Application examples
In the following examples we consider two risky assets with positive prices
(
X
(i)
t
)
t∈[0,T ]
,
i = 1, 2, given by
dX
(i)
t = X
(i)
t ai
(
t, X
(i)
t
)
dt +X
(i)
t bi
(
t, X
(i)
t
)
dBt, i = 1, 2,
where the coefficients µi(t, x) = xai(t, x) and σi(t, x) = xbi(t, x) satisfy (A1), i = 1, 2, for
example ai(t, x) and bi(t, x) can be bounded functions. In the linear setting of Example 6.1
we consider the comparison of option prices for standard self-financing portfolios, where
r ∈ R denotes the risk-free rate. When a1(t, x) = a2(t, x) := r and σt = b1
(
t, X
(1)
t
)
, Exam-
ple 6.1 below uses comparison in classical expectation and is consistent with Theorem 6.2 in
El Karoui et al. (1998).
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Example 6.1 Taking
gi(t, x, y, z) := −ry − z
ai(t, x)− r
bi(t, x)
, i = 1, 2, (6.1)
under the conditions
X
(1)
0 = X
(2)
0 and 0 < b1(t, x) ≤ b2(t, x), t ∈ [0, T ], x > 0, (6.2)
we have X
(1)
T ≤
conv
g1,g2 X
(2)
T , i.e. the values of the self-financing portfolios hedging the claim
payoffs φ
(
X
(1)
T
)
and φ
(
X
(2)
T
)
satisfy
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all convex functions φ(x) satisfying (2.3).
Proof. Consider the risk-free asset Et := E0e
rt and the portfolio valued
V
(i)
t := p
(i)
t X
(i)
t + q
(i)
t Et, t ∈ R+,
where p
(i)
t is the quantity of risky assets and q
(i)
t is the quantity of risk-free assets. When the
strategy (p
(i)
t , q
(i)
t )t∈R+ is self-financing, we have
dV
(i)
t = q
(i)
t dEt + p
(i)
t dX
(i)
t (6.3)
=
(
rV
(i)
t + θi
(
t, X
(i)
t
)
p
(i)
t X
(i)
t bi
(
t, X
(i)
t
))
dt+ p
(i)
t X
(i)
t bi
(
t, X
(i)
t
)
dBt,
where
θi(t, x) :=
ai(t, x)− r
bi(t, x)
, i = 1, 2.
Hence, letting
Z
(i)
t := p
(i)
t X
(i)
t bi
(
t, X
(i)
t
)
,
and discounting as
V˜
(i)
t := e
−rtV
(i)
t , X˜
(i)
t := e
−rtX
(i)
t , and Z˜
(i)
t := e
−rtZ
(i)
t ,
with V
(i)
T = φ
(
X
(i)
T
)
, we find the linear BSDE
V˜
(i)
t = V˜
(i)
T +
∫ T
t
g˜i
(
s, X˜(i)s , V˜
(i)
s , Z˜
(i)
s
)
ds−
∫ T
t
Z˜(i)s dBs,
with g˜i(t, x, y, z) = −zθi(t, xert), i = 1, 2. Since
xz(ai(t, xe
rt)− r) + g˜i(t, x, y, zxbi(t, xe
rt)) = 0, x, y, z ∈ (0,∞)× R2, t ∈ [0, T ],
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i = 1, 2, we check that Conditions (B1) and (E1) are satisfied (with ζ(t, x) = 0) together
with (B2) and (E2), hence, under (6.2), Theorems 3.1 and 4.1 show that
V˜
(1)
0 = Eg˜1
[
e−rTφ
(
erT X˜
(1)
T
)]
≤ V˜ (2)0 = Eg˜2
[
e−rTφ
(
erT X˜
(2)
T
)]
,
that is X˜
(1)
T ≤
conv
g˜1,g˜2 X˜
(2)
T . This then yields
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all convex functions φ(x) satisfying (2.3), or X
(1)
T ≤
conv
g1,g2
X
(2)
T , with gi(t, x, y, z) as in (6.1),
i = 1, 2. 
In Example 6.2 we consider the comparison of option prices for a standard self-financing
portfolio and a second self-financing hedging portfolio in which borrowing occurs at the rate
R > r, as in Example 1.1 in El Karoui et al. (1997).
Example 6.2 Taking
g1(t, x, y, z) := −ry − z
a1(t, x)− r
b1(t, x)
and
g2(t, x, y, z) := −ry − z
a2(t, x)− r
b2(t, x)
+ (R− r)
(
y −
z
b2(t, x)
)−
,
where w− = −min(w, 0), and under the conditions
X
(1)
0 = X
(2)
0 and 0 < b1(t, x) ≤ b2(t, x), t ∈ [0, T ], x > 0, (6.4)
we have X
(1)
T ≤
conv
g1,g2 X
(2)
T , i.e.
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all convex functions φ(x) satisfying (2.3), i.e. the fair price of the unconstrained portfolio
is less than that of the one with constraints.
Proof. The first portfolio value is the discounted wealth process of Example 6.1, which
satisfies the BSDE
V˜
(1)
t = e
−rTφ
(
erT X˜
(1)
T
)
+
∫ T
t
g˜1(s, X˜
(1)
s , V˜
(1)
s , Z˜
(1)
s
)
ds−
∫ T
t
Z˜(1)s dBs,
where θ1(t, x) := (a1(t, x) − r)/b1(t, x), with the generator g˜1(t, x, y, z) := −zθ1(t, xert). In
the second portfolio the investor is only allowed to borrow at the rate R > r, which yields
the discounted wealth process
V˜
(2)
t = e
−rTφ
(
erT X˜
(2)
T
)
+
∫ T
t
g˜2
(
s, X˜(2)s , V˜
(2)
s , Z˜
(2)
s
)
ds−
∫ T
t
Z˜(2)s dBs,
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which is a BSDE with the generator
g˜2(t, x, y, z) := −zθ2(t, xe
rt) + (R− r)
(
y −
z
b2(t, xert)
)−
.
We check that
xz(a1(t, xe
rt)− r) + g˜1(t, x, y, zxb1(t, xe
rt)) = 0 (6.5)
≤ (R − r)(y − xz)−
= zx(a2(t, xe
rt)− r) + g˜2(t, x, y, zxb2(t, xe
rt)),
x, y, z ∈ (0,∞) × R2, t ∈ [0, T ], where both functions (x, y) 7→ (R − r)(y − xz)− and
(y, z) 7→ (R − r)(y − xz)− are convex, hence (B2) and (E2) are satisfied. In addition, (B1)
and (E1) hold (with ζ(t, x) = 0) hence by (6.4), Theorems 3.1 and 4.1 both show that
V˜
(1)
0 = Eg˜1
[
e−rTφ
(
erT X˜
(1)
T
)]
≤ V˜ (2)0 = Eg˜2
[
e−rTφ
(
erT X˜
(2)
T
)]
,
or
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
with gi(t, x, y, z) = −ry + g˜i(t, xe−rt, y, z), i = 1, 2, for all convex functions φ(x) satisfying
(2.3). 
In the next example we assume that both self-financing hedging portfolios require borrowing
at the rate R > r.
Example 6.3 Taking
gi(t, x, y, z) := −ry − z
ai(t, x)− r
bi(t, x)
+ (R− r)
(
y −
z
bi(t, x)
)−
, i = 1, 2,
under the conditions
X
(1)
0 = X
(2)
0 and 0 < b1(t, x) ≤ b2(t, x), t ∈ [0, T ], x > 0, (6.6)
we have X
(1)
T ≤
conv
g1,g2 X
(2)
T , i.e.
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all convex functions φ(x) satisfying (2.3).
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Proof. We consider two portfolios constructed as in Example 6.2, with discounted wealth
processes given by the BSDEs
V˜
(i)
t = e
−rTφ
(
erT X˜
(i)
T
)
+
∫ T
t
g˜i
(
s, X˜(i)s , V˜
(i)
s , Z˜
(i)
s
)
ds−
∫ T
t
Z˜(i)s dBs, i = 1, 2,
with the generators
g˜i(t, x, y, z) := −zθi(t, xe
rt) + (R− r)
(
y −
z
bi(t, xert)
)−
, i = 1, 2.
We check that
xz(a1(t, xe
rt)− r) + g˜1(t, x, y, zxb1(t, xe
rt)) = (R− r)(y − xz)−
= zx(a2(t, e
rtx)− r) + g˜2(t, x, y, zxb2(t, xe
rt)),
x, y, z ∈ (0,∞) × R2, t ∈ [0, T ], hence (B1) is satisfied. Here, Theorem 4.1 cannot be
applied because (E1) is not satisfied. However, (B2) is satisfied since both functions (x, y) 7→
(R − r)(y − xz)− and (y, z) 7→ (R − r)(y − xz)− are convex, hence by (6.6), Theorem 3.1
shows that
V˜
(1)
0 = Eg˜1
[
e−rTφ
(
erT X˜
(1)
T
)]
≤ V˜ (2)0 = Eg˜2
[
e−rTφ
(
erT X˜
(2)
T
)]
,
or
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
with gi(t, x, y, z) = −ry + g˜i(t, xe−rt, y, z), i = 1, 2, for all convex functions φ(x) satisfying
(2.3). 
The next Example 6.4 is based on three risky asset prices
(
X
(1)
t
)
t∈[0,T ]
,
(
X
(2)
t
)
t∈[0,T ]
and(
X
(3)
t
)
t∈[0,T ]
, see §3.2 of Jouini and Kallal (1995). The portfolio of the first investor is based
on the risky asset X
(1)
t and on the risk-free asset Et := E0e
rt as in Example 6.1. On the
other hand, the second investor is longing X
(2)
t and Et while shorting X
(3)
t and the risk-free
asset Et := E0e
rt .
Example 6.4 In addition to
(
X
(1)
t
)
t∈[0,T ]
and
(
X
(2)
t
)
t∈[0,T ]
, consider a third asset with posi-
tive price
(
X
(3)
t
)
t∈[0,T ]
given by
dX
(3)
t = X
(3)
t a3
(
t, X
(2)
t
)
dt+X
(3)
t b3
(
t, X
(2)
t
)
dBt, t ∈ [0, T ].
Let
g1(t, x, y, z) := −ry − z
a1(t, x)− r
b1(t, x)
,
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and
g2(t, x, y, z) := −ry − z
+a2(t, x)− r
b2(t, x)
+ z−
a3(t, x)− r
b3(t, x)
+ (r − r)
(
y −
z+
b2(t, x)
+
z−
b3(t, x)
)−
,
and assume that
θ2(t, x) :=
a2(t, x)− r
b2(t, x)
≤ θ3(t, x) :=
a3(t, x)− r
b3(t, x)
, t ∈ [0, T ], x > 0. (6.7)
Then, under the conditions
X
(1)
0 = X
(2)
0 and 0 < b1(t, x) ≤ b2(t, x), t ∈ [0, T ], x > 0, (6.8)
we have X
(1)
T ≤
conv
g1,g2
X
(2)
T , i.e.
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
for all convex functions φ(x) satisfying (2.3).
Proof. Under Condition (6.7) the model is without arbitrage by Theorems 3.1 and 3.2
in Jouini and Kallal (1995). In the optimal solution of Theorem 3.2 therein, the optimal
hedging strategy at time t for the second investor is to long
∆
(2)
t :=
(
∂v
∂x
(
t, X
(2)
t
))+
units of X
(2)
t , and to short
∆
(3)
t := −
b2
(
t, X
(2)
t
)
X
(2)
t
b3
(
t, X
(2)
t
)
X
(3)
t
(
∂v
∂x
(
t, X
(2)
t
))−
,
units of X
(3)
t , while longing
(
∆
(0)
t
)+
units of Et, and shorting −
(
∆
(0)
t
)−
units of Et, where
∆
(0)
t := v
(
t, X
(2)
t
)
−X(2)t ∆
(2)
t −X
(3)
t ∆
(3)
t , t ∈ [0, T ].
In other words, the discounted portfolio asset price processes V˜
(i)
t := e
−rtV
(i)
t and X˜
(i)
t :=
e−rtX
(i)
t satisfy the BSDEs
V˜
(i)
t = e
−rTφ
(
erT X˜
(i)
T
)
+
∫ T
t
g˜i
(
s, X˜(i)s , V˜
(i)
s , Z˜
(i)
s
)
ds−
∫ T
t
Z˜(i)s dBs, i = 1, 2,
with
Z˜
(2)
t := e
−rtX
(2)
t b2
(
t, X
(2)
t
)∂v
∂x
(
t, X
(2)
t
)
, t ∈ [0, T ],
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and the generators g˜1(t, x, y, z) := −zθ1(t, xert) and
g˜2(t, x, y, z) := −zθ2(t, xe
rt)+z−
(
θ3(t, xe
rt)−θ2(t, xe
rt)
)
+(r−r)
(
y −
z+
b2(t, xert)
+
z−
b3(t, xert)
)−
.
Hence the second portfolio price V
(2)
t = v
(
t, X
(2)
t
)
satisfies the PDE
∂v
∂t
(t, x) + rx
∂v
∂x
(t, x) +
1
2
x2b2(t, x)
∂2v
∂x2
(t, x) + x (θ3(t, x)− θ2(t, x)) b2(t, x)
(
∂v
∂x
(t, x)
)−
− rv(t, x) + (r − r)
(
v(t, x)− x
(
∂v
∂x
(t, x)
)+
+ x
b2(t, x)
b3(t, x)
(
∂v
∂x
(t, x)
)−)−
= 0.
Then, by Conditions (6.7)-(6.8) we have
xz(a1(t, xe
rt)− r) + g˜1(t, x, y, zxb1(t, xe
rt)) = 0
≤ xz−b2(t, x)
(
θ3(t, xe
rt)− θ2(t, xe
rt)
)
+ (r − r)
(
y − xz+ +
b2(t, xe
rt)
b3(t, xert)
xz−
)−
= xz(a2(t, xe
rt)− r) + g˜2(t, x, y, zxb2(t, xe
rt)), (x, y, z) ∈ R+ × R
2, t ∈ [0, T ],
hence (E2) is satisfied. Condition (E1) is satisfied with ζ(t, x) = 0 hence, under Condi-
tion (6.8), Theorem 4.1 shows that
V˜
(1)
0 = Eg˜1
[
e−rTφ
(
erT X˜
(1)
T
)]
≤ V˜ (2)0 = Eg˜2
[
e−rTφ
(
erT X˜
(2)
T
)]
,
or
Eg1
[
φ
(
X
(1)
T
)]
≤ Eg2
[
φ
(
X
(2)
T
)]
,
with gi(t, x, y, z) = −ry + g˜i(t, xe−rt, y, z), i = 1, 2, for all convex functions φ(x) satisfying
(2.3), that is X
(1)
T ≤
conv
g1,g2 X
(2)
T . Note that here, Theorem 3.1 cannot be applied since the
function
(x, y) 7−→ xz(a2(t, xe
rt)− r) + g˜2(t, x, y, zxb2(t, xe
rt))
may not be convex, hence (B2) is not satisfied. 
7 Convexity of nonlinear PDE solutions
In this section, we extend the convexity result Theorem 1.1 in Bian and Guan (2008) for non-
linear PDEs under a weaker convexity condition on the nonlinear drift (x, y, z) 7→ f(t, x, y, z)
in the one-dimensional case, as required by applications in finance, see the nonlinear Exam-
ples 6.2-6.4. For this we remark that, in our one-dimensional setting, the constant rank
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Theorem 2.3 in Bian and Guan (2008), see also Theorem 1.2 in Bian and Guan (2009), only
requires convexity of the nonlinear drift f(t, x, y, z) in (x, y) ∈ R2 for every (t, z) ∈ [0, T ]×R,
instead of global convexity in (x, y, z). Precisely, we note that Condition (2.6) in Theorem
2.3 of Bian and Guan (2008) reduces to (7.2) below.
Theorem 7.1 (Theorem 2.3, Bian and Guan (2008)). Assume that u(t, x) is a C2,4
(
[0, T )×
R
)
convex solution of the PDE
∂u
∂t
(t, x) + F
(
t, x, u(t, x),
∂u
∂x
(t, x),
∂2u
∂x2
(t, x)
)
= 0, (7.1)
and that F (t, x, y, z, w) is a C1,2
(
[0, T )× R4
)
function that satisfies the elliptic condition
∂F
∂w
(
t, x, u(t, x),
∂u
∂x
(t, x),
∂2u
∂x2
(t, x)
)
> 0, t ∈ [0, T ], x ∈ R,
and
∂2F
∂x2
(
t, x, u(t, x),
∂u
∂x
(t, x), 0
)
+ 2b
∂2F
∂x∂y
(
t, x, u(t, x),
∂u
∂x
(t, x), 0
)
+ b2
∂2F
∂y2
(
t, x, u(t, x),
∂u
∂x
(t, x), 0
)
≥ 0, (7.2)
for all t ∈ [0, T ], x ∈ R, and b ∈ R. Then the sign sgn
(
∂2u
∂x2
(t, x)
)
of
∂2u
∂x2
(t, x) is constant
in x ∈ R for any t ∈ (0, T ), and we have
sgn
(
∂2u
∂x2
(s, x)
)
≥ sgn
(
∂2u
∂x2
(t, x)
)
, 0 ≤ s ≤ t < T.
By adapting arguments of Bian and Guan (2008), using the constant rank Theorem 7.1 and
a new Lemma 7.3, we will prove the following Theorem 7.2 which has been used in the
proofs of Theorems 3.1-3.2, Corollaries 3.4-3.5, and Theorems 4.1-4.2 and Corollaries 5.2-
5.3. Theorem 7.2 extends Theorem 1.1 of Bian and Guan (2008) on the convexity of the
solution u(t, x) of the PDE (2.9) by only assuming convexity in (x, y) and in (y, z) of the
function f(t, x, y, z) in (7.3) below, instead of joint convexity in (x, y, z) 7→ f(t, x, y, z).
Theorem 7.2 Assume that the coefficients µ, σ, g and φ satisfy (A1)-(A4). Suppose that
u(t, x) is a C1,2([0, T ) × R) solution of (2.9) with terminal condition u(T, x) = φ(x), and
that the function
f(t, x, y, z) := zµ(t, x) + g (t, x, y, zσ(t, x)) (7.3)
satisfies the following conditions:
(H1) (x, y) 7→ f(t, x, y, z) is convex on R2 for every (t, z) ∈ [0, T ]× R,
(H2) (y, z) 7→ f(t, x, y, z) is convex on R2 for every (t, x) ∈ [0, T ]× R.
Then the function x 7→ u(t, x) is convex on R for all t ∈ [0, T ], provided that u(T, x) = φ(x)
convex in x ∈ R.
Proof. We proceed by extending the proof argument of Theorem 1.1 in Bian and Guan
(2008) by using Theorem 7.1 and an approximation argument. We start by assuming that
the following conditions, which are stronger than (A1)-(A4), hold for some η ∈ (0, 1).
(H3) µ(·, ·), σ(·, ·), g(·, ·, y, z) ∈ C
1+η/2,2+η
b
(
[0, T ]× R
)
for all y, z ∈ R, and φ(·) ∈ C4+ηb (R),
(H4) σ(·, ·) satisfies the bound
0 < c ≤ σ(t, x) ≤ C, t ∈ [0, T ], x ∈ R, (7.4)
for some constants c, C > 0.
(H5) For some C > 0 and α > 0 we have∣∣∣∂2g
∂z2
(t, x, y, z)
∣∣∣ ≤ C(1 + x2)−α, (t, x, y, z) ∈ [0, T ]× R3.
Under Conditions (H3)-(H4) the function F (t, y, z, w) defined as
F (t, x, y, z, w) := f(t, x, y, z) +
w
2
σ2(t, x), t ∈ [0, T ), x, y, z, w ∈ R,
is in C1,2
(
[0, T )×R4
)
and the solution u(t, x) of (7.1) is in C2,4([0, T )×R) by Theorem 2.4.
Besides, we note that by Theorem 2.6, the first and the second partial derivatives of u(t, x)
with respect to x are bounded uniformly in (t, x) ∈ [0, T ]× R. Setting h(x) := (1 + x2)α+1,
for any K ∈ R and ε > 0, we define
vK(t, x) := e
−Kth(x) and uε(t, x) := u(t, x) + εvK(t, x), x ∈ R, t ∈ [0, T ].
Next, we let
Eε :=
{
(t, x) ∈ [0, T ]× R :
∂2uε
∂x2
(t, x) ≤ 0
}
and suppose that Eε 6= ∅. From the relation h′′(x) ≥ (1+x2)α and the bound
∣∣∣∣∂2u∂x2 (t, x)
∣∣∣∣ ≤ C
we get
∂2uε
∂x2
(t, x) ≥ εe−Kt(1 + x2)α − C,
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therefore there exists Rε > 0 such that
∂2uε
∂x2
(t, x) > 0 for all |x| ≥ Rε, and we have
Eε ⊆ [0, T ] × B(Rε), where B(Rε) is the centered open ball with radius Rε, so that Eε is
compact. Consequently, the supremum
τ0 := sup{t ∈ [0, T ] : (t, x) ∈ Eε for some x ∈ R}
is attained at some (τ0, x0) ∈ Eε with x0 ∈ B(Rε), such that
∂2uε
∂x2
(τ0, x0) ≤ 0. In addition,
by the convexity assumption on x 7→ u(T, x) we have
∂2uε
∂x2
(T, x) =
∂2u
∂x2
(T, x) + ε
∂2vK
∂x2
(T, x) ≥ εe−KTh′′(x) > 0, x ∈ R,
hence τ0 < T and by the continuity of uε we have
∂2uε
∂x2
(τ0, x) ≥ 0, x ∈ R, since
∂2uε
∂x2
(t, x) >
0 for all t ∈ (τ0, T ) and x ∈ R. Consequently, the function uε(t, x) is convex in x on
[τ0, T ]×B(Rε).
On the other hand, we note that
∂2uε
∂x2
(τ0, x0) = 0 for x0 ∈ B(Rε), and that uε(t, x) satisfies
the equation
∂uε
∂t
(t, x) + FK,ε
(
t, x, uε(t, x),
∂uε
∂x
(t, x),
∂2uε
∂x2
(t, x)
)
= 0,
where
FK,ε(t, x, y, z, w) := −ε
∂vK
∂t
(t, x) +
1
2
σ2(t, x)
(
w − ε
∂2vK
∂x2
(t, x)
)
(7.5)
+f
(
t, x, y − εvK(t, x), z − ε
∂vK
∂x
(t, x)
)
.
By the constant rank Theorem 7.1 and Lemma 7.3 below, we deduce that
∂2uε
∂x2
(t, x) vanishes
on [τ0, T ) × B(Rε) hence τ0 = T , which is a contradiction showing that Eε = ∅. Therefore
we have
∂2u
∂x2
(t, x) + ε
∂2vK
∂x2
(t, x) =
∂2uε
∂x2
(t, x) > 0, (t, x) ∈ [0, T ]× R,
and after letting ε tend to 0, we conclude that
∂2u
∂x2
(t, x) ≥ 0, (t, x) ∈ [0, T ]× R.
Finally, we relax the above conditions (H3)-(H5) under the hypotheses (A1)-(A4) by applying
the above argument to sequences (µn)n≥1, (σn)n≥1, (gn)n≥1 of C
2,3
b functions and (φ)n≥1 of
C5b functions satisfying (H3) and (A1)-(A4), and converging pointwise respectively to µ, σ,
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g, and φ while preserving the convexity of the approximations (φn)n≥1 and (fn)n≥1 defined
in (7.3), as well as Condition (7.4). In order to satisfy (H5), we replace gn with g˜n obtained
by smoothing out the piecewise C1 function
x 7→
(
gn(t,−n, y, z) + (x+ n)
∂gn
∂x
(t,−n, y, z)
)
1(−∞,−n)(x)
+gn(t, x, y, z)1[−n,n](x) +
(
gn(t, n, y, z) + (x− n)
∂gn
∂x
(t, n, y, z)
)
1(n,∞)(x),
by convolution in x with the Gaussian kernel e−nx
2/2/
√
2pi/n, and we conclude by the con-
tinuous dependence Proposition 8.4. 
The proof of Theorem 7.2 relies on the following lemma.
Lemma 7.3 Under conditions (H1)-(H5) above we can choose K ∈ R such that the function
(x, y) 7→ FK,ε(t, x, y, z, 0) in (7.5) satisfies Condition (7.2).
Proof. We need to show that
S(b) :=
∂2FK,ε
∂x2
(
t, x, uε(t, x),
∂uε
∂x
(t, x), 0
)
+ 2b
∂2FK,ε
∂x∂y
(
t, x, uε(t, x),
∂uε
∂x
(t, x), 0
)
(7.6)
+b2
∂2FK,ε
∂y2
(
t, x, uε(t, x),
∂uε
∂x
(t, x), 0
)
≥ 0,
for all b ∈ R. Using (7.5) we find
S(b) = 2
∂2f
∂x2
− 2
(
ε
∂vK
∂x
(t, x)− b
) ∂2f
∂x∂y
+
1
2
(
ε
∂vK
∂x
(t, x)− b
)2∂2f
∂y2
+
1
2
(
ε
∂vK
∂x
(t, x)− b
)2∂2f
∂y2
+ 2ε
∂2vK
∂x2
(t, x)
(
ε
∂vK
∂x
(t, x)− b
) ∂2f
∂y∂z
+ 2
(
ε
∂2vK
∂x2
(t, x)
)2∂2f
∂z2
−
∂2f
∂x2
−
(
ε
∂2vK
∂x2
(t, x)
)2∂2f
∂z2
− ε
(
1
2
∂2σ2
∂x2
(t, x) +
∂f
∂y
+ 2
∂2f
∂x∂z
)
∂2vK
∂x2
(t, x)
− ε
∂3vK
∂x2∂t
(t, x)− ε
(
∂f
∂z
+ 2σ(t, x)
∂σ
∂x
(t, x)
)
∂3vK
∂x3
(t, x)−
ε
2
σ2(t, x)
∂4vK
∂x4
(t, x),
for all b ∈ R, where the derivatives of f are evaluated at the point
(
t, x, u(t, x), ∂u
∂x
(t, x)
)
.
Since f(t, x, y, z) is convex in (x, y), and in (y, z), we have
2
∂2f
∂x2
− 2
(
ε
∂vK
∂x
(t, x)− b
) ∂2f
∂x∂y
+
1
2
(
ε
∂vK
∂x
(t, x)− b
)2∂2f
∂y2
≥ 0,
and
1
2
(
ε
∂vK
∂x
(t, x)− b
)2∂2f
∂y2
+ 2ε
∂2vK
∂x2
(t, x)
(
ε
∂vK
∂x
(t, x)− b
) ∂2f
∂y∂z
+ 2
(
ε
∂2vK
∂x2
(t, x)
)2∂2f
∂z2
≥ 0,
for all b ∈ R. To conclude it suffices to show the inequality
S ′ := −
∂2f
∂x2
− ε
(∂2vK
∂x2
(t, x)
)2∂2f
∂z2
−
(
1
2
∂2σ2
∂x2
(t, x) +
∂f
∂y
+ 2
∂2f
∂x∂z
)
∂2vK
∂x2
(t, x)
−
∂3vK
∂x2∂t
(t, x)−
(
∂f
∂z
+ 2σ(t, x)
∂σ
∂x
(t, x)
)
∂3vK
∂x3
(t, x)−
1
2
σ2(t, x)
∂4vK
∂x4
(t, x)
≥ 0,
Thanks to Conditions (H3)-(H4), we find that there exists C > 0 such that∣∣∣∂2f
∂x2
(t, x, y, z)
∣∣∣ ≤ C(1 + z2), ∣∣∣∂f
∂y
(t, x, y, z)
∣∣∣ ≤ C,∣∣∣ ∂f
∂x∂z
(t, x, y, z)
∣∣∣ ≤ C(1 + |z|), ∣∣∣∂f
∂z
(t, x, y, z)
∣∣∣ ≤ C(1 + |x|)
for all (t, x, y, z) ∈ [0, T ]× R3, hence∣∣∣∣∂2f∂x2
(
t, x, u(t, x),
∂u
∂x
(t, x)
) ∣∣∣∣ ≤ C(1 + (∂u∂x (t, x))2) ≤ C ′ (7.7)
and ∣∣∣∣ ∂2f∂x∂z
(
t, x, u(t, x),
∂u
∂x
(t, x)
) ∣∣∣∣ ≤ C(1 + ∣∣∣∂u∂x (t, x)∣∣∣) ≤ C ′, (7.8)
(t, x) ∈ [0, T ] × R, for some C ′ > 0. By the relation vK(t, x) := e−Kt(1 + x2)α+1 and
Condition (H5), we find∣∣∣∣ (∂2vK∂x2 (t, x)
)2
∂2f
∂z2
(
t, x, u(t, x),
∂u
∂x
(t, x)
)∣∣∣∣ ≤ C(α)e−2Kt(1 + x2)α, (7.9)
for some constant C(α) > 0 depending on α > 0. Next, we note that for some C ′(α) > 0 we
have∣∣∣∣∂2vk∂x2 (t, x)
∣∣∣∣ ≤ C ′(α)e−Kt(1 + x2)α, ∣∣∣∣∂3vk∂x3 (t, x)
∣∣∣∣ ≤ C ′(α)e−Kt(1 + |x|)(1 + x2)α−1,
and ∣∣∣∣∂4vk∂x4 (t, x)
∣∣∣∣ ≤ C ′(α)e−Kt(1 + x2)α−1,
hence from (H3), (7.4), (7.8) we check that∣∣∣∣12 ∂2σ2∂x2 + ∂f∂y + 2 ∂2f∂x∂z
∣∣∣∣ ∣∣∣∣∂2vK∂x2 (t, x)
∣∣∣∣ ≤ C ′(α)e−Kt(1 + x2)α.
Similarly, thanks to the conditions (H3) and (7.4)∣∣∣∣∂f∂z + 2σ(t, x)∂σ∂x (t, x)
∣∣∣∣ ∣∣∣∣∂3vK∂x3 (t, x)
∣∣∣∣ ≤ C ′(α)e−Kt(1 + x2)α,
34
and
1
2
σ2(t, x)
∣∣∣∣∂4vk∂x4 (t, x)
∣∣∣∣ ≤ C ′(α)e−Kt(1 + x2)α. (7.10)
Combining (7.9)-(7.10), the inequality
∂3vk
∂x2∂t
(t, x) ≤ −KC ′′(α)e−Kt(1 + x2)α for some con-
stant C ′′(α) > 0, and Condition (7.7), we obtain
S ′ ≥ e−Kt(KC ′′(α)− 3C ′(α))(1 + x2)α − εC(α)e−2Kt(1 + x2)α − C ′
≥ 0,
for K = K(α, ε) large enough, t ∈ [0, T ], x ∈ R. 
8 Monotonicity and continuous dependence results
Monotonicity of FBSDEs
In Proposition 8.1 and Proposition 8.2 we prove the monotonicity results needed in the proofs
of Theorem 3.2, Corollaries 3.3-3.4, 3.6 and Theorem 4.2. We apply Lemma 8.3 below to
derive monotonicity results for FBSDE flows of the form

dX t,xs = µ
(
t, X t,xs
)
ds+ σ
(
s,X t,xt
)
dBs, X
t,x
t = x,
dY t,xs = −g
(
s,Xs,xs , Y
t,x
s , Z
t,x
s
)
ds+ Zt,xs dBs, Y
t,x
T = φ(X
t,x
T ),
(8.1a)
(8.1b)
0 ≤ t ≤ s ≤ T . We first prove a monotonicity result for the solution (X t,xs )s∈[t,T ] of the
SDE (8.1a), which will be used to prove non-decreasing property of Y t,xs and u(t, x) in
Proposition 8.2.
Proposition 8.1 Under the assumption (A1) the solution
(
X t,xs
)
s∈[t,T ]
of (8.1a) is a.s. non-
decreasing in x for all t ∈ [0, T ] and s ∈ [t, T ].
Proof. Let X̂ t,x,ys := X
t,y
s −X
t,x
s for x ≤ y, s ∈ [t, T ], and consider the processes
µ̂u :=
µ(u,X t,yu )− µ(u,X
t,x
u )
X t,yu −X
t,x
u
1{Xt,yu 6=Xt,xu } and σ̂u :=
σ(u,X t,yu )− σ(u,X
t,x
u )
X t,yu −X
t,x
u
1{Xt,yu 6=Xt,xu },
u ∈ [t, T ]. We note that the processes (µ̂u)u∈[t,T ] and (σ̂u)u∈[t,T ] are bounded since µ(t, x)
and σ(t, x) are Lipschitz in x, and that (X̂ t,x,ys )s∈[t,T ] satisfies the equation
X̂ t,x,ys = y − x+
∫ s
t
µ̂uX̂
t,x,y
u du+
∫ s
t
σ̂uX̂
t,x,y
u dBu, s ∈ [t, T ],
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which yields
X̂ t,x,ys = (y − x) exp
(∫ s
t
µ̂udu+
∫ s
t
σ̂udBu −
1
2
∫ s
t
σ̂2udu
)
≥ 0, 0 ≤ t ≤ s ≤ T.

Monotonicity of nonlinear PDE solutions
The next monotonicity result is used for the proofs of Theorem 3.2, Corollaries 3.3-3.4, 3.6
and Theorem 4.2.
Proposition 8.2 Assume that the coefficients µ, σ, g and φ satisfy (A1)-(A4). If φ(x) and
g(t, x, y, z) are non-decreasing in x ∈ R for all t ∈ [0, T ] and y, z ∈ R, then the solution(
Y t,xs
)
s∈[t,T ]
of (8.1b) is a.s. non-decreasing in x for all s ∈ [t, T ]. As a consequence, if
u(t, x) is solution of the backward PDEs (2.9), then u(t, x) is also a non-decreasing function
of x ∈ R for all t ∈ [0, T ].
Proof. Letting X̂s = X
t,y
s −X
t,x
s , Ŷs = Y
t,y
s − Y
t,x
s , Ẑs = Z
t,y
s − Z
t,x
s and ŶT = φ2
(
X t,yT
)
−
φ1
(
X t,xT
)
, we have
Ŷs = ŶT +
∫ T
s
(
g
(
u,X t,yu , Y
t,y
u , Z
t,y
u
)
− g
(
u,X t,xu , Y
t,x
u , Z
t,x
u
))
du−
∫ T
s
ẐudBu.
Defining the processes au, bu, and cu as
au :=
g
(
u,X t,yu , Y
t,y
u , Z
t,y
u
)
− g
(
u,X t,xu , Y
t,y
u , Z
t,y
u
)
X t,yu −X
t,x
u
1{Xt,yu 6=Xt,xu },
bu :=
g
(
u,X t,xu , Y
t,y
u , Z
t,y
u
)
− g
(
u,X t,xu , Y
t,x
u , Z
t,y
u
)
Y t,yu − Y
t,x
u
1{Y t,yu 6=Y t,xu },
cu :=
g
(
u,X t,xu , Y
t,x
u , Z
t,y
u
)
− g
(
u,X t,xu , Y
t,x
u , Z
t,x
u
)
Zt,yu − Z
t,x
u
1{Zt,xu 6=Zt,xu }, u ∈ [0, T ],
which are (Ft)t∈[0,T ]-adapted and bounded since g(u, x, y, z) is Lipschitz, and using the de-
composition
g
(
u,X t,yu , Y
t,y
u , Z
t,y
u
)
− g
(
u,X t,xu , Y
t,x
u , Z
t,x
u
)
= g
(
u,X t,yu , Y
t,y
u , Z
t,y
u
)
− g
(
u,X t,xu , Y
t,y
u , Z
t,y
u
)
+ g
(
u,X t,xu , Y
t,y
u , Z
t,y
u
)
− g
(
u,X t,xu , Y
t,x
u , Z
t,y
u
)
+ g
(
u,X t,xu , Y
t,x
u , Z
t,y
u
)
− g
(
u,X t,xu , Y
t,x
u , Z
t,x
u
)
,
we have
Ŷs = ŶT +
∫ T
s
(
auX̂u + buŶu + cuẐu
)
du−
∫ T
s
ẐudBu, s ∈ [0, T ].
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Hence, by Lemma 8.3 below we get
Ŷs =
1
Γs
E
[
ΓT ŶT +
∫ T
s
auX̂uΓudu
∣∣∣ Fs] , s ∈ [t, T ], (8.2)
where
Γs := exp
(∫ s
t
cudBu −
1
2
∫ s
t
c2udu+
∫ s
0
budu
)
, s ∈ [t, T ].
By Proposition 8.1 the solution (X t,xs )s∈[t,T ] of the forward SDE (8.1a) satisfies X̂s = X
t,y
s −
X t,xs ≥ 0 for all s ∈ [t, T ] if x ≤ y, and since g(s, x, y, z) is non-decreasing in x we have as ≥ 0
a.s., s ∈ [t, T ]. Since φ(x) is non-decreasing we have ŶT = φ
(
X t,xT
)
−φ
(
X t,yT
)
≥ 0 a.s., hence
by (8.2) we have Ŷs = Y
t,x
s − Y
t,y
s ≥ 0, s ∈ [t, T ], if x ≤ y, which implies the monotonicity
of
(
Y t,xs
)
s∈[t,T ]
, therefore we also get u(t, x) ≤ u(t, y), x ≤ y, t ∈ [0, T ], since u(t, x) = Y t,xt .

Linear FBSDEs
The following Lemma 8.3, which has been used in the proof of Proposition 8.2, extends
a classical result from linear BSDEs to linear FBSDEs. Let (Xt)t∈[0,T ] satisfy the forward
diffusion equation
dXt = µ (t, Xt) dt+ σ (t, Xt) dBt, (8.3)
where µ, σ satisfy (A1), with associated linear backward SDE
dYt = − (atXt + btYt + ctZt + kt) dt+ ZtdBt, (8.4)
with terminal condition YT = φ(XT ), where (at)t∈[0,T ], (bt)t∈[0,T ] and (ct)t∈[0,T ] are real-valued,
(Ft)t∈[0,T ]-adapted bounded processes, and (kt)t∈[0,T ] is a real-valued (Ft)t∈[0,T ]-adapted pro-
cess such that
E
[∫ T
0
k2t dt
]
<∞.
Lemma 8.3 Let (Xt)t∈[0,T ] be the solution of (8.3), and let (Yt, Zt)t∈[0,T ] be the solution of
(8.4). Then the process (Yt)t∈[0,T ] is given in explicit form as
Yt =
1
Γt
E
[
ΓTφ (XT ) +
∫ T
t
(asXs + ks) Γsds
∣∣∣Ft] ,
where (Γt)t∈[0,T ] is the geometric Brownian motion
Γt := exp
(∫ t
0
bsds+
∫ t
0
csdBs −
1
2
∫ t
0
c2sds
)
, t ∈ [0, T ].
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Proof. We have
d(ΓsYs) = ΓsdYs + YsdΓs + d〈Γs, Ys〉
= Γs (− (asXs + bsYs + csZs + ks) ds+ ZsdBs) + YsΓs (bsds+ csdBs) + csZsΓsds
= − (asXsΓs + ksΓs) ds+ (csYsΓs + ZsΓs) dBs,
hence
ΓTYT − ΓtYt = −
∫ T
t
(asXsΓs + ksΓs) ds+
∫ T
t
(csYsΓs + ZsΓs) dBs, (8.5)
and by taking conditional expectation on both sides of (8.5) we find
Yt = E [Yt | Ft]
=
1
Γt
E [ΓTYT | Ft] +
1
Γt
E
[∫ T
t
(asXsΓs + ksΓs) ds
∣∣∣Ft]
=
1
Γt
E
[
ΓTφ (XT ) +
∫ T
t
(asXs + ks) Γsds
∣∣∣Ft] , t ∈ [0, T ].

Continuous dependence of FBSDE solutions
The next Proposition 8.4 result extends the argument of Theorem 9.7 in Mishura and Shevchenko
(2017) to the setting of FBSDEs. Other continuous dependence results are available in the
literature such as Theorem 3.3 of Jakobsen and Karlsen (2002), which however requires uni-
form estimates on coefficients.
Proposition 8.4 Consider the family of forward-backward stochastic differential equations
Xn,t = Xn,0 +
∫ t
0
µn(s,Xn,s)ds+
∫ t
0
σn(s,Xn,s)dBs,
Yn,t = φn(Xn,T ) +
∫ T
t
gn(s,Xn,s, Yn,s, Zn,s)ds−
∫ T
t
Zn,sdBs,
where, for every n ≥ 1, the coefficients µn, σn, gn and φn satisfy (A1)-(A4) for a same
C > 0. Assume the pointwise convergences Xn,0 → X0 and
µn(t, x)→ µ(t, x), σn(t, x)→ σ(t, x), gn(t, x, y, z)→ g(t, x, y, z),
for all t ∈ [0, T ], and x, y, z ∈ R as n → ∞, and the strong convergence φn(xn) → φ(x)
whenever xn → x ∈ R, where µ, σ, g and φ satisfy (A1)-(A4) for a same constant C > 0.
Then for all t ∈ [0, T ] we have
lim
n→∞
E
[∣∣Yn,t − Yt∣∣2] = 0,
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where (Yt)t∈R+ is solution of the FBSDE
Xt = X0 +
∫ t
0
µ(s,Xs)ds+
∫ t
0
σ(s,Xs)dBs,
Yt = φ(XT ) +
∫ T
t
g(s,Xs, Ys, Zs)ds−
∫ T
t
ZsdBs.
Proof. For n ≥ 1, let
Ŷn,t := Yn,t − Yt, X̂n,t := Xn,t −Xt, Ẑn,t := Zn,t − Zt, and φ̂n(x) := φn(x)− φ(x),
t ∈ [0, T ], x ∈ R. Applying the Itoˆ formula to |Ŷn,t|2 and taking expectation on both sides
yields
E
[
|Ŷn,t|
2
]
= E
[(
φn(Xn,T )− φ(XT )
)2]
+2E
[∫ T
t
Ŷn,s(gn(s,Xn,s, Yn,s, Zn,s)− g(s,Xs, Ys, Zs))ds
]
− E
[∫ T
t
|Ẑn,s|
2ds
]
.
By the inequality 2ab ≤ (6C2)a2 + b2/(6C2), we have
2Ŷn,s(gn(s,Xn,s, Yn,s, Zn,s)− g(s,Xs, Ys, Zs)) ≤ 6C
2|Ŷn,s|
2
+
1
6C2
(gn(s,Xn,s, Yn,s, Zn,s)− g(s,Xs, Ys, Zs))
2.
Next, letting
ĝn(t, x, y, z) := gn(t, x, y, z)− g(t, x, y, z), t ∈ [0, T ], x, y, z ∈ R,
we have
(gn(s,Xn,s, Yn,s, Zn,s)− g(s,Xs, Ys, Zs))
2
≤ 2(gn(s,Xn,s, Yn,s, Zn,s)− gn(s,Xs, Ys, Zs))
2 + 2(ĝn(s,Xs, Ys, Zs))
2
≤ 2C2(|Xn,s −Xs|+ |Yn,s − Ys|+ |Zn,s − Zs|)
2 + 2(ĝn(s,Xs, Ys, Zs))
2
≤ 6C2(|X̂n,s|
2 + |Ŷn,s|
2 + |Ẑn,s|
2) + 2(ĝn(s,Xs, Ys, Zs))
2,
by the inequality (a+ b+ c)2 ≤ 3(a2 + b2 + c2). Combining the above estimates, we find
E
[
|Ŷn,t|
2
]
≤ E
[(
φn(Xn,T )− φ(XT )
)2]
+(6C2 + 1)E
[∫ T
t
|Ŷn,s|
2ds
]
+ E
[∫ T
t
|X̂n,s|
2ds
]
+
1
3C2
E
[∫ T
t
(
ĝn(s,Xs, Ys, Zs)
)2
ds
]
,
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which yields
E
[
|Ŷn,t|
2
]
≤ C ′′
(
E
[(
φn(Xn,T )− φ(XT )
)2]
+
∫ T
t
E
[
|X̂n,s|
2
]
ds+ E
[∫ T
t
(
ĝn(s,Xs, Ys, Zs)
)2
ds
])
by Gronwall’s inequality, and therefore
E
[
|Ŷn,t|
2
]
≤ C ′′E
[(
φn(Xn,T )− φ(XT )
)2]
+ C ′′(T − t) sup
s∈[t,T ]
E
[
|X̂n,s|
2
]
+ C ′′
∫ T
t
E
[(
ĝn(s,Xs, Ys, Zs)
)2]
ds.
We note that since Xn,0 → X0, µn(t, x) → µ and σn(t, x) → σ(t, x) pointwise when n →
∞, by Theorem 9.7 of Mishura and Shevchenko (2017) we have lim
n→∞
E
[
supt∈[0,T ] |X̂n,t|
2
]
=
0. Hence, by the condition |ĝn(t, x, y, z)| ≤ 2C(|x| + |y| + |z|) and the pointwise limit
lim
n→∞
ĝn(t, x, y, z) = 0, by the Lebesgue dominated convergence we find
lim
n→∞
∫ T
t
E
[(
ĝn(s,Xs, Ys, Zs)
)2]
ds = 0, t ∈ [0, T ].
Finally, by the strong convergence of (φn)n≥1 to φ and the uniform integrability
sup
n≥1
E
[
sup
t∈[0,T ]
|Xn,t|
2p
]
<∞, p ≥ 1,
see Theorem 9.2 in Mishura and Shevchenko (2017), we obtain
lim
n→∞
E
[(
φn(Xn,T )− φ(XT )
)2]
= 0,
and we conclude to
lim
n→∞
E
[
|Yn,t − Yt|
2] = 0, t ∈ [0, T ].

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