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Using gene subsets in the assessment of microarray
data quality for time course experiments
The application of established microarray data quality measures to time course experiments poten-
tially gives misleading results. In particular, genuine biological variation my be mistaken for techni-
cal artifacts. We suggest tailoring standard methods to time course data by restricting the assessment
to subsets of genes selected on the basis of the experiment. The method is tested on two different
kinds of experimental data sets, one from a developmental process and one from a circadian process.
With these modifications, quality assessment for microarray data can be tuned to appropriately ad-
dress the special situation of time course experiments.
KEYWORDS: quality control, microarrays, time course data, Affymetrix chips, relative log expression,
normalized unscaled standard errors.
1. INTRODUCTION
Nearly two decades after their introduction, microarray experiments are now standard practice in
many modern molecular laboratories in both academia and the biomedical industry. Microarrays enable
scientists to simultaneously assay the biochemical activity of many, even of all the genes in the genome
in a biological sample at a given time.
Some laboratories make their own microarrays, while others use commercial platforms such as
Affymetrix or Agilent. Whichever way, the scientific community has had to acknowledge that mea-
surement errors can not be avoided entirely and may lead to inconclusive or non-reproducible experi-
ments. Inter-lab and inter-platform comparisons have demonstrated this convincingly, see e.g. Hwang
et al. (2004). A need for systematic quality control of the data from such experiments has by now been
widely acknowledged.
How to optimally assess the quality of this new kind of data is not obvious and has emerged as a new
research topic for statisticians. Brettschneider et al. (2008) characterize the collection of microarray data
from a traditional quality assessment perspective in the spirit of Shewhart (see, e.g., Shewhart (1939)).
They suggest several explicit quality measures for this new kind of data and compare them to the quality
report provided by the commercial software.
In the case of time course experiments, the common quality assessment methods may give mislead-
ing information (see Guan et al. (2007)). In particular, there is a risk of mistaking genuine biological
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variation for apparatus noise or bias linked to experimental conditions. In fact, these methods are based
on assumptions about the behavior of the the majority of the genes. Not too many of the genes are ex-
pected to change and the number of upregulated genes is expected to be approximately the number of
downregulated genes. Time course microarray experiments, however, often differ in just these aspects
from most other kinds of common microarray experiments. The fraction of differentially expressed genes
is often much higher, and inhomogeneous over time. In order to avoid that this undermines the quality
assessment, Guan et al tried to restrict it to temporarily stable genes in a developmental series. Their first
approach uses 141 low-varying, genes selected using a priori biological knowledge. While this sounds
like a reasonable approach, the results were not convincing. They also tried to base the quality assess-
ment on genes that had been selected as temporarily low-varying genes in a first round of analysis and
found that strategy more promising.
This paper aims at systematically developing a subset-based approach to quality assessment for mi-
croarray time course data. We focus on the case of short oligonucleotide microarrays. First, we assess
the data quality using the RLE and NUSE measures introduced by Brettschneider et al. and compare the
results with the scores supplied by the Affymetrix GCOS quality report. We then suggest a data-driven
method to determine subsets of temporarily stable genes appropriate to the particular experiment. We
consider subsets of various sizes. The approach is tested on data sets from two different types of microar-
ray time course experiments: a developmental time series and a circadian rhythm series. Both data sets
come from experiments on model organisms conducted in academic laboratories on short oligonucleotide
microarrays manufactured by Affymetrix (see Section 4 for details).
2. BIOLOGICAL AND TECHNOLOGICAL BACKGROUND
The blueprint for the construction of a biological organism is its genome stored in DNA molecules in
its set of chromosomes. By and large, genes are transcribed into RNA which is translated into proteins,
the building blocks of the cells of the organism. These processes are substantially affected by many
factors including cell type, developmental stage, genetic background and environmental conditions. As
a result, the proteins vary in both shape and abundance.
A central aim in molecular biology is to relate the state of an organism to molecular observations.
This includes the study of the gene and protein functions and interactions, and their alteration in response
to changes in environmental and developmental conditions. Some explicit examples for such research
questions are: Which genes are involved in the flowering of strawberries? Which molecular mechanisms
guide the development of a fruit fly embryo? Does a certain protein inhibit human brain tumor growth?
How does the activity of that protein affect other proteins and genes?
Such experiments used to focus on just one gene or protein at a time. With the introduction of
high throughput methods in the 1990s, the abundance of huge numbers of such macromolecules could
be measured in one experiment. The most common kind of high throughput molecular measurement
technologies are gene expression microarrays, which measure the mRNA transcript abundance for tens
of thousands of genes simultaneously.
A DNA microarray consists of a glass surface with a large number of distinct fragments of DNA
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called probes attached to it at fixed positions. A fluorescently labelled sample containing a mixture of
unknown quantities of DNA molecules called the target is applied to the microarray. Under the right
chemical conditions, single-stranded fragments of target DNA will base pair with the probes which are
their complements, with great specificity. This reaction is called hybridization. The raw data produced
in a microarray experiment consists of scanned images of the microarrays after hybridization. The image
intensity in the region of a probe is proportional to the amount of labelled target DNA that base pairs
with that probe. In this way we can measure the abundance of thousands of DNA fragments in a target
sample simultaneously. Microarrays are also referred to as (gene) chips or slides.
In this paper, we will focus on one of the standard kinds of microarrays, the short oligonucleotide
microarrays produced, for example, by the company Affymetrix. They use a number of probes per gene
(e.g. 14 for the Affymetrix drosophila array) randomly arranged over the array. Such a set is called
the probe set for that gene. The probes are 25 nucleotides long and are successively synthesized to the
chip using photolithography technology. The commercial software GCOS (see GCOS (2004)) includes
a quality report with a dozen scores for each microarray (see Section 3). These scores are indirect
indicators of data quality which are computed on the basis of individual arrays.
3. QUALITY ASSESSMENT METHODS FOR TIME COURSE DATA
In a first round of analysis, we will use three existing approaches for the assessment of short oligonu-
cleotide microarray data. They are all based on the whole set of genes in the microarray. We summarize
their definition here; more details and many data examples can be found in Brettschneider et al. (2008)l.
Intuitive approach: RLE. The microarray data needs to be pre-processed. This includes back-
ground adjustment, normalization and gene expression estimation. (We will use the RMA-based method
described below, but any sensible pre-processing method can be used.) The Relative Log Expression
(RLE) of a probe sets in array is computed as the log ratio of its expression value in that array and its
median expression in a hypothetical reference array. The latter is usually obtained as the median of all
arrays in that batch, constructed probe set by probe set. Under the biological assumption that the ma-
jority of gene is not differentially expressed, and that about the same amount of genes is upregulated
as downregulated, the collective behavior of the RLE values can be used as a quality indicator. A good
quality array has an RLE-distribution with a median around 0 and a small IQR.
RMA-based approach: NUSE. This approach uses the Robust Multichip Analysis (RMA) model
by Irizarry et al. (2003). For a fixed probe set, the background adjusted and normalized intensities yij of
probe j and microarray i are modeled as log2 yij = µi + αj + εij , with αj a probe affinity effect (with
zero-sum constraint), µi the log scale expression level for array i, and i.i.d. centered errors εij . The use of
an iteratively re-weighted least squares algorithms delivers a robust probe set expression estimate for this
probe set for each array using the inverses wij of the residuals to down-weight malfunctioning probes.
Let Wi =
∑
j wij be the total probe weight (of the fixed probeset) in chip i. The Unscaled Standard
Error (USE) of a fixed probe set is defined as
√∑
j w
2
ij divided by the total probe weight
∑
j wij in
chip i. Finally, normalizing this expression by dividing by the median of all such expression over all
chips is call the Normalized Unscaled Standard Error (NUSE). Under the biological assumption that the
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majority of gene is not differentially expressed, the collective behavior of the NUSE values measures the
quality of the data from this array, relative to the quality of the data from the other arrays from the same
experiment and jointly analysed. A good quality array has a NUSE-distribution with a median around 1
and a small IQR.
GCOS quality report. Affymetrix supplies the software GCOS for the analysis of their microarray
data. Part of the output is a quality report which presents a number of microarray-wide quality scores.
We use of the most common of these quality scores described in the following according to GCOS
(2004) and Affymetrix (2001). The scores are typically used as relative scores to evaluate the quality of
microarrays within a comparable batch of microarrays. Acceptance ranges for these scores are often not
available, because they depend strongly on the experimental set-up and the biological process studied in
the experiment. Percent Present: The percentage of probesets called Present by the Affymetrix detection
algorithm. This value depends on multiple factors including cell/tissue type, biological or environmental
stimuli, probe array type, and overall quality of RNA. Replicate samples should have similar Percent
Present values. Extremely low Percent Present values indicate poor sample quality. In order to make
comparisons with other scores more convenient, we also use Percent Absent. This is defined as 100%−
Percent Present. Scale Factor: Multiplicative factor applied to the signal values to make the 2% trimmed
mean of signal values for selected probe sets equal to a constant. Average Background: Average of
the lowest 2% cell intensities on the chip. Affymetrix does not issue official guidelines, but mentions
that values typically range from 20 to 100 for arrays scanned with the GeneChip Scanner 3000. A high
background indicates the presence of nonspecific binding of salts and cell debris to the array. Raw Q
(Noise): Measure of the pixel-to-pixel variation of probe cells on the chip. The main factors contributing
to Noise values are electrical noise of the scanner and poor sample quality. GAPDH 3’ to 5’ ratio
(GAPDH 3’/5’): Ratio of the intensity of the 3’ probe set to the 5’ probe set for the gene GAPDH. It is
expected to be an indicator of RNA quality.
For more details about RLE and NUSE see Brettschneider et al. (2008). They can be computed using
the BioConductor R-package affyPLM described in BCBS05. For the computation of the GCOS quality
scores we use the BioConductor R-package simpleaffy described in Wilson and Miller (2005).
Stable gene subset-based quality assessment . The second round of quality assessment is based on
subsets of temporarily stable genes the rationale being that those genes would be less likely to undermine
the quality assessment due to biological variability.
Stable genes are determined empirically from our data using a stratification of genes according to
their degree of temporal variation using the empirical Bayes approach for microarray time course data
developed by citetaiS06 and implemented in the R-package timecourse. The method required repli-
cates. Not all microarray time course data are replicated, but in some cases, a surrogate for replication
can be found. For example, in circadian data, time points with the same relative position in the circle can
be identified. Another example would be to identify a minor mutation and a wild type. The justification
for this is that only a small number of genes would be affected, which would not significantly affect the
results of a quality assessment that is going to be based on a large set of genes. We first determining a
subset of temporarily stable genes based on a Hotelling statistics ranking proposed in taiS06. Then, we
compute RLE and NUSE distributions for the (hypothetical) microarray defined by a restriction of the
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original microarray to the subset of the temporarily most stable genes. Such subsets typically contain
between 5 and 30% of the genes, but we do not a priori specify this further, because the fraction of
genes that vary over time depends strongly on the type of experiment. Often, there is not even enough
biological knowledge available to provide a reliable estimate for that fraction. Instead of specifying the
size of the subset beforehand, we perform the quality assessment based on a number of gene subsets of
successively smaller sizes until no additional information can be obtained.
We have now a number of different one parameter summaries per chip: absolute value of Med(RLE),
IQR(NUSE) and Med(NUSE). Can compare these, and we can compare them with the GCOS scores.
Further, we compare the outcomes of the whole-chip methods with the outcomes of the subset-based
assessment.
We compare the different approaches, with an emphasis on the identification of qualitative differ-
ences. This includes the observation of patterns and outliers. Using knowledge about both the biological
phenomena studied in the experiment and the conditions during the experiment we try shed light on
the potential origin of such patterns. Patterns observed in quality assessment may be related to the bi-
ological process itself or to experimental conditions. The most burning question whether a patterns is
likely to indicate an aspect of data quality or to reflect genuine biological variation. This can in turn be
used to compare and evaluate the quality assessment methods. In our study of the subset-based quality
assessment we have a particular interest in understanding how relevant the size of the subset is.
4. EXPERIMENTAL DATA SETS
The drosophila developmental series data was created by Tomancak et al. (2002) and can be ob-
tained from www.fruitfly.org/cgi-bin/ex/insitu.pl. Wild type drosophila (Canton S)
were split into 12 population cages and allowed to lay eggs after aged for 3 days. Embryo samples were
collected every hour for consecutive 12 hours starting at 30 minutes. Embryonic stages were examined by
morphological markers. The same procedure was conducted on 3 days yielding 3 biological time course
replicates (A, B, C). RNA was extracted, labeled and hybridized to short oligonucleotide microarrays
(Affymetrix GeneChip DrosGenom 1.1) measuring 14,010 genes. Series A and C series were hybridized
on a day other than the one for series B. Each chip was named as the combination of the replicate label
and the time point label 01, 02,...,12.
The arabidopsis circadian rhythm data was created by Edwards et al. (2006) and is available at
http://millar.bio.ed.ac.uk/bibliogr.htm. Wild type Col-0 seedlings were sterilized
and grown over eight days under 12-hour-light/12-hour-dark cycles and transferred to constant light at
22◦C. Circadian rhythms were measured by video imaging of leaf movement under constant light. Sam-
ples were taken over a period of a little more than two circadian cycles (52 hours) at 4-hour intervals
beginning at hour 26 after the last dark-light transition. RNA was extracted, labeled and hybridized to
short oligonucleotide microarrays (Affymetrix GeneChip ATH1) measuring 22,764 genes. Chips are
named ’a’ (for hour 26) through ’m’ (for hour 74).
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5. RESULTS
DEVELOPMENTAL DATA
Standard approaches
The left side of Figure 1 shows boxplots of the distributions of the RLE values or all chips in the data
set. There is a substantial amount of variation and there are no isolated outliers. The largest deviation
of Med(RLE) from 0 (absolute value larger than 0.05) is observed in chips A1, B10, B2, C3, A9 and
A2. Overall, it deviates more in chips from series B than in chips from series A and C. The chips with
the widest IQR(RLE) (bigger than 0.4) are A1, A12, B1, B2 and B10. Overall, it is wider in chips from
series B than in chips from series A and C. The left side of Figure 2 shows boxplots of the distributions
of the NUSE values for all chips in the data set. There is a substantial amount of variation and there are
no isolated outliers. The largest values for Med(NUSE) (larger than 0.01) are observed in chips B1, B10,
B4, B5, A12, B11, B2, B12, B3, and A1. Generally, the values are larger in chips from series B than in
chips from A and C.
Figure 3 shows that the four one-parameter summaries of the RLE and NUSE distributions reveal similar
trends. Med(NUSE) and IQR(NUSE) are very strongly correlated. IQR(RLE) has a good correlation
with both NUSE-based parameters. There is also a correlation between |Med(RLE)| and the NUSE-
based parameters for series A and C, whereas this can not be said about series B.
In summary, all RLE- and NUSE-based measures indicate (i) lower quality in series B than in series
A and C and (ii) lower quality at the beginning and at the end of each series than during the middle
stages. We think that the observation (i) is indeed due to quality differences. The hybridization date of
series B is different from the hybridization date of series A and C. Note that the data has been quantile
normalized before the quality assessment, which should take care of the most drastic apparatus bias
between the three different series. However, the remaining quality differences between the series are
most likely to be related to different conditions during the hybridization or to differences in sample
properties and handling. In contrast, we think that observation (ii) is not due quality difference, but to
biological variation. There is often an increased genetic activity at the beginning and at the end of a
developmental processes.
A comparison between the RLE- and NUSE-based quality measures with some of the GCOS quality
scores is shown in the pair plots in Figures 4 and 4. The lowest Percent Present values are obtained for
chips B9, B5, B6 and B4. Within the series A, the lowest values are obtained for chips A9, A5 and
A6, and within the series C, the lowest values are obtained for chips C4, C5, C9, C3 and C8. These
are all chips from the middle of the series. So, Percent Present behaves very differently from the RLE-
and NUSE-based measures that typically show lower quality at the beginning and at the end of each
series. Percent Present is generally lower for replicate series B than for A and C, which is consistent
with the results observed for RLE and NUSE. However, there is hardly any linear relationship between
Percent present and IQR(RLE), and it can be argued that the weak linear relationship between Percent
present and Med(NUSE) is only a product of ecological correlation from the groups defined by the
replicate series A, B and C. There is no linear relationship between any of the GCOS quality scores and
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IQR(RLE) or Med(NUSE). There is no linear relationship between any two of the GCOS quality scores
either. However, for series B only there is some correlation between Percent Present and Scale Factor,
and for series C only there is some correlation between Scale Factor and Average Background.
Subset-based approach
In the time course analysis for the determination of temporarily stable genes we use triplicates for
each stage provided by series A, B and C.
Figure 6 shows the behavior of RLE-distributions in response to restrictions of the gene set. The
effect is remarkable. Recall that many of the boxplots of the RLE-distributions based on all genes
were off-center (see Figure 1). For the subset of the 7,000 most temporarily stable genes, the boxplots
are now well centered around 0 except for a little deviation in the case of chip A12. The latter also
disappears when the set is further restricted to 2,000 genes. The restriction to subsets results in tighter
RLE-distributions. The IQR(RLE) shrink to about half their sizes in the 7,000-gene-subset and even
smaller in the 2,000-gene-subset. The difference between series B on the one hand and series A and C
on the other hand are less obvious, but they remain. The differences between the early/late stages and the
middle stages are far less pronounced than they were for the IQR(RLE) based on the whole set of genes.
However, the relative positions of the chips remain roughly the same.
Figure 6 shows the behavior of NUSE-distributions in response to restrictions of the gene set. The
distributions get slightly tighter, but beyond that the restrictions have nearly no effect. The relative
positions of the chips with respect to Med(NUSE) and IQR(NUSE) remain basically the same.
RLE and NUSE react very differently to the restriction of the quality assessment to the subarrays
defined by genes with low temporal variation. It makes almost no difference whether we choose a large
subset of 7,000 genes or a smaller subset of 2,000 genes.
CIRCADIAN RHYTHM DATA
Standard approaches
The right side of Figure 1 shows boxplots of the distributions of the RLE values or all chips in the
data set. They indicate fairly homogeneous quality. Med(RLE) is very close to 0 for all chips except the
first one. IQR(RLE) varies a bit more with the largest values (bigger than 0.1) observed in chips h, c, a
and b. The right side of Figure 2 shows boxplots of the distributions of the NUSE values for all chips in
the data set. Med(NUSE) is very close to 1 in all chips except for somewhat elevated values in chips h, l
and b. Figure 6 shows a linear association between IQR(RLE) and Med(NUSE).
In summary, the quality of the data seems quite homogeneous, and we canot detect any patterns
related to experimental conditions or sample properties. We attribute the (small) existing differences to
real quality issues rather than biological variation.
A comparison between the RLE- and NUSE-based quality measures with some of the GCOS quality
scores is shown in the pair plots in Figure 6. There is a strong linear association between Scale Factor and
Percent Absent. Both of them have a weak linear association with Average Background. The latter has
a linear association with IQR(RLE) and, a bit weaker, with Med(NUSE). GAPDH 3’/5’ does not show
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a linear association with any of the GCOS scores nor with IQR(RLE) and only a weak and somewhat
ambiguous association Med(NUSE).
Subset-based approach
In order to obtain a data set containing chips from exactly two successive circadian cycles we could
drop either the first or the last chip from our data set. We decided to drop the first one (chip a), because it
is an outlier with respect to Med(NUSE). The rest of the analysis and discussion refers to the data from
the remaining set (chips b to m). In the time course analysis for the determination of temporarily stable
genes any two chips from the same circadian stage were treated as replicates (b=h, c=i and so on).
Figure 6 shows the behavior of RLE-distributions in response to restrictions of the gene set. The
boxplots of the RLE-values of chips b to m based on all genes are well centered around 0. The restriction
to the sets of temporarily stable genes does not change that. The RLE-distributions are getting a bit tighter
with each restriction. The rank order of the chips with respect to the IQR(RLE) remains unchanged.
Figure 6 shows the behavior of NUSE-distributions in response to restrictions of the gene set. The
distributions get slightly tighter, but beyond that the restrictions have nearly no effect. The relative
positions of the chips with respect to Med(NUSE) and IQR(NUSE) remain basically the same, except
that the two outliers, chip m and chip l, swap their positions.
Both RLE- and NUSE-based quality measures are little affected by the restriction to temporarily
stable genes.
6. DISCUSSION
Standard microarray data quality assessment based on RLE- and NUSE-distributions from whole
microarrays is potentially problematic in the case of time course data, because the fraction of active
genes as well as the magnitude of their activity may vary over time. Apparent quality differences may
turn out to be driven by the biological process of interest. Stratification of genes by a statistical time
course analysis sheds some light on the issue. We have suggested and tested an alternative quality
assessment based on subarrays defined by restriction of the original microarray to subsets of temporarily
stable genes.
In this paper, we use the time course analysis proposed by Tai and Speed (2006) to select the genes
with low temporal variation. However, our methods could also be based on a different time course
analysis method suited to determine such gene subsets.
We showed on a developmental series that the subset-based method can help minimizing this con-
fusion in the case of the RLE-baset quality measures. The NUSE, however, turned out to be very little
effected by restrictions to subarrays. In our second data example, a circadian rhythm series, the problem
did not occur. However, a restriction to a subarray defined by temporarily stable genes resulted in the
same quality assessment as for the whole microarray. The size of the subset, within reasonable bounds,
was not relevant for the results in either data set.
This inconsistency between NUSE and RLE is remarkable. Usually, despite their different construc-
tion, they give very similar results in quality assessment (see Brettschneider et al. (2008)). Inconsistency
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between RLE- and NUSE-based measures and the GCOS quality scores, however, is not surprising. In
particular, we do not expect the time structure to play any role in such a quality assessment, because the
quality assessment is done for on a one-by-one basis rather than evaluating the quality of each microar-
rays within the whole series of microarrays.
The developmental data set demonstrates that it is necessary to underpin the ”mechanical” application
of any quality assessment tools with knowledge about the experiment to reveal the whole quality story,
especially in a situation as complex as time course data. The circadian rhythm data set shows that the
alterations we suggested to make to the standard microarray data quality assessment do not have to have
any negative effects even when not necessary. It would be desirable to test the subset-based approach on
additional data sets and to use it also in combination with microarray time course analysis methods other
than Tai and Speed (2006). The use of any such subset-based approaches, with careful monitoring of the
size of the subsets, is a strategy that potentially refines the quality assessment for any microarray time
course data.
Acknowledgement. The authors thank Terry Speed for helpful comments about statistical and biolog-
ical issues regarding this data set, and Pavel Tomancak and Andrew Millar for sharing their data and
information about their experiments.
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Figure 1. Relative Log Expression (RLE) for drosophila embryo developmental series (left) and for
arabidopsis circadian rhythm series (right). Each boxplots shows the distribution of the RLE values of
one microarray. The drosophila microarrays are ordered by series (A, B, C), and by stage (1,2,...,12)
within each series. The arabidopsis microarrays are ordered chronologically .
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Figure 2. Normalized unscaled standard error (NUSE) for drosophila embryo developmental series (left)
and for arabidopsis circadian rhythm series (right). Each boxplots shows the distribution of the NUSE
values of one microarray. The order of the microarrays is the same as in Figure 1.
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Figure 3. Relationship between RLE- and NUSE-based one-parameter summaries for the drosophila
embryo development data .
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Figure 4. Relationship between IQR(RLE) and GCOS quality report scores for the drosophila embryo
development data .
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Figure 5. Relationship between Med(NUSE) and GCOS quality report scores for the drosophila embryo
development data .
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Figure 6. Relationship between IQR(RLE), Med(NUSE) and GCOS quality report scores for the ara-
bidopsis circadian rhythm data. The microarrays are ordered as in Figure 1 .
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Figure 7. Relative Log Expression (RLE) for drosophila embryo developmental series for the 7000 least
changing genes (first row) and for the 2000 least changing genes (second row). The microarrays are
ordered as in Figure 1 .
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Figure 8. Normalized unscaled standard error (NUSE) for drosophila embryo developmental series for
the 7000 least changing genes (first row) and for the 2000 least changing genes (second row). The
microarrays are ordered as in Figure 1.
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Figure 9. Relative Log Expression (RLE) for arabidopsis circadian rhythm series for the 7000 least
changing genes (first row) and for the 2000 least changing genes (second row). The microarrays are
ordered as in Figure 1..
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Figure 10. Normalized unscaled standard error (NUSE) for arabidopsis circadian rhythm series for
the 7000 least changing genes (first row) and for the 2000 least changing genes (second row). The
microarrays are ordered as in Figure 1.
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