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Gene expression is a fundamentally stochastic process, with randomness in transcription and 
translation leading to cell-to-cell variations in mRNA and protein levels. This variation appears 
in organisms ranging from microbes to metazoans, and its characteristics depend both on the 
biophysical parameters governing gene expression and on gene network structure. Stochastic gene 
expression has important consequences for cellular function, being beneficial in some contexts 
and harmful in others. These situations include the stress response, metabolism, development, 
the cell cycle, circadian rhythms, and aging.Introduction
Life is a study in contrasts between randomness and deter-
minism: from the chaos of biomolecular interactions to the 
precise coordination of development, living organisms are 
able to resolve these two seemingly contradictory aspects 
of their internal workings. Scientists often reconcile the sto-
chastic and the deterministic by appealing to the statistics 
of large numbers, thus diminishing the importance of any 
one molecule in particular. However, cellular function often 
involves small numbers of molecules, of which perhaps the 
most important example is DNA. It is this molecule, usually 
present in just one or few copies per cell, that gives organ-
isms their unique genetic identity. But what about genetically 
identical organisms grown in homogenous environments? To 
what degree are they unique? Increasingly, researchers have 
found that even genetically identical individuals can be very 
different and that some of the most striking sources of this 
variability are random fluctuations in the expression of indi-
vidual genes. Fundamentally, this is because the expression 
of a gene involves the discrete and inherently random bio-
chemical reactions involved in the production of mRNAs and 
proteins. The fact that DNA (and hence the genes encoded 
therein) is present in very low numbers means that these 
fluctuations do not just average away but can instead lead 
to easily detectable differences between otherwise identical 
cells; in other words, gene expression must be thought of as 
a stochastic process.
The experimental observation that the levels of gene expres-
sion vary from cell to cell is certainly not new. In 1957, Novick 
and Weiner showed that the production of beta-galactosi-
dase in individual cells was highly variable and random, with 
induction increasing the proportion of cells expressing the 
enzyme rather than increasing every cell’s expression level 
equally (Novick and Weiner, 1957). Such early studies were 
hindered, however, by the lack of reliable single-cell assays of 
gene expression. One of the first studies to use an expression 
reporter in single cells to examine the stochastic underpin-
nings of expression variability was the pioneering work of Ko 216 Cell 135, October 17, 2008 ©2008 Elsevier Inc.et al. (1990). They examined the effect of different doses of 
glucocorticoid on the expression of a glucocorticoid-respon-
sive transgene encoding beta-galactosidase and found that 
the cell-to-cell variability in the expression of the transgene 
was surprising large. Moreover, increasing the dose led to an 
increased frequency of cells displaying a high level of expres-
sion rather than a uniform increase in expression in every cell; 
that is, dose dependence was a consequence of changing 
the probability that an individual cell would express the gene 
at a high level.
Yet, despite the potential biological consequences of ran-
dom cellular variability (Spudich and Koshland, 1976), several 
years would pass before theoretical work ignited much of the 
present interest in stochastic gene expression (McAdams and 
Arkin, 1997; Arkin et al., 1998). They modeled gene expression 
using a stochastic formulation of chemical kinetics derived by 
Gillespie (1977), predicting that in some biologically realistic 
parameter ranges, protein numbers could fluctuate markedly 
within individual cells. They then extended their analysis to 
model the circuit underlying the decision between lysis and 
lysogeny of the phage lambda, showing that stochastic effects 
in the expression of key regulators could explain why some 
cells activated the lytic pathway whereas others followed the 
lysogenic pathway. The notion that stochastic effects in gene 
expression could have important biological implications has 
motivated much research in the field and has only recently 
been explored experimentally.
Since this early research, the study of stochastic gene 
expression has blossomed into a rich field, with researchers 
from a diverse set of backgrounds working on a wide range 
of problems. The field is also notable for its strong interplay 
between theory and experiment, with many scientists making 
significant contributions to both. In this review, we will describe 
these researchers’ efforts to characterize the underlying phe-
nomenon through a host of organisms using a variety of exper-
imental and theoretical methods. We will then highlight some 
recent endeavors trying to tie stochastic gene expression to 
biological phenomena.
Noisy Bugs
The first attempts to characterize stochastic gene expres-
sion were born from experiments in synthetic biology in which 
experimenters found that noisy behavior in gene expression 
was interfering with the operation of engineered genetic cir-
cuits. One example is the “repressilator,” a synthetic network of 
repressors that was capable of producing oscillations in gene 
expression (Elowitz and Leibler, 2000). The authors found that 
the oscillations were subject to marked fluctuations in their 
period and magnitude and conjectured that stochastic effects 
in gene expression were causing these effects. In another 
study explicitly aimed at controlling fluctuations, Becskei and 
Serrano (2000) showed that engineering a circuit with nega-
tive feedback could reduce cell-to-cell variability in expression. 
Although these experiments showed that noise in gene expres-
sion was important and could even be controlled, the molecu-
lar basis for the observed variability remained unclear.
The first experiments to explore the causes of stochastic gene 
expression were the landmark studies of Elowitz et al. (2002) and 
Ozbudak et al. (2002). Elowitz et al. introduced the concepts of 
extrinsic and intrinsic noise in gene expression (analyzed math-
ematically by Swain et al., 2002). In their experiments, Elowitz et 
al. quantified the variability in the expression from a promoter in 
E. coli by introducing two copies of the same promoter into the 
genome of E. coli, one driving the expression of cyan fluorescent 
protein (CFP) and the other driving the expression of yellow fluo-
rescent protein (YFP) (Figures 1A and 1B). In this setup, extrinsic 
fluctuations are those that affect the expression of both copies 
of the gene equally in a given cell, such as variations in the num-
bers of RNA polymerases or ribosomes. Intrinsic fluctuations 
are those due to the randomness inherent to transcription and 
translation; being random, they should affect each copy of the 
gene independently, adding uncorrelated variations in levels of 
CFP and YFP levels (Figure 1C). They found that both sources 
of noise can be significant depending on 
the promoter. Later time-lapse measure-
ments showed that in bacteria, the time 
scale for intrinsic fluctuations is less than 
9 min, whereas extrinsic fluctuations 
exert their effects on time scales of about 
40 min, or roughly the length of the cell 
cycle (Rosenfeld et al., 2005).
Ozbudak et al. (2002) observed that 
variability in the expression of a gene 
expressing GFP driven by an inducible 
promoter in B. subtilis depended on the 
underlying biochemical rates of tran-
scription and translation. In these experiments, transcription 
rates were controlled by varying the level of induction, and the 
translation rate was altered by introduction of mutations into 
the ribosomal binding site. This verified a stochastic theory 
of intrinsic noise they had developed predicting how noise 
in gene expression would change as these parameters were 
altered (Thattai and van Oudenaarden, 2001) (Figures 2A and 
2B). In particular, the theory predicted that noise (measured 
by the standard deviation in protein expression level divided 
by the mean) would depend inversely on the rate of transcrip-
tion but would not depend on the rate of translation. This is 
because proteins are produced in translational “bursts” from 
individual transcripts; the concept of bursts in gene expres-
sion continues to play an important role in current research, 
especially in higher eukaryotes.
Recently, a set of exciting single-molecule experiments have 
observed translational bursts in individual living bacteria. To 
count the number of proteins per cell, Cai et al. (2006) used two 
methods: one involving microfluidics, in which they quantified 
the number of beta-galactosidase enzymes in a cell by moni-
toring its enzymatic activity, and one involving direct visualiza-
tion of single YFP molecules tethered to the cellular membrane 
(Yu et al., 2006). Both studies showed that proteins were syn-
thesized in rapid, burst-like fashion.
Another study (Golding et al., 2005) used the MS2-GFP 
method (Bertrand et al., 1998; Beach et al., 1999), which 
allows one to monitor the transcription of individual mRNA 
molecules in real time. This is accomplished by introduction 
of a repeated sequence motif into the 3′ untranslated region 
of the mRNA, to which a fusion of the MS2 coat protein and 
GFP binds, thus rendering the mRNA molecule fluorescent. 
According to the model presented in Figure 3A, one would 
expect that mRNA molecules are produced at a steady rate 
Figure 1. Intrinsic and Extrinsic Contribu-
tions to Noise in Gene Expression
(A) A fluorescence image of individual E. coli dis-
playing marked cell-to-cell variability in the ex-
pression of two identically regulated fluorescent 
proteins.
(B) Schematic depiction of the temporal behav-
iors of extrinsic noise (upper) and intrinsic noise 
(lower).
(C) Expected cell-to-cell variations when fluctua-
tions are intrinsic, extrinsic or both.
(A) and (B) are adapted from Elowitz et al., 2002.Cell 135, October 17, 2008 ©2008 Elsevier Inc. 217
according to the statistics of a Poisson process. The authors 
found, however, that the mRNA molecules were themselves 
produced in transcriptional bursts, as if the gene itself was 
randomly switching back and forth between transcriptionally 
active and inactive states (Figure 3B). This finding mirrors 
results obtained for eukaryotes described below. It would 
be interesting to combine these different measurements of 
the dynamics of individual mRNAs and proteins, given the 
role that competition between translation and mRNA deg-
radation may play in stochastic gene expression (Yarchuk 
et al., 1998).
Eukaryotes and the Burst Hypothesis
After these experiments in bacteria, researchers began to 
investigate stochastic gene expression in eukaryotes, initially 
focusing on yeast. Almost immediately, several reports seemed 
to indicate that the sources of variability in gene expression in 
yeast are different from those in bacteria in a number of impor-
tant ways (Becskei et al., 2005; Blake et al., 2006; Blake et al., 
2003; Raser and O’Shea, 2004). These studies all examined 
the relationship between the mean level of expression and 
the variation about that mean, a relationship that is in theory 
qualitatively different depending on the sources of noise. In 
all of these studies, the relationship predicted by the simple 
model in Figure 2 was insufficient to explain the experimental 
observations. These observations were, however, compatible 
with models of transcriptional bursts in which the gene itself 
randomly transitioned between states of transcriptional activ-
ity and inactivity (Figure 3B). Such models of transcriptional 
bursting add another important source of stochasticity beyond 
random events in transcription and translation, which have 
now been analyzed theoretically in some detail (Friedman et 
al., 2006; Karmakar and Bose, 2004; Kepler and Elston, 2001; 
Pedraza and Paulsson, 2008).
That such models are required to explain eukaryotic data but 
not most prokaryotic data (Cai et al., 2006; Maamar et al., 2007; 
Yu et al., 2006), with an important exception (Golding et al., 
2005), strongly suggests that some regulator of gene expres-
sion specific to eukaryotes is responsible. The most likely can-
didate for this is chromatin remodeling: 
when the surrounding chromatin is in an 
open, acetylated state, the gene is able 
to transcribe relatively freely, whereas 
when chromatin is in a condensed state, 
transcription is repressed. Although there 
is still no direct evidence that chromatin 
remodeling is responsible for stochastic 
changes in gene activity, several stud-
ies have tried to link chromatin-related 
events to stochastic gene expression by indirect means. These 
include positional effects like measuring correlations between 
proximally located genes (Becskei et al., 2005; Raj et al., 2006) 
or altering the behavior of chromatin-remodeling agents (Raser 
and O’Shea, 2004; Xu et al., 2006). However, global studies of 
noise in yeast (Bar-Even et al., 2006; Newman et al., 2006) have 
shown that the presence of chromatin-remodeling complexes 
is neither necessary nor sufficient for the expression of a gene 
to be noisy; also, factors such as the location and number of 
transcription factor binding sites can control noise (Murphy et 
al., 2007).
In yeast, noise in gene expression is primarily extrinsic in 
origin (Becskei et al., 2005; Colman-Lerner et al., 2005; Raser 
and O’Shea, 2004; Volfson et al., 2006), resulting in correlated 
fluctuations between different genes. Sources identified thus far 
for this extrinsic noise are cell size (Raser and O’Shea, 2004; 
Newman et al., 2006; Volfson et al., 2006), variations in common 
upstream factors (Becskei et al., 2005; Volfson et al., 2006), and 
chromosomal location (Becskei et al., 2005); in contrast, extrin-
sic variability in prokaryotic gene expression is thought to stem 
mostly from variations in upstream factors (Elowitz et al., 2002). 
There is some debate as to the role of differences in cell cycle 
and cell size, with some data (Raser and O’Shea, 2004) showing 
that extrinsic variability remains even after controlling for these 
variables, whereas other data indicate that a stringent analysis 
of size and shape by flow cytometry can account for most of 
the extrinsic noise (Newman et al., 2006). Generally, one of the 
difficulties in studying extrinsic variability is its catchall nature: 
the lack of any specific mechanism makes its analysis rather 
phenomenological. Although there is some knowledge of the 
time scales over which extrinsic noise operates (Rosenfeld et 
al., 2005) and theoretical analyses of the effects that it might 
have (Shahrezaei et al., 2008; Paulsson, 2004), understanding 
extrinsic noise remains an unresolved problem in the field.
Higher Eukaryotes: Noisier Than Expected
Meanwhile, work has begun on systematically examining cell-to-
cell variability in gene expression in higher eukaryotes. A priori, 
one might expect that higher eukaryotes, with their larger size and 
Figure 2. Noise in Prokaryotic Gene Expres-
sion Depends on the Rates of Transcription 
and Translation
When the transcription rate is high, variability in 
protein levels is low (A), but when the transcription 
rate is lowered and the translation rate is raised, 
gene expression is far noisier (B), even at the same 
mean, as shown in Ozbudak et al. (2002).218 Cell 135, October 17, 2008 ©2008 Elsevier Inc.
numbers of molecules, might exhibit less variability than prokary-
otes and yeast. On the other hand, the prevalence of transcrip-
tionally silenced heterochromatin would argue that slow, random 
events of gene activation and inactivation would lead to much 
larger fluctuations than in unicellular organisms. As it happens, 
the latter is the case, with a growing body of evidence that fluc-
tuations in higher eukaryotes can be remarkably large.
Interestingly, the study of expression variability in higher 
eukaryotes began well before the recent heightened interest in 
stochastic gene expression. Beginning with the aforementioned 
work of Ko et al. (1990), several other reports indicated that gene 
expression in mammalian cells was variable, stemming from 
short, rare events of active transcription (Ross et al., 1994; New-
lands et al., 1998; Takasuka et al., 1998; White et al., 1995).
Many of these early experiments were limited by the difficul-
ties inherent to measuring gene expression in single cells in 
higher eukaryotes. One problem is sensitivity: owing to their 
large cellular volumes, even moderately expressed fluorescent 
proteins can be difficult to detect. Another problem is the lack 
of tools available to manipulate these organisms genetically. 
To circumvent these problems, researchers have come up with 
Figure 3. The Contribution of Transcriptional Bursts to Cell-to-Cell 
Variability
(A) Transcription without bursts with a relatively small amount of noise.
(B) Bursts in transcription can cause significantly higher variability, even when 
producing the same mean number of transcripts.
(C) In situ detection of individual mRNA molecules reveals large cell-to-cell 
variability in mammalian cells.
(D) Experimental histogram of mRNA numbers. The gray dashed line depicts 
the theoretical distribution one would expect in the absence of transcriptional 
bursts.
(C) and (D) are adapted from Raj et al., 2006.many new ways of assaying gene expression at the single-cell 
level to measure cell-to-cell variability.
One approach is to measure mRNAs rather than proteins. 
For instance, utilizing the MS2-GFP method of mRNA detection 
(Beach et al., 1999; Bertrand et al., 1998), Chubb et al. (2006) 
showed that a developmental gene in Dictyostelium discoideum 
is transcribed in a pulsatile fashion, directly demonstrating the 
burst hypothesis by watching mRNAs accumulate and dissi-
pate from active and inactive sites of transcription in real time. In 
comparison with the less intense bursts observed with a similar 
approach in bacteria (Golding et al., 2005), the authors found that 
the bursts were less frequent but longer lasting. In contrast with 
earlier bacterial models, this shows that bursts in gene expression 
are the primary intrinsic cause of cell-to-cell variability.
One can also measure mRNA numbers in single cells across 
a population using variants of fluorescence in situ hybridiza-
tion (FISH) capable of detecting individual mRNA molecules 
(Femino et al., 1998; Raj et al., 2006, 2008). Raj et al. (2006) 
combined single molecule FISH with statistical analysis to 
show that individual mammalian cells transcribed a stably 
integrated transgene in infrequent but potent bursts, result-
ing in large cell-to-cell variations in mRNA number (Figures 
3C and 3D) that correlated with the presence or absence of 
active sites of transcription (seen also by Voss et al., 2006). 
These bursts were correlated between genes that were located 
proximally to each other but not between genes that were dis-
tally located, providing another clue that chromatin remodeling 
may be responsible for genes transitioning between an active 
and inactive state: “opening” of the chromatin surrounding one 
gene is likely to open chromatin for neighboring genes, leading 
to correlations in their expression, whereas distant genes are 
not affected in this coordinated manner, resulting in uncorre-
lated expression. This behavior is also seen in globin expres-
sion (de Krom et al., 2002) and shows that genomic position 
can be important in interpreting the concepts of intrinsic and 
extrinsic noise.
Quantitative single-cell RT-PCR methods have been used 
to obtain cell-by-cell counts of endogenous mRNAs, thus 
circumventing issues associated with generating trans-
genic cell lines and organisms. By simultaneously measur-
ing the numbers of five transcripts in individual pancreatic 
islet cells, Bengtsson et al. (2005) showed that the distribu-
tions of these mRNAs across the population were heavily 
skewed, as in Figure 3D. Moreover, they measured correla-
tions in the fluctuations in the expression of these genes, 
finding that two functionally related genes were highly corre-
lated whereas the rest were uncorrelated, perhaps pointing 
to the existence of common regulators for the two genes. 
Such findings highlight the potential use of stochastic gene 
expression in uncovering the mechanisms of transcriptional 
regulation. One difficulty with this approach is the rigorous 
set of controls required to calibrate RT-PCR results in molec-
ular units, a problem that can be obviated through the use 
of so-called “digital” RT-PCR. This method, in which cDNA 
reverse transcribed from an individual cell is fractionated 
into enough individual PCR reactions that each reaction will 
contain either 0 or 1 cDNAs, has been used to examine the 
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poetic stem cells and in myeloid progenitor cells (Warren et 
al., 2006), in which the authors observed marked heteroge-
neity in transcript levels.
Although the evidence for transcriptional bursting continues 
to accumulate, little is known about the source of these bursts. 
As mentioned earlier, one possibility often posited is that sto-
chastic events of chromatin remodeling could underlie the 
bursts by causing the gene to switch between transcriptionally 
active and inactive states (Becskei et al., 2005; Raj et al., 2006; 
Raser and O’Shea, 2004; Warren et al., 2006). In support of this 
view, direct visualization of chromatin remodeling has shown it 
to be a slow process that can act over a long range on a time 
scale of hours (Tumbar et al., 1999). However, there are other 
plausible mechanisms that might underlie transcriptional bursts. 
One possibility is the existence of pre-initiation complexes that 
form on the promoter region of the DNA and facilitate multiple 
rounds of RNA polymerase II transcription events (Blake et al., 
2006; Blake et al., 2003). If such complexes exist only for short 
periods of time, they could also result in pulsatile transcription. 
Another point to consider is that transcription doesn’t take place 
in a uniform fashion throughout the genome but is concentrated 
in transcriptional “factories” (Jackson et al., 1993; Wansink et al., 
1993) to which active genes are recruited (Osborne et al., 2004). 
Remarkably, it appears that a limited number of these factories 
(on the order of hundreds) are responsible for most mRNA tran-
scription in the cell; thus, competition for these factories could 
result in the stochastic expression of any given gene. Ultimately, 
understanding the biochemical origins of bursting may require 
the application of new (or perhaps combinations of old) tech-
niques for imaging gene expression and genome organization 
in real time because cell-to-cell variability in population “snap-
shots” may not be sufficient to resolve the dynamics of the 
bursting mechanisms (Pedraza and Paulsson, 2008). Although 
difficult, the prize for such a technical feat would be a much 
deeper understanding of the transcriptional process.
The above studies examining mRNA copy number variation 
provide insights into the origins of noise, although they mostly fail 
to show how those mRNA fluctuations propagate to noise in pro-
tein levels. To examine noise in protein levels in human cells, Sigal 
et al. (2006) used a clever strategy to fluorescently tag endog-
enous proteins. They transfected a cell line with DNA containing 
artificial YFP exons that occasionally insert themselves into an 
intron. YFP is included in the protein encoded by the encapsulat-
ing gene. Using time-lapse microscopy, the authors were able to 
show that gene expression in individual cells was variable but that 
the fluctuations were slowly varying in time; that is, it took multiple 
cell divisions before a highly expressing cell would become a lowly 
expressing cell and vice versa. Interestingly, they also found cor-
relations between genes in the same pathway, but not between 
unrelated genes, echoing the results of Bengtsson et al. (2005).
Yet, the variability observed at the protein level by Sigal et al. 
(2006) seems generally much smaller than that observed at the 
mRNA level in the aforementioned studies, with the distribution of 
mRNAs being much more heavily skewed (Figure 3B). How might 
such a discrepancy be resolved? One answer may be method-
ological: by screening for cells expressing a detectable amount 
of YFP, the proteins with YFP insertions obtained by Sigal et al. 
may be biased toward heavily or constitutively expressing genes 220 Cell 135, October 17, 2008 ©2008 Elsevier Inc.with less variability, an interpretation supported by the fact that 
variability in the number of GAPDH mRNAs is lower than other 
genes (Warren et al., 2006). It is also possible that protein stabil-
ity plays a role in the relationship between mRNA and protein 
variability (Raj et al., 2006). Short-lived proteins will track mRNA 
levels very closely, leading to protein distributions that resemble 
(and correlate strongly with) mRNA distributions. However, if the 
proteins degrade slowly (as is the case for YFP), then the large 
pool of older proteins will buffer the rapid fluctuations in mRNA; 
that is, mRNA bursts may serve only to “top up” protein levels. In 
this case, mRNA and protein levels do not strongly correlate.
Networked Noise
Building on these studies elucidating the sources and character-
istics of noise, researchers went on to study the effects of noise in 
simple synthetic genetic networks. One example is transcriptional 
cascades, which are a common regulatory motif, particularly in 
development. First, researchers investigated the effect of noise in 
an upstream gene on noise in a downstream gene. They did this 
using multiple fluorescent reporters to quantify the relative con-
tributions of variability in the upstream gene, global noise due to 
effects such as cell size, and also noise intrinsic to the expression 
of the downstream gene (Pedraza and van Oudenaarden, 2005; 
Rosenfeld et al., 2005). They found that variability can be transmit-
ted from the upstream gene to the downstream gene, adding sub-
stantially to the noise inherent in downstream gene’s expression. 
Further study of cascades showed that longer genetic cascades 
can filter out rapid fluctuations at the expense of amplifying noise 
in the timing of the propagated signal (Hooshangi et al., 2005). 
Mathematical analysis has also shown that stochastic behavior 
can have the counterintuitive effect of actually lowering transmit-
ted variability (Paulsson and Ehrenberg, 2000; Thattai and van 
Oudenaarden, 2002).
Negative are positive feedback are other very common types 
of regulation in genetic networks. In these types of feedback 
loops, the protein encoded by a gene negatively or positively 
influences its own transcription. Negative feedback can reduce 
the effects of noise because fluctuations above and below the 
mean are pushed back toward the mean, as has been predicted 
theoretically (Savageau, 1974; Thattai and van Oudenaarden, 
2001) and demonstrated experimentally (Austin et al., 2006; 
Becskei and Serrano, 2000; Dublanche et al., 2006).
In the presence of positive feedback, noise can result in much 
more dramatic behavior. Positive feedback can act as a switch, 
in which a small amount of expression from a given gene can 
serve to further activate expression of the gene itself, eventu-
ally flipping the gene from an “off” state to an “on” state. In the 
presence of cooperativity, though, a cell can remain in the “off” 
state indefinitely because cooperativity creates a threshold that 
the protein level must surpass in order to trigger the feedback. 
In that case, occasional large fluctuations in gene expression 
can serve to randomly activate the switch and push the cell into 
the on state (Hasty et al., 2000). This bistable expression pattern 
has been observed in synthetic systems with positive feedback 
switches (Becskei et al., 2001; Gardner et al., 2000; Isaacs et 
al., 2003; Kramer and Fussenegger, 2005) and also in several 
naturally occurring genetic positive feedback loops (Acar et al., 
2005; Maamar and Dubnau, 2005; Maamar et al., 2007; Suel 
et al., 2006, 2007; Smits et al., 2005). The existence of multiple 
phenotypic profiles also appears in more complex biological 
networks, as we shall see in the next section.
Noise in Its Natural Context
Researchers have only recently begun to explore the role fluctu-
ations play in biological situations. One can imagine two roles for 
noise in cellular function: one is as a nuisance that serves as an 
impediment to reliable behavior, and one is as a source of vari-
ability that cells may exploit. In the remainder of the review, we 
first focus on cases where noise is beneficial and then discuss 
the potential negative effects of noise, drawing on examples in 
organisms ranging from microbes to metazoans.
Useful Unicellular Variability
In unicellular organisms, one can make the argument that vari-
ability could be very useful in that it would allow heterogenous 
phenotypes even in clonal populations, enabling a population 
of organisms to “commit” certain subpopulations to different 
behaviors. Variability in a population is enhanced by networks 
that can produce multiple, mutually exclusive profiles of gene 
expression profiles (such as ON and OFF expression of a partic-
ular gene) within single organisms. These states are “bistable” 
(or multistable) in the sense that small variations in expression 
are insufficient to cause the organism to flip from one state 
to another and are often heritable, providing a mechanism for 
epigenetic inheritance (Ptashne, 2007). Occasionally, however, 
a large stochastic fluctuation in gene expression can induce 
a transition from one state to another, an idea that underlies 
many of the following studies.
Metabolism
Metabolic networks are an important and perhaps surprising 
class of genetic networks exhibiting multistability with stochas-
tic transitions. Despite being some of the most extensively stud-
ied gene networks in existence, only recently have researchers 
begun to examine the behavior of metabolic genes at the single-
cell level, yielding unanticipated results. For instance, following 
up on the pioneering studies of Novick and Weiner, researchers 
found that the lactose utilization network in E. coli displayed an 
“all or none” type of behavior and that single cells stochastically 
transition between these two states (Mettetal et al., 2006; Ozbu-
dak et al., 2004). Such behavior has also been seen in cells that 
were all initially in an uninduced state, arguing that some stochas-
tic mechanism must have caused the network to switch from the 
off to the on expression state. In another example the galactose 
utilization network in yeast also displays strikingly bimodal pat-
terns in the expression of the GAL family of genes responsible for 
galactose metabolism (Acar et al., 2005). The authors explained 
this using a model in which fluctuations in the GAL3 gene were 
responsible for transitions between the ON and OFF states. Then 
they altered the expression of a key feedback component of the 
network, thereby changing the degree to which the fluctuations 
were buffered and thus modulating the frequency of the stochas-
tic transitions. The dynamics of these switching events has also 
been analyzed with time-lapse microscopy, yielding fascinating 
results (Kaufmann et al., 2007). There, the authors found that 
not only were the states themselves heritable, but the transition 
itself was heritable in that related yeast cells appeared to switch in a correlated fashion. Again, the authors were able to explain 
their results using a stochastic model, with the key feature being 
stochastic bursts in GAL80 expression. In all of these studies, 
however, the link between stochastic switching and stochastic 
gene expression has been implicit rather than explicit, with more 
experiments being required to validate the models.
Of course, these results raise the inevitable question of why 
genetically identical populations would display such marked 
phenotypic variability in their metabolic pathways. One idea is 
that having individual cells stochastically switch between acti-
vating or inactivating a metabolic pathway could confer a fitness 
advantage to the overall population in fluctuating environments 
(Kussell and Leibler, 2005; Thattai and van Oudenaarden, 2004; 
Wolf et al., 2005). Intuitively, this benefit arises from a tradeoff 
between anticipation and sensing of food sources. Cells can 
either directly sense food in the environment before activating 
their metabolic networks or they can choose to stochastically 
commit some fraction of the population to having those meta-
bolic networks active in anticipation of the arrival of a new food 
source. The cost of the former strategy is slow response time 
and implementation of the sensing apparatus, whereas the latter 
strategy essentially sacrifices some fraction of the population to 
suboptimal growth. These studies have shown that stochastic 
switching is a viable alternative to sensing and that it is most 
effective when the switching rate is closely tuned to the rate at 
which the environment fluctuates. Experimentally, Acar et al. 
(2008) tested these theories by monitoring the growth rate of a 
yeast strain with a controllable rate of switching in a periodically 
fluctuating environment and show that fast switchers do indeed 
grow faster in rapidly fluctuating environments whereas slow 
switchers do better when environmental changes come more 
slowly. Furthermore, Blake et al. (2006) showed that expression 
variability, even in the absence of discrete fit and unfit expres-
sion states, can be beneficial in times of stress. It is likely, how-
ever, that in real biological systems, cells rely on some combina-
tion of variability in gene expression and sensing in their stress 
responses; elucidation of this interplay in biological contexts 
could have broad implications for microbial growth strategies.
Microbial Stress Responses
Another case of bet-hedging in microbial populations is in the 
response to cellular stress, such as lack of food or exposure to 
antibiotics. A particularly nice example of the former that has 
garnered considerable recent attention is the phenomenon of 
competence in B. subtilis. B. subtilis has the remarkable abil-
ity to take up DNA from the environment (called competence), 
which occurs upon the entry to stationary phase through the 
activation of a quorum-sensing mechanism. Interestingly, only 
a small fraction (roughly 10%–20%) of the cells become compe-
tent, while the rest remain in a vegetative state. This phenotypic 
variability was first observed over 40 years ago (Nester and 
Stocker, 1963) and is the result of a positive feedback loop in 
which the transcription factor ComK promotes its own expres-
sion: when the feedback loop is activated, high levels of ComK 
are produced, activating a host of downstream genes involved 
in DNA uptake, whereas noncompetent cells produce only low 
basal amounts of ComK (Maamar and Dubnau, 2005; Smits et 
al., 2005; Suel et al., 2006). The resulting bimodal expression 
pattern is easily visualized with fluorescent proteins.Cell 135, October 17, 2008 ©2008 Elsevier Inc. 221
A natural hypothesis is that spontaneous fluctuations in comK 
expression of sufficient magnitude can cause a noncompetent 
cell to transition to competence. To test this notion, Maamar et 
al. (2007) quantified comK expression in individual noncompe-
tent cells by using single-molecule FISH to count the number of 
comK transcripts. They showed that increasing the mean level of 
comK transcription resulted in an increase in the percentage of 
competent cells, presumably because the fraction of cells with 
fluctuations in ComK above a certain threshold also increased. 
To test that possibility directly, they increased the comK tran-
scription rate while lowering the translation rate, which reduces 
noise in gene expression while leaving the mean expression level 
unchanged (Ozbudak et al., 2002; Thattai and van Oudenaarden, 
2001). Lowering the noise should reduce the number of cells 
whose fluctuations cross the threshold for competence, and 
indeed the authors found that the number of competent cells was 
dramatically reduced, demonstrating the importance and utility of 
noise theory in biological situations. Another recent study (Suel et 
al., 2007) showed that reducing total cellular noise also resulted 
in a lower percentage of competent cells. To achieve this overall 
noise reduction, they used a special mutant that is unable to sep-
tate, resulting in very large cells with multiple genomes. In these 
large cells, the impact of all fluctuations is reduced, given that 
the cell is in some ways the “average” of many smaller cells, with 
ever larger cells consequently having ever lower overall fluctua-
tions. The authors found that these larger cells did in fact display 
commensurately fewer transitions to the competent state. Over-
all, though, it is important to note that the low number of comK 
transcripts measured (Maamar et al., 2007) and the nonuniformity 
of the duration of competence episodes (Suel et al., 2007) imply 
that this system has evolved to be purposefully imprecise, a fea-
ture that cells may exploit in other situations.
Stochastic effects coupled with positive feedback can also 
lead to variability in the timing of particular molecular events 
such as the onset of meiosis in yeast (Nachman et al., 2007). 
In this work, the timing between introduction of environmental 
stress and the onset of meiosis in individual cells was highly vari-
able. This variability seemed not to depend on position in the cell 
cycle or other external factors, but rather was heavily depen-
dent on noise in the expression of the meiotic regulator Ime1 
(although cell size did appear to have a strong effect). Together, 
these studies paint a picture in which noise in gene expression 
can lead to random fates at random times when stressed, a sur-
prising finding that may ultimately prove remarkably prevalent.
Pathogens
Heterogeneous phenotypes in clonal populations can also be 
medically relevant. One example is bacterial persistence in the 
face of antibiotic exposure. Persistent cells grow at a much 
slower rate than nonpersistent cells but are able to survive 
antibiotic treatment. The existence of persistent subpopula-
tions of Mycobacterium tuberculosis, Staphylococcus aureus, 
and Pseudomonas aeruginosa among others is thought to be 
a major obstacle to effective treatment (Stewart et al., 2003). 
Interestingly, the work of Balaban et al. (2004) showed that a 
small persistent subpopulation exists even in untreated cul-
tures of E. coli and that these persistent cells are generated 
continuously during growth. Although not much is known 
about how the underlying network can result in such disparate 222 Cell 135, October 17, 2008 ©2008 Elsevier Inc.phenotypes, it is entirely possible that stochastic gene expres-
sion could play a significant role in establishing nongenetic 
heterogeneity in these populations.
Another example of heterogeneity in a pathogen is that of the 
latent phase of HIV infection. Upon infection with the HIV virus, a 
small pool of latent CD4 T lymphocytes forms containing stably 
integrated but nonexpressing virus. The low level of expression of 
the virus in this population of cells renders them difficult to target 
pharmacologically, making latency a serious impediment to effec-
tive treatment. Weinberger et al. (2005) showed that one expla-
nation for the latent and active expression patterns is a positive 
feedback loop mediated by the Tat protein. They showed that sto-
chastic fluctuations in Tat expression can interact with the feed-
back loop to create populations of cells with high and low levels of 
viral expression. Interestingly, though, later work (Weinberger and 
Schenk, 2007) showed that Tat positive feedback did not serve 
to maintain the “ON” state (as in the competence network in B. 
subtilis) but rather that the heterogeneity was caused by large 
transient bursts of expression that positive feedback served to 
amplify rather than stabilize (Weinberger et al., 2008).
Random Developments
As the above examples demonstrate, there is a clear rationale for 
using stochastic gene expression to create a diversity of pheno-
types, namely that isogenic populations of viruses, bacteria, and 
yeast cannot display heterogeneity in any other way. However, in 
many higher eukaryotes, population diversity largely arises from 
genetic and environmental diversity, making the argument for uti-
lizing stochastic gene expression less plausible. In development, 
for example, one would imagine that a deterministic execution of 
the developmental program would be critical to producing func-
tional tissues, with organism-to-organism variations reflecting 
genetic rather than stochastic differences. Yet even in develop-
ment, researchers are finding many interesting examples of sto-
chastic cell-fate decisions linked to stochastic gene expression.
One celebrated example of stochastic gene expression hav-
ing an important role in development is the expression of dif-
ferent odorant receptors in different sensory neurons in mice. 
Olfaction presents an interesting regulatory challenge, as there 
are over a thousand different odorant receptors, each of which 
must be expressed differentially in individual neurons to confer 
distinctive sensitivity. Developing a regulatory network capable 
of such complex decision making is prohibitively complex, so 
the mouse adopts a much simpler “Monte Carlo” strategy in 
which each neuron randomly expresses a particular odorant 
receptor (Vassar et al., 1993) in a mutually exclusive fashion 
(Tsuboi et al., 1999). A fascinating line of further inquiry would 
be to determine the stochastic mechanisms responsible for 
these choices during the development of the olfactory epithe-
lium and elucidation of the network responsible for “locking in” 
a particular decision once made.
Another particularly nice instance in which stochastic gene 
expression has been explicitly linked to a cell-fate decision is 
photoreceptor expression in Drosophila eyes. The Drosophila 
eye consists of a large number of optical units called omma-
tidia, each of which contains two cells that in turn express one 
of a specific pair of photoreceptors, either Rh3 and Rh5 (for 
blue-sensitive ommatidia) or Rh4 and Rh6 (for yellow-sensi-
tive ommatidia). Wernet et al. (2006) showed that this decision 
is almost exclusively due to the stochastic expression of the 
spineless gene during midpupation, with stochastically large 
levels of spineless expression resulting in the adoption of the 
yellow fate in roughly 70% of the ommatidia.
The process of hematopoiesis, in which progenitor stem cells 
differentiate into the various types of blood cells, is another 
example in which cellular differentiation may be stochastic 
(Enver et al., 1998; Hume, 2000). To link this stochastic differ-
entiation to variations in gene expression, Chang et al. (2008) 
showed that variability in the expression of the stem cell marker 
Sca-1 in individual cells correlated strongly with the probability 
of that cell to choose an erythroid or myeloid lineage. Moreover, 
microarray analysis on the populations of cells expressing high 
and low levels of Sca-1 showed transcriptome-wide variability, 
indicating that the fluctuations were not limited only to a small 
set of genes. It would be interesting to see how widespread 
these massively correlated fluctuations are in other examples 
of stochastic differentiation and whether these correlations 
stem from an unknown master regulator or arise from noise in 
many parts of a large interlocking genetic network.
Shutting out the Noise
Despite these examples of organisms exploiting noise, it is 
possible, if not probable, that noise in gene expression is more 
generally an obstacle that organisms must overcome to achieve 
robust function. Less is currently known about the mechanisms 
by which the effects of noise are minimized, likely because of the 
difficulty in studying a phenomenon that by definition is invariant 
to perturbations. In fact, much of the focus on the benefits of 
noise reflects the fact that studying the consequences of sto-
chastic gene expression is much easier when the phenomenon 
in question is itself stochastic. Nevertheless, progress has been 
made in understanding how organisms tolerate noise, from the 
basics of cellular function through development.
Genomic Approaches
One way to find evidence for the deleterious effects of noise is to 
make comprehensive measurements of noise over a large num-
ber of genes and look for evidence that noise has been selected 
against in certain sets of genes. This was the approach taken by 
Newman et al. (2006) and Bar-Even et al. (2006), with the former 
measuring the noise in expression in over 2500 genes in yeast 
and the latter examining fewer genes (43) but in a variety of envi-
ronmental conditions. Both studies reached strikingly similar con-
clusions, finding that noise stemmed mostly from randomness 
in mRNA synthesis and destruction and that genes with higher 
levels of expression generally exhibited less variability from cell 
to cell. This latter point highlights a potential tradeoff between 
the level of noise in gene expression and the metabolic cost of 
maintaining a large number of proteins. They also found that 
stress-response genes, which are typically nonessential, tended 
to be noisy, reflecting the potential benefits of noise in this class 
of genes (Blake et al., 2006). In contrast, genes involved in pro-
tein synthesis and degradation were much less variable, imply-
ing that genes essential for cellular function require more precise 
expression levels. The regularity of these essential genes may be 
achieved in a number of ways, such as genomic positioning of 
essential genes in areas of open chromatin that are presumably less noisy (Batada and Hurst, 2007). These correlative data do not 
prove the case, however, and an explicit test that noise in essen-
tial genes is deleterious would be fruitful in this regard.
Noise Minimization and Compensation in Gene  Networks
Given that genes often interact in networks, it is also important 
to understand how the effects of noise are minimized in par-
ticular genetic networks. To study this more complex problem, 
Kollmann et al. (2005) in their study of the chemotaxis network 
of E. coli began with several plausible biochemical models of 
chemotaxis. Each model possessed the fundamental property 
of precise adaptation of pathway activity to local food signals 
but varied in its ability to tolerate noise. Upon measuring the 
noise and correlations in the expression of several key compo-
nents of the pathway, Kollmann et al. found that the model that 
most successfully tolerated such noise described a network 
similar to the one found in E. coli, suggesting that the endoge-
nous network may have evolved to tolerate noise while avoiding 
the costs associated with high levels of protein expression.
Another example of noise resistance in a signaling pathway 
is the mating pheromone response pathway in yeast studied by 
Colman-Lerner et al. (2005). Through the use of dual reporters 
inspired by Elowitz et al. (2002), they quantified all the differ-
ent sources of cell-to-cell variability in their system, with the pri-
mary distinction being between random biochemical events in 
the propagation of the signal itself and preexisting differences 
in cells’ capacity to respond to the signal. They found that most 
of the variability observed was due to preexisting cellular dif-
ferences, corroborating other claims that variability in yeast is 
largely extrinsic (Raser and O’Shea, 2004; Volfson et al., 2006). 
Interestingly, though, they found a surprising negative correla-
tion between the signaling capacity of the pathway in individual 
cells and the capacity to express the pathway’s target gene in 
those same cells. The implication is that variability in the signal-
ing pathway is compensated for at the level of gene expression, 
thus allowing the cell to produce a robust gene expression pro-
file despite large differences in signaling capacities.
Noise resistance has also driven much research into the net-
works underlying circadian rhythms, biochemical oscillations 
present in organisms ranging from cyanobacteria to humans that 
are entrained by periodic exposure to sunlight but are capable 
of “free running” without any external signals. These oscillations 
display a remarkable fidelity in their duration from cycle to cycle, 
but the source of this reliability in still unclear and may depend 
on properties of the network used to implement the oscillator. 
For instance, cyanobacteria, despite possessing perhaps the 
simplest known clock, produce very regular oscillations. Nota-
bly, the proteins involved can oscillate in vitro in the absence 
of any transcriptional regulation at all (Nakajima et al., 2005), 
but presumably variability in the numbers of these proteins in 
individual cells can cause cells to lose synchrony. Indeed, gene 
expression variability during the clock cycle has many interest-
ing properties (Chabot et al., 2007). Another possibility is that 
cell-cell communication might allow cells to compensate for the 
fluctuations in the oscillations of individual cells. This is not the 
case in cyanobacteria, however, given that when one places two 
cells at different phases of the circadian cycle next to each other, 
their progeny robustly maintain the two different cycles inherited 
from the parents (Mihalcescu et al., 2004).Cell 135, October 17, 2008 ©2008 Elsevier Inc. 223
In higher organisms, transcriptional regulation plays a key 
role in the generation of circadian rhythms, and single-cell 
experiments have shown the performance of the clock in indi-
vidual mammalian cells can be rather poor, with strikingly vari-
able periods observed both in culture (Nagoshi et al., 2004) and 
in whole organisms (Liu et al., 1997). There is some evidence 
behind the general consensus that cell-cell communication 
allows all of the cells in an organism’s pacemaker to maintain 
its phase (Liu et al., 1997), but it would be interesting to explore 
how noise in gene expression contributes to dephasing indi-
vidual cells, especially given recent theories claiming that even 
these networks seem to have some noise-resistant properties 
(Barkai and Leibler, 2000; Forger and Peskin, 2005). More gen-
erally, such results could apply to other kinds of genetic oscil-
lators like the cell cycle, where recent work has shown that 
noise is a key factor in timing variability (Di Talia et al., 2007).
Noise Minimization in Development
So far, little work has been done on the role of noise in gene 
expression in development, probably because of difficulties in 
obtaining quantitative measurements. However, one excellent 
example of a developmental buffer against noise is the activ-
ity of Hsp90 in Arabidopsis (Queitsch et al., 2002), the inhibi-
tion of which reveals the effects of genetic and environmental 
variability. Surprisingly, this same inhibition results in marked 
developmental variability even in relatively isogenic popula-
tions, most likely stemming from stochastic effects. An exciting 
avenue for further research would be to try and link stochastic 
gene expression to phenotypic diversity (familiar to geneticists 
as the common phenomena of partial penetrance or variable 
expressivity of phenotypes).
Stochastic Gene Expression and Aging
Another line of evidence that noise is undesirable comes from 
research showing that aging is correlated with increased noise 
in gene expression. In one case, researchers showed that the 
expression of a variety of housekeeping and cell type-specific 
genes in individual murine cardiac myocytes become increas-
ingly stochastic as the organism ages (Bahar et al., 2006). They 
further found that treating cells isolated from young animals 
with hydrogen peroxide also produces an increase in expres-
sion variability, perhaps indicating that oxidative damage may 
be a factor. Similar stochastic effects have been seen in aging 
murine muscle tissues (Newlands et al., 1998).
Conversely, the stochastic expression of a gene may actually 
be responsible for determining life span in C. elegans (Rea et al., 
2005). The authors found that the level of expression of a reporter 
expressed from a heat shock promoter in response to environ-
mental stress on the first day of adulthood was remarkably sto-
chastic and moreover predicted the life span of the organism. 
Although the mechanisms underlying these stochastic phenom-
ena are still unclear, it is possible that aging may be surprisingly 
dependent on the effects of stochastic gene expression.
Conclusion
We would like to emphasize that despite the flurry of activity 
in the area of stochastic gene expression over the last several 
years, the field is still remarkably young, with many significant 
discoveries likely to come in the future. Basic measurements 
of cell-to-cell variability in higher eukaryotes are still in their 224 Cell 135, October 17, 2008 ©2008 Elsevier Inc.infancy, and single-molecule techniques have shown that 
surprises still lurk even in supposedly well-characterized sys-
tems, such as E. coli. Moving forward, researchers have also 
started to examine biological consequences of noise—already, 
there are more and more examples of noise being beneficial in 
isogenic populations, a trend we expect to continue. We antici-
pate more studies highlighting how cells control and tolerate 
noise to produce reliable behavior. Of course, the most excit-
ing discoveries are those that are completely unexpected, and 
given the fundamental nature of stochastic gene expression, 
it may prove important in unpredictable ways in experimental 
systems both new and old.
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