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The energy spectra for the tight-binding models on the Lieb and kagome´ lattices both exhibit a
flat band. We present a model which continuously interpolates between these two limits. The flat
band located in the middle of the three-band spectrum for the Lieb lattice is distorted, generating
two pairs of Dirac points. While the upper pair evolves into graphene-like Dirac cones in the
kagome´ limit, the low energy pair evolves until it merges producing the band-bottom flat band. The
topological characterization of the Dirac points is achieved by projecting the Hamiltonian on the
two relevant bands in order to obtain an effective Dirac Hamiltonian. The low energy pair of Dirac
points is particularly interesting in this respect: when they emerge, they have opposite winding
numbers, but as they merge, they have the same winding number. This apparent paradox is due to
a continuous rotation of their states in pseudo-spin space, characterized by a winding vector. This
simple, but quite rich model, suggests a way to a systematic characterization of two-band contact
points in multiband systems.
PACS numbers:
I. INTRODUCTION
Multiband systems with flat band are of current inter-
est thanks to their experimental realizations in a variety
of systems [1–7]. The list includes cold atoms with op-
tical lattices [1, 3], photonic [2, 4, 5] and polaritonic [6]
systems. Typically, the systems are engineered to faith-
fully realize exotic tight-binding models with multiple
orbitals or atoms per unit cell, as well as complex lat-
tice geometries. In these artificial systems, direct imag-
ing of localized states [4, 7, 8] or the study of tunable
interaction-induced effects [9] are few examples which
show approaches hitherto not easily realizable in conven-
tional condensed matter systems.
In this work, we study a connection between two two-
dimensional tight-binding models - on the Lieb lattice
and on the kagome´ lattice (also known as the trihexag-
onal tiling) - both featuring two dispersive bands and a
flat band. On the one hand, the Lieb model [10–13] (see
Fig. 2a) has a band contact between three bands among
which a topological flat band [14] at zero energy (see
Fig. 1a). On the other hand, the kagome´ model [15, 16],
chosen here with a square symmetry, (see Fig. 2b) fea-
tures a quadratic band contact point [17–19] between its
lower bands: a dispersive band and a flat band resulting
from destructive interferences [14] (see Fig. 1d). Apart
from the flat band, the kagome´ energy spectrum is very
similar to that of graphene with a pair of Dirac points be-
tween the upper bands (see Fig. 1d). Both models have
found physical realizations in the aforementioned systems
[1–7]. There are also solid state systems expected to be-
have as a kagome´ lattice for itinerant electrons, see e.g.
Refs. [20–22].
By interpolating between the two lattice models, we
define the Lieb-kagome´ model (see Fig. 2c). It displays a
FIG. 1: Energy band spectrum of the Lieb-kagome´ model in
the Brillouin zone centered on the M point (see Fig. 3a). (a)
Lieb model (t = 0); (b) t = 0.2; (c) t = 0.7; (d) kagome´
model (t = 1) in a square version. One pair of Dirac points
is respectively formed in the upper two (blue dots) and lower
two bands (red dots) away from the two limits.
smooth crossover of the flat band from the middle of the
spectrum to the lowest energy. This model was already
briefly introduced and discussed by Asano and Hotta (see
Fig. 7 in Ref. [23]). Of particular interest here is the con-
tinuous deformation of the flat band without gap opening
when deviating from the two limits.
This deformation is accompanied by the creation of
pairs of Dirac points – i.e. linear band contact points be-
tween two bands – that we wish to characterize as topo-
logical defects. On the one hand, slightly deforming the
Lieb lattice, two pairs of Dirac points are generated from
the three band contact at the M= (pi, pi) point of the first
Brillouin zone (BZ) (see Fig. 1a and b). One pair is be-
tween the lower two bands and will evolve in the flat band
of the kagome´ limit. The other pair (between the upper
two bands) will separate and turn into the Dirac points
of the kagome´ lattice. As we will see below, near the
M point, each pair has opposite winding numbers (+−).
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2FIG. 2: Unit cell of (a) the Lieb lattice (full lines represent
unit hopping amplitudes); (b) the kagome´ lattice in a square
version; (c) the interpolating Lieb-kagome´ lattice (dashed
lines correspond to hopping amplitudes 0 ≤ t ≤ 1). The
three sites in the unit cell are A,B and C.
On the other hand, deforming the kagome´ lattice, a sin-
gle pair of Dirac points emerges from the quadratic-flat
band contact at the Γ point between the two lower bands
(see Fig. 1f and e). The latter has a +2 winding num-
ber that produces a pair of Dirac points with identical
winding numbers (++).
The evolution of the lower two bands then raises the
question of how the two distinct fusion scenarios of Dirac
points can be smoothly connected, namely, a (+−) pair
of Dirac points emerging at M evolving into a (++) pair
merging at Γ. Actually, a similar phenomenon has been
studied by us in a two-band model, the staggered Mielke
lattice [25]. While the integer-valued winding number
characterizes the circulation of the Dirac spinor on the
great circle of the Bloch sphere, the great circle itself is
not fixed generally - it evolves according to the Hamil-
tonian parameters. We have shown that, in order to de-
scribe properly a pair of Dirac points and their merg-
ing, the orientation of the great circle around each Dirac
point has to be specified by a vector perpendicular to
the plane of the great circle, that we named the winding
vector. Then during the smooth evolution between the
two merging scenarios, the relative direction of winding
vectors continuously evolves from a parallel to an an-
tiparallel situation.
In the three-band Lieb-kagome´ model, the mechanism
of distortion and restoration of the flat band implies the
generation of Dirac pairs which follows different merg-
ing scenarios. The winding vector description a priori
applies only in a two-band system. One of our main
task is thus to find a consistent basis to represent the
Lieb-kagome´ Hamiltonian, local in k-space, from which
effective two-band descriptions for the contact points can
be derived.
The paper is organized as follow. In Sect. II, we de-
fine the model and give a brief summary of the univer-
sal Hamiltonians of Dirac points merging/emergence. In
Sect. III and IV, we construct the smooth basis with
which effective two-band Hamiltonians can be derived.
Then we determine the evolution of the winding vectors.
In Sect. V, we give a global picture of the evolving wind-
ing vector and follow with conclusions.
II. LIEB-KAGOME´ LATTICE AND CONTACT
POINTS
A. Tight-binding model
The Lieb-kagome´ tight-binding model is schematically
shown in Fig. 2c, where the full bonds indicate hopping
amplitudes of fixed magnitude (which we take as energy
unit) and the dashed bonds correspond to variable hop-
ping of strength t. The unit cell contains three orbitals
at sites A, B and C, which results in three energy bands.
In the present work, we are interested in the evolution of
the band structure for the parameter range 0 ≤ t ≤ 1.
For any t, this model has time-reversal symmetry, in-
version symmetry (with center either on the B sites or
in the middle of the unit cell shown in Fig. 2c) and it
also possesses mirror symmetries with respect to reflec-
tions through the diagonal (d) and antidiagonal (a) lines
passing through B-sites of the unit cell. Two well-known
limits of the above model are:
(1) the Lieb lattice t = 0. It is a regular square lattice
with B-sites forming the Bravais lattice and additional
sites (A- and C-sites) located at the center in between all
the nearest-neighbor B-sites (Fig. 2a). In addition to the
above symmetries, it is also bipartite (i.e. it has a chiral
sublattice symmetry) and it possesses mirror symmetries
along the x axis and along the y axis. Since it is bipar-
tite, its spectrum respects the energy inversion E → −E
symmetry and hence the middle band is necessarily a
zero-energy flat band. According to the classification of
Aoki et al., this flat band is of topological origin [14].
For example, its energy is not affected by a perpendicu-
lar magnetic field [14]. Another example of a topological
flat band is found in the dice lattice [24].
(2) the kagome´ lattice t = 1. Here it is deformed from
the usual kagome´ to have a square symmetry but it has
the same lattice connectivity. The kagome´ lattice belongs
to a family of frustrated tight-binding models constructed
on line graphs of bipartite parent lattices, of which the
Mielke (checkerboard) lattice is another instance [26–28].
These models display a flat band at the minimum (or
maximum) energy which is in contact with a dispersive
band. The electron localization leading to the flat band
is due to a destructive interference, which is affected by
a perpendicular magnetic field [14].
We choose to write the Bloch Hamiltonian in the form
H(k) = e−ik·RHeik·R where R are the positions of
the Bravais lattice sites (see Appendix A) [29]. In the
momentum space basis {|k, A〉, |k, B〉, |k, C〉} the Bloch
Hamiltonian can be represented as
H(k) =
 0 1 + eikx t(1 + ei(kx+ky)). . . 0 1 + eiky
. . . . . . 0
 , (1)
where we have chosen the lattice spacing a = 1 (see
Fig 2a).
In the following, we will use the following convention
for Bloch Hamiltonians. Three-band Hamiltonians in the
3FIG. 3: a) Evolution of the upper (lower) Dirac points in blue
(red) in the first Brillouin zone (BZ). When t increases from 0
to 1, the lower pair (red) moves from the M = (pi, pi) point to
the Γ = (0, 0) point, while the upper pair (blue) moves from
M to ξK = ξ(2pi/3, 2pi/3) shown as filled blue disks (ξ = ±1
is a valley index). b) Evolution of the energy of the upper
(blue) and lower (red) Dirac points between the Lieb (t = 0)
and the kagome´ (t = 1) lattice.
site basis will be denoted H, three-band Hamiltonians in
another basis H˜, and two-band effective Hamiltonians H.
B. Energy spectrum
The energy spectrum for 0 ≤ t ≤ 1 is shown in Fig. 1,
which displays three energy bands and remains gapless.
The band touching points and their characteristics de-
pend on t.
For the Lieb lattice (t = 0) there is a triple band cross-
ing at the M point in momentum space (kx = ky = pi
and their equivalents, Fig. 3a). It shows a linear contact
point with a flat band in the middle, which is character-
istic of a pseudospin-1 [12]. In deviating from the Lieb
limit (t > 0), the flat band is distorted with the triple
crossing point splitting into two pairs of Dirac points and
particle-hole symmetry of the energy spectrum is lost.
They are formed respectively in between the lower and
middle bands, and the middle and the upper bands, in
two orthogonal directions in momentum space, see Fig. 4.
Moving away from the Lieb limit t > 0, the dis-
tortion of the middle band gets more pronounced and
the lower Dirac pair moves in the antidiagonal direction
(kx = −ky) towards the Γ point of the BZ (kx = ky = 0)
(red arrows in Fig. 3a). These Dirac cones are critically
tilted such as to exhibit a zero-velocity line as seen on
Figs. 1c) and 5. In approaching the kagome´ limit t→ 1,
the same Dirac points merge at the Γ point forming a
single contact point between a quadratic band and a flat
band, thus restoring a flat lowest energy band. The upper
Dirac pair, on the other hand, moves along the diagonal
direction (kx = ky, blue arrows in Fig. 3a) towards a
fixed position ξK = ξ(2pi/3, 2pi/3), where ξ = ±1 is a
valley index, while maintaining the Dirac cone structure
throughout. The tilt of these Dirac cones diminishes with
increasing t and vanishes at t = 1 [see Fig. 1(c) and (d)].
In summary, the crossover between flat bands hap-
pens by producing pairs (kD,−kD) of Dirac points. The
lower pair evolves from the M and the Γ point. Its
merging/emergence at time-reversal invariant momenta
(TRIM) resembles a situation we already encountered in
the two-band model on a staggered Mielke lattice [25].
There, we provided a complete scenario of a (+−) going
into a (++) Dirac pair. In the following subsection we
briefly summarize the main results of Ref. [25].
C. Characterization of contact points: 2× 2
effective Hamiltonians
A contact point between two bands is characterized by
an effective 2 × 2 Hamiltonian. Around a single contact
point kD, the local two-band Bloch Hamiltonian takes
on a general form
H(q) = hµ(q)σµ + hν(q)σν ≡ ~h(q) · ~σ (2)
involving only two among three Pauli matrices σµ =
~uµ(kD)·~σ and σν = ~uν(kD)·~σ with |~uµ,ν | = 1, ~uµ ·~uν = 0
(e.g., µ, ν = x, y) and ~σ = (σx, σy, σz). The winding
number is the number of times the effective magnetic
field ~h(q) winds on a great circle of the Bloch sphere
in the (~uµ, ~uν) plane when q encircles the contact point
once in the trigonometric direction. For example, for a
Dirac point one can have ~h(q) = (vxqx, vyqy, 0) and the
winding number is sign(vxvy).
Indeed, the stability of two-band contact points in 2D
requires a symmetry protection (such as a chiral sym-
metry or inversion and time-reversal symmetries). The
associated topological charge is the Z winding number
that classifies maps from a loop S1 encircling the contact
point in reciprocal space to a great circle S1 of the Bloch
sphere associated to the 2× 2 Bloch Hamiltonian H(q).
In the absence of such a symmetry, band contact points
are unstable defects in 2D [31].
To describe a pair of Dirac points when they come
close together in the vicinity of a time-reversal invariant
momentum (TRIM), two merging scenarios are possible
corresponding to the following two universal Hamiltoni-
ans [32, 33]
H+− =
(
∆ +
q2x
2m
)
σµ + cqy σν , (3)
H++ =
(
∆ +
q2x − q2y
2m
)
σµ +
qxqy
m′
σν , (4)
where σµ, σν are two Pauli matrices and ∆, c, m and
m′ are parameters. Actually, because of time-reversal
symmetry, there is not much choice in the Pauli matrices:
in the (+−) case σν should be σy and in the (++) case,
the σy matrix should not appear in the Hamiltonian.
Making an expansion around each Dirac point, the first
(resp. second) Hamiltonian describes two Dirac points
with opposite (resp. equal) winding numbers located at
4position (qx, qy) = (ξ
√−2m∆, 0) if ∆ < 0. If ∆ > 0,
Dirac points only exist in the second case and are lo-
cated at (qx, qy) = (0, ξ
√
2m∆). Here the winding num-
ber ±1 associated with a Dirac point is actually defined
with respect to the winding plane (σµ, σν), which can
generally be parameter dependent. This is indeed the
case in situations encountered in Ref. [25] and in this
paper: when varying a parameter of the Hamiltonian
(here the parameter t ∈ [0, 1]), the orientation of the
winding plane (defined by a great circle on the Bloch
sphere) varies continuously. We shall see here that a pair
of Dirac points emerges following the H+− scenario with
(σµ, σν) = (σz, σy), and merges following the H++ sce-
nario with (σµ, σν) = (σz, σx). In order to describe the
continuous evolution of the winding planes attached to
each Dirac point, we recently introduced the notion of a
winding vector [25]
~w =
1
2pi
∫
~n× d~n (5)
with the normalized pseudospin magnetic field ~n(k) =
~h/|~h|. ~w is the unit vector normal to the oriented wind-
ing plane of ~n. The winding vector is a parameter-
dependent vectorial quantity, supplemental to the more
familiar winding number in describing a band crossing.
This notion becomes essential when describing a pair of
Dirac points in close vicinity since the relative orientation
of the winding plane can have physical consequences. For
a Hamiltonian of the form
H = vxqxσµ + vyqyσν , (6)
with σµ = ~uµ.~σ and σν = ~uν .~σ, we simply have
~w = sign(vxvy) ~uµ × ~uν . (7)
In the above equation, it is implicitly assumed that
{~ux, ~uy, ~uz} is an oriented basis.
Finally we note that a σ0 term with momentum depen-
dence is important for the flatness of bands in the energy
spectrum but not important for wavefunctions and the
topological characterization of a band contact point.
D. Reduction from three to two-band effective
Hamiltonians
In order to characterize the distortion of the flat band
and the evolution of Dirac points in the three-band sys-
tem, we introduce local 2× 2 effective Hamiltonians. In
order to do this, we proceed in three steps. (1) Because
the contact points move along the antidiagonal (lower
bands) or the diagonal (upper bands), we will first di-
agonalize H(k) along these two directions for arbitrary
t. A great help in this process comes from the mirrors
symmetries. In this way we will obtain useful eigenvector
bases (see Appendix A). (2) Next, for a specific k0 point
along these directions, we will rewrite the Bloch Hamil-
tonian in the eigenvector basis at k0 and then expand in
q = k− k0 up to first or second order. In the following,
k0 will be chosen either as a TRIM (Γ or M points) or
one of the Dirac points kD. (3) The third step consists in
projecting from three to two bands to obtain an effective
two-band Hamiltonian for Dirac points.
In the following, we study the lower (Sec. III) and
upper Dirac points (Sec. IV) in turn.
III. LOWER DIRAC POINTS
The lower Dirac points move along the antidiagonal
direction ky = −kx from M to Γ point as t is varied
from 0 to 1, see Sect. II B and Fig. 3. Specifically, their
positions and energy are given by
ξka = ξ(2φa,−2φa) and Ea = −2 cosφa, (8)
where ξ = ±1 is a valley index and the angle φa ≥ 0 is
defined by
cosφa = t. (9)
A. Basis along the antidiagonal
The Bloch Hamiltonian commutes with the mirror
symmetry operator Sa(k) everywhere along the antidi-
agonal line (ky = −kx) in the Brillouin zone. As detailed
in Appendix A, this facilitates the diagonalization of the
Hamiltonian using common eigenstates with the symme-
try operator, which we denote as (|u+〉, |u−〉, |u3〉). We
then form the unitary matrix L(kx) = (|u+〉 |u−〉 |u3〉)
that allows us to write the Bloch Hamiltonian in its eigen-
basis as
H˜a(kx,−kx) = diag(E+, E−, E3) (10)
with E±(kx) = t ± ∆a, E3 = Ea = −2t, where ∆a =√
t2 + 8 cos2 kx2 . The largest eigenvalue is E+ and the
second is E− ≥ E3 if t ≥ cos(kx/2) and E3 ≥ E− other-
wise. Along the antidiagonal line, they describe the three
energy bands. At the Dirac point kx = 2φa, the lower
two bands become degenerate E3 = E− = −2t and sepa-
rated from the third band E+ = 4t. We emphasize that,
while there is always a gauge freedom in the choice of
the set of eigenvectors, we use here an eigenbasis which
connects smoothly the two limiting cases from t = 0 to
t = 1.
By writing the original Hamiltonian (1) in the new
basis H˜(k) = L†(kx)H(k)L(kx), we now want to succes-
sively describe the vicinity of the M point, the Γ point
and the Dirac points (and not limited to ky = −kx), by
appropriate expansions.
5B. Close to the Lieb limit: emergence of Dirac
points at M point
This is the limit t → 0 when the lower Dirac points
pair emerge from the triple crossing at M = (pi, pi) point
of the Lieb lattice along the antidiagonal line. Upon a
momentum expansion at M point for small q, we get
H˜M (q) = L(pi)
†H(M + q)L(pi) in the form
H˜M (q) =
 2t iq⊥ i
√
2tq‖
. . . 0 −iq‖ + q⊥q‖√2
. . . . . . −2t
 (11)
with q‖ ≡ qx+qy√2 (“diagonal” direction) and q⊥ ≡
qy−qx√
2
(“antidiagonal” direction). We keep the second order
in q‖, q⊥ and t in the relevant blocks (indeed, we will
see that the Dirac points correspond to |q⊥| ∼ t). The
vertical/horizontal lines in the matrix merely serve as an
eye guide separating the subspaces (|u+〉) and (|u−〉, |u3〉)
which the matrix operates.
We then eliminate the highest band using second order
perturbation theory. Following the Lo¨wdin method (see
Appendix B) [34] with typical energy E0 = Ea = −2t, we
obtain an effective 2×2 Hamiltonian acting in (|u−〉, |u3〉)
subspace as
HM (q) ' −
(
t+
q2⊥
8t
)
σ0 + q‖σy +
(
t− q
2
⊥
8t
)
σz, (12)
at first order in t. Apart from the identity term σ0, it has
the form of the universal Hamiltonian H+−, see Eq. (3),
with σµ = σz and σν = σy. It describes the merging
of two Dirac points located at (q‖, q⊥) = (0, ξ2
√
2t) and
of opposite winding numbers in the σy − σz plane. The
winding vectors are ~wξ = −ξ~ux.
At second order in t, the effective two-band Hamilto-
nian (12) gets an additional contribution, which, as we
show below, is responsible of a rotation of the winding
vectors:
q‖q⊥
2
√
2
σx. (13)
Upon the substitution q⊥ → ξ2
√
2t + q⊥, the linearized
Hamiltonian near the Dirac points becomes:
Ha(q) '
(−2t− ξ q⊥√
2
)
σ0 + q‖(σy + ξtσx)− ξ q⊥√
2
σz.(14)
The Dirac cones are critically tilted because of the fine-
tuning of the q⊥σ0 term with respect to the q⊥σz term.
Also, there is some mixing between σy and σx indicating
that the winding vectors rotate. Indeed ~wξ = −ξ~ux+t~uy,
which evolve from −ξ~ux (i.e. anti-parallel) at small t to
~uy (i.e. parallel) when increasing t.
We remark that the effective Hamiltonian near the M
point has a peculiar structure. It results from an expan-
sion a priori valid for small q. But near the merging
when t→ 0, one cannot restrict to the two lowest band,
FIG. 4: Close up energy spectrum at M-point showing the
multiplets of Dirac points in the vicinity of the Lieb limit
t = 0(a), 0.1(b), 0.2(c).
since three bands become degenerate in the Lieb limit.
Moreover, in this limit, the curvature of the spectrum
goes to infinity, which is natural since the spectrum at
the merging is indeed conical. The purpose here is to
show that the Dirac points show opposite winding num-
bers and emerge following the (+−) scenario. It should
not be applied strictly at the Lieb limit t = 0 (see the
corresponding discussion in Appendix C).
C. Close to the kagome´ limit: merging of Dirac
points at Γ point
Close to the kagome´ limit (t = 1), we consider an ex-
pansion of the Hamiltonian at the Γ = (0, 0) point to give
H˜Γ(q) = L(0)
†H(Γ + q)L(0) as
H˜Γ(q) =

4 −iq⊥ i
√
3q‖
. . . −2− 23 + q
2
⊥
3 −
q‖q⊥√
3
. . . . . . −2 + 2+ q2‖
 (15)
with t = 1− and → 0. Similarly to the previous section
we keep up to the second order in the variables q‖, q⊥
and first order in  (as we will see that the Dirac points
correspond to q2⊥ ∼ ) in the relevant matrix elements.
Because we will treat the highest band as a perturbation
to the lower sub-space, we only need to consider the off-
diagonal blocks at first order and the highest band energy
at zeroth order. From Lo¨wdin method (see Appendix B),
we arrive at the effective two-band Hamiltonian
HΓ(q) =
(−2 + 2
3
+
q2‖
4
+
q2⊥
12
)
σ0
+
(q2⊥
12
−
q2‖
4
− 4
3
)
σz −
q‖q⊥
2
√
3
σx, (16)
at second order in q and first order in . Besides the iden-
tity term, it has the form of the universal Hamiltonian
H++, see Eq. (4) with σµ = σz and σν = σx, following
the (++) merging scenario. It describes the merging of
two Dirac points located at (q‖, q⊥) = (0,−ξ4
√
) if  > 0
[beware that the +ka Dirac point is at q⊥ = −4
√
] and
6FIG. 5: Close up energy spectrum at Γ-point showing
the emergence of Dirac points from the kagome´ limit t =
1(a), 0.98(b), 0.95(c).
of identical winding numbers in the σx − σz plane. Note
that for  < 0, the merging is along the q‖ direction as
the Dirac points are located at (q‖, q⊥) = (ξ4
√−/3, 0).
This agrees with the model of Eq. (4) showing the emer-
gence for t ≤ 1 as well as t ≥ 1.
When  = 0, this Hamiltonian describes a quadratic
band crossing in the kagome´ limit. A similar Hamilto-
nian was obtained by Ref. [16] in the triangular version
of the kagome´ lattice. However their Hamiltonian – see
Eq. (2.6) in Ref. [16] with d3 = 0 – breaks time-reversal
symmetry which is not possible at the Γ point. This is
due to taking the Pauli matrices σx, σy instead of σz, σx
in the Hamiltonian H++, see Eq. (4).
Finding a rotation of the winding vector requires per-
forming a computation at third order in q ∼ √ in
Eq. (15). The Lo¨wdin method then gives the additional
terms as: (
q2⊥ − q2‖
4
√
6
− 4
3
√
6
)
q‖σy. (17)
Upon the substitution q⊥ → −ξ4
√
+q⊥, the linearized
Hamiltonian near the Dirac points becomes:
Ha(q) '
(−2t− ξ 2
3
√
q⊥
)
σ0 − ξ 2
3
√
q⊥σz
+ ξ 2
√

3
q‖
(
σx + ξ
2
3
√
2σy
)
. (18)
The winding vector is ~wξ = ~uy − ξ 23
√
2~ux, when  is
small.
D. Motion of the lower Dirac points
We now find the paradoxical situation where a (+−)
pair of Dirac points near M (when t ' 0) continuously
evolves into a (++) pair near Γ (when t ' 1). Naively
one expects that a topological charge conservation, which
holds locally in the momentum space, should also hold
globally in the full BZ [35]. Here, the global charge seems
to change from 0 (for t = 0) to +2 (for t = 1).
To solve the apparent paradox, we now follow the
evolution of the Dirac points and determine the evolu-
tion of the associated winding vector. We make an ex-
pansion following the Dirac point at ka = (2φa,−2φa),
where the angle φa is defined in Eq. (9), to get H˜a(q) =
L(2φa)
†H(ka + q)L(2φa) as
H˜a(q) =
 4t O(q) O(q). . . Ea − 2√23 sinφaq⊥ √ 23 sinφae−iφaq‖
. . . . . . Ea
 ,(19)
where Ea = −2 cosφa = −2t. For the other Dirac point
at −ka, one should replace φa by −φa. Because we are
now interested in a Dirac Hamiltonian, which is linear in
momentum, and in contrast to the two cases previously
studied, we only need to keep the momentum variable
up to the linear order. Corrections from the third band
are necessarily of the second order and can be neglected.
The effective Hamiltonian can therefore be read off from
the 2×2 block spanned by (|u−〉, |u3〉) (see Appendix A)
as
Ha(q) '
(
Ea − v0⊥q⊥
)
σ0 + v‖q‖σφa − v⊥q⊥σz , (20)
with the (positive) velocities
v‖ =
√
2
3
sinφa , v⊥ = v0⊥ =
v‖√
3
. (21)
In the t → 0 limit, v‖ '
√
2/3 and v⊥ = v0⊥ '
√
2/3;
whereas when t = 1 −  → 1, v‖ ' 2
√
/3 and v⊥ =
v0⊥ ' 2
√
/3. These velocities agree with that found in
the expansion near the M point (when t → 1) but there
is a numerical discrepancy with that found near the Γ
point (when t→ 0).
The Pauli matrix σφa ≡ cosφaσx + sinφaσy, together
with σz, defines the pseudospin winding plane. This
plane evolves in the pseudospin space from (σy, σz) to
(σx, σz) with φa going from pi/2 (t = 0) to 0 (t = 1), see
Fig. 6. For the two Dirac points at ξka = ξ(2φa,−2φa),
following Eq. (7), the associated winding vectors are:
~wξ = −ξ sinφa ~ux + cosφa ~uy
= −ξ
√
1− t2 ~ux + t ~uy. (22)
In the t → 0 limit, ~wξ ' −ξ~ux + t ~uy; whereas when
t = 1− → 1, ~wξ ' −ξ
√
2~ux + ~uy. Apart from a factor
of 23 when t is close to 1, this agrees with the results of
the expansions near the M and Γ points.
As an aside, we note that the σ0 term modifies the dis-
persion of the Dirac cone quite drastically. As v⊥ = v0⊥
for all t, the cones are critically tilted (also known as
type III Dirac-Weyl cones, see e.g. Ref. [8] and references
therein): the velocities of excitations along the ⊥ direc-
tion are vmin = v⊥− v0⊥ = 0 and vmax = v⊥+ v0⊥ = 2v⊥.
The pair of Dirac points is connected by a flat energy line
(see red dots in Figs 4 and 5).
7FIG. 6: Winding vector evolution as a function of t for the
lower Dirac points. The inset shows the angle φa as a function
of t. The position of Dirac points is ξka = ξ(2φa,−2φa).
In summary, for the crossings in the lower two bands,
Eqs. (12) and (16) describes the emergence/merging of
two Dirac cones with different winding scenarios. In the
single Dirac cone Hamiltonian (20), we follow the evolv-
ing winding vector and show how the apparent winding
number gets reversed as t is varied.
IV. UPPER DIRAC POINTS
For the upper Dirac point pair, we perform an analysis
similar to the one contained in the last section. The Dirac
points move along the diagonal line ky = kx, with their
positions and energy (Fig. 3) given by
ξkd = ξ(2φd, 2φd) and Ed = 2 cosφd (23)
and specified by the angle φd ≥ 0 such that
cosφd =
√
1 + 8t2 − 1
4t
. (24)
The upper Dirac points that emerge from the M point
(t = 0) move to a fixed position ξK = ξ(2pi/3, 2pi/3) in
the kagome´ limit (t = 1) and do not merge (in contrast
to the lower Dirac points pair).
A. Basis along the diagonal
The Bloch Hamiltonian commutes with the mirror
symmetry operator Sd(k) everywhere along the diago-
nal line (ky = kx) in the Brillouin zone. As detailed
in Appendix A, a common basis of eigenvectors of the
Hamiltonian and the symmetry operator is found, which
we denote as (|v1〉, |v+〉, |v−〉). We emphasize that this
basis furnishes a smooth interpolation between the two
limits t = 0 and t = 1. The unitary matrix is defined by
U(kx) ≡ (|v1〉 |v+〉 |v−〉) and written in this basis, the
Hamiltonian along the diagonal line is given by
H˜d(kx, kx) = diag(E1, E+, E−) (25)
with E1 = −2t cos kx and E± = t cos kx ± ∆d, where
∆d =
√
t2 cos2 kx + 8 cos2
kx
2 . We see that the two up-
per bands become degenerate at energy E1 = E+ =
2 cosφd = −2t cos(2φd) separated from the lowest band
E− = −4 cosφd at the Dirac point.
B. Close to the Lieb limit: emergence of Dirac
points at M point
At M = (pi, pi), the unitary matrix U(pi) =
(|v1〉 |v2〉 |v3〉) is equal to L(pi) = (|u1〉 |u2〉 |u3〉) as
|vj〉 = |uj〉. Instead of Eq. (11), we focus on the up-
per two bands to obtain H˜M (q) = U(pi)
†H(M + q)U(pi)
as
H˜M (q) =
 2t iq⊥ +
q2‖+q
2
⊥
2
√
2
i
√
2tq‖
. . . 0 −iq‖
. . . . . . −2t
 , (26)
at second order in the variables q‖, q⊥ and t (as we will
see that the Dirac points correspond to q2‖ ∼ t2) in the
relevant blocks. Using Lo¨wdin method with typical en-
ergy E0 = Ed ' 2t, when t → 0, see Appendix B, we
arrive at the effective two-band Hamiltonian (first order
in t)
HM (q) '
(
t+
q2‖
8t
)
σ0 +
(
t−
q2‖
8t
)
σz − q⊥σy, (27)
in the subspace of (|v1〉, |v+〉). Apart from the identity σ0
term, it takes the form of the universal HamiltonianH+−,
see Eq. (3) with σµ = σz and σν = σy, describing the
emergence of two Dirac points at (q‖, q⊥) = (−ξ2
√
2t, 0)
[beware that the +kd Dirac point is at q‖ = −2
√
2t]
of opposite winding vectors ~wξ = ξ~ux for t ' 0. The
Hamiltonians (12) and (27) are similar upon exchanging
the diagonal q‖ and the antidiagonal q⊥. They both de-
scribe a pair of critically tilted Dirac cones. The critical
tilt is true for the lower cones but actually not for the up-
per ones, as seen on Fig. 4(c), and because of neglected
higher-order terms [cf. v0‖ 6= v‖ in Eq. (31)].
At second order in t, the effective two-band Hamilto-
nian (27) gets an additional contribution:
q2⊥
2
√
2
σx. (28)
8This term is similar to Eq. (13) except that q‖q⊥ is re-
placed by q2⊥. Whereas Eq. (13) leads to a rotation of
the winding vector, it is not the case of Eq. (28). Indeed,
upon the substitution q‖ → −ξ2
√
2t + q‖, the linearized
Hamiltonian near the Dirac points reads
Hd ' (2t− ξ√
2
q‖)σ0 − q⊥σy + ξ√
2
q‖σz. (29)
In contrast to the lower Dirac points pair, here there is
no rotation of the winding vector, which is ~wξ = ξ~ux in-
dependently of t. Since the Dirac cones do not approach
each other again in the kagome´ limit t → 1, this con-
cludes the analysis for double Dirac cones in the upper
two bands.
C. Motion of the upper Dirac points
To follow the evolution of a single Dirac cone, we
first expand the Hamiltonian H˜d(q) = U(ξ2φd)
†H(kd +
q)U(ξ2φd) at the position ξkd keeping linear order in
q. The effective Hamiltonian for the Dirac point is
then obtained directly from the block Hamiltonian in the
(|v1〉, |v+〉) subspace (see Appendix A) as
Hd(q) =
(
Ed − ξv0‖q‖
)
σ0 + ξv‖q‖ σz − v⊥ q⊥ σy , (30)
where Ed = 2 cosφd =
√
1+8t2−1
2t and we defined the (pos-
itive) velocities
v0‖ =
√
2 sin(3φd)
3 cos(2φd)
, v‖ =
sinφd + sin(3φd)/3
−√2 cos(2φd)
and v⊥ =
√
2
3
sinφd . (31)
In the t → 0 limit, v0‖ ' v‖ '
√
2/3 (critical tilt) and
v⊥ '
√
2/3; whereas when t → 1, v0‖ ' 0 (no tilt),
v‖ '
√
3/2 and v⊥ ' 1/
√
2. Except when t = 0, v0‖ 6= v‖,
which means that the tilt is no critical. An effect not
captured by Eq. (27).
When t varies from 0 to 1, the upper pair emerges from
the M point and reaches two fixed points ξK = ξ( 2pi3 ,
2pi
3 )
[see Fig. (3a)]. Following Eq. (7), the winding vectors
associated to the two Dirac points ξkd are ~wξ = ξ~ux.
In this case, there is no rotation of the winding vectors,
which remain anti-parallel.
V. DISCUSSION AND CONCLUSION
We have studied in detail the evolution of Dirac points
in a tight-binding model interpolating between two well-
known three-bands models, the Lieb and the kagome´ lat-
tices. In both limits, the energy spectrum exhibits a flat
band, symmetrically positioned in the middle of a coni-
cal spectrum for the Lieb lattice, at a quadratic touching
with a dispersive band for the kagome´ lattice. One of
the interests of this study is to interpolate between two
different flat bands: in the Lieb case, the flat band is
topological (as a result of the lattice being bipartite),
whereas in the kagome´ case it results from destructive
interferences. In the first case, the flat band resists the
introduction of a perpendicular magnetic field, whereas
it is destroyed in the second case (see the corresponding
Hofstadter butterflies in Ref. [14]).
Starting from the kagome´ lattice, the quadratic con-
tact point is split into two Dirac points characterized by
the same winding number, following a well-characterized
universal scenario. Upon further variation of the inter-
polating parameter, these two Dirac points merge, fol-
lowing another well-characterized merging scenario for
a pair of Dirac points with opposite winding numbers.
To solve this apparent contradiction and to character-
ize the topological properties of these contact points, we
have reduced the full 3× 3 Hamiltonian to effective 2× 2
Hamiltonians using two different approaches (see below).
During the evolution between the two limits, the effec-
tive Hamiltonian (or more precisely its effective pseudo-
magnetic field ~h) rotates in pseudo-spin space, leading to
the notion of winding vector. The winding vectors of a
pair evolve from a parallel to an anti-parallel alignment.
This work poses questions about a systematic way to
obtain effective two-band Hamiltonians describing con-
tact points in multiband models. Here, we have essen-
tially used two different strategies: (i) an expansion of the
three-band Bloch Hamiltonian at second (or third) order
in the wavevector in the vicinity of a TRIM, followed by
a projection (using second-order perturbation theory) in
order to capture the pair of contact points located away
from the TRIM; (ii) an expansion of the three-band Bloch
Hamiltonian at first order in the wavevector directly in
the vicinity of the contact point at kD followed by a naive
projection (without the need of perturbation theory).
Such a reduction from a multiband to an effective 2×2
Hamiltonian for a pair of Dirac points is intrinsically local
in k space because it is local in energy space: it can not
be done in the whole Brillouin zone. It is important to
realize that such a procedure carries some arbitrariness
as it depends on a choice of eigenbasis. This is especially
crucial for procedure (ii), which depends on an eigenba-
sis at the Dirac point. Indeed any linear combination
of degenerate eigenvectors produces a valid alternative
eigenbasis. The consequence is that the direction of the
winding vector for a single Dirac point has no absolute
meaning and can be changed almost at will by choosing
a different basis of degenerate eigenvectors.
However, the relative direction between the winding
vectors of the two Dirac points within a pair has an ab-
solute meaning. This appears clearly when computing
the winding vectors in the same basis for the two Dirac
points, as done in procedure (i). In other words, the
effective 2 × 2 Hamiltonian should describe both Dirac
points at once. This is typically a “universal” Hamil-
tonian – similar to H+− or H++ – built from a TRIM
9(either Γ or M point in the present context). As we have
shown, higher-order terms in momentum provide correc-
tions to these universal Hamiltonians that can describe
the rotation of the winding vectors.
In the future, it would be interesting to fully charac-
terize a multiband problem by introducing angles that
describe band couplings between more than two bands
and that are valid in the complete Brillouin zone and not
only locally.
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Appendix A: Basis along the antidiagonal and the
diagonal
This appendix provides details of the derivation of
the two distinct eigenbases (|u±(kx)〉, |u3(kx)〉) and
(|v1(kx)〉, |v±(kx)〉) that diagonalize the Bloch Hamilto-
nian H(k), for any value of the parameter t, along respec-
tively the antidiagonal kx = −ky and diagonal kx = ky.
The key ingredients are the mirror symmetries Sa and Sd
along the diagonal and antidiagonal respectively.
To start with, it is important to remind that the spe-
cific form of the Bloch Hamiltonian H(k) written in
Eq. (1) is a direct consequence of the implicit choice of
the Bloch basis |k, α〉 = ∑R eik·R|R, α〉 (α = A,B,C)
that depends only on the Bravais lattice vectorsR (choice
known as basis I [30]). The main advantage of this Bloch
basis is that the Bloch Hamiltonian matrix H(k) repre-
senting the Hamiltonian is periodic H(k + G) = H(k)
for any reciprocal lattice vectors G, see [29]. However
an important drawback of this representation is that the
matrix H(k) has lost the information of the full position
of the different atoms in the unit cell. In fact, the latter
information is now encoded in the matrices representing
the different space symmetries of the lattice, highlighting
their key role.
1. Diagonalization of H(k) along the antidiagonal
The Bloch matrix representation of the mirror symme-
try Sa along the real-space antidiagonal is given by:
Sa(k) =
 0 0 10 1 0
1 0 0
 . (A1)
This symmetry translates into the relation
Sa(k)
†H(kx, ky)Sa(k) = H(−ky,−kx) (A2)
for the Bloch Hamiltonian in reciprocal space. In par-
ticular, Sa(k) commutes with H(k) on the antidiagonal
kx = −ky. We therefore diagonalize Sa(kx,−kx) to get
the eigenvectors
|u1〉 = 1√
2
(1, 0, 1)T ,
|u2〉 = (0, 1, 0)T ,
|u3〉 = 1√
2
(−1, 0, 1)T , (A3)
with respective eigenvalues (+1,+1,−1). Written in this
basis, the Hamiltonian transforms into a block diagonal
matrix:
H˜a(kx) =
 2t 2
√
2 cos kx2 e
i kx2 0
. . . 0 0
. . . . . . −2t
 (A4)
in the (|u1〉, |u2〉, |u3〉) basis. The 2× 2 submatrix in the
subspace |u1〉, |u2〉 can be rewritten
Hu1,u2(kx) = t σ0 +
(
∆a cos θa ∆a sin θa e
i kx2
. . . −∆a cos θa
)
(A5)
by introducing the parameters ∆a(kx) =
√
t2 + 8 cos2 kx2
and the angle θa(kx) with cos θa = t/∆a and sin θa =
2
√
2 cos kx2 /∆a. This has the standard form of a two-
level problem with its parametric solution.
Therefore the eigenbasis and their eigenvalues which
diagonalizes the Hamiltonian H˜a(kx) everywhere along
the anti-diagonal are
|u+(kx)〉 = cos θa
2
|u1〉+ sin θa
2
e−i
kx
2 |u2〉,
|u−(kx)〉 = − sin θa
2
ei
kx
2 |u1〉+ cos θa
2
|u2〉, (A6)
and |u3〉, with their corresponding eigenvalues E±(kx) =
t ± ∆a, E3 = −2t. Finally, the chosen eigenbasis for
H(kx,−kx) reads:
|u+〉 = 1√
2
(cos
θa
2
, e−i
kx
2
√
2 sin
θa
2
, cos
θa
2
)T ,
|u−〉 = 1√
2
(−ei kx2 sin θa
2
,
√
2 cos
θa
2
,−ei kx2 sin θa
2
)T
|u3〉 = 1√
2
(−1, 0, 1)T . (A7)
2. Diagonalization of H(k) along the diagonal
We now proceed very similarly along the diagonal
kx = ky. The Bloch matrix representation of the mir-
ror symmetry Sd along the real-space diagonal is given
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by:
Sd(k) =
 0 0 eiky0 1 0
e−iky 0 0
 . (A8)
This symmetry translates into the relation
Sd(k)
†H(kx, ky)Sd(k) = H(ky, kx) (A9)
for the Bloch Hamiltonian in reciprocal space. In particu-
lar, Sd(k) commutes with H(k) on the diagonal kx = ky.
We therefore diagonalize Sd(kx, kx) to get the eigenvec-
tors
|v1〉 = eispi2 1√
2
(−ei kx2 , 0, e−i kx2 )T , (A10)
|v2〉 = (0, 1, 0)T , (A11)
|v3〉 = eispi2 1√
2
(ei
kx
2 , 0, e−i
kx
2 )T , (A12)
with respective eigenvalues (−1,+1,+1), where s is de-
fined as s = sign kx if 0 < |kx| ≤ pi and s = 0 if kx = 0.
The reason for this phase choice is that we want the kets
|vj〉 to be real at Γ and M, to be periodic with the BZ
and that |vj(−kx)〉 = (|vj(kx)〉)∗. Written in this basis,
the Hamiltonian thus transforms into a block diagonal
matrix:
H˜d(kx) =
 −2t cos kx 0 0. . . 0 eispi2 2√2 cos kx2
. . . . . . 2t cos kx
 (A13)
in the (|v1〉, |v2〉, |v3〉) basis. Consider the 2 × 2 effec-
tive submatrix Hv2,v3(kx) in the subspace (|v2〉, |v3〉);
we obtain an effective Hamiltonian of the same struc-
ture as in Eq. (A5) with the substitution ∆a(kx) →
∆d(kx) =
√
t2 cos2 kx + 8 cos2
kx
2 and the angle θa(kx)→
θd(kx) with cos θd = −t cos kx/∆d ≥ 0 and sin θd =
2
√
2 cos kx2 /∆d, and the coefficient for the identity term
t → t cos kx. Thus, a basis that diagonalizes the Hamil-
tonian H˜d(kx) everywhere along the diagonal is
|v+(kx)〉 = cos θd
2
|v2〉+ sin θd
2
e−is
pi
2 |v3〉,
|v−(kx)〉 = − sin θd
2
|v2〉+ cos θd
2
e−is
pi
2 |v3〉, (A14)
and |v1〉, with the eigenvalues E± = t cos kx ± ∆d and
E1 = −2t cos kx. Finally, the chosen eigenbasis for
H(kx, kx) reads:
|v1〉 = e
ispi2√
2
(−ei kx2 , 0, e−i kx2 )T , (A15)
|v+〉 = 1√
2
(ei
kx
2 sin
θd
2
,
√
2 cos
θd
2
, e−i
kx
2 sin
θd
2
)T ,
|v−〉 = 1√
2
(ei
kx
2 cos
θd
2
,−
√
2 sin
θd
2
, e−i
kx
2 cos
θd
2
)T .
Appendix B: Lo¨wdin partitioning method for the
effective 2× 2 Hamiltonian
The effective Hamiltonian in a sub-space can be ob-
tained using the method of Lo¨wdin [34], also called par-
titioning. Let the Hilbert space be described as the direct
sum of two sub-spaces labelled α and β. The Hamilto-
nian then takes the following block form:
H =
(
Hαα Hαβ
Hβα Hββ
)
(B1)
It is then easy to show that the eigen-equation H|ψ〉 =
E|ψ〉 reads[
Hαα +Hαβ (E −Hββ)−1Hβα
]
|ψα〉 = E|ψα〉 (B2)
in the α sub-space, where |ψ〉 = (|ψα〉, |ψβ〉)T . The op-
erator in the left-hand side of the above equation acts as
an effective Hamiltonian in the α sub-space, except that
it depends on the energy E, i.e. (B2) is a self-consistent
equation in the spirit of the well-known Brillouin-Wigner
perturbation theory. Replacing E in the left-hand side
by a typical relevant energy E = E0 gives an effective
Hamiltonian
Hα = Hαα +Hαβ (E0 −Hββ)−1Hβα, (B3)
so that the approximate eigen-equation replacing (B2)
reads Hα|ψα〉 ' E|ψα〉. Compared to a naive projection
Hα ' Hαα, this effective Hamiltonian includes correc-
tions Hαβ (E0 −Hββ)−1Hβα akin to second-order per-
turbation theory.
Specifically, for the 3× 3 Hamiltonian
H =
 E1 a ca∗ E2 b
c∗ b∗ E3
 , (B4)
we get the effective 2 × 2 Hamiltonian after eliminating
the third band which reads
Hα =
(
E˜1 a˜
a˜∗ E˜2
)
(B5)
with
E˜1 = E1 +
|c|2
E0 − E3 , E˜2 = E2 +
|b|2
E0 − E3
a˜ = a+
cb∗
E0 − E3 . (B6)
With this method there is some arbitrariness in the choice
of E0. In the present paper, we are interested in describ-
ing Dirac points as seen from the nearest TRIM (e.g., Γ
or M point in the BZ): this means that E0 will be chosen
to be the energy of the Dirac points – called Ea and Ed in
the main text – in order to properly describe the vicinity
of the Dirac points and not the vicinity of the TRIM.
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Appendix C: Generalized Lieb-kagome´ model
The effective 2×2 Hamiltonian (12) describes the evo-
lution of the two lower Dirac points along the antidi-
agonal, close to the Lieb limit (red points on Fig. 4).
Similarly the Hamiltonian (27) describes the evolution
of the two upper Dirac points along the diagonal (blue
points on Fig 4). However, when t→ 0, a two-band de-
scription is not appropriate, since the four points merge
together. The Hamiltonians (12, 27) provide a correct
description of the merging of each pair close to the M
point, but not too close. They do not correctly describe
the t = 0 limit. This is obvious when considering the
divergence of the q2⊥/8t and q
2
‖/8t terms respectively in
Eqs. (12) and (27). In order to show that the merging of
the two lower Dirac points is actually properly described
by the H+− Hamiltonian of Eq. (12), we reconsider the
same problem by gapping the upper band from the two
lower bands. This is done by adding a dimerization along
vertical and horizontal bonds (which breaks the mirror
symmetry with respect to the diagonal and the inversion
center), as shown in Fig. 7(Top). We introduce a pa-
rameter t′ 6= 1 on the A − B bond while the coupling
is still 1 on the B − A bond. We call it the general-
ized Lieb-kagome´ model with three hopping amplitudes.
This generalization is inspired by the dimerization of the
Lieb lattice used in [36] to gap the three bands of the
Lieb model. It is also close to, but different from, the
anisotropic kagome´ model discussed in [23].
FIG. 7: Top : dimerization of the Lieb-kagome´ lattice. When
t′ 6= 1, a gap opens between the upper bands. Bottom :
close up energy spectrum at M-point, when the upper band
has been gapped. The evolution of the lower pair of Dirac
points is properly described by an effective 2×2 Hamiltonian
H+− up to their merging. Here we have chosen t′ = 0.9,
t = 0, 0.05, 0.1, 0.2. The merging transition is reached when
t = (1− t′)/2, here when t = 0.05. Compare with the gapless
case on Fig. 4.
Using the same procedure as in section III B, we con-
struct the 2× 2 effective Hamiltonian:
HM (q) = −
( t+ δ
2
+
t′2q2⊥
2δ + 6t
)
σ0 + v‖q‖σy
+
(3t− δ
2
− t
′2q2⊥
2δ + 6t
)
σz, (C1)
with
δ =
√
t2 + (1− t′)2 , tan θ =
√
2
1− t′
t
, (C2)
and the velocity
v‖ = t′ cos
θ
2
+
√
2t sin
θ
2
. (C3)
The parameters have the following limits:
t′ = 1 → δ = t , θ = 0 , v‖ = 1 (C4)
t = 0 → δ = 1− t′ , θ = pi
2
, v‖ =
t′√
2
(C5)
The limit t → 0 is now well behaved when t′ 6= 1, since
the parameter δ stays finite up to the merging transition
which is reached when δ = 3t, that is t = (1− t′)/2. The
full evolution is shown on Fig. 7
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