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Abstract
This paper deals with the Pollution-Routing Problem (PRP), a Vehicle Routing Problem (VRP) with
environmental considerations, recently introduced in the literature by [Bektas¸ and Laporte (2011), Trans-
port. Res. B-Meth. 45 (8), 1232-1250]. The objective is to minimize operational and environmental costs
while respecting capacity constraints and service time windows. Costs are based on driver wages and fuel
consumption, which depends on many factors, such as travel distance and vehicle load. The vehicle speeds
are considered as decision variables. They complement routing decisions, impacting the total cost, the travel
time between locations, and thus the set of feasible routes. We propose a method which combines a lo-
cal search-based metaheuristic with an integer programming approach over a set covering formulation and
a recursive speed-optimization algorithm. This hybridization enables to integrate more tightly route and
speed decisions. Moreover, two other “green” VRP variants, the Fuel Consumption VRP (FCVRP) and the
Energy Minimizing VRP (EMVRP), are addressed. The proposed method compares very favorably with
previous algorithms from the literature and many new improved solutions are reported.
1 Introduction
The Vehicle Routing Problem (VRP) and its variants have been the subject of considerable
research efforts in the past year, mostly due to the growing number of additional constraints
and objectives arising from real-world problems (Vidal et al., 2013a). Given the growing global
concern about environmental issues, VRPs have recently started to incorporate “green” aspects
such as pollution and alternative fuels, among others (see, e.g., the recent review of Lin et al.
2014 on VRPs with environmental issues).
Environmental costs due to greenhouse gas (GHG) emissions are not usually paid directly
by the companies. Nevertheless, some countries are developing emissions trading schemes
(e.g., the European Union Emissions Trading System) to make the companies responsible for
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their environmental impacts. The trend is that more and more countries will start to adopt
emission-reducing actions, enhancing the importance of VRPs with environmental considera-
tions. Furthermore, CO2 is the most prominent transportation GHG, and its emission is closely
related to fuel consumption (ICF, 2006).
In this work we turn our attention to the Pollution-Routing Problem (PRP), recently intro-
duced by Bektas¸ e Laporte (2011). The PRP is NP-hard since it includes the VRP with Time
Windows (VRPTW) as a particular case, and most current exact procedures cannot address
problems of practical sizes. A recent metaheuristic (Demir et al., 2012) has thus been proposed
for the problem. However, although routing and speed decisions are tightly related in the prob-
lem formulation, these variables are optimized sequentially in past methods by first solving a
routing problem with some fixed initial speeds, and then performing speed optimization as a
post-optimization procedure.
This paper introduces a novel hybrid algorithm that integrates a Speed Optimization Al-
gorithm (SOA) and a Set Partitioning (SP) approach into a multi-start Iterated Local Search
(ILS) framework. The method attempts to tightly integrate routing and speed decisions by
performing a quick sequence of route and speed optimizations. Furthermore, it has been re-
cently shown by Subramanian et al. (2012, 2013) that ILS coupled with SP yields competitive
results for various VRPs that do not consider time-window constraints. The algorithm pre-
sented in this work generalizes these method by efficiently handling time-window constraints
and considering some infeasible solutions during shaking. Move evaluations are performed in
amortized O(1) time by extending the scheme developed by Vidal et al. (2013b). The high
performance of the method is demonstrated by extensive computational experiments on the
existing instances for the PRP, characterized by large time windows, as well as newer difficult
instances with tighter time windows. Moreover, two particular cases of the PRP are studied:
the Fuel Consumption Vehicle Routing Problem (FCVRP) (Xiao et al., 2012) and the En-
ergy Minimizing Vehicle Routing Problem (EMVRP) (Kara et al., 2007). Again, the proposed
method outperforms existing methods from the literature.
The remainder of this paper is organized as follows. Section 2 presents some works that
integrate VRPs with environmental aspects. Section 3 formally defines the PRP, EMVRP and
FCVRP. Section 4 describes the proposed approach. Computational results are provided in
Section 5, while Section 6 concludes.
2 Related works and challenges
Palmer (2007) was the first to incorporate environmental issues to the VRP. Different from the
previous works that estimated the environmental costs based on the total duration or distance
of the routes, the author considered other issues such as road topography, congestion and vehicle
speeds to generate a CO2 emissions matrix. Experiments suggested that the CO2 minimization
model compared with the distance-minimizing and duration-minimizing models led to a CO2
reduction of 5.20% and 5.02%, respectively, on average.
Later on, Kara et al. (2007) proposed a mathematical formulation for the so-called Energy
Minimizing Vehicle Routing Problem (EMVRP), which aims at minimizing the sum of the
2
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product between load and distance for each arc. Similar approaches, i.e, those that make use
of the vehicle load to minimize the fuel consumption or CO2 emissions, were presented by
Peng e Wang (2009), Scott et al. (2010), Ubeda et al. (2011) and Xiao et al. (2012). The
latter introduced the Fuel Consumption Vehicle Routing Problem (FCVRP). Kara et al. (2008)
presented a VRP with cumulative costs, which generalizes the EMVRP as well as the Minimum
Latency Problem and the m-Traveling Repairman Problem. Kopfer et al. (2013) took the load
into account for CO2 emissions evaluations in the presence of heterogeneous vehicle types.
Minimizing the fuel consumption considering only the load and distance can be insufficient
since the travel speed plays a major role. This speed is directly affected by the road congestion.
In view of this, Kuo (2010) proposed a model for minimizing the total fuel consumption where
the speeds are time-dependent and the load is used to estimate the cost. A Simulated Annealing
algorithm was implemented to solve a set of instances from the Solomon benchmark (Solomon,
1987). Later, Kuo e Wang (2011) devised a Tabu Search algorithm for the same problem. Other
time-dependent problems with emission minimization can be found in Figliozzi (2011), Saberi
e Verbas (2012) and Jabali et al. (2012), and many other references relevant to green logistics
are mentioned in the surveys of Dekker et al. (2012), Salimifard et al. (2012), Lin et al. (2014)
and Demir et al. (2014b).
Bektas¸ e Laporte (2011) proposed the Pollution-Routing Problem (PRP), which seeks to
minimize both operational and environmental costs, taking into account the customers time-
window constraints. The total travel distance, the amount of load carried per distance unit, the
vehicle speeds and the duration of the routes are the main cost components. Three different
variants were also presented, considering either distance, weighted load and energy minimiza-
tion. The authors performed an extensive experimental analysisto capture the trade-off between
each variation, as well as the effect of the speed and time-window constraints on the distance,
energy and costs.
The PRP was addressed with a two-phase heuristic in Demir et al. (2012). In the first
phase, the VRPTW is solved by means of an Adaptive Large Neighborhood Search (ALNS),
including five insertion operators and twelve removal operators. In a second phase, vehicle
speeds are optimized using a recursive algorithm. Computational experiments were carried out
for instances with up to 200 customers. Other recent developments consider generalizations of
the problem. A bi-objective variant considering fuel and driving time minimization is presented
in Demir et al. (2014a), and Franceschetti et al. (2013) consider the time-dependent PRP.
It should be noted that several aspects of the PRP are conflicting. Higher speeds imply
routes with shorter durations, but at the same time result in a larger amount of emissions and
vice-versa. Hence, to reduce pollution, speed on arcs may be decreased to be closer to the
speed which minimizes emissions. Yet with lower speed, the set of feasible VRP routes may be
empty or drastically smaller. As a consequence, an optimal solution of the reduced speed VRP
can have longer distance and even more emissions in some cases. One main goal of our study
was to better integrate route and speed decisions in order to find quickly a suitable balance
between these antagonist aspects.
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3 Problem description
The PRP can be defined as follows. Let G = (V ,A) be a complete and directed graph with a set
V = {0, 1, 2, . . . , n} of vertices and a set A = {(i, j) ∈ V2, i 6= j} of arcs. Vertex 0 represents
the depot where a fleet of m identical vehicles with capacity Q is based. Vertices V − {0}
correspond to customers, characterized by a non-negative demand qi for a single product, a
service time τi and a specified time-window interval [ai, bi] for service. We assume that q0 = 0
and τ0 = 0. Each arc (i, j) ∈ A represents a travel possibility from node i to j for a distance
dij.
A particularity of the PRP is that the speed vij on each (i, j) is itself a decision variable,
valued between [vmin, vmax]. Indeed, each vehicle emits on a certain amount of GHG which
depends of weight and speed, among other factors. The PRP aims to find a speed matrix (v)ij
and a set of routes R (such that |R| ≤ m) to serve all customers while minimizing environmental
and operational costs. Each route σ ∈ R, σ = (σ1, . . . , σ|σ|) starts and ends at the depot, i.e.,
σ1 = 0 and σ|σ| = 0, the total demand on each route should not exceed the vehicle capacity,
and every customer must be visited within its time window.
Equation (1) defines for a route σ the vehicle load fσiσi+1 when traveling on arc (σi, σi+1),
and Equation (2) defines recursively the arrival time ti to customers, knowing that each route
starts at time zero, that it is allowed to arrive early at a customer location and wait the start
of its time window ai, but that a late arrival is not permitted.
fσiσi+1 =
|σ|∑
k=i+1
qσk , i = 1, . . . , |σ| − 1 (1)

tσ1 = 0
tσi = max
{
aσi−1 , tσi−1
}
+ τσi−1 +
dσi−1σi
vσi−1σi
, i = 2, . . . , |σ| (2)
The PRP objective is based on the assumption that CO2 emissions are approximately pro-
portional to fuel consumption. Using the comprehensive emissions model of Barth et al. (2005),
Scora e Barth (2006) and Barth e Boriboonsomsin (2008), Bektas¸ e Laporte (2011) obtained
the consumption profile F fσiσi+1(vσiσi+1) of Equation (3) for an arc (σi, σi+1) at speed vσiσi+1 . Pa-
rameters w1, w2, w3, w4 are based on fuel properties, vehicle and network characteristics. Their
meaning and value are discussed in Appendix 1, based on Bektas¸ e Laporte (2011) and Demir
et al. (2012). Finally, the overall objective of the PRP, given in Equation (4), considers both
the fuel consumption with a cost of ωfc pounds (£) per liter, and the driving costs at a rate of
ωfd per unit of time.
F fσiσi+1(vσiσi+1) = dσiσi+1
(
w1
vσiσi+1
+ w2 + w3fσiσi+1 + w4v
2
σiσi+1
)
(3)
Zprp(R,v) =
∑
σ∈R
ωfc |σ|−1∑
i=1
F fσiσi+1(vσiσi+1) + ωfd tσ|σ|
 (4)
The fuel consumption F fσiσi+1(vσiσi+1) is convex. The minimum v
∗
f on this function, i.e., the
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speed value that minimizes fuel costs, is given in Equation (5).
dF fσiσi+1
dvσiσi+1
(v∗f) = 0⇔ v∗f =
(
w1
2w4
)1/3
(5)
Similarly, for any arc (σi, σi+1), assuming that there is no waiting time in the route after σi,
the travel cost F fdσiσi+1(vσiσi+1) including driver wages is given in Equation (6). The speed value
that minimizes fuel and driver costs is then expressed in Equation (7). Both values, v∗f and v
∗
fd,
are independent of the arc under consideration.
F fdσiσi+1(vσiσi+1) = ωfcdσiσi+1
(
w1
vσiσi+1
+ w2 + w3fσiσi+1 + w4v
2
σiσi+1
)
+ ωfd
dσiσi+1
vσiσi+1
(6)
dF fdσiσi+1
dvσiσi+1
(v∗fd) = 0⇔ v∗fd =
( ωfd
ωfc
+ w1
2w4
)1/3
(7)
The two other problems considered in this work, EMVRP and FCVRP, do not take into
account time-window constraints and speed decisions. In practice, these problems can be seen
as CVRPs with green-oriented objective functions. The objective of the EMVRP is based on a
simplified emission model, which takes solely into account the distance and the load×distance
factor (Kara et al., 2007). It is expressed in Equation (8), where ω represents the weight of a
vehicle without cargo.
Zemvrp(R,v) =
∑
σ∈R
|σ|−1∑
i=1
dσiσi+1(ω + fσiσi+1) (8)
Finally, the FCVRP is based on a linear function of fuel consumption per distance, which
considers the vehicle’s no-load/curb weight, the load carried, and the fixed cost of the vehicle.
The objective is expressed in Equation (9), where h is the vehicle fixed cost, ρ∗ and ρ0 are the
fuel consumption rate of the vehicle without any load and fully loaded, respectively.
Zfcvrp(R,v) =
∑
σ∈R
h+ ωfc |σ|−1∑
i=1
(
dσiσi+1(ρ0 +
ρ∗ − ρ0
Q
fσiσi+1)
) (9)
Using the same values of Xiao et al. (2012), with h = 0, ωfc = 1, ρ
∗ = 2, and ρ0 = 1, the
objective can be reformulated as in Equation (10). It is noteworthy that, as in the case of
the EMVRP, the FCVRP involves a linear combination of the distance and the load×distance
factor.
Zfcvrp(R,v) =
∑
σ∈R
|σ|−1∑
i=1
dσiσi+1
(
1 +
1
Q
fσiσi+1
)
(10)
4 The proposed ILS-SP-SOA matheuristic
The proposed algorithm, called ILS-SP-SOA, combines an iterated local search with speed opti-
mization procedures and integer programming optimization over a set partitioning formulation.
As a blend of metaheuristic and exact procedures, this category of method is usually called
5
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matheuristic (Maniezzo et al., 2009).
In ILS-SP-SOA, the initial solution construction and local search, as well as three perturba-
tion procedures aim at minimizing the cost by considering routing decisions without changing
the speeds. This sub-problem can be seen as a VRPTW with the objective of Equation (4).
We demonstrate in Section 4.1 how local-search moves can be evaluated in O(1) time for this
setting. The search is complemented by a recursive speed-optimization procedure, described in
Section 4.3, which is applied on each local minimum of the “routing” local search. New speed
decisions are included in a dynamic speed matrix, which is in turn used in the subsequent
VRPTW sub-problems. Finally, the routes associated to local minimums are stored in a pool,
and used by an integer optimization procedure over a set partitioning formulation to generate
possible better solutions composed of a different recombination of routes. In this process, each
route may be associated to a different speed matrix, and thus this exact procedure adds an
additional level of integration between route and speed decisions.
The outline of ILS-SP-SOA is presented in Algorithm 1. The method performs nr restarts
(Lines 3-23) of a hybrid procedure combining ILS, SOA and SP. At each restart, the speed
matrix v is first initialized with the maximum speed, vij = vmax for all (i, j) ∈ A. A solution
S is obtained by applying local search and SOA on an initial solution (Line 8). This initial
solution is generated using the modified cheapest insertion heuristic of Penna et al. (2013),
considering the PRP objective and the time-window relaxation of Section 4.1. The speed of
arcs associated to S is then updated in the matrix v.
Algorithm 1 ILS-SP-SOA(nr, nils, nsp, npool, Tmip, seed)
1: Sbest-all ← ∅; f(Sbest-all)←∞; {Sbest-all is the overall best solution}
2: Pperm ← ∅; ir = 0; { Pperm is the pool of permanent routes in the SP}
3: while ir < nr do
4: ir ← ir + 1;
5: Sbest ← ∅; f(Sbest)←∞; {Sbest is the best solution of the restart phase}
6: Ptemp ← ∅; iils ← 0; { Pperm is the pool of temporary routes in the SP}
7: v← InitializeSpeedMatrix(vmax);
8: S ← SpeedOptimization(LocalSearch(GenInitSol(seed)));
9: v← UpdateSpeedMatrix(S);
10: while iils < nils do
11: iils ← iils + 1;
12: S ← SpeedOptimization(LocalSearch(Perturbation(Sbest, seed)));
13: v← updateSpeedMatrix(S);
14: Ptemp ← Ptemp ∪ (Feasible routes of S);
15: if f(S) < f(Sbest) then
16: Sbest ← S; iils ← 0;
17: if iils ≥ nils/2 then
18: v← ReinitializeSpeedMatrix(vmax, Sbest);
19: if (n ≤ nsp and ir = nr − 1) or n > nsp then
20: Sbest ← MIPSolver(Sbest, Ptemp, Pperm, nils, Tmip);
21: if f(Sbest) < f(Sbest-all) then
22: Sbest-all ← Sbest;
23: Pperm ← Pperm ∪ (Feasible routes of Sbest);
24: if number of consecutive restarts ≥ npool then
25: Ptemp ← ∅;
26: return Sbest-all
The ILS is then run until nils successive iterations of local search and perturbation are
reached without improvement. At each iteration (Lines 10-18) the local optimal solution is
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modified by one of the three perturbation mechanisms, selected at random with different prob-
abilities as described in Section 4.2. Time-window constraints are relaxed when performing a
perturbation move. This modified solution is possibly improved by applying local search and
SOA (Line 12), and the speed matrix is updated (Line 13). A temporary pool of routes is
updated during the ILS loop by adding routes associated to local optimal solutions (Line 14).
If the number of ILS iterations without improvement is equal to n, the perturbation Change
Speeds is applied, as explained later in Subsection 4.2. Finally, the speed matrix v is reini-
tialized when the number of ILS iterations without improvement is greater than nils/2. (Lines
17-18).
If the size of the instance is smaller than a given parameter nsp, then the SP method is
called only after the last restart phase; otherwise, it is called after every restart. The SP
method attempts to create a new solution from routes of a temporary pool of routes Ptemp
derived from local optimums of the local search, which is cleared after each npool restarts
(Lines 24-25), and from a permanent pool of routes Pperm which contains the routes associated
to the best solutions Sbest of each restart phase (Line 23). The SP problems are solved using
a Mixed Integer Programming (MIP) solver which calls the ILS scheme every time a new
incumbent solution is found (Line 20). This collaborative approach, described in Subramanian
et al. (2013), not only potentially speeds up the solver runtime, but also may contribute to
find better solutions than the best possible combination of routes in the pools. If this happens,
the pool Ptemp is also updated. The MIP solver is run several consecutive times until no
improvement is found over Sbest, and a time limit Tmip is imposed to each MIP execution to
avoid any unpredictable excessive CPU time. Finally, the algorithm returns the best solution
found among all restarts (Line 26).
4.1 Local Search with efficient move evaluation
The local search procedure is based on the Randomized Variable Neighborhood Descent (RVND)
of Subramanian et al. (2010). It relies on five inter-route neighborhoods, namely: Shift(1,0),
Shift(2,0), Swap(1,1), Swap(2,2), 2-opt∗ and five intra-route neighborhoods, namely: Rein-
sertion, Or-opt2, Or-opt3, Exchange and 2-opt. The neighborhood structures based on Shift
operators move one or more consecutive customers from a route to another one. Those based
on Swap consists of interchanging one or more customers from one route with one or more
customers from another. Reinsertion and Or-opt follow the idea of Shift, but involving cus-
tomers of a single route. Exchange is the intra-route version of Swap(1,1). Finally, 2-opt is the
classical Traveling Salesman Problem (TSP) intra-route operator, whereas 2-opt∗ is the inter-
route version of 2-opt. A detailed description of these neighborhoods, as well as the Auxiliary
Data Structures (ADSs) used to enhance the performance the local search can be found in
Subramanian (2012), Penna et al. (2013) and Vidal et al. (2013b).
A local search for the VRPTW may have difficulties to generate feasible solutions, possibly
compromising the convergence towards good solutions. To circumvent this issue, penalized
infeasible solutions w.r.t. time windows are considered, and the objective includes “time-warp”
penalties as in (Vidal et al., 2013b). To compute the cost of new routes generated by the
7
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local search in amortized constant time, other ADSs based on subsequences concatenation were
implemented. For any subsequence σ the algorithm stores and maintains:
• minimum duration T (σ),
• minimum time-warp use TW (σ),
• earliest E(σ) and latest visit L(σ) to the first vertex allowing a schedule with minimum
duration and minimum time-warp use,
• cumulated load Q(σ),
• distance D(σ),
• travel time TT (σ),
• load × distance QD(σ),
• and speed2 × distance SSD(σ).
For a subsequence σ¯ involving a single customer, i, these ADSs are computed as follows:
T (σ¯) = τi; TW (σ¯) = 0; E(σ¯) = ai; L(σ¯) = bi; Q(σ¯) = qi; D(σ¯) = 0; TT (σ¯) = 0; QD(σ¯) = 0;
SSD(σ¯) = 0. If the first node in the sequence is a depot, e.g., if σ¯ = 0, then E(σ¯) = L(σ¯) = 0.
This prevents a delayed departure. The following equations enable then to derive ADSs for
larger subsequences obtained by concatenation ⊕:
∆ = T (σ)− TW (σ) + δσ|σ|σ′1 (11)
∆WT = max{E(σ′)−∆− L(σ), 0} (12)
∆TW = max{E(σ) + ∆− L(σ′), 0} (13)
T (σ ⊕ σ′) = T (σ) + T (σ′) + δσ|σ|σ′1 + ∆WT (14)
TW (σ ⊕ σ′) = TW (σ) + TW (σ′) + ∆TW (15)
E(σ ⊕ σ′) = max{E(σ′)−∆, E(σ)} −∆WT (16)
L(σ ⊕ σ′) = min{L(σ′)−∆, L(σ)}+ ∆TW (17)
Q(σ ⊕ σ′) = Q(σ) +Q(σ′) (18)
D(σ ⊕ σ′) = D(σ) +D(σ′) + dσ|σ|σ′1 (19)
TT (σ ⊕ σ′) = TT (σ) + TT (σ′) + δσ|σ|σ′1 (20)
QD(σ ⊕ σ′) = QD(σ) +QD(σ′) +Q(σ′)(D(σ) + dσ|σ|σ′1) (21)
SSD(σ ⊕ σ′) = SSD(σ) + SSD(σ′) + v2σ|σ|σ′1dσ|σ|σ′1 (22)
The penalized cost of a route σ can be derived from these structures as shown in Equation (23)
where ωtw is the penalty for one unit of time warp.
Z(σ) = ωfc (w1TT (σ) + w2D(σ) + w3QD(σ) + w4SSD(σ))
+ ωfdT (σ) + ωtwTW (σ) (23)
4.2 Perturbation Mechanisms
The three mechanisms applied during the perturbation phase are described as follows.
• Shift to End — Shifts one customer from one route to the end of other route, randomly
with uniform distribution.
8
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• Merge routes — The two routes with the smallest accumulated load are merged if the
vehicle capacity is not exceeded in the process. Given two routes σ and σ′, the new
merged route will be σˆ = (0, σ2, . . . , σn−1, σ′2, . . . , σ
′
n−1, 0).
• Change Speeds — This perturbation modifies the speed matrix by changing the speeds
associated to arcs of one random route in the current best solution Sbest with one random
speed from the set {v∗f, v∗fd, vmax}, with uniform distribution.
During the perturbation phase, Shift to End and Merge routes are randomly selected with
different probabilities, 90% and 10%, respectively. Any perturbation leading to an infeasible
solution w.r.t. capacity constraints is undone and a new perturbation is attempted. Finally,
the additional Change Speeds perturbation is applied after n consecutive ILS iterations without
improvement, e.g., when iils = n.
4.3 Speed Optimization Algorithm
Speeds have a direct impact on customers’ arrival time, i.e., in meeting their time windows.
When routes are fixed, the PRP leads to a speed optimization problem which consists of finding
the optimal speeds for each arc while respecting customers’ time windows. This problem is
solved by a recursive algorithm (Algorithm 2). This method is an adaptation of the RSA
procedure of Norstad et al. (2011) and Hvattum et al. (2013), also considering drivers wages,
possible waiting times, and a non-fixed arrival time at the last customer.
Algorithm 2 is applied on the complete route, by setting s = 1 and e = |σ|. Let t′σi be the
time to start the service of customer σi. Early and late arrivals are not considered in the course
of the RSA procedure such that t′σ|σ| is also the arrival time at customer σi. The algorithm first
computes the arrival time t′σ|σ| at the last customer when traveling at speed v
∗
fd (minimizing
fuel consumption plus driver costs). If this time t′σ|σ| is greater or lower than the time windows
bounds, it is updated to the nearest bound (Line 6). Then, the necessary speed vref to arrive
at time t′σe is computed (Line 7), and the algorithm finds the customer σp with greatest time-
window violation when using this speed (Lines 10-13). If no violation is found, the solution is
returned. Otherwise, the arrival time t′σp is updated to the nearest time window bound (Line
15) and SOA is called recursively on two subproblems: from s to p (Line 16), and from p to
e (Line 17). Once times t′σi ,∀i = 1, . . . , |σ|, are computed, the associated speeds are revised
in such a way that any speed below the optimal speed v∗f which minimizes fuel consumption
is replaced by a speed v∗f and a waiting time (Lines 18-22). The final arrival dates ti at route
nodes are obtained (Line 22).
Algorithm 2 is illustrated in Figure 1 on a problem with eight stops. The horizontal axis
represents the time, while the vertical axis indicates sequence of customers from bottom to top.
The brackets correspond to the time windows and the dots denote the customers’ arrival times.
Round black dots are related to feasible arrival times; diamond gray dots indicate an early or
late arrival time; and square dots indicate the new times after correction. For simplicity, the
service times are assumed to be zero.
Figure 1a illustrates the arrival times at each customer when the vehicle travels with the
optimal speed (v∗fd) starting from σ1 = 0 at time t
′
σ1
= aσ1 . There are two violations and σ7
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Algorithm 2 Speed Optimization Algorithm — SOA
1: Procedure SOA(σ, s, e)
2: maxV iolation← 0
3: D ←∑e−1i=s dσi,σi+1
4: T ←∑e−1i=s τσi
5: if e = |σ| then
6: t′σe = min{max{aσe , t′σs +D/v∗fd + T}, bσe}
7: vref ← D/(t′σe − t′σs − T )
8: for i = s+ 1 . . . e do
9: t′σi = t
′
σi−1 + τσi−1 + dσi−1,σi/vref
10: violation = max{0, t′σi − bσi , aσi − t′σi}
11: if violation > maxV iolation then
12: maxV iolation = violation
13: p = i
14: if maxV iolation > 0 then
15: t′σp = min{max{aσp , t′σp}, bσp}
16: SOA(σ, s, p)
17: SOA(σ, p, e)
18: if s = 1 and e = |σ| then
19: tσ1 = 0
20: for i = 2 . . . |σ| do
21: vσi−1,σi = max{dσi−1,σi/(t′σi − t′σi−1 − τσi−1)), v∗f}
22: tσi = max{aσi−1 , tσi−1}+ τσi−1 + dσi−1,σi/vσi−1,σi
is the customer with the greatest violation (p = 7). The arrival time at σ7 is thus adjusted
to t′σ7 = bσ7 (Figure 1b) and two subproblems, P1 and P2, are solved, where P1 considers the
subsequence from σ1 until σ7, whereas P2 considers the subsequence from σ7 until σ|σ|. In P1,
the vref is computed to arrive at σ7 at time t
′
σ7
. A new violation is observed at customer σ4
(p = 4). This violation is corrected (Figure 1c) and two new subproblems, from σ1 to σ4 (P1.1),
and from σ4 to σ7 (P1.2) are solved. When solving P1.1 and P1.2, no violations are identified
(Figure 1c-1d), and thus the recursion is not applied further. This leads to a feasible solution to
P1. Subproblem P2 is solved using almost the same rationale of P1 (see Figure1e), except that
the customers’ arrival times are computed using the optimal speed v∗fd (see Line 6 of Algorithm
2). Again, no violation is found, thus completing the whole solution for the problem. At the
end, speeds are revised to insert waiting time whenever a speed v < v∗f is encountered (Lines
18-22) of Algorithm 2).
5 Computational Results
In this section we report the computational experiments for the three variants considered in
this work, but first we describe the benchmark instances used for evaluating the performance
of our algorithm.
5.1 Benchmark Instances
The first set of instances considered in this work (Set A) is the one from the PRPLIB, sug-
gested by Demir et al. (2012) and available at http://www.apollo.management.soton.ac.
uk/prplib.htm. This set consists of nine different groups, ranging from 10 to 200 customers,
each one containing 20 instances. For these instances, the same objective parameter values as
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Figure 1: Computing arrival times with SOA
in Demir et al. (2012) have been used, that is:
w1 = 1.01763908× 10−3
w2 = 5.33605218× 10−5
w3 = 8.40323178× 10−9
w4 = 1.41223439× 10−7
ωfc = 1.4£/l
ωfd = 2.22222222× 10−3£/s.
However, these instances have a large time windows width, such that it is possible to visit
many customers within their respective time windows when traveling at optimal speed as further
discussed in Section 5.2. In view of this, we created two additional sets of instances with tighter
time windows by modifiying those of the PRPLIB. The time horizon of these new sets is 32400.
The time-window width of each customer in Set B is randomly selected between the interval
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2000 and 5000 with uniform probability, whereas in Set C it is randomly selected between
2000 and 15000. Once the time windows width are defined, the time window lower bound is
randomly selected with uniform probability in the time interval Ii which allows to feasibly reach
the customer and return to the depot before the end of the time horizon. For a customer i, let
Wi be the chosen width, and let δ
min
0i = d0i/vmax and δ
min
i0 = di0/vmax be the minimum driving
time from and to the depot, respectively. Then,
Ii = [a0 + bδ0iminc, b0 − dδi0mine − τi −Wi]. (24)
For the FCVRP and the EMVRP, the well-known benchmark instances of Christofides et al.
(1979) and Golden et al. (1998) are used. As in Kara et al. (2007), we use ω = 0.15Q for the
EMVRP.
5.2 Method performance on the PRP
The proposed matheuristic algorithm was coded in C++ and executed on an Intel Core i7 3.40
GHz with 16 GB of RAM, running under Linux Mint 13. CPLEX 12.4 was used to solve the SP
problems. Only a single thread was used, and the algorithm was run 10 times for each instance
with different random seeds.
The following parameter values were adopted: nr = 20, nils = n+ 5m, nsp = 150, npool = 2,
Tmip = 360 s, and ωtw = 10
8. The first four parameter values directly follow from Subramanian
(2012) and Subramanian et al. (2013), whereas the latter is a large number to prevent infeasible
solutions due to late arrivals. A higher value of Tmip than Subramanian et al. (2013) is used, as
more time seems to be needed by the SP solver to produce improved solutions.
To investigate the interaction between the local search components, the SP solver, and the
speed optimization procedure, we performed further experiments with a static version called
ILS-SP-SOA-Stat. For a fair comparison, the CPU time limit for each instance has been set to
the average CPU time of the dynamic method for the corresponding instance. In ILS-SP-SOA-
Stat, v does not change during an iteration of the algorithm, i.e., the “UpdateSpeedMatrix”
function and the Change Speeds perturbation is not used in Algorithm (1). Hence, the task
of intelligently recombining routes with different speed distributions is exclusively operated by
the SP solver.
The performance of each method is reported in Table 1. Each line corresponds to averaged
results on a set of 20 instances. The columns report for each method and instance set the average
Gap(%) and CPU time. The Gap(%) for each instance is computed as 100(Z − Zbks)/Zbks,
where Z is the objective value of the solution and Zbks is the value of the Best Known Solution
(BKS) ever found. Detailed results on each problem instance are provided in B.
It appears that both versions of the proposed algorithm largely outperform the ALNS heuris-
tic of Demir et al. (2012) in terms of solution quality. The new methods also appear to be
significantly faster than ALNS, with a speed-up ranging from ×2 to ×50. Note that ALNS
experiments have been conducted on a different computing environment and a 3.00GHz CPU.
The speed difference between computers of the same generation remains moderate. It can be
observed that instances of Sets B and C require more CPU time for convergence, and solution
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improvements are found more continuously as the search progresses. This is due to tighter
time windows. The increased interplay between route and speed optimization leads to a longer
sequence of solution improvements, and thus a slower convergence. This aspect is further
developed in the next section.
Comparing the results obtained with the two versions of ILS-SP-SOA, the average solutions
obtained with the dynamic version are better than those from the static version in all sets
of instances but 200-B and 200-C. The dynamic version examines a wider diversity of speed
choices. For smaller instances – here up to 100 customers – this allows to converge towards
better solutions within the allowed termination criteria. For larger instances with tighter time
windows, the benefits of enhanced speed optimization and diversity seems to be counterbalanced
by a slower convergence, and the static method, more focused on intensification, may perform
marginally better. A longer termination criterion may thus benefit more to the dynamic version
that to the static version.
Table 1: Method performance on the PRP benchmark instances
Instance Average Gap (%) CPU Time (s)
Set ALNS∗ ILS-Dynamic ILS-Static ALNS∗ ILS-Dynamic ILS-Static
10-A 0.03 0.00 0.01 2.34 0.04 0.04
10-B – 0.01 0.11 – 0.04 0.04
10-C – 0.00 0.07 – 0.04 0.04
50-A 0.57 0.01 0.09 35.40 2.98 2.98
50-B – 0.10 0.12 – 5.26 5.26
50-C – 0.23 0.32 – 4.69 4.69
100-A 1.99 0.15 0.28 145.27 31.98 31.98
100-B – 0.16 0.26 – 91.99 91.99
100-C – 0.22 0.32 – 62.04 62.04
200-A 4.24 0.54 0.59 625.73 296.68 296.68
200-B – 0.67 0.63 – 1162.38 1162.38
200-C – 0.93 0.92 – 533.57 533.57
∗ 3 GHz CPU with 1 GB of RAM
5.3 Some insights on instance difficulty for the PRP
To better understand what makes a difficult PRP instance, and how these instances can be
better addressed, we further analyze instance characteristics and study how often the optimal
speeds are used in the best known solutions. As shown in the following, higher occurrences
of “exotic” speeds in the BKS, i.e., speeds that are neither v∗f nor v
∗
fd, seem to translate into
increased problem difficulty.
Figure 2 shows the percentage of the number of arcs in which the vehicle travels at a certain
speed in the BKS of each group of instances. Three speed categories are discerned: v∗f, v
∗
fd,
and other speeds vother. It can be seen that v
∗
fd appears to be used more often than the other
speeds in Set A, regardless of the size of the instance. As expected, v∗f tends to be used much
more often in Set B, which is the one with the tightest time windows. Finally, in Set C, where
the time windows are larger than those in Set B, v∗fd is the most common in the 10-customer
instances, but there is an equilibrium in the 50-, 100- and 200-customer instances between v∗f
and v∗fd.
Let %Dist be the percentage of the total distance in which the vehicles are traveling with
other speeds than v∗f and v
∗
fd in the BKS of a given instance. Figure 3 displays the average gaps
of ILS-SP-SOA-Dyn and ILS-SP-SOA-Stat on the 50-, 100- and 200-customer instances of Sets
13
A matheuristic approach for the Pollution-Routing Problem Kramer, R.; Subramanian, A.; Vidal, T.; Cabral, L.A.F.
0.00
10.00
20.00
30.00
40.00
50.00
60.00
70.00
80.00
90.00
100.00
A‐10 A‐50 A‐100 A‐200 B‐10 B‐50 B‐100 B‐200 C‐10 C‐50 C‐100 C‐200
%
 Ar
cs
 
Instance Category 
% v_fd % v_f % v_other
Figure 2: Percentage of arcs with in the BKSs
A, B and C and of ALNS (Demir et al., 2012; Demir, 2012) on the 50-, 100- and 200-customer
instances of Set A, relatively to the %Dist of the associated instance. As noticed earlier, the
Gap(%) obtained by the proposed methods are smaller than those of ALNS. It is also clearly
visible that the first set of instances (the only one on which ALNS are reported) required a
lower variety of speed values in the BKS. Finally, there is a tendency for larger gaps when
%Dist increases, which may reflect a higher problem difficulty. It should be noted that v∗f
and vother can only arise as a consequence of an active time-window constraint, otherwise v
∗
fd
would be used throughout all the route. Therefore, problems with the largest number of active
time-window constraints seem also more difficult.
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Figure 3: Gap (%) vs Percentage of distance units at other speeds than v∗f and v
∗
fd in the BKS
A similar analysis is performed in Figure 4 considering the CPU time of ILS-SP-SOA-Dyn,
and thus the convergence speed of the method. Overall, the CPU time needed to converge
towards a final solution tends to increase for problems with higher %Dist. This suggests that
the instance difficultly is correlated with the need of a variety of speeds in the solutions.
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Figure 4: Time (s) vs Percentage of distance units at other speeds than v∗f and v
∗
fd in the BKS
This analysis shows that, even if instances with large time-windows are reasonably well
solved by methods with separate phases such as the ALNS of Demir et al. (2012) or ILS-SP-
SOA-Stat, there is still a notable research effort to be done for more intricate problems, when
a larger diversity of speeds must be used to fulfill the time constraints. Because of the variety
of antagonist interplays between, speed, distance, and feasibility, more integrated methods
that consider jointly speed and route optimization within the neighborhoods are likely to be
necessary. ILS-SP-SOA-Dyn is already a first step in this direction, and has demonstrated
increased performance on some of the most difficult instances.
5.4 Results on other problems
Computational experiments have been conducted on two additional problems with environmen-
tal considerations, the FCVRP and EMVRP, in order to assess the performance of ILS-SP-SOA
on a wider variety of settings. As previously, a single thread was used and 10 executions were
performed for each instance. For a fair comparison with previous methods developed for the
FCVRP, we reduced the termination criterion by setting nr = 4, nils = n/5+5m and Tmip = 60
s. For the EMVRP we only changed the MIP solver time limit to Tmip = 60 s.
For the FCVRP, the results obtained by ILS-SP-SOA were compared with those of Xiao et al.
(2012), as can be observed in Table 2. The values highlighted only in boldface indicate that
the BKS found by our algorithm equaled the best one reported by Xiao et al. (2012), whereas
those in boldface and underline indicate that the BKS found by ILS-SP-SOA improved the one
presented by the same authors. To our knowledge, no results on the instances of Christofides
et al. (1979) were available for the EMVRP. Hence, Table 3 reports the gap between the average
solutions and the BKS found by ILS-SP-SOA.
These results show that ILS-SP-SOA consistently produces solutions of high quality on
these two problems. We observe that 22 new BKS solutions were found for the FCVRP, and
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Table 2: Results for the FCVRP instances
Avg. Sol. SMSAH Avg. Sol. ILS-SP-SOA BKS
Instance n Gap CPU Gap
Cost Dist.
(%)
Cost Dist. |R|
time (s) (%)
Cost |R|
C1 50 751.43 534.14 0.04 757.86 536.45 5.00 0.21 0.90 751.11 5
C2 75 1188.62 862.60 1.36 1182.28 864.86 10.00 1.04 0.82 1172.62 10
C3 100 1153.56 849.45 0.50 1151.00 852.61 8.00 1.81 0.28 1147.83 8
C4 150 1461.69 1066.11 1.04 1450.85 1064.72 12.00 5.39 0.29 1446.64 12
C5 199 1865.30 1348.88 1.55 1850.03 1349.46 17.00 13.30 0.72 1836.86 17
C6 50 – – – 1255.54 565.92 6.00 0.31 0.01 1255.39 6
C7 75 – – – 1988.58 927.08 11.00 1.67 0.08 1986.91 11
C8 100 – – – 2168.89 881.43 9.00 2.95 0.04 2168.01 9
C9 150 – – – 3052.07 1184.41 14.00 16.01 0.14 3047.77 14
C10 199 – – – 3909.95 1437.95 18.00 43.59 0.18 3902.99 18
C11 120 1516.42 1054.06 0.19 1543.64 1080.23 7.00 4.49 1.99 1513.481 –
C12 100 1175.59 827.98 0.13 1174.02 827.05 10.00 1.12 0.00 1174.02 10
C13 120 – – – 7984.38 1567.07 11.00 33.26 0.14 7973.52 11
C14 100 – – – 10213.40 868.68 11.00 1.71 0.00 10213.40 11
Avg 2.21 9.06 0.40
G1 240 7714.29 5706.19 0.70 7663.90 5862.75 10.00 50.21 0.04 7660.64 10
G2 320 11195.02 8490.24 0.39 11166.00 8501.47 10.00 200.13 0.13 11151.20 10
G3 400 14566.73 11097.24 0.58 14485.57 11092.66 10.00 365.81 0.02 14482.60 10
G4 480 18605.37 13848.72 2.18 18265.40 14132.20 12.00 389.43 0.31 18209.30 12
G5 200 8576.91 6471.57 0.18 8561.53 6460.98 5.00 21.89 0.00 8561.53 5
G6 280 11121.04 8431.39 0.42 11089.13 8599.16 8.00 68.62 0.13 11074.40 8
G7 360 13477.07 10249.70 0.63 13393.74 10242.70 9.00 238.36 0.01 13392.90 9
G8 440 16098.60 11888.02 3.92 15491.72 11875.90 11.00 599.50 0.00 15491.30 11
G9 255 858.34 612.79 2.47 845.08 609.82 14.00 36.97 0.89 837.63 14
G10 323 1090.85 777.10 2.43 1069.92 772.39 16.00 73.32 0.47 1064.97 16
G11 399 1360.20 971.48 2.87 1328.85 961.56 18.00 185.27 0.49 1322.31 18
G12 483 1661.07 1182.80 3.73 1612.76 1158.42 19.00 337.01 0.71 1601.35 19
G13 252 1269.37 904.67 2.70 1241.11 895.13 26.90 20.09 0.41 1236.03 27
G14 320 1604.83 1141.03 2.52 1573.20 1131.46 30.00 38.52 0.50 1565.44 30
G15 396 1987.76 1417.55 2.65 1943.26 1400.23 34.00 70.82 0.35 1936.45 34
G16 480 2408.72 1714.48 2.89 2352.11 1697.73 37.10 152.74 0.47 2341.08 37
G17 240 1033.88 725.33 1.56 1025.50 722.48 22.00 22.17 0.73 1018.02 22
G18 300 1469.97 1032.93 1.67 1454.61 1033.07 28.00 39.05 0.60 1445.88 28
G19 360 2014.26 1420.35 2.09 1987.13 1413.10 33.00 106.19 0.72 1972.97 33
G20 420 2699.29 1903.12 2.46 2660.40 1898.12 39.00 122.89 0.99 2634.42 39
Avg 1.95 156.95 0.40
1Result from Xiao et al. (2012)
the average gaps between the average solutions of ILS-SP-SOA and the BKSs is 0.16% for the
set of instances of Christofides et al. (1979) and 0.31% for the one of Golden et al. (1998). This
gap is much smaller than Xiao et al. (2012), which attained gaps of 2.20% and 1.95%. Note that
the seven instances that include service times and route duration constraints, namely C6-C10
and C13-C14 were not solved by Xiao et al. (2012). When comparing the solution cost between
each of the seven pair of instances, i.e, C1 and C6; C2 and C7; C3 and C8; C4 and C9; C5
and C10; C11 and C13; C12 and C14; where the first instance of the pair does not consider
service times and route duration constraints, while the second one does, it can be observed that
the solution costs increase dramatically when these characteristics are considered. Regarding
the CPU time, Xiao et al. (2012) only reported the mean of the average times, which was
approximately 78 s for the set of instances of Christofides et al. (1979) and 198 s for the one
of Golden et al. (1998). Our algorithm spent, on average, 9.06 s and 156.95 s, respectively, as
shown in Table 2. It should be pointed out that Xiao et al. (2012) ran their experiments on a
slower 1.6 GHz notebook.
For the EMVRP, and in contrast to the FCVRP, service times and route duration constraints
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Table 3: Results for the EMVRP instances
Avg. Sol. ILS-SP-SOA (10 runs) Best Sol. ILS-SP-SOA (10 runs)
Instance n CPU Gap CPU
Cost Dist. |R|
T(s) (%)
Cost Dist. |R|
T(s)
C1 50 46383.05 564.04 5.00 0.91 0.37 46210.35 564.75 5 0.97
C2 75 60575.76 885.88 10.00 3.71 0.02 60564.99 883.89 10 3.68
C3 100 83490.41 883.17 8.00 8.03 0.00 83490.41 883.17 8 8.76
C4 10 105869.55 1121.89 12.00 22.88 0.03 105842.20 1123.03 12 23.49
C5 199 135142.92 1441.77 17.00 48.14 0.01 135123.96 1454.19 17 42.99
C6 50 42403.25 604.90 6.00 1.33 0.00 42403.25 604.90 6 1.54
C7 75 61164.47 965.81 11.00 5.67 0.00 61164.47 965.81 11 5.89
C8 100 80247.16 944.25 9.00 14.00 0.00 80247.16 944.25 9 14.32
C9 150 105618.73 1235.21 14.00 95.29 0.32 105281.84 1235.05 14 71.35
C10 199 136390.40 1513.39 18.00 119.93 0.42 135819.48 1524.32 18 132.36
C11 120 123430.83 1098.82 7.00 27.81 0.07 123348.14 1100.81 7 26.45
C12 100 93521.30 859.54 10.00 5.80 0.00 93521.30 859.54 10 5.06
C13 120 128356.05 1603.45 11.00 76.65 0.01 128345.69 1602.06 11 111.48
C14 100 93827.15 922.69 11.00 10.68 0.00 93827.15 922.69 11 10.67
Avg. 31.49 0.09
G1 240 1451439.74 6000.85 10.00 281.01 0.00 1451439.72 6000.85 10 305.62
G2 320 2736274.33 8599.93 10.00 1288.77 0.01 2736086.81 8601.13 10 1228.78
G3 400 4527654.48 11189.40 10.00 2007.98 0.00 4527654.42 11189.40 10 2101.69
G4 480 6150983.46 14459.29 12.00 2395.43 0.08 6146280.48 14452.60 12 2430.96
G5 200 2742484.44 6536.42 5.00 100.62 0.00 2742484.44 6536.42 5 102.71
G6 280 3352707.87 8793.30 8.00 380.48 0.01 3352282.80 8794.36 8 404.98
G7 360 4205444.72 10336.80 9.00 1305.71 0.00 4205444.71 10336.80 9 1363.80
G8 440 4830980.29 11971.71 11.00 2397.67 0.04 4828825.54 11970.00 11 2819.51
G9 255 302320.91 707.76 14.00 162.71 0.06 302127.64 705.51 14 146.63
G10 323 384217.14 908.24 16.00 325.81 0.04 384069.09 917.59 16 347.21
G11 399 476933.10 1133.93 18.00 646.64 0.04 476743.98 1128.05 18 644.06
G12 483 579327.34 1327.30 19.00 1401.90 0.48 576582.81 1326.01 19 930.49
G13 252 448193.11 1007.59 27.00 89.00 0.07 447899.37 1004.09 27 81.55
G14 320 567382.89 1273.73 30.00 186.63 0.10 566803.22 1277.20 30 135.04
G15 396 700357.75 1596.06 34.00 394.35 0.11 699609.07 1596.33 34 460.52
G16 480 846679.46 1952.54 38.00 675.41 0.08 845985.34 1947.01 38 584.14
G17 240 80393.13 772.07 22.00 82.65 0.09 80319.35 768.26 22 77.46
G18 300 111393.13 1132.17 28.00 182.85 0.07 111317.98 1131.81 28 175.26
G19 360 151155.20 1559.64 33.00 319.42 0.21 150845.06 1557.55 33 312.78
G20 420 199052.22 2160.16 40.60 502.77 0.04 198976.65 2176.22 41 459.86
Avg. 756.39 0.08
do not have a dramatic impact in the solution cost when compared to the associated instances
that do not consider these characteristics. Overall, the gaps between the average solutions and
the BKS are small, more precisely 0.09% and 0.08%, on the instances of Christofides et al.
(1979) and Golden et al. (1998), respectively. When observing such a small variance for VRP
problems we can reasonably conjecture that the problem is fairly-well solved.
6 Concluding remarks
This paper dealt with the Pollution-Routing Problem (PRP), a “green”-oriented variant of the
Vehicle Routing Problem (VRP). In order to solve it, we proposed a matheuristic approach,
called ILS-SOA-SP, that effectively integrates Iterated Local Search (ILS) with a Set Partition-
ing (SP) procedure and a Speed Optimization Algorithm (SOA). This approach was also used
to solve two other environmental based VRPs, namely the Fuel Consumption Vehicle Rout-
ing Problem (FCVRP) and the Energy Minimizing Vehicle Routing Problem (EMVRP). The
results of extensive computational experiments demonstrate that ILS-SP-SOA is capable of
generating high-quality solutions in a very consistent manner, outperforming previous methods
from the literature.
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Two new sets of PRP instances were introduced, and our computational experiments show
that they are more challenging than the previous one available in the literature. We also showed
that the level of difficulty of an instance tends to increase when the vehicles are likely to travel
at speeds other than the optimal ones. In other words, good (or even feasible) routing solutions
are not easily obtained without using non-optimal speeds, and choosing the correct ones can
be a challenging task. The proposed method has the advantage to perform joint route and
speed optimization within several local search and integer programming components, and thus
performs much better on difficult instances than previously available algorithms.
As a promising line of research, we believe that further efforts are still necessary to incor-
porate speed decisions more tightly within the local search. This can be done, for example,
by developing larger neighborhood structures that are capable of exploring promising regions
of the solution space by considering different speeds during the local search. The exploration
of these combined neighborhoods is likely to be highly time-consuming, and thus very clever
move selection and move evaluation methods may need to be developed.
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A Fuel consumption model
The fuel consumption model used in the PRP formulation, given by Eq. (25), is based on the
comprehensive emissions model described by Barth et al. (2005), Scora e Barth (2006) and
Barth e Boriboonsomsin (2008). It is given by
Zij(vij) = λ(kNV + wγαijvij + γαijfijvij + βγv
3
ij)dij/vij, (25)
where λ = ξ/κψ and γ = 1/1000ηtfη are constants related to the fuel properties, β = 0, 5CdρA
and w are constants associated with the vehicle characteristics and αij is constant that depends
on the road characteristics and on the vehicle acceleration. More precisely, αij = τij +g sin θij +
gCr cos θij, where τij is the acceleration and θij is the road angle inclination. The meaning and
value of all parameters is given in Table 4.
Assuming that acceleration and road inclination are null, the fuel consumption can alterna-
tively be written as
Zij(vij) = (w1/vij + w2 + w3fij + w4v
2
ij)dij, (26)
where w1 = λkNV , w2 = λwγgCr, w3 = λγgCr and w4 = λβγ.
Table 4: Parameters used to solve the PRP
Notation Description
w Curb-weight (kg) 6350
ξ Fuel-to-air mass ratio 1
k Engine friction factor (kJ/rev/l) 0.2
N Engine speed (rev/s) 33
V Engine displacement (l) 5
g Gravitacional constant (m/s2) 9.81
Cd Coefficient of aerodynamic drag 0.7
ρ Air density (kg/m3) 1.2041
A Frontal surface area (m2) 3.912
Cr Coefficient of rolling resistence 0.01
ηtf Vehicle drive train efficiency 0.4
η Efficiency parameter for diesel engines 0.9
ωfc Fuel and CO2 emissions cost per liter (£) 1.4
ωfd Driver wage (£/s) 8/3600
κ Heating value of a typical diesel fuel (kJ/g) 44
ψ Conversion factor (g/s para l/s) 737
vmin Lower speed limit (m/s) 5.5 (or 20km/h)
vmax Upper speed limit (m/s) 25 (or 90km/h)
Source: (Demir et al., 2012)
B Results for the PRP
In the tables presented hereafter, Instance denotes the name of the instance, Cost indicates
the value of the objective function, |R| is the number of vehicles, CPU T(s) represents the
computing time in seconds, Gap(%) is the gap between the solution cost and CPLEX for the
10-customer instances or the best known solution obtained among all experiments for the other
instances, given in the column BKS. Note that the approximate optimal solutions for the 10-
customer instances were computed with the MIP formulation of Demir et al. (2012). It is
impractical to consider all possible speed values in the model, and thus a speed-discretization
was operated with 500 levels ranging from v∗f to v
∗
fd. This leads in general to very high-quality
upper bounds.
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Table 5: Results for the PRP 10-customer instances
ALNS Avg. ILS-SP-SOA-Dyn Avg. ILS-SP-SOA-Stat CPLEX
Instance CPU Gap CPU Gap CPU Gap
Cost |R|
T(s)∗ (%) Cost |R| T(s) (%) Cost |R| T(s) (%) Cost |R|
UK10 01 170.64 2 2.1 0.00 170.64 2.0 0.04 0.00 170.64 2.0 0.04 0.00 170.64 2
UK10 02 204.88 2 2.3 0.00 204.88 2.0 0.05 0.00 204.88 2.0 0.05 0.00 204.88 2
UK10 03 200.42 3 2.0 0.04 200.40 3.0 0.03 0.03 200.62 3.0 0.03 0.14 200.34 3
UK10 04 189.99 2 2.2 0.05 189.88 2.0 0.04 0.00 189.88 2.0 0.04 0.00 189.89 2
UK10 05 175.59 2 2.3 0.00 175.59 2.0 0.04 0.00 175.59 2.0 0.04 0.00 175.59 2
UK10 06 214.48 2 2.2 0.00 214.48 2.0 0.05 0.00 214.48 2.0 0.05 0.00 214.48 2
UK10 07 190.14 2 2.9 0.00 190.14 2.0 0.04 0.00 190.14 2.0 0.04 0.00 190.14 2
UK10 08 222.17 2 2.1 0.00 222.17 2.0 0.03 0.00 222.17 2.0 0.03 0.00 222.17 2
UK10 09 174.54 2 2.2 0.00 174.54 2.0 0.04 0.00 174.54 2.0 0.04 0.00 174.54 2
UK10 10 190.04 2 2.6 0.12 189.82 2.0 0.04 0.00 189.82 2.0 0.04 0.00 189.82 2
UK10 11 262.08 2 2.2 0.00 262.08 2.0 0.03 0.00 262.08 2.0 0.03 0.00 262.08 2
UK10 12 183.19 2 2.2 0.00 183.19 2.0 0.04 0.00 183.19 2.0 0.04 0.00 183.19 2
UK10 13 195.97 2 2.2 0.00 195.97 2.0 0.04 0.00 195.97 2.0 0.04 0.00 195.97 2
UK10 14 163.28 2 2.4 0.07 163.17 2.0 0.04 0.00 163.17 2.0 0.04 0.00 163.17 2
UK10 15 127.24 2 2.4 0.11 127.10 2.0 0.05 0.00 127.10 2.0 0.05 0.00 127.10 2
UK10 16 186.73 2 1.9 0.05 186.63 2.0 0.04 0.00 186.63 2.0 0.04 0.00 186.63 2
UK10 17 159.03 2 2.3 0.00 159.03 2.0 0.04 0.00 159.03 2.0 0.04 0.00 159.03 2
UK10 18 162.09 2 2.2 0.00 162.09 2.0 0.04 0.00 162.09 2.0 0.04 0.00 162.09 2
UK10 19 169.59 2 4.1 0.07 169.46 2.0 0.04 0.00 169.46 2.0 0.04 0.00 169.46 2
UK10 20 168.80 2 2.0 0.00 168.80 2.0 0.03 0.00 168.80 2.0 0.03 0.00 168.80 2
Avg. 2.34 0.03 0.04 0.00 0.04 0.01
UK10 01-B – – – – 246.45 2.0 0.05 0.00 246.45 2.0 0.05 0.00 246.45 2
UK10 02-B – – – – 303.73 2.0 0.05 0.00 303.73 2.0 0.05 0.00 303.73 2
UK10 03-B – – – – 301.89 3.0 0.04 0.00 301.89 3.0 0.04 0.00 301.89 3
UK10 04-B – – – – 273.90 2.0 0.04 0.00 273.90 2.0 0.04 0.00 273.91 2
UK10 05-B – – – – 255.07 2.0 0.06 0.00 255.07 2.0 0.06 0.00 255.08 2
UK10 06-B – – – – 332.34 3.0 0.04 0.00 332.34 3.0 0.04 0.00 332.34 3
UK10 07-B – – – – 314.64 3.0 0.04 0.00 314.64 3.0 0.04 0.00 314.64 3
UK10 08-B – – – – 339.36 2.0 0.06 0.00 339.36 2.0 0.06 0.00 339.37 2
UK10 09-B – – – – 261.10 2.0 0.04 0.00 261.10 2.0 0.04 0.00 261.10 2
UK10 10-B – – – – 285.20 2.0 0.04 0.00 285.20 2.0 0.04 0.00 285.20 2
UK10 11-B – – – – 409.39 3.0 0.04 0.20 410.66 3.0 0.04 0.52 408.55 3
UK10 12-B – – – – 251.65 2.0 0.05 0.00 252.18 2.0 0.05 0.21 251.65 2
UK10 13-B – – – – 274.07 3.0 0.05 0.00 274.07 3.0 0.05 0.00 274.08 3
UK10 14-B – – – – 267.92 2.0 0.04 0.00 267.92 2.0 0.04 0.00 267.92 2
UK10 15-B – – – – 197.50 2.0 0.06 0.00 197.50 2.0 0.06 0.00 197.50 2
UK10 16-B – – – – 245.76 2.0 0.03 0.00 245.76 2.0 0.03 0.00 245.76 2
UK10 17-B – – – – 283.83 2.0 0.04 0.00 283.83 2.0 0.04 0.00 283.83 2
UK10 18-B – – – – 241.53 2.0 0.05 0.00 245.00 2.0 0.05 1.44 241.53 2
UK10 19-B – – – – 330.38 3.0 0.04 0.00 330.38 3.0 0.04 0.00 330.38 3
UK10 20-B – – – – 208.06 2.0 0.04 0.00 208.06 2.0 0.04 0.00 208.06 2
Avg. – – 0.04 0.01 0.04 0.11
UK10 01-C – – – – 210.18 2.0 0.04 0.00 210.18 2.0 0.04 0.00 210.18 2
UK10 02-C – – – – 271.93 2.0 0.05 0.00 271.93 2.0 0.05 0.00 271.93 2
UK10 03-C – – – – 229.18 2.0 0.04 0.00 229.18 2.0 0.04 0.00 229.18 2
UK10 04-C – – – – 230.59 2.0 0.04 0.00 230.59 2.0 0.04 0.00 230.59 2
UK10 05-C – – – – 205.49 2.0 0.04 0.00 205.49 2.0 0.04 0.00 205.49 2
UK10 06-C – – – – 255.82 2.0 0.04 0.00 255.82 2.0 0.04 0.00 255.82 2
UK10 07-C – – – – 217.79 2.0 0.03 0.00 217.79 2.0 0.03 0.00 217.79 2
UK10 08-C – – – – 251.29 2.0 0.04 0.00 251.29 2.0 0.04 0.00 251.29 2
UK10 09-C – – – – 186.04 2.0 0.03 0.00 186.04 2.0 0.03 0.00 186.04 2
UK10 10-C – – – – 231.62 2.0 0.05 0.00 231.62 2.0 0.05 0.00 231.62 2
UK10 11-C – – – – 298.20 2.0 0.04 0.00 298.20 2.0 0.04 0.00 298.20 2
UK10 12-C – – – – 206.58 2.0 0.04 0.00 208.54 2.0 0.04 0.95 206.58 2
UK10 13-C – – – – 211.75 2.0 0.04 0.00 211.75 2.0 0.04 0.00 211.75 2
UK10 14-C – – – – 209.07 2.0 0.04 0.00 209.07 2.0 0.04 0.00 209.07 2
UK10 15-C – – – – 176.56 2.0 0.05 0.00 176.56 2.0 0.05 0.00 176.56 2
UK10 16-C – – – – 229.15 2.0 0.04 0.00 229.15 2.0 0.04 0.00 229.15 2
UK10 17-C – – – – 219.20 2.0 0.04 0.00 219.20 2.0 0.04 0.00 219.20 2
UK10 18-C – – – – 195.04 2.0 0.05 0.00 195.90 2.0 0.05 0.44 195.04 2
UK10 19-C – – – – 218.19 2.0 0.05 0.00 218.19 2.0 0.05 0.00 218.19 2
UK10 20-C – – – – 189.56 2.0 0.04 0.00 189.56 2.0 0.04 0.00 189.56 2
Avg. – – 0.04 0.00 0.04 0.07
∗ 3 GHz CPU with 1 GB of RAM
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Table 6: Results for the PRP 50-customer instances
ALNS Avg. ILS-SP-SOA-Dyn Avg. ILS-SP-SOA-Stat BKS
Instance CPU Gap CPU Gap CPU Gap
Cost |R|
T(s)∗ (%) Cost |R| T(s) (%) Cost |R| T(s) (%) Cost |R|
UK50 01 593.77 7 29.70 0.11 593.14 7.0 2.58 0.00 593.14 7.0 2.58 0.00 593.14 7
UK50 02 599.43 7 60.30 0.11 599.66 7.0 2.61 0.15 600.52 7.0 2.61 0.29 598.78 7
UK50 03 626.21 7 53.40 0.73 621.66 7.0 2.77 0.00 621.72 7.0 2.77 0.01 621.66 7
UK50 04 740.92 8 35.80 0.37 738.18 8.0 2.97 0.00 738.25 8.0 2.97 0.01 738.18 8
UK50 05 636.00 6 35.30 0.51 632.77 6.0 2.41 0.00 632.77 6.0 2.41 0.00 632.77 6
UK50 06 584.61 8 54.60 0.02 584.47 8.0 2.92 0.00 584.47 8.0 2.92 0.00 584.47 8
UK50 07 541.07 7 25.70 0.76 536.98 7.0 3.43 0.00 536.98 7.0 3.43 0.00 536.98 7
UK50 08 560.27 7 39.50 0.32 558.66 7.0 2.79 0.04 558.75 7.0 2.79 0.05 558.46 7
UK50 09 687.79 7 21.40 0.67 683.38 7.0 2.80 0.02 683.70 7.0 2.80 0.07 683.22 7
UK50 10 670.92 7 25.60 0.97 664.58 7.0 5.03 0.02 664.73 7.0 5.03 0.04 664.45 7
UK50 11 618.94 7 25.10 0.11 618.29 7.0 3.21 0.00 618.93 7.0 3.21 0.10 618.29 7
UK50 12 571.42 7 40.70 0.64 570.72 6.4 2.37 0.52 571.47 6.0 2.37 0.65 567.78 6
UK50 13 589.11 7 52.10 0.42 586.68 7.0 2.32 0.01 586.69 7.0 2.32 0.01 586.64 7
UK50 14 660.17 7 35.00 0.71 655.90 7.0 3.62 0.05 656.25 7.0 3.62 0.11 655.54 7
UK50 15 584.13 6 26.20 0.02 584.24 6.0 2.74 0.04 584.02 6.0 2.74 0.00 584.02 6
UK50 16 585.16 7 51.00 1.96 574.63 7.0 2.90 0.13 574.85 7.0 2.90 0.17 573.89 7
UK50 17 456.56 7 20.00 0.00 456.61 7.0 2.45 0.01 456.60 7.0 2.45 0.01 456.56 7
UK50 18 681.72 8 26.40 0.26 679.95 8.0 3.40 0.00 679.96 8.0 3.40 0.00 679.93 8
UK50 19 597.95 7 21.20 1.74 588.17 7.0 3.45 0.08 589.22 7.0 3.45 0.26 587.72 7
UK50 20 678.56 7 28.90 1.02 672.21 7.0 2.80 0.07 672.41 7.0 2.80 0.10 671.72 7
Avg. 35.40 0.57 2.98 0.06 2.98 0.09
UK50 01-B – – – – 882.73 7.0 4.94 0.00 883.24 7.0 4.94 0.06 882.73 7
UK50 02-B – – – – 866.88 7.0 5.11 0.12 865.82 7.0 5.11 0.00 865.82 7
UK50 03-B – – – – 857.74 7.0 4.91 0.06 857.59 7.0 4.91 0.04 857.26 7
UK50 04-B – – – – 993.27 8.0 5.90 0.00 993.41 8.0 5.90 0.02 993.25 8
UK50 05-B – – – – 877.56 7.0 5.16 0.00 877.61 7.0 5.16 0.01 877.56 7
UK50 06-B – – – – 831.33 8.0 5.54 0.23 831.25 8.0 5.54 0.22 829.41 8
UK50 07-B – – – – 747.87 7.0 4.41 0.00 747.87 7.0 4.41 0.00 747.87 7
UK50 08-B – – – – 806.21 7.0 7.81 0.00 806.21 7.0 7.81 0.00 806.21 7
UK50 09-B – – – – 923.82 7.0 5.87 0.04 925.40 7.0 5.87 0.21 923.48 7
UK50 10-B – – – – 895.81 7.4 5.34 0.90 895.86 7.5 5.34 0.90 887.83 7
UK50 11-B – – – – 878.13 7.0 6.11 0.16 877.86 7.0 6.11 0.13 876.71 7
UK50 12-B – – – – 780.27 6.5 5.12 0.25 783.12 6.7 5.12 0.62 778.29 6
UK50 13-B – – – – 802.43 7.0 3.92 0.00 803.01 7.0 3.92 0.07 802.43 7
UK50 14-B – – – – 943.68 7.0 5.27 0.03 943.46 7.0 5.27 0.01 943.39 7
UK50 15-B – – – – 814.68 7.0 3.78 0.03 814.41 7.0 3.78 0.00 814.41 7
UK50 16-B – – – – 781.63 7.0 6.44 0.00 781.63 7.0 6.44 0.00 781.63 7
UK50 17-B – – – – 707.17 7.0 4.07 0.15 706.65 7.0 4.07 0.07 706.14 7
UK50 18-B – – – – 907.73 8.0 4.08 0.00 907.73 8.0 4.08 0.00 907.73 8
UK50 19-B – – – – 807.68 7.0 5.81 0.00 807.71 7.0 5.81 0.01 807.66 7
UK50 20-B – – – – 909.44 7.0 5.63 0.00 909.54 7.0 5.63 0.01 909.44 7
Avg. – – 5.26 0.10 5.26 0.12
UK50 01-C – – – – 775.44 7.0 5.25 0.01 776.23 7.0 5.25 0.11 775.36 7
UK50 02-C – – – – 755.42 7.0 4.48 0.04 756.10 7.0 4.48 0.13 755.11 7
UK50 03-C – – – – 765.09 8.0 4.87 0.00 765.68 8.0 4.87 0.08 765.09 8
UK50 04-C – – – – 871.90 7.3 6.23 1.14 874.94 7.3 6.23 1.49 862.10 7
UK50 05-C – – – – 789.42 6.0 4.55 0.08 789.89 6.0 4.55 0.14 788.77 6
UK50 06-C – – – – 739.75 8.0 5.11 0.07 740.00 8.0 5.11 0.10 739.23 8
UK50 07-C – – – – 703.96 7.0 4.70 1.01 703.60 6.9 4.70 0.96 696.89 6
UK50 08-C – – – – 686.74 7.0 5.54 0.01 687.03 7.0 5.54 0.05 686.69 7
UK50 09-C – – – – 819.75 7.0 4.19 0.00 819.75 7.0 4.19 0.00 819.75 7
UK50 10-C – – – – 820.65 7.0 5.43 0.07 820.46 7.0 5.43 0.05 820.08 7
UK50 11-C – – – – 739.76 7.0 5.59 0.06 741.27 7.0 5.59 0.26 739.32 7
UK50 12-C – – – – 686.68 6.0 2.68 0.16 685.55 6.0 2.68 0.00 685.55 6
UK50 13-C – – – – 759.84 7.0 4.92 0.10 762.60 7.0 4.92 0.46 759.08 7
UK50 14-C – – – – 788.20 7.0 4.06 0.01 788.48 7.0 4.06 0.05 788.12 7
UK50 15-C – – – – 717.98 6.0 2.76 0.00 717.98 6.0 2.76 0.00 717.98 6
UK50 16-C – – – – 724.44 6.1 4.24 1.07 725.30 6.0 4.24 1.19 716.76 6
UK50 17-C – – – – 625.51 7.0 4.45 0.37 626.16 7.0 4.45 0.48 623.19 7
UK50 18-C – – – – 833.14 8.0 4.57 0.14 834.45 8.0 4.57 0.30 831.94 8
UK50 19-C – – – – 727.20 7.0 4.78 0.20 727.34 7.0 4.78 0.22 725.74 7
UK50 20-C – – – – 812.55 7.0 5.50 0.07 814.04 7.0 5.50 0.25 811.97 7
Avg. – – 4.69 0.23 4.69 0.32
∗ 3 GHz CPU with 1 GB of RAM
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Table 7: Results for the PRP 100-customer instances
ALNS Avg. ILS-SP-SOA-Dyn Avg. ILS-SP-SOA-Stat BKS
Instance CPU Gap CPU Gap CPU Gap
Cost |R|
T(s)∗ (%) Cost |R| T(s) (%) Cost |R| T(s) (%) Cost |R|
UK100 01 1240.79 14 92.10 2.62 1210.63 14.0 34.65 0.13 1211.34 14.0 34.65 0.18 1209.11 14
UK100 02 1168.17 13 98.20 1.86 1149.07 13.0 33.20 0.20 1148.79 13.0 33.20 0.17 1146.79 13
UK100 03 1092.73 13 207.90 1.30 1079.53 13.0 33.28 0.07 1080.11 13.0 33.28 0.13 1078.75 13
UK100 04 1106.48 14 149.70 2.90 1076.46 14.0 35.79 0.11 1077.42 14.0 35.79 0.20 1075.29 14
UK100 05 1043.41 14 159.00 1.41 1032.64 14.4 33.63 0.37 1036.51 14.4 33.63 0.74 1028.86 14
UK100 06 1213.61 14 133.80 1.70 1193.86 14.0 29.37 0.04 1195.60 14.0 29.37 0.19 1193.38 14
UK100 07 1060.08 12 102.60 1.44 1046.92 12.0 28.63 0.18 1047.66 12.0 28.63 0.25 1045.02 12
UK100 08 1106.78 13 209.50 1.55 1091.27 12.6 26.63 0.13 1092.70 12.6 26.63 0.26 1089.84 12
UK100 09 1015.46 13 154.00 2.74 989.66 13.0 30.47 0.13 991.18 13.0 30.47 0.28 988.41 13
UK100 10 1076.56 12 199.00 1.57 1061.42 12.0 29.73 0.14 1061.45 12.0 29.73 0.14 1059.95 12
UK100 11 1210.25 15 107.10 1.15 1198.08 14.0 36.26 0.13 1202.36 14.1 36.26 0.49 1196.50 14
UK100 12 1053.02 12 206.40 2.50 1028.95 12.0 31.91 0.15 1029.86 12.0 31.91 0.24 1027.38 12
UK100 13 1154.83 13 87.90 2.01 1132.72 13.0 27.46 0.06 1134.15 13.0 27.46 0.19 1132.03 13
UK100 14 1264.50 14 91.80 1.76 1242.68 14.0 31.45 0.00 1243.67 14.0 31.45 0.08 1242.68 14
UK100 15 1315.50 15 110.90 1.18 1302.19 15.0 36.24 0.16 1303.81 15.0 36.24 0.28 1300.13 15
UK100 16 1005.03 12 254.70 2.36 982.77 12.0 28.14 0.09 984.52 12.0 28.14 0.27 981.86 12
UK100 17 1284.81 15 152.80 2.12 1259.07 15.0 38.88 0.07 1259.27 15.0 38.88 0.09 1258.16 15
UK100 18 1106.00 13 92.60 3.04 1079.79 12.9 33.15 0.60 1081.40 12.9 33.15 0.75 1073.38 12
UK100 19 1044.71 13 91.00 2.83 1017.22 13.0 30.67 0.13 1018.71 13.0 30.67 0.27 1015.95 13
UK100 20 1263.06 14 204.40 1.86 1241.72 14.0 30.05 0.14 1244.41 14.0 30.05 0.36 1240.00 14
Avg. 145.27 1.99 31.98 0.15 31.98 0.28
UK100 01-B – – – – 1593.01 14.0 83.29 0.11 1594.84 14.0 83.29 0.23 1591.20 14
UK100 02-B – – – – 1602.66 13.0 96.50 0.19 1603.01 13.0 96.50 0.22 1599.56 13
UK100 03-B – – – – 1509.47 13.0 229.98 0.60 1506.67 13.0 229.98 0.42 1500.40 13
UK100 04-B – – – – 1472.97 14.0 117.36 0.03 1473.84 14.0 117.36 0.09 1472.49 14
UK100 05-B – – – – 1490.68 14.0 108.81 0.13 1493.42 14.2 108.81 0.32 1488.73 15
UK100 06-B – – – – 1648.66 14.0 56.75 0.18 1649.37 14.0 56.75 0.22 1645.77 14
UK100 07-B – – – – 1509.65 12.0 80.10 0.11 1510.73 12.0 80.10 0.18 1508.05 12
UK100 08-B – – – – 1468.61 12.0 110.27 0.14 1477.29 12.5 110.27 0.73 1466.62 12
UK100 09-B – – – – 1380.06 13.0 60.76 0.18 1380.30 13.0 60.76 0.19 1377.64 13
UK100 10-B – – – – 1479.30 12.0 73.18 0.14 1479.82 12.0 73.18 0.17 1477.25 12
UK100 11-B – – – – 1623.07 14.0 71.22 0.26 1630.02 14.0 71.22 0.68 1618.94 14
UK100 12-B – – – – 1362.53 12.0 91.03 0.03 1366.52 12.1 91.03 0.32 1362.14 12
UK100 13-B – – – – 1606.86 13.0 68.06 0.05 1606.47 13.0 68.06 0.03 1605.99 13
UK100 14-B – – – – 1690.26 14.0 76.47 0.00 1690.25 14.0 76.47 0.00 1690.25 14
UK100 15-B – – – – 1736.64 15.0 56.36 0.10 1735.18 15.0 56.36 0.01 1734.92 15
UK100 16-B – – – – 1382.00 12.0 78.23 0.07 1386.92 12.1 78.23 0.43 1381.03 13
UK100 17-B – – – – 1679.13 15.0 118.92 0.06 1678.78 15.0 118.92 0.04 1678.04 15
UK100 18-B – – – – 1505.79 12.7 128.55 0.68 1508.96 12.9 128.55 0.89 1495.60 13
UK100 19-B – – – – 1401.56 13.0 86.72 0.09 1401.65 13.0 86.72 0.10 1400.28 13
UK100 20-B – – – – 1629.51 14.0 47.20 0.04 1629.15 14.0 47.20 0.02 1628.89 14
Avg. – – 91.99 0.16 91.99 0.26
UK100 01-C – – – – 1489.40 14.0 49.58 0.21 1492.63 14.0 49.58 0.42 1486.34 14
UK100 02-C – – – – 1432.18 13.0 56.86 0.04 1432.84 13.0 56.86 0.09 1431.55 13
UK100 03-C – – – – 1325.41 13.0 65.95 0.20 1326.02 13.0 65.95 0.25 1322.73 13
UK100 04-C – – – – 1382.10 14.0 80.26 0.32 1382.50 14.0 80.26 0.35 1377.73 14
UK100 05-C – – – – 1308.92 14.0 55.27 0.22 1310.80 14.0 55.27 0.36 1306.04 14
UK100 06-C – – – – 1486.69 14.0 46.01 0.05 1487.86 14.0 46.01 0.13 1485.99 14
UK100 07-C – – – – 1333.24 12.0 74.42 0.12 1334.78 12.0 74.42 0.23 1331.67 12
UK100 08-C – – – – 1380.30 12.3 62.02 0.52 1380.89 12.0 62.02 0.56 1373.20 13
UK100 09-C – – – – 1275.09 12.9 52.63 0.33 1275.60 12.8 52.63 0.37 1270.84 13
UK100 10-C – – – – 1334.30 12.0 56.29 0.33 1335.22 12.0 56.29 0.40 1329.95 12
UK100 11-C – – – – 1499.15 14.0 44.47 0.00 1500.60 14.0 44.47 0.10 1499.15 14
UK100 12-C – – – – 1235.54 12.0 52.03 0.18 1237.53 12.0 52.03 0.34 1233.28 12
UK100 13-C – – – – 1443.88 13.0 56.31 0.09 1443.21 13.0 56.31 0.04 1442.65 13
UK100 14-C – – – – 1554.46 14.0 50.09 0.10 1555.29 14.0 50.09 0.16 1552.85 14
UK100 15-C – – – – 1626.99 15.0 64.80 0.08 1627.87 15.0 64.80 0.14 1625.66 15
UK100 16-C – – – – 1218.92 12.0 47.35 0.17 1219.92 12.0 47.35 0.25 1216.84 12
UK100 17-C – – – – 1558.93 15.0 109.41 0.35 1563.23 15.0 109.41 0.63 1553.50 15
UK100 18-C – – – – 1331.53 12.5 72.65 0.78 1336.22 12.7 72.65 1.14 1321.19 13
UK100 19-C – – – – 1274.31 13.0 83.30 0.11 1275.42 13.0 83.30 0.19 1272.96 13
UK100 20-C – – – – 1540.42 14.0 61.09 0.21 1540.99 14.0 61.09 0.25 1537.13 14
Avg. – – 62.04 0.22 62.04 0.32
∗ 3 GHz CPU with 1 GB of RAM
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Table 8: Results for the PRP 200-customer instances
ALNS Avg. ILS-SP-SOA-Dyn Avg. ILS-SP-SOA-Stat BKS
Instance CPU Gap CPU Gap CPU Gap
Cost |R|
T(s)∗ (%) Cost |R| T(s) (%) Cost |R| T(s) (%) Cost |R|
UK200 01 2111.70 28 724.40 4.86 2029.75 27.9 305.52 0.79 2034.00 27.8 305.52 1.00 2013.84 27
UK200 02 1988.64 24 1020.90 4.39 1917.08 24.0 297.58 0.63 1916.00 24.0 297.58 0.57 1905.08 24
UK200 03 2017.63 27 404.10 3.55 1956.62 27.0 275.43 0.42 1955.00 27.0 275.43 0.33 1948.50 27
UK200 04 1934.13 26 411.70 4.37 1865.68 26.1 312.24 0.68 1866.00 26.0 312.24 0.69 1853.16 26
UK200 05 2182.91 27 926.40 3.88 2108.80 27.0 288.20 0.36 2111.00 27.0 288.20 0.46 2101.34 27
UK200 06 1883.22 27 450.30 3.94 1817.77 27.0 291.23 0.33 1822.00 26.9 291.23 0.56 1811.85 27
UK200 07 2021.95 27 943.40 4.96 1939.79 27.0 303.20 0.69 1941.00 27.0 303.20 0.75 1926.47 27
UK200 08 2116.76 27 430.60 4.03 2043.37 27.0 294.33 0.43 2046.00 27.0 294.33 0.56 2034.68 27
UK200 09 1894.18 25 553.10 6.04 1793.64 25.1 271.33 0.41 1796.00 25.3 271.33 0.55 1786.24 25
UK200 10 2199.95 28 500.00 3.55 2134.94 27.1 273.15 0.49 2135.00 27.1 273.15 0.50 2124.44 27
UK200 11 1941.19 27 842.80 4.75 1861.65 27.0 292.80 0.46 1861.00 27.0 292.80 0.43 1853.12 27
UK200 12 2105.14 25 711.00 2.42 2067.11 25.0 254.49 0.57 2069.00 25.0 254.49 0.67 2055.32 25
UK200 13 2141.26 25 444.60 4.42 2064.18 25.1 304.74 0.66 2066.00 25.0 304.74 0.75 2050.70 25
UK200 14 2011.35 27 450.60 3.57 1950.56 27.0 297.60 0.44 1952.00 27.0 297.60 0.51 1942.10 27
UK200 15 2110.86 25 542.00 5.22 2018.80 25.7 288.89 0.63 2020.00 25.7 288.89 0.69 2006.21 25
UK200 16 2075.83 27 455.60 4.76 1991.29 27.0 276.39 0.49 1994.00 27.0 276.39 0.63 1981.57 27
UK200 17 2218.28 26 409.20 4.55 2126.25 26.0 332.38 0.21 2126.00 26.0 332.38 0.20 2121.77 26
UK200 18 2004.68 27 788.90 3.12 1961.48 27.0 316.89 0.90 1961.00 26.8 316.89 0.87 1944.03 26
UK200 19 1844.90 25 973.90 4.70 1770.10 25.0 306.28 0.45 1768.00 25.0 306.28 0.33 1762.14 25
UK200 20 2150.57 27 531.10 3.71 2089.33 26.2 350.92 0.75 2088.00 26.3 350.92 0.69 2073.68 26
Avg. 625.73 4.24 296.68 0.54 296.68 0.59
UK200 01-B – – – – 2744.22 27.8 1583.51 0.69 2742.42 28.0 1583.51 0.63 2725.35 28
UK200 02-B – – – – 2581.36 24.0 853.37 0.40 2585.83 24.0 853.37 0.58 2570.95 25
UK200 03-B – – – – 2764.51 27.0 1344.78 0.57 2764.05 27.0 1344.78 0.55 2748.82 28
UK200 04-B – – – – 2602.43 26.0 1066.47 0.95 2603.11 26.0 1066.47 0.97 2578.03 26
UK200 05-B – – – – 2820.23 26.9 1079.18 0.74 2819.43 26.8 1079.18 0.71 2799.43 27
UK200 06-B – – – – 2584.88 26.1 1188.31 0.71 2582.40 26.1 1188.31 0.61 2566.74 27
UK200 07-B – – – – 2668.12 27.0 1260.38 0.64 2666.86 27.0 1260.38 0.60 2651.03 27
UK200 08-B – – – – 2774.81 27.0 1882.30 0.74 2779.02 27.0 1882.30 0.89 2754.46 27
UK200 09-B – – – – 2506.86 25.0 812.10 0.76 2501.42 25.0 812.10 0.54 2488.01 25
UK200 10-B – – – – 2895.74 27.1 774.30 0.43 2895.69 27.0 774.30 0.42 2883.48 28
UK200 11-B – – – – 2609.10 27.0 824.49 1.09 2602.88 27.0 824.49 0.85 2580.95 27
UK200 12-B – – – – 2768.39 25.0 1494.45 0.54 2765.16 25.0 1494.45 0.43 2753.44 25
UK200 13-B – – – – 2747.43 25.0 1033.02 0.66 2743.10 25.0 1033.02 0.50 2729.44 26
UK200 14-B – – – – 2695.51 27.0 606.18 0.48 2697.47 27.0 606.18 0.55 2682.63 27
UK200 15-B – – – – 2788.26 25.3 1228.65 0.82 2791.44 25.6 1228.65 0.93 2765.68 26
UK200 16-B – – – – 2745.83 27.0 1285.35 0.82 2746.78 27.0 1285.35 0.85 2723.54 27
UK200 17-B – – – – 2825.82 26.0 1329.93 0.38 2823.86 26.0 1329.93 0.31 2815.16 26
UK200 18-B – – – – 2733.79 26.6 961.21 0.93 2732.07 26.3 961.21 0.87 2708.62 27
UK200 19-B – – – – 2456.58 25.0 1083.72 0.43 2451.46 25.0 1083.72 0.22 2446.17 25
UK200 20-B – – – – 2825.74 26.0 1555.97 0.70 2819.87 26.0 1555.97 0.49 2806.02 27
Avg. – – 1162.38 0.67 1162.38 0.63
UK200 01-C – – – – 2563.48 27.3 626.96 0.87 2566.65 27.6 626.96 1.00 2541.36 28
UK200 02-C – – – – 2427.91 24.0 498.31 0.82 2430.31 24.0 498.31 0.92 2408.27 24
UK200 03-C – – – – 2506.35 27.0 360.02 0.73 2506.63 27.0 360.02 0.74 2488.24 27
UK200 04-C – – – – 2402.22 26.0 446.52 1.39 2396.98 26.0 446.52 1.17 2369.21 26
UK200 05-C – – – – 2603.07 27.0 549.66 1.13 2601.74 27.0 549.66 1.08 2573.91 27
UK200 06-C – – – – 2350.51 26.0 589.35 0.87 2350.39 26.1 589.35 0.86 2330.26 27
UK200 07-C – – – – 2461.99 27.0 637.76 0.89 2464.48 27.0 637.76 0.99 2440.32 27
UK200 08-C – – – – 2514.24 27.0 748.53 0.81 2513.47 27.0 748.53 0.78 2493.97 27
UK200 09-C – – – – 2321.51 25.0 448.07 1.00 2321.77 25.0 448.07 1.01 2298.45 25
UK200 10-C – – – – 2591.84 27.0 406.03 0.67 2591.10 27.0 406.03 0.64 2574.70 27
UK200 11-C – – – – 2409.41 27.0 469.44 0.77 2412.57 27.0 469.44 0.91 2390.89 27
UK200 12-C – – – – 2556.28 25.0 521.46 0.49 2556.63 25.0 521.46 0.51 2543.77 25
UK200 13-C – – – – 2517.62 25.0 685.04 1.09 2513.41 25.0 685.04 0.92 2490.52 26
UK200 14-C – – – – 2495.24 27.0 447.67 0.90 2492.50 27.0 447.67 0.79 2472.98 27
UK200 15-C – – – – 2541.33 25.2 707.91 1.20 2540.70 25.4 707.91 1.17 2511.23 26
UK200 16-C – – – – 2530.32 27.0 473.10 1.25 2529.27 27.0 473.10 1.21 2499.09 27
UK200 17-C – – – – 2597.37 26.0 416.65 0.68 2600.91 26.0 416.65 0.82 2579.84 26
UK200 18-C – – – – 2460.29 26.4 641.90 1.34 2459.66 26.5 641.90 1.31 2427.76 27
UK200 19-C – – – – 2275.02 25.0 443.44 0.84 2275.04 25.0 443.44 0.84 2255.98 25
UK200 20-C – – – – 2551.52 26.0 553.67 0.84 2549.18 26.0 553.67 0.75 2530.16 26
Avg. – – 533.57 0.93 533.57 0.92
∗ 3 GHz CPU with 1 GB of RAM
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