When an investlgator records an observation by nature according to a certain stochastic model the recorded observation will not have the original distribution unless everJ observation is given an equal chance of being recorded. A number of papers have appeared during the last ten years implicitly using the concepts of weighted and size-biased sampling distributions.
Introduction
When an investigator records an observation by nature according to a certain stochastic model, the recorded observation will not have the original distribution unless evesy observation is given an equal chance of being recorded. For example, suppose that the original observation X has f(x) as the pdf (which may be probability when X is discrete and probability density when X is continuous), and that the probability of recording the observation x is O < w(x) < 1, then the pdf of XW, the recorded observation is 180 BIOMETRICS, JUNE 1978 where co is the normalizing factor obtained to make the total probability equal to unity. Thus co may be referred to as the visibility factor. Note that fLt' = f if and only if w(x) is a constant. Rao (1965) introduced distributions of the type (1.1) with an arbitrary nonnegative weight function w(x) which may exceed unity and gave practical examples where wtx) = x or xa are appropriate. He called distributions with arbitrary w(x) weighted distributions. In this paper we use this definition of a weighted distribution with arbitrary w(x), of which ( 1. 1 ) is a special case. The weighted distribution with w(x) = x is also called a sized biased distribu tion. We shall show in Section 2 of this paper how the weight w(x) = x occurs in a natural way in many sampling problems.
A number of papers have appeared during the last ten years implicitly using the concepts of weighted and size-biased sampling distributions, the results of which are briefly surveyed (with relevant references) in a recent paper by the authors (Patil and Rao 1977) . A study of size-biased sampling and related form-invariant weighted distributions was made by Patil and Ord (1975) .
In this paper, we examine some general models leading to weighted distributions with weight functions not necessarily bounded by unity. The results are applied to the analysis of data relating to human populations and wildlife management. which is a weighted distribution of X with the weight w(x) not necessarily bounded by unity. Further w(x), in such a situation, may involve the unknown parameters of p3(X). Thus, for the observed value xtv the appropriate pdf is the weighted pdf (2.2). In practice P1(.Y) is completely known and g(y) is chosen to maximize the efficiency of inference on the unknown parameters of interest in p3(X). which is a weighted distribution with w(x) = c(x 1 x), where c(x: x) = e(Z = x: X --x), the conditional probability that an observation x remains unchanged. Examples of such distributions are considered by Rao (1965) and Rao and Rubin (1964) . A truncated distribution is a special case of (2.5), where c(x 1 x) takes the value zero in a certain region of the sample space of X and unity in the complement.
General Models Leading to Weighted Distributions

Probability Sampling in Sample Surveys
WEIGHTED DISTRIBUTIONS AND APPLICATIONS
Visibility bias
Let us consider a discrete random variable X with pdf f(x). For instance, X may be the number of individuals in a group or a colony in which case f(x) is the probability that a group consists of x individuals. Let us suppose that a group gets recorded only when at least one of the individuals in the group is sighted and each individual has an independent chance d of being sighted. Then the probability that an observed group has x individuals is . If we wish to study the distribution of the number X of albino children (or children with a rare anomaly) in families with proneness to produce such children, a convenient sampling method is first to discover an albino child and through it obtain the albino count xtv of the family to which it belongs. If the probability of detecting an albino is , then the probability that a family with x albinos gets recorded is w(x) = 1 -(1 -IS)X, assuming the usual independence of Bernoulli trials. In such a case xw has a weighted binomial distribution with the weight function as defined above.
Example 2 (Cook and Martin 1974) . In aerial census data collected for estimating wildlife population density, visibility bias is generally present because of the failure to observe some animals. Suppose that the animals are found in groups and group count X had pdf f(x) and the probability of sighting an animal is d. Conditional on observing at least one animal in a group, a complete count is made of the group and the number of animals is recorded. If the sampling process is such that each animal has an independent chance d of being sighted, then the selection probability is w(x) = 1 -(1 -d)X. The observed group count XLt' has thepdf w(x )f(x )/E(w(X)).
In both these examples, the parameter d may be small, in which case the weight function w(x) = x would be appropriate. The exact treatment of quadrat sampling for animal populations for given d is given in Section S of this paper. 11) It is seen that in (2.1 1), the weight w(i) can be arbitrarily subject to the condition that a chance mechanism exists for drawing a sample from the finite set (x1, , XN) giving a chance proportional to w(xi ) for xi Consider, for instance, the problem of estimating the probability that a child inherits a certain defect. For this purpose we may obtain the list of children referred to a clinic and record the number of defective and non-defective children in each of the distinct families to which they belong. In such a method of sampling, the chance that a family with r defective children is brought to record is proportional to r, if the children referred to the clinic can be considered as a random sample of all defective children in the population under study.
Two-Stage
A similar result holds in the case of a continuous rv X with pdf f(x) when we subsample from an original large sample (say of size N), giving a chance proportional to w(x) to observation x in the original sample. In such a case as N , the subsample of fixed size n may be considered as a random sample on a rv XU' with the pdf w(x) f(x)/E(w(X)) (2.12)
Examples of such sampling arise if we want to determine particle size distribution by choosing a sample of particles hit by random points selected in the space enclosing the particles.
Examples
It (43) from the data for each city (see Table 2 ). The chi-square values are small, indicclting the plausibility of the hypothesis. A more detailed test of the hypothesis, i.e. the validity of the model (4.1), was carried out by computing chi-square values for each family size withill each city. The chi-square values were again small. * It is interesting to note that Tokyo has the smallest family size (number of children). Among the Indian cities Poona has a smaller value, and it would be of interest to investigate this phenomenon. Note It has not been possible to ascertain the actual family sizes in the populations of different cities quoted in Table 2 except in the cases of Indian cities. In these cases the figures were close to 6, as predicted. The estimate 6 of b is computed for each city and given in Table 2 . It is seen that the observed average (B + S)/k is larger than the estimated value in each case. Sincep(b | t) given in (4.5) is independent of 6, we observe that under the assumed model, t is sufficient for b. If the form of p(t) is known, we may use the likelihood function is the visibility factor (the probability of recording a group). 
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