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An upper limit to distillable entanglement between two disconnected regions of massless noninteracting
scalar field theory has an exponential decay defined by a geometric decay constant. When regulated at short
distances with a spatial lattice, this entanglement abruptly vanishes beyond a dimensionless separation,
defining a negativity sphere. In two spatial dimensions, we determine this geometric decay constant
between a pair of disks and the growth of the negativity sphere toward the continuum through a series of
lattice calculations. Making the connection to quantum field theories in three-spatial dimensions, assuming
such quantum information scales appear also in quantum chromodynamics (QCD), a new relative scale
may be present in effective field theories describing the low-energy dynamics of nucleons and nuclei. We
highlight potential impacts of the distillable entanglement structure on effective field theories, lattice QCD
calculations and future quantum simulations.
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I. INTRODUCTION
It is well known that the vacuum state of quantum fields
exhibits entanglement between spatially separated regions
[1–5]. Techniques for extracting this entanglement to
auxiliary quantum systems through harvesting and sub-
sequent distillation have been developed for a variety of
relativistic fields, in some instances employing accelerating
observers to causally disconnect the entanglement detectors
[6–10]. This fundamental property of nature may prove
useful in the distribution of entangled pairs through local
interaction with a background field for quantum commu-
nications, sensing, or metrology as well as in providing new
perspectives on the structure of spacetime [11–16].
Recent progress in quantum information has inspired
increased consideration of entanglement in high-energy
physics and nuclear physics processes. There have been a
number of earlier studies examining the role of entanglement
in dynamical processes related to high-energy quantum
chromodynamics (QCD), such as fragmentation [17–19],
heavy-ion collisions [20–23], deep inelastic scattering
[24,25] and even suggestive hints extracted from experi-
mental data [26]. Further, some exciting results have
recently been obtained connecting entanglement to emer-
gent symmetries of QCD [27,28] and to the structure of
nuclei [29–31].
In this work, we calculate the geometric constant
determining the exponential component of the decay of
negativity in the two-dimensional noninteracting massless
scalar field vacuum. We further explore the structure of
entanglement in the lattice-regulated field to inform the
design of quantum and classical calculations of quantum
coherent observables.
The choice of scalar field is inspired by its simplicity,
ubiquity, unique status of having a thoroughly examined
qubit digitization [32–36], and having been proven to be
BQP (bounded-error quantum polynomial time) complete
[37]. The latter of these motivating factors indicates that
any efficient quantum calculation, of fields or otherwise,
can be transformed with polynomial resources to a scatter-
ing process of the interacting scalar field through the
manipulation of classical external sources. As such,
the entanglement structures found in the dynamical inter-
acting scalar field are expected to be sufficient for the
hardware implementation of efficient quantum computa-
tions. Perhaps surprisingly considering the naïve simplicity
of the massless scalar field, an analytic calculation through
conformal field theory of the entanglement structure
between disjoint subregions even within one spatial dimen-
sion remains elusive, complicated in part by its spectro-
scopic nature with respect to field correlators. However,
progress has developed through formidable analytic and
high-precision numerical investigations of the entangle-
ment structure of the scalar field both in the continuum and
using a spatial lattice (harmonic chains) [38–50].
In the following, numerical results in the two-dimensional
scalar field will be used to motivate discussions related
to lattice quantum chromodynamics (LQCD) calculations
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[51–55] and low-energy effective field theories (EFTs)
describing nuclear forces and other confining strongly
interacting theories. Additional calculations in three dimen-
sions are required to make quantitative predictions for
previously unknown nonperturbative systematic errors in
LQCD calculations, e.g., Refs. [56–59], and for potential
impacts in nuclear EFTs, e.g., Refs. [60–64].
In order to quantify entanglement, the logarithmic neg-
ativity [65–68] between spatially separated regions of the
field is calculated. The negativity—the sum of negative
eigenvalues in the partially transposed reduced density
matrix—quantifies violation of the parity symmetry in
conjugate momentum space that would otherwise be exact
in a tensor product state [68]. By quantifying the violation of
a symmetry that would be exact for unentangled states, the
negativity quantifies a deviation from separability. As a
necessary but insufficient separability criterion, the nega-
tivity does not capture all quantum correlations [69], though
it does provide an upper bound1 to the distillable entangle-
ment [67,72].
It has previously been observed that the negativity
between individual oscillators of the latticized position-space
scalar field vanish beyond nearest neighbor [39–42,44,
46–50,73]. This phenomenon is analogous to entanglement
sudden death or early-stage disentanglement observed in
the presence of quantum noise [74–77], where tracing of the
scalar lattice external to the regions of interest provides the
mechanism of decoherence. While the individual field
operators ϕ̂ and π̂ do not produce entanglement at long
distances, individual creation and annihilation operators for
position-space oscillators are sensitive to entanglement at
long distances. The translation between these two bases
involves a smearing in the field conjugate momentum space
and points to the importance of such systematic delocaliza-
tion for reproducing infrared entanglement properties
through a lattice regularization. Naturally, higher resolution
of physically separated field regions through a smaller lattice
spacing improves agreement with continuum symmetries
[78]. Though expected to systematically remove artifacts
associated with finite lattice spacing, it is here found that
finite negativity spheres are not perturbatively removed or
expanded through Symanzik improvement [79] of the lattice
dispersion relation. Supporting entangled regions of a
latticized field demands a minimum information complexity
of the field representation in the regions of interest, with a
lattice spacing threshold only below which negativity
spheres of sufficient size and accuracy are supported.
Consider circular regions of a 2D massless scalar field
discretized onto a lattice (see Fig. 1). In the following, the
negativity between the field degrees of freedom within such
regions with increased spatial separation is quantified.
As conformal theories are without an intrinsic length scale,
allowing calculations to be organized by relative dimen-
sions in the continuum, all separations can be expressed in
units of the region diameters, e.g., r̃=d. The tilde will be
used to indicate a measurement of separation between the
region surfaces rather than the distance between region
centers. The choice of region diameter as a reference scale
allows for a natural transition when considering the nucleon
radius to set the scale for the field regions of interest in
calculations of QCD. At finite lattice spacing, the con-
tinuum limit can be approached in an arbitrary number of
ways. Two different pixelations of the regions are shown in
Fig. 1. The method labeled “N” begins with a central scalar
field site and incorporates all sites within a specified integer
radial distance. Organizing these sites into groups by the
magnitude of their vector of center displacement integers,
jnj2 [80], the N boundary is defined with an integer
truncation of jnj. The method labeled “S” incorporates
additional jnj2 shells, truncating jnj at the next half integer.
While the S boundary approaches the continuum more
rapidly, the independent perspectives provided by these two
trajectories toward the continuum are found to be a valuable
quantifier of systematic uncertainties. Calculating the
negativity between these field regions determines a funda-
mental property of the field, the distillable entanglement
present within the vacuum. A further application of this
information to the operational feasibility of harvesting the
present entanglement requires defining a detector structure
and coupling to the studied field regions.
For a free noninteracting scalar field, all observables are
expressible in terms of two-point vacuumexpectationvalues
of the field, ϕ̂, and conjugate momentum, π̂, operators. In a
finite volume with spatial extent L in each direction and a

















where α ¼ 1 for χ̂ ¼ π̂, α ¼ −1 for χ̂ ¼ ϕ̂, and r is a vector
of integers. The discrete vector sum over momentummodes
FIG. 1. Two choices of pixelation producing circular regions in
the continuum.
1As an upper bound, the exponentially decaying negativity
calculated in the continuum massless scalar field does not
preclude the possibility that the distillable entanglement of the
field is zero. Calculations harvesting entanglement from the
scalar field suggest this is not the case [10,70,71].
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incorporates each spatial component taking values in the set
piϵ 2πL ZL with ZL a bounded set of integers between 0 and
(L − 1). While it is possible to calculate entanglement
properties between two separated regions through
analytic Gaussian integration of the field outside the
regions to generate a reduced density operator [38,73], it
is advantageous to instead use expectation values in the
thermodynamic limit, L → ∞, and properties of the sym-
plectic spectrum to represent the calculation of entangle-
ment with only propagators within and between the two
regions [42,81]. Because the partial trace of a Gaussian
state is implemented in the symplectic formalism
as extracting diagonal covariance submatrices associated
with the regions of interest, this choice allows efficient
region isolation by eliminating intermediate computational
steps requiring representation of the full lattice volume. In









where the λi are eigenvalues of the matrix product GHΓ
with Gxy ¼ hϕ̂ðxÞϕ̂ðyÞi, Hxy ¼ hπ̂ðxÞπ̂ðyÞi, and Γ indi-
cates the partial transposition of H. The coordinates
comprising the basis of Gxy and Hxy are all sites within
the two regions, requiring calculation of all two-point
functions both within and between the regions of interest.
Though not Hermitian, the product GHΓ enjoys real
eigenvalues associated with the symmetric positive defi-
niteness of G and HΓ. For interacting theories, in which
higher-body correlation functions carry distinct informa-
tion, this Gaussian approximation calculated from propa-
gators alone is expected to provide a lower bound on the
logarithmic negativity of the field [82]. For this continuous
variable system, the partial transposition of H can be
implemented with a reflection in conjugate momentum
space of the second region [68], πðxÞ → −πðxÞ if x is the
coordinate of a site within the second region. In practice,
this partial transposition negates matrix elements of H in
the off-diagonal subblocks of propagators connecting
the two regions. In the infinite volume limit (and continu-
ous momentum within the first Brillouin zone) of two-
dimensional space, the two-point correlation functions
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where 3F̃2 is the regularized hypergeometric function.
2
No infrared regulation is required in two dimensions,
allowing the mass to be set to zero.3 In this formulation,
with oscillatory integrands of increasing frequency and
exponentially decreasing eigenvalues of the product GHΓ
in the separation, along with increasing dimensionality
of G and H in the lattice spacing, the calculation of the
negativity exhibits a sign problem. As such, high precision
is required (typically quadruple precision or greater) for
evaluations of the G, H integrals and the following
eigenvalue determination, limiting the granularity of
achievable region pixelations.
While the point-to-point propagators can be used directly
as a basis for G and H, it is convenient to form combi-
nations that reflect the underlying symmetry of the pixe-
lated regions: (i) the reflection symmetry in the plane along
their separation axes and (ii) the perpendicular reflection
plane at the midpoint of their separation. This leads to a
block diagonalization of GHΓ into the symmetry sectors of
the parity operators (which remain dense matrices). The
negativity is dominated (by orders of magnitude at modest
separation) by the lowest eigenvalue in the sector of ðþ;−Þ
FIG. 2. Left: the ground-state wave function of the operator product GHΓ isolated to circular regions of dlat ¼ 13 lattice sites across
with the N-type boundary shown in Fig. 1. Right: the ground-state wave function of one isolated region calculated with r̃ ¼ 100,
a separation beyond the negativity sphere, r̃N . Depicted numerical values can be found in Tables I and II of the Appendix.
2Note that a closed form expression exists for these two-point
correlation functions.
3Massive theories will exhibit additional exponential suppres-
sion of the negativity controlled by the mass of the lightest
particle. The massless limit has been chosen to isolate the purely
geometric contribution.
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parity for reflection planes (1, 2) described above. The
wave function of this ground state of the product GHΓ is
shown in the left panel in Fig. 2 for configuration
dlat ¼ r̃ ¼ 13. At a separation equal to one region diameter,
this configuration is within the negativity sphere. The wave
function shows that amplitudes experience an attractive
interaction between the two regions, suggestive of a “flux
tube” between them. With respect to the irreps of the
dihedral group D4, expressing a valid symmetry for
individual regions and thus for a region at infinite sepa-
ration, it is found that isolated contributions to the neg-
ativity are organized in the hierarchy of ðE; A1; B1; A2; B2Þ
with the E sector dominant at modest separations beyond
the detector size. At separations beyond the negativity
spheres, this apparent flux tube is broken and the wave
function of a region appears as in the right panel in Fig. 2,
calculated for r̃ ¼ 100. The local horizontal asymmetry of
each spatial region in the ground-statewave function rapidly
decays and the wave function acquires approximately an
oscillatory Gaussian envelope. In the continuum limit at
infinite separation, these regions carry zero “charge.”4
The results of computing the logarithmic negativity
between these circular regions are shown in the left panel
in Fig. 3. In the continuum limit, the logarithmic negativity
decay is dominated by an exponential with the separation
measured in units of the region size, r̃=d, where d is the
diameter across the region and r̃ is the separation between
the regions, N ∼ rαe−βðr̃=dÞ. Considering only the expo-
nential behavior and not the subleading power law,5 this
behavior is controlled by a pure number extrapolated in the
second and third panels in Fig. 3 to be β2D ¼ 5.29ð4Þ in
two dimensions. In the second panel, the reference length
scale associated with the regions, d, was chosen to be the
largest extent of the circular region along the lattice axis
(for the example regions of Fig. 1, dlat ¼ 13). This
classification places the S and N boundary structures on
different trajectories toward the continuum limit of rota-
tionally symmetric field regions. In the third panel in Fig. 3,
the reference length scale associated with the field region
was chosen to be an averaged diameter calculated from
each point on the boundary (for the dlat ¼ 13 example
regions of Fig. 1, the S boundary has davg ¼ 12.36 while
the N boundary has davg ¼ 11.27). This classification
connects the trajectories of the S and N boundary struc-
tures. The extrapolated entanglement mass β2D is consistent
between these two diameter definitions, though the latter is
found to produce negativity within 1% of the continuum
value at larger lattice spacing, as expected for a continuum-
inspired spatial averaging. The resulting value of β2D is
distinct from that previously calculated in one dimension,
β1D ¼ 2.82ð3Þ [42], indicating a more rapid decay of
distillable entanglement within the massless scalar vacuum
in higher-dimensional space. It is expected, and the subject
of future work, that β3D will be further suppressed.
The existence of a pure number β in the massless
noninteracting scalar field acting to exponentially suppress
quantum correlations in the continuum, as would the
presence of a mass scale, presents an opportunity for the
appearance of an additional relative scale associated with
the geometric entanglement structure in systems without
conformal symmetry. With this mechanism, the previous
observation of an entanglement-based hierarchy in low-
energy nuclear interactions [27], normally predicated on
the dominance of local operators, could be understood even
without an explicit dimensionful parameter quantifying the
entanglement. For example, expecting β3D to be found of
similar magnitude to β2D, a rescaling of the radius of the
nucleon set by the pion mass with a factor of β empirically
produces a mass scale of ∼350 MeV, a scale found to
characterize the convergence of EFT descriptions of
FIG. 3. Left: logarithmic negativity of two circular regions of the 2D massless noninteracting scalar field as a function of separation
distance measured in units of the region diameter (see Fig. 1). Trajectories that end abruptly are found to exhibit zero negativity beyond a
finite separation. Middle: negativity decay constants, β2D, extracted from the decay of logarithmic negativity as a function of the
inverse region diameter (lattice spacing in units of the region diameter) extrapolated to zero with two pixelations of the circular field
regions. Right: entanglement sphere radius, r̃N , as a function of region size in 1D and 2D. Depicted numerical values can be found in
Tables III–XIII of the Appendix.
4The sum of the amplitudes in the wave function of each
isolated region vanishes in the continuum.
5The complete functional form will be required for future
quantitative estimates of systematic uncertainties in both classical
and quantum simulations.
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nucleon-nucleon interactions when accounting for the
characteristic and unjustifiably large scattering lengths
[63]. Alternatively, a naïve expectation that β3D ∼ 7.7,
approximately linearly extrapolated from β1D;2D, could
indicate an entanglement scale associated with the pion
mass to be found around the scale of chiral symmetry
breaking. As expected, the numerical results of the two-
dimensional massless scalar field are not sufficient to
conclusively determine the role played by the negativity
decay constant β in the design of low-energy effective field
theories of the strong interactions. However, these prelimi-
nary considerations motivate the nonperturbative compu-
tation of β3D in both the scalar field and QCD, expected to
require significant HPC (high-performance computing)
resources.
Consistent with an understanding that the lattice repre-
sentation preferentially captures local properties of the field
structure and nonlocal properties only in the a → 0 limit,
calculations of the negativity at finite lattice spacing
nonperturbatively vanish beyond a particular radius r̃N .
The right panel in Fig. 3 shows the radius of the sphere
supporting nonzero negativity, r̃N , measured in units of the
spatial extent of the entangled regions for a 1D and 2D
lattice. It is clear that the entanglement radius grows more
slowly on a 2D lattice as r̃N =dlat ∼ 0.59ð4Þdlat compared
with that in 1D, r̃N =dlat ∼ 1.118ð1Þdlat. The further con-
stricted negativity sphere radius expected to be found in a 3D
geometry warrants exploration of this nonperturbative
lattice effect for reliable calculation of coherent quantum
phenomena on both classical and quantum computational
frameworks.
A nonvanishing lattice spacing introduces features
beyond the finite radius negativity sphere. The negativity
exhibits an oscillatory component with an amplitude that
vanishes in the continuum limit and falls away from the
continuum value as it approaches r̃N , the surface of the
negativity sphere. These oscillations in negativity introduce
an additional systematic error in lattice calculations to be
considered, even within r̃N . For small systems, this can
lead to orders of magnitude deviations in the negativity
from the continuum limit.
The finite value of r̃N implies the existence of a
nonperturbative reduction in the physical entanglement
volume of a lattice calculation if the observable of interest
is sensitive to distillable entanglement. In order to begin
understanding the potential implications of the lattice-
spacing-induced finite-sized negativity sphere for LQCD
calculations, we consider relevant lengths scales in a 2D
lattice calculation of two “nucleon-sized” objects interact-
ing through a massless scalar field.
Assuming the nucleon radius is defined by the QCD
chiral symmetry-breaking scale rχ ∼ 1=Λχ ∼ 0.2 fm, and
the scalar field is defined on a 2D grid with a lattice spacing
of a ∼ 0.1 fm (corresponding to dχ ∼ 5 lattice sites across
the nucleon), the radius of the negativity sphere is
r̃N ∼ 0.8 fm. At this radius, the logarithmic negativity is
N ∼ 10−7. Therefore, beyond a separation of rN ∼ 1.2 fm,
the long-distance entanglement structure of the system is
incorrect but only at the level of ≲10−7 in the distillable
entanglement. A slightly increased lattice spacing of
a ¼ 0.15 fm corresponds to a vanishing of the logarithmic
negativity at r̃N ∼ 0.3 fm, introducing an entanglement
error at the 10−5 level. If the size of the nucleons is set by
the physical pion mass, rχ ∼ 1=mπ ∼ 1.4 fm (correspond-
ing to dmπ∼30 lattice sites across for a ¼ 0.1 fm), the
negativity sphere has a radius of r̃N ∼47 fm with
N ∼ 1 × 10−40. In the case of lattice EFT [83–86] with
dynamical pions, the death of entanglement is likely of
greater significance as lattice spacings tend to be larger than
those applied in the estimates above.
These 2D estimates indicate that, for coherent quantum
observables, LQCD calculations with coarse lattice spac-
ings and quark masses that are physical or heavier may vary
in their reliability, with these errors exponentially shrinking
with lattice spacing or region pixelation. Translating the
above observations to LQCD and lattice EFT calculations
can only be at a qualitative level without further, in situ,
numerical investigations in 3D. For LQCD calculations, a
much more complex set of estimates are required as the size
of the nucleon is dominated by its coupling to pions, which
are excitations of the quark condensate, that behave like a
fundamental pseudoscalar field only at low energies.
However, many classical observables are likely to be
insensitive to a lattice truncation of the negativity, as
suggested by smooth two-point functions of the field
operators and (1 × 1)-site mutual information calculated
in a massive scalar field, reflecting continuum structure
with only nearest neighbor (1 × 1)-site negativity [39–42,
44,46,48,49,73]. This perspective aligns well with the
successes of semiclassical approximations to the structure
and interactions of nuclei, including the large-Nc limit of
QCD [87–92]. Propagating the impact of the nonperturba-
tive negativity sphere to provide a complete quantification
of uncertainties for specifically quantum observables
requires further research.
Beyond the two-body negativity spheres, we anticipate
irreducible three-body negativity spheres involving three
spatially separated regions that do not factorize into
combinations of one-body and two-body negativities.
While such irreducibility is well established for qubit
systems [93–96], similar quantities remain to be defined
in continuous systems of spatially extended field regions.
In LQCD calculations, Luscher’s methods [97–99] have
played a central role in extracting physics from finite-
volume, Euclidean-space computations. These methods
are applicable to simulations on quantum devices with little
or nomodification and are expected to play an important role
for near-term simulations in small spatial volumes. Finite
lattice spacing artifacts are treated as distinct in LQCD
calculations, as they are UV effects, while Luscher’s
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methods are related to the IR structure of the simulation
volume. The impact of the lattice-induced negativity sphere
r̃N on finite-volumewave functions remains to be assessed,
though expected to be small for all but quantum coherent
observables.
The implications of negativity spheres r̃N in the context
of EFTs is interesting to consider further. At the heart of
such effective descriptions are multipole expansions. This
framework enables the effects of extended sources and
sinks in quantum field theories (QFTs) to be included in
low-energy EFTs as local operators [δðnÞðrÞ, δ0ðnÞðrÞ, …]
coupled to the dynamical IR degrees of freedom as in, for
example, heavy-baryon chiral perturbation theory [100]. As
EFTs require both an operator structure and a prescribed
regularization and renormalization scheme, extending the
effects of the negativity sphere to the EFT suggests that
taking renormalization scales that are disparate from the
“size” of the source or sink could lead to discrepancies in
the low-energy description of entanglement. This point
may be relevant to EFT descriptions of baryons [100] and
of nuclear forces [60–64], particularly nucleon-nucleon
interactions in channels with a tensor force, which have so
far eluded dimensional regularization [101–103] but can be
regulated with smearing in either momentum or position
space. In the case of single baryons, it has been suggested
that a spatial regularization would have advantages over
massless regularization schemes in the convergence of
chiral expansions of baryon properties [104].
In addition to the implications of geometrically influ-
enced entanglement scales in EFT construction and of
negativity spheres in designing latticized calculations of
quantum fields, a perspective remains that detailed under-
standing of UV and IR entanglement properties can be
leveraged for computational advantage [73,105–108].
While the IR physics of interestmay be insensitive to specific
choices in the UV structure, demands on computational
hardware remain susceptible. The finite negativity sphere at
distance r̃N scaling inversely with the pixelation of the field
region indicates that UVoperators (probing length scales of
the lattice spacing) cannot access entangled elements of the
field at long distances. It is possible that this delocalization
may be leveraged to improve robustness of quantum hard-
ware against locally interacting, classically correlated
sources of noise when simulating QFTs. Alternatively,
designing a field representation with UV entanglement
mirroring that found in the IR may provide a reduction in
lattice artifacts for coherent quantum observables.
Exploring systematic improvement of the dispersion
relation 2 sin pi
2
→ pi reveals that the radius of the lattice
negativity sphere r̃N and the geometric decay constant β are
essentially unchanged. Operator and field smearing plays
a key role in LQCD calculations, tempering UV fluctua-
tions enabling convergence for low-energy quantities and
mitigating the impact of SO(3) breaking due to the H(3)
spatial lattice. We have not performed an extensive study of
the impact of field or operator smearing, beyond the
dispersion relation, on quantum coherence.
The 2D numerical results provided in this work
indicate that the bound on distillable entanglement between
two spatially separated regions of the massless noninter-
acting scalar field vacuum is defined by a decay constant
increasing with the dimensionality of spacetime. Viewed as
preliminary evidence of similar properties in more complex
gauge theories—such as QCD in which a composite
(pseudo)scalar field mediates the long-distance interaction
between nucleons—the potential impact of this geometric
decay constant in providing an entanglement-sensitive
scale in the EFT description of nuclei is discussed.
When pixelating the regions of interest and latticizing
the field for nonperturbative calculation, the distillable
entanglement is found to suddenly vanish at geometrically
large separations (relative to the region size) again depen-
dent on the spatial dimension, becoming more artificially
localized in higher dimension. A thorough and quantitative
understanding of the lattice-induced truncation of the
distillable entanglement, from the scalar field to QCD,
will be a necessary foundation for the reliable calculation
of entangled field excitations as well as their propagation
to large distances, e.g., when probing real-time coherent
fragmentation processes, a central target for quantum
simulation. With reduced lattice spacing providing the
main source of improvement, the complexity of many-
body interactions between collections of lattice sites is
determined to be essential for supporting quantum phe-
nomena. The implications of these geometric features of
entanglement in quantum fields, on the convergence of
low-energy EFTs and the regulation of spatially extended
field objects, sheds new light on objectives to nonpertur-
batively express nonlocal quantum effects through a
hierarchy of local operators and field elements.
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APPENDIX: TABLES
TABLE I. Wave function amplitudes shown in the left panel in
Fig. 2.
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TABLE I. (Continued)





















































































































NATALIE KLCO and MARTIN J. SAVAGE PHYS. REV. D 103, 065007 (2021)
065007-8
TABLE I. (Continued)













TABLE II. Wave function amplitudes shown in the right panel
in Fig. 2.
x y ψ0ðx; yÞ
6 0 4.9034 × 10−8
3 1 −5.2388 × 10−9
4 1 −8.1054 × 10−8
5 1 −1.3491 × 10−6
6 1 6.5912 × 10−6
7 1 −1.3237 × 10−6
8 1 −6.7897 × 10−8
9 1 −3.8544 × 10−9
2 2 −8.6614 × 10−9
3 2 −2.7111 × 10−7




8 2 −8.9529 × 10−6
9 2 −2.5605 × 10−7
10 2 −5.1844 × 10−9
1 3 −5.3318 × 10−9








10 3 −2.5654 × 10−7
11 3 −3.1143 × 10−9
1 4 −8.2163 × 10−8











10 4 −9.2898 × 10−6
11 4 −5.7750 × 10−8










11 5 −1.2394 × 10−6
0 6 4.4273 × 10−8










11 6 4.0623 × 10−6
12 6 6.6846 × 10−8










11 7 −1.2394 × 10−6
1 8 −8.2163 × 10−8








10 8 −9.2898 × 10−6
11 8 −5.7750 × 10−8
1 9 −5.3318 × 10−9
2 9 −2.7117 × 10−7
(Table continued)
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TABLE II. (Continued)








10 9 −2.5654 × 10−7
11 9 −3.1143 × 10−9
2 10 −8.6614 × 10−9
3 10 −2.7111 × 10−7




8 10 −8.9529 × 10−6
9 10 −2.5605 × 10−7
10 10 −5.1844 × 10−9
3 11 −5.2388 × 10−9
4 11 −8.1054 × 10−8
5 11 −1.3491 × 10−6
6 11 6.5912 × 10−6
7 11 −1.3237 × 10−6
8 11 −6.7897 × 10−8
9 11 −3.8544 × 10−9
6 12 4.9034 × 10−8
TABLE III. Logarithmic negativity as a function of separation
measured in units of the averaged region diameter with an N-type
boundary appearing in the left panel in Fig. 3.
dlat ¼ 7
r̃=davg N
0.553 1.20 × 10−3
0.737 5.90 × 10−4
0.922 2.58 × 10−4
1.11 9.09 × 10−5
1.29 2.29 × 10−5
1.47 6.81 × 10−6
1.66 2.91 × 10−6
1.84 1.32 × 10−6
2.03 5.12 × 10−7
2.21 1.57 × 10−7
2.4 4.84 × 10−8
2.58 1.29 × 10−8
2.77 2.41 × 10−9





3.13 3.66 × 10−10
3.32 1.83 × 10−10
3.5 8.01 × 10−11
3.69 1.32 × 10−11
dlat ¼ 9
r̃=davg N
0.553 1.47 × 10−3
0.691 7.57 × 10−4
0.829 3.46 × 10−4
0.968 1.34 × 10−4
1.11 5.16 × 10−5
1.24 2.47 × 10−5
1.38 1.38 × 10−5
1.52 8.13 × 10−6
1.66 4.78 × 10−6
1.8 2.67 × 10−6
1.94 1.36 × 10−6
2.07 6.15 × 10−7
2.21 2.25 × 10−7
2.35 6.57 × 10−8
2.49 2.40 × 10−8
2.63 1.18 × 10−8
2.76 6.68 × 10−9
2.9 4.01 × 10−9
3.04 2.39 × 10−9
3.18 1.33 × 10−9
3.32 6.03 × 10−10
3.46 1.80 × 10−10
3.59 5.06 × 10−11
3.73 1.69 × 10−11
3.87 4.61 × 10−12
4.01 1.13 × 10−12
4.15 4.72 × 10−13
4.29 2.56 × 10−13
4.42 1.52 × 10−13
4.56 9.09 × 10−14
4.7 5.05 × 10−14
4.84 2.17 × 10−14
4.98 1.39 × 10−16
dlat ¼ 11
r̃=davg N
0.106 2.35 × 10−2
0.211 9.16 × 10−3
0.317 5.47 × 10−3
0.423 3.40 × 10−3
0.528 2.11 × 10−3
0.634 1.27 × 10−3
(Table continued)





0.74 7.16 × 10−4
0.845 3.69 × 10−4
0.951 1.78 × 10−4
1.06 8.98 × 10−5
1.16 5.09 × 10−5
1.27 3.14 × 10−5
1.37 2.03 × 10−5
1.48 1.32 × 10−5
1.58 8.46 × 10−6
1.69 5.21 × 10−6
1.8 3.02 × 10−6
1.9 1.61 × 10−6
2.01 7.76 × 10−7
2.11 3.41 × 10−7
2.22 1.48 × 10−7
2.32 7.27 × 10−8
2.43 4.12 × 10−8
2.54 2.57 × 10−8
2.64 1.68 × 10−8
2.75 1.12 × 10−8
2.85 7.43 × 10−9
2.96 4.77 × 10−9
3.06 2.91 × 10−9
3.17 1.68 × 10−9
3.28 9.19 × 10−10
3.38 4.81 × 10−10
3.49 2.35 × 10−10
3.59 1.06 × 10−10
3.7 4.99 × 10−11
3.8 2.73 × 10−11
3.91 1.68 × 10−11
4.01 1.11 × 10−11
4.12 7.60 × 10−12
4.23 5.23 × 10−12
4.33 3.53 × 10−12
4.44 2.28 × 10−12
4.54 1.34 × 10−12
4.65 6.58 × 10−13
4.75 2.27 × 10−13
4.86 4.55 × 10−14
4.97 1.21 × 10−14
5.07 4.39 × 10−15
5.18 1.43 × 10−15
5.28 3.71 × 10−16
5.39 1.45 × 10−16
5.49 7.89 × 10−17
5.6 4.87 × 10−17
5.71 3.17 × 10−17
5.81 2.08 × 10−17
5.92 1.32 × 10−17
6.02 7.58 × 10−18
6.13 3.27 × 10−18
TABLE IV. Logarithmic negativity as a function of separation
measured in units of the averaged region diameter with an N-type
boundary appearing in the left panel in Fig. 3.
dlat ¼ 13
r̃=davg N
0.0885 2.90 × 10−2
0.177 1.27 × 10−2
0.266 7.93 × 10−3
0.354 5.17 × 10−3
0.443 3.40 × 10−3
0.531 2.20 × 10−3
0.62 1.37 × 10−3
0.708 8.06 × 10−4
0.797 4.46 × 10−4
0.885 2.42 × 10−4
0.974 1.38 × 10−4
1.06 8.51 × 10−5
1.15 5.54 × 10−5
1.24 3.73 × 10−5
1.33 2.53 × 10−5
1.42 1.71 × 10−5
1.5 1.13 × 10−5
1.59 7.27 × 10−6
1.68 4.46 × 10−6
1.77 2.62 × 10−6
1.86 1.49 × 10−6
1.95 8.45 × 10−7
2.04 4.90 × 10−7
2.12 2.96 × 10−7
2.21 1.88 × 10−7
2.3 1.24 × 10−7
2.39 8.46 × 10−8
2.48 5.85 × 10−8
2.57 4.06 × 10−8
2.66 2.79 × 10−8
2.74 1.88 × 10−8
2.83 1.23 × 10−8
2.92 7.80 × 10−9
3.01 4.72 × 10−9
3.1 2.73 × 10−9
3.19 1.52 × 10−9
3.28 8.48 × 10−10
3.36 4.96 × 10−10
3.45 3.07 × 10−10
3.54 1.97 × 10−10
3.63 1.29 × 10−10
3.72 8.43 × 10−11
3.81 5.45 × 10−11
3.89 3.45 × 10−11
3.98 2.15 × 10−11
4.07 1.32 × 10−11
4.16 7.89 × 10−12
4.25 4.55 × 10−12
4.34 2.52 × 10−12
(Table continued)





4.43 1.36 × 10−12
4.51 7.28 × 10−13
4.6 3.76 × 10−13
4.69 1.85 × 10−13
4.78 9.15 × 10−14
4.87 5.04 × 10−14
4.96 3.11 × 10−14
5.05 2.08 × 10−14
5.13 1.45 × 10−14
5.22 1.04 × 10−14
5.31 7.45 × 10−15
5.4 5.30 × 10−15
5.49 3.67 × 10−15
5.58 2.41 × 10−15
5.67 1.46 × 10−15
5.75 7.89 × 10−16
5.84 3.85 × 10−16
5.93 1.71 × 10−16
6.02 6.10 × 10−17
6.11 1.64 × 10−17
6.2 6.17 × 10−18
6.28 3.19 × 10−18
6.37 1.87 × 10−18
6.46 1.13 × 10−18
6.55 6.74 × 10−19
6.64 3.68 × 10−19
6.73 1.70 × 10−19
6.82 7.10 × 10−20
6.9 3.36 × 10−20
6.99 1.81 × 10−20
7.08 1.02 × 10−20
7.17 5.45 × 10−21
7.26 2.35 × 10−21
7.35 1.61 × 10−22
dlat ¼ 15
r̃=davg N
0.0765 3.32 × 10−2
0.153 1.55 × 10−2
0.23 1.00 × 10−2
0.306 6.72 × 10−3
0.383 4.57 × 10−3
0.459 3.08 × 10−3
0.536 2.03 × 10−3
0.612 1.28 × 10−3
0.689 7.78 × 10−4
0.765 4.60 × 10−4
0.842 2.77 × 10−4
0.918 1.75 × 10−4





1.07 8.05 × 10−5
1.15 5.67 × 10−5
1.22 4.02 × 10−5
1.3 2.84 × 10−5
1.38 1.98 × 10−5
1.45 1.35 × 10−5
1.53 8.94 × 10−6
1.61 5.73 × 10−6
1.68 3.56 × 10−6
1.76 2.18 × 10−6
1.84 1.36 × 10−6
1.91 8.75 × 10−7
1.99 5.89 × 10−7
2.07 4.10 × 10−7
2.14 2.92 × 10−7
2.22 2.10 × 10−7
2.3 1.52 × 10−7
2.37 1.10 × 10−7
2.45 7.81 × 10−8
2.52 5.46 × 10−8
2.6 3.74 × 10−8
2.68 2.49 × 10−8
2.75 1.61 × 10−8
2.83 1.01 × 10−8
2.91 6.19 × 10−9
2.98 3.75 × 10−9
3.06 2.32 × 10−9
3.14 1.50 × 10−9
3.21 1.01 × 10−9
3.29 6.99 × 10−10
3.37 4.91 × 10−10
3.44 3.47 × 10−10
3.52 2.43 × 10−10
3.6 1.68 × 10−10
3.67 1.14 × 10−10
3.75 7.67 × 10−11
3.83 5.10 × 10−11
3.9 3.37 × 10−11
3.98 2.21 × 10−11
4.05 1.43 × 10−11
4.13 9.09 × 10−12
4.21 5.65 × 10−12
4.28 3.47 × 10−12
4.36 2.15 × 10−12
4.44 1.39 × 10−12
4.51 9.32 × 10−13
4.59 6.51 × 10−13
4.67 4.67 × 10−13
4.74 3.40 × 10−13
4.82 2.49 × 10−13
4.9 1.82 × 10−13
(Table continued)





4.97 1.31 × 10−13
5.05 9.22 × 10−14
5.13 6.28 × 10−14
5.2 4.13 × 10−14
5.28 2.62 × 10−14
5.36 1.62 × 10−14
5.43 9.91 × 10−15
5.51 5.94 × 10−15
5.59 3.44 × 10−15
5.66 1.90 × 10−15
5.74 1.00 × 10−15
5.81 5.14 × 10−16
5.89 2.58 × 10−16
5.97 1.30 × 10−16
6.04 6.94 × 10−17
6.12 4.10 × 10−17
6.2 2.65 × 10−17
6.27 1.82 × 10−17
6.35 1.30 × 10−17
6.43 9.51 × 10−18
6.5 6.99 × 10−18
6.58 5.12 × 10−18
6.66 3.68 × 10−18
6.73 2.55 × 10−18
6.81 1.69 × 10−18
6.89 1.04 × 10−18
6.96 5.96 × 10−19
7.04 3.28 × 10−19
7.12 1.75 × 10−19
7.19 8.57 × 10−20
7.27 3.49 × 10−20
7.34 1.28 × 10−20
7.42 6.08 × 10−21
7.5 3.60 × 10−21
7.57 2.39 × 10−21
7.65 1.68 × 10−21
7.73 1.22 × 10−21
7.8 8.96 × 10−22
7.88 6.57 × 10−22
7.96 4.74 × 10−22
8.03 3.29 × 10−22
8.11 2.13 × 10−22
8.19 1.18 × 10−22
8.26 4.37 × 10−23
8.34 8.04 × 10−24
8.42 2.08 × 10−24
8.49 4.51 × 10−25
TABLE V. Logarithmic negativity as a function of separation
measured in units of the averaged region diameter with an N-type
boundary appearing in the left panel in Fig. 3.
dlat ¼ 17
r̃=davg N
0.0661 3.98 × 10−2
0.132 2.01 × 10−2
0.198 1.34 × 10−2
0.264 9.33 × 10−3
0.33 6.60 × 10−3
0.397 4.68 × 10−3
0.463 3.29 × 10−3
0.529 2.26 × 10−3
0.595 1.50 × 10−3
0.661 9.66 × 10−4
0.727 6.07 × 10−4
0.793 3.85 × 10−4
0.859 2.53 × 10−4
0.925 1.74 × 10−4
0.991 1.24 × 10−4
1.06 9.10 × 10−5
1.12 6.73 × 10−5
1.19 5.00 × 10−5
1.26 3.70 × 10−5
1.32 2.70 × 10−5
1.39 1.94 × 10−5
1.45 1.37 × 10−5
1.52 9.36 × 10−6
1.59 6.24 × 10−6
1.65 4.09 × 10−6
1.72 2.69 × 10−6
1.78 1.81 × 10−6
1.85 1.26 × 10−6
1.92 9.04 × 10−7
1.98 6.66 × 10−7
2.05 4.98 × 10−7
2.11 3.76 × 10−7
2.18 2.85 × 10−7
2.25 2.15 × 10−7
2.31 1.60 × 10−7
2.38 1.18 × 10−7
2.45 8.51 × 10−8
2.51 6.00 × 10−8
2.58 4.13 × 10−8
2.64 2.77 × 10−8
2.71 1.80 × 10−8
2.78 1.14 × 10−8
2.84 7.09 × 10−9
2.91 4.46 × 10−9
2.97 2.92 × 10−9
3.04 2.00 × 10−9
3.11 1.43 × 10−9
3.17 1.06 × 10−9
3.24 7.97 × 10−10
(Table continued)





3.3 6.07 × 10−10
3.37 4.65 × 10−10
3.44 3.55 × 10−10
3.5 2.69 × 10−10
3.57 2.01 × 10−10
3.63 1.47 × 10−10
3.7 1.05 × 10−10
3.77 7.28 × 10−11
3.83 4.92 × 10−11
3.9 3.25 × 10−11
3.97 2.10 × 10−11
4.03 1.35 × 10−11
4.1 8.66 × 10−12
4.16 5.61 × 10−12
4.23 3.70 × 10−12
4.3 2.50 × 10−12
4.36 1.73 × 10−12
4.43 1.24 × 10−12
4.49 9.05 × 10−13
4.56 6.75 × 10−13
4.63 5.10 × 10−13
4.69 3.89 × 10−13
4.76 2.96 × 10−13
4.82 2.24 × 10−13
4.89 1.68 × 10−13
4.96 1.24 × 10−13
5.02 8.98 × 10−14
5.09 6.33 × 10−14
5.16 4.37 × 10−14
5.22 2.94 × 10−14
5.29 1.94 × 10−14
5.35 1.25 × 10−14
5.42 7.81 × 10−15
5.49 4.77 × 10−15
5.55 2.92 × 10−15
5.62 1.86 × 10−15
5.68 1.24 × 10−15
5.75 8.70 × 10−16
5.82 6.31 × 10−16
5.88 4.68 × 10−16
5.95 3.51 × 10−16
6.01 2.65 × 10−16
6.08 1.99 × 10−16
6.15 1.47 × 10−16
6.21 1.07 × 10−16
6.28 7.54 × 10−17
6.34 5.12 × 10−17
6.41 3.35 × 10−17
6.48 2.13 × 10−17
6.54 1.34 × 10−17





6.68 5.28 × 10−18
6.74 3.32 × 10−18
6.81 2.08 × 10−18
6.87 1.30 × 10−18
6.94 8.19 × 10−19
7.01 5.17 × 10−19
7.07 3.26 × 10−19
7.14 2.04 × 10−19
7.2 1.25 × 10−19
7.27 7.43 × 10−20
7.34 4.37 × 10−20
7.4 2.60 × 10−20
7.47 1.61 × 10−20
7.53 1.04 × 10−20
7.6 7.05 × 10−21
7.67 4.88 × 10−21
7.73 3.41 × 10−21
7.8 2.39 × 10−21
7.86 1.65 × 10−21
7.93 1.12 × 10−21
8. 7.44 × 10−22
8.06 4.79 × 10−22
8.13 3.00 × 10−22
8.2 1.84 × 10−22
8.26 1.08 × 10−22
8.33 5.97 × 10−23
8.39 2.91 × 10−23
8.46 1.25 × 10−23
8.53 5.85 × 10−24
8.59 3.31 × 10−24
8.66 2.14 × 10−24
8.72 1.49 × 10−24
8.79 1.08 × 10−24
8.86 7.99 × 10−25
8.92 5.96 × 10−25
8.99 4.44 × 10−25
9.05 3.25 × 10−25
9.12 2.30 × 10−25
9.19 1.54 × 10−25
9.25 9.20 × 10−26
9.32 4.39 × 10−26
9.38 1.04 × 10−26
9.45 1.06 × 10−27
9.52 3.19 × 10−28
9.58 1.11 × 10−28
9.65 1.39 × 10−29
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TABLE VI. Logarithmic negativity as a function of separation
measured in units of the averaged region diameter with an N-type
boundary appearing in the left panel in Fig. 3.
dlat ¼ 19
r̃=davg N
0.058 4.98 × 10−2
0.116 2.61 × 10−2
0.174 1.75 × 10−2
0.232 1.24 × 10−2
0.29 8.94 × 10−3
0.348 6.52 × 10−3
0.406 4.75 × 10−3
0.464 3.43 × 10−3
0.522 2.43 × 10−3
0.58 1.69 × 10−3
0.638 1.15 × 10−3
0.697 7.75 × 10−4
0.755 5.28 × 10−4
0.813 3.69 × 10−4
0.871 2.64 × 10−4
0.929 1.94 × 10−4
0.987 1.45 × 10−4
1.04 1.10 × 10−4
1.1 8.36 × 10−5
1.16 6.36 × 10−5
1.22 4.82 × 10−5
1.28 3.61 × 10−5
1.34 2.68 × 10−5
1.39 1.95 × 10−5
1.45 1.40 × 10−5
1.51 9.92 × 10−6
1.57 6.94 × 10−6
1.63 4.86 × 10−6
1.68 3.43 × 10−6
1.74 2.47 × 10−6
1.8 1.81 × 10−6
1.86 1.35 × 10−6
1.92 1.02 × 10−6
1.97 7.76 × 10−7
2.03 5.95 × 10−7
2.09 4.57 × 10−7
2.15 3.50 × 10−7
2.21 2.67 × 10−7
2.26 2.02 × 10−7
2.32 1.51 × 10−7
2.38 1.12 × 10−7
2.44 8.15 × 10−8
2.5 5.84 × 10−8
2.55 4.13 × 10−8
2.61 2.89 × 10−8
2.67 2.02 × 10−8
2.73 1.42 × 10−8
2.79 1.02 × 10−8





2.9 5.54 × 10−9
2.96 4.18 × 10−9
3.02 3.19 × 10−9
3.08 2.45 × 10−9
3.13 1.89 × 10−9
3.19 1.46 × 10−9
3.25 1.12 × 10−9
3.31 8.56 × 10−10
3.37 6.51 × 10−10
3.42 4.90 × 10−10
3.48 3.66 × 10−10
3.54 2.70 × 10−10
3.6 1.96 × 10−10
3.66 1.41 × 10−10
3.71 9.99 × 10−11
3.77 6.99 × 10−11
3.83 4.85 × 10−11
3.89 3.37 × 10−11
3.95 2.37 × 10−11
4.01 1.69 × 10−11
4.06 1.23 × 10−11
4.12 9.14 × 10−12
4.18 6.88 × 10−12
4.24 5.23 × 10−12
4.3 3.99 × 10−12
4.35 3.05 × 10−12
4.41 2.31 × 10−12
4.47 1.74 × 10−12
4.53 1.30 × 10−12
4.59 9.59 × 10−13
4.64 7.02 × 10−13
4.7 5.12 × 10−13
4.76 3.73 × 10−13
4.82 2.73 × 10−13
4.88 1.99 × 10−13
4.93 1.46 × 10−13
4.99 1.06 × 10−13
5.05 7.65 × 10−14
5.11 5.46 × 10−14
5.17 3.87 × 10−14
5.22 2.74 × 10−14
5.28 1.94 × 10−14
5.34 1.39 × 10−14
5.4 1.02 × 10−14
5.46 7.53 × 10−15
5.51 5.67 × 10−15
5.57 4.32 × 10−15
5.63 3.32 × 10−15
5.69 2.56 × 10−15
5.75 1.97 × 10−15
5.8 1.52 × 10−15
(Table continued)





5.86 1.16 × 10−15
5.92 8.77 × 10−16
5.98 6.57 × 10−16
6.04 4.86 × 10−16
6.09 3.56 × 10−16
6.15 2.58 × 10−16
6.21 1.85 × 10−16
6.27 1.32 × 10−16
6.33 9.31 × 10−17
6.38 6.51 × 10−17
6.44 4.50 × 10−17
6.5 3.08 × 10−17
6.56 2.08 × 10−17
6.62 1.40 × 10−17
6.68 9.37 × 10−18
6.73 6.28 × 10−18
6.79 4.23 × 10−18
6.85 2.85 × 10−18
6.91 1.94 × 10−18
6.97 1.32 × 10−18
7.02 9.18 × 10−19
7.08 6.47 × 10−19
7.14 4.65 × 10−19
7.2 3.41 × 10−19
7.26 2.54 × 10−19
7.31 1.91 × 10−19
7.37 1.46 × 10−19
7.43 1.11 × 10−19
7.49 8.53 × 10−20
7.55 6.50 × 10−20
7.6 4.91 × 10−20
7.66 3.66 × 10−20
7.72 2.67 × 10−20
7.78 1.89 × 10−20
7.84 1.30 × 10−20
7.89 8.61 × 10−21
7.95 5.52 × 10−21
8.01 3.44 × 10−21
8.07 2.10 × 10−21
8.13 1.27 × 10−21
8.18 7.92 × 10−22
8.24 5.16 × 10−22
8.3 3.53 × 10−22
8.36 2.50 × 10−22
8.42 1.81 × 10−22
8.47 1.33 × 10−22
8.53 9.83 × 10−23
8.59 7.24 × 10−23
8.65 5.28 × 10−23
8.71 3.79 × 10−23





8.82 1.80 × 10−23
8.88 1.17 × 10−23
8.94 7.27 × 10−24
TABLE VII. Logarithmic negativity as a function of separation
measured in units of the averaged region diameter with an N-type
boundary appearing in the left panel in Fig. 3.
dlat ¼ 21
r̃=davg N
2.68 1.72 × 10−8
2.99 3.64 × 10−9
3.3 8.75 × 10−10
3.61 1.52 × 10−10
3.92 2.60 × 10−11
4.23 6.18 × 10−12
4.54 1.33 × 10−12
4.85 2.17 × 10−13
5.16 3.24 × 10−14
5.47 6.89 × 10−15
5.78 1.50 × 10−15
6.09 2.66 × 10−16
6.4 3.76 × 10−17
6.71 6.37 × 10−18
7.02 1.56 × 10−18
7.33 3.22 × 10−19
7.64 4.47 × 10−20
7.95 6.12 × 10−21
8.26 9.22 × 10−22
8.57 1.34 × 10−22
dlat ¼ 23
r̃=davg N
2.69 1.58 × 10−8
2.97 4.29 × 10−9
3.26 1.12 × 10−9
3.54 2.21 × 10−10
3.82 4.56 × 10−11
4.11 1.18 × 10−11
4.39 2.77 × 10−12
4.67 5.72 × 10−13
4.96 1.12 × 10−13
(Table continued)





5.24 2.91 × 10−14
5.52 7.52 × 10−15
5.81 1.44 × 10−15
6.09 2.53 × 10−16
6.37 5.22 × 10−17
6.66 1.37 × 10−17
6.94 2.87 × 10−18
7.22 4.72 × 10−19
7.51 8.00 × 10−20
7.79 1.60 × 10−20
8.07 3.96 × 10−21
8.35 9.64 × 10−22
8.64 1.70 × 10−22
dlat ¼ 25
r̃=davg N
2.7 1.53 × 10−8
2.96 4.59 × 10−9
3.22 1.20 × 10−9
3.48 2.61 × 10−10
3.74 6.64 × 10−11
4.01 1.96 × 10−11
4.27 5.25 × 10−12
4.53 1.19 × 10−12
4.79 2.65 × 10−13
5.05 7.62 × 10−14
5.31 2.18 × 10−14
5.57 5.10 × 10−15
5.84 1.15 × 10−15
6.1 2.63 × 10−16
6.36 6.85 × 10−17
6.62 1.89 × 10−17
6.88 4.86 × 10−18
7.14 1.10 × 10−18
7.4 2.44 × 10−19
7.66 5.84 × 10−20
7.93 1.46 × 10−20
8.19 3.36 × 10−21
8.45 7.29 × 10−22
8.71 1.53 × 10−22
dlat ¼ 27
r̃=davg N
2.66 2.07 × 10−8
2.89 6.73 × 10−9
3.13 1.98 × 10−9
3.37 5.11 × 10−10
3.61 1.39 × 10−10





4.08 1.39 × 10−11
4.32 3.81 × 10−12
4.56 9.90 × 10−13
4.8 2.92 × 10−13
5.04 9.12 × 10−14
5.27 2.64 × 10−14
5.51 7.18 × 10−15
5.75 1.89 × 10−15
5.99 5.22 × 10−16
6.23 1.51 × 10−16
6.46 3.98 × 10−17
6.7 1.09 × 10−17
6.94 3.02 × 10−18
7.18 7.98 × 10−19
7.41 2.28 × 10−19
7.65 7.19 × 10−20
7.89 2.20 × 10−20
8.13 5.56 × 10−21
8.37 1.28 × 10−21
dlat ¼ 29
r̃=davg N
2.65 2.30 × 10−8
2.87 8.13 × 10−9
3.09 2.53 × 10−9
3.31 6.95 × 10−10
3.53 2.14 × 10−10
3.75 7.51 × 10−11
3.97 2.55 × 10−11
4.19 7.75 × 10−12
4.41 2.2 × 10−12
4.63 6.91 × 10−13
4.85 2.35 × 10−13
5.07 7.55 × 10−14
5.29 2.27 × 10−14
5.51 6.62 × 10−15
5.74 2. × 10−15
5.96 6.81 × 10−16
6.18 2.29 × 10−16
6.4 6.81 × 10−17
6.62 1.99 × 10−17
6.84 5.95 × 10−18
7.06 1.79 × 10−18
7.28 5.68 × 10−19
7.5 1.82 × 10−19
7.72 5.8 × 10−20
7.94 1.87 × 10−20
8.16 5.68 × 10−21
8.38 1.55 × 10−21
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TABLE VIII. Logarithmic negativity as a function of separation
measured in units of the averaged region diameter with an N-type
boundary appearing in the left panel in Fig. 3.
dlat ¼ 31
r̃=davg N
2.63 2.66 × 10−8
2.8 1.19 × 10−8
2.97 4.92 × 10−9
3.14 1.82 × 10−9
3.31 6.67 × 10−10
3.48 2.73 × 10−10
3.65 1.22 × 10−10
3.82 5.47 × 10−11
3.99 2.28 × 10−11
4.16 8.64 × 10−12
4.33 3.22 × 10−12
4.5 1.33 × 10−12
4.67 5.97 × 10−13
4.84 2.64 × 10−13
5.01 1.08 × 10−13
5.18 4.11 × 10−14
5.36 1.49 × 10−14
5.53 5.50 × 10−15
5.7 2.29 × 10−15
5.87 1.02 × 10−15
6.04 4.45 × 10−16
6.21 1.77 × 10−16
6.38 6.85 × 10−17
6.55 2.70 × 10−17
6.72 1.08 × 10−17
6.89 4.44 × 10−18
7.06 1.89 × 10−18
7.23 7.85 × 10−19
7.4 2.98 × 10−19
7.57 1.06 × 10−19
7.74 3.91 × 10−20
7.91 1.51 × 10−20
8.08 6.02 × 10−21
8.25 2.53 × 10−21
8.43 1.10 × 10−21
dlat ¼ 33
r̃=davg N
2.64 2.55 × 10−8
2.8 1.15 × 10−8
2.96 4.78 × 10−9
3.12 1.85 × 10−9
3.28 7.49 × 10−10
3.44 3.36 × 10−10
3.6 1.58 × 10−10
3.76 7.28 × 10−11
3.92 3.10 × 10−11





4.24 4.93 × 10−12
4.4 2.17 × 10−12
4.56 1.02 × 10−12
4.72 4.77 × 10−13
4.88 2.10 × 10−13
5.05 8.69 × 10−14
5.21 3.42 × 10−14
5.37 1.34 × 10−14
5.53 5.67 × 10−15
5.69 2.62 × 10−15
5.85 1.22 × 10−15
6.01 5.39 × 10−16
6.17 2.25 × 10−16
6.33 9.31 × 10−17
6.49 3.91 × 10−17
6.65 1.67 × 10−17
6.81 7.22 × 10−18
6.97 3.12 × 10−18
7.13 1.32 × 10−18
7.29 5.53 × 10−19
7.46 2.27 × 10−19
7.62 9.33 × 10−20
7.78 3.93 × 10−20
7.94 1.69 × 10−20
8.1 7.37 × 10−21
8.26 3.14 × 10−21
8.42 1.28 × 10−21
dlat ¼ 35
r̃=davg N
2.63 2.64 × 10−8
2.81 1.06 × 10−8
2.99 3.85 × 10−9
3.17 1.36 × 10−9
3.35 5.30 × 10−10
3.53 2.21 × 10−10
3.71 9.00 × 10−11
3.89 3.41 × 10−11
4.07 1.21 × 10−11
4.26 4.44 × 10−12
4.44 1.81 × 10−12
4.62 7.51 × 10−13
4.8 2.98 × 10−13
4.98 1.13 × 10−13
5.16 4.10 × 10−14
5.34 1.53 × 10−14
5.52 6.01 × 10−15
5.7 2.41 × 10−15
5.89 9.52 × 10−16
6.07 3.73 × 10−16
(Table continued)





6.25 1.41 × 10−16
6.43 5.17 × 10−17
6.61 1.97 × 10−17
6.79 7.85 × 10−18
6.97 3.07 × 10−18
7.15 1.18 × 10−18
7.33 4.54 × 10−19
7.52 1.69 × 10−19
7.7 5.99 × 10−20
7.88 2.17 × 10−20
8.06 8.33 × 10−21
8.24 3.37 × 10−21
8.42 1.40 × 10−21
dlat ¼ 37
r̃=davg N
2.62 2.79 × 10−8
2.79 1.16 × 10−8
2.96 4.39 × 10−9
3.13 1.65 × 10−9
3.3 6.91 × 10−10
3.48 3.04 × 10−10
3.65 1.29 × 10−10
3.82 5.09 × 10−11
3.99 1.91 × 10−11
4.16 7.45 × 10−12
4.33 3.14 × 10−12
4.5 1.38 × 10−12
4.67 5.96 × 10−13
4.84 2.46 × 10−13
5.01 9.52 × 10−14
5.18 3.67 × 10−14
5.36 1.52 × 10−14
5.53 6.57 × 10−15
5.7 2.76 × 10−15
5.87 1.12 × 10−15
6.04 4.50 × 10−16
6.21 1.77 × 10−16
6.38 6.96 × 10−17
6.55 2.84 × 10−17
6.72 1.19 × 10−17
6.89 4.93 × 10−18
7.06 2.02 × 10−18
7.24 8.30 × 10−19
7.41 3.34 × 10−19
7.58 1.30 × 10−19
7.75 5.14 × 10−20
7.92 2.13 × 10−20





8.26 3.84 × 10−21
8.43 1.57 × 10−21
dlat ¼ 39
r̃=davg N
2.61 3.01 × 10−8
2.77 1.26 × 10−8
2.93 4.92 × 10−9
3.09 2.00 × 10−9
3.26 8.91 × 10−10
3.42 4.13 × 10−10
3.58 1.85 × 10−10
3.74 7.77 × 10−11
3.9 3.11 × 10−11
4.06 1.29 × 10−11
4.22 5.75 × 10−12
4.39 2.64 × 10−12
4.55 1.18 × 10−12
4.71 4.98 × 10−13
4.87 2.03 × 10−13
5.03 8.17 × 10−14
5.19 3.46 × 10−14
5.35 1.55 × 10−14
5.52 7.04 × 10−15
5.68 3.08 × 10−15
5.84 1.31 × 10−15
6. 5.45 × 10−16
6.16 2.28 × 10−16
6.32 9.80 × 10−17
6.48 4.32 × 10−17
6.65 1.88 × 10−17
6.81 7.94 × 10−18
6.97 3.34 × 10−18
7.13 1.42 × 10−18
7.29 5.97 × 10−19
7.45 2.48 × 10−19
7.61 1.04 × 10−19
7.78 4.40 × 10−20
7.94 1.87 × 10−20
8.1 8.05 × 10−21
8.26 3.48 × 10−21
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TABLE IX. Logarithmic negativity as a function of separation
measured in units of the averaged region diameter with an N-type
boundary appearing in the left panel in Fig. 3.
dlat ¼ 41
r̃=davg N
2.6 3.24 × 10−8
2.8 1.04 × 10−8
3.01 3.20 × 10−9
3.21 1.13 × 10−9
3.41 4.28 × 10−10
3.62 1.51 × 10−10
3.82 4.76 × 10−11
4.02 1.55 × 10−11
4.23 5.74 × 10−12
4.43 2.16 × 10−12
4.63 7.38 × 10−13
4.84 2.30 × 10−13
5.04 7.40 × 10−14
5.25 2.71 × 10−14
5.45 1.02 × 10−14
5.65 3.52 × 10−15
5.86 1.14 × 10−15
6.06 3.67 × 10−16
6.26 1.27 × 10−16
6.47 4.65 × 10−17
6.67 1.63 × 10−17
6.88 5.37 × 10−18
7.08 1.78 × 10−18
7.28 6.05 × 10−19
7.49 2.09 × 10−19
7.69 7.12 × 10−20
7.89 2.33 × 10−20
8.1 7.48 × 10−21
8.3 2.54 × 10−21
dlat ¼ 43
r̃=davg N
2.61 3.00 × 10−8
2.8 9.93 × 10−9
3. 3.29 × 10−9
3.19 1.25 × 10−9
3.39 4.92 × 10−10
3.58 1.80 × 10−10
3.77 5.94 × 10−11
3.97 2.04 × 10−11
4.16 7.83 × 10−12
4.36 3.04 × 10−12
4.55 1.09 × 10−12
4.75 3.64 × 10−13
4.94 1.24 × 10−13
5.14 4.65 × 10−14
5.33 1.79 × 10−14





5.72 2.21 × 10−15
5.92 7.55 × 10−16
6.11 2.75 × 10−16
6.31 1.06 × 10−16
6.5 3.96 × 10−17
6.7 1.36 × 10−17
6.89 4.68 × 10−18
7.09 1.68 × 10−18
7.28 6.17 × 10−19
7.48 2.30 × 10−19
7.67 8.35 × 10−20
7.87 2.90 × 10−20
8.06 9.85 × 10−21
8.26 3.46 × 10−21
dlat ¼ 47
r̃=davg N
2.59 3.16 × 10−8
2.81 8.88 × 10−9
3.04 2.74 × 10−9
3.26 9.32 × 10−10
3.48 2.98 × 10−10
3.7 8.64 × 10−11
3.92 2.65 × 10−11
4.14 9.03 × 10−12
4.37 2.93 × 10−12
4.59 8.58 × 10−13
4.81 2.54 × 10−13
5.03 8.23 × 10−14
5.25 2.73 × 10−14
5.47 8.65 × 10−15
5.69 2.56 × 10−15
5.92 7.69 × 10−16
6.14 2.50 × 10−16
6.36 7.96 × 10−17
6.58 2.50 × 10−17
6.8 7.72 × 10−18
7.02 2.33 × 10−18
7.25 7.39 × 10−19
7.47 2.44 × 10−19
7.69 7.77 × 10−20
7.91 2.37 × 10−20
8.13 7.10 × 10−21
dlat ¼ 49
r̃=davg N
2.59 3.05 × 10−8
2.76 1.15 × 10−8
2.93 4.57 × 10−9
(Table continued)





3.1 1.98 × 10−9
3.27 8.64 × 10−10
3.44 3.54 × 10−10
3.61 1.36 × 10−10
3.78 5.31 × 10−11
3.96 2.25 × 10−11
4.13 9.87 × 10−12
4.3 4.16 × 10−12
4.47 1.65 × 10−12
4.64 6.37 × 10−13
4.81 2.58 × 10−13
4.98 1.11 × 10−13
5.15 4.75 × 10−14
5.32 1.95 × 10−14
5.49 7.73 × 10−15
5.66 2.99 × 10−15
5.83 1.21 × 10−15
6. 5.17 × 10−16
6.17 2.22 × 10−16
6.34 9.13 × 10−17
6.51 3.66 × 10−17
6.68 1.47 × 10−17
6.85 5.99 × 10−18
7.02 2.49 × 10−18
7.19 1.05 × 10−18
7.36 4.35 × 10−19
7.53 1.79 × 10−19
7.7 7.23 × 10−20
7.87 2.86 × 10−20
8.04 1.14 × 10−20
8.21 4.69 × 10−21
TABLE X. Logarithmic negativity as a function of separation
measured in units of the averaged region diameter with an N-type
boundary appearing in the left panel in Fig. 3.
dlat ¼ 57
r̃=davg N
2.58 3.22 × 10−8
2.76 1.17 × 10−8
2.94 4.71 × 10−9
3.12 1.93 × 10−9
3.3 7.43 × 10−10
3.48 2.68 × 10−10
3.66 1.01 × 10−10
3.85 4.09 × 10−11





4.21 6.31 × 10−12
4.39 2.30 × 10−12
4.57 8.73 × 10−13
4.75 3.52 × 10−13
4.93 1.42 × 10−13
5.11 5.45 × 10−14
5.3 2.02 × 10−14
5.48 7.49 × 10−15
5.66 2.96 × 10−15
5.84 1.21 × 10−15
6.02 4.81 × 10−16
6.2 1.84 × 10−16
6.38 6.89 × 10−17
6.57 2.61 × 10−17
6.75 1.02 × 10−17
6.93 4.01 × 10−18
7.11 1.55 × 10−18
7.29 5.96 × 10−19
7.47 2.25 × 10−19
7.65 8.42 × 10−20
7.84 3.25 × 10−20
8.02 1.29 × 10−20
8.2 5.11 × 10−21
dlat ¼ 67
r̃=davg N
2.56 3.28 × 10−8
2.75 1.26 × 10−8
2.93 5.04 × 10−9
3.12 1.93 × 10−9
3.3 6.89 × 10−10
3.49 2.54 × 10−10
3.67 1.01 × 10−10
3.85 4.00 × 10−11
4.04 1.49 × 10−11
4.22 5.37 × 10−12
4.41 2.05 × 10−12
4.59 8.22 × 10−13
4.78 3.21 × 10−13
4.96 1.18 × 10−13
5.14 4.27 × 10−14
5.33 1.63 × 10−14
5.51 6.49 × 10−15
5.7 2.55 × 10−15
5.88 9.57 × 10−16
6.07 3.51 × 10−16
6.25 1.32 × 10−16
6.43 5.12 × 10−17
6.62 1.99 × 10−17
6.8 7.60 × 10−18
(Table continued)





6.99 2.87 × 10−18
7.17 1.08 × 10−18
7.36 4.13 × 10−19
7.54 1.60 × 10−19
7.72 6.14 × 10−20
7.91 2.33 × 10−20
8.09 8.66 × 10−21
dlat ¼ 79
r̃=davg N
2.55 3.54 × 10−8
2.76 1.25 × 10−8
2.96 4.26 × 10−9
3.17 1.35 × 10−9
3.38 4.46 × 10−10
3.59 1.58 × 10−10
3.79 5.38 × 10−11
4. 1.72 × 10−11
4.21 5.75 × 10−12
4.42 2.04 × 10−12
4.62 7.00 × 10−13
4.83 2.25 × 10−13
5.04 7.37 × 10−14
5.24 2.59 × 10−14
5.45 8.97 × 10−15
5.66 2.96 × 10−15
5.87 9.68 × 10−16
6.07 3.31 × 10−16
6.28 1.15 × 10−16
6.49 3.94 × 10−17
6.69 1.31 × 10−17
6.9 4.32 × 10−18
7.11 1.48 × 10−18
7.32 5.05 × 10−19
7.52 1.71 × 10−19
7.73 5.63 × 10−20
7.94 1.87 × 10−20
8.14 6.35 × 10−21
TABLE XI. Negativity decay constants β2D extracted at finite
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TABLE XII. Entanglement bubble radii for regions of the one-
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