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Abstract 
In many industrial process and operations heat exchangers are one of the most important thermal 
devices. Shell and tube heat exchangers are the common types of heat exchangers and sustained 
a wide range of operating temperature and pressure. Controlling heat exchanger system is a very 
challenging task due to its nonlinearity. While the amount of flow rates of both manipulated 
variable and disturbance variable changes, the gain, time delay and time constant varies, hence 
causing system nonlinearity. The solution for such problems is finding mathematical model that 
represents the real system and designing suitable controller which remove the offset, making fast 
settling with minimum steady state error possible. Input data for MATLAB system identification 
tool was generated experimentally. Experimental (empirical) based modeling has been used in this 
work. Due to system nonlinearities, the overall system is partitioned in to particular operating 
range. For this particular operating range input-output data has been collected and interpreted 
using MATLAB. Lastly, the plant and disturbance models have been obtained. Then, the next step 
after modelling is to design controllers using Proportional Integral Derivative (PID) and Model 
Predictive Control (MPC) and compare the results. Based on the results of the work, MPC was 
found to have a better performance than that of PID controller. For instances, the MPC 
performance indices are, 0.064 % overshoot, and settling time of 10.5 seconds, While the PID 
resulted 2.577 % overshoot, and settling time of 63.1 seconds. These results demonstrated that 
MPC controller is more effective for critical process control application and achieve fast and 
offset free control. Therefore, application of MPC controller in industries is highly recommended 
as it enables increased product quality at lower cost and in lesser time. 
Keywords- Heat exchanger, System identification, Local models, global models, Tuning, PID 
controller, Model predictive control. 
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CHAPTER ONE 
INTRODUCTION 
1.1 Background  
In many engineering processes, such as nuclear plant, petrochemical, food processing, beverage 
and pharmaceutical industries heat exchangers are important thermal devices and they are usually 
characterized by high energy demands [1-2].  
There are different types of heat exchangers that can be used in industries but the most commonly 
used ones are shell and tube type of heat exchanger system. They are probably the most common 
type of heat exchangers applicable for a wide range of operating temperatures and pressures. In 
shell and tube heat exchanger one fluid flows through the tubes and a second fluid flows within 
the space between the tubes and the shell. The outlet temperature of the shell and tube heat 
exchanger system has to be kept at a desired set point according to the process requirement [3-4]. 
Most industrial processes require accurate, efficient and flexible control strategy for such devices. 
Usually the hot fluid temperature and cold fluid temperature are the important parameters which 
are needed to be controlled. Before tuning the optimum controller settings, it is important to 
identify and develop the model. Modeling is the process of determining a mathematical expression 
that describes the process [1-2]. There are two methods of determining a model for a system 
namely first principle and empirical models [22]. Determining a model from first principle 
involves accepted mathematical and scientific equations that describe the physics and principle of 
a given process. A mathematical representation of a physical system is then put up into differential 
form which describes how the system changes with respect to a steady state. By taking a Laplace 
transform of a time domain differential equation based dynamic model yields a transform model 
in S domain which will be used to simulate the process. The accuracy of this method increases 
with the insertion of dynamic equation which affects the process, but practically it is difficult to 
take all dynamics into account. Empirically determining a model involves subjecting a system to 
user defined inputs and collecting data on how the system responds [1]. Most processes are too 
complex to be understood at fundamental level, the other advantage of empirical modeling is 
highly practical and alternative for first principle. A good understanding of the physics of the 
process is critical to the development of first-principles models. Most modern processes of interest 
are complex to the extent that precludes a fundamental approach. The natural recourse has been 
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towards data-driven approaches since they assume minimal prior knowledge and largely depend 
on input-output observations for developing models [22]. 
Controlling heat exchanger system is a very challenging task due to its nonlinearity. Most of the 
previous work used linear technique to design the controller. Therefore, it is better to consider 
system non linarites in order to have good performance indices in all operating ranges [5]. 
1.1 Statement of the Problem 
Generally, heat exchangers are nonlinear with changing process gains, time constants, and dead 
times. In spite of this fact, it has been traditionally controlled using linear techniques, which use 
constant gains, time constants and dead times. Therefore, it causes controller to be effective only 
for a limited operating range. The oldest and most classical type of controller is the PID type, 
which is linear in the sense that it assumes a constant process gain and time constant. Whereas, the 
heat exchangers have different gain, time constant and dead time at different range of flow rate, 
thus, the model of the system is time variant [5]. Controlling heat exchanger using conventional 
control strategies provides poor performances, resulting in low quality process output, and reduced 
profit of the process industry. 
Therefore, in this thesis, we have obtained different system models at different operating range to 
solve the modeling problem. For this analysis laboratory pilot plant is used. Considering the layout 
of the laboratory unit, local models are developed to design the controller based on multi-model 
switching. The global model will also be calculated from local model to design global controller 
that effectively represents all operating range. The system based on experimental data of the 
laboratory pilot plant has been modelled and controller using PID and MPC has been designed. 
1.2 Scope and expected outcome 
 
The scope of this thesis is modeling, designing, and simulation of shell and tube heat exchanger 
system using PID and MPC based on input output data of pilot plant in the AASTU laboratory. 
Moreover, the computational results using both techniques for the system has been compared.  
The expected outcomes of this thesis are: to improve the modeling method as compared to earlier 
works, and determining the performance indices of shell and tube heat exchanger such as, 
overshoot, settling time, rise time and so on. Therefore, the results of the thesis will help to improve 
the quality of process output. 
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1.2 Objective 
 
1.2.1 General Objective  
 The main objective of this research is to design controller for shell and tube heat exchanger 
using PID and model predictive control strategy (MPC), and compare their performances. 
1.2.2 Specific Objectives 
This thesis aims to achieve the following specific objectives: 
 Comprehensive study of shell and tube type of heat exchanger process control  
 Modeling the system using system identification from input-output data   
 Design controller for the system with PID, and Model predictive control (MPC) using 
MATLAB/ Simulink environment 
 Analyze the performance indices of the system  
 Compare the simulation results and suggest better control strategy for a shell and tube heat 
exchanger. 
 
1.3 Outline of the thesis 
The rest of the thesis is organized as follows. Chapter two presents different literatures: 
introduction of heat transfer mechanism, types of heat exchangers, heat exchanger process control, 
overview of PID and MPC controllers, system identification and modeling, and heat exchanger 
related works. Methodology and related works included in chapter three. The fourth chapter is 
concerned on results and discussion, and the fifth chapter presents the conclusions and 
recommendations. 
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CHAPTER TWO 
LITERATURE REVIEW 
 
2.1 Introduction to Heat Transfer Mechanisms  
Naturally heat transfer techniques are classified in to three such as; convection, conduction, and 
radiation.  
Conduction 
Conduction is the transfer of energy from the more energetic particles of a substances to the 
adjacent less energetic ones due to interactions between particles. Conduction can take place in 
solids, liquids or gasses. In case of gases and liquids, conduction is due to the collision and 
diffusion of the molecules as a result of random motion. In solids, it is because of the combination 
of vibration of the molecules in a lattice and energy transport by free electrons. Conduction is not 
an immediate process; it takes time for the energy to transfer from one body to another. Materials 
such as metals are known to be good thermal conductors and others are bad conductors. Bad 
conductors can be used for thermal insulation [6-8]. 
Convection 
As energy is transferred into a solid, the atoms within it withhold around their equilibrium position. 
But in the case of liquids and gases, then atoms displace more freely than in a solid, and heat is 
transferred by the movement of these atoms is called convection process. 
When the fluid motion goes faster, as a result the greater heat transfer is being done. Forced 
convection is when, the fluid is forced to flow over the surface by external means. Or, convection 
is called natural if the fluid motion is caused by buoyancy forces that are induced by density 
differences due to the variation of temperature in the fluid [6-8]. 
Radiation  
Radiation is the energy radiated by matter in the fashion of electromagnetic wave (or photon) due 
to the changes in the electronic configuration of the atoms or molecules. Like convection and 
conduction, the energy by radiation does not require the existence of medium. The energy transfer 
by radiation is faster than others. Heat exchanger system concerns in two flowing fluids separated 
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by a solid wall, whereby heat is transferred from the hot fluid to the wall by convection, throughout 
the wall by conduction, and from the wall to the cold fluid by means of convection [6-8]. 
Log Mean Temperature Difference (LMTD) 
The log mean temperature difference, to decide the temperature driving force for heat transfer in 
heat exchanger system. The LMTD is a logarithmic average of the temperature difference between 
the cold and hot streams at each end point of the heat exchanger. As the LMTD is larger, more 
heat is transferred. Shown in Fig 2.1 is a schematic of the inlet and outlet streams of a typical heat 
exchanger system. For such a heat exchanger system the LMTD is calculated considering a 
constant flow rate and thermal properties of the fluid streams.  
 
Fig. 2.1. Log mean temperature difference 
                   
Consider the two side of the heat exchanger (side A and B), at which the hot and cold streams enter 
or exit; then, the LMTD is defined by the logarithmic means as follows. 
                      	 =  ∆∆∆∆                                                                              (2.1) 
Where ∆	 is the temperature difference on side A, and ∆	 is on side B. this equation is acceptable 
for parallel and counter current flow. Number of transfer units (NTU) method is used to calculate 
the rate of heat transfer in heat exchanger while there is inadequate information to calculate the 
log mean temperature difference [6-8]. 
When choosing a heat exchanger for a specific operation, the following points must be studied: 
 Materials of construction 
 Operating pressure and temperature, and temperature driving force 
 Flow rates 
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 Flow arrangements 
 Performance parameters, thermal effectiveness and pressure drops 
 Maintenance, inspection, cleaning, extension, and repair possibilities 
 Fabrication techniques 
2.2 Types of Heat Exchangers 
The choice of a heat exchanger considers numerous factors such as; capital and operating costs, 
fouling, corrosion tendency, pressure drop, temperature ranges, and safety matter of tolerance to 
leakage. Heat exchangers are usually classified according to flow arrangement and type of 
construction. 
Based on flow arrangement  
- Parallel flow 
- Counter flow 
- cross flow (perpendicular fluids flow) and etc. 
In the parallel flow arrangement, the hot and the cold fluids enters at the same end, flow in the 
same direction, and leave at the same end. In the counter flow arrangement, the fluids enter at 
opposite ends, flow in opposite direction, and leave at opposite ends. Alternatively, the flow 
displaced in cross flow is perpendicular to each other [6-8].  
Based on construction, heat exchanger systems could be categorized as:  
- shell and tube heat exchanger 
- plate heat exchanger 
- spiral heat exchanger 
- concentric heat exchanger etc. 
2.2.1 Shell and tube heat exchanger  
Shell and tube heat exchanger contains a series of tubes. These tubes contain the fluid that must 
be either heated or cooled. The second fluid runs up on the tubes that are being heated or cooled, 
so that it can either provide the heat or absorb the heat required. A set of tube is called the tube 
bundle, and can be made up of several types of tubes. Shell and tube heat exchanger are typically 
used for high pressure applications, with pressure greater than more than 30 bars and temperature 
higher than 260oC. This is because of the robustness of shell and tube heat exchangers due to their 
shape.  
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There are several thermal design features that are to be taken in to account when designing the 
tubes in the Shell and tube heat exchangers [6-8]. Shown in Fig 2.2 is a schematic of a shell and 
tube heat exchanger with one tube pass. 
 
Fig.  2.2. shell and tube heat exchanger with one shell pass and one tube pass [6] 
2.2.2 Plate heat exchanger  
Plate heat exchanger composed of multiple, thin, slightly-separated plates that have very large 
surface areas and fluid flow passages for heat transfer. The hot and cold fluids flow in alternate 
passage and thus each cold fluid stream is surrounded by two hot fluid streams resulting in very 
effective heat transfer. They are well suited for liquid to liquid heat exchange applications, 
provided that the hot and cold fluid streams are at about the same pressure. Generally, these 
exchangers cannot accommodate very high pressures, temperatures, and pressure and temperature 
differentials [6-7]. 
2.2.3 Spiral heat exchanger  
 
Spiral Heat Exchangers are usually smaller than other types of heat exchangers. The advantage of 
the Spiral Heat Exchanger is highly compact and high heat transfer rate than shell and tube heat 
exchanger. A compact Spiral Heat Exchangers has lesser investment cost and have a lesser amount 
of pressure drop, a lesser amount of pumping energy, greater thermal efficiency [6-8].  
2.2.4 Double pipe heat exchanger  
 
Double pipe heat exchangers are the simplest heat exchanger in which heat is transferred from the 
hot fluid to the cold fluid through a separating cylindrical wall. It consists of concentric pipes 
separated by mechanical closures. Inexpensive, rugged and easily maintained, they are primarily 
adapted to high-temperature, high-pressure applications due to their relatively small diameters. 
Double pipe heat exchangers have a simple construction. They are fairly cheap, but the amount of 
space they occupy is generally high compared with the other types. The amount of heat transfer 
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per section is small, that makes the double pipe heat exchangers a suitable heat transfer device in 
applications where a large heat transfer surface is not required [6,8].                                                        
2.3 Heat Exchanger Process Control  
Heat exchanger process control is concerned about different control system parameter used in heat 
exchanger and define the terms accordingly. To develop a comprehensive control strategy for any 
control loop, it is important to identify the process variable of interest called the "controlled 
variable," the manipulated variable, and the different disturbance variables that directly affect the 
controlled variable. 
 
Fig.  2.3. Heat exchanger 
 
Consider the heat exchanger shown in Figure 2.3. The shell side fluid is the process fluid that is 
required to be heated to a certain temperature set point. The resulting temperature is measured at 
the outlet of the heat exchanger T1out (controlled variable). Heating is achieved by passing hot 
water through the tube side. The hotter water passing through the tubes, the more heat is transferred 
to the process fluid, and vice versa. Control of the hot water flow F2 (manipulated variable) is 
achieved by throttling a modulating valve installed on the hot water inlet side. 
Three major disturbances can affect the process fluid outlet temperature: 
• Change in process fluid flow rate 
• Change in process fluid inlet temperature, T1 in 
• Change in hot water pressure, causing a change in hot water flow rate, F2.   
The control objective is to maintain process fluid outlet temperature T1 out at the desired set point 
regardless of disturbances by manipulating the hot fluid flow rate F2 
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Process gain 
The process gain (KP) is sometimes called sensitivity of the process. The process gain is a unit of 
output to input. The direction of gain tells us the direction of the process variable moves relative 
to the controller output changes [7,9]. 
Process time constant  
The process time constant  p, describes how fast the process variable moves in response to a change 
in the controller output, and the amount of time it takes to reach 63 % of the steady state response 
[9]. 
Time delays (Dead time) 
Time delays often occur owing to fluid transport through pipes, or measurement sample delays. 
The dead time occur when a controller output signal is issued until when the measured process 
variable begins to respond. It is not good thing for control loop [7]. There are different sources of 
dead time: 
- The time it takes for material from one point another point  
- Sensors and analyzer takes time to yields measurement result 
In general, the presence of time delays in control systems reduces the effectiveness of the 
controller. 
Peak time: The time required to reach the first, or maximum, peak. 
Rise time: The rise time is the time required for the response to rise from 10% to 90%. 
Overshoot: The maximum overshoot is the maximum peak value of the response curve measured 
from unity. 
Settling time: The settling time is the time required for the response curve to reach and stay within 
a range about the final value of size specified by absolute percentage of the final value (usually 
2% or 5%). 
ITAE = ! "|$(")|'( )" , Integral time absolute error.                                                          
IAE = ! |$(")|'( )" , Integral absolute error.                                                                                       (2.2) 
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2.4 PID Controllers 
The PID controller is the most common control algorithm. A survey has shown that 90% of control 
loops are PI and PID structures. The implementation of this form of feedback controller have been 
widely used in any industrial processes. The ideal continuous time domain PID controller for a 
SISO process is expressed in the Laplace domain as follows: 
*(+) = (+),(+)                            (2.3) 
(+) = -(1 + 01 2 + 	3)                    (2.4) 
Where, - is proportional gain, 	
 is integral time constant, and 	 is derivative time constant. 
The introduction of integral action facilitates the achievement of equality between the measured 
value and the desired value, as a constant error produces an increasing controller output. The 
introduction of derivative action means that changes in the desired value may be anticipated, and 
thus an appropriate correction may be added prior to the actual change. Thus, in simplified terms, 
the PID controller allows contributions from present controller inputs, past controller inputs and 
future controller inputs [10,12]. 
2.4.1 PID Tuning Methods 
PID controllers is the combination of three parameters: Proportional gain - is integral time 	
 
constant, and derivative time constant 	. The system of finding the controller parameter for short 
transient and high stability is called tuning. Some tuning methods with simple mathematics use 
little information of the process dynamics to obtain moderate performance, however it often need 
to retune by trial and error depend on those results. More sophisticated tuning method can 
get rise to considerable improvements in performance, but they are also more demanding 
computationally and depend on more information of process dynamics. The choice of method 
should be based on the characteristics of the process and performance requirements [10,13].  
Well-known PID tuning methods are listed as below: 
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2.4.1.1 Tuning by Trial and Error 
In many cases, the technician or engineer faces an existing plant and must do on-site tuning. Tuning 
of PID controller by trial and error is done as follows: 
1. Stage one: The controller is set to proportional mode only the remains 	
 maximum and 	 is minimum. 
2. Stage two: A low value of the gain is chosen and the controller is set in automatic mode. 
A step set point variation is operated. 
3. Stage three: The gain is increased by small increments until a sustained oscillation of 
period 	4  is obtained. 
4. Stage four: The gain is reduced by a factor of two. 
5. Stage five: 	
  is decreased by small increments until a sustained oscillation is again 
obtained. 	
 is set to three times this value. 
6. Stage six:  	  is increased until sustained oscillation is obtained. 	 is set to one-third of 
this value. 
During this operation, it is necessary to avoid saturating the controller output. In other hand, this 
tuning system has own drawback, this procedure is unsafe, and it cannot be applied for the process 
which are unstable in open loop [14].  
 
2.4.1.2 Ziegler-Nichols Rules 
There are two method called Ziegler and Nichols tuning rules which are first rule and second rule.  
First method 
In the first method, we obtain experimentally the response of the plant to a unit-step input. This 
method applies if the response to a step input exhibits an S-shaped curve. Such step-response 
curves may be generated experimentally or from a dynamic simulation of the plant. The S-shaped 
curve may be characterized by two constants, delay time L and time constant T. The delay time 
and time constant are determined by drawing a tangent line at the inflection point of the S-shaped 
curve and determining the intersections of the tangent line with the time axis and line c(t) at point 
K [15]. 
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Fig.  2.4. Ziegler-Nichols tuning S shape response curve [15] 
 
The transfer function 
-(5)6 (5)  may then be approximated by a first-order system with a transport delay 
as follows:  
-()6() = 789::;0                                                                                                                              (2.5) 
Ziegler and Nichols suggested to set the values of  , 	
 =>) 	 according to the formula shown 
in the table 2.1 :   
Table 2.1. Ziegler- Nichols first rule tuning method 
Type of 
controller 
 ?              	
   	  
P 	 ∞ 0 
PI 0.9 	 0.3 0 
PID 1.2 
E 2 0.5 
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The PID controllers tuned by first rule gives 
                                H(3) = I(1 + 0
 2 + 	) 3)                                                                                               (2.6) 
                                H(3) = 0.6 	 K2;L9MN2                                                                                                                  (2.7) 
The advantage of Ziegler and Nichols first method is that the tuning rule are very simple to use. 
Disadvantages are: 
 Further fine tuning is needed. 
 Controller settings are aggressive, resulting in large overshoot and oscillatory responses.  
 Poor performance for processes with a dominant delay. 
 Closed loop very sensitive to parameter variations. 
 Parameters of the step response may be hard to determine due to measurement noise. 
 
Second method 
In the second method, we first set and Using the proportional control action only, increase  ? 
from 0 to a critical value O at which the output first exhibits sustained oscillations. If the output 
does not exhibit sustained oscillations for whatever value  ? may take, then this method does not 
apply. Thus, the critical gain O and the corresponding period are experimentally determined. 
 
 
Fig.  2.5. Sustained oscillation with period Pcr 
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If the system has a known mathematical model, then we can use the root-locus method to find the 
critical gain O and the frequency of the sustained oscillations PO, where QRSTU = VO. These values 
can be found from the crossing points of the root-locus branches with the WP axis. Obviously, if 
the root-locus branches do not cross the WP axis, this method does not apply. 
Table 2.2. Ziegler- Nichols second rule tuning method 
Type of 
controller 
 ?              	
   	  
P 0.5 O ∞ 0 
PI 0.45 O 11.2 VO 0 
PID 0.6 O 0.5VO 0.125VO 
 
 
The PID controllers tuned by second rule gives 
                                   H(3) = I(1 + 0
 2 + 	) 3)                                                                        (2.8) 
                                  H(3) = 0.075  O VO  K5; Z [\]MN5                                                                                       (2.9) 
A disadvantage of the continuous cycling method is that the system is driven towards instability, 
which can lead to dangerous situations in practice [15]. 
2.4.1.3 Tyreus and Luyben 
Tyreus-Luyben Suggested Tuning Parameters Based on the Ziegler-Nichols Closed-Loop 
Oscillation Tuning Method. The tuning parameter rules that result in less oscillatory responses and 
that are less sensitive to changes in the process condition [9].  Their rules are shown in table below. 
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Table 2.3. Tyreus and Luyben tuning method 
Type of 
controller 
 ?              	
   	  
PI O3.2 2.2 VO 0 
PID O2.2 2.2 VO VO6.3 
 
2.4.1.4 Cohen-Coon Method 
The method developed by Cohen and Coon (1953) is based on a first-order plus time-delay process 
model. A set of tuning parameters was empirically developed to yield a closed-loop response with 
a quarter decay ratio.                                   
                                              -()6() = 7^8_:`a :;0                                                                                     (2.10) 
 
Table 2.4. Cohen-coon tuning method 
Type of 
controller 
             	
  	  
P  b?c d1 + c3 e ∞ 0 
PI  b?c d0.9 + c12 e c f30 + 3c  g9 + 20 c   
0 
PID  b?c d43 + c4 e c f32 + 6c  g13 + 8 c   
4 c11 + 2c   
 
The main design requirement is the rejection of load disturbances. A major problem with the 
Cohen-Coon parameters is that they tend not to be very robust; that is, a small change in the process 
parameters can cause the closed-loop system to become unstable [9]. 
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2.4.1.5 Relay Auto Tuning 
An improvement of the Ziegler-Nichols method is given by Astrom and Hagglund [11]. They 
propose to use a relay feedback, as shown in figure below. 
 
Fig. 2.6. Relay auto-tuning [12] 
 
Auto-tuning is based on the idea of using an on/off controller. Initially, the plant oscillates without 
a definite pattern around the nominal output value until a definite and repeated output response 
can be identified. When the desired response pattern has been reached, the oscillation period (Pu) 
and the amplitude (A) of the plant response can be measured and used for PID controller tuning. 
The major advantage of using relay feedback is that the system is not driven to instability [12]. 
The ultimate gain can be computed as: 
                                   O = ijR                                                                                                  (2.11)                                                           
where d=amplitude of the relay, and A=amplitude of the plant response. 
Table 2.5. Tuning parameters for Ziegler and Nichols closed loop ultimate gain method 
Type of 
controller 
?             	
  	  
P 0.5 O ∞ 0 
PI 0.45 O 11.2 VO 0 
PID 0.6 O 0.5VO 0.125VO 
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2.4.1.6 Chein et al. 
The controller design is based on a process model and derived from a direct synthesis PID 
controller design method. The problematic dynamics of an inverse response system or a large 
overshoot system are the result of two or more opposing dynamic effects. Chein et al. tuning 
mechanism is considering the two difficult control loop of following process: 
i. Inverse Response Plus Dead Time Process 
Depending on the overdamped or underdamped nature of the studied process, the transfer function 
models for the inverse response plus dead time process are assumed to be as follows: 
Over damped system 
                                   (+) = kl(mln 5;0)8o pl(0;lL2);(0;lN2)                                                                          (2.12) 
Under damped system 
                                        (+) = kl(mln 5;0)8opllLN2N;QqlL2;0                                                                      (2.13) 
 
ii. Large Overshoot Response Plus Dead Time Process 
Depending on the overdamped or underdamped nature of the studied process, the transfer function 
models for the inverse response plus dead time process are assumed to be as follows: 
Over damped system 
                                                (+) = kl(ln 5;0)8opl(0;lL2);(0;lN2)                                                               (2.14) 
Under damped system 
                                             (+) = kl(ln 5;0)8o pllL2N;QqlL2;0                                                                   (2.15) 
The system which has inverse response plus dead time, and large overshoot plus dead time is much 
more difficult to control than the usual first-order, second order, or integrating plus dead time 
systems. 
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Ideal controller with first order lag: 
H(3) = H(1 + 0
 2 + 	) 3) 0r 2;0                                                 (2.16) 
 
Fig.  2.7. Ideal controller with first order lag 
PID controller tuning for second order plus time delay with zero 
                                     (+) = kl(ln 5;0)8opl(0;lL2);(0;lN2)  st(+) = kl(ln 5;0)8o pllL2N;QqlL2;0                           (2.17) 
Table 2.6. Chein et al PID tuning rule for SOSPD 
Rule ?             	
  	  Comment 
Chein et al. (2003) 
Model Method 
One. 	u =  	vw 
0.829	0K   2	0 	02   1 	0 0 	0 > 	Q 2 	
 0  
 
1 H = 	v0v(1.441z1 + 	vw +  )                                                                                                               (2.18) 
         z1 = 0.707	vQ + 0.5{2|	vQQ +  vQQ} + 4	vQ vQ 
2 = 	
v(2.414z1 +   − 	
)                                                                                                                   (2.19)  
       	
 =  4.828  	v0z1 + 2 	v0 + 0.5  Q − 2.414 z1Q2 	v0 +     
In Chein et al. tuning method both inverse response plus dead time and large overshoot response 
plus dead time with denominator dynamics of an overdamped or underdamped nature will be 
treated [16]. 
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2.5 MPC Controller (MPC) 
Model predictive control(MPC), a significant advanced control mechanism for difficult and 
multivariable process control. A greatest advantage to the approach is the ability to explicitly 
handling of constraints. 
In model predictive control application, the output variable considered as controlled variable (CV), 
while the input variable called manipulated variable (MV), and measured disturbance variable or 
feedforward variable is referred to as disturbance variable (DVs) [17].  
The overall objective of MPC have been summarize as bellow: 
1) Prevent input and output constraint violation  
2) Drive the output variable to their optimal set 
3) Protect excessive movement of the input variable  
The block diagram of model predictive control is shown in figure below  
 
Fig.  2.8. Block diagram of model predictive control [17] 
 The process model, is used to predict the current values of the output variable. 
 The residuals, it is the difference between actual output and predicted output, serve as 
feedback signal to the prediction block. 
 The prediction is used for both set point calculation and control calculations. 
MPC configuration is similar to IMC and Smith predictor configuration. However, the 
coordination of set point and control calculation is a unique feature of MPC.  
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The objective of MPC control calculation is to determine a sequence of control moves that is 
manipulated input changes, so the predicted response moves to the set point in an optimal manner. 
The actual output Y, predicted output  , and manipulated variable * for siso control of the figure 
bellow: 
 
Fig.  2.9. Basic concept of model predictive control [17] 
 
The current sampling instant denoted by b, the MPC strategy calculates a set of M values of the 
input *(b +  − 1),  = 1,2, … , , the input is held constant after the M control moves. The 
input are calculated so that a set of predicted output (b + ),  = 1,2, … , V reaches the set 
point in an optimal manner. The control calculations are based on optimizing an objective 
function.  
The number of prediction is referred to as the prediction horizon, which the number of control 
moves is called the control horizon [9,17]. 
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Optimization problem 
The term optimization implies a best value for some type of performance criterion. This 
performance criterion is known as an objective function. Here, we first discuss possible objective 
functions, then possible process models that can be used for MPC. 
Objective Functions 
There are several different choices for objective functions. The first one that comes to mind is a 
standard least-squares or "quadratic" objective function. The objective function is a "sum of 
squares" of the predicted errors and the control moves. 
A quadratic objective function for a prediction horizon of 3 and a control horizon of 2 can be 
written as follow: 
 Ф = ∑ (t;
 − 
;0)Q?
0 +  ∑ ∆*Q;
m0
(                                                                              (2.20) 
Where Ф is objective function,    is model predicted output, t is set point, ∆* is manipulated input 
and the subscripts indicate the sample time (k is the current sample time). For a prediction horizon 
of P and a control horizon of M. The optimization problem solved is usually stated as a 
minimization of the objective function, obtained by adjusting the M control moves, subject to 
modeling equations (equality constraints), and constraints on the inputs and outputs. 
min∆4,…∆4L  Ф                   Subject to modeling equation and constarints                             (2.21) 
Least-squares formulations are by far the most common objective functions in MPC. Least squares 
yield analytical solutions for unconstrained problems and penalizes larger errors (relatively) more 
than smaller errors. 
Models 
Many different types of models are possible for calculating the predicted values of the process 
outputs, which are used in evaluating the objective function. Since the outputs are evaluated at 
discrete-time steps, it makes sense to use discrete models for the output prediction. 
Practically every possible form of modelling a process appears in a given MPC formulation, the 
following being the most commonly used [18-19]. 
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 Step response process model 
 Impulse response process model 
 Transfer function process model 
 State space process model 
 
2.5.1 Finite Step Response 
FSR models are obtained by making a unit step input change to a process operating at steady state. 
The model coefficients are simply the output values at each time step. 
 
Fig.  2.10. Finite step response illustration [18] 
 
                      3 = [+0 +Q  +w  +i  +¡  . . . +¢]                                                                                  (2.22) 
where the model length N is long enough so that the coefficient values are relatively constant. 
2.5.2 Finite Impulse Response 
Another common form of model is a finite impulse response (FIR). Here, a unit pulse is applied to 
the manipulated input, and the model coefficients are simply the values of the outputs at each time 
step after the pulse input is applied. 
 
Fig.  2.11. Finite impulse response illustration [18] 
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ℎ
 = +
 − +
m0 
3
 = ∑ ℎ¥
¥0                                                                                                                                 (2.23) 
where, s is step response coefficient and, h is impulse response coefficient.   
2.5.3 Transfer function Process model 
It uses the concept of transfer function G = B / A so that the output is given by: 
               ¦(§m0)(") = ¨(§m0)*(")                                                                                       (2.24) 
               ¦(§m0) = 1 + =0§m0 + =Q§mQ + ⋯ + =ª«§mª« 
               ¨(§m0) = ¬0§m0 + ¬Q§mQ + ⋯ + ¬ª­§mª­ 
Thus, the prediction is given by: 
               (" + b|") = |®L}(®L) *(" + b|")                                                                                  (2.25) 
This representation is also valid for unstable processes and has the advantage that it only needs a 
few parameters, although a priori knowledge of the process is fundamental, especially that of the 
order of the A and B polynomials. 
2.5.4 States space process model 
States space representation can be used for multivariable processes in a straightforward manner. z(") = ¦z(" − 1) + ¨*(" − 1)                                                                                                                                      (") = ¯z(")  
The prediction for this model is given by (" + b|") = ¯z(" + b|")  
                     = ¯[¦z(") + ∑ ¦
m0¨*(" + b − )
m0 ]                                                              (2.26) 
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2.5.5 Dynamic Matrix Control (DMC) formulation of MPC 
DMC was developed by Shell Oil Company in the 1960s and 1970s. DMC is an algorithm based 
on the step response model. It applies incremental algorithms, which are very effective in removing 
the steady-state error. Up to now, DMC is the most widely accepted in the process industry [9] 
[19]. 
 = 3¢*m¢ + ∑ 3
∆*m
¢m0
0   , where  is measured output.                                                 (2.27) 
 = ∑ 3
∆*m
¢m0
0 + 3¢*7m¢ , where , is model prediction of time step k, and *7m¢ is the 
manipulated input N steps in the past. 
) =  −  , where ) is additive disturbance.                                                                          (2.28) 
 = +)  
Ŷ-;0 = ;0 + )±;0  
where,  Ŷ- ;0 is corrected predicted output, ;0 is predicted output, and )±;0 is predicted 
additive disturbance. 
Ŷ-;0 = ∑ 3
∆*m
;0¢m0
0 + 3¢*7m¢;0 + )±;0                                                                      (2.29) 
Ŷ-;0 = 3
∆* + ∑ 3
∆*m
;0¢m0
Q + 3¢*7m¢;0 + )±;0  
So, for the  W²³ step into the future, we find 
Ŷ-;¥ = ;¥ + )±;¥  
Ŷ-;¥ = ∑ 3
∆*m
;¥¥
0 + ∑ 3
∆*m
;¥¢m0
¥;0 + 3¢*7m¢;¥ + )±;¥  
              Current control action          Effect of past control moves                    Correction term 
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In matrix-vector form, a prediction horizon of P steps and a control horizon of M steps, yields 
⎣⎢⎢
⎢⎢⎢
⎡Ŷ-;0Ŷ-;Q⋮Ŷ-;¥⋮Ŷ-;⎦⎥⎥
⎥⎥⎥
⎤
=
⎣⎢
⎢⎢⎢
⎡30 0 0 … 0 03Q 30 0 … 0 0⋮ ⋮ ⋮ ⋮ ⋮ ⋮3¥ 3¥m0 3¥mQ … … 3¥m;0⋮ ⋮ ⋮ ⋮ ⋮ ⋮3 3?m0 3?mQ ⋯ … 3?m;0⎦⎥
⎥⎥⎥
⎤
⎣⎢⎢
⎢⎢⎡
∆*∆*;0⋮⋮∆*;mQ∆*;m0⎦⎥
⎥⎥⎥
⎤
                                                (2.30) 
V»¼, corrected                                  V»                                               »¼ 
output prediction        dynamics matrix,  3r                                     current and future control move, ∆ *r 
+
⎣⎢
⎢⎢⎢
⎡ 3Q 3w 3i … 3¢mQ 3¢m03w 3i 3¡ … 3¢m0 0⋮ ⋮ ⋮ ⋮ 0 03¥;0 3¥;Q … 3¢m0 0 0⋮ ⋮ ⋮ ⋮ ⋮ ⋮3;0 3?;Q … 0 … 0 ⎦⎥
⎥⎥⎥
⎤
⎣⎢⎢
⎢⎢⎡
∆*m0∆*m0⋮⋮∆*m¢;w∆*m¢;Q⎦⎥
⎥⎥⎥
⎤
+ 3¢ ⎣⎢⎢
⎢⎡*m¢;0*m¢;Q⋮⋮*m¢;?⎦⎥
⎥⎥⎤ +  ⎣⎢⎢
⎢⎡);0);Q⋮⋮);⎦⎥
⎥⎥⎤ 
                  (V»½ − 2), corrected                                          (½ − 2)»¼                      V»¼                         V»¼ 
                   v="t», 3 I=+"                               ∆* I=+"               I=+" >I¾", *?          It$)H"$) )¿ 
It can be written in matrix vector notation. Ŷ-  =      3r∆*r +   3«²∆*«² +  3¢∆*?  +   )±                                            (2.31) 
Corrected         Effect of                          Effect of past moves                 Predicted  
Predicted         current and disturbances 
output              future moves 
 
Future predicted error 
   t − Ŷ-   =    t − ( 3«²∆*«² +  3¢∆*?  +  )±) − 3r∆*r                                                   (2.32) 
Corrected                       unforced error (if no current and future  
Predicted error, ,-         control move were made), ,           
The least square objective function is  
Ф = ∑ ($-;
)Q?
0 = [$-;0 $-;Q … $-;?] ⎣⎢⎢
⎡$-;0$-;Q⋮$-;?⎦⎥
⎥⎤                                                 (2.33) 
    = (,-),- , since based on the predicted error 
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 ∑ (∆*;
)Q = . [∆* ∆*;0 … ∆*;m0] À ∆*∆*;0⋮∆*;m0Á
m0
(                                      (2.34) 
                                = [∆* ∆*;0 … ∆*;m0] À 0 0 00  0 00 0 ⋱ 00 0 0 Á À
∆*∆*;0⋮∆*;m0Á                                  = ∆*r∆*r = (∆*r)∆*r  
 
Therefore, the objective function can be written in the form below: 
Ф = (,-),- + (∆*r)∆*r                                                                                               (2.35) 
Where  is weighted function, and *r is control move matrix 
Subject to the modeling equation equality constraint  
,- = , − 3r∆*r  
Substituting the  ,-  in to objective function  
Ф = (, − 3r∆*r)(, − 3r∆*r) + (∆*r)∆*r                                         
Ф = ,, − ∆*r3r, − ∆*r3r, + ∆*r3r3r∆*r + ∆*r∆*r                                  
Unconstrained System 
The minimization with respect to the control move vector, when there are no constraints, is 
ÃФÃ∆6Ä = −23r, + 2|3r3r + }∆*r = 0                                                                             (2.36) 
The solution of the minimization of this objective function is: 
 ∆*r = (3r3r + )m03r ,  
                      K                 unforced error(no input control)     
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Notice that the current and future control move vector (∆*r) is proportional to the unforced error 
vector (E). That is, a controller gain matrix, K, multiplies the unforced error vector (the future 
errors that would occur if there were no control move changes implemented). Because only the 
current control move is actually implemented, we use the first row of the K matrix, and where K1 
represents the first row of the K matrix. 
∆*7 = 0,                                                                                                                                (2.37) 
Constrained System 
The objective function for a constrained system is no different than the unconstrained 
min∆4Ä  Ф = ∆*r(3r3r + )∆*r − ∆*r23r,                                                                       (2.38) 
min∆4Ä  Ф = 1/2(∆*r(3r3r + )∆*r) − ,3r∆*r   
Constraints 
¦∆*r ≥ ¬  
∆*
ª ≤ ∆*r ≤ ∆*«Ê  
 Effect of tuning parameter  
Model-length and sample-time selection are not independent. The model length should be 
approximately the "settling time" of the process, that is, the time required to reach a new steady 
state after a step input change. The sample time is usually on the order of one tenth the dominant 
time constant, but it is not always true so the model length is roughly the settling time of the 
process. 
Prediction and control horizons differ in length. Usually, the prediction horizon is selected to be 
much longer than the control horizon. This is particularly true if the control weighting factor is 
selected to be zero. Usually, if the prediction horizon is much longer than the control horizon, the 
control system is less sensitive to model error. As the control horizon is increased, the control 
moves tend to become more aggressive so a larger weight is needed to penalize the control moves. 
  
28 
 
2.5.6 States space formulation of MPC  
Most recent developments and research on MPC is related to state space formulation of MPC. 
Model predictive control systems are designed based on a mathematical model of the plant, the 
model to be used in the control system design is taken to be a state-space model [19]. z(b + 1) = ¦z() + ¨*() + ,)(b)                                                                                    (2.39) (b) = ¯z(b)  
Where z(b) ∈ ℝªÍ , (b) ∈ ℝªÎ , *(b) ∈ ℝªÏ , =>) )(b) ∈ ℝªÐ  are state, output, input, and 
measurable disturbances vector, respectively. A, B, C, and E are system coefficient matrices. 
Performance Index is given by: 
The cost function (b) penalizes deviations of the prediction outputs  
(b + |b),  = 1,2, … , V, from reference trajectray  O(b + |b),  = 1,2, … V.  
We define the cost as 
(b)  = ∑ ||Ò̂(b +  |b)  −  ÒO(b +  |b)||Ô
Q +?
0 ∑ ||Õ¾(b +   −  1|b)||Ö
Q
0                  (2.40) 
where ×
 > 0 =>) Ø
 > 0 are weighting coefficient matrices, respectively. 
The prediction horizon has length P, but we do not necessarily start penalizing deviations of y from 
a set-point immediately (if P > 1), because there may be some delay between applying an input 
and seeing any effect. 
Thus, the reference trajectory O(b + |b),  = 1,2, … V, may depend on measurements made up to 
time k; in particular, its initial point may be the output measurement y(k). But it may also be a set-
point, or some other predetermined trajectory. M, M < P, is the control horizon, and that Õ¾(b +  |b) = 0 for i >M 
 
 
 
  
29 
 
The prediction is given by:                                                                                                          
   »Ù(b +  1|b) =  ¦»(b|b) +  ¨¾(b|b) +  ,)(b)  =  ¦»(b|b)  +  ¨Õ¾(b|b)  +  ¨¾(b −  1|b −  1)  +  ,)(b)»̂(b +  2|b)  =  ¦Q»(b|b)  +  ¦¨¾(b|b)  +  ¨¾(b +  1|b) +  ¦,)(b)  +  ,)̂(b +  1)=  ¦Q»(b|b)  +  ¦¨(¾(b −  1|b −  1)  +  Õ¾(b|b)) +  ¨((¾(b −  1|b −  1)  +  Õ¾(b|b)  +  Õ¾(b +  1|b)) +  ¦,)(b)  +  ,)̂(b +  1) 
  =  ¦Q»(b|b) +  (¦ +  ¼)¨Õ¾(b|b) +  ¨Õ¾(b +  1|b) +  ¦,)(b) +  
,)̂(b +  1) +  (¦ +  ¼)¨¾(b −  1|b −  1) 
⋮ 
z(b + V|) = Ú ¦z(|)?0 + Ú Ú ¦¥m0


¥0
?

0 ∆¨*( +  − 1|) + Ú ¦³m0
?
³0 ,)±(b + ℎ − 1|b)                                                       + ∑ ¦
m0?
0 ¨*(b − 1|b − 1)                                                  (2.41) 
 
where Õ¾(b +  Û|b)  =  0, when 1 ≥ . Define that 
Ü(b)  =  [Ò(b +  1|b) Ò(b +  2|b)  · · ·  Ò(b +  V|b)] 
Þ(b)  =  [»(b +  1|b) »(b +  2|b)  · · ·  »(b +  V|b)] 
ß(b)  =  [¾(b +  1|b) ¾(b +  2|b)  · · ·  ¾(b +  V|b)] 
à(b)  =  [)(b +  1|b) )(b +  2|b)  · · ·  )(b +  V|b)] 
And 
á = À ¦¦Q⋮¦?Á

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 =
⎣⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎡ ¨ 0 … 0(¦ + ¼)¨ ¨ … 0⋮ ⋮ … ¨
Ú ¦
m0¨0 Ú ¦
m0¨
m0
0 … ¨
Ú ¦
m0¨;00 Ú ¦
m0¨

0 … (¦ + ¼)¨⋮ ⋮ … ⋮
Ú ¦
m0¨?0 Ú ¦
m0¨
?m0
0 … Ú ¦
m0¨
?m;0
0 ⎦⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎤
 
â =
⎣⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎡ ¨(¦ + ¼)¨⋮
Ú ¦
m0¨0
Ú ¦
m0¨;00 ⋮
Ú ¦
m0¨?0 ⎦⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎤
 
ã = À , 0 … 0¦, , … 0⋮ ⋮ … ⋮¦?m0, ¦?mQ, ⋯ ,Á 
	 = À¯ 0 … 00 ¯ ⋱ ⋮⋮ ⋱ ⋱ 00 … 0 ,Á 
Then, the interconnected predictive model can be expressed as 
Þ (b|b) = ä»(b|b) +  åæß(b|b)  +  çè(b −  1|b −  1)  +  éà(b|b) 
                     Ü(b|b) = êÞ(b|b)                                                                                                (2.42) 
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However, in a real industrial process, many state variables cannot be measured directly. In these 
cases, an observer can be employed to estimate the current state according to the system model 
(2.39), the measured output in time instant k, measurable disturbances at time instant k − 1, and 
input at time instant k – 1. Then, the predictive model with an observer becomes 
        Ü(b|b) = êäëì(b|b) +  êåæß(b|b)  + êçè(b −  1|b −  1)  +  êéà(b|b)              (2.43) 
      Þ¿(b|b) = íëì(b|b − 1) +  îè(b − 1) +  ïð(b − 1) + ñ(ò̂(b)  − ò̂(b|b −  1)) 
Where L might be Kalman filter or Lunberg method. Kalman filter or lunberg method is used to 
estimate the state variable. 
The significance of MPC for controlling heat exchanger when compared with the existing 
controlling techniques are: 
- The existing control technique PID controller uses the current and past state of the system to 
take decision, whereas MPC follows its model and predict the future using information of the 
current state. 
- PID controller handle Single input single output system whereas MPC handles MIMO system. 
- The primary advantage of MPC is constraint handling capacities but PID is not.  
2.5.7 Multiple MPC 
It is a tool on Matlab that used to solve nonlinear control problems using linear control techniques; 
the multiple MPC block available on MATLAB. The Multiple MPC Controllers block enables to 
achieve better control when operating conditions change. Using available measurements, you can 
detect the current operating region at run-time and choose the appropriate active controller via the 
switch in port. Switching controllers for different operating regions is a common approach to 
solving nonlinear control problems using linear control mechanism. 
At each control instant the Multiple MPC Controllers block receives the current measured plant 
output, reference, and measured plant disturbance. In addition, it receives a switching signal that 
selects the active controller from a list of candidate MPC controllers designed at different operating 
points within the operating range. The active controller then solves a quadratic program to 
determine the optimal plant manipulated variables for the current input signals [20]. 
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MPC limitation: The existing MPC has some limitations, as pointed out by Eduardo F. 
Camacho, and Carlos Bordons [21]. 
Tuning: The tuning procedure is not clearly defined since the tradeoff between tuning parameter 
and closed loop behavior is generally not very clear. Tuning in the presence of constraints may be 
even more difficult, and even for the nominal case, is not easy guarantee closed loop stability; that 
is why so much effort must be spent on prior simulation.     
 
2.6 System Identification and Modeling 
 
2.6.1 System Modeling 
A mathematical model is a very useful, as well as very compact way, of describing the knowledge 
we have about a process or system. There are several methods to obtain the model of the system, 
and two of them are introduced as follows [19]. 
1. First-principle model (Theoretical Modeling): The first-principle model refers to a model 
in which the equations are obtained from knowledge of the underlying physical, chemical, 
and thermodynamic processes. The first principle modeling is based on fundamental laws 
of matter and energy.  
2. Black-box model (Empirical Modeling): Most commonly, it is obtained by performing 
tests on the plant, which involve injecting known signals, such as steps, multi-sines, 
pseudorandom, or others, at the plant inputs, and recording the resulting plant outputs and 
the measurable disturbances. Models obtained in this way are “black-box” models, which 
represent only the input–output behavior of the plant, and carry no information about its 
internal structure. 
3. Gray- box model: Gray-box modeling is when black-box modeling considers prior 
information about the system.  
The Benefit of Empirical modeling as follows. 
i. The ability to build models with minimal process knowledge 
ii. The flexibility in selecting the model structure 
iii. the convenience of implementing them in a soft form, i.e., in the form of a computer-
interpretable code. 
  
33 
 
System identification is defined according to the book of “Principles of system identification” by 
Aron K. Tangirala, “Identification is the exercise of developing a mathematical relationship 
(model) between the causes (inputs) and the effects (outputs) of a system (process) based on 
observed or measured data. Stated otherwise, identification establishes a mathematical map 
between the input and output spaces as determined by the data” [22]. 
Identification is today an integral part of modern industrial control and automation schemes [22]. 
Data-driven models have, in general, good predictive abilities only over the operating regime 
spanned by the data whereas first-principles models are superior in this respect [24]. 
 
Fig.  2.12. System identification based on input output data [22] 
Mathematical models may be distinguished as parametric and nonparametric models. Parametric 
models obviously involve parameters: for example, the coefficients of differential or difference 
equations, of state equations, and of transfer functions. Nonparametric models do not involve 
parameters and are usually graphical representations, such as the Nyquist or Bode diagrams of a 
transfer function or impulse response function [24]. 
There are three universal facts of identification concerning the accuracy and precision of identified 
models, which also provide the guiding paths for identification: 
1. It is generally not possible to build an accurate model from finite-sample data. Any model 
estimated from data contaminated with errors can never be accurate. 
2. It is generally not possible to estimate a precise model from finite-sample data. However, 
it may be achievable under asymptotic (large sample) conditions. 
3. The accuracy and precision of the optimally identified model, among other factors, is 
critically dependent on the (i) input type (excitation and shape) and the (ii) signal-to-noise 
ratio achieved in the experiment. 
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The procedure for identification can be divided into five salient steps, namely, 
 Data Generation and Acquisition 
  Data Pre-Processing 
 Data Visualization 
 Model Development  
 Model Assessment and Validation 
 
Fig.  2.13. Flow chart of a generic iterative procedure for system identification [22] 
Input design is an identification-specific issue and has been reasonably well studied but with plenty 
of open-ended problems. The basic question of interest is; what kind of excitation is best for a 
given identification problem. 
 
Fig.  2.14. Standard sampled data system [22] 
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Input used for data generation 
 The input used for simulation is a discrete-time pseudo-random binary signal (PRBS), which 
consists of short- and long-duration pulses switching between two levels around the nominal 
operating value. The PRBS input has certain advantages over other inputs. PRBS is also used for 
this experiment. 
Model Structure for Parametric Identification 
It is necessary to choose a type of model before proceeding to the system identification. After the 
choice of the model structure, it will be possible to estimate the parameters of the model. 
Parameter estimation  
This term parameter may refer to a regression model parameter. Parameter Estimation is the 
exercise of systematically inferring the unobserved or hidden variable from a given information 
set using a mathematical map between the space of unknowns and knowns [22]. 
Parameter estimation is classified in to two; Offline parameter estimation, and Online parameter 
estimation. 
 Offline parameter estimation: In offline estimation, first collect all the input-output data and 
then estimate the model parameters. In offline estimation the parameter value cannot vary with 
time, time delay can be determined, and data preprocessing is done. 
 Online parameter estimation: In Online parameter estimation estimate the parameters of a 
model when new data is available during the operation of the model. Parameter values 
estimated using online estimation can vary with time. Online parameter estimation is typically 
performed using a recursive algorithm.  
Assume the first order system under consideration is described by the differential equation with 
initial condition  Ò(−1) of offline estimation as follows [24]. 
Ò(b) + =0Ò(b − 1) =  ¬0¾(b − 1) - Regressors                                                                                         (2.44) 
Assume that the system (a) is excited with an input sequence ¾ (−1), ¾ (0), ¾ (1), … , ¾ (½ − 1), 
and the output sequence of Ò (−1), Ò (0), Ò (1), … , Ò (½ − 1). Given the input ¾ and Ò, find an 
estimate of the system’s parameter =0 and ¬0and of the initial condition Ò(−1). To solve the 
problem, we begin by writing down Eq. (2.44) for ½ + 1 measurements, i.e b = 0,1,2,3 … ½. 
Consequently, we arrive at the following set of linear algebraic equations: 
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Ò(0) + =0Ò(−1) =  ¬0¾(−1)                                                                                                 (2.45) Ò(1) + =0Ò(0) =  ¬0¾(0) Ò(2) + =0Ò(1) =  ¬0¾(1)                 ⋮ Ò(½) + =0Ò(½ − 1) =  ¬0¾(½ − 1)                                                                                             
Now, estimate the parameter =0 and ¬0: 
 
c = ó=0¬0ô , Ò = À
Ò(1)Ò(2)⋮Ò(½)Á , and  ф =  ⎣⎢
⎢⎢⎢
⎢⎡ ö(0)⋯ö(1)⋯⋮⋯ö(½ − 1)⎦⎥
⎥⎥⎥
⎥⎤ =  
⎣⎢
⎢⎢⎢
⎢⎡ −Ò(0) ⋮ ¾(0)⋯ ⋮ ⋯−Ò(1) ⋮ ¾(1)⋯ ⋮ …⋮ ⋮ ⋮… ⋮ …−Ò(½ − 1) ⋮ ¾(½ − 1)⎦⎥
⎥⎥⎥
⎥⎤   
Ò = фc   
It is clear that if the known input and output sequences involve errors due to measurement or 
noise, then, for every input-output pair ¾ (b), Ò(b), there exists an error $(b); thus, Eqs (2.45) 
will take on the form Ò(b) + =0Ò(b − 1) =  ¬0¾(b − 1) + $(b)               b = 1,2 , … , ½ Ò = фc + $                                                                                                                              (2.46) 
where $  is the N-dimensional error vector $  = [$(1)  $(2)  ⋯  $(½)] . For the 
minimization of the error vector $, the least-squares methods can be applied. To this end, define 
the following cost function.  = $$ = ∑ $Q(b)¢0                                                                                                              (2.47) 
Substitute equation (2.46) into (2.47)  = (Ò − фc)(Ò − фc)  
Hence  
Ã÷Ãø = −2ф(Ò − фc)  
If we set 
Ã÷Ãø = 0, we obtain  ффc = фÒ  c = (фф)m0фÒ                                                                                                                     (2.48) 
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The matrix фф is symmetrical and has the following form: 
фêф =
⎣⎢⎢
⎢⎢⎡ Ú ÒQ(b)
¢m0
( − Ú Ò(b)¾(b)
¢m0
(
− Ú Ò(b)¾(b)¢m0( Ú ¾Q(b)
¢m0
( ⎦⎥
⎥⎥⎥
⎤
                                                                                  (2.49) 
фêò =
⎣⎢⎢
⎢⎢⎡− Ú Ò(b)Ò(b − 1)
¢
(
Ú Ò(b)¾(b − 1)¢( ⎦⎥
⎥⎥⎥
⎤
                                                                                                             (2.50) 
 Hence 
c = ó=0¬0ô = (фф)m0фÒ                                                                                                                    (2.51) 
Finally, the estimate of Ò (−1) is derived as follows. 
Ò (−1) = 1=0 [¬0¾(−1) − Ò(0)]                                                                                                        (2.52) 
For high order system: c = [=0 =Q … =ª ¬0 ¬Q ⋯ ¬ª], Ò = [Ò (>) Ò (> + 1) … Ò (> + ½ − 1) ]  
ф =  
⎣⎢
⎢⎢⎢
⎢⎡ ö(0)⋯ö(1)⋯⋮⋯ö(½ − 1)⎦⎥
⎥⎥⎥
⎥⎤
=
⎣⎢
⎢⎢⎢
⎢⎡ −Ò(> − 1) … −Ò(0) ⋮ ¾(> − 1) … ¾(0)… … … ⋮ … … …−Ò(>) … −Ò(1) ⋮ ¾(>) … ¾(1)… … … ⋮ … … …⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮… … … ⋮ … … …−Ò(> + ½ − 2) … −Ò(½ − 1) ⋮ ¾(> + ½ − 2) … ¾(½ − 1)⎦⎥
⎥⎥⎥
⎥⎤
 
  Ò = фc ,  and therefore        c = (фф)m0фÒ                                                                                                                  (2.53) 
Under the assumption that the matrix фф is invertible. 
3.6.2 Non-Linear Modeling Using Multiple Linear Local Models 
Multi model framework is another approach toward modeling and identification of complex 
nonlinear systems. It relies upon a problem decomposition strategy. In this approach, a global 
system model is formed by a set of local models integrated with different degrees of validity [25]. 
Each local model represents the dynamic of the system in a specific region of the operating space. 
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The idea of multiple modeling is to approximate a nonlinear system with a set of relatively simple 
local models valid in certain operating regions. The multi model approach employs a strategy that 
partitions the entire operating space of the nonlinear system into a number of operating regions 
[26]. Partitioning strategy for nonlinear system is based on prior knowledge about the system 
operating range, that is either model based or Experimental based partitioning. A weighted 
combination of these local models is blended to form the global output of the system, the weights 
of this linear combination control the validity of each local model during the operation of the 
process [25, 27]. Steps to multi model design: 
1. The partitioning of the operating system into smaller regions based on a selected strategy. 
2. Both structure and different parameters of the local model are determined. 
3. Finally, the local models are combined together using a weighting function that defines the 
contribution of each local model to the real system. 
 
Nonlinear System 
Local Model 1 Local Model NLocal Model 2
Global Model
 
Fig.  2.15. Multi model approach of Nonlinear system 
Experimental-Based Partition: The experimental-based partition assumes prior knowledge of the 
system’s operating conditions and involves careful design of experiments for each known region 
of the operating space. An input excitation signal is designed around some chosen operating point 
of the process, and data are collected and local models are identified for each operating region 
[25]. 
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The design of a control system for the non-linear plant becomes simpler using these local models. 
Assume that v linear state space models have been identified to explain the plant behavior at 
different operating regimes and that all information about the plant is contained in the local models.  
Calculation of the weight: The weight based on the calculation of estimated error,ù ("), with 
each model, compared to each local linear data. where ù (") indicates the error between the 
system output value and the estimated output value of each linear model and, v is number of 
linear models. 
ú? =  Lûa (ü)∑  Lûý (ü)lýþL  , where ú? is weighting function.        (2.54) 
Global model: Global model is a weighted sum of the local models; the nonlinear system is 
approximated by the following global linear model. 
z(b + 1) = ∑ ú?¦?z(b) + ∑ ú?¨?*(b)?0?0   (2.55) (b) = ∑ ú?¯?z(b)?0   
3.6.3 Non-Linear Control Using Multi Model Approach 
The multi model control approach is popular in dealing with nonlinear control problems. The key 
point is to approximate a nonlinear system with a set of local linear systems. Then the well-known 
linear control techniques, such as PID, LQG, MPC, robust control, and others, can be used to 
design local controllers. A typical design scheme of the multi model approach consists of two 
steps, decomposition and combination. In the stage of decomposition, a nonlinear system is 
divided into a set of local linear systems according to certain rules/criteria and switching from one 
local model to other either by hard switching or soft switching [28]. In this research both local and 
global model has been designed. 
Unfortunately, this system is easily leads to linear model bank redundancy since designers tend to 
use more local linear models than needed in order to guarantee the global stability and robust 
performance. Furthermore, the model redundancy increases computational load and complicates 
the following multi model controller structure [28]. 
 
  
40 
 
 
Fig.  2.16. Nonlinear control using switching mechanism 
 
In the combination stage, local linear controllers are designed based on corresponding local models 
and subsequently combined into a global. 
The nonlinear system is decomposed into a set of local linear models using any of the partition 
strategies, and based on each local model, a corresponding local controller is designed. 
Subsequently, these controllers are fused together using their respective validity (weight) to form 
a global controller.  
Another similar method of obtaining a global controller is by designing a single controller from 
the weighted multi model output representation of the nonlinear system rather than designing 
multiple controllers. This scheme is commonly used in model predictive controllers [25, 29]. 
 
 
Fig.  2.17. Nonlinear control based on approximated global model 
 
 
 
 
  
41 
 
3.7 Related Works   
In the following related works their approaches and methodologies, result and discussions, and 
future works have been summarized.  
The study of khare and Singh [3], explain the application area of heat exchanger and the approach 
of control strategy. This study presented a case study of heat exchanger system and evaluates 
different methods to control the outlet fluid temperature. Firstly, a classical PID controller has 
been designed to achieve the control objective. But due to the unsatisfactory performance of the 
PID controller a feed forward controller has been designed and placed in the forward path of the 
system. To further increase the efficiency of the system the internal model based PID controller 
has been designed and implemented. The internal model based PID controller gives satisfactory 
performance in both steady state and transient state in time domain analysis. The performance 
indices of all the controllers have been also evaluated. This paper takes the process model to be 
the same as the process, which is practically impossible to achieve. Implementation of direct model 
and inverse model-based controller and apply system identification as well as neural networks 
concepts for estimation of process model has been proposed as a future work. 
The study of Sivakumar et al. [30], “design of a temperature control of a shell and tube heat 
exchanger based on Neuro -fuzzy PID” control has been discussed by comparing it with PID and 
Fuzzy PID. The analysis of fuzzy controller has been designed in MATLAB.  The fuzzy self-
tuning PID control system model has also been designed by SIMULINK. The results suggested 
that self-tuning parameter of fuzzy PID controller has a smaller system overshoot, faster response 
and less steady state error thereby making it stronger than conventional PID controller. The paper 
concluded that fuzzy self-tuning PID control has better dynamic response and steady state error 
characteristics. 
The study of Ramli et al. [23] concluded that the heat exchanger behaves like an integrator dynamic 
based on experimental study. It represents an unstable process response, which acts similar to ramp 
input. Any disturbance or set point changed detected in the process will result in gradually decrease 
or increase of process variable moving towards the set point or away from the set point. Increment 
in manipulated variable (MV) gives a reverse acting process response while decrement in MV 
gives a direct acting process response.  
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The work of Tridianto et al. [31] concluded that, PID controller tuned using Ziegler Nichols 
method, and results large over shoot of 36.54 %, and rise time of 121.5 second. The system is 
sluggish because of large settling time, controlling and tuning mechanisms are unsatisfactory. 
Thus, another tuning method which gives better performance indices are more appealing.       
In the work of Krishna et al. [5] model predictive control approach has been used. The system was 
partitioned in to different zones and for all different zones different models have been obtained. 
The authors concluded that MPC has a better performance than PID controller. But, it was 
manually designed to certain operating range which does not guarantee to all operating ranges.   
In the work of Sami el Ferik and Adnerinan [25], Modeling and identification of non-linear system 
using multi model approach has been done. The authors concluded that Multi-model approach is 
versatile and can handle many real life applications. And, expect this approach to be implemented 
in more application areas such as, multiphase flow estimation in oil and gas, asset management, 
and health monitoring etc. 
The work of Muliyana et al. [34] concluded that, heat exchanger process control training system 
based on experimental data by using the System Identification Toolbox, and best model of the of 
the system is obtained with good accuracy. 
The above researches reveal that the heat exchanger control system is nonlinear by nature, and 
difficult to control with conventional PID tuning methods. Which in turn results in poor 
performance indices. The other thing taken in to consideration is most research works of heat 
exchanger control are used the first principle modeling. However, in this thesis the modeling of 
the system is based on experimental activity, and the controller design is based on recent PID 
algorithm and MPC with proper simulation. 
Almost 90 % of control system strategies in the world is PID based system. In Ethiopia many 
industries use conventional control strategy such as on-off and PID based. These tends to limited 
production, maximum energy and time, and lower profit. If MPC is implement into Ethiopian 
industries, the sector will have more profit with minimum energy and production cost. 
Furthermore, this enhances the industrial production, and being the sector more competitive in 
world market. 
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Table 2.7. Summary of related works  
Ref.No Author/s Approach  Result Limitation  
[3] khare and Singh PID control Poor in classical 
PID, and better 
result in IMC PID 
 
The paper future 
work is system 
identification for 
modeling   
This paper takes the 
process model to be the 
same as the process, 
which is practically 
impossible to achieve.  
Doesn’t consider heat 
exchanger non-linearity.  
 
[5] Krishna et al Model Predictive 
Controller  
Good performance. 
Divide the 
operating range in 
to different zone 
and find the model 
of each to handle 
the non-linearity   
 
Only simulating 
individual models. 
Does not mention the 
switching mechanisms 
for the models. 
The disturbance is not 
considered 
  
[23] 
 
 
 
Ramli et al. PID control Large settling time 
around 280 sec and 
46 % overshoot. 
Limitation even in PID 
controller selection. 
Poor design.  
Disturbance model is not 
included. 
[25] Sami el Ferik and 
Adnerinan 
Non- linear 
system 
identification 
Good model  Only arx and armax 
models are considered  
[30] Sivakumar et al. PID and Fuzzy 
PID 
Large settling time 
in PID and better 
performance in 
fuzzy PID  
Not experimental based.  
Doesn’t consider heat 
exchanger non-linearity.  
Disturbance model is not 
included 
[31] Tridianto et al. PI and PID 
control 
0 % overshoot and 
593 s settling time 
in PI and 11.34 %  
overshoot and 468 
settling time  
The system is sluggish 
due to large settling time. 
  
[34] Muliyana et al. Data analysis 
using system 
identification  
Good model  only arx and armax 
models are considered 
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CHAPTER THREE 
METHODOLOGY 
This chapter discusses the methodology followed and the materials used in this thesis study.           
To achieve the objective of the thesis various methods has to be considered such as literature 
review, data collection, identifying system and modeling, controller design, and simulation. Shown 
in Fig. 3.1 is a flow of a research work. 
start
Data collection 
Is the model 
accurate?
Controller design and 
simulation with PID and 
MPC
Is the output is 
satisfactory ?
System identification and 
modeling using Matlab
Yes
No
Yes
No
Compare the result and 
suggest the better
 
Fig.  3.1. Flow chart of methods 
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3.1 Material used  
In order to perform this thesis work, the following materials are used and listed as follows: 
 Boiler  
 Air compressor  
 Shell and tube heat exchanger with flow meter, valve, temperature sensor and pressure 
sensor  
 Computer  
 Software 
Shown in Fig. 3.2 is a shell and tube heat exchanger pilot plant that used for experiment. This shell 
and tube heat exchanger plant consists of different sensor, actuators, and indicators. The devices 
are, temperature sensors, pressure sensors, flow meters, pneumatic valves, output indicators, etc.  
 
Fig.  3.2. Shell and tube heat exchanger pilot plant  
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3.2 Identifying the system and modeling  
Shown in Fig. 3.3 is a flow chart of system identification that used to find the model of system. 
Experimental design 
Data Collection 
Data pre-filtering
Model structure selection 
Parameter estimation 
Model validation
Model ok?
End
           
             Yes
No
 
Fig.  3.3. System identification flow chart 
In this thesis, we have used shell and tube heat exchanger for input-output data collection, and the 
specification of this laboratory heat exchanger listed as following. 
1. Tap water: 1000 l/h at 2 bar 
2. Hot water: 1000 l/h at 2 bar and 90 °C 
3. Compressed air 0.6 Nm3/h at 6 bar  
4. Four thermos resistances Pt 100 with sheath of AISI 304 stainless steel from -190 to 260oC 
5. 2 electronic magnetic induction flow transmitters, range of 0 to 1000 l/h, 4-20 mA output 
6. 4 electronic temperature indicators 
7. 2 pneumatic valves of AISI 316 stainless steel, Cv (flow coefficient) = 2.5, for flow control 
8. Dimensions: 1500 × 700 × 2000 mm 
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Shown in Fig. 3.4 is a laboratory shell and tube heat exchanger and hot water boiler that to 
conduct the experiment.  
 
 
                                    (a)                                                                         (b) 
Fig.  3.4. (a) Hot water generator, (b) Shell and tube heat exchanger 
 
This type of exchanger consists of a nest of parallel tubes enclosed in a cylindrical shell. Heat is 
transferred between the fluid flowing through the tubes and another fluid flowing through the 
cylindrical shell around the nest of tubes. A series of baffles inside the shell performs different 
functions: support the tubes, prevent vibration caused by flow and guide the flow back and forth 
across the nest of tubes which increases the velocity of the fluid and the beat transfer coefficient. 
This laboratory heat exchanger is designed to demonstrate heat transfer in a shell and tube heat 
exchanger with seven tubes and three transverse baffles in the shell. In normal operation, the hot 
fluid flows from the hot water circulator to one end cup of the shell and passes through the bundle 
of stainless steel tube; the cold fluid flows from the cold water supply through the cylindrical shell. 
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This arrangement minimizes heat loss from the exchanger in absence of insulation for allowing to 
view the construction of the exchanger. The shell is made of clear acrylic to allow visualization of 
the heat exchanger construction and minimize thermal losses [32].  
Shown in Fig. 3.5 is a schematic of the shell and tube heat exchanger process control. 
 
Fig. 3.5. Overall process control of shell and tube heat exchanger system 
 
3.2.1 Experimental Design  
This experiment is conducted using pilot plant of shell and tube heat exchanger. In the beginning, 
the partitioning strategy has been done, that is experimentally partitioning for the operating range. 
It is conducted based on the capacity of the pilot plant, and existing flow rate capacity of the 
laboratory water supply. Specification for experimental design is listed as follow. 
 The current maximum capacity of the tap water (cold water) is 200 liters per hour. 
  Hot water capacity is 500 liters per hour. 
 Overall system is partitioned in to three operating ranges. 
o Model one ranging from 0 to 150 liters per hour 
o Model two ranging from 150 to 300 liters per hour   
o Model Three ranging from 300 to 450 liters per hour  
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 Manipulated variable is hot water, and disturbance variable is tap water (cold water). That 
is admitted to the system. 
 Controlled variable is cold water output temperature. 
 The input signal is pseudo-random signal, is applied on the valve side of manipulated 
variable. 
 The output signal is the temperature of the controlled variable. 
 When we want to find the model of the system, we have to apply the input signal through 
manipulated variable. 
 In order to have the disturbance model, applying the input signal through disturbance 
variable. 
Shown in Table 3.1 is an experimental specification of different input ranges in order to have the 
model of the system. 
Table 3.1. System identification experimental specification 
No of Tests  Hot water 
flow rate(L/h) 
Cold water 
flowrate(L/h)  
Hot water 
temperature(°∁)  Cold  water temperature (°∁) 
Test One  150 200 42 28 
Test Two  300 200 48 28 
Test three 450 200 40 28 
 
3.2.2 Data collection  
Data collections has been done by supplying input signal and collecting the corresponding output 
signal for each tests. The input data is in average 450 data with 1 second sample time, the modeling 
of the system is done using MATLAB system identification application. This data collection stage 
is very critical and expensive parts of the thesis work. 
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CHAPTER FOUR 
RESULTS AND DISCUSION 
 
4.1 Mathematical modeling using MATLAB System identification toolbox 
Mathematical model of the process has to be obtained from input-output process data. The input 
signal is chosen based on priori information. When using parameter procedures, iterative 
calculation is used for obtaining the element order and its dead time. Parameter estimation is being 
repeated until process and model are successfully match. 
Parameter identification can be calculated by using system identification toolbox. System 
identification toolbox is a tool for creating mathematical models, and is based on collecting input-
output data of the system. Priori knowledge in system modelling is needed when the model in not 
match with process, in order to have more accurate model with less time it is better to use gray box 
approach. Model can be defined by adjusting settings of the assumed process model, until model 
achieves satisfactory accuracy according to the input data in system identification toolbox package.  
Shown in Fig. 4.1 is a system identification tools GUI interface that to show input-output and 
model response. 
 
Fig.  4.1. System identification toolbox 
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The system identification toolbox GUI has different option to find the model of the system, and 
estimate the parameter in different parameter estimation algorithm. This toolbox has contained 
different interface, such as import data, data preprocess, estimation, input-output data, model 
output in different view, etc. In this work also system identification of Gray-box approach has been 
done using transfer function model, other models are resulting low accuracy. 
Overall system model of the shell and tube heat exchanger is divided in to three local models, and 
the combination of those three models gives global model. 
4.1.1 Test one modeling  
Before using this process model, knowledge of model itself is needed. Test one input data is 315 
data with 1 second sample time, and 315 validation data is used, the cold water flow rate of 200 
L/h at 28 OC, and hot water flow rate of 150 L/h at 42 OC. In order to identify the model correctly, 
it is necessary to record results in digital form accurately and precisely. Measured data can be 
saved as text or in CSV format. The input-output data, and process model is identified after some 
trial and error procedures as follows. 
Shown in Fig. 4.2 is an input-output, system model with its accuracy, and residual analysis for the 
first experimental test.   
 
  
Fig.  4.2. Input and output response and residual analysis of test one 
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After iterative procedure the system model is developed in the following form. 
0(+) = 0.40696(1 + 47.22 ∗ S)$mw.¡21 + 2 ∗ 4.7887 ∗ 100.84 ∗ 3 + (100.84 ∗ 3)Q                                                                   (4.1) 
This model fit estimation data with accuracy level of 82.31%, final prediction error of 0.01495, 
and mean square error of 0.01439. This model is better fit with input-output data of test one.   
Overall system model of second order system plus time delay(SOSPD) with zero is shown as 
follow. 
(+) = ?(1 + Tz ∗ S)$mÐ 21 + 2 ∗ $"= ∗ 	 ∗ 3 + (	 ∗ 3)Q                                                                                         (4.2) 
Disturbance modeling for test one 
The system disturbance modeling is similar with above procedure except exchanging manipulated 
variable with disturbance variable. Supplying the signal through disturbance variable and collect 
the output accordingly. Shown in Fig. 4.3 is a response of disturbance variable corresponding to 
the cold water out. Model accuracy and residual analysis also shown. 
  
 
Fig.  4.3. Input and output disturbance response of test one 
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The system disturbance model is developed in the following form 
0(+)
= 0.31407(1 − 27.057 ∗ S)$m	21 + 2 ∗ 5.179 ∗ 80.256 ∗ 3 + (80.256 ∗ 3)Q                                                                                  (4.3) 
This model fit estimation data with accuracy level of 75.31%, Final prediction error of 0.01821, 
and mean square error of 0.0175. The disturbance model is second order system plus time 
delay(SOSPD) with zero model. 
(+) = ?(1 − Tz ∗ S)$mÐ 21 + 2 ∗ $"= ∗ 	 ∗ 3 + (	 ∗ 3)Q                                                                                         (4.4) 
Shown in Fig. 4.4 is an open loop system of the first test with plant model and disturbance model. 
This illustrates the output response of the open loop system with step input. 
 
Fig.  4.4. Open loop system for test one 
Shown in Fig. 4.5 is a closed loop system of test one, it is used to analysis the closed loop system 
performance with step input. 
 
Fig.  4.5. Closed loop system for test one 
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Temperature Sensor: The sensor dedicated to detect the output temperature of the cold water is PT 
100 sensor. This temperature sensor is represented by first order model [33]. The sensor may 
introduce dynamics given by (+) because, the output  does not have the same dimension 
with corresponding . It is also possible to express the set point  in the same units as the measured 
output . In the case of measurement compensation, this pure gain  is calculated by: 
(+) = lim2→( (+) = (0)                                                                                                       (4.5) 
So that the compensated set point is equal to  +I. 
The closed loop transfer function for test one is expressed as follows. 
The sensor is calibrated to  read from 0℃ to 100 ℃, the output is 4-20 mA, and the time constant   of the sensor is 10 second. 
The gain b = 0	 0((℃ = 0.16 
(+) = (.0	0( 2;0   
+I = ?1 + ? , ) = 1 + ?                                                                                                                    (4.6) 
  v = lim2→( (+) 
TF = ?1 + ? + 1 + ?                                                                                                                            (4.7) 
Where v, I, ), and v  are measurement dynamics compensation gain, plant transfer 
function, disturbance transfer function, and Measurement transfer function. The time delay is 
approximated by Pade approximation. 
$ø = 1 − c2 31 + c2 3 = $w.¡ =
1 − 3.52 31 + 3.52 3 =  
1 − 1.75 1 + 1.75   ,Plant delay 
2? = −53.8  3w + 24.233Q + 3.612  3 + 0.065111.78 ∗ 10¡ 3i + 1.364 ∗ 10¡ 3w + 2.153 ∗ 10i 3Q + 978 3 + 1.01 
$	 = 0mN20;N2 =  0mw 0;w  , Disturbance delay 
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 = 1 + ? 
   = 4.538 ∗ 10	 3	 + 1.797 ∗ 10	 3¡ + 6.829 ∗ 10¡ 3i− 1.355 ∗ 10¡ 3w −  2430  3Q   + 298.2  3 + 0.31473.439 ∗ 10 3 + 4.225 ∗ 10 3	 + 1.783 ∗ 10  3¡ + 3.253 ∗ 10 3i  + 2.686 ∗ 10 3w + 8.46 ∗ 10¡ 3Q + 1812 3 + 1.02  
TF = 2? +  
Overall system transfer function is stable in Routh-Hurwitz criteria. There is no right hand side 
pole, gain margin is 67.1 dB, frequency is 0.655 rad/s, Stable loop, and Phase margin is infinity. 
4.1.2 Test two modeling  
Test two input data is 461 data with 1 second sample time and 461validation data, the cold water 
flow rate of 200 L/h at 28 OC, and hot water flow rate of 300 L/h at 48 OC. Measured data can be 
saved as text or in CSV format. The input-output data and process model is identified as follows.  
Shown in Fig. 4.6 is an input-output, system model with its accuracy, and residual analysis for the 
second experimental test. 
 
Fig.  4.6. Input and output response and residual analysis of test two 
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The system model is developed in the following form. 
Q(+) = 0.21574(1 + 58.257 ∗ S)$mw.0¡2(1 + 475.55 ∗ 3) + (1 + 9.2521 ∗ 3)                                                                                                (4.8) 
This model fit estimation data with accuracy level of 86.19%, final prediction error of 0.06881, 
and mean square error of 0.06704. This model has better fit with input-output data of test two. 
The process model of test two is second order system plus time delay(SOSPD) with zero model 
and shown in equation (4.9). 
Q(+) = Kp(1 + Tz ∗ S)$m2(1 + 	I1 ∗ 3) + (1 + 	I2 ∗ 3)                                                                                                            (4.9) 
Disturbance modeling for test two  
The system disturbance modeling is similar with above procedure except exchanging manipulated 
variable with disturbance variable. Supplying the signal through disturbance variable and collect 
the output data accordingly.  
Finally, the disturbance model is show in equation (4.10). 
Q(+) = 0.31089(1 − 87.816 ∗ S)$m.¡21 + 2 ∗ 7.9737 ∗ 106.01 ∗ 3 + (106.01 ∗ 3)Q                                                              (4.10) 
This model fit estimation data with accuracy level of 69.28%, final prediction error of 0.09412, 
and mean square error of 0.09078. The disturbance model is second order system plus time 
delay(SOSPD) with zero model. 
(+) = ?(1 − Tz ∗ S) $mÐ 21 + 2 ∗ $"= ∗ 	 ∗ 3 + (	 ∗ 3)Q 
Shown in Fig. 4.7 is an open loop system of the second test with plant model and disturbance 
model. This illustrates the output response of the open loop system with step input. 
 
Fig.  4.7. Open loop system for test two 
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The open loop transfer function play a significant role to have the open loop characteristics of the 
system to design the controller.  
The closed loop system is explained as follows. 
Q(+) = 0.21574(1 + 58.257 ∗ S)$mw.0¡2(1 + 475.55 ∗ 3) + (1 + 9.2521 ∗ 3) ,The process model test two. 
Q(+) = 0.31089(1 − 87.816 ∗ S)$m.¡21 + 2 ∗ 7.9737 ∗ 106.01 ∗ 3 + (106.01 ∗ 3)Q ,The disturbance model of test two. 
Shown in Fig. 4.8 is a closed loop system of test two, it is used to analysis the closed loop system 
performance with step input. 
 
Fig.  4.8. Closed loop system for test two 
 +I = ?1 + ? , ) = 1 + ?   v = lim2→( v(+) 
TF = ?1 + ? + 1 + ?                                                                                                                         (4.11) 
Time delay by Pade approximation 
$ø = 0m_N20;_N2 = 0m
n.LN 20;n.LN 2 = 0m0.¡¡ 0;0.¡¡  , Plant delay 
$.¡ = 0m.N 20;.N 2 =  0mw.¡ 0;w.¡  , Disturbance delay +I = −31.65 3w + 16.39    + 2.3  3 + 0.034526.93 ∗ 10i 3i + 5.856 ∗ 10i 3w + 1.003 ∗ 10i 3Q + 496.7  3 + 1.006 
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) = )1 + Iv 
= 7.094 ∗ 10	 3	 + 4.023 ∗ 10	 3¡ − 6.19 ∗ 10¡ 3i− 2.164 ∗ 10¡ 3w −  1.091 ∗ 10i 3Q   + 125.9  S + 0.31092.92 ∗ 10 3 + 3.686 ∗ 10 3	 + 1.569 ∗ 10  3¡ + 2.964 ∗ 10 3i  + 2.581 ∗ 10 3w + 8.683 ∗ 10¡ 3Q + 2190S + 1.011 
TF = +I +  ) 
Overall system transfer function is stable in Routh-Hurwitz criteria. There is no right hand side 
pole, gain margin is 37.6 dB, frequency is 0.0367 rad/s, Stable loop, and Phase margin is infinity. 
4.1.3 Test three modeling 
Test two input data is 462 data with 1 second sample time and 460 validation data, the cold water 
flow rate of 200 L/h at 28 OC, and hot water flow rate of 450 L/h at 40 OC. Measured data can be 
saved as text or in CSV format. The input-output data and process model is identified as follows. 
Shown in Fig. 4.9 is an input-output, system model with its accuracy, and residual analysis for the 
third experimental test. 
 
Fig.  4.9. Input and output response and residual analysis of test three 
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The system model is developed in equation (4.12). w(+)
= 0.13938(1 + 46.941 ∗ S)$mQ.Q2(1 + 452.47 ∗ 3) + (1 +  8.2768 ∗ 3)                                                                               (4.12) 
This model fit estimation data with accuracy level of 80.86%, final prediction error of 0.1075 and 
mean square error of 0.1048. This model has better fit with input-output data of test two. The 
process model of test three is second order system plus time delay(SOSPD) with zero model and 
shown in the following form. 
w(+) = Kp(1 + Tz ∗ S) $m2(1 + 	I1 ∗ 3) + (1 + 	I2 ∗ 3) 
Disturbance modeling for test three  
The system disturbance modeling is similar with above procedure except exchanging manipulated 
variable with disturbance variable. Supplying the signal through disturbance variable and collect 
the output data accordingly. Finally, the disturbance model is shown in equation (4.13). 
w(+) = 0.29977(1 − 69.871 ∗ S)$mQ.w21 + 2 ∗  7.6561 ∗ 108.65 ∗ 3 + (108.65 ∗ 3)Q                                                                (4.13) 
This model fit estimation data with accuracy level of 90.12%, Final prediction error of 0.005451, 
and mean square error of 0.005246. The disturbance model is second order system plus time 
delay(SOSPD) with zero model. 
Q(+) = ?(1 − Tz ∗ S) $mÐ 21 + 2 ∗ $"= ∗ 	 ∗ 3 + (	 ∗ 3)Q 
Shown in Fig. 4.10 is an open loop system of the third test with plant model and disturbance model. 
This illustrates the output response of the open loop system with step input. 
 
Fig.  4.10. Open loop system for test three 
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Shown in Fig. 4.11 is a closed loop system of test three, it is used to analysis the closed loop system 
performance with step input. 
 
Figure 4.11. Closed loop system for test three 2? = ?1 + ? ,  = 1 + ?   v = lim2→( (+) 
TF = ?1 + ? + 1 + ?                                                                                                                         (4.14) 
Time delay by Pade approximation 
$ø = 0m_N20;_N2 = 0m
N.NN 20;N.NN 2 =  0m0.i0 0;0.i0  , process delay   
2? = −14.44 3w + 8.48     + 1.216   3 + 0.02245.28 ∗ 10i 3i + 4.923 ∗ 10i 3w + 9016 ∗ 10i 3Q + 472.3   3 + 1.004 
$Q.w = 0mN.nN 20;N.nN 2 =  0m0.0¡ 0;0.0¡   ,Disturbance delay   = 1 + ? 
= 1.269 ∗ 10	 3	 + 6.135 ∗ 10i 3¡ − 8.133 ∗ 10¡ 3i− 1.654 ∗ 10¡ 3w −  7304 3Q   + 120.3  S + 0.29987.168 ∗ 10 3 + 1.393 ∗ 10 3	 + 8.855 ∗ 10  3¡ + 2.121 ∗ 10 3i  + 2.155 ∗ 10 3w + 8.087 ∗ 10¡ 3Q + 2137 S + 1.007 
Overall closed loop system transfer function( TF) is stable in Routh-Hurwitz criteria. There is no 
right hand side pole, gain margin is 39.3 dB, frequency is 0.0486 rad/s, Stable loop, and Phase 
margin is infinity. 
  
61 
 
Shown in Table 4.1 is summary of plant models and disturbance models of the three operating 
ranges. All the models obtained is accurate because it exists between correlation limit. The term 
local model is used to specify individual models obtained based on different ranges of flow rate. 
Table 4.1. Summary of models 
No of 
models 
           Plant Model          Disturbance model 
Local 
model 
one 
0(+) = 0.40696(1 + 47.22 ∗ S) $mw.¡210168.7 3Q + 965.78 3 + 1  
 
0(+) = 0.31407(1 − 27.057 ∗ S) $m	26441 3Q + 831.3 3 + 1  
Local 
model 
two 
2(+) = 0.21574(1 + 58.257 ∗ S) $mw.0¡2(1 + 475.55 ∗ 3) + (1 + 9.2521 ∗ 3) 
 
Q(+) = 0.31089(1 − 87.816 ∗ S) $m.¡211238 3Q + 1690.6 3 + 1  
 
Local 
model 
three 
3(+ = 0.13938(1 + 46.941 ∗ S) $mQ.Q2(1 + 452.47 ∗ 3) + (1 +  8.2768 ∗ 3) w(+) = 0.29977(1 − 69.871 ∗ S) $mQ.w211804.8 3Q + 1663.7 3 + 1  
 
 
4.2 Global model approximation from linear models  
The non-linear plant is approximated by a set of local models where each model is valid for a small 
operating region. The models are smoothly connected together to form a global continuous model 
using validity functions. The design of a control system for the non-linear plant becomes simpler 
using these local models.  
Primarily, the given transfer function converted in to discrete state space model. Assume that v linear state space models have been obtained to explain the plant behavior at different operating 
regimes and that all information about the plant is contained in the local models.  
ú? =  Lûa (ü)∑  Lûý (ü)lýþL      (4.15) z(b + 1) = ∑ ú?¦?z(b) + ∑ ú?¨?*(b)?0?0     (4.16) 
(b) = Ú ú?¯?z(b)?0  
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Where  ù (") indicates the error between the system output value and the estimated output value 
of each linear models, v is number of linear models, and ú? is model weighting function. Since 
the heat exchanger is divided in to three regions which are linear models, ú? is model accuracy of 
the validation. z(b + 1) = ∑ ú?¦?z(b) + ∑ ú?¨?*(b)w?0w?0   (4.17) z(b + 1) = (ú0¦0z(b) + úQ¦Qz(b) + úw¦wz(b)) + (ú0 0¨*(b) + úQ¨Q*(b) + úw¨w*(b))  
In case of this thesis, the heat exchanger models are divided in to three regions with accuracy of 
82.31 %, 86.19 %, and 80.86 %.  
Therefore, the error of the three models are listed as follow: 
ù0 = 0.1769 , ùQ = 0.1381 , ùw = 0.1914  
ú? =  Lûa (ü)∑  Lûý (ü)nýþL ;    ∑ ú = 10   ú0 = 0.31199, úQ = 0.3996, =>) úw = 0.28835  
ú0¦0 =  0.2918 −0.0066   −0.00040.0075    0.3119   00 0.0005     0.3120  , úQ¦Q = 
0.3708   −0.0108    −0.00070.0096    0.3995   00 0.0012     0.3996           
 
úw¦w =  0.2652   −0.0097    −0.00070.0069     0.2882   00 0.0009    0.2884  ,   ú0¨0 = 
0.003800  , úQ¨Q = 
0.0048 00    
úw¨w = 0.0035 00   
 (b) = ∑ ú?¯?z(b)w?0   (b) = (ú0 0¯z(b) + úQ¯Qz(b) + úw¯wz(b))  
ú0 0¯ = [−0.0047     0.0104     0.0146]  úQ¯Q = [−0.0091      0.0225      0.0127]  úw¯w = [−0.0040     0.0111      0.0078]  
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The nonlinear system is approximated by the following global linear model. 
 
z(b + 1) = 0.9278 −0.0271 −0.00180.024 1 00  0.026 1 z(b) + 
0.012100 *(b)    (4.18) 
 (b) = [−0.0178 0.044 0.0351]z(b)  
Global transfer function is: 
(+) = −0.002302 3Q + 0.001323 3 + 0.000028 3w + 0.7424 3Q + 0.06747 3 + 0.0001165 
=  −0.002302 (+ − 0.5948)(+ + 0.02008)(+ + 0.6367)(+ + 0.1039)(+ + 0.001761) 
=   0.23601 (1 − 1.681+) (1 + 49.8+)(1 + 1.571+) (1 + 9.625+) (1 + 567.9+) =   0.23601(1 + 49.8+)(1 + 9.625+) (1 + 567.9+) $mw.Q¡Q 2 
The local linear models are approximated to single global model. 
(+) =   0.23601(1 + 49.8+)(1 + 9.625+)(1 + 567.9+) $mw.Q¡Q 2                                                                                   (4.19) 
Global disturbance model found from local models 
In case of this research the heat exchanger disturbance models are divided in to three regions with 
accuracy of 75.31 %, 69.28 %, and 90.12 %. Therefore, the error of the three models are listed as 
follow: ù0 = 0.2469,  ùQ = 0.3072,   ùw = 0.00988  
ú? =  Lûa (ü)∑  Lûý (ü)nýþL ;    ∑ ú = 10   ú0 = 0.233, úQ = 0.186, =>) úw = 0.581  
 
ú0¦0 =  0.225358 −0.000007   −0.0002420.000358    0.186 00 0.0001453     0.581 ,  
úQ¦Q = 0.223447 −0.00293   −0.0006910.0057    0.186  −0.0000010 0.000145     0.581           
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úw¦w =  0.2105   −0.08677   −0.0104170.005538     0.186 −0.0000130.000004 0.000291    0.581 ,    
ú0¨0 = 0.00071600   ,    úQ¨Q = 
0.0028520.0000290   ,      úw¨w = 
0.0027700.0000280   z(b + 1) = (ú0¦0z(b) + úQ¦Qz(b) + úw¦wz(b)) + (ú0 0¨*(b) + úQ¨Q*(b) + úw¨w*(b))  (b) = (ú0 0¯z(b) + úQ¯Qz(b) + úw¯wz(b))  
ú0 0¯ = [0.000098    −0.001753    0.010359]  úQ¯Q = [0.004527     −0.00402      0.017558]  úw¯w = [0.003299     −0.00932      0.026279]  
The disturbance models are approximated by the following global linear model 
z(b + 1) =  0.6582 −0.089707 −0.0113500.00606 0.558 −0.0000140.000004  0.000581 1.743 z(b) + 
0.00630.0000570 *(b)                  (4.20)  (b) = [0.007924 −0.015093 0.054196]z(b)  
Global transfer function is: 
(+) = 0.0006052 3Q + 0.0000524 3 −  0.01897 3w + 4.446  3Q −  31.1  3 −  136  +) = (.(((	(¡0 ( ;¡.	iQ) ( m¡.¡¡	)( m¡.¡¡	) ( ;¡.w0) ( ;i.Q)  , RHP zero of(s − 5.556) and RHP pole of 
 (s − 5.556) is cancelled each other. (+) = (.(((	(¡0 ( ;¡.	iQ) ) ( ;¡.w0) ( ;i.Q)   , (+) is global disturbance model of the system             = (.(((0w¡w (0;(.0Q ) (0;(.0i¡ ) (0;(.QwiQ )  
The local linear disturbance models approximated to single global disturbance models.  
(+) = 0.00013953 (1 + 0.1772s) (1 + 0.1745s)(1 + 0.2342s)                                                                                           (4.21) 
Nonlinear systems are partitioned in to linear systems based on operating range. The partitioned 
models are called local models. In order to design controller for such a system we have to use 
either switching mechanism for local models as operating condition and design local controllers 
or finding global model and design global controller.   
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4.3 Controller Design and Simulation 
Controller is a set of rules providing a value of the control action when the output deviates from 
the set point [38]. In this research We have designed both PID and MPC controller, and finally 
compare the results based on acceptable performance indices. Designing controller for this multi 
model system is divided in to two main cases. 
1. Multi-model switching based controller design using PID and MPC 
2. Approximated global model based design using PID and MPC  
4.3.1 Multi-model Switching based PID and MPC controller Design  
Multi-Model approach is based on a collection of models that represents system dynamics. There 
are several operating point in nonlinear system.  Based on switching criteria, models switch from 
one operating range to other. Both plant and disturbance models are listed on table 3.2. 
It is known that there are many PID tuning algorithms, but chien eta al. PID tuning method is better 
tuning mechanism when compared with others, and it is more recent. For instance, Ziegler Nichols 
first rule considering first order plus time delay.  In order to design second order system in such a 
way, we have to approximate second order in to first order plus time delay which results in 
performance reduction. 
Chein et al. tuning mechanism is considering the two difficult control loop of following process: 
1. Inverse Response Plus Dead Time Process 
2. Large Overshoot Response Plus Dead Time Process 
The system which has inverse response plus dead time, and large overshoot plus dead time is much 
more difficult to control than the usual first-order, second order, or integrating plus dead time 
systems. All local models are SOSPD Model with a Zero. 
SOSPD Model with a Zero 
Chien et al. tuning method is used in two sub control algorithms. 
i. Ideal PID controller in series with a first order lag 
ii. PID Controller with filtered derivative 
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4.3.1.1 Ideal PID controller in series with a first order lag 
 
Proper designing technique for SOSPD is in the below forms: 
(+) = Km(1 + Tm3 S)$m`	v1Q3Q + 2	v13 + 1  st v(+) = Km(1 + Tm3 S)$m`(1 + 	v13) + (1 + 	v23)                                     (4.22) 
The identified local models are similar with the above model, and the controller listed as follows. 
H(3) = H 1 + 1	 3 + 	) 3 1	u 3 + 1                                                                                                       (4.23) 
Shown in Fig. 4.12 is a PID controller with first order lag, it is used to make the controller 
transfer function proper.  
 
Fig.  4.12. Ideal PID controller in series with a first order lag 
 
Shown in Table 4.2 is a chein et al. model method one PID tuning rule for second order system 
plus delay with zero.   
Table 4.2. Chein et al. PID tuning rule for SOSPD 
Rule              	
  	  Comment 
Chein et al. 
(2003) Model 
Method One. 	u =  	vw 
0.829	0K   2	0 	02   1 	0 0 	0 > 	Q 2 	
 0  
 
1 H = 	v0v(1.441z1 + 	vw +  )                                                                                                                (4.24) 
  z1 = 0.707	vQ + 0.5{2|	vQQ +  vQQ} + 4	vQ vQ 
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2 = 	
v(2.414z1 +   − 	
)                                                                                                                   (4.25)  
 	
 =  4.828  	v0z1 + 2 	v0 + 0.5  Q − 2.414 z1Q2 	v0 +     
1 H = 	v0v(1.441z1 + 	vw +  ) , z1 = 0.707	vQ + 0.5{2|	vQQ +  Q} + 4	vQ  
 
Shown in Table 4.3 is a value for PID controller parameter in order to have the controller transfer 
function. 
Table 4.3. Ideal PID controller in series with a first order lag value 
No models !"            ê# êð ê$ 
Local model 
one 
281.05 965.785 10.528 47.22 
Local model 
two 
295.66 484.7484 9.076 58.257 
Local model 
three 
485.89 460.748 7.478 46.941 
 
For all models the PID controllers are designed as follows. 
 0(S) = 281.05 1 + 1965.785 3 + 10.528 S 147.22 3 + 1                                                     (4.26) 
Q(S) = 295.66 1 + 1484.7484 3 + 9.076 S 158.257 3 + 1                                                   (4.27) 
w(S) = 485.89 1 + 1460.748 3 + 7.478 S 146.941 3 + 1                                                      (4.28) 
4.3.1.2 PID Controller with filtered derivative  
The models are compatible for the following model form. 
(+) = Km(1 + Tm3 S)$m`	v1Q3Q + 2	v13 + 1  st v(+) = Km(1 + Tm3 S)$m`(1 + 	v13) + (1 + 	v23) 
H(3) = H %1 + 1	 3 + 	31 + 	½ 3&                                                                                                                                      (4.29) 
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Shown in Fig. 4.13 is a PID controller with filtered derivative in order to be proper the controller 
transfer function.  
 
Fig.  4.13. PID controller with filtered derivative 
Shown in Table 4.4 is a chein et al. model method one PID tuning rule for second order system 
plus delay with zero, and to solve the PID with filtered derivative calculation.   
Table 4.4. PID controller with filtered derivative for SOSPD 
Rule              	
  	  Comment 
Chein et al.(2003) 
Model Method One. 
0.829	0K   2	0 − 	0 1	  
 
1 	) = 	v0Q2	v0 − 	vw − 	vw, ½ = 	v0	vw(2	v0 − 	vw) − 1                                                       (4.30) 
Shown in Table 4.5 is a value for PID controller filtered derivative parameter in order to have the 
controller transfer function. 
Table 4.5. PID controller with filtered derivative value 
No models               	
                 	  N 
Local model one 281.05 918.565 -36.14 -0.99 
Local model two 295.659 426.48264 -47.94 -0.99 
Local model three 485.3 413.253 -37.878 -0.99 
    0(S) = 281.05 1 + 1918.565 3 + −36.1431 + 38.5 3                                                                         (4.31) 
         Q(S) = 295.659 1 + 1426.48264 3 + −47.9431 + 48.42 3                                                                (4.32) 
         w(S) = 485.3 1 + 1413.253 3 + −37.87831 + 38.26 3                                                                         (4.33) 
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The individual controllers are designed in the above section, now we have to design and simulated 
overall system with switching. The switching makes the controller active when the initial condition 
is fulfilling. In this case the switching criteria is the flow rate condition, and at a time only one 
model and one controller is active. 
 If the flow rate is less than 150 L/h, model one and controller one is active. 
 If the flow rate is between 150 and 300 L/h, model two and controller two is active. 
  If the flow rate is between 300 and 450 L/h, model three and controller three is active 
 
Shown in Fig. 4.14 is a PID controller design for shell and tube heat exchanger based on multi 
model switching. In this case, the system operating ranges partitioned in to three local models, and 
the controller has been designed for all local models. Hence, based on the operating ranges the 
model being switching from one model to other accordingly. For model one the reference is 30.8, 
for model two the reference is 35.6 and for model three the reference is 35. 
 
Fig.  4.14. PID controller design for shell and tube heat exchanger based on multi-model 
switching 
Output responses of PID controller  
(1) Ideal PID controller in series with a first order lag  
Shown in Fig. 4.15 is a PID controller with first order lag output responses of the three local 
models. 
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(a) 
 
(b) 
 
(c) 
Fig.  4.15. Output response of local models using ideal PID controller in series with a first order 
lag 
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Shown in Fig. 4.16 is a PID controller with filtered derivative output responses of the three local 
models. 
(2)  PID controller with filtered derivative value 
 
 
(a) 
 
(b) 
 
(c) 
Fig.  4.16. Output response of local models using PID controller with filtered derivative value 
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4.3.1.3 PID PERFORMANCE INDECES 
Any designed controller is evaluated with its performance indices value; acceptable controller 
performance indices are listed as following. 
- Overshoot 
- Rise time 
- Settling time 
- Steady state error(ess) 
- Integral time absolute error (ITAE) 
- Integral absolute error (IAE) 
Shown in Table 4.6 and Table 4.7 are the performance indices of PID with first order lag and 
filtered derivative respectively. 
Table 4.6. PID Controller First order lag 
PID Controller 
First order lag 
Overshoot(%)  Rise 
time(s) 
Settling 
time(s) 
ess ITAE IAE 
Local model one  0.505 77.5 107.156 -0.55 15898.64 270.6 
Local model two 0.505 68.05 94.1 -0.032 12768.95 279.13 
Local model three 0.505 56.45 78 -0.027 10299.61 246.72 
 
Table 4.7. Controller with filtered derivative PID 
PID Controller 
with filtered 
derivative  
Overshoot
(%)  
Rise 
time(s) 
Settling 
time(s) 
ess ITAE IAE 
Local model one 0.505 48.63 67.66 -0.051 12485.22 249.211 
Local model two 4.737 39.62 85.9 -0.028 10016.66 254.29 
Local model three 5.851 33.84 79.6 -0.025 8845.18 231.63 
 
4.3.1.4 MPC controller   
Multiple MPC: Multiple MPC is a type of MPC that used to solve nonlinear control problems 
using linear control techniques. The multiple MPC block available on MATLAB, and the block 
enables to achieve better control when system operating conditions are changing. Based on 
switching criteria, it can detect the current operating region at run-time and choose the appropriate 
active controller via the switching port. 
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MPC controller for local model one, two and three  
In this section all local models are designed using MATLAB MPC tools. All local plant models 
and disturbance models are listed on table 4.1. 
Shown in Fig. 4.17, 4.18 and 4.19 are the MPC controller design for the three local models 
respectively. Hence, the local models are switched from one operating range to the next according 
their switching criteria. In addition to this, the tuning parameter in order to have better performance 
indices also illustrated in Table 4.8.   
 
Fig.  4.17. MPC controller for local model one 
 
Fig. 4.18. MPC controller for local model two 
 
Fig.4.19. MPC controller for local model three 
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Shown in Table 4.8 is a tuning parameter value of the three local models. Try and error tuning 
method has been used for this MPC design.  
Table 4.8. Tuning parameter for three models 
Tuning parameter Local model one 
value 
Local model two 
value 
Local model three 
value 
Sample time 0.2 0.2 0.2 
Prediction horizon  61 55 48 
Control horizon 2 1 1 
Input Constraint  Min=0 
Max=2280 
Min=0 
Max=2500 
Min=0 
Max=3000 
Output constraint Min=0 
Max=32 
Min=0 
Max=36.5 
Min=0 
Max=36 
Input weight 0.149182 0.11275 0.0923116 
Output weight  0.49003 0.310422 0.86663 
 
Output responses of MPC controller   
Shown in Fig. 4.20 a, b and c are the output response of MPC controller. First, design MPC 
controller individually for all local models, then the multiple MPC controller enable to switch from 
one local models to other according to the given tuning criteria. 
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(a) 
 
(b) 
 
(c) 
Fig.  4.20. Output response of three local models using MPC controller 
 
4.3.1.5 MPC performance indices 
 
Shown in Table 4.9 is performance indices of MPC controller of the three local models. The 
performance indices are represented by low overshoot, fast settling time, and relatively lower 
steady state error. This describes how the MPC controller is play significant role in order to achieve 
a better control system.  
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Table 4.9. MPC controller performance indices 
MPC controller  Overshoot 
(%)  
Rise 
time(s) 
Settling 
time(s) 
ess   ITAE IAE 
Local model one  0.009 9.468 12.525 1.283x10-5   3054.17 325.14 
Local model two 0.002 8.02 10.535 8.356x10-5   325.14 335.45 
Local model three 0.043 8.537 11.414 2.812x10-5   3601.57 303.202 
Shown in Fig. 4.21 is a multiple MPC controller of the three local models. Multiple MPC is used 
to solve nonlinear control problems using linear control techniques by switching from one 
operating range to other based on switching criteria.  
 
Fig.  4.21. Multiple MPC controller configuration 
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4.3.2 Approximated Global model based PID and MPC design  
The nonlinear system is partitioned into local models, and the combination of the local models 
with weighting function gives the global model. The global model is obtained from local models 
by using mathematical equations stated in equation 4.15 to 4.17. 
The local linear plant models are approximated to single global model 
(+) =   0.23601(1 + 49.8+)(1 + 9.625+) (1 + 567.9+) $mw.Q¡Q 2 
The local linear disturbance models are approximated to single global disturbance model.  
(+) = 0.00013953 (1 + 0.1772s) (1 + 0.1745s) (1 + 0.2342s) 
4.3.2.1 PID Controller Design for Global Model 
Controller design for global model is designed as above Chein et al. SOPDT PID controller design 
methods. Shown in Table 4.10 and Table 4.11 is a PID controller of global model with first order 
lag and filtered derivative. 
 
i. Ideal PID controller in series with a first order lag 
H(3) = H 1 + 1	 3 + 	) 3 1	u 3 + 1                                                                               (4.34) 
Table 4.10. Ideal PID controller in series with a first order lag parameter 
Model              	
  	  	r 
Global model  311.428 576.654 9.47 49.8 
(S) = 311.428 1 + 1576.654 3
+ 9.47S 149.8 3 + 1                                                                  (4.35) 
ii. PID Controller with filtered derivative 
(S) = H%1 + 1	 3 + 	31 + 	½ 3&                                                                                           (4.36) 
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Table 4.11. PID Controller with filtered derivative parameter 
Models               	
                 	  N 
Global model 311.43 502.724 -38.9 -0.997 
 
(S) = 311.43 1 + 1502.724 3 + −38.931 + 39 3                                                                                  (4.37) 
Where (S) is PID controller transfer function. 
Both PID design have better overshoot and settling time when compared with other classical PID 
tuning method, this results good performance indices. The performance indices and PID controller 
design shown in table 4.12 and table 4.13. Shown in Fig 4.22 and Fig 3.23 a PID controller for 
global model, and its output responses. 
 
Fig.  4.22. PID controller for global model 
  
Output responses PID controller for global model 
 
 
(a) 
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(b) 
Fig.  4.23. (a) Output response of first order lag and (b) Output response of filtered derivative 
PID 
Table 4.12. PID controller with first order lag performance indices for Global model 
Model  Overshoot(%)  Rise 
time(s) 
Settling 
time(s) 
ess ITAE IAE 
Global model  0.505 71.73 99.65 -0.000361 10139.42 274.9 
 
 
Table 4.13. PID controller with filtered derivative performance indices for Global model 
Model  Overshoot(%)  Rise 
time(s) 
Settling 
time(s) 
ess ITAE IAE 
Global model  2.577 43.654 63.1 -0.009476 8798.823 235.05 
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4.3.2.2 MPC Controller Design for Global Model 
The advanced control technology which made a significant impact on industrial control system is 
a model predictive control (MPC). Model Predictive Controller will give superior results when 
compared with conventional PID controller. 
Shown in Fig. 4.24 is a model predictive control for global model.  
 
Fig.  4.24. MPC controller for global model 
 
Shown in Table 4.14 is a tuning parameters used on MATLAB Simulink MPC block for tuning 
MPC controller of global model. 
Table 4.14. MPC controller tuning parameter for reference input of 35 ℃ 
Tuning parameter Value  
Sample time 0.25 
Prediction horizon  43 
Control horizon 1 
Input Constraint  Min=0 
Max=2550 
Output constraint Min=0 
Max=36 
Input weight 0.149182 
Output weight  0.88295 
 
  
81 
 
Output response of MPC for global model 
Shown in Fig. 4.25 is an output response of MPC for global model. 
 
 
Fig.  4.25. Output response of MPC controller of global model 
 
Shown in Table 4.15 is a performance index of global MPC.  
Table 4.15. Global MPC controller performance indices 
MPC 
controller  
Overshoot (%) Rise 
time(s) 
Settling 
time(s) 
ess ITAE IAE 
Global model  0.064 7.964 10.5 4.15x10-5 3311.6 320.5 
 
4.4 Performance Evaluation and Comparison of PID and MPC controller 
In this thesis, performance evaluation of the two PID controller, and MPC controller has been 
compared. The performance comparisons are in terms of peak overshoot, rise time, settling time, 
steady state error, ITAE, and IAE by applying reference step input to a particular controller.  
Before comparing PID and MPC, it better to select a PID controller from that of the First order lag 
PID and filtered derivative PID expression. The performances of first order lag and filtered 
derivative have been compared in both local and global controller design schemes. The overall 
results of both PID and MPC controller output results has shown in the table 4.16 below. 
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Table 4.16. Overall Performance evaluation results  
PID controller with first order lag 
Performance Local model 1 Local model 2 Local model 3 Global model  
Overshoot(%) 0.505 0.505 0.505 0.505 
Rise time(s) 77.5 68.05 56.45 71.73 
Settling time(s) 107.156 94.1 78 99.65 
Steady state error (ess) -0.55 -0.032 -0.027 -0.000361 
ITAE 15898.64 12768.95 10299.61 10139.42 
IAE 270.6 279.13 246.72 274.9 
PID controller with filtered derivative 
Performance Local model 1 Local model 2 Local model 3 Global model  
Overshoot(%) 0.505 4.737 5.851 2.577 
Rise time(s) 48.63 39.62 33.84 43.654 
Settling time(s) 67.66 85.9 79.6 63.1 
Steady state error (ess) -0.051 -0.028 -0.025 -0.009476 
ITAE 12485.22 10016.66 8845.18 8798.823 
IAE 249.211 254.29 231.63 235.05 
MPC controller 
Performance Local model 1 Local model 2 Local model 3 Global model  
Overshoot(%) 0.009 0.002 0.043 0.064 
Rise time(s) 9.468 8.02 8.537 7.964 
Settling time(s) 12.525 10.535 11.414 10.5 
Steady state error (ess) 1.283x10
-5 8.356x10-5 2.812x10-5 4.15x10-5 
ITAE   3054.17 3373.52 3601.57 3311.6 
IAE 325.14 335.45 303.202 320.5 
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The simulation results show that tuning results for filtered derivative has more overshoot, less 
settling time, and less ITAE and IAE when compared with first order lag PID. Filtered derivative 
PID is better to control shell and tube heat exchanger because of moderate performance incidences 
than that of others PID tuning method. The next step would be to compare filtered derivative PID 
with MPC. 
In case of PID, the local controllers overshoot of less than 5.85 %, maximum settling time of 85.9 
seconds, maximum steady state error of -0.051, ITAE of less than 12485.22, and IAE of less than 
254.29. And the global controller overshoot of 2.577 %, settling time of 63.1 seconds, steady state 
error of -0.009476, ITAE of 8798.823 and IAE of 235. 
While in the case of MPC controller for local models has less than 0.043 % overshoot, settling 
time of les 12.525 seconds, steady state error of less 8.356x10-5, ITAE of 3601.57, and IAE of 
335.45. And the global MPC performance indices are, 0.064 % overshoot, settling time of 10.5 
seconds, steady state error of 4.15x10-5, ITAE of 8798.8 and IAE of 235. The large values of ITAE 
and IAE is due to the system time delay. For ordinary application PIDs overshoot and settling time 
is tolerable but it is not for critical control applications.  
From the above results, we conclude that model predictive control (MPC) provide better 
performance over PID controller with less overshoot, rise time, settling time, steady state error and 
ITAE. However, MPC controller is computationally difficult and tuning system also not clearly 
defined. Therefore, in order to tune MPC controller more time should have spent on simulation. 
While PID controller is best when less IAE is required.  
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CHAPTER FIVE 
CONCLUSIONS AND RECOMMENDATIONS 
Process control application needs to have more accurate plant model and acceptable controller 
design that can be represented by less overshoot, settling time, steady state error, and other 
performance indices. Specifically, critical process control application such as pharmaceutical, 
nuclear power plant, and related areas required accurate plant modeling and controller design. 
Controlling heat exchanger system is a very challenging task due to its nonlinearity. When the 
amount of flow rates of both manipulated variable and disturbance variable changes, the gain, time 
delay and time constant varies, hence causing system nonlinearity. The task of mathematical 
modeling of the system also becomes challenging as a result of such non-linearity. The solution 
for such problems is finding mathematical model that represents the real system and designing 
suitable controller which remove the offset, making fast settling with minimum steady state error 
possible. 
In this thesis work, laboratory shell and tube heat exchanger has been used to conduct the 
experiment. Input data for MATLAB system identification tool was generated experimentally. 
Experimental (empirical) based modeling has been used in this work. Due to system nonlinearities, 
the overall system is partitioned in to particular operating range. For this particular operating range 
input-output data has been collected and interpreted using MATLAB environment. lastly, after 
reiterative procedure the plant model is obtained with satisfactory accuracy. Then, the next steps 
after modelling is to design controller using PID and MPC controller, and compare the results 
based on acceptable performance indices. Based on the results of the work, model predictive 
control (MPC) was found to have better performance than that of PID controller. For instances, 
the global model based MPC performance indices are, 0.064 % overshoot, settling time of 10.5 
seconds, steady state error of 4.15x10-5, ITAE of 3311.6 and IAE of 320.5. While the global model 
based PID resulted 2.577 % overshoot, settling time of 63.1 seconds, steady state error of -
0.009476, ITAE of 8798.8 and IAE of 235. These demonstrated that MPC controller is more 
effective for critical process control application and achieve fast and offset free controller. This is 
due to MPCs unique features that’s its ability to predict future value and constraint handling 
capacity. Therefore, application of MPC controller in industries is highly recommended as it 
enables increased product quality at lower cost and in lesser time. 
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Recommendations  
As a recommendation for future work intelligent design of PID’s such as fuzzy logic, artificial 
neural network, and other optimized  PID based controllers could be done and compared with 
MPC. In addition, in future studies the use of soft switching algorithms instead of hard switching 
ones in multi model controlling approaches is recommended. Finally, we recommend to use large 
scale and industry standard heat exchanger for experimental test in order to get more accurate 
model and controller which is compatible for all industry standard heat exchangers.   
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APPENDICES 
 
Appendix 1: Experimental input-output data for test one 
 
         
No. FI1 FI2 TI1 TI2 TI3 TI4 
         
No. FI1 FI2 TI1 TI2 TI3 TI4 
1 200 153 28 30.8 41.4 37.6 162 197 0 28 29.6 41.2 36.9 
2 200 152 28 30.8 41.4 37.6 163 197 0 28 29.4 41.2 36.8 
3 200 152 28 30.8 41.4 37.6 164 196 0 28 29.3 41.2 36.7 
4 200 152 28 30.8 41.4 37.6 165 196 0 28 29.1 41.2 36.7 
5 201 151 28 30.9 41.4 37.6 166 197 131 28 29 41.2 36.6 
6 200 152 28 30.9 41.4 37.6 167 198 147 28 28.9 41.1 36.6 
7 201 151 28 30.9 41.4 37.6 168 197 149 28 28.8 41 36.7 
8 200 153 28 30.9 41.4 37.6 169 198 150 28 28.8 40.9 36.5 
9 200 153 28 30.9 41.4 37.6 170 196 151 28 28.8 40.9 36.1 
10 201 152 28 30.9 41.4 37.6 171 194 150 28 28.9 40.8 35.8 
11 200 152 28 30.9 41.4 37.6 172 192 150 28 29 40.8 35.7 
12 199 152 28 30.9 41.4 37.6 173 190 150 28 29.2 40.8 35.8 
13 199 151 28 30.9 41.4 37.6 174 190 150 28 29.4 40.8 35.9 
14 199 152 28 30.9 41.4 37.6 175 191 150 28 29.6 40.9 36 
15 200 152 28 30.9 41.4 37.6 176 191 151 28 29.7 40.9 36.1 
16 200 153 28 30.9 41.4 37.6 177 191 152 28 29.8 41 36.3 
17 199 153 28 30.9 41.4 37.6 178 192 149 28 30 41.1 36.4 
18 200 153 28 30.9 41.4 37.6 179 193 150 28 30.1 41.1 36.5 
19 199 152 28 30.9 41.4 37.6 180 193 150 28 30.2 41.1 36.6 
20 198 152 28 30.9 41.4 37.6 181 194 150 28 30.3 41.2 36.7 
21 198 126 28 30.9 41.4 37.6 182 193 115 28 30.3 41.2 36.8 
22 198 2 28 30.9 41.4 37.6 183 192 0 28 30.5 41.3 36.9 
23 197 0 28 30.9 41.4 37.6 184 190 0 28 30.5 41.3 37 
24 198 0 28 30.9 41.3 37.6 185 190 0 28 30.6 41.3 37 
25 199 0 28 30.8 41.3 37.6 186 147 0 28 30.5 41.3 37.1 
26 199 0 28 30.7 41.3 37.6 187 189 0 28 30.4 41.3 37.1 
27 199 0 28 30.5 41.3 37.5 188 189 0 28 30.3 41.3 37.2 
28 199 0 28 30.4 41.3 37.6 189 185 0 28 30.2 41.3 37.2 
29 201 0 28 30.2 41.3 37.6 190 184 0 28 30.1 41.3 37.2 
30 201 0 28 30.1 41.3 37.5 191 183 0 28 29.9 41.2 37.1 
31 201 0 28 29.9 41.3 37.5 192 182 0 28 29.8 41.3 37 
32 201 0 28 29.7 41.3 37.5 193 182 0 28 29.6 41.2 37 
33 201 0 28 29.5 41.3 37.5 194 183 0 28 29.5 41.2 36.9 
34 200 0 28 29.4 41.3 37.4 195 184 0 28 29.3 41.2 36.8 
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35 199 0 28 29.3 41.2 37.4 196 185 0 28 29.2 41.2 36.7 
36 199 0 28 29.1 41.2 37.3 197 185 140 28 29.1 41.2 36.7 
37 198 0 28 29 41.2 37.3 198 187 149 28 29 41.1 36.8 
38 198 0 28 28.9 41.2 37.2 199 188 149 28 28.9 41 36.8 
39 199 0 28 28.8 41.2 37.2 200 192 149 28 28.9 40.9 36.5 
40 199 0 28 28.7 41.2 37.1 201 192 151 28 28.9 40.9 36.1 
41 199 86 28 28.7 41.2 37 202 192 149 28 29 40.8 35.9 
42 199 145 28 28.6 41.1 37 203 191 150 28 29.1 40.8 35.8 
43 198 148 28 28.6 41 37 204 190 151 28 29.3 40.8 35.9 
44 198 149 28 28.6 40.8 36.7 205 191 151 28 29.5 40.9 36 
45 198 149 28 28.7 40.8 36.3 206 189 150 28 29.7 40.9 36.1 
46 199 149 28 28.7 40.7 36 207 188 151 28 29.8 41 36.3 
47 199 148 28 28.9 40.7 35.9 208 189 150 28 30 41.1 36.4 
48 199 148 28 29.1 40.7 35.9 209 188 151 28 30.1 41.1 36.5 
49 199 148 28 29.3 40.7 36 210 189 151 28 30.2 41.2 36.6 
50 199 148 28 29.5 40.8 36.1 211 191 150 28 30.3 41.2 36.7 
51 199 149 28 29.7 40.9 36.2 212 191 150 28.1 30.4 41.2 36.8 
52 198 149 28 29.8 40.9 36.3 213 191 4 28.1 30.5 41.3 36.9 
53 197 148 28 29.9 41 36.4 214 191 0 28.1 30.6 41.3 37 
54 195 148 28 30.1 41.1 36.6 215 190 0 28.1 30.6 41.3 37.1 
55 195 148 28 30.2 41.1 36.7 216 191 0 28.1 30.6 41.3 37.2 
56 195 148 28 30.3 41.1 36.7 217 190 0 28.1 30.6 41.3 37.2 
57 195 148 28 30.3 41.2 36.8 218 189 0 28.1 30.5 41.3 37.2 
58 194 148 28 30.4 41.2 36.9 219 177 0 28.1 30.4 41.3 37.2 
59 194 148 28 30.5 41.2 37 220 193 0 28.1 30.3 41.3 37.2 
60 193 148 28 30.5 41.3 37.1 221 194 0 28.1 30.1 41.3 37.2 
61 194 32 28 30.6 41.3 37.2 222 193 0 28.1 29.9 41.3 37.2 
62 196 0 28 30.6 41.3 37.2 223 192 0 28.2 29.8 41.3 37 
63 196 0 28 30.6 41.3 37.3 224 190 0 28.1 29.7 41.3 37 
64 195 0 28 30.6 41.3 37.3 225 191 0 28.2 29.5 41.3 36.9 
65 196 0 28 30.6 41.3 37.3 226 190 0 28.2 29.4 41.2 36.8 
66 196 0 28 30.5 41.3 37.3 227 191 1 28.2 29.3 41.2 36.7 
67 197 0 28 30.4 41.3 37.3 228 190 145 28.2 29.1 41.2 36.7 
68 197 0 28 30.3 41.3 37.4 229 188 148 28.2 29 41.1 36.8 
69 197 0 28 30.1 41.3 37.3 230 187 149 28.2 29 41 36.7 
70 196 0 28 29.9 41.2 37.3 231 187 149 28.2 29 40.9 36.2 
71 197 0 28 29.7 41.3 37.3 232 186 148 28.2 29.1 40.9 36 
72 198 0 28 29.6 41.2 37.2 233 187 149 28.2 29.2 40.9 35.9 
73 197 0 28 29.4 41.2 37.2 234 190 151 28.2 29.4 40.9 35.9 
74 197 0 28 29.3 41.2 37.1 235 192 149 28.1 29.5 40.9 36 
75 198 0 28 29.1 41.2 37 236 194 150 28.1 29.7 40.9 36.1 
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76 197 111 28 29 41.2 37 237 191 151 28.1 29.8 41 36.3 
77 194 146 28 28.9 41.1 37 238 190 151 28.2 30 41.1 36.4 
78 194 147 28 28.8 41 37 239 188 151 28.1 30.1 41.1 36.5 
79 194 147 28 28.8 40.9 36.7 240 187 150 28.1 30.3 41.1 36.6 
80 195 146 28 28.8 40.8 36.3 241 186 150 28.1 30.4 41.2 36.7 
81 197 147 28 29 40.8 36 242 186 121 28.2 30.5 41.2 36.9 
82 198 146 28 29.1 40.8 36 243 186 2 28.2 30.6 41.2 37 
83 198 148 28 29.3 40.8 36 244 186 0 28.1 30.6 41.3 37 
84 197 147 28 29.4 40.8 36.1 245 185 0 28.2 30.7 41.3 37.1 
85 197 147 28 29.6 40.9 36.2 246 186 0 28.1 30.6 41.3 37.2 
86 198 148 28 29.8 40.9 36.3 247 186 0 28.2 30.6 41.3 37.2 
87 198 148 28 29.9 41 36.4 248 186 0 28.2 30.6 41.3 37.2 
88 199 147 28 30 41.1 36.6 249 187 0 28.2 30.4 41.3 37.3 
89 199 148 28 30.1 41.1 36.6 250 187 0 28.2 30.3 41.3 37.3 
90 199 149 28 30.2 41.2 36.7 251 187 0 28.2 30.2 41.3 37.2 
91 200 18 28 30.3 41.2 36.8 252 186 0 28.2 30 41.3 37.2 
92 199 0 28 30.4 41.2 36.9 253 186 0 28.2 29.9 41.3 37.1 
93 200 0 28 30.4 41.2 36.9 254 187 0 28.2 29.7 41.2 37 
94 199 0 28 30.4 41.2 37 255 188 0 28.2 29.6 41.2 36.9 
95 199 0 28 30.4 41.2 37 256 190 0 28.2 29.4 41.2 36.8 
96 198 0 28 30.3 41.2 37 257 191 62 28.2 29.3 41.2 36.7 
97 196 0 28 30.2 41.2 37.1 258 192 140 28.2 29.3 41.2 36.7 
98 195 0 28 30.1 41.2 37.1 259 192 147 28.2 29.1 41.1 36.8 
99 195 0 28 29.9 41.2 37 260 193 149 28.2 29 41 36.7 
100 195 0 28 29.8 41.2 37.1 261 193 149 28.2 29 40.9 36.3 
101 193 0 28 29.6 41.2 37 262 193 148 28.2 29.1 40.9 36 
102 193 0 28 29.5 41.2 37 263 195 149 28.2 29.2 40.8 35.9 
103 192 0 28 29.3 41.2 36.9 264 194 150 28.2 29.4 40.8 35.9 
104 195 0 28 29.3 41.2 36.9 265 194 150 28.2 29.5 40.8 36 
105 194 0 28 29.1 41.2 36.9 266 194 150 28.2 29.7 40.9 36.1 
106 195 134 28 29 41.2 36.8 267 193 150 28.2 29.8 41 36.2 
107 195 146 28 28.9 41.1 36.9 268 193 150 28.2 30 41.1 36.4 
108 194 146 28 28.9 41 36.8 269 194 150 28.2 30.1 41.1 36.5 
109 195 147 28 28.8 40.9 36.5 270 194 150 28.2 30.3 41.1 36.6 
110 195 145 28 28.9 40.9 36.1 271 194 150 28.2 30.4 41.2 36.7 
111 195 148 28 29 40.8 35.9 272 193 149 28.3 30.5 41.2 36.8 
112 195 149 28 29.2 40.8 35.9 273 194 4 28.3 30.5 41.3 36.9 
113 195 148 28 29.4 40.8 35.9 274 193 0 28.3 30.6 41.3 37 
114 195 150 28 29.5 40.9 36.1 275 193 0 28.3 30.6 41.3 37.1 
115 194 149 28 29.7 41 36.2 276 193 0 28.3 30.7 41.3 37.1 
116 194 149 28 29.8 41 36.3 277 193 0 28.3 30.6 41.3 37.2 
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117 195 149 28 30 41.1 36.4 278 193 0 28.3 30.6 41.3 37.2 
118 195 150 28 30.1 41.2 36.6 279 193 0 28.3 30.5 41.3 37.2 
119 196 150 28 30.2 41.2 36.7 280 191 0 28.3 30.3 41.3 37.2 
120 196 150 28 30.3 41.2 36.8 281 190 0 28.3 30.2 41.3 37.2 
121 194 5 28 30.4 41.3 36.9 282 191 0 28.3 30 41.3 37.1 
122 195 0 28 30.5 41.3 37 283 191 0 28.3 29.9 41.3 37 
123 196 0 28 30.5 41.3 37 284 189 0 28.3 29.7 41.3 36.9 
124 195 0 28 30.5 41.3 37.1 285 187 0 28.3 29.6 41.2 36.9 
125 194 0 28 30.5 41.3 37.1 286 187 0 28.3 29.5 41.2 36.8 
126 192 0 28 30.3 41.2 37.1 287 187 3 28.3 29.4 41.2 36.7 
127 191 0 28 30.2 41.2 37.1 288 187 145 28.3 29.3 41.2 36.7 
128 191 0 28 30.1 41.2 37.1 289 187 149 28.3 29.1 41.1 36.7 
129 192 0 28 29.9 41.2 37.1 290 187 149 28.3 29.1 41 36.6 
130 191 0 28 29.8 41.2 37 291 188 148 28.3 29.1 40.9 36.2 
131 193 0 28 29.6 41.2 37 292 186 148 28.3 29.1 40.9 35.9 
132 194 0 28 29.5 41.2 36.9 293 186 150 28.3 29.3 40.8 35.9 
133 194 0 28 29.3 41.2 36.9 294 185 150 28.3 29.5 40.8 36 
134 195 0 28 29.2 41.2 36.8 295 186 149 28.3 29.6 40.9 36 
135 195 0 27.9 29 41.2 36.7 296 186 150 28.3 29.8 40.9 36.2 
136 195 141 27.9 28.9 41.1 36.7 297 188 150 28.3 30 41 36.3 
137 195 148 27.9 28.9 41 36.7 298 189 150 28.3 30.1 41.1 36.4 
138 195 148 27.9 28.8 40.9 36.6 299 188 150 28.3 30.3 41.1 36.6 
139 195 148 28 28.8 40.8 36.2 300 189 149 28.3 30.4 41.2 36.7 
140 195 148 28 28.9 40.8 35.9 301 189 148 28.3 30.5 41.2 36.8 
141 194 149 28 29 40.8 35.8 302 190 150 28.3 30.6 41.3 36.9 
142 193 148 28 29.1 40.8 35.8 303 190 150 28.3 30.7 41.3 37 
143 192 149 28 29.3 40.8 35.9 304 189 149 28.3 30.7 41.3 37.2 
144 193 148 28 29.5 40.9 36 305 189 151 28.3 30.9 41.3 37.2 
145 193 149 28 29.7 40.9 36.2 306 190 151 28.3 30.9 41.4 37.3 
146 192 149 28 29.8 41 36.3 307 190 149 28.3 31 41.4 37.3 
147 191 149 28 29.9 41.1 36.4 308 190 149 28.3 31 41.4 37.4 
148 192 151 28 30.1 41.1 36.5 309 190 150 28.3 31.1 41.4 37.4 
149 191 151 28 30.2 41.1 36.7 310 190 150 28.3 31.1 41.4 37.5 
150 192 119 28 30.3 41.2 36.7 311 190 151 28.3 31.1 41.4 37.5 
151 192 2 28 30.4 41.2 36.8 312 190 150 28.3 31.1 41.4 37.5 
152 191 0 28 30.5 41.2 36.9 313 188 151 28.3 31.1 41.4 37.6 
153 192 0 28 30.5 41.2 37 314 186 150 28.3 31.2 41.4 37.6 
154 193 0 28 30.5 41.2 37 315 184 148 28.3 31.2 41.4 37.6 
155 193 0 28 30.4 41.3 37 
156 193 0 28 30.4 41.3 37 
157 192 0 28 30.3 41.3 37 
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158 193 0 28 30.2 41.2 37.1 
159 196 0 28 30 41.2 37.1 
160 197 0 28 29.9 41.2 37 
161 197 0 28 29.7 41.2 37 
 
Appendix 2: Experimental input-output data for test two 
 
No. FI1 FI2 TI1 TI2 TI3 TI4 No. FI1 FI2 TI1 TI2 TI3 TI4 
1 211 301 27.9 35.6 48 42.6 245 203 297 27.9 30.1 46.4 39.7 
2 211 301 27.9 35.6 48 42.6 246 203 297 27.9 30.6 46.4 39.9 
3 211 302 27.9 35.6 48 42.6 247 203 297 27.9 31.1 46.4 40.1 
4 212 301 27.9 35.6 48 42.6 248 202 300 27.9 31.7 46.5 40.4 
5 211 300 27.9 35.6 47.9 42.6 249 201 297 27.9 32.2 46.5 40.6 
6 211 301 27.9 35.6 47.9 42.6 250 202 298 27.9 32.7 46.6 40.8 
7 212 300 27.9 35.6 47.9 42.6 251 202 298 27.9 33.1 46.6 40.9 
8 212 302 27.9 35.6 47.9 42.6 252 202 298 27.9 33.5 46.6 41.1 
9 212 301 27.9 35.6 47.9 42.6 253 202 298 27.9 33.7 46.6 41.2 
10 212 300 27.9 35.6 47.9 42.6 254 201 299 27.8 34 46.6 41.3 
11 212 301 27.9 35.5 47.9 42.6 255 202 9 27.9 34.3 46.6 41.4 
12 211 300 27.9 35.6 47.9 42.6 256 202 0 27.9 34.4 46.6 41.4 
13 212 302 27.9 35.5 47.9 42.5 257 203 0 27.8 34.5 46.6 41.5 
14 211 301 27.9 35.5 47.9 42.5 258 203 0 27.8 34.5 46.6 41.5 
15 211 301 27.9 35.5 47.9 42.6 259 202 0 27.8 34.3 46.6 41.5 
16 210 301 27.9 35.5 47.9 42.5 260 202 0 27.8 34.1 46.6 41.5 
17 211 301 27.9 35.5 47.9 42.5 261 203 0 27.8 33.6 46.6 41.5 
18 211 301 27.9 35.5 47.8 42.5 262 203 0 27.8 33.1 46.6 41.5 
19 211 301 27.9 35.5 47.8 42.5 263 202 0 27.8 32.7 46.6 41.5 
20 212 302 27.9 35.5 47.8 42.5 264 204 0 27.8 32.1 46.6 41.5 
21 210 66 27.9 35.5 47.8 42.5 265 204 0 27.8 31.7 46.6 41.4 
22 211 1 27.9 35.5 47.8 42.5 266 203 0 27.8 31.3 46.6 41.3 
23 211 0 27.9 35.5 47.8 42.5 267 202 0 27.8 30.9 46.5 41.2 
24 211 0 27.9 35.4 47.8 42.5 268 204 0 27.8 30.6 46.5 41.1 
25 212 0 27.9 35.2 47.8 42.5 269 202 3 27.8 30.3 46.5 41 
26 211 0 27.9 34.8 47.8 42.5 270 202 286 27.8 30 46.4 41 
27 211 0 27.9 34.4 47.8 42.5 271 203 296 27.8 29.8 46.3 40.8 
28 211 0 27.9 33.9 47.8 42.5 272 203 296 27.8 29.7 46.2 40 
29 211 0 27.9 33.2 47.8 42.4 273 203 298 27.8 29.7 46.1 39.6 
30 211 0 27.9 32.7 47.8 42.4 274 203 298 27.8 29.9 46.1 39.6 
31 212 0 27.9 32.1 47.7 42.3 275 202 297 27.8 30.3 46.2 39.7 
32 211 0 27.9 31.7 47.7 42.2 276 203 298 27.8 30.7 46.3 39.9 
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33 212 0 27.9 31.3 47.7 42.1 277 203 299 27.8 31.3 46.3 40.1 
34 212 0 27.9 30.9 47.7 42 278 203 299 27.8 31.9 46.4 40.4 
35 212 0 27.9 30.5 47.7 41.9 279 203 298 27.8 32.3 46.4 40.6 
36 212 0 27.9 30.3 47.6 41.8 280 203 299 27.8 32.8 46.4 40.7 
37 211 0 27.9 30 47.6 41.7 281 203 298 27.8 33.2 46.4 40.9 
38 213 0 27.9 29.8 47.6 41.6 282 203 298 27.8 33.5 46.5 41 
39 212 0 27.9 29.6 47.6 41.5 283 204 299 27.8 33.8 46.5 41.1 
40 213 0 27.9 29.4 47.6 41.4 284 203 298 27.8 34.1 46.5 41.2 
41 212 214 27.9 29.3 47.5 41.4 285 203 289 27.8 34.3 46.5 41.3 
42 212 294 27.9 29.1 47.3 41.4 286 204 7 27.8 34.4 46.5 41.3 
43 212 296 27.9 29.1 47.2 40.8 287 203 0 27.8 34.5 46.5 41.4 
44 212 298 27.9 29.1 47.1 40.1 288 205 0 27.8 34.6 46.5 41.4 
45 213 296 27.9 29.4 47.1 39.9 289 204 0 27.8 34.5 46.5 41.4 
46 211 297 27.9 29.8 47.2 40 290 204 0 27.8 34.3 46.5 41.4 
47 211 297 27.9 30.3 47.3 40.1 291 203 0 27.8 34 46.5 41.5 
48 211 297 27.9 30.9 47.3 40.4 292 204 0 27.9 33.6 46.4 41.4 
49 212 297 27.9 31.6 47.4 40.7 293 204 0 27.9 33.1 46.5 41.5 
50 211 299 27.9 32.1 47.4 40.9 294 204 0 27.9 32.6 46.4 41.4 
51 211 297 27.9 32.7 47.5 41.1 295 205 0 27.9 32.1 46.4 41.4 
52 211 298 27.9 33.1 47.5 41.3 296 205 0 27.8 31.6 46.4 41.3 
53 211 298 27.9 33.5 47.5 41.5 297 206 0 27.9 31.2 46.4 41.2 
54 211 298 27.9 33.9 47.6 41.7 298 205 0 27.9 30.9 46.4 41.2 
55 211 299 27.9 34.2 47.6 41.7 299 206 30 27.9 30.5 46.4 41 
56 211 297 27.9 34.4 47.6 41.9 300 206 291 27.9 30.2 46.3 41.1 
57 211 299 27.9 34.6 47.6 42 301 206 295 27.9 30 46.2 40.7 
58 212 298 27.9 34.7 47.6 42 302 205 298 27.9 29.8 46.1 40 
59 211 298 27.9 34.8 47.6 42.1 303 206 298 27.9 29.9 46 39.7 
60 211 298 27.9 34.9 47.6 42.1 304 207 297 27.9 30.1 46.1 39.6 
61 211 50 27.9 35 47.6 42.2 305 207 298 27.9 30.5 46.1 39.7 
62 211 1 27.9 34.9 47.6 42.2 306 207 299 27.9 31 46.2 39.9 
63 212 0 27.9 35.1 47.6 42.2 307 207 298 27.9 31.5 46.2 40.1 
64 210 0 27.9 35 47.6 42.2 308 208 298 27.9 32 46.2 40.4 
65 211 0 27.9 34.9 47.6 42.2 309 208 299 27.9 32.5 46.3 40.5 
66 211 0 27.9 34.5 47.6 42.2 310 208 299 27.9 32.9 46.3 40.7 
67 211 0 27.9 34.1 47.6 42.2 311 208 299 27.9 33.3 46.3 40.8 
68 211 0 27.9 33.6 47.5 42.2 312 208 27 27.9 33.6 46.3 40.9 
69 212 0 27.9 33 47.5 42.2 313 208 1 27.9 33.8 46.3 41 
70 212 0 27.9 32.5 47.5 42.2 314 209 0 27.9 34 46.4 41.1 
71 211 0 27.9 32 47.5 42.1 315 208 0 27.9 34.1 46.3 41.1 
72 211 0 27.9 31.5 47.5 42 316 209 0 27.9 34 46.3 41.2 
73 211 0 27.9 31.1 47.5 41.8 317 208 0 27.9 33.7 46.3 41.2 
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74 211 0 27.9 30.7 47.5 41.8 318 209 0 27.9 33.3 46.3 41.2 
75 210 0 27.9 30.4 47.4 41.6 319 209 0 27.9 32.9 46.3 41.2 
76 211 0 27.9 30.2 47.4 41.6 320 209 0 27.9 32.5 46.3 41.2 
77 212 0 27.9 29.9 47.4 41.5 321 209 0 27.9 32 46.3 41.2 
78 211 0 27.9 29.7 47.4 41.4 322 209 0 27.9 31.5 46.3 41.1 
79 211 0 27.9 29.5 47.4 41.3 323 209 0 27.9 31.2 46.3 41.1 
80 212 0 27.9 29.4 47.3 41.2 324 209 0 27.9 30.8 46.3 41 
81 211 250 27.9 29.3 47.3 41.2 325 209 0 27.9 30.4 46.2 40.9 
82 211 295 27.9 29.1 47.1 41.2 326 208 0 27.9 30.2 46.2 40.8 
83 211 295 27.9 29.1 46.9 40.4 327 209 0 27.9 29.9 46.2 40.8 
84 211 297 27.9 29.1 46.8 39.9 328 210 0 27.9 29.7 46.2 40.7 
85 211 297 27.9 29.5 46.9 39.7 329 209 176 27.9 29.5 46.1 40.6 
86 211 298 27.9 29.9 47 39.8 330 210 294 27.9 29.4 46 40.6 
87 211 297 27.9 30.4 47.1 40 331 209 295 27.9 29.3 45.9 40 
88 212 298 27.9 31 47.1 40.3 332 210 298 27.9 29.3 45.8 39.4 
89 211 297 27.9 31.6 47.2 40.6 333 209 297 27.9 29.5 45.8 39.2 
90 212 300 27.9 32.2 47.3 40.8 334 211 298 27.9 29.8 45.8 39.3 
91 211 299 27.9 32.8 47.3 41 335 210 297 27.9 30.3 45.9 39.4 
92 212 298 27.9 33.2 47.3 41.2 336 210 299 27.9 30.7 46 39.6 
93 212 299 27.9 33.5 47.4 41.4 337 211 297 27.9 31.3 46 39.8 
94 211 299 27.9 33.9 47.4 41.6 338 211 299 27.9 31.9 46.1 40.1 
95 212 299 27.9 34.2 47.4 41.7 339 211 298 27.9 32.3 46.1 40.3 
96 212 298 27.9 34.3 47.4 41.7 340 212 298 27.9 32.8 46.2 40.5 
97 212 298 27.9 34.5 47.4 41.8 341 212 298 27.9 33.1 46.2 40.7 
98 212 298 27.9 34.7 47.4 41.9 342 212 298 27.9 33.4 46.2 40.8 
99 211 299 27.9 34.8 47.4 42 343 213 299 27.9 33.7 46.2 40.9 
100 213 299 27.9 34.9 47.4 42 344 212 50 27.9 33.9 46.2 41 
101 212 299 27.9 34.9 47.4 42 345 212 1 27.9 34.1 46.2 41 
102 212 124 27.9 35 47.4 42.1 346 212 0 27.9 34.2 46.2 41.1 
103 212 2 27.9 35 47.4 42.1 347 213 0 27.9 34.2 46.2 41.1 
104 213 0 27.9 35.1 47.4 42.1 348 213 0 27.9 34.1 46.2 41.1 
105 211 0 27.9 35 47.4 42.1 349 212 0 27.9 33.8 46.2 41.1 
106 212 0 27.9 34.9 47.4 42.1 350 212 0 27.9 33.4 46.2 41.2 
107 212 0 27.9 34.6 47.4 42.1 351 213 0 27.9 33 46.2 41.2 
108 213 0 27.9 34.2 47.3 42.1 352 213 0 27.9 32.5 46.2 41.2 
109 212 0 27.9 33.6 47.3 42.1 353 212 0 27.9 32 46.2 41.1 
110 212 0 27.9 33.1 47.3 41.6 354 212 0 27.9 31.5 46.2 41.1 
111 212 0 27.9 32.6 47.3 42.1 355 210 0 27.9 31.2 46.2 41 
112 212 0 27.9 32 47.3 42 356 210 0 27.9 30.8 46.1 40.9 
113 212 0 28 31.6 47.3 41.9 357 210 0 27.9 30.5 46.1 40.8 
114 212 0 27.9 31.2 47.3 41.7 358 211 0 27.9 30.2 46.1 40.8 
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115 211 0 27.9 30.8 47.3 41.6 359 211 250 27.9 29.9 46.1 40.7 
116 212 0 27.9 30.5 47.3 41.6 360 212 294 27.9 29.7 45.9 40.7 
117 211 0 27.9 30.2 47.2 41.5 361 211 296 27.9 29.6 45.8 39.9 
118 211 0 27.9 30 47.2 41.4 362 211 297 27.9 29.6 45.7 39.5 
119 211 0 27.9 29.7 47.1 41.3 363 212 298 27.9 29.8 45.8 39.3 
120 212 0 27.9 29.6 47.1 41.2 364 211 298 27.9 30.1 45.8 39.4 
121 212 275 27.9 29.4 47 41.2 365 211 297 27.9 30.5 45.9 39.5 
122 212 296 27.9 29.3 46.9 41.1 366 212 298 27.9 31.1 45.9 39.8 
123 211 296 27.9 29.3 46.7 40.3 367 212 297 27.9 31.6 46 39.9 
124 211 298 27.9 29.3 46.6 39.9 368 212 298 27.9 32.1 46 40.2 
125 211 297 28 29.7 46.7 39.8 369 213 299 27.9 32.6 46 40.4 
126 212 297 27.9 30.1 46.8 39.8 370 213 299 27.9 32.9 46.1 40.6 
127 212 297 27.9 30.6 46.9 40 371 213 299 27.9 33.3 46.1 40.7 
128 211 298 27.9 31.2 47 40.3 372 213 300 27.9 33.5 46.1 40.8 
129 211 297 27.9 31.8 47 40.6 373 213 299 27.9 33.7 46.1 40.9 
130 212 298 27.9 32.3 47.1 40.8 374 213 27 27.9 34 46.1 40.9 
131 211 298 27.9 32.8 47.1 41 375 214 1 27.9 34.1 46.1 41 
132 212 297 27.9 33.2 47.1 41.2 376 212 0 27.9 34.2 46.1 41 
133 211 298 27.9 33.6 47.2 41.3 377 213 0 27.9 34.2 46.1 41.1 
134 211 298 27.9 33.9 47.2 41.5 378 213 0 27.9 34.1 46.1 41.1 
135 210 299 27.9 34.2 47.2 41.6 379 214 0 27.9 33.7 46.1 41.1 
136 212 8 27.9 34.3 47.2 41.6 380 214 0 28 33.3 46.1 41.1 
137 212 0 27.9 34.5 47.2 41.7 381 213 0 27.9 32.9 46.1 41.1 
138 211 0 27.9 34.6 47.2 41.7 382 214 0 28 32.5 46.1 41.1 
139 211 0 27.9 34.5 47.2 41.8 383 214 0 28 31.9 46.1 41.1 
140 210 0 27.9 34.3 47.2 41.8 384 214 0 28 31.5 46 41 
141 211 0 27.9 34 47.2 41.8 385 214 0 28 31.1 46 41 
142 211 0 27.9 33.5 47.2 41.8 386 214 0 28 30.7 46 40.9 
143 211 0 27.9 33.1 47.2 41.8 387 214 0 28 30.4 46 40.8 
144 212 0 27.9 32.6 47.2 41.8 388 215 0 28 30.1 46 40.7 
145 211 0 27.9 32 47.2 41.8 389 215 277 28 29.9 45.9 40.7 
146 211 0 27.9 31.6 47.2 41.7 390 216 295 28 29.7 45.8 40.5 
147 211 0 27.9 31.2 47.1 41.6 391 216 296 28 29.6 45.7 39.7 
148 211 0 27.9 30.9 47.1 41.5 392 215 298 28 29.6 45.6 39.4 
149 211 0 27.9 30.5 47.1 41.4 393 215 298 28 29.9 45.6 39.3 
150 212 38 27.9 30.2 47.1 41.3 394 215 298 28 30.2 45.7 39.4 
151 213 289 27.9 29.9 47 41.3 395 215 297 28 30.6 45.8 39.5 
152 212 296 27.9 29.7 46.9 41 396 215 297 28 31.2 45.8 39.7 
153 213 297 27.9 29.7 46.7 40.2 397 215 297 28 31.7 45.8 39.9 
154 214 297 27.9 29.8 46.7 39.9 398 215 297 28 32.1 45.9 40.1 
155 214 297 27.9 30.1 46.7 39.9 399 215 299 28 32.7 45.9 40.3 
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156 215 298 27.9 30.5 46.8 40 400 216 298 28 33 45.9 40.5 
157 214 298 27.9 31 46.9 40.2 401 216 299 28 33.3 45.9 40.6 
158 215 297 27.9 31.5 46.9 40.5 402 216 298 28 33.5 45.9 40.7 
159 215 297 27.9 32.1 47 40.7 403 216 297 28 33.7 46 40.8 
160 214 298 27.9 32.7 47 40.9 404 216 11 28 33.9 46 40.9 
161 215 299 27.9 33 47 41.1 405 217 0 28 34.1 46 40.9 
162 215 298 27.9 33.4 47 41.2 406 216 0 28 34.2 46 40.9 
163 215 299 27.9 33.7 47.1 41.3 407 215 0 28.1 34.1 46 41 
164 215 298 27.9 34 47.1 41.4 408 218 0 28.1 33.9 46 41 
165 215 221 27.9 34.2 47.1 41.5 409 217 0 28.1 33.6 46 41 
166 216 5 27.9 34.4 47.1 41.6 410 218 0 28.1 33.2 45.9 41 
167 215 0 27.9 34.5 47.1 41.6 411 217 0 28.1 32.8 45.9 41 
168 216 0 27.9 34.5 47.1 41.7 412 218 0 28.1 32.2 45.9 41 
169 214 0 27.9 34.4 47.1 41.7 413 218 0 28.1 31.8 45.9 40.9 
170 216 0 27.9 34.2 47.1 41.7 414 219 0 28.1 31.4 45.9 40.9 
171 215 0 27.9 33.8 47.1 41.7 415 218 0 28.1 31 45.9 40.8 
172 216 0 27.9 33.3 47.1 41.7 416 219 177 28.1 30.6 45.9 40.8 
173 217 0 27.9 32.8 47 41.7 417 218 294 28.1 30.4 45.8 40.8 
174 217 0 27.9 32.3 47.1 41.7 418 218 296 28.1 30.1 45.7 40.2 
175 217 0 27.9 31.8 47 41.6 419 219 298 28.1 30 45.6 39.6 
176 217 0 27.9 31.4 47 41.6 420 218 297 28.1 30.1 45.6 39.4 
177 217 0 27.9 31 47 41.5 421 219 297 28.1 30.4 45.6 39.4 
178 217 0 27.9 30.6 47 41.4 422 219 298 28.2 30.8 45.7 39.5 
179 217 0 27.9 30.3 47 41.4 423 220 298 28.2 31.3 45.7 39.7 
180 217 150 27.9 30.1 47 41.3 424 219 299 28.1 31.7 45.7 39.9 
181 218 293 27.9 29.8 46.9 41.3 425 219 298 28.2 32.2 45.8 40.1 
182 218 295 27.9 29.6 46.7 40.7 426 220 298 28.2 32.6 45.8 40.2 
183 218 298 27.9 29.6 46.6 40.1 427 220 300 28.2 33 45.8 40.4 
184 218 296 27.9 29.7 46.5 39.8 428 219 225 28.2 33.3 45.8 40.5 
185 218 298 27.9 30.1 46.6 39.8 429 219 4 28.2 33.5 45.8 40.7 
186 218 298 27.9 30.5 46.6 40 430 219 0 28.2 33.7 45.8 40.7 
187 218 298 27.9 31.1 46.7 40.2 431 219 0 28.2 33.9 45.9 40.8 
188 218 298 27.9 31.6 46.8 40.4 432 220 0 28.2 33.8 45.8 40.8 
189 219 298 27.9 32.1 46.8 40.6 433 219 0 28.2 33.6 45.8 40.8 
190 219 299 27.9 32.7 46.9 40.8 434 219 0 28.2 33.3 45.8 40.9 
191 218 299 27.9 33 46.9 41 435 219 0 28.2 32.9 45.8 40.9 
192 218 298 27.9 33.4 46.9 41.1 436 220 0 28.2 32.5 45.8 40.9 
193 219 298 27.9 33.7 46.9 41.2 437 219 0 28.2 32.1 45.8 40.8 
194 218 298 27.9 33.9 46.9 41.3 438 220 0 28.2 31.6 45.8 40.8 
195 218 48 27.9 34.1 47 41.4 439 220 0 28.2 31.3 45.8 40.8 
196 219 1 27.9 34.3 47 41.5 440 220 0 28.2 30.9 45.8 40.7 
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197 218 0 27.9 34.4 46.9 41.5 441 220 244 28.2 30.6 45.8 40.6 
198 218 0 27.9 34.4 47 41.6 442 220 295 28.3 30.3 45.7 40.6 
199 218 0 27.9 34.3 46.9 41.6 443 220 297 28.3 30.1 45.6 39.9 
200 218 0 27.9 33.9 47 41.6 444 221 298 28.3 30.1 45.5 39.5 
201 219 0 27.9 33.5 46.9 41.6 445 220 298 28.3 30.2 45.5 39.3 
202 219 0 27.9 33 46.9 41.6 446 221 295 28.3 30.5 45.5 39.4 
203 218 0 27.9 32.6 46.9 41.6 447 221 297 28.3 31 45.6 39.5 
204 219 0 27.9 32 46.9 41.6 448 220 298 28.3 31.5 45.6 39.7 
205 219 0 27.9 31.6 46.9 41.5 449 221 298 28.3 31.9 45.7 39.9 
206 219 0 27.9 31.2 46.9 41.5 450 221 299 28.3 32.4 45.7 40.1 
207 217 0 27.9 30.8 46.9 41.4 451 222 298 28.3 32.8 45.7 40.2 
208 218 0 27.9 30.5 46.9 41.3 452 221 298 28.3 33.1 45.7 40.4 
209 218 0 27.9 30.2 46.8 41.2 453 221 300 28.3 33.4 45.7 40.5 
210 218 252 27.9 29.9 46.8 41.1 454 221 298 28.3 33.6 45.7 40.6 
211 218 295 27.9 29.7 46.6 41.1 455 221 298 28.3 33.8 45.7 40.7 
212 218 296 27.9 29.6 46.5 40.4 456 221 299 28.3 34 45.7 40.7 
213 219 296 27.9 29.6 46.4 39.9 457 221 299 28.3 34.2 45.7 40.8 
214 219 296 27.9 29.8 46.4 39.7 458 222 299 28.3 34.3 45.8 40.9 
215 218 297 27.9 30.2 46.5 39.8 459 222 300 28.3 34.3 45.7 40.9 
216 218 296 27.9 30.6 46.5 39.9 460 222 300 28.3 34.4 45.7 40.9 
217 217 298 27.9 31.2 46.6 40.1 461 222 299 28.3 34.4 45.7 40.9 
218 218 298 27.9 31.7 46.6 40.4 
219 218 298 27.9 32.2 46.7 40.6 
220 218 300 27.9 32.8 46.7 40.8 
221 218 299 27.9 33.1 46.8 41 
222 218 298 27.9 33.4 46.8 41.1 
223 218 298 27.9 33.7 46.8 41.2 
224 218 298 27.9 33.9 46.8 41.3 
225 219 28 27.9 34.1 46.8 41.3 
226 218 1 27.9 34.3 46.8 41.4 
227 219 0 27.9 34.4 46.8 41.5 
228 219 0 27.9 34.3 46.8 41.5 No. FI1 FI2 TI1 TI2 TI3 TI4 
229 218 0 27.9 34.2 46.8 41.5 237 206 0 27.9 30.8 46.7 41.3 
230 217 0 27.9 33.8 46.8 41.5 238 206 0 27.9 30.4 46.7 41.1 
231 214 0 27.9 33.4 46.8 41.5 239 205 0 27.9 30.2 46.7 41.1 
232 212 0 27.9 32.9 46.8 41.5 240 204 260 27.9 29.9 46.6 41 
233 210 0 27.9 32.5 46.8 41.5 241 204 295 27.9 29.7 46.5 40.9 
234 208 0 27.9 32 46.7 41.5 242 203 297 27.9 29.6 46.4 40.2 
235 208 0 27.9 31.5 46.7 41.4 243 203 296 27.9 29.6 46.3 39.8 
236 207 0 27.9 31.2 46.7 41.3 244 203 296 27.9 29.8 46.3 39.6 
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Appendix 3: Experimental input-output data for test three 
 
No. FI1 FI2 TI1 TI2 TI3 TI4 No. FI1 FI2 TI1 TI2 TI3 TI4 
1 205 451 28.2 35 43.2 40.1 246 209 0 28.3 33.7 42.5 39.5 
2 206 450 28.2 35 43.2 40.1 247 208 0 28.3 33.3 42.5 39.5 
3 205 450 28.2 35 43.2 40.1 248 209 0 28.3 32.8 42.5 39 
4 206 451 28.2 35 43.2 40.1 249 209 0 28.3 32.4 42.5 39.5 
5 206 452 28.2 35 43.1 40.1 250 209 0 28.3 31.9 42.5 39.5 
6 205 451 28.2 35 43.2 40.1 251 209 0 28.3 31.5 42.4 39.5 
7 206 451 28.2 35 43.2 40.1 252 208 0 28.3 31.2 42.4 39.4 
8 207 450 28.2 35 43.2 40.1 253 209 0 28.3 30.9 42.4 39.4 
9 207 451 28.2 35 43.2 40.1 254 209 0 28.3 30.5 42.4 39.3 
10 206 451 28.2 35 43.2 40.1 255 209 0 28.3 30.2 42.4 39.3 
11 207 451 28.2 35 43.1 40.1 256 208 422 28.3 30 42.3 39.3 
12 206 452 28.2 35 43.1 40.1 257 209 442 28.3 29.8 42.3 38.8 
13 206 453 28.2 35 43.1 40.1 258 208 445 28.3 29.7 42.2 38.3 
14 207 451 28.2 35 43.1 40.1 259 209 445 28.3 29.8 42.2 38.2 
15 207 451 28.2 35 43.1 40.1 260 209 446 28.3 30 42.2 38.3 
16 207 452 28.2 35 43.1 40.1 261 208 446 28.3 30.4 42.3 38.4 
17 207 451 28.2 35 43.1 40.1 262 209 446 28.3 30.9 42.3 38.5 
18 207 452 28.2 35 43.1 40.1 263 210 446 28.2 31.4 42.2 38.7 
19 207 450 28.2 35 43.1 40.1 264 209 447 28.3 31.9 42.4 38.9 
20 207 452 28.2 35 43.1 40.1 265 209 446 28.3 32.3 42.4 39 
21 207 451 28.2 34.9 43.1 40 266 212 447 28.3 32.8 42.4 39.1 
22 208 365 28.2 34.9 43.1 40 267 216 447 28.3 33.1 42.4 39.2 
23 208 7 28.2 34.9 43.1 40 268 221 448 28.3 33.4 42.4 39.2 
24 208 0 28.2 34.9 43 40 269 225 447 28.3 33.6 42.4 39.3 
25 209 0 28.2 34.9 43.1 40 270 229 425 28.3 33.8 42.4 39.3 
26 208 0 28.2 34.7 43.1 40 271 232 9 28.3 33.9 42.4 39.4 
27 209 0 28.2 34.4 43 40 272 234 0 28.3 34.1 42.4 39.4 
28 208 0 28.2 34.1 43 40 273 238 0 28.3 34.1 42.4 39.4 
29 209 0 28.2 33.6 43 40 274 240 0 28.3 33.9 42.4 39.4 
30 208 0 28.2 33.1 43 40 275 243 0 28.3 33.6 42.4 39.4 
31 209 0 28.2 32.6 43 40 276 246 0 28.3 33.2 42.4 39.4 
32 210 0 28.1 32.1 43 40 277 242 0 28.3 32.8 42.4 39.4 
33 210 0 28.2 31.6 43 40 278 235 0 28.3 32.2 42.4 39.4 
34 209 0 28.2 31.2 43 39.9 279 227 0 28.3 31.8 42.4 39.4 
35 209 0 28.2 30.9 43 39.9 280 219 0 28.3 31.4 42.4 39.4 
36 210 0 28.2 30.5 43 39.8 281 213 0 28.3 31 42.4 39.3 
37 209 0 28.1 30.3 43 39.8 282 207 0 28.3 30.6 42.4 39.3 
38 210 0 28.2 30 43 39.7 283 201 0 28.3 30.4 42.4 39.3 
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39 210 0 28.1 29.8 42.9 39.6 284 196 0 28.3 30.1 42.3 39.2 
40 210 0 28.1 29.6 42.9 39.5 285 191 9 28.3 29.9 42.3 39.2 
41 210 0 28.1 29.5 42.9 39.5 286 188 429 28.3 29.7 42.3 39.1 
42 210 234 28.2 29.3 42.9 39.4 287 185 444 28.3 29.6 42.2 38.6 
43 210 443 28.1 29.2 42.7 39.3 288 181 445 28.3 29.5 42.1 38.2 
44 211 449 28.2 29.1 42.6 38.6 289 178 446 28.3 29.6 42.1 38.2 
45 211 449 28.1 29.1 42.6 38.4 290 174 447 28.3 29.8 42.2 38.2 
46 211 448 28.1 29.4 42.7 38.4 291 178 447 28.3 30.2 42.2 38.4 
47 211 449 28.2 29.8 42.8 38.5 292 184 446 28.3 30.6 42.3 38.5 
48 211 449 28.1 30.3 42.8 38.6 293 189 446 28.3 31.2 42.3 38.8 
49 211 450 28.1 30.9 42.9 38.9 294 194 446 28.3 31.8 42.3 38.9 
50 211 448 28.2 31.4 42.9 39.1 295 200 447 28.3 32.2 42.3 39.1 
51 212 449 28.2 32 42.9 39.2 296 206 447 28.3 32.8 42.3 39.2 
52 211 449 28.2 32.5 42.9 39.3 297 211 446 28.3 33.1 42.3 39.2 
53 212 449 28.2 32.9 43 39.5 298 215 446 28.3 33.5 42.4 39.3 
54 213 449 28.2 33.2 43 39.6 299 219 446 28.3 33.7 42.4 39.3 
55 212 450 28.2 33.5 43 39.6 300 224 379 28.3 33.9 42.3 39.4 
56 212 452 28.2 33.7 43 39.7 301 226 7 28.3 34.1 42.3 39.4 
57 213 449 28.1 34 43 39.7 302 231 0 28.3 34.2 42.4 39.4 
58 212 450 28.1 34.1 43 39.8 303 235 0 28.2 34.2 42.4 39.4 
59 213 451 28.2 34.2 43 39.8 304 237 0 28.2 34 42.4 39.4 
60 211 452 28.1 34.3 43 39.8 305 240 0 28.1 33.7 42.3 39.4 
61 213 450 28.1 34.4 43 39.8 306 243 0 28.1 33.3 42.3 39.4 
62 213 87 28.1 34.5 43 39.9 307 246 0 28 32.8 42.3 39.4 
63 213 1 28.1 34.5 43 39.9 308 249 0 28 32.3 42.3 39.4 
64 212 0 28.1 34.6 43 39.9 309 251 0 28 31.8 42.3 39.4 
65 213 0 28.1 34.5 43 39.9 310 252 0 28 31.4 42.3 39.4 
66 213 0 28.1 34.3 42.9 39.9 311 254 0 28 31 42.3 39.3 
67 213 0 28.1 34 42.9 39.8 312 255 0 28 30.6 42.3 39.3 
68 213 0 28.1 33.6 42.9 39.9 313 257 0 28.1 30.3 42.3 39.3 
69 214 0 28.1 33.1 42.9 39.9 314 258 0 28.1 30 42.3 39.2 
70 213 0 28.1 32.7 42.9 39.9 315 260 175 28.1 29.7 42.3 39.1 
71 213 0 28.1 32.1 42.9 39.8 316 261 438 28.2 29.5 42.2 39 
72 213 0 28.1 31.7 42.9 39.8 317 262 443 28.2 29.4 42.1 38.4 
73 213 0 28.1 31.3 42.9 39.8 318 262 445 28.2 29.4 42 38.1 
74 214 0 28.1 30.9 42.9 39.8 319 263 444 28.2 29.6 42.1 38 
75 214 0 28.1 30.6 42.9 39.7 320 265 446 28.2 30 42.1 38.1 
76 213 0 28.1 30.3 42.9 39.6 321 265 447 28.3 30.5 42.2 38.2 
77 213 360 28.1 30 42.8 39.6 322 266 448 28.3 31 42.2 38.3 
78 213 444 28.1 29.8 42.7 39.3 323 266 448 28.3 31.5 42.2 38.5 
79 214 448 28.1 29.7 42.7 38.8 324 267 445 28.3 31.9 42.2 38.6 
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80 214 448 28.1 29.7 42.6 38.5 325 267 445 28.3 32.2 42.3 38.6 
81 214 449 28.1 29.9 42.7 38.5 326 268 447 28.3 32.6 42.3 38.8 
82 213 450 28.1 30.2 42.7 38.6 327 268 445 28.3 32.8 42.3 38.9 
83 214 450 28.1 30.7 42.8 38.8 328 268 447 28.3 33 42.3 38.9 
84 214 449 28.1 31.2 42.8 39 329 268 446 28.3 33.1 42.3 38.9 
85 213 450 28.1 31.7 42.8 39.1 330 269 82 28.3 33.3 42.3 39 
86 213 450 28.1 32.2 42.8 39.3 331 270 1 28.3 33.4 42.3 39 
87 214 450 28.1 32.7 42.9 39.4 332 270 0 28.3 33.4 42.3 39 
88 214 450 28.1 33 42.9 39.4 333 269 0 28.3 33.3 42.3 39 
89 214 451 28.1 33.3 42.9 39.5 334 270 0 28.3 33.1 42.3 39.1 
90 214 451 28.1 33.6 42.9 39.6 335 269 0 28.3 32.7 42.3 39.1 
91 214 450 28.2 33.8 42.9 39.6 336 270 0 28.3 32.2 42.3 39 
92 213 45 28.1 34 42.9 39.7 337 270 0 28.3 31.8 42.3 39 
93 214 1 28.1 34.1 42.9 39.7 338 271 0 28.4 31.4 42.3 39.1 
94 214 0 28.1 34.2 42.9 39.7 339 271 0 28.3 31 42.3 39.1 
95 214 0 28.1 34.2 42.9 39.7 340 271 0 28.3 30.7 42.2 39.1 
96 214 0 28.1 34 42.9 39.7 341 271 0 28.3 30.3 42.2 39 
97 214 0 28.1 33.7 42.9 39.8 342 271 0 28.4 30.1 42.2 39 
98 213 0 28.1 33.3 42.9 39.7 343 270 0 28.4 29.9 42.2 39 
99 213 0 28.2 32.9 42.9 39.8 344 271 0 28.4 29.7 42.2 38.9 
100 214 0 28.1 32.5 42.9 39.7 345 270 355 28.4 29.5 42.2 38.9 
101 213 0 28.1 31.9 42.9 39.7 346 271 440 28.4 29.4 42.1 38.6 
102 214 0 28.1 31.5 42.9 39.7 347 271 442 28.4 29.4 42 38.1 
103 214 0 28.1 31.1 42.8 39.7 348 271 443 28.4 29.5 42 37.9 
104 213 0 28.1 30.8 42.8 39.7 349 271 444 28.4 29.8 42 37.9 
105 213 0 28.1 30.4 42.8 39.6 350 271 444 28.4 30.2 42.1 38 
106 213 0 28.1 30.2 42.8 39.5 351 271 444 28.4 30.7 42.1 38.1 
107 213 408 28.1 30 42.7 39.5 352 271 445 28.4 31.3 42.1 38.3 
108 213 445 28.1 29.8 42.6 39.1 353 272 445 28.4 31.7 42.1 38.4 
109 213 446 28.1 29.6 42.6 38.6 354 271 445 28.4 32.1 42.2 38.5 
110 213 446 28.1 29.7 42.6 38.4 355 271 447 28.4 32.5 42.2 38.6 
111 213 447 28.1 29.9 42.6 38.5 356 272 446 28.4 32.7 42.2 38.7 
112 213 448 28.1 30.3 42.7 38.6 357 271 446 28.4 32.9 42.2 38.8 
113 213 448 28.1 30.7 42.7 38.8 358 270 447 28.4 33.1 42.2 38.9 
114 213 447 28.1 31.3 42.7 38.9 359 270 447 28.4 33.2 42.2 38.9 
115 213 449 28.1 31.8 42.7 39.1 360 271 62 28.4 33.3 42.2 38.9 
116 212 448 28.1 32.3 42.8 39.2 361 271 1 28.4 33.4 42.2 38.9 
117 212 448 28.1 32.7 42.8 39.3 362 270 0 28.4 33.4 42.2 39 
118 213 449 28.1 33.1 42.8 39.4 363 270 0 28.4 33.3 42.2 39 
119 213 449 28.1 33.3 42.8 39.5 364 271 0 28.4 33.1 42.2 39 
120 212 449 28.1 33.6 42.8 39.5 365 270 0 28.4 32.7 42.2 39 
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121 212 449 28.1 33.8 42.8 39.6 366 270 0 28.4 32.2 42.2 39 
122 212 14 28.1 34 42.8 39.6 367 271 0 28.4 31.8 42.2 39 
123 213 0 28.1 34.1 42.8 39.6 368 271 0 28.4 31.4 42.2 39 
124 212 0 28.1 34.2 42.8 39.6 369 272 0 28.4 31 42.2 39 
125 213 0 28.1 34.1 42.8 39.7 370 270 0 28.4 30.6 42.2 39 
126 213 0 28.1 33.9 42.8 39.7 371 271 0 28.4 30.4 42.2 39 
127 213 0 28.1 33.6 42.8 39.7 372 269 0 28.4 30.2 42.2 38.9 
128 213 0 28.1 33.2 42.8 39.7 373 271 0 28.4 29.9 42.1 38.9 
129 213 0 28.1 32.8 42.8 39.7 374 270 0 28.4 29.7 42.1 38.8 
130 212 0 28.1 32.2 42.8 39.7 375 271 400 28.4 29.6 42.1 38.8 
131 213 0 28.1 31.8 42.8 39.7 376 271 444 28.4 29.5 42 38.4 
132 212 0 28.1 31.4 42.8 39.6 377 271 445 28.4 29.5 41.9 38 
133 213 0 28.1 31 42.8 39.6 378 270 444 28.4 29.6 41.9 37.8 
134 213 0 28.2 30.7 42.7 39.5 379 270 445 28.4 30 42 37.9 
135 214 0 28.2 30.4 42.7 39.5 380 272 446 28.4 30.4 42 38 
136 213 0 28.2 30.1 42.7 39.4 381 272 446 28.4 30.9 42 38.1 
137 212 424 28.2 29.9 42.7 39.4 382 271 445 28.4 31.4 42.1 38.3 
138 213 445 28.2 29.7 42.5 38.9 383 271 446 28.4 31.8 42.1 38.4 
139 212 444 28.2 29.6 42.5 38.4 384 272 445 28.4 32.2 42.1 38.5 
140 212 445 28.2 29.7 42.5 38.3 385 271 446 28.4 32.6 42.1 38.6 
141 212 448 28.2 30 42.5 38.4 386 272 445 28.4 32.8 42.1 38.7 
142 212 447 28.2 30.3 42.6 38.5 387 272 445 28.4 33 42.1 38.8 
143 212 448 28.2 30.9 42.6 38.8 388 273 446 28.4 33.1 42.1 38.8 
144 212 448 28.2 31.4 42.6 38.9 389 272 446 28.4 33.3 42.1 38.9 
145 211 447 28.2 31.9 42.7 39.1 390 272 17 28.4 33.4 42.1 38.9 
146 211 447 28.2 32.3 42.7 39.2 391 273 0 28.4 33.4 42.2 38.9 
147 210 448 28.2 32.8 42.7 39.3 392 271 0 28.4 33.4 42.1 38.9 
148 211 448 28.2 33.1 42.7 39.4 393 271 0 28.4 33.2 42.1 38.9 
149 211 447 28.2 33.4 42.7 39.4 394 271 0 28.4 32.9 42.1 38.9 
150 212 449 28.2 33.6 42.7 39.5 395 271 0 28.4 32.6 42.1 38.9 
151 212 448 28.2 33.8 42.7 39.5 396 270 0 28.4 32.1 42.1 38.9 
152 212 12 28.2 34 42.7 39.6 397 270 0 28.4 31.6 42.1 38.9 
153 212 0 28.2 34.1 42.7 39.6 398 270 0 28.4 31.3 42.1 38.9 
154 211 0 28.2 34.2 42.7 39.6 399 270 0 28.4 30.9 42.1 38.9 
155 212 0 28.2 34.1 42.7 39.6 400 269 0 28.4 30.6 42.1 38.9 
156 212 0 28.2 33.9 42.7 39.6 401 269 0 28.4 30.3 42.1 38.9 
157 212 0 28.2 33.6 42.7 39.7 402 269 0 28.4 30.1 42.1 38.8 
158 213 0 28.2 33.2 42.7 39.7 403 269 0 28.4 29.9 42.1 38.8 
159 212 0 28.2 32.8 42.7 39.6 404 268 0 28.4 29.7 42.1 38.7 
160 212 0 28.2 32.2 42.7 39.6 405 268 422 28.4 29.5 42 38.6 
161 212 0 28.2 31.8 42.7 39.6 406 268 441 28.4 29.4 41.9 38.2 
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162 212 0 28.2 31.4 42.7 39.6 407 268 442 28.4 29.4 41.8 37.9 
163 212 0 28.2 31.1 42.7 39.5 408 268 442 28.4 29.7 41.8 37.8 
164 213 0 28.2 30.7 42.7 39.5 409 268 445 28.4 30 41.9 37.8 
165 212 0 28.2 30.4 42.6 39.4 410 267 444 28.4 30.4 42 37.9 
166 212 52 28.2 30.1 42.6 39.3 411 268 446 28.4 30.9 42 38.1 
167 212 435 28.2 29.9 42.6 39.3 412 267 446 28.4 31.4 42 38.2 
168 212 446 28.2 29.8 42.4 38.8 413 267 446 28.4 31.8 42 38.3 
169 212 445 28.2 29.7 42.4 38.4 414 268 447 28.4 32.2 42 38.4 
170 212 447 28.2 29.8 42.4 38.3 415 268 446 28.4 32.5 42 38.5 
171 212 446 28.2 30.1 42.5 38.4 416 267 446 28.4 32.8 42 38.6 
172 212 446 28.3 30.5 42.5 38.5 417 268 446 28.4 32.9 42.1 38.7 
173 212 447 28.2 31 42.5 38.7 418 268 446 28.4 33.1 41.5 38.8 
174 212 448 28.2 31.6 42.6 38.9 419 268 396 28.4 33.2 42.1 38.8 
175 211 448 28.2 32 42.6 39 420 268 7 28.4 33.3 42.1 38.8 
176 211 447 28.3 32.5 42.6 39.2 421 268 0 28.4 33.4 42.1 38.8 
177 211 447 28.3 32.9 42.6 39.2 422 268 0 28.3 33.4 42.1 38.9 
178 212 447 28.3 33.2 42.6 39.3 423 268 0 28.4 33.2 42.1 38.9 
179 211 448 28.3 33.5 42.6 39.4 424 268 0 28.4 32.9 42.1 38.9 
180 211 447 28.3 33.7 42.7 39.5 425 268 0 28.4 32.5 42.1 38.9 
181 212 147 28.3 33.9 42.7 39.5 426 267 0 28.4 32 42.1 38.9 
182 211 3 28.3 34.1 42.6 39.5 427 269 0 28.4 31.6 42 38.9 
183 211 0 28.3 34.2 42.6 39.5 428 268 0 28.3 31.2 42 38.9 
184 211 0 28.3 34.2 42.6 39.5 429 268 0 28.4 30.9 42 38.9 
185 211 0 28.3 34.1 42.6 39.5 430 268 0 28.4 30.5 42 38.9 
186 211 0 28.3 33.8 42.6 39.6 431 269 0 28.3 30.2 42 38.8 
187 211 0 28.3 33.4 42.6 39.6 432 268 0 28.4 30 42 38.8 
188 211 0 28.3 33.1 42.6 39.6 433 268 0 28.3 29.8 42 38.7 
189 211 0 28.3 32.6 42.6 39.6 434 269 10 28.3 29.6 42 38.6 
190 211 0 28.3 32.1 42.6 39.6 435 268 429 28.3 29.5 41.9 38.5 
191 212 0 28.3 31.7 42.6 39.6 436 268 442 28.3 29.4 41.8 38.1 
192 212 0 28.3 31.3 42.6 39.5 437 268 443 28.3 29.4 41.7 37.8 
193 212 0 28.3 30.9 42.6 39.5 438 267 444 28.3 29.6 41.8 37.7 
194 211 0 28.3 30.6 42.6 39.5 439 269 444 28.3 30 41.8 37.8 
195 211 0 28.3 30.3 42.5 39.4 440 268 444 28.3 30.4 41.8 37.9 
196 211 241 28.3 30.1 42.5 39.3 441 269 444 28.3 30.9 41.9 38 
197 211 440 28.3 29.9 42.4 39.2 442 269 445 28.3 31.4 41.9 38.2 
198 211 445 28.3 29.7 42.3 38.6 443 268 445 28.3 31.9 42 38.3 
199 211 445 28.3 29.7 42.3 38.3 444 268 446 28.3 32.2 42 38.4 
200 211 447 28.3 29.9 42.4 38.3 445 269 446 28.3 32.5 42 38.5 
201 211 447 28.3 30.2 42.4 38.4 446 268 446 28.3 32.8 42 38.6 
202 210 447 28.3 30.6 42.4 38.5 447 267 447 28.3 33 42 38.6 
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203 211 447 28.3 31.1 42.5 38.7 448 267 446 28.3 33.1 42 38.6 
204 211 447 28.3 31.7 42.5 38.9 449 267 446 28.3 33.2 42 38.7 
205 211 447 28.3 32.1 42.5 39 450 267 446 28.3 33.3 42 38.7 
206 210 447 28.3 32.6 42.5 39.1 451 267 446 28.3 33.4 42 38.8 
207 211 447 28.2 33 42.6 39.2 452 267 446 28.3 33.4 42 38.8 
208 210 448 28.3 33.3 42.6 39.3 453 268 448 28.3 33.5 42 38.8 
209 211 447 28.3 33.5 42.6 39.4 454 268 448 28.3 33.5 42 38.8 
210 210 446 28.3 33.7 42.6 39.4 455 268 445 28.3 33.5 42 38.8 
211 209 112 28.3 33.9 42.6 39.4 456 268 446 28.3 33.6 42 38.8 
212 210 2 28.3 34.1 42.6 39.4 457 268 446 28.3 33.6 42 38.9 
213 211 0 28.3 34.2 42.6 39.5 458 268 446 28.3 33.6 42 38.8 
214 210 0 28.3 34.2 42.6 39.5 459 267 447 28.3 33.6 42 38.8 
215 210 0 28.3 34.1 42.6 39.5 460 268 446 28.3 33.6 42 38.8 
216 210 0 28.3 33.8 42.6 39.5 461 261 446 28.3 33.6 42 38.8 
217 210 0 28.3 33.4 42.6 39.5 462 250 447 28.3 33.6 41.9 38.8 
218 210 0 28.3 33 42.5 39.5 
219 210 0 28.3 32.6 42.6 39.5 
220 210 0 28.3 32.1 42.6 39.5 
221 210 0 28.3 31.6 42.5 39.5 
         
No. FI1 FI2 TI1 TI2 TI3 TI4 
222 210 0 28.3 31.3 42.5 39.5 234 209 447 28.2 31.7 42.4 38.9 
223 210 0 28.3 30.9 42.5 39.4 235 209 445 28.2 32.2 42.4 39 
224 210 0 28.3 30.6 42.5 39.4 236 210 446 28.2 32.7 42.5 39.1 
225 210 0 28.3 30.3 42.5 39.3 237 209 447 28.3 33 42.5 39.2 
226 209 375 28.3 30.1 42.5 39.3 238 208 447 28.3 33.3 42.5 39.3 
227 209 443 28.3 29.9 42.3 39 239 209 448 28.3 33.5 42.5 39.3 
228 209 444 28.3 29.7 42.3 38.4 240 209 448 28.2 33.8 42.5 39.4 
229 209 446 28.3 29.7 42.3 38.3 241 208 23 28.3 33.9 42.5 39.4 
230 209 446 28.3 29.9 42.3 38.3 242 209 0 28.3 34.1 42.5 39.4 
231 209 446 28.2 30.3 42.3 38.4 243 208 0 28.3 34.2 42.5 39.4 
232 209 447 28.2 30.7 42.4 38.5 244 208 0 28.3 34.1 42.5 39.5 
233 209 447 28.3 31.3 42.4 38.8 245 209 0 28.3 34 42.5 39.5 
 
 
LEGEND 
FI1 FI2 TI1 TI2 TI3 TI4 
Cold in 
flow 
Hot in 
flow 
Cold in 
Temperature(℃) Cold out Temperature(℃) Hot in Temperature(℃) Hot out Temperature(℃) 
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Appendix 4: Iterative procedure of modeling using Matlab system identification tools 
 
1. Put the input-output and validation data on Matlab workspace  
2. Open system identification tools box and call the input-output data and validation data 
3. Select the model type  
4. Select pole, zero and time delay 
5. Apply 
6. Check the model accuracy  
7. If it is not god model or poor accuracy, repeat step 3 to 6 again. 
 
 
