Abstract Analyzing the dynamics of cellular immune responses, although performed for decades in immunologic research, has seen an enormous increase in the number of studies using this approach since the development of intravital 2-photon microscopy. Meanwhile, new insights into the dynamics of cellular immunity are being published on a daily basis. This review gives a short overview of the currently most widely used techniques, both on the microscopy side as well as on the experimental part. DiYculties and promises will be discussed. Finally, a personal selection of the most interesting Wndings of the Wrst 6 years of intravital 2-photon microscopy for immunological questions will be given. The overall aim is to get the reader interested into this fascinating way of investigating the immune response by means of "dynamic histology". This already has and will continue to broaden our view on how immune cells work in real life.
Introduction
The ability for autonomous migration is a critical function of immune cells (Gunzer 2007) . All immune cells are derived from hematopoietic stem cells (HSC) which reside in the bone marrow. HSC constantly produce oVspring that generates mature eVector cells like, e.g., in the case of granulocytes (PMN) (Geiger et al. 2007 ). Under normal circumstances, PMN stay resident in the bone marrow for a while and relatively low numbers are permanently released at a constant rate. However, they can be mobilized in dramatically increased numbers in danger situations, e.g. during a peripheral infection or inXammation (De et al. 2008; Wengner et al. 2008) . In contrast, lymphocyte precursors leading to mature T and B cells leave the marrow as immature cells that immigrate into peripheral organs for further maturation (Heinzel et al. 2007 ). In the case of B cells, these are directly lymph nodes or the spleen (Moser et al. 2006) . T cell precursors Wrst migrate into the thymus where they are screened for autoreactivity in a process of positive and negative selection before they enter the general circulation as mature naive T cells (Hogquist et al. 2005) .
Newly produced T and B cells are functionally inactive. To become active, they need to physically interact with other cells, antigen presenting cells (APC) in the case of T cells or follicular dendritic cells (FDC) and T cells in the case of B cells. Such interactions require that the cells move eVectively, since these interacting cells are initially spread over the entire body. Also the activation process itself requires active migration of T cells on the APC-surface and motility of the APC (Gunzer et al. 2000) . If, e.g. the actin cytoskeleton of dendritic cells is inhibited, their function as APC is lost (Al-Alwan et al. 2001a, b) .
As can be seen from these few examples, cell migration is a critical process for cellular immunity. The present review aims at giving a short overview of available technologies to investigate cell migration both in vitro and in vivo, as well as examples of biologically relevant information that can be drawn out of such experiments. Due to limitations in space, the text cannot give a comprehensive coverage of the whole Weld, as this is far too widespread. For more in-depth discussions of the subject, the reader should refer to several extensive reviews Germain et al. 2006; Halin et al. 2005; Niesner et al. 2008 ). The present overview, instead, should spark the interest of the reader into this kind of research, which is both optically and scientiWcally fascinating.
Analysis of cell migration in vitro
There are a number of approaches to analyze cell migration in vitro. Cell isolation as high-cell purity is a critical step that is absolutely required when tracking individual cells directly, which will be the focus of this review.
Cell isolation is most conveniently done by immunmagnetic separation, which is both gentle to cells and rapid. Here, the cells of interest are labeled with a speciWc antibody (positive isolation) or all contaminating cells are labeled, leaving the cells of interest untouched (negative isolation) (Gunzer et al. 2001 ). The labeling antibodies are then attached to small paramagnetic particles and a strong magnet will retain the labeled cells that can then be separated from the unlabeled cells by simple pipetting or a column washing. A more advanced method is the use of an automated Xuorescence activated cell sorter (FACS), which is able to pick individual cells from a constant Xow at a very high rate based on their diVractive and Xuorescent behavior. The method of cell tagging is similar to the immunmagnetic technique with the diVerence that the labeling antibodies are loaded with Xuorescent dyes rather than magnetic particles. Since in the FACS cells are subjected to rapid Xuidics, strong magnetic Welds as well as to intense laser irradiation, the method is generally more stressful for cells. However, a FACS allows separation of cells based on more subtle parameters, such as intensity of staining, size or the combined appearance of more than one Xuorescent marker. As a general rule, negative isolation techniques are superior to positive, as they leave the cells of interest untouched of potentially activating antibodies binding to the cell surface molecules (Gunzer et al. 2001) . In many cases, the purity of cells that can be obtained with a good negative protocol is almost equivalent to positive approaches (Gunzer et al. 2001) . However, positive approaches can be the only solution, if e.g., the cells of interest do express many common markers and only one identifying antigen or if cells are very rare.
When the cells of interest have been obtained with a reasonable purity, they can be subjected to at least two principally diVerent assays to test their motility. The Wrst type is a so-called end-point method. Here, cells are analyzed after they have migrated at deWned conditions for a given amount of time. Depending on the method, often only a subfraction of cells is scored, e.g., the ones that have migrated the farthest. Cells that do not migrate or migrate too slowly are not counted although they clearly belong to the overall population. An example for such an end-point method of migration analysis is the Boyden chamber. Here, cells lie on a porous bottom and are allowed to migrate to a lower compartment along a gradient of a chemoattractant molecule. After completion of the assay, all cells in the lower compartment are counted (Boyden 1962) .
A second approach is the use of direct observation of migrating cells by means of video-microscopy. This method allows the tracking of migrating cells thus providing information such as direction, velocity, pausing behavior, etc. Reichardt et al. 2007 ). The direct observation also allows to investigate cell-cell interactions that is especially important when analyzing the function of immune cells (Gunzer 2007) . For example, the duration of contacts between T cells and APC (Bousso and Robey 2003; Castellino et al. 2006; Gunzer et al. 2000 Gunzer et al. , 2004 Mempel et al. 2004; Miller et al. 2004a; Shakhar et al. 2005) , cytotoxic cells and their targets (Mempel et al. 2006; Stinchcombe et al. 2001) or B cells with antigen containing cells have been analyzed (Batista et al. 2001; Fleire et al. 2006 ).
An important consideration when analyzing cell migration in vitro is the choice of the right environment. In the body, cells migrate within 3D tissues most of the time, although some 2D environments such as the surface of blood vessels or, e.g., the alveoli of the lung are present (Behnsen et al. 2007 ). The major diVerence in these environments is that migration on 2D surfaces is dominated by adhesion-dependent events while migration in 3D, at least for leukocytes, is an adhesion-independent process of squeezing between matrix pores (Lammermann et al. 2008) . A convenient way of providing a 3D environment for the analysis of cell migration in vitro is the use of hydrated gels of matrix proteins such as type I collagen or basement membrane (Matrigel™). These are easily generated and transparent and thus allow the use of high resolution microscopy for the imaging of cells Reichardt et al. 2007 ). The use of Xuorescent indicators of cell physiology, such as Calcium-sensitive dyes is also possible allowing the high-resolution imaging of cell signaling (Gunzer et al. 2000 (Gunzer et al. , 2004 Waibler et al. 2008 ).
Analysis of cell migration in vivo
Naturally, the physiologic conditions in true live tissues are far too complex to faithfully reconstruct them in any in vitro approach. Thus, the ultimate goal to understand cell migration in vivo is to actually investigate the process by direct observation in vivo. Intravital microscopy is by no means a new technology. In fact, the father of modern microscopes, the Dutch Antonie van Leeuwenhoek already at the end of the seventeenth century, investigated the blood Xow in arteries and veins of animals as one of his Wrst objects (Dobell 1922; van Leeuwenhoek 1688) . Analysis of cells in the free-blood stream has been a stronghold in immunological research ever since leading to important concepts such as the multistep paradigm of leukocyte extravasation (Springer 1994) , which even form the basis of modern anti-inXammatory therapy (Lutterotti and Martin 2008) . Nevertheless, a real breakthrough in technology was achieved with the advent of modern laser scanning microscopy, especially of 2-photon microscopy (2PM) . Using high-intensity infrared laser-radiation, which can travel undiVractedly deeply into tissue, as a source for the excitation of Xuorophores, this technique allows visualizing Xuorescently labeled cells at high resolution, both in space and time. A very good review on the technical background of 2PM has been written by Cahalan et al. (2002) .
2-Photon microscopy (2PM), as a technology for tissue analysis has been introduced by Denk et al. in 1990 (Denk et al. 1990 ) and initially was used mostly by neurobiologists (Denk et al. 1994) . It was only by the beginning of 2000 that the use of 2PM for addressing immunological questions was proposed (Dustin et al. 2001 ). Shortly after this, the Wrst papers investigating cell migration in explanted lymph nodes or thymic stromal reaggregate cultures (Bousso et al. 2002) were published, followed by true intravital studies (Gunzer et al. 2004; Mempel et al. 2004) . Meanwhile the number of reports using intravital 2PM for immunological questions has risen enormously, spanning from the cellular events of T cell activation (Miller et al. 2004a ), formation and function of germinal centers (Allen et al. 2007b; Schwickert et al. 2007 ) or function of regulatory T cells (Tadokoro et al. 2006) to complex processes such as granuloma formation ) and the delivery of antigens (Carrasco and Batista. 2007; Qi et al. 2006) or viruses to B cells (Junt et al. 2007a) . Today, studies addressing dynamic features of immune cells, such as migration, phagocytosis or interaction with the environment can hardly be published in high-ranking journals without intravital imaging data.
Clearly, the in vivo approach bears the possibility to analyze cell migration in its most natural appearance. However, the drawback is the need for relatively complex and expensive equipment and the mastering of diYcult animal experiments. In order to give the reader a feeling for the principal setup of intravital microscopy experiments with immune cells, we will describe the basic technical approach in the next section followed by examples about the type of information and biological insight that can be gained out of intravital experiments.
Technical aspects of imaging

Microscope
The choice for the microscopic equipment is highly dependent on the priorities of the individual researcher. Most major microscopy makers, meanwhile oVer complete packages for intravital laser scanning microscopes including 2PM. In addition, there are independent companies that combine conventional microscopic hardware with selfconstructed parts, such as scanners or detection devices. Reviews of available technology can be found here Niesner et al. 2008) . When a new investment into a system is planned, it is highly advisable to intensively study all possible setups with own samples and own hands-on test runs. Suppliers usually have an own set of demo samples which will yield highly impressive images. However, those samples will not be able to tell whether the own preparations and the own questions have a good chance to be successfully addressed with the same system. In the following, we will give a brief overview of the experiences we have made over the past years. All modern intravital imaging setups rely on premium optical hardware, which is excellent from all suppliers we can oversee. Thus, the performance of the optical elements will most likely not diVer extremely between the diVerent systems. In our hands more dynamic, yet important features of a good system are:
(1) A large and easily adjustable sample area under the microscope lens (of an upright system, which is most often used for intravital microscopy) allowing the imaging, e.g., of lymph nodes (the sample area is relatively Xat) or the brain (requiring much more space under the lens). This is especially important, if the new system is supposed to be part of a larger imaging core facility for general use. (2) Niesner et al. 2008) . While the former have better signal to noise ratio and thus can get good images from deeper regions of a sample, the latter are typically much faster thus allowing real time imaging of really fast processes such as blood Xow (Niesner et al. 2007) or nerve activity (Crepel et al. 2007 ). For PMT, the positioning within the light path is an important consideration. Ideally, the PMTs are positioned as closely behind the back aperture of the imaging lens as possible with the detected emission from the sample not being routed back over the scanning device (non-descaned-detection, NDD). However, modern detection systems also oVer the possibility for total spectral analysis (after descanned detection, DD) of the incoming Xuorescence light with the chance to freely adjust the detection range of any given PMT. This feature oVers the possibility to better separate signals at the cost of lower detection eYciency. (4) A stable and easily usable control software that gives not only rapid access to relatively simple imaging regimes but also allows for more complicated approaches with more ambitious imaging tasks. Similar to point (1) this is, especially important for systems running in general use core-facilities. Recently, the use of so-called optical parametric oscillators (OPO), which oVer tuning ranges above 1,100 nm has been described to oVer advantages in terms of imaging depths and low phototoxicity, but this possibility is currently oVered by only one commercial supplier (Büttner et al. 2007 ). If funds are suYcient, it makes sense to equip the system with a second, independent 2P-laser allowing for the simultaneous use of two independent excitation wavelengths which would allow a better separation of red and green Xuorescence proteins (Kawano et al. 2008 ).
Depending on the dyes used for labeling of the cells and the type of tissue imaged the wavelength for 2PM excitation is chosen. There is no general law as to which wavelength is optimal for a given sample. Finding the right value is always a matter of experimentation. Since longer (=red shifted) wavelengths are less phototoxic (Konig 2000) , a rule of thumb is that the longest wavelength should be chosen that still allows clear detection and separation of all necessary signals. Imaging can then be performed in a number of diVerent ways using single or multiple focal planes, time points and detected emission wavelengths from the sample. If a sample is imaged for the Wrst time it does make sense to also detect all emitted Xuorescence light at once, to see whether an autoXuorescent signal generated from the sample (e.g. of aromatic biomolecules in cells) can yield useful information (Konig 2000; Niesner et al. 2007 Niesner et al. , 2008 .
Storage and analysis
Despite the recording of optically perfect images and image sequences, it is important to consider the storage and the proper analysis of the data. Storage solutions should provide space in the multi terabyte range. Ideally, systems can be set up where a central storage server is accessible from the microscopy control computer as well as by one or multiple analysis systems via fast networking, e.g., a gigabit-backbone Ethernet. This allows using the microscope computer only for data generation thereby maximizing the duty time of its expensive imaging hardware. The data analysis can be done oV-line on separate work stations, which can be optimized to run the complex and resource-hungry analysis tools. In addition, a central server that is mirrored and regularly backed up by a professional computing center oVers a much higher data safety standard than solutions where data storage and backup is in the hands of individual users. Analysis of the data is a very complex issue, which can not be covered here in its entirety. In fact, with more and more complex multi-dimensional data sets being generated, the area of data analysis alone is a Weld of active research (Nath et al. 2006; Sacan et al. 2008) . It is very much dependent on the type of question being asked, what type of analysis is required and to what degree it can be automated. While calcium waves in neuronal networks or optical colocalizations in Wxed or non-moving tissues can be readily analyzed with existing software tools (Crepel et al. 2007; Gobel et al. 2007) , the analysis of cell migration or cellcell contact formation is still not done properly by existing software and, in fact, is done manually or at least with heavy manual veriWcation till today (Hauser et al. 2007 ).
Anesthesia of experimental animals
There are two frequently used ways of anesthesia for in vivo imaging of mice. The Wrst way is the injection of anesthetic drugs like ketamine/rompun intraperitoneally (Hauser et al. 2007; Mempel et al. 2004 ). The advantage of this strategy is the simple application, but the disadvantage is the necessity for repeated applications of anesthetic to maintain a deep level of anesthesia during preparation and imaging. Furthermore it was described that the application of anesthetic agents like ketalar induces the release of multiple proinXammatory cytokines in human leukocytes in vitro (Rossano et al. 1992 ). The release of such cytokines is likely to aVect the immune responses that are being analyzed. The second way of narcosis is inhalation-anesthesia using volatile anesthetics. Today, the main anesthetic used for inhalation-anesthesia is isoXurane (IF). The method of supply can vary. Experimental animals are either supplied with a 1-2% concentration of IF in O 2 /air by an inhalation mask (Qi et al. 2006) or the animals are intubated and get a similar mixture of the anesthetic by mechanical ventilation (Gunzer et al. 2004; Niesner et al. 2007 ). In our hands, the latter approach is the most suitable method for long-term imaging experiments, since it allows a very precise and tunable application of narcosis. Although IF is probably less inXammatory than injection narcosis, it also leads to mild increases of cytokine production in human patients (Brand et al. 1998 ) and thus will also impact on the cellular mechanisms under investigation.
For both the strategies, it is essential to check the level of narcosis, e.g., by pinching the tail and by checking body and whisker movements or by monitoring blood Xow and pressure before starting the preparation of lymphoid tissues and permanently during the imaging procedure.
Visualization of leukocytes and organ structure
In most in vivo imaging experiments, Xuorescent isolated cells are adoptively transferred into recipient animals. To allow the visualization of lymphocytes in experimental animals, it is necessary to have the right Xuorescent probe. These probes have to fulWl requirements like low leakage from stained cells, no alteration of the phenotype or function of the cells and high photostability. Ideally, dyes also exhibit a narrow range of emission that allows easy separation from other color channels. CellTracker™ dyes fulWl the above mentioned requirements to a high degree. Thus, they are routinely used for labeling of whole cells for long-term imaging in vivo and in vitro. The advantage of this method is a relatively simple and cost-eVective means to distinguish diVerent cell types after adoptive transfer in vivo (Fig. 1f) . However, chemical labeling, although simple and bright, is not suitable for long-term imaging of dividing cells, such as T cells or B cells in ongoing immune reactions. This is due to the fact that a limited amount of colored molecules gets equally distributed between daughter cells at each proliferation cycle, rapidly leading to unstained cells after a few rounds of division .
To overcome this limitation, people have developed a large number of transgenic animals expressing genetically encoded Xuorescent markers like GFP or its variants (ChalWe et al. 1994; Shaner et al. 2005 ) (XFP). Apart from being stable over an indeWnite number of cell divisions, this approach also oVers several other advantages: (1) combinatorial expression of mixtures of diVerent XFP allows the staining of individual cells in all colors of the visible spectrum within the same animal (Livet et al. 2007 ), (2) expression driven by deWned promoters enables cell type-speciWc labeling, such as the network of dendritic cells in peripheral lymphatic tissues (Lindquist et al. 2004) or microglia in the brain (Jung et al. 2000) , (3) the same approach can also lead to development-speciWc expression of XFP, such as in BLIMP1-GFP mice, that harbor green plasma cells of the B lineage (Kallies et al. 2004) and Wnally (4) the fusion of XFP with organelle-speciWc proteins or localization signals can lead to stable Xuorescent staining of the target structures, such as mitochondria (Misgeld et al. 2007) or the DNA in the nucleus (Hadjantonakis and Papaioannou 2004) . (5) Another useful approach, based on XFP is the generation of genetically encoded sensors that, e.g., allow cell-type-speciWc calcium imaging in vivo without the need of dye application (Wallace et al. 2008) .
XFP transgenic cells can principally be studied without the need for adoptive transfer. For example, Lindquist et al. (2004) have shown that, using transgenic mice with dendritic cell (DC)-speciWc expression of enhanced YFP, DCs are enmeshed in an extensive network and remain in place within peripheral lymph nodes in vivo. Kallies et al. (2004) used transgenic mice, where GFP was targeted to the Blimp1 locus, to analyze the kinetics and cellular subtypes of plasma cell diVerentiation (Kallies et al. 2004 ). However, it is not always advisable to use XFP-transgenic mice directly or choose a model where all cells of a given lineage express the XFP-protein for imaging. For example, the germinal center (GC) reaction that is responsible for the development of aYnity-matured antibodies (Allen et al. 2007a ) relies on multiple rounds of B cell divisions. Transferring a population of naive antigen-speciWc B cells that all express GFP into a host leads to completely green GC several days after the injection of the B cell-speciWc antigen which does not allow distinguishing individual migrating cells within the GC. In this case, it is necessary to "dilute" the GFPtransgenic cells up to 90% with GFP-non-transgenic counterparts (Hauser et al. 2007 ).
While XFP-based approaches are very versatile, there may apply limitations to label particular cell types. A good example for this problem is follicular dendritic cells (FDC) that form the antigenic repository in GC (Kosco-Vilbois 2003) . Up to now, there is no highly-speciWc FDC promoter known. Thus, XFP-based approaches to label the FDC network rely on complicated strategies of radiation chimaeras exploiting the ability of FDC to resist radiation-mediated ablation (BajenoV et al. 2006; Victoratos et al. 2006) . In contrast, a very simple, yet functional approach to stain FDC is the injection of FDC-speciWc Xuorescent antibodies subcutaneously (Schwickert et al. 2007) (Fig. 1e) .
Imaging Xuorescent cells within tissues also requires knowledge of the surrounding organ structure. Two approaches are particularly useful to obtain this task. (1) By injection of Xuorescently labeled high-molecular weight dextran into the blood stream, blood Xow can be very nicely visualized (Junt et al. 2007b) . If a small organic dye such as Rhodamine 6G is used directly, it is possible to dye-label all cellular components in the blood stream as well as the peripheral cells surrounding the blood vessels, due to leakage of the dye into the embedding tissues (Niesner et al. 2007) . (2) 2-Photon microscopy can exploit a behavior of matrix Wbers, especially those made of type 1 collagen, to react to the laser excitation in a process called non-linear interaction, leading to frequency doubling and, consequently, wavelength halving of the reXected incoming radiation. This process is called second harmonic generation (SHG) and gives excellent contrast of Wbrous extracellular matrix in solid organs without the need for speciWc additional staining (Zoumi et al. 2002) . SHG can be used to visualize the cortex and deeper regions of the lymphatic tissue of lymph nodes (Fig. 1g) .
Imaging of lymphoid tissues
The inguinal lymph node has a large size and is easy to prepare. Therefore, many imaging studies were done in this lymph node (Lindquist et al. 2004; Miller et al. 2003; Okada et al. 2005) . For its preparation, the experimental animal is transferred to a heated platform or water bath. After removal of the abdominal hair, the skin is incised from the edge of the rib cage through the midline to the thigh. A skin Xap is separated from the peritoneal skin and Wxed by needles exposing the lymph node, thereby taking care not to suppress the blood Xow. To fully expose the lymph node, the covering skin fat needs to be carefully removed with Wne forceps. Then, the lymph node is immersed in 37°C prewarmed physiological NaCl-solution or PBS and the imaging is started. The greatest problem of imaging inguinal lymph nodes is the respiration-induced tissue movement that must be mechanically constrained. Secondly, the inguinal lymph node is very large, which makes the preparation relatively easy but leads to limited penetration of the exciting laser-light as well as the Xuorescence coming out of the sample. Another problem is the routing of biological material (cells or antigen), speciWc to this lymph node. After application of antigen into the Xank skin of the experimental animal, the amount that reaches the inguinal lymph node is diYcult to control since the lymphatic vessels draining the area of injection not only supply the inguinal lymph node but also several more distal nodes (Palframan et al. 2001 ) (Abraham et al. 1999) .
Less invasive is the preparation of the popliteal lymph node, which has been pioneered by Mempel et al. (2004) . Here, skeletal pivots are Wxation points for near-perfect immobilization. Furthermore, the popliteal lymph node is more accessible for deep imaging. Because of the small size, it is possible to see the cortex as well as the medullary region. In addition, application of antigens or cells into a footpad leads to a highly speciWc transport of the material to the popliteal lymph node draining this leg (Mempel et al. 2004) .
Both lymph node preparations have yielded similar values for the migratory activity of DC and T cells (Lindquist et al. 2004; Mempel et al. 2004; Miller et al. 2004b) . The in vivo measurements of cell migration and communication are also in good agreement with microscopy studies performed in situ in excised, intact murine LNs (Bousso and Robey 2003) . However, such in situ imaging studies require careful control of the environment for temperature and supply with gases (Huang et al. 2007) . Furthermore, it is not clear whether the absence of innervation, lymph-, and blood-Xow aVects cellular functions at a more subtle level. For example, the number of circulating hematopoietic stem cells has been found to depend on circadian rhythms of the sympathetic nervous system controlling the bone marrow (Mendez-Ferrer et al. 2008 ) and the function of lymph node T cells in hapten hypersensitivity reactions is controlled by neuropeptides produced by lymph-node inWltrating nerve endings (Shepherd et al. 2005) . On the other hand, intravital microscopy, while being the best method for understanding biological processes in an in vivo situation, requires sophisticated instrumentation and knowhow for preparation or anesthesia of experimental animals and all the treatments necessary to obtain good images in live animals will also inXuence the biology of the processes under investigation.
Impact of imaging studies on cell migration for understanding the biology of immune responses
Compared to conventional confocal approaches, 2PM provides an enhanced imaging depth and allows 4D (X, Y, Z, t) imaging for observing dynamic processes deep in native tissues in vivo (Niesner et al. 2007 (Niesner et al. , 2008 . There are now many groups using 2PM for dynamic imaging of immune cell motility, interactions and clustering in vivo (Cahalan and Gutman 2006) . Since its start in 2002 (Bousso et al. 2002; Miller et al. 2002) , 2PM of lymphatic tissue has become very popular among immunologists. The number of reports meanwhile counts in the hundreds. Thus, it is no longer possible to give a comprehensive overview. Instead, we chose to mention our selection of highlights, thereby focusing on studies done in lymph nodes.
The germinal center (GC) reaction is a prototypical example where direct imaging was able to tackle a longstanding problem. The GC is a structure in lymph nodes forming during antigen-speciWc B cell responses. It is composed of a so-called light zone and a dark zone based on its appearance in histological sections (Allen et al. 2007a ). In the dark zone, a maturation state of antigen-speciWc B cells called centroblasts proliferates and hypermutates the antibody genes to generate antibody diversity. A successfully generated new antibody molecule is then presented on the cell surface as a transmembrane protein, the B cell receptor (BCR). The quality of a chance-derived new antibody speciWcity is then "tested" by each centroblast, by migration into the light zone where many FDCs are positioned to present cognate antigen in the form of immune complexes (Meyer-Hermann and Maini 2005) . B cells in the light zone are called centrocytes. When its newly generated BCR is unable to bind the cognate antigen on the FDC surface, the centrocyte is prone to die by apoptosis. Otherwise, it gets a survival signal and can ultimately develop in an antibodyproducing plasma cell or a memory B cell. For a long time, it was a matter of debate whether there was the possibility for centrocytes to become centroblasts again and go back from the light-to the dark zone in a process called recirculation or recycling (Meyer-Hermann and Maini 2005) . It was only possible to address by direct imaging of the GC reaction, what is actually happening and, consequently, one of the prime targets of the Wrst set of three imaging studies on the germinal center response was the analysis of just this parameter (Allen et al. 2007b; Hauser et al. 2007; Schwickert et al. 2007 ). However, this example also demonstrates the diYculties in coming to generally accepted conclusions. Although, all three studies detected frequent crossing of the interzone boundary in the same frequency range, they interpreted their results very diVerently, basically coming to opposite conclusions about their meaning. Thus, in cases like these, imaging alone will not consistently solve scientiWc questions. This is why mathematical modeling of the obtained imaging data can help to come to new predictions about diVerent models which can then be tested by new imaging studies (Meyer-Hermann et al. 2006) .
Another Weld of intense research, probably with fewer disputes over the results, is T cell activation by antigen presenting cells (APC). It was essentially this topic which was addressed Wrst by immunologists using 2PM in lymphatic tissues . The basic question was coming out of in vitro studies showing for the Wrst time the interactions of T cells with APC. While it was known that T cells require approximately 20 h of stimulation by APC before they are fully committed to proliferation (Iezzi et al. 1998) , it was not clear how the T cells behave during this activation. However, it was generally believed that T cells would permanently bind to a single APC throughout this time. Thus, it came as a great surprise when it was shown that T cell that contact dendritic cells, although very eYcient for T cell activation, were highly dynamic and short-lived in artiWcial 3D matrix based environments (Gunzer et al. 2000) . Thus, imaging in explanted lymhnodes and later in vivo, (Mempel et al. 2004 ) primarily addressed the question, whether stimulating T-APC contacts are dynamic or stable and led to the discovery that the real T cell activation process is a mixture of more dynamic and more static interaction phases (Mempel et al. 2004; Miller et al. 2004a, b) . Multiple papers have meanwhile conWrmed these initial Wndings and the "phase model" of T cell activation is currently widely accepted, although, under given circumstances the duration and physiology of such phases might drastically change (Celli et al. 2007; Henrickson et al. 2008) .
Finally, a very interesting and fruitful Weld for intravital research is the function of innate immune cells during infection defence. Using intravital microscopy, the lab of Ron Germain has demonstrated the dynamics of granuloma formation ) and the fantastic dynamic action of endogenous neutrophils towards an infection with Leishmania major (Peters et al. 2008) . Here, the intravital imaging was able to directly prove parts of a previous hypothesis on a "trojan horse" mechanism (van Zandbergen et al. 2007 ) by which L. major might overcome the innate host defence for establishment of a successful infection.
Outlook
Intravital imaging has become a stronghold in immunologic research. Roughly 6 years after the Wrst publications, the Weld is in its Wrst period of prosperity delivering new fascinating insights into the dynamic actions of working immune cells almost on a daily basis. The future directions should now push the limits of the technology to better penetration, longer imaging periods or repeated imaging of the same structure, if its development is in the range of days or weeks such as with GCs. It will also be important to include the analysis of physiologic signaling by means of speciWcally designed biosensors (Jose et al. 2007; Nair et al. 2006 ). This will ultimately lead to a much more realistic picture of cellular immune responses. Clearly, "dynamic content" will accompany papers, text books and public talks from the Weld of immunology for many years to come.
