In this paper we present a new redescending M-estimator "Insha's estimator" for robust regression and outliers detection that overcomes some drawbacks of other M-estimators for robust regression and outliers detection, such as destruction of the good observations and lack of simplicity in applications. The Ψ-function associated with the proposed estimator attains more linearity in the central section before it redescends, resulting in enhanced efficiency. Moreover the estimator is continuous everywhere and can be written in closed form without the use of an indictor function. The estimator is also applied to a real world example taken from the literature. For the purpose of comparison with other well-known redescending M-estimators extensive simulation study has been carried out. The example and simulation study show that using this estimator all the outliers can be successfully detected and is not affected by outliers.
Introduction
One of the most important statistical tools is a linear regression analysis for many fields. Nearly all regression analysis relies on the method of least squares for estimation of the parameters in the model. But the least squares method has been constructed under specific assumptions, such as normality of the error distribution. It is also assumed that the underlying model holds for every observation. However, when applying the method in practice these assumptions are rarely met in full, as they are at best only approximations to reality. The most well-known problem in the application of regression is when some observations, called outliers, deviate from the postulated pattern. Outliers can be generated by from a simple operational mistake to including small sample from a different population, and they make serious effects of statistical inference. Even one outlying observation can destroy least squares estimation, resulting in parameter estimates that do not provide useful information for the majority of the data.
Robust regression analyses have been developed as an improvement to least squares estimation in the presence of outliers and to provide us information about what a valid observation is and whether this should be thrown. The primary purpose of robust regression analysis is to fit a model which represents the information in the majority of the data. Robust regression is an important tool for analyzing data that are contaminated with outliers. It can be used to detect outliers and to provide resistant (stable) results in the presence of outliers.
Many methods have been developed for these problems. However, in statistical applications of outlier detection and robust regression, the methods most commonly used today are Huber's M-estimation (Hampel et al., 1986) , LMSestimation (Rousseeuw, 1984) , LTS-estimation (Rousseeuw, 1984 (Rousseeuw, , 1985 , S-estimation (Rousseeuw and Yohai, 1984) and MM-estimation (Yohai, 1987) etc.
M-estimator
M-estimators use maximum likelihood formulations by deriving optimal weighting for the data set in non-normal conditions. It was introduced by Huber (1973) as a generalization of the familiar least squares criterion, replacing the quadratic loss function with a symmetric function ρ(.), yielding
where the function ρ(.) gives the contribution of each residual to the objective function. It is the simplest approach both computationally and theoretically. Although it is not robust with respect to leverage points, it is still used extensively in analyzing data for which it can be assumed that the contamination is mainly in the response direction. The function ρ(.) is usually chosen such that it represents some weighting of the ith residual. This weighting means that outlying observations have their weights reduced and thus the estimates are affected less by such noise. A weighting of zero is equivalent to classification as an outlier.
Differentiating (1) 
Solving the estimating equations is a weighted least-squares problem. The weights, however, depend upon the residuals, the residuals depend upon the estimated coefficients, and the estimated coefficients depend upon the weights. An iterative solution (called iteratively reweighted least-squares (IRLS)) is therefore required.
Redescending M-estimator
On the other hand redescending M-estimators are those M-estimators that are able to reject extreme outliers completely. That is, an M-estimator is called a For regression analysis, some of the redescending M-estimators can attain the maximum breakdown point. Moreover, some of them are the solutions of the problem of maximizing the efficiency under bounded influence function when the regression coefficient and the scale parameter are estimated simultaneously. Hence redescending M-estimators satisfy several outlier robustness properties.
Insha's redescending M-estimator
We propose a new redescending M-estimator. This estimator covers some drawbacks of existing redescending M-estimators and should be regarded as new tool for robust regression and outlier detection. We discuss the shape and properties of its ρ-function and the corresponding Ψ-function and weight function. where c is the tuning constant and for ith observation the variable r i are the residuals scaled over MAD.
The above ρ-function satisfies the standard properties generally associated with a reasonable objective function of redescending M-estimator, namely,
Taking derivative of (8) 
We graph the ρ-function, Ψ-function and the weight function in Fig. 1 . 
Comparison
All of the above mentioned redescending M-estimators works well in detecting outliers and eliminating their influence on the estimates but with some drawbacks. Hampel's three part function requires the user to choose three tuning parameters in the Ψ-function which is undesirable. Second the lack of differentiability of its Ψ-function is not ideal. Andrew's sine function and Tukey's biweight function covers the drawbacks of Hampel's three part function up to some extent and give robust estimates but on the sacrifice of many good observations. They can give full weight i.e. one only to the observations that have zero residuals and starts to downweight as they slightly departure from zero. According to Hampel, et al. (1986) we can divide the observations into three categories: clear outliers, doubtful outliers and good observations. A good redescending M-estimator will be that which specify some boundary for the good observations and gives full weight within that specified bound and starts to downweight outside the boundary of good observations (doubtful observations) and finally gives zero weight to outliers. There exists such an estimator called hyperbolic tangent estimator. This estimator divides the data into three categories mentioned above but the problem is that one has to choose two tuning constants while using this estimator also its Ψ-function lacks differentiability and is not very easy to apply.
Also the well-known Winsor's principle states that all the distributions are Normal in the middle. Hence the Ψ-function of M-estimators should resemble the one that is optimal for Normal data in the middle. Since the maximum likelihood estimate for Normal data is the mean which has a linear Ψ-function, it is desired that kr r ≈ ) ( ψ for small r , where k is a nonzero constant. In general, Ψ-function that is linear in the middle results in better efficiency at the normal distribution (Tukey, 1960 ). So we need such an estimator that treats the central observations linearly like OLS and then redescends.
The first improvement of the proposed function over others is that it has a continuous derivative everywhere and the second one is that its Ψ-function capture the property of longer linear central section from the Ψ-function of least squares and behaves linearly for large number of central values as compared to other smoothly redescending Ψ-functions. This increased linearity certainly responses in enhanced efficiency ). The Ψ-function then redescends gradually for increasing value of residuals. Moreover, the proposed Ψ-function is much more convenient than the previously mentioned Ψ-functions because we can write it in closed form without the use of an indictor function. This saves a few steps in programming an iterative method to minimize the objective function. A comparative graph of some of the well known redescending Ψ-functions together with the Insha's Ψ-function is presented in Fig. 2 . 
Applications
To illustrate the performance of the proposed estimator as compared to other redescending M-estimators an analysis of a real data set and some simulation results are presented below.
Example: Annual Rates of Growth of Prices in China
This example is taken from Rousseeuw and Leroy (1987) and is given in To see the relative performance, Table 1 lists the estimated values by all these methods. All the robust methods together with the Insha's function provide a fair approximation to the majority of the data, except of course for the last two years, where the observed y i go astray. On the other hand, the LS fit is bad everywhere:
The estimated y î is even negative for the first three years, after which it becomes much too large, except for the 1948 value, which it cannot match either. Least squares smear out the effect (of nonlinearity of the original data) over the whole column, whereas all the other robust methods fits the majority of the data (where it is indeed linear) and allows the discrepancy to show up in those two years where actually something went wrong.
Simulation Results
One of the popular ways for the comparison of different estimators is to carry out simulation, because in such a situation one knows the true parameter values of the generated data. In this section we present some of the simulation results to . The least squares estimates are obtained for the generated model, then the data is contaminated by replacing 20% of the observations by outliers in the y-direction generated according to the above model but using an error term e i ~ N(50, 1).
Finally, in the third situation we introduce outliers in the x-direction in such a way that 90% of the observations are again as in the first situation. In the remaining 10% the y i are generated as before, but afterwards the x i1 are replaced by values that are now normally distributed with mean 500 and variance 10.
The purpose of our simulation is to measure to what extent the estimates by our new method differ from the true values i.e. Table 2 , 3, and 4. From these tables it is clear that the results of the new redesceding M-estimator are very similar to that of OLS without outliers, Andrew's sine function and Tukey's biweight function and is not seriously effected by outliers in both x and y directions. 
Conclusion
Our purpose is to compare the Insha's redescending M-estimator with that of some other redescending M-estimator for robust regression and outliers detection. The estimator is very easy to apply as compared to other redescending M-estimators as its Ψ-function is continuous everywhere and one has to choose only one tuning parameter while using this estimator. It is also clear from Fig. 1 (c) that the estimator gives more opportunity to the observations with small residuals (good observations) to take part fully (with weight equal to 1) in model fitting. We have also shown how this approach can provide an alternative to other robust regression methods. The above example and simulation study show that our estimator is not affected by outliers. The method proposed here requires only modest computational resources and can be executed with standard statistical software because iterative procedure is involved like in other M-estimators. This method requires the calculation of an ordinary least square fit, finding weights from the residuals and applying iteratively reweighted least squares technique to find the estimates of the parameters.
