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ON MINIMUM BISECTION AND RELATED CUT PROBLEMS
IN TREES AND TREE-LIKE GRAPHS
CRISTINA G. FERNANDES, TINA JANNE SCHMIDT, AND ANUSCH TARAZ
Abstract. Minimum Bisection denotes the NP-hard problem to partition the vertex set of a
graph into two sets of equal sizes while minimizing the width of the bisection, which is defined as
the number of edges between these two sets. We first consider this problem for trees and prove that
the minimum bisection width of every tree T on n vertices satisfies MinBis(T ) ≤ 8n∆(T )/ diam(T ).
Second, we generalize this to arbitrary graphs with a given tree decomposition (T,X ) and give an
upper bound on the minimum bisection width that depends on the structure of (T,X ). Moreover,
we show that a bisection satisfying our general bound can be computed in time proportional to
the encoding length of the tree decomposition when the latter is provided as input.
1. Introduction
1.1. The Minimum Bisection Problem. A bisection (B,W ) in a graph G = (V,E) is a parti-
tion of its vertex set into two sets B and W , called the black and the white set, of sizes differing
by at most one. An edge {x, y} of G is cut by the bisection (B,W ) if x ∈ B and y ∈ W or vice
versa. The number of edges cut by the bisection (B,W ) is called the width of the bisection and is
denoted by eG(B,W ). The minimum bisection width of G is defined as
MinBis(G) := min{eG(B,W ) : (B,W ) is a bisection in G}
and a bisection of width MinBis(G) in G is called a minimum bisection in G. Determining a
minimum bisection is a well-known optimization problem that is – unlike the Minimum Cut Prob-
lem – known to be NP-hard [11]. Jansen et al. [14] developed a dynamic programming algorithm
that computes a minimum bisection in O(2tn3) time for an arbitrary graph on n vertices, when
a tree decomposition of width t is provided as input. Thus, the problem becomes polynomially
tractable for graphs of constant tree-width. Furthermore, Cygan et al. [6] showed that the Min-
imum Bisection Problem is fixed parameter tractable. Currently, the best known approximation
algorithm is due to Räcke [17] and achieves an approximation ratio of O(log n) for arbitrary graphs
on n vertices. For planar graphs, no better approximation ratio is known and it is open whether
the Minimum Bisection Problem remains NP-hard when restricted to planar graphs. When the
minimum degree of the considered graph is linear, a PTAS for finding a minimum bisection is
known [2]. On the other hand, the Minimum Bisection Problem restricted to 3-regular graphs is
as hard to approximate as its general version [3]. In the following, we therefore limit our attention
to graphs that have small (in fact, constant) maximum degree.
1.2. Results for Trees. If T is a tree on n vertices and maximum degree ∆, then owing to the
existence of a separating vertex (i.e., a vertex whose removal leaves no connected component of
size greater than n/2), we always have MinBis(T ) ≤ ∆ · log2 n and it is easy to see that a bisection
satisfying this bound can be computed in O(n) time. Furthermore, the bound is tight up to a
constant factor, as the example of a perfect ternary tree Th of height h with MinBis(Th) ≥ h−log3 h
shows (see e.g. Theorem 7.6 and Theorem 4.11 in [18]).
Here, one of our aims is to investigate the structure of bounded-degree trees that have large
minimum bisection width. To do so, our first result establishes the following inequality, where the
relative diameter diam∗(T ) of a tree T denotes the fraction of vertices of T that lie on a longest
path P in T , i.e., |V (P )|/|V (T )|.
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Theorem 1. Every tree T on n vertices with maximum degree ∆ satisfies
MinBis(T ) ≤ 8∆
diam∗(T )
.
A bisection satisfying this bound can be computed in O(n) time.
The following corollary is an immediate consequence of Theorem 1 and shows that bounded-
degree trees with large minimum bisection width do not contain a path of linear length.
Corollary 2. For every ∆ ∈ N and every c > 0, there is an α > 0 such that the following holds:
If T is a tree on n vertices with maximum degree ∆ and MinBis(T ) ≥ c log n, then T does not
contain a path of length αn/ log n or greater.
1.3. Results for General Graphs. Our main goal in this paper is to establish a similar bound
as in Theorem 1 for general graphs with a given tree decomposition (T,X ). Instead of considering
a longest path in the underlying graph, we define a parameter r(T,X ) that roughly measures how
close the tree decomposition (T,X ) is to a path decomposition, i.e., a tree decomposition (T˜ , X˜ )
where T˜ is a path. Consider a graph G on n vertices and a path decomposition (P,X ) of G of
width t−1. It is easy to see that G allows a bisection of width at most t∆(G) by walking along the
path P until we have seen n/2 vertices of G in the clusters and then bisecting G there. Therefore,
we will define r(T,X ) so that r(T,X ) = 1 holds for path decompositions (T,X ) and so that r(T,X )
decreases when (T,X ) looks less like a path decomposition. Let G = (V,E) be a graph on n vertices
and (T,X ) be a tree decomposition of G with X = (Xi)i∈V (T ). For a path P ⊆ T , we define the
weight w(P,X ) and the relative weight w∗(P,X ) of P with respect to X to be
w(P,X ) :=
∣∣∣∣∣∣
⋃
i∈V (P )
Xi
∣∣∣∣∣∣ and w∗(P,X ) := w(P,X )∣∣∣⋃i∈V (T )Xi∣∣∣ =
1
n
w(P,X ),
respectively. The relative weight of a heaviest path in (T,X ) is defined as
r(T,X ) := max
P path in T
w∗(P,X ) = 1
n
max
P path in T
w(P,X ).
Observe that every tree decomposition (T,X ) satisfies 1n ≤ r(T,X ) ≤ 1. Furthermore, denote
by ‖(T,X )‖ := |V (T )|+∑i∈V (T ) |Xi| the size of a tree decomposition (T,X ) with X = (Xi)i∈V (T )
and observe that the size of (T,X ) measures the encoding length of (T,X ). We can now state the
following strengthening of Theorem 1 for general graphs.
Theorem 3. Every graph G that allows a tree decomposition (T,X ) of width t− 1 satisfies
MinBis(G) ≤ 12 t∆(G)
((
log2
1
r(T,X )
)2
+ 9 log2
1
r(T,X ) + 8
)
.
If the tree decomposition (T,X ) is provided as input, a bisection satisfying this bound can be com-
puted in O (‖(T,X )‖) time.
Theorem 3 strengthens Theorem 1 in two respects: first, because it applies to graphs with a given
tree decomposition and not just to trees, and second because we now get a better upper bound
as the term 1/r(T,X ) that now plays the rôle of 1/diam∗(T ) only contributes logarithmically. If
we dispense for a moment with this improvement, the somewhat weaker but more legible upper
bound
MinBis(G) ≤ 8t∆(G)
r(T,X )
can be obtained.
What structural information does Theorem 3 yield for graphs with large minimum bisection
width? Consider a graph G on n vertices with bounded degree and bounded tree-width. Analo-
gously to trees and again owing to the existence of small separators, we have MinBis(G) = O(log n).
Now the above inequality implies that if MinBis(G) is within a constant of this upper bound, then
any tree decomposition (T,X ) of G with width O(tw(G)) must satisfy r(T,X ) = O(1/ log n),
i.e., (T,X ) is far from being a path decomposition.
A final remark, concerning the algorithmic aspects of Theorem 3: Similarly to Theorem 1,
the algorithm corresponding to Theorem 3 is not guaranteed to compute a minimum bisection.
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However, in certain situations, it will provide a good approximation and its running time, assuming
the input tree decomposition (T,X ) is nonredundant, is bounded by O(nt) while the algorithm
in [14] that computes a minimum bisection runs in O(2tn3) time, where t − 1 denotes the width
of (T,X ) and n denotes the number of vertices of the underlying graph.
We conclude this subsection with the following lemma that relaxes the size requirements on the
sets of the cut and gives an upper bound of O(t∆(G)) on the cut width. It is one of the main tools
to prove Theorem 3 and might be of independent interest.
Lemma 4 (Approximate Cut). Let G be an arbitrary graph on n vertices and let (T,X ) be a
tree decomposition of G of width at most t − 1. For every integer m ∈ [n] and every 0 < c < 1,
there is a cut (B,W ) in G with cm < |B| ≤ m and eG(B,W ) ≤ dlog2(1/(1− c))e t∆(G). If the
tree decomposition (T,X ) is provided, then a cut satisfying these requirements can be computed
in O (‖(T,X )‖) time, where the hidden constant does not depend on c.
1.4. Further Remarks. The results presented in Theorem 1 and Theorem 3 do not only hold
for bisections but also for cuts (B,W ) where the size of B is specified as input. Moreover, every
tree T on n vertices allows a tree decomposition (T ′,X ′) of width one with r(T ′,X ′) ≥ diam∗(T )
and ‖(T ′,X ′)‖ = O(n). So we can apply Theorem 3 to T and (T ′,X ′) to obtain an asymptotic
improvement of Theorem 1 and a corresponding linear-time algorithm. Furthermore, the constants
in this bound can be improved to
MinBis(T ) ≤ ∆(T )
2
((
log2
1
diam∗(T )
)2
+ 7 log2
(
1
diam∗(T )
)
+ 6
)
by applying the techniques used in the proof of Theorem 3 directly to the considered tree instead
of working with a tree decomposition, see [19]. Furthermore, the bounds and algorithms presented
here can be extended to k-sections, where the vertex set of a graph has to be partitioned into k sets
for some integer k while minimizing the number of edges between these sets, see [8, 9]. Moreover,
extensions to bisections and k-sections in trees with weighted vertices have been considered, see [12].
Last but not least, we remark that somewhat similar questions are being investigated for planar
graphs. Every bounded-degree planar graph on n vertices has minimum bisection width O(√n),
which can be shown by using the Planar Separator Theorem [16], similarly to using separating
vertices to show that every bounded-degree tree has minimum bisection width O(log n). The
square grid shows that this bound is tight up to a constant factor. In [7, 10] we show that if G
is a bounded-degree planar graph and MinBis(G) = Ω(
√
n), then G has tree-width Ω(
√
n) and
hence G must contain a k × k grid as minor with k = Ω(√n).
1.5. Organization of the Paper. We do not need to prove Theorem 1 as Theorem 3 is stronger.
Nevertheless, we sketch the proof of Theorem 1 in Section 2 to introduce the techniques used in the
proof of Theorem 3. Section 3 discusses some preliminaries for tree decompositions and presents
the proof of Lemma 4. The last two sections contain a full proof for Theorem 3. First, in Section 4,
we prove that a bisection with the desired properties exists and then, in Section 5, we explain how
to implement a linear-time algorithm computing such a bisection.
2. Proof Sketch for Theorem 1
In this section, we sketch the proof of Theorem 1, which says that in every tree a bisection
within a certain bound can be computed in linear time.
2.1. Basic Notation. For a real x we denote by bxc the largest integer i with i ≤ x and by dxe the
smallest integer i with i ≥ x. Let log := log2 and, for an integer n > 0, define [n] := {1, 2, . . . , n}.
Consider a graph G. We use V (G) and E(G) to refer to the vertex and edge set of G, respectively,
and ∆(G) to denote the maximum degree of G. Here, we always assume that V (G) is nonempty
and finite. For a set ∅ 6= S ⊆ V (G) we denote by G[S] the subgraph of G induced by S and for
a set S ⊆ V (G) with S 6= V (G) we denote by G − S the graph obtained from G by removing all
vertices in S as well as their incident edges. If S = {v} then we also write G−v instead of G−{v}.
Furthermore, for a set F ⊆ E(G), the graph obtained from G by removing each edge in F is denoted
by G−F . We say that (V1, . . . , Vk) is a cut in a graph G if V1 ·∪ V2 ·∪ · · · ·∪ Vk is a partition of V (G).
Analogously to the case in which k = 2, we say that an edge {x, y} ∈ E(G) is cut by (V1, . . . , Vk)
if x ∈ Vi and y ∈ Vj for some i 6= j. We denote by EG(V1, . . . , Vk) the set of edges cut by (V1, . . . , Vk)
and define the width of (V1, . . . , Vk) as eG(V1, . . . , Vk) := |EG(V1, . . . , Vk)|. Furthermore, the notion
of the relative diameter is extended to forests. If G is a forest on n vertices and G1, . . . , Gk are the
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connected components of G, then diam∗(G) := (1/n)
∑
i∈[k] |V (Pi)|, where Pi is a longest path
in Gi for each i ∈ [k].
2.2. Two Special Cases. Before starting to discuss the proof of Theorem 1, consider the following
lemma, that, when setting m = bn/2c, can be seen as a forerunner to Theorem 1.
Lemma 5. For every forest G with n vertices and diam∗(G) > 1/2, and for every m ∈ [n] there
is a cut (B,W ) in G with |B| = m and eG(B,W ) ≤ 2.
Proof. First, note that it suffices to consider the case when G = (V,E) is a tree, as otherwise
we can add edges until G is connected in such a way that the relative diameter is not affected.
Define d := diam∗(G), let P = (VP , EP ) be a longest path in G, denote by x0 and y0 the ends
of P , and note that |VP | = dn. For each v ∈ VP , let Tv be the connected component of T − EP
that contains v. Label the vertices of G with 1, 2, . . . , n according to the following rules:
• For each v ∈ VP , the vertices of Tv receive consecutive labels and v receives the largest label
among those.
• For all v, v′ ∈ VP with v 6= v′, if x0 is closer to v than to v′, then the label of v is smaller
than the label of v′.
From now on, a number that differs by a multiple of n from a label is considered to be the
same as this label, and each vertex is identified with its label. Define Nm(v) := v + m. Then,
as Nm is injective and |VP | > n/2, there must be a vertex v ∈ VP such that Nm(v) ∈ VP . If we
define B := {v + 1, v + 2, . . . , v +m} and W := V \B, the cut (B,W ) cuts at most two edges, see
also Figure 1a). 
To prove Theorem 1, Lemma 5 can be used as the base of an induction that doubles the relative
diameter of the considered graph in each round. Next, we will show how one can find a bisection
in a tree with relative diameter greater than 1/4 and thereby present some of the techniques for
proving Theorem 1. Afterwards we discuss how to adapt the proof to show Theorem 1.
Lemma 6. In every forest G with an even number of vertices and diam∗(G) > 1/4, there is a
bisection (B,W ) with eG(B,W ) ≤ 8∆(G).
Before proving Lemma 6, we present a tool, which is a simplified version of Lemma 4 for trees
with a worse bound on the number of cut edges. If the number of cut edges is estimated more
carefully, the bound eG(B,W ) ≤ dlog(1/(1− c))e∆(G) is obtained.
Lemma 7 (Approximate Cut in Forests). For every forest G on n vertices, for every m ∈ [n],
and for every 0 < c < 1, there is a cut (B,W ) in G that satisfies eG(B,W ) ≤ d2c/(1− c)e∆(G)
and cm < |B| ≤ m.
Proof. Fix an integer m ∈ [n − 1] and a tree T on n vertices with ∆(T ) ≥ 3. The proof is easy
to adapt to forests and trivial when ∆(T ) ≤ 2 or m = n. Root T at an arbitrary vertex r, and
for x ∈ V (T ), denote by Tx the subtree rooted at x. By starting at the root and repeatedly descend-
ing to the child with the largest subtree, we can find a vertex x with |V (Tx)| > m and |V (Ty)| ≤ m
for all children y of x. Using the sets V (Ty), one can construct a set B˜1 for a cut (B˜1, W˜1) in T1 := T
such that T1[W˜1] is connected, eT1(B˜1, W˜1) ≤ deg(x), and m1/2 < |B˜1| ≤ m1 where m1 := m.
For s ≥ 2 define Bs−1 := B˜1 ·∪ · · · ·∪ B˜s−1 as well as ms := m− |Bs−1| and apply the same strat-
egy recursively to Ts := T [W˜s−1]. Let s∗ be the smallest s for which |Bs| > cm. For all s ∈ [s∗],
we have |B˜s| > ms/2 ≥ ms∗/2 ≥ (1 − c)m/2 and hence s∗ ≤ dcm/((1− c)m/2)e = d2c/(1− c)e,
which shows the desired bound on eT (B,W ) for B := Bs∗ and W := V (T ) \B. 
Proof of Lemma 6. Let G = (V,E) be such a forest and denote by n its number of vertices. First,
note that we may assume that ∆(G) ≥ 3 and n ≥ 4 as otherwise diam∗(G) > 1/2 and Lemma 5
applies. Moreover, it suffices to consider the case in which G is a tree, as otherwise we can add
edges until G is connected without affecting the relative diameter. Denote by P = (VP , EP ) a
longest path in G and note that |VP | > n/4. Define Tv for all v ∈ VP , x0, y0, and the vertex
labeling as in the proof of Lemma 5. Furthermore, let T ′v := V (Tv) \ {v} for all v ∈ VP and denote
by A(v) := v + n/2 the antipole of v for each vertex v ∈ V .
Case 1: There is a vertex v ∈ VP with A(v) ∈ VP .
Then choosing B := {v + 1, . . . , v + n/2} and W := V \B gives a bisection of width at most 2,
which is similar to the cut used in Lemma 5.
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a)
B2
v Nm(v)
. . . . . . . . .
B
b)
w v vP u
A(w) A(v)
. . . . . . . . .
B1 Pv
Hv
B2
Figure 1. Proof of Lemma 5 and Lemma 6. In both parts, the path P is drawn on the top
and the trees Tx for x ∈ VP are hanging down from the path P . a) Lemma 5. b) Lemma 6:
Notation and construction of the bisection in Case 2. A tree Ty is colored dark gray if it
contains a vertex x with A(x) ∈ VP , i.e., if the vertex y is special.
Case 2: For every v ∈ VP , we have A(v) 6∈ VP .
First, for sets U ⊆ V , let A(U) := {A(u) : u ∈ U}. We call a vertex v ∈ VP special if there
is a vertex x ∈ T ′v with A(x) ∈ VP . For every special vertex v ∈ VP , define Pv := A(T ′v) ∩ VP .
Note that Pv induces a path or a cycle in the graph obtained from G by adding the edge {x0, y0},
and that {Pv : v ∈ VP is special} is a partition of VP . Also, for every special vertex v ∈ VP ,
let vP = A(x) for the smallest vertex x ∈ T ′v with A(x) ∈ VP and let Hv be the union of the
sets T ′x for all x ∈ Pv with x 6= vP . See also Figure 1b) for a visualization of these definitions. By
construction we have
|T ′v| ≥ |Pv|+ |Hv|(1)
for all special v ∈ VP as well as∑
v∈VP :
v is special
|Pv| = |VP | > 1
4
n and
3
4
n > |V \ VP | =
∑
v∈VP :
v is special
(|Hv|+ |T ′vP |) .(2)
Using that A(A(x)) = x, one can show that a vertex v ∈ VP is special if and only if there is a
special vertex w ∈ VP such that v = wP . Therefore,∑
w∈VP :
w is special
|T ′wP | =
∑
v∈VP :
v is special
|T ′v| ,
which together with (2) implies
3
∑
v∈VP :
v is special
|Pv| > 3
4
n >
∑
v∈VP :
v is special
(|Hv|+ |T ′vP |) =
∑
v∈VP :
v is special
(|Hv|+ |T ′v|) .
Consequently, there is a special vertex v ∈ VP such that
|T ′v|+ |Hv| < 3 |Pv| .(3)
Replacing |T ′v| with (1), we obtain |Pv| + 2|Hv| < 3|Pv|, or equivalently |Pv| + |Hv| < 2|Pv|.
Therefore, the set Z := Pv ·∪ Hv satisfies |Z| < 2|Pv| and also Z 6= ∅ because Pv 6= ∅ as v is
special. This implies that diam∗(G[Z]) ≥ |Pv|/|Z| > 1/2. The graph G[Z] is useful as we can
apply Lemma 5 to cut off exactly as many vertices as we like while cutting few edges, but it is too
small to cut off the entire set B from G[Z].
Next, we will use the vertex v and the set Z to construct the set B for the bisection from three
disjoint parts B1 ⊆ V \ (T ′v ∪ Z), B2 ⊆ T ′v, and B3 ⊆ Z, see also Figure 1b) for a visualization of
the following definitions. If v = vP , let B1 := ∅, and otherwise let B1 := {v, v + 1, . . . , vP − 1}.
As |B1 ∪ Z| < m might happen, we cut off a set B2 from T ′v to ensure that |B1 ∪ B2 ∪ Z| ≥ m.
To do so, define m2 := n/2 − |B1| and observe that 1 ≤ m2 ≤ |T ′v| as vP − n/2 is in T ′v. Next,
we apply Lemma 7 to G[T ′v] with parameters m2 and c = 2/3 to obtain a cut (B2,W2) in G[T ′v]
with 2m2/3 ≤ |B2| ≤ m2 and eG[T ′v](B2,W2) ≤ 4∆(G). Let m3 := n/2 − |B1| − |B2| and note
that B1, B2, and Z are pairwise disjoint. Then,
m3 = (
1
2n− |B1|)− |B2| ≤ m2 − 23m2 ≤ 13 |T ′v| < |Pv| ≤ |Z|,
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where we used (3) to derive the second to last inequality. If m3 = 0, let B3 := ∅. Otherwise,
it is feasible to apply Lemma 5 with parameter m3 to G[Z] to obtain a cut (B3,W3) in G[Z]
with eG[Z](B3,W3) ≤ 2 ≤ ∆(G) and |B3| = m3. Defining B := B1 ·∪ B2 ·∪ B3 and W := V \ B,
we obtain a bisection in G.
Next, we estimate the number of edges cut by (B,W ) in G. Let V˜ := V \(T ′v∪B1∪Z) and denote
by u ∈ VP the vertex with A(v) ∈ T ′u. The cut (T ′v, B1, Z, V˜ ) cuts only edges incident to v, vP ,
and u, i.e., at most 3∆(G) edges. Using the bounds on the number of cut edges of the cut (B2,W2)
in G[T ′v] and the cut (B3,W3) in G[Z], the desired bound on eG(B,W ) is obtained. 
2.3. Proof Sketch for Theorem 1. Although the minimum bisection problem asks for a vertex
partition into two classes of (almost) the same size, we need to take a more general approach and
consider partitions where the sizes of the classes can be specified by an input parameter m in
order to be able to apply induction. The following lemma is the heart of the induction to prove
Theorem 1. Its main idea of doubling the relative diameter also appears in the proof of Lemma 6:
If we cannot easily find a cut (B,W ) in G with |B| = m and eG(B,W ) ≤ 2, more precisely, if
Case 1 does not apply, then we construct a subgraph G[Z] with diam∗(G[Z]) ≥ 2 diam∗(G).
Lemma 8. For every forest G on n vertices and for every m ∈ [n], the vertex set of G can be
partitioned into three classes B, W , and Z such that one of the following two options occurs:
1) |B| = m, Z = ∅, and eG(B,W,Z) ≤ 2, or
2) |B| ≤ m ≤ |B| + |Z|, 0 < |Z| ≤ n/2, eG(B,W,Z) ≤ 2∆(G)/ diam∗(G), as well as
diam∗(G[Z]) ≥ 2 diam∗(G).
The lemma says that we can either find a partition into two sets B andW with exactly the right
cardinality by cutting very few edges, or there is a partition with an additional set Z such that
the set B is smaller and the set B ·∪ Z is larger than the required size m, as well as the additional
feature that the relative diameter of G[Z] is at least twice as large as that of G. Applying Lemma 8
recursively to the graph G′ := G[Z] with parameter m′ := m−|B|, the relative diameter is doubled
in each round, until it exceeds 1/2 and we can complete the proof by applying Lemma 5. Note
that as the relative diameter of G increases, the bound on the number of cut edges in Option 2)
decreases.
Let us conclude this section with a few words on how to generalize the proof of Lemma 6 to
obtain Lemma 8. We use the same assumptions and notation as in the proof of Lemma 6. Here, we
consider cuts (B,W ) with |B| = m for some input parameter m. So, instead of working with the
antipole of a vertex, we use Nm(v) := v+m. If there is a vertex v ∈ VP with Nm(v) ∈ VP , we use
the cut with B = {v + 1, . . . , v +m}, similar to Case 1 in the proof of Lemma 6. So from now on,
assume that this is not the case. Note that Nm(Nm(v)) = v is not necessarily true anymore. Also,
when a vertex v is special with respect to Nm, there is not necessarily a vertex w with v = wP .
To overcome this, we work with a forward and a backward version of being special. We say a
vertex v ∈ VP is b-special if there is a vertex x ∈ T ′v with x−m ∈ VP and v is f-special if there is
a vertex x ∈ T ′v with x+m ∈ VP . We use b as in backward and f as in forward, because going m
steps backward and m steps forward from x gives a vertex in R, respectively. Also, we define a
forward and a backward version of Pv and Hv, called P bv , P fv , Hbv, and Hfv . The accounting, which
still uses the same ideas, becomes more involved and shows that one of the following must exist:
a) a b-special vertex v ∈ VP with |T ′v|+ |Hbv| ≤
(
1
d − 1
) |P bv |, or
b) an f-special vertex v ∈ VP with |T ′v|+ |Hfv | ≤
(
1
d − 1
) |P fv |,
where d := diam∗(G). The construction of the cut (B,W,Z) in each case is then similar to the
cut (B1 ∪ B2,W ′, Z) in Lemma 6, where W ′ := V \ (B1 ∪ B2 ∪ Z). We define Z := P bv ·∪ Hbv
or Z := P fv ·∪ Hfv and show that diam∗(G[Z]) ≥ 2d. To obtain the set B2 ⊆ T ′v, we apply Lemma 7
with a parameter c that depends on d, to match the inequalities derived from the accounting.
Before going on with general graphs and tree decompositions, let us quickly discuss some algo-
rithmic aspects of Theorem 1. To implement Lemma 8, a longest path in a tree can be computed in
linear time using a procedure similar to the one in [13], where a center vertex of a tree is computed,
which is in the middle of a longest path in a tree. Lemma 8 can be implemented in a way that
the cut (B,W,Z) and the subgraph G[Z], if Option 2) occurs, are computed in O(n) time. As
the number of vertices in the considered graph shrinks by at least 1/2 in each round, a bisection
satisfying the bound in Theorem 1 can be computed in linear time.
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3. Preliminaries for Tree Decompositions and Proof of Lemma 4
In this section, we present some preliminaries for tree decompositions and discuss basic proper-
ties that allow us to generalize the ideas used for trees in the previous section. Furthermore, the
existence of a cut with the properties in Lemma 4 is presented. A discussion of how to implement
the corresponding algorithm can be found in Appendix A.2.4.
3.1. Tree Decompositions and Cuts. Let us start with the formal definition of a tree decom-
position.
Definition 9. Let G be a graph, T be a tree, and X = (Xi)i∈V (T ) with Xi ⊆ V (G) for ev-
ery i ∈ V (T ). The pair (T,X ) is a tree decomposition of G if the following three properties hold.
(T1) For every v ∈ V (G), there is some i ∈ V (T ) such that v ∈ Xi.
(T2) For every e ∈ E(G), there is some i ∈ V (T ) such that e ⊆ Xi.
(T3) For all i, j ∈ V (T ) and all h ∈ V (T ) on the (unique) i,j-path in T , we have Xi ∩Xj ⊆ Xh.
The width of (T,X ) is defined as max{|Xi| − 1 : i ∈ V (T )}. The tree-width tw(G) of G is the
smallest integer such that G allows a tree decomposition of width tw(G).
Consider a graph G = (V,E) and a tree decomposition (T,X ) with X = (Xi)i∈V (T ) of G. To
distinguish the vertices of G from the vertices of T more easily, we refer to the vertices of T as
nodes. Furthermore, for i ∈ V (T ), we refer to the set Xi as the cluster of (T,X ) that corresponds
to the node i, or simply the cluster of i when the tree decomposition is clear from the context. It
is easy to show that (T3) is equivalent to the following condition.
(T3’) For every v ∈ V , the graph T [Iv] is connected, where Iv := {i ∈ V (T ) : v ∈ Xi}.
Consider a graph G0 and a tree decomposition (T0,X0) with X0 = (Xi0)i∈V (T0). In order to
reapply a procedure to a subgraph G ⊆ G0, it is necessary to construct a tree decomposition
of G, which we do in the following way. For a tree T with V (T ) ⊆ V (T0) and X = (Xi)i∈V (T ), we
call (T,X ) the restriction of (T0,X0) to T and G if Xi = Xi0∩V (G) for all i ∈ V (T ). Note that the
restriction of (T0,X0) to T and G is not necessarily a tree decomposition of G, but it will be if we
choose T and G well. For example, it is easy to see that if we choose T = T0 and use an arbitrary
subgraph G ⊆ G0, then the restriction of (T0,X0) to T and G is always a tree decomposition of G.
Observe that the width and the size of the restriction of (T0,X0) to T and G are at most the
width and the size of (T0,X0), respectively. Usually some clusters of a restriction of (T0,X0) are
empty, which can be avoided with the following concept. A tree decomposition (T,X ) of a graph G
with X = (Xi)i∈V (T ) is called nonredundant if Xi 6⊆ Xj and Xj 6⊆ Xi for every edge {i, j} in T .
It is easy to see that any tree decomposition (T,X ) can be made nonredundant by contracting
edges of T without increasing its width.
In Section 2, where we constructed a bisection in a tree T˜ , we used the following cuts to
partition the vertex set of T˜ and subtrees of T˜ in the proofs of Lemma 6 and Lemma 7. For
some vertex v ∈ V (T˜ ) we removed all edges incident to v and combined the vertex sets of the
resulting connected components to obtain a cut in T˜ . Each time such a construction was used,
at most deg(v) ≤ ∆(T˜ ) edges were cut. This can generalized by considering clusters of a tree
decomposition, as done in the next lemma. It uses the following notation: Consider a graph G and
a tree decomposition (T,X ) ofG. For each node i in T we denote by EG(i) the set of edges e ∈ E(G)
such that e ∩ Xi 6= ∅, where Xi is the cluster of i. Furthermore, define eG(i) := |EG(i)| for
every i ∈ V (T ) and note that eG(i) ≤ t∆(G) for every i ∈ V (T ), where t − 1 denotes the
width of (T,X ). We say that two subgraphs H1 ⊆ G and H2 ⊆ G are disjoint parts of G
if V (H1) ∩ V (H2) = ∅ and there is no edge e = {x, y} in G with x ∈ V (H1) and y ∈ V (H2). Note
that, if G is not connected, then two distinct connected components of G are disjoint parts of G,
but the subgraph Hi for i ∈ {1, 2} in the definition of disjoint parts does not have to be connected.
The next lemma says that if we remove the edges in EG(i) for some i ∈ V (T ), then the graph G
splits into several disjoint parts. So we can combine these disjoint parts in an arbitrary way to
obtain a cut in G that cuts at most eG(i) ≤ t∆(G) edges. The lemma is a widely known fact about
tree decompositions, whose proof can be found in [15] for example.
Lemma 10. Let G = (V,E) be an arbitrary graph and let (T,X ) be a tree decomposition of G
with X = (Xi)i∈V (T ). Fix an arbitrary node i ∈ V (T ), let k := degT (i) and denote by i1, i2, . . . , ik
the neighbors of i in T . Furthermore, for ` ∈ [k], let V T` be the node set of the component of T − i
that contains i`. Removing the edges in EG(i) from G decomposes G into k + |Xi| disjoint parts,
which are ({v}, ∅) for every v ∈ Xi and G[V`] for every ` ∈ [k], where V` :=
⋃
j∈V T` X
j \Xi.
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3.2. Approximate Cuts of Small Width. Here, we prove the existence part of Lemma 4 that
relaxes the size requirements and therefore produces an approximate cut, which means the follow-
ing. We would like to cut a graph G on n vertices with a given tree decomposition (T,X ) into two
pieces B and W , where |B| = m for some fixed m ∈ [n], but this might require to cut many edges,
in particular when nothing is known about the structure of (T,X ). Therefore, we replace the size
requirements on B by cm ≤ |B| ≤ m for an arbitrary 0 < c < 1, always aiming to cut few edges.
Before starting with the proof, the existence part of Lemma 4 is repeated.
Lemma 11 (Existence part of Lemma 4). Let G be an arbitrary graph on n vertices and let (T,X )
be a tree decomposition of G of width at most t−1. For every integer m ∈ [n] and every 0 < c < 1,
there is a cut (B,W ) in G with cm < |B| ≤ m and eG(B,W ) ≤ dlog(1/(1− c))e t∆(G).
Proof. Let V = V (G), T = (VT , ET ), and X = (Xi)i∈VT . The idea is to build the set B iteratively,
similar to the proof of Lemma 7. In each step, we choose a node i of T , remove its cluster from
the graph G, put some of the resulting parts of G (as described in Lemma 10) into the set B,
and choose one part in which we repeat this procedure, see Algorithm 1. The algorithm roots the
tree T at an arbitrary node r and uses the following definition, where p(i) denotes the parent of i
for every i 6= r in T . For i ∈ VT , define
Y i :=
⋃
j descendant of i
Xj and, for i 6= r, Y˜ i := Y i \Xp(i).
Moreover, let Y˜ r := Y r, and set yi := |Y i| as well as y˜i := |Y˜ i| for every i ∈ VT . Applying
Lemma 10 with an arbitrary node i in T gives
Y i = Xi ·∪
 ·⋃
j child of i
Y˜ j
 and(4)
EG(Z1, Z2, Y˜
j1 , Y˜ j2 , . . . , Y˜ jk , V \ Y i) ⊆ EG(i),(5)
where j1, j2, . . . , jk are the children of i and Z1 ·∪ Z2 is an arbitrary partition of Xi.
Algorithm 1: computes an approximate cut.
Input: a tree decomposition (T,X ) of a graph G on n vertices, an integer m ∈ [n], and a
real 0 < c < 1.
Output: a cut (B,W ) such that cm < |B| ≤ m.
1 Root T at an arbitrary node r;
2 Find a node i∗ such that yi∗ ≥ m and yj < m for all descendants j 6= i∗ of i∗;
3 B ← ∅, i← i∗;
4 While |B| ≤ cm do
5 Let k be the number of children of i and let (j1, j2, . . . , jk) be the list of children of i
ordered so that y˜j1 ≥ y˜j2 ≥ . . . ≥ y˜jk ;
6 If k ≥ 1 then let ` be the largest integer in [k] with ∑`h=1 y˜jh ≤ m− |B| else `← 0;
7 B ← B ∪ (⋃`h=1 Y˜ jh);
8 If ` = k then
9 Let Z ⊆ Xi with |Z| = m− |B| and B ← B ∪ Z;
10 Else
11 j ← j`+1;
12 While j 6= null and yj ≥ m− |B| do
13 i← j;
14 If i has a child then let j be a child of i with maximal y˜j else j ← null;
15 Endw
16 Endif
17 Endw
18 Return (B, V (G) \B);
To state some invariants, let s∗ be the total number of executions of the outer while loop
of Algorithm 1. For each s ∈ [s∗] ∪ {0}, denote by Bs and is the set B and the node i after
the sth execution of the outer while loop, respectively. For every s ∈ {0} ∪ [s∗], we have
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(i) if s 6= s∗, then yis ≥ m− |Bs| and yj < m− |Bs| for each child j of is,
(ii) if s 6= 0, then (1− 12s )m < |Bs| ≤ m, and 0 = |B0| ≤ m,
(iii) eG(Bs, V \Bs) ≤ st∆(G), as well as
(iv) if s 6= s∗, then Bs ∩ Y is = ∅.
Clearly, (i)-(iv) hold for s = 0. Fix an arbitrary s ∈ [s∗] and assume that (i)-(iv) hold for s− 1
and consider the sth execution of the outer while loop. If Line 9 of Algorithm 1 is executed in
this iteration, let Zs be the set Z computed there, and otherwise define Zs = ∅. Let i = is−1
and define k, `, and jh for h ∈ [k] as in the algorithm. Due to (4) and (iv) for s − 1, the
unions in Line 7 and Line 9 are disjoint unions. Also, (i) implies that Line 9 can be executed, if
reached. Furthermore, |Bs| = |Bs−1| + |Zs| +
∑`
h=1 y˜jh . So, if Line 9 is executed, i.e., if k = 0
or ` = k, then |Bs| = m, (ii) is satisfied for s, and s = s∗. Otherwise, k ≥ 1 and ` < k. So,
if y˜j1 >
1
2 (m−|Bs−1|), then |Bs| > 12 (m+ |Bs−1|), as (i) ensures that ` ≥ 1. If y˜j1 ≤ 12 (m−|Bs−1|),
then y˜jh ≤ 12 (m− |Bs−1|) for all h ∈ [k] and |Bs| > 12 (m+ |Bs−1|). Consequently, if Line 9 is not
executed, then
|Bs| > 12 (m+ |Bs−1|) ≥
(
1− 12s
)
m,
since (ii) is satisfied for s − 1. Hence, (ii) is satisfied for s. As Bs \ Bs−1 = Zs ∪
(⋃
h∈[`] Y˜
jh
)
,
at most eG(is−1) ≤ t∆(G) edges are cut when cutting off Bs \Bs−1 from G[V \Bs−1] by (5) and
therefore (iii) is satisfied for s.
As argued earlier, if Line 9 is executed then s = s∗, and there is nothing to show for (i) and (iv).
So assume s 6= s∗ from now on. This implies that k ≥ 1, ` < k, Zs = ∅, and that Lines 11-15 are ex-
ecuted. Note that Line 11 is feasible. The choice of ` in Line 6 implies that yj`+1 ≥ y˜j`+1 > m− |Bs|
when Line 11 is executed. Hence, the inner while loop is executed at least once during the sth ex-
ecution of the outer while loop and (i) is satisfied after the sth execution of the outer while loop.
Moreover, this implies that is is a descendant of j`+1 and hence Y is ⊆ Y j`+1 ⊆ Y˜ j`+1 ∪ Xis−1 .
So, to show that (iv) is satisfied after the sth execution of the outer while loop, it suffices to show
that (Y˜ j`+1 ∪Xis−1) ∩ Bs = ∅. Indeed, (4), the construction of Bs from Bs−1, and Zs = ∅ imply
that
(Y˜ j`+1 ∪Xis−1) ∩Bs ⊆ (Y˜ j`+1 ∪Xis−1) ∩Bs−1 ⊆ Y is−1 ∩Bs−1 = ∅,
where the last equality holds because of (iv) for s− 1. This completes the proof of the invariants
and shows that every step can be carried out.
The execution of the outer while loop stops as soon as |B| > cm. Therefore, the desired size
requirements on B are satisfied by (ii). Furthermore, (ii) implies that s∗ ≤ dlog(1/(1− c))e. Con-
sequently, the algorithm terminates, and the desired bound on the width of the output cut (B,W )
is satisfied by (iii). 
4. Proof of the Existence Part in Theorem 3
This section is devoted to proving the following theorem, which, for m = bn/2c, clearly implies
the existence part of Theorem 3.
Theorem 12 (Existence Part of Theorem 3). For every graph G on n vertices, every tree decom-
position (T,X ) of G of width t−1, and for every m ∈ [n], there is a cut (B,W ) in G with |B| = m
and
eG(B,W ) ≤ 12 t∆(G)
((
log 1r(T,X )
)2
+ 9 log 1r(T,X ) + 8
)
.
The first subsection introduces Theorem 13, which is a generalized version of Lemma 8, and
uses it to prove Theorem 12. The remaining subsections then concern the proof of Theorem 13.
In Section 4.2, we introduce some notation and a vertex labeling for the proof of Theorem 13 that
will then be split into two cases. Section 4.3 presents the short case and Section 4.4 discusses the
more involved case.
4.1. Proof of Theorem 12. As explained and introduced in Section 1.3, when we are given a gen-
eral graph G and a tree decomposition (T,X ) of G, we use the relative weight of a heaviest path P
in (T,X ). The next theorem is an extension of Lemma 8 and the heart of the proof of Theorem 12.
It uses the following notation: Consider a tree decomposition (T,X ) with X = (Xi)i∈V (T ) and a
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path P ⊆ T with P = (i0, i1, . . . , i`). The end i0 is called a nonredundant end of P if Xi0 6= ∅
and, when ` 6= 0, Xih 6⊆ Xih−1 for all h ∈ [`]. If one of the ends of P is nonredundant, we say
that P is a nonredundant path. Note that if (T,X ) is nonredundant, then any path P ⊆ T will be
nonredundant.
Theorem 13. For every graph G on n vertices, for every tree decomposition (T,X ) of G of width
at most t− 1, for every nonredundant path P ⊆ T , and for every m ∈ [n], there is a cut (B,W,Z)
in G such that one of the following holds:
1) |B| = m, Z = ∅, and eG(B,W ) ≤ 2t∆(G), or
2) |B| ≤ m ≤ |B|+|Z|, 0 < |Z| ≤ n/2, eG(B,W,Z) ≤ t∆(G) log(16/w∗(P,X )), and there is a
tree decomposition (T ′,X ′) of G[Z] of width at most t−1 and a nonredundant path P ′ ⊆ T ′
with w∗(P ′,X ′) ≥ 2w∗(P,X ).
In Option 1) in Theorem 13, the bound is increased by a factor of t∆(G) compared to Lemma 8
as we now use Lemma 10 instead of cutting single edges. In Option 2) in Lemma 8, we used
cuts resulting from removing a vertex from the tree, which we extend by using Lemma 10 and
therefore obtain an extra factor of t in the bound on eG(B,W,Z) in Option 2) in Theorem 13.
Furthermore, in the proof of Option 2), we use the improved and more general version of the
approximate cut, i.e., Lemma 4 instead of Lemma 7, which improves the dependance on r. Note
that, if P is a heaviest path in (T,X ), i.e., a path of relative weight r(T,X ), then Option 2) implies
that r(T ′,X ′) ≥ 2r(T,X ), which is similar to Option 2) in Lemma 8, where the relative diameter
of a forest is doubled. Next, Theorem 12 is derived by applying Theorem 13 to the given graph
and then, if the set B does not contain the desired number of vertices, by repeatedly reapplying
Theorem 13 to G[Z] to cut off the remaining vertices. As the relative weight of a path is at most
one, the process stops eventually with a set B of the desired size.
Proof of Theorem 12. Let G = (V,E), n, m, (T,X ), and t be as stated in the theorem. Without
loss of generality, we may assume that (T,X ) is nonredundant, because otherwise we can contract
edges of T while neither increasing the width of T nor decreasing r(T,X ). The following procedure
describes how to find a cut (B,W ) in G with |B| = m and width at most the bound stated in
Theorem 12. Fix a heaviest path P in T with respect to X and note that P is nonredundant.
The desired set B is built iteratively by using Theorem 13. To do so, we define B0 = ∅, G0 = G,
(T0,X0) = (T,X ), P0 = P , and ms := m − |Bs−1| for all s ≥ 1. In the sth step, we apply
Theorem 13 to Gs−1 with the tree decomposition (Ts−1,Xs−1), the nonredundant path Ps−1, and
the parameter ms, to partition the vertex set of Gs−1 into three sets B˜s, W˜s, and Z˜s. Then,
we define Bs := Bs−1 ·∪ B˜s. If |Bs| 6= m, i.e., Case 2 occurs, let Gs := G[Z˜s] and denote by Ps
and (Ts,Xs) the nonredundant path P ′ and the tree decomposition (T ′,X ′) from Theorem 13. The
construction stops when |Bs| = m, i.e., when the first index s is reached such that ms+1 = 0. Note
that when Case 1 occurs, then the construction stops as well. Furthermore, the construction will
eventually stop because by Theorem 13 the size of the graph Gs := G[Z˜s] shrinks in every round.
Denote by s∗ the number of times we applied Theorem 13 to construct the desired cut. First
of all, the final set Bs∗ will contain exactly m vertices, because at most m − |Bs−1| vertices are
added to the set Bs−1 in the sth iteration for all s ∈ [s∗]. To state some invariants, let ns be the
number of vertices of Gs and let rs := w∗(Ps,Xs) for s ∈ [s∗ − 1]∪ {0}. For each s ∈ [s∗], we have
(i) 0 < ms ≤ |V (Gs−1)| and Bs−1 ∩ V (Gs−1) = ∅,
(ii) if s 6= s∗ then ns ≤ ns−1/2 and rs ≥ 2rs−1,
(iii) eGs−1(B˜s, W˜s, Z˜s) ≤ t∆(G) log(16/rs−1).
Using that rs−1 ≤ 1 for all s ∈ [s∗], it is easy to check that all the above invariants are satisfied
and that Theorem 13 can be applied in each step. Let r := r0 = r(T,X ). Now, (ii) implies
that rs ≥ 2sr for every s ∈ [s∗ − 1] ∪ {0}, and hence
(6) s∗ ≤ log(1/r) + 1.
Let B := Bs∗ and W := V \B. With (iii), we obtain the following for the width of (B,W ):
eG(B,W ) ≤
s∗∑
s=1
eGs−1(B˜s, W˜s, Z˜s) ≤ t∆(G)
s∗∑
s=1
log
(
16
2s−1r
)
≤ t∆(G)
(
s∗ log
(
16
r
)− s∗∑
s=1
(s− 1)
)
≤ t∆(G) · s∗ (log ( 16r )− 12s∗ + 12) .
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The last term is a quadratic equation in s∗ whose maximum value is achieved at s∗ = log(1/r) + 9/2,
which is larger than the upper bound given in (6). Therefore, the last term is increasing between 0
and log(1/r)+1 and the desired bound on eG(B,W ) is obtained by replacing s∗ by log(1/r)+1. 
4.2. Further Notation and Vertex Labeling for the Proof of Theorem 13. Here, we start
with the proof of Theorem 13. In this subsection and the remainder of Section 4, let G = (V,E)
be an arbitrary graph on n vertices and fix some integer m ∈ [n]. Furthermore, let (T,X ) be a tree
decomposition of G of width at most t−1 with T = (VT , ET ) and X = (Xi)i∈VT . Fix an arbitrary,
nonredundant path P = (VP , EP ) ⊆ T , denote by i0 and j0 the ends of P , and let r := w∗(P,X ).
Without loss of generality assume that i0 is a nonredundant end of P .
First, we introduce some notation and a vertex labeling that depends on the path P , similar
to the vertex labeling introduced in the proof of Lemma 5. For each node i ∈ VP , let Ti be the
component of T − EP that contains i and call i the root of Ti. Moreover, define R :=
⋃
i∈VP X
i
and note that |R| = rn. For each x ∈ R, let the path node of x be the node i ∈ VP closest to i0
with x ∈ Xi. Note that, as P is a path and i0 is one of its ends, such a node i is unique. For
every i ∈ VP , define
Ri :=
{
x ∈ Xi : i is the path node of x} .
Furthermore, let S := V \ R and, for each node i ∈ VP , let Si :=
⋃
j∈V (Ti)X
j \ R. Note that the
sets Ri depend on the choice of P and also the choice of i0. The sets Ri and the nodes on P both
correspond to the vertices in the path P in the proof of Lemma 6: Ri is a subset of the vertices
of G and VP is a set of nodes of T . Similarly, the vertex sets Si and the node sets V (Ti) \ {i} both
correspond to the sets T ′v in the proof of Lemma 6.
Proposition 14.
a) {Ri : i ∈ VP } ∪ {Si : i ∈ VP } is a partition of V .
b) Ri 6= ∅ for all i ∈ VP .
Proof.
a) Clearly, {Ri : i ∈ VP } is a partition of R and
⋃
i∈VP Si = S. Furthermore, property (T3’),
which can be found after Definition 9, implies that, for each x ∈ S, there is a unique i ∈ VP
such that x ∈ Xj only if j in Ti. Hence, {Si : i ∈ VP } is a partition of S.
b) This follows easily by using (T3’) and that P is nonredundant. 
For each vertex x ∈ S, we say that i ∈ VP is the path node of x if x ∈ Si. As the last proposition
implies that Si and Si′ are disjoint for distinct nodes i, i′ of P , every vertex x ∈ V has a unique
path node. When labeling the vertices of G with 1, 2, . . . , n, we say that the vertices in Y ⊆ V
receive consecutive labels if there are k, k′ ∈ [n] and a bijection between the labels used in Y and
the set {k, k+ 1, . . . , k′}. A P -labeling of G with respect to (T,X ) is a labeling of the vertices in V
with 1, 2, . . . , n so that
• for each node i ∈ VP , the vertices in Ri ∪ Si receive consecutive labels and the vertices in Ri
receive the largest labels among those, and
• for all nodes i, j ∈ VP with i 6= j, if i0 is closer to i than to j, then each vertex in Ri ∪ Si
has a smaller label than every vertex in Rj ∪ Sj .
Clearly, such a P -labeling always exists. From now on, fix a P -labeling of the vertices in G and
consider any number that differs from a label in [n] by a multiple of n to be the same as this
label. When we talk about labels and vertices, in particular when comparing them, we always
refer to the corresponding integer in [n]. For three vertices a, b, c ∈ V with a 6= c, we say that b
is between a and c if b = a, b = c, or if increasing a reaches b before c. If a = c, then b is
between a and c if b = a. For example, when n = 10, we say that 5 is between 1 and 7, and 9
is between 8 and 3. As in the proof of Lemma 5 define Nm(x) := x + m for every vertex x ∈ V .
Note that Nm : V → V is a bijection and hence its inverse function N−1m is well defined. For a
set Y ⊆ V , define Nm(Y ) := {Nm(y) : y ∈ Y } and N−1m (Y ) :=
{
N−1m (y) : y ∈ Y
}
.
For a node i ∈ VP \ {j0}, we say that j is the node after i on P if j ∈ VP is the neighbor of i
that comes after i when traversing P from i0 to j0. Similarly, in this case we say that i is the node
before j on P . Moreover, define i0 to be the node after j0 on P and j0 to be the node before i0
on P . The next proposition shows how a P -labeling can be used to find cuts of small width in
the corresponding graph. The analog in the case of a tree T˜ , whose vertices are labeled along a
path P˜ as in the proof of Lemma 6, would be that T˜ decomposes into disjoint parts when all edges
incident to a vertex of P˜ are removed.
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Figure 2. The cut (B,W ) in Case 1. If a set is colored black, all its vertices are in the set B,
if it is colored white, all its vertices are in the set W . The sets Ri and Rj can intersect B as
well as W .
Proposition 15. Let i be an arbitrary node in P , and denote by i− and i+ the nodes before and
after i on P , respectively. Let x− be the vertex with the largest label in Ri− and let x+ be the
vertex with the smallest label in Si+ ∪ Ri+ . Moreover, if i = i0 let V +P = VP \ {i0}, if i = j0
let V −P = VP \ {j0}, and otherwise let V −P and V +P be the node sets of the connected components
of P − i, that contain i− and i+, respectively. Removing from G the edges EG(i) decomposes G
into the following disjoint parts
• an isolated vertex for each v ∈ Ri,
• if Si 6= ∅, the part G[Si],
• if i 6= i0, the subgraph of G induced by
⋃
j∈V −P (Rj ∪ Sj) = {1, . . . , x
−}, and
• if i 6= j0, the subgraph of G induced by
⋃
j∈V +P (Rj ∪ Sj) = {x
+, . . . , n}.
We omit the proof of this proposition, as it is a direct consequence of Lemma 10. Observe
that it does not suffice to remove all edges that intersect with Ri instead of the edges in EG(i).
Note that Proposition 15 also implies that, for every vertex v ∈ R, the cut (B′,W ′) in G with
B′ := {1, 2, . . . , v} and W ′ := V \G cuts at most t∆(G) edges.
4.3. Case 1 in the Proof of Theorem 13. Suppose that there is an x ∈ R with Nm(x) ∈ R.
This case is similar to Case 1 in the proof of Lemma 6. Let B be the set of vertices between x+ 1
and Nm(x), W := V \B, and Z := ∅, see also Figure 2. In this figure as well as in the following fig-
ures, we will draw the path P in the tree T horizontally on the top and under each node i ∈ VP , the
set Ri will be visualized by a circle and the set Si will be visualized by a trapezoid. Clearly, |B| = m.
Let i and j be the path nodes of x and Nm(x), respectively. Applying Proposition 15 once with
node i and once with node j shows that eG(B,W ) ≤ eG(i) + eG(j) ≤ 2t∆(G).
4.4. Case 2 in the Proof of Theorem 13. Suppose that there is no x ∈ R with Nm(x) ∈ R.
Then, Nm(x) /∈ R and N−1m (x) /∈ R for every x ∈ R. Moreover, |R| = |Nm(R)| ≤ |V \R|, which
implies that |R| ≤ n/2 and hence
r = w∗(P,X ) = |R|
n
≤ 1
2
.(7)
4.4.1. Further Notation and Properties for Case 2. If i0 6= j0 and i0 is not a neighbor of j0 in T ,
then we denote by T+ the graph obtained from T by inserting the edge {i0, j0}. Otherwise we
define T+ := T . The next proposition presents two observations that are easy to deduce using
Proposition 14.
Proposition 16. In Case 2, the following statements hold:
a) For each i ∈ VP , there is a node j ∈ VP such that N−1m (Ri) ⊆ Sj and N−1m (Ri) ∩ Sj′ = ∅
for every j′ ∈ VP with j′ 6= j.
b) For each i ∈ VP , there is a node j ∈ VP such that Nm(Ri) ⊆ Sj and Nm(Ri) ∩ Sj′ = ∅ for
every j′ ∈ VP with j′ 6= j.
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ijP ib ib`
P bi
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. . . . . .
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P fi
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Figure 3. Notation in Case 2. a) A b-special node i ∈ VP and the sets U bi , P bi , and Hbi .
b) An f-special node i ∈ VP and the sets Ufi , P fi , and Hfi . In Part a) and b), the set Si and
its image under N−1m and Nm, respectively, are colored light gray. The sets Ri and Rj as well
as their images under N−1m and Nm, respectively, are colored dark gray.
Next, the notion of special vertices from the proof of Lemma 6 is extended to general graphs.
A node i ∈ VP is called b-special if the set Si contains a vertex x with N−1m (x) ∈ R. A node i ∈ VP
is called f-special if Si contains a vertex x with Nm(x) ∈ R. For every i ∈ VP , define
U bi := N
−1
m (Si) ∩R and Ufi := Nm(Si) ∩R,
as well as
P bi :=
{
j ∈ VP : Rj ⊆ U bi
}
and P fi :=
{
j ∈ VP : Rj ⊆ Ufi
}
.
Note that a node i ∈ VP is b-special if and only if U bi 6= ∅, and i ∈ VP is f-special if and only
if Ufi 6= ∅. See Figure 3 for a visualization of this and the next definitions. For each b-special i ∈ VP ,
let x be the smallest vertex in Si with N−1m (x) ∈ R and let ib be the path node of N−1m (x). Also,
for each b-special i ∈ VP , let y be the largest vertex in Si with N−1m (y) ∈ R and let ib` be the path
node of N−1m (y). (We use ` as in large, as Rib` contains N
−1
m (y).) Note that, if i is b-special, then
the nodes in P bi induce a path or a cycle in T+. If the nodes in P bi induce a path in T+, then
the ends of this path are ib and ib`, which is similar to the tree case. Similarly, for each f-special
node i ∈ VP , let x be the smallest vertex in Si with Nm(x) ∈ R and let if be the path node
of Nm(x). Also, let y be the largest vertex in Si with Nm(y) ∈ R and let if` be the path node
of Nm(y). Note that, if i is f-special, then the nodes in P
f
i induce a path or a cycle in T
+. If the
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nodes in P fi induce a path in T
+, then the ends of this path are if and if` . Furthermore, define
Hbi =
⋃
j∈P bi \{ib}
Sj and H
f
i =
⋃
j∈P fi \{if}
Sj
for each b-special and f-special i ∈ VP , respectively, and Hbi = ∅ for each i ∈ VP that is not
b-special as well as Hfi = ∅ for each i ∈ VP that is not f-special. The next propositions state some
properties about these sets as well as b-special and f-special nodes.
Proposition 17. In Case 2, the following statements hold:
a) For each i ∈ VP , there is a j ∈ VP such that Ri ⊆ U bj and Ri ∩ U bj′ = ∅ for every j′ ∈ VP
with j′ 6= j. For each i ∈ VP , there is a j ∈ VP such that Ri ⊆ Ufj and Ri ∩ Ufj′ = ∅ for
every j′ ∈ VP with j′ 6= j.
b) {U bi : i ∈ VP } is a partition of R and {Ufi : i ∈ VP } is a partition of R.
c) {P bi : i ∈ VP , i is b-special} is a partition of VP and
{P fi : i ∈ VP , i is f-special} is a partition of VP .
d) For all i ∈ VP , if i ∈ P bi then i = ib, and if i ∈ P fi then i = if .
e) Nm(U bi ∪Hbi ) ⊆ Si for all b-special i ∈ VP and N−1m (Ufi ∪Hfi ) ⊆ Si for all f-special i ∈ VP .
Proof.
a) Follows easily from Proposition 16.
b) Part a) implies that R =
⋃
i∈VP U
b
i =
⋃
i∈VP U
f
i , while R = ·
⋃
i∈VP Ri by Proposition 14a).
From these two, the statements follow.
c) First, recall that Proposition 14b) says that Ri 6= ∅ for all i ∈ VP . Furthermore, Part a)
implies that P bi 6= ∅ if and only if i is b-special, as well as P fi 6= ∅ if and only if i is f-special.
Now, the statement follows from Part a) and Part b).
d) Let i be an arbitrary node in P satisfying i ∈ P bi and recall that Rj 6= ∅ for all j ∈ VP by
Proposition 14b). Now, i must be b-special, because otherwise U bi = ∅ and also P bi = ∅.
Moreover, i ∈ P bi can only happen if Ri ⊆ U bi , i.e., Ri ⊆ N−1m (Si). Since Ri 6= ∅, the set Si
contains a vertex v such that N−1m (v) ∈ Ri. Hence, N−1m (w) is in Ri ∪ Si for every w ∈ Si,
which is smaller than v. Consequently, ib = i. The second part follows analogously.
e) Assume that i ∈ VP is b-special. Note that every vertex in U bi ∪ Hbi is between N−1m (x)
and N−1m (y), where x and y are the smallest and the largest vertex in Si with N−1m (x) ∈ R
and N−1m (y) ∈ R, respectively. Therefore, the first inclusion is satisfied. The second one
follows similarly. 
Proposition 18. In Case 2, the following statements hold:
a) For every b-special i ∈ VP , the node ib is f-special.
b) For every f-special i ∈ VP , the node if is b-special.
c) A node i ∈ VP is b-special if and only if there is an f-special node j ∈ VP such that i = jf .
d) A node i ∈ VP is f-special if and only if there is a b-special node j ∈ VP such that i = jb.
Proof.
a) Let i ∈ VP be an arbitrary b-special node and denote by j the node before i on P . By
Proposition 16a), there is a unique node h ∈ VP such that N−1m (Rj) ⊆ Sh. As Rj 6= ∅ by
Proposition 14b), the node h is f-special. As i is b-special, h must be ib.
b) Similar to a) by considering the node j before i on P and applying Proposition 16b) to Rj .
c) First, if there is an f-special node j ∈ VP such that i = jf , then Part b) shows that i is
b-special. Furthermore,
|{i ∈ VP : i is b-special}| =
∣∣{ib : i ∈ VP , i is b-special}∣∣
a)
≤ |{j ∈ VP : j is f-special}| =
∣∣{jf : j ∈ VP , j is f-special}∣∣
b)
≤ |{i ∈ VP : i is b-special}| ,
where the first equality holds because Proposition 17c) implies that ib 6= jb for two distinct
b-special nodes i, j ∈ VP and the second equality holds analogously. Now, both inequalities
must be equalities and the statement follows.
d) Analog to Part c). 
MINIMUM BISECTION AND RELATED CUT PROBLEMS 15
4.4.2. Accounting for Case 2. Proposition 18c) and d) imply∑
j∈VP :
j is f-special
∣∣Sjf ∣∣ = ∑
i∈VP :
i is b-special
|Si| and
∑
j∈VP :
j is b-special
∣∣Sjb ∣∣ = ∑
i∈VP :
i is f-special
|Si| .(8)
As U bi ⊆ R and Hbi ⊆ S are disjoint, and similarly Ufi and Hfi are disjoint, Proposition 17e) implies∣∣∣U bi ∣∣∣+ ∣∣∣Hbi ∣∣∣ ≤ ∣∣∣Si∣∣∣ and ∣∣∣Ufi ∣∣∣+ ∣∣∣Hfi ∣∣∣ ≤ ∣∣∣Si∣∣∣ for every i ∈ VP .(9)
Recall that w(P,X ) = |R| = rn and hence |S| = (1− r)n. Proposition 14a) and Proposition 17c)
imply that every vertex v ∈ S is in exactly one set Hbi ·∪ Sib for some b-special i ∈ VP and in
exactly one set Hfi ·∪ Sif for some f-special i ∈ VP . Therefore,
(1− r)n = |S| =
∑
i∈VP :
i is b-special
(∣∣Sib ∣∣+ ∣∣Hbi ∣∣) and(10)
(1− r)n = |S| =
∑
i∈VP :
i is f-special
(∣∣∣Sif ∣∣∣+ ∣∣∣Hfi ∣∣∣) .(11)
Furthermore, Proposition 17b) implies
rn = |R| =
∑
i∈VP :
i is b-special
∣∣U bi ∣∣ and rn = |R| = ∑
i∈VP :
i is f-special
∣∣∣Ufi ∣∣∣ .(12)
Now, Equations (10)-(12) imply∑
i∈VP :
i is b-special
(∣∣∣Sib ∣∣∣+ ∣∣∣Hbi ∣∣∣) + ∑
i∈VP :
i is f-special
(∣∣∣Sif ∣∣∣+ ∣∣∣Hfi ∣∣∣) = 2|S|
=
1− r
r
2|R| = 1− r
r
 ∑
i∈VP :
i is b-special
∣∣∣U bi ∣∣∣ + ∑
i∈VP :
i is f-special
∣∣∣Ufi ∣∣∣
 .
Now, we use (8) to rearrange the terms in the sums on the left side, so that both sums use |Si|
instead of |Sib | and |Sif |, respectively, and obtain
∑
i∈VP :
i is b-special
(∣∣∣Si∣∣∣+ ∣∣∣Hbi ∣∣∣) + ∑
i∈VP :
i is f-special
(∣∣∣Si∣∣∣+ ∣∣∣Hfi ∣∣∣) = 1− rr
 ∑
i∈VP :
i is b-special
∣∣∣U bi ∣∣∣ + ∑
i∈VP :
i is f-special
∣∣∣Ufi ∣∣∣
 .
As there is at least one b-special node i ∈ VP and at least one f-special node i ∈ VP in Case 2, the
following proposition is obtained, which is similar to (3) in the proof of Lemma 6.
Proposition 19. In Case 2, one of the following exists:
a) a b-special node i ∈ VP such that |Si|+ |Hbi | ≤
(
1
r − 1
) |U bi |, or
b) an f-special node i ∈ VP such that |Si|+ |Hfi | ≤
(
1
r − 1
) |Ufi |.
When constructing the cut in the next paragraphs, we treat the cases stated in the last propo-
sition separately.
4.4.3. Case 2a. There is a b-special node i ∈ VP such that |Si|+ |Hbi | ≤
(
1
r − 1
) |U bi |.
Replacing |Si| with (9), we deduce that |U bi |+ 2|Hbi | ≤
(
1
r − 1
) |U bi |, which implies∣∣U bi ∣∣+ ∣∣Hbi ∣∣ ≤ 12r ∣∣U bi ∣∣ .(13)
Let Z := U bi ·∪ Hbi , which satisfies Z 6= ∅ as i is b-special and hence U bi 6= ∅. Furthermore, Z
and Si are disjoint. Indeed, assume there is a vertex x ∈ Si ∩Z. As U bi ⊆ R, we have x ∈ Si ∩Hbi .
Due to Proposition 14a) this implies that i ∈ P bi and i 6= ib, which contradicts Proposition 17d).
Hence, Si and Z are disjoint and, with (9), it follows that |Z| ≤ n/2 as desired. For the tree
decomposition (T ′,X ′) of G[Z] required for Option 2 of Theorem 13, we can use the restriction
of (T,X ) to T ′ := T and G[Z], which is indeed a tree decomposition of G[Z] of width at most t−1.
Furthermore, define P ′ := P . Using that each vertex in U bi is in R ∩ Z and hence contributes to
the weight of P ′ with respect to X ′, we obtain that w(P ′,X ′) ≥ |U bi |. Using that |Z| ≤ |U bi |/(2r)
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Figure 4. Cut (B,W,Z) with B = B1 ∪B2 in Case 2a.
by (13), it follows that w∗(P ′,X ′) ≥ 2r. Contract edges of T ′ and P ′ accordingly to turn (T ′,X ′)
into a nonredundant tree decomposition without increasing its width and note that w∗(P ′,X ′) is
not decreased. Then P ′ is a nonredundant path in (T ′,X ′).
Next, we will define the set B for the cut (B,W,Z) in G, see also Figure 4. Let j be the node
before i on P . Let v be the largest vertex in Rib` and let w be the largest vertex in Rj . If v = w,
i.e., ib` = j, define B1 := ∅. Otherwise, define
B1 := {u ∈ V : u is between v + 1 and w}.
Let m˜ := m− |B1|. As Nm(v) is in Si, we know that |Si| ≥ m˜ ≥ 1. Let (T˜ , X˜ ) be the restriction
of (T,X ) to T˜ := T and G[Si], and define c := 1 − r1−r = 2 − 11−r , which satisfies 0 ≤ c < 1
because of (7). If c = 0, let B2 := ∅ and W2 := Si and note that the cut (B2,W2) in G[Si]
satisfies eG[Si](B2,W2) = 0 ≤ log(2/r) · t∆(G) and cm˜ ≤ |B2| ≤ m˜. Otherwise, apply Lemma 4
to G[Si] with the tree decomposition (T˜ , X˜ ), the size parameter m˜ = m− |B1|, and c to obtain a
cut (B2,W2) satisfying B2 ·∪ W2 = Si, and cm˜ ≤ |B2| ≤ m˜, as well as
eG[Si](B2,W2) ≤
⌈
log 1−rr
⌉
t∆(G) ≤
(
log 2(1−r)r
)
t∆(G) ≤ log ( 2r ) · t∆(G).(14)
Define B := B1 ∪B2. As B2 ⊆ Si, it contains no vertex from B1, and therefore
m− |B| = (m− |B1|)− |B2| ≤ m˜− cm˜ ≤ (1− c)|Si| = r1−r |Si| ≤ |U bi | ≤ |Z|,
where the second to last inequality holds by the hypothesis of Case 2a. So, |B| ≤ m ≤ |B| + |Z|
and the sets B and Z are disjoint by construction. Let W := V \ (B ·∪ Z).
To finish Case 2a, we need to determine the width of the cut (B,W,Z) in G. Applying Propo-
sition 15 with ib, ib`, and i shows that
EG(Z,B1, Si,W \W2) ⊆ EG(ib) ∪ EG(ib`) ∪ EG(i).
Using that B = B1 ·∪ B2 and Si = B2 ·∪ W2 as well as (14), we obtain
eG(Z,B,W ) ≤ 3t∆(G) + log
(
2
r
) · t∆(G) ≤ log ( 16r ) · t∆(G),
as desired.
4.4.4. Case 2b. There is an f-special node i ∈ VP such that |Si|+ |Hfi | ≤
(
1
r − 1
) |Ufi |.
This case is similar to Case 2a but not completely analogous as we cannot simply reverse the
labeling to obtain the situation of Case 2a, because this would violate the property that the vertices
in Rj receive the largest labels among all vertices in Rj ∪Sj for every j ∈ VP . Similarly to Case 2a,
we can replace |Si| in |Si| + |Hfi | ≤
(
1
r − 1
) |Ufi | with (9) and derive |Ufi | + |Hfi | ≤ |Ufi |/(2r).
Define Z := Ufi ·∪ Hfi and deduce analogously to Case 2a that Z 6= ∅ and |Z| ≤ n/2 as Si
and Z are disjoint. As in Case 2a, let (T ′,X ′) be the restriction of (T,X ) to T ′ := T and G[Z],
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Figure 5. Cut (B,W,Z) with B = B1 ∪B2 in Case 2b.
define P ′ := P , and contract edges of T ′ and P ′ such that (T ′,X ′) is nonredundant. Then P ′ is
nonredundant with respect to X ′ and w∗(P ′,X ′) ≥ |Ufi |/|Z| ≥ 2r.
Let w be the smallest vertex in Ri and let v be the smallest vertex in Rif . If w = v, i.e., if i = if ,
define B1 := ∅. Otherwise, define B1 := {u ∈ V : u is between w and v − 1}, see also Figure 5.
Let m˜ := m− |B1|. As N−1m (v) is in Si, we have |Si| ≥ m˜ ≥ 1. As in Case 2a, let c := 1− r1−r and
if c = 0, define B2 := ∅ and W2 := Si. Otherwise we apply Lemma 4 to G[Si] with parameters m˜
and c, to obtain a cut (B2,W2) with B2 ·∪ W2 = Si and cm˜ ≤ |B2| ≤ m˜. Defining B = B1 ∪ B2,
one can argue that |B| ≤ m ≤ |B| + |Z| and that B ∩ Z = ∅. Let W := V \ (B ∪ Z). Similarly
to Case 2a, Proposition 15 implies that EG(Si, B1, Z,W \W2) ⊆ EG(i) ∪ EG(if ) ∪ EG(if` ), which
together with the bound on eG[Si](B2,W2) from Lemma 4 gives the desired bound on the cut width
and completes the proof of Theorem 13.
5. Algorithms for Graphs with a Given Tree Decomposition
In this section, we present two algorithms that, when given a tree decomposition of a graph,
compute a bisection within the bound stated in Theorem 3. Section 5.1 discusses the preliminaries
for both algorithms and gives an overview on subroutines which are described in Appendix A.2.
Section 5.2 and Section 5.3 describe both implementations, where the second one runs in linear
time and is based on the first one, which is easier. The first implementation runs only for certain
tree decompositions in linear time. All algorithms are described in a concise way and the reader is
referred to [19] for a more detailed description.
5.1. Preliminaries for Both Implementations. Note that the algorithm in Theorem 3 re-
ceives a tree decomposition as input. In general, it is NP-hard to compute a tree decomposition
of minimum width [1], but for fixed k ∈ N there is an algorithm that, when given a graph G
with tw(G) ≤ k, computes a tree decomposition of width at most k in linear time [4]. For the im-
plementation we always assume that the input graph G satisfies V (G) = [n] for some integer n, and
that the clusters of the provided tree decomposition (T,X ) are given as unordered lists. Moreover,
we assume that T is given by its adjacency lists and that each node of T has a link pointing to
its cluster. In all implementations, we only use (T,X ) and not the graph G itself. However, when
explaining the ideas of the algorithm, we might still refer to the underlying graph G. Sets, and in
particular the set B of the desired bisection, are stored as unordered lists of vertices of G, unless
indicated otherwise. Therefore the union of two disjoint sets is a simple concatenation of lists and
takes constant time. Furthermore, our algorithms that compute a cut (B,W ) only output a list
of the vertices in B, as a list of the vertices in W can then be computed in O(n) time using the
assumption that the vertex set of G is [n]. Table 1 gives an overview on the subroutines, which
are used by both implementations.
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The algorithmic part of Theorem 3 is more involved than the algorithmic part of Theorem 1 as
we need to deal with the tree decomposition in an efficient way. First of all, only a tree decom-
position (T0,X0) of the input graph G0 is provided and, to reapply Theorem 13 to a subgraph G
of G0, a restriction (T,X ) of (T0,X0) to some suitable tree T and G needs to be computed. The
restriction (T,X ) can be computed in O(‖(T0,X0)‖) time, provided that we can determine in O(1)
time whether a vertex x ∈ V (G0) is in G. Observe that ‖(T,X )‖ ≤ ‖(T0,X0)‖, but we have no
control over the shrinkage of the size of the tree decomposition, even if we know that G has at
most half of the vertices of G0. The next proposition about nonredundant tree decompositions will
help us to control the size of the tree decomposition when reapplying Theorem 13 to construct a
bisection as in Section 4.1.
Proposition 20. For every graph G and every tree decomposition (T,X ) of G, the following holds.
a) If (T,X ) is nonredundant, then |V (T )| ≤ |V (G)|.
b) In O (‖(T,X )‖) time, one can transform (T,X ) into a nonredundant tree decomposi-
tion (T ′,X ′) such that ‖(T ′,X ′)‖ ≤ ‖(T,X )‖, r(T ′,X ′) ≥ r(T,X ), and the width of (T ′,X ′)
is at most the width of (T,X ).
A proof for Part a) of the last proposition can be found in [15] (see Fact 10.16). The proof
of Part b), except for the running time, which is discussed in Appendix A.2.1, is straightforward
when contracting edges of T . Moreover, an algorithm following the construction in Section 4 needs
to compute a heaviest path P and a corresponding labeling of the vertices, as stated in the next
lemmas, which are proved in Section A.2.2 and Section A.2.3.
Lemma 21. For every tree decomposition (T,X ), a heaviest path in T with respect to X can be
computed in O(‖(T,X )‖) time.
Lemma 22. Given a tree decomposition (T,X ) of a graph G = (V,E) and a path P ⊆ T , one
can compute a P -labeling of G with respect to (T,X ) in O(‖(T,X )‖) time. While doing so, we can
compute the following parameters (using the same notation as in Section 4.2):
• two integer arrays AL and AV , each of length n, so that for x ∈ V the entry AL[x] is the
label of vertex x and for k ∈ [n] the entry AV [k] is the vertex that received label k,
• a binary array AR of length n, so that for x ∈ V the entry AR[x] is one if and only if x ∈ R,
• an integer array AP of length n, so that for x ∈ V the entry AP [x] is the path node of x, and
• a list LP of the nodes on the path P in the order in which they occur when traversing P ,
including, for each i ∈ V (P ), a pointer to the root of Ti stored as an arborescence with root i.
Note that the arrays AL and AV allow us to convert vertex names of the input graph to labels
and vice versa in constant time. Therefore, in the following, we do not distinguish between vertex
names and labels, except when we modify the P -labeling in Section 5.3.
5.2. The First Implementation. Consider a tree decomposition (T,X ) of width t − 1 of an
arbitrary graph G on n vertices. The aim of this subsection is to describe an algorithm that
computes a bisection in G of width within the bound stated in Theorem 3 in O(‖(T,X )‖+nt) time.
First note that due to Proposition 20 we may assume that (T,X ) is nonredundant and then the
running time simplifies to O(nt). Assume that we can compute a cut (B,W,Z) with the properties
of Theorem 13 in O(‖(T,X )‖) time when given (T,X ), a path P ⊆ T , and an integer m ∈ [n].
Then it is easy to compute in O(nt) time a bisection in G with the properties in Theorem 3 by
following the construction from Section 4.1. Indeed, we can compute a heaviest path P in (T,X ),
apply Theorem 13 with the path P and m = bn/2c to obtain a cut (B,W,Z) in G. If |B| < m,
i.e., Option 2) in Theorem 13 occurred, we compute the restriction of (T,X ) to T and G[Z] to
Algorithm/Task Running Time Statement Implementation
Approximate cut (B,W ) O(‖(T,X )‖) Lemma 4 Appendix A.2.4
Restriction of (T,X ) to T ′ and G′ O(‖(T,X )‖) mentioned in Section 5.1
Make (T,X ) nonredundant O(‖(T,X )‖) Proposition 20b) Appendix A.2.1
Heaviest path in (T,X ) O(‖(T,X )‖) Lemma 21 Appendix A.2.2
P -labeling for a path P ⊆ T O(‖(T,X )‖) Lemma 22 Appendix A.2.3
Table 1. Overview on subroutines. Given a tree decomposition (T,X ) of an arbitrary graph
with vertex set [n] for some integer n, we describe subroutines for some tasks.
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obtain a tree decomposition (T ′,X ′) of G[Z], which we modify to be nonredundant. Then the
same procedure can be applied to (T ′,X ′) with parameter m′ = m−|B|. This is repeated until all
sets B together contain exactly m vertices. In one iteration, each of these steps takes O(‖(T,X )‖)
time, which is O(nt) time by Proposition 20a). Note that Theorem 13 requires a nonredundant
path P and that this is satisfied because every path in a nonredundant tree decomposition is
nonredundant. As Theorem 13 guarantees that the number of vertices shrinks by a factor of 1/2
from G to G[Z], this implies that a bisection of width within the bound of Theorem 3 can be
computed in O(nt) time when a nonredundant tree decomposition of G is provided as input.
So for the first implementation, it only remains to show how to implement the algorithm corre-
sponding to Theorem 13. Let G = (V,E) be a graph on n vertices, let (T,X ) be a nonredundant
tree decomposition of G of width t − 1, and let P ⊆ T be a path in (T,X ). Fix an m ∈ [n] and
define VT := V (T ), VP := V (P ), X := (Xi)i∈VT , and r := w∗(P,X ). Recall the construction from
Sections 4.2-4.4 and in particular the labeling as well as the sets R :=
⋃
i∈VP X
i and S := V \ R.
First, the algorithm computes a P -labeling of the vertices of G as well as the arrays AL, AV , AR,
and AP from Lemma 22, which takes O(‖(T,X )‖) time by Lemma 22. Using AR, the algorithm
can decide in O(n) time whether Case 1 of the proof of Theorem 13 applies, i.e., whether there is
a vertex x ∈ R with Nm(x) ∈ R. If Case 1 applies, then Z := ∅ and a list of the vertices in the
set B can be obtained from AV in O(n) time.
So from now on assume that Case 1 does not apply. Recall the definitions of the sets Si, U bi , U
f
i ,
Hbi , and H
f
i for i ∈ VP , as well as the notion of b-special and f-special nodes from Section 4.4.1.
First, the sets Si, U bi , U
f
i , H
b
i , and H
f
i are indexed by nodes of P and, as |VP | ≤ |VT | ≤ n by
Proposition 20a), there are at most n of each such sets. Since, for a fixed i ∈ VP , x ∈ Si if and
only if the path node of x is i and x 6∈ R, the sizes of all sets Si can be computed in O(n) time
by using the arrays AR and AP . Furthermore, consider an arbitrary x ∈ V and some node i ∈ VP .
Then, x ∈ U bi if and only if Nm(x) ∈ Si and x ∈ R. Hence, the sizes of all sets U bi can be
computed in O(n) time. While doing so, for each i ∈ VP , the algorithm keeps track of the smallest
vertex x ∈ Si with N−1m (x) ∈ R and the largest vertex y ∈ Si with N−1m (y) ∈ R, if there are any. If
such x and y exist, then Hbi is the set of vertices between N−1m (x) and N−1m (y), which are not in U bi ,
and if such x and y do not exist then Hbi = ∅ as i is not b-special in this case. Similarly, the sizes
of the sets Ufi and H
f
i for i ∈ VP can all together be computed in O(n) time. Now, the algorithm
checks for each node i ∈ VP whether it satisfies one of the properties stated in Proposition 19.
To do so, it uses that a node i ∈ VP is b-special if and only if U bi 6= ∅ and similarly for f-special.
Hence, such a node i ∈ VP can be found in O(n) time.
Assume the algorithm determined a node i ∈ VP with the property of Proposition 19a). So
the algorithm follows the construction described in Section 4.4.3. The case when i satisfies Propo-
sition 19b) is analogous. The set B1 can be read off the labeling in O(n) time. To obtain the
set B2, an approximate cut with m˜ := m − |B1| and c := 1 − r1−r is constructed in the subgraph
of G[Si]. In order to do so, a tree decomposition of G[Si], where the vertices of G[Si] are renamed
to 1, . . . , |Si|, is needed. The algorithm uses the restriction (T˜ , X˜ ) of (T,X ) to T and G[Si], which
can be obtained in O(‖(T,X )‖) time. While computing (T˜ , X˜ ), each vertex name is converted to
its label and AL[u]−1 is subtracted, where u is the vertex with the smallest label among all vertices
in Si. Then, the algorithm in Lemma 4 takes O(‖(T˜ , X˜ )‖) = O(‖(T,X )‖) time to compute B2.
Afterwards, the computation of B := B1 ·∪ B2 takes O(n) time as the vertex names in B2 need to
be converted back.
Next, the set Z := U bi ∪ Hbi is computed. To do so, note that Z is the set of vertices
between N−1m (x) and N−1m (y), where x and y are the smallest and the largest vertices in Si
with N−1m (x) ∈ R and N−1m (y) ∈ R, respectively, and that x and y have been computed ear-
lier. Hence, a list of the vertices in Z can be read off the labeling. Similar to the preparation for
the application of Lemma 4 to G[Si], the algorithm sets up a bijection, or it adjusts an existing
bijection, so that the vertices of G[Z] are 1, . . . , |Z| after applying the bijection. This takes O(n)
time. When discussing the implementation of the subroutines, e.g., computing an approximate cut
in Appendix A.2.4 and computing a heaviest path in Appendix A.2.2, it will become clear that
these subroutines require the underlying graph G˜ to satisfy V (G˜) = [n˜] for some integer n˜. Using
the same arrays in all recursive calls with a single initialization in the beginning, one can avoid the
relabeling while keeping the same running time.
All in all, each step of the procedure takes O(n) time, except the computation of the P -labeling
as well as the application of Lemma 4, that each takes O(‖(T,X )‖) time. Using that (T,X ) is
nonredundant, the desired running time follows.
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5.3. The Second Implementation. Consider a tree decomposition (T,X ) of width t − 1 of a
graph G on n vertices. Note that the running time O(‖(T,X )‖ + nt) of the first implementation
in Section 5.2 is not necessarily linear in the input size, e.g., if t is not constant and (T,X )
has only few clusters of size θ(t). Here we describe an algorithm that computes a bisection of
width within the bound of Theorem 3 in O(‖(T,X )‖) time. The first implementation might not
run in O(‖(T,X )‖) time for the following reason: Computing a heaviest path and making a tree
decomposition nonredundant both require to go through the entire current tree decomposition,
whose size might not shrink in the same ratio as the number of vertices of the current graph does,
and therefore each take Θ(‖(T,X )‖) time. So, in order to compute a bisection in O(‖(T,X )‖) time,
we cannot do this before every application of Theorem 13. Therefore, in the second implementation,
we make the tree decomposition nonredundant and compute a heaviest path P only once in the
beginning. For the second and later applications of Theorem 13, we reuse a piece of P and adjust
the arrays of Lemma 22 so that a tree decomposition is only needed for the application of the
approximate cut from Lemma 4. We apply Lemma 4 in such a way that we only need a small part
of T , and this part of the tree decomposition can be obtained by computing a restriction of the
initial input tree decomposition. All in all, we do not need to carry along a tree decomposition of
the current graph and, in all applications of Lemma 4 together, we only traverse once the initial
tree decomposition. This is made precise with the next lemma, which is an algorithmic version
of Theorem 13. For the statement of the lemma and for the remaining subsection, consider an
arbitrary graph G0 on n0 vertices with V (G0) = [n0] and a tree decomposition (T0,X0) of G0 of
width at most t− 1 and with X0 = (Xi0)i∈V (T0). Due to Proposition 20b), we may assume without
loss of generality that (T0,X0) is nonredundant. We refer to the arrays and the list in Lemma 22
as the set of P -parameters. As the set of P -parameters will be modified in each iteration, it is
convenient that the arrays AL, AR, and AP have length n0 and refer to the original name of each
vertex in G0, even if we consider a graph G ⊆ G0 on n < n0 vertices. Only the array AV will be
indexed by [n]. In particular, compared to the description of the first implementation, we do not
set up a bijection that renames the vertices of G to 1, . . . , n. Entries of AL, AR, and AP that refer
to vertices not in G can be anything. A list of the vertices of G can be read off the array AV .
Lemma 23. Let G ⊆ G0 be a graph on n vertices, m ∈ [n], and let T be a tree with V (T ) ⊆ V (T0)
such that the restriction (T,X ) of (T0,X0) to T and G is a tree decomposition of G, and let P ⊆ T
be a nonredundant path. There is an algorithm that receives m, the set of P -parameters for G with
respect to (T,X ), and (T0,X0) as input and computes a list of the vertices in B of a cut (B,W,Z)
in G that satisfies one of the following properties:
1) |B| = m, Z = ∅, eG(B,W ) ≤ 2t∆(G), and the algorithm takes O(n) time, or
2) |B| ≤ m ≤ |B| + |Z| with 0 < |Z| ≤ n/2, eG(B,W,Z) ≤ t∆(G) log(16/w∗(P,X )), and
there is a tree T ′ with V (T ′) ⊆ V (T ) such that the restriction (T ′,X ′) of (T0,X0) to T ′
and G[Z] is a tree decomposition of G[Z], and T ′ contains a nonredundant path P ′ that sat-
isfies w∗(P ′,X ′) ≥ 2w∗(P,X ). In this case, the algorithm modifies the set of P -parameters
to be the set of P ′-parameters for G[Z] and takes O
(
n+
∑
i∈V (T )\V (T ′) |Xi0|
)
time.
Note that the last theorem implies Theorem 13. Therefore, the following algorithm will compute
a bisection within the bound of Theorem 3. First, a heaviest path P0 in (T0,X0), and the set of
P0-parameters is computed, which takes O(‖(T0,X0)‖) time, due to Lemma 21 and Lemma 22. As
we assumed that (T0,X0) is nonredundant, P0 is nonredundant. Now, the algorithm in Lemma 23
is applied to G = G0 with T = T0, P = P0, and m = bn0/2c. If the computed set B contains
less than m vertices, the algorithm in Lemma 23 is reapplied to G′ := G[Z] with the path P ′ and
the tree T ′, in the same way as Theorem 13 was reapplied when proving Theorem 12. Using that
in each application of Theorem 13 a different piece of the tree decomposition (T0,X0) is used and
that n shrinks by a factor of at least 1/2 in each round, the desired linear running time can be
derived.
Proof of Lemma 23. Let G, n, m, (T,X ), and P , be as in Lemma 23, let X = (Xi)i∈V (T ), de-
fine V = V (G), VT = V (T ), VP = V (P ), r = w∗(P,X ), and let AL, AV , AR, AP , and LP
be the arrays and the list from the set of P -parameters for G. Recall the sets R =
⋃
i∈VP X
i
and S = V \ R from Section 4.2. Unless indicated otherwise, the algorithm follows the construc-
tion from Sections 4.2-4.4. First, the algorithm checks whether Case 1 of the proof of Theorem 13
applies, i.e., whether there is a vertex v ∈ R with Nm(v) ∈ R. Similarly to the first implementation,
this can be done in O(n) time, except that the algorithm goes through the array AV to obtain a
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list of all vertices in G and then uses AR to determine a list of vertices in R, as going through the
entire array AR, which has length n0, might take too long. If Case 1 applies, then the set B can
be read off the labeling and the algorithm takes O(n) time. So from now on, assume that Case 1
does not apply. By Proposition 14, we have |VP | ≤ n. Similarly to the first implementation, the
algorithm can compute the sizes of the sets |Si|, |U bi |, |Hbi |, |Ufi |, and |Hfi | for all i ∈ VP , as well
as a node i ∈ VP with the property of Proposition 19 in O(n) time. It uses the same trick as above
to obtain a list of all vertices in R without going through the entire array AR.
Assume the algorithm determined a node i ∈ VP with the property of Proposition 19a), so it
follows the construction described in Section 4.4.3. The case when i satisfies Proposition 19b) is
analogous. As in the first implementation, the set B1 can be read off the labeling in O(n) time.
To obtain the set B2, Lemma 4 is applied to G[Si] with parameters m˜ = m−|B1| and c = 1− r1−r .
This requires a tree decomposition (T˜ , X˜ ) of G[Si], which can be obtained in a similar way as in
the first implementation, i.e., by restricting (T,X ) to T and G[Si]. As v ∈ Si implies that v 6∈ Xi,
all non-empty clusters of X˜ belong to nodes in V (Ti) \ {i}. Hence, it suffices to use T˜ := Ti
and to compute only the clusters for all h ∈ V (Ti) \ {i}. The tree Ti is available from the set of
P -parameters, but the clusters X are not stored. However, the algorithm can use the clusters X0
as the restriction of (T0,X0) to T˜ and G[Si] is identical to the restriction of (T,X ) to T˜ and G[Si].
So, computing the restriction takes O(∑h∈V (Ti)\{i} |Xh0 |) time, as for x ∈ V (G0) we have x ∈ V if
and only if AL[x] ∈ [n] and AV [AL[x]] = x, and similar techniques as in the first implementation
can be applied for checking whether v ∈ Si for some v ∈ V . While doing so, the vertices in X˜
can be renamed to 1, . . . , |Si|, which is required for the algorithm in Lemma 4. The algorithm in
Lemma 4 takes O(‖(T˜ , X˜ )‖) = O(∑h∈V (Ti)\{i} |Xh0 |) time and outputs the set B2.
Next, we define the path P ′ and the tree T ′ for the tree decomposition (T ′,X ′) of G[Z],
where Z := U bi ∪ Hbi . Note that T ′ does not need to be computed, but the algorithm com-
putes the set of P ′-parameters, which depends on T ′. Recall that the ends of P were denoted
by i0 and j0, and recall the definition of the set P bi and the nodes ib and ib` from Section 4.4.1.
Let HT be the subgraph of T that is induced by P bi and the nodes of Th for all h ∈ P bi \ {ib}. If P bi
induces a connected subgraph in T , then define T ′ := HT and i′0 := ib. Otherwise P bi induces two
paths in T , one with ends ib and j0 and the other with ends i0 and ib`, and we define T
′ to be the
tree obtained from HT by adding the edge {ib`, ib} as well as i′0 := i0. Furthermore, let P ′ be the
path T ′[P bi ]. Denote by (T ′,X ′) the restriction of (T,X ) to T ′ and G[Z] and note that (T ′,X ′) is
also the restriction of (T0,X0) to T ′ and G[Z]. In Appendix A.1, we show that (T ′,X ′) is indeed
a tree decomposition of the graph G′.
We proceed with the discussion of the relative weight of the path P ′ and the set of P ′-parameters
both with respect to X ′. Consider a P ′-labeling of the vertices in G[Z] with respect to the end i′0
and note that for all i ∈ V (P ′) the sets Ri will be the same as in the P -labeling. Therefore, P ′ is
nonredundant, w(P ′,X ′) = |U bi |, and w∗(P ′,X ′) ≥ 2r because (13) implies |Z| ≤ |U bi |/(2r). Before
adjusting the set of P -parameters, a list LZ of the vertices in the set Z is computed, which can be
done similarly to the first implementation, in O(n) time. Recall that the vertices in Z are collected
in increasing order of their labels, except for possibly one jump from n to 1, which can be eliminated.
To obtain the new labeling, the algorithm goes through LZ and labels the vertices encountered
with 1, . . . , |Z|, adjusting the arrays AL and AV accordingly, which takes O(|Z|) = O(n) time. As
the arrays AR and AP refer to the original vertex names used in the graph G0, they do not need
to be adjusted. To obtain LP ′ from LP , the algorithm traverses LZ , marks all path nodes of the
vertices in Z, and deletes the non-marked nodes from LP . As the vertices in Z are ordered, this
takes O(|Z|+ |VP |) = O(n) time. Last but not least, the tree Ti′0 is modified to consist only of the
node i′0, which is easy to locate as it is the path-node of the first vertex in LZ .
All in all, each step takes O(n) time, except computing the tree decomposition (T˜ , X˜ ) and the
application of Lemma 4, which each takes O
(∑
h∈V (Ti)\{i} |Xh0 |
)
time. As T ′ contains no node
of V (Ti) \ {i} due to Proposition 17d), the desired running time is achieved. 
Appendix A. Omitted Proofs
A.1. Omitted Part in the Proof of Lemma 23. In the proof of Lemma 23, the pair (T ′,X ′)
was defined. Here we show that (T ′,X ′) is indeed a tree decomposition of the graph G[Z]. To show
that (T ′,X ′) is a tree decomposition of G[Z], we use (T1), (T2), (T3), and (T3’) to refer to the
properties of tree decompositions in and after Definition 9. As Rj ⊆ Xj and Sj ⊆
⋃
h∈V (Tj)X
h,
the pair (T ′,X ′) satisfies (T1).
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To show that (T2) is satisfied, let {x, y} be an arbitrary edge of G[Z]. If x 6∈ R then let hx be
the path-node of x and note that
Ix :=
{
h ∈ VT : x ∈ Xh
} ⊆ Thx \ {hx} ⊆ V (T ′),
as (T,X ) satisfies (T3’). Since (T,X ) satisfies (T2), there is an h ∈ Ix with y ∈ Xh and
hence (T2) is satisfied for the edge {x, y}. If y 6∈ R, it follows analogously that (T2) is satisfied
for the edge {x, y}. So assume that x ∈ R and y ∈ R. Denote by hx and hy the path nodes
of x and y, respectively, and note that x ∈ Xhx and hx ∈ V (P ′) and similarly for y and hy.
If hx = hy then (T2) is satisfied for {x, y}. So assume that hx 6= hy and without loss of generality
that hx is encountered before hy when traversing P from i0 to j0. Note that y 6∈ Xh for all h that
appear on P before hy. Therefore, x ∈ Xhy as (T,X ) satisfies (T2) and (T3’), and hence (T ′,X ′)
satisfies (T2) for {x, y}.
Clearly, (T3) is satisfied when T ′ ⊆ T . So assume that T ′ 6⊆ T . Then, the only edge in T ′ that
is not in T is the edge e := {ib`, ib}. As the unique ib`, ib-path in T uses no edge in T ′, it follows
that (T ′,X ′) satisfies (T3).
A.2. Implementation of Subroutines. In what follows, consider a tree decomposition (T,X )
with T = (VT , ET ) and X = (Xi)i∈VT of a graph G = (V,E) with V = [n], and define nT := |VT |.
All procedures receive only (T,X ) and are based on a depth-first search in the tree T . To describe
the adaptations needed in these procedures, we adopt the traditional notation used, for instance,
by Cormen et al. [5], of coloring the nodes of the tree white (undiscovered), gray (discovered but
not finished), and black (finished) during the traversal, and also the predecessor function, stored
in an array pi, the discovery time, stored in an array d, where pi and d are both of length nT .
Furthermore, (T1), (T2), (T3), and (T3’) are used to refer to the properties of tree decompositions
in and after Definition 9.
A.2.1. Making a Tree Decomposition Nonredundant: Proof of Proposition 20b). Here we show
that (T,X ) can be made nonredundant in O(‖(T,X )‖) time by contracting edges of T one by one.
More precisely, an edge {i, j} of T is contracted if Xi ⊆ Xj , and Xj is the cluster of the resulting
node. If the resulting node is also called j and its cluster is Xj , then we say i is contracted into j.
Clearly, this satisfies all properties needed for Proposition 20b).
The algorithm starts a depth-first search at an arbitrary node r of T and uses an additional
array dG of length n to store the discovery time of the vertices of G. Initially all entries of dG are
undefined. When i ∈ VT turns gray, i.e., when it is discovered, the algorithm computes ni := |Xi|,
and the number ci of vertices in Xi which have their discovery time in dG already defined. For i 6= r
we have ci = |Xi ∩Xpi(i)| due to (T3’). If i 6= r and ci = ni then Xi ⊆ Xpi[i] and the algorithm
contracts i into pi[i]. If i 6= r, ci 6= ni, and ci = npi[i], then Xpi[i] ⊆ Xi and the algorithm
contracts pi[i] into i and sets dG[x] = d[pi[i]] for every x ∈ Xi with undefined dG[x]. If i = r
or none of the above happens, then the algorithm sets dG[x] = d[i] for all x ∈ Xi with dG[x]
undefined. In any case the depth-first search proceeds on the modified tree. To contract i into pi[i],
the algorithm removes pi[i] from the adjacency list of i and vice versa. Then it concatenates the
adjacency lists of i and pi[i] to obtain the new adjacency list of pi[i], updates the corresponding
entries of pi, exchanges i and pi[i] in the adjacency list of each neighbor of i (except in the adjacency
list of pi[i]), and deletes the node i from T . To contract pi[i] into i, the algorithm exchanges the
links to the clusters of pi[i] and i, updates npi[i] to ni as well as d[pi[i]] to d[i], and then proceeds as
when contracting i into pi[i]. It is easy to check that the final tree decomposition is a nonredundant
tree decomposition of G.
Next we discuss the running time of the algorithm. The contraction of an edge {i, pi[i]} takes time
proportional to degT (i), when using linked lists, because then it suffices to go through the adjacency
list of i to find pi[i] and to update all adjacency lists of neighbors of i without going through them.
Therefore, each original adjacency list is traversed at most once and a modified adjacency list
is never traversed. So, in total, all traversals done while contracting an edge take O(nT ) time.
Also, each cluster of the initial tree decomposition is traversed at most twice when its node is
discovered. Disregarding the time of these traversals, the depth-first search itself is a search of
the final decomposition tree, plus constant time per removed node. So the overall running time is
proportional to the size of the input tree decomposition.
A.2.2. Computing a Heaviest Path: Proof of Lemma 21. Here we present an adaptation of a well-
known procedure to compute a longest path in a weighted tree [13]. Using a depth-first search in T
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that starts at an arbitrary node r, the algorithm computes for every i ∈ VT , when i turns gray, the
value w(r, i) := |⋃j∈V (Q)Xj |, where Q is the unique r,i-path in T . For r, we have w(r, r) = |Xr|
and, for i 6= r, we have w(r, i) = w(r, pi[i]) + |Xi| − ci with ci = |Xi ∩Xpi[i]|, due to (T3’), where ci
can be computed as in Section A.2.1. While doing so, a node s such that w(r, s) is maximum
among all nodes of T is recorded. Then, the algorithm does a second depth-first search on T that
starts at s and computes a node t such that w(s, t) is maximum among all nodes of T . One can
show that the unique s,t-path in T is a heaviest path in T with respect to X . The running time
of this procedure is O(‖(T,X )‖) as the traversals of T take O(nT ) time each and the computation
of w(r, i) and w(s, i) for all i ∈ VT both traverse each cluster in X once.
A.2.3. Computing a P -labeling: Proof of Lemma 22. Let P = (VP , EP ) ⊆ T be an arbitrary path
and recall the arrays AL, AV , AR, and AP , as well as the list LP from Lemma 22. First, the
algorithm initializes all arrays with zeros. Then, it computes the list LP including the trees Ti
for all i in LP and sets all entries of AR to one that correspond to vertices in R =
⋃
i∈VP X
i,
which takes O(‖(T,X )‖) time. Next, the algorithm traverses LP and, for each i in LP , it traverses
the tree Ti with a depth-first search, where each node is processed when it turns black. When
processing i ∈ VP , the algorithm labels all unlabeled vertices in Xi, i.e., fills in the corresponding
entries in AL and AV , and when processing i 6∈ VP it labels all unlabelled vertices in Xi \R. While
doing so, the algorithm also fills in the array AP . The processing time of i ∈ VT is proportional
to Xi as the array AR can be used to check whether a vertex v is in R. The overall running time
of the procedure is O(‖(T,X )‖).
A.2.4. Computing an Approximate Cut: Implementation of Algorithm 1. In this subsection we
present the algorithmic part of the proof of Lemma 4, i.e., how to implement Algorithm 1. In the
following, all line numbers refer to Algorithm 1. Recall the definition of yi and y˜i for i in VT . To
compute these values according to (4) in Section 3.2, the algorithm starts a depth-first search in T
at the node r selected in Line 1. When a node i turns gray, the algorithm computes ni := |Xi|
and, if i 6= r, also ci := |Xi ∩ Xpi[i]|, as done in Section A.2.1. When a node i turns black, the
algorithm computes yi =
∑
j child of i y˜j + ni and, if i 6= r, also y˜i, which equals yi − ci by (T3’).
Therefore, Lines 1-2 take O(‖(T,X )‖) time.
Before starting the outer while loop, the algorithm sorts the children of each node in order
to satisfy the property in Line 5. This is more efficient when all lists are sorted together in one
application of Counting Sort [5], which can be applied as y˜j ∈ [n] for all j ∈ VT . Each cell carries
along a pointer to what list it belongs, so that the algorithm can obtain the separated sorted lists
in a way similar to the inverse of the merge step of mergesort. As the number of values to be
sorted is at most
∑
i∈VT degT (i) ≤ 2nT , the sorting takes O(nT + n) time.
This algorithm stores the set B as a binary array AB , which is initialized with zeros in Line 3.
This takes O(n) time and is possible because of the assumption that [n] is the vertex set of G.
Every time Line 7 is executed, the set
⋃`
h=1 Y˜
jh is added to B, where jh is a child of the current
node i for h ∈ [`]. To do so, for each h ∈ [`], the algorithm goes through the subtree of T rooted
at jh and sets the entries of all vertices in the clusters of the nodes discovered there to one, and
afterwards, the algorithm sets the values of AB that correspond to vertices in Xi back to zero .
This works due to (iv) in Section 3.2. In Line 13, the node i is never reset to a descendant of a
node j for which the set Y˜ j was added to B, hence each cluster in X is traversed at most once in
this process. Other than in Line 7, the set B is only modified in Line 9, where the set Z can be
computed greedily by going through the list Xi. Hence, all modifications on the array AB together
take at most O(n+ ‖(T,X )‖) time, during the entire execution of Algorithm 1.
Recall from Section 3.2 that, in the inner while loop, the node i is reset to a descendant of
one of its children. Therefore, at most O(nT ) time is needed for the inner while loop during the
entire algorithm. Excluding the inner while loop and all modifications on the set B, the time
needed for Lines 5-16 during the entire algorithm is O(nT ). Consequently, the overall running
time is O(n+ nT + ‖(T,X )‖) = O(‖(T,X )‖) by (T1).
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