This paper proposes a method to control texture resolution for rendering large-scale 3D urban maps. Since on the 3D maps texture data generally tend to be far larger than geometry information such as vertices and triangles, it is more effective to reduce the texture by exploiting the LOD (Level of Detail) in order to decrease whole data size. For this purpose, we propose a new method to control the resolution of the texture. In our method we classify the textures to four classes based on their salient features. The appropriate texture resolutions are decided based on the classification resulsts, their rendered sizes on a display, and their level of importance. We verify the validity of our texture classification algorithm by applying it to the large-scale 3D urban map rendering.
Introduction
Three-dimensional urban maps (3D map) have a variety of applications such as navigation systems and disaster management and simulations of urban planning. As the technology that acquires 3D range data and models of cities from the real world has advanced [1] [2] [3] [4] , more sophisticated visualization of photo-realistic 3D map is becoming available.
In general the 3D map has geometry information of 3D meshes and texture images. Since the amount of the data is huge, its data size often becomes a problem when it is treated in devices including PCs, car-navigation systems, and portable devices. Therefore, the reduction in the volume of data becomes important to make the 3D map applications user friendly.
Many methods on the LOD control of general 3D models have been proposed so far [5] [6] [7] . Moreover there exist some visualization techniques [7] [8] [9] [10] [11] [12] of terrain data that express the surfaces of a ground with geographical features like mountain district. While these conventional methods assume that a single model is locally smooth and consists of topological manifold that contains a large number of meshes, the city model consists chiefly of buildings. Since the data in the 3D map mostly consist of many small, already simplified meshes (like buildings made of some cuboids), these simplification methods cannot be applied to it. Although some methods on modeling and rendering of the 3D maps have been already proposed [13] [14] [15] , there exist few methods concerning the reduction of the texture data for the 3D map. In the 3D map, the proportion of the total amount of texture data tends to be much higher than that of geometrical information such as vertices and triangles. For example, in the 3D map we use for a simulation ( Figure 10 ) the whole size of the textures is 461 MBytes in JPEG format, while the geometry information has only 15 MBytes in gzipped VRML. It means that the LOD of the texture has a capability of effectively reducing the whole data size rather than the LOD of the geometry. For this purpose, we propose the technique for controlling the resolution of the texture. Wang et al. [16] propose a method to detect the repetition of content in the textures to reduce storage and required memory. In this paper we focus on urban map rendering from a ground level (as shown in Figure 11 ) rather than bird's eye view. These systems can be used in car-navigation and human-navigation systems.
In the following sections, we describe the overview of our rendering system with consideration of the level of texture importance. In Section 3, we propose our classification method based on K-Nearest Neighbor approach. Then we 2 EURASIP Journal on Image and Video Processing show some experimental results to verify the validity of our classification method in Section 4. In Section 5 we summarize the strength of our method.
Proposed Method
2.1. Outline. Our 3D map is composed of simplified polygonal meshes (as shown in Figure 3 ) and textures mapped on the meshes. The textures are made of photographs of real scenes.
In order to reduce rendering cost, it is an efficient stategy that only visible data from a user's viewpoint are loaded and rendered. To implement this, we introduce a representative viewpoint (RV), which is a discrete point in the 3D map used for a reference point of rendering. In our rendering system, we spread RVs all over the map in advance. Using the Z-buffer algorithm, visible objects from each RV are determined. When rendering, we first find the RV closest to a current viewpoint of a user. The objects seen from the RV on the map are found, and then only the visible objects from it are rendered.
To further reuduce the rendering cost, we introduce a method to determine an appropriate resolution for texture. In the framework of our rendering system, first of all, a set of images at multiple resolutions is prepared for all the texture images beforehand. Our strategy is that an appropriate resolution is found for each texture, and the texture at the resolution is loaded. The appropriate resolution is determined for each texture image by two criteria "Level" and "Class". The former considers a look from a specific viewpoint, and the latter evaluates importance of the texture, which we will explain in Section 3. The entire algorithm is depicted in Figure 1 .
Note that in our setting, different types of objects are separately saved to different image files, for example, no image includes a billboard and a window simultaneously. Since our classification is done for images directly, the algorithm would fail for images that simultaneously contain objects to be classified to different classes.
Selection of Representative
Viewpoints. In this step we select the representative viewpoints (RVs) on the 3D map. In our framework, we suppose that a user walks on a street of the 3D map. Only rendering from a ground level is considered. Although to make the points equally spaced in the map, one has to define them based on the geometrical form of terrain data, we adopt the following simple procedure to reduce its computational complexity, as we assume the terrain associated with the map is flat.
To select the RVs, the entire map is divided into rectangle areas, and then we set the points on the grids as candidates for the RVs. Figure 2 shows an example of the RVs (note that in actual cases the distance between the lattice points is shorter, and the points are more densely located).
Next, the points in the area thought to be paths when the user actually walks through in the 3D map are selected as the RVs from the candidates on the lattice points in Figure 2 . This is done simply by excluding the candidate points in high places such as the tops of the buildings.
Determination of Visible Objects.
A set of the objects that are visible from each of the RVs are determined by using the Z-buffer algorithm [17] . The accuracy of the determination depends on the resolution of the Z-buffer. Increasing the resolution, both of the accuracy and the computational cost increase, and vice versa. We have determined the resolution of the buffer by trial and error. Note that one needs to do this processing to a 3D map only once as preprocessing. For example, Figure 3 depicts the objects judged as "visible" from the RV denoted by the sphere in the middle. The determination is done for all the RVs, and we store the indices of the objects in a list.
Texture Resolution.
In general there is a trade-off between the quality of the texture and its computational cost to load and render it. It is necessary to find an appropriate resolution of the texture that maintains an adequate image quality and low computational cost in order to enhance the efficiency in rendering the 3D map. The determination of the resolution is done for all the textures on the visible objects from each RV. Our previous work [18] defines the "Level" of the importance for each texture, and then based on the level we select an appropriate resolution for the texture among several resolutions prepared in advance. We determine the level by two criteria: (1) the size of the texture on a display and (2) the "look" of the texture. The size of the rendered texture is decided by the following three elements.
(i) The distance d between the RV and the surface where the textures are mapped.
(ii) The area S of the texture in the 3D map.
(iii) The number of repeats r.
The distance d can be found by the barycentric coordinates of the surface where the texture is mapped and the xyz coordinates of the RV. When the surface is slant to the RV, the area of the texture is narrower than the one seen from the front. To take this into account, we first consider a virtual plane P that is perpendicular to the line connecting center of the plane and the RV. The area S in the new surface made by projecting each vertex of the surface, where the texture is mapped, to the plane P is calculated. Sometimes one texture is repeatedly mapped on a large surface. The number of the repeats r can be found by the texture coordinate (s, t). Finally the size of the texture is estimated by using d, S, and r.
The "look" of the texture is evaluated by (1) the ratio of sharp edges in the texture and (2) the number of colors used in the texture. As for texture with sharp edges, one can easily identify what it is due to its recognizable feature in a real scene and is often used as markers in some applications such as a navigation system. Thus in our framework, we consider that such a texture has high level of importance. Conversely, for a texture without sharp edges the level of importance is considered low and low resolution is enough to express such texture. To distinguish these types of images, we first introduce the ratio of sharp edges. To actually evaluate the edges, first we calculate the intensity Y from RGB values:
Then, the edges are detected by applying the Laplacian filter to Y . Two thresholds t l and t s (t s < t l ) are prepared, and the number of pixels whose absolute values exceed each of the thresholds is counted. Denoting, the numbers of pixels that exceed t l and t s as c(t l ) and c(t s ) respectively, the ratio of the sharp edges R e is given by
The threshold t l is used for saliency detection and t s control a weight on images with smooth background. Of course the two thresholds affect the performance of the algorithm, for example, the smaller t s put more weights on images with flat background. However the thresholds do not sensitively affect a final result. We choose these thresholds by trial and error.
Next we consider the colors of the texture. In this method, the texture composed of the wide variety of colors is considered as "less important" texture, since in many applications including the navigation system, too complex information seldom plays an important role, and it is even unrecognizable from a distance. To evaluate the color complexity, we use the variance σ 2 of the RGB histograms. Note that as each bin of the histogram means its frequency, a low variance indicates that the texture contains a wide variety of colors and a small number of colors mean a high variance.
Finally we simply combine the measures
where β is a normalization factor. We use this V for judging the level of importance of the texture.
Texture Classification
In the previous section, we define the value V that is obtained from the display size and the features of the texture. In our previous report [18] , one of the multiple resolutions is assigned according to V of each texture, when actually rendering the 3D map. In the system of [18] , we prepare four levels of the textures, which are simply created by reducing the resolution of an original texture by 1/2, 1/4, 1/8. However with this method, salient texture such as road traffic signs and unremarkable texture like the walls of buildings are treated similarly. To address the problem, we introduce a new LOD control based on the texture classification. We make it possible to control the resolution more reasonably based on image features by classifying the texture into some classes, and then changing the reduction ratio based on the classes. By using this method it becomes possible to make the resolution of the image in one class smaller than the one in an other class even if it has larger V in (3).
Definition of Class.
We first define some classes. Figure 4 shows some examples of the textures that are often used for walls of buildings. These textures mainly have soft edges, and their colors are apt to be saturated. As these types of textures have simple patterns, they rarely have remarkable meaning like letters and marks. Therefore a low resolution is often enough to maintain its visual quality in the 3D map.
On the other hand, the textures with sharp edges and vivid colors shown in Figure 5 , unlike in Figure 4 , have salient features, and often contain important information. They are often used as landmarks in the application of navigation system. Moreover, a human easily perceives blurring and ringing artifacts when the texture is rendered at a low resolution, which results in a decrease of visual quality. Thus a higher resolution should be allocated for this kind of the textures.
The texture that contains some sharp and soft edges simultaneously like in Figure 6 is located between those in Figures 4 and 5 . In other words they are less simple than those in Figure 4 but also less significant than those in Figure 5 . The low resolution display will somewhat decrease the quality of such textures. However it will not become a serious problem since those seldom contain significant features.
Some example of the fourth class is shown in Figure 7 . The textures with minute and complex structures are not often used as markers and considered less important. And the visual quality of these images are not very much affected by reducing the resolution, since a masking effect of such complex images is higher than smooth images from a psychophysical point of view [19] . Moreover this kind of textures is less compressible due to its granularity, which is inefficient in terms of overall trade-off between data sizes and data visual quality.
In the end, we define the following four classes. Class 1: walls with soft edges. Class 2: texture with some clearly outlined objects with smooth background.
Class 3: walls with sharp edges. Class 4: others.
In our framework, we select the resolution based on these classes besides the levels based on (3). We consider the case that four levels of textures are prepared, where the reduction ratios are 1, 1/2, 1/4, and 1/8, and all the textures are labeled as each of the Levels 1 to 4. Then we classify all of the original texture to Class 1 to 4. For the textures in Class 2, their original images are allocated to the Level 1 and 2 and the images shrunk to a half are allocated to other levels, while for Class 1 the images shrunk to 1/8 are used for all the levels. By this strategy, efficient LOD control of the texture is made possible than the case of only taking (3) into account. The first feature is color moments of color. The color moments have been widely used in conventional image retrieval systems [20, 21] . The first order moment (mean) roughly measures the appearance of images. Although it has been proved to be efficient in the retrieval system, in our application measuring the color difference does not improve this classification, that is, blue and red signboards should be equally treated. On the other hand, the second moment (variance) of the color measures the minuteness and has the capability of discriminating simplicity and complexity of the textures. The third (skewness) and forth (kurtosis) moments may also be applied, but these high-order moments are often sensitive to small changes and may degrade the performance. For the reasons stated above, we adopt the second-order moment for the feature of colors.
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The choice of color space is also an important issue. The drawback of directly using the RGB pixel values is that the RGB color space lacks perceptual uniformity. Uniform color spaces such as CIE 1976 L * a * b * and L * u * v * have been successfully used in some retrieval methods. However to transform the RGB space to these uniform spaces, the information of the three primaries and reference white are needed, since they are device independent. Instead the HSV is used in our system. The HSV is suitable for our application since it is easily translated from RGB, and color saturation plays an important role to evaluate the saliency of images. In the end, we calculate the variances of H, S, and V channels with respect to all the pixels, and then the three variances are adopted as the first feature. As the second element for the feature vector, we use the energy of edges derived by the anisotropic diffusion filter [22] . The anisotropic diffusion filter is an iterative nonlinear lowpass operator that flattens smooth regions while keeping sharp edges. At each iteration, one multiplies the weights called "edge-stopping function" w(·) to the difference between a current pixel I i and its neighbors, and then it is added to the current pixel value. The output at each iteration is expressed by
where k is an iteration number and N i, j is a neighborhood of (i, j). λ is a parameter that controls the smoothing effects. In [22] , they introduce two functions for w(·). We adopt one of them:
where K is a parameter that controls the strength of the edges to remain, and m i, j is the intensity of the edge at site (i, j). When m i, j > K, the weight w i, j becomes small, which reduces the affects of smoothing. Oppositely when m i, j < K, w i, j approaches to 1 and it reduces the difference from its neighbors. Figure 8 illustrates the effect of the anisotropic diffusion. After the operation, we calculate the difference between an original image I and its smoothed version I a , and then we adopt the energy of the difference as the second feature F e , that is,
where M is the number of pixels. The role of the feature is to take only sharp edges into consideration.
Rendering.
By applying the pre-processing of Sections 2 and 3, all the objects that are visible from each RV are selected, and the classes and levels of all the texture for the RVs are determined. Then we construct the list of the RVs. In the list, each RV has the indices of all the visible objects and textures that belong to the objects. The class and level assigned to the texture are listed as in Figure 9 . When walking through the 3D map, a current position and its closest RV are found, and then loaded are all the textures at the appropriate resolutions that belong to the nine RVs, that is, closest RV and eight neighboring RVs. The reason why the neighboring RVs are loaded is that loading cost can be reduced and scenes can smoothly change when the user moves to the area of another RV.
Experimental Results

Precision of Classification.
In our experiment, we use a 3D map with 5140 textures shown in Figure 10 . For learning of the K-NN, 400 textures are used for the four classes, and we set K = 30. To evaluate the validity of our classification method, we manually classify the textures to the four classes randomly select 50 textures in each class, and then use them as ground truth. Then, we count the numbers 6 EURASIP Journal on Image and Video Processing of correctly classified textures and calculate the precision of the classification by
where C i is the classes and R Ci and N Ci are the number of the textures that are correctly classified and are manually classified as the ground truth (in our experiment N Ci = 50), respectively. The precision for each class is defined as
First of all we verify the validity of our feature vector: the moment of the color and the edge energy based on the anisotropic diffusion. The feature vectors in our method are compared with features that are often used for general image retrieval [20, 21, [23] [24] [25] . Table 1 shows the comparison in color, as follows.
(i) Var. Hist.: the variance of the color histogram.
(ii) Hist(512): the color histogram quantized to 512 bins.
(iii) CCV: color Coherent Vector proposed in [23] .
(iv) Moment: proposed feature vector.
In Table 2 we show the comparison in the features of edges, as follows.
(i) Sharp edges: the cost in (2) that we use to determine the texture level.
(ii) Wavelet coeffs.: quantized wavelet coefficients (high pass outputs of the dyadic wavelet).
(iii) Directionality: the quantized direction of the edges that is obtained by Sobel filter.
(iv) Anisotropic diffusion: proposed feature vector.
Among the feature vectors in colors, our method gives the highest score. For the edges, our method and the wavelet coefficients perform better than others. In Table 3 , we show the precision of the combination of the two feature vectors. After experiments for every combination of the vectors in Tables 1 and 2 , we have confirmed that our method outperforms others. Note that although it is possible to increase the dimension of vectors to add some features, we have seen little improvement with more vectors. 
Data Size and Quality of 3D Map.
We investigate the data size and the quality of the 3D map with and without our resolution control technique. In this experiment, we set the reduction ratio of the resolutions as in Table 4 , where 1/2 means that the resolution is reduced by half both in rows and columns. Note that all the texture images are stored in JPEG format. Figure 11 illustrates a snapshot of the 3D map from some viewpoint, in which our resolution control is not applied, that is, the textures at original resolutions are used. Figure 12 shows the result obtained by our resolution control with the reduction ratio of Table 4 .
We adopt the Visual Difference Predictor (VDP) [26] to quantitatively evaluate the visual quality. The VDP is an image assessment tool that models some properties of the HVS, such as nonlinearity, frequency selectivity, direction selectivity, and masking. The VDP outputs a probability map that predicts a probability of error visibility for each pixel. Thus higher values represent that errors are more perceivable. The numerical comparison is shown in Table 5 when it is displayed at the resolutions of 1024×768 and 640× 480. The values in VDP75 and VDP95 of this table indicate the ratio of pixels in percentage that have higher probability than 75% and 95% in the probability map. Thus only a few percentages of pixels may be perceptually different. The data Table 5 is the total sum of the texture data sizes to load and render for displaying Figures 11 and 12 . In practice 25.8 % of data reduction is achieved. The total number of pixels to load can also be reduced by 25%. Note that, however, storage required by the algorithm is larger than the method without the data reduction by 87.5% since we need to prepare the textures of the sizes 1/2, 1/4, and 1/8 as well as the original textures. In the end, it can be seen from Figure 12 and Table 5 that we achieve a rendering quality without any significant visual loss while the amount of the data to load is reduced to one quarter. In other rendering examples we have tested, we have confirmed that our algorithm significantly reduces the data with little visual differences.
Conclusion
In this paper, we proposed the method that controls texture resolutions based on their features. By allocating low resolutions to visually unimportant textures, we reduce the data size to load for rendering without much degradation of quality.
