This paper considers the identification of FIR systems, where the inputs and outputs of the system undergoes quantization into binary values before transmission to the system identifier. Provided that the thresholds of the input and output quantizers can be adapted, we propose identification schemes which are strongly consistent for Gaussian distributed inputs and noises. Identification schemes are given both for the case where the mean and variance of the input distribution are known, and when they are unknown.
I. INTRODUCTION
It is nowadays more common to transmit data using digital communication techniques rather than analog communications. In digital communications, analog valued data is required to be quantized into a digital form (e.g. bit strings of 0s and 1s) before transmission [1] . When this communication occurs over a wireless medium, the task of transmission is often the main source of energy consumption, when compared with the energy used in sensing or computation [2] . For low energy environments such as wireless sensor networks, one would thus like to transmit as little data as possible, while still maintaining a certain level of performance. In particular, in this paper we will consider the identification of FIR systems where information about the inputs and outputs to the system are quantized to a single bit (i.e. binary data) at each discrete time instant before transmission to the system identifier/estimator. System identification using quantized observations has been previously studied. The case where only the system outputs are quantized has been considered in e.g. [3] - [6] by using multi-level quantizers, and [3] , [7] - [11] . by using 1-bit quantizers. When both the inputs and outputs are quantized with multi-level quantizers, approaches using instrumental variables methods were proposed in [12] , [13] , but the analysis relies on the validity of high rate quantization assumptions and no proof of consistency is provided. The problem of finding an optimal fixed order FIR approximation from quantized input and output data was studied in [14] . In the case where both inputs and outputs are quantized to 1bit, [15] studied the identification of a dynamic shock error model by counting patterns of zeros and ones, which can give consistent estimates for known noise distributions, but requires knowledge of the ratio between the input and output A The identification of first order gain systems was studied in [16] in the case where the noise and inputs were assumed to be Gaussian, and for symmetrically distributed inputs and noise in [17] .
In this paper we extend the setup considered in [16] and [17] to FIR systems. Their proposed methods however do not seem to generalize in a straightforward manner to higher order systems, thus alternative identification schemes need to be devised.
The paper is organized as follows. The system model is described in Section II. An identification scheme for the case where the mean and variance of the Gaussian distributed input is known is given in Section III, with a less computationally intensive modification derived in Section IV. The case where the mean and variance of the input is unknown is considered in Section V. Simulation results are given in Section VI.
II. DATA GENERATING SYSTEM AND MODEL
The system to be identified is an N -th order FIR system
where {u t } are the inputs, {y t } the outputs, {w t } the noise, and b 1 , . . . , b N are the parameters to be identified. There are quantizers at the inputs {u t } and outputs {y t }, which transmit 1-bit (binary) quantized information to the system identifier/estimator, see Fig. 1 . The estimator can also transmit information back to the input and output quantizers, e.g. it can tell the quantizers to adjust their thresholds. In this paper we are primarily interested in FIR systems of order N ≥ 2, as the case of N = 1 with binary input and output observations has been previously studied in [16] and [17] , with different schemes proposed.
We make the following assumptions:
with mean µ and variance σ 2 u . Assumption 2: The noise sequence {w t } is i.i.d. Gaussian and independent of {u t }, with zero mean and variance σ 2 w . Assumption 3: The model order N is known.
We will assume that µ and σ 2 u are known to the system identifier/estimator in Sections III and IV, but unknown in Section V. It will turn out that knowledge of the noise variance σ 2 w is not needed in the identification schemes. III. IDENTIFICATION SCHEME FOR KNOWN INPUT DISTRIBUTION In this subsection we will also make the following assumption: Assumption 4: The input parameters µ and σ 2 u are known. We will first describe the intuition behind the identification scheme, before presenting the formal statement in Algorithm 1. We will then give a proof of the strong consistency of the identification scheme.
The basic idea is to consider the correlations between the quantized inputs and outputs. Specifically, we look at 1(u t−n > c u )1(y t > c y ) for n = 1, . . . , N , where 1(.) is the indicator function, and c u and c y are the input and output quantizer thresholds respectively. Taking the empirical mean, we have by the ergodic theorem (see e.g. p.393 of [18] ) that
where
2π e −t 2 /2 dt is the cumulative distribution function (cdf) of the standard normal, and
is the probability density function (pdf) of a N (µ, σ 2 u ) random variable. The last line of (1) holds since given
Let y be a random variable with the same stationary distribution as y t .
Substituting the expressions E[y]
The idea is now to estimate E[y] and Var [y] , and to substitute these estimates in the equations above and solve with respect to b n .
In the identification scheme we will divide into odd and even time slots. 1 During the odd time slots t = 2j − 1, j = 1, 2, . . . , we estimate E[y], by using the stochastic approximation ( [19] , [20] ) procedure
where {α j } is a sequence satisfying α j > 0,
This tries to find a c y such that P(y t > c y ) = 0.5, so that the estimate of the mean is Ey = c y , since the probability that a random variable is larger than its mean is 0.5 for any symmetric distribution such as the Gaussian. To see that (4) is a stochastic approximation procedure, write
Thus 1(y t > c y,j ) − 0.5 can be regarded as a "noisy" observation (with noise term 1(y t > c y,j ) − P(y t > c y,j )) of the function P(y t > c y,j ) − 0.5 whose root we are trying to find.
During the even time slots t = 2j, j = 1, 2, . . . , we estimate
Since y t is Gaussian, we now wish to find ac y such that P(y t >c y ) = 0.1587, so thatc y will be one standard deviation above the mean, since the probability that a Gaussian random variable is more than one standard deviation away from the mean is 1−0.6827 = 0.1587×2. Hence an estimate of the variance is Vy = (c y − Ey) 2 = (c y − c y ) 2 .
Substituting E[Y ] with c y and Var[Y ] with Vy in (3), and choosing the threshold 2 c u = µ, gives the equations
which can be solved with respect to b n , thereby obtaining estimates.
Note that each of the equations in (5) is an equation of one variable and are of the same form. A question arises as to whether each of the equations in (5) has a unique solution for b n . Given µ, σ 2 u , Vy, define
is restricted since we want the expression Vy − b 2 σ 2 u under the square root to be positive.
Proof: Lemma 3.1 can be shown by differentiating under the integral (Leibniz rule) in (6) and verifying that dF db > 0 for b ∈ − Vy/σ 2 u , Vy/σ 2 u . The details are omitted for brevity. By Lemma 3.1, the equations (5) can thus be solved uniquely for b n , n = 1, . . . , N . These calculations are also carried out during the odd time slots t = 2j − 1, j = 1, . . . , N .
In the proposed scheme, we will not actually solve the nonlinear equations (5) exactly at every iteration, which is computationally intensive. Instead, since b 1 , . . . , b N are constant, we will update the estimates recursively using a stochastic approximation approach, namelŷ
for n = 1, . . . , N , which requires numerical computation of N integrals (one for each n) at every iteration, rather than having to solve N nonlinear equations (5) at every iteration. 3 In addition, in order to prove the convergence of our scheme, we will also need to use the idea of expanding truncations for the iterates [20] . Let {M j } be a sequence of positive numbers increasing to infinity. A recursive procedure with expanding truncations has the form
and the truncation operation
Thus the procedure (7) truncates the iterate x j+1 back to x * when its norm exceeds a threshold M ς(j) , with the threshold increasing each time it is exceeded, by (8) . In this paper we will choose x * = 0. Now that the intuitive ideas have been presented, we formally state the identification scheme as Algorithm 1 in the framed box on the next page. → b n as j → ∞ for n = 1, . . . , N . 3 For an even less computationally intensive scheme that approximates the integrals using Monte Carlo methods, see Section IV.
Proof: Due to paper length restrictions, the proof is omitted. The idea of the proof is that we can first show that Algorithm 1 can be viewed as a multi-dimensional stochastic approximation algorithm with expanding truncations. We can then verify the conditions of Theorem 2.4.1 of [20] for convergence of stochastic approximation algorithms with expanding truncations to conclude thatb n,j a.s. → b n as j → ∞ for n = 1, . . . , N .
IV. MONTE CARLO APPROXIMATION OF INTEGRALS
In Algorithm 1, the step (10) involves computing numerically N integrals at every iteration. While this is less computationally intensive than solving the N nonlinear equations (5) at every iteration, one may still wish to speed up the computations further. Here we propose a scheme that approximates the integrals using Monte Carlo methods.
To motivate the idea, consider first the integral 
Thus the integral
can be approximated by generating a number of i.i.d. random samplesũ i , i = 1, . . . , I, each with the distribution ofũ, and taking the sample average
In the identification scheme, instead of generating a number of samplesũ i at each iteration, we will generate only one sampleũ j , and rely on the stochastic approximation procedure to do the averaging. The identification scheme is given formally as Algorithm 1b in the framed box on the next page. In simulations, we have found the running time of Algorithm 1b to be around 10 times faster than Algorithm 1, and with comparable convergence behaviour, see Section VI. • Set cu = µ, and choose a sequence {α j } satisfying α j > 0, ∞ j=0 α j = ∞, and ∞ j=0 α 2 j < ∞ • Initialize c y,1 = 0,c y,1 = 1,b n,1 = 0, n = 1, . . . , N • For j = 1, 2, . . . , compute:
where Π M ς(j) (.) is defined by (7)- (9) , and Vy j = (c y,j − c y,j ) 2
Algorithm 1b
• Set cu = µ, and choose a sequence {α j } satisfying α j > 0, ∞ j=0 α j = ∞, and ∞ j=0 α 2 j < ∞ • Initialize c y,1 = 0,c y,1 = 1,b n,1 = 0, n = 1, . . . , N • For j = 1, 2, . . . , generate a random sampleũ j from the conditional distribution of u|u > µ, where u ∼ N (µ,
is defined by (7)- (9) , and Vy j = (c y,j − c y,j ) 2
V. UNKNOWN PARAMETERS OF INPUT DISTRIBUTION
Another modification of the basic scheme of Section III is to not assume that µ and σ 2 u are known, but to estimate them, similar to how E[y] and Var[y] were estimated.
However, a complication arises if we also try to estimate E[u] during the odd times slots and estimate Var[u] during the even time slots (or vice versa). This is because some of the quantities 1(u t−n > c u )1(y t > c y ), n = 1, . . . , N , which are used in updating the parameter estimates, cannot be constructed at the estimator since we only have 1(u τ > c u ) when τ is odd.
To get around this difficulty, we propose the following. We will continue to estimate E[y] during the odd time slots 1, 3, 5, . . . , and to estimate Var[y] during the even time slots 2, 4, 6, . . . . But we will estimate E[u] at time slots 1, 2, 5, 6, 9, 10, . . . , i.e. 2(j − 1) + [j] 2 , j = 1, 2, . . . where
and we will estimate Var[u] at time slots 3, 4, 7, 8, 11, 12, . . . , i.e. 2j + [j] 2 , j = 1, 2, . . . . Then there will be sufficient overlap to construct the quantities 1(u t−n > c u )1(y t > c y ).
In order to see this, note that the odd time slots have the form of either 4(k−1)+1 or 4(k−1)+3 for k = 1, 2, . . . , while the time slots 1, 2, 5, 6, 9, 10, . . . have the form of either 4(k − 1) + 1 or 4(k − 1) + 2 for k = 1, 2, . . . . So the estimator can construct the quantities 1(u t > c u )1(y t > c y ), for t = 4(k − 1) + 1 or t = 4(k − 1) + 3, and t = 4(k − 1) + 1 or t = 4(k − 1) + 2. We have the following result: Lemma 5.1: Let t be either of the form t = 4(k−1)+1 or t = 4(k − 1) + 3, and let t be either of the form t = 4(k − 1) + 1 or t = 4(k − 1) + 2. Then for any n ∈ {1, . . . , N }, there are infinitely many pairs (k, k ) ∈ N × N satisfying t − t = n Proof: For each of the different forms of t and t , we have t − t given by
Now any n ∈ {1, . . . , N } must be equivalent to one of 0, 1, 2, or 3 modulo 4. Suppose first that n ≡ 1 mod 4. Pick an arbitrary k ∈ N. Then for t of the form t = 4(k − 1) + 3, and t of the form t = 4(k − 1) + 2, we have from the last line of (13) that t − t = n is satisfied for k = 4k+1−n 4 , and k ∈ N since n ≡ 1 mod 4. As k is arbitrary, one can find infinitely many pairs (k, k ) ∈ N × N satisfying t − t = n when n ≡ 1 mod 4.
A similar argument applies when n is equivalent to 0, 2, or 3 modulo 4.
The identification scheme is formally given as Algorithm 2 in the framed box on the next page, where we have also used the idea of approximating the integrals using Monte Carlo methods as in Section IV.
• Choose a sequence {α j } satisfying α j > 0, ∞ j=0 α j = ∞, and ∞ j=0 α 2 j < ∞ • Initialize c y,1 = 0,c y,1 = 1, c u,1 = 0,c u,1 = 1,b n,1 = 0, n = 1, . . . , N • For j = 1, 2, . . . , generate a random sampleũ j from the conditional distribution of u j |u j > c u,j , where
is defined by (7)- (9), [j] 2 by (12), g(cy,cy, cu,cu, b, n, j)
when n ≡ 0 mod 4 or n ≡ 3 mod 4, and g(cy,cy, cu,cu, b, n, j)
when n ≡ 1 mod 4 or n ≡ 2 mod 4 By Lemma 5.1, there will always be time slots when the quantities 1(u t−n > c u )1(y t > c y ) for each n ∈ {1, . . . , N } can be constructed at the estimator. In particular, the different cases in the definition of g(c y ,c y , c u ,c u , b, n, j) in Algorithm 2 follow from (13) in the proof of Lemma 5.1.
Theorem 5.2: Under Algorithm 2 and Assumptions 1 − 3, b n,j a.s. → b n as j → ∞ for n = 1, . . . , N . The proof of Theorem 5.2 is again similar to that of Theorem 3.2.
VI. SIMULATION RESULTS
We consider a third order system with µ = 1, σ 2 u = 1, σ 2 w = 1, b 1 = 0.2, b 2 = −0.2, b 3 = 0.6. In the plots below we will use the sequence α j = 10 j . We first consider the case where µ and σ 2 u are known to the estimator. Fig. 2 plots the estimatesb 1 ,b 2 ,b 3 as Algorithm 1 is run. Fig. 3 plots the estimatesb 1 ,b 2 ,b 3 as Algorithm 1b is run.
To look at the convergence behaviour, from results for stochastic approximation, see e.g. [20, p.128] , we have that 
We can approximate the variance of j 1/2 (b n,j − b n ), n = 1, 2, 3 by computing the sample variance over 1000 different simulation runs of Algorithm 1 and Algorithm 1b, and plots are given in Figs. 4 and 5 respectively. We see that the normalized variances are similar, so that the convergence behaviour is similar, but computationally Algorithm 1b is around 10 times faster than Algorithm 1.
Next, we consider the system identification scheme of Section V where µ and σ 2 u are not assumed to be known. Fig. 6 plots the estimatesb 1 ,b 2 ,b 3 as Algorithm 2 is run. Approximations of the variances j 1/2 (b n,j − b n ), n = 1, 2, 3 using Monte Carlo approximations over 1000 simulation runs are plotted in Fig. 7 . We see that the normalized variances in Fig. 7 are significantly larger (more than double) than for Algorithms 1 and 1b, and thus the convergence behaviour is worse, due to the need to also estimate the parameters of the input distribution. 
VII. CONCLUSION
This paper has considered the identification of FIR systems with binary input and output observations. We proposed identification schemes which are strongly consistent for Gaussian distributed inputs and noises. Future work includes investigating whether other input and noise distributions can be handled using similar techniques. 
