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EINLEITUNG 
In [3], Satz 5.3, wird die Dimension der Derivationsalgebra einer 
zentral-einfachen Jordan-Algebra bestimmt. Eine Analyse des Beweises 
zeigt, dass die verwendete Methode einen allgemeinen Hintergrund hat. 
Es handelt sich hierbei um die Dimensionsbestimmung von Primar-
komponenten im Raum der linearen Transformationen eines Vektor-
raumes, wenn man das Miriimalpolynom der untersuchten Transformation 
kennt. Diese Methode ist elementar und kann fiir verschiedene Fragen 
niitzlich angewendet werden. In I beschreiben wir das Verfahren. In den 
folgenden Paragraphen geben wir Anwendungen fiir Cayley- und Jordan-
Algebren. 
I. 
1. Es sei I ein endlichdimensionaler V ektorraum iiber dem Korper 
K und rJ eine symmetrische, nichtausgeartete Bilinearform auf I. Wir 
bezeichnen mit ~ den Raum der linearen Transformationen von I in sich 
und mit A* die zu A aus ~ beziiglich rJ adjungierte Transformation. Zu 
x, y aus I definieren wir die lineare Transformation xy* durch xy*u= 
=rJ(u, y)x. (Sei I* der bzgl. rJ duale Raum von I, dann ist xy* das kano-
nische Bild von x ® y* E I@ I* in ~.) 
Wir stellen einige wohlbekannte Eigenschaften dieser "Sterntransfor-
mationen" zusammen. ( [3]) 
Lemma 1.1 Fur A, B E ~ und x, y, u, v E I gilt 
a) (Ax)(By)* =A(xy*)B* 
b) xy*uv*=rJ(u,y)xv* 
c) (xy*)*=yx* 
d) Spur xy* = rJ(x, y) 
·e) Die Transformationen der Form xy* erzeugen (linear) ~. 
2. Sei Seine lineare Transformation von ~in sich und p(·t") = IT Pt(T)k• 
das Minimalpolynom von S, zerlegt in irreduzible Faktoren Pt(T) mit 
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hOchsten Koeffizienten I. Sei /i(-r) = J!.((-r))k·, dann gibt es Polynome gi(-r), 
Pi T • 
so dass I /i(-r)gi(-r) = 1 gilt. Definieren wir hi(-r) = /i(-r)gi(-r), Ei=hi(S), 
CJ;i=hi(S)CJ;, dann ist L Ei=Id, EiEi=biiEi und fJ;= EB CJ;i. (Dies ist die 
bekannte Primarzerlegung von (5; nach S. [2]) 
Wir bezeichnen mit Ai die Komponente von A E (5; in CJ;i, Ai = EiA. 
Schreiben wir A E (5; in der Form A= I uv*, dann ist Ai = I (uv*)i. Somit 
gibt es uk,VkEX (1"";,)c<, dimCJ;i), so dass die Uk=(ukvk*)i=hi(S)(ukvk*) 
eine Basis von CJ;i bilden. (Von nun an sei i fest.) Insbesondere haben wir 
(xy*)i= I Qk(X, y) uk. 
Die Koeffizienten Qk(x, y) sind linear unabhangige Bilinearformen mit 
Qk( u1, v1) = bkl· Da a nicht ausgeartet ist, gibt es V k E (5; mit Qk(x, y) = 




Sei AB* die durch AB*U =(Spur U B)A definierte Transformation auf 
CJ;. Da nach Lemma 1.1 a(Vkx, y)= Spur (Vkx)y*= Spur Vk(xy*) gilt, be-
deutet (1.1) Ei(xy*)=(xy*)i= I (Spur Vkxy*)Uk=(I UkVk*)(xy*), d.h., 
(1.3) 
Da Ei die Identitat auf CJ;i und die Nullabbildung auf den anderen 
Unterraumen CJ;i(i i= j) ist, haben wir, falls K die Charakteristik Null hat, 
mit (1.3) und Lemma 1.1 d) 
(1.4) Dimension CJ;i = Spur Ei = I Spur U k V k· 
Aus (1.1) erhalten wir 
(xy*)iu= Ia(Vkx,y)Uku= I(Uku)(Vk*y)*x. 
Dies fassen wir auf als lineare Transformation in x, wir definieren 
Hi(u, y) X= (xy*)i u und erhalten 
Hi(u,y)= I(Uku)(Vk*y)*. 
Hiervon bilden wir die Spur. Es ist Spur Hi(u, y) eine Bilinearform, es 
gibt daher eine Transformation TiE (5; mit Spur Hi(u, y) = a(Tiu, y). Damit 
folgt aus (1.5) und Lemma 1.1 d) 
a(Tiu,y)= Ia(Uku, Vk*y)=a(I VkUku,y); 
da a nicht ausgeartet ist, bedeutet das Ti= I VkUk. Aus (1.4) ersehen 
wir nun, falls Char K = 0 ist, 
(1.5) dim fJ;i= Spur Ti. 
Anmerkung: Im Faile, dass das Minimalpolynom p(-r) die Form 
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p(-r)= II (-r-lXi), lXi'/=lXJ ftir i=Fj, hat, dann haben die Polynome hi(-r) die 
Form hi(-r)= qi((-r)) mit qi(-r)= II (7:-lXJ). Die Primarkomponente ~i ist 
qi lXi hi 
der Eigenraum zum Eigenwert lXi und ftir die Projektionen Ei haben wir 
Ei = -(1 ) qi(S). Urn die Dimension von ~i zu bestimmen, betrachten wir 
qi lXi 
qi(S)(xy*)u als lineare Transformation in x. Sei H/(u, y)x=qi(S)(xy*)u. 
Nun berechnen wir Spur H/(u, y) = a(T/u, y). Aus den vorhergehenden 
Uberlegungen folgt mit ( 1.5) 
(1.6) dim ~i= -(1 ) SpurT/. 
qi lXi 
II. 
1. Sei ~ eine endlichdimensionale Algebra tiber dem Korper K. Sei 
A eine nicht ausgeartete, symmetrische und assoziative (d.h. A(xy, z) = 
=A(x, yz)) Bilinearform auf ~- Wir definieren 
L(x)y=xy und R(x)y=yx. 
L(x) und R(x) sind lineare Abbildungen und linear in x. Die Asso-
ziativitat von A bedeutet L(x)* =R(x). 
Ftir eine lineare Transformation A von ~ betrachten wir nun die 
Linearform Spur AL(x). Da A nicht ausgeartet ist, gibt es einen Vektor 
f(A) E ~' so dass 
(2.1) Spur AL(x)=A(f(A), x). 
Aus Lemma 1.1 und L(x)* =R(x) ersehen wir 
A(f(xy*), u) = Spur xy* L(u) = Spur x(L(u)*y)* = Spur x(yu)* = 
d.h., 
(2.2) f(xy*)=xy. 
=A(x, yu)=A(xy, u); 
Mit Hilfe von (2.2) erhalten wir aus Identitaten in~ andere Identitaten, 
in denen f mit einer linearen Transformation als Argument vorkommt. 
Ist zum Beispiel~ assoziativ, dann ist wegen (2.2) (xy)z=x(yz) aquivalent 
mit f(xy*)z=f(xy*L(z)) oder f(A)z=f(AL(z)) ftir aile linearen Transfor-
mationen von ~. 
2. Es sei nun ~ eine Cayley-Algebra mit Einselement e tiber dem 
Korper K. Dann gilt ([4]) 
(2.3) x2-2A(x)x+ [2A(x)2-A(x2)]e=0, dim ~=8. 
Die Bilinearform A(x, y)=A(xy) ist assoziativ, symmetrisch und nicht 
ausgeartet. Durch Polarisation erhalten wir aus (2.3) 
(2.4) xy+yx=2A(x) y+2A(y) x+ [2A(x, y)-4A(x) A(y)] e. 
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Nun betrachten wir Spur AL(x)=A(f(A), x) (vgl. 1). Aus (2.2) und (2.4) 
ersehen wir f(xy*) + f(yx*) = 2xy*e + 2yx*e+ [2 Spur xy*- 4A(xy*e)]e, also 
(2.5) f(A +A*)= 2(A +A*) e+ [2 Spur A- 4A(Ae)] e. 
Da Ill alternativ ist, gilt Spur L(x)L(y) = Spur L(xy) und Spur L(xy) ist 
eine symmetrische, assoziative Bilinearform. Nun ist aber Ill zentral-
einfach, darausfolgt Spur L(xy) = <XA(x, y) mit einem <X E K. Wie aus (2.4) 
ersichtlich, ist A( e)= I, damit folgt <X= Spur Id = 8. Das bedeutet Spur 
L(x)L(y) = 8A(x, y), oder gleichbedeutend hierzu ist 
(2.6) f(L(x)) = 8x. 
Da L(x)* =R(x) gilt, erhalten wir nun aus (2.5) und (2.6) 
(2. 7) f(R(x)) = 12A(x)e- 4x. 
Aquivalent zu (2. 7) ist 
(2. 7') Spur L(x) R(y) = 12A(x) A(y)- 4A(x, y). 
Bevor wir nun die Methode aus I zur Bestimmung der Dimension der 
Derivationsalgebra von Ill anwenden, geben wir einen sehr elementaren 
Beweis folgenden bekannten Satzes. 
Satz 2.1: Hat der Korper K eineOharakteristik # 2, 3, dann hat jede 
Derivation D von Ill die Form 
D = L D(x, y); mit D(x, y) = [ L(x), L(y)] + [ R(x), L(y)] + [ R(x), R(y) ].1) 
(X,1/) 
Beweis: Da Spur L(x)L(y) = Spur R(x)R(y) und A(Dx) = 0 fiir die 
Derivation D gilt, erhalten wir unter Verwendung von (2.7') 
Spur [L(Dx)L(y) + L(Dx)R(y) + R(Dx)R(y)] = 12A(Dx, y). 
Nun lauft der Beweis vollig analog zu dem Beweis von Satz 5.1 aus [3]. 
Wir ersetzen auf der linken Seite L(Dx) durch [D, L(x)] und R(Dx) durch 
[D, R(x)], dann schreiben wir D in der Form D= ! uv*. Nun wenden 
wir Lemma 1.1 an, nutzen die Assoziativitat von A aus und erhalten 
wegen Char. K # 2,3 das Ergebnis. 
In [3] haben wir mit der hier angedeuteten Methode ausftihrlich be-
wiesen, dass jede Derivation D die Form D= ! [L(x)L(y)-R(y)R(x)] hat. 
Die in Satz 2.1 angegebene Form ist fiir das folgende besser geeignet, 
da die einzelnen Terme D(x, y) schon Derivationen sind. [4] 
3. Nun geben wir einen anderen Beweis fiir 
Satz 2.2: Die Dimension der Derivationsalgebra einer Cayley-Algebra 
uber einem Korper der Oharakteristik Null ist 14. 
1) [A, B]=AB-BA. 
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Beweis: Wir definieren eine Abbildung S: Hom m:---+ Hom m: durch 
(2.8) S(A)u=f([A, L(u)]- [A*, R(u)]- [A*, L(u)]), 
mit dem im vorhergehenden Abschnitt eingefiihrten f. 
Sei i) die Derivationsalgebra von m: und DEi). D~,t D*= -D, L(Dx)= 
= [D, L(x)] und R(Dx)= [D, R(x)] gilt, erhalten wir aus (2.6), (2.7) und 
(2.8) S(D)u= 16 Du-4 Du= 12 Du. Das heisst 
(2.9) S(D)=12 D. 
Aus der Definition (2.8) und (2.2) ersieht man sofort 
S(xy*)=D(x, y). 
Damit ist S eine Abbildung von Hom m: auf i) und aus (2.9) folgt 
S(S(xy*)) = 12 S(xy*). 
Dies ist aquivalent zu 
S(S(A)) = 12 S(A) ftir jedes A E Hom 2{. 
offensichtlich ist nun p(-r) =-r(-r-12) das Minimalpolynom von S und i) 
der Eigenraum zum Eigenwert 12. Wir wenden nun das in der Anmerkung 
zum ersten Paragraphen beschriebene Verfahren an. In unserem Faile 
hier ist qt(-r)=-r. Nun ist 
S(xy*) u=D(x, y) u= [R(yu)-L(y)R(u)+L(yu)-L(y)L(u)+L(uy)-
-R(y)L(u)] x=H/(u, y) x. 
Aus (2.6) und (2.7) bzw. (2.7') erhalten wir Spur H/(u, y)=24 [A.(u, y)-
-A.(u)A.(y)]. Somit ist die zugehorige Transformation T/=24 [Id-ee*]. 
Nun liefert ( l. 6) 
dim i)= 1\ Spur Tt' =2(8-1)= 14. 
lll. 
1. Sei m: eine zentral-einfache Jordan-Algebra mit Einselement e tiber 
dem Korper K der Charakteristik Null. Sei n die Dimension und 8 der 
Grad (d.i. der Grad des generischen Minimalpolynoms) von m:. Ftir 8= 1 
sind die folgenden Dberlegungen trivial, da in diesem Fall m: = Ke ist. Wir 
nehmen daher 8 > 1 an. Die nattirliche Zahl d ist durch n = 8 + 8 (8 ; 1) d 
definiert. (Wenn wir m: als Algebra von symmetrischen Matrizen darstellen, 
dann ist d die Dimension der Koeffizientenalgebra tiber K.) Die generische. 
Spur A. induziert eine symmetrische, assoziative und nicht ausgeartete 
Bilinearform A.(x, y)=A.(xy). ([1]) 
Wie in n definieren wir zu A E Hom m: einen Vektor f(A) Em: durch 
Spur AL(x)=A.(f(A), x). 
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In [3] haben wir bewiesen 
(3.1) Spur L(x) L(y) = [1 + (s- 2) d/4] A(xy) + (d/4) A(x) A(y). 
Aquivalent hierzu ist 
(3.1 ') f(L(x)) = [1 + (s- 2) d/4] x + (d/4) A(x) e. 
Wir definieren nun die Abbildung S: Hom 91 _,..Hom 91 durch 
S(A) u= f([A, L(u)]). 
Fiir eine Derivation D von 91 finden wir mit (3.1') und A(Du)=O, 
S(D)u= f([D, L(u)]) = f(L(Du)) = [1 + (s- 2) d/4] Du, 
also 
(3.2) S(D) = 01-D mit 01- = 1 + (s- 2) dj4. 
Andererseits ersieht man aber auch sofort mit (2.2) S(xy*) = [L(x), L(y)]. 
Da aber die Transformationen der Form [L(x), L(y)] Derivationen sind, 
folgt aus (3.2) S(S(xy*))=tXS(xy*) oder S(S(A))=tXS(A) fiir aile A aus 
Hom 91. 
Das Minimalpolynom von S ist daher ein Teiler des Polynoms r(r-01-). 
Da aber S(xx*)=O und S([L(x), L(y)])=tX[L(x), L(y)] gilt, hat die Ab-
bildung S im Faile s> 1 die Eigenwerte 0 und 01-; daher ist r(r-01-) das 
Minimalpolynom von S. Da jede Derivation D von 91 die Form 
D= 2 [L(x), L(y)] hat, ist klar, dass der Raum :!l(91) der Derivationen 
von 91 der Eigenraum zum Eigenwert tX ist. Wenden wir nun das Ver-
fahren aus I an, erhalten wir (vgl. [1] und [3]) 
dim :!l( 91) = s(n-s)(n-1). 
n(s- 2) +s2 
2. Wir bringen noch eine andere Anwendungen fiir Jordan-Algebren. 
Sei 91 wie in 1. 
In [1], Kap. IX, und in [3], § 6, ist die Abbildung Q: Hom 91 _,..Hom 91, 
definiert durch 
Q(A)u=f(AL(u)+L(u) A)-uf(A) 
von einigem Interesse; da die Strukturgruppe F(91) (zur Definition siehe 
[1]) beschrieben werden kann als die Menge der W E Gl(91), fiir die 
WQ(A)W*=Q(WAW*) ftir aile A EHom 91 gilt. (W* ist die zu W bezgl. 
A adjungierte Transformation.) 
Wieder mit (2.2) ersehen wir 
(3.3) Q(xy*)=P(x, y)=L(x) L(y)+L(y) L(x)-L(xy), 
also ist Q(A) selbstadjungiert (bezgl A) und es gilt Q(A) = Q(A *). Wir 
betrachten daher Q nur als Abbildung von ®, dem Raum der selbst-
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adjungierten Transformationen, in sich. In [1] und [3] ist gezeigt, das 
das Minimalpolynom von Q (auf 6) 
p(-r:) = (-r:-1) (-r+(d/2)) 
ist. Q hat also die Eigenwerte 1 und - d/2. Die Bedeutung der Eigenraume 
zu diesen Eigenwerten ist noch nicht erkannt, doch ihre Dimensionen, 
d.h., die Vielfachheiten der Eigenwerte 1 und -d/2 konnen nach der an-
gegebenen Methode bestimmt werden. Da wir Q als Abbildung von 6 
betrachten und 6 von den Transformationen der Form xy* + yx* auf-
gespannt wird, miissen wir unser Verfahren in offensichtlicher Weise 
modifizieren. Das entsprechende Polynom qi(-r:) zum Eigenwert -d/2 ist 
(-r:-1). Mit (3.3) erhalten wir 
tqi(Q) (xy* +yx*) u=t[Q(xy* +yx*) u- (xy* +yx*) u] 
=P(x, y) 1t-!A.(u, y) x-tA.(u, x) y 
= {[L(y) L(u) -L(u)L(y) +L(uy)] -tA.(u, y) Id-tyu*}x. 
Also ist 
H/(u, y)=L(y) L(u)-L(u) L(y)+L(uy)-tA(u, y) Id-tyu*. 
Hieraus folgt wegen Spur L(x) = (njs) A.(x) 
A.(T/u, y) =Spur H/(u, y) = (njs) A.(uy)- (n/2) A.(uy) -tA.(uy). 
Nun ist nach (1.6) v( -d/2) = Vielfachheit von - d/2 = 
1 S urT/=n(s-1)[n(s-2)+s] 
qi(-d/2) p 2[s(s-2)+n] 
(Man benutzt hier n=s+ s(s; 1) d). Die Vielfachheit des Eigenwertes 1 
ist somit 
n(n:; 1) -v( -d/2). 
3. Betrachten wir nun die analoge Abbildung fiir Cayley-Algebren. 
Sei also m wie in II. 2. In Jordan-Algebren haben wir Q(xx*)=P(x)= 
= P(x, x). Es wird also xx* auf die sogenannte quadratische Darstellung 
von x abgebildet. Die quadratische Darstellung in alternativen Algebren 
ist P(x) = L(x)R(x) (vgl. [1 ], Kap. VII). 
Daher ist die Abbildung T, definiert durch 
T(A) u=tf((A +A*) R(u)) 
die zu Q analoge Abbildung, da T(xx*)=L(x)R(x) gilt. 
Aus (2.7) erhalten wir T(Id)u=f(R(u))=12A.(u)e-4u, d.h., 
(3.4) T(Id) = 12ee*- 4 Id. 
Aus T(xx*)=P(x) und der Fundamentalformel P(P(x)y)=P(x)P(y)P(x) 
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leiten wir ab P(x)T(yy*)P(x) =T(P(x)yy* P(x)), oder aquivalent hierzu ist 
(3.5) P(x)T(A)P(x) =T(P(x)AP(x)) fiir A =A*. 
Mit der gleichen Argumentation wie in [1 ], Seite 287, fahren wir fort; 
d.h., wir setzen in (3.5) A =ld und erhalten mit (3.4) und P(x)2=P(x2) 
12x2(x2)*- 4P(x2) =T(P(x2)). 
Da man nach geeigneter Grundki::irpererweiterung jedes Element x mit 
IP(x) I =1= 0 als ein Quadrat darstellen kann, erhalten wir 
(3.6) 12xx*- 4P(x) =T(P(x)) 
zunachst fiir x mit IP(x)l =I= 0. Nach einem Standardschluss gilt dann aber 
(3.6) fiir alle X. (3.6) ist aquivalent ZU 
(3.7) T(T(A))=12A-4T(A) fiir A=A*. 
Als unmittelbare Konsequenz dieser Formel haben wir den zu Satz 6.3 
aus [3] analogen Satz, der auch vi::illig analog bewiesen wird, 
Sat z 3 . 1 : Der Raum der bezuglich A. selbstadjungierten Transfor-
rnationen von m wird (linear) von den quadratischen Darstellungen L(x)R(x), 
X Em, erzeugt. 
Die Formel (3.7) zeigt, dass p(<)=(r+6)(r-2) das Minimalpolynom 
der Restriktion von T auf die selbstadjungierten Transformationen ist. 
Nach der Methode aus I bestimmt man die Vielfachheit v(1X) des Eigen-
wertes 1X zu v(- 6) = 1 und v(2) = 35. 
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