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Let us consider (KS)m below for all N  2 and general exponents m and q. In particular,
the 2-D semi-linear case such as N = 2, m = 1 and q = 2 is included. We establish an
ε-regularity theorem for weak solutions. As an application, we give an extension criterion
in C([0, T ]; L N(q−m)2 (RN )) which coincides with a scaling invariant class of weak solutions
associated with (KS)m . In addition, the Hausdorff dimension of its singular set is zero if
u ∈ L∞(0, T ; L N(q−m)2 (RN )) and u N(q−m)2 ∈ Cw ([0, T ]; L1(RN )).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction




∂tu = um − ∇ ·
(
uq−1∇v), x ∈ RN , t > 0,
0 = v − γ v + u, x ∈ RN , t > 0,
u(x,0) = u0(x), x ∈ RN .
Throughout this paper, we assume that N  2, and that m, q, and γ are the constants satisfying m  1, q  2, γ > 0,
respectively. The initial data u0 is a non-negative function satisfying u0 ∈ L1 ∩ L∞(RN ) with um0 ∈ H1(RN ). This equation is
often called the Keller–Segel model describing the motion of chemotaxis molds. Here u(x, t) and v(x, t) denote the density
of amoebae and the concentration of the chemo-attractant, respectively. We refer to Keller and Segel [4].
The balance of strength m of diffusion and the effect q of non-linearity plays an important role for existence of global
solutions to (KS)m . In fact, in [9–13], we showed that:
(i) For the case of 2 q <m + 2N , (KS)m is globally solvable without any restriction on the size of the initial data u0.
(ii) For the case of qm + 2N , (KS)m is globally solvable for the small initial data u0 in L
N(q−m)
2 (RN ).
(iii) For qm + 2N with N  3, m 1, q  2, there exist inﬁnitely many initial data u∗0 ∈ L1 ∩ L∞(RN ) with the large norm
in L
N(q−m)
2 (RN ) such that the solution u of (KS)m with u(x,0) = u∗0(x) blows up in a ﬁnite time.
The above (iii) implies that the solution of (KS)m with q m + 2N may have some singularities in a ﬁnite time even if the
initial data is smooth.
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m 1, 2 q <m + 2 for N = 2,
m 2− 2N , 2 q <m + 1 for N  3,
and prove the corresponding ε-regularity theorem to the critical case of q =m+ 2N . It should be emphasized that our result
includes the 2-D semi-linear case, i.e., that N = 2, m = 1 and q = 2. Indeed, we shall show that under the above hypothesis







2 (x, t)dx < ε0 (1.1)
for some x0 ∈ RN and ρ > 0, then it holds that
sup
(x,t)∈B(x0,ρ)×(0,T )
u(x, t) < C,
where C depends only on N,m,q, γ ,ρ,‖u0‖L1(RN ) and ‖u0‖L∞(RN ) but not on x0. In our generalized case, the space
L∞(0,∞; L N(q−m)2 (RN )) is also a scaling invariant class associated with (KS)m .
This kind of result is called the partial regularity theorem, which has been studied for many other equations, e.g., the
Navier–Stokes equations by Caffarelli, Kohn, and Nirenberg [1], the Harmonic maps by Schoen and Uhlenbeck [6], the heat
ﬂow of an H-surface by Struwe [8], and the harmonic heat ﬂows by Chen and Struwe [2]. Our result corresponds to those
of the Keller–Segel system (KS)m for both sub-critical and super-critical cases such as (H).
As an application of our ε-regularity theorem, we shall show that if a weak solution u satisﬁes
u ∈ L∞(0, T ; L N(q−m)2 (RN)) and u N(q−m)2 ∈ Cw([0, T ]; L1(RN)), (1.2)
then its singular set has the zero-Hausdorff dimension, which implies the singular points consist of the set whose size is at
most like points. (Cw denotes the space of weakly continuous functions.) For the spherically symmetric solution u of (KS)m ,
if u belongs to the class such as (1.2), then we can pinpoint the location of the blow-up point only at the origin x = 0.
In addition, we give an extension criterion in C([0, T ]; L N(q−m)2 (RN )) which coincides with the scaling invariant class.
2. Results
Throughout this paper, we impose the following assumption:
Assumption.
(i) The powers m and q of non-linearity satisfy{
m 1, 2 q <m + 2 for N = 2,
m 2− 2N , 2 q <m + 1 for N  3,
and the coeﬃcient γ > 0.
(ii) The initial data u0 is a non-negative function satisfying
u0 ∈ L1 ∩ L∞
(
R
N) with um0 ∈ H1(RN).
Our deﬁnition of a weak solution now reads:
Deﬁnition 1. Let Assumption hold. A pair (u, v) of non-negative functions deﬁned in RN × [0, T ) is called a weak solution
of (KS)m on [0, T ) if:
(i) u ∈ L∞(0, T ; L1(RN )) ∩ L∞(0, T ′; L∞(RN )); ∇um ∈ L2(0, T ′; L2(RN ));
(ii) v ∈ L∞(0, T ′; H1(RN )) for all T ′ with 0 < T ′ < T ;
(iii) (u, v) satisﬁes (KS)m in the sense of distribution on RN × (0, T ).
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The local existence of weak solutions to (KS)m was obtained by the author [10, Theorem 1.1] with additional property






) ∈ L2(0, T0; L2loc(RN)). (2.2)
Next, we state the main theorem on the ε-regularity for weak solutions of (KS)m .
Theorem 2.1 (ε-Regularity). Let Assumption hold. Then there exists a positive number ε0 depending only on N,m and q with the
following property:
Suppose that (u, v) is an arbitrary weak solution of (KS)m on [0, T ) in Deﬁnition 1 with the additional properties (2.1)–(2.2) with







2 (x, t)dx ε0 (2.3)
for some x0 ∈ RN and ρ0 > 0, then it holds that
sup
(x,t)∈B(x0,ρ0)×(0,T )
u(x, t) < C, (2.4)
where C = C(N,m, γ ,‖u0‖L1∩L∞ , T ,ρ0) is a constant independent of x0 .




is invariant under the change of scaling associated
with (KS)m with γ = 0. In general, the space Ls(0,∞; Lp(RN )) is called a scaling invariant class provided
q∗
p
+ q − 1
s
= 1 with q∗ = N(q −m)
2
. (2.5)
For detail, see [14, Remark 2] and [16, Remark 1].
As an application of the ε-regularity theorem as Theorem 2.1, we give an extension criterion on the local solution u(t)
on [0, T ) beyond t = T .
Theorem 2.2. Let Assumption hold. Suppose that (u, v) is an arbitrary weak solution of (KS)m on [0, T ) in Deﬁnition 1 with the
additional properties (2.1)–(2.2) with T = T0 . If it holds that
u ∈ C([0, T ]; L N(q−m)2 (RN)), (2.6)
then there exists T ′ > T such that (u, v) is a weak solution of (KS)m on [0, T ′).
Remark 2. It seems to be an interesting question whether the solution u in L∞(0, T ; L N(q−m)2 (RN )) can be extended beyond
t = T as in Theorem 2.2. A similar problem has been discussed for instance, in the Navier–Stokes equations. See L. Escauriaza,
G. Seregin, and V. Šverk [3].
Moreover, we characterize the asymptotic behavior of blow-up solutions to (KS)m . For that purpose, let us introduce
deﬁnitions for the blow-up time and the blow-up point.
Deﬁnition 2. Let (u, v) be the weak solution of (KS)m on [0, T ) in Deﬁnition 1.
(i) (Blow-up time) We say that u blows up at the time T < ∞ if
limsup
t→T−0
∥∥u(t)∥∥L∞(RN ) = ∞. (2.7)
Such a T is called a blow-up time of u.
(ii) (Blow-up point) Let T be a blow-up time of u. We call x0 ∈ RN a blow-up point of u at the time T if there exists
{(xn, tn)}∞n=1 ⊂ RN × (0, T ) such that
xn → x0, tn → T , and u(xn, tn) → ∞ as n → ∞.
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limsup
t→T−0
∥∥u(t)∥∥L∞(RN ) < ∞.
See [11] for instance.
An immediate consequence of Theorem 2.1 is the following characterization of both blow-up point x0 and time T .
Corollary 2.3. Let Assumption hold. Suppose that (u, v) is the weak solution of (KS)m on [0, T ) with the additional properties (2.1)–
(2.2) with T = T0 . Let T be the blow-up time of the weak solution u of (KS)m. Then, for every blow-up point x0 ∈ RN of u of (KS)m at







2 (x, t)dx ε0 f orall ρ > 0, (2.8)
where ε0 is the same constant given by Theorem 2.1.
By Corollary 2.3, we can estimate the Hausdorff dimension of the set of blow-up points of weak solutions u.
Theorem 2.4 (Hausdorff dimension). Let all assumptions in Corollary 2.3 hold. Suppose that S is the set of blow-up points of u at the
time T in Deﬁnition 2. If





2 (x, t)ϕ(x)dx is a continuous function on t ∈ [0, T ], (2.10)




([0, T ]; L1(RN)), (2.11)
then we have DH (S) = 0. Here, DH (S) denotes the Hausdorff dimension of the set of S.
For the spherically symmetric solution u of (KS)m , we can remove the additional assumptions both (2.10) and (2.11).
Moreover, we can pinpoint the location of blow-up points. Indeed, it holds:
Corollary 2.5 (Blow-up points for spherically symmetric solution). Let Assumption hold. Suppose that (u, v) is the weak solution of
(KS)m on [0, T ) with the additional properties (2.1)–(2.2) with T = T0 . We assume that (2.9) in Theorem 2.4 and that u(x, t) is
spherically symmetric. If T is the blow-up time of u, then u blows up only at the origin x = 0 at the time T .
Remark 4. (i) It seems to be an interesting question whether the solution (u, v) is spherically symmetric for such an intimal
data as u0(x) = u0(|x|).
(ii) As for the spherically symmetric solution of (KS)m , further results on blow-up phenomena are illustrated in Sugiyama
and Velázquez [19].
3. Preliminaries
Let us ﬁrst introduce a cut-off function η with several properties. The proof was given in [17].




1 for 0 |x| < ρ0,
exp(1− δρ0+δ−|x| ) for ρ0  |x| < ρ0 + δ,
0 for |x| ρ0 + δ.
Then, it holds that∣∣∇η(x)∣∣ c
a2δ
· η(x)1−a, ∣∣η(x)∣∣ c
a4δ2
· η(x)1−a (3.1)
for all x ∈ RN and all 0 < a < 1, where c is an absolute positive constant.
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Lemma 3.2. Let 1 p1  p2  p3 ∞ and let λ be as
λ = p3
p2
· p2 − p1
p3 − p1 .
Suppose that u and v  0 satisfy u ∈ Lp1(RN ) and uv 1λ ∈ Lp3 (RN ). Then, it holds that uv ∈ Lp2 (RN ) with the estimate
‖uv‖p2  ‖u‖1−λp1 ·
∥∥uv 1λ ∥∥λp3 .
The proof is standard, so we may omit it.
Let us consider the problem
(E) −z + γ z = f in RN .
The following lemma gives the local Lp − Lq estimate for the solution z of (E), which follows from the potential theory.
Lemma 3.3. Let n∗  1 and q∗  1 for N = 2. For N  3, let n∗  1 and q∗  1 be as n∗(2q∗ − N) + N > 0. Let ρ > 0 and δ > 0.
(i) Suppose that f ∈ L1(RN ) ∩ Lq∗ (B(x0, 43ρ + δ)). Then, the solution z of (E) satisﬁes the estimates:
‖z‖Ln∗q∗ (B(x0,ρ+δ))  C‖ f ‖Lq∗ (B(x0, 43ρ+δ)) + C(ρ + δ)
N
n∗q∗ · (ρ2−N + ρ− 12 ) · ‖ f ‖1, (3.2)
where C = C(N,n∗,q∗, γ ).
(ii) Suppose that f ∈ L1(RN ) ∩ LN+1(B(x0, 43ρ + δ)). Then, the solution z of (E) satisﬁes the estimates:
‖z‖L∞(B(x0,ρ+δ))  C
(‖ f ‖1 + ‖ f ‖LN (B(x0, 43ρ+δ))), (3.3)
‖∇z‖L∞(B(x0,ρ+δ))  C
(‖ f ‖1 + ‖ f ‖LN+1(B(x0, 43ρ+δ))), (3.4)
where C = C(N, γ ,ρ).
Proof. We give the proof by the similar argument which was demonstrated in [5] for N = 2 and the Neumann problem.
We ﬁrst treat the case of N  3. We here consider
−z1 + γ z1 = f χB(x0, 43ρ+δ) in R
N . (3.5)




G(x− y) f χB(x0, 43ρ+δ)(y)dy. (3.6)
Here G(x) is the Bessel potential associate with (E).
Hence we ﬁnd by denoting r∗ = n∗q∗n∗q∗−n∗+1 together with the Young inequality that there exists C = C(N,n∗,q∗, γ ) such
that
‖z1‖n∗q∗  ‖G‖r∗ · ‖ f χB(x0, 43ρ+δ)‖q∗  C‖ f ‖Lq∗ (B(x0, 43ρ+δ)) (3.7)
since r∗ < NN−2 by n∗(2q∗ − N) + N > 0.
Next, we consider
−z2 + γ z2 = f − f χB(x0, 43ρ+δ) in R
N . (3.8)




G(x− y) · ( f − f χB(x0, 43ρ+δ))(y)dy. (3.9)
R

















· 2‖ f ‖1
)n∗q∗
dx
 C(ρ + δ)N · ρ(2−N)n∗q∗ · ‖ f ‖n∗q∗1 , (3.10)
where C = C(N,n∗,q∗, γ ).
Combining these estimates, we see that the solution z of (E) satisﬁes the estimate
‖z‖n∗q∗Ln∗q∗ (B(x0,ρ+δ))  C‖ f ‖
n∗q∗
Lq∗ (B(x0, 43ρ+δ))
+ C(ρ + δ)N · ρ(2−N)n∗q∗ · ‖ f ‖n∗q∗1 ,
where C = C(N,n∗,q∗, γ ), which implies (3.2) for N  3.
Next, we deal with the case of N = 2. Since G ∈ Lp(R2) for all p ∈ [1,∞), we have (3.7). For N = 2, we have by E.M. Stein











< |x| < ∞. (3.11)




· C(ρ + δ)2 · ρ− n∗q∗2 · ‖ f ‖n∗q∗1 , (3.12)
where C = C(n∗,q∗), which yields (3.2) with N = 2.
We now show (3.3) and (3.4). Since G ∈ L NN−1 (RN ) and ∇G ∈ L N+1N (RN ) for all N  2, we see that
‖z1‖∞  ‖G‖ N
N−1
· ‖ f χB(x0, 43ρ+δ)‖N , (3.13)∥∥∇z1(t)∥∥∞  ‖∇G‖ N+1N · ‖ f χB(x0, 43ρ+δ)‖N+1. (3.14)



















· ‖ f ‖1, (3.16)
where C = C(N, γ ).
Thus we observe from (3.13)–(3.16) that
‖z‖L∞(B(x0,ρ+δ)) 
(‖z1‖∞ + ‖z2‖L∞(B(x0,ρ+δ))) C(‖ f ‖1 + ‖ f ‖LN (B(x0, 43ρ+δ))),
‖∇z‖L∞(B(x0,ρ+δ)) 
(‖∇z1‖∞ + ‖∇z2‖L∞(B(x0,ρ+δ))) C(‖ f ‖1 + ‖ f ‖LN+1(B(x0, 43ρ+δ))),
where C = C(N, γ ,ρ), which implies (3.3) and (3.4). Thus we complete the proof of Lemma 3.3. 
The following lemma gives us a variant of Gagliardo–Nirenberg inequality. The proof is given in [10, Appendix].
Lemma 3.4. Let N  2 and 0 < r < ∞. Suppose that u ∈ Lq1 (RN ) for 1 q1  r +m − 1 with u r+m−12 ∈ H1(RN ). Then it holds that
u ∈ Lq2 (RN ) for
max
{











∥∥∇u r+m−12 ∥∥ 2Θr+m−11 2
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0 with c0 = c0(N) when 1 q1 < r+m−12 ,
with






r +m − 1 +
(
1− 2q1






The following lemma gives us variants of the Sobolev inequality, which plays an essential role to prove our main theorem,
i.e., that ε-regularity theorem.
Lemma 3.5. Let N  2, m  1 and q  2 with q m + 2N , and let η be the cut-off function as in Lemma 3.1. Suppose that ρ0 and δ
are the constants appearing in the deﬁnition of η.
(i) For every u ∈ L
N(q−m)
2
loc ∩ L1loc(RN ) with ∇u
r+m−1










where C = C(N,m,q).







N ) with ∇u r+m−12 ∈ L2loc(RN ) for r
with r∗ < r < ∞, we have ur+ j−1η1−2a ∈ L1(RN ) for j =m, 2q −m − 2, q − 1 and 0 < a 13(N+1) with the estimate∫
ur+ j−1η1−2a dx ε ·m(r − 1)
4(r +m − 1)2










with C = C(N,m,q), where 0 < ε < 1 is an arbitrary constant.
(iii) Let n∗  1. For every v ∈ L
N(q−m)
2 ·n∗
loc ∩ L1loc(RN ) with ∇v
r











where C = C(N,m,q).
Proof. (i) Let us denote q∗ by q∗ = N(q−m)2 . Let 1  β < N . We observe from the Sobolev inequality that there exists a
positive constant CN depending only on N and β such that∫





















N−β (S1 + S2). (3.20)
The Hölder inequality yields that
S1 
(∥∥∣∣∇(ur+q−1) N−βNβ ∣∣βη N−βN · u− 2−β2 · N(q−m)2 ∥∥ 2
β
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∣∣∇(ur+q−1) N−βNβ ∣∣2 · u− 2−ββ · N(q−m)2 = ( (r + q − 1)(N − β)
Nβ
)2
· u 2(r+q−1)(N−β)Nβ −2− 2−ββ · N(q−m)2 |∇u|2. (3.22)
Now, we take β = 2NN+2 ∈ [1,2) so that
2(r + q − 1)(N − β)
Nβ




= r +m − 3. (3.23)
Since NβN−β = 2, we have by (3.22) and (3.23) that
∣∣∇(ur+q−1) N−βNβ ∣∣2 · u− 2−ββ · N(q−m)2 = ( r + q − 1
r +m − 1
)2
· ∣∣∇u r+m−12 ∣∣2,
which yields
S1  ‖u‖q−mLq∗ (B(x0,ρ0+δ)) ·
(
r + q − 1
r +m − 1
)2 ∫ ∣∣∇u r+m−12 ∣∣2ηdx. (3.24)






















ur+q−1 · η 1−2aλ dx,
where λ = 1− 2N(r+q−2) .













ur+q−1 · ηdx. (3.25)
Substituting (3.24) and (3.25) into (3.20), we have (3.17).
(ii) Let 1 β < N . Similarly to (3.20), there exists a positive constant CN depending only on N and β such that
∫
ur+ j−1η1−2a dx  (2CN)
Nβ
N−β











N−β S3 + (2CN)
Nβ
N−β S4. (3.26)
In addition, similarly to (3.21)–(3.24), we have
(2CN)
Nβ
N−β S3  (2CN)
Nβ
N−β










Concerning the ﬁrst term in (3.27), we have
∣∣∇(ur+ j−1) N−βNβ ∣∣2 · u− r4 · 2−ββ = ( (r + j − 1)(N − β)
Nβ
)2
· u 2(r+ j−1)(N−β)Nβ −2− r4 · 2−ββ |∇u|2. (3.28)
Now, we take r∗ = r∗(N,m,q) so that if r > r∗ , then it holds that
1 < β := 6N
3N + 8 ·
r + 43 ( j − 1)
r + 4N(m−1)+8( j−1) < 2 for all N  2,3N+8
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= r +m − 3. (3.29)
Since
Nβ
N − β = 2 ·
3Nr + 4( j − 1)
(3N + 2)r + 4N(m − 1) < 2 ·
3N
3N + 1 < 2, (3.30)
β  6N
3N + 6 = 2−
4
N + 2 < 2 (3.31)
for r > r∗ , we have by (3.28) and (3.29) that
∣∣∇(ur+ j−1) N−βNβ ∣∣2 · u− r4 · 2−ββ = ( (3N + 2)r + 4N(m − 1)




r + j − 1
r +m − 1
)2
· ∣∣∇u r+m−12 ∣∣2. (3.32)
Hence taking a such as a 13(N+1) , we have
(1− 2a) · 2(N − β)
Nβ
 1. (3.33)
In addition, since β  6N3N+8 ·






2(N − β) − Nβ  r + j − 1. (3.34)
Combining (3.30)–(3.34) with (3.27), we have by the Young inequality that
(2CN)
Nβ
N−β S3  ε · 3
42
· m(r − 1)
(r +m − 1)2








for all 0 < ε < 1 provided r > r∗ .
Next, we deal with S4. Taking a as a 13(N+1) , we have(





N − β  1− 2a.
Hence, similarly to the estimate for S2, it holds by (3.1) in Lemma 3.1, Lemma 3.2 and (3.30) that
(2CN)
Nβ












ur+ j−1η1−2a dx (3.36)
for r > r∗ , where λ = 1− r3r+4( j−1) · βN−β . Substituting (3.35) and (3.36) into (3.26), we have (3.18).
(iii) The proof for (3.19) can be handled similarly to the above cases (i) and (ii). So we may omit the proof. 
4. Proof of Theorem 2.1 and Corollary 2.3
First of all, we present the crucial lemma which will play an important role for the proof of the ε-regularity theorem.
Lemma 4.1. Let us take m,q and n∗ as follows.
(i) In the case of N = 2, 1m, max{2,m + 2N } q <m + 2, 1m−q+2 < n∗ .
(ii) In the case of N  3, 1m, max{2,m + 2N } q <m + 1, 1m−q+2 < n∗ < 1m−q+1 .
Suppose that k and p are positive exponents satisfying
2





+ 1, (q −m)((k − 1)N + 2)
2k(q −m + 1) − 2 ,
(q −m)n∗((k − 1)N + 2)
(m − q + 2)(q −m + 1)k − 2 ,
4n∗
,
2(n∗ − 1) }
. (4.2)
(m − q + 2)n∗ − 1 m − q + 2





































































for all 0 < t < T , where 0 < ε < 1 is an arbitrary constant, C = C(N,m,q, γ ) and η = ηx0,ρ0,δ is the cut-off function which is centered
at x0 and determined by ρ0, δ as in Lemma 3.1.
Proof. For simplicity, in what follows we denote q∗ = N(q−m)2 . Multiplying (KS)m by vp−1ηk with k as in (4.1), we have
γ
∫
vpηk dx−3(p − 1)
p2
















p−1 } dx (4.3)
for all 0 < a < k2 and all 0 < ε < 1.
Let us take b as b = min{k − 2a, (k − 1p ) pp−1 }. By virtue of Lemma 3.2,∫












Now we choose 0 < a < k2 so that
0 < a k
2
· q −m
p + q −m − q∗ . (4.5)
Since p fulﬁlls (4.2), we have by b = min{k − 2a, (k − 1p ) pp−1 } that
b(p + q −m − q∗)










· p + q −m − q∗
p − q∗  k.



















































 p − 1
p2







p−1)Cp(‖v‖1 + ‖v‖Lq∗ (B(x0,ρ0+δ)))Cp, (4.6)
where C = C(N,m,q).
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sup
0<t<T
∥∥v(t)∥∥Lq∗ (B(x0,ρ0+δ))  C sup0<t<T‖u‖Lq∗ (B(x0, 43ρ0+δ)) + C(ρ0 + δ)
N
q∗ · (ρ2−N0 + ρ− 120 ) · ‖u0‖1, (4.7)
where C = C(N,m,q, γ ).













 p − 1
p2
















) · ‖u0‖1)Cp, (4.9)

























∥∥u(t)∥∥Lq∗ (B(x0, 43ρ0+δ)) + 1
)Cp
for all k and p as in (4.1)–(4.2) and for all 0 < ε < 1 and all 0 < a  k2 · q−mp+q−m−q∗ . Taking a = k2 ·
q−m
p+q−m−q∗ in the above
estimate, we obtain the ﬁrst desired estimate.
Next, we show the second estimate. Similarly to (4.3), we obtain for p > 2m−q+2 > 1 by m < q <m + 2 that
γ
∫
vpηk dx−3(p − 1)
p2



















for all 0 < ε < 1 and all 0 < a < k2 .




vpηk−2a dx p − 1
p2





q∗ · ρ2−N0 + 1






∥∥u(t)∥∥Lq∗ (B(x0, 43ρ0+δ)) + 1
)Cp
, (4.11)
where k, p and a are taken as in (4.1), (4.2) and (4.5), respectively.
We next treat the last term in the right-hand side of (4.10). If p > max{ 2m−q+2 , N(q−m)2 + 1} and n∗ > 1m+q−2 , then it
holds that
q∗ 
(m − q + 2)p(p − 1)
(m − q + 2)p − 2  p + (q −m) · n∗,

















where θ = p+(q−m)n∗ · (1− (m−q+2)p−2 · n∗q∗).p+(q−m−q∗)n∗ (m−q+2)p(p−1)
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p + (q −m)n∗
p − 1 ·
(
k − 2



































If p > max{ (q−m)n∗(N−2)2 , 2n∗(m−q+2)n∗−1 }, then
(m−q+2)p(p−1)











 (p − 1)
p2

















) · ‖u0‖1)Cp. (4.13)
Substituting (4.11) and (4.13) into (4.10), we have
γ
∫
vpηk dx+ (p − 1)
p2




























∥∥u(t)∥∥Lq∗ (B(x0, 43ρ0+δ)) + 1
)Cp
(4.14)
for all 0 < ε < 1 and all 0 < a k2 · q−mp+q−m−q∗ .
Taking a = k2 · q−mp+q−m−q∗ in the above estimate, we obtain the second desired estimate. This completes the proof of
Lemma 4.1. 
Using the above Lemma 4.1, we derive local integral inequalities of u in Lr for all 1 < r < ∞.
Lemma 4.2. Let m and q be as:
(i) In the case of N = 2, 1m, max{2,m + 2N } q <m + 2.
(ii) In the case of N  3, 1m, max{2,m + 2N } q <m + 1.
For every 1 r < ∞, there is a positive constant ε0 depending only on N,m and r such that if (u, v) is a weak solution of (KS)m on







2 (x, t)dx < ε0 for some x0 ∈ RN , ρ0 > 0 and δ > 0, (4.15)
then it holds that∫
B(x0,ρ0)
ur(x, t)dx C(T + 1) for all 0 < t < T , (4.16)
where C = C(r,N,m, γ , δ,‖u0‖1,‖u0‖∞) is independent of x0 ∈ RN .
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(x)dx, 0 < t  T ′, (4.17)
where I1 and I2 are deﬁned by
I1 := −
∫
∇um · ∇(ur−1 · η)dx, I2 :=
∫
uq−1∇v · ∇(ur−1 · η)dx
and T ′ is an arbitrary positive number such as T ′ < T .
By (3.1) and the Young inequality,
I1 − 4m(r − 1)
(r +m − 1)2
∫ ∣∣∇u r+m−12 ∣∣2ηdx− 2m
r +m − 1
∫
∇u r+m−12 u r+m−12 · ∇ηdx
− 3m(r − 1)
(r +m − 1)2
∫ ∣∣∇u r+m−12 ∣∣2ηdx+ m





ur+m−1 · η1−2a dx
= − 3m(r − 1)
(r +m − 1)2
∫ ∣∣∇u r+m−12 ∣∣2ηdx+ m












ur+m−1 · η1−2a dx.
Taking λ = (r+q−1)(r+m−2)
(r+m−1)(r+q−2) , we have by Lemma 3.2 that
I1 =
∥∥uη 1−2ar+m−1 ∥∥r+m−1r+m−1  ‖u0‖ q−mr+q−21 · ∥∥uη (1−2a)(r+q−2)(r+q−1)(r+m−2) ∥∥ (r+q−1)(r+m−2)r+q−2r+q−1  ‖u0‖1 +
∫
ur+q−1 · η (1−2a)(r+q−2)r+m−2 dx.
If we take a as 0 < a q−m2(r+q−2) , then it holds that
(1− 2a)(r + q − 2)
r +m − 2  1,
which yields
I1 − 3m(r − 1)
(r +m − 1)2
∫ ∣∣∇u r+m−12 ∣∣2ηdx+ m












for 0 < a q−m2(r+q−2) .
Next, we deal with I2. By the integration by parts, we have
I2 = − q − 1
r + q − 2
∫






r + q − 2 − 1
)∫
ur+q−2 · v · ηdx+ q − 1
r + q − 2
∫
ur+q−2 · ∇v · ∇ηdx
= r − 1
r + q − 2
∫
ur+q−1ηdx− 2(q − 1)
r +m − 1
∫
∇u r+m−12 · u r+2q−m−32 · v · ∇ηdx− q − 1
r + q − 2
∫
ur+q−2v · ηdx
 r − 1
r + q − 2
∫
ur+q−1ηdx+ m(r − 1)
(r +m − 1)2
∫ ∣∣∇u r+m−12 ∣∣2ηdx+ I2, (4.20)
where
I2 = (q − 1)
2





ur+2q−m−3 · v2 · η1−2a dx





ur+q−2 · v · η1−2a dx for all 0< a < 1 .r + q − 2 a δ 2






























We assume that m < q < m + 1. Using Lemma 4.1, we see that there exists r∗∗ depending only on N,m such that if
r > r∗∗ , then we have by taking
a := (q −m)(m − q + 1)
4(m − q + 2)(q −m + 1) ·
1





where C = C(r,N,m,q, γ , δ,ρ0,‖u0‖1).
Indeed, taking k1, k2 by
k1 := 1− (q −m)(m − q + 1)
2(m − q + 2)2(q −m + 1) , k2 := 1−
(q −m)(m − q + 1)
4(m − q + 2)(q −m + 1) , (4.24)
we have
2
(m − q + 2)(q −m + 1) < k1,k2  1,
which satisﬁes (4.1).
Choosing a such as (4.22), we obtain from (4.24) that
k1 =
(
1− r + 2q −m − 3
r + q − 1 − 2a
)
· r + q − 1
m − q + 2 , k2 =
(
1− r + q − 2
r + q − 1 − a
)
















Note that J is the second and the fourth terms in (4.21). Now we take r∗∗ so large that if r > r∗∗ , then both p = 2(r+q−1)m−q+2













∥∥u(t)∥∥Lq∗ (B(x0, 43ρ0+δ)) + 1
)]Cr
. (4.26)
Substituting (4.26) into (4.21), we obtain (4.23).
From (4.19), (4.20) and (4.23), we have
I1 + I2 − 2m(r − 1)
(r +m − 1)2
∫ ∣∣∇u r+m−12 ∣∣2ηdx+ C ∫ ur+q−1ηdx+ C
for r > r∗∗ . Moreover, Lemma 3.5 together with (4.17) assures that there exists ε0 depending only on N,m,q and r such
that if u satisﬁes (4.15), then it holds that
∫
ur(x, t)η(x)dx− 2m(r − 1)
(r +m − 1)2
t∫
0









(x)dx for all 0 < t  T ′, (4.27)
and for r > r∗∗ and for a as in (4.22), which yields∫




(x)dx for all 0< t  T ′, (4.28)
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all 1 r < ∞. Thus, we complete the proof of Lemma 4.2. 
Proof of Theorem 2.1. The proof of (2.4) is based on (4.17). In the case of q < m + 2N , once (4.17) is established, our goal
(2.4) follows from the quite similar argument as that of Sugiyama and Kunii [11, Theorem 2]. Although in [11, Theorem 2],
(2.4) is given for a solution constructed by the certain approximating solution, it is easy to see that the same procedure
works for all weak solutions u satisfying (4.17). Hence, it remains only to prove (2.4) in the super-critical case of qm+ 2N .
Once the Lr-bound is established for all 1 r < ∞ in Lemma 4.2, it follows from Lemma 3.3(ii) that
sup
0<tT ′
∥∥v(t)∥∥L∞(B(x0,ρ0+δ))  C, sup0<tT ′
∥∥∇v(t)∥∥L∞(B(x0,ρ0+δ))  C (4.29)
for some ρ0 > 0 and δ > 0, where C = C(N,m,q, γ ,ρ0,‖u0‖1,‖u0‖∞, T ). It should be noted that the constant C in (4.29)
can be taken independently of δ and T ′ .









2 (x, t)dx ε0.
Hence we obtain from Lemma 4.2 with r = N + 1 and (ρ0, δ) replaced by ( 43ρ0 + δ, 13ρ0) that
sup
0<tT ′
∥∥u(·, t)χB(x0, 43ρ0+δ)∥∥N+1  C0,
where C0 = C0(N,m,q, γ ,ρ0,‖u0‖1,‖u0‖∞, T ) is a constant independent of δ and T ′ . Hence, applying Lemma 3.3(ii), we
have (4.29) under the assumption (2.3) in Theorem 2.1.













(x)dx, 0 < t  T ′, (4.30)
where η is the same cut-off function which is centered at x0 and determined by ρ0 and δ as in Lemma 3.1. Applying
Lemma 3.5(ii) to the estimate of I1, we see as in (4.18) that there exists r∗ depending only on N,m such that
I1 = −
∫
∇um · ∇(ur−1 · η)dx
− 3m(r − 1)
(r +m − 1)2
∫ ∣∣∇u r+m−12 ∣∣2ηdx+ m





ur+m−1 · η1−2a dx
− 2m(r − 1)
(r +m − 1)2








for all r∗ < r < ∞, where 0 < a 13(N+1) and C = C(N,m,q, γ ,‖u0‖1,‖u0‖∞).
Furthermore, from Lemma 3.5(ii), (4.29) and the Young inequality, we obtain that
I2 
m(r − 1)
(r +m − 1)2








 3m(r − 1)
2(r +m − 1)2










+ 1), 0 < t  T ′,
(4.32)
for all 0 < a 13(N+1) and for all r∗ < r < ∞, from which and (4.30)–(4.31), it follows that∫
ur(x, t)η(x)dx
= − mr(r − 1)
2(r +m − 1)2
t∫ ∫ ∣∣∇u r+m−12 ∣∣2ηdxds
0





























(x)dx, 0 < a <
1
3(N + 1) , (4.33)
where C = C(N,m, γ ,ρ0,‖u0‖1,‖u0‖∞, T ).
Since
r +m − 1 > r + q − 2 > r + 2q −m − 3


















For the case of qm + 1,



















































,‖u0‖rr, T + 1
}
(4.36)
for all 0 < a 13(N+1) . Since we may take a as an arbitrary number in (0,
1
3(N+1) ], by setting δ = ρ0r in (4.36), we have
sup
0<tT ′









4 (B(x0,ρ0+ ρ0r ))
,‖u0‖r, T + 1
}
(4.37)







 C(T + 1), (4.38)
where C = C(N,m,q, γ , p0,ρ0,‖u0‖1,‖u0‖∞, T ) is a constant independent of T ′ . Since the right-hand side of (4.38) is







 C(T + 1) (4.39)
with the same constant C as in (4.38).
We next treat the case of m+1 q <m+2, which yields (4.35). Substituting (4.35) into (4.33) and repeating the similar
argument as the above, we obtain (4.39). Thus we complete the proof of Theorem 2.1. 
Obviously, Corollary 2.3 is an immediate consequence of Theorem 2.1.
5. Proof of Theorem 2.2
First of all, we introduce a proposition concerning the extension criterion. It should be noted that the following proposi-
tion holds true for arbitrary weak solutions (u, v) since (4.17) holds for (u, v).
Proposition 5.1. (See [11].) Let Assumption hold. Suppose that (u, v) is an arbitrary weak solution of (KS)m on [0, T ) in Deﬁnition 1
with the additional properties (2.1)–(2.2) with T = T0 . If it holds that
sup
0<t<T
∥∥u(t)∥∥L∞(RN ) < ∞,
then there exists T ′ > T such that (u, v) is a weak solution of (KS)m on [0, T ′).
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Proposition 5.2. Let w ∈ C([0, T ]; Lp(RN )) with 1 p < ∞. For every ε > 0, w can be decomposed as
w(x, t) = w1(x, t) + w2(x, t) for (x, t) ∈ RN × (0, T ),
where w1 ∈ C([0, T ]; Lp(RN )) with sup0<t<T ‖w1(t)‖p < ε and w2 ∈ L∞(RN × (0, T )).
The proof of this proposition is rather standard, so we may omit it.
Let ε0 be the positive number given by Theorem 2.1. Applying Proposition 5.2 as ε = ε02 and p = N(q−m)2 , we ﬁnd that





























+ C‖u2‖L∞(RN×(0,T )) · ρN
for all x0 ∈ RN , where C = C(N).
Taking ρ = ( ε02 · 1C‖u2‖L∞(RN×(0,T )) )
1
N , we obtain (2.3) under the assumption (2.6). Hence it follows from Theorem 2.1 that
sup
(x,t)∈B(x0, ρ2 )×(0,T )
u(x, t) < C,
where C = C(N,m,q, γ ,ρ,‖u0‖1). Since x0 ∈ RN can be taken arbitrarily, and since the above constant C is independent of
x0, we conclude that
sup
(x,t)∈RN×(0,T )
u(x, t) < ∞.
Consequently, we ﬁnd by Proposition 5.1 that there exists T ′ > T such that (u, v) is a weak solution of (KS)m on [0, T ′).
Thus we complete the proof of Theorem 2.2.
6. Proof of Theorem 2.4
Our argument is based on the similar one as in [1, Theorem B]. Here we recall the Vitali covering lemma for balls.
Lemma 6.1. Let B denote any family of balls {B(x,ρ)}x,ρ contained in a bounded subset of RN . Then, there exists a ﬁnite or denumer-
able subfamily Bˆ = {B(xi,ρi)}i with the following properties (i)–(ii):
(i) For each B(x,ρ) ∈ B, there exists B(xi,ρi) ∈ Bˆ such that B(x,ρ) ⊂ B(xi,5ρi).
(ii)
B(xi,ρi) ∩ B(x j,ρ j) = φ for i = j.







2 (x, t)dx ε0 for all ρ > 0, (6.1)
where ε0 = ε0(N,m,q) is the same constant as in Theorem 2.1.
Let D be any bounded domain with S ∩ D = φ. There exist sequences {yn}∞n=1 ⊂ S ∩ D and {ρn}∞n=1 of positive constants
such that




We take a neighbourhood V of S ∩ D so that B(xn,ρn) ⊂ V for all n = 1,2, . . . . We take δ > 0. For each yn ∈ S ∩ D , there
exists a family B yn := {B(yn,ρ)}ρ with ρ < δ such that (6.1) holds and such that B(yn,ρ) ⊂ V . Applying Lemma 6.1 to this
family B yn , we obtain a subfamily Bˆ yn := {B(xi,ρi)}i with the following properties (i)′–(ii)′:
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B(yn,ρ) ⊂ B(xin ,5ρin ); (6.3)
(ii)′
B(xi,ρi) ∩ B(x j,ρ j) = φ for i = j. (6.4)
From (6.2) and (6.3), there exist {xn}∞n=1 and {ρn}∞n=1 with {B(xn,ρn)}∞n=1 ⊂
⋃∞
n=1 Bˆ yn such that













2 (x, t)dx > ε0 with 0 < ρn < δ. (6.5)






















2 (x, t) · ηn(x)dx, (6.6)
where ηn is the cut-off function as in Lemma 3.1, which is centered at xn with ρ0 = ρn2 and δ = ρn2 . On the other hand, for

















for all T − μn < s < T . (6.7)
For arbitrary natural number k, now let us deﬁne μ(k)∗ := min1nk μn . Since u ∈ L∞(0, T ; L N(q−m)2 (RN )), it follows from



























L∞(0,T ;L N(q−m)2 (RN ))
. (6.8)









2 (x, t) · ηn(x)dx ‖u‖
N(q−m)
2
L∞(0,T ;L N(q−m)2 (RN ))
, (6.9)









2 (x, t) · ηn(x)dx ‖u‖
N(q−m)
2
L∞(0,T ;L N(q−m)2 (RN ))
. (6.10)
To determine the Hausdorff dimension of DH (S ∩ D), we shall estimate ∑∞i=1(5ρi)s using (6.6) and (6.10). Since 0 <
5ρn < 5δ, we have
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2 (x, t)ηn(x)dx δs‖u‖
N(q−m)
2
L∞(0,T ;L N(q−m)2 (RN ))
→ 0 as δ → 0, (6.11)
for all s > 0. Since D is an arbitrary bounded set with S ∩ D = φ, and since S is any positive number, we can conclude that
DH (S) = 0. Thus the proof of Theorem 2.4 is complete.
Proof of Corollary 2.5. Once we establish Theorem 2.1, the similar argument to that in [5, Theorem 3] gives Theorem 2.5 as







2 (x, t)dx, (6.12)
where ε0 is the same constant as in Corollary 2.3. Suppose that u(x, t) is spherically symmetric. If there exists a blow-up
point x0 = 0 of u at the blow-up time T , then u blows up at all points on ∂B(0, |x0|). Therefore, we can choose d > 0 and k
blow-up points {x1, x2, . . . , xk} ⊂ ∂B(0, |x0|) so that
B(xi,2d) ∩ B(x j,2d) = φ for all i, j = 1,2, . . . ,k. (6.13)




















































2 (x, t)dx. (6.15)
























2 (x, t)dx < kε0, (6.16)
which causes a contradiction. In conclusion, we observe that the set of the blow-up point of u only the origin x = 0. Thus
we complete the proof of Corollary 2.5. 
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