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e Introducción
e
e
e
• En esta memoria se presenta un estudio de algunas propiedades relativas a los productos
e
e tensoriales de espacios localmente convexos y a los espacios de polinomios homogéneos
continuos definidos sobre un espacio localmente convexo, generalmente de Fréchet. Se
e van a demostrar resultados originales, que van a permitir profundizar en determinadas
• cuestiones relacionadas con el Análisis Funcional. Como consecuencia de los resultados
• que se obtienen vamos a poder proporcionar algunos nuevos ejemplos en este ámbito.
e
e El estudio de los Productos Tensoriales Topológicos de espacios localmente convexos
e fue iniciado por Grothendieck en 1955, con el objeto de obtener un predual para los
espacios de formas bilineales. Por otro lado, Nachbin sistematiza a finales de los 60 el
e estudio en se
de las Aplicaciones Holomorfas Dimensión Infinita. En principio, podría
• pensar que no existe relación alguna entre ambos objetos; sin embargo, ambas teorías
• están relacionadas a través de los espacios de polinomios.
e
Un problema clásico en Holomorfia en Dimensión Infinita planteado por Nachbin
e en 1967 es el estudio de la coincidencia de las topologías compacto-abierta (ro) y
e portada de Nachbin (r~) en los espacios de funciones holomorfas definidas sobre abiertos
• equilibrados de un espacio localmente convexo. Es bien conocido que, para espacios
• de Fréchet E, una condición necesaria para la coincidencia de estas dos topologías es
e
e que E sea un espacio de Montel. Este problema fue estudiado por Barroso, Barroso-
• Nachbin, Boland-Dineen, Meise y Mujica a lo largo de los años 70 y principios de los 80
e para determinadas clases de espacios de Fréchet-Montel, trabajando directamente con
• los espacios de funciones holomorfas. En 1988 Ansemil-Ponte relacionaron la igualdad
• de esas dos topologías en los espacios de funciones holomorfas con la coincidencia de
e esas dos topologías en los espacios de polinomios n-homogéneos, P(~E), para cada
e además
e n E N y dieron condiciones equivalentes a la coincidencia de ro y ~ sobre
e P(~E), cuando E es un espacio de Fréchet-Montel; pero no se conocia ningúñ ejemplo
e
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e
e
e
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de espacio de Fréchet-Montel E para el que ocurriera que ro re,, en P(~E). De hecho,
ese problema estuvo abierto algún tiempo más.
Mientras por un lado se desarrollaba la teoría de Holomorfía en Dimensión Infinita,
por otro lado se continuaban estudiando cuestiones relativas a Productos TensoHales
‘e
Topológicos. En la Tesis Doctoral de Ryan, de 1980, se estudia, entre otras cosas,
la relación existente entre los polinomios n-homogéneos y los n-productos tensoriales ‘e
simétricos que se consideran en ese trabajo. De hecho, el n-iiroducto tensorial simétrico ‘e
de un espacio localmente convexo (dotado de la topología proyectiva) es un predual ‘e
‘e
para el espacio P(~E). Del mismo modo como en Holomorfía un problema importante
era el estudio de la coincidencia de 10 y r~,, en la teoría de Productos Tensoriales ‘e
estaba presente el “Problema de las Topologías” de Crothendieck: dados dos espacios ‘e
localmente convexos E y F, y dado un acotado B de EÓF, ¿existirán acotados BE de ‘e
Ir
E y B~ de F tales que B esté contenido en la envoltura absolutamente convexa de ‘e
BE O BF? En el caso en el que se consideraban E y F dentro de la clase de los espacios ‘eede Montel, el Problema de las Topologías resultaba ser equivalente al de saber si E¿F
Ir
era un espacio de Montel. Este problema se mantuvo abierto hasta que Taskinen lo ‘e
resolvió en 1986, y junto con la resolución de este problema introdujo una nueva clase ‘e
de espacios: para Taskinen un par de espacios localmente convexos (E, F) verifica la ‘e
propiedad (BR) si para cada acotado B de EÓF existen acotados BE de E y B~ de ‘e
Ir e
F tales que B G lYBs ® BF); esto es, (E, F) verifica la propiedad (BR) si y sólo si e
para ese par de espacios el Problema de las Topologías de Grothendieck tiene respuesta e
afirmativa. Lo que hace Taskinen es construir un espacio de Fréchet-Montel E para ‘e
el que (E,Ó) no verifica (BR). Por otra parte, Taskinen da ejemplos de determinadas ‘e
clases de espacios E para los que el par (E, F) verifica la propiedad (BR) cuando E ‘e
es un espacio de Banach. Entre esta clase de espacios se encuentran, por ejemplo, los ‘e
‘e
espaci¿s escalonados de K6the. Taskinen continuó proporcionando ejemplos de pares ‘e
de espacios sin verificar la propiedad (BR). En particular, construyó un espacio de ‘e
Fréchet-Montel E tal que (E, E) no verificaba (BB) (y, por tanto, EÓE no podía ser ‘e
Ir
un espacio de Montel). ‘e
‘e
Tras los trabajos de Taskinen se volvió a relacionar la Teoría de Productos Ten- ‘e
soriales Topológicos con la Teoría de Holomorfía, ya que Ansemil-Taskinen en 1990 e
ofrecieron, utilizando tensores, el primer ejemplo de un espacio de Fréchet-Montel E ‘e
epara el que ~o Tw sobre PQE). Dineen también relaciona los resultados de Tas-
kinen con la Holomorfia, mostrando nuevos ejemplos de espacios de Fréchet-Montel ‘e
‘e
e
e
‘e
‘e
‘e
‘e
‘e
e
e
e
e
e
e
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e
e E para los que lo = r,, en P(~E); de hecho, esto le motiva a Dineen a definir la
e
• propiedad (RB)~3, que es una versión, válida para n-productos tensoriales simétricos,
e de la propiedad (BR). Dineen prueba que si E es un espacio de Fréchet-Montel, l~ =
e en P(~E) si y sólo si E verifica la propiedad (BB)~,~, con lo que finalmente, el problema
• de la coincidencia de lo y r~, se convierte en un problema relativo a productos tenso-
e riales. Más en
resultados esta dirección fueron obtenidos por Galindo-García-Maestre
e y por Defant-Maestre.
e
Lo que hemos expuesto hasta ahora nos lleva a la conclusión de que~ está es-
• trechamente relacionado el estudio de los productos tensoriales topológicos y M estudio
• de ciertos problemas de la holomorfía en dimensión infinita. En esta memoria se van
• a estudiar propiedades sobre productos tensoriales que abundan en lo conocido basta
• el momento. Por otra parte, los resultados que se van a exponer aquí nos van a per-e
e mitir construir nuevos ejemplos para determinadas situaciones concretas (que se van a
mencionar más adelante), contribuyendo así al desarrollo de esta teoría. ¡
e
La memoria consta de cinco capítulos. En el primero se introducen las notaciones
• que se van a utilizar en ella, así como las definiciones de los conceptos que se van a mane-
• jar posteriormente. Nos centramos en mostrar cuestiones directamente relacionadas con
• productos tensoriales, productos tensoriales simétricos y polinomios. También se in-
e troducen en este capitulo las definiciones básicas de 1-lolomorfia en Dimensión infinita
e
que se utilizan más tarde.
El segundo capítulo constituye una parte básica en la memoria y en él se reaL-e
• za un estudio sobre complementación en productos tensoriales y productos tensoriales
• símetricos. Los resultados que se prueban en el capítulo están bastante cercanos al
e enfoque actual de la teoría de holomorfía que se mencionaba anteriormente. Era cono-
• cido que (PQE), 7o) es un subespacio complementado de (P(~~
1E), To), y tai1~bién que
e (PQ’E), rb) es un subespacio complementado de (P(~~1E), rb) cuando E es ún espacioe de Banach. Uno de los problemas que se podían plantear de modo natural a la vista
e de esas relaciones era el estudio de la complementación de (P(~E), r) en (p(n+iE), ‘r)
e cuando E es un espacio localmente convexo arbitrario y r es cualquiera de las topologías
• naturales habitualmente consideradas en esos espacios: Tb, ~ o it (rb es la topología
de la convergencia uniforme en los acotados, ~ es la topología fuerte, considerando a
e P(~E) como el espacio dual de 6 E y r~ es la topología portada de NacÉbin). Ene fl,S~Ir
• lugar de abordar directamente este problema, abordamos el problema predual, el de
e
e
e
e
e
e
e
e
e
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estudiar la complementación en productos tensoriales simétricos, y a partir de él nos
ocupamos de la complementación en los espacios de polinomios n-homogéneos. Con-
secuencias derivadas de lo que se obtiene en el segundo capítulo se utilizan en los tres
siguientes. La primera seccion del capítulo muestra una amplia colección de casos en los
que existe complementación en productos tensoriales de espacios localmente convexos,
principalmente en productos tensoriales ordinarios (no simétricos). Estos resultados de
complementación en productos tensoriales no son resultados muy complicados de pro-
bar, es de destacar que en la prueba de esos resultados aparece siempre la propiedad
asociativa del producto tensorial, propiedad que no se verifica para el producto tenso-
rial simétrico, con lo que se han de desarrollar nuevas técnicas que nos permitan probar
la relación de complementación. En la segunda seccion es donde se prueba que 6 E
71,3,7!•
es un subespacio complementado de 6 E, utilizando para la prueba de ese resulta-
n+i Sir
do algunos Lemas previos que nos van a permitir elegir “buenas” representaciones de
los tensores simétricos que utilicemos. En la tercera, y última, sección del capítulo se
transportan los resultados sobre complementación en productos tensoriales a resultados
sobre complementación en espacios de polinomios homogéneos. Esta forma de obten-
er resultados sobre polinomios a partir de otros análogos sobre productos tensoriales
simétricos es una relación retroalimentada, ya que se puede probar que la propiedad
(BB)~+15 implica la propiedad (BB)~,5 utilizando la comparación de dos topologías en
los espacios de polinomios homogéneos asociados, y parece que la verificación directa
de esa propiedad sería bastante complicada.
En el tercer capítulo de la memoria se expone un ejemplo de espacio localmente con-
vexo E para el que P(~E) es casinormable, para cada u E N, dotado de las topologías
antes consideradas, siendo estas topologías distintas entre sí. La introducción de los es-
pacios casínormables se debe a Grothendieck (1954). Gran parte de los espacios usuales
del Análisis Funcional son casinormables; por ejemplo, se encuentran dentro de esta
clase los espacios de Banach, de Schwartz, los espacios (DF) y los que son un límite
inductivo numerable de espacios de Banach. La casinormabilidad de los espacios de
polinomios u-homogéneos definidos sobre un espacio de Fréchet E ha sido estudiada en
profundidad, por causa de la importancia que tiene en el estudio de la casinormabilidad
de los espacios de funciones bolomorfas, y, en este contexto, la casinormabilidad de espa-
cios de polinomios y funciones holomorfas ha sido estudiada por Ansemil-Ponte, Isidro,
Bonet-Peris, Dineen y Ansemil. Si E es un espacio de Frécbet, los espacios (P(~E), 10),
(P(~E), /3) y (P(~E), w~) son espacios casinormables, puesto que se trata de espacios de
e
e
e
e
e
e
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e
• Schwartz, (DF) y límite inductivo numerable de espacios de Banach, respectivamente.
• El estudio de la casinormabilidad de (P(~E), rb) se había abordado hasta ahora para
• espacios E para los que era conocida la coincidencia de la topología Tb con otra de las
• topologías para las que se conocía la casinormabilidad del correspondiente espacio de
• polinomios. El ejemplo que presentamos en este capítulo es el primer ejemplo en el que
e
se muestra un espacio de Fréchet E para el que el espacio de polinomios u-homogéneos
• P(~E), dotado de las cuatro topologías usuales, es un espacio casínormable, y: todas es-
• tas topologías son distintas entre sí para u =2 y To <lb = ~ < it, sobre P(’E) = E’,
e ya que, sobre este espacio siempre coinciden Tb y ¡3, por la propia definición de estas
• topologías. En la primera sección del capítulo se recuerda la definición de los espacios
• escalonados de K6the, y se enuncian también conocidas caracterizaciones de algunas
de las propiedades que pueden tener estos espacios; concretamente, nosotros vamos a
utilizar en nuestro ejemplo un espacio escalonado de Kóthe de orden 1 que no sea dis-e
e tinguido. El espacio E que presentamos como ejemplo es el producto tensorial de ese
• espacio escalonado de Kdthe A
1 y uno de los espacios de Fréchet-Montel F que Task-
• inen proporciona como contraejemplo al problema de las topologías de Grothendieck.
• En la segunda sección del capítulo estudiamos una descripción, distinta de la habitual,
del espacio ® E (para ese E en particular) así como de su dual. Esto va a ser posi-
•
e ble hacerlo debido a las “buenas propiedades” que posee el espacio A1 con respecto al
e producto tensorial por si mismo. En la tercera sección se prueba la casinor+abilidad
• del espacio de formas u-lineales (C(~E),rb) utilizando métodos directos, loque pro-
• duce como consecuencia la casinormabilidad de (P(~E),rb). Al final de la sección see prueba que las cuatro topologías usuales en espacios de polinomios u-homogéneos son
e distintas entre sí, y para ello se utilizan propiedades de los espacios A1 y F~(el espa-
e cio de Taskinen) que se consideran para producir el ejemplo, como también algunas de
e las propiedades de complementacion en espacios de polinomios que se prueban en el
• capítulo segundo.
e
e
e Otro de los problemas clásicos sobre coincidencia de topologías en espacios de poli-
• nomios u-homogéneos es el que dio origen al cuarto capitulo de esta memoria. Es
• conocido que cuando E es de Fréchet re,, es la topología tonelada asociada a
To en
• P(~E). Así, se dará la coincidencia de ¡3 y i-<, sobre p(nE) cuando ¡3 sea una topología
e tonelada y la de Tb, ¡3 y it cuando sea tonelada Tb• Existen ejemplos conocidos de espa-e
e cios E para los que se da la coincidencia de Tb y it en P(~E), y casos importantes dentro
• de estos son los espacios de Banach y los espacios de Fréchet-Montel que cumplen la
e
e
e
e
e
e
e
e
e
xj4’ INTRODUCCIÓN
propiedad (BB)~,5. Lo que estudiaremos en este capítulo es el caso intermedio: ¿qué
ocurre con los espacios que no son de Banach ni de Montel?. Encontramos ejemplos
de Fréchet en esta situación dentro de los espacios escalonados de Kóthe. Lo que se
probará es que, si A~ es un espacio escalonado que no verifica la condición de den-
sidad de lleinrich, entonces si u =j, (P(~A~), Ib) nO es un espacio tonelado, por lo
que (PijA~), Ib) # (P(~A~), í~). De hecho, se van a caracterizar los espacios A~ para
los que (P(~A~), Ib) = (P(~A~), í~) para cada u E N precisamente como los espacios
A~ para los que se verifica la condición de densidad de Heinrich. En la primera sec-
ción del capitulo, por completitud, se indica cómo se pueden caracterizar por medio
de su matriz de K¿ithe los espacios escalonados que son de Montel, tal como hacen
Bierstedt, Meise y Summers, ya que esta propiedad se va a utilizar en secciones si-
guientes. En la segunda sección obtenemos condiciones suficientes para la reflexividad
de los u-productos tensoriales de espacios escalonados de K6the, en función del orden
p del espacio y el grado u del producto tensorial, independientemente de la matriz de
K¿3the A. Consecuentemente, se obtendrán condiciones suficientes para la reflexividad
de los espacios de polinomios u-homogéneos. En la tercera sección del capítulo vuelve
a aparecer la complementación en productos tensoriales. Se probará que cuando u =p,
se puede considerar un espacio A1(B) complementado en O Ap(A), habiendo una es-
fl,S,Ir
trecha relación entre las matrices A y B. De este modo, con elecciones adecuadas de
la matriz A vamos a determinar nuevas propiedades sobre los productos tensoriales de
esta clase de espacios. Se prueba, en particular, que cuando Ap(A) no verifica la condi-
ción de densidad de Heinrich, el espacio A1(B) no es un espacio distinguido, con lo
que tampoco puede serlo Ó Ap(A), y así (P(~A~(A)), /3) no será tonelado. La misma
71,307
técnica de complementación sirve para probar que para un espacio E = Ap(A) que rio
es de Montel, (P(71E), Ib) es reflexivo si y sólo si u < p.
En el último capítulo de la memoria se continúa estudiando la reflexividad y
tonelación de ciertos espacios de polinomios, con el objeto de proporcionar nuevos
ejemplos en la teoría de polinomios en dimensión infinita. Todo el capítulo está dedi-
cado a los espacios X-Kbthe de sucesiones. Esta clase de espacios engloba a la de los
espacios A~ y ha sido ya utilizada en diversas ocasiones en el contexto de la bolomor-
fía en dimensión infinita. Por ejemplo, Taskinen y Dineen los muestran como espacios
que verifican las propiedades (BR) y (BR)
71,, respectivamente. En la primera sec-
ción del capítulo probamos que estos espacios verifican propiedades parecidas a las que
verificaban los espacios A~. En particular, se prueba que un espacio Ax(A) verifica la
e
e
e
e
e
e
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condición de densidad de Heinrich si y sólo si su matriz de Kdthe A verifica la condi-e
• cion (D) y que dicho espacio es de Montel si y sólo si su matriz de K¿the verifica
• (M). Ambos resultados son extensión de los ya conocidos para espacios Ap(A). En la
• cuarta sección del capitulo se prueba que cuando un espacio de Banach X verifica que
• (P(~X), Ib) es reflexivo, entonces el espacio de polinomios u-homogéneos continuos so-
e bre el espacio Ax(A) que se puede construir a partir de X va a ser también reflexivo,e independientemente de la matriz de K6the A que se considere. Aprovecharemos estos
• resultados, utilizando un espacio X-K&the, que tiene como espacio de Banach asociado
• al espacio original de Tsirelson. El espacio de Tsirelson T’ tiene la propiedad de que
• (P{~T’), Ib) es un espacio reflexivo para cada u C N, con lo que el espacio X-Kóthe de
• sucesiones Ar(A) va a verificar que (P(~Ax(A)), íb) es un espacio reflexivo para cada
u E Pl. Eligiendo la matriz de K.Bthe A sin verificar la condición (D) vamos a tenere
• que (‘P(~Ax(A)),í&) es un espacio reflexivo para el que Ax(A) no verifica la condición
• de densidad. Este hecho introduce una novedad en esta teoría, ya que hasta ahora
• los únicos ejemplos conocidos de espacios E para los que P(~E) es reflexivo para ca-
• da u E N eran espacios que verificaban la condición de densidad: por una parte se
• encuentran los espacios de Banach similares al espacio de Tsirelson, por otra parte se
encuentran los espacios de Montel, y el único ejemplo que era conocido hasta ahora,
ofrecido por Boyd, para el que se daba la reflexividad de (P(71E), Ib) sin ser E un es-e
• pacio de Banach o de Montel, era el de la clase de los espacios de la forma E = F x
• donde F en este caso es un espacio de Fréchet-Schwartz, pero estos espacios verifican
• también la condición de densidad.
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e
• El estudio de las aplicaciones multilineales y los polinomios homogéneos se aborda
e
en la literatura desde diferentes puntos de vista. Uno de ellos, ya contemplado por
Grothendieck en 1955, es considerar las aplicaciones multilineales como elementos del
• dual de un producto tensorial. Así, resultados que se conocen para espacios duales se
• pueden obtener para los espacios de aplicaciones multilineales, y desde allí se pasan a
• resultados relativos a polinomios homogéneos. Un poco más tarde (1980) Ryan abordó
• el problema de buscar un predual para el espacio de los polinomios homogér{eos, uti-
e
lizando para ello los tensores simétricos. Actualmente se estudian propiedades acerca
de los productos tensoriales simétricos para obtener resultados relacionados con diferen-
• tes topologías en espacios de polinomios y, consecuentemente, de funciones holomorfas.
• Se comentará también en este capítulo introductorio el problema de las topologías de
• Grothendieck, asi como el contraejemplo que construyó Taskinen al mismo, y que se us-
• ará en el Capítulo 3, para continuar la exposición comentando la versión, válida parae productos tensoriales simétricos, de este mismo problema, establecida recientemente
• por Dineen.
• También se expondrán en este capítulo la mayoría de las definiciones y résultados
• de Análisis Funcional que se utilizarán repetidamente en la presente memoria. Se va
• a trabajar principalmente con productos tensoriales simétricos de espacios localmente
e convexos, polinomios y aplicaciones holomorfas. La notación que se va a utilizar en lo
relacionado con los espacios localmente convexos y productos tensoriales es la que se
• utiliza en los libros de Jarchow ([Jar]) y Kéthe ([Kótl, K5t2]); en algunas ocasiones,
• también nos referiremos al nuevo libro de Dineen [Dm6], en preparacion, que da un
• enfoque al tratamiento de estos temas que es distinto al usual. Para cuestiones reía-
e cionadas con holomorfía de dimensión infinita se utilizará preferentemente [Dm1], quee
e 1e
e
e
e
e
e
e
e
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además puede consultarse para estudiar el enfoque al tratamiento de las aplicaciones
multilineales y los polinomios dado antes de generalizarse la utilización de tensores. En
este capitulo solo se expondrán las pruebas de algunos resultados que sean fundamen-
tales en lo que se va a hacer después. Entre estos resultados se encuentran algunos que
van a permitirnos manejar con mayor comodidad productos tensoriales y productos
tensoriales simétricos.
e
e
e
e
e
e
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e
e 1. Cuestiones generales de Análisis Funcionale
e
• En esta seccion mencionaremos algunas definiciones clásicas de Análisis Funcional
• que vamos a utilizar más tarde. También expondremos algunas notaciones que se van
• a repetir a lo largo de esta memoria, así como referencias donde se pueden consultar
e
propiedades generales sobre las herramientas que vamos a utilizar. En todo lo relativo
a cuestiones generales sobre espacios localmente convexos se pueden consultar como
referencias principales los libros de Jarchow [Jar] y K5the [K6tl, Kót2].
• E, F y O representarán espacios localmente convexos reales o complejos, frecuente-
• mente espacios de Eréchet, esto es, espacios metrizables completos. Si 9 es un subron-
• junto de E, escribiremos [S] para designar al subespacio vectorial generado por S.
Utilizaremos la notación sc(E) para representar el conjunto de las setiiuormas
continuas en E.
Si a E .sc(E), utilizaremos la notación Ea para referirnos al espacio normado
• E/cv~’(0).
• E(A) representará la envoltura convexa y equilibrada del subconjunto A de E.
• Si E es un espacio normado, BE denotará la bola unidad cerrada de dicho espacio,
esto es: BE = Qi, E E: kr¡~ =1}.
También utilizaremos con frecuencia límites proyectivos e inductivos de espaciosee localmente convexos, ya que muchos espacios con los que vamos a trabaja~r en esta
• memoria van a estar definidos en estos términos. Las definiciones y propiedades básicas
• de estos límites pueden consultarse en [Jar].
e
• Si E es un espacio localmente convexo, se llama dual fuerte de E al espacio dual
• de E dotado de la topología de la convergencia uniforme sobre los acotados de E. Se
• representará generalmente por Ek.
El símbolo E’ se utilizará para representar al espacio dual de E dothdo de la
• ro
• topología de la convergencia uniforme sobre los compactos de E, esto es, la topología
e compacto-abierta.
• Relacionado con el espacio E$ está un concepto que vamos a considerar más tarde:
• el de espacio distinguido.
e
• DEFINICIÓN 1.1. Sea E un espacio localmente convexo. Se dice qu~ E es un
• espacio distinguido si su dual fuerte Ej~ es tonelado.
e
e
e
e
e
e
e
e
e
e
e
e
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2. Polinomios y aplicaciones multilineales
‘e
Las notaciones utilizadas para representar los conjuntos de aplicaciones multilinca-
les y polinomios son las mismas que se utilizan habitualmente, véanse por ejemplo
[fmi] y [Dm6]. Las principales quedan resumidas en las siguientes definiciones:
DEFINICIÓN 1.2. Dados E~<... ,Em,E y O espacios localmente convexos se
representará por
(1) £a(Ei,. . . , E,,.; U) al espacio vectorial de todas las aplicaciones ni-lineales de
(2) £(Ei,. . . , E,,,; O) al espacio vectorial de todas las aplicaciones ni-lineales con-
tinuas de E1 x x Em en O;
(3) £a(mE; O) al espacio vectorial de todas las aplicaciones ni-lineales de E
tm en O;
(4) £(mE; El) al espacio vectorial de todas las aplicaciones ni-lineales continuas de
Em en O.
EixxE~ en O;
Cuando O es el cuerpo base K (R o C), se adoptarán las siguientes notaciones:
(5) CatE; 1K) = CatE) y
(6) gtmE; 1K) =
DEFINICIÓN 1.3. Se dice que una aplicación ni-lineal L de Etm en Oes simétrica
L(xí,. . . , x,,,) = LQT
0}i>,... ,
para cada (x1, . . . , x,,,) e E”~ y cada permutación a de los primeros ni numeros natu-
rales.
El espacio vectorial de todas las aplicaciones ni-lineales simétricas de E en O se
representará por £~(mE; O).
El espacio vectorial de las aplicaciones ni-lineales simétricas continuas de E en O
se representará por £s(mE; O).
Cuando O = 1K, representaremos a estos dos espacios por £~(mE) y /¿~(mE), re-
e
‘e
‘e
e
e
e
e
e
e
e
e
e
‘e
e
e
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‘e
e
e
‘e
e
‘e
e
e
e
‘e
e
e
e
‘e
té
‘e
e
e
e
spectivamente.
e
e
e
e
e
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e
OBSERVACIÓN 1.4. Se puede definir de un modo natural una proyeccíon see Ca (‘“E; 0) —* £~Q”E; 0) por
e 1
s(L)(xí,. . . , £,,.) = j >3 L(Zo}l),.. . X«(m)), ¡
aEPme
• para cada L E 4(’”E; O) y cada (zí,. . . , z~) E E’”, donde IP,,, representa el grupo
• de las permutaciones de los primeros ni numeros naturales. Obviamente la inclusión
e canónica de £~(‘“E; O) en Ca(’”E; O) es una aplicación inyectiva. Así £~(‘“E; O) es un
• subespacio algebraicamente complementado de £a(’”E; O) ([Dm1]).
e
e
• DEFINICIÓN 1.5. Se dice que P E —* O es un polinomio ni-homogéneo de E
e
en O si existe una aplicacion ni-lineal A E’” —* 0 tal que P(x) = A(x,. ., x), para
cada x C E. P es continuo si y sólo si A es una aplicación continua.
• Al espacio vectorial de todos los polinomios m-homogéneos de E en O lo repre-
e sentaremos por Pa(’”E; O).
• P(’”E; O) representará el espacio de todos los polinomios ni-homogéneos continuos
• deEenO.
e
• Cuando O = 1K, utilizaremos las notaciones P~(’”E) y P(’”E), para désignar al
• espacio vectorial de los polinomios ni-homogéneos de E en 1K y al de los polinomios
• ni-homogéneos continuos de E en 1K, respectivamente.
e
e
Un resultado de relevante importancia en lo concerniente a la relación que existe
e entre polinomios y aplicaciones multilineales es la identidad de polarización, que es clave
• para poder establecer un isomorfismo entre el espacio de las aplicaciones multilineales
• simétricas y el de los polinomios homogéneos.
e
• PRoPOSICIÓN 1.6 (Identidad de Polarización. [fmi], Teorema 1.5). Sean E ye O espacios vectoriales sobre 1K, entonces dado P E PaQ”E; O), existe una única L E
• £~Q’2E; O) tal que P(x) = L(x<. -, x) para cada x E E. Además, L viene dada por
e 1 nL
• L(xi,. . . ,xm) = 2’”m! >3 ~
e
• 1=1=171
Con este resultado podemos justificar el siguiente convenio de notacion:e
e
e
e
e
e
e
e
e
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DEFINICIÓN 1.7. (a) Dado P E Pa(’”E; O), se denotará por E’ a la única apli-
cación ni-lineal simétrica É E .C~(mE; O) tal que F(re) = P(re,. . ., re) para todo re E E.
(b) Dada L E 4(’”E; O), se denotará por 1 al polinomio A e P~(’”E; O) definido
por L(re) = L(x,. . , re) para todo re E E.
También es importante, cuando se trabaja con polinomios y aplicaciones multilin-
eales, la fórmula de Newton, que permite evaluar un polinomio sobre la suma de varios
vectores utilizando la forma multilineal simétrica asociada.
PROPOSICIÓN 1.8 (Fórmula de Newton). Sea P E Pa(’”E; O). Entonces, para
cadakcNyrei,• ,rekEEse tiene
ni! . .. ,rek ~,rek).
7n,+±mk-~m mi!• . . ~k!P(x1~
El siguiente resultado que ofrecemos, debido a Nachbin, nos indica en un cierto
sentido, cómo es el espacio de los polinomios ni-homogéneos definidos sobre un espacio
localmente convexo arbitrario con valores en un espacio normado.
LEMA 1.9 (Factorización. [Dm1], Lema 1.16). Sean E un espacio localmente
convexo y O un espacio normado. Entonces, para cada P E P(’”E; O) existen a E
sc(E) y 1%. E P(’”Ea; O) de tal modo que P = Pa o ir~ (donde Ira es la proyección
canónica de E sobre el espacio normado Ea).
3. Aplicaciones holomorfas
Algunos de los problemas relativos a polinomios tienen su origen en la holomorfía
de dimensión infinita, como se comentará un poco mas adelante. La definición usual
de función holomorfa entre espacios localmente convexos complejos se da, utilizando
polinomios, como una extensión natural del concepto de función analítica en un abierto
deC.
e
e
e
e
e
e
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e
• DEFINICIÓN 1.10. (1) Sean E y O espacios localmente convexos complejos y Uee un subconjunto abierto de E. Se dice que una aplicación f : U —* & es holcimorfa en
• U si para cada punto re0 E U, existe una sucesión {Pm}meN, con P,,. E PQ”E; O) para
• cada ni c Pl tal que, dada -y c sc(O) se puede encontrar un entorno V de~ re0 en U
• verificándose que
• ¡ ni
• (¡(re) — ZFk(re— reo)) =0
e
uniformemente para re E V.
• (2) Al conjunto de las aplicaciones holomorfas f : U —~ O lo representar~mos por
7-«U; 0). Cuando O = C, lo representaremos simplemente por lt(U).e
e
e
OBSERvACIÓN 1.11. (1) La sucesión de polinomios {Pm}meN que aparece en la
• definición anterior, correspondiente al punto re0, es unica. Así, se puede adoptar la
• siguiente notacion
e ¿‘“1(x) = ni!P~e
• d’”f(xo) = ni!P~,
e
e que recuerda la notación empleada para denotar la diferencial ni-ésima de f en re0.
e
(2) lt(U; O) tiene estructura de espacio vectorial con las operaciones habituales en
• espacios de funciones. 7i(U) tiene estructura de álgebra.
e
e Damos a continuación la definición de otro espacio de funciones holomorfas, que see
va a utilizar más adelante: el de las funciones holomorfas de tipo acotado.
e
• DEFINICIÓN 1.12. (1) Sean E un espacio localmente convexo, U un abierto de
• E y B un subconjunto acotado de U. Se dice que B es U-acotado si existe un entorno
• abierto V de Gen E tal que B+V C U.
e
• (2) Se dice que f: U —~ C es una función holomorfa de tipo acotado si f E fl(U)y
• está acotada sobre los subconjuntos U-acotados de U.
e
• (3) Al espacio vectorial de las funciones holomorfas de tipo acotado lo repr~sentare-
• mos por 7tb(U).
e
e
e
e
e
e
e
e
e
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4. Productos Tensoriales
Otra aproximación al estudio de los polinomios se obtiene por dualidad de los
productos tensoriales simétricos. Grothendieck introduce en su tesis [Gro2] el producto
tensorial de dos espacios localmente convexos E y O como un espacio predual para las
aplicaciones bilineales en E x O. Veinticinco años después Ryan dedica su tesis doctoral
[Rya] al estudio de los productos tensoriales topológicos y su relación con la holomorfía
en dimensió’n infinita; su trabajo es una referencia obligada para este nuevo enfoque
dado al tratamiento de polinomios, ya que se pueden definir éstos y obtener bastantes
de las propiedades que poseen como espacio vectorial topológico utilizando teoría de
dualidad. Recientemente Dineen en [Dm4] da un nuevo impulso al estudio de los
polinomios considerándolos como elementos de un espacio dual y definiendo en los
espacios de polinomios una nueva topología.
DEFINICIÓN 1.13. (a) Sean E y O espacios localmente convexos. Por cada
(re, y) E E x O denotemos por re O y a la aplicación lineal de C(E, 0; 1K) en 1K definida
por
re ® y(B) = B(re, y) para cada E E £(E, 0; 1K).
En esas condiciones se llama producto tensorial de los espacios vectoriales E y O al
subespacio vectorial del dual algebraico (C(E, O; 1K))* de .C(E, O; E) generado por la
familia de formas lineales
re0y, conreefleyeG.
Al producto tensorial de E y O lo representaremos por E O O.
(b) Sean El,..., E,, espacios localmente convexos. Parare1 E E1, re2 E E2,..., re,. E
E,. denotaremos por re1 0 0 re,, al elemento de (E(E1,... , E,.; 1K))* definido del
siguiente modo: re1 ®~~‘ o re,.(L) = L(reí,...,re,.) para cada L e .C(E1,...,E,,; E).
Entonces se llama producto tensorial de los espacios E1,. . . , E,., y se representa por
E~ ® .. O E,., el subespacio vectorial de QC(Eí, . . . , E,.; IK))* generado por
{xi® . o re,. : re1E E11. .. ,re,. E E,.}.
DEFINICIÓN 1.14. (a) Se dice que O E E ® ... O E es un tensor simétrico si
admite una representacion
N 1 (i)
—i >3 re~(l)0re,(2>0... Orea(,.>,
ur=1 oEP~
4. PRODUCTOS TENSORIALES 9
donde N es un numero natural y ~ . ,re$) C E para cada E {1,. . . ,
(b) Se llama u-producto tensorial simétrico del espacio localmente convexo E al
subespacio de E 0 0 E generado por los tensores simétricos. A este e~pacio lo
representaremos por E Q .Y. Q E o por QE.
5 5 n,s
(c) Utilizaremos la expresión re1 O re2 Q Q re,, para designar al tensor simétrico
3 A 3
1
—i >3 rea(l>0re«(2)Q•~~®rea(,fl.
aEP~
(d) La aplicación s que se puede definir sobre los tensores de laforma xi®re2Q~ . ~®re,,
como
QE
x1Qre2Q~- Ore,,
—1
‘—4 re10re2Q•••Qre,.
3 8 5
y extender por linealidad al resto de QE, se denomina aplicación de simetrización.
A’
(e) Si k+r = u, 0[re(k),y&)] designaráareo ••~0reQyQ~~ Qy.
5 5 5 3 5 5
OBsERVACIÓN 1.15. Cuando re1 = ~ = re,. = re se tiene que
71 n
reO Ore = reQ ... Ore.
3 5
En este caso utilizaremos la notación Ore para representar a re -. O re.
En lo sucesivo utilizaremos frecuentemente el tipo particular de conjuntos 4ue vamos
a describir a continuación.
DEFINICIÓN 1.16. Sea A un subconjunto del espacio vectorial E.
(a) Se denota por QA al conjunto
QA = {reí Q... Q re,, : Li,
n
...,re,,EA}.
(b) Se denota por OA al conjunto
“‘8
OA= {re 0.. O re : re e A}.
e
e
e
e
e
e
e
e
e
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OBSERVACIÓN 1.17. Dineen en [Dm6], (1.16), prueba la siguiente relación, que
va a ser frecuentemente utilizada, entre los conjuntos QA y ®A
,, n,5
5 Gr ($~(n?)k A)) = ~
Para nosotros va a tener un especial interés la siguiente versión tensorial de la
fórmula de polarización:
PROPoSICIÓN 1.18 (Polarización). Sea E un espacio localmente convexo y sean
re1,..., re,, E E. Entonces
1
reíO’~~Ore,,.— >3 si.
s s
1=j=n
DEMOSTRACIÓN. Utilizaremos la fórmula de polarización para aplicaciones muí-
tilineales (Proposición 1.6) y la relación de dualidad existente entre QE y C(~E). De
u
este modo será suficiente probar que
re1O...®re4L)=~~ii— >3 ¿i...e,t®
5 5 ?“n! 71
e> =±1
(f¿.¡re>) (L)
para cada L E £(‘A’E).
Ahora bien, dado L E .CQ’E) se tiene que
reí ®..~®re,,(L)
5 5
O Lott)) (L)
— (41 aeP,. re~(l) O re0}21 O>3
— 41 >3 L(re«~i1,re~p>,. . . ,re%q)
— s(L)(rei . . . ,re,,)
1
— ~ >3 6k... e,,s(L)
1
— 2”u! >3 c1...c,.L
.>3c re)
~$Qrei)
(Éearea) (L),
lo que da el resultado. U
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OBSERVACIÓN 1.19. Utilizando la anterior fórmula de polarización, cada tensor
simetrico u-dimensional se puede escribir como una suma de la forma
Lores,
5=i
conMeNyre,EEparacadaje{1,...,M}enelcasolk=Cycomo
M
re5,
5=1
con M E FN, re5 E E y ¿5 = +1 para cada] c {1,.. . , M}, cuando el cuerpo tase que
se considera es 1K = IR.
OBSERVACIÓN 1.20. El espacio P4”E; O) se puede identificar con 4i(®E; O)
“‘5
en el siguiente sentido: dado P E PaQ’E; 0), existe una única 1’ E 4(0 E; Oj definida
ns
de modo natural a partir de la relación
<Ore, 1» = P(re), para cada re E E.
Una consecuencia sencilla, pero útil, que deducimos de la fórmula de
es el siguiente resultado:
polarización
LEMA 1.21. Sea F E Pa(”E) y sean re,y E E. Entonces
A’ n—k
<O[re(k), ~(n—k>j >~> = P(z, ~ re, y, St, y).
5
DEMOSTRACIÓN.
A’
5 5 5 5<®[re(kí, ~(n—k)] , — <reQ.’.Qre®yO
u!
n—k
5
>3 ¿i...c,.O(¿ire+
1
A’ n—k
— F(x,.. ~,re, y,.. ., y)
+ ¿kre + ¿k+LY +
+ ¿/cL + ¿k-j-iY +..
¿,,P(¿ire + + CkL + ¿k+IY + +c,~y)
E
e
e
e
e
e
e
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También podemos obtener la siguiente versión tensorial del Lema de Newton,
LEMA 1.22. Para cualesquiera re,y E E y todo u E Pl se tiene
/uN
®(re + y) = >1 1» 0 [re(k),y(flk>].
k=O \/
DEMOSTRACIÓN. Hagamos O ~ (~) o [re0~>,y(n~k)]~ Entonces, por la dna-5
lidad algebraica existente entre polinomios y productos tensoriales simétricos ([Hor],
pg. 184) se tiene que ®(re + y) = O si y sólo si
<®(re + y), i5> = <O, ‘a>, para cada E’ E ‘Pa(”E) = 4(0 E).
41$
Pero por la Proposición 1.18,
~> = ~ (~) <®[re(~, y(fl~k)] J2J>
= t0 (~)É(re,.1.,re,Y,7t,Y).
Por la fórmula de Newton para polinomios (Proposición 1.8),
precisamente P(re + y), luego
<O, P> = P(re + y) = <0(re + y), P>.
En el siguiente Lema se obtiene una propiedad que es natural en este contexto, de-
bido a la estrecha relación existente entre polinomios y productos tensoriales. Esta
propiedad se utilizará con posterioridad en esta memoria; es una propiedad de exten-
sion, que permitirá definir una aplicación relacionando los u-tensores simétricos con los
(u + h)-tensores simétricos.
LEMA 1.23. Sean re1,... ,re,.,yi,.. .y~,e E E. Si dado k E FN,
U A’ TU A’
>3 re~®...ore¿=>3yg®...oyg,
t=1 5=1
entonces
esta última suma es
U A’ h m k U
>3re~o ~ o re~® e® . •Oe= >3ys Q ~ Oys ®e0”® e,
i=í 5 5 5 5 s=í
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7,.
>3 ®[(k) e<h>])
5=’
para cada h E N.
DEMOSTRACIÓN. Sea P E Pa(k+ h12) y consideremos Qp E Pa(kE), definido por
k U
Qp(re) = É(re, ~ re, e, ti, e). Entonces, por el Lema 1.21,
71
<>3®[re~k), _
$t=1
A’ U
e(h)1 Í~> — >3 P(re¿, X., re1, e, st., e)
¿=1
71
— >3Qp(reí)
1=1
21
— <>3®re~4p>
1=1
TU
— <>3®ys,Qp>
5=’
— >3Qp(ys)
TU
U
yg, e, .tt, e)
5=’
TU
5=1
e(h)] E’>
u
5. Topología Proyectiva en Productos Tensoriales
Para aprovechar al máximo las posibilidades del tratamiento de los polinomios como
duales de productos tensoriales, consideraremos la topología proyectiva en E~0 .
De este modo podremos considerar los polinomios continuos como elementos del dual
topológico del producto tensorial proyectivo simétrico.
DEFINICIÓN 1.24. (a) Sean E1, E2,..., E,, espacios localmente convexos. Se
define la topología proyectiva Ir en E1 0 122 ... ® E,. como la topología localmente
n
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
(o, con otra notación:
>3®[re$kí,e(h>] =
1=1
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
14 CAPÍTULO 1. PRELIMINARES
convexa mas fina que hace continua a la aplicación ‘e
‘e
Q: E1xE2x~xE,. —+ E1OE2O~~OE,. ‘e
(reí,...,re,.) re10-0re,, ‘e
Al espacio E1 O E2 Q ... ® E,, dotado de la topología proyectiva Ir lo denotaremos
habitualmente por E1 QE2 Q . .. QE,,. Si u = 1 se sobreentiende que QE = E.
Ir Ir Ir
(b) Representaremos por ‘e
E,ÓE2ó. ..ÓE,. ji
a la compleción del producto Ir ir ee
E10E20...OE,.. ‘e
ir ir ir ‘e
(c) Representaremos por O E al espacio QE dotado de la topología inducida por
la topología proyectiva del espacio QE = EQ~ . ~OE.
n,ir Ir ir
(d) 1 E se define como la compleción del espacio localmente convexo O E. ‘e
I1,S,Ir fl,5,ir té
e
En esta memoria se utilizarán algunos resultados sobre complementación en pro- ‘e
ductos tensoriales topológicos. El resultado que se enuncia a continuación fue utilizado ‘e
por Ryan en la prueba de la Proposición 2.3 de [Rya]. La prueba de este resultado es ‘e
sencilla, considerando como aplicaciones que proporcionan la complementación entre ‘e
estos espacios la inclusión canónica de ó E en é E y la aplicación de simetrízacion. ‘e
,.,5,Ir “,ir ‘e
‘ePROPOSICIÓN 1.25. Sean E un espacio localmente convexo y u E Pl. Entonces
ó E es un subespacio complementado de QE. ‘e
n,S,lr nlr
e
‘e
OBSERvACIÓN 1.26. (1) De la Definición 1.24 se sigue que un sistema funda- e
mental de seminormas para la topología proyectiva en E1 O E2 O ... Q E,. es ‘e
ir Ir Ir
‘e{aí ® . ..o a,.: a1 c sc(Eí),. . . , a,. C sc(E,.)}, ‘e
donde &í ~ O a,. viene dada por ‘e
mf {Laí(reh...a~i(reQ) :O=EreU)®...ore$2}
(véase [Jar], Proposición 15.1.1).
e
e ¡e
e
e
e
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e
EnelcasoenelqueEi=~=E,.=Eya1=~=a,.=a,escribiitemosQae
e para designar a la seminorma a Q ... Q a.
e (2) Un sistema fundamental de seminormas para la topología proyectiva ‘Ir en QE
• “‘5
• está dado por {®a : a e sc(E)}, donde
“‘5e
• (NN
e (,~a)(O)=mnf1ta(re3)”:O=L¿s~xs, conc5E{—1,l}paracadaz=1 1)’
cuando E es un espacio localmente convexo real, ye
• N
e (®a)(6)= infjZa(resY¼O=Z®resj,
e
• en el caso en el que E es un espacio localmente convexo complejo.
e En principio, parece que estas semínormas podrían no ser suficientes pafa definir
e la topología proyectiva en este espacio. Sin embargo, la familia de seminoimas que
e aparecen en (1) inducen sobre ®E la misma topología quela familia que acabamos dee “‘5
e mencionar, tal como prueba Ryan en la Proposición 2.2 de [Rya].
e
e (3) Oelbaum y Gil de Lamadrid ([GeGi]) probaron que si E1 y E2 son espacios de
Banach con bases de Schauder {ei,,.}~í y {e2,nLtí respectivamente, entonces
e
• es una base de Schauder de E1 o E2, donde utilizamos ID para representar el producto
e FN x N dotado del “orden del cuadrado” ([GeGi]). ltyan generaliza este resultado para
e productos tensoriales de un número arbitrario de espacios y también prueba que los
e
e simetrizados de los elementos de la base del producto tensorial, ordenados de acuerdo
e con el orden inducido por el del cuadrado, forman una base del producto tensorial
e simétrico ([Ryaj, Capítulo 5).
e
• En algunas ocasiones va a ser útil recordar que el producto tensorial del espacios
localmente convexos verifica la propiedad asociativa. Este hecho se enuncía en la si-e
e guiente
• PROPOSICIÓN 1.27 (Propiedad asociativa. [Kót2], página 179). Sean E,F yOe
e espacios localmente convexos. Entonces
e
e (EÓF)óO es isomorfo topológicamente a EÓ(FÓO).
e
e
e
e
e
e
e
e
e
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OBsERVACIÓN 1.28. Del mismo modo como antes enuncíabamos la dualidad
algebráica entre los productos tensoriales - aplicaciones multilineales y productos ten-
soriales simétricos - polinomios algebraicos, ahora vamos a poder tener una dualidad
topológica entre los productos tensoriales proyectivos - aplicaciones multilineales (tanto
en el caso algebraico como en el continuo) y polinomios continuos - productos tenso-
riales proyectivos simétricos.
Podemos identificar al espacio P(”E; O) con £( é E; O) de modo análogo a como
,.,S,ir
lo hacíamos en el caso algebraico: P E P(”E; O), se identifica con 1’ E 4 Ó E~ O)
,.,5,ir
definida por la identidad <Qre, E’> = P(x).
‘4
A continuacion damos una consecuencia de la propia definición de la topología
proyectiva que vamos a emplear posteriormente.
LEMA 1.29. Sea E un espacio localmente convereo y sea a E sc(E). Entonces se
verjica que
(Qa)(rei Q ... Q re,,) =a(re1) .. . a(re,.).
‘2 5 5
DEMOSTRACION.
(®a)(reí ® ... Ore,.) =
= (Qa) (1 >3 Lc(i)Q~®La(nÁ
,. 1,01 1\“~~ acPn 1
1
—i >3 a(re~q,~) . . . a(re0~,.>) =
aE Fn
= a(x0(l>) ... a(re0(,.)) =
E
6. Topologías en espacios de Polinomios y de Aplicaciones Holomorfas
Tradicionalmente se consideran en los espacios de polinomios sobre espacios local-
mente convexos las siguientes topologías: la topología compacto -abierta
To, la topología
de la convergencia uniforme sobre los acotados 1b y la topología portada de Nachbin r~,
cuyas definiciones se van a recordar en lo que sigue. Recientemente Dineen considera
e
e
e
e
e
e
e
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ee también en P(’2E; O) la topología fuerte /3, la topología en P(’4E; O) de la convergencia
• uniforme sobre los acotados de QE, considerando en este caso el isomorfismo existente
‘2,5e entre P(’2E; O) y C( ~ E; O). topologías Hasta hace poco tiempo se venía utilizando
e ‘2,5,Ir
e la notación /3 para hacer mención a la topología que aquí representaremos como Tb•Puesto que no todo acotado B de QE puede considerarse contenido en T}QC», d nde
‘4,3 ‘2,5e o es un acotado de E, estas dos topologías son en general distintas. Va a interesar
• por múltiples razones el estudio de la coincidencia de esas dos topologías, úroblema
parecido al “problema de las topologías” planteado por Crothendieck; por ejemplo,e
• (P(”E), /3) va a ser siempre un espacio (DF) si E es un espacio de Fréchet, con lo que
• (P(’2E), Ib) ha de serlo en los casos de coincidencia de estas dos topologías. Al final de
• esta sección discutiremos algunas consecuencias derivadas de la igualdad de 4b y ¡3.
e
• DEFINICIÓN 1.30. (a) La topología compacto-abierta To sobre P(’2E; O) se de-
fine como la topología en P(’2E; O) de la convergencia uniforme sobre los subconjuntosee compactos de E.
• (b) La topología 1b sobre P(”E; O) se define como la topología en P(’2E;O) de la
convergencia uniforme sobre los subconjuntos acotados de E.e
• (c) La topología fuerte ¡3 sobre P(’2E) se define como la topología en PQ’E; O) ~
ó E; O) de la convergencia uniforme sobre los subconjuntos acotados de ¡ ó E. Si
‘4,5,Ir ‘2,5 Ir
e u = 1, la topología fuerte se define como la topología de la convergencia uniforme sobre
• los acotados de E.
e
e
e La topología portada r~ en P(”E; O) se define del modo siguiente:
e
• DEFINICIÓN 1.31. (1) Sean E un espacio localmente convexo y 0 un espacio
• normado. Definimos la topología portada it por
e
• (P(”E; O), w~) = ljp~ (P(”Ea; O), Ib)
• acsc(E)
• (recuérdese el Lema de Factorización 1.9).
• Obsérvese que it está generada por las seminormas p que están portadas por ele
origen, es decir, para cada entorno V de O en E, existe c(l/) > O tal que
e p(P) =c(V)sup~jP(re)jj
e r~V
e
e
e
e
e
e
e
e
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para cada P E PQ’E; O).
(2) Para espacios localmente convexos arbitrarios O, it está definida por
QP(’2E; O), í~) = Hm (P(’2E 0<, it).
YE SC(O)
OBSERVACIÓN 1.32. (1) Se tiene que ro =1b = ¡3 = re». En efecto, todo com-
pacto es acotado, y así la topología en P(’2E; O) de la convergencia uniforme sobre los
acotados de E (Ib) es más fina que la de la convergencia uniforme sobre los compactos
de E (lo). Por otra parte, es claro que, si B es un acotado de E, se tiene que ® B es
fl5ir
un acotado de QE, con lo que, recordando las definiciones que hemos dado para las
‘4,5
topologías ~b y ¡3 en P(’4E; O), se tiene que 1b =¡3. Finalmente, si O es un espacio nor-
mado y p E .sc(P(”E; 0), ¡3) podemos suponer que existe un acotado A de 0 E tal
,.,5,Ir
que
p(P) = sup~P(6)~¡;
OEA -
además podemos suponer, recordando la definición de acotado en un espacio localmente
convexo, que A G fl F(QrvV), donde 1) denota un sistema fundamental de entornos
VCl> ns
de O convexos y equilibrados en E y rv > O para cada 1/ E V. Así, si U es un entorno
de 0, existe U
0 E V tal que
11o c U. Para este entorno se tiene que
p(P) = supHP(6)¡~
OEA
sup
dE Ii P(®rvV)
VEV ns
sup IP(O)H
OeF( ® r~
0 Uo)
ns
sup
— Tu0 xEUo
1
=—sup HP(re)H,
xEU
lo que prueba que p es una seminorma portada por el origen, y por tanto, que ¡3 =it.
El caso general, en el que O es un espacio localmente convexo arbitrario se deduce a
partir de lo que acabamos de probar, teniendo en cuenta la definición de la topología
portada en este caso (Definición 1.31 (2)).
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(2) Se tiene que para espacios de Fréchet E, ‘o = ít sobre P(”E; O) si y ~ólo si E
es un espacio de Montel. En efecto, es claro que si E es de Montel, esas dos to~pologias
coinciden. Por otra parte, si E es un espacio de Fréchet que no es de Montel éxiste un
acotado B G E que no es relativamente compacto. Pero, si suponemos quelío =
entonces para cada ~ye sc(O), se tiene que la seminorma Iln, definida por
l)PJ)B,y = supy(P(re))
para E E P(”E; O), es una seminorma í0-continua, luego existen un compactd K C E,
que se puede suponer convexo y equilibrado, y una constante O>
[F¡[n<~ =O[P[x, para cada P E P(’4E; 0).
De este modo para cada ~$e E’, 4 ~ O y b e & con ~y(b)# 0, se
P(’2E; O) y
O tales qu~
tiene qúe 4’2b e
o equivalentemente
ú’(b)kbI~ =Cy(b)kb~~j<,
por lo que, tomando raíces u-ésimas se llega a
YIB =C~I4IK.
Esto, por el Teorema de Hahn-Banach, es una contradicción con lo supuesto.
si B es un acotado que no es relativamente compacto, el conjunto
es, por lo que debe existir re0 E 0
4B tal que re
0 g
Hahn-Banach se concluye que existe una cierta < E E’ tal que
En efecto,
O~B tampoco lo
K, utilizando el Teorema de
hecho que contradice lo anterior.
(3) Si E es un espacio de Banach,
1b = it sobre P(’4E; O), para cualquier espacio
localmente convexo O. En efecto, basta tener en cuenta que la topología de E viene
definida por una sola norma, teniendo en este caso, que si O es normado
(P(”E; O), it) = ~jp~QP(’4E; O), Ib) = (P(’4E; O), Ib),
II.’’
lo que nos proporciona que 1b = = it, puesto que siempre se tenía 1b =¡3 =it- Para
O arbitrario el resultado es inmediato a partir de lo anterior.
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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Al considerar el caso en el que O = se puede obtener algo más de informacion
sobre la coincidencia de las topologías ~o y it Por ejemplo, Dineen indica que it es
la topología tonelada asociada a ~o sobre P(”E) cuando E es un espacio metrizable
([Dm1], Proposición 3.41). La coincidencia de estas dos topologías cuando E es un
espacio de Fréchet Montel se ha estudiado recientemente en profundidad (veanse entre
otros [AnPo2, GGM, Dm2, DeMa, Dm4]) a causa de su incidencia, apuntada
por Ansemil-Ponte [AnPo2], en el clásico problema sobre la coincidencia de ~o y it
en espacios de funciones holomorfas. Recordemos, entonces, las definiciones de estas
topologías.
DEFINICIÓN 1.33. Sean E un espacio de Fréchet, O un espacio localmente con-
vexo y U un abierto de E. Se define ‘o en H(U; O) como la topología generada por la
siguiente familia de seminormas:
1 —*~ 1 sup y(f(re)),
xEK
donde -y E sc(O) y K recorre los compactos de E. A la topología ~o se le denomina
topología compacto-abierta.
DEFINICIÓN 1.34. (a) Sean E un espacio localmente convexo, O un espacio
normado y II c E abierto. Se dice que una semínorma p : 7#U; 0) —* [0, oc) está
portada por un compacto K c U si para cada abierto V, V D 1=1,existe c(V) > O tal
que
p(f) =c(V)j~f~v
para cada 1 E lt(U; O).
(b) Se llama topología portada de Nachbin í~ en 7t(U; O) a la topología generada
por la familia de seminormas portadas por los compactos de U.
(c) Para O un espacio localmente convexo arbitrario, definimos:
(7t(U;O),r~) = ~rn(7t(U;Oj,r~)
Esc(O)
La igualdad entre las topologías w~ y í~ en 71(U) ha sido estudiada inicialmente por
Barroso, Nachbin, Boland-Dineen, Meise y Mujica en numerosos trabajos utilizando
métodos directos sobre determinados tipos de espacios E. En 1988 Ansemil y Ponte
establecieron las siguientes proposiciones, que informan sobre la coincidencia de las
e
e
e
e
e
e
e
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e topologías ‘o y it en espacios de funciones holomorfas con valores en el cuerpo ~C.Ene
• estos resultados se pone de manifiesto la importancia que tiene estudiar la coincidencia
e de topologías en los espacios de polinomios para poder determinar esta coincidencia
e en los espacios de funciones holomorfas. Para funciones holomorfas con valores en un
e espacio de Banach también se va a tener un resultado parecido, debido a Boyd y Peris,
e
e que se enunciará un poco más adelante.
e
PROPOSICIÓN 1.35 ([AnPo2], Teorema 2). Sea E un espacio de Fréchet-Montel
• y sea U un abierto equilibrado de E. Entonces las siguientes propiedades sot¿ equiva-
e lentes:
(a) í~=r~ en 71(U).e
e (b) ío = it en ‘P(’4E) para cada u E N.
e
PROPOSICIÓN 1.36 ([AnPo2], Proposición 3). Sea E un espacio de Fréchet-e Montel y sea u e Pl. Entonces las siguientes condiciones son equivalentes:
e (a) íg = it en P(’2E).
• (b) (P(’2E), ‘6) es bornológico.
(e) (P(”E), Ib) es tonelado.
e
(d) (V(’2E), rb) es un espacio de Mont el.
• (e) (P(”E), ‘6) es el dual fuerte de un espacio de Fréchet-Montel
• (obsérvese que ~b = To puesto que E es un espacio de Montel).e
Con la proposición que acabamos de enunciar se consiguió traspasar el problema
e de la coincidencia de las topologías ~o y it en espacios de funciones holomorfas al de la
e
tonelación del espacio (PQ’E), Ib), cuando se toma E dentro de la clase de lo~ espacios
e de Fréchet-Montel.
• Al buscar condiciones sobre el espacio E para que (P(’4E), Ib) fuese un espacio
• tonelado se relacionó este problema, clásico en holomorfía, con otro célebre problema
e propuesto por Grothendieck: el conocido como “Probl~me des Es conocidoe topologies.”
que si E
1 y E2 son espacios de Fréchet y 1< es un compacto de E,óE2, existen compactose ___ ir ¡
e 1<~ de E1 y 1<2 de 122 tales que K c F(K1 ® 1<2) ([Kót2], §41.4 (5)). Grothendieck
• cuestionaba si un resultado análogo es cierto cuando se trabaja con conjunto~ acotados
• en lugar de trabajar con conjuntos compactos, esto es, se preguntaba para cada par de
e espacios de Fréchet E, y E2 y cada acotado B de E1 óE2 existían acotados B1 de E~
e Ir
e
e
e
e
e
e
e
e
e
‘e
e
‘e
e
e
e
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e
e
y B2 de E2 tales que B c P(B1 Q B2), ya que en todos los casos conocidos era posible
encontrar esos acotados. Este problema estuvo abierto hasta 1986, cuando Taskinen ‘e
en [Tasi} construyó el primer ejemplo que resuelve este problema de modo negativo. ‘e
Los pares (E,, E2) para los que el enunciado anterior es válido son los que Taskinen e
dice que verifican la propiedad (BR). Es sencillo observar que cuando E1 y E2 son ‘e
eespacios de Fréchet-Montel, se tiene que E,6E2 es de Montel si y sólo si (E1, £2)
Ir
verifica la propiedad (BR).
e
e
DEFINICIÓN 1.37. Se dice que el par de espacios localmente convexos (E, F) ‘e
posee la propiedad (BR) si para cada acotado B de E1ÓE2 existen acotados B1 de E~ ‘e
21
y B2 de E2 tales que B G F(B1 OB2). ‘e
e
e
Ahora estamos en condiciones de enunciar el resultado que Boyd y Peris establecieron e
sobre la coincidencia de las topologías portada y compacto-abierta en espacios de fun- ‘e
ciones holomorfas con valores en un espacio de Banach. ‘e
‘e
PRoPOSICIÓN 1.38 ([BoyP], Teorema 8). Sea E un espacio de Fréchet-Montel. ‘e
Entonces las siguientes afirmaciones son equivalentes: ‘e
(i) (E, X) tiene la propiedad (BR) para cada espacio de Banach X ‘e
(u) íú = 1w sobre P(’A’E, X’) para cada espacio de Banach X ‘ee(iii,) ío = it sobre 71(U, X’) para cada abierto equilibrado U de E y cada espacío ‘e
de Banach X. e
e
La propiedad (BR),.. fue introducida por Dineen ([Dm4]) como una versión válida ‘e
para u-productos tensoriales simétricos de la propiedad (BR) definida por Taskinen ‘ee([Tasi]). Estas propiedades están siendo estudiadas en profundidad actualmente, da- ‘e
da la importancia que tiene que un espacio verifique esta propiedad al estudiar las ‘e
relaciones existentes entre las distintas topologías que se definen sobre los espacios de ‘e
polinomios homogéneos. ‘e
‘e
DEFINICIÓN 1.39. (a) Se dice que un espacio localmente convexo E tiene la ‘e
propiedad (BR),, para u = 2,3, . . - si para cada acotado B de ¿i E existe un acotado e
‘2~21 ‘e
O de E tal que B está contenido en la envoltura convexa cerrada de ‘e
QC={rei®...Qre,.:reí,...,re,.EO}. ‘e
‘4 e
‘e
‘e
e
‘e
e
‘e
e
‘e
e
e
e
e
e
e
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e
(b) Un espacio localmente convexo E tiene la propiedad (BR),,,. para u = 2,3,
si para cada acotado B de é E existe un acotado O de E tal que B está contenido
‘4 5 Ir
• en la envoltura convexa cerrada de ®C = {Qre re 6 0>.
e ‘4,5 ‘4
e
• En [Dm2] se prúeba que los espacios que tienen una base de un determiiiado tipo
• verifican la propiedad (BR),,,3, para cada entero positivo u. Entre estos espacios se
• encuentran los espacios escalonados de Kóthe, y se utilizará esta propiedad de esos
ee espacios más adelante. Otra importante clase de espacios que verifican esta propiedad
son los espacios de Banach: si E es un espacio de Banach, entonces E verific4 (BR),,5
• para cada u E Pl.
e
e
• OBSERVACIÓN 1.40. (1) Las topologías
1b y ¡3 coinciden sobre ‘P(’4E) si y sólo si
• E tiene la propiedad (BR),.,
5. En efecto, si tomamos p E sc(P(~E; 0), /3), recordando
• cómo son las seminormas que definen la topología fuerte en P(’2E; O), podemos suponer
e que existe un acotado A de ó E tal que
p(P) = snpIIP(9)¡I.e OCA
e Suponiendo que el espacio E verifica la propiedad (BR),.,S, se llega a que existe une
• acotado O de E tal que A C F(Q O). De este modo, si P E P(”E), se tiene ¡
‘4,5e
e p(P) = sup~~P(9)H
OeA
e < sup IIP(O)IIOcP(®C)e 71,5
e =~¡¡0,
e
• lo que indica que la topología
1b es más fina que la topología ¡3 sobre P(~E). Récordando
e ahora la Observación 1.32 (1), se concluye la igualdad de Tb y ¡3, ya que siempre se
e tenía que ~b = ¡3~ Ahora bien, si E no verifica (BR),.,
3, existe un acotado B de Ó E
e ‘2,5,Ir
• de forma que para cada acotado B, de E, B ~ F(®B1), lo que va a proporcionar una
e seminorma que es /3-continua, mientras que no es Ib-continua.
• Ya hemos indicado que para varias clases de espacios de Fréchet, entre los que se
e
incluyen los espacios escalonados de K¿ithe y los espacios de Banach, se conoce que se
verifica esta propiedad para cada u E Pl, con lo que se produce también la coincidencia
e
e
e
e
e
e
e
e
e
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de las respectivas topologías sobre espacios de funciones holomorfas ([Dm2, GGM,
Dm4]).
(2) Para un espacio de Fréchet-Montel E, ro = it sobre P(’2E) si y sólo si E
tiene la propiedad (BR),.,,. Por una parte, si ~o = it, se verifica que Tb = /3, lo
que implica que se verifique la propiedad (BB),.
5. Si se supone ahora que E es un
espacio de Fréchet-Montel que verifica la propiedad (BR),.5, resulta que el espacio
ó E también es un espacio de Montel, condición que implica, en particular, que su
‘25Ir
dual fuerte (P(’4E), ¡3) = (P(’2E), Ib) es un espacio tonelado. De este modo, utilizando
la Proposición 1.36, se concluye que ~o = it sobre P(’4E).
(3) Ansemil y Taskinen ([AnTa]) dieron un ejemplo de espacio de Fréchet-Montel E
para el que To it en PQE). Lo que hacen es observar que el espacio E que Taskirien
construye como contraejemplo al “Problema de las topologías” tiene la propiedad de
que EÓE contiene una copia del espacio de Banach Li y por ello EÓE no es de
5,21 5,21
Montel, con lo que necesariamente íg it en P(2E) (si ~o = ~ en 7’(2E) entoncesE tiene (BR)
2,5 y al ser E de Montel, esto equivale a que EÓE sea de Montel).
5,Ir
Como consecuencia de esto resulta que
1o it para todo abierto U de E. Nótese que
cualquiera que sea el abierto LI de E, (‘P(~E), í) es un subespacio complementado de
(71(U),í) con í = ~ ([Dm1], Proposiciones 2.40 y 2.41).
e
e
e
e
e
e
e
e
e
e
e
e
e
e CAPÍTULO 2e
• Complementación en productos tensoriales y espacios de
polinomiose
e
e
e
e
e
• La mayor parte de las propiedades de un espacio localmente convexo son heredadas
• por subespacios complementados, de ahí la importancia que tiene estudiaf~ cuándo
• un espacio localmente convexo es un subespacio complementado de otro. Dentro de
e la teoría de productos tensoriales topológicos se conocian algunos casos concretos de
ee complementación, y también se había estudiado esta propiedad para algunos espacios
• de polinomios. Comenzaremos el capítujo mostrando algunos resultados sobré coniple-
• mentación en productos tensoriales ordinarios, para exponer seguidamente las dificul-
• tades que aparecen al intentar utilizar una técnica similar para probar resultados de
• complementación en productos tensoriales simétricos de espacios localmente convexos.
Se mostrará también la relación que tiene esto con la propiedad (BR) de Taskinen.e También aprovecharemos la primera sección del capítulo para comentar algunos otros
• resultados conocidos sobre complementación en productos tensoriales, como el resul-
• tado debido a Bonet y Peris ([BonP]) que permite considerar un producto tensorial
• como un subespacio complementado de un producto tensorial simétrico. ¡
e
e En la segunda sección desarrollaremos fundamentalmente un estudio sobré comple-ee mentación en productos tensoriales simétricos, lo que, utilizando después resultados
e sobre dualidad, nos dará también aplicaciones al estudio de la complementación en
• espacios de polinomios para las diferentes topologías utilizadas en holomorfía en di-
• mensión infinita, que hemos introducido en el Capítulo 1. En particular, generalizare-
mos a todas esas topologías usuales y a espacios localmente convexos arbjtrarios ele
e resultado de Aron y Schottenloher en [ArSc] sobre complementación entré espacios
de polinomios de distinto grado, definidos sobre espacios de Banach, dotatios de la
e 25e
e
e
e
e
e
e
e
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e
topología de la norma. Se probará, por ejemplo, que PQ’2E) es un subespacio coin-
plementado de ‘P(’2E) cuando ni < u para Tb y ¡3, obteniendo a partir de ello que si
E verifica (BR),,
5 entonces también verifica (BB)~5. En otra línea de resultados, se
estudiará la complementación de P(’2F) en P(’4E) cuando F es un subespacio com-
plementado de E. Los resultados que se darán en este Capítulo van a ser utilizados
en los tres capítulos siguientes, donde se van a exponer ejemplos originales relativos a
algunas cuestiones sobre espacios de polinomios y holomorfía en dimensión infiuiita.
e
e
e
e
e
e
e
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e
• 1. Complementación y propiedades (BR) y (BR),,
e
e En [Tasi] Taskinen estudia, entre otras cosas, la estabilidad de la propiedad (BR)
e con respecto a las operaciones estándar en Análisis Funcional de tomar productos y
• subespacios; y demuestra que esta propiedad es estable al tomar productos y también al
e pasar a subespacios complementados, mientras que no lo es para el paso a subespacios.
• Esto último se pone claramente de manifiesto si se considera el espacio E que Taskinen
• construye en [Tasi] y que tiene la propiedad de que (E,4) no tiene la propiedad
(BR), mientras que (E, Lí[0, 1]) tiene la propiedad (BR) y £2 es un subespacio (no
complementado) de L’[O, 1].e
ee En la primera sección de este capitulo probamos la estabilidad de las pr¿piedadese (BR),. y (BR),.,S, que como se ha indicado en el Capitulo 1, son una generalización de la
• propiedad (BR) al caso de u-productos tensoriales y u-productos tensoriales simétricos
• de un mismo espacio E. A partir de ello se deduce una interesante relación entre estas
• propiedades.
e
• Para el caso de productos tensoriales arbitrarios (no simétricos) los resultados sobre
e complementación que obtenemos se deducen generalizando la prueba de Taskinen al ca-e
so de u-productos tensoriales, utilizando que el producto tensorial verifica la propiedad
e asociativa. Los resultados relativos al caso simétrico requieren una prueba original en
e la que, claro está, no tiene sentido el concepto usual de propiedad asociativa al vernos
• forzados, por la propia naturaleza de los tensores simétricos, a multiplicar sól¿ espacios
e idénticos.
e
e Comenzaremos con los detalles de la demostración en el caso no simétrico:
e
• PROPOSICIÓN 2.1 (Propiedad distributiva, [K5t2], §41.6 (5)). Sean E1,E2 yF
e
espacios localmente convexos arbitrarios. Entonces
e
e (E, >< E2)ÓF = (E1ÓF) x (E2ÓF).
e
e
OBSERVACIÓN 2.2. De esta propiedad se derivan varías consecuencias impor-e
tantes, por ejemplo, que ÓEk es isomorfo a (ÓE)k”. Este caso concreto se vaa utilizar
fl,Ir fl,Ir
• mas adelante, y por ello insistimos en la naturaleza de las aplicaciones que producen
e
e
e
e
e
e
e
e
e
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el isomorfismo. Para fijar ideas comenzaremos suponiendo que u = 3 y k = 2. Una
aplicación 4 que da un isomorfismo entre ¿E2 y (¿E)8 puede ser la aplicaciónSIr Sr
4: ¿E2 —> (¿E)8,
3,ir Sir
que se define sobre los tensores de la forma
O = (reí
1, reí2) 0 (re21, re22) o (resí, re32)
como
«O) = (relí Q re21 Oresí, re11 O re21 Ores2, reíí Ore22 O re31, re11 Q re22 Q re32,
Li2 Qre21 Oresi, rei20re21 Ore32, re12 Ore22 Ore31, re12 ®re22 Ore32),
lo que representaremos por
(rel~(í) O re2~,}2~ O reS6(S))~,
donde a recorre las variaciones con repetición de los 2 primeros numeros naturales,
tomados de 3 en 3. (La aplicación se extiende por linealidad a todo QE2 y porSir
continuidad a ¿E2).
3,Ir
En el caso general, la notación se complica pero se mantienen las ideas. Definiremos
una aplicación 4 sobre los u-tensores elementales, cuya extensión a todo ¿ Ek nos dará
“‘Ir
un isomorfismo (topológico) entre ¿Ek y (¿E)k”. Esta aplicación queda determinada
‘4,Ir ‘2,ir
del modo siguiente: para re~ = (re~í,... , rea~) definiremos
«reí Q . . . Ore,.) = (reí~(l) O O re,.
0(,.9«,
donde a C VRk,,., las variaciones con repetición de los k primeros números naturales,
tomados de u en u.
También vamos a necesitar la
PROPOSICIÓN 2.3 ([K5t2], §41.5.(5)). Sean E~ y E2 espacios localmente con-
vexos arbitrarios y I’í y F2 subespacios complementados de E~ y E2, respectivamente.
Entonces se tiene que
es un subespacio complementado de Ei¿E2.
Ir ir
Habiendo enunciado ya esta propiedad, pasamos a exponer algunos resultados que
se obtienen a partir de ella.
e
e
e
e
e
e
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e
e PRoPOSICIÓN 2.4. Sean E y F espacios localmente convexos, con F ~ {0}.
e Entonces E es un subespacio complementado de E¿F.
ir
e
e DEMOSTRACIÓN. Como E ~ {O}, podemos tomar e E F \ {O}. Entonces [e],el
e subespacio de E generado por e, es un subespacio de dimensión finita, y, por tanto,
• está complementado en E. Por este motivo, y la Proposición 2.3, se tiene que .EÓ[e] es
ir
un subespacio complementado de EÓF. La aplicacióne
e j: E —* E¿[e]e ‘7
• re v-* reQe
e y la aplicación ir : E¿[e] —* E, que se define comoe ir
ir: EÓ[e] -* Ee ir
e reQAe —> Are
e sobre los tensores de la forma re O \c y se extiende por linealidad y continuidad a todo
dan lugar a un isomorfismo entre E y E¿[e], lo que concluye la prueba.
• EÓ[e],
e No obstante, podemos determinar una inclusión 3, definida por
j:E—*EÓFe
• re ~—* reQe
y una proyección ñ, que es la extensión por linealidad y continuidad dee
• ir: E¿F —* Ee ir
reQ(Ae+z) F—* Are,
e a todo E¿F, donde z varia en el complementario de [e].Las aplicaciones .5 y * nos dan
ir
la complemeritación entre E y EÓF que estábamos buscando. J 12e ir
e
e
COROLARIO 2.5. Sean E,F yO espacios localmente convexos, siendo O no trív-
e ial (es decir, O # {0}). Entonces E~F es un subespacio complementado de EÓFÓO.
e Como consecuencia, QE es un subespacio complementado de ¿ E, para cada entero
n,ir ,,+1 ,ir
posztívo u.e
e DEMOSTRACIÓN. Recordando que el producto tensorial proyectivo cumple la
propiedad asociativa, y teniendo en cuenta la Proposícion anterior, resulta que EéF,e ¡
e
e
e
e
e
e
e
e
e
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que es isomorfo a (EÓF)Ó[e] para algún e e O, e ~ 0, es un subespacio complementado
de (EéF)éO st E¿F¿O.
ir ir
La última parte de la afirmación resulta de lo que ya se ha probado, utilizando
inducción. U
Al estudiar la complementación en productos tensoriales, es natural preguntarnos
sobre la relación existente entre el u-producto tensorial de un subespacio complementa-
do en otro y el u-producto tensorial de ese segundo espacio. Los resultados que vamos
a presentar se orientan en esa dirección. Partiendo de que el producto tensorial verifica
la propiedad distributiva, Tasldnen en [Tasi] prueba que si (E1, F) y (E2, F) poseen la
propiedad (BR), entonces también la posee (E1 x E2, E). A nosotros nos interesa dar
versiones de los teoremas que establecía Taskinen que sean válidas para u-productos
tensoriales, y estén relacionadas con las propiedades (BR),,. Con ese objeto obtenemos
el siguiente bloque de resultados.
LEMA 2.6. Sea E un espacio localmente convexo y sea F un subespacio comple-
mentado de E. Entonces 0 F es un subespacio complementado de QE y, consecuente-
‘2,ir ‘2,21
mente, ¿ E es un subespacio complementado de ¿ E.
,.,ir ‘2,ir
DEMOSTRACIÓN. Por la Proposición 2.3, QE es un subespacio complementado
de oE, y usando repetidas veces la propiedad asociativa del producto tensorial, se
obtiene que OF es un subespacio complementado de QE. Más aún, si i : E —>
fl,ir ‘2,21
E y p : E —* E son las aplicaciones que dan la complementación de E en E, Las
aplicaciones Qi y Op dan la complementación de OF en QE. La extensión natural
,. ‘4 n~ir ‘2,21
de estas aplicaciones a las compleciones de los productos tensoriales de E y E dan el
resultado. E
COROLARIO 2.7. Sea E un espacio localmente convexo y sea F un subespacio
complementado de E. Supongamos que E verifica (BR),., entonces F también verijica
(BR),..
DEMOSTRACIÓN. Sea B un acotado de ¿F y sean i y p como en el Lema 2.6.
“‘ir
Entonces, (Oi)(B) es un acotado de ¿E, y, por tanto, existe un acotado B1 de E tal
‘4 ‘2,21
e
e
e
e
e
e
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e
e F(®R,)C luego• que (Qi)(B)
e B = (Q,) o (Qi)(B) c (®p)(F(®B,)) = t((®p)(®Bí)) =
e
e Como p(Rí) es un acotado de E, se tiene que F verifica la propiedad (RB),.. U
e
ee PROPOsICIÓN 2.8. Sea E un espacio localmente convexo y sean k y 46 FN, con
• u > 2. Entonces E verijica la propiedad (BR),. si y sólo si Ek verifica (BB)Á.
ee DEMOSTRACIÓN. Probemos la suficiencia de la condición. En efecto, como E
• es un subespacio complementado de Ek, siempre que Ek verifique (BB),., también lo
• hará E.
Para probar la necesidad de la condición debemos tener en cuenta la Observacióne 2.2, en la que se establecía el isomorfismo existente entre ¿E” y (ÓE)kn. La técnica
‘2,ir ‘4,ir
e que se va a utilizar es similar a la que Taskinen usa en [Tasi], Proposición 3.5.
• Comencemos tomando un acotado R de 6 Ek. Por el isomorfismo 4 mencionadoe ‘4,ir
e anteriormente, podemos suponer que existe un acotado B1 de ÓE tal que
B ce
• Como estamos suponiendo que E verifica la propiedad (BR),., se deduce la existencia
e de un acotado absolutamente convexo B2 de E tal que
e
• B, c F(oB2),
así, se tiene que
B ce
e Sea entonces z E (F(0B2))k”. Como 4 es una aplicación suprayectiva, podemos
‘2e suponer que z es de la forma
e
e
e
e donde z;;~ 141 =1 y E B2, variando a E VRk,,, y lE {1,. . .,n}
• Hagamos
• 4=(O,... ,0, bia(l>Q”~Qb~.a(,.)~ 0,...,0),
e
esto es, z
5 es el elemento de (6 E)k” que es imagen por 4 del tensor
“‘ir
e (re
1,1,..., .2kk) O... O (re,.1,... , Xn,k) E ®12k
• ‘4
e
e
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donde
re~1=b’ 3
siendo
tp,q la delta de Kronecker, a saber, 3pq= 1 si ~ =qyb =0sip~q Como
re¿¡cB
2paracadaic{1,...,n}ycadalc{l,...,k},setieneque
(re~,1,..., ~ e
para cada i E {l, . . . , n}. Esta elección de z~ se realiza para que resulte
z =>3>3A4.
U
Si A = Z« z;~1 4 # 0. se puede escribir
r« A’
z=A>3>3t4.
Como para cada a, 2~% ¡A’¡ < 1 se tiene que Z«Z;~ Afl = k’2 (si A = O esta
desigualdad es obvia), con lo que finalmente obtenemos
z e «AF(®B~)) c 44k’4f(®Rfl) =
‘2
donde kB~ es un acotado de E”. Esta relación se ha obtenido para z e
‘4
pero una relación análoga permanece siendo cierta cuando se considera la adherencia
de (F(0B2))”
TI, esto es, si tomamos y e (F(®B
2))”
TI, se llega a que
‘2
y e qS(AF(®R~)) c 4(k’4F(®B~)) =
‘2
con lo que se obtiene que
B c
n
tal como queríamos probar. U
OBsERVACIÓN 2.9. La propiedad asociativa del producto tensorial es funda-
mental para la prueba de los resultados anteriores. El producto tensorial simétrico no
verifica esta propiedad; de hecho, no tiene sentido definirla, al menos del modo como
cabría esperar que se hiciera; de partida, es complicado dar sentido a la expresíon
(E¿E)¿E,
5,ir 5,ir
puesto que no es el mismo espacio el que se encuentra a ambos lados del símbolo é.
3,21
e
e
e
e
e
e
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e
e Una posible interpretación para la propiedad asociativa en productos ténsoriales
simétricos podría ser la que se obtiene mediante la definición reO y = ~(re O y + y O re),e
• pero tampoco es una buena elección, puesto que no verifica propiedades que deberían
ser “deseables”, ni siquiera en el caso que mostramos a continuacion:
e
e (®E)®(®E)# 2n,s,ir
aunque E sea un espacio de dimensión finita d. Puede comprobarse que el primero deee los espacios tiene dimensión OR(CR(d, u), 2), mientras que la dimensión del segundo
e es OR(d,2u), donde CR(i,j) denota el número de combinaciones con repetición dei
e elementos tomados de 3 en 3. Ambos números son distintos si, por ejemplo, d = 1 y
e n=2.
e
e Otro tipo de resultados sobre complementación en productos tensoriales de espacios
• localmente convexos se obtiene por medio de la relación que existe entre los productos
tensoriales y los productos ténsoriales simétricos. Ya se ha mencionado que ¿ E es
‘2,S,ire un subespacio complementado de ¿E (Proposición 1.25). Bonet y Peris prueban que
‘2,ir
el producto tensorial (usual) de dos espacios localmente convexos es un subespacio
complementado del 2-producto tensorial simétrico de un cierto espacio:e
• PRoPOSICIÓN 2.10 ([BonP], Lema 8). Sean F y Z espacios localmente conve-
reos y definamos E = Ex Z. Entonces FQZ es isomorfo a un subespacio complementadoe
• dc E o E, y consecuentemente F¿Z es isomorfo a un subespacio complementado de
5,ir ir
• E¿E.e
• Vamos a dar una generalización de este resultado para el producto tensorial de más
• de dos espacios. La prueba no se puede hacer de modo inmediato por lo Qbservado
• anteriormente: el producto tensorial simétrico no verifica la propiedad asociativa. La
e
e demostración que vamos a hacer sigue las pautas de la prueba del resultado original.
e
PROPOSICIÓN 2.11. Sean E1,..., E,. espacios localmente convexos, y definamos
e E=flE~.
•
Entonces E~ ®... O E,, es isomorfo a un subespacio complementado de O E. Comoe ,~ ir ‘4,5,Ir
• consecuencia, se obtiene que E1Q... QE,. es isomorfo a un subespacio complementado
ir ire de¿E.
e
e
e
e
e
e
e
e
e
e
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DEMOSTRACIÓN. Consideremos, para cada i — 1 . ,n, las aplicaciones
yj: E~ —> E ir1: E —>
re~ (o,...,t...,o) y (reí,...,re,,) -4 re~
y denotemos por s a la aplicación de simetrización en oE. Entonces la aplicacion
‘4
j:EiO...®E,.—*0E
ir ir n,5
definida como
j=nhso(jiO...Oj,,)
es una aplicación lineal y continua. Por otra parte, ir : QE —* Eí Q... O E,. definida
n,5 ir 21
como
ir = (ir, Q ...O
es también una aplicación lineal y continua y se verifica que
roj(re, ~ Ore,,) = ir(n! j,(re1) O...Oj,.(re,.))
5 5
= ~ (zJ~i(re«~ ®... OiUe~)(reO}’2)))
aE En
= ir,Q¡i (re,)) Q ... o ir,.(j,.(re,.))
= LíO ~“O re,,,
yaqueirro.j. = 0sir~syirrojr = Ider paracadar,s e {l,...,n}. Comolas
aplicaciones definidas son lineales y continuas y iroj(reio.. .Ore,.) = reí®~ . Ore,,, se tiene
que ir o] = IdE1®...®s,,, lo que concluye la prueba de la primera parte del enunciado.
Extendiendo por continuidad las aplicaciones j y ir se obtienen aplicaciones j y * que
dan la complementación buscada entre ..... . 012,. y ¿ E. U
ir ir ‘2,S,ir
La importancia que tiene la Proposición 2.11 radica en que las técnicas que se de-
sarrollarán para el estudio de los productos tensoriales simétricos van a poder aplicarse
posteriormente, en algunos casos, al estudio de los productos tensoriales (no simétricos).
Además, este resultado nos proporciona un pequeno avance en el estudio de la relación
entre las propiedades (BR),. y (BR),,5, tal como se mostrará en la Proposición 2.13.
Previamente vamos a establecer un Lema, que generaliza la Proposición 1.30 de [Dm6]:
e
e
e
e
e
e
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e
e
LEMA 2.12. Sea E un espacio localmente convexo, tal que E verificá (BR),..
Entonces E verifica (BB),.,5.
e DEMOSTRACIÓN. Sea B un acotado de 6 E. Como por la Proposición 1.25,
‘2,5,ir
• ¿ E es un subespacio complementado de QE, resulta que B es un acotado de ¿E,
fl,S,ir ‘2,ir fl,ir
por lo que existe un acotado absolutamente convexo CG E tal que Be [‘(00).e
Además se tiene que
e
R=s(R)Gs(F(OO))=F
siendo esta última inclusión consecuencia de la Observación 1.17. Como ~ es une acotado de E, se concluye que E verifica (BR),,,,. U
e
e
e PRoPOSICIÓN 2.13. Sea E un espacio localmente convexo. Entonces E tiene
e
• (RB),, sí y sólo sí E” tiene (BR),.,5.
DEMOSTRACIÓN. Sabemos que si E tiene la propiedad (BB),., entonces tambiéne la va a tener E” (Proposición 2.8), de ahí que, por el Lema 2.12, E” verifique la
• propiedad (BR),,,5.
• Por otra parte, supongamos que E’2 verifica (BR),.,,. Como consecuencia de la
Proposición 2.11, se tiene que 612 es un subespacio complementado de 6 E’4. Sean
e j la inyección y ir la proyección definidas en la demostración de la Proposición 2.11.
e Recordemos que, si O = Ore, con re = (reí,... ,x,,) e E’2 se tiene que
e
e ir(O) =iri(re)O...oir,.(x) =re1Q•••Qre,..
e Así, si R es un acotado de ¿E, j(R) es un acotado de ¿ E”, por lo que existee ‘2,ir
• un acotado 13~ de E’2 tal que 1(B) G [‘(0 B1). Además, podemos suponer que R1 es
• de la forma B1 = B’, donde B2 es un acotado de E. De este modo,
ee B=iroi(B)cir(f(oBi)) =ir(F(OBfl) =
e
e
e = r (r(®Rn) c P(®B2),
• puesto que
e r(®BflGQR2.
e ‘2,5 fi
Con esto se ha concluido la prueba. ¡ U
e
e
e
e
e
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2. Complementación en Productos Tensoriales Simétricos
El resultado que se hace a continuación es el que nos va a permitir considerar todo
u-tensor simétrico como un (u + 1)-tensor simétrico. Esta relación se utilizará en este
capítulo y en capítulos posteriores, al estudiar diversos resultados relacionados con
espacios de polinomios. Lo que haremos será probar que para cada u C FN, ¿ E es un
n,5,ir
subespacio complementado de ¿ E.
n+i,s,ir
Las técnicas utilizadas para el estudio de la complementación en productos tenso-
ríales no simétricos no son válidas para los productos tenso riales simétricos, por lo que
se deben desarrollar nuevas técnicas.
Para poder estudiar la complementación entre espacios localmente convexos debe-
mos, en primer lugar, estudiar la complementación algebraica, y pasar posteriormente
al estudio de la continuidad de las aplicaciones que producen esa complementación;
por ello debemos establecer previamente algunos resultados de tipo algebraico, que
probamos a continuacion.
LEMA 2.14. Sea E un espacio localmente convexo sobre el cuerpo 1K (1K= R o
C) y sean re, y e E vectores linealmente independientes. Entonces, dado u = 1,2,...,
existen A1, . . . , A,~1 e 1K tales que
‘2+i
ore = >3 A~ O (re + ky).
‘4
k=1
DEMOSTRACIÓN. Sea F = [re, y] el espacio vectorial de dimensión 2 generado
por re e y. Utilizando el Lema 5.1 de [Rya], se puede comprobar que {Q[re~”), ~(‘2—k)]
5
k = O,... ,n} es una base de OF. En efecto, gracias al Lema 1.22, llegarnos a que
‘4,5
0(re + ky) = >z (y) i¿ O [re(0,y(’4~O]
para cada k = .... . , u+1; de este modo, para probar que {0(re+ky) : k 1,..., n+1}
es una base de E, basta comprobar que el determinante A que aparece a continuación
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1 (~)
1 2(?)
1 nQ~)
1 (n+1)(~)
22 (~)
u2 (it)
(u+ l)2(~)
1 1
1 2
1 u
1 (n+l)
1
22
u
2
(u + 1)2
(nt)
(n+1)’2i(,,Zi)
1
2’2i
u’2
1
(u + 1)~>1
2fl¿)
n’2
(u + í)’2Q)
1
2’2
(u + 1)”
puesto que este determinante es un determinante de tipo Vandermonde. En consecuen-
cia {®(re + ky) : k = 1..., u + 11 son u + 1 vectores independientes en F, y, por tanto,
una base de 1’. Así existen .1...., A,,+
1 e 1K tales que
~+1
®re = >3 A~ ® (re + ley).
k=i
LI
La importancia de elegir una buena representación para un tensor nos simplificará
en muchas ocasiones el tratamiento de estos objetos. Para ello utilizaremos elsiguiente
LEMA 2.15. Sean E un espacio localmente convexo, O e QE y p e ~‘,
‘2,8
Entonces existe una representación Z~t c~ O re~ de O con <reí) # O y ej e {—1,
‘2
cadaie {1,...,N}.
DEMOSTRACIÓN.
calmente convexo sobre
y hagamos J = {j 6 {1,
Tenemos que
resultando de este modo
o=>3
5~J
Para la prueba en el caso en el que se considera un espacio lo-
C, tomemos una representación cualquiera de O, O = >4L, ores
fi
R} : ~(re5)= O}; elijamos también e E E tal que so(e) = 1.
‘t+1
Ore5 >3 4~ O (re3 + lee),
‘4 k=1 ‘4
<~ire, +>3 >3 0(A~5(re5 + lee)),
,EJ k=1 ,...,n-f-1
e
e
e
e
e
e
e
e
es 0.ee
e
e
e
e
e
e
e
e
e
e
e
e
e
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= (~?) (n) (u)
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
1} para
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con y(reg) # O si] «J y ~(A2s(reg + lee)) # O, con lo que podemos expresar O del modo
deseado.
Si E es un espacio localmente convexo sobre el cuerpo R, la prueba anterior se debe
modificar ligeramente: tomemos O = Z~L~ cg ®reg y bagamos J = {j 6 {1,.
~(re5) = 0]> Elijamos, como antes, e e E tal que so(e) = 1. Resulta entonces
O =
50
Qre~ +>3 >3 cgj’~ ®UA~,g~*(res+ke)),
jEJk=1 ..,r.-f-1
concluyendo así la demostración. U
TEOREMA 2.16. Sean E un espacio localmente convexo y u 6 FN. Entonces
O E es un subespacio complementado de O
‘2,S,ir fl+i ,S,ir
E, para cada entero positivo u.
DEMOSTRACIÓN. Fijemos e 6 E y p 6 E’ tales que y(e) = 1. Definiremos una
aplicación j sobre los tensores de la forma Ore, re E E, por la fórmula
n
~+1 (uj(®re)=>3
k=1
+ l’~ (~l)k+%(re)ki ® [e
lej 5 (k) re(flk+1>].
‘e
‘e
‘e
Utilizando el Lema 1.22 podemos conseguir la siguiente relación, que se utihzara mas
tarde:
j(Ore)p(re)
‘2
— Ore— O(re—~(re)e).
n+1 n±1
‘e
‘e
‘e
‘e
En efecto, ‘e
O re — O (re — p(re)e)
‘4+i n+1
fl+’(n
1) [(~~(re)e)(’4+1k>, re(k)] =
=?~re~~ fl+1(n+
+ O [e(”~,re(’2k+1)].
5
Para cada 0=
N
>3e~ O re~ C QE, donde e~ = 1 o C~ = —l en el caso real y
‘2,5
podemos tomar c~ = 1 cuando E es un espacio localmente convexo complejo, se puede
N
extender la aplicación j por linealidad del siguiente modo: j(0) = >3¿ú(®re~). En
‘2
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
i=1
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efecto, si consideramos dos representaciones distintas del mismo tensor O =
M
t=1
zcÍoreÍ
1=1 ‘2
O y~ y tomamos P E p(n+l E), se tiene
‘2
N
<5(Zc~ O res),
‘4
t=i
N,.+1
= >3>3 ct~(reí)kí(~l)k+1<O[e(kí,rehk+1>],P>
,=1 k=1 5
N n+i
= >3 >3(~l)k+ící~(reí)klÉ(e, .4., e, x~, 741’, reí).
.=i k=1
Si definimos ahora 9 e P(~E) por
n+1
9(x) = >3(—i
A’ n—k+1)k+l<p(re)k~1É(e
e, re, .v. ,re),
k=1
N M
como O = >3c~ o re1 = >3&~ o yI se tiene
‘2 ‘4
t=i
N
<i(>3c~ O reí), P>
1=1 ‘4
= N ~ red, 9>
i=i ‘4
M
t=1
Al
t
5jOy~,Q> = <i(>3bjo
‘4 1=1 ‘4
N
Lo que implica, gracias al Teorema de Hahn-Banach, que j(>3cí ®
son el mismo elemento de O E y j está bien definida.
,.+1 Sir
i=1
M
red) = i(>33~ o y~)
‘4i&i
A continuación definimos una proyección ir de O E sobre O E por
‘2+1 S,ir n~s,ir
N
O
n+1
= >3c
1~(re1) O re1.
1=1 ‘4
ir está bien definida y ir oj = Id®E. En efecto,
ni
tomamos P E P(’2E), tenemos
N
si >3¿~ o
i=i ,,+1
re1 = >34 0 Y~ y
‘4+’1=1 ¡
N N
<>3s1~(re~) O red, P> = >3 c1~(re~)P(re~),
i=1 ‘2 i=1
pero para P tenemos asociado otro 9 6
cada re 6 E. Por tanto,
N M
= <>3~í o re1,~> = <>3
i=1
P(’4~1E), definido por 9(x) = ~(re)P(re), para
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
N M
y~,Q> = <>36iy(y~Oy¿,É>n+1 ‘41=1 ‘4 1=1
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y obviamente ir es una aplicación lineal.
Como habíamos observado, tenemos la fórmula
Ore — O (re — so(re)e) = ~(re)j(Ore),
‘2+i ‘2+i ‘4
entonces
ir( O re — 0 (re — ~(re)e)) = ~(re)ir(j(®re)),
‘4+1 ~+1
es decir
~(re)® re — ~(re— ~o(re)e)O (re — ~(re)e)= ~(re)(roj)(Ore).
‘2 ‘2
Como yKre — cp(re)e) = O, para cada re 6 E, tenemos
iroj(ore) =ore
‘4 ‘4
para re ~ ker cp y iro) es la aplicación identidad sobre los tensores que se pueden escribir
como Ore, con re «ker~. Usando el Lema 2.15 podemos escribir cada tensor 9 6 QE
‘2 ‘4 5
N
como una suma 9= >3o reí, con <red) # O para cada i 6 {1,. . . , y entonces
i=1
iroj = Id®n.
Necesitamos probar la continuidad de j y ir.
Elijamosae sc(E)yOe QE.
‘2,5,ir
N
Si >3c~ O re~ es una representación de 0, entonces
‘2
(í)k+1()k—1 O [e
5
k—i [a(e)]ka
[a(e)]”)(sup{a, ¡p~}(rej))’2 =
N
= O>3r(re~)’2,
1=1
donde r = sup{a, [p¡} e sc(E) y O
representación de 9, tenemos
1) [a(e)]”.Como esto ocurre para cada
(O a)(j(0)) =C(Or)(0)n+i ‘2,5
‘e
‘e
‘e
4
‘e
‘e
‘e
‘e
‘e
e
‘e
‘e
‘e
‘e
‘e
‘e
e
‘e
‘e
‘e
CV)
N(’2+l(n
cp(re¿)
(k) (‘2—k+1
re. 111<
J/,,,—
(n+1 (ns.l)
‘e
‘e
e
‘e
e
5=1
‘e
‘e
‘e
‘e
‘ey consecuentemente, la continuidad de j.
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Para probar la continuidad de ir elegimos a E sc(E). Para O = O é~,
i=1
(®a) (ir(O)) =
=(Oa) (~cip(rei) O xi”)
‘2 ‘ó=i ‘2 1
IV
=>3(®a)(c~~(re~) O reí)
IV
=>3 ¡~(re~)j[a(re1)]’2
i=1
IV
con r = sup{a, ~<}e sc(E). Tomando ínfimos sobre todas las representaci’5nes de O
tenemos
(Oa)(ir(O)) =( O r)(O),
n+1,s
y entonces ir es continua.
La extensión del teorema anterior al producto tensorial completado se obtiene del
modo usual, y va a ser la que utilizaremos más frecuentemente en lo sucesivo. La
expresamos en el siguiente
COROLARIO 2.17. Sea E un espacio localmente convexo. Entonces ¿ E es un
,.,5,ir
subespacio complementado de ó E.
n±1,3,ir
A partir de la complementación de ¿ E en
‘2,S,ir
guientes resultados:
é E, podemos conseguir los si-
,,+ 1,5
COROLARIO 2.18. Sea E un espacio localmente convexo, entonces para u =
2,3,... y le eN 1< le <u tenemos que ¿ E es un subespacio complementado de
¿E.
n,s,ir
e
e
e
e
e
e
e
e
e
e
e
e
e
e
4i
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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DEMOSTRACIÓN. Cada uno de los espacios de la siguiente cadena
óE’—* ~ ®E’—+®E
k,s,ir k+i,s,ir n—1,s,r ‘4,s,ir
es un subespacio complementado del siguiente. Por tanto, considerando la composición
de todas las inclusiones, por una parte, y la composición de todas las proyecciones por
la otra, se tiene una inclusión y una proyección, respectivamente, de é E en Ó E,
k,s,21
que son aplicaciones que nos dan la complementación buscada. U
Como en el caso de los productos tensoriales sin simetría, también se verifica el
siguiente Lema que, para el caso en el que E y F son espacios de Banach, ha sido
establecido por González y Gutiérrez en [GoGu].
LEMA 2.19. Sea E un espacio localmente convexo y sea F un subespaczo com-
plementado de E. Entonces O F es un subespacio complementado de O E y, conse-
n,5,ir ‘4,5,21
cuentemente, 6 F es un subespacio complementado de 6 E.
‘2,5,21 ‘2,S,ir
DEMOSTRACIÓN. Por el Lema 2.6 , oF es un subespacio complementado de
“‘ir
QE. Como O E es un subespacio complementado de QE, si denotamos por ‘E y 5Enr ‘4,S,ir fl,ir
a las aplicaciones que dan esta complementación para E, y por Ip’ y sp’ las análogas
para E (donde s representa a la aplicación de simetrización), e i y p son como en el
Lema citado, podemos definir entonces j : O F —* O E como j = .s~ o Oi o Ip y
‘4,5,ir fl,S,ir ‘2
ir : O E —* O E como ir = SE O Op ~ Iz, que dan la complementación buscada entre
‘2,S,ir ‘4,5,ir ‘4
O E y O E. La prueba se concluye considerando la extensión natural de j y ir a las
‘4,5,ir ‘4,5,ir
compleciones. U
Utilizando propiedades sobre la complementación en los espacios de polinomios para
las diferentes topologías usuales en holomorfía, vamos a poder profundizar un poco más
en la naturaleza de la propiedad (BB)U,S, tal como presentamos en la próxima seccion.
3. Complementación en espacias de Polinomios
En esta sección aprovecharemos las relaciones de complementación que se han
obtenido en el marco de los productos tensoriales simétricos para obtener relaciones de
complementación en espacios de polinomios, recordando que P~(E; O) es algebraica-
mente isomorfo a £( 6 E; O). Se probará en primer lugar un Lema técnico que nos
‘2,5,ir
e
e
e
e
e
e
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e
• permite pasar de la complementación entre dos espacios localmente convexos á la com-
• plementación entre espacios de aplicaciones lineales definidas sobre esos espacios, cuan-
• do a estos espacios de aplicaciones lineales los dotamos de la topología fuerte. Este re-
• sultado es una extensión del resultado análogo para el caso particular de los espacios
• duales, que se deduce de [Jar], §8.8.e
LEMA 2.20. Sean E,F yO espacios localmente convexos, y supongamos que Ee
• es un subespacio complementado de E. Entonces (C(F; O), /S~’) es un subespacio comple-
• mentado de (¡¿(E; O), ¡3m), siendo ¡3~ la topología generada por las seminormaá ‘
• donde B es un acotado de E y -r una seminorrna continua en 0; y, anólogani ente, ¡3~
• es la topología generada por las seminormas ¡¡. ¡¡~, donde R es un acotado de E y -y
es una sem¿norma continua en O, quedando definidas por
e
• IIHB== sup{-y(f (re)) re E B}.
e
• DEMOSTRACIÓN. Dadas j : F —> E y ir : E — F lineales, continuas y verifican-
• do ir o] = hl~, podemos definir
J: C(F;O) —* C(E;O)
f H-* foire
• y
• U: £(E;O) —* £(F;O)
• y ~— goy.
• Es inmediato que J y II son lineales. Además, si f 6 £(F; O),e
• lloJ(f) =H(for) = (for)oj =
e
fo (ir o]) = fo 1d~~ = f
• y por tanto llo~J = Idc(F;G), resultando que Hes suprayectiva y J es inyectiva. Veamos
• ahora que estas dos aplicaciones son continuas: sea B un acotado de E y ~¡ E sc(O),
• entonces
e ¡IJ(f)fts,-y = ~fo irHB<~ = sup{y(f o <re)) re 6 B} =
• sup{j’(f(y)) y E ir(B)} = lIfIkúrn,.
• Tomemos ahora B como un acotado de E y ~yE sc(O), como antes. Se tiene:
e• ~ll(g)¡~~= Ig oj¡[~<,, = sup{-y(g oj(re)) : re 6 Bf = LgH~csí,-y.
e
De este modo hemos llegado a que esas dos aplicaciones son continuas, y así tenemos
• que se da la complementación del enunciado. U
e
e
e
e
e
e
e
e
e
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La complementación de los espacios de polinomios de distintos grados dotados de ‘e
la topología fuerte ¡3 es ahora inmediata: ‘eté
‘eCOROLARIO 2.21. Si E yO son espacios localmente convexos y n,m 6 N, con
n _ ni entonces (‘P(mE; 0), ¡3) es un subespacio complementado de (PQ’E; 0), ¡3). ‘e
DEMOSTRACIÓN. Teniendo en cuenta que ó E es un subespacio complemen-
ITt, 8 ,ir
tado de ó E y que para cada entero positivo le, (~P(kE; 0), /3) es topológicamente
‘2,$,ir
isomorfo a (.C( Ó E; 0), ¡3), para concluir la demostración únicamente basta tener
k,s,r
en cuenta que (4 Ó E;O),¡3) está complementado en (.C( ó E;O),j3), por lo que
m,s,n ‘2,S,ir
(P(”2E; 0), ¡3) lo va a estar en (P(’4E; 0), ¡3). El
e
El Corolario anterior generaliza un conocido resultado que Aron y Schottenloher
obtuvieron en [ArSe], utilizando una técnica diferente, para el caso en el que E es un
espacio de Banach y O = C. Nótese que la topología fuerte en ‘P(”E), cuando E es un
espacio de Banach, es la topología de la norma.
‘e
CORoLARIO 2.22 ([ArSc], Proposición 5.3). Sean m,n E FN u _ ni y sea E té
un espacio de Ranach. Entonces P(mE) es isomorfo a un subespacio complementado ‘e
de P(’2E). ‘ee
‘e
Como consecuencia del trabajo que hemos realizado para productos tensoriales si-
métricos podemos obtener también información sobre complementación en espacios
de polinomios dotados de las otras topologías usuales en holomorfía (lo, 1b y it), lo
que nos va a proporcionar también resultados relacionados con la propiedad (BB)~, y
mejorar, de paso, algunos resultados conocidos. Véase, por ejemplo, el Ejercicio 1.94
de [Dm1]. ‘e
‘e
‘e
PRoPOSICIÓN 2.23. Sean E y O espacios localmente convexos y sea ni 6 FN. ‘e
Entonces (PQ’4.E; O), r) es un subespacio complementado de (‘P(’4E; O), w) para í = ‘e
IO,Ib,¡3 o it y u ni.
‘e
‘eDEMOSTRACION. Por los mismos motivos expuestos anteriormente es suficiente
suponer n=~in+1.
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Fijemos entonces e 6 E y ~ 6 E’ tal que p(e) = 1, consideremos las aplicaciones j
y ir como en el Teorema 2.16, y definamos
J: .C( ó E;O)stP(mE;O) — £( é E;O)stPQ”~1E;O)m,s,ir m+1,s,ir
É Poir
y
H: 4 ¿ E;O)stp(m+lE;O) -~ 4 Ó E;O)st79(mE;O)
m±1,s,ir mS,,’
~oj.
Ho j = Idp(mE;G), por tanto sólo tenemos que probar que J y U son contii uas para
las diferentes topologías que estamos considerando. Comenzaremos con la Lopología
compacto—abierta lo. La topología inducida sobre £( 6 E; O) (ni E N) por la topología
ms ir
compacto—abierta 1o sobre ~Q”E~ O) por el isomorfismo algebraico /4 6 E; O) stni Sir
p(mE. O) está generada por las semínormas
PeE( O E;O)¡—<IP~I®ic.>.=supm,s,r vn xEK
donde ‘y e sc(O), 1< es un subconjunto compacto de E y OK = {Ore : re 6
m 7,.
Así
HJCP)H ® ¡«y =
.11±1
= HÉorh ® Ny
‘71+1
= sup ‘y(P o ir( o re))
rEK m+i
= sup -y(P(~(re)Ore))
rEN nl
= sup -y(~(re)P(®re))
=~¡.~ysup y(P(®re))
xEK
= 4y,KIIPIL®x<y
para cada P 6 PtE; O) lo que nos da la continuidad de J para lo.
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Por otra parte,
IIl1(Q)W®g<y =
— líQ oj¡I®¡<~
— sup ~y(Q(j(Ore)))
rER
—sup-y ((~(rn + 1>~ ( l)k+1~(re)kI o [e~”~,re(mk+1)],
— sup (~V (ni si) (~1)k+í~(x)kíQ(e, yn-A’~1 re)).7., e, re, .7.
_ (rn+1 (mt 1)í¡j ¡QI(Ku{ey)m+~<y
< C~’ (ms 1) ¡47K!) $$2
— 0.11911 ® í-’<~
vn+1
donde
y 1<’ = ~< u {e},
con lo que H resulta ser continua para lo (se puede utilizar la identidad de polarización
para obtener la última desigualdad).
La misma idea, pero trabajando con conjuntos acotados en lugar de trabajar con
conjuntos compactos, prueba que estas dos aplicaciones son también continuas para
las correspondientes topologías Tb~
Finalmente, para probar la continuidad de J y FI para la topología it, no hay
pérdida de generalidad si suponemos que O es normado y entonces
(P(mE;O),it) = ~jp~ (73(”2Ec<O),rb).
~Gsc<E)
Para a 6 sc(E), a = ¡~o¡, las aplicaciones J
0 : ‘P(”2E0; O) > p(m+lEa; O) ~¡
Fía : P(
m~’E
0; O) — ‘P(
mE~; O), definidas como las J y II de antes, nos dan la
complementación de (P{mE
0; O), Ib) en (P(m+íEa; O), Ib).
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Entonces la continuidad de J y II es una consecuencia directa de la conmutatividad
• de los siguientes diagramas:
e
P(mE;O) — P(mEO) P(nl+lEcl(O) — P(m41E;O)
• núj
• P(m+lEa;O) ~(fl1+l~QJ) P(mEcy;O) — P(mE;O).
• U
e
e
• OBSERVACIÓN 2.24. La Proposición anterior nos permite dar una demóstración
• mas simple que la que se da habitualmente, de que ro = Tb sobre ‘PQ”E) si .y sólo si
• E es un espacio de Montel (Observación 1.32). En efecto, es conocido que Et =
si y sólo si E es de Montel: así, si es 1o = rb sobre PQ’4E), se tiene que r
0 =
Tb sobre
• PQE) = E’, lo que implica que E es de Montel, pues E~ = (P(1E), Ib). Por otra parte,
• si E es de Montel, se tiene de forma trivial la coincidencia de estas dos toplogías.
e
• COROLARIO 2.25. Si para algún n 6 FN dado, i~ = ¡3 en P(’2E; O), <entonces
• Tb=¡3sobrep(mE;O) para cada ni conl <rn<u.
e
• DEMOSTRACIÓN. Denotemos por Tb,k a la topología rb sobre PQE; O)y por ¡3~
• a la topología ¡3 sobre el mismo espacio. Nuestra hipótesis es que ra,,, = ¡3,. y enton-
ces rb,,.lp(mn;o) = I%ip(vns;a). Pero (P(mE; O), ‘r) es un subespacio complem¿ntado de
e
• (P(’2E; O), r) para r = Tb y r = ¡3, entonces rb,’2¡p(tnE;a) = Tbm y ¡3,.¡p(vnn;c> = ¡3m, por
• tanto 1~b,m = /3,,., es decir, Tb = ¡3 sobre PQ”E; O). U
e
• consiste
e
COROLARIO 2.26. Si dado u 6 N, u > 2 el espacio localmente convexo E tiene
• la propiedad (BB),,,
5, entonces E tiene la propiedad (BB)~,. para cada entero positivo
• m,2<m<n.
• DEMOSTRACIÓN. Es suficiente recordar que para le e FN, le > 2 E tiene la
• propiedad si y sólo si
Tb = fi en ([Dm4]). Ue (BB)~,
5 ‘P(”E)
e
e
e
e
e
e
e
e
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OBSERVACIÓN 2.27. Este Corolario simplifica las hipótesis en algunos proble-
mas comunes en holomorfía de dimensión infinita y en la teoría de productos tensoria-
les. Por ejemplo, tal como Dineen expone en [Dm6] adaptandé al caso del producto
tensorial simétrico la Proposición 7 que él mismo establece en [Dm2], cuando E es
un espacio localmente convexo que verifica la condición de densidad y la propiedad
(RB)~~ para cada le < u entonces ¿ E también tiene la condición de densidad, para
k,s,r
cada le < u. El Corolario 2.26 nos permite suponer simplemente que E verifica (BR),.
y la condición de densidad.
El siguiente resultado, sobre complementación entre los espacios de polinomios
definidos sobre un espacio localmente convexo que está complementado en otro es-
pacio, debía ser esperado desde que se estableció el resultado dual para productos
tensoriales simétricos:
PROPOSICIÓN 2.28. Sean E, E yO espacios localmente convexos, y supongamos
que F es un subespacio complementado dc E. Entonces (P(’2F; O), r) es un subespacio
complementado de (‘P(”E;O),r), para cada nC N y r E {ro,Tb,¡3,it}.
DEMOSTRACIÓN. Sean i y p la inclusión y la proyección relacionadas con la
complementación de E en E y sean J y U las relacionadas con la complementación de
(P(’2F;O),r) en (P(’4E;O),i-), definidas por
J(P)(re) = P(p(re)), P e P(’4F; O); H(Q)(re) = 9(i(re)), 9 e P(”E; O).
Entonces P(”F; O) es, algebraicamente, un subespacio complementado de P(’4E; O).
Por el Lema 2.19 tenemos que
ó F; O)$ es un subespacio complementado de £( 6 E; O)~,
‘2,5,ir ‘2,5,ir
y como (P(’2F; 0), ¡3) st /4 6 F; O)~, y (PCE; 0), ¡3) st (/4 6 E; O)~, se tiene que
‘2,S,ir ‘2,5,ir
estos espacios de polinomios son también topológicamente complementados para ¡3.
Un sistema fundamental de seminormas para (P(’4E; O), lo) es
{¡j . ¡¡~-~ : -y e sc(O),J< compacto de EJ
y análogamente para (P(’4F; O), lo). Tenemos que
= sup y(J(P)(re))¡ = sup ¡y(P(y))¡ =
rFK vep(K)
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• y
• ¡¡11(9) ¡ ~ = ¡¡Ql Ij(K),y,
• lo que da el resultado para n~» El mismo argumento se puede aplicar para Tb~e
• Para probar el resultado para it podemos suponer que F es un espacio normado,
• y, recordando la definición de it, sólo tenemos que probar que (P(~F
0; O),Árb) es un
• subespacio complementado de (P(’4Eaop; O), rb) para cada a 6 .sc(F) y esto es cierto,
ya que E,, es un subespacio complementado de E,,,op. LI
• A partir de la Proposición anterior se pueden obtener varias consecuencias intere-
santes:
• COROLARIo 2.29. Sea E un espacio localmente convexo que verzfica la propiedad
e (BB)~5 y sea F un subespacio complementado de E. Entonces E también verifica la
• propiedad (BR),.,,.
• DEMOSTRACIÓN. De la proposición anterior resulta que (P(”F), rb) es Un subes-O pacio complementado de (‘P(”E), Ib) y que (P(uF), /3) es un subespacio complementa-
• do de (P(’4E), ¡3). La hipótesis que estamos considerando, que E verifica la {opiedad
• (PB),.,, es equivalente a decir que las topologías
Tb y ¡3 coinciden sobre P(’2E) (ver la
• Observación 1.40). Por ser F un subespacio complementado de E, se va a tener que
• las topologías rb y ¡3 coinciden sobre PQ’F), lo que es equivalente a decir que E verifica
la propiedad (BR),,,,, según acabamos de indicar. U
O
e CoROLARIo 2.30. Si dado u E FN, u > 2 el espacio localmente convexo E tiene
la propiedad (BR),., entonces E tiene la propiedad (BR),,, para cada entero positivo
• m,2<m<u
DEMOSTRACIÓN. Supongamos que E verifica (BR),.. Por la Proposición 2.13,
• se tiene que E~ verifica (RR)~,
5. Como consecuencia, por el Corolario 2.26, E’2 verifica
• (BR),,.,5 y como E~ es un subespacio complementado de E” cuando ni < u por el
• Corolario anterior se tiene que E’” ha de verificar también (BR»,., y la Proposicion
• 2.13 implica que E verifica (BR»,., resultado que queríamos probar. LI
Finalmente, expondremos como se pueden relacionar las aplicaciones ii-lineales
definidas sobre E con los polinomios u-homogéneos definidos sobre E’2. E~te resul-
• tado lo utilizan Defant y Maestre, de forma implícita, en la prueba de la Proposición 1
O
e
e
e
O
O
e
e
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de [DeMa] y Dineen lo formula en [Dm6], demostrándolo por métodos directos. Aquí
se puede obtener como un corolario de la Proposición 2.11, utilizando resultados sobre
dualidad similares a los que hemos empleado al probar la Proposición 2.28.
CoROLARIO 2.31. Sea E un espacio localmente convexo sobre «. Entonces,
para cada entero positivo u, (¡¿(“E), r) es isomorfo a un subespacio complementado
de (P(’2E’2)«r) parar = To o Tb•
DEMOSTRACIÓN. La Proposición 2.11 nos indica que ¿E es isomorfo a un su-
“‘ir
bespacio complementado de ¿ E”. Consideremos las aplicaciones ~y * que se indican
n’5’ir
en dicha Proposición y que son, respectivamente, una inyección y una proyección que
producen la complementación entre esos espacios. Definamos entonces J ¡¿(“E)
P(’2E”) por
J(L)(rei,...,re~) = Lo*(rei 0... 0re,~),
para reí,..., re~ ~ E”. A continuación, definamos 11 : P(’4E’4) — ¡¿(“E) por
ll(P)(yi, . . .,y,.) = P oj¡y
1 ®V.. O t’~»
para yI,... , y,. 6 E. Resulta que las aplicaciones J y H son lineales, y que H o J =
Idr(nE).
Probaremos ahora que 11 y J son aplicaciones continuas, cuando se considera, tanto
en ¡¿(“E) como en P(”E”) la topología compacto-abierta. Ello se deduce de que si 1<
es un compacto de E”, existe un compacto K0 de E tal que 1< G Js[¿, y
¡¡J(L)¡f¡< =¡¡J(L)¡¡K~ =¡¡L 0*11 ®K~ = ¡¡L~(®K~) =
71,5 n.a
con lo que J es continua. Por otra parte, si M es un compacto de E,
JIH(P)IIM = ¡jP 0jII®M = IIÉ¡II®M =¡~¡¡ ®M~ =
a 71,8
con lo que FI es una aplicación continua, lo que concluye la prueba para el caso en el
que se considera ~o•
La prueba para el caso en el que se considera la topología
Tb es totalmente análoga.
U
OO
O
O
O
O
O
O
O
O
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• Casinormahilidad en espacios de polinomios
O
O
O
O
• Los espacios casinormables fueron introducidos por Crothendieck en [Grol] con el
objetivo de responder a una pregunta de Dieudonné-Schwartz en relación con la coincí-
• dencia entre la convergencia fuerte y la convergencia uniforme en un entorno del origen
• para una sucesión de funciones en el dual de un espacio localmente convexo E. Co-
O mo el propio Grothendieck indica en el trabajo antes citado, la mayoría de los, espacios
• usuales de funciones son casínormables.
• Por lo que respecta a la casinormabilidad de los espacios de polinomios homogéneosO ha habido recientemente una buena cantidad de resultados, motivados princijrnlmente
• por su conexión con la casinormabilidad de espacios de funciones holomorfas. En
O concreto, la casinormabilidad de (P(”E),rb) para todo u e N equivale ([Dm3]) a
O la casinormabilidad del espacio de las funciones holomorfas de tipo acotad¿ 7-4(U),
• cuando U es un abierto equilibrado de un espacio de Fréchet complejo E, y se dota a
7-4(U) natural de uniforme en los de, (véasede su topología convergencia U-acotados U
la Definición 1.12).
• Como se verá a lo largo de este capítulo, la casinormabilidad de (P(”E), y), con
• = 10, ¡3 y it es consecuencia inmediata de resultados conocidos, pero no se puede
O decir lo mismo acerca de la casinormabilidad de (P(”E), Ib). Hay varios ejemplos de
O
espacios de Fréchet E para los que (PQ’E), rb) es casinormable ([Dm3, Ans]) pero
existen también espacios de Fréchet E para los que (P(’2E), íb) no es casinormable
• ([Per], Ejemplo 1.3.3(3)). En todos los ejemplos conocidos de espacios de Fréchet para
• los que se sabe que (P(’2E),rb) es casinormable se procede de la siguientemanera:
O se comprueba que para el tipo particular de espacio dado Tb coincide en P(”E) con
• alguna de las topologías r = ro, ¡3 o w~, para la que, como ya se ha indicado, sé tiene la
casinormabilidad de (P(’2E),r) y, por tanto, la casinormabilidad de (P(’2E),rb).O
O
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‘e
En este capítulo construiremos un ejemplo de un espacio de Fréchet E tal que
(P(’2E), Ib) es casinormable para cada u E N, con la propiedad de que Tb r para
= m, ¡3 y it~ Nótese que entonces, para este espacio E que vamos a construir, la
casinormabilidad de (P(’2E), Ib) no se puede obtener con la técnica usada hasta ahora.
El ejemplo que obtendremos hace uso de un espacio escalonado de Kdthe A
1(A) no
distinguido y del espacio de Fréchet-Montel F que Taskinen construyó en [Tas2j para
responder en sentido negativo al clásico problema de las topologías de Crothendieck.
O
O
O
O
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O
1. Un inciso: espacios escalonados de KótheO
O
Los espacios escalonados de Kdthe A~ se pueden describir de una forma relativa-
• mente simple: como límite proyectivo de espacios de Banach 4,, y esta caracterizacion
O de los mismos permite que se utilicen frecuentemente para proporcionar ejémplos y
• contraejemplos en el marco de los espacios de Fréchet. K6the obtuvo, considerando
0 espacios de este tipo, entre otros, un ejemplo de espacio de Fréchet que goza de la
O propiedad de no ser distinguido, esto es, un espacio cuyo dual fuerte no es tonelado. La
• descripción de los espacios escalonados que mencionábamos al principio, como límite
• proyectivo, se debe a Bierstedt, Meise y Summers, quienes dedican un importante tra-
• bajo ([BMS]) al estudio de estos espacios, consiguiendo profundizar en ciertó tipode
• propiedades de los mismos y ofreciendo caracterizaciones de éstas en función de la ma-
O triz de K¿the A asociada al espacio escalonado. Por ejemplo, consiguen condiciones
O
necesarias y suficientes sobre esa matriz para determinar cuándo un espacio escalonado
• AdA) es un espacio de Montel. Aquí nos interesará principalmente la caract~rización
• de los espacios escalonados distinguidos, debida a Bastin y Bonet ([BaBo]), y se va a
• enunciar un poco más adelante. La caracterización de los espacios escalonados como
• límites proyectivos es útil también para poder establecer otros tipos de projÁedades,
y bastantes ejemplos nuevos en la teoría de espacios de Fréchet se han producido en
la última década utilizando espacios escalonados, tal como veremos más Urde. En
o este capítulo sólo trabajaremos con espacios escalonados de orden 1, pero , puesto que
• los espacios escalonados de orden p se utilizarán en el siguiente capítulo, aprovechare-
• mos para dar en este punto su definición. Comencemos entonces proporcionando las
definiciones principales con las que vamos a trabajar.
O
o DEFINICIÓN 3.1 ([BMS], Definición 1.2)). Sea 1 un conjunto de indices arbi-
• trario. Se llama matriz de Kóthe sobre 1 a una matriz de funciones A =
• a,,, : 1 —~ R+ verificando que a~,1 =a~+i,¿ para cada i E 1 y cada m E N.
• Fijados una matriz de Kóthe A y un número real p, 1 =p < ~, se define ~l espacio
O
• A~(I,A) = {(re~)~ei e 1K’ : >3a~,~¡re¿¡~ < ~ para cada me FNJ,
• lEÍ
• donde 1K = R o C. Resulta que 4(1, A) dotado de la topología definida por: las semí-
• normas ¡¡ ¡¡nl con
O ¡ 4O ¡i(reÍ)ÍGi¡lnl = ~ZamilreiIP)
O
O
O
O
O
O
O
O
O
O
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es un espacio de F’réchet, al que se llamará espacio escalonado de Kóthe de orden p.
Cuando no haya posibilidad de confusión representaremos estos espacios por Á~(A)
o, simplemente, por >~,,.
Se define >~~(i, A) como
A~<I,A) = {(reÍ)ÍEI 6 1K’ : sup a~4¡re1¡ < r para cada ni ~ FN]>
y las seminormas que determinan la topología de este espacio se definen de modo
análogo a como se hacia antes, siendo ahora
¡ ¡(re~)~6j¡¡~ = sup a~,¿¡re~I.
¿6!
OBSERVACIÓN 3.2. Si a = (a~)~6, es una función definida sobre 1, se tiene que
el conjunto
4(1, a) = {(re¿)161 6 1K’ : >3 a1¡re1¡~ < oo}
te’
es un espacio de Banacli, cuando lo dotamos de la norma que se define a continuación:
= (zaíírew~) ~
Además, este espacio es canonicamente isomorfo a 4(1).
La definición que se ha dado de espacio escalonado de K5the y la Observación que
le sigue tienen como consecuencia inmediata la siguiente
PROPoSICIÓN 3.3 ([BMS], § 2). Sea A una matriz de Kdthe. Entonces para
l=p<oo
= l4rn £p(I,am)
nl
y sil < p sc oc este límite proyectivo es un límite reducido.
OBSERVACIÓN 3.4. Los espacios escalonados de K6the han sido utilizados como
ejemplos de espacios que verifican propiedades del tipo (RB). Del Teorema 3.3 que
Taskinen establece en [Tasi] se deduce que si ¡ y J son conjuntos numerables, el
par (A~(1, A), >q(J, B)) verifica la propiedad (BR) para 1 =p, q < oc. Dineen da
otra version de este resultado, válida para u-productos tensoriales en la Proposición 6
de{Din2], probando que si 1 es un conjunto numerable, el espacio ®A~(I, A) verifica la
O
O
e
O
O
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• propiedad (BR),,, y por tanto (Lema 2.12) la propiedad (BR),,,5. Es necesario imponer
• que 1 sea un conjunto numerable, puesto que la demostración de estos résultados
• pasa por utilizar que poseen una base de Schauder que verifica unas determinadas
• condiciones.
• Al trabajar con espacios escalonados de Kóthe suele ser de bastante utilidad traba-
O
• jar con un tipo particular de subespacios, los subespacios seccionales, cuya definícion
• reproducimos a continuacion:
• DEFINICIÓN 3.5. Sean A~ un espacio escalonado de Kéthe y J un subconjunto
• de 1. Al subespacio de Á~
O
• = {(re~»e¡ 6 A~ : re1 =0 si i g ~fl
se le llama subespacio seccional de ¾~
O
Al tener una descripción cómoda de los espacios escalonados de K¿the, se va a tener
• también una descripción bastante cómoda del dual topológico de estos espacios. Una
• posibilidad para representar este espacio dual es considerando un límite inductivo, pero
• Bierstedt, Meise y Summers en [BMS] dan una útil descripción proyectiva del dual
• topológico de estos espacios utilizando los conceptos que aparecen en las ~iguientes
definiciones.O
• DEFINICIÓN 3.6 ([BMS], Definiciones 1.2 y 1.4). Sea A = (a~,1) una ~natriz de
• K6the sobre 1. Asociados a la matriz A se pueden definir los conjuntosO
O V = {V~ : mE N},
siendo v~ = (V~~)~6i con = ~ y
• V = = (~O¿E¡ : V1 =0para cada i 6 I,sup a~1i3¿ sc oc para cada me NJ.
O
O Los espacios co-escalonados se definen para conseguir la ya anunciada descripción
• proyectiva del dual topológico de un espacio escalonado.
DEFINICIÓN 3.7. Sea Ap(A) un espacio de K¿ithe y sean V y 1/ como anterior-
• mente; entonces se pueden considerar los espacios co-escalonados /c~ y £~,, definidos del
O modo siguiente
• a) le~(1, V) = 4~ 4,(l, vn), siendo éste un límite inductivo regular.
• nl
O
O
o
O
O
O
O
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b) K~(I, U’) = 14rn e~(I,q.
IT
OBSERVACIÓN 3.8. Aunque pueda parecer extraño a primera vista, estos dos
espacios le~ y 4 son iguales algebraicamente, para 1 = p =:~- e incluso isomorfos
topológicamente cuando se considera el caso 1 = p sc oc, tal como se prueba en
[BMS], Lema 2.1 y Teorema 2.3. Una demostración utilizando una técnica similar a
la que se usa en [BMS] para conseguir un resultado un poco más general que el que
aqu¡ nos ocupa se va a hacer en la Proposición 5.14 cuando estudiemos los espacios
escalonados X-Kóthe.
l3ierstedt, Meise y Summers ofrecen en [BMS} una caracterización de los acotados
de un espacio de K5the A~, que es de utilidad para poder llegar a probar que los espacios
co-escalonados )Cq son los duales topológicos de los espacios escalonados A~.
PROPOsICIÓN 3.9 ([BMS], Proposición 2.5). Sea B un subconjunto de A~(I,A),
con 1 =p =oc. Entonces B está acotado si y sólo si existe ‘E3 6 V tal que
R G ~5R
4(Í)= {(~Ú~~’ e E’
existe z 6 4(1), ¡¡z¡j =1 tal que y¿ = V1z1 para cada i 6 [}.
Utilizando esta Proposición se puede obtener, como indicábamos, el siguiente
iCORoLARIO 3.10 ([BMS], Corolario 2.8). a) Para 1 sc p sc oc y ~ + ~ = 1 seq
tiene (A~)$ st leq st ¡Qq.
4) Las siguientes afirmaciones son equivalentes:
(i) (Aí»3 st le~,
(i’) ~ st
(u) K~ es tonelado y/o bornológico,
(iii) A1 es distinguido.
En lo que afecta más directamente a la utilización de los espacios escalonados de
Kéthe en este capítulo, ya hemos comentado que vamos a estar particularmente intere-
sados en un espacio A1(A) que no sea distinguido. Kóthe ([K5ti] §31.7) proporciona
un ejemplo de espacio A1(FN x N,A) que no es distinguido, considerando la matriz A,
definida por
= {; :~;+~
O
o
o
o
o
O
• 1. UN INCISO: ESPACIOS ESCALONADOS DE KÓTHE 57
o
para m, i,j E FN.
Posteriormente Bierstedt y Meise establecieron una condición suficiente sobre la
• matriz de K6the A para conseguir que el espacio Ai(A) fuera distinguido. Lo que se
• hace es determinar, en términos de la matriz A, cuándo A1(A) verifica la denominada
O condición de densidad de Heinrich, que implica la distinción del espacio. Más tarde
Bierstedt y Bonet ([BB1]) probaron que, para A1(A) es equivalente ser distinguido a
O verificar esa condición de densidad; además prueban en ese mismo trabajo que A1(A)
0 verifica la condición de densidad si y sólo si la verifica Ap(A) para cada p con 1 < p sc oc.o
• Posteriormente Bastin y Bonet ([BaBo]) dan una nueva condición que caracteriza los
• espacios de Kóthe que no son distinguidos, viendo que poseen subespacios seccionales
• muy parecidos al ejemplo original de K¿ithe de un espacio de Fréchet no dNtinguido
O
que acabamos de mencionar. Todos estos resultados se enuncian a continuación.
O
DEFINICIÓN 3.11 ([Heil, Definición 1.1). Sea E un espacio localmenté convexo
• separado y denotemos por 1,1(E) a una base de entornos de O en E y por B(E) a
• un sistema fundamental de acotados de E. Se dice que E satisface la condición de
• densidad si, dada cualquier función A : tl(E) — R~ y cualquier V E 11(E), existen un
• subconjunto finito U de 11(E) y E e R(E) tales que
O
• fl A(U)UGB+V.
• UEU
O
o
OBSERVACIÓN 3.12 ([BB1], Teorema 1.4). Si E es un espacio localmente con-
• vexo metrizable, E satisface la condición de densidad si y sólo si cada acotadq del dual
• fuerte E~ de E es metrizable.
O
O
• PROPOSICIÓN 3.13 ([BB2], Teorema 1.3). Un espacio escalonado de Kóthe ,N~,
• =A~(I, A) de orden p, 1 =p sc oc o p = O satisface la condición de densidad si y sólo
• si su matriz de Kóthe A = (a~)~eN satisface la siguiente condición (D) (independien-
• temente de p):
Existe una sucesión creciente J = (IÑ)keN de subeonjuntos ‘k de 1 tales que
cada . inf~~’ >0
• <iv,j/. para le 6 N, existe mk E N con , para ni > mk,
¿CIA’
• y
• (M,J): para cada m e FN y cada
1o c 1 con 1
0fl (1 \ Jk) # 0 para cada k E N, existe
• ni’ = m’(m,Io) > ni con inf~
32Iú~ = 0.
• ~ek am~i
O
O
O
o
O
o
O
o
O
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e
PRoPOSICIÓN 3.14 ([BB1], Teorema 1.4). Para un espacio A1 = A1(I,A), las e
siguientes afirmaciones son equivalentes: ‘e
‘e
(1) A1 es distinguido,
(2) A1 satisface la condición de densidad,
(3) cada acotado de Kk st (A1)$ es metrizable. ‘e
e
e
PROPoSICIÓN 3.15 ([BaBo], Proposición 3). Sea A una matriz de K6the sobre e
un conjunto de índices 1. Las siguientes condiciones son equivalentes: e
(a) A1(I,A) no es distinguido. ‘e
(b) Existe un subespacio seccional de A1(f, A) isomorfo a un espacio escalonado de ‘e
Kóthe .¾(N x FN, R) donde la matriz R = (b~)~EN satisface ‘ee
(1) b~,(k,J) = bl,(k,I) para ni sc le y ‘e
e
(2) hm bmjrn,j> ‘e
_____ =0.
bni+l,(nt,j) ‘e
e
También va a ser conveniente mencionar el concepto de espacio escalonado con ‘e
valores vectoriales, ya que el ejemplo que se va a construir es precisamente uno de esos e
espacios. e
‘e
DEFINICIÓN 3.16 ([BB1], §2). Sean 1 un conjunto arbitrario de índices, A = ‘e
(am)meN una matriz de K6the sobre 1 y E un espacio de Fréchet para el que (Pk)kEN ‘e
es una sucesión creciente de seminormas que define la topología de E. Se define ‘ee
A1(E) = Ai(1,A;E) ‘e
‘e
= {re = (re1)161 6 E : para cada rn 6 FN, qnl(re) := >3a~ipm(rei) sc ocj e
161
y se considera siempre dotado de la topología generada por la familia de seminormas e
(q,-,,)mEN ‘e
e
‘e
OBSERVACIÓN 3.17. 1.- ([K5t2], §41, 7a) En las condiciones en las que se daba ‘e
la definición anterior, se tiene que A1(E) es topológicamente isomorfo a A1¿E. Además, ‘e
sí ~‘ representa este isomorfismo, se tiene que ir ‘e
‘e
~$l(Z í~’> ore(<~ = ‘e
J=i (~ 42)re(’í) tEZ ‘e
e
e
‘e
‘e
e
e
e
‘e
‘e
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o
donde N EN, l<ií EA1 y re
01 CE, para cadaj E {1,...,N}.
• A partir de aquí se puede obtener que dado un acotado R de >xi¿E existe un
ir
• acotado B
1 de A1 y un acotado R2 de E tales que B c F(B1 o E2) y, por ello, el par
(A1, E) verifica (BR).o
• 2.- ([BB1], pg. 171) El producto tensorial proyectivo de dos espacios de K5the
O A1(11,A1) y A1(12, A2) es isomorfo a un espacio de la forma )‘í(1~ >< 12,A), siendo este
O último espacio distinguido si y sólo si lo son los dos anteriores.
O
De manera análoga a como se describía el dual del espacio A1 en el caso de espacios
0 escalonados de K¿the de sucesiones escalares, se pueden definir los espacios K~(E,),o
• que desempeñarán un importante papel en la representación del espacio dual de A1(E).
o
• DEFINICIÓN 3.18. ([BB1], pg. 163) Dados una matriz de K5the A (y sus con-
O juntos asociados V y 1/) y un espacio de Fréchet E, se define el espacio
o
• K00(E~) = )Q(I, y; 4) —
O {t,b = (0v)• 6 (E’)’: para cada i3 eV, {v4’1 : i 6 J} está acotado en 4}.
o
• La topología habitual en el espacio K~(E~) es la definida por las seminormas
o ¡k’lk;n := sup V1[(4’l) IB,
• 16!
• donde ~ E 1/ y R es un acotado deO
o
O PRoPOSICIÓN 3.19 ([BB1], Proposición 2.2). Con las notaciones anteriores> se
• tiene (algebraica y topológicameute)
O
o (A1(E))~ st (A1óE)~
o
• stA2co(E~).
O
• Por conveniencia para los métodos y técnicas que vamos a aplicar después nos
• conviene definir una nueva topología en K~(E~), topología que vamos a dehotar por
o *
o
*O DEFINICIÓN 3.20. Sea E un espacio de Fréchet. Se define la topología r en
• K~(E~) como la topología generada por las seminormas
O
• II1P¡Ñ,L = sup{Iv~~’~(re)¡ : i E 1 y re E L}
o
O
o
o
o
o
o
o
O
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‘e
para = (~b~) e Kc,o(E$) y donde ~ e y y L recorre los compactos de E. ‘e
e
e
e
‘e
2. Sobre el espacio O,.,6,~(A1®~F) e
‘e
Como se indicó en la introducción al capítulo, se va a construir un ejemplo de un ‘e
espacio de Fréchet E tal que (‘P(~E), Ib) es casinormable para cada n E FN, siendo
Tb To, ¡3 y ~ El espacio E que consideraremos será el producto tensorial proyectivo
de un espacio de tipo A1 por un espacio particular de Fréchet-Montel E. En esta sección
damos algunas propiedades de los espacios del tipo E = Aí¿F. Básicamente vamos a
ir
dar una descripción del dual de ¿ E y de una topología que se va a definir en ese
espacio. n,ir e
‘e
Comenzamos observando que si A1 es un espacio escalonado de Kóthe de orden 1, E
es un espacio localmente convexo arbitrario y E = A1¿F, entonces ¿E es algebraica-
ir ,.,ir
mente isomorfo al espacio (¿A~)¿(¿F) y, teniendo en cuenta que (¿Ai) es isomorfo
n,ir ir n,ir “,ir
a A1 (Observación 3.17, 2), resulta que ¿E es algebraicamente isomorfo a A1Ó(Ó E)
n,ir ir n,ir
y, por tanto, a A1(¿F). ‘e
n ,ir e
utilizamos ‘e
‘e
LEMA 3.21. Sea E = A1(I,A)¿F, siendo F es un espacio de Fréchet- Montel.
ir
Entonces el espacio (¡¿(“E), Ib) es isomorfo topológicamente al espacio K~=(1’,V’~ ¿ E),
“‘ir
para un cierto conjunto de índices 1’, dotado de la topología r~ introducida en la Defini-
ción 3.20. ‘e
e
DEMOSTRACIÓN. En efecto, paran = 1 el resultado es conocido (ver Proposición ‘e
‘e
3.19), puesto que (¡¿(iE)íb) = (¡¿(
1E),¡3). Veamos que es cierto en el caso general.
Corno ¡¿(“E) es algebraicamente isomorfo al espacio dual (6 (A
1¿F))’ se tiene que ‘e
,.,ir ir ‘e
(¡¿(“E), ‘b) es topológicamente isomorfo a (6 (A1ÓF))’ dotado de la topología generada e
n,ir ir
por la familia de seminormas ‘e
¡¡cpl¡R,O.®B~=sup{¡So(relO.” O reQ¡ re1 E Bí,..., re~ 6 B~J
o
o
o
O
O
o
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para s~ 6 (¿ (A1¿F))’ y donde B1,. . . ,13,, recorren la familia de todos los ácotadoso “,ir ir
• de A1OF. Denotaremos a la topología definida sobre (¿ (A1éF))’ por esa familia de
ir “Ir ir
O seminormas también por Tb•o Según se expresaba en la Observacion 3.17, para cada acotado B de )vj¿F existeno It’
• acotados O de A~ y D de F tales que B c F(C O D) donde O es de la forma iiB
1, para
• algún ~YE 1/ y siendo B~, la bola unidad cerrada del espacio de Banach Lí (confrontar
O con la Proposición 3.9). De este modo, se puede suponer que B1 = C~ O P~, para
O cada i e {l,. . . , u}, siendo 01,..., 0,. acotados de A1 y D1,. . . , 19,, acotados de F.
o Podemos tomar el acotado de A1 definido por O = uL1C1. Como F es un edpacio de
O Montel, los acotados son relativamente compactos y podemos tomar el compacto 1< =o
• F(uyD1) para llegar a suponer finalmente que la topología que estamos considerando
O en (¿ (A1¿F))’ está generada por las seminormas
n,ir Ir
• ~
O
• para ~pE (¿ (A1 ¿E))’, cuando O recorre la familia de todos los acotados de A1 y 1< la
n,ir ir
O de los compactos de E.
o
o Teniendo en cuenta lo indicado antes de establecer el Lema 3.21 se tiene que el espa-
O cío ¿A1 (1, A) es isomorfo a un espacio escalonado de K6the A1(I’,A’), consiguiéndose
“‘ir
O finalmente que
o ¡¿CE) st
o
O lo que unido a los comentarios que se han hecho sobre las seminormas que definen la
0 topología Tb en (¿ (A1óF))’ y recordando que por ser metrizable E, para cada compactoO n,ir ir
• J~de¿ F existe un compactoKdeFtalquek c P(®K) se concluye queo “‘ir
o (C(E),rb)
o
• U
o
O
o 3. Casinormabilidad de P(”(A1Ó~F))
O
El trabajo realizado en la sección anterior nos va a ayudar en la producción de uno
ejemplo de un espacio localmente convexo E verificando:
1.- (P(”E),r) es casinormable parar = ro,rb,¡3 o re,,.
o
O
o
o
o
o
o
o
O
‘e
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‘e
e
2.-rÚscrbsc¡3scr~enP(”E)paran=2yro<rb=¡3scr~enP(’E)(obsérvese
que sobre ‘PQE) st E’ se tiene siempre que ¡3= Ib).
Para comenzar a estudiar la casinormabilidad del espacio PC(A1ÓF)) dotado de ‘eelas diferentes topologías que se consideran habitualmente, es necesario recordar qué se ‘e
entiende por espacio casinormable. ‘e
e
DEFINICIÓN 3.22 ([Grol]). Se dice que un espacio localmente convexo E es
casinormable si para cada entorno U de O existe otro entorno V de O de modo que para e
todo A > O existe un acotado Rs de E verificando que V G B5 + AU. ‘e
e
e
OBSERVACIÓN 3.23. La definición de los espacios casinormables, y el estudio ‘e
‘ede los mismos, se debe a Grothendieck [Grol], quien los introdujo como una clase
de espacios localmente convexos que posee buenas propiedades de estabilidad y a la ‘e
que pertenecen muchos de los espacios que habitualmente se consideran en Análisis e
Funcional. Por ejemplo, los espacios de l3anach son espacios casíiíormables, tal como ‘e
se deduce de modo inmediato a partir de la definición de estos espacios. También son ‘e
casinormables los espacios (DF) ([Kat]) y los espacios de Fréchet-Schwartz; de hecho, ‘e
‘e
se tiene que un espacio localmente convexo separado es de Schwartz si y sólo si es e
casinormable y sus acotados son precompactos ([Jar], Corolario 10.7.3). Sin embargo, e
no todo espacio de Montel es casinormable, ya que un espacio de Fréchet-Montel es ‘e
casinormable si y sólo si es de Schwartz ([Jar], Corolario 11.5.3). ‘e
‘e
‘e
Los espacios casinormables han sido ampliamente estudiados desde que se estableció ‘e
su definición. Su relación con la holomorfía de dimensión infinita ha sido puesta de ‘e
manifiesto en [Muj2], [BonP],[BoLI],[Uin3] y [Ans], entre otros, y en esas referencias ‘e
se puede encontrar una interesante introducción a este tema. Se tiene que para abiertos ‘e
‘e
equilibrados U de un espacio de Fréchet E, los espacios (7f(U),r~) y (71(U),rs) son e
casinormables (citelsi?2 para el caso de espacios de Banacb y[Din3], Teorema 3.3, ‘e
para el caso general). También se sabe que (7-t(U), ‘o) es un espacio casinormable ‘e
(incluso es un espacio de Schwartz), cuando E es un espacio localmente convexo al ‘e
que se le exige que verifique alguna condición más débil que la metrizabilidad ([Nel, ‘e
Dm3]). También se ha estudiado en profundidad el problema de la casinormabilidad ‘e
‘edel espacio (7-4(U), íb) ([AnPol, Isil] para espacios de Banach y [Dm3] para espacios
metrizables). Dineen en [Dm3] estableció el siguiente resultado: ‘e
‘e
e
e
‘e
‘e
‘e
‘e
e
o
o
o
o
o
o
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o
o PRoPOSICIÓN 3.24 ([Dm3], Proposición 3.6). Sea U un abierto equilibrado deo
• un espacio de Fre’chet E. Entonces (7-4(U), rb) es casinormable si y sólo si (P(”E), Ib)
O es casinormable para cada entero positivo u.
O
O
• Hasta ahora la casinormabilidad de (P(”E), Ib) se ha estudiado para espacios de
• Fréchet E para los que se tiene la coincidencia de la topología Tb sobre P(”E) con otra
O de las topologías utilizadas habitualmente (lo, ¡3 o ru), como es el caso en el que E es
O un espacio de Montel (Ib = ro), espacios con una descomposición T — Schauder y la
o condición de densidad (Ib = í~) [Dm3]o espacios con la propiedad (BR),.,
5 (Ib = ¡3)o
• [Ans], ya que se conoce la casinormabilidad del espacio (P(”E),í) cuando r =
• o í~,, tal como se expresa en el resultado que presentamos a continuación, que posee
O caracter general, siendo válido para cualquier espacio de Fréchet E. ¡
o
• PROPOSICIÓN 3.25. Para espacios de Fréchet E, (‘PQ’E), r) es casinormable,
O cuando r es ío,¡3 o í~,,.
o
• DEMOSTRACIÓN. (P(”E),ro) es un espacio de Schwartz ([Nel, Dm3]), y, por
• tanto, casinormable ([Jar], Corolario 10.7.3).
• Como (PCE),¡3) st ( ¿ E)$, es el dual fuerte del espacio de Fréchet ¿ E, es uno “,s,ir n,s,ir,
• espacio (DF), por lo que también es casinormable ([Kat]).
• (PQE), r~) un límite inductivo numerable de espacios de Banach (Definición 1.31),
• por lo que es un espacio casinormable tonelado, según indica Crothendiieck en [Grol].
• Uo
O
• Dineen en [Dina] muestra que no siempre el espacio (P(”E), Ib) es un espacio
• casinormable, ([Dm3], Ejemplo 4.22) construyendo un contraejemplo a partir de un
o
espacio LB. Peris, en su Tesis Doctoral, proporciona también ejemplos de éste tipo
([Per], Ejemplo 1.3.3(3)), siendo en este caso E un espacio de Fréchet. Además no hay
• resultados generales para estudiar la casinormabilidad de (P(”E), Ib), y por tanto este
• estudio ha de efectuarse bien determinando la coincidencia de la topología
Tb con otra
O topología o bien estudiando la casinormabilidad del espacio (‘P(”E), Ib) por métodos
• directos. En [ABP] abordamos el estudio de ese problema, proporcionando un ejemplo
de espacio de Fréchet E verificando que (P(”E), í) es casinormable para r = 1o, 1b, ¡3 oo
• í~ y para el que íO sc Ib sc ¡3 sc ~ en P(”E) si n =2. El ejemplo que mostraremos aquí
• se diferencia de aquél en que también son diferentes entre si las topologías íb, Tb = ¡3
o
o
o
o
o
o
o
o
O
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y í<~, sobre IT-’(’E). Necesitaremos para ello el resultado preliminar que obtenemos a
continuación:
LEMA 3.26. Sea A una matriz de Kóthe, para la que tenemos definido el espacio
escalonado A1 (1, A) y su dual K~(I, U’), al que denotaremos simplemente por K~. Sea
O un espacio de Fréchet, entonces el espacio (K~(O~), í) es casinormable.
DEMOSTRACIÓN. Para probar la casinormabilidad de (K~(O~), r*) se debe co-
menzar tomando un entorno U de O en (1C,~(O$), r*), que podemos suponer, sin pérdida
de generalidad, de la forma
U = {(sc¿)¿ E K~(O$) : 5UP¡~PiUi¡K =11,
tel
siendo ñ = (ñ1)16 E V y K un compacto de O.
Asociados a este conjunto U se pueden considerar
U1 = {(re¿) E Kc,, sup¡reiñi¡ =1}
leí
y
Ud = ½6 0’: ¡sc¡K =1},
que son entornos del origen en K~ y 0%, respectivamente.
Como K~ es un espacio (DF), es casinormable y, por tanto, dado a > O existen un
entorno de 0, VV1 y un acotado B1 de K~ de modo tal que
&
WcB1+—U1.2
Además, teniendo en cuenta cómo se definen las seminormas que determinan la topología
de K~, podemos suponer que existe i3 E 1!, ti =fi tal que
= {(y¿» 6 Koo sup lyJVI =‘1.
leí
También podemos suponer que el acotado R, contiene al origen. Por ser B1 un conjunto
acotado, se puede encontrar M > O de modo que
sup¡b¿ú1¡ =M,
leí
para cada (bi)íe¡ E B,.
Por otra parte, 0% es un espacio de Schwartz (se puede deducir, por ejemplo,
de la Proposición 3.25), con lo que, para los mismos valores a > O y M > O que
o
o
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o
o
considerábamos antes, existen un entorno del origen Wd en 0% y un subconjuhto finito
o ~ de O’ tales queo a
WdGBd+—U¿,
• 2M
además, podemos suponer que
o
o Wd = {4’ 60’: ¡1P¡KS =lb
o
donde K’ es un compacto de O, K’ D E.
O Con el objeto de probar la casinormabilidad de (L~(O~), í*) vamos a definir, aso-
o ciados al conjunto U que considerábamos al principio de la prueba (y que era uñ entornoo
• de O en (4c,(09,íi), otro entorno del origen VV y un acotado R del siguiente modo:
o
o VV = {(4’l)l 6 ACoo(O$) : l4%t¼IK’=11
y
• B = {Qr¿» 6 ¡4<,(G~) : = ‘y. b1, con ‘y Ed, (bl)¿ E 133.
O Se tiene que VV es un entorno de O en (AC~(Oh),r*) y que R es un acotado de
• (K~(O~),í*), pues si Les un compacto de O, (yúiei E 13 y tfl E V, entonces
O 511P¡YIWIIL = VIL sup¡ú’1b¿¡ sc oc.O tel leí
O
O Para (4%)~ 6 W, hagamos
o
O
O = 4’jk’.En estas condiciones, si y¿ ~ 0, se tiene que
o
o 4%
_ =1,O
O
• con lo que ~ 6 ~ y se sigue la existencia de ‘y~ E Bd y S~i 6 Ud tales que
vi
o vii ao —=1’1o yi +~j7sci.
O Por otra parte, como (4’~)~~i 6 W se tiene que sup¡y¿ii¿¡ =1, por lo que podemos
O Id
• asegurar que existen (b1)1e1 E R, y (rel)leÍ E Uí verificando
(yÚ~ = (&» +
o
O
o
o
o
o
o
o
O
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e
‘epara obtener finalmente que
e
‘e
=
~/>1+ a
= b1— —-—reí
YI
=4 (jI + + re,
\ 2M/ 2 yí
‘e
= b~’y~ + a k
4~2ií + ~—rey. e
‘e
Definamos por último ‘e
‘e
‘e{O siy¿=0,
~ siyj~0 ‘e
y e
si y~ =0, ‘e
‘e
{bi~+jéLre, siy~#0. e
‘eCon estas definiciones resulta de modo inmediato que para cada i 6 1, es
4% = + a~b
1 ‘e
‘e
y también que (i~¿»6i E 1Q~~(O$), puesto que si H es un acotado de O y ñ3 6 V, ‘e
supImwl¡H = sup¡ti)¿blII’yhIH sc oc. e
¿el ¿Cl e
Por la propia definición de i~1 se tiene que (m)¿ e 13. Como (sc¿)¿ E ¡Q~(O~) y (m)¿ e
ha de ser (~¼)lE K~(O~). Veamos que (q$í)í E U.
En efecto, debemos comprobar que I#cU¿IK = t para cada i 6 1. Si i es tal que
=0, se tiene que e
u1 u¿
= —kb¿IK =—j%&¡K’ = o sc 1. ‘e
a a ‘e
Si y¿ ~ 0, queda
___ ___ IscI¡K+ 2y¿ ¡re,u1¡( L1vI~yi/~
sc -±-= 1,
2 ‘e
‘eUtal como se quería comprobar. e
o
e
o
e
o
o
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O
o OBSERVACIÓN 3.27. En vez de trabajar con A1 se puede trabajar con el espaciooO Li, de la forma como se hace en [ABP]. Bajo esos supuestos, la prueba de la casinorma-
• bilidad del espacio 4c,(O$) se simplifica en gran medida, ya que sólo se há de tener
O en cuenta que 0% es un espacio de Schwartz, puesto que 4 se puede considerar como
O Al(A), donde la matriz A = (a~,~) verifica que a~,1 = 1, para cada par (m,i) E FN x 1
o
y no es necesario buscar un cierto control sobre los inversos de los pesos ti E V. De he-
• cho, pretendíamos conseguir el Lema 3.26 utilizando una demostración que extendiera
o la que habíamos utilizado al probar la casinormabilidad del espacio &c,(O~), pero era
• necesario imponer que, fijado un peso ti E 1/ estrictamente positivo, para cada peso
~ efinida por (~) verifica ~ 6 &~. Eso que queríamos imponerO ztiEV,lafunción#~d
O resultaba imposible en el caso que nos interesaba, que es el caso en el que ‘A es una
o
matriz de K¿ithe que no verifica la condición (D).
O
• En lo que sigue, F representará al espacio que Taskinen construye en [Tas2], E es
O un espacio de Fréchet-Montel que verifica que Li es isomorfo a un subespacio comple-
O mentado de F¿ E, proporcionando así el primer contraejemplo a la versión simétrica
• 5,ir
del problema de las topologías de Grothendieck. También, desde aquí hasta el final del
• capítulo, A1 será un espacio escalonado de K6the que no verifica la condición de densi-
• dad (Definición 3.11). En los razonamientos que se van a dar a continuacion se utilizan
O constantemente los resultados sobre complementación en espacios de polinomios que
• hemos desarrollado con anterioridad en esta memoria.
o
TEOREMA 3.28. Sea A1 un espacio escalonado de I=l6the de orden 1 que noo
• verifica la condición de densidad y sea E el espacio de Tasleinen que se ha mencionado
O anteriormente. El espacio de Fréchet E = A1¿F verifica que (Pc$E), r) es un espacio
IrO casinormable, parar E {ro,rb,¡3,í~}. Además verifica que lo sc 1b sc ¡3 sc r~ en P(”E)o
para cadaucN u>2,yroscr~=¡3.cí~enP(’E)=E’.
O DEMOSTRACIÓN. La casinormabilidad del espacio ‘P(”E) dotado de las diferen-
tes topologías del enunciado es consecuencia inmediata de la Proposición 3.25 y el Lema
e
3.26. Para la prueba de lo referente a la otra parte de esta Proposición consideraremos
o los tres apartados siguientes.
• (a) Probaremos en primer lugar que ~ > ¡3 : Teniendo en cuenta que Ai es un
O subespacio complementado de E, al haber elegido la matriz de Kbthe A de modo que
A
1 no sea distinguido, tampoco puede serlo E ni tampoco ¿ E, por lo que vamos
O n,s,ir
o
o
e
o
O
o
O
O
O
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a tener que ( ¿ E)h st (P(”E),¡3) no es tonelado. Como (P(”E),r~) es tonelado y
“‘sIr
re,, =¡3 ([Dm1], pg. 24), ha de ser r<4, > ¡3.
(b) Como E contiene a A1 como subespacio complementado, no puede ser de Montel,
pues se supone que A1 no es distinguido, con lo que r5 >
1o en E’ (Observación 1.32),
y por tanto en PQ’E), ya que P(”E) contiene a E’ como subespacio complementado
para r~ y lo (Proposición 2.23).
(c) Es inmediato que sobre PQE) las topologías Tb y ¡3 coinciden. Supongamos
entonces que u > 2. Si fuera ¡3 = r~ en ‘PQ’E) se tendría en particular que ¡3 = r~ en
P(”F) (Proposición 2.28), y esto es equivalente a que E verifique (BR),,,S (Observación
1.40). Como F es un espacio de Montel, si verificase (BB),.
5, se tendría que ¿ E sería
5’ 7t
un espacio de Montel y eso es imposible, ya que cuando n > 2 el espacio 4, que no es de
Montel, está contenido de modo complementado en ¿ F. Así resulta que ¡3 > r,,. U
n’5’ir
OBSERVACIÓN 3.29. El espacio E = Aí¿F proporciona un ejemplo de espacio
ir
de Fréchet para el que (P(”E), rl,) es casinormable sin ser (DF), cuando n > 2 no
quedando encuadrado dentro de los espacios que satisfacen alguna de las condiciones
habituales que son suficientes para la casinormabilidad. En efecto, en [AnTa] Corolario
3, se prueba que (PQF), Ib) no es un espacio numerablemente casitonelado, esto es, que
existe un conjunto 13 G F¿F acotado y numerable que no está contenido en ningún
5’ir
equicontinno de P(2F) y, por tanto, tampoco puede ser (DF). Como E es un subespacio
complementado de E se tiene que (‘P(2F),rl,) es un subespacio complementado de
(PQE), rl,) (Proposición 2.28) y éste a su vez lo es de (P(”E), ‘n) con lo que se concluye
que (PQF), rl,) es un subespacio complementado de (P(”E), Ib) y, por tanto, este
último espacio tampoco puede ser (DF).
La Proposición 3.24 y el Teorema 3.28 nos dan el siguiente
COROLARIO 3.30. Sea U un abierto equilibrado del espacio de Eréchet E =
A
1¿F. Entonces (7-tb(U), ‘rl,) es casinormable.
ir
O
O
o
o
o
o
o
O
O
O
O
o
o
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• Espacios de polinomios definidos sobre espacios escalonados
O de KótheO
O
O
e
O
O
• Se ha puesto de manifiesto en el capítulo anterior la utilidad de considerar espacios
O escalonados de Kéthe para obtener ejemplos relativos a algunas cuestiones que aparecen
• en Análisis Funcional y en 1-lolomorfía de dimensión infinita. En este capítulo vamos a
O estudiar cuándo el espacio localmente convexo de los polinomios homogéneos de gradoo
u definidos sobre un espacio escalonado de Kóthe A~, dotado de la topología í~, es un
o espacio localmente convexo reflexivo o tonelado. Se obtendrá una condición suficiente
• para determinar la reflexividad del espacio (P(”A~),rb), en función del grado u de los
O polinomios homogéneos y del orden p del espacio escalonado. De este modo se dará una
O generalización natural a espacios A~ de algunos resultados que ya eran cono¿idos para
los espacios de Banach 4. Holub comenzó a estudiar estas cuestiones probando que el
O LpOLq es reflexivo si y sólo si p > ~ consi
espacio q~1’ guiendo de este modo caracterizar
• cuando son reflexivos los espacios de formas bilineales definidas sobre productos de
• espacios de Banach de la forma L~. Posteriormente López Molina ([Lóp]) extendió los
O resultados de Holub para el caso en el que se consideran espacios escalonados de Kéthe.
O Dimant y Zalduendo observan una generalización del resultado de Holub en ún sentidoo distinto al de López Molina: enuncian una caracterización de los espacios reflexivos de
o formas multilineales definidas sobre espacios de tipo L~ x >< L,,. Aprovecharemos
• estos resultados sobre aplicaciones multilineales definidas sobre espacios de Banach 4,
O para obtener condiciones suficientes para la reflexividad de los espacios de aplicaciones
O multilineales definidas sobre productos de espacios escalonados de K5the.
o
o
o Como consecuencia de los resultados que se obtienen para aplicaciones multilinea-
les mostraremos condiciones suficientes para determinar la reflexividad de (‘P(”A~), rl,);
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‘e
además proporcionaremos condiciones necesarias sobre p para determinar cuándo el es- ‘e
epacio de polinomios u-homogéneos definidos sobre A~ es un espacio reflexivo para cada ‘e
e FN, llegando mediante la aplicación de una técnica distinta a un resultado obtenido ‘e
recientemente por Dineen y Lindstr6m. En [DiLI] se demuestra que si E = Ap(A) es ‘e
un espacio escalonado de Kéthe se tiene que (P(”E), ‘rl,) es reflexivo para cada u 6 N ‘e
si y sólo si E es un espacio de Montel. La técnica que se ha utilizado en nuestra ‘e
‘edemostración de este resultado pasa por considerar condiciones necesarias para la re-
fiexividad del u-producto tensorial simétrico de A~ y pasar posteriormente al dual de
esos productos tensoriales simétricos, que es el espacio de los polinomios u-homogéneos. ‘e
Nuestra técnica permite también determinar cuándo ¿ A~ es un espacio distinguido ‘e
n’5’ir
para cada u e N, que es una condición más débil que el carácter de Montel, obteniendo e
que ¿ A~ es distinguido para cada u e FN si y sólo si A~ verifica la condición de densi ‘e
n,5,ir ‘e
dad. La técnica que se desarrolla también utiliza resultados sobre complementación en ‘e
productos tensoriales que obtuvimos en el Capítulo 2 y puede ser aplicada para obtener ‘e
otro tipo de propiedades sobre espacios escalonados. De este modo obtendremos ejem- ‘e
píos de espacios E = A~ para los que se tiene que (P(”E), ‘rl,) es un espacio tonelado si ‘e
‘e
y sólo sin sc p.
‘e
‘e
e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
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o
1. Más resultados sobre espacios escalonados de K5the
o
• En el capítulo anterior mencionábamos las condiciones necesarias y suficientes que
• Bierstedt y Bonet establecieron para que un espacio escalonado de Kóthe Ap(A) ve-
O rificase la condición de densidad de Heinrich. En este capítulo vamos a necesitar de
O nuevo esos resultados, pero va a ser también interesante conocer cuándo un espacio
O escalonado de Kóthe es un espacio de Montel. El estudio de las condicion& que ha
de cumplir la matriz de Kóthe de un espacio escalonado para que éste sea de Montelo
• es anterior al estudio que se exponía en el capítulo anterior, encaminado a detectar
• cuando un espacio escalonado cumple la condición de densidad. Va]divia ofrece en [Val]
O condiciones suficientes sobre A para que Ap(A) sea un espacio de Montel. Más tarde
Bierstedt, Meise y Summers en [BMS] expresaron condiciones necesarias y suficientes
o
• para obtener el carácter de Montel en un espacio Ap(A). Las pruebas de estos resultados
• no se incluirán en este apartado, pero en el siguiente capítulo de esta memoria se van a
• realizar algunas pruebas que siguen las mismas ideas que las que se utilizan én [BMS]
O para demostrar los resultados que se enuncian a continuación.
o
• DEFINICIÓN 4.1 ([BMS], Definición 4.1). Se dice que la matriz de Kóthe A (o
• el conjunto V asociado a ella) satisface la condición (M) si no existe ningún conjunto
O mfinito 1o G 1 tal que, para algún ni0 E N, se tenga que
o
O mf =inf amai>O, param=mo+l,mo+2,...
0 4
O
PRoPOSICIÓN 4.2 ([BMS], Teorema 4.7). Sean A una matriz de Kóthe, p 6 1k
o verificando 1 =p =oc y V el conjunto de Kjthe asociado a la matriz 2i, que se
• utiliza al describir el dual de los espacios escalonados. Las siguientes afirma¿iones son
O equivalentes:
o
o (1) A satisface la propiedad (M).
• (2) Ap(A) es de Montel.
o (9) 4(V) es de Montel.
o
o
o OBsERVACIÓN 4.3. (1) A partir de esta caracterización se obtiene que si Ap(A)o
no es un espacio de Montel, contiene un subespacio seccional isomorfo a L~. Esto ha sido
o probado por Valdivia ([Val], 2.2.1.8, 2.3.2.5, 2.4.2.7). La prueba se basa en ver que,
O
O
e
O
O
O
o
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efectivamente, el subespacio A~(10, B) es isomorfo a L~, donde Jo y m0 son obtenidos al
negar la condición (M) de la Definición 4.1 y B es la matriz de Kñthe
R = (amj)m>m.
de
1o
Posteriormente vamos a tener que utilizar esta propiedad de los espacios escalonados
de Ki3the.
(2) También se obtiene de lo anterior que A
1(A) es un espacio reflexivo si y sólo si
es de Montel, como indica también Valdivia en [Val], 2.2.2.1. La prueba, a partir de lo
que se indica en (1) puede hacerse así: todo espacio de Montel es reflexivo y si A1(A)
no es de Montel, entonces contiene a L1 como subespacio complementado, con lo que
no puede ser reflexivo al no serlo L1.
(3) Cuando la matriz de Kóthe A, definida sobre un conjunto de índices 1, verifica
la condición (M), ese conjunto ha de ser finito o numerable, tal como se indica en la
Observación 4.2 de [BMS].
La distinción de productos tensoriales de espacios de Fréchet en los que al menos
uno de los espacios que intervienen es un espacio escalonado de Kdthe ha sido estudiada
por diversos autores. Bonet y Defant ([Bofle)) establecen Ja siguiente
PROPOSICIÓN 4.4. Para un espacio de K6the A1(A) son equivalentes:
(1) A1 (A)¿F es distinguido para cada espacio de Fre’chet distinguido F.
Ir
(2) A1(A) es reflexivo.
Teniendo en cuenta la Observación 4.3, la condición (2) de la Proposición anterior
es también equivalente a indicar que el espacio A1(A) es de Montel. Todo espacio de
Montel verifica la condición de densidad de Heinrich, como indican Bierstedt y Bonet
tras la Definición 1 de [BB1]. Por tanto, si una matriz de Kóthe verifica la condición
(Al) también ha de verificar la condición (D) dada en el Capitulo 3. Existen sin
embargo ejemplos, propuestos incluso por Grothendieck, de espacios escalonados que
verifican la condición de densidad pero no son de Montel:
EJEMPLO 4.5 ([BMS], Ejeníplo 4.11.1). Consideremos la matriz de Kóthe A.
formada por una cantidad numerable de funciones positivas en N x N, definida como
sigue:
= {f, ~ <rn + ~,
o
o
o
o
o
e
o
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o
• para m,i,j 6 N. Se puede comprobar que A no satisface la condición (M), pero sí
• satisface la condición (D), consiguiéndose así ejemplos de espacios escalonados que
O verifican la condición de densidad pero no son de Montel.
e
O En otra línea de resultados está lo referente a los productos cartesianos de espacios
O
de K6the. A continuación se establece un resultado, cuya prueba está inspirada en la
o que Valdivia hace en [Val], 3.1.1.5, que nos proporciona que el producto de dos espacios
• A~ de K¿ithe vuelve a ser un espacio escalonado de la forma A~, aunque no se llega a
O probar que estos espacios son estables por productos.
O
O LEMA 4.6. Sean 1 un conjunto de índices, A = (am)meN, 13 = (bm)meN matrices
de Kóthe sobre 1 y 1 =p sc oc. Entonces se tiene que
o
O A~(I, A) x A~(I, 13) es isomorfo a A~(I x {0, 1)), C),
o donde la matriz O = (cm)meN se define por Cm,(l,o> = amI, cmí(líi) = bm,i, para i 6 1 y
• cadameN.
o DEMOSTRACIÓN. Supongamos en primer lugar que 1 =p sc oc. Consideremos la
• aplicación sc : A~(I, A) >< A~(I, E) —~ A~(C) definida por sc((re~te¡, (YI)ie’) = (z~15) ~
JC{0íL}0 con zIo = xl, z11 = y~. Para estos vectores se tiene queo
• E Cm,(.,,)IZl,jI~ = E cm1(i10)Izi0¡~ + >3 ~m~(l,i)¡Zl,1¡~ =
• tel leí le!
a e<0,1>
O >3amílIreiI~ + >3b~,j¡y~¡P = ¡¡x¡¡~,. + ¡IyII~ ¡
• tCI
• para cada m E N, siendo re = (re~)le¡, y = (yl)leí. La última igualdad muestra que
• la aplicación ~ está bien definida. Es inmediato comprobar que p es lineal y que es
O ínyectiva. La cadena anterior de igualdades muestra por añadidura que y es continua.
oo Por otra parte, si u = (u15) ~¡ denota un elemento cualquiera de A~(C), podemos
• JC{01>
considerar sus “componentes” (ulo)leí y (ui,i)íe¡. Se comprueba de modo inmediato
• que (uÍo)lel e A~(I, A) y que (ul,1)leí E A41, B). Además sc((ui,o)íeI, (uti)ieí) = u,
• con lo cual se tiene que y es biyectiva y las igualdades anteriores muestran también
• que es un isomorfismo topológico.
o
La prueba en el caso p = oc sigue las mismas ideas que se han indicado en la parte
• ya probada. U
o
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OBSERVACIÓN 4.7. a) En el caso en el que 1 = N, se puede probar que A~(N, A) x
A~(N, 13) es isomorfo a A~(N, C), tomando la matriz O definida como
cm,2k...1 = amk, cm,2k = bm,k.
b) Si 1 = FN x FN, se puede probar que A~(N >< FN, A) x A~(N x N, E) es isomorfo a
A~(N x N, O), tomando Cm(2k..i,á) = am(k,j), cm(2kj> = bm,(k,j>.
2. Refiexividad de productos tensoriales y polinomios sobre espacios
escalonados
López Molina estudió los productos tensoriales de espacios escalonados de l{éthe,
ofreciendo una caracterización de la reflexividad del producto tensorial de dos espacios
escalonados de K6the ([Lóp], Teorema 4). En su prueba utiliza un resultado de Holub
sobre refiexividad de productos tensoriales de espacios L~. Estos resultados se enuncian
a continuación:
PROPoSICIÓN 4.8 ([Hol], Proposición 3.6). Sea 1 scp,q sc oc’. Entonces L4LQ
ir
es reflexivo si y sólo si p > __
PROPOSICIÓN 4.9 ([Lóp], Teorema 4). Sean A~(N, A) y Aq(N, 13) espacios esca-
lonados, con p =1 y q =1. Entonces:
1) A~ (N, A)óA1 (FN, 13) es reflexivo si y sólo si A1 (A) y A1 (13) son reflexivos.
2) Si q > 1, A~(FN, A)ÓAq(N, 13) es reflexivo si y sólo si A1(N, A) es reflexivo.
3) Sip > 1, q >1 y p > —%, A~(FN, A)ÓAq(N, 13) es siempre reflexivo.
4) Si p > 1, q > 1 y p sc —%, A~(N, A)ÓAq(N, 13) es reflexivo si y sólo si A~(N, A)
es un espacio de Montel o Aq(N, 13) es un espacio de Montel.
Esta completa caracterización de la refiexividad de los productos tensoriales con-
duce a condiciones, en principio, suficientes para la reflexividad de productos tensoriales
simétricos y, por consiguiente, para los espacios de polinomios homogéneos de grado
2, dotados de la topología fuerte ¡3. Como la refiexividad implica la tonelación, y re,. es
la topología tonelada asociada a r0 cuando E es metrizable, el que P(
2E) sea reflexi-
vo para un espacio metrizable E implica la coincidencia de ¡3 y ~ sobre PQE). Con
o
O
O
O
o
O
o 2. REFLEXIVIDAD DE PRODUCTOS TENSORIALES Y POLINOMIOS ‘ 75o
los resultados expuestos por López Molina se pueden obtener resultados de este tipoo
• para el caso de los polinomios homogéneos de grado 2 definidos sobre espacios esca-
• lonados de Kéthe. El problema que nos habíamos planteado era la extensión de esos
• resultados a polinomios homogéneos de grado arbitrario, y en el caso de loá espacios
O escalonados de Kéthe esa generalización es posible gracias a la siguiente geneSalizacion
de los resultados originales de Holub.
O
• PROPOSICIÓN 4.10 ([DiZa]). Sean 1 sc p’,... ,p,. sc oc. Entonces se:tiene que
• ¡¿CL Pm) es un espacio reflexivo siy sólo si-i-+.~+-1---sc1.Pi Pr,,
o Si E es un espacío de Fréchet se tiene que E es reflexivo si y sólo sí su dual E’ eso
reflexivo ([Kótl], §23.5 (7)), con lo que del resultado anterior tiene el siguieúte
COROLARIo 4.11. Sean 1 sc pi,... ,p
m sc oc. Entonces L~1¿. . ~¿Lpm es un
• Ir ir~
• espacio reflexivo si y sólo si -~- + + ~ sc 1.
Pl Dm
o
• Una vez establecido el resultado sobre reflexividad de productos tensoriales de es-
• pacios L~ podemos dar el siguiente resultado análogo, válido para productos t~nsoriales
• de productos escalonados de K6the, pero que sólo proporciona condiciones ~uficientes
• de reflexividad. En todo lo que sigue, supondremos que el conjunto de indichs 1 es un
o conjunto numerable.
• PROPOSICIÓN 4.12. Sean 1 sc p’,. ..,p,. sc oc y A1 = (at)meN,J.. A—
1
• (a~imeN matrices de K5the. Entonces si ~- + + $— sc 1, se tiene queo
• A~1(Aí)é... óA~(A,.)
O
• es un espacio reflexivo.
O DEMOSTRACIÓN. Basta observar que A~1 = QirL~~ (a4j, siendo este ~límite un
O mCN
O límiteproyectivo reducido para cada] 6 {l, . . .,u}, puesto que 1 sc p~ sc oc. Utilizando
• el Teorema 15.4.2 de [Jar], que indica que el producto tensorial de espacios que se
o obtienen como un limite proyectivo reducido de espacios de Hausdorff se puedé expresarO
como otro límite proyectivo reducido se obtiene que
• Hm L~1(41)é. .. ¿44a~fl.
ir IrO in,,cN
• Así A~1 ¿... ¿Ap,, se puede expresar como un límite proyectivo de espacios de Ba-
• ir Ir U
nach reflexivos, por lo que es reflexivo ([Jar], 11.4.3 y 11.4.5).o
o
O
o
O
O
o
o
O
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Para nosotros va a tener un interés particular trabajar con productos tensoriales
simétricos y polinomios homogéneos, por lo que daremos una versión de este resultado
más restrictiva, pero más acorde con lo que pretendemos mostrar:
COROLARIo 4.13. Sean A~ un espacio escalonado de K5the y u 6 FN, u sc p.
Entonces:
1) óA~ es reflexivo.
“It
2) (¡¿(“Ap), ¡3) es reflexivo.
3) Ó A~, es reflexivo.
“‘SIr
4) (P(”Afl, ¡3) es reflexivo.
DEMoSTRACIÓN. 1) Es un caso particular de la proposición anterior, puesto que
sínscpsetieneque~+t.+~scl.
2) Lo que aparece aquí es el dual fuerte del espacio de Fréchet reflexivo que aparecía
en 1), y por ello es un espacio reflexivo.
3) Es consecuencia inmediata de 1), puesto que es un subespacio complementado
de un espacio reflexivo.
4) Se obtiene de 3) del mismo modo como obtuvimos 2) de 1). U
OBSERVACIÓN 4.14. Del Corolario anterior también se deduce que si u sc p
resulta que (P(”A~), rl,) es un espacio reflexivo. En efecto, según se indica en [Din4j,
cuando 1 es un conjunto numerable, los espacios escalonados de K3the verifican la
propiedad (BR),. (y consecuentemente la (BR),.~). Por tanto, se tiene que r~ = ¡3
sobre P(”A~).
3. Caracterización de productos tensoriales distinguidos y reflexivos
En esta última sección del capitulo vamos a desarrollar nuevos resultados sobre
complementación en productos tensoriales. En esta sección se probará que, si u =p, se
puede encontrar un espacio escalonado de orden 1 de la forma A1(13) que es isomorfo
a un subespacio complementado de 6 Ap(A), donde R es una matriz que verifica (D)
“‘alt
(respectivamente (M)) si y sólo si A verifica esa propiedad. De ese modo obtendremos
condiciones necesarias para que (P(”A~(A)),rb) sea reflexivo, para u =p, completando
en cierto modo lo que se hacía en el Corolario 4.13 de la sección anterior, en el que
o
e
O
o
o
o
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O
• vimos que (P(”A~(A)), rl,) siempre es reflexivo para u sc p. En particular, podremos
o obtener una generalización de un resultado debido a Dineen y Lindstr¿$m, quienes han
• probado recientemente que (P(”A~(A)),¡3) es un espacio reflexivo para cada u 6 FN si
O y sólo si Ap(A) es un espacio de Montel. Con la técnica que emplearemos nosotros
O va a ser posible obtener un resultado análogo a ése, relacionando la tonelaci¿n de los
O
espacios de polinomios u-homogéneos sobre Ap(A) para cualquier u E FN con 4ue Ap(A)
• verifique la condición de densidad.
• En lo relacionado con el estudio de la distinción de productos tensoriales~de espa-
O cios de Kéthe, trabajos preliminares son los de Bonet-Díaz ([BoDí]) y Díaz-Miñarro
O ([DIMi)), donde aparece Ja siguiente
o
• PRoPOSICIÓN 4.15 ([DIMI], Teorema 1.15). a) Sip = q = 1, A1(A)6A1(B) es
O distinguido si y sólo si ambos espacios lo son.
O ¿~) Si p = 1 y 1 sc q sc oc, Ai(A)¿Aq(B) es distinguido si y sólo si Aa(A) es de
ir
o Montel o ambos espacios verifican la condición de densidad.o
c) Si 1 sc p, q sc oc, >tp(A)ÓAq(B) es distinguido si y sólo si i) alguno de los espacios
• es de Montel o u) ambos espacios tienen la condición de densidad o iii) p > ‘—a—.
o
• La técnica que vamos a utilizar necesita establecer Ja siguiente
e
DEFINICIÓN 4.16. Sea A = (am)mEN una matriz de K6the sobre 1, éntonces,
• para r > 0, definiremos A(r) como la matriz de K6the (a$,Q)mCN, siendo a$$j =
• paracadamEFNycadaiEl.
o
• De modo inmediato se tiene que lo definido es una matriz de K¿5the ya qué aU~? > o
• para cada i E ¡ y (a$Q)mcN es una sucesión creciente de funciones. Además va a
O existir una fuerte relación entre las matrices A y A<r>, ya que una de estas matrices
O verifica la condición (D) si y sólo si también lo hace la otra y ocurre algo análogo
o sobre la propiedad (M), tal como se indica en la siguiente Observación, cuya itnportan-o
• cía se va a poner de manifiesto después de haber establecido nuevos resultados sobre
• complementación en productos tensoriales de espacios escalonados de Kdthe.
o
O OBSERVAcIÓN 4.17. Si A es una matriz que no verifica (D), según hemos ex-
• puesto, existe una sucesion creciente J = (Im)mCN de subconjuntos 1,,. c 1 tales que
O verifica las condiciones (N,J) y (M,J) de la Proposición 3.13. Como
O ami ae inf—’->Osiysólosi mf m,, >0• iU~ ak ~ ~CL a~1
o
o
o
o
o
•
o
o
O
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y
a ¿ir
mf mt =Osiysólosi inf~Thi=O,
lelo ai,.j lClo ~3
para cada elección de enteros positivos u, m y k y cada r > O se tiene, en virtud de lo
expuesto antes, que A verifica (D) si y sólo si lo hace A(r).
Teniendo en cuenta cuándo una matriz de K6the verifica la propiedad (M), se tiene,
observando la Definición 4.1 y aplicando los mismos razonamientos que antes, que A
verifica (M) si y sólo si A(r> verifica (M).
El resultado fundamental de esta sección nos indica cómo un espacio de Kéthe de
orden 1 se puede considerar como subespacio complementado en un producto tensorial
de u espacios escalonados de Kdthe de orden p sc u. Dicho resultado se obtendrá a
partir del
LEMA 4.18. Sea 1 =p sc q sc oc, entonces existe una inclusión continua
j : Ap(A) —* Aq(A~~1)
(re
1)16¡ —* (rel)leí.
DEMOSTRACIÓN. El resultado que se presenta tiene un análogo para los espacios
de Banacb L~, que se puede deducir de lo que aquí se presenta.
Sea (rei)ieí E Ap(A), entonces, para cada m E N se tiene que Z¡rei¡~amíi sc oc o,
leí
equivalentemente, que (rela~l)ÍCí E L~. Procediendo ahora como en [K5tl], §14.8 (9),
se tiene que
(rela,~1)16¡ E 4,
y que
1 1
¡¡ ~ =II (re~a,~~)~eí ~
lo que prueba que la inclusión canónica de L~(a,~) en Lq(a%) es continua.
El hecho de que (rela7,~ ¿leí E 4, para cada m 6 FN implica que ~¡re1¡~a,~1 sc oc
le!
para cada m E FN, o, lo que es lo mismo, que (rel)¿eí E Aq(A~5~). La continuidad dela aplicación se deriva de la continuidad de las inclusiones para los espacios L~ y 4,
asociados a cada peso. U
o
o
O
O
o
O
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e
e TEOREMA 4.19. Sea 1 sc p sc oc y consideremos un espacio de Kóthe Ap(A).o
• Entonces, para cada u E FN tal que p =u se tiene que
O A1(A~~1) es un subespacio complementado de ¿ Ap(A).o nIsIir
O DEMOSTRACIÓN. Denotaremos por el al i-ésimo elemento de la base canonícaO
• de Ap(A), esto es, e
1 = (ó~,~)~ donde 3~,g es la delta de Kronecker.
• Definamos entonces la aplicacion
—+ ¿ A~,(A)
“‘SIn
(rel)Íeí ~* 3re~ 0 e~.
leí
• Probaremos que la aplicación 5 está bien definida. Si (X¿PleI E A1(A<7>.) se tieneo
• que para cada m E FN es E ¡re~¡a,~1 sc oc. Para simplificar la notación, denotaremos
le!
• por ¡ . lIÉ(a) a la seminorma asociada a la m-ésima función de la matriz deKtSthe de
O Ap(A) y utilizaremos una notación análoga para designar las seminormas asociadas ao A1(A~~>). Así, si J es un subconjunto finito de 1, se tiene que
®jj iítpezn.) ( ~ ei) sc>3 jjreielII;(úm) =e “‘~ tCJ iCJ
O = 2.4 Ire¿Ia,~l =II(rej)jeíIl~,~n,p,e
o
De este modo llegamos a que esta aplicación j está bien definida y que se trata de
• una aplicación continua.
o
Definamos ahora
• II: ®A~(A) —~ A~(A~)
0 “‘5(rel)¿ei ® ... ® (re flieí ií~ (reí ... reflieío 5
o extendiendo la aplicación por linealidad a cualquier elemento de ÓA~(A). De esteo
• modo sí
6= Z(xiíí)leí $
• 1=, ... 0 (re~”»6í,
0 entoncesO
• 11(6) = >3(1
o
O
O
O
o
80 CAPITULO 4. POLINOMIOS DEFINIDOS SOBRE ESPACIOS ESCALONADOS
Para que la aplicación esté correctamente definida debemos ver en primer lugar qué
ocurre con representaciones distintas de un mismo tensor. Consideremos, para cada
2 E 1, la aplicación L1 : Ap(A)” —~ lIC, definida, por
L1((re)seí, .. ., (re’~)~í) = —~ >3 ~ . re7~”~.
u.
Se tiene que L1 E ¡¿¿“Ap(A)) y, si
5
>3(re~’
1)leí 0 ... 0 (re~”’)leí = >3(4’)leí ® . . ® (re~”’»~i
5 5
5=1 ~ k=1
resulta,
L, (É(re~”)iei ® ... ® (ret”)~e¡) = (tre~íí»e¡ ®... ® (re~’”)ieí)
es decir,
=3re~’h.. ret” = =3re~”¼.~4”
3=1 k=i
para cada i 6 1, tal como deseábamos.
Para concluir que la aplicación está correctamente definida debemos tener en cuen-
ta finalmente que la imagen de un producto tensorial simétrico de elementos de Ap(A)
sea un elemento de A~(A~5>), pero ese hecho es consecuencia inmediata de la desigual-
dad de H6lder generalizada ([KaAk], pg. 93), que indica que si Pi,... ,p,, son
verificando ~ = 1, y (z~)le¡ E Lp,,..., (4’)leI E L~~,se tiene quela suce-
Pl
síon generalizada (si 1 no es contable) producto (z~ . . zfl~ei es un elemento de L~.
Al particularizar la desigualdad de H8lder al caso que estamos considerando aplicare-
mos un razonamiento similar al utilizado en el Lema previo, para ello se considerarán
(re1)~~i,. . . , (refl~í E A
1,, con lo que fijado m E FN se tiene que
1 1
(xia~l)leI,... , (re~a,~,j)~eí E L~ G 4.
Utilizando la desigualdad de H¿$lder resulta
1 1
(re~a~2«. . re~a~¿~eí E L~,
y además
1 1 1 1.
1 1.
sc II(re~a,~1)1eíII~ . . . Il(re~a,~¿)~eíII~.
o
e
o
o
o
O
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o
o
Por tanto se tiene que
• (4... re’a,~í)~i E 4,
O para cada m E FN, por lo que (4 ... refl~eí E A1(A~>), proporcionando las anteriores
o desigualdades que
• 1(4... refl~í¡¡~t =Oíl IIÉp(am) ((rei)leí 0 0 (re~tei)
o
Considerando ahora tensores arbitrarios en ®A~(A), por aplicación de la desigualdad
“laO triangular y tomando ínfimos en las representacones de los tensores, se concluye la
• continuidad de la aplicación II, que se puede extender por continuidad a todo 0 A1,(A).
“‘SIr
O Con todo esto tenemos una inclusión y una proyección continuas que ademas ven-o fican lloj((rel)IE¡) = (re~)~ej para cada (rel)leI E A1(A~~1), dando esta última identidad
• la complementación buscada. U
O
o Para el caso particular de los espacios de Banach L~ se puede establecer una primera
O aplicación del resultado que se acaba de probar, obteniéndose los siguientes corolarios,
O conocidos y utilizados cuando se trabaja con polinomios definidos sobre espacios de
O Banach y que Dineen proporciona en [Dm5], Corolario 4.o
O COROLARIO 4.20. Sean 1 =p sc oc y u =p. Entonces
O
• L
1 es un subespacio complementado de ¿ L~.
“‘SIr
O DEMOSTRACIÓN. Sólo se debe tener en cuenta que L, se puede considerar comoo
• un espacio A1,(A), donde la matriz A = (amíí) verifica ~m,l = 1 para cada elección de
O mENeiEI. U
o
O COROLARIO 4.2 1. Sean 1 sc p sc oc y u =p. Entonces
0 4*, es un subespacio (complementado) de P(”L1,).O
O DEMOSTRACIÓN. Se obtiene del corolario anterior pasando al espacic<dual. U
o
o
• OBSERVAcIÓN 4.22. 1) Obsérvese aquí que para determinar la continuidad de
O la proyección 11 es fundamental que sea u =p, para poder aplicar la desigualdad de
O 1-l6lder generalizada.
O 2) Utilizando la misma técnica que se ha empleado en la prueba del Teorema 4.19,O ¡La’
se puede probar que Ar(A’P’) es un subespacio complementado de ¿ A1,(A) cuando
“‘SIn
• rn>p.
o
O
O
e
o
e
o
o
O
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Ahora estamos en condiciones de ofrecer ejemplos de espacios A1, para los que el
producto tensorial simétrico ¿ A1, es distinguido (resp. reflexivo) para algunos u E FN
fl,5,Ir
y no lo es para otros valores de u E FN. Como aplicación de los resultados válidos para
productos tensoriales simétricos se establecerán resultados análogos para espacios de
polinomios homogéneos.
TEOREMA 4.23. Sea A una matriz de Kóthe que no verifica la condición (D) y
sea 1 sc p sc oc’. Entonces ¿ A1,(A) es un espacio distinguido si y sólo si n sc p.
71. SIr
DEMOSTRACIÓN. Sabemos que, independientemente de la matriz de K6the A,
sí u sc p el espacio o A1,(A) es reflexivo, en virtud de lo afirmado en el Corolario 4.13.
n,5 ‘1’~
Supongamos ahora que A no verifica (D). Entonces la matriz A~~
1 tampoco verifica
(D), como se indicó en su momento, pero acabamos de probar que, si u =
es un subespacio complementado de ¿ A
1,(A).
n’5’ir
Como A(iD no verifica (D), el espacio A1(A~P) no es distinguido, con lo que ¿ A1,(A)
“‘5’ir
tampoco puede serlo, por contener a A1(A~~>) de modo complementado. U
COROLARIO 4.24. Sea A una matriz de K6the que no verifica la condición (D)
y sca 1 sc p sc oc’. Entonces ¿ A1,(A) es un espacio distinguido si y sólo si u sc p.
“‘ir
DEMOSTRACIÓN. Por el Corolario 4.13 se tiene que si u sc p, ¿ A1,(A) es distin-
“‘ir
guido. Por otra parte si u > p, se ha probado en el Teorema anterior que ¿ A1,(A)
n’5,ir
no es distinguido. Como ese espacio es un subespacio complementado de Ó A1,(A), este
“‘ir
espacio no puede ser distinguido. U
Con estos resultados se pueden elaborar ejemplos de espacios de Fréclíet para los
que se da la coincidencia de las topologías ‘rl, y r~~> sobre los polinomios homogéneos de
ciertos grados; dado que re,, es la topología tonelada asociada a ‘rl, cuando E es metri-
zable, estas dos topologías coincidirán sobre P(”E) cuando (P(”E), rl,) sea tonelado.
Mujica, en 1978 formula la pregunta de buscar condiciones sobre los espacios E para
que (P(”E), r~) = (PeE), r~) ([Mu.jl], Problema 15.6). Con el resultado que daremos
a continuación vamos a conseguir ejemplos de espacios de Fréchet para los que se da
la coincidencia de esas topologías sobre los polinomios de cierto grado. Un poco más
adelante determinaremos una clase de espacios para los que (P(”E), rl,) = (‘P(”E), r~)
O
e
o
o
o
O
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o
o
para cada u 6 FN. Obsérvese que, gracias a los resultados sobre complementación que se
o han obtenido en el segundo capitulo de esta memoria, si r~ = ~ sobre P(”E)~ para un
• cierto espacio localmente convexo E, entonces también va a ser íl, = r~ sobre P(mE)
• para cada entero positivo m sc u (y ocurre algo análogo con la coincidencia de las otras
O topologías utilizadas). Por tanto, si no es cierto que í~ = it sobre PQ’E) para cada
uEN,hadeexistirrnEFNtalquerl,=r~enP(”E)paracadau<myIb~~r~ene
• 79(”E) para cada u _ m. Recordamos que las matrices de Kéthe A que consideramos
• están definidas sobre un conjunto numerable 1 de indices, aunque no se especifique,
• dado que vamos a necesitar que los espacios A1,(A) que se consideran verifiquen las
O propiedades (BB)~ y (BB),.,.,.
o
• CORoLARIO 4.25. Sea A una matriz de Kóthe definida sobre un conjunto nu-
O merable 1 y supongamos que A no verifica la condición (D) y 1 sc p sc oc. Entonces
o
• a) (P(”A~(A)), ‘ra) es tonelado si y sólo si u sc p.
• b) (¡¿(“A1,(A)), ‘rl,) es tonelado si y sólo si u sc p.
o DEMOSTRACIÓN. a) Es suficiente recordar que A1,(A) posee la propiedad (BB)~5,
• para cada u E N, puesto que 1 es numerable ([Dm2], Proposición 6), por lo que se
• da la coincidencia de las topologías í~ y ¡3 sobre P(”A1,(A)). Así, (P(”A,(A)), r~) es
• tonelado si y sólo si ÓA1,(A) es distinguido.
o
• b) Se prueba de modo análogo al apartado anterior, definiendo la topología /3 sobre
• ¡¿(“A1,(A)) como la que tiene como dual fuerte de ÓA1,(A) y la topología r¿, cómo la de
la convergencia uniforme sobre los acotados de A1,(A)”. Ue
o
O CoROLARIO 4.26. Sea A1,(A) un espacio escalonado de I<dthe, con 1 =p sc oc.
O Entonces
O
• a) (P(”A1,(A)), -rl,) es tonelado para cada u E FN si y sólo si A verifica la condición
• (D).
O b) (¡¿(“Ap(A)), í~) es tonelado para cada u E FN si y sólo si A verifica la condición
O (D).
e
• DEMOSTRACIÓN. a) Si A verifica (D), entonces A1,(A) tiene la condición de den-
• sidad de Heinrich (Proposición 3.13) y como verifica la propiedad (BB)~, se tiene que
o ¿ A1,(A) verifica la condición de densidad para cada u E FN ([Dm2], Proposición 7),O
• luego este producto tensorial es distinguido y, por tanto, (P(”A1,(A)), ‘ra) tonelado.
e
O
e
e
o
o
o
o
O
‘e
‘e
‘e
e
‘e
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‘e
Si A no verifica (D), se ha probado antes que tomando u =p resulta que el espacio ‘e
e
(r(”A1,(A)), ‘ra) no es tonelado.
b) Se obtiene de modo análogo a como se ha obtenido a). U ‘e
‘e
Es bien conocido que la reflexividad implica la tonelación, por lo que en ocasiones ‘e
es útil estudiar la reflexividad de los espacios de polinomios para determinar la coinci- ‘e
‘edencia de las topologías fuerte y portada de Nachbin. En el caso que nos ocupa, que ‘e
es el de los espacios escalonados de K5the, hemos podida obtener el siguiente ‘e
‘e
TEOREMA 4.27. Sea A una matriz de Kóthe (definida sobre un conjunto ny- ‘e
merable 1) que no verifica la condición (M) y sea 1 sc p sc oc. Entonces las siguientes ‘e
afirmaciones son equivalentes: ‘e
‘e
1) u sc p. ‘e
2) ¿A1, es reflexivo. ‘e
“‘ir ‘e
9) (L(”A1,),¡3) es reflexivo. ‘e
4) ¿ A1, es reflexivo. e
“‘alt
5) (P(”A1,), ¡3) es reflexivo, e
‘e
DEMOSTRACIÓN. El Corolario 4.13 nos prueba ‘e
e
Por otra parte, es claro que ‘e
e
(2)~(3), (4)~(5)yque(2)~(4), ‘e
con lo que habremos terminado si probamos, por ejemplo, que (4) implica (1) y esto ‘e
‘e
es asi.
En efecto, si u =p se tiene que A1(A~P) es un subespacio complementado de ‘e
¿ A1,(A), pero si A era una matriz que no verificaba (M), tampoco verifica esa condi- ‘e
fll5,ir ‘e
ción ~ por lo que A1(A~~
1) contiene un subespacio complementado isomorfo al ‘e
espacio de Banach 4 (véase la Observación 4.3). De todo esto resulta que £~ se puede ‘e
considerar como un subespacio complementado de ¿ A
1,(A), por lo que este espacio ‘e
“‘sIn
rio puede ser reflexivo. U ‘e
‘e
Utilizando dualidad se puede llegar a probar un resultado obtenido por Dineen ‘e
‘e
y Lindstr5m utilizando técnicas diferentes. Este sera nuestro Corolario 4.28, que se
‘e
‘e
e
‘e
‘e
‘e
e
o
o
O
O
e
e
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O
• va a deducir de otros resultados sobre reflexividad de productos tensoriales de espa-
• cios escalonados de Kóthe, que se obtienen del mismo modo que los resultados sobre
O tonelación, utilizando en este caso el carácter de Montel en lugar de la condición de
O densidad.
OO COROLARIO 4.28. Sea A1,(A) un espacio escalonado de I<óthe, con 1 =p sc oc.
O Entonces (‘P(”A~(A)), Ib) es reflereivo para cada u E FN si y sólo si A verifica la condición
O (M).
O
O DEMOSTRACIÓN. Es claro que si A verifica (M) se tiene que (P(”A~(A)), ‘ra)
O es un espacio reflexivo para cada u E FN, puesto que sobre P(”A1,(A)) coinéiden las
o
topologías ¡3 y ‘Tl, y (P(”A1,(A)),¡3) es el dual fuerte de un espacio de Fréchet Montel
([AnPo2, Dm2]).
Por otra parte, si A no verifica (M) y se elige u =p, se acaba de ver que el espacio
• (P(”A1,(A)), r~) no es reflexivo. i U
O
o
o
o
o
O
o
e
o
e
o
O
e
o
o
O
O
o
o
o
O
o
O
e
o
e
O
O
o
e
o
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o
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O CAPÍTULO 5e
• Espacios escalonadas Ax(A)
e
O
o
O
e
• Los espacios de sucesiones X-K¿ithe son una clase de espacios de Fréchet que generaliza
e
a la clase de los espacios escalonados de K5the A1,(A) con los que hemos trabajado en los
o capítulos anteriores. Estos espacios de sucesiones X-Kóthe ya han sido utilizados para
• generar ejemplos y contraejemplos en la teoría de productos tensoriales topológicos y
O en holomorfía de dimensión infinita. Ello es debido a que esta clase de espacios heredan
O algunas buenas propiedades de los espacios de Banach X que se utilizan en la definicion
de los mismos, y también mantienen otras buenas propiedades, que son dep~ndienteso
unicamente de la matriz de K¿ithe A asociada al espacio, de modo similar a como
• ocurría con los espacios A1,. Bellenot define los espacios X-K5the, obteniendó algunas
• de sus propiedades en [Bell]. Aquí se expondrá en las primeras secciones del capítulo
O un estudio parecido, en cierto modo, al realizado por Bellenot, ya que se determinarán,
O por ejemplo, ciertas nuevas propiedades que verifican los espacios X-K¿ithe que son de
O
Montel; pero abordaremos este estudio desde un punto de vista similar al que Bierstedt,
Meise y Summers sugieren en [BMS] para el tratamiento de los espacios A,, y que se
• ha indicado en el capítulo anterior.
O
Merece la pena destacar dos referencias importantes donde se utilizan los espacioso
escalonados de Kóthe como fuente de ejemplos dentro de la teoría de productos ten-
• soríales y holomorfía. Taskinen prueba en [Tasi] que si E es un espacio de Fréchet
• perteneciente a la clase de los espacios escalonados X-Kóthe, entonces el p’ar (E, F)
O verifica la propiedad (1313) para cada espacio de Banach F. Dineen generaliza el trabajo
de Taskinen en [Dm2] y, a partir de las propiedades de los productos tensoriales de
los espacios que él considera, consigue ejemplos de espacios de Fréchet que verifican lao
• propiedad (BB)~ para cada entero positivo u, entre los que se encuentran los espacios
0 87O
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‘e
X-K6the, obteniendo así nuevos ejemplos de espacios de Fréchet E que no son de ib
Schwartz y para los que coinciden las topologías ‘r~ y ~ sobre h(U), siendo U un ‘e
e
abierto equilibrado de E, con lo que se dió un paso más en el estudio de la coincidencia
de estas dos topologías. e
‘eDado que la definición de los espacios X-Kóthe recuerda bastante a la de los espa-
cios escalonados de Kóthe usuales y que ambas clases de espacios verifican propiedades
comunes, como por ejemplo la Propiedad (BB),., se va a realizar un estudio más pro- e
fundo de estos espacios para generalizar cuestiones ya conocidas para los espacios A,,, ‘e
tales como la caracterización de los espacios de este tipo que son de Montel, o que ‘e
cumplen la condición de densidad, en función de su matriz de Kóthe A, tal como se ‘e
hacía para los espacios A,,. Hemos abordado ese estudio, con el objeto de utilizar es- ‘eetos resultados conseguidos para poner de manifiesto diferencias y analogías de estos
espacios con los espacios escalonados de K5the usuales, proporcionando además algún ‘e
ejemplo interesante en la teoría de espacios de Fréchet, relacionado con algunos resul- ‘e
tados que se han expuesto con anterioridad en esta memoria. Daremos el ejemplo de ‘e
un espacio E, que no verifica la condición de densidad (y, por tanto, no es de Banacb ‘e
e
ni de Montel), para el que se tiene que el espacio (P(”E), l,) es un espacio reflexivo
para cada u. Este ejemplo utilizará el espacio original de Tsirelson 7, para el que es ‘e
conocido que P(”T’) es un espacio reflexivo para cada u E FN ([AAD]). Hasta el mo- e
mento, los únicos ejemplos conocidos de espacio E para los que (P(”E), It) es reflexivo ‘e
para cada entero positivo u y E no es de Banach ni de Montel son la clase de ejemplos ‘e
e
que se pueden construir a partir de resultados de Boyd ([Boy]), pero los ejemplos que
Boyd considera verifican la condición de densidad, con lo que nuestro ejemplo aporta e
nueva información acerca de la reflexividad en espacios de polinomios ‘e
‘e
e
‘e
‘e
e
e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
e
e
e
e
e
‘e
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O
1. Propiedades básicas de los espacios Ax(A)
o
Comenzaremos proporcionando las definiciones y notaciones básicas que se van a
• utilizar repetidamente en lo que sigue. Los espacios que se van a definir van a estar
• fuertemente relacionados con los espacios escalonados de Kéthe que aparecían en los
O capítulos anteriores de esta memoria. En todo lo que sigue, fl . representará la norma
del espacio de Banach X que se esté considerando en cada momento.
o
O DEFiNICIÓN 5.1. Sea X un espacio de Banach con una base {e~}~1 y sea a =
O (an)neN una sucesión de escalares. Definamos entonces el espacio normado
Xa = {(ren)neN E : >3 a~re~e~ E
o
• donde la norma que se considera en él, . fl,~, viene definida del siguiente modo: si
O
(ren)neN E X,,, entonces 00Il(ren)neNIIa = >3a~rene~
n1
o
o
• OBSERVACIÓN 5.2. Cuando a = (an)neN es una sucesión de números positivos,
O X es isométricamente isomorfo a X~ (éste es un resultado análogo al que se oktiene en
[BMS], tras la Definición 1.1).
o
En efecto, la aplicación
• y,,: —4 X
0 (ren)neN 1
:
• >3a~renen
O
es una isometria entre X~ y X.
e
• Siguiendo a Bellenot, y utilizando estos espacios de Banach 2§,,, se puede dar la
• definición de un espacio de sucesiones X-K5the, como un límite proyectivo de los
• espacios de Banach X,,, tal como se recoge en la siguiente
O
DEFINICIÓN 5.3 ([Beil], Sección 1). Sean X un espacio de Banach, {e,~}~ una
o base de X y A una matriz de K5the sobre FN. Se dice que
Ax(A) = = (ren)neN E CN: =3amnrenen E X para cada m E FN}
‘1. n1
• es un espacio de sucesiones X—Kóthe (con X como espacio base).
e
e
o
e
o
o
e
o
O
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ib
ib
e
‘e
‘e
90 CAPÍTULO 5. ESPACIOS ESCALONADOS Xx(A) ‘e
‘e
A Ax(A) se le proporciona una estructura de espacio de Fréchet cuando se le dota ‘e
de la topología definida por el sistema de seminormas {~¡ ~ donde ‘ee
00
1 I(ren)ner’4Ia~. = >3 am,nrenen . ib
n=1 ib
‘e
OBSERVACIÓN 5.4. Los espacios A,, que se estudiaban en los capítulos anteriores ‘e
se pueden considerar como un caso particular de esta teoría, ya que si A es una matriz ‘e
‘e
de K¿Sthe, el espacio de tipo X-Kóthe A,~(A) es precisamente el espacio A1,(A<~
1), siendo e
la matriz A~~> del modo descrito en la Definición 4.16. De hecho, Valdivia en [Val], e
2.3.1.1, define los espacios escalonados A
1,(A) corno >4(A). ‘e
‘e
Los espacios de sucesiones t~, poseen una base 1-incondicional, que es un tipo de base ‘e
de Schauder que goza de buenas propiedades. Va a ser interesante para lo que baremos ‘e
después considerar espacios de Banach X que posean una base 1-incondicional. Por ‘e
e
ello, a partir de aquí los espacios de l3anach X que consideremos para definir espacios ‘e
X-K6the serán espacios de Banach con una base 1-incondicional. Recordemos entonces ‘e
lo que debe verificar una base de un espacio de Banach X para que sea una base 1- ‘e
incondicional, ‘e
‘e
DEFINICIÓN 5.5. Una base incondicional {en}neN de un espacio de Banacb X
sobre C se dice que es una base 1-incondicional si para cada re = re~e4 E X y ‘e
cada sucesión de números complejos (9~)~L1 con IOM =1 para cada u E N, se tiene ‘e
00 00 ‘e
>3 (tx,~e,. = >3 re,,e,, . ‘e
n=1 n=1 ‘e
‘e
OBSERVACIÓN 5.6. Cuando X es un espacio de Banach con base 1-incondicional, e
la base canónica de Ax(A) es una base incondicional que además verifica otras buenas ‘e
propiedades. Bajo estas condiciones, los resultados que se enunciaban en la Obser- ‘e
‘e
vación 3.4, válidos para espacios A1, son también válidos para espacios escalonados ‘e
X-R’éthe. Aquí sólo mencionaremos que Ax(A) verifica la propiedad (BB)~,3 para ca-
da u E FN, independientemente de la matriz de IQthe A que se considere, puesto que ‘e
se va a utilizar más adelante. ‘e
e
Se pueden establecer algunas definiciones paralelas en el caso de los espacios de
sucesiones de K¿the usuales y los espacios X-K¿the. Por ejemplo, se puede extender ib
‘eJa definición de subespacio seccional (3.5) a este contexto: ‘e
e
e
‘e
e
‘e
‘e
ib
‘e
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o
DEFINICIÓN 5.7. Sea Ax(A) un espacio X-K5the y J un subconjunto de FN. Al
• subespacio de Ax(A)
o A{(Ajj) = {(re~)fleN E Ax(A) : x~ = O si u « J}O
se le llama subespacio seccional.
Como ocurría en el caso de los espacios A,,, todo subespacio seccional de Ax está
• complementado en Ax(A). Además, si {en}neN es una base 1-incondicional de X y se
O considera una subsucesión suya {en}nej, entonces Y = [{e,.: u E J}] es un subespacioo
complementado de X tal que Ay(S) es trivialmente isomorfo al subespacio seccional
• A{(A), donde 5 es la matriz de K5the 13 = (amn)meN.
neJ
También de modo análogo a como ocurría con los espacios A,,, se puede considerar
• Ax(A) como un límite proyectivo reducido de espacios de Banach, tal como se expresa
en la siguiente
PROPOSICIÓN 5.8. Sean A = (am)meN una matriz de K5the sobre N y X uno
o espacio de Sana ch con una base 1-incondicional {e~}~L1. Entonces
Ax(A) = l4UXam
O y este límite proyectivo es un límite reducido.
o
• DEMOSTRACIÓN. Comprobar que Ax (A) = 1%fXam es inmediato, por la propia
m
• definición de Ax (A) y de su topología. Para probar que el límite es reducido, consí-
o 7’)
• deraremos para cada u E FN el vector u7’ = (0,0,..., 1,0,...) E Ax(A), esto es, la
O sucesión cuyos términos son todos O ex¿epto el n-ésimo, que es 1.
O Considerando la inclusión
~am : Ax(A) —* Xamo
• (xn)neN (ren)neN
o 7’>
o setienequeu,,,=(0,0,...,1,0,...)EXa~paracadanENycadamEN,dedonde
o iam(Ax(A)) D [{u7’: u E N}],o
O y, por tanto, que
• iam(Ax(A)) D [{u7’ u C N}] = Xam,
o
con lo que tam (Ax (A)) es denso en X«,,, y eso indica precisamente que el límite proyec-
• tivo utilizado es un limite reducido. U
o
o
o
o
O
o
O
e
O
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La prueba que se acaba de realizar es válida para cualquier espacio de Banach X con
base 1-incondicional. Sin embargo, cuando X es un espacio reflexivo se puede obtener
el mismo resultado de un modo más simple. En efecto, si X es reflexivo, se tiene de
forma trivial que Xam también lo es ya que ambos espacios son isomorfos. A partir de
este hecho se puede llegar a que el límite proyectivo que se utiliza en la definición de
es un límite reducido utilizando la siguiente Proposición, que se obtiene a partir
de resultados que Komatsu obtiene sobre limites proyectivos e inductivos localmente
compactos:
PROPoSICIÓN 5.9 ([Kom], Lema 1 y Teorema 1). Sea (Xg)~er.q una sucesión de
cspacios de Banac/¿ reflexivos. Entonces ~i!AXses un espacio de Fré’chet reflexzvo.
a
A continuación haremos un estudio un poco más detallado de los espacios Ax(A),
que sigue las mismas líneas marcadas en [BMS] del conocido para los espacios A1,(A).
Estudiaremos un poco más adelante cuándo Ax (A) verifica la condición de densidad o
Ax(A) es un espacio de Mqntel, viendo que estas propiedades dependen únicamente de
la matriz de Kóthe A. Para ello es necesario dar una descripción suficientemente cómoda
del dual de Ax(A) de un modo parecido a como l3ierstedt, Meise y Summers tratan,
en [BMSJ, la dualidad entre los espacios A1,(A) de Kóthe. Aquí vamos a desarrollar
un estudio sobre la dualidad existente entre los espacios Ax(A) y Ax’(A), en un marco
que abarca el caso conocido para los espacios A,, con 1 sc p sc oc.
Los espacios coescalonados se definen para describir el dual de un espacio escalo-
tíado. Por ello, definiremos otro tipo de espacios coescalonados que desempenaran en
la teoría de dualidad de espacios X-Kñthe un papel parecido al que desempeñaban los
espacios A?,, en la teoría usual sobre espacios escalonados de Kóthe.
DEFINICIÓN 5.10. Sea Ax(A) un espacio X-Kóthe y consideremos V y y como
habitualmente (Definición 3.6). Entonces definiremos los espacios coescalonados kx(V)
y Kx(V), del modo siguiente
a) lcx(V) = k4~Xvm
nl
b) )Cx(V) = QrnXi.
OBSERvACIÓN 5.11. Para lo que vamos a hacer después, es interesante estable-
cer algunas propiedades que verifican los conjuntos V y V. Recordemos que
V = {Vm : mE FN>,
O
o
o
o
o
o
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1O siendo v~ = (Vmfl)fleN con l½~ = ~ yo
O V = {ti = (13n)ner¿ : 13,~ =0 para cada u E FN,sup ~ <oc para cada ni E FN>.
• nCN
O Con esta definición, cada y E V resulta ser una sucesión de números estriStamente
• positivos, aunque esto no ocurre con los 13 6 1/. En efecto, cada sucesión ji
o con un número finito de términos no nulos verifica ji E V, puesto quee
O sup ~m,njin = max a~ ,q’,. sc oc para cada ni c N,
• nCN n<N
• donde Nc FN se elige de modo que ji7’ =0 sin> N.
O Cuando se considera una matriz de K6the definida sobre un conjunto arbitrarioO de índices 1 (el caso que se consideraba en los capítulos anteriores), no siempre existe
• un 13 6 1~ que es estrictamente positivo. Pero en el caso que nos ocupa, cuando
• consideramos la matriz de K¿the definida sobre N, siempre existen elementos positivos
O en 13. Además, en lo que sigue va a ser necesario utilizar algunos 13 6 1/ estriétamente
O positivos construidos de acuerdo con el siguiente procedimiento:
o
Fijemos una sucesión (Rk)keN de números positivos y definamos
O y7’ = min{Rkvk,fl :1=k sc u>.
o
Se tiene que la sucesión 13 = (t~~)~eN verifica 13 E V. En efecto, si ni, u E FN, ni u es
O a~7’1,2it~ =~ =
o
o con lo que
• sup a~,7’V7’ =max{1t,,,max{a~~137’ : 1 sc u <ni» sc oc,
•
• resultando finalmente que 13 E 1/.
O
o Es conocido que cuando 1 =p sc oc, el limite inductivo que se utiliza en la definición
• de k,,(V) es regular ([BMSJ). A nosotros nos interesará que el límite inductivo que
O aparece en la definición del espacio kx(V) sea también un límite inductivo regular, y
O cuando X es un espacio de Banach reflexivo eso se consigue utilizando la teoría de
O
o Komatsu.
O PROPOSICIÓN 5.12 ([Kom], Lema 1 y Teorema 6). Sea (X~)~er’q una suceston
de espacios de Banac/¿ reflexivos. Entonces es un espacío (DF,) completo y
O
• reflexivo. Además, para cada acotado 13 de existe un índice k tal que 13 está
o 3
o acotado en Ek, por lo que se trata de un límite inductivo regular.
o
o
o
e
O
o
o
o
O
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Volviendo de nuevo a utilizar razonamientos similares a los que usan Bierstedt,
Meise y Summers en [BMS], vamos a probar que los espacios kx(V) y Kx(V) son
coincidentes. Este hecho va a ser útil en la descripción del espacio dual de Ax(A).
Necesitaremos para ello trabajar con una base acotadamente completa; dado que este
concepto está relacionado con el de base reductora, que se va a utilizar más adelante,
recordamos aquí ambas definiciones:
DEFINICIÓN 5.13. a) Se dice que una base {e”}~t~ de un espacio de Banach A’
es una base reductora si hm IIre’II~ = O para cada re’ 6 X’, siendo IIre’IIn la norma de re’fl—*00
cuando se considera restringida a [e,. k > u].
b) Se dice que una base {e~}~~ de un espacio de Banach X es una base acotada-
mente completa si para cada sucesión de escalares (an)neN para la que
{k~ ~k6k u E FN}
es un conjunto acotado, entonces existe el límite
7’
Hrn>3 ~
k=1
PRoPOSICIÓN 5.14. Sea X un espacio de Banach con una base 1-incondicional
acotadamente completa. Entonces los espacios kx y /Cx son iguales algebraicamente e
¿somorfos topológicamente, y, por tanto, se trata del mismo espacio.
DEMOSTRACIÓN. Supongamos que {e
7’>~1 es la base a la que se hace referencia
en el enunciado. Sea re E Xix. Queremos probar que para algún ni 6 FN es re E ~
cori lo que se tendrá que Xix G kx como conjuntos. Supongamos que esto no es así,
es decir, que no existe ningún ni E FN tal que re E Xvm~ Como la base es acotadamente
completa, lo que se acaba de indicar es equivalente a decir que para cada ni E FN el
conjunto { >3 v,,~re7’e7’ : Nc FN}
no está acotado. Por esta razón, y por ser {e7’}~i.1 una base 1-incondicional, existe una
sucesion creciente (NkftEN de números naturales, para la que se verifica
>3 vm,nrenen > ni.
o
O
O
O
O
o
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o
Además podemos suponer que la sucesión (N,.),.EN es una sucesion estrictamente cre-
• ciente puesto que {e~}~~N es una base 1-incondicional.
• Fijada la sucesión (Nk),.~N en esas condiciones, se define la sucesión de números
O reales positivos 13 = (ti”)~cN por
o
O = ~ si N,.1 sc u =IV,.
e
Se tiene que la sucesión ti que acabamos de definir verifica 13 6 V. En efecto, fijemos
• ni 6 N; entonces, para u E FN es
o
• a~7’v,, =
e para un cierto k E FN verificando que N,.1 sc u < N¡,. Por ser (Vs)á~N una sucesión de
funciones en N decreciente, se tiene que si k =ni queda
a~7’v,.~ <a~,~v7~,7’ = 1.
O Por otra parte, el conjunto
o
o {~ k sc ni y N,...<~ sc u =N,.}
o
es un conjunto finito, por lo que está acotado superiormente, con lo que oútenemos
finalmente que
o
• ~ max{l,max{a~,7’v,.,7’ : k sc ni y N,.1 sc u =N,.}}
o
• para cada ni E FN y cada u E FN, con lo que se concluye que ti E V.o Además, si u < IV , utilizando la condición de crecimiento que se había impuesto
• al definir la matriz de Kéthe, se tiene que
o
• ‘Vn =~
o Por esta razón, y porque {e7’}~1 es una base 1-incondicional, resultao
• Nm Nm
• >3 ñ7’re e_ > >3 v~,7’re7’e~ > ni,
• fl1 fl1
O lo que contradice la suposición re E ~‘Cxque habíamos establecido al principio. Conse-
O cuentemente debe existir un ni E N para el que se tenga re E X,,,,< Como kx = 11w X1<~
o 3
• se tiene que re E kx y con ello llegamos a probar finalmente que
o
• Kxckx.
o
O
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Para probar ahora que kx c JCx y así terminar de probar la igualdad de estos dos
conjuntos, tomemos ni 6 FN, re E Xtm y 13 c 1”. Se verifica
00 - ti7’
>3 re7’137’e7’ = >3 re7’ v~,7’e7’
ni n=i Vfl%,7’
=(sur am7’13n) ft re7’v,,~7’e7’
= (suPamnfitz) IIreII~,,. <oc,
lo que indica que Xúm G X~. Además, las desigualdades anteriores prueban que la
inclusión canónica de Xvm en es una aplicación continua.
Como para cada re 6 kx(V), existe un ni E N tal que re E X~, en virtud de lo
probado, se tiene que kx(V) c X~ para cada fi E V y, por ello, que kx(V) c K~(V).
Recordando la definición de Kx(V) como un límite proyectivo y la de kx(V) como un
límite inductivo, así como que para cada ni E FN y cada ti E V la inclusión canónica de
Xvm en Xv es una aplicación continua, se tiene que la inclusión canónica de kx(V) en
>Cx(V) es también una aplicación continua.
Ahora se probará que estos espacios son ademas isomorfos topológicamente.
La continuidad de la inclusión de lcx en /Cx es consecuencia de la continuidad de
las aplicaciones de inclusión canónicas definidas entre Xvm y Xv, para cada ni E FN y
cada 13 6 V, que ya había sido probada con anterioridad.
Para probar la continuidad de la aplicación inversa de ésta, consideraremos un
entorno U de O en kx, que, por ser kx un límite inductivo de espacios de Banach
podemos pensar que es de la forma
U = F( ¿J pmBxvm),
rn~N
donde (Pm)meN es una sucesión de números reales positivos. Definamos, para cada
m6N
= max {max{amn: 1
Una vez definida la sucesión (a~)~~N podemos considerar, para cada u E FN,
v7’=min{a~v~7’ :l’Cm<n},
e
e
o
O
o
o
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o
lo que define una sucesion y = (13~)~eN. Para cada u E FN elijamos cualquiera de los
o valores ni, con 1 < ni _ n donde se alcanza el mínimo anterior y llamémoslé j,~, con
• lo que queda definida una sucesión (jn)flFN con la propiedad de que
o
o 1< j~ u
e
• y
O = a~ y5,,7’ = min{a~v~7’ : 1 C ni < u>,
o
• paracadamcFNconl<m<n.
O Gracias a la definición de ti y a la Observación 5.11, se tiene que 13 E V.
O Fijemos entonces re = (re7’)nCN tal que re7’ = O si u =IV, para algún N E FN y tal que
o IIreIk < 1. Teniendo en cuenta lo expuesto antes, se obtienee _
• N
o >3 a5,,v~,,7’re7’e7’ = >3 137’re7’e7’ = líreIL.
7’zÁ nEN
O Con el objeto de concluir la prueba definimos, para cada ni 6 N, la sucesión (de
o sucesiones) (gm)meN c X~, donde gm = (gm,n)7’u’4 viene dada por
O a,,,p,,re7’, j,. = ni
9,,,,” = 0, sij~#m
o
• (obsérvese que cada sucesión Pm,,, = O si u > IV, con lo que tiene sólo un número finito
• de términos no nulos).
O Entonces,
íIgmIItin. Vm,ngtn,nen
o
• N
vm,7’gm,ney,o 7’=1
o
O = >3 v~j,,,,,g~
o .7,1=~7’
• n<N
o
= >3 ~
oo
o
o
e
e
o
O
o
o
O
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N
=Pm >3 v~,7’cx~re7’e7’
= Pm IIreIk
=Pm
Además, si u > IV se tiene que
É 1 = re7’ = O
,,z—1 £YmPm
y siu<N,setienequegrnn=0sim~jn,conloque
N
>3
711=1 ampm
1
_____ = re,~
a57’ pg,,
con lo que es claro que
Como
_____Ym = re.Él
m1 tYmPm
1
ml ampm
se tiene que ‘e
N
re=>3 g~cF
m= 1 a71, Pm (~YN ~ BX)
De este modo, si y = (y,,)7’~y.¿ E ~ ~13x~se tiene que y E kx, puesto que habíamos
probado que kx y ASx, como conjuntos, eran iguales. Como y E kx, tiene que existir
ni E FN tal que y E Xvm entonces, definiendo ~N = (YN)nEN por
sí u _ IV
síu> IV
se tiene que
00
lki — yAI¡~
71 = >3 y7’vrn,ne7’
n=N+1
con lo que
Nlimy =y
N—#00
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‘e
‘e
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‘e
‘e
=U.
ib
‘e
e
‘e
e
e
e
‘e
e
O
O
o
o
o
e
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o
O
o en Xtm y, por lo tanto, en lcx(V). Además, por lo expuesto anteriormente, ~N E U
o para cada IV E FN. Como U es un conjunto cerrado en kx, se tiene que
o
y = Hm yA! E U,
O con lo que resulta finalmente que
o {re E /Cx : 11re11 < 11 G U~e
o
siendo así la topología canónica en kw (la topología inductiva) más fina que la canoníca
• en XJx (la topología proyectiva), lo cual nos permite concluir la prueba del resultado.
• U
e
O Ya se ha comentado que trabajaremos principalmente con espacios de Banach re-
O flexivos, aunque en algunos casos no es necesario imponer esa condición sino alguna
un poco más débil. Es un hecho conocido (véase ([Die], Capitulo V) que un espacioo
o de Banach con base es reflexivo si y sólo si ésta es reductora y acotadamente comple-
• ta. Cuando una base incondicional no es reductora, el espacio X contiene una copia de
• Li y cuando no es acotadamente completa, X contiene una copia de c0. De este modo,
O si X es un espacio de Banach con base incondicional, es reflexivo si y sólo si no con-
O tiene copias de e0 o 4. Espacios del tipo de los espacios lcx(V) y ACx(V) que acabamos
e
de definir, nos van a servir para poder dar una descripción algebraica sencilla del dual
• topológico de Ax donde X es un espacio de Banach con una base 1-incondicional a la
o que además vamos a imponer la condición de ser reductora.
o En lo sucesivo, siempre que se hable del dual X’ del espacio de Banách X, seo
• supondrá que X’ está dotado de la topología inducida por la norma canonicaen él. Es
• conocido que si {e7’}flgN es una base reductora incondicional de X, entonces {e97’CN
O es una base incondicional de X’, pero para poder obtener los resultados en nuestro
O contexto es necesario establecer un lema previo sobre la constante de incondicionalidad
de esta base.o
O LEMA 5.15. Sea X un espacio de Banach, supongamos que {e7’}~% es una base
e reductora 1-incondicional de X y denotemos por {et}~1 a la sucesión de funcionaleso
asociados. Entonces {e~}~1 es una base 1-incondicional de X’, el dual del ¿spacio de
• Banach X para la topología inducida por la norma en X’.
o DEMOSTRACIÓN. Bajo estas hipótesis, que {e~}~1 es una base incondicional de
• X’, el dual topológico de X, es un hecho bien conocido ([3am], Teorema 3).~ Lo uníco
o
O
o
o
o
O
O
O
O
e
ib
e
e
e
‘e
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e
que mostraremos aquí es que la constante de incondicionalidad de esa base es también ‘e
1. Para ello tomemos sucesiones de números complejos {y7’}7’CN y {On}ncN con O,~ = 1 ‘eepara cada u EN, y elijamos también Nc N, entonces e
A! A! oc ‘e
(>3y7’O7’eJ(re) = (>3y7’&e~j(>3rene7’) = ‘e
ni n=1 e
A! A! A! oc e
= >3y7’O7’re7’ = >3yn(97’re7’) = (>3y7’ej(>397’re7’en) =
“=1 ~=1 fl
1 fl1
A! oc A! ‘e
= >3yne~. >3O~re~e,. = >3yn<. lirelí e
71=1 e
00 e
para cada re = >3re
7’e7’ E X, luego e
n=1 e
A! A! , e
>3 yflOflefl = >3 y7’e7’ ‘e
n=i n=1
e
y así {et>~±1es una base incondicional de X’ cuya constante de incondicionalidad es ‘e
1. U
ib
PROPOSICIÓN 5.16. Sean X un espacio de Banach, {e~}7’eN una base reductora e
1-incondicional de X y a = (an)nEN una sucesión de ntimeros positivos. Entonces ‘e
(Xa)’ = (X’h~, ‘e
a e
donde ~ representa a la sucesión cuyo término n-eszmo viene dado por (~),, — ~. ‘e
e
DEMOSTRACIÓN. Sabemos que los espacios de Banach X y Xa son isomorfos
(Observación 5.2) por medio del isomorfismo Ja : Xa —* X. Entonces la aplicación e
transpuesta J~ X’ —o (Xa)’ es un isomorfismo entre esos espacios. Ademas nos ib
00 ‘e
muestra que y E (Xa)’ si y sólo si existe y
0 = >3y$~ E X’ tal que y = .¿(y~fl. Así, si
n=1
re = (re
7’)7’~N E X« se tiene que ‘e
00 e
y(re) = y
0(Ja(re)) = >3y~re
7’a7’, ‘e
n=1 e
luego el dna] de Xa puede identificarse con las sucesiones de la forma (y,
2afl)neN que ‘e
00 ‘e
verifican >3 ~ E X’, y estas sucesiones son precisamente las sucesiones (y
7’)UEN E ‘e
n=1(X’)±. U ‘e
‘e
ib
e
e
ib
ib
‘e
e
e
O
o
o
o
o
o
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e
COROLARIO 5.17. Sean X un espacio de Banach y {e7’}~21 una base reductora
• 1-incondicional de X. Entonces se tiene la siguiente identidad entre espacio.~ vectoria-
• les:
O (Ax(A))’ = kx’(V),
independientemente de la matriz de 1=i5theA (y del conjunto asociado y).o
o
DEMOSTRACIÓN. Basta tener en cuenta la Proposición 5.16, la propia definicion
de Ax y kx y la Proposición 8.8.7 de [Jar], que describe el dual de un límite proyectivo
• en términos de un límite inductivo. Así conseguimos
= (~1rnXam)’ = lim(X,. )‘ = ]Áw(X’k.
e nl nl nl
o
Además, la dualidad existente entre estos dos espacios viene dada de la’ siguiente
o manera: si re = (ren)nEN E )xx(A) e y = (yn)nEN E kx’(T/), se tiene que
o (re,y> = fre7’y7’.
O
e Ele
o
• La última identidad que hemos establecido entre espacios vectoriales es una iden-
• tidad puramente algebraica, ya que no se ha especificado ninguna topología para esos
O espacios duales, pero la identidad topológica análoga permanece siendo válida cuando
dotamos a (½)‘de la topología fuerte y consideramos en X’ la topología de la nor-
ma. Estos resultados los vamos a establecer a continuación, pero primero debemos
o caracterizar los acotados de Ax.e
o
e . PROPOSICIÓN 5.18. Sea X un espacio de Banach y sea {en}nEN uña base 1-
incondicional de X que además es acotadamente completa. Entonces B G Ax es un
• conjunto acotado si y sólo si existe fi E 1/ estrictamente positivo tal que B c
o DEMOSTRACIÓN. Probemos, en primer lugar, la necesidad de la condición. Si 13O
• es un acotado de ¾,se puede suponer que existe una sucesión (M~)~eN de números
O positivos tales que
o
• B={yEAx:~~y~~4 =M~ para cada ni E N>.
o Con el propósito de conseguir 13 E V tal que 13 c 13Xi/o~ definamos la sucesión y =
(13n)u~N por
• v,~ = mln{2nl±íM~v~,” 1 =~ =n}.
o
o
o
o
o
o
o
o
O
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e
Según la Observación 5.11, se tiene que ti E V y los factores M~ y
2nl+i que aparecen ‘e
e
en la definición de t~7’ se introducen con el objeto de llegar a que B es un subconjunto
de ‘e
A continuacion, elijamos para cada u 6 N un j~ E N, verificando que 1 =ji,, =u y ‘e
‘e
2mn+
1M
57’ v17’,,=2nl+lMmv,nn para cadamcNcon l<m<n. ‘e
‘e
(para esa elección de ji,. se tiene que ‘e
13,, = 2’~’
1M
5,, ~ ibe
Así se tiene que ‘e
‘e
as,,,,,v7’=as,,,,237’+lMs,, u5,, ~2J7’+lMs,,, ‘e
‘e
con lo que
a5,,,,, — 1 ‘e
25n+’M5,, - ‘ e
vn
y si y E 13, para cada IV E N por ser {eI,,CN una base 1-incondicional,
~yn4—en = A!>3y7’ a57’7’ET
1 w
346 420 m
367 420 l
S
BT

___ u,, 2S~+lA=f1,,e,.
epero, como para cada u E FN con u < IV existe un único ni E FN, ni =IV para el que
= ni, se tiene que ‘e
a57’~ = >3 >3 ~23n+1 M5,, 7’ m1
n<A!
— ~
nll ~“ “2m+í M~jn=T7’
n<N
-É 1
m=1 2m+i M,n >3 y,,am,ne,,3,,=m
n<A!
A!
2’”’~’ Mm >3 y,.am,,e,,
3,, nl
n <A!
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A! 1 00
=>3 2”’+1M >3 yfla,,%,fle,.
m1 m
A!
=~
1
A! 1
=,~ 2”’~’
11
sc-sc 1.
2
A partir de aquí, utilizando que la base {e
7’}7’EN es acotadamente completa, resulta que
si y E B, se tiene que IIyIIi1~ =1 y 13 C
La prueba de la suficiencia de la condición es más sencilla:
mC FN, haciendo Mnl = sup
13flanl,fl resulta para y E
neN
00
>3 a,,,,
7’ y7’e,. = É
n1 n1
1
am,,,v,,y,,—
vn
si fijamos :ti cVy
e7’
00 1
sc >3MmUnyn—en
7’=1
sc Al,,,,
con lo que
13x,
10 es un conjunto acotado de Ax.
Ya podemos establecer la igualdad topológica entre (Ax7 y Xix,, cuandd dotamos
al espacio dual de la topología fuerte, tal como se refleja en el siguiente
CORoLARIO 5.19. Sea X un espacio de Banach reflexivo con base 1-incondi-
cional. Entonces:
1) (Áx(A))~ = Xixt(V),
2) (Xix(V))~ = Ax4A),
donde se consideran las topologías usuales para espaczos escalonados y coescalonados.
DEMOSTRACIÓN. Por ser X un espacio reflexivo con base 1-incondicional, ésta
ha de ser reductora y acotadamente completa ([Die]), con lo que se pueden aplicar los
resultados anteriores.
1) Por la Proposición 5.18, {Bx,16 .136 V, 13 es estrictamente positito> es un
sistema fundamental de acotados en Ax, y, por ello el sistema formado por frs polares
o
o
o
o
o
o
o
e
o
e
o
e
o
o
o
O
o
o
o
o
o
o
o
o
o
O
O
o
o
o
e
e
e
e
O
U
o
o
O
o
o
o
e
o de es tos conjuntos, {Bx,,0 : 13 E V, ti estrictamente positivo> es una base de entornos
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e
de O en (A~)$. Recordando que ‘e
0 3- 00 ‘1
= y E Xix}V) >3y,,re,, =1 para cada re c1 n=1
— {y E Xixs(V): 3ti7’y7’e~ =l}
se consigue llegar al resultado buscado. ‘e
2) Recordemos que Xix(V) = kx(V) = ]j~ Xtm~ siendo este límite un limite induc-
nl
tivo regular. Entonces se tiene que {BXV }mEN es un sistema fundamental de acotados
para este espacio. Como e
O (
13Xum = jy = (yn)ncN E AxdA) >3 anl,,
2yflefl =1
n=1
se tiene que la topología usual en Ax’(A) y la topología fuerte ¡3(Ax’(A), kx(V)) coin-
ciden. U ‘e
e
‘e
OBSERVACIÓN 5.20. a) Se puede realizar una prueba distinta del Corolario 5.19 ‘e
utilizando resultados debidos a Komatsu. De hecho, ese resultado se sigue directameiíte
de los Teoremas 11 y 12 de [Kom], aunque aquí se ha preferido realizar una prueba
que recuerda a la que Bierstedt, Meise y Summers realizan en [BMS] y que está más
cercana al contexto en el que nos encontramos.
b) Del Corolario 5.19 se sigue que si X es un espacio reflexivo, entonces Áx(A) es ‘e
e
un espacio reflexivo para cualquier matriz de Kóthe A, ya que
= (Xix’(V))$ = Ax”(A) = >.x(A). ‘e
‘e
No obstante, aunque X no sea un espacio reflexivo, ,kx(A) puede serlo para ciertas
elecciones de la matriz A. Por ejemplo, se vio en el Capítulo 4 que eligiendo A de
forma que verifique la condición (M), el espacio A1(A) = A,, (A) resultaba ser un
espacio de Montel (y por tanto reflexivo) aunque el espacio de Banch 4 no sea un
espacio reflexivo.
Análogamente se puede probar que, bajo estas hipótesis, también Xix(V) es un
espacio reflexivo.
e
o
o
o
o
o
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e
2. Espacios X-Kóthe que verifican la condición de densidad,
o
• Es interesante conocer cuándo un espacio Ax es un espacio de Montel o cumple la
• condición de densidad. Ya se ha expuesto cómo Bierstedt y Bonet lo desarrollan para
O espacios A1, en [BB2], y se han obtenido algunos nuevos ejemplos sobre polinomios
O en espacios localmente convexos utilizando esa teoría. Aquí adaptaremos sus pruebas
0 para poder obtener algunos resultados sobre espacios Ax. Debemos prestar atencion ao la teoría de dualidad que se ha establecido en la sección anterior. Probaremos que las
• propiedades ‘9.x(A) es de Montel» o “Ax(A) verifica la condición de densidad” son
• propiedades que sólo dependen de la matriz de K6the A.
o El trabajo que vamos a desarrollar en esta sección está destinado a ver que un
• espacio Ax(A) verifica la condición de densidad si y sólo si la matriz de K.Bthe A
• verifica la condición (D) de la Proposición 3.13, tal como cabía esperar. Para ello
O debemos estudiar de un modo más profundo algunas otras propiedades de los espacios
O Ax(A), utilizando la descripción de los acotados que se ha obtenido antes. Es necesario
establecer otras propiedades sobre los acotados del espacio dual. Antes de continuar cono las pruebas originales, debemos indicar un Lema, debido a Grothendieck, qud nos va a
• servir para comparar diferentes topologías sobre un conjunto absolutamente donvexo.
o LEMA 5.21 ([Grol], Lema 3.5). Seauí1 yí2 dos topologías localmente’ convexas
• sobre un espacio vectorial E. Sea A una parte convexa y equilibrada de E y su1tongamos
• que para cada r1-eutorno Vi de cero existe un í2-entorno de cero tal que A n 1/2 c 1/1.
• Entonces í21Á es más fina que lilA.
o
o
• PRoPOSICIÓN 5.22. Sea J = ~ una sucesión creciente de conjuntos de
O indices 1,., 1,. c N para cada k. Las siguientes afirmaciones son equivalentes:
• (1) Para cada ni E FN y para cada 1o G N tal que Iofl(N\Ik) ~ para cádak ENo entonces existe ni’ = ni’(m, Jo) cono
O mf a,
7’7’ =
• “Efe a,<,,
o (2) En cada acotado de Xix(V), la topología inducida viene dada por el szstema de
• seminormas {II 1~i~}~v, definidas por
• /eeN
e
o IIreIWk = >3 ti,.re,.e,,
O flEh
o
o
o
o
e
O
o
o
O
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‘e
para cada re 6 Xix. ‘e
DEMOSTRACIÓN. Denotemos por Bnl a la bola unidad del espacio X71717, esto es:
= {(ren)nEN E X71y,, >3 re7’v~,7’e71 ~ 1}.
71=1
Por la Proposición 5.18, sabemos que (B~)~cN es un sistema fundamental de acotados 4
de Xix(V). ‘e
(1) =~. (2): Fijemos inc Ny 136V, entonces existe k E FN tal que 137’a~,,. =~si
u ~ 1,.. En efecto, si esto no es cierto, para cada k E FN se puede encontrar un cierto
nk g -‘k tal que fiflkanl,,.k > ~ iDe este modo, llamando
1o = {nk k E FN>, se tiene que
— 2’
Ion (FN \ Ik) ~ Ql para cada k c FN, con lo que debería existir ni’ c FN con mf ~‘- = 0,
pero esto no es cierto, puesto que para cada in’ E FN y cada u E 1o se tiene que
am,n ~ 1 1ti7’>—
a~’,7’ sup a~~5?)3 — 2 sup am~,svs >
5eIN SEN
lo que es una contradicción con la suposición (1).
Tomemos entonces el entorno U de O en Xix(V) definido por
U {re c ASx(V) : Irelía = ~ re,,13,,e7’ =i}.
y definamos ‘e
eÚ = jre E Xix(V): IreIIu,. <j~ ‘e
Claraniente, U c 2Ú, con lo que U fl Bnl c 2Ú fl Bnl.
Por otra parte, si re E Ú fl B~, se tiene que
00
>3 13,,re7’e,, ~ >3 137’re7’e7’ + >3 ti71re,.e,,
n=i “Etc 71612
1
=~+ >3 ti7’a~,7’v~,,re7’e7’
nC I~
11
=~+~ >3 v,,,,,.re,.e7’
UF
Cl. ‘e
‘e
Con lo que
ÚnB~cU,
o
o
o
e
o
O
O
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o
• y utilizando el Lema 5.21 se llega a que la topología inducida sobre 13,,, por la familia
• de seminormas {~ ~ coincide con la topología que induce Xix sobre ese mismo
kgNO conjunto.
O
o (2) t. (1) De modo análogo a como se indicaba en la parte anterior de está prueba,
O si no se satisface la condición (1), han de existir ni0 E FN e 10c FN (tal que Iofl J~ # Ql
o
para cada k E FN) de modo que para cada ni E N se verifiqueo mf anlQJ, > o.
• “ch
o
Como para cada ji 6 FN es 1o fl % # 0, podemos construir una sucesión (is)JEN
• verificando que i
5 c fl ‘o para cada ji E FN. Una vez definida esa sucesión de números
O naturales, se puede tomar una sucesión de escalares, re5 = (re~)neN, definida kor ret =o
~ y 4 = O siempre que u ¾se tiene que
o sup 2i3,.4en =o SEN
o
O =supfií,amo,i, =sup v,.anlQ,. < oc,
• JEN nCN
para cada 13 6 1/, con lo que (re’%cN es una sucesión acotada en Xix(l/) que además
verifica que para cada 13 6 V y cada k 6 FN,o
O
o IIre’IIv* = >3 13
7’4e,-. = O
• nC ‘k
O para cada ji E FN, lo que quiere decir que (x5)scN es una sucesión nula para latopologia
• generada por la familia {~ j¡~j,}~v~ y si se verifica (2), al ser una sucesión acotada, hakENO de ser también una sucesión nula para la topología canónica de Xixl¿V), pek esto no
es así. En efecto, definamos tD = (~7’)7’cN E RN poro
o sí u 6 jo
• w
7’={vmo,n síu~Io.
o
O
• Se tiene que tU c y, puesto que observemos que fijado ni E N,
—1
a~,7’?n,. =sup vnlO,flanl4. (mf a~0,,
,
o nc’0 knclo anl,fl 1
o
o
O
O
o
O
O
O
O
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y para este ib E V se tiene que
¡re5 I~r = >3 tU7’re~e,7 = vnlO,ZJanlO,ZJ =1,
nEN
con lo que se llega a una contradicción con lo que se estaba suponiendo en (2). U
Cuando en el Capítulo 3 se definía la condición de densidad para espacios local-
mente convexos, se establecía también la Observación 3.12, que nos permitió dar una
descripción de los espacios que verifican dicha condición en función de la metrizabilidad
de los acotados del dual fuerte, para luego obtener la caracterización de los espacios de
Kdthe que verifican esa condición. La siguiente Proposición demuestra que Ax verifica
la condición de densidad si y sólo si A satisface la condición (D).
PROPOSICIÓN 5.23. Sea X un espacio de Banach reflexivo con base i-incondi-
c¿onal. Las siguientes afirmaciones son equivalentes:
(1) A satisface la condición (D).
(2) Cada acotado de (Ax(A))~ ~ Xix¡(V) es metrizable, cuando se le dota de la
topología inducida por Xix’(V).
(3) Ax(A) verifica la condición de densidad de Heinrich.
DEMOSTRACIÓN. La equivalencia de (2) y (3) es consecuencia de lo indicado cii
la Observación 3.12, ya que ti(A) es un espacio metrizable. Por tanto, nos liníitaremos
a probar la equivalencia entre (1) y (2).
Supongamos en primer lugar que A satisface la condición (D), esto es, existe una
sucesion creciente J = (IkftcN de subconjuntos 1,. de 1 tales que se verifican las dos
condiciones siguientes:
(N,J): para cada k E N, existe rn~ E N con mf
0’7’k’7’ > O, para ni > m~
nF!¡, a,,,,,
y
para cada ni E Ny cada I~ G 1 con Ion (1 \ 1,.) # Ql para cada k E N, existe
ni’ = m’(m,Jo) > ni con inf~”~- = O.
~ ami,,
Por verificarse la condición (M, J), y gracias a la Proposición 5.22, la topología
inducida por Xix’ sobre cada uno de sus acotados coincide con la topología inducida
sobre el mismo acotado por el sistema de seminormas ¡re 1k~. Para cada k 6 FN se puede
definir una sucesión 13,. del modo siguiente
tic,
7’ = {Vfltk~fl si u E A
sí u «
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adonde se elige ni~ de tal modo que mf “‘k”’ > O para ni >
nFIk am,,,
13 = (v,.),.cr.¡ E 1/, utilizando la condición (N,J).
Además para cada 13 6 V existe p,. tal que
II 1k~ sc
ya que para todo re E Xix’(V),
>3 13,.re,.e,I¡relk,k =
nc
1k
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m¡,. Se comprUeba que
v7’anlkflvnlk7’re7’efl
~E ‘le
=P/e>3 vnlk,7’re,.efl
nElle
= p,.IIreIkk,,.,
siendo p,. = sup v7’anlk,,
nFN
por una familia contable
sc oc. Así la topología en cada acotado de Xix’ viené definida
de seminormas, y por tanto cada acotado de Xix’ es metrizable.
Para probar la otra implicación, definamos, para cada ni E FN,
Bnl = {x E Xix’(V) : IIxII~~ =1}~
Fijado, por un momento, ni c FN, como 13», es metrizable cuando se le dbta de la
topología inducida por Xix’(V), existe una cantidad numerable de semínormas de las
que definen la topología de Xix’(V), de forma que la topología inducida por XixdV)
sobre B», es la misma que la topología inducida sobre ese conjunto por la familia
numerable de seminormas que se ha indicado. Por tanto, existe una sucesión (~$)/ecN C
y de modo que para cada 13 E V existe k E FN con
I!reII~m sc 2> fl B~ G {re E XixjV): IIreIk =11 fl B~.{y E Xix
1(V)
Definiendo para cada k E FN
= max{ff4 : i,J E N, i,ji =*4
se tiene que (13ic)iccN es una sucesión creciente de elementos de 1/ (puesto que él máximo
de una cantidad finita de elementos de V es un elemento de Vi) y la familia de seminor-
mas IIXo,jiccN define sobre 13», la misma topología que Xix’(V), para cada ni E FN
O
o
o
o
e
e
o
e
o
O
o
O
e
o
e
o
e
e
o
e
e
o
o
O
o
O
e
o
o
e
o
e
O
o
O
o
e
e
e
o
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e
o
e
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o
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ya que dados ni E FN y ti E 1~, se tenía la existencia de un k E FN tal que
{re E 13», : IIreIKm sc 1> C -(re E B», : Irelía =1>,
con lo que, eligiendo k = max{i, ni> se tiene que
{re E B», : I¡reíkk =1> G {re E 13», : IIreIIv =11.
Definamos ahora, para cada k E N, el conjunto
= {u E FN: ~ >í}.
Nótese que I~ C 1,.. En efecto, la sucesión (135)JEN es una sucesion creciente y la
sucesión (v5)g~rq es decreciente, con lo que, si u E Ji. es
‘>1
V/e~
pero
ti/e+1,n U/e7’
__ > ‘>1
con lo que u E
1~±i~ Por otra parte, se puede conseguir que los conjuntos de índices
lic no sean conjuntos vacíos, habiendo tenido la precaución de tomar ti
1 =
13o, donde
ti
07’ = ‘V1,iSwi, esto es: ~o = (vi,1, 0,0,...).
La familia de conjuntos de índices que se acaba de definir verifica la condición (N, J),
puesto que , para cada k E FN, tomando ni/e = k (ver definición de esta condición), se
tiene que si u E A entonces ti»~k ,~. =V»,k,7’. Por otro lado, como 13~ E V, para cada
ni E N existe una constante M,.», tal que a»,7’13,.,,, < M,.», para cada u E N. Reuniendo
estos dos hechos se tiene que para cada u E 1,. es
1 il 1 1
U
anl,fl Al,.,», — M,.», ½~ = Mt,», a/e,7’
de donde
1
mf L)nl,fl =inf anlk,,. ____ >0
“Elle V»,k,7’ “Elle a»,,7’ —
para cada ni 6 FN.
Esta sucesión de conjuntos también verifica (M, J) y para probarlo vamos a utilizar
la Proposición anterior. Veremos que la topología inducida sobre cada acotado de Xix’
viene dada por las seminormas {~ IK~ : 13 E Y, k E FN>.
o
O
o
o
o
o
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O
Sean ni E FN, re E B», y k E FN k > rn, verificando además que 11re114,,. =11.Como
• sc 1 para cada u ~ l~, resulta
o
O >3 13,.,,.re7’< = >3 13~,7’re7’e, + >3 13~,7’re7’e,
• n=í nC
o
O =1+ >3 Y=i%,.,7’re7’eto “~‘ko
O =1 + >3 v,.,,.re,,eX
O “«‘le
O 00
0 =1+ >3v~,7’re7’e~
7’1
o sc2.
O Así se tiene que
o
O {y E XixdV) : IIrelK,ic = 1> fl B,,, c {y E Xix’(Vi): IIreIK =2> fl B,,,~
O con lo que la topología inducida en E», por (II I14)/eEN es menos fina o igual que la
o
inducida por (II II~kic)icCN y ésta es menos fina o igual que la inducida por (II
• que a su vez es menos fina que la generada por (II II4JEV y ésta coincide sobre los
• acotados con la generada por (II buceN. U
o
o
0 3. Espacios X-K5the que son de Montelo
o
Después de haber determinado cuándo un espacio -<y(A) verifica la condición de
• densidad, vamos a estudiar ahora qué se debe pedir a la matriz A para que ~l espacio
• Ax(A) sea de Montel. En esta sección también nos restringiremos al caso en el que
O X es un espacio de Banach con base acotadamente completa. Bierstedt, Meise y
O Summers ([BMS]) dan estos resultados también para A
1 y A0, trabajando co~ui algunaso
propiedades particulares de los mismos.
O A continuación vamos a probar un resultado que es fundamental para lo que quere-
O mos hacer más tarde: probaremos que, del mismo modo como ocurre con los espacios
o escalonados de Kéthe A1,(A), un espacio escalonado Ax(A) es un espacio de Montel si yo
sólo si su matriz de Kéthe A verifica la condición (M) que se menciona en la Definícion
o
O
o
o
o
o
o
o
o
O
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LEMA 5.24. Sea X un espacio de Banach con base 1-incondicional acotadainen-
te comp/eta. Si A es una matriz dc KJt/¿e que no verijica la condición (M), entonces
existe un espacio de Banach de dimensión infinita Y verificando que Y es un subespa-
cio complementado de X y a la vez es isomorfo a un subespacio seccional de ti(A). (se
recuerda que A verifica la condición (M) si no existe ningún conjunto infinito 1o G N
tal que, para algún ni
0 e FN, ocurre que
Vnl,7’ anl0 ,n
mf = mf > O, para ni > ni0).
nEl0 ti,,,0,7’ “Cío a,,,,,,
DEMOSTRACIÓN. Supongamos que ti(A) no verificala condición (M). Entonces
existeií un conjunto infinito de índices ‘a G FN, un ni0 6 FN y una sucesión de números
positivos (cm),nCN tales que
mf anlO,,. =c,,,>OparacadamEN
a»,,,.
(si ni =nio, por ser (ast~y una sucesión creciente, se tiene que inf5j am,,,. = 1).
Definamos entonces
Y = [e,.: u E fo],
que es un subespacio complementado de X, puesto que la base {e,.},.CN es una base
1-incondicional de X. Por otra parte, ¿9(A) es un subespacio seccional de Ax(A)
(Definición 5.7) que es isomorfo a Y. En efecto,
~: ¿9(A) —* Y
(re,.),.CN EnCía a»,0 ,,.re,.e7’
es una aplicación que está bien definida, puesto que por ser (re,.),,CN e A~2(A) se tiene
que (ren),,CN E Xamó y, consecuentemente, y((re,,»,eN) E Y.
Además, de forma trivial se obtiene que esa aplicación es lineal y ese hecho, junto
con que
II~(re)Iv = II >3 anlO,,.re,.e,,~I = Ifreiíxamo,
nEJa
da corno resultado la continuidad de p.
La aplicacion
Y —* ¿9(A)2~~
0 re7’e,. ~ (yn)nCN,
con
sinE
sí u ~ jo
O
o
o
o
o
o
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o
• es una aplicación que está bien definida, puesto que (yn)nCN E A§~(A). En ~fecto, si
• ni E N, se tiene que
O (
O re,.e7’) =>3 a,,,,7’y,.e71
0 1 ay,, “Cía
O
• = y am,,
.
_____re,.e71
• ,~7 a»,017’
o
O = >3 —re,~e,.
• “Cío nl
o 1
= —lirelír.O Cm
o La aplicación ~ es una aplicación lineal, y las desigualdades que se han conseguidoo
al probar que estaba bien definida, nos muestran que es una aplicación continúa. Como
• o es la aplicación identidad sobre ¿9(A) y soo ~‘ es la aplicación identidad sobre
O Y, se concluye que estos dos espacios son isomorfos. U
o
O
PROPOSICIÓN 5.25. Sea X un espacto de Banach con base 1-zneoudzctonal aco-
• tadamente completa. Entonces las siguientes afirmaciones son equivalentes:
O (1) ti(A) es de Montel.
O (2) A satisface la propiedad (M).
o
• DEMOSTRACIÓN. Supongamos que se verifica (1) y no se verifica (2). Por el
O Lema anterior, si no se verifica (2), ti(A) posee un subespacio seccional ¿9(4) que es
O isomorfo a un espacio de ]3anach de dimensión infinita. Recordando que los subespacios
O seccionales de un espacio escalonado X-K¿ithe son subespacios complemeñtados de
O
dicho espacio escalonado, se concluye que ti(A) contiene de modo complementado un
• espacio de Banach de dimensión infinita (que no es de Montel), con lo que ti(A) no
• puede ser un espacio de Montel, lo que es una contradicción con (1).
o Para probar la veracidad de la otra implicación, tomemos ti E 1/, estrictamente
• positivo y veamos que
13X,/o es un conjunto relativamente compacto en ti(A). Ob-
• servemos en primer lugar que se tiene que para cada ni E N es hm a», ,,v,, = 0. En
• efecto, si esto no fuera así, existiría algún m
0 E FN, algún e > O y algún subconjunto
• infinito jo de N tales que
O
• a»,0,.137’ > e para cada u E
1o~
o
o
o
o
o
o
o
o
O
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Entonces, si ni > mo, se tendría que
E > e (sup a», ~13~”’)—i > o,
flCIo a»,,,, nCJa a»,,,,v7’ \nCIa 1
por lo que A no verificaría (M), que es una contradicción con la hipótesis.
Por ser lirnanl,7’v,. = 0, se tiene que existe un subconjunto finito (que va a ser
dependiente de ni) 1~ de N tal que
E
anl,71v,. sc — si u ~ Ii.
—2
Probaremos que sobre
13x,
16 la topología de la convergencia coordenada a coorde-
nada es más fina que la topología inducida por ti(A) sobre ese conjunto Ex,,0. Pero
este conjunto es compacto para la topología de la convergencia coordenada a coorde-
nada, esto es, la topología usual de CN, que es un espacio de Montel. Por ello
será compacto para la otra topología, que es menos fina, y así ti(A) será un espacio
de Montel, lo que concluirá la prueba.
Para la comparación de esas dos topologías sobre Bx,,0 utilizaremos nuevamente el
Lerna 5.21. Definamos el siguiente entorno de O para la topología de la convergencia
coordenada a coordenada en CN
1’ —iE
U», = ~y = ~i/n)nCN e ~kx(A): Ui~I sc Ve
¡ — 2a para cada u E Ji }
e
ib
e
‘e
‘e
ib
‘e
e
e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
e
e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
‘e
e
‘e
e
‘e
ib
‘e
‘e
‘e
e
ib
e
e
e
‘e
‘e
‘e
e
‘e
‘e
e
e
e
‘e
e
‘e
‘e
e
e
e
e
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o
Tomando y E fl U»,, tenemos queo 00
o
IIyIIam = >3 a»,,7’ y,,e,,
n=1o = >3 a,,.,,,y7’e7’ + >3 a,,,,,1y,,e71
• nCI, “0k’
o
o sc >3 a»,,,.y,,e,. + >3 a»,
O nC!1 n«Ii
o
o <>3a»,,,.y,,e,. +~ >3 te,.
o 2 ,,«, u,.
o eO C >3 a»,,,, y,,e,. + —
• nCI, 2
• _ e7’ +-
Esa,
• nCIí a»,,,, 2
• SC
o 22
O Así
o U», fl G {y E : Ih/IIam =4,o prueba que Xa», induce en una topología menos fina que la de la convergencia
o coordenada a coordenada. La arbitrariedad de ni da el resultado. U
o
o OBSERVACIÓN 5.26. 1) Se había comentado en la Observación 4.3 qúe los es-o
• pacios escalonados A1, de K5the que no son de Montel contienen a 4, como subespacio
• complementado. i3ellenot prueba en la Proposición 3.7 de [Beil] que si ti. no es un
• espacio de Montel, entonces existe una subsucesión de la base canónica de ti que gen-
• era un espacio de Banach de dimensión infinita, utilizando una técnica distinta a la
O que nosotros hemos utilizado en la prueba del Lema 5.24, en el que concluíamos la ex-
istencia de un espacio de Banach Y de dimensión infinita que es a la vez un sibespacioo
• complementado de X y de ti. Este Lema generaliza el resultado que era conocido para
o los espacios A1,, ya que si Y es un subespacio (de dimensión infinita) complementado
• en 4, entonces Y es isomorfo a 4, ([Sin], Lema 18.6).
oo 2) La técnica que se ha utilizado en la prueba de la Proposición anterio+ recuerda
• la que utilizan Bierstedt, Meise y Summers para probar el resultado análogo relativo
o
O
o
o
o
o
o
o
O
e
e
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‘e
‘e
116 CAPíTULO 5. ESPACIOS ESCALONADOS Ax(A) ‘e
‘e
a espacios A1,. No obstante, la caracterízacion de los espacios escalonados que son ‘e
de Montel en función de su matriz de K6the se puede obtener también a partir de UD
‘e
resultados de Díaz y López Molina ([DILo]).
‘e
‘e
‘e
‘e
4. Polinomios en espacios X-K5the. Ejemplos
e
Como final de esta memoria queremos mostrar algún ejemplo que se puede obtener
utilizando las propiedades de los espacios escalonados X-K¿the que se han estudiado cii ‘e
las secciones anteriores. De esta forma queremos enfatizar las propiedades que tienen ‘e
estos espacios para elaborar ejemplos a distintas cuestiones. Estudiaremos qué ocurre, ‘e
para el caso de los espacios X-Kóthe, con la condición de densidad y el carácter de ‘e
eMontel, las dos propiedades con las que se hemos trabajado en los capítulos anteriores,
en el marco de los espacios A1,. Concretamente, si tomamos como X el espacio original
de Isirelson, resulta que X es un espacio reflexivo con base 1-incondicional y se puede ‘e
considerar entonces el espacio ti(A) para cualquier matriz de K6the A. Se obtendrá ‘e
que ~P(7’Ax(A))es un espacio reflexivo, para cada u E FN, independientemente de la ib
‘e
matriz de K¿the A que se considere, resultado que contrasta con lo que se tenía paia
los espacios A~, (ver Teorema 4.27). ‘e
Se ha descrito cómo representar ti(A) como un límite proyectivo de espacios de ‘e
Banach, de modo análogo a lo que se podía hacer con Ap(A) como límite proyectivo ‘e
de espacios 4,. Para estudiar la reflexividad de los espacios de polinomios homogéneos ‘e
definidos sobre A~ utilizábamos los resultados de Holub y de Dimant-Zalduendo. Ahora ib
‘e
no pueden aplicarse resultados de ese tipo, puesto que no se tiene mucha información
sobre el espacio de Banach X; lo único que se puede intentar es estudiar la reflexividad ‘e
del espacio P(7’Ax(A)) a partir de la reflexividad de P{~X). Para ello comenzaremos ‘e
probando que el n-producto tensorial simétrico de un espacio X-K6the se puede ex- ‘e
presar como límite proyectivo reducido de espacios isomorfos a Ó X. ‘e
“,s,lr ‘e
PRoPOSICIÓN 5.27. Sea X un espacio de Banach con base 1-incondicional y ‘e
sea A una matriz de 1=i6thesobre FN. Entonces ‘ee
¿ti(A) = 1=~}O Xa,,, ‘en,s,2rns,» ‘e
y este limite proyectivo es reducido. ‘e
e
‘e
e
e
‘e
‘e
e
ib
e
‘e
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DEMOSTRACIÓN. En E = ®Ax(A) la topología proyectiva ir es la genefada por
71,3
las seminormas {0&}aCsc(E), siendo
71,3
mf {~[a(rei)]” : = ~ ®ret}
Ocx(O) =
o, lo que es lo mismo, la generada por la familia de seminormas {lrnl}nlCN, donde
ir,,~}9) = inf{Z
= inf{ZIIretII
00 7’
>3 a»2 ,rret,rer
r1
N
:0= >3orei
1=1
:0= Z®re.} = II0II®Xam~
con lo que podemos concluir que Ó ti(A) = ~j~3O Xay,,.
71%
Probaremos ahora que ese límite es reducido o, equivalentemente, que
(Oia,n)(O ti(A)) es denso en O Xam,
7’ fl~S
donde ~am es la inclusión canónica de ti(A) en Xam. Pero dicho aserto es cierto, ya
que para cada ....... , r,,) E ID (ID es el conjunto N x ... x FN dotado del “orden del
cuadrado” que aparece en [Rya], Capitulo V) se tiene que u,.2 ® ... ® a,.,, C OAx(A)
3 3 71,3
(donde u1 representa a la sucesión u~ = (0,...,
1)
1
De este modo se llega a que
(Oiai( Ó ti(A)) D [{u,.,O~” O u,.,, (rí,. . . ,r7’) E ID>]
71 7’,3,lr 3 3
y, con ello a que (Oiaj( Ó ti(A)) es denso en Ó Xam para cada ni E N, puesto que
7’ 7’,s,lr 71,S,ff
contiene un subespacio vectorial en el que están todos los elementos de uná base de
LI
TEOREMA 5.28. a) Si 6 X es reflexivo, entonces
n,s,lr
6 >‘x (A) es reflexivo para
“,s,lr
cualquter matriz de Kóthe A.
b) Si (P(”X), Tb) es reflexivo, entonces (PQ’Áx(A)), Ib) es reflexivo, para cualquier
matriz de JÓYthe A.
DEMOSTRACIÓN. a) Como, por hipótesis, 6 X es reflexivo, se tiene que O Xam
71,3,~~~
es reflexivo para cada ni E FN puesto que X
71,sqr
y Xam son espacios isomorfos. Así,
o
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Schauder de O Xa.
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e
6 ti(A) es un límite proyectivo de espacios reflexivos, y, por la Proposición 5.9 ‘e
también es reflexivo. ‘ee
b) Según se indicaba en la Observación 5.6, se tiene que ti(A) verifica la propiedad ib
(B13)71,5 para cada u E FN y cada matriz de K6the A. Por tanto, se da la coincidencia e
de las topologías rb y ,3 sobre P(”Ax(A)) (vease la Observación 1.40). De este modo e
‘e(P(7’X),rb) = (P(~X),i3) es reflexivo si y sólo si lo es su predual 6 X, según lo e
“Sir
expuesto en [Kótl],§23.5 (7). Por lo que hemos probado en (a), se tiene que á kv(A) ‘e
7’,s~r
es reflexivo, con lo que aplicando nuevamente el resultado anterior, (P(~Ax(A)),fl) = ‘e
(P(”ti(A))rb) es reflexivo U
e
A continuación vamos a considerar como espacio de Banach X el espacio original ‘e
de Tsirelson T’. Este espacio fue construido por Tsirelson ([Tsi]) como un espacio de ‘e
sucesiones sin copias de c0 o 4, y ha tenido gran trascendencia en la teoría de espacios ib
de l3anach, como prueban numerosos trabajos donde este espacio ha sido utilizado ti
para obtener ejemplos a distintas cuestiones (ver [CaSh]).Alencar, Aron y Dineen ‘e
‘e
utilizan este espacio T’ en [AAD] para proporcionar el primer ejemplo de un espacio
de l3anach E de dimensión infinita para el que (7t(E),r~) es reflexivo. No vamos a ‘e
entrar en la definición del espacio El?’ pero vamos a enunciar algunas de sus propiedades ‘e
que utilizaremos. ib
‘e
PRoPOSICIÓN 5.29 ([Tsi, CaSh]). Existe un espacio de Banach de sucesiones ‘e
‘eE con las siguientes propiedades: ‘e
i) E es reflexivo. ib
u) La sucesión {e7’}71FN es una base 1-incondicional de T’, donde e7’ representa a la ‘e
7’> e
sucesión e7’=(0,...,1,0,...).
iii) E no contiene copias de c0 ni de ningún LP. ‘e
e
‘e
PROPOSICIÓN 5.30 ([AAU]). (P(”T’),rb) es un espacio reflexivo, para cada e
nEN. ‘e
‘e
Se ha probado que los espacios escalonados de K5the A1,(A) y los espacios X- e
K6the Xx (A) verificaban bastantes propiedades análogas. No obstante, para elecciones ‘e
adecuadas del espacio de Banach X, esta situación cambia, obteniéndose diferencias ‘e
eimportantes en la estructura de estos espacios. Un ejemplo que muestra esta situación ‘e
e
‘e
‘e
ib
‘e
‘e
‘e
‘e
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o
es el siguiente: para los espacios escalonados clásicos A1,(A) se tenía que PQVy(A)), ró)
• era un espacio reflexivo para cada u E N si y sólo si A verificaba la condición (M) (ver
o Capítulo 4).
O El Teorema 5.28 nos indica que si (P(7’X), rb) es un espacio reflexivo, entoncesO (PQtXx(A),rb) es también un espacio reflexivo, independientemente de la Matriz de
O Kéthe A que se considere. Este hecho, junto con la Proposición 5.30 nos dan el, siguienteo
O CORoLARIO 5.31. Consideremos el espacio escalonado AT} A), donde T’ es el
o
espacio original de Tsirelson y A es una matriz de Kóthe arbitraria. Entoneis
(P(7’AT’ (A)), Tb)
• es un espacio reflexivo para cada u E FN.
o
• Los resultados sobre reflexividad que se han obtenido proporcionan un nuevo ejem-
O pío al problema, planteado explícitamente por Mujica en [Muj 1], de buscar espacios
O E para los que se da la coincidencia de las topologías -r~ y i~~L> sobre P(”E), tal como se
o
expresa en el siguiente
o
• COROLARIO 5.32. (P(”AT¿(A)),’rb) = (P(”AT’(A)),r~), para cada u E’FN y cada
• matriz de 1<Stlie A.
DEMOSTRACIÓN. Se tiene que (Pi¿7’Ár(A)),r,,) es un espacio reflexivo para cadao
o u E N y cada matriz de K6the A, lo que implica que (P(7’Ár(A)),n) es tonelado.
O Como Ar(A) es metrizable, r~, es la topología tonelada asociada a r
0, por lo que ha de
• ser ‘1% = r~,,. U
o
o El primer ejemplo de un espacio de Banach E para el que se daba la coihcidenciao de las topologías ‘rb y ~ sobre P(”E) para cada entero positivo u fue el obt~nido por
• Alencar, Aron y Dineen al que nos hemos referido antes. Para los espacios de Montel
• que cumplen la propiedad (BB)~,~ para cada u E FN, es conocido que r0 = it en ‘P(7’E)O y, por tanto, se tiene ‘1% = r~> en 7’(”E). Hasta ahora, los únicos ejemplos conocidos de
O
espacios de Fréchet E, que no son de Banach ni de Montel, para los que se tiene que
(P(”E), 13) es reflexivo para cada u E FN es la clase de espacios que se puede obtener a
• partir del siguiente resultado de Boyd:
o PRoPOSICIÓN 5.33 ([Boy], Proposición 5). Sea E un espacio de Fre’chet, de
• cualquiera de los tipos siguientes:
o
o
o
o
o
o
o
o
O
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(a) un espacio (FC) descomponible que es de Montel,
(b) un espacio de Fréhet Schtvartz con la propiedad de aproximacton acotada,
(c) un espacio de Fr¿chet nuclear
y sea un espacio de Fr¿chet tal que 6 E es de Montel (resp. reflexivo, tiene la
7’,»
condición de densidad,). Entonces se verifica que 6 (E6F) y 6 (E x E) son espacios
17 7’,»
de Montel (resp. son reflexivos, verifican la condcición de densidad).
Así, tomando un espacio de Fréchet-Schwartz F, se tiene que el espacio E = T’x E
verifica que (P(»E), ¡3) es reflexivo para cada u E N y, obviamente, E no es de Montel
pero ese mismo resultado nos indica que E es un espacio que verifica la condición de
densidad de Heinrich, puesto que E la verifica (por ser un espacio de Banach), E la
verifica (por ser un espacio de Fréchet-Schwartz y, por tanto, de Fréchet-Montel).
Los resultados que hemos desarrollado nos han permitido probar que el espacio
(P(”A~,(A)), 1%) = (P(7’Art(A)),/3) es un espacio reflexivo, para cada u E FN y cualquier
matriz de Kóthe A. Así, eligiendo una matriz A0 que no verifique la condición (D) se
obtiene que (P(7’Ár(Ao)), rb) es reflexivo para cada u C N y AT~(AO) no verifica la
condición de densidad, obteniéndose de este modo ejemplos que aportan novedad a
esta teoría. Lo establecemos en la siguiente
PROPOSICIÓN 5.34. Sea E el espacio original de Tsirelson y sea A0 una matriz
de Kóthe que no verzfica la condición (D). Entonces el espacio (P(”Ar(Ao)), w~) es
reflexivo para cada u E FN, y Ar(Ao) no verifica la condición de densidad.
Finalmente, queremos contrastar este resultado con lo que obteníamos en el Capítulo
anterior para los espacios de polinomios sobre A4(A) = A1,(AÓ’)) dotados de la topología
‘rb. Estos eran reflexivos para cada u 6 FN si y sólo si ~ verifica (M). Además, este
resultado ayuda a buscar nuevos ejemplos de espacios de Fréchet para los que ocurren
cosas parecidas. Por ejemplo, utilizando diferentes técnicas usuales en el estudio de
los espacios de Banach, se pueden encontrar ejemplos de espacios de Banach X con
base 1-incondicional conteniendo una copia complementada de 4, (véase, por ejemp-
lo, EGon], 1.2.16). Si X es un espacio en estas condiciones, cuando u =p se tendrá
gracias a resultados de complementación que se han obtenido en esta memoria, que
c 6 A1,(A~~’) = ÓAe.ÁA) c 6 ti(A),
“Sir 7%,3,»
O
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o
siendo todos estos contenidos en el sentido de subespacios complementadós. Esta
• cadena proporciona condiciones suficientes para la no distinción y la no reflexivi-
O dad de 6 ti(A) y, consecuentemente, para la no tonelación y la no reflexividad de
“‘a,»
O (P(~Ax(A)),rb).Oo
o
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