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Summary
Surface modelling for 2D imagery, Henrik Lieng
Vector graphics provides powerful tools for drawing scalable 2D imagery. With
the rise of mobile computers, of different types of displays and image resolutions,
vector graphics is receiving an increasing amount of attention. However, vector
graphics is not the leading framework for creating and manipulating 2D imagery.
The reason for this reluctance of employing vector graphical frameworks is that it
is difficult to handle complex behaviour of colour across the 2D domain.
A challenging problem within vector graphics is to define smooth colour functions
across the image. In previous work, two approaches exist. The first approach,
known as diffusion curves, diffuses colours from a set of input curves and points.
The second approach, known as gradient meshes, defines smooth colour functions
from control meshes. These two approaches are incompatible: diffusion curves do
not support the local behaviour provided by gradient meshes and gradient meshes
do not support freeform curves as input. My research aims to narrow the gap be-
tween diffusion curves and gradient meshes.
With this aim in mind, I propose solutions to create control meshes from freeform
curves. I demonstrate that these control meshes can be used to render a vector
primitive similar to diffusion curves using subdivision surfaces. With the use of
subdivision surfaces, instead of a diffusion process, colour gradients can be locally
controlled using colour-gradient curves associated with the input curves.
The advantage of local control is further explored in the setting of vector-centric
image processing. I demonstrate that a certain contrast enhancement profile, known
as the Cornsweet profile, can be modelled via surfaces in images. This approach
does not produce saturation artefacts related with previous filter-based methods.
Additionally, I demonstrate various approaches to artistic filtering, where the artist
locally models given artistic effects.
Gradient meshes are restricted to rectangular topology of the control meshes. I
argue that this restriction hinders the applicability of the approach and its potential
to be used with control meshes extracted from freeform curves. To this end, I
propose a mesh-based vector primitive that supports arbitrary manifold topology of
the mesh.
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Chapter 1
Introduction
Digital design and creation of 2D imagery targets many applications, ranging from industrial
and medical problems to artistic applications. The research presented in this dissertation in-
volves the investigation of novel approaches to creating 2D imagery with surface modelling
technologies, specifically targeted towards artistic applications. Such modelling technologies
have proven instrumental in 3D digital surface design, due to their flexibility and ease of use.
My research question is whether this flexibility can be of advantage for applications within 2D
image creation and processing.
The motivation of my work is spurred by the increasing popularity of desktop and mobile com-
puters, making digital art creation potentially more accessible than traditional creation tech-
niques. Practitioners of fine art, including artists such as David Hockney, are experimenting
with mobile computers as a substitute for the traditional paint brush and the plain-woven canvas.
For example, at an exhibition at the Fondation Pierre Berge´ - Yves Saint Laurent, Paris (2010),
Hockney exhibited dozen of Apple iPads displaying digitally painted depictions of flowers34.
The novelty of the exhibition, in addition to using digital canvases, was that the paintings were
sporadically updated, adding and replacing new flowers into the paintings.
Hockney uses iPads and iPhones for creating art work for several reasons. A particular advan-
tage, Hockney points out, is the ease of sharing34: ‘you can make a drawing of the sunrise at
6 AM and send it out to people by 7 AM . . . at 8 AM they look at a very fresh picture of the
sunrise two hours earlier’. Of course, we see this daily through social media, such as Facebook
and Instagram, where millions of novice ‘artists’ share their drawings and stylised photographs
with their friends.
While the accessibility of art creation increases and sharing of art work has improved with
digital technology, the creation process itself is far from perfect. Digital tools for creating
graphics typically emulate traditional painting media and support additional features such as
undo and layering. Whether such digital tools achieve this simulation is a hot debate among
artistsi. Those in favour for a digital revolution envision that computers will eventually take over
all aspects of the fine arts and argue that new computer technology essentially make everybody
iThere are many online discussions on traditional vs. digital art creation. See for example:
graphicssoft.about.com/u/ua/designandcreate/Digital-Art-Versus-Traditional.htm.
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Figure 1.1: An advantage of vector graphics over pixel-based graphics is that vector graph-
ics is scalable, producing crisp images at any resolution. Original image from Wikipedia
(http://en.wikipedia.org/wiki/File:VectorBitmapExample.svg).
artists. On the other side, the conservative argues that computers will never be able to simulate
the physical nature of painting, such as feeling the bumps in the paint, the roughness of the
canvas, working with real colours, and so on.
Whether the applicability of digital technology to art is only of passing interest interest to the
hobbyist, it is of more importance to the digital professional, who uses computers for their
artistic jobs. As digital distribution and communication have enjoyed a rapid increase of popu-
larity in the past two decades, digital art creation and design have evolved into major industries.
While professionals, who make their living of this demand, are able to efficiently create art with
commercial products and tools like Adobe Photoshop and Illustrator, they are always looking
for novel and interesting ways to solve their problems because many things that they would like
to do are time consuming to achieve, even with these highly polished products.
Research in this area targets not only the problem of simulating traditional techniques, but also
explores new ways in which artists interact with the digital framework. Such research aims to
expand the suite of tools found in commercial products by improving hardware, software, or
the underlying mathematical frameworks defining the image. My research falls largely in the
last category.
Scope
I have focused my research on vector graphics. As opposed to a typical pixel image, defined
by a grid of pixels, a vector image is defined by a sparse set of primitives. These primitives can
describe specific mathematical functions (circles, curves etc.), along with user-defined attributes
such as colour and shape. The final (pixel) image displayed on the screen is rendered by the
software using rasterisation algorithms for each type of primitive.
2
Figure 1.2: A subdivision surface defined by a control mesh. Image from ref. 23.
The major advantage of vector images is that they are scalable. That is, any given primitive can
be scaled to fit any display. Thus, there is no need to resample the original image, as with pixel
images, which produces visually different images compared to the original (Figure 1.1). Vector
images are for this scalable property increasingly popular due to the rise of smartphones and
tablets with different types of displays and image resolutions. Moreover, vector images better
support the zoom operation, especially employed by digital artists, as the image can be rendered
accurately at any level. By contrast, pixel images struggle with quantisation artefacts when the
image size is reduced.
As with most mathematical frameworks, there are also some drawbacks. The major disadvan-
tage of vector images is that there is no direct mapping to the final pixels on the display. By
contrast, pixel-based drawing supports more direct mapping as pixels can be directly ‘painted’
onto the pixel image. Thus, simulation of coloured brush strokes and plain-woven canvases
is easier to achieve with a pixel-based framework due to the direct relationship between the
strokes and the underlying model. For vector graphics, such strokes, including their associated
colours, must be transformed into a compact, well-defined, solution which defines a rasteri-
sation procedure that faithfully visualise the relationship between the original strokes and the
canvas. Consequently, initial vector-based drawing suites were restricted to relatively simplistic
colourings via directionally-fixed colour gradients.
The current technology supports two types of approaches for defining complex gradients: diffu-
sion curves and gradient meshes (see Section 2.2 for details). Diffusion curves require freeform
curves as input that are associated with colour attributes. The rendering of diffusion curves
is performed by diffusing the colours at the curves to the rest of the image domain. On the
other hand, gradient meshes require control meshes as input. A control mesh is composed of
control points and edges, forming a set of connected faces (Figure 1.2). In gradient meshes,
control points are associated with colours and derivative constraints. The rendering of gradient
meshes is performed by rendering a specific type of freeform surface. This surface is defined
by Ferguson patches (see Chapter 3 for details).
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Contributions
Diffusion curves and gradient meshes are incompatible. Diffusion curves only support freeform
curves as input and are defined using a mechanism that, unfortunately, makes its behaviour dif-
ficult to predict (Chapter 5). By contrast, gradient meshes support local control (Section 3.1),
meaning that colour edits propagate only to the local neighbourhood. Gradient meshes are re-
lated to technology originally developed for industrial design, where local control is important.
For example, if a designer alters the front bumper of a car, the roof should not change. Such
local control is not guaranteed with a diffusion process. On the other hand, gradient meshes are
strictly defined with control meshes of rectangular topology. This restriction has limited their
use as a tool predominantly employed by experienced digital artists (Chapter 6).
In this dissertation, I narrow the gap between diffusion curves and gradient meshes. I:
− propose a new curve-based vector primitive, similar to diffusion curves, with local con-
trol;
− use a curve-based vector-centric approach to propose several novel applications to image
processing and manipulation;
− propose a new mesh-based vector primitive that has unrestricted mesh topology.
My new curve-based vector primitive (Chapter 5) supports local control. The practical advan-
tage of my method, compared to diffusion curves, is that the gradient of the colour function out
from the curve can be explicitly specified without propagating the effect beyond the local neigh-
bourhood of the edit. To achieve such behaviour, I render my primitive as a freeform surface.
Thus, the specification of my primitive is akin to a diffusion curve, being related to freeform
curves, but the rendering of my primitive is akin to gradient meshes, being defined as freeform
surfaces.
To render my curve-based primitive, a map from curves (1D manifold) to surfaces (2D man-
ifold) must be defined. In Chapter 4, I present solutions to create 3D control meshes from
freeform curves. These control meshes are then used to render my curve-based primitive (Chap-
ter 5) with surfaces. Furthermore, I present additional applications to these control meshes. In
Chapter 7, I propose a framework, using a solution presented in Chapter 4, to automatically
enhance the perceived contrast in photographs. The challenge of this problem is to enhance the
perceived contrast whilst retaining the original look of the image. I show that there are inherent
limitations of previous image processing techniques, where artefacts related to saturation are
created depending on the image content. With the use of freeform surfaces, more local and
explicit control of the contrast enhancement effect can be achieved. As a result, my method
does not encounter saturation artefacts.
While the contrast enhancement method is automatic, the framework presented in Chapter 7 is
highly adaptable. In Chapter 8, I show that this framework can be employed in the setting of
user-adjustable artistic image processing. I demonstrate novel imagery that would be challeng-
ing to create with traditional pixel-based techniques.
My mesh-based primitive (Chapter 6) is unrestricted to the topology of the input control mesh.
I argue, as with many other researchers57;72;53;110;58, that gradient meshes’ restriction to rectan-
gular grids hinders its full potential in many applications (Section 6.1). To this end, I propose
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solutions that emulate the behaviour of gradient meshes in the regular setting and that extend
this behaviour to the irregular setting. As well as having an immediate impact on the practi-
cal usage of gradient meshes, this contribution also stimulates future work towards a superset
framework that both supports diffusion curves and gradient meshes.
In summary, I present a wide-ranging study of surface modelling for 2D imagery. I make the
following contributions:
− Chapter 4:
– I present a novel framework for creating control meshes from curves associated with
attributes to control the shape of the resulting surfaces.
– In contrast to related work, my solutions are robust to the topology of the input
curves.
− Chapter 5:
– A new vector primitive for defining smooth colour gradients out from curves.
– A new method to control lighting and shading effects in vector graphics using
boundary and slope curves.
– Local control (via minimal support property) not demonstrated by previous diffusion
curve methods.
– Interactive performance is more easily achieved with the proposed framework com-
pared to similar approaches that are based on partial differential equations.
− Chapter 6:
– I present a new vector primitive for defining smooth colour gradients with control
meshes of arbitrary manifold topology.
– New interpolation schemes, using subdivision, that guarantee interpolation of orig-
inal colours, do not stray outside the colour space, are smooth, and adapt colour
gradients according to directional colour weights.
− Chapter 7:
– I present the first approach to apply vector-centric image processing to contrast en-
hancement.
– My solution does not encounter saturation artefacts introduced by previous ap-
proaches.
– In user trials, my solution is significantly preferred over a state-of-the-art contrast
enhancement method.
− Chapter 8:
– I demonstrate novel approaches for user-assisted artistic image processing to render
several types of effects out from image edges.
My research builds on previous work on vector graphics (Chapter 2) and freeform-surface de-
sign (Chapter 3). The next two chapters outline the main ideas and theories in these two fields.
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Background
In this chapter, I present a brief overview of vector graphics and problems of current interest. In
Section 2.1, I present a brief presentation of the history of vector-based technologies, ranging
from vector displays, popular from the 1950s to the 1970s, to current applications such as
graphic design. A major problem in vector graphics is to provide mathematical frameworks
suitable for colouring. In Section 2.2, I present solutions to this problem.
2.1 Background of vector-based technologies
Early computer display and interaction systems were vector-based. A prominent example is
the US SAGE air defence system84 developed during the 1950s to track Russian planes. Us-
ing ‘pens’ (light guns), US Air Force officers would point, towards a cathode-ray tube (CRT)
display, and click on a position that represented a potential target plane. A second click would
update the trail of the target on the screen. The course and speed of the target could then be
established and an interceptor aircraft would be vectored to meet and identify the target. This
vector drawing process led to the name ‘vector graphics’ (ref. 91, Chapter 13).
In the early 1960s, Ivan Sutherland used a similar computer system (Lincoln TX-2) at the Mas-
sachusetts Institute of Technology, USA, to propose a revolutionary sketching system named
Sketchpad96 (Figure 2.1). Underlying primitives, such as lines and arcs, were drawn by click-
ing with a pen on the CRT display (as with SAGE). Once a drawing was created, the user could
force equalised angles, make lines equilateral or parallel, or resize the drawing. Such interaction
with the computer was revolutionary. At the time, human-computer interaction was mostly con-
cerned with the creation of punch cards to be run on a mainframe system overnight. The idea of
directly interacting with the computer in an interactive manner, as demonstrated by Sutherland,
was therefore novel. The system was also pivotal in the development of computer graphics and
computer-aided design in the way the computer augmented the skill and performance of the
designer.
Sutherland’s system spurred companies to develop commercial vector display systems for vec-
tor drawing47. A vector display allows the CRT electron beam to be moved freely on the image
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Figure 2.1: Ivan Sutherland demonstrates his Sketchpad system. Image from the Massachusetts
Institute of Technology.
plane. The electron beam follows a path defined by a given set of vectors, typically stored in
a display list on the computer’s memory, to produce the entire image. The beam is turned off
while skipping from the end of one vector to the start of the next, thus allowing the set of vectors
to define a sequence of disjoint polylines. While the technology enthused general observers, the
cost of such computer systems restricted their usage to larger companies and research labora-
tories. For example, the IBM 2250, a typical vector graphics system available in the mid-60s,
cost around $280 000. The first low-cost vector graphics systems were released in the early 70s
(for example, Imlac PDS-1 at $8 300 in 1970 and DEC GT40 at $11 000 in 1972).
A major disadvantage of vector display systems is the challenge of avoiding refresh flicker
when many vectors are drawn on the screen. Additionally, vector graphics systems could only
provide a limited type of shading (for example, via half toning). For these reasons, graphics
systems started to employ raster displays when frame buffers became practically available in
the late 70s.
While raster graphics received more attention in graphics research in the early 80s with the in-
vention of advanced rendering algorithms like ray tracing, vector graphics continued to develop
in commercial settings. In electronic printing, typography, and desktop publishing, inventing
standardised ways of defining page images became important to address the development of the
laser printer and the rise of personal computers. To this end, PostScript was established in 1982
as a programming language that was defined in terms of vector primitives. These could then
be rendered to a pixel image at any desired resolution. The introduction of this language was
important because it provided a unified framework to present documents containing lines, arcs,
and (cubic Be´zier) curves at any resolution.
With the growing popularity of PostScript in the mid-and-late 80s, software companies started
to release vector-graphics editors to create and manipulate PostScript files. The intended pur-
pose of these editors was not only to edit fonts, but also to provide general vector editing for
applications like logo and product design. Notable editors include: Adobe Illustrator (1987),
Corel CorelDRAW (1989), and Aldus FreeHand (1988; development discontinued in 2005).
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Figure 2.2: Tools available in Adobe Illustrator to manipulate colour propagation. With the gradient
tool, the user manipulates a univariate colour function illustrated with a colour bar. This function is
applied uniformly in a linear or radial direction. The gradient mesh tool enables users to manipulate
colours at vertices of regular meshes to specify varying colour propagation in the object interior.
Similar to the need for standardisation in printing, a comparable standardisation issue arose
with the development of the Internet in the 90s: Internet browsers should follow the same
guidelines when rendering vector graphics. To resolve this issue, the World Wide Web Consor-
tium, the international standards organization for the World Wide Web, released the Scalable
Vector Graphics (SVG) file format in 2001. SVG is more powerful than PostScript with support
for additional features like web-specific scripting (similar to JavaScript) and animation.
Today, vector graphics tools enjoy substantial popularity among artists and designers. The scal-
able property of vector graphics makes this technology especially suitable for settings such as
product design and cartoons. Advanced tools, described in the next section, enable experienced
artists to draw photorealistic imagery. Additionally, the use of the SVG file format on the Inter-
net is increasing. To this end, the latest smartphones and recent versions of Internet browsers
now support the SVG file format.
2.2 Colouring vector-based graphics
The difficulty in defining detailed colourings with vector graphics is a major reason to the pref-
erence of raster graphics in many applications. For example, producing photorealistic imagery,
with for instance a camera sensor, is more tractable with rectangular, dense, sampling (raster)
rather than converting the signal into mathematical expressions (vector). Additionally, signal-
processing theory is established and well-understood effects can be achieved with the wide suite
of filters available. On the other hand, many difficult problems in image processing, like image
re-sampling, are bypassed in vector graphics. For these and other73 reasons, a wide range of
research has been conducted to improve on colouring and imaging aspects of vector graphics.
2.2.1 Commercial solutions
One of the earliest methods for applying varying colour across enclosed vector objects was
the gradient (Figure 2.2(left)). Such gradients are applied in a linear or radial direction. For
example, the linear gradient illustrated in Figure 2.2 is applied along the path from left (white)
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Figure 2.3: Drawing coloured images with first-order diffusion curves (top); images from ref. 73,
and second-order diffusion curves (bottom); images from ref. 31.
to right (blue). Mathematically speaking, the gradient tool provides an editable univariate colour
function (a curve in colour space). This colour function is manipulated by the user with colour
points and weights. The function is illustrated with a colour bar, as shown in the figure, and is
rendered, in a uniform manner, along a given path (linear or radial) inside the vector object.
The gradient mesh tool (in Illustrator; from version 9, 1998) and the mesh fill tool (in Corel-
DRAW; from version 9, 1999) enable users to manipulate colours at selected locations inside
the object interior (Figure 2.2(right)). These locations are connected in a mesh, called a gradient
mesh, where colours and first derivatives at the vertices of the mesh can be manipulated. Math-
ematically speaking, a gradient mesh is a rectangular grid with colour and derivative constraints
associated to its vertices. The technical details of the tools have not been published and one can
therefore only speculate on how they are rasterised. A reasonable assumption is that a spline
surface, defined by Ferguson patches, is used to interpolate the mesh. I elaborate more on this
assumption in Chapter 3.
2.2.2 Related work in research
In 2008 (ref. 73; Figure 2.3(top)), a novel vector primitive was proposed: it associates colours
to each side of Be´zier curves. To render the primitive, the curves are discretised as boundary
conditions for a partial differential equationi (PDE). These boundary conditions define the value
(Dirichlet conditions) the solution needs to satisfy at the given boundary. That is, the solution
must be defined with the given colour values at the curve positions. The primitive is rasterised
by solving the Laplacian equation (∆f = 0), utilising Laplacian diffusion which produces a
harmonic colour function (that is, a colour function that is ‘as constant as possible’). Due to
such diffusion of colours, the primitive is known as a first-order diffusion curve, or simply a
diffusion curve.
iA PDE is an equation that contains an unknown multivariable function and its partial derivatives. A solution
to a PDE is generally not unique and additional conditions are typically specified on the boundary of the domain.
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Figure 2.4: Vectorising raster graphics can have practical and artistic applications. Images adapted
from ref. 51 (fish) and ref. 58 (flowers).
The proposal of diffusion curves has inspired many researchers to either extend the primitive
or to apply the primitive in novel settings72. Extensions to the primitive include improved tex-
ture design and draping107, improved colour and texture parameter estimation42, and diffusion
constraints for control over diffusion strength, anisotropy and orientation, and diffusion barri-
ers4. Diffusion curves have also been investigated in other settings than vector graphics, like
geometric modelling of terrains and displaced surfaces41;36 and volumetric modelling98.
In 2011 (ref. 31; Figure 2.3(bottom)), the diffusion curve primitive was considerably altered by
redefining it for bi-Laplacian diffusion (that is, solving the equation ∆2f = 0, thus extending
the primitive to second-order diffusion curves). In addition to value constraints, conditions on
the first derivative can be defined (defining Neumann or Cauchy boundary conditions). ‘Special’
curves were introduced to constrain the first derivative to zero either along the curves or across
the curves. This diffusion process defines a function that is ‘as harmonic as possible’.
The second-order diffusion-curve primitive is more involved than its predecessor, both repre-
sentationally and computationally. In recent years, research in this topic has been concentrated
around computational aspect of diffusion curves10;40. While progress has been made, the tech-
nology is not suitable for interactive applications, at least not on computers like smartphones,
where performance is in the order of a few seconds40.
A related problem within vector-based graphics is to map 2D pixel images to a vector-based
representation (Figure 2.4). In the setting of photographic imagery, current solutions transform
the image to 5D control meshes (2D in image plane; 3D in colour) and render the vector graphics
with interpolation methods. The type of mesh relies on the interpolation method used. For
example, if a gradient-mesh-like interpolant is used95;53, then the meshes must be defined with
rectangular topology. A related application is to vectorise pixel art51 (Figure 2.4(left)).
In summary, there are two main approaches for rendering complex colourings for vector graph-
ics. The first approach is related to control meshes and frameworks to interpolate colours over
such meshes. Such interpolation is typically related to B-splines (introduced in the next chap-
ter). The second approach is related to diffusion curves and the PDEs employed for rasterisation.
My ambition is to create a superset framework that covers both of these two approaches. While
I do not propose such a framework in this dissertation, my contributions close gaps between
diffusion curves and mesh-based vector graphics. In Chapter 4, I propose solutions to creat-
ing meshes from curves for applications such as diffusion-curve-like vector editing (Chapter 5)
and novel vector-centric image processing (Chapters 7 and 8). Additionally, I propose gradient
meshes of arbitrary topologies to handle meshes extracted from curves (Chapter 6).
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Surface modelling technologies
Vector graphics rely on mathematical tools developed for computer-aided design (CAD). For
example, the work presented in this dissertation both builds upon and extends these tools. One
of the key challenges in CAD is to define surfaces that interpolate control meshes. Conversely,
the purpose of control meshes is to provide a simple type of control mechanism that approxi-
mate surfaces with certain properties. In this chapter, I present a brief introduction to the tools
employed in related work in vector graphics and in the work presented in this dissertation.
3.1 Popular types of parametric curves and surfaces
Coons patches
A well-known problem in CAD is: given four boundary curves, find a parametric surface where
these curves form the boundary of that surface. A solution to this problem is to bi-linearly
interpolate the curves. This solution was proposed by Coons19 in 1964 and the resulting surface
is known as a Coons patch (Figure 3.1(left)).
Coons patches have been employed in many applications within computer graphics. In vector-
centric graphics, for example, Coons patches have been used to interpolate estimated normal
vectors at curves in concept sketches92. The problem of extracting normal fields for vector
graphics is discussed in Chapter 5.
Ferguson curves and patches
In 1964, Ferguson29 proposed a framework to manipulate curves with control polygons, where
derivative constraints at each control point can be edited. His interpolation framework, pro-
ducing Ferguson curves, defines cubic parametric C1 splinei curves. This framework has been
widely adopted in vector graphics to edit curves. For example, Illustrator’s curve editor uses
iA polynomial spline is a polynomial function that is defined in a piecewise manner.
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Coons patch Ferguson curve
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Cubic Bèzier curve
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Boundary curve
(Illustrator’s pen tool)
Figure 3.1: Three types of parametric curves and surfaces.
this approach. In its literatureii, curve points are referred to as anchor points and derivative
constraints are referred to as direction lines (Figure 3.1(middle)).
Ferguson extended the framework to surfaces by a tensor-product formulation of his curves29.
Thus, Ferguson patches are defined with a rectangular grid, where each control point of the grid
is associated with derivatives. The surfaces are defined as bi-cubic C1 spline surfaces.
Ferguson’s framework cover all aspects of the gradient mesh. In Illustrator, for example, ver-
tices in gradient meshes are defined with the exact same definition as anchor points in curves,
with the additional option of being associated with a colour. Moreover, the mesh is constrained
in Illustrator’s user interface to be rectangular. Thus, Illustrator’s gradient mesh can be ras-
terised by employing 5D (2D in position, 3D in colour) Ferguson patches. This conclusion has
also been made by other researchers95;53.
Be´zier curves and surfaces
As human-computer interaction revolutionised in the 1960s, research and development depart-
ments in the automobile and aeroplane industries started to build computer systems for indus-
trial design. An important goal was to provide a framework that is intuitive for the designer,
whilst supporting complex designs. An approach that arose from this work (for example, by
Pierre Be´zier at Renault and Paul de Casteljau at Citroe¨n) was to provide intuitive mappings
from the parametric space of the curve to the spatial domain. More specifically, let there be
a map from the parameter space of the curve or surface, Rp (p = 1 for curves and p = 2 for
surfaces), to the spatial domain Rn. Then, a curve (or surface) can be constructed as linear
combinations of curves (or surfaces) in Rp with a set of control points in Rn. Such a frame-
work establishes an intuitive synergy between the designer (working with control points) and
the mathematical framework (producing parametric curves or surfaces).
Be´zier curves (Figure 3.1(right)) and surfaces are prominent examples of such frameworks. In
the setting of curves, the curve is defined by linear combinations of the control polygon with a
set of basis polynomials, known as Bernstein polynomials. Be´zier curves are defined as para-
metric polynomials with a degree equal to the number of control points minus one. Be´zier
iihttp://help.adobe.com
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Degree 1
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Degree 3
Degree 4
Degree 5
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Figure 3.2: Influence of basis functions and control points of B-splines. Left: basis functions from
degree 1 to 6 with uniform knot spacing. Right: a cubic B-spline curve. Each polynomial piece of
the spline curve is shown in a different colour and the colours within each control point show which
pieces of the curve are affected by moving that control point.
surfaces are defined as the tensor product of the definition of Be´zier curves. An important dif-
ference to Ferguson’s framework is that the resulting shapes of Be´zier’s framework, in general,
approximate their control points (that is, the function does not ‘pass through’ the control points).
By contrast, Ferguson’s splines always interpolate their control points (that is, the function al-
ways ‘passes through’ the control points). Consequently, Be´zier’s framework is classified as an
approximating method, while Ferguson’s framework is an interpolatory method.
An important property of Be´zier curves is that the start (and end) of the curve is tangent to the
first (and last) edge of the control polygon. This means that a similar framework to Ferguson
curves can be created with cubic Be´zier curves. That is, a cubic Be´zier curve will have two end
control points, adjusting the position of the curve, and two internal control points, adjusting the
first derivative at the end points. This property makes cubic Be´zier curves suitable for curve
editing, as cubic Be´zier curves can be used as an alternative to Ferguson curves. Interestingly,
many vector editing applications, like Illustrator, employ Ferguson’s framework for editing;
that is, ‘direction lines’ (derivatives) associated with control points are used instead of control
polygons. However, the curves are probably evaluated as cubic Be´zier curves, according to the
various vector graphics standards like PostScript and SVG.
B-spline curves and surfaces
B-spline curves (B for ‘basis’) bear similarities to Be´zier curves in that control polygons interact
with basis functions to produce parametric curves. In contrast to Be´zier curves, which are
(single) parametric polynomials, B-spline curves are, in general, parametric splines (piecewise
polynomials). Note that Be´zier curves represent a subset of B-splines.
An important theorem of B-splines is: Any spline function of a given degree and continuity
can be uniquely represented as a linear combination of B-splines of that same degree and con-
tinuity22. B-splines can therefore be referred to as a class of basis functions which are linearly
combined to form splines of given degree and continuity. Figure 3.2(left) shows various basis
functions for degrees 1 to 6. The degree of a B-spline can be increased, increasing the order of
the polynomial pieces, to make each basis function have larger influence of the curve.
In addition to the control polygon and degree, other, more advanced, aspects can be specified.
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Such aspects relate to the placement of the knots (the positions joining the polynomial pieces)
in parameter space. B-splines are defined to make the resulting splines as smooth as possible
across the knots: a degree d B-spline has d− 1 continuous derivatives across each knot. Knots
can be placed in a non-uniform manner in parameter space, which can adjust the shape, and
coincident knots adjust the continuity of the spline. Note that I did not employ the advanced
aspects of knot placement and I therefore do not discuss the fine details of knots.
The use of splines gives rise to several advantages over Be´zier curves. The main two advantages
of B-splines relate to polynomial order and to curve behaviour. The first advantage relates to
polynomial order; more specifically, the order of the individual polynomial pieces can be spec-
ified. By contrast, the order of a Be´zier curve is determined by the number of the control points
provided. The advantage of this additional degree of freedom is that many control points can be
used to specify splines of low degree (like quadratics or cubics). The second advantage relates
to curve behaviour; more specifically, any point on the B-spline curve only relates to a given
subset of the control points. This means that when a control point is manipulated, this manip-
ulation only influences a portion of the curve (Figure 3.2(right)). By contrast, manipulating a
control point of a Be´zier curve will influence the entire curve.
A property that makes B-spline editing suitable for designers is the property of minimal sup-
port22; that is, B-splines are mathematically constructed so that each control point affects the
minimum amount of the resulting spline curve. In practice, this means that B-splines allow
designers to construct long, smooth, curves whilst still being able to modify a small region at a
time. Note that diffusion curves, rendered with Laplacian diffusion, do not achieve such local
control, which motivates to use of B-spline-related solutions in vector graphics. In Chapter 5, I
discuss this minimal support property further.
B-spline surfaces are defined with the tensor product of the definition of B-spline curves. Thus,
rectangular control meshes define B-spline surfaces. The advantages given above for curves
also apply for B-spline surfaces, which make them popular in CAD.
Non-uniform rational B-splines (NURBS)
A problem with B-splines in the setting of CAD is that they cannot represent conic sections
exactly. In 1975, Versprille103 observed that rational B-splines can deal with this issue, as ra-
tional polynomials can represent conic sections without approximation. From this observation,
Tiller100 (1983) proposed the NURBS framework, extending B-splines to rational B-splines.
The practical addition of this extension is that a weight is associated with each control point,
where larger weights of a control point attracts the curve or surface closer to that control point.
This feature is used in Chapters 7 and 8 to adjust various effects in vector-centric imaging.
3.2 Subdivision curves and surfaces
Subdivision offers an alternative way to generate curves and surfaces: Given a control polygon
or mesh, subdivide this input into a denser polygon or mesh (Figure 3.3). Such subdivision can
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1 subdivision stepOriginal control mesh 4 subdivision steps
Figure 3.3: Iterative subdivision of a control mesh, using the rules of Catmull and Clark.
be performed recursively to produce smooth-looking curves and surfaces. Many subdivision
schemes have been proposed to produce curves and surfaces of certain properties, which relate
to the limit curve or surface of the scheme; that is, the curve or surface defined by an infinite
number of subdivision steps. In the setting of regular meshes, Doo and Sabin24 (1978) proposed
a scheme to produce quadratic B-spline surfaces (scheme known as Doo-Sabin). The scheme of
Catmull and Clark12 (1978) produces cubic B-spline surfaces (scheme known as Catmull-Clark)
and the scheme of Loop59 (1987) produces smooth surfaces from triangle meshes.
The fundamental difference to the methods presented in Section 3.1 is that there is no explicit
reference to the closed-form parametric representation at all. Instead, schemes can implicitly
produce certain parametric curves and surfaces (this can be established by proof24;12). Since
subdivision is not restricted to a parametric representation, subdivision rules for meshes with
irregular connectivity can be used. For example, all of the schemes mentioned above, using
‘special’ rules at irregular mesh elements, produce smooth limit surfaces with irregular meshes.
By contrast, methods based on tensor-product constructions, like B-splines, are restricted to
rectangular meshes.
While subdivision provided obvious advantages related to freedom in topology, the technology
was initially only employed in research. Instead, companies developing products for CAD and
engineering decided to employ NURBS. Subdivision was not as attractive as NURBS because it
did not provide the same freedom related to surface parameterisation and smoothness. These as-
pects were therefore deemed more important than freedom in mesh topology. In 1998, DeRose
and colleagues23 at Pixar Animation Studios demonstrated that in animation and film, freedom
in topology can provide multiple practical advantages like planning times and sparser meshes
(these advantages are discussed more in Chapter 6). DeRose et al. made their subdivision-based
tool practical for animation by extending the Catmull-Clark scheme to support a smoothness
parameter at edges, controlling the visual ‘sharpness’ across surfaces.
Subdivision covers a surprisingly small space in the vector-graphics solution space. The only
method I am aware of employing subdivision is the method of Liao and colleagues58 (2012) for
vectorisation of images. The work presented in the subsequent chapters contribute to this space
with a subdivision-based diffusion-curve-like framework (Chapter 5) and a subdivision-based
gradient-mesh-like framework (Chapter 6). To achieve the former framework, meshes from
curves must be defined. This problem is discussed in the next chapter.
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Creating 3D control meshes from curves
This chapter presents research described in the following papers:
Shading curves: vector-based drawing with explicit gradient control
Cornsweet surfaces for selective contrast enhancement
Topologically unrestricted colour-gradient meshes
Surfaces defined by 3D control meshes can be intuitively designed in CAD applications for
creation and manipulation of 3D models. However, such 3D modelling environments are not
suitable for 2D image creation and editing. Control meshes defining surfaces must be abstracted
in order to maintain the simplicity of a 2D manipulation interface. That is, we would like to
abstract control meshes via typical input for 2D drawing interfaces, like curves or brush strokes.
In this chapter, I present solutions to the problem of creating 3D control meshes from curves
defined on the 2D canvas. These control meshes are, in subsequent chapters, used to render
surfaces for several vector-centric applications. The first two coordinates at a mesh point corre-
sponds to coordinates in the image plane and the third coordinate relates to the specific appli-
cation. For applications within 2D imagery, this coordinate typically refers to modification in
colour or luminance space. Figure 4.1 shows a simple curve, the resulting 3D control mesh, the
corresponding surface, and the resulting image (modification in the green colour channel). To
add degrees of freedom to the surface modelling framework, attributes can be associated with
the curve. In this chapter, two attributes are used: extent defines the extent of the control mesh
in the image plane in the perpendicular direction to the curve and height defines the distance of
the control mesh in the perpendicular direction to the image plane.
I argue that there are two reasonable approaches to solving the problem of creating 3D control
meshes from curves. The first approach involves a complete tiling of the given image domain.
That is, the goal is to define a single mesh, or multiple connected meshes, defined across the
entire domain. The second approach defines control meshes for each curve separately and does
not guarantee a tiling of the domain. The first approach, meshing the entire domain is well
studied. In contrast, the second approach is novel. To my knowledge, this particular problem
has not been presented in the literature. However, closely related problems, targeted towards
other applications not related to surface modelling, have been addressed (Section 4.1).
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Figure 4.1: Creating a 3D control mesh from a curve. Attributes used to control the shape of
the corresponding surface are associated with the curve. In this example, an extent parameter is
associated with the extent of the mesh perpendicular to the curve and a height parameter is associated
with the height of the mesh perpendicular to the image plane. The problem, presented in this chapter,
is to define 3D control meshes from this set of input. In subsequent chapters, the corresponding
surfaces are used to create and manipulate 2D imagery.
The main focus of this chapter is related to the second approach: creating 3D control meshes
for each input curve separately, producing multiple disjoint meshes. In Section 4.1, I describe
the problem in more detail and present related work. I have investigated two solutions to this
problem, where I make slightly different assumptions for each solution. These two solutions
are presented in Section 4.2. Finally, I discuss the potential of employing current state-of-the-
art meshing methods, generally aiming to model 3D objects, in the setting of vector graphics
(Section 4.3).
4.1 Background and related work
The specific problem of creating a 3D control mesh for each input curve has not, to my knowl-
edge, been previously addressed in the literature. In this section, I present the motivation to
this problem (Section 4.1.1), describe the problem in more detail (Section 4.1.3), and discuss
related work (Section 4.1.4).
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Application 1: vector graphics Application 3: image stylisationApplication 2: contrast enhancement
Enhanced
Input Input
Stylised
Figure 4.2: Applications I have investigated for modelling surfaces from curves. Top: surfaces
rendered from the control meshes created with solutions presented in this chapter. Bottom: Images
supplemented with these surfaces for various effects.
4.1.1 Motivation
The main motivation of the approach presented in this chapter is to provide a framework where
end users, researchers, and developers can explicitly define and manipulate control meshes
in the setting of vector-based graphics. To achieve this aim, I propose to attach attributes to
the input curves. These attributes represent various aspects of the shape of the final surface.
In contrast to this approach, standard meshing methods only employ curves as constraints to
the meshing problem; other frameworks, such as vector or cross fields, act as the principal
constructors of the mesh (see Section 4.3 for more discussion).
The overall aim of my approach is a surface modelling framework that is as direct as possible,
without forcing users of the framework (that is, researchers, software developers, or artists) to
be concerned with additional dimensions not related to the 2D image plane. That is, the 2D
imagery should not be ‘modelled’ in a 3D environment, but instead be created and manipu-
lated with input parameters tuned towards the 2D setting. As already mentioned, my solution
to the problem of defining a framework that is as direct as possible is to associate attributes to
the curves. In subsequent chapters, I demonstrate multiple ways to interact with images using
such attributes (Figure 4.2). In short, I demonstrate vector graphics creation (Chapter 5) with
additional sliders and curves, automatic contrast enhancement (Chapter 7) with fixed global pa-
rameters and pre-defined attributes, and artistic image processing (Chapter 8) with user-defined
strokes influencing the attributes.
Finally, I note the main practical difference between my approach and a general meshing ap-
proach. As previously mentioned, the former produces a given set of disjoint meshes associated
with the input curves, while the latter typically produces a single mesh covering the given
domain. Since my approach does not guarantee a complete tiling of the domain, it is more
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Figure 4.3: Notational labels added to the example given in Figure 4.1. There are no notational
difference between the two control meshes associated with the curve. In this illustration, they are
separated with red and green colours.
suitable for applications which do not require the entire image plane to be tiled with meshes.
In subsequent chapters, I demonstrate that my approach is particularly useful when images are
supplemented with surfaces to produce a desired effect.
Before discussing the meshing problem in detail, we need formal definitions of the input curves,
including their attributes, and the output control meshes. These definitions are presented next.
4.1.2 Definitions
An input B-spline curve is defined by a sequence of n control points Qi = (xi, yi), i = 1, . . . , n
(Figure 4.3(left)). The 2D unit normal vector of the curve at the position related toQi, computed
from the curve’s first derivative22, is denoted Ni. It is assumed that the normal vectors are
consistently oriented. Two attributes, height and extent, are attached to each control point:
− extent, ei ∈ R+0 : defines the extent of the mesh in the direction Ni from Qi.
− height, hi ∈ R: defines the height of the mesh in the perpendicular direction to the image
plane at Qi.
This set of attributes is not an exhaustive set and other attributes can be used if this is needed.
In Chapters 5 and 7, an additional set of shape attributes are defined to manipulate the shape of
the surface.
With the input curves and attributes defined, the output 3D control meshes are now described.
The 3D control points derived from and associated with Qi are defined as Pi,j = (xi,j, yi,j, zi,j),
i = 1, . . . , n; j = 1, . . . ,m, where n is the number of control points associated with Qi (Fig-
ure 4.3). In Chapter 5, m = 4 to model bi-cubic surfaces and in Chapter 7, m = 3 to model
quadratic surface profiles. A rectangular grid of size n ×m is initially assumed to be created
out from the curve. However, some quads will, in Section 4.2, be degenerated to triangles.
The above definitions are only concerned with a mesh created in the direction Ni. A mesh in
the opposite direction −Ni can also be created. I do not include notations to algorithmically
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separate the two meshes as I have not found such explicit treatment necessary in the description
of the solutions. That is, it is assumed that the same treatment is performed when constructing
the mesh on the other side of the curve (thus redefining Ni to −Ni). Consequently, two sets
of attributes are typically associated with Qi (that is, one set of attributes on each side of the
curve). These two sets can have different values and can therefore be manipulated separately.
Note that there is no requirement that both meshes are created. In the framework presented in
Chapter 5, for example, the user, via a prototype user interface, can manually enable or disable
the meshes on each side of the curve.
The z, or ‘height’, coordinates are now defined. The control points along the original curve,
Pi,1, are set according to the corresponding height parameter. We can assume that the effect of
the surface, being adjustment in luminance, colour, or any other type of adjustment, will fair
out to have zero effect at the ‘other’ end of the control mesh at Pi,m. That is, surface values
of z = 0 do not alter the image. Given the related curve control points Qi = (xi, yi, 0), the
following coordinates can now be defined:
Pi,1 = (xi, yi, hi); (4.1)
zi,m = 0. (4.2)
Note that I have not seen any practical advantage of defining non-zero values of zi,m and I
therefore constrain it to zero in this definition.
The coordinates (xi,m, yi,m) represent the ‘outermost’ control point of the mesh. A naı¨ve defi-
nition of this point is:
(xi,m, yi,m) = Qi +Niei. (4.3)
This solution, however, can give rise to artefacts when the surface is projected to 2D. In Sec-
tion 4.1.3, I illustrate such artefacts and discuss why a robust, artefact-free, placement of
(xi,m, yi,m) is challenging. Placing (xi,m, yi,m) is therefore the principal problem of this chapter.
I present my solutions to this problem in Section 4.2.
The control points defining the rows 2 to m − 1 in the control mesh (Pi,{2,...,m−1}) define the
shape of the surface. These should be placed on the plane defined by Pi,1, (xi, yi, 0), and Pi,m.
The definition of Pi,{2,...,m−1} is described in Chapters 5 and 7 as this definition depends on the
application.
The description so far has only been concerned with a single B-spline curve as input. Multiple
curves are naturally supported and should be initially treated separately. The solutions presented
in Section 4.1.3 do take all input curves into account when defining (xi,m, yi,m). If the set of
curves are disjoint, no further treatment is necessary. However, if curves are joined at junctions,
adjacent control meshes should be merged. Such merging is described in Section 4.2.
4.1.3 Problem description
As mentioned earlier, the principal problem faced in this chapter is to define (xi,m, yi,m), the
‘outermost’ control points of the mesh. To discuss this problem, we need some idea to what
we mean by a ‘good’ solution. Informally speaking, the control meshes should behave natu-
rally and should not give rise to visual artefacts when applied to images. In the applications I
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Condition 1: no overlaps Condition 2: no folds
Figure 4.4: In this chapter, we assume that, when the 3D control meshes are projected to the (x, y)-
plane, overlaps between meshes and folds are unwanted.
have investigated, the two conditions below should be satisfied. When the control meshes are
projected to the 2D image, they should:
− Condition 1: not overlap each other;
− Condition 2: not fold.
Figure 4.4 illustrates the visual artefacts related to the two conditions. Mathematically, when
either of these conditions are unsatisfied, the resulting function defined by the projected surfaces
gives rise to C0 creases. Such creases should be avoided since they represent sharp transitions
in the image, like image edges. Instead, the resulting function should be smooth across the
image, unless creases are specifically specified.
Note that we are only concerned with control meshes that have been projected to the 2D plane.
This projection is defined by simply neglecting the z coordinate. To this end, I will, in the
remainder of this chapter, refer to the mesh control points Pi,j as 2D points with the coordinates
(xi,j, yi,j). Thus, we aim to define the points Pi,m. Additionally, let the line Pi,1–Pi,m be Li and
the cubic B-spline curve defined by Pi,m be the approximate offset curve of the input curve. The
offset curve is open uniform, meaning that it passes through its two end points P1,m and Pn,m.
The problem can be described as follows. Define offset curves that do not intersect with other
offset curves (Condition 1) and do not self-intersect (Condition 2). Additionally, Li lines should
not intersect (Conditions 1 and 2).
The main issue with this problem is to define Pi,m in regions where a naı¨ve solution would
produce (self)intersections between offset curves. I refer to these regions as narrow regions.
Figure 4.5(bottom-left) illustrates a sensible solution for a relatively simple configuration of a
narrow region: simply narrow the extent of the offsets to prevent the overlap.
Figure 4.5 illustrates an inherent difficulty related to narrow regions: they give rise to two types
of scenarios. The first scenario is the normal case, where the placement of Pi,m can be treated
separately for each Qi. The second scenario relates to regions where the curve is defined with
high curvature. An alternative solution in such regions is to extend the placement of Pi,m from
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Creating control meshes from curves
Analogy to machine milling
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offset curve
Figure 4.5: Top: the process of machine milling employs cutters to form shapes. If the cutter is too
large for a narrow region, it will not be able to create the shape and a smaller cutter is needed. The
fictionary solution shows the solution required by our problem at connected narrow regions. Such
‘adaptive’ ellipsoid-shaped cutters do not exist in reality. Bottom: control meshes at narrow regions.
In connected narrow regions, triangular fans are created. This meshing problem is ill-posed since it
is not clear how to differentiate between narrow regions and connected narrow regions.
Qi. This will extend the offset curve to a point where Li lines can intersect. Such intersections
can be avoided by placing multiple Pi,m at a single point, producing a triangular fan in the
mesh out from this point (Figure 4.5(bottom)). Due to these coincident Pi,m at triangle fans, the
continuity of the offset curve at those Pi,m points is C0. Since we connect multiple mesh points
at such narrow regions, I will refer to these as ‘connected narrow regions’ (the regions from
the first scenario are referred to as ‘narrow regions’). To treat a narrow region as a connected
narrow region has the advantage that Pi,m is extended further, meaning that the related effect
can be extended further than a solution related to a narrow region. This difference is discussed
in more detail in Section 4.2.
It is not clear how to differentiate between narrow regions and connected narrow regions. More
specifically, a narrow region can transform into a connected narrow region. This is illustrated
in Figure 4.5, where, in the ‘region of uncertainty’, the region can be both treated as a narrow
region and as a connected narrow region. This problem is therefore ill-posed since we are not
guaranteed a unique solution. In Section 4.2, I deal with this issue by using various parameters
to control the solution at connected narrow regions.
Analogy to machine milling
An interesting analogy to this problem is machine milling: the process of using cutters to re-
move material of a workpiece to create machine parts in given sizes and shapes. Such machine
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Figure 4.6: The problem of deforming skeletal strokes is similar to our problem. Naı¨vely deforming
the stroke, according to Equation 4.3, can produce intersections between Li lines. The deformation
method of Hsu et al., using radii of curvatures, is more robust. Images from ref. 38.
milling faces similar problems because any given circular cutter might not ‘fit’ certain shapes
(Figure 4.5(top)). This issue is dealt with automatically by using algorithms that both approx-
imate the offset curve sufficiently accurately and identify regions where the given cutter does
not fit. Thus, a narrow region corresponds to a region where the cutter is too large to fit the
given shape. A solution is to use a sufficiently small cutter. A cutter at a connected narrow
region would correspond to an imaginary cutter which is deformed to both fit the shape and be
able to follow the offset path, as shown in Figure 4.5(top-right). See ref. 48 for an example
of a robust solution to this milling problem (of course, not considering our ‘special’ connected
narrow regions).
The problem faced in this chapter is not directly applicable to machine milling, meaning that the
offset path algorithms constructed for machine milling are not suitable for the definition of Pi,m.
Machine milling requires a certain accuracy of the offset curve since the offset curve defines
the path of the cutter. As a consequence, the algorithms related to such path estimation are
unnecessarily involved because our problem does not require an offset curve to be found at all.
Instead, the points Pi,m can simply be used to approximate an offset curve. This approximated
offset curve does not have to be used explicitly to solve our problem. It could, however, be used
to analyse the solution, by, for example, verifying whether the solution satisfies Conditions 1
and 2.
Before presenting my solutions, I discuss work related to the placement of Pi,m. While these
methods are not related to the problem of creating control meshes, they are targeted towards
various aspects of vector graphics. We will see that these solutions are relatively naı¨ve and are
oblivious to narrow regions.
4.1.4 Related work
Recall the naı¨ve solution (Equation 4.3: Pi,m = Qi + Niei) from Section 4.1.2. This solu-
tion has been employed to place additional offset curves to an existing second-order diffusion
curve31. These offset curves are associated with boundary conditions, like a ‘standard’ (second-
order) diffusion curve. This means that several types of boundary conditions can be associated
with a single diffusion curve by offsetting additional conditions. While this solution works for
sufficiently straight curves and smaller offsets, it can make the offset curve self-intersect.
The deformation model of skeletal strokes, by Hsu and colleagues38, requires a solution to a
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Figure 4.7: Folding avoidance with the method of Asente. Folds, produced by the method of Hsu
et al., are resolved in two steps. First, areas of modification are identified along the curve where the
offset curve self-intersects (area along the offset curve highlighted in red in the centre image). Then,
Li lines in the identified areas are rotated so that its related Pi,m point is placed on the intersection
point of the offset curve. Images from ref. 1.
similar problem. The skeletal strokes framework provides a way to transform a pre-defined
image along a path. Such paths can be defined as polygons or as curves (Hsu et al. assumes
cubic Be`zier curves). The transformation of the pre-defined image is performed both along the
given path and in the normal direction to the path. The latter deformation problem requires a
definition of points along given extents in the normal direction of the path and can therefore be
solved with Equation 4.3. Hsu et al. noted the limitation of such a naı¨ve solution and proposed to
constrain the extent, ei, to the radius of the curvature of the curve point related toQi (Figure 4.6).
The rationale for this restriction is that the radius of curvature is defined as the intersection point
of two infinitely close normal lines to the curve. Thus, nearby lines Li defined in this fashion
will most likely not intersect.
While nearby Li lines probably do not intersect, the solution is not robust to arbitrary configura-
tions of curves (Figure 4.7(left)). This is because the solution does not take more global aspects
into account, such as interactions between Li of curve control points further away or of curve
control points defined on other curves. Asente1 has improved on this folding issue for skele-
tal strokes with a two-step approach: by identification of intersections and by resolving those
intersections. The first step, identification, is performed by identifying the self-intersections of
the offset curve defined by Hsu et al. Curve segments that contain intersections are defined by
closed loops formed by intersection points in the offset curve (Figure 4.7(middle)). The second
step, resolving intersections, is performed by repositioning the points Pi,m to the related inter-
section point found in the previous step. This solution therefore degenerates the quads defined
by neighbouring Pi,1 and Pi,m to triangles, as shown in Figure 4.7(right).
While the approach by Asente improves on the folding issue, his solution is not robust in multi-
ple situations. Figure 4.8 illustrates folding issues impossible to resolve with his method. This
conclusion was also noted by Astente (Section 4 in ref. 1): ‘While [my] technique improves
folding in many cases, [I] unfortunately cannot completely eliminate folding because there are
cases where [my] method cannot be applied...Some completely new adjustment technique is
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Figure 4.8: The method of Asente is not robust to the topological layout of the input curves. In
contrast, the solutions presented in Section 4.2 are robust. Topmost images from ref. 1.
needed when [my] method fails, either because it cannot find a centre of crossing or because the
ribs are not in order. [I] believe that a method based upon preventing the mapped artwork from
crossing the medial axis of the area inside the curve could give good results, but [I] have not
yet implemented it.’ In contrast to the method of Asente, I provide an analysis in Section 4.2
which results in several solutions that are guaranteed to avoid folding (see Figure 4.8 for accept-
able solutions where Asente’s method fails). Note that I have found the medial axis, or similar
constructions, pivotal in achieving such robust solutions.
4.2 Defining the coordinates related to extent
In this section, I present two solutions for defining the coordinates of Pi,m. As hinted above,
these solutions build on mathematical tools like the medial axis. These tools are now described.
4.2.1 Relevant mathematical tools
In the following, I describe the medial axis, the distance transform, and Voronoi partitioning.
The medial axis (MA) of a set of curves is, informally speaking, the set of all points having more
than one closest point to any curve (Figure 4.9(right)). Formally, the MA of a planar closed
curve C, forming a bounded domain S, is the locus of the centres of circles that are tangent to C
in two or more points, where all such circles are contained in S. This was originally referred to
as the topological skeleton, introduced by Blum6 (1967). In the setting of simple polygons, the
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Discrete distance transform
Voronoi partition Approximated medial axis (grey)
Figure 4.9: Visualisations of the mathematical tools employed in this section. Left: visualisation of
the discrete distance transform. Original edge pixels are black. Middle: control points (in red) of a
closed B-spline curve define the Voronoi partition. Right: edges completely contained in the region
bounded by the curve approximate the medial axis.
MA is a tree with leaves that are defined at the vertices of the polygon, since the circle (used in
the definition) collapses to a point (the vertex). The medial axis transform (MAT) is the medial
axis augmented with the radius of the circle (that is, MAT is the set of circles in S that are
tangent to C in two or more points).
The distance transform88 (DT) is a map defining the distance for each point in a domain X to a
subset Y∈X. If Y is a curve (i.e. Y=C) in the plane P, the DT defines a surface with a gradient,
except at Y and at the MA, with a direction normal to Y and with a slope of 45 degrees with
respect to P. The slope of the gradient is undefined at Y and is less or equal to 45 degrees at the
MA.
The discrete distance transform, DDT (Figure 4.9(left)), of an (pixel) image is defined similarly.
In the setting of B-spline curves, the curve pixels in the image are set to 0 and all other pixels
are set to 1. With this configuration, the DDT of the image produces a new image of the same
size as its original, where each pixel in this new image is given its distance (typically Euclidean
distance) from the set of 0’s in the original image.
A Voronoi partition of the point set Qi is a partition of the domain X where every point in X in
each Voronoi cell has the same point in Qi as its closest point (Figure 4.9(middle)). Formally,
the Voronoi partition is the tuple of cells Ri, where:
Ri = {x ∈ X | d(x,Qi) ≤ d(x,Qj) for all j 6= i},
where d is a distance function (typically Euclidean distance). Note that this definition is not
restricted to point sets, but also supports any non-empty subset of X like curves or segments.
4.2.2 Observations
I start my explanation of the solutions with the following observation. From the definition of a
Voronoi partition, each Voronoi cell for any given curve control point is unique with respect to
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Figure 4.10: Several solutions at (connected) narrow regions. Top: placing mesh points Pi,m only
inside the Voronoi cell of a curve control point can make the extent of the Li line unnecessarily
short. Creating triangle fans, as shown in the rightmost example, is an acceptable solution. Bottom:
creating triangle fans in narrow regions, as with Asente’s solution, can stretch the control mesh and
the resulting surface. In this configuration, placing mesh control points only inside related Voronoi
cells is acceptable.
cells of other control points. Furthermore, the cells do not overlap with each other. This means
that one can place Pi,m at any point inside the Voronoi cell of a Qi and guarantee to satisfy
Conditions 1 and 2.
This approach raises the following question: what should we do if the spatial extent of a Voronoi
cell is unsatisfactorily small with respect to the input extent? Figure 4.10(top) illustrates this
issue for a corner, with sufficiently close neighbouring curve control points to force the Voronoi
cells unsatisfactorily small. Figure 4.10(top) further illustrates a proposed solution, similar to
Asente’s solution, that degenerate all nearby quads to triangles, forcing a satisfactory extent of
Pi,m. This case therefore corresponds to a connected narrow region described in Section 4.1.1.
On the other hand, such a solution is unwanted at narrow regions since connecting adjacent
neighbouring Pi,m with triangles can stretch the control mesh and the resulting surface. This
behaviour is unwanted because the direction of related effect is unnecessarily shifted away
from the normal direction. These shifts do not appear with a Voronoi-based treatment. Thus,
Voronoi-based treatment is preferable in narrow regions (Figure 4.10(bottom)).
Based on these observations, I present two solutions to the placement of Pi,m. The first solution,
Solution 1 (Section 4.2.3), assumes that curve control points relating to connected narrow re-
gions are tagged as input. In Chapter 7, I present a method to identify such curve control points
by thresholding the curvature of the curve. The second solution, Solution 2 (Section 4.2.4),
relies on sensible values of the extent attributes. Consequently, Solution 2 is not as robust as
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Figure 4.11: Overview of Solution 1. Left: input curves (red), Voronoi partition of the curves
(green), and four termination cases (blue) for ray tracing out from control points. Right: (a) any
arbitrary set of control points with their associated normal vectors (thin blue lines) may give a
complex set of intersections. (b) The Voronoi partition, employed in Step 1, plays an important
role by avoiding intersections to other curves. (c) Intersections related to rays rˆ (thick blue lines)
associated with corners will form triangular patches. (d–g) Remaining intersections are solved by
iteratively pairing rays with low intersection count.
the first solution in terms of larger extents, but is suitable for interactive applications where the
user can alter the extents manually (Chapter 5).
4.2.3 Solution 1: meshing with tagged corners
The first solution I present resolves the connected narrow region vs. narrow region ambiguity
by assuming that curve control points related to connected narrow regions are tagged as input.
Such tagged points are defined as Qˆi. For simplicity, I refer to these points as corners (mathe-
matically, they are not corners). Corners are used to define sensible coordinates for the related
Pˆi,m, which will give rise to triangular fans.
In this solution, I use a Voronoi partition of curve segments, instead of points. Figure 4.11(green
edges) shows the Voronoi partition defined by the curve segments delimited by curve-end points
and corners. In this partition, all points within a Voronoi cell have the same curve segment as
their closest curve segment. Let A = {bk} be the MA approximated by this Voronoi partition,
where the MA contains all edges bk of the partition.
The solution is involved with two steps: (1) find the maximum possible extent for each curve
control point Qi by tracing rays inside Voronoi cells and (2) fix intersecting Li lines inside each
Voronoi cell. Additionally, an optional third thresholding step can be performed for robustness.
Step 1 finds the maximum possible extent ci for each curve control point Qi in the direction of
Ni. These extents will be bounded by the MA. The maximum extent of a given Qi is found by
shooting a ray, ri, from Qi in the direction of Ni.
First, if the end points of an edge bk coincides with a corner Qˆi or a curve-end point, this edge is
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Figure 4.12: Large extents may lead to inappropriate profiles. In this example, intersections have
been resolved (b), but neighbouring extents are too different for a smooth-looking profile in the
image plane (c). The optional thresholding step improves such profiles (d).
deleted from the current MA (that is,Ai = A\bk). The related ray is tagged as rˆi. Consequently,
the two Voronoi cells related to the corner or the curve-end point are merged into a single cell.
There are five cases which terminate the ray ri (Figure 4.11(left)):
(i) ri strays outside the image domain (if defined),
(ii) ri hits the current MA, Ai.
(iii) ri hits any other barrier that constrains mesh extents in the image,
(iv) the length of ri is equal to the extent attribute: ||ri|| = ei,
(v) ri hits the current curve segment.
The extent ci is then set to either ||ri|| in the cases of (i)–(iv) or to ||ri||/2 in the case of (v).
Step 2 handles intersections between rays ri inside a Voronoi cell. First, if such an intersection
lies on a rˆk found in Step 1, the corresponding quadrilateral patch degenerates to a triangular
patch (Figure 4.11(c)):
P
′
i,m =
{
Qk + ckNk if ri ∩ rˆk 6= ∅;
Qi + ciNi otherwise.
(4.4)
The remaining intersections are dealt with by truncating the rays (and thus the profile extents
ci) to the furthest point possible, without having any intersection to any other ray. Given a pair
of intersecting rays r′ ∩ r′′ = I , the number of intersections with other rays between Q′ (Q′′)
and I is counted. The pair with the lowest intersection count is truncated to this intersection
point. This is performed iteratively until there are no intersections left.
Figure 4.11(d–g) shows an example of iteratively dealing with such intersections. For example,
the intersection count between r1 and r6 is 4. The lowest intersection count in this example
is between r3 and r4 (0). These rays are therefore truncated to the intersection point between
them. Two more iterations are then needed to resolve the remaining intersections.
Optional step 3. After ensuring that there are no self-intersections, neighbouring extents may
be very different (Figure 4.12). Variations in neighbouring extents can be reduced so that they
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Figure 4.13: Rays shot from curve points extracted from images using the framework presented in
Chapter 7. Rays related to corners and junctions, rˆi, are drawn with blue lines. The red and yellow
lines relate to ‘normal’ rays ri.
remain below a threshold T (evaluated in both directions of the list of ci):
ci =
{
ci−1 + T if ci − ci−1 > T ;
ci otherwise.
(4.5)
Results
This solution was implemented as a framework for modelling surfaces in photographs and is
discussed in Chapters 7 and 8. See Appendix A for details of my MATLAB implementation.
Some results of the final rays produced with the three-step solution are shown in Figure 4.13.
In contrast to previous methods discussed in Section 4.1, my solution is guaranteed to satisfy
Conditions 1 and 2 for any configuration of the input curves, as long as they do not intersect
(in such cases, the curves can be trivially split). This is guaranteed by the use of the Voronoi
partition, ensuring no overlaps between meshes of different curve segments, and by resolving
intersections of Li lines within a Voronoi cell. Finally, the behaviour of the solution can be
controlled by the user by adjusting the threshold used in the third step, the extent attribute, and
the labelling of corners.
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Figure 4.14: Solution 2 traces particles on the DT surface. The particles are attracted by the gradient
of the surface. Consequently, they are implicitly traced along the MA.
4.2.4 Solution 2: avoiding intersections assuming sensible extents
The previous solution assumed knowledge of connected narrow regions and is robust to larger,
or infinite, values of the extent attribute. In the following, I describe a single-step solution that
satisfies Conditions 1 and 2. The extent attribute is the only parameter needed for this solution.
The cost of such a ‘simpler’ solution is that it is not as robust with respect to large extents.
Later in this section, I discuss optional parameters to achieve a robust solution akin to Solution
1. Solutions 1 and 2 are compared in Section 4.2.6.
The solution performs a single step of tracing along the DT surface (coordinates of a DT sur-
face point: (x, y) position in image plane; z: distance to the closest curve point at (x, y); see
Figure 4.14 for a visualisation). This surface has many useful properties:
− The gradient at any point, not positioned at an input curve or at the MA, is defined in the
direction normal to the curve;
− The slope of this gradient is 45 degrees;
− C0 creases in the surface relate to the input curves and the MA;
− The slope along the MA is less than or equal to 45 degrees;
− Stationary points (not related to curve points) and local extrema on the surface lie on the
MAT.
A conceptual solution is now described. Imagine a particle dropped on the DT surface for each
Qi along Ni. Such a particle is dropped infinitely close to the curve point associated with Qi in
the direction of Ni (that is, it is dropped on the correct side of the curve). These particles are
then attracted by the gradient of the surface.
According to the properties of the DT surface, the particle behaves as follows. As time in-
creases, they move ‘upwards’ along the direction of the gradient, towards the MA. When the
MA is reached, they will continue to move along the MA until they reach a local extremum (that
is, there is no more attraction and they remain stationary). In the limit, all particles will reach
the end of the domain (e.g. the image border) or a local extremum. A particle also turn station-
ary if its z coordinate equals the extent attribute. The coordinates of a Pi,m are then defined as
the image (x, y) position of its related stationary particle.
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Figure 4.15: Solution 2 was implemented in the setting of vector-based drawing (Chapter 5). These
visualisations show computed control meshes superimposed onto the resulting drawings (top) and
visualisations of the resulting surfaces, which are hidden from the user (bottom).
Informally, a particle goes hiking on the DT surface. It aims to reach the peak of the closest
‘mountain’ (local extremum) by finding the shortest route to the mountain ridge (the MA) and
then follow this ridge to the peak. The shortest route to the ridge is found by following the
direction with the steepest slope (the gradient). The particle also brings a device that calculates
its elevation (z coordinate). The particle stops moving when this elevation reaches a pre-defined
value (extent attribute), when it reaches a peak, or when it realises that there are no peaks (end
of domain).
Figure 4.14 shows the behaviour of the DT tracing for three particles. The tracing follows the
normal direction until the MA is reached. When the MA is reached, the tracing continues along
the MA towards a local extremum. The tracing stops either when a DT value equals the given
extent (Q1 and Q3 in Figure 4.14) or when an extremum is reached (Q2).
The control meshes are directly created from the control points Pi,m defined from the particles.
Quads related to Qi and Qi+1 (that is: the quad defined by Pi,1, Pi+1,1, Pi+1,m, and Pi,m) are
degenerated to triangles if their related particles coincide (that is: if Pi,m = Pi+1,m, they merge
into a single control point).
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Figure 4.16: Influence of the extent parameter (large extents: a,c; low extents: b,d). Large extents
can lead to stretched meshes (c).
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Figure 4.17: Cautionary matters: (a) Having different extents between neighbouring curve control
points may result in folds. (b) Large extents may cause control meshes to cross input curves if they
form a concave boundary. (c) Overlaps can occur if the solution is not sampled sufficiently.
Results and discussion
This solution was implemented as a framework for modelling surfaces in the setting of vector-
based drawing (see Figure 4.15 for visualisations of created control meshes). See Appendix A
for details on two C++ implementations (tracing the discrete DT and employing a Voronoi
partition). The solution satisfies Conditions 1 and 2: Control meshes of neighbouring curves
do not overlap (Condition 1) as the meshes are constrained by the MA. Surfaces do not fold
(Condition 2) as the paths created by the particles only merge; they do not cross. However,
larger extents may force the particle to travel along the MA to a point where artefacts can occur.
Figure 4.16 demonstrates that the proposed solution is not robust to larger extents: the mesh be-
comes stretched if the particle has travelled too far away on the MA. In the setting of drawing, it
can be sensible to provide as much freedom to the user as possible and to not use any thresholds.
If folds are created, due to different extents between curve control points (Figure 4.17), a warn-
ing message can be displayed (which can be clicked and the program can then automatically
resolve the folding issue by decreasing the extents). Additionally, Figure 4.17 illustrates further
issues that should be considered when implementing the solution in the commercial setting.
Thresholds should be employed in automatic applications to avoid the problems in Figure 4.17.
There are two viable types of thresholds: limiting the extents globally, based on the resolution
of the image or similar, or limiting the maximum angle from the normal vector Ni and the line
Li. It is not obvious to define such thresholds in a general case due to the ambiguity described
in Section 4.1.3. It therefore depends on the application and what kind of surfaces one wishes
to define. Informally speaking, I do not see why angles between Ni and Li should be above 20
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Figure 4.18: An example junction. (a) Four curves meet at a point. Each side of each curve has
an orientation (negative or positive). (b) Two of the pairs of curves are merged (C and D). For
visualisation, the curves have been separated slightly. (c) After merging. Regions C and D are each
a single surface, B has two surfaces that blend smoothly into one another, A has no control meshes
enabled.
degrees (or thereabouts): any effect is supposed to be modelled in the normal direction Ni out
from a curve and not in the direction 20 degrees (or above) to Ni.
4.2.5 Additional considerations
In the following, I discuss three special cases: junctions, high curvature points, and curve-end
points.
Junctions
A junction defines a transition from one curve to another. Neighbouring curves may relate to the
same object and the effect will typically continue between these curves. To this end, adjacent
meshes with the same orientation in terms of the height attribute are merged (Figure 4.18). For
two neighbouring curves the two overlapping control points, with attributes, A1 and A2, define
this transition:
A =
{
(A1 + A2)/2 if h1h2 > 0,
0 otherwise,
where A = {e, h} represents the attributes (extent and height) at the junction point. The control
meshes are merged when height signs are the same. Otherwise, they remain separate. This
will continue the effect if the two profiles have the same orientation and will make a smooth
transition between them if they are different, as shown in Figure 4.18.
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a heigh map
Figure 4.19: Improved mesh at a high-curvature point: An additional set of control points (red) are
added at a high curvature control point so that the surface follows the offset curve more closely.
High curvature mesh points
Having only a single set of Pi,m control points out from high curvature curve points can be
unsatisfactory since the offset curve is poorly approximated. To improve on this offset curve
approximation, an additional set of control points can be added at curve points of high curvature
(Figure 4.19):
P ∗l−1,m = Pl,1 + Nˆd, (4.6)
where P ∗ denotes the new control point that is added to the existing control mesh, l is the index
of a high-curvature control point and d defines the extent of P ∗l−1,m. High-curvature mesh points
can be detected by computing the angle between the control point’s normal and the normal of
the previous control point. If this angle is above a given threshold, the control point is a high-
curvature point. A sensible threshold can be anything from 45 degrees and above. I use 90
degrees in my code.
The outer point, P ∗l−1,m, can be traced along a rotated ‘normal’ vector:
Nˆl =
1
2
(Pl−1,m − Pl,m)− Pl,1.
The tracing, which will define d, is performed according to the given solution (1 or 2). The
extent attribute should be defined as the extent of the related control point (that is: el = el−1).
Finally, I note that this issue stems from poor sampling of the solutions. An alternative solution
to ensure sufficient sampling in high-curvature regions is to sample such regions more densely
with more curve control points.
Curve-end points
For open curves, special treatment at end points can be defined to make the effect of the curve
smoothly fade out to the end of the curve. Alternatively, end points can be treated as any other
curve control point, which makes a sharp transition if the effect is modelled in the image plane.
Figure 4.20 illustrates the visual difference between these two approaches.
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Sharp ends Smooth ends
Figure 4.20: Two ways of treating the ends of a curve. Smooth transitions at the end of the curve
can be achieved by zeroing the height and extent attributes at the end curve control points, resulting
in triangular patches in the mesh.
To define a smooth transition, the height and extent attributes can be set to zero. This creates
triangular patches at the end of the curve, as shown in Figure 4.20(right).
4.2.6 Summary of solutions
I now summarise the differences between Solution 1 (S1) and Solution 2 (S2). S1 places Pi,m
inside Voronoi cells defined by curve segments delimited by corners (assumed as input) and
curve-end points. Additionally, corners give rise to explicit modelling of triangular fans which
is the desired behaviour at such points (Section 4.1.3). Intersections are resolved to ensure
the satisfaction of Conditions 1 and 2. In contrast to S1, S2 does not require corners to be
labelled. Instead, S2 approximates the offset curve defined by Pi,m with the use of the DT
surface. Conditions 1 and 2 are satisfied by tracing paths of particles attracted by the gradient
of this surface. These paths only merge and do not intersect which guarantees the satisfaction
of the two conditions. The ambiguity between connected narrow regions and narrow regions is
implicitly dealt with by assuming that the given extent attribute is defined as the desired offset.
S1 is particularly well-suited in applications where there is knowledge of ‘corners’ and when
correct modelling at such corners is more important than the satisfaction of the extent attribute.
In Chapter 7, I demonstrate such an application: edges in photographs are enhanced automati-
cally, typically ‘as far out as possible’ (that is, using infinite or very large extents). Corners can
be extracted by measuring and thresholding the discrete curvature of the edges. It is important
that such enhancement follows the shape of the edges rather than stretching the surfaces, which
can happen with S2 at large extents (for example, see Figure 4.16).
On the other hand, S2 is useful for extent-centric applications, without the requirement of la-
belling corners. In Chapter 5, I demonstrate such an application: user-manipulation of shading
out from curves for vector graphics. In this setting, the user manually defines the extent of the
shading via a user interface. That is, the user is concerned with the extent attribute directly
and not indirectly via corners. The system should therefore behave according to such input by
approximating the given offset as best as possible. Such behaviour is best achieved with S2
because the particles will travel to the furthest point possible (if the extent is not reached) whilst
ensuring that Conditions 1 and 2 are satisfied.
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Weighted MA?
Figure 4.21: Future challenge: can the weighted distance transform be used to define a weighted
MA? A weighted MA can enable curves to influence each other’s meshes differently.
S1 and S2 can be employed in other applications not presented in this dissertation. Such applica-
tions might aim at different aspects than the applications I have investigated. For example, one
might wish to employ S2 for an automatic application. That is, an application with automatic
behaviour where it is deemed unnecessary to identify corners. To this end, several thresholds
can be included to constrain the solution according to a target behaviour. Two viable thresholds
are a global threshold on extent and a threshold on the deviation from normal vectors.
Similarly, the two solutions can be combined. For example, one might wish to control the be-
haviour at certain corners whilst approximating the given offset as best as possible elsewhere.
Such behaviour can be achieved by initially employing S1. Then, instead of resolving intersec-
tions, which will limit the physical extent of the surfaces, S2 can be employed to curve points
related to intersections to extend the surface to the given offset. Note that S1 and S2 have
shown sufficient for their respective applications. I have therefore not experimented with such
alternative configurations of the solutions.
In terms of computational efficiency, both solutions are efficient and suitable for interactive
applications. Algorithms to evaluate the employed mathematical tools (DT, MA, and Voronoi
partitioning) have all been proven efficient88 (O(n) complexity). On my laptop, with an Intel
SU4100 1.3 GHz CPU, computing the discrete DT, using MATLAB, takes about 50 millisec-
onds on a 1 mega pixel image. Voronoi partitioning, using the Boost C++ library, takes about 5
milliseconds with 1000 points. Similar tracing operations are employed by S1 and S2, by trac-
ing normal vectors (S1) and tracing paths of particles (S2). I have achieved better performance
with S2, due to a better implementation (see Section 5.4 for timings; DT tracing ranges from
1 millisecond to 20 milliseconds depending on the number of curve control points).
4.2.7 Future work
The meshes’ extent is restricted by the MA. However, one might wish to extend the meshes
further, as illustrated in Figure 4.21. This would involve the extension of the set of attributes to
include weights. An interesting avenue for future improvements of the solutions is to investigate
whether a weighted distance transform49 can be employed for this purpose.
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Regular Semi-regular Valence semi-regular Unstructured
Figure 4.22: Classes of quad meshes. Image adopted from ref. 7.
4.3 Meshing the entire domain
Mesh generation methods do typically not rely on B-spline curves as input. Instead, they gen-
erate meshes from triangle meshes, point clouds, or iso-surfaces. In this section, I briefly sum-
marise state-of-the-art quad generation methods. The types of surfaces produced, including
frameworks to manipulate those surfaces, are usually intended for applications such as 3D char-
acter animation, industrial surface modelling, and the finite element method. This discussion is
based on the review in ref. 7.
The purpose of this summary is to provide sufficient background to discuss the potential of em-
ploying quad meshing methods in the setting of vector graphics. While previous approaches in
vector graphics have employed similar meshes for intermediate representations (for example, to
employ the finite element method to render diffusion curves10), I am not aware of approaches
aiming to produce general meshes that can be directly manipulated by users. In the setting of
gradient mesh manipulation, previous methods have been proposed to automatically generate
meshes from images95;110;53. However, such meshes must be defined with rectangular topo-
logy, which can limit the usability of the framework to certain applications (this limitation is
discussed in detail in Chapter 6).
A solution with support for other types of control meshes, in particular quad meshes, can pro-
vide many advantages for manipulation of vector graphics. In general, quad meshes can be
preferred because they support better alignment with the underlying shapes. Most geometry
has two dominant local directions, typically associated with directions of principal curvature.
While quads can be aligned with these two directions, triangle meshes, the popular alternative
to quad meshes, give rise to an additional arbitrary direction.
In the remainder of this section, I present a brief summary of state-of-the-art quad-mesh genera-
tion methods (Section 4.3.1) and discuss the potential of employing such methods in the setting
of vector graphics (Section 4.3.2).
4.3.1 Overview of state-of-the-art quad meshing
Quad meshes can be classified into several classes based on the degree of regularity (Fig-
ure 4.22). A quad mesh is:
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Triangle mesh Orientation field Sizing field Quad mesh
Figure 4.23: In cross-field-based methods, it can be instructive to separate the angular components
(orientation) and length components (size) of the cross field. Image from ref. 7.
− regular if it can be globally mapped to a rectangular subset of a square tiling;
− semi-regular if it consists of regular sub-meshes defined side by side;
− valency semi-regular if most of its vertices have valency 4;
− unstructured if a large fraction of its vertices are irregular.
Additionally, a quad mesh is pure if it only consists of quads, is dominant if it mostly consists
of quads, and is mixed if the number of quads is roughly equal to faces of valency other than
four.
There is a natural relation between quad meshes and cross fields. A cross field is an assignment
of a pair of directions to each surface point (ref. 7, Section 1.1) and may be regarded as a quad
mesh with infinitely small quads with edges aligned with cross field directions. In the context
of quad meshes, cross field singularities correspond to the irregular vertices of quad meshes.
Finally, integral lines starting at singularities are defined as separatrices. Separatrices define a
natural partition of the surface if all separatrices also end at singularities.
A naı¨ve approach to convert a mesh to a pure quad mesh is to perform Catmull-Clark subdivi-
sion. Two major drawbacks of this approach are that it increases the number of elements and
that it can introduce an unnecessary large number of irregular vertices. Consequently, Catmull-
Clark subdivision is typically a practical option only if the initial mesh is quad-dominant and
an increase in density is acceptable.
More advanced methods on triangle-to-quad mesh conversion combine a sequence of local op-
erations on connectivity to produce meshes that are as regular as possible. A main operation
is to fuse two original triangles into one quad. The choice of triangles is important to achieve
high quality. For example, a current state-of-the-art method employs the blossom algorithm to
optimally compute the best possible shape of the quads85. In general, one can only expect such
methods to produce unstructured meshes7.
My solutions presented in Section 4.2 are similar to certain meshing techniques. Specifically,
direct meshingi can be performed by first defining patches at single offsets along the boundary
and then advance out from the boundary. Due to this advancing behaviour, such methods are
typically referred to as advancing front methods. Some of these methods employ the same math-
iDirect meshing: methods that do not require an initial, typically triangular, mesh.
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ematical tools used in Section 4.2: the MA has been used for triangular mesh67, quad mesh99;82,
and hex-dominant mesh89 generation and Voronoi partitioning has been used to create mixed
triangle and quad meshes94. Note that all of these methods are involved and rely on separate
treatment at different topologies, resulting in a tree of solutions for a given set of pre-defined
topological cases. Thus, my problem, as described in Section 4.1.3, is not as challenging as gen-
eral meshing because I produce a set of disjoint meshes. These disjoint meshes are not merged
and are treated separately, without any disadvantages, in the applications I have investigated.
To achieve explicit control over local properties of quad elements in the mesh, constructions
based on cross fields can be employed. The advantage of using cross fields is that the problem
can be decomposed into a set of simpler sub-problems. This means that different aspects of
the quad mesh can be optimised individually, which can be more tractable than optimising
all aspects simultaneously. Note that the representation of a cross field can be split into an
orientation field (angular components) and a sizing field (length components). See Figure 4.23
for a visualisation of these fields. A typical field-guided method consists of three steps (e.g.,
see ref. 8): orientation field generation, sizing field computation, and quad mesh synthesis.
In summary, approaches to meshing ranges from naı¨ve (Catmull-Clark), to local optimisation
based on shape (triangle-to-quad), to parametrisation methods via global optimisation (for ex-
ample, via cross fields). Note that this list of methods is not exhaustive. For a broader view on
quad-mesh generation methods, see ref. 7.
4.3.2 Future work
The above discussion is based upon meshing of 3D objects. A question that arises is whether
these methods can be applied for applications within vector graphics. For example, given a set
of freeform curves defined in the 2D image plane, can meshes be automatically created with
sufficient quality to be manipulated by users or by software?
The summary above indicates that the specific application should dictate the choice of method
and the analysis of its applicability. I will therefore not comment on whether current meshing
approaches are suitable for vector graphics in general. However, let us assume the specific ap-
plication of gradient mesh editing. That is: what type of mesh would a user prefer to manipulate
colours with, given that this mesh is extracted from a set of boundary and constraint curves?
One can imagine that high-quality meshes (for example, semi-regular quad meshes) should be
required in this setting. Additionally, the mesh should be relatively sparse so that users do not
have to make too many edits to achieve a desired effect. Finally, we should assume the input
curves to be of any shape, giving rise to meshes of a wide range of different topologies. Given
these constraints, one can imagine that a more advanced method, such as a field-guided method,
would be needed. This is because there are strict conditions on both quality and on topology,
making other methods less attractive.
A significant problem that would arise is how to guide the field (for example, a cross field).
In the setting of 3D objects, using the curvature of the underlying surface is a sensible option
because we would get a denser mesh around high-curvature surface areas. However, in the
setting of 2D, with only curves as input, there is no such surface curvature available.
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(a) (b) (c)
Figure 4.24: Meshing a challenging domain bounded by a set of curves. (a) Input curves; junctions
are illustrated with yellow disks. (b) Partition of the domain with separatrices defined by a cross
field8. (c) Mesh manually defined, guided by the separatrix partition.
Several previous methods employ cross and vector fields in the 2D setting, all of which use con-
straints on the boundary of their domain to create the field. Vector fields defined by the method
in ref. 74 have been used to transform vector graphics to calligrams63. A calligram is a poem or
phrase that is arranged in a way so that it creates a visual image. The boundary conditions dictate
whether text is aligned with the boundary or not. Cross fields have been employed to create 2D
urban layouts from a polygonal domain associated with constraints like roads, lakes, parks, and
buildings111. Finally, temporal painterly rendering has been demonstrated with vector fields14,
where the user can adjust the temporal ‘flow’ of the image by specifying field properties such
as singularities.
Figure 4.24(a–c) shows a typical input in the setting of drawing and a type of result one can
expect from a quad meshing method. The intermediate image (b) represents a partition of the
domain using sepatrices of a cross field computed with the method in ref. 8. The constraints for
the cross field generation method were defined as the tangent directions along the input curves.
A quad mesh was manually created, with ShetchUp, using the sepatrix partition as a guide.
This result and the wide range of results demonstrated for the 2D setting, as described above,
indicate that such a method can be sufficiently robust for mesh generation for gradient meshes.
An interesting avenue for future research is to validate (or invalidate) this claim to a greater
extent.
4.4 List of contributions
− I present a novel framework for creating control meshes from curves associated with
attributes to control the shape of the resulting surfaces.
− In contrast to related work, my solutions are robust to the topology of the input curves.
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Chapter 5
Curve-based surface modelling for vector
graphics
This chapter presents research described in the following paper:
Shading curves: vector-based drawing with explicit gradient control
Solution 2 presented in Chapter 4 is in this chapter applied in the setting of vector graphics
creation. I propose a new primitive for vector graphics, which provides an alternative type
of control of shading and lighting effects than previous primitives proposed in the literature
(diffusion curves) and methods implemented in commercial software.
My motivations are a desire to develop concepts that are easy to understand and a desire to de-
velop methods that allow the creation of vector graphics to resemble traditional drawing tech-
niques as close as possible. To adapt current vector graphics primitives towards these goals,
I argue that the artist should to be able to control the propagation of colours across the image
domain. Mathematically speaking, the artist should be able to control the gradient of the colour
function.
The principal prior work, against which I compare my new method, is diffusion curves (DCs).
The primitive proposed in this chapter has more explicit control over the colour gradient com-
pared with diffusion curves. Second-order DCs with gradient control employ additional ‘spe-
cial’ curves that add pre-defined gradient penalties along a given direction. In contrast, the
proposed primitive embeds gradient control to the colour curves directly.
Figure 5.1 illustrates the proposed primitive for adding shading effects to a pair of rings. In
addition to the colour attribute associated with the input curves, as employed by DCs, I propose
to also associate shading profiles. A shading profile is defined as a curve that represents how
the colour at the related point in the input curve is propagated in the perpendicular direction of
the curve. Due to these shading profiles, I refer to my primitive as a shading curve.
The problem of rendering shading curves is solved by modelling and rendering subdivision
surfaces. Figure 5.1(middle) visualises an intermediate image that is extracted from the depth
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Figure 5.1: Drawing with shading curves. Top, left: input curves, colours, and a shading profile
at the given curve location. In this example, the shading profile represents difference in luminance
to the colour of the related region. That is, the luminance at the curve in the resulting image is
the luminance of the yellow-ish colour plus 40. Top, centre: intermediate image extracted from
the depth buffer of the rendered surfaces. The shapes of the surfaces are dictated by the shading
profiles. Top, right: combining the flat colour image with the luminance modification produces the
final result. Bottom two rows: influence of the shading profile on the final result. The adjusted
shading profiles are related to the highlighted locations shown in the leftmost images.
buffer of the rendered surface. This depth image is used to alter the original flat-shaded colour
image in Figure 5.1(left) to produce the final result.
The main challenge of this problem is to construct control meshes that define the subdivision
surfaces that are projected to the image plane. This problem is described in detail in Chap-
ter 4. The other sub-problems faced when rendering the proposed primitive, such as surface
rendering and interactive performance, are all well-studied problems. Standard solutions to
these problems have shown to be sufficient for this application. Thus, I do not present any new
technical solutions in this chapter. Instead, I present a framework to create, manipulate, and
render shading curves (Section 5.3). Additionally, I compare the proposed primitive and the
proposed framework to related methods in vector graphics (Sections 5.2 and 5.5).
The shading curve primitive has been inspired by traditional methods for depicting light and
shade. This inspiration originates from the fact that previous primitives do not closely resemble
traditional methods. I present a brief background of light and shade in art and demonstrate a
common shading method in traditional drawing in Section 5.1. Additionally, shading is a well-
studied problem in computer graphics, with well-defined methods in 3D environments. In the
setting of 2D, however, automatic shading of images is not trivial, thus justifying the use of
manual methods (Section 5.2).
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5.1 Light and shade in art
Depicting light and shade is an important aspect of the visual arts. Sophisticated techniques
have consequently been developed over the history of modern civilisation. In this section, I
briefly present the history of shading in art and I discuss how such techniques have inspired the
shading curve. Note that the focus of this discussion lies within the boundary of Western art
and is in particular focused on the development of chiaroscuro. Figure 5.2 visually summarises
this section. See refs. 108;17 for a broader view on this topic.
Formal techniques for light and shade can be traced back to Ancient Greece. The first shad-
ing technique, skiagraphia (‘shadow-painting’), has been attributed to Apollodorus, an Ancient
Greek painter of the 5th century BC. Unfortunately, none of his works remain. His technique,
however, was highly influential, a conclusion which is drawn from ancient Roman historians
such as Pliny the Elder and Plutarch. Early works of this technique are visible in 4th century
BC mosaics of Pella, Macedonia. Compared to modern techniques, skiagraphia is similar to
crosshatching; that is, variation in density corresponds to variation in tone.
In the early 15th century, the Italian painter Cennino Cennini13 coined the term chiaroscuro as
a technique for drawing light and shade (Italian: light–dark). At the time, chiaroscuro drew
inspiration from skiagraphia and illuminated manuscripts. Illuminated manuscripts, the dom-
inant form of art during the Middle Ages, typically refer to illustrated manuscripts decorated
with layers of gold or silver. In the late Middle Ages, techniques from Ancient Greece, such as
skiagraphia, were then incorporated to give these manuscripts relief and volume.
Chiaroscuro has, over the centuries, been developed into a sophisticated technique of depicting
volume and mood. It was a major factor in the development of more realistic depictions during
the Renaissance, with influential artists such as Leonardo da Vinci pushing the development of
chiaroscuro. The evolution was further continued throughout the Baroque period. Rembrandt
and Caravaggio are in particular well known for dramatic use of lighting, creating a sense of the
human state, both physical and emotional. Such dramatic use of chiaroscuro is also referred to
as tenebrism (Italian–tenebroso: dark/gloomy).
Chiaroscuro is today typically referred to as the use of strong contrast between light and dark
tones. For example, the common scene lit by candlelight in the Baroque period is a typical
chiaroscuro lesson in painting and photography. In film, this technique was adopted in Stanley
Kubrick’s Barry Lyndon, where numerous sequences were shot without electric lighting. Such
careful use of lighting has shown to be one of the most powerful artistic tool for depicting both
the 3D environment and mood.
Drawing chiaroscuro
Chiaroscuro drawing involves depicting tonal changes across the image/painting. This typically
includes outlining a few areas of uniform tone and then shading off the boundaries. Based
on these shading ‘hints’, the viewer will imagine the object’s 3D shape and the direction of
light. According to the professional17, ‘good chiaroscuro defines shadows and shade as decisive,
quite sharp but not hard, with a certain transparency and able to suggest [the three-dimensional
space]’.
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Pella lion hunt mosaic; unknown artist(s); 4th century BC
Illuminated maniscript of
the Christ in Majesty.
12th century.
Unknown artist.
Folio 4 verso of 
the Aberdeen Bestiary.
Polyptychon, altarpiece.
Illuminated maniscript
with chiaroscuro.
Unknown artist,
14th century.
St. John the Baptist.
Oil on walnut wood.
Leonardo da Vinci,
1513-1516.
Boy with a basket of fruit; Caravaggio; 
oil on canvas; circa 1593.
The matchmaker; Gerard van Honthorst; 
oil on canvas; 1625.
Figure 5.2: The development of chiaroscuro, depiction of light and shade, in the Western history
of art. Shading techniques first arose in Ancient Greece with skiagraphia. This technique devel-
oped over the centuries through the Middle Ages with illuminated manuscripts. In the late Middle
Ages, Italian artists started to employ ideas from Ancient Greece in illuminated manuscripts. Such
shading became the start of chiaroscuro, a term coined by Cennino Cennini13 in a drawing hand-
book. Chiaroscuro has developed over the centuries and today refers to the use of strong contrast
between light and dark. It was during the Renaissance an important aspect of depiction of volume
(e.g. St. John the Baptist) and later in the Baroque period for depicting emotional states (e.g. boy
with a basket of fruit). The candlelight scene (e.g. the matchmaker) is in particular efficient with the
use of chiaroscuro.
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Stage 1 Stage 2 Stage 3
Figure 5.3: Drawing chiaroscuro with a traditional method (top; images from ref. 17) and with
the shading curve (bottom). Such drawing can be performed in three stages. Stage 1: outline object
boundaries and main tonal areas. Stage 2: fill in each area with a tone or colour, and with the shading
curve: define the extent of the propagation of colours (green and red quads and triangles). Stage 3:
smooth out the colours or tones, and with the shading curve: adjust shading profiles both globally
and locally.
Figure 5.3(top) illustrates a typical lesson in chiaroscuro, where drawing shade consists of three
stages17:
1. outline areas of uniform tone,
2. fill in each individual area with constant colour or tone,
3. smooth out the colours or tones to gradually blend with other areas.
The shading curve is inspired from such chiaroscuro drawing (Figure 5.3(bottom)). I suggest
the following approach to drawing with shading curves:
1. Draw areas of constant tone with curves, including object boundaries and main tonal
areas.
2. Fill in each individual area with constant colour and select the influence of that colour to
adjacent areas.
3. Smooth out the colours with shading profiles. Refine colours and tones locally by adjust-
ing the attributes of the shading curves.
In addition to the shading curve primitive, I have found it helpful to treat boundary curves
and interior curves differently. Thus, I have implemented two types of shading curves with
different behaviour. The first type of curve, the boundary curve, defines a sharp transition
across the curve. It is therefore suitable for object boundaries since they are typically defined as
hard edges. By contrast, the second type of curve, the slope curve, defines a smooth transition
across the curve. Slope curves are useful for shading highlights and transitions within the object
interior, such as specular highlights and cast shadows from other objects.
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Figure 5.4: Influence of DCs on colour propagation. The results with first-order DCs and second-
order DCs were drawn with prototype software provided in ref. 73 and ref. 31, respectively. The
dashed regions (bottom right) illustrates that second-order DCs’ derivative constraints give rise to
different types of behaviour depending on the local configuration of value constraints.
Comparison with diffusion curves
A motivation of the shading curve and the shading profile is that DCs are not well suited for
chiaroscuro-style drawing. Figure 5.4 demonstrates how the colour gradient can be manipulated
with DCs.
First-order DCs are rasterised via Laplacian diffusion which does not natively support manip-
ulation of the colour gradient. However, several tricks have been suggested to achieve some
degree of manipulation: Gaussian blurring can be used to smooth the sharp transition across the
curve73, weights for rational harmonic functions can be utilised to alter the relative influence of
a boundary condition4, and diffusion barriers have been proposed to limit the extent the colour
propagation4 (Figure 5.4(top)).
In contrast to first-order DCs, second-order DCs do support manipulation of the colour gradient.
Recall from Section 2.2.2 that ‘special’ curves were introduced to constrain the first derivative
to zero either along the curves or across the curves (Figure 5.4). While the zero-derivative
constraints provide a way to manipulate the gradient of the colour function, it does not achieve
explicit gradient control. We have found these constraints to have two types of behaviours, as
demonstrated in Figure 5.4(bottom). The first type of behaviour suppresses the propagation of
a colour. This can be seen in the top portion of the example (red-dashed region in the figure),
where the black colour is suppressed. This is because there are no black constraints normal
47
Curve-based surface modelling for vector graphics
to the derivative curve in those regions. The colour of the (white) point constraint normal to
the curve is therefore propagated to the curve. In the bottom portion of the image, however,
both black and white constraints are located normal to the curve. In this scenario (blue-dashed
region), the derivative curves give rise to a wavy-shaped colour profile (with no suppression).
These derivative constraints can give rise to unwanted behaviour because their influence on the
colour gradient depends on the spatial configuration of the neighbouring colour constraints. By
contrast, our approach lets the user manipulate the colour gradient out from curve locations
more explicitly without being influenced by neighbouring curves, as illustrated in Figure 5.1.
5.2 Light and shade in 2D computer graphics
As previously mentioned, shading is an instrumental aspect of the visual arts. As a consequence,
sophisticated shading techniques have been developed for computer graphics. In this section,
I present a brief introduction to local shading in computer graphics (Section 5.2.1). The main
two messages from this discussion are that shading profiles are not fixed functions, as implicitly
assumed by first-order DCs, and that being able to control such shading profiles can aid artists
when drawing shade and light. Additionally, related methods aim to automatically apply shad-
ing to 2D images. While such methods can give rise to helpful tools, they rely on certain priors
that make them unsuitable for general drawing and design (Section 5.2.2).
5.2.1 Mathematics of local shading
The mathematics of shading relates to the propagation of light and how light interacts with
objects in our (real or virtual) world. For physical accuracy, one could aim to simulate such
interaction according to the classical Maxwell equations or Einstein’s field equations. In com-
puter graphics, multiple simplifications are carried out to make this simulation problem com-
putationally feasible. For example, the rendering equation45, used as a basis for many graphics
rendering algorithms, is a rough approximation to the electromagnetic wave equation which can
be derived from Maxwell’s equations.
In this discussion, we are interested in aspects of local shading. By local shading, I mean that the
shading, or light, emitted from a surface point is approximated by taking external light sources
and internal material properties of that surface point into account, but the interaction of light
between objects and other types of media is disregarded. A global shading model does take the
latter types of interaction into account. To discuss local shading in the setting of 2D drawing is
sufficient because one cannot assume, in general, that the spatial relationships between drawn
‘objects’ are known. Such objects are only defined in the image by curves and brush strokes,
outlining the object boundaries projected to the 2D canvas. Thus, the spatial relationships be-
tween objects are not available. See ref. 97 for more discussion on this assumption.
A popular local shading model, often employed in interactive graphics rendering, is the Phong
reflection model78. In addition to only considering local illumination, Phong also assumes the
object to not be a light source, the light sources to be defined as point lights, and the material of
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Approximation with
Phong shading
Photograph of a real sphere
Figure 5.5: Shading of a cone (left) and a sphere (middle) rendered with the Phong reflection
model. The comparison with the photograph of a real sphere (right) demonstrates that the model can
be visually accurate in the setting of local illumination. Images from ref. 78.
an object to be constant. The Phong reflection model can be written as:
L(P,d) = faLa +
∑
m∈Θ
(fd (dm · n)Lm,d + fs (rm · d)α Lm,s) ; (5.1)
where L(P,d) is the light emitted from the surface at P in the direction d. This reflection
model defines shading as a combination of the ambient (subscript a), diffuse (subscript d), and
specular (subscript s) shading components from P towards d. The material properties f are
defined as single scalars and are constant for each type of material. Similarly, the contribution
from a light source m in the set of light sources Θ is defined as a single intensity or colour Lm.
In relation to the light sources in the scene, the model is a combination of the perfect diffuse
reflection, modulated by fd and the incident angle of dm to the unit normal vector n, and the
perfect specular reflection, modulated by fs and the incident angle to the perfectly reflected
vector rm. This vector rm is the perfect reflection of dm in relation to the normal vector n. The
ambient term lightens the objects in the scene and crudely compensates for global illumination
effects. Finally, specular highlights are modelled with α, where smaller, more shiny-looking,
highlights are defined with larger values of α.
Figure 5.5 demonstrates that the Phong reflection model is relatively accurate when illuminat-
ing a sphere. In general, the diffuse component accurately reproduces real-world Lambertian
reflection of light. The specular component is a good approximation of specular reflection.
More accurate models (for example, the model of Cook and Torrance18) can be used, but are
unnecessary for this analysis since the rendering of shading curves does not require usage of
such models.
According to Equation 5.1, the normal vector of a surface point P is the only intrinsic property
of the surface that needs to be defined. While 3D coordinates (2D in image plane; 1D in
depth) typically define the surface, disregarding the depth coordinate has shown to be sufficient
for many types of shadings (see Section 5.2.2 for such methods). All other parameters: the
direction to the observer, the ambient lighting term, material terms, definition of lights, and the
specular highlight term, can all be defined by the artist in a drawing interface. Thus, to achieve
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Figure 5.6: Shadings of diffuse-looking objects. In this setting, the shading mainly rely on the
attributes of the light sources, such as strength of the light and position of the source, and the shape,
or curvature, of the surface. Examples of cast shadows are highlighted in red rectangles. These
require knowledge of which lights are visible from the point in question. Images from ref. 17.
Phong-like shading in the setting of 2D drawing, the normal vectors of the underlying surface
must be estimated from the drawing.
Figure 5.6 shows shading of real objects with approximately constant diffuse-looking material;
that is, according to Phong’s assumption. In the head example, notice how the curvature of the
surface influences the shading, bolstering the spatial understanding of the object by emphasising
wrinkles and main parts of the face (mouth, eyes etc.). Cast shadows, which are not possible
to capture with Phong’s local illumination model, are highlighted in the red rectangles in the
figure. These require knowledge of which lights are visible from the point in question. If a light
is not visible then it does not contribute. Methods to determine visibility include ray tracing and
shadow mapping.
In summary, the point that is most important to my work is that methods in 2D graphics aiming
to accurately model local illumination, according to models such as Phong shading, require
knowledge of the normal fields of the objects depicted. While 2D drawing systems should not
necessarily require the artist to define such normal fields, developers of such systems should be
aware of the fact that different object shapes can give rise to a wide range of shading profiles
across the image domain. Thus, the artist should, somehow, be able to not only adjust smooth
colour functions, as in basic first-order DCs, but also be able to control the propagation of those
colours, as demonstrated by second-order DCs and our shading curve. In this way they simulate
the effect of realistic local illumination.
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Figure 5.7: Shading in 2D with normal-vector fields. Top: normal-vector field (middle) extracted
from a concept sketch with cross sections (left). Image rendered with a non-photorealistic shading
model (right). Images from ref. 92. Bottom: complex effects achieved with a material-shading
model based on the rendering equation. Inputs are a normal-vector field, the original image, and
strokes for manipulating highlights. Images from ref. 102.
5.2.2 Shading in 2D graphics
There are two approaches to drawing shading effects in 2D computer graphics: draw shading
directly on the 2D canvas, like our method and most related methods in vector graphics, or
draw shading indirectly by estimating and employing normal-vector fields. Related work for
the former approach is presented in Chapter 2. I now briefly discuss previous work for the latter
approach and I discuss why I decided not to pursue this line of research.
A wide range of research has aimed to extract normal-vector fields from 2D imagery. For exam-
ple, given an input photograph or painting and a set of user-defined constraints defining a sparse
set of known normal vectors, successful results have been demonstrated by propagating these
normal vectors using various optimisation procedures112;71;109. Applications include relighting,
embossing, and shading.
Researchers have also aimed to extract normal-vector fields automatically, without any user
input. To do so, various assumptions must be made. Given that normal vectors on object sil-
houettes in the image are aligned with the image plane, one assumption is that the normal-vector
field inside the domain of the silhouettes are defined as smooth functions. Such functions in-
clude harmonic functions107 and bi-harmonic functions43; thus, solutions similar to DCs. While
this assumption does not apply for general objects, artistic applications have been demonstrated,
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including shading of fonts and strokes, drawing of drapery, and shading of simple shapes (like
smiley faces etc.).
In a similar manner, recent work has aimed to extract normal-vector fields from concept sk-
etches, typically used for product design92 (Figure 5.7(top)). Such sketches are drawn with
curves forming cross sections. A normal-vector field is extracted from such a sketch with
Coons patches, where the boundary for each patch is defined by the cross sections of the in-
put sketch. The shaded image, using the extracted normal-vector field, is rendered with the
non-photorealistic shading technique of Gooch and colleagues33, which can be derived from
Phong shading.
Assuming that an accurate normal-vector field is already defined, a recent method has been pro-
posed to manipulate material, as well as shading102. Since Phong’s reflectance model does not
incorporate spatially-varying materials, an alternative reflection model, assuming isotropic ma-
terials, was derived from the rendering equation. Image deformation operators were constructed
from this model for shading and complex material editing (Figure 5.7(bottom)).
All of the above methods assume the objects to be defined in the image plane (that is, no depth
coordinate). As mentioned in previously (illustrated in Figure 5.6), global illumination aspects,
like cast shadows, cannot be achieved with such local models. Thus, to model more global
aspects of illumination, the spatial relationship between objects, via depth information, must be
defined. A recent method demonstrates that such aspects can be achieved in the 2D setting by
additional user interaction to establish and manipulate geometry, occlusions, layers, inflation,
and stitching between layers97.
For the problem presented in this chapter (drawing shade and light in 2D), I did not aim to
estimate the normal vectors required for Phong-style shading or depth information for global
illumination effects. The rationale for this decision is that estimating normal vectors and depth
information in the general setting of 2D images is challenging and therefore prone to give a
result other than that desired by the artist. Alternatively, solutions to the problem of having
the artist define a normal-vector field could be improved. However, I am motivated by a desire
to develop concepts that are easy to understand and a desire to develop methods that resemble
traditional drawing techniques as close as possible. Following the discussion in Section 5.1, the
shading curve primitive relates more closely to these motivations compared to the approaches
presented above. Additionally, I note that our primitive is only inspired by the problem of
creating shading effects for 2D vector graphics. However, our primitive is also adaptable to
more abstract scenarios where smooth colour gradients are suitable. By contrast, vector-field-
based methods aim specifically to achieve 3D illusions and shading effects in their results.
5.3 Vector-based lighting and shading with shading curves
In this section, I present the framework for defining and rendering shading curves. Figure 5.8
shows our prototype user interface for drawing shading curves. The artist draws the curves
in a main window. This main window can be configured to view visualisations of the control
meshes, produced with Solution 2 described in Chapter 4, the resulting image, or intermediate
surfaces; note that viewing the intermediate surfaces is more suited for research and debugging
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Figure 5.8: A simple shading curve in the prototype user interface. Left: The extent and height
(labelled as Strength) are set with sliders and the shape attributes are extracted from the control
points of a cubic B-spline curve defined in a normalised coordinate system. The user can change
the shading profile by moving (αi,2, βi,2) and (αi,3, βi,3). Middle: The actual curve is edited in a
typical curve editing interface. Right, top to bottom: the resulting shading and the two subdivision
surfaces (bright and dark). The surfaces are rendered off screen and are not visible to the user.
purposes than for drawing. On the left hand side, the attributes of the shading curve, including
the shading profiles, are edited. In the main editing window, the artist can select curves for
global edits or control points for local edits. The purpose of the green and red colourings is
to separate the treatment of the two sides of the shading curves, which are independent of one
another except that they share the same base curve.
The framework for creating and rendering the shading curve primitive consists of three steps.
First, input shading curves are created, along with their attributes (Section 5.3.1). The shading
curve and profile are both defined as cubic subdivision B-spline curves and are created with
the prototype user interface shown in Figure 5.8. Second, the surfaces, used to interpolate
the shading profiles in the image plane, must be defined (Section 5.3.1). These surfaces are
defined as Catmull-Clark subdivision surfaces. Finally, Section 5.3.2 presents the procedure of
rendering the surfaces, producing the final image.
The framework is computationally efficient and the user is able to refine the input interactively,
also after the surfaces are generated for the first time. Note that all of the steps related to
rendering must be performed if the shading curves are moved in the image plane. In contrast, if
the attributes of the shading curves, including the shading profile, are edited, the topology of the
curves remains and only rendering the surfaces is sufficient; thus, it is not necessary to invoke
the meshing procedure in Section 5.3.2 in this case.
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5.3.1 Definition of control meshes
Recall the following definitions of the input curves and attributes from Section 4.1.2: An input
B-spline curve is defined by a sequence of n control points Qi = (xi, yi), i = 1, . . . , n. A set of
attributes, height and extent, are attached to each control point:
− extent, ei ∈ R+0 : defines the extent of the mesh in the perpendicular direction in the image
plane from the curve at Qi.
− height, hi ∈ R: defines the height of the mesh in the perpendicular direction to the image
plane at Qi.
The set of attributes is extended, in this chapter, with a shape attribute to support shading pro-
files: ((αi,2, βi,2), (αi,3, βi,3));αi,j, βi,j ∈ [0, 1] ⊂ R. Figure 5.8(left) illustrates that these shad-
ing profiles can be edited in a user interface by manipulating curves (rendered as cubic B-spline
curves) defined in a normalised coordinate system.
As default, the height attribute defines changes in luminance using the LAB colour space. To
support coloured profiles, the RGB colour space can optionally be used. Each curve therefore
has an optional colour attribute C on each side. I did not found it necessary to associate colours
to control points to demonstrate the results provided in this chapter.
Recall the following definitions of the output control meshes from Section 4.1.2:
Pi,j = (xi,j, yi,j, zi,j), i = 1, . . . , n; j = 1, . . . ,m, where n is the number of control points
associated with Qi. Having considered various alternatives, I choose to give the control mesh
four rows (i.e. m = 4): one for the curve itself, one for the maximum extent of the curve (where
the shading curve’s influence drops to zero) and two to control the internal shape. The following
coordinates can then be defined, given Qi = (xi, yi):
Pi,1 = (xi, yi, hi);
Pi,{2,3} = αi,{2,3} (Pi,1 −Qi) + βi,{2,3} (Pi,4 −Qi) ;
zi,4 = 0.
The control points related to the shape attribute (Pi,{2,3}) are therefore placed on the plane de-
fined by Pi,1, (xi, yi, 0), and Pi,4, ensuring that the profile is indeed modelled in the direction
towards Pi,4. The coordinates (xi,4, yi,4) are defined by Solution 2 described in Section 4.2.4.
The two solutions presented in Chapter 4 are compared in Section 4.2.6, where I provided rea-
sons to why Solution 2 should be employed, rather than Solution 1, for the application presented
in this chapter. In short, Solution 2 is more useful for extent-centric applications, where the user
directly manipulates the extent attribute, without the requirement of labelling corners.
Luminance clipping avoidance
In the setting of luminance enhancement in the LAB colour space, the z coordinates should be
defined such that the surfaces do not produce luminance values that are outside the range of
the luminance channel. In LAB, values in the luminance channel ranges from 0 to 100. Out-
of-range values will give rise to clipping artefacts and the shading profile will not be correctly
rendered.
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Figure 5.9: Slope (top) and boundary (bottom) curves. Slope curves compose single smooth sur-
faces and boundary curves compose two separate surfaces.
To avoid clipping, zi,{1,2,3} is reduced, if necessary, by comparing with the related luminance
value IL of the underlying image. In our implementation, IL is part of the definition of the
underlying image and can be looked up for each curve. The following test is performed to keep
luminance values below 100:
zi,j =
{
100− IL if IL + zi,j > 100;
zi,j otherwise.
A similar calculation is performed to avoid negative luminance values.
Boundary and slope curves
I have so far only treated the control meshes on each side of the curves as separate meshes.
Thus, the transition across a curve will typically be discontinuous. However, one might wish
to model a smooth transition across the curve. To this end, I implemented two types of curves:
boundary curves for discontinuous transitions and slope curves for continuous transitions.
Figure 5.9 illustrates the difference between boundary and slope curves. The boundary curve
associates one surface with each side of the curve. There is no requirement that both surfaces
are enabled. By contrast, the slope curve creates a single smooth surface defined on both sides
of the curve.
The only technical difference between these two types of curves is that, for each i, the Pi,1 on
both sides of a slope curve are merged; that is, they appear only once in the control mesh. Note
that boundary curves can implicitly be raised to slope curves. This happens when the height
and shape attributes, defining Pi,{1,2}, are the same for both sides of a curve. Thus, the tangent
planes for both Pi,1 are the same and the continuity across the curve is at least C1.
5.3.2 Rendering
The surfaces, defined from the control meshes, are rendered as Catmull-Clark subdivision sur-
faces. Subdivision was chosen because the meshes can contain triangles. Frameworks re-
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quiring rectangular meshes, due to their tensor product definition (e.g. NURBS and Ferguson
patches), model such triangular patches with degenerate (coincident) vertices which give rise to
C0 creases. By contrast, Catmull-Clark subdivision incorporates triangles with no difficulties.
The resulting surfaces are guaranteed to be C2 everywhere other than at isolated points where
the continuity is C1. Note that these isolated ‘C1-only’ points cause no visible artefacts in 2D
renderings as the surface is still smooth.
The process of creating the final image from the control meshes is straightforward: subdivide
the control meshes, render the surfaces off screen, and then apply these surfaces to the original
image.
First, this ‘original’ colour image needs to be defined. In the prototype system, we chose to
shade each region with a uniform colour where image regions are defined by closed curves.
The colour defined in each image region is defined by the user. Thus, the effect produced by a
shading curve can be viewed as an effect that is supplemented, in a single image layer, to any
image. We chose to define such original images with regions of uniform colour since this is the
simplest type of input, meaning that the contribution of shading curves are best studied when
they are applied to such simplistic input.
The surfaces are defined with Catmull-Clark subdivision with the boundary subdivision rules
developed by DeRose’s team at Pixar23. The boundary rules ensures that the boundary of a
surface matches its associated curve. Note that the semi-sharp features proposed by DeRose et
al. are not used.
The number of subdivision steps is the same for all the images in this chapter (2). The control
meshes are relatively simple and a sparse set of control points are used. From observation, the
visual quality converges on two recursions. In some cases, where the surface is stretched over a
large area, three subdivision steps can produce a visually smoother result. Note that our system
remains interactive with three subdivision levels.
The layer representing the shading, S, is created by rendering the Catmull-Clark surfaces off-
screen. In our system, this is achieved by using OpenGL, where the shading image is extracted
from the depth buffer of this rendering. The camera parameters are set so that depth values
directly correspond to the height attributes; thus S ∈ [−100, 100] for luminance and S ∈ [0, 1]
for colour.
Finally, this shading image is applied to the original image I producing the resulting image R.
Figure 5.10 shows the various options available. In the setting of luminance adjustment in the
LAB luminance channel IL, the shading image is simply added to this channel:
RL = IL + S. (5.2)
The two other colour channels are set by the corresponding channels in I .
In the setting of colour adjustment, the result is created by linearly interpolating between the
original image and a colour image, IC (Figure 5.10(c-d)):
R = S ∗ IC + (1− S) ∗ I. (5.3)
In our system, IC is created by colouring the pixels of a surface with its associated colour C
(Figure 5.10(c)). This produces an image with constant colours in regions defined by surfaces,
56
Results
(a) (b)
(c)
(d)
S/R
IC
IC
R
R
Mesh
Surface
Gradient mesh
Figure 5.10: Options on colour space and method of rendering. Given an input surface (a), the depth
buffer S is extracted in an off-screen rendering of that surface (b). As the colour of the underlying
image is black (i.e. its luminance equals zero), S corresponds, in this example, to the final image
R of luminance adjustment, according to Eq. 5.2. Two methods for rendering colour are available:
(c) associate a single colour with a curve, defining the image IC as a piecewise linear colour image;
(d) or associate colours to curve control points Qi and render a gradient mesh image IC with these
colours. For both methods, IC is combined with S, according to Eq. 5.3, to produce R.
with a black colour at pixels not related to surfaces. Alternatively, IC can be produced with a
gradient mesh rendering if the colour attribute is associated with curve control pointsQi and not
to the entire curve (Figure 5.10(d)). This means that all mesh control points Pi,j associated with
Qi are given the colour Ci associated with Qi. Since the mesh contains triangles the gradient
mesh must be rendered with the solution presented in Chapter 6.
The resulting image R is well suited to be used in a composition of images using layering.
Commercial tools, such as Illustrator, support a wide range of layering modes. We found the
multiply (which darkens the image) and screen (which lightens the image) modes particularly
useful in the setting of shading. Given two images a and b, multiply mode multiplies the two
images (f(a, b) = ab). Screen mode is designed to provide the opposite effect of multiply mode
and is defined as: f(a, b) = 1− (1− a)(1− b). If multiply mode is used, the underlying colour
should be white (meaning no adjustment since the values are 1). Conversely, for screen mode
the underlying colour should be black (this is demonstrated in Section 5.4, Figure 5.16).
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Figure 5.11: Image shaded with the system by a user with no artistic training in less than 10minutes.
The curves and colours (bottom right) were provided as input, which were drawn from an image of
Sonic c©SEGA.
5.4 Results
The shading curve is adaptable to a wide range of visualisations. In this section, I discuss
various types of visualisations that can be drawn using shading curves and I explain how this
primitive can be used. The prototype system was also informally tested with novice users (for
example, Figure 5.11), which indicated that the primitive is easy to learn and use.
Recall from Section 5.1 the three-stage approach to drawing with the shading curve: (1) outline
objects and main tonal areas, (2) fill in colours and define the influence of those colours, and
(3) smooth out colours with shading profiles. In the following discussion, I present various tips
to how the final stage can be efficiently performed.
Figure 5.12(a-b) shows cartoon-like images created using the default settings ((αi,2, βi,2) =
(0.15, 1.0); (αi,3, βi,3) = (0.4, 0.0);hi = 20; ei = 3% of the image diagonal); height is manually
set negative for dark shadings. This is similar to Adobe Photoshop’s bevel and emboss option for
creating enhanced 3D cartoon looks. Adding slope curves to such images, as in Figure 5.12(d),
can induce more glossy looks.
Simulated 3D effects can be achieved by varying the attributes along the curves (Figure 5.12(c-
d)). From my experience, the best practice is to initially start with cartoon shading defined by the
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Figure 5.12: Images drawn with the system.
default settings, and then increase or decrease the height at selective locations along boundary
curves. This will add a sense of location of the main light sources in the scene, as well as their
strength (Figure 5.12(g)). The two other parameters, extent and shape, are then varied to give
the shading form. Extent is typically set equal for all control points along a boundary at the
preferred offset. This attribute does not notably influence the shading.
The shading profile is therefore the most important factor for creating various types of shadings
(Figure 5.13). Varying the first shape point related to Pi,2 between (0, 0)−(0, 1) (βi,2 = 0) in the
normalised coordinate system creates a steep shading fall off, and is suitable for more diffuse
conditions. On the other hand, varying this shape point between (0, 1) − (1, 1) (αi,2 = 1)
creates a stronger profile out from the boundary and is suitable for depicting cast shadows and
shading highlights. The second shape point, defining Pi,3, should be placed along (0, 0)− (1, 0)
(αi,3 = 0) for a smooth fall off to zero at Pi,4. The location of this fall off in the image is then
controlled by this shape point. The offset curve defined by Pi,3 can also be shown in the main
editing window so that the artist can directly visualise this fall off.
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Figure 5.13: Shading profiles for various effects. Left: the chin is emphasised with a wavy profile.
Middle: the 3D shape of the glasses is conveyed by the use of strong light and sharp fall off of the
profile. Right: a specular highlight is drawn with a bell-shaped profile. The superimposed grids can
be used to visualise the shading fall offs of the shadings.
Figure 5.14: Drawing with the three-step approach explained in Section 5.1. The smaller images, in
the centre of the figure, comprise regions that are each shaded with a single colour. The larger images
at left and right are these same images shaded off using the proposed shading curve framework.
Figures 5.14, 5.16, and 5.20(left two images) show images shaded with the chiaroscuro-inspired
drawing technique described in Section 5.1. Each area is defined as single layer and are all
blended either with screen or multiply blending modes to produce the shaded result.
The choice of colour space can influence the visual aspects of the shaded image. The advantage
of employing luminance adjustment, and not colour adjustment, lies in drawing efficiency. The
artist is only concerned with the parameters forming shading profiles and is not concerned with
aspects of colour; that is, the artist only defines shading profiles that either darken or lighten the
underlying tone or colour and specifies their strengths. I have found such luminance adjustment
suitable for shadings with boundary curves, as demonstrated in Figures 5.11 and 5.12(a;b;d).
On the other hand, colour adjustments are obviously suitable when coloured profiles are de-
fined. Additionally, luminance adjustment can produce unwanted colourings in certain cases,
as demonstrated in Figure 5.15, where white highlights was preferred over the golden colour-
ings created with luminance adjustment.
The shading curve is well suited as nodes for vector shade trees92. In contrast to Chiaroscuro-
style drawing, drawing with vector shade trees is targeted towards depictions of specific mate-
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Figure 5.15: Adjustment in RGB was preferred in this scenario due to unwanted golden colourings
associated with luminance adjustment of the underlying yellow colour.
#CPs #Ss DDTT SB Resolution
Fig. 5.12 Teapot 140 25 6 17 800×600
Fig. 5.12 Axe 60 7 10 10 1024×1024
Fig. 5.12 Ninja 324 75 5 29 958×748
Fig. 5.12 Face 235 22 13 12 900×1302
Fig. 5.12 Vampire Girl 278 49 3 25 689×436
Fig. 5.11 Sonic 828 172 18 70 800 ×998
Fig. 5.12 Hong Kong 262 64 15 36 1000×720
Table 5.1: Timings for the single-layer results presented in this chapter. Columns, from left to right,
show the figure’s and the image’s identifier, number of control points, number of surfaces, timing for
the DDT tracing, timing for subdivision, and the image’s resolution. The times are in milliseconds,
and are averaged over 100 runs.
rials. An image defined by vector shade trees is defined by multiple layers structured as binary
trees. The nodes represent layering modes, such as screen and multiply, and the leaves represent
image regions shaded with vector graphics. A given tree represents a target material and can
be applied to new objects automatically. An image layer defined by shading curves is suited
for this application since it is by construction targeted towards layering. Figure 5.16 shows two
types of materials (candle wax and the material of the body of a car) defined as vector shade
trees using shading curves as base nodes.
5.4.1 Performance
The performance of our naı¨ve C++ single-core CPU implementation of the framework is re-
ported in Table 5.1. These timings were recorded on a system running Ubuntu 12.04 on an Intel
Core i7 CPU (2.93GHz x8). The system is interactive and responsive; all images have been pro-
duced under 200 ms, giving at least 5 updates per second, which is sufficient for an interactive
drawing application. Its current bottleneck is transferring data to the GPU for OpenGL surface
rendering, which takes about 50 ms.
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Figure 5.16: Depicting two types of materials with vector shade trees (bottom right) with the pro-
posed primitive as base nodes. The images were manually drawn and shaded, with inspiration from
ref. 61.
There are various factors which influence the performance. For subdivision, the number of
control points is the only performance factor. Increasing the subdivision level by one will make
subdivision about four times slower. In the current implementation, based on images shown
in this chapter, the program can perform three to four subdivision steps without sacrificing
interactivity. This performance could be further improved with a GPU implementation69. From
the reported timings on such implementations, one can expect a performance boost of at least
one order of magnitude.
5.5 Comparisons with related work
The main difference to previous methods aiming to render similar primitives is that the shad-
ing curve employs subdivision surfaces. In contrast, DCs are evaluated via partial differential
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First-order DCs Second-order DCs Shading curve
Figure 5.17: Shading a sphere, a tube, and a donut with three competing methods. The comparison
between the two diffusion curve methods is fair and accurate, as the inputs are the same. How-
ever, the comparison to shading curves is inaccurate, as the inputs are fundamentally different from
DCs and they are defined separately in different user interfaces. The results for the diffusion curve
methods are from ref. 31.
equations (PDEs). Additionally, similar primitives implemented in commercial software, such
as Adobe Illustrator, are associated with linear gradients or gradient meshes. In this section, I
compare and contrast all of these methods with our subdivision-based solution.
5.5.1 Comparison with first-order diffusion curves
The original DC primitive is defined via the Laplacian differential operator. The PDE is con-
strained by RGB colours the solution needs to take on the boundary. Thus, the approach pro-
vides easy control over colours at sharp boundaries.
The basic first-order DCs primitive (that is, not assuming additional attributes like blur or
weights) is simpler than our primitive. The DC primitive can be associated with a single at-
tribute on each side of the curve: colour. By contrast, our method requires the additional width
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attribute (assuming that height and shape are fixed). In certain types of scenarios, where colour
images produced by Laplacian diffusion provide acceptable results, the DC primitive can be
preferable as less input is required.
The disadvantage of first-order DCs, compared to the shading curve, is that they are limited
to harmonic solutions. The artist is therefore constrained to first-order diffusion conditions.
Figure 5.17 demonstrates this point: the solution of first-order DCs is only smooth away from
constraints. Thus, this solution produces creases along curves, which can only be smoothed with
by post-processing operations such as image blurring. By contrast, methods with control over
derivatives and gradients, such as the shading curve and second-order DCs, support smoothness
across input curves.
5.5.2 Comparison with second-order diffusion curves
The limitations of first-order DCs motivated Finch and colleagues31 to propose second-order
DCs. The PDE is now constrained by RGB colours and derivative constraints. The derivative
constraints enable modelling of virtually endless types of shapes of the colour function. In the
framework proposed by Finch et al., a curve associated with derivative constraints will force
the derivative of the colour function to zero either across the curve or along the curve. The
authors did not explain why only zero derivatives were used or whether other settings were
experimented with. However, experiments conducted for the problem presented in Chapter 6
indicate that non-zero derivative constraints easily over-saturate the colour function.
Comparison with this framework is challenging as the two competing methods both target sim-
ilar goals, whilst being fundamentally different: our method produces spline functions defined
with subdivision and the solution of Finch et al. produces thin-plate splines modelled with
PDEs. In the following, I compare the mathematical differences between the two methods, I
discuss my experience from drawing with the prototype software provided by Finch et al., and
I present a visual comparison. In short, I do not argue that our method is ‘better’ than second-
order DCs, although both methods have their strengths and weaknesses. However, I do argue
that the shading curve is a strong alternative to second-order DCs. Note that, in this section,
‘DCs’ refer to second-order diffusion curves.
Mathematical differences
Our method produces Catmull-Clark subdivision surfaces. In the regular setting, these are C2
bi-cubic B-spline surfaces. Irregular elements in the control mesh, which in this setting are
related to vertices of triangles, are preserved in each subdivision step. The continuity across
such irregular elements is C1.
On the other hand, the solution of Finch et al. produces thin-plate spline surfaces. A thin-plate
spline is a polyharmonic spline and is a generalisation of the univariate cubic spline to higher
dimensions. The formula for a thin-plate spline is the fundamental solution to the biharmonic
PDE equation and is therefore suitable for vector editing with gradient control. Since thin-plate
splines are solutions to the biharmonic equation, they can be viewed as ‘least-squares harmonic’
or ‘as harmonic as possible’31.
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The two frameworks, Catmull-Clark subdivision and PDEs, are fundamentally different. In the
regular setting of B-splines, the resulting spline surface is defined by a set of basis functions
and the given control mesh. In subdivision, corresponding subdivision rules for vertices, edges,
and faces can be defined to exactly produce B-splines of a given order. In Catmull-Clark sub-
division, special rules are applied to irregular vertices and faces to produce smooth surfaces ev-
erywhere. By contrast, PDEs are defined by boundary conditions and are therefore not defined
by control meshes. Such boundary conditions relate to values and derivatives of the underlying
(unknown, multivariate) function. Moreover, many ‘pre-defined’ PDEs have been defined for
various applications in scientific fields like engineering, physics, and computer science. DCs
are concerned with Laplace’s equation (first order: ∆f = 0; second order: ∆2f = 0). Boundary
conditions for the second-order equation include Dirichlet conditions, defining the value of the
function at the boundary, and Neumann and Cauchy conditions, defining the normal derivative
of the function at the boundary.
The influence of the two types of inputs, mesh control points for subdivision and boundary con-
ditions for PDEs, on the colour function is different. In the regular setting for Catmull-Clark
subdivision, the influence of a control point is defined by its related basis function. Recall from
Section 3.1 that these basis functions are defined with minimal support, meaning that edits to
control points give rise to local edits of the surface. Due to this minimal support property of B-
splines, such edits can be viewed as ‘as local as possible’. Consequently, the subdivision rules
applied to mesh control points are only defined with non-zero weights in their local neighbour-
hoods. Rules for irregular elements are defined in a similar local manner, ensuring local control
also at irregular elements. By contrast, PDE boundary conditions are not designed to provide
such local control. For example, the heat equation, closely related to Laplace’s equation, allows
given heat values at the boundary of the domain to flow until a stationary state has been reached.
The colour diffusion process employed by DCs behaves similarly to define a function that is as
harmonic as possible.
From the discussion above, interesting analogies can be made with respect to the artistic per-
spective of the problem of drawing smooth colourings. Our subdivision-based solution is akin
to surface modelling technology for CAD where the designer controls surfaces by approxi-
mating control meshes. Similarly, drawing with the shading curve involves implicit design of
surfaces via control mechanisms familiar to a 3D designer, such as control polygons defining
object boundaries and shading profiles, with additional attributes tuned for the 2D domain such
as shading extent and strengths. On the other hand, drawing with DCs can be thought of as a
process of building a physical simulation of colour propagation (as in colour diffusion or colour
‘heating’). The simulation system is built with curves representing boundary conditions and the
corresponding domain is coloured over time via a diffusion process until equilibrium is reached.
More concrete advantages and disadvantages between the shading curve and second-order DCs
are now discussed. In short, the advantage of DCs is better control of vivid colourings, while
advantages of the shading curve include more local control of the colour function, being layer-
friendly, and being more computationally efficient.
The advantage of DCs is related to vivid colourings. Our method uses surfaces as interpolants
between the underlying image and the colour or luminance associated with shading curves.
Thus, colour propagation is controlled along a shading curve and can only be manipulated
in its perpendicular direction with shading profiles. While DCs do not support the flexibility
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Figure 5.18: Limitation of the shading curve compared to second-order DCs: vivid colourings can
be achieved by a sparse set of point constraints with second-order DCs. A similar colouring to
this example can be achieved with shading curves by applying shading-curve colourings to a single
layer in the image (the layer related to the ‘fire’). Notice how the yellow and orange colours for the
DC method have been produced by the diffusion process and were not specified by the user. Such
behaviour can either be an advantage (less input) or disadvantage (unexpected behaviour) depending
on the user’s preference and the situation. Note that point constraints only defines interpolation with
the selected colours; the colour gradient cannot be manipulated similar to the shading profile. The
result for DCs is from ref. 31.
of shading profiles they support points as constraints (Figure 5.18). A point constraint adds
boundary constraints to its four nearest pixels (thus, it is more like a square constraint). In this
way, the colouring of an object can be separated from the curves defining the object’s boundary
by placing point constraints inside the object. This approach can be preferred over drawing
‘special’ curves, as required by shading curves, to achieve certain colourings (e.g. Figure 5.18).
This limitation of our method is further discussed in Section 5.6 and motivates the problem
described in Chapter 6.
Aspects where the shading curve is preferable over DCs include local gradient control, layering,
and computational efficiency:
− The shading profile, modelled with Catmull-Clark subdivision, provides a local way to
model colour gradients. The extent of the edits are local because the control meshes
are directly created from the extent attribute of the shading curve. The shading profile
is ensured to only locally influence the colour/luminance function due to the minimal
support property of B-splines. By contrast, DCs do not provide a way to locally control
the colour gradient. Instead of curves, representing the gradient of the colour/luminance
function in a given direction, DC’s derivative constraints are restricted to forcing the
derivative to zero in a given direction. Thus, DCs do not possess the same degree of
freedom for manipulating the colour gradient. Additionally, the boundary conditions of
DCs are global constraints, influencing the entire colour function. Providing a similar
mechanism to the shading profile is therefore challenging.
− DCs are not particularly suitable for layering. In image compositing, the spatial extent of
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a layer should be easily defined. This is ensured with the shading curve using the extent
attribute. By contrast, the solution of DCs must be well defined inside the boundary
specified by the DCs. This boundary must be explicitly defined by curves, meaning that
influences of open curves and point constraints are not easily constrained. In practice,
single objects, fully enclosed by curves or the image border, can be separated into layers.
Local effects like specular highlights, however, would not typically be treated by layering
and should be incorporated as a single layer to ensure that their effects are smoothly
blended with each other.
− Interactive performance is easily achieved with our method. Even the naı¨ve CPU im-
plementation provides acceptable performance. By contrast, a diffusion process solves
a large, sparse, linear system which is naı¨vely time consuming. Approximate solutions
with low-resolution CPU finite element methods10 or high-resolution (re-evaluation-only)
boundary element methods40 can be employed in order to achieve interactive speeds.
The challenges of constructing the two types of frameworks are now discussed. For DCs, solv-
ing the PDE in the discrete setting involves the setup of a linear system. To achieve this, the
(bi-)Laplacian operator, defining Laplace’s equation, must be defined in the discrete setting.
Additionally, operations to discretise the boundary conditions must also be defined. To discre-
tise such conditions from points or curves, the pixels associated with the condition values must
form a water-tight boundary so that the boundary is well defined, thus avoiding leakage. Fur-
thermore, discrete kernels for derivative constraints of any given direction (that is, anisotropic
kernels) must be defined. To construct and render the shading curve, the meshing problem de-
scribed in Chapter 4 is the principal challenge. The operations needed to form the complete
framework, described in Section 5.3, are well understood and relatively straightforward to im-
plement. While some of the challenges faced with the construction of these two frameworks
are challenging, such as meshing and kernel discretisation, robust and computationally efficient
solutions to all of these challenges have been proposed (see ref. 72 and ref. 31 on the fine details
on how to construct DCs). Thus, I do not think there are any particular practical disadvantages
of the defining aspects of the competing frameworks.
Finally, can these two competing frameworks approximate the behaviour of each other? That
is:
− Can DCs be re-configured to support shading profiles?
The DC framework only supports derivative constraints that forces the colour function
to zero in a given direction. To support colour propagation akin to a given shading pro-
file, the derivative constraints must be re-configured to support non-zero derivatives. In
Chapter 6, I demonstrate that non-zero derivative constraints are difficult to control, as
such constraints give rise to over-saturation of the colour function. This is therefore a
challenging problem.
− Can the proposed shading curve framework be re-configured to support DCs?
The proposed framework is not directly applicable to diffusion curves, since shading pro-
files are explicitly modelled out from curves and it does not natively support the diffusion
process employed by DCs. However, one could imagine a hybrid between our solution
and DCs. That is, the values of the control points are not dictated by a shading curve, but
are instead given colours via a diffusion process or a biharmonic interpolation procedure.
This is a promising idea and is further discussed in Chapter 6.
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Figure 5.19: Sonic shaded with three novice users (separated with black rectangles) using the shad-
ing curve (left) and second-order DCs (right). Top left: images shaded by myself; the leftmost image
shows the input defined for the DC method (right).
Personal drawing experience
While shading curves and DCs both have their strengths and weaknesses, as described above,
it is not clear which framework a typical user would prefer to draw with. Such questions are
challenging to answer in the setting of computer graphics, which is typically concerned with the
underlying framework of the software, as factors concerning the user interface also influence
the user experience. Thus, to formally test user preference, these factors must be dealt with by
building software that supports similar ways of interactions with the user, not tuned toward a
specific method, for all competing frameworks. For example, the user interface of the prototype
software provided by Finch et al. is completely different from our user interface; thus, their
method would have to be implemented from scratch for a user interface similar to ours, which
would require an unnecessary amount of implementation time to formally test a question that
is not an instrumental part of the research question presented here. Such a formal user study is
therefore outside the scope of this dissertation.
I believe that our contribution to vector graphics is not related to how our shading profile is
manipulated in our user interface. Instead, I argue that our contribution lies in how our primitive
lets the user define colour gradients, locally and explicitly, in a given direction. That is, our
contribution lies in our solution’s behaviour rather than how users interact with our primitive.
From the mathematical differences between the two methods (presented above), it is clear that
second-order diffusion curves, as described by Finch et al., do not support the behaviour of our
method. In the following, I describe the practical differences between these two methods and
how our method eases the specific task of shading a 2D drawing.
We asked novice users unfamiliar with digital drawing to test our prototype implementation and
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the software provided by Finch et al. We asked our users to shade the Sonic image; results are
shown in Figure 5.19. The introductory lesson took 10 minutes for both systems, along with a
15 minute training session. The input to the drawing software was equal for both methods: a
set of boundary curves and a colour defined at each image region. In the following, I describe
the type of user interaction the users had to perform for both methods.
To achieve shading with our system, the user had to select curves, enable shading profiles for
those curves, and switch the sign of some height attributes (i.e. switch to dark shadings from
the default bright profiles). Attributes at individual control points were then manipulated at
certain locations to achieve the desired shading. There is not much skill or experience required
to manipulate the attributes of control points; the shading profile is edited via curves and the
height and extent attributes are edited via sliders. A significant advantage over DCs was that
these manipulations only influence the local neighbourhood of the selected control points. By
contrast, some colour edits with DCs could sometimes change the colour on the other side of the
region. Additionally, the influence of the shading profile is relatively clear to the user, meaning
that it does not require much experience to handle it.
To achieve shading with DCs, the user had to build a system of boundary constraints. To add a
colour to a region (like a bright shading profile), a colour point or curve constraint can be added.
These are global constraints, influencing the entire domain. Additional boundary conditions
were therefore added to balance the system of constraints. There is not much skill involved in
this process as adding point and curve constraints is relatively easy. However, some degree of
experience with the system is advantageous. The behaviour of a given constraint is not obvious
because neighbour constraints also dictate its influence on the colour function (Section 5.1).
There was therefore some degree of trial and error involved in our drawing sessions with DCs.
Finch et al. also noted the limitation mentioned above (Section 6 in ref. 31): ‘Unlike the Lapla-
cian solution, the thin-plate spline does not possess the maximum property and instead extrap-
olates beyond specified value constraints. This is often natural and convenient, as shown in
[Figure 5.18], but can also overshoot to produce out-of-range colours [...] We did not find ex-
trapolation to be a practical difficulty in our examples.’ To clarify, it is not a practical problem as
it can be ‘solved’ by adding additional curves to the image. However, I found such a behaviour,
where the colourings suddenly ‘blow up’ as I add colours, rather distracting.
A visual comparison
The informal comparison above is, of course unfair, since the drawing sessions were supervised
by an expert (and biased) user of one of the two frameworks. Additionally, the above question
of user interaction is rarely discussed in a formal context in computer graphics. It is therefore
challenging to incorporate conclusions from other researchers, as ‘intuition’ of a given frame-
work often means only that the authors found their own system inuitive. For example, Finch
et al. claimed that their derivative constraints provide intuitive control, but did not provide any
evidence for this claim.
In the following, I provide an informal visual comparison typical in computer graphics: given
that each competing framework is used by an expect user, then, which framework can produce
the best-looking images? For this comparison, I have attempted to reproduce the best image
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Figure 5.20: Informal comparison between the shading curve (left two images; drawn by myself)
and second-order DCs (right two images from ref. 31). The artistic skill influences the quality of
these images and the comparison is therefore inaccurate.
produced by Finch et al. This comparison is shown in Figure 5.20.
While the informal discussions above can be helpful for developers to decide which framework
to implement, it is of less value in a scientific context as no formal conclusions can be drawn.
I argue that the discussion on the mathematical differences between the two approaches is the
most valuable of the above discussions in this scientific context. It clearly states the differences
between the methods and it also motivates future improvement for both frameworks. In conclu-
sion, the main contribution of our method lies in the local control of the colour gradient. This
contribution makes the shading curve a strong alternative to the DCs.
5.5.3 Comparison with Adobe Illustrator
In commercial products, similar primitives targeted toward colouring aspects of vector creation
have been implemented. I have found Adobe Illustrator to be the strongest alternative, as it
provides a richer set of primitives with more degrees of freedom than related products, such
as Corel CorelDRAW (this conclusion was drawn by comparing the list of features between
related products as I do not have access to all of them). In the following, I compare with the
two closest related primitives for colouring: the brush tool and the gradient mesh tool. Note
that the technical details of these primitives have not been made publicly available and parts of
this discussion are based on reasoned guesswork.
Comparison with the brush tool
Illustrator’s brush tool supports linear and radial directions of colour gradients both along and
across the brush stroke. The feature of applying the gradient across the stroke, named ‘gradient
on a stroke’, was added in version CS6, 2012. Recall from Section 2.2.1 that a linear or radial
gradient is defined as an editable univariate colour function applied in a given (linear or radial)
direction. The gradient-on-a-stroke feature is similar to the shading curve since it can be com-
bined with Illustrator’s width tool (introduced in version CS5, 2010) to define editable colour
gradients out from curves in a given extent. While the extent can be varied along the curve,
using the width tool, the colour gradient must remain constant for the entire stroke.
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Figure 5.21: Visual comparisons between the shading curve and Illustrator’s brush tool. Top: Two
types of artefacts produced with Illustrator’s tool are highlighted: the transition between the brush
colouring and the underlying layer is not smooth, as shown in the cross section, and folds give rise
to visual artefacts, as shown inside the red ellipse. The comparisons are relatively fair as a similar
type of input is defined for both methods.
The skeletal stroke framework38 covers most aspects of the brush tool. Recall from Section 4.1
that this framework provides a way to transform a pre-defined image along a path. Given a gra-
dient profile, this can then be rendered along the curve in its perpendicular direction, producing
a ‘gradient on a stroke’. Note that the skeletal stroke framework is only concerned with the
deformation procedure. It is therefore not obvious how the gradient profile is actually rendered.
Mathematically speaking, the gradient-on-a-stroke tool and the shading curve are different. On
one hand, they are defined similarly as they are both associated with a univariate function rep-
resenting the curve’s colour gradient. On the other hand, the renderings of the two primitives
are fundamentally different. Illustrator’s tool renders the brush primitive with reference to its
associated colour profile. By contrast, our method creates a bivariate function (i.e. a surface),
shaped according to the shading profile. Then, the rendering of the shading curve is related to
the surface instead of being directly produced from the original shading profile.
Rendering the univariate colour function directly can give rise to several visual artefacts. In
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Figure 5.21, for example, artefacts are visible along the curves produced by Illustrator’s tool.
Note that as the rendering process of the primitive is undisclosed, it is challenging to pinpoint
the exact source of these artefacts. Additionally, recall from Section 2.2.1 that the deformation
procedure of skeletal strokes can produce folding artefacts. Such folds also give rise to artefacts,
as indicated by the red ellipse in Figure 5.21. Finally, transitions between the colouring of the
brush and the underlying layer are typically not smooth, as demonstrated by the cross section
in the figure. Hence, there are three potential sources of crease artefacts in Illustrator’s tool: the
rendering procedure, the deformation procedure, and blending between layers.
In conclusion, Illustrator’s brush tool is defined similarly to the shading curve by associating
colour gradients across the brush’s path in a given extent. However, by not creating smooth
surfaces from this input makes it challenging to produce smooth colourings. Additionally, Il-
lustrator’s tool is restricted to a single colour profile along the brush’s path. While rendering
processes, using the univariate colour function directly, could be engineered, producing smooth
gradients would be challenging. For these reasons, I do not see any practical advantages of
rendering gradients along curves with direct reference to the univariate function. Creating a
smooth bivariate colour function, as with our method and DCs, is more sensible because such
functions are guaranteed to be smooth, are computationally efficient to render, and can be easily
defined and applied to the image.
Comparison with the gradient mesh tool
In contrast to the brush tool, the gradient mesh tool does support smooth colour gradients. Re-
call from Section 2.2.1 that the gradient mesh tool is used to manipulate colours and colour
derivatives at control points of rectangular meshes. Mathematically, our method and the gra-
dient mesh tool are similar since they both define bivariate colour functions defined by control
meshes. Gradient meshes probably produces C1 bicubic interpolatory spline surfaces from their
rectangular meshes. Our method is topologically more flexible as it support triangular patches.
In practice, however, the two methods are fundamentally different: the shading curve is re-
lated to freeform curves and the gradient mesh is related to control meshes. While our method
produces control meshes from the input curves, the user is not directly concerned with these
meshes. By contrast, working with gradient meshes involves the creation and direct manipu-
lation of control meshes. Such drawing is therefore similar to 3D design, where the designer
directly manipulates vertices and edges of control meshes to define surfaces. Note that this
difference is identical to the difference between gradient meshes and DCs, since DCs are also
concerned with freeform curves. It is well known that, in the 2D setting, curves are easier to
work with than control meshes72.
While gradient meshes are more challenging to work with, they support more complex control
over the colour function compared to the shading curve. Given a relatively dense mesh defined
over a given domain, a shading curve will typically not provide as many colouring mechanisms
over that domain. Thus, the effect of a shading curve is typically limited compared to the effect
of a dense gradient mesh. Note that second-order DCs target this limitation of curve-based
colour editing by the support for point constraints. However, such point constraints are limited
compared to vertices of gradient meshes as they are restricted in terms of derivative control and
local control. This is discussed further in Chapter 6.
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These limitations echoes my ambition mentioned in Section 2.2.2: to create a superset frame-
work that covers both DCs and gradient meshes. Thus, I do not argue that the shading curve
or DCs should replace the gradient mesh tool. Instead, the two tools should be included in a
suite of tools where the given drawing problem should dictate which tool to use. In the setting
of shading object boundaries and defining main tonal areas, the shading curve would typically
be preferable since it is easier to use. However, for vivid, intricate, colourings, the gradient
mesh provides better control of the colour function. In a unified framework, I can imagine that
the user is able swap between different modes (e.g. curve mode and mesh mode), while the
underlying framework handles all modes simultaneously.
5.6 Discussion
The shading curve provides advantages that should be considered in the setting of rigorous
colourings. In comparison with DCs, the shading profile provides advantages compared to
DCs’ boundary conditions by enabling local manipulation of the colour function. Incorporating
such local control in the setting of DC editing could strengthen this primitive. In comparison
with the gradient mesh tool, the shading curve’s underlying mesh structure, with support for
triangular patches, is more flexible than the gradient mesh tool’s strict restriction to rectangular
grids. Relaxing this restriction can improve on many aspects of gradient mesh editing, including
support for lower mesh densities and easier editing of complex objects.
On the other hand, the main limitation of the shading curve lies in its restricted capabilities
in terms of colourings. Our approach is targeted towards layer-centric applications, where the
colour associated with the curve is smoothly blended with an underlying image. By contrast,
related primitives, in particular second-order DCs and gradient meshes, support more rigorous
manipulations of the colour function.
In the next chapter, I present investigations to the above problems. Experiments indicate that
defining the shading profile for DCs with its current definition is challenging. I therefore con-
tinue my study of applying subdivision, with its great advantage of freedom in mesh topology
and local control, in the setting colour manipulation of vector graphics.
5.7 List of contributions
− A new vector primitive for defining smooth colour gradients out from curves.
− A new method to control lighting and shading effects in vector graphics using boundary
and slope curves.
− Local control (via minimal support property) not demonstrated by previous DC methods.
− Interactive performance is more easily achieved with the proposed framework compared
to similar approaches that are based on partial differential equations.
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Topologically unrestricted gradient meshes
This chapter presents research described in the following paper:
Topologically unrestricted colour-gradient meshes
Recall from Section 5.6 that the shading curve is limited in terms of advanced colourings. In
particular, DCs and gradient meshes both support certain aspects of colour manipulation that
are not supported with the shading curve. On the other hand, they are not compatible with the
shading curve: DCs do not support local control and gradient meshes do not support freeform
curves as input.
Control meshes must be created to define gradient meshes from curves. This problem was
presented in Chapter 4, where I discussed future work on creating quad meshes from curves.
While such quad meshes could be created from curves, they would not be compatible with
gradient meshes. This is because gradient meshes are restricted to rectangular mesh topology.
This restriction also give rise to several other drawbacks such as high planning times and less
freedom when manipulating objects with challenging shapes (Section 6.1).
To this end, I propose solutions that adapt the gradient mesh primitive to support control meshes
of arbitrary manifold topology. By manifold mesh topology, I mean that any edge must be
shared by either one or two incident faces and that the mesh is at least a 2-vertex-connected
graph. The latter requirement means that if a vertex is removed, the mesh remains a connected
graph (of course, it is assumed that the input mesh is a connected graph). The reason for
requiring a manifold mesh topology is that the functions produced by the solutions presented
in this chapter are 2D manifolds (that is, surfaces). Thus, there are no obvious reasons to why
non-manifold meshes should be allowed as input. In the remainder of this chapter, I refer to
‘arbitrary topology’ as any mesh topology that is manifold.
In contrast to the shading curve framework, I do not consider the interaction between the solu-
tion and the user to a large extent. That is, I now assume that control meshes are already defined
as input and I do not consider how they are created. I do, however, discuss ways for the user
to interact with the solution to refine the coloured result. Then, the main challenge discussed in
this chapter is to find a solution to the following interpolation problem: extend the behaviour of
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the current gradient mesh tool in the regular setting to meshes of arbitrary topology.
To achieve a similar solution to previous solutions for defining colour gradients via control
meshes, but with support for arbitrary topology, the following conditions must be achieved:
− Condition 1: the colour function interpolates the original control points in colour space.
− Condition 2: the colour function does not stray outside the given colour space.
− Condition 3: both geometry and colour function are smooth everywhere; that is, at least
C1 continuity of the surface, unless creases or discontinuities are specified.
I propose two solutions to this problem (Section 6.3). The conditions above are achieved by
defining a set of special initial subdivision rules. I investigate two sets of such special rules
(Sections 6.3.1 and 6.3.2). The refined mesh defined by these two solutions defines a Catmull-
Clark surface that is guaranteed to satisfy the given conditions.
This study is, to my knowledge, the first analysis of the gradient mesh tool in the setting of
arbitrary topology. In Section 6.1, I describe the background and the motivation for investi-
gating this problem. In brief, the gradient mesh tool has been employed for both art creation
and research. Its full potential, however, is hindered by the restriction to rectangular grids. I
therefore argue that the relaxation of this restriction can improve on many aspects of gradient
mesh editing and creation. As previously mentioned, gradient meshes that are unrestricted to
topology can be used on (quad) meshes created from curves. In Section 6.5, I discuss future
work that relates to this goal.
I present subdivision-based solutions to satisfy Conditions 1–3. However, other frameworks
than subdivision are potential candidate solutions. Recent work on Hermite interpolation is
especially intriguing (Section 6.2.2). Our approach has advantages over Hermite interpolation
schemes, such as having more intuitive behaviour (Sections 6.2.2 and 6.4).
6.1 Background and motivation
Recall from Section 2.2.1 that the gradient mesh tool implemented in Adobe Illustrator and
Corel CorelDRAW is a vector primitive defined by a rectangular grid. Colours and derivative
constraints are defined on the control points in this grid. The pixels in the interior of this grid are
interpolated smoothly between anchor points according to the derivative constraints. While the
technical details of the gradient mesh tool have not been published, a reasonable assumption,
based on the tool’s behaviour, is that Ferguson patches are used for interpolating the interior pix-
els, as Ferguson’s framework provides bi-cubic interpolatory C1 patches where derivatives at
each grid point can be edited. However, Illustrator performs various undisclosed simplification
procedures for adding anchor points to the mesh, where grid rows and columns are hidden, mak-
ing it challenging to infer the exact mesh construction. Additionally, first derivative constraints
associated with anchor points do not seem to correspond directly to the related constraints in the
Ferguson patches. Hence, it is difficult to accurately reproduce Illustrator’s framework. In our
experiments with Illustrator, we informally studied what Illustrator can produce and compared
those results with what we can achieve.
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Figure 6.1: Illustrator gradient meshes created by professional designer c© David Goco. Reported
number of working hours: 120. Image from jerrp.deviantart.com.
The gradient mesh tool has been employed by both artists and researchers. In art, vector graph-
ics creation with the gradient mesh tool is viewed as complicated and tediousi; mastering the
tool is rewarding since complex imagery can be accomplished (for example, see Figure 6.1).
Highly skilled and experienced artists have achieved photorealistic imageryii, which is other-
wise unfeasible to achieve with the simpler linear gradient tool. For example, freelance artist
Quarrie Franklin provides YouTube tutorials on most of his worksiii. In research, the gradi-
ent mesh tool has inspired researchers to propose solutions to challenging colour-interpolation
problems. In particular, multiple solutions to the problem of vectorising an input photograph to
a vector-based representation have been proposed using gradient meshes (e.g. refs. 95;53).
Ferguson patches are parametric surfaces that are, in 2D, topologically restricted to planes and
discs (discs are achieved by looping the plane). Figure 6.2(top) shows relatively simplistic topo-
logical layouts that cannot be achieved from a single plane. Additionally, Figure 6.2(bottom)
shows that the rectangular definition of the control mesh can give rise to overly dense mesh
regions. Such dense regions can be avoided with irregular mesh elements. These topological
restrictions hinder the practical usability of the tool for multiple reasons. Below, I highlight lo-
cal refinement, mesh density, and working with complex objects as aspects where the relaxation
of this restriction can strengthen the usability of the gradient mesh tool.
− Rectangular grids are not locally refinable; that is, if a grid point is added, a whole row and
column of new points must also be added. A control mesh of arbitrary topology, on the
other hand, can be well defined with local densities of vertices and faces. A consequence
of this restriction is that the artist needs to carefully predict the layout of the mesh before
creating it.
− Rows and columns cannot merge, meaning that the density of the mesh is unnecessarily
iOn the Internet, there are many blog posts and tutorials that describe the complications of the tool. For
example, the following tutorial describes how to ‘tame’ the gradient mesh:
design.tutsplus.com/tutorials/quick-tip-how-to-tame-the-gradient-mesh–vector-3697
iivectordiary.com/illustrator/top-10-masters-of-gradient-mesh
iiifrankwyte81.deviantart.com
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Adobe Illustrator’s gradient mesh tool
(mesh automatically created with Illustrator’s star tool)
Our method
Plane Disc Genus-2 surface Genus-4 surface
Topologies supported      and not supported       by Illustrator’s gradient mesh tool
Figure 6.2: Illustrator’s gradient mesh tool, used for complex colourings in vector graphics, is
constrained to plane topology and rectangular control meshes. Our method supports arbitrary
mesh topologies and meshes. Top: Illustrator’s tool supports plane and disc topologies (the disc
is achieved by looping the plane), but does not support surfaces of higher genus (than 1). The colour
images were rendered with our method, which does support any surface topology. Bottom: Illustra-
tor’s tool is restricted to rectangular meshes and does therefore not support irregular mesh elements,
such as this decagon. By contrast, such irregular elements are supported with our method.
high around features not aligned with the grid. For example, shadows and specular high-
lights must typically be aligned with the grid in feasible gradient mesh editing. A conse-
quence of this restriction is that editing of the mesh becomes tedious and time consuming,
especially where rows or columns are clamped together. By contrast, meshing approaches
not restricted to regular grids can support directional constraints so that meshes locally
align to given features.
− Complex objects, such as human faces, require flexibility of the topology of the underly-
ing mesh. Multiple patches are typically used to get around this limitation with Illustra-
tor’s gradient mesh tool (Figure 6.1). Features such as eyes and mouths are modelled as
separate patches and then manually stitched with neighbour regions. Although layering
is a helpful concept to separate parts of objects and sources of light and shade, the topo-
logical layout of the object boundary and its interior features should not be a neccessary
source of layering.
An interesting analogy to our contribution is Pixar’s move from NURBS to subdivision for char-
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acter animation in 1998 (ref. 23). As with Ferguson patches, NURBS are parametric surfaces
with the regular grid constraint. Consequently, NURBS models typically consist of a patchwork
of NURBS surfaces. The move to surfaces defined via arbitrary topology has shown to be ex-
tremely successful; Pixar’s feature films from Toy Story 2 (1999) have been created exclusively
with subdivision surfaces. Local refinement, single-surface models, and planning times are
highlighted as the major benefits23. Note that, even with these benefits, other industries, such
as car manufacturing, still use NURBS. The reasons for this are that there is no exact backward
compatibility to NURBS and that industrial models are typically more regular in their shape
than natural objects usually depicted in animation. However, I believe for drawing and anima-
tion, topological freedom greatly bolsters the usability of such technology, as demonstrated by
Pixar.
Diffusion curves
DCs were initially proposed by Orzan and colleagues as a more intuitive alternative to gradient
meshes for drawing smooth colourings for vector graphics73. The motivational discussion of
Orzan et al. therefore contains similar arguments as above. They argue (ref. 73, Section 1):
‘While more powerful than simple gradients (or “ramps”), gradient meshes still suffer from
some limitations. A significant one is that the topological constraints imposed by the mesh
lattice give rise to an over complete representation that becomes increasingly inefficient and
difficult to create and manipulate.’
While DCs provide a simplified type of input with freeform curves, as discussed in Chapter 5,
DCs are limited compared to gradient meshes. Compared to the gradient-mesh-based methods,
like our method, DC methods have the following disadvantages:
− The PDE conditions are global boundary conditions; it is very difficult or even impossible
to achieve the same degree of local editing as achieved by Ferguson patches and our
method. This also stems from the fact that DCs are evaluated via PDEs and not B-spline-
based methods with the minimal support property.
− A large linear system needs to be solved for each frame which is computationally costly.
Interactive performance has been demonstrated to be hard to achieve, as mentioned in
Section 5.5. A particular disadvantage is the scale operation (that is, zooming and retar-
geting), where the system needs to be solved again, even for pixels outside the viewport.
For mesh-based solutions, zooming only requires changes of the camera parameters; no
recomputation is required.
− Diffusion curves only support freeform curves and points as input and the framework
is not easily extendable to polygonal domains and control meshes. Thus, there is no
backward compatibility to the gradient mesh tool.
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Face point Edge point Vertex point
Figure 6.3: Catmull-Clark subdivision in the regular setting. Left: a mesh (solid dots and solid
lines) that has been refined (open dots and dashed lines). Right: subdivision rules for face, edge,
and vertex points. The fractions represent the weights of a related vertex used to compute the new
vertex.
6.2 Related solutions
While the given problem has not been presented in the literature, the problem is closely related
to interpolation over control meshes of arbitrary topology. In such settings, solutions concerning
subdivision and Hermite interpolation are well-known to support smooth interpolation. In this
section, I discuss potential solutions with current methods.
6.2.1 Subdivision
The main advantage of subdivision over related approaches, such as NURBS, is the support for
arbitrary topology of the control mesh. Additionally, subdivision benefits from many properties
of NURBS like local support. In Chapter 5, I discussed why such local support is important
in the setting of colour manipulation. Since our proposed method extends the Catmull-Clark
subdivision scheme, I briefly describe its subdivision rules.
Figure 6.3 illustrates Catmull-Clark subdivision on a regular mesh. There are three types of
rules and, consequently, three types of new vertices. (1) A vertex is introduced close to a vertex
in the original mesh. These new points are known as vertex points. (2) A vertex is introduced
in the centroid of each face. These are known as face points. (3) A vertex is introduced close to
the midpoint of each edge. These are known as edge points.
Figure 6.3 shows the subdivision rules for the three types of points in the regular setting. The
valency of a vertex is the number of edges incident to it. The valency of a face is the number of
vertices defining that face. Vertices and faces of valency four are regular and are irregular for all
other valencies. For irregular vertices, special rules for vertex points are used and for irregular
faces, the face point is, as with regular faces, placed on the centroid of the face. A vertex with
valency n can be related with the following subdivision rule12:
vs =
n− 2
n
vo +
1
n2
∑
j
ej +
1
n2
∑
j
fj; (6.1)
where vs is the subdivided vertex point and vo is its related original vertex. Additionally, ej are
all vertices, in the original mesh, in the 1-ring-vertex neighbourhood of the original vertex (that
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(a) Input mesh (b) Catmull-Clark (c) Interpolatory (d) Our method
Figure 6.4: Demonstration of colour interpolation using three subdivision schemes. (a) A brick-
shaped control mesh with colours at control points. (b) The approximating Catmull-Clark scheme
is not suitable for this problem as input colours are washed out because they are not interpolated.
(c) Interpolatory subdivision schemes do preserve colours, but the interpolating surface can stray
outside the colour gamut (the surface in (c) was rendered with the method in ref. 56). Colours
outside the gamut are shaded in (c) and have had to be clipped in colour space. (d) Our method,
which treats the colour coordinates differently from the geometric coordinates, both interpolates the
original colours and defines a surface that is inside the colour gamut.
is, all vertices one edge from the vertex), and fj are all face points, in the new mesh, of the
1-ring-face neighbourhood of the vertex point vs (that is, all faces adjacent to vs).
The Catmull-Clark subdivision scheme is a stationary scheme, meaning that the same sub-
division rules are applied in each subdivision step. An important aspect of subdivision is to
understand the scheme’s limit surface; that is, the surface defined by the refined mesh at the
infinite subdivision level. In the regular setting (all mesh elements are regular), the limit surface
of the Catmull-Clark scheme (simply known as a Catmull-Clark surface) has been proven12 to
be equivalent to a bi-cubic C2 B-spline surface.
The Catmull-Clark surface has interesting properties at irregular mesh elements. Vertex points
preserve their valency in each subdivision step. Similarly, face points will be defined with the
same valency of their original face. Thus, an n-valency face relates to an n-valency vertex (its
face point) in the new mesh. Irregular mesh elements are therefore preserved in each subdivision
step as irregular vertices and the new mesh will be defined as a pure quad mesh, regardless of
the topology of the original mesh. Furthermore, the limit pointiv of an irregular vertex is a
singularity on the limit surface, surrounded by regular spline surface. The continuity across
such a singularity is C1. The continuity of the limit surface everywhere else is C2.
The Catmull-Clark scheme has been extended to be suitable for commercial settings, like char-
acter animation23. The most significant alteration is the sharpness feature, introduced by Pixar’s
research group23, to model sharp C0 creases and semi-sharp edges. A sharp-crease rule forces
the surface to interpolate the edge, producing a C0 crease in the surface points related to the
edge. A semi-sharp crease is achieved by performing the sharp-crease rule of the edge a given
number of subdivision steps and then switch to standard Catmull-Clark rules to produce a sur-
face that is smooth, but closer to the edge than the standard Catmull-Clark surface.
While Catmull-Clark subdivision supports arbitrary topology, it is not suitable for gradient mesh
editing. This is because the Catmull-Clark scheme is an approximating scheme, meaning that
ivLimit point of a vertex: the point on the limit surface related to the vertex.
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its limit surface does not interpolate the original control points. This is undesirable in vector-
based mesh editing where the artist typically expects selected colours to match their related
rasterised pixels (Figure 6.4(b)). An alternative could be interpolatory subdivision schemes,
which do interpolate original control points. However, they do not guarantee that the surface is
defined inside the convex hull of the control points (Figure 6.4(c)). Thus, the surface might be
defined outside the given colour space, resulting in clipping which produces undesirable sharp
C0 creases in colour space. To deal with these issues, our solutions treat the colour coordinates
differently from the geometric coordinates (Figure 6.4(d)).
Additionally, Ferguson patches support manipulation of derivative constraints at control points.
Such derivative constraints are not easily achieved in the setting of arbitrary meshes since it is
challenging to define a single parameterisation of the underlying surface, especially at irregular
mesh elements. Thus, standard subdivision schemes do not natively support such derivative
constraints.
6.2.2 Hermite interpolation
Advances in interpolation theory make closed-form interpolation potentially suitable for colour
editing. Interpolation schemes have evolved to support arbitrary simple polygons, achieved
by generalising barycentric coordinates104;32. Such coordinates have been adopted to approxi-
mate popular polynomial functions, including harmonic functions, interpolating values only44,
and biharmonic functions, interpolating both values and derivative constraints106. To achieve
smooth colour interpolation over arbitrary meshes, each face can be separately interpolated
whilst ensuring that the gradient defined by the derivative constraints at each vertex is con-
tinuous. Polynomial interpolation with value and derivative constraints is known as Hermite
interpolation.
Given arbitrary input constraints, Hermite interpolation does not achieve Conditions 1–3. While
colours are interpolated, arbitrary derivative constraints can force the surface in colour space to
stray outside the colour space, thus placing the surface at undefined coordinates. Such behaviour
is demonstrated in Figure 6.5(middle), where the magnitude of the first derivative constraints are
naı¨vely increased. This is obviously unwanted and justifies the derivative constraints of second-
order DCs which are set to zero. Moreover, recall that Ferguson patches are also associated
with first derivative constraints and that these are used to render Illustrator’s gradient mesh
primitive. Figure 6.5(bottom) illustrates that over-saturation does not occur when the derivatives
are increased with Illustrator’s tool. It is likely that these constraints only refer to the geometric
dimension of the surface and that the derivatives in colour space are fixed to zero.
An additional problem with the specification of derivatives is how to define them at irregular
vertices. In gradient meshes of arbitrary topology, derivatives are associated with edges so that
they emulate the behaviour of gradient meshes at irregular elements. That is, we assume that
users should be able to manipulate the gradient along all edges. Other types of derivative con-
straints could be investigated, for example, by requiring only two linearly independent vectors
to define the tangent plane at the vertex. However, it is unclear how to orient the two vectors
at n-valency vertices, whilst supporting ‘meaningful’ behaviour of the derivative constraints in
relation to the surrounding mesh (and surface) topology.
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Figure 6.5: Comparing the mechanisms to manipulate first derivatives at the vertices with our
method (top) and a Hermite interpolation scheme57 (middle). Bottom: adjusting derivatives with
Illustrator’s gradient mesh tool (blue lines). Note that Illustrator’s method does not produce over-
saturation artefacts. Its behaviour indicates that derivatives in colour space are kept fixed and the
derivative constraints only relate to the geometric coordinates.
On the other hand, derivative constraints associated with all edges can give rise to multiple
gradients and tangent spaces that are not equivalent to a plane (for example, with more than
two linearly independent vectors defined by the derivative constraints). These two aspects are
impossible to satisfy when dealing with surfaces (which are 2D manifolds where each point on
a surface is homeomorphic to the 2D Euclidean space; its tangent space must be a 2D Euclidean
space).
Our method, described in the next section, provides an alternative view on gradient meshes’
derivative constraints: instead of manipulating first derivatives, which could be a vague and
non-intuitive concept to a designer, the user manipulates the propagation of a selected colour in
its local neighbourhood. To this end, we chose to rename ‘derivative constraints’ to directional
colour weights. In the regular setting, derivative constraints can be satisfied and directional
colour weights can therefore be viewed as weights that can be used to manipulate derivatives.
In the irregular setting, however, directional colour weights can support a type of behaviour that
cannot be directly associated with ‘regular’ derivative constraints. This behaviour motivates
the use of subdivision, which support local control, rather than Hermite interpolation, which is
restricted to value and derivative constraints.
Recently, Li and colleagues57 demonstrated a simplification procedure of gradient meshes with
cubic mean value coordinates (CMVCs) that satisfy Hermite boundary constraints when the
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Input gradient mesh Simplified mesh
Figure 6.6: Simplification of gradient meshes with the method of Li et al. Images from ref. 57.
boundary is piece-wise linear. The coordinates are defined as:
fˆ [p] =
∑
i
ai[p]fi +
∑
i,s
bsi [p]f
s
i +
∑
i,s
csi [p]h
s
i , (6.2)
where s ∈ {+,−}, fˆ is the interpolated value at p, fi is the value of the ith vertex of the
input closed polygon, and f si and h
s
i are the magnitudes of the first derivatives of fi along the
edges and along the normal components, respectively. The generalised barycentric coordinates,
CMVCs, are given by ai, bi, and ci.
Simplification of a given gradient mesh was demonstrated by Li et al. by iteratively remov-
ing vertices of the lowest (visual) cost (Figure 6.6). Smoothness across edges and vertices is
achieved with their method by projecting the gradients from the original image to the remaining
edges. Without an original image, however, it is not clear how to define the derivatives, f si and
hsi , as described above. That is, users are not able to adjust the gradients of the original image
and the approach is therefore more suitable for simplification and compression purposes.
6.3 Topologically unrestricted gradient meshes
I now describe our solutions. The goal is to define a surface that emulates the behaviour of
Illustrator’s gradient mesh tool in the regular setting and to extend this behaviour for meshes
of arbitrary topology. Recall from the introduction to this chapter that to achieve this goal,
the surface should interpolate the original colours of the control points (Condition 1), it should
not stray outside the given colour space (Condition 2), and it should be smooth everywhere
(Condition 3). Additionally, the local propagation of a colour should be influenced by the
directional colour weights.
To achieve our goal, we decided to split the treatment of geometric and colour coordinates. That
is, separate subdivision schemes are employed for the colour and geometric dimensions, with
the constraint that the two subdivision schemes generate the same topology. More specifically,
the geometric coordinates can be produced in several ways, according to user input and algo-
rithmic decisions (Section 6.3.3). Then, the colour coordinates are produced according to a set
of fixed rules.
To explain the genesis of the method, I start with the following observation. When creating a
cubic B-spline or Catmull-Clark surface, the surface is guaranteed to interpolate the colour of a
vertex if the surrounding ring of vertices all have the same colour. This is most easily seen in
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Input quad Binary subdivision Ternary subdivision Quaternary subdivision
Figure 6.7: Different subdivision schemes can give rise to different topologies of the refined mesh.
the curve case (Figure 6.8), where placing vertices of equal colour either side of a vertex forces
the resulting curve to interpolate that colour.
This observation led to the proposed method. That is: for every vertex in the original mesh, a
ring of vertices around it that have the same colour is introduced (Figure 6.12(a)). This forces
interpolation of the original vertex (Condition 1) and forces the final surface to lie within the
valid colour space (Condition 2). Thus, initial special subdivision steps are performed to ensure
that Conditions 1 and 2 are satisfied. The refined mesh defines a Catmull-Clark surface which
guarantees at least C1 continuity everywhere (Condition 3). Creases and semi-sharp features,
which are supported using Pixar’s sharpness features23, can be specified by the user.
We are now left with two questions: at what geometric location should we place these new ver-
tices?; and does this method produce visually-compelling output? The first of these questions,
geometric location, is addressed in the following subsections, providing a control mechanism
similar to that of Ferguson patches. The second question, visual quality, is addressed in Sec-
tion 6.4.
As mentioned above, separate subdivision rules are applied to the geometric and colour co-
ordinates, with the constraint that the two subdivisions are concerned with the same topology
of the refined mesh. There are many options regarding the topology of this refined mesh. In
subdivision, schemes can be classified according to the topological aspects of the scheme. For
example, when subdividing a quad, a binary scheme produces a 2 × 2 grid, a ternary scheme
produces a 3× 3 grid, a quaternary scheme a 4× 4 grid, and so on (Figure 6.7).
We investigated several subdivision schemes. In Section 6.3.1, I describe a solution which
employs a single initial step of ternary subdivision. I demonstrate that such a ternary scheme
is particularly well suited to this problem as it produces the minimal number of points required
to satisfy Conditions 1–3. However, a challenge with such an approach is that it must preserve
the valency of each face in the refined mesh. A non-standard approach to defining subdivision
rules for new faces had to be invented. In contrast, binary subdivision produces a quad-only
mesh. I demonstrate in Section 6.3.2 that a sensible refinement can be achieved in this setting
by modifying the standard Catmull-Clark rules.
84
Topologically unrestricted gradient meshes
P0 P1
P2
P3Geometric space
Colour space
d2=1
d2=0
d1=1
d1=0
Cubic B-spline
Interpolatory
Proposed solution
Influence of directional colour weights
Figure 6.8: Colouring a horizontal bar. Left: comparisons between three subdivision approaches.
The blue squares (bottom) show the control points defined in the special initial subdivision step
of the proposed solution. The alternative subdivision schemes do not satisfy all conditions: The
uniform B-spline curve (top) does not interpolate the original colours (breach of Condition 1). The
interpolatory curve (middle) strays outside the colour space, as highlighted by the green squares
(breach of Condition 2). Right: influence of the directional colour weights. Smaller weights (top
colouring; weights set to 0.1) produce curves that approximate the control polygon more closely.
Larger weights (bottom colouring; weights set to 1) result in larger influence of the given colour.
6.3.1 Initial refinement with ternary subdivision
The solutions for bivariate (2D manifolds – surfaces) colour interpolation are based on solutions
defined for univariate (1D manifolds – curves) colour interpolation. For each solution presented
in this subsection and in Section 6.3.2, I first present the solution in the univariate setting and
then generalise that solution for bivariate colour interpolation.
A univariate solution
Given a control polygon, the solution defines a new set of control points that define a cubic
B-spline curve satisfying the given conditions. The initial step of subdivision is special: it is a
single ternary subdivision step of the input control polygon.
New vertex points are defined at the same coordinates, both in colour and geometry, as the
original vertex. That is: the original vertices do not move and are included in the refined
polygon.
New edge points are defined differently for colour and geometric coordinates. Along every
edge, two new edge points are defined. Let P0 and P3 be the original vertices defining the edge.
Each vertex has associated directional colour weights. P0 is associated with the directional
colour weight d1; d2 is associated with P3. Directional colour weights are scalars in the range
[0, 2] (see Section 6.3.3 for discussion of weights above 1). In geometric space, the new edge
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points, P1 and P2, are defined as:
P1 = (1− d1)P0 + d1(P0 + P3)/2;
P2 = (1− d2)P3 + d2(P0 + P3)/2.
The midpoint of the edge is used for the linear combination to make the directional weights
compatible with the bivariate solution.
In colour space, P1 is set equal to P0 and P2 is set equal to P3. Thus, each original point is
surrounded by points of the same colour.
The refined control polygon defines a cubic B-spline curve that satisfies the given conditions:
the input colours are interpolated, whilst ensuring that the colour function is inside the colour
space, by forcing the first derivative of the colour function at the original vertices to zero.
Figure 6.8 compares our solution with interpolatory and approximating subdivision and demon-
strates the effect of the directional colour weights.
Finally, our solution produces results that look similar to Illustrator’s curve editor, as derivatives
at the original control points are manipulated with the new edge points P1 and P2. Via the
multi-resolution feature supported by subdivision, where control points can be edited at any
subdivision level, P1 and P2 can be manually edited in geometric or colour spaces by the artist.
Editing these points is analogous to editing derivatives in Illustrator’s curve editor, which most
likely employs Ferguson curves.
A bivariate solution
The univariate solution above is generalised to the bivariate setting. The main challenge in
this setting is to define subdivision rules that provide both natural-looking colourings and that
satisfy the given conditions.
The solution first performs a single modified ternary subdivision of the input control mesh.
This is followed by standard Catmull-Clark subdivision. The initial ternary subdivision step
produces a new set of vertices and faces related with the original control mesh. Recall from
Section 6.2.1 that new vertices are classified as vertex, edge, and face points.
The ternary subdivision step subdivides each face of n-valency into a smaller face of n-valency,
surrounded by quadrilaterals. Each edge of the original face is associated with three new quadri-
laterals on each of its two sides. This subdivision step is shown in Figure 6.9(d).
The ternary subdivision procedure is particularly well suited to this problem: All subdivided
points are associated with a single original control point. Consequently, the colours of these
points are all set to the same colour as their related original control point (Figure 6.9(a)). This
step assigns colours to all vertices in the new mesh.
With the colour coordinates defined, the remaining, geometric, coordinates are described next.
New edge and vertex points are defined as in the univariate solution.
New face points are defined as follows. Given a control point V and one of its incident faces, let
the midpoints of the two associated original edges be E1 and E2. The related directional colour
86
Topologically unrestricted gradient meshes
d1d2
(1-d1)(1-d2)
d2(1-d1) d1(1-d2) d2
d1(a) (b)
(c) (d)
F
Input
1st step
2nd step
E1
V E2
C
Figure 6.9: The proposed solution performs a single step of modified linear ternary subdivision
followed by standard Catmull-Clark subdivision. (a) In colour space, all new edge, vertex and face
points associated with an original point (large disks) are assigned the colour of that point. Thus, the
one-ring of points around an original point are all defined with the same colour. (b) The geometric
location of a new face point (black disk) is defined by bilinear interpolation over a quadrilateral
defined by the original vertex V , the midpoint of the two related edges E{1,2}, and the centroid of
the face C. The weights of the bilinear interpolation (green) are defined by the related directional
weights, d1 and d2. (c) The mesh configuration of a 2 × 2 grid after two steps of subdivision.
(d) The first step produces a centre face of the same valency as the original face, surrounded by
quadrilaterals.
weight from V to E1 is d1 and the directional colour weight from V to E2 is d2. Additionally,
let C be the centroid of the face. Then, the geometric location of the new face point F is defined
via bilinear interpolation (Figure 6.9(b)):
F =(1− d1)(1− d2)V + d1d2C+
d2(1− d1)E1 + d1(1− d2)E2.
(6.3)
After this single special ternary step, standard Catmull-Clark rules are used for all subsequent
subdivision steps to produce the final surface. Figure 6.9(c) shows the configuration of a 2× 2
rectangular grid after one step of ternary subdivision and one additional step of Catmull-Clark
subdivision.
Figure 6.10 shows results for two types of meshes with various settings of the directional colour
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Figure 6.10: Illustrations of the control meshes computed after the first step of subdivision with
the proposed ternary subdivision step. Original control points are marked by larger disks. In the
input meshes (top left for each result), new edge points after the first step are marked by smaller
black disks. Notice how the directional colour weights (adjustments have been highlighted with
coloured lines) influence the local propagation of the colours. The coloured results have been further
subdivided two times with Catmull-Clark rules and the surfaces were rendered with OpenGL.
weights. These results indicate that the method produces intuitive colourings according to the
given input. The behaviour of the solution is discussed in more detail in Section 6.4.
6.3.2 Initial refinement with binary subdivision
An alternative scheme using binary subdivision is now presented. An advantage of binary sub-
division over the ternary solution is that it produces a pure quad mesh, thus replacing relatively
large central faces with smaller quads. This was, in fact, the first solution that was tried because
it is the most obvious solution. Its drawbacks led to the development of the ternary solution.
In order to satisfy Conditions 1–3, two binary subdivision steps must be performed. A sin-
gle step of binary subdivision will not produce a unique 1-ring neighbourhood for the original
control points, which is required to interpolate original control points with Catmull-Clark sub-
division. That is, original control points share points in their 1-ring neighbourhood after a single
step of subdivision. Two steps of binary subdivision are required for the 1-ring neighbourhoods
to be unique. Thus, modifications to incorporate the directional colour weights are performed
after the second step of subdivision. Consequently, control points that are not defined in the 1-
ring neighbourhoods of original control points must also be dealt with. Such additional points
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Figure 6.11: Colouring a horizontal bar with the two-step binary solution. The weights are, from
top to bottom: 0.4, 0.1, and 1. Compared to the ternary solution, it creates an additional point, P2,
on the midpoint of the edges. The visual results are similar to the ternary solution. However, the
ternary solution creates marginally smoother results for larger weights. This difference is seen more
clearly in Figure 6.14.
are not defined in the ternary solution and represent the added complexity to this binary subdi-
vision solution.
The treatment of these additional points complicates the presentation of the solution as more
special rules must be defined. More specifically, edge, vertex, and face points are treated differ-
ently in the second step depending on their definition in the first step of subdivision. I therefore
adjust the terminology of new vertex points in the second step: they are referred to with the
notation <type>-vertex. For example, an edge-vertex point has been subdivided as an edge
point in the first step, and then as a vertex point in the second step. Thus, a vertex-vertex point
can be related to an original control point.
Note that this solution can alternatively be viewed as a single quaternary subdivision of the
original control polygon. As I have found the two-step treatment more notationally manageable,
I have chosen to describe the method as a two-step binary subdivision solution.
A univariate solution
The first step of subdivision is perfomed with linear binary subdivision of the input control
polygon: new vertex points are defined at the same coordinates, both in colour and geometry,
as the original vertex. New edge points are defined at the midpoint of the edge.
The special rules, incorporating the directional colour weights, are now defined in the second
step of subdivision. New vertex-vertex points are defined at the same coordinates as the original
vertex.
The coordinates of all new points created along a given original edge are now described. Let P0
and P4 be the vertex-vertex points defining the edge, P2 be the edge-vertex point, and P1 and P3
be the new edge points. Each vertex-vertex point has associated directional colour weights. P0
is associated with the directional colour weight d1; d2 is associated with P4. Directional colour
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weights are scalars in the range [0, 1].
In geometric space, these points are defined as:
P1 = (1− d1)P0 + d1(P0 + P4)/2;
P2 = (P0 + P4)/2;
P3 = (1− d2)P4 + d2(P0 + P4)/2.
Hence, the edge-vertex points are defined with the same coordinates, at the midpoint of the
original edge, as its related point defined in the first step.
In colour space, P1 is set equal to P0, and P3 is set equal to P4. P2 is the average of P0 and P4.
The refined control polygon defines a cubic B-spline curve that satisfies the given conditions.
Figure 6.11 illustrates these subdivision rules and demonstrates the effect of the directional
colour weights.
A bivariate solution
As with the univariate solution, the first subdivision step is defined as a linear binary subdivision
of the input control mesh. That is: new vertex points are defined at the same position as its
related vertex, new edge points are defined at the midpoint of the edge, and new face points are
defined at the centroid of the face.
The colour coordinates of the subdivided points in the second step are now described. As
previously mentioned, the 1-ring of new points surrounding a vertex-vertex point is unique.
The colours of the points in this 1-ring neighbourhood are set to the colour of the original
control point related to the vertex-vertex point.
The additional set of points not related to these 1-ring neighbourhoods must also be dealt with.
Figure 6.12 illustrates these rules in colour space. Edge-vertex points and face-vertex points are
dealt with separately. The colour of an edge-vertex point is defined as the same colour as its
related vertex. The colours of new face-vertex points are defined with standard Catmull-Clark
rules (Equation 6.1). Additionally, new edge points not related to the 1-ring neighbourhoods
are defined between edge-vertex points and face-vertex points. Such a new edge point is given
the same colour as its related edge-vertex point. Finally, all new face points are defined in the
1-ring neighbourhoods of vertex-vertex points and have therefore been already defined above.
A similar treatment is performed in the geometric space. Vertex-vertex points (P1 and P4 in the
univariate case) and edge-vertex points (P2 in the univariate case) are defined as in the univariate
solution. There are two types of new edge points: those related to a vertex-vertex point and an
edge-vertex point, and those related to a face-vertex point and an edge-vertex point. The former
type of edge point corresponds to P1 and P3 defined in the univariate solution and are therefore
defined in the same way. The latter type is illustrated in Figure 6.12(d). Such points are related
to two vertex-vertex points and two directional colour weights. The new edge point is then
defined as a linear combination of the edge, using the average of the two directional colour
weights as the weight for the linear combination.
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Figure 6.12: Solution using two steps of initial binary subdivision followed by standard Catmull-
Clark subdivision. (a) In colour space, the colours of points in the 1-ring neighbourhood of original
vertices (large disks) are set to the colour of the original vertex. Additionally, the colours of edge
and edge-vertex points in the second step not in 1-ring neighbourhoods of original vertices are set to
the average colour of the two related original vertices. (b) A new face point (black disk) is defined
as the ternary solution. (c) Mesh configuration of (a) after two steps of subdivision. (d) Subdivision
weights (green) of new edge points related to an edge-vertex point and a face-vertex point.
Finally, new face points are defined. The first step defines a pure quad mesh. Each quad in this
subdivided mesh exactly corresponds to a quad used to define new face points in the ternary
solution. Thus, given a quad defined with the following points: V (original vertex), E1 and
E2 (midpoints of the original edges and new edge points defined in the first step), and C (the
centroid of the face and a face point defined in the first step); then, the new face point F is
defined as:
F =(1− d1)(1− d2)V + d1d2C+
d2(1− d1)E1 + d1(1− d2)E2.
(6.4)
Standard Catmull-Clark rules are used for the subsequent iterations to produce the final surface.
Figure 6.12(c) shows the configuration of a 2× 2 rectangular grid after two steps of subdivision
with this solution. Figure 6.13 shows results produced with this solution for some configurations
of the directional colours weights.
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Figure 6.13: Illustrations of the control meshes computed after two steps of subdivision with the
alternative binary solution. Original control points are illustrated with larger disks. Smaller black
disks relate to directional colour weights.
Comparisons with the ternary solution
Figure 6.14 shows comparisons between the binary and the ternary solutions. As the ternary
solution produces marginally smoother results for larger weights, this solution is deemed better.
Consequently, we provided no special modifications to the new points created in the first step
and folding can therefore occur for directional colour weights above 1. Such large weights are
directly supported with the ternary solution, as shown in the figure. The binary solution was
first developed because it was not clear how to define new face points with a ternary approach.
By contrast, a two-step binary approach simply means that the Catmull-Clark rules would need
modification after the second step to satisfy Conditions 1 and 2. The binary approach therefore
seemed more feasible in the initial stages of the project.
Using the experience from the binary solution, various rules for new face points for a single-
step of ternary subdivision were experimented with. The binary solution inspired us to opt for
the more ‘local’ approach of bilinear interpolation of the directional colour weights in a local
quadrilateral. Thus, traces of the binary solution can be seen in the ternary approach: the set
of quadrilaterals used to define new face points in the ternary solution corresponds to the new
faces created in the first step of binary subdivision. The advantage of the ternary approach is
that these quads are only used intermediately to define new face points. By contrast, the binary
approach includes these quads in the final mesh simply because they are created in the first step
and, as a consequence, are used to define new faces in the second step. The binary solution
therefore introduces an unnecessary set of faces and vertices to achieve Conditions 1 and 2.
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Binary
Ternary
Input mesh
Weights > 1: Binary Ternary
Figure 6.14: Comparisons between the binary and ternary solutions. In the top two rectangles,
the directional colour weights are globally increased from 0 to 1 from top left to bottom right.
Notice how the results for the ternary solution are visually smoother compared to the binary solution,
especially for larger weights. In the bottom rectangle, several directional colour weights are above
1, producing folding artefacts with the binary solution. By contrast, the ternary solution produces
smooth results.
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As the ternary approach is deemed better than the two-step binary solution, I will, in the re-
mainder of this chapter, only refer to the ternary solution (i.e. ‘our solution’ refers to the ternary
solution).
6.3.3 Discussion
There are several aspects of our solution that are open for discussion. I address alternative
definitions of face points, the various options available in the geometric space, and folding
issues.
On definition of face points
There are many viable options to defining weights of the vertices of original faces for new
face points. The proposed solution, bilinear interpolation on a smaller quad, is relatively local.
Alternative approaches using pre-defined weights for all of the vertices of the face, similar to
Catmull-Clark rules, can be considered. A challenge, however, is to incorporate the directional
colour weights. Moreover, the solution defines relatively large central polygons. While such
a weighting scheme would be suboptimal for most applications, larger central polygons are
sensible for this particular colouring problem. The reason for this is that the geometric and
colour coordinates are separated, meaning that using a more global weighting scheme can force
a given colour to have influence outside the local neighbourhood of the given control point.
Thus, the colour function can behave unnaturally in relation to the directional colour weights
with such global schemes.
There are multiple possibilities to defining the quadrilaterals used for the bilinear interpolation
of directional colour weights for new face points. For example, the scheme can be reconfigured
to use the entire edge, and not midpoints, to produce the same results. Midpoints are used
to define sensible local influence of the directional colour weights. More specifically, if all
directional colour weights are set in the range of [0, 1], colourings in the local neighbourhood
of the control points will not conflict with their adjacent control points. While a directional
colour weight d can be set in the range [1, 2] to extend the influence further than the midpoint,
the corresponding directional colour weight along the given edge must be set to maximum 2−d
in order to avoid folding (Figure 6.15). This restriction can be enforced in the user interface.
On geometric coordinates
There are several options available for the subdivision rules in the geometric space. Specifically,
two questions should be considered: should the geometric coordinates of the original control
points be interpolated or approximated?; and how should boundary vertices be treated?
Our solution does not interpolate the geometric coordinates of the input control points. In
contrast, Ferguson patches do interpolate both colour and geometric coordinates. We did not
notice visual differences between the two approaches (Section 6.4), probably owing to the fact
that the limit point L corresponding to a vertex V in the input mesh lies close to V due to the
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CMVCs Our method
Folding avoidance for our 
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Figure 6.15: Concave polygons can produce folds with spline-based interpolants, such as our
method; directional colour weights have been increased to better highlight this issue. Interpolation
schemes with support for concave polygons, such as CMVCs, do not create such folds.
initial ternary step and the local behaviour of Catmull-Clark subdivision. However, the initial
ternary step could be tuned to ensure that geometric coordinates are interpolated; that is: L = V
for all vertices. This could be achieved by using the limit projection given in Section 3.2 in ref.
60, which imposes a single linear condition on the 1-ring of V after the initial ternary step.
Moreover, since these 1-rings do not overlap, the linear conditions for all V do not form a
system; they are independent of each other and can thus be easily incorporated.
The boundary subdivision rules in the geometric space should be carefully considered depend-
ing on the given application (the boundary rules give rise to a 1D manifold at the boundary of the
(open) surface). The reason for this is that boundary rules influence not only the propagation of
colours but also the shape of the boundary. For example, artists familiar with Ferguson curves
and patches, where one adjusts the shape of the boundary with derivative constraints, would
prefer the boundary vertices to be interpolated. On the other hand, artists more familiar with
B-spline curves and surfaces are used to adjusting the shape with control points of the control
polygon or mesh. As the rules of the boundary vertices can be trivially adjusted to support both
options, we chose to subdivide the boundary with similar rules as those used for the interior
vertices; that is, original colours are propagated to the new vertices (see the boundary vertices
of the mesh in Figure 6.12(a)).
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Folding problems
Folds of the spline surfaces can create C0 artefacts (Figure 6.15). Such folding can only occur
for concave polygons and faces. We note that this is a general problem when dealing with spline
surfaces, such as Ferguson patches, in the 2D image domain and is not an artefact produced by
our method specifically. There are several ways of dealing with this issue. Illustrator’s gradient
mesh tool seems to apply a trimming procedure that clips the folds. To avoid folding, input
control points can be adjusted so that the centroid of the polygon is defined inside that polygon.
A third approach is to refine the polygon to a mesh of convex faces. Finally, we note that
such folding problems are not encountered with interpolation schemes that support concave
polygons, such as CMVCs (Figure 6.15(left)).
6.4 Results and comparisons
In this section, I discuss results, performance, and multi-resolution editing. Furthermore, I
compare our results against Illustrator’s gradient mesh tool and CMVCs. I stress that the goal
of our method is to provide a similar behaviour to Illustrator’s gradient mesh tool in the regular
setting and to extend this behaviour for meshes of arbitrary topology. In my comparisons, I
show relatively simple meshes, because these allow me to demonstrate larger spatial influence
of the colour of each control point, to best analyse the behaviour our method. I have found
that visual differences are best distinguished with primary colours. To demonstrate the artistic
applicability of the method, I also provide some complex examples. The control meshes in
these examples were created, manually, with SketchUp. Finally, the colour function has been
defined in the RGB colour space when comparing with other methods. Otherwise, I have used
the LAB colour space for interpolating colours. I prefer the LAB space because it provides
uniform transitions between colours without introducing additional hues, which, in my opinion,
provides visually more pleasing colour transitionsv.
Results
Results are shown in the figures in this chapter and in Appendix B. These visualisations indicate
that our solution produces intuitive results according to the directional colour weights. By
intuitive, I mean results that one could expect from Illustrator’s tool (which I compare againts
later in this section). Additionally, Figure 6.4 demonstrates that our solution is also well defined
for control meshes in 3D.
Performance
We achieve interactive performance with our naı¨ve C++ OpenGL single-core CPU implemen-
tation. Tested with an Intel SU4100 1.3 GHz CPU, the software produced three levels of sub-
vSee the following blog for visual comparisons between multiple colour spaces:
howaboutanorange.com/blog/2011/08/10/color interpolation
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Input quad Edits at 1st level
Figure 6.16: Multi-resolution editing after the first subdivision step. Right mesh: coloured disks
represent vertices that have been moved and recoloured; black rings represent vertices that have been
moved but not recoloured.
division in the range of 10–390 milliseconds (ms) for all results shown in this chapter and
in Appendix B (for example, separate times for the 1st;2nd;3rd steps for: Figure 6.10(bottom):
1;5;20 ms, Figure 6.18(our method; bottom): 20;70;300 ms, Figure 6.19: 8;33;120 ms). The
number of subdivision levels required for smooth-looking results depends on the spatial layout
of the input mesh, where sparser meshes might require additional levels. In practice, we have
found that three levels are typically sufficient. We note that the performance can be further im-
proved, at least for subdivision levels using Catmull-Clark rules, with a GPU implementation.
From the reported timings on such implementations69, we should expect a performance boost
of at least one order of magnitude.
Multi-resolution editing
A particular advantage of subdivision, as demonstrated in surface modelling for animation23,
is the native support for multi-resolution editing113. That is, meshes can be edited after each
step of subdivision as the mesh is progressively refined. Thus, meshes at the coarsest level
can be relatively sparse, whilst still supporting complex colourings in the interior of the object.
Figures 6.16 and 6.19 demonstrate manipulation of the shape of the boundary and colour refine-
ments with multi-resolution editing. Note that we only investigated multi-resolution editing for
refinement purposes. As the subsequent subdivision steps with Catmull-Clark rules are approx-
imating, I do not demonstrate interpolation of selected colours and applying local weights of
such refinement, although such a feature could be implemented relatively easily (by colouring
the 1-ring of the refined control point after two subdivision steps with its colour).
Comparisons with Illustrator’s gradient mesh tool
Informal comparisons with the gradient mesh tool are provided in Figures 6.18 and 6.17 and
in Appendix B. These comparisons indicate that our solution behaves similarly to Illustrator’s
tool in the regular setting. While the two methods produce visually similar results, they are not
directly compatible. In the regular setting, our method produces C2 bi-cubic B-spline surfaces,
whereas Ferguson patches are defined as C1 bi-cubic interpolatory spline surfaces. In practice,
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Our method Illustrator
Figure 6.17: Behaviour in relation to derivative constraints with our method and with Illustrator’s
gradient mesh tool. Manipulated derivative constraints have been highlighted with coloured lines.
The bottom three examples illustrate the behaviour of the directional colour weights at an irregular
vertex. The propagation of the red colour relates to its 1-ring neighbourhood, which is influenced by
the directional colour weights. The blue curves are the cubic B-spline curves defined by the vertices
of the 1-ring neighbourhoods and they therefore relate to the shape of the red colour in that local
neighbourhood.
this difference in continuity for regular regions does not provide any particular advantage to the
artist. The advantages of our method lie instead in its ability to handle arbitrary mesh topology.
This advantage is demonstrated in Figures 6.18(bottom) and 6.19: meshes of arbitrary topology
can be defined with varying density of the mesh according to the underlying features of the
object. Thus, this contribution improves on the restrictions mentioned in Section 6.1 by sup-
porting more flexible topologies of the mesh. I note that the improvement of our approach lies
in the fact that meshes of arbitrary topology are not unnecessarily dense. Dense meshes are
required in order to capture finer image details (Figure 6.19). I believe our subdivision-based
approach can be advantageous over alternative approaches in such settings, since the meshes
can be initially sparsely defined. Then, the finer details can be manipulated by multi-resolution
colour adjustments. In contrast to the current approach with Illustrator (that is, moving points
on a fixed dense mesh), the spatial layout of the mesh control points can be manipulated at the
first two levels; thus, colour is the only parameter that should be manipulated at the finer levels.
Such an approach can improve on creation and planning times, as demonstrated by Pixar23.
Figure 6.17 and Appendix B illustrate the influence of the directional colour weights and com-
pares it with Illustrator’s gradient mesh tool. Note that Illustrator’s tool does not give rise to the
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Illustrator/Ferguson patches
Our method CMVC - gradient mesh simplification
Figure 6.18: This pepper example is commonly used to visually compare methods in vector graph-
ics. Illustrator/Ferguson patches: the left example was rendered with Illustrator; the corresponding
seven-layer mesh was provided by lifeinvector.com c©. The right example was rendered53 with Fer-
guson patches. The single-layer mesh was extracted from the image produced by Illustrator (left),
using the method of Lai et al.53. Gradient-mesh simplification with CMVC57: Given the mesh from
Lai et al., two irregular meshes are produced according to their method (Section 6.2.2). Colour and
gradients are projected to the remaining vertices from the original image. Our method, top: render-
ing using the seven-layer mesh (meshes were manually re-created). The directional colour weights
were adjusted to best match Illustrator’s result. Our method, bottom: single mesh with irregular
elements.
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Illustrator (professional artist) Our method (single mesh)
Our method: after colour refinements
                      in 2nd subdivision  step
Figure 6.19: Reproduction of the face of the girl (Chinese actress and model Zhang Ziyi) in Fig-
ure 6.1. Due to the support for arbitrary mesh topology, our method supports a single, relatively
sparse, mesh to represent the entire face. With Illustrator’s gradient mesh tool, restricted to rectan-
gular mesh topology, the artist is typically required to define multiple meshes, which are manually
stitched, to produce such complex drawings.
saturation artefacts I demonstrated with Hermite interpolation in Section 6.2.2. This means that
Illustrator’s tool does not feed the derivatives directly to the Ferguson patches. Instead, Illustra-
tor’s behaviour is visually similar to our method. These comparisons indicate that Illustrator’s
tool uses fixed derivatives in colour space, like our approach, and therefore adjusts the colour
gradient exclusively in the geometric space. Thus, Illustrator’s and our method’s ‘derivative
constraints’ do not relate directly to the first derivative of the colour function. To this end, I
chose to refer to our constraints are ‘directional colour weights’: constraints that manipulate
the colour gradient locally along given directions (the edges). Figure 6.17 illustrates how the
colour profile in the local neighbourhood of an irregular vertex, where derivative constraints
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along edges do not make much sense, is influenced by directional colour weights.
Comparisons with Hermite interpolation
Figure 6.5 and Appendix B show informal comparisons with CMVCs. Comparing with CMVCs
is a sensible because they exactly satisfy value and first derivative constraints if the boundary
is piece-wise linear57. However, it is unclear how to adapt CMVCs to render gradient meshes
of arbitrary topology with arbitrary derivative constraints, as discussed in Section 6.5. Thus,
future work is necessary to adapt such Hermite interpolation methods to our problem.
In terms of computational complexity, our method uses only local linear combinations of control
points to define the surface and is therefore efficient. In comparison, CMVCs require evaluation
of distances (via square roots) and trigonometric functions. Our naı¨ve CPU implementation
of CMVCs is therefore slower than the similar implementation of our method. However, on
modern hardware with support for parallel computations on the GPU, this difference in compu-
tational complexity is not significant.
6.5 Future work
The topological restrictions of gradient meshes have, as many researchers have previously
pointed out (e.g. refs. 57;73;53;110;58), hindered its potential in many applications within vec-
tor graphics. I envision that our approach could stimulate future work in vector graphics and
related fields. The two most directly related applications are free-form vector-based design and
vectorisation of photographs.
I believe our contribution is a step closer to unifying diffusion curves and gradient meshes. In
the future, I envision an approach that automatically creates high-quality meshes from free-
form curves. Such an approach will improve on diffusion curves in two ways: local control
over colour gradients and better computational performance. Figure 6.21 illustrates how local
control can be advantageous in the setting of colouring images. As described in Section 4.3.2, a
significant challenge is to create control meshes from boundary curves. If point constraints are
also used as input, an additional challenge is to propagate these colours to mesh control points.
I imagine both global and local behaviour should be achieved, as illustrated in Figure 6.21.
State-of-the-art vectorisation algorithms employ similar frameworks to ours. Early methods95;53
use optimisation procedures to align and sample gradient meshes (that is, Ferguson patches)
with an image or an image segment. Such vectorisation greatly improves the creation process
of gradient meshes, since gradient meshes are typically manually traced from input images95.
As pointed out by Liao and colleagues (ref. 58, Section 2), Ferguson patches give rise to lim-
itations of these vectorisation algorithms, since colour discontinuities can only be defined by
degenerate quads or folds. Moreover, the rectangular restriction hinders adaptive layouts, mak-
ing it challenging to align colour discontinuities with image features. Liao et al. improved on
this restriction by using triangular meshes, which are more adaptive. The interpolation problem
was solved with the Loop subdivision scheme, which was extended to support sharp features
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and colour discontinuities (tear curves). The use of subdivision surfaces enabled Liao et al. to
demonstrate novel vector-based image edits.
I believe more general control meshes, not constrained to grids or triangles, could improve
various aspects of vectorisation. I envision an approach where quad meshes or similar sparse
constructions are used to represent multiple levels of abstractions of the image. Such sparse
meshes would potentially be preferable by artists over the relative dense triangular meshes
proposed by Liao et al., as illustrated in Figure 6.20. Simplification procedures, akin to Li
et al.57, could be employed to provide such sparse meshes. Finally, control meshes should be
of high quality, where faces are close to equiangular and equilateral; the simplified meshes
proposed by Li et al. (Figures 6.6 and 6.18) do not hold such properties and might therefore be
more difficult for an artist to work with.
There are several additional challenges that arise when dealing with vector-based representa-
tions of photographs:
− It is challenging to represent a high-frequency image signal with sparse meshes. Dense
meshes are therefore required to represent certain image details. On the other hand,
dense meshes are difficult to manipulate directly and a major advantage of vector graphics
would therefore be lost. That is, if meshes are pixel-level dense, manipulating the image
via the vector representation turns similar to directly painting pixels. A related problem is
to compress photographs to make the storage size of the image as low as possible, whilst
maintaining the visual quality of the original photograph.
− If meshes are dense, users should not be forced to directly manipulate them, but instead
be abstracted from the underlying vector representation. Users should still be able to
manipulate the image in a vector-centric way.
− A vector representation has obvious advantages such as scalability and support for ge-
ometric operations. However, standard filtering operations, such as contrast and detail
enhancement, are not natively supported in vector graphics. While Liao et al.58 have pro-
posed various approaches to vector-centric filtering on their triangular meshes, they rely
on dense meshes to approximate the behaviour of pixel-based filters.
In the next two chapters, I provide an alternative view to vector-centric image processing. In-
stead of converting the image signal into a complete vector representation, I present methods
that supplement a photograph with a vector image. This approach avoids the issue of being
able to faithfully represent the original photograph, whilst still enjoying the benefits of vector
graphics, such as local, explicit, control.
6.6 List of contributions
− I present a new vector primitive for defining smooth colour gradients with control meshes
of arbitrary topology.
− New interpolation schemes, using subdivision, that guarantee interpolation of original
colours, do not stray outside the colour space, are smooth, and adapt colour gradients
according to directional colour weights. I argue our approach emulates the behaviour of
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Loop subdivision with triangle meshes Mesh with irregular elements
Result (our method) Colour gradient manipulation Colour manipulation 
Figure 6.20: Comparison between Loop subdivision with triangle meshes for image vectorisation58
and our method. While colours can be manipulated at vertices with Loop subdivision, the scheme
does not support derivative or gradient control. Consequently, a denser mesh, compared to our ap-
proach, is in this example required in order to colour the flower. By contrast, our method both
supports manipulation of the colour gradient and meshes of arbitrary topology (and not only tri-
angles). The bottom images illustrates gradient and colour manipulation, associated with a small
number of control points, which would be challenging to demonstrate with a pure triangle-based
representation.
Ferguson patches in the regular setting and that it extends this behaviour to the irregular
setting.
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Input curves and colour-point constraint Second-order diffusion curves
Gradient meshes (our method)
Figure 6.21: Colour editing with point constraints using second-order DCs and proposed behaviours
with gradient meshes. The two results for DCs were created with three and seven points. Notice
the global behaviour of diffusion: in the first example (three points), the topmost yellow colour
is not explicitly specified and is produced from the three (green and blue) points. When yellow
colours are specified, however, the topmost colour turns orange and the green and blue colours
are predominantly brighter than the input colours. By contrast to DCs, our method supports local
control. One the other hand, gradient meshes require control meshes, and not points, as input. In
Section 4.3.2, I discussed the potential of using quad meshes to represent the colour surfaces. An
additional challenge is how to propagate colours from points to mesh control points. In this example,
I manually demonstrate a global diffusion-like behaviour (left) and a more local behaviour (right).
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Chapter 7
Surface modelling for automatic contrast
enhancement in photographs
This chapter presents research described in the following paper:
Cornsweet surfaces for selective contrast enhancement
In the previous two chapters, I presented two vector primitives for creating images from scratch.
In the next two chapters, I focus on processing photographic images. In this chapter, I present a
technique to automatically enhance contrast of photographs.
Contrast enhancement is a well-studied problem in image processing. Contrast is the difference
in luminance or colour that makes objects distinguishable. There are many approaches to con-
trast enhancement in image processing: some increase the overall dynamic range of the image
while others only adjust luminance or colour locally, aiming to increase the perceived contrast
between objects. This chapter presents a method that aims to alter the perceived contrast be-
tween image regions.
I do not suggest a method to generally enhance the appearance of photographs, as with many
previous approaches in image processing. Instead, the usage of the our framework is tar-
geted towards applications where objects, or regions across specific edges, are emphasised with
contrast-enhancement profiles. The image is enhanced automatically, where input edges are
found using a high-level edge-detection algorithm that aim to identify meaningful edges in the
image. I envision applications such as smart object enhancement procedures that can be auto-
matically applied as a quick post-processing step on the digital camera device. Additionally,
the framework can also be used in situations where a user manually specifies which edge to
enhance and to what extent. Such user interaction is described in Chapter 8.
The type of enhancement that is created with the proposed framework has been well studied
in psychology. We drew inspiration from the Cornsweet illusion where the perceived contrast
of whole regions can change by modelling a specific luminance profile onto the image (Sec-
tion 7.1). From this inspiration, 3D Cornsweet surfaces are modelled (2D in image space, 1D
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Luminance profile Perceived brightness
Craik; O’Brien
Cornsweet
Ramp edge
Blurry edge
The Cornsweet illusion
The Chevreul illusion
Perceived brightness
Figure 7.1: Left: The difference between the Cornsweet illusion (top) and Chevreul’s illusion (bot-
tom). The Cornsweet illusion affects large regions: the middle region is perceived as brighter even
though all three regions have the same brightness except close to the edges. Chevreul’s illusion in-
duces colour gradients, even though they do not exist. In reality, each band has constant brightness.
Right: Various profiles and their perceived brightness. Illustrations from Kingdom and Moulden50.
in luminance enhancement). These surfaces are extruded or depressed in the luminance dimen-
sion of the image to alter the perceived contrast of the surround of the related image edge.
In addition to defining control meshes for these Cornsweet surfaces, pre- and post-processing
steps are required (Section 7.3). The pre-processing step requires input curves to be extracted
from the image. This is achieved by fitting B-spline curves to image edges that have been
extracted from the image with a high-level edge detector. Using these fitted curves, control
meshes are created with Solution 1 from Chapter 4. The post-processing step requires surfaces
to be rendered and aligned with the original edges. Rendering the surfaces directly into the
image, like the approach in Chapter 5, is insufficient because pixels (on the wrong side of the
original edges) might be incorrectly altered. Such incorrect alterations are therefore explicitly
dealt with.
Before outlining the solutions to these problems, I briefly present research in perceptual psy-
chology this idea is based upon (Section 7.1). Additionally, related work in image processing is
discussed (Section 7.2).
7.1 The perception of contrast
Contrast has been well studied over the centuries. It is the difference in colour that makes an
object distinguishable. In art, the use of complementary colours is fundamental to creating
strong contrasts. I, however, present a contrast enhancement algorithm that introduces subtle
changes in luminance and not drastic changes in colour contrast. In this section, I describe the
theory behind the phenomenon that this algorithm is based upon: the Cornsweet illusion. For a
boader view of this research, see the review by Kingdom and Moulden50.
There has been significant work on how colours of two different objects influence each other50.
This type of phenomenon, known as simultaneous contrast, was first identified by Chevreul15
106
The perception of contrast
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w = 2.0
Figure 7.2: Left: The control points defined in Chapter 4 define Cornsweet profiles for each edge
control point. Right: These profiles are modelled as quadratic NURBS. The weight, w, is associated
with Pa,2. The other two points have a weight of 1.0.
(1839); a related illusion is called the Chevreul illusion. The theory behind this illusion de-
scribes how two entire adjacent areas influence each other. On the other hand, the theory behind
the Cornsweet illusion describes how smaller surrounds of an edge influence the perception of
the entire surround. The differences between these two illusions are shown in Figure 7.1(left).
To identify intrinsic properties of an object, the visual system must recover information about
the reflectance of the surface of the object. The visual system solves this problem by separating
the surface colour and illumination colour. The extent of which the visual system is are able to
solve this problem is called lightness constancy. Lightness constancy is broken, as demonstrated
by the Cornsweet illusion, by altering the surround of the surface in question (Figure 7.1(top-
left)).
A large number of alterations of this surround have been studied; in particular the luminance
profile of the border. Figure 7.1(right) shows some of these, including their effect on the per-
ceived brightness. The Cornsweet illusion20 (1970) gives the most dramatic effect which com-
bines both sharp and gradual changes in reflectance on both sides of the edge. Such a break
in lightness constancy was first identified by Craik21 (1940) and O’Brien70 (1958) who only
considered one side of the edge. In nature, effects such as blurry edges on shadow boundaries
have been shown to have similar, but weaker, profiles93.
Many variations of the Cornsweet profile have been proposed, including linear105, parabolic25,
and sinusoidal and exponential ramps50. We decided to model a profile similar to the original
profile Cornsweet proposed20 since Cornsweet edges are known to provide the strongest ef-
fect25. Such a profile can be modelled with a quadratic NURBS curve with three control points.
Figure 7.2 shows various profiles with different NURBS weights for the middle control point.
The images presented in this chapter are rendered with the weight set to 0.8, since the profile
defined by this weight has a Cornsweet-like shape. Note that the coefficients of the Cornsweet
(polynomial) profile has not, to my knowledge, been derived; researchers seem to be more in-
terested in its general shape rather than its exact definition. Thus, we only had the visual shape
of the profile as reference when we made our definition of it.
Figure 7.3 shows the perception of such profiles for various edge widths in visual degrees from
a study25 on the effect of the Cornsweet illusion. This study demonstrates that wider profiles
create higher contrasts. A question that arises is whether this generalises from simple 2D stimuli
to depictions of 3D environments, like those we find in photographs.
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Figure 7.3: Left: Effect of the Cornsweet profile of the perceived contrast25. Wider profiles give rise
to higher perceived contrast. Right: The Cornsweet effect can be enhanced by careful placement of
surfaces and choice of colours81. Notice how the centre stacked objects have the same colour except
at the edge.
This particular problem is not fully understood in psychology yet50. However, Purves and col-
leagues provide an interesting insight81: ‘the perception of equiluminant territories flanking the
Cornsweet edges varies according to whether these regions are more likely to be similarly il-
luminated surfaces having the same material properties or unequally illuminated surfaces with
different properties.’ This means that the Cornsweet effect decreases for surfaces with similar
perceptive reflectance under the same illuminant; conversely, the effect is increased for adjacent
surfaces with different perceptive reflectance under different amounts of illumination. Fig-
ure 7.3 shows a scene in which Purves et al. maximise the Cornsweet effect from their findings.
A recent study101 (2012) has identified the artefact threshold for Cornsweet-like halos produced
by the unsharp mask in photographs of real scenes. A halo artefact is defined as a bright halo
surrounding an object that is clearly noticeable. The conclusion was that there is a significant
difference of the artefact threshold between simple stimuli and real photographs. This can be
explained with the theory of visual masking30: texture (that is, high frequencies) hide the effects
of faceting, banding, aliasing, noise and other visual artefacts produced by sources of error in
graphics algorithms. This is relative intuitive: if the image signal is of high frequency, larger
magnitude of low frequency changes can be added to the image, without being objectionable,
than in a signal with no high frequencies.
Contrast in art
There is an interesting link between these illusions and artistic techniques. Ratliff83 has pro-
vided several examples related to paintings and pottery engravings in Asian art, some of which
can be traced back to AD 1000. The Cornsweet illusion is, according to Ratliff, induced in
several cases. This is remarkable, considering the fact that such strong effects are not seen in
nature and the artists must have been inspired in some other way or have stumbled across the
effect by chance.
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Figure 7.4: Georges-Pierre Seurat’s ‘Bathers at Asnie`res’ (1883, left) and ‘A Sunday afternoon
on the island of La Grande Jatte’ (1886, right). Notice the charismatic colourings typical for neo-
impressionism, especially around objects. Bottom: Two horizontal profiles are shown. The Corn-
sweet profiles are indicated by black arrows. The image was blurred by a 5-pixel radius Gaussian
blur to smooth out the brushstrokes.
Chevreul’s Mach band illusion was picked up by artists during the impressionist era. Georges-
Pierre Seurat is most notable (Figure 7.4) as he initiated the neo-impressionist movement. The
techniques which arose from this period were directly mimicking the Mach band effect, with
coloured halos decaying according to the artist’s interpretation of Mach bands. When seen
from a sufficient distance, colours charismatically blend (visually) to create the distinctive look
of neo-impressionist paintings.
7.2 Background
Various methods in image processing and computer graphics have been proposed to emulate
the Cornsweet illusion. All of these methods are pixel-based, building on a specific convolution
operator known as the unsharp mask. In this section, I first present a brief introduction to the
convolution operator and the unsharp mask (Section 7.2.1). I then present related work related
to the Cornsweet illusion for computer graphics and imaging (Section 7.2.2).
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7.2.1 Convolution and applications to image processing
Definition
Convolution is the standard operator for filtering images. It is an operation on two functions f
and g. Convolution is typically viewed as an operator that produces a modified version of f .
This modification (for example, sharpening of an image) is then characterised by g. Convolution
is defined in the continuous and discrete domains as:
f ∗ g(t) =
∫ ∞
−∞
f(t− ρ)g(ρ)dρ;
(f ∗ g)(x, y) =
m∑
i=1
n∑
j=1
f(x− i, y − j)g(i, j);
where f is the input image, of size m× n in the discrete setting, and g is the convolution filter.
Properties
The convolution operator has various advantageous properties. In terms of algebraic proper-
ties, it is commutative, associative, distributive, and associative with scalar multiplication. It
is invariant to translation, so that any translation invariant operation can be represented as a
convolution. Additionally, the Fourier transform, F, of a convolution is the point wise product
of Fourier transforms:
F(f ∗ g) = F(f) · F(g).
By utilising the fast Fourier transform, the complexity of the operation is O(n log n), which is
typically acceptable for interactive applications.
In image processing literature, filtering images with specific functions (for example, Gaussian
filtering), typically refers to convolutional filtering.
Applications
Differential operations. The convolution operator approximates various important mathemat-
ical operations in the discrete setting. Prewitt79 has provided differential filters for ∂f/∂x and
∂f/∂y; the gradient is defined as 5f = [∂f/∂x, ∂f/∂y]. The Laplacian operator can be de-
fined via the second derivative.
The Gaussian function Gσ (Equation 7.1) encompasses various properties which makes it suit-
able for image processing. It is rotationally symmetric, has a single lobe, both in spatial domain
and in frequency domain, and is easy to implement. It is suitable for smoothing, noise reduction,
edge detection, and feature enhancement.
Gσ = e
−
(
x2+y2
2σ2
)
(7.1)
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Figure 7.5: Smoothing (b) and sharpening (c,d) of an image (a). Smoothing is performed with the
Gaussian filter. This unsharp image (b) is subtracted from the original image, producing a sharpening
effect (c). The rightmost sharpened image (d) is produced via scale space analysis75.
Smoothing and sharpening. The Gaussian filter smooths the image and the Laplacian filter
sharpens the image. A single pass with the Gaussian filter is analogous to a weighted average of
the pixel neighbourhood. In frequency domain, this means that only low frequencies are kept.
Conversely, the Laplacian filter accentuates differences with local average and high frequencies
are kept.
Scale-space analysis. An important aspect of image processing and computer vision is the
analysis of the scale space of an image. The scale space can be produced by iterative convolu-
tion; that is, a single iteration convolves a given convolution filter with the previous convolved
image. Two representations are common for scale-space analysis. The first option is to perform
iterative convolution whilst keeping the original resolution of the image. The scale space is
therefore represented as a cube, or image stack, where images of higher levels (original image
is at level 0) are more blurred. The second option is to construct an image pyramid, where
both scale and space are sampled. A typical approach is to quarter the number of pixels in each
iteration, producing a regular pyramid.
There are various types of scale spaces depending on the convolution filter. The Gaussian
and Laplacian11 scale spaces are particularly useful, defined by the Gaussian and Laplacian
filters respectively. For example, extreme enhancements have been demonstrated by building
the Laplacian pyramid of the output image, via the Gaussian pyramid of the input image75.
Sharpening via smoothing. Subtracting the Gaussian filter from the original image I (Equa-
tion 7.2; C = I) creates a similar filter to the Laplacian operator, passing high frequency bands.
This is known as the unsharp mask operator. Small standard deviations σ increase sharpness
and large standard deviations increase contrast68.
I ′ = (1 + λ)I − λGσ ∗ C (7.2)
Figure 7.5 demonstrates some examples to the applications given above.
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Figure 7.6: Unsharp masking, increasing the Gaussian kernel (from left to right). Smaller kernels
only sharpen the image, while larger kernels both sharpen and increase contrast.
7.2.2 Cornsweet-style contrast enhancement with the unsharp mask
The unsharp mask produces the Cornsweet profile in some circumstances. Consequently, its
relation to the Cornsweet illusion has been well studied in perceptual psychology50. The Corn-
sweet profile is best produced for image features whose scale is similar to or larger than the size
of the Gaussian kernel52. Moreover, smaller Gaussian kernels are not suited for such contrast
enhancement as high frequencies in the image signal are amplified68;52 (Figure 7.6). Finally, the
unsharp mask does not increase contrast, in a Cornsweet-like manner, whilst avoiding sharpen-
ing the image; that is, as contrast is enhanced, the overall look of the image is typically altered.
Consequently, previous methods propose alternative methods to unsharp masking so that the
contrast enhancement does not alter the original look of the image.
Previous work
The method proposed in this chapter is not the first to apply the Cornsweet profile to enhance
the perceived contrast in images. The idea was first implicitly introduced by Luft and col-
leagues62 (2006). Inspired by neo-impressionist art, Luft et al. noticed that the unsharp mask
can produce similar selective enhancements for visually important edges using depth maps.
More specifically, the depth map is blurred with the Gaussian filter, which is then subtracted
from the original image (in Equation 7.2, C equals the depth map). Edges in depth maps typi-
cally refer to object boundary edges and can therefore be deemed more ‘interesting’ than edges
in the original image. Moreover, as their method is dependent on pixel-accurate depth maps,
it is best suited for synthetic rendering. In such applications, unsharp masking the depth map
enhances the cognition of spatial distribution of objects (Figure 7.7).
Cornsweet-style enhancement for synthetic applications has been further improved for tempo-
ral coherency by adapting the unsharp mask to geometric contexts87 (Figure 7.7). Instead of
processing intensities of pixels, a 3D adaption processes the outgoing radiance defined on the
mesh to a viewpoint. Thus, temporal coherency is automatically achieved as the enhancement
operation is associated with the geometry. Such Cornsweet-style enhancement was later shown
to be significantly preferred over rendering with no enhancement39. However, some aspects of
this contribution, relating to larger widths of the profiles, have been disputed101.
The first method, to my knowledge, aiming to explicitly produce Cornsweet profiles in images
was devised by Krawczyk and colleagues52 (2007). Their method performs unsharp masking
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Figure 7.7: Unsharp masking to enhance the cognition of scene coherence for synthetic render-
ing. Top: unsharp masking the depth map (middle) provides a selective enhancement of important
edges62. Bottom: unsharp masking the scene geometry, according to outgoing radiance towards the
camera, enhances the perception of the spatial layout of scene objects87.
in the input image’s (pyramid) scale space, where the Gaussian kernels were adjusted to match
the contrast of a reference image at each level of the pyramid. Their main application was to
bring back lost (perceived) contrast from high-dynamic-range (HDR) tone mapping. That is, a
tone mapped image is processed, reintroducing lost contrast via the Cornsweet effect, using the
original HDR image as reference (Figure 7.8).
The main advantage of applying the unsharp mask in the scale space is that sharpening can be
avoided. At low levels of the pyramid, where the image is less blurred, the unsharp mask tends
to sharpen the image, even with large kernels. However, at higher levels, where the image is
more blurred and high frequencies have been smoothed, unsharp masking with large kernels
can be employed without sharpening the image. Thus, to apply the Cornsweet effect without
introducing sharpening or other major alterations to the image, the Gaussian kernel can be
increased as the images in the pyramid get smaller and more blurred.
While the method of Krawczyk et al. works well for applications like post-processing of tone
mapping, where a reference HDR image is available, it is not suitable for images without a
reference. The problem for single images is to define consistent kernel sizes so that users do
not have to fine-tune this parameter for each image. From my experiments, this problem is non-
trivial. I will later in this section demonstrate intrinsic limitations of the unsharp mask, which
indicate the challenges of this problem.
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Figure 7.8: Selective Cornsweet-style contrast enhancement (left: input; right: result). Top: reintro-
ducing lost contrast from HDR tone mapping52. The middle image shows the added enhancement
(red: positive, blue negative). Bottom: Unsharp masking using a segmented version (middle) of the
input image101.
The first (and only) method to produce Cornsweet-style contrast enhancement on a selective
set of edges from a single image was proposed by Trentacoste and colleagues101 (2012). Their
‘additional’ image (C in Equation 7.2) for the unsharp mask is defined as a colour segmentation
of the original image (that is, a piece-wise linear colour image), produced automatically from
the input image with a state-of-the-art edge-aware smoothing method28. Since the segmented
colour image is piece-wise linear, with a constant signal except at hard edges, the unsharp mask
will typically not produce additional sharpening (Figure 7.8). As with the method by Krawczyk
et al., it is challenging to define consistent kernel sizes for general images without introducing
saturation artefacts, as described next.
Limitations of the unsharp mask
From my experiments on modelling the Cornsweet profile with the unsharp mask, two limita-
tions have been identified. First, to correctly model the Cornsweet profile from a given edge, the
following topological constraints must be satisfied: the edge must be sufficiently straight and
must not be too close to other edges. This limitation relates to the size of the kernel. Second,
edges of different luminance give rise to different magnitudes of the profile. Thus, achieving
a constant effect across images is challenging. This limitation relates to the magnitude of the
enhancement.
Figure 7.9 demonstrates the topological restrictions of the unsharp mask. For straight edges,
where the convolution kernel is only covering two image regions, the Cornsweet profile is mod-
elled accurately by the unsharp mask. However, if the kernel covers additional regions not
associated with the enhancement edge, the unsharp mask operation will not typically produce
the Cornsweet profile. This can happen where nearby edges are too close to each other or at
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Figure 7.9: The unsharp mask models the Cornsweet profile well for straight edges adjacent to
sufficiently large areas (top). However, saturation can occur for narrow regions (middle row) and
curved edges (bottom). Our method handles all of these cases. Additionally, our method guarantees
to level out the Cornsweet effect to the original colour, whereas this is not guaranteed by the unsharp
mask, as shown in the scan-line plots (blue curves: our method, magenta: unsharp mask, green:
original image).
curved edges.
To reduce these saturation artefacts, the magnitude of the blurred image, and therefore the Co-
rnsweet profiles, can be adjusted to fit the given image. While such editing can be sufficient for
single images, it is not suitable for automatic applications and mass editing of image libraries.
The unsharp mask is not suitable for such automatic applications due to its image-dependent
behaviour. Figure 7.10 demonstrates this point: the magnitude of the Cornsweet effect is depen-
dent on the difference in luminance of the related image regions. Such behaviour is expected
from any convolution-based image operator. By contrast, the our method is robust to such image
content.
The discussion above identifies inherent limitations of filter-based methods for the application
of Cornsweet-style contrast enhancement. To counter these issues, we investigated a fundamen-
tally different approach with NURBS surfaces. Surface modelling can achieve sufficient control
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Figure 7.10: Images produced with our method (top) and the unsharp mask (bottom) with fixed
parameters for all images. The scan-line plots show that our method (blue) has a constant behaviour
and avoids clipping. The unsharp mask (magenta), on the other hand, increases enhancement mag-
nitudes as the difference between the regions rises. The green plots show the original luminance.
over the behaviour of the given effect, as demonstrated by the figures above. The research ques-
tion addressed in the remainder of this chapter is whether these advantages can be generalised
to general photographs.
7.3 Selective contrast enhancement with Cornsweet surfaces
In this section, I present Cornsweet surfaces for increasing the perceived contrast in images.
The main technical challenge is to create suitable control meshes related to a set of input image
edges. This problem was discussed in Chapter 4. This section presents the framework for auto-
matically producing a selective enhancement of an input photograph. The additional problems
that are dealt with have been well studied in previous literature. Thus, I do not present tech-
niques aiming to improve such problems. Instead, I discuss the reasoning behind the various
design decisions we made when forming this framework.
The input to the framework is an RGB image and two (global) parameters: the maximum spatial
extent σ ∈ R+ of the Cornsweet profiles and the magnitude λ ∈ R+ of the enhancement.
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Figure 7.11: An overview of the steps of the enhancement algorithm.
Figure 7.11 shows the pipeline of the contrast enhancement framework. The following steps
are performed:
1. Input edges extracted from the input image (Section 7.3.1).
2. Edges fitted to produce B-spline curves (Section 7.3.2).
3. The B-spline curves are converted into suitable control meshes (Section 7.3.3).
4. Cornsweet surfaces, defined by the control meshes, are applied to the original image
(Section 7.3.4).
It is important that the luminance changes introduced are tuned for human visual perception.
We decided to use the chrominance-luminance colour space xyY (ref. 5), where Y represents
luminance and xy represent chrominance. The Cornsweet surfaces are applied only to the lumi-
nance channel and the chrominance channels are therefore not altered. Furthermore, the visual
perceptual system is sensitive to multiplicative contrast; for example, a luminance ratio of 1:2
is perceived as the same contrast as a ratio of 100:200. Luminance should therefore be added in
the log domain of Y .
7.3.1 Boundary edge detection
The Cornsweet contrast enhancement should only be applied to ‘important’ edges in the im-
age. As with previous methods62;101, such important edges refer to object boundary edges. The
reasoning behind this choice is that Cornsweet-style contrast enhancement between scene ob-
jects enhance the cognition of scene coherence. Thus, a computer vision boundary detection
algorithm is used to define the edges to be enhanced.
Boundary detection algorithms86;54;37 define edges according to a wide range of high- and low-
level cues such as texture, colour, junction configuration, area, length, and 3D cues. Note that
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edge detection and segmentation problems are difficult to define (and solve) as object segmen-
tation in images is subjective64.
We found the boundary detection algorithm by Hoiem and colleagues37 sufficiently robust for
us to demonstrate a wide range of automatic results. They employ a machine learning approach
based on boundary, region, surface layout, and depth-based cues, as well as a training data set
from human labelling. Due to the complexity of the algorithm, the computation time for an
image is typically around 5 minutes. The advantage of using their (MATLAB) system is that a
set of edges connected by junction points is returned. No post processing of the data is required
and spline curves can be directly extracted.
7.3.2 B-spline fitting
The discrete edges must be converted to B-spline curves for the creation of control meshes.
These curves will form the boundary of the Cornsweet surfaces. Curve fitting is a well-studied
problem with many different types of solutions. We chose to define curve control points by pix-
els of high curvature of the discrete edges. This approach enabled us to define relatively uniform
spacing of the control points. We opted for uniform spacing becuase the curve control points
are directly used to sample Solution 1. Additionally, recall from Section 4.2.3 that Solution 1
requires ‘corners’ to be defined as input. These corners are identified in this subsection.
We chose to use the method of Medioni and Yasumoto66 to define the fitted B-spline curves.
Their method identifies pixels of high curvature by fitting local cubic B-spline curves. Using
these splines, Medioni and Yasumoto proposed two types of thresholds, a curvature threshold
and a displacement threshold, to identify pixels that can be used as curve control points of B-
spline curves. Below, I provide the equations, given by Medioni and Yasumoto, to compute the
two measures used to perform this thresholding. For the reasoning behind these equations, I
refer to ref. 66.
A discrete edge is defined by pixels (defined by (x, y) coordinates) arranged in a list (con-
veniently, this structure is also provided by the edge detector of Hoiem et al.). The discrete
curvature measure of Medioni and Yasumoto is defined as:
Cv = 4
(xi+1 − xi−1)(yi−1 − 2yi + yi+1)− (yi+1 − yi−1)(xi−1 − 2xi + xi+1)(
(xi+1 − xi−1)2 + (yi+1 − yi−1)2
)3/2 .
The displacement measure represents the displacement between the fitted (local) cubic B-spline
curve and the discrete edge pixel. It is defined as:
δx = xi−1/6− xi/3 + xi+1/6;
δy = yi−1/6− yi/3 + yi+1/6.
An edge pixel is considered as a potential curve control point if the curvature measure is above
0.4 and the displacement measure is above 0.2. These thresholds were suggested by Medioni
and Yasumoto. To ensure relatively uniform spacing, the spacing between control points are
ensured to lie between 10 and 20 edge pixels. The list of curve control points Qi is constructed
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Smooth curve
Triple-knot control point (corner)
Figure 7.12: Illustration of triple-knot control points. Triple knots force the curve to interpolate the
control point. The bottom images show the resulting Cornsweet enhancements for these two curves.
by iteratively adding the point with the highest curvature and displacement and with a spacing,
compared to current points in Qi, above 10 edge pixels. Note that there is not much reasoning
behind the range of the pixel spacing (10 to 20 pixels). The given spacing provided sensible
results. Informally speaking, I do not see why the spacing should be below 3 pixels (too dense
sampling) and above 70 pixels (too sparse sampling). A more strict sampling (e.g. between 10
and 20 pixels) means that the sampling artefacts described in Section 4.2 are less likely to occur.
After the high-curvature and large-displacement edge pixels have been added to the list of Qi,
additional edge pixels are included to ensure the spacing to be below 20 edge pixels. That is, if
the pixel spacing (along the edge) between two curve control points Qi is above 20 pixels, the
edge pixel on the midpoint (along the edge) between the two related pixels is added to Qi. For
example, if the edge index of Q1 is 1 and the edge index of Q2 is 40, then the edge pixel with
index 21 (rounded from 20.5) will be added to the list of Qi (becoming Q2).
Corners are now tagged. Such corners are identified by considering the displacement between
the discretised cubic B-spline curve defined byQi and the discrete edge. For allQi, the distance
from its related curve point to the edge is found. In my implementation, the distance from a point
to a discrete edge is found brute-force by calculating all distances from that point to all edge
pixels and then picking the shortest distance. A corner is tagged Qˆi if the largest displacement
is above 1 pixel. This corner is made, technically, a corner by forcing the B-spline curve to
interpolate Qˆi; thus, the continuity is C0 at Qˆi (as one would expect at corners). This can be
achieved by zeroing the three B-spline knot intervals associated with Qˆi. As a consequence,
Qˆi is defined with a tiple knot. Figure 7.12 illustrates such a triple-knot control point. This
corner-identification process is performed iteratively until the largest displacement is below 1
pixel. Note that as more triple knots are included, the B-spline curve will come closer to the
edge, making this iterative labelling procedure terminate quickly.
Alternatively, one could use the curvature measures from Medioni and Yasumoto to label cor-
ners. I opted for the approach above because it provides a sensible way to incorporate (sharp)
corners. However, if performance issues arise with this approach, thresholding curvature mea-
sures is a sensible option. Other models based on, for example, active contours can be used. I
refer to book by Prince (ref. 80, Section IV) for a broader view of this topic.
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7.3.3 Defining Cornsweet surfaces
The problem of defining control meshes for the Cornsweet surfaces is twofold. First, the control
meshes used to render Cornsweet surfaces must be defined. This is the problem described
in Chapter 4. Second, the coordinates in the luminance domain need to be defined. These
coordinates should not only rely on the user-defined magnitude of the Cornsweet enhancement,
but also rely on the image content.
The Cornsweet surfaces are modelled as NURBS surfaces. The reason for using NURBS was
that non-uniform knot intervals were experimented with. Additionally, the degree along the
direction of the B-spline curves; that is, along the first dimension of the parameter space u, is 3
(cubic), whereas the degree along the Cornsweet profile; that is, along the second dimension of
the parameter space v, is 2 (quadratic). We chose to model the Cornsweet profile as a rational
quadratic profile because it can naturally provide a single parameter (the weightw). By contrast,
two control points would have been required (Pi,2 and Pi,3) to model a cubic profile. This is less
convenient since more parameters would have to be tuned to model the Cornsweet profile (with
no obvious advantages).
A sensible option, as demonstrated in Chapter 5, is to use subdivision. However, a problem
with subdivision is that it not easily defined to the setting above (with cubic profiles along u and
quadratic profiles along v). To employ subdivision, bi-quadratic surfaces, as achieved by the
Doo-Sabin scheme, could be an alternative if one accepts quadratic profiles along the surface
boundary. While the Doo-Sabin scheme does not natively support NURBS weights, rational
subdivision surfaces could be used to mimic such weights90.
Definition of control meshes
Recall the following definitions of the input curves and attributes from Section 4.1.2: An input
B-spline curve is defined by a sequence of n control points Qi = (xi, yi), i = 1, . . . , n. A set of
attributes, height and extent, are attached to each control point:
− extent, ei ∈ R+0 : defines the extent of the mesh in the perpendicular direction in the
image plane from the curve at Qi. The extent attribute is defined globally in this chapter
(becuase the method is automatic). It is set equal to σ, the input parameter for extent. In
Chapter 8, I discuss ways for the user to manipulate the extents locally (using strokes).
− height, hi ∈ R: defines the height of the mesh in the perpendicular direction to the image
plane at Qi. As with extent, this attribute is set globally, in this case, by the λ parameter.
The height of the mesh also takes local considerations into account. This is discussed
later in this section, when I am defining the luminance coordinates, zi,1.
The shape of the surface profiles is dictated by the weight w. In this chapter, w is fixed to 0.8
to model the Cornsweet profile. In Chapter 8, the user can alter this parameter to control the
shape of the enhancements, similar to the shading profile in Chapter 5. The advantage over the
shading profile is that we are only concerned with a single scalar rather than a curve, which can
be sufficient for some applications (Chapter 8).
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Recall the following definitions of the output control meshes from Section 4.1.2:
Pi,j = (xi,j, yi,j, zi,j), i = 1, . . . , n; j = 1, . . . ,m, where n is the number of control points
associated with Qi. The control mesh has three rows; thus, m = 3. The following coordinates
can then be defined, given Qi = (xi, yi):
(xi,1, yi,1) = (xi, yi);
Pi,2 = (xi, yi, 0);
zi,3 = 0.
The mesh control points Pi,j related to a curve control point Qi therefore forms a right-angled
triangle, with the shape of the profile dictated by the weight w associated with Pi,2. This config-
uration, including the influence of w, is shown in Figure 7.2 in Section 7.1. The weights of the
other two control points Pi,{1,3} are 1.0. A resulting NURBS surface is shown in Figure 7.11(e).
The coordinates (xi,3, yi,3) are defined by Solution 1 described in Section 4.2.3. The two solu-
tions presented in Chapter 4 are compared in Section 4.2.6, where I provided reasons to why
Solution 1 should be employed, rather than Solution 2, for the application presented in this
chapter. In short, Solution 1 is more useful for automatic applications where corners can be
easily identified. Specifically, corners are more easily identified from the image edges com-
pared to identifying ‘correct’ extents along the edges. Using the three-step solution (that is,
including the optional thresholding step), meshes can be created without any restrictions on the
extent attribute. To model Cornsweet profiles ‘as far out as possible’, σ can be set to infinity (in
practice, equal to the image diagonal).
The motivation for creating meshes as far out from edges as possible is that the unsharp mask
often break (causing saturation artefacts) for larger filters (Section 7.1). Large extents of the
profiles can give rise to stronger enhancements (Figure 7.3 in Section 7.1). To reflect this, I
recommend, in the automatic setting, the σ to be set to infinity. Thus, the shapes of the edges,
represented by B-spline curves with corners, dictate the extent of the profiles. According to
Solution 1, the profiles will be defined as far out as possible, but still follow the general outline
of the related edge.
The threshold used in the third step of Solution 1 is set to 15 pixels. This thresholding step
is used because neighbouring extents (length of Li lines) may be very different after the two
first steps which can lead to extents with inappropriate profiles (see Section 4.2.4 for more
discussion). Varying this threshold has limited impact on the final result, within reason. Its value
should depend on the density of the sampling. If a dense sampling is used, a strict threshold
should be used (e.g. 5 to 25 pixels for spacing between ca. 3 and 20 edge pixels), and vice versa
(e.g. between 25 to 75 pixels for spacing between ca. 20 and 70 edge pixels).
Defining the luminance coordinates
The coordinates of the luminance dimension are primarily controlled by the user-specified mag-
nitude of the Cornsweet enhancement λ. Additionally, the enhancement magnitude should also
vary along the image according to image content. Recall from Section 7.1 that more contrast
can be introduced where visual masking occurs. Thus, higher enhancement magnitudes can be
modelled in image regions with higher frequencies.
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(a) Input (b) Edge map (c) Textureness map (d) Resulting adjustment (e) Result (λ = 1.00)
Figure 7.13: Owing to visual masking, higher contrast can be added in areas of high frequencies
(‘textureness’).
To account for visual masking, a measure of textureness T , proposed by Bae and colleagues2
(Figure 7.13(c)), is used. The textureness measure is computed by the cross-bilateral filter26;77
between the original image I and a high-pass filtered version H of I . The high-pass version is
computed by filtering I with the Laplacian operator. The cross-bilateral filter is defined as:
T (I)p =
1
k
∑
q∈|H|
gσs(||p− q||)gσr(|Ip − Iq|)|H|q;
with: k =
∑
q∈I
gσs(||p− q||)gσr(|Ip − Iq|);
where gσ denotes the Gaussian operator with a standard deviation of σ (σr = 0.5;σs = 4).
The reason for using this filtered high-pass version, and not H directly, is that the Laplacian
operator does not take local edge information into account. Frequencies will then bleed across
edges. This does not happen with an edge preserving approach, such as the cross-bilateral filter,
and therefore provides a more suitable solution (in this application) close to edges. Finally, this
textureness image T is scaled so that it is defined between 1 and 1.2.
To account for textureness, an intermediate z′i,1 is computed:
z′i,1 = s log10(1 + λ)TMi ; (7.3)
where s = ±1 depending on the orientation of the countershading profile for that region. If the
average luminance of a region is higher than the region Mi across the curve, s = 1 and vice
versa. Mi is the pixel neighbourhood, extending to 40% of the extent of the current profile.
Hence, TMi is the average textureness in the neighbourhood of (xi,1, yi,1).
The local neighbourhood Mi represents the pixels that are primarily affected by the profile. It is
defined as the pixels from the edge to 40% of the profile because the Cornsweet profile, defined
by the rational quadratic surface profile, starts to level out to zero at roughly 40% from Pi,1 to
Pi,3.
The luminance profiles are added in the log domain of Y because the visual perceptual system is
sensitive to multiplicative contrast, as mentioned in the introduction to this section. To guarantee
a well-defined value of z′i,1, λ is added by 1 when its logarithm is computed.
To avoid clipping where the enhancements would exceed the maximum or minimum allowed
luminance of the output format, z′i,1 is reduced, if necessary, by considering the luminance
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values in Mi. The following test is performed to keep pixel values within the dynamic range
[Ymin,Ymax] of the input image:
Zi = max
(x,y)∈Mi
log(1 + Y (x, y));
zi,1 =
{
log(1 + Ymax)− Zi if Zi + z′i,1 > log(1 + Ymax);
z′i,1 otherwise.
For negative values of z′i,1, a similar calculation is performed to avoid results below log Ymin.
Finally, a similar thresholding step to the third step of Solution 1 is performed to achieve ap-
propriate luminance profiles along the edges. This thresholding is in particular important close
junctions. Recall from Section 4.2 that zi,1 is set to zero if the adjacent curve has an opposite
orientation. For a large λ, such thresholding is important to avoiding sharp transitions. This
thresholding step is performed, in both directions of the list of zi,1, by:
zi,1 =
{
zi−1,1 + log(t) if 10zi,1 − 10zi−1,1 > t;
zi,1 otherwise.
As with the threshold in Solution 1, t should reflect the sampling of the discrete edge. The
results presented here were produced with a threshold of 13% of the dynamic range (e.g. 13 if
the luminance is defined from 0 to 100). For denser samplings, a lower threshold should be used
(e.g. 3% to 20% for spacing between ca. 3 and 20 edge pixels), and vice versa (e.g. between
20% to 70% for spacing between ca. 20 and 70 edge pixels).
7.3.4 Applying Cornsweet surfaces to the original image
Now that the control meshes are created, the Cornsweet surfaces are rendered and applied to
the image. The enhancement profiles are defined by the depth buffer, D, when rendering the
surfaces. This can be efficiently performed by an off-screen rendering process with OpenGL
or any other renderer. Since there were no requirements on performance, my MATLAB imple-
mentation uses the naı¨ve recursive evaluation of the NURBS surfaces.
The NURBS surfaces are ensured to exactly align with the boundaries defined by the cubic
B-spline curves defined by Qi. Recall that corners Qˆi are modelled as triple knots, forcing
the curve to interpolate Qˆi. Thus, mesh control points (Pˆi,1) associated with corners are also
modelled as triple knots, forcing the surface to interpolate Qˆi.
The resulting discretised surface will not correspond exactly with the input edge. There will
be a small number of pixels that are incorrectly categorised. That is: a pixel on the ‘wrong’
side of the edge may be adjusted, when it should have been left untouched; or a pixel on the
‘correct’ side of the edge may be left untouched when it should have been adjusted. Pixels
on the wrong side of the curve simply have their adjustment set to zero. They are identified
by considering whether the vector between the pixel and its closest curve pixel has the same
direction as the normal vector of that curve point. Untouched pixels on the correct side of the
curve are defined by bilinear interpolation to the closest drawn pixels. This is sufficient because
only a small number of pixels are affected and the bilinear interpolation gives a result very close
to the accurate value.
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By directly adding the enhancement profile onto the image, hard step edges will be introduced.
However, edges in photographs are not typically hard. Edges are smoothed by the camera via
lens blur. If a lossy image format, such as JPEG, is used, compression artefacts might also
occur. An anti-aliasing mask M is therefore defined to smooth the Cornsweet edges. In the
enhancement image, pixels close to the input edges are blurred with a Gaussian filter (filter size
3; σ = 1). This neighbourhood is defined by the binary input edge image, dilated with a 3 × 3
structuring element composed of ones.
Dilation is a morphological operation typically used for probing and expanding elements de-
fined in a discrete binary domain. The dilation of A by the structuring element B is defined
by:
A⊕B =
⋃
b∈B
Ab.
Note that an accurate16;55 anti-aliasing mask will not contribute much for this problem. The
reason for this is that the alpha matte is effectively turned into an averaging filter, as differences
on the edges in the enhancement image (approximately λ), are much larger than the original
differences encoded in the alpha matte. When this alpha matte is scaled to fit the new Cornsweet
edges, these original differences turn negligible. Finally, I note that aliasing is a general problem
when applying Cornsweet profiles in photographs, as they are defined across hard edges.
The output luminance Yo is computed by modifying the original luminance Y as follows:
Yo = 10
D+log10(Y+1) − 1×M.
The image is transformed from xyY to RGB to produce the final output.
7.4 Results and comparisons
The framework was implemented in MATLAB and is therefore not optimised for computational
efficiency. Consequently, 1 mega pixel images currently require a few minutes of processing
time. However, the performance would decrease significantly in a programming environment
better suited to spline operations, as demonstrated in Chapter 5.
In Section 7.2.2, inherent limitations of the unsharp mask were established. In this section, I
demonstrate that the related methods aiming to model the Cornsweet effect in photographs, all
of which employ the unsharp mask, also face the same problems. The most related method, as
it only requires a single input image, is the approach by Trentacoste et al.101 (see Figure 7.14
for comparisons). The scan-line plots in Figure 7.14 show that the method of Trentacoste et
al. saturates where neighbour edges are too close and when edges are curved. Moreover, their
profiles do not always level out to the original luminance, whereas our solution does. A question
that arises is whether the avoidance of these saturation artefacts has any influence on general
photographs. This question is answered in Section 7.6.
Our framework is well suited for reference-guided enhancements since each mesh control point
can be independently scaled. This is demonstrated by the textureness measure (Section 7.3.3)
which increases enhancement magnitudes in areas of high textureness. Other uses of such
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a. Input image b. Edge map (Hoiem 2011) c. Our result 
(σmax = 100px, λ = 0.78)
d. Trentacoste 2012 
(σ = 100px, λ =  0.78) 
e. Scan-line plots 
Figure 7.14: (c) Results of our method with mesh extents σmax and with the value of λ computed
according to the method of Trentacoste et al.101. Column (d) shows the corresponding results using
the edge-aware enhancement of Trentacoste et al. (e) The scan-line plots (blue curves: our method,
magenta: Trentacoste et al., green: input image) are plotted in luminance between the red arrows in
(a). These plots show that the method of Trentacoste et al. saturates where neighbour edges are too
close and when edges are curved. Moreover, their profiles do not always level out to the original
luminance, whereas our solution does.
guided enhancements include the use of depth maps62;87;39 and contrast recovery from HDR
tonemapping52.
In Figure 7.15, the textureness measure is complemented with an additional depth difference
measure, where adjacent regions of large difference in depth values are emphasised. This effec-
tively increases enhancements between foreground and background objects. Note that Luft et
al.62 also target depth-based contrast enhancement, inspired by neo-impressionism (Figure 7.4).
However, as they employ the unsharp mask to solve this problem, they produce the same arte-
facts as the standard unsharp mask operator.
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Original image Depth map
Enhanced, without depth Enhanced, with depth
Luft et al. Scan-line plots
Figure 7.15: Reference-guided enhancement with depth. Object boundaries of large differences in
depth are emphasised. Note that the enhancements are amplified to demonstrate the difference. The
scan-line plots (blue curves: our method, magenta: Luft et al., green: input image) are plotted in
luminance between the red arrows shown in the original image.
Krawczyk et al.52 employed Cornsweet-style countershading to bring back lost contrast from
HDR tone mapping. As with the related methods aiming to model Cornsweet profiles they
employ the unsharp mask. Thus, saturation artefacts can occur (Figure 7.16). Such artefacts
are typically not as strong as those produced by Luft et al. and Trentacoste et al. since the size
of the Gaussian kernel is adjusted for each level of the image scale space, according to the
reference image (Section 7.2). Additionally, clipping in luminance was avoided with a post-
processing step; however, the correct Cornsweet profiles were not recovered, as highlighted in
the scan-line plots in Figure 7.16. Finally, while it is demonstrated that the our method models
Cornsweet profiles better than the method of Krawczyk et al., I do not argue that our method
better recovers lost contrast from HDR tone mapping. In fact, Krawczyk et al. did not confirm
whether their method does recover such contrast. Future work is therefore needed to verify
whether Cornsweet-style enhancements do recover such lost contrast from HDR tone mapping.
Figure 7.17 illustrates the difference between general image processing methods and selective
Cornsweet-style contrast enhancement like our method: general methods aim to generally alter
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Tonemapped image Enhanced with Cornsweet surfaces
Krawczyk et al. Scan-line plots
Figure 7.16: Modelling Cornsweet profiles with an HDR image. The Cornsweet surfaces are com-
puted in the original HDR image, which can then be tonemapped. The scan-line plots (blue curves:
our method, magenta: Krawczyk et al., green: tonemapped image without Cornsweet enhance-
ment) show that the our method more accurately models the Cornsweet profile than the method of
Krawczyk et al.
the input image, while our method aims to apply the Cornsweet effect to a selective set of edges,
without altering the original look of the image.
7.5 Discussion
The Cornsweet surfaces produced, via NURBS, can be modelled in both spatial and luminance
domains in other ways than presented in this chapter. For example, we decided to model the
sign of a given surface by comparing the difference in luminance of the two given image regions
(Section 7.3.3). Thus, we aimed to model the Cornsweet surfaces to adapt to the Cornsweet
illusion, which states that the luminance of the brighter region should be increased, and vice
versa. In some cases, however, other aspects can be incorporated to such modelling decisions.
In Figure 7.15, for example, the leftmost cup is modelled with a negative outgoing profile, while
the other three cups are associated with positive outgoing profiles. In this example, some would
argue that spatial or depth coherence, in addition to following the Cornsweet profile for each
edge separately, should dictate the sign of the surfaces. Given that decisions can be defined
algorithmically, such algorithmic changes are trivially achieved with the proposed framework,
since each surface is explicitly modelled. In the setting of depth coherency (Figure 7.15), the
sign of the enhancements can be dictated by depth values, and not luminance, similar to the
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(a) Input image
(d) Unsharp mask (e) WLS (base enhancement) (f) Local Laplacian ltering
(b) Object boundary map (c) Contrast enhancement with
      Cornsweet surfaces
Figure 7.17: Comparison with general state-of-the-art image processing methods (d,e,f). While
such methods provide a general enhancement of the image, altering the overall look, our method (c)
selectively enhances a given set of edges defined by object boundaries (b) with the Cornsweet effect
whilst preserving the original feel of the image.
approach by Luft et al.
Cornsweet NURBS surfaces are defined with C0 creases along points associated with sharp
corners and junctions, represented as triple knots in the knot vector. While this can be a visi-
ble artefact in flat shaded images, such as Figure 7.11, I have not noticed any related artefacts
in photographs, as they are disguised by high-frequency image signals. However, for extreme
enhancements, employed in artistic applications (Chapter 8), C0 creases have been noticed.
Alternative surface representations, such as subdivision surfaces, can provide smooth surface
representations for meshes of both quads and triangles, as demonstrated in Chapter 5. Subdi-
vision surfaces can therefore be employed to avoid C0 creases. As mentioned in Section 7.3.3,
however, the our approach is not directly supported by standard subdivision schemes. Thus,
in order to adapt the framework to subdivision, some design decisions should be revised. For
example, the fitted curves can be modelled as quadratics, and not cubics, in order to model
rational Doo-Sabin subdivision surfaces.
7.5.1 Limitation
Our method is not applicable for edges and regions where the Cornsweet effect is negligible.
Such edges are found adjacent to exceedingly narrow regions. Dooley and Greenfield25 have
demonstrated that perceived contrast is not altered with profiles of less than 0.2 visual degrees
(Figure 7.2 in Section 7.1). Thus, edges surrounding objects spanning only a few pixels in
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(1) (2) (3) (4) (5)
(6) (7) (8) (9) (10)
Images used in the experiment
Screenshot of a single comparison (the topmost image is the original image)
Figure 7.18: Experimental design.
the image, such as leaves in distant trees, cannot be enhanced with the Cornsweet effect. Ap-
proaches aiming to model the Cornsweet effect, such as our method, are most effective where
sufficiently large regions are well defined adjacent to relatively hard edges, as the Cornsweet
profile can be properly defined in such regions.
7.6 Evaluation
Note: the experimental design and analysis were conducted by Erik Reinhard and Tania Pouli.
In Sections 7.2 and 7.4, I demonstrated that the unsharp mask and related methods create satura-
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tion artefacts if edges are not sufficiently straight or adjacent edges are too close. The proposed
solution explicitly deals with these problems and does not create such artefacts. A question
that arises from these contributions is whether they matter for Cornsweet-style enhancement
of general photographs. To answer this question, we conducted a psychophysical experiment
comparing the relative merit of our framework and the method of Trentacoste et al.101. We only
compared with Trentacoste et al. since their method is the only approach aiming to model the
Cornsweet effect from single images.
7.6.1 Design
We designed a 2-alternative forced-choice experiment, comparing the two methods at similar
levels of enhancement. For each trial, participants were asked to select the best enhanced image
in their opinion between corresponding results from both methods. The unprocessed image
was also shown as a reference to enable participants to determine the extent and quality of each
enhancement (Figure 7.18).
Ten different images were processed with each method, using 4 values of enhancement strength
λ = (0.5, 1.0, 1.5, 2.0) for our method, resulting in 40 trials per participant. The images used
were selected to depict a wide variety of objects and scenes, including both indoor and outdoor
settings. We opted against including portraits in this comparison as different criteria may be
used when assessing imagery with people, which could bias the results. The images we used
are shown in Figure 7.18.
To select comparable enhancement strengths between the two methods, a series of images with
varying λ values were produced for the method of Trentacoste et al. Matching pairs for each
λ were selected such that they minimised the difference between global contrast within the
two methods for each image. The enhancement extent was fixed to 4.2 degrees of visual angle
(assuming a 0.5m viewing distance), which corresponded to σ = 250 pixels in our method.
The experiment was designed in MATLAB using the Psychophysics Toolbox and performed on
a laptop display with the resolution of 1366×768. 17 participants (7 female, 10 male, age mean
43.6; standard deviation 20.0) took part in the experiment, all reporting normal or corrected to
normal vision and normal colour vision. Participants were positioned so they could comfort-
ably view and use the laptop (approximately 0.5m viewing distance), but viewing position and
distance were not precisely controlled as we were interested in measuring viewer preferences
rather than perceptual phenomena. The order of stimuli as well as the position (left, right) of
each method were randomised.
7.6.2 Analysis
In a total of 680 trials, our method was selected 464 times, leading to a normalised mean of 0.68
(standard deviation 0.11). The results were analysed with a one-way ANOVA, finding that our
method led to a significantly preferred enhancement overall (F(1, 33) = 95.99, p < 0.001).
To further explore the results, we performed a multi-way ANOVA on the enhancement strength
λ, the image and the participant, as well as their interactions. We found that the selection of λ
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Figure 7.19: Detailed results for our experiment. The stacked bar charts show how often each
method was selected, grouped by λ (left) and by image (right). The number of each image corre-
sponds to the numbers given in Figure 7.18.
led to a significant effect in terms of enhancement preference (F(3, 679) = 4.88, p < 0.005),
although post-hoc analysis indicated that this was only the case between λ = 0.5 and λ =
2.0. Although for all λ values our method was selected more, increasing the strength of the
enhancement seemed to progressively reduce the preference towards our method. The detailed
results are shown in Figure 7.19(a).
Similarly, significant differences in participant choices were found between the different images
(F(9, 679) = 37.48, p < 0.001). Specifically, we found that our method performed significantly
better in images where contrast was already high. In such cases, our adaptive adjustment al-
lowed for the contrast to be enhanced where possible, whilst preserving local details. Compared
against high contrast regions in the same images enhanced with the method of Trentacoste et
al., which were likely to become over- or under-exposed, effectively losing local detail (see
Figure 7.14). Detailed results can be seen in Figure 7.19(b).
Although a significant effect was found for participant number, post-hoc tests indicated that
most participants responded similarly with only few exceptions. Detailed results for each partic-
ipant can be seen in Figure 7.20(a) and (b). No interactions were observed between participants
and enhancement strength λ, suggesting that the preference for softer enhancements is univer-
sal. In contrast, the selection of image led to a significant interaction both with participants
and λ values (F(27, 679) = 2.94, p < 0.001 and F(144, 679) = 1.97, p < 0.001 respectively),
suggesting that the preferred amount of enhancement varies per image.
Overall, our analysis shows that our adaptive enhancement method leads to contrast enhance-
ments that are preferred by viewers. We have found that participants generally prefer softer
enhancements, which aligns with the visual effect obtained with our method: only salient edges
are enhanced with the Cornsweet profile being gently embedded into the image.
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a. Counts per participant b. Post-hoc ordering
Figure 7.20: Per-participant results. The left bar charts show how often the two methods were
selected by each participant, while the right plot shows groupings for the participants as determined
by post-hoc analysis. Participants highlighted in blue were significantly different from each other,
but not from the main group. As such, they were not considered as outliers. Note that the dashed
line in red indicates the overall mean.
7.7 Future work
The selective nature of the contrast enhancement algorithm makes our framework suitable for
future work in perceptual psychology. Our experiment (Section 7.6) indicates that the aesthetic
value of the images we produce is not worse than that of previous methods. Thus, previous stud-
ies can be rerun to accommodate the advantages of our method. For example, the experiments
conducted by Trentacoste et al. on whether countershadings are objectionable or not can include
additional dimensions. Our algorithm produces absolute renderings of the input parameters (σ
and λ), while filtering-based methods can only provide relative enhancements (Section 7.2).
Thus, one can now ask questions like whether countershadings of widths of σ pixels (and not
filter widths) and enhancement magnitudes of λ luminance (and not relative scalars depending
on image content) are objectionable. Additionally, an interesting future investigation is to es-
tablish to what extent Cornsweet enhancement can alter the perceived contrast in photographs.
Our experiment suggests that the preferred adjustment varies per image. For example, it might
be that countershadings between two regions of similar colours are more preferred over two
regions of very different colours (or vice versa). An interesting avenue for future research is
whether such countershading can be (machine) learned.
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7.8 List of contributions
− I present the first approach to apply vector-centric image processing to contrast enhance-
ment.
− Our solution does not encounter saturation artefacts introduced by previous approaches.
− In user trials, our solution is significantly preferred over a state-of-the-art (selective)
contrast-enhancement method.
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Chapter 8
Spline-based artistic image processing
This chapter presents research that has been published in the following paper:
Cornsweet surfaces for selective contrast enhancement
In this chapter, I continue the investigation of surface modelling in the setting of image process-
ing. While the previous chapter focused on automatic processing of the image, I now present
various methods where the artist is included in the algorithmic loop. I do not present any new
techniques or explore new technical problems. Instead, I present novel artistic imagery using
the frameworks of Chapters 5 and 7.
A key difference to traditional pixel-based methods is that my approach is edge-centric. That
is, edges are manually selected in the image and associated with any given effect. Instead of
modelling colour gradients for creating vector graphics (Chapter 5), the artist models various
artistic effects out from image edges. In contrast, pixel-based methods typically operate on
image regions or colour differences between pixels. I present various applications where an
edge-centric approach is more sensible than such pixel-based solutions (Section 8.2). Note that
edge-centric image editing has been proposed in the literature. Such related work is compared
with my approach in Section 8.3.
8.1 User-assisted spline-based artistic imaging
In this section, I present the various types of user interactions available using my surface mod-
elling frameworks in the setting of photo manipulation. This is an informal discussion of how
the input to my frameworks can be defined. I do not argue or discuss whether the chosen type
of interaction is better than other methods. Such questions are formally studied in the field of
human-computer interaction. As my work is aimed towards new methods and algorithms in
computer graphics, such questions are out of scope in this dissertation.
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8.1.1 Edge selection
The primary input for the type of user interaction presented in this chapter is image edges. Since
it is time consuming for a user to manually select the exact pixels of the desired edge, many
approaches have been suggested to speed up this process.
A typical solution, employed by many related methods including DCs, is to ‘snap’ user-defined
strokes to the image edges. This snapping mechanism is based upon active contours46. In
general, the active contour model attracts given splines or edges towards features of interest in
the image. In the setting of selecting image edges, a selected spline or edge can be translated
along the gradient of the image signal. This process is iteratively performed to place the user-
selected edges on image edges.
The edges used in this chapter are defined in a similar process. The user input, defining a single
edge, is a single thick stroke (Figure 8.1). The stroke is thick enough for the user to be able to
cover the desired edge. The resulting discrete edge is defined by the connected discrete edge
along high magnitudes of the gradient within the stroke.
The rationale for using thick strokes, and not pixel-wide strokes, is that it is a natural type of in-
put for different kinds of interactions. For example, strokes with thickness of roughly the index
finger can be more natural than thin pixel-wide strokes, especially for touch-based interactions.
Additionally, the process is fully automatic after the stroke is defined and there is no need for
the manual snapping process employed by some other methods including DCs. Again, I do not
claim that an approach with thick strokes is necessarily better than other methods. The given
advantages are merely the basis for my design decisions.
Active contours can be employed to place the edges, accurately, on image edges. This is
achieved in two steps: extract a connected discrete edge from the thick stroke and align this
edge to the closest image edge. (Step 1) The thick stroke is represented as a binary image with
1s at stroke pixels (0s everywhere else). This image can be transformed to represent thin strokes
in several ways. In my implementation, I use MATLAB’s bwmorph function (morphological
operations on binary images) with the options ‘thin’ and ‘Inf’. This operation removes pixels
so that a region without holes shrinks to a minimally connected edge. (Step 2) This edge is
snapped to the image edge by moving pixels along the gradient (similar to the particles in So-
lution 2, Section 4.2.4). In my implementation, this is only performed a few iterations (3) since
I assume that the original stroke is close to an edge.
In addition to forming a thin discrete edge for each stroke, edges from the previous strokes must
also be taken into account. More specifically, if the new edge overlaps with a current edge, the
new edge is split into two edges. The point of the overlap then forms a junction point.
Finally, the new edges are fitted, creating B-spline curves needed for the creation of control
meshes. The fitting procedure is the same as the method described in Section 7.3.2.
Other types of strokes that do not need to be converted into B-spline curves can also be em-
ployed. Recall the following termination criterion from Section 4.2.3: ‘[terminate the ray ri
when] ri hits any barrier that constrains mesh extents in the image’. This ‘barrier’ can, for
example, be a set of pixels defined by strokes. As these strokes are not converted to B-splines
they can be represented as thick strokes (that is, no processing of the input stroke is required).
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Figure 8.1: Edge selectivety with a thick red stroke related to a Cornsweet edge (top). In compar-
ison, to achieve edge selectivity with the unsharp mask (bottom), image segments must be defined
(bottom-left). Edge selectivity can be emulated by blurring hard edges in the segmented image.
However, the rightmost images, showing the magnitude of the enhancements, demonstrate that full
edge selectivity is difficult to achieve with the unsharp mask.
Figure 8.1 demonstrates the advantage of my edge-based approach over region-centric filtering
in the setting of selective Cornsweet-style contrast enhancement. As the Cornsweet effect is
associated with edges, and not regions, edge-based user input is most sensible. Edge selectivity
can be emulated with filter-based methods, like the unsharp mask, by blurring out the hard edges
in the segmented image, as demonstrated in Figure 8.1. However, this is not as convenient as
directly selecting the edges and do not achieve full selectivity.
In the remainder of this section, I present ways to interact with photographs, for artistic pur-
poses, using the frameworks presented in Chapter 5 (the shading curve) and Chapter 7 (Corn-
sweet surfaces).
8.1.2 Image manipulation with shading curves
Figure 8.2 demonstrates the shading curve in the setting of photo manipulation. The interac-
tion with the image and its selected edges is the same as producing shading profiles for vector
graphics. That is, cubic profiles are edited, representing how the given effect is propagated out
from the edge.
To apply the image defined by rendering the subdivision surfaces, the same issues encountered
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Figure 8.2: Adding a green-coloured profile behind the logs with the shading curve. The red spider-
web is the control mesh projected to the image plane. On the left hand side, the shading profile (red
curve) and the attributes related to extent and height are manipulated.
in Chapter 7 must be dealt with. That is, the resulting discretised surface will not correspond
exactly with the image edge. A pixel on the ‘wrong’ side of the edge may be adjusted, when
it should have been left untouched; or a pixel on the ‘correct’ side of the edge may be left
untouched when it should have been adjusted. As with Cornsweet surfaces, this is solved by
identifying incorrect pixels and by making corresponding corrections. If the pixel is on the
wrong side, it is zeroed, and if the pixel on the correct side has not been painted, it is bilinearly
interpolated.
8.1.3 Image manipulation with Cornsweet surfaces
A disadvantage with photo manipulation with the shading curve is that the artist is concerned
with B-spline curves and control points that are only intermediate representations in the photo
manipulation pipeline. The framework for defining Cornsweet surfaces (Chapter 7) is well
suited to abstract the artist from these representations. Thus, the artist can be provided with a
more natural type of input for photo manipulation with strokes and sliders. In order to fully
abstract the user from control points and spline curves and surfaces, alternative methods to
defining the shape, extent, and magnitude of the surfaces can be defined. In the following, I
present ways to manipulate the shape of the surfaces and the extent and height of the meshes.
The shape of the NURBS surfaces is manipulated through their weights (Figure 8.3). Thus, in
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Figure 8.3: Modelling Cornsweet surfaces with slider-friendly input and brush strokes. Top row:
globally adjusting the shape of the surfaces with NURBS weights (weights given in the top left
corners). Middle row: locally adjusting spatial extents of the surfaces with strokes. (a) Input image
with strokes (green: enhancement edges, red: barrier strokes). (b) Resulting extents of the normal
vectors of the control points (red: negative enhancements, yellow: positive enhancements, blue:
junctions). (c) Magnitude of the enhancement image and (d) final result with extreme enhancement.
Bottom row: locally adjusting the magnitude of the enhancements by augmenting the textureness
measure. (e) Input image with a user stroke. (f) Augmented textureness measure. (g) Resulting
enhancement.
addition to the current global parameters, λ (magnitude or strength) and σ (extent), the weight
w can be used to model shapes other than the Cornsweet profile. Note that the Cornsweet
profile was modelled as a quadratic function in Chapter 7. While there are no restrictions to the
degree of this profile, I have found the quadratic profile sufficient for the showcase applications
presented in this chapter. The weight related to the second control point defining this quadratic
was set to 0.4 for all of these applications. Finally, some applications, such as shading, might
require the shape to be modelled locally in the image. While I did not implement this feature,
I imagine this being achieved by having the user specify selected regions where a given weight
or profile is applied.
Manipulation of local extent of the meshes is achieved with the barrier strokes discussed pre-
viously in this chapter. Recall that Solution 1, which creates the meshes of Cornsweet surfaces,
supports this feature by incorporating barrier strokes as a termination criterion. Thus, such bar-
rier strokes serve as constraints to the spatial extent of the resulting Cornsweet surfaces. This
is demonstrated in Figure 8.3(a-d), where the barrier strokes, shown in red in Figure 8.3(a), are
placed on shadow boundaries to ensure that the Cornsweet enhancement is not crossing such
edges.
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Manipulation of the height of the meshes can be achieved by altering the textureness measure
used in Chapter 7. Recall from Section 7.3.3 that the textureness measure represents high-
frequency changes in the image signal. To account for visual masking, zi,1 is scaled according
to the local textureness of the related Qi. Thus, this textureness measure can be used to scale,
locally, zi,1 and can naturally be used in other settings than to account for visual masking.
An artistic application of implicitly altering the textureness measure is shown in Figure 8.3(e-
g). A white stroke is drawn onto the original image (e). This stroke can then be included in the
texture measure, as shown in (f). Note that the values are scaled to be defined between 1 and
1.2. Thus, the z coordinates of the related mesh control points Pi,1 in the local neighbourhood
of the stroke are scaled by approximately 1.2. In this example, the alteration (g) produces a
strengthened halo-like enhancement in that neighbourhood (Buddha’s head).
8.2 Applications
In this section, I present various artistic applications for my frameworks in the setting of artistic
photo manipulation. These include enhancement in alternative colour channels, authoring of
shade and light in photographs, and masking extreme enhancements with artistic filters. I note
that this list is not exhaustive and other applications to spline-based photo manipulation can
exist.
8.2.1 Enhancement in alternative colour channels
Figure 8.4 shows Cornsweet enhancement employed in other channels than luminance. En-
hancement in colour (RGB space in Figure 8.4) can be employed to model artistic coloured
halos, such as the golden halo surrounding Buddha, and more subtle effects, such as the green
halo behind the flower enhancing the surrounding greenery.
Manipulation of the chroma and saturation channels is often used to enhance the colourful-
ness of the image. In this setting, Cornsweet surfaces are well suited for selectively increasing
colourfulness, whilst retaining the rest of the image. In Figure 8.4, chroma and saturation are
selectively increased to visually separate the Buddha model from the table, and to create an
artistic look of the petals of the flower and the surrounding background. Similarly, Cornsweet-
style enhancements can be used to lighten or darken selected parts of grey-scale images (Fig-
ure 8.4(bottom)).
8.2.2 Manipulating shade and light in photographs
Shading curves are well suited for manipulating shade and light in photographs. Such ma-
nipulation is best achieved with intrinsic images3. The intrinsic image representation is a de-
composition of the original photograph, describing scene properties for each pixel, including
illumination, reflectance, and optionally orientation and depth. While this decomposition of the
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Figure 8.4: Cornsweet surfaces employed in colour, chroma, saturation, and grey scale channels.
image was originally defined for problems within computer vision, it has been demonstrated
useful for manipulation of shade and colour in photographs9.
Altering the shading of the image can be achieved by replacing or modifying the shading com-
ponent of the intrinsic image. This is demontrasted in Figure 8.5 where shading defined by
shading curves replaces the shading image of the intrinsic image. Images from the MIT Intrin-
sic Images dataset35 were used for these demonstrations.
8.2.3 Masking extreme enhancements with artistic filters
Artistic filters typically add additional frequencies to the image. Thus, the effect of visual
masking, where high frequencies visually hide changes of low frequencies, ensures that extreme
enhancements can be added to the image without being objectionable. In art, this effect was
experimented with during the neo-impressionist era (Section 7.1).
Figure 8.6 demonstrates this application. The flower and the girl examples create a cut-out
effect, where the central objects are better separated from the background with an extreme
Cornsweet-style enhancement. In the bottom sphere example, an adjustment is made to add
light behind the object. This addition is better hidden with an artistic filter (due to visual mask-
ing).
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Figure 8.5: Drawing shade and light with shading curves on intrinsic images. Left: original intrinsic
images. Middle: shading images produced with shading curves. Right: resulting intrinsic images,
using the middle images as shading images.
8.3 Related work
The methods I have proposed in this chapter are not the first targeted towards image edges. In
this section, I discuss previous research on edge-centric image editing.
Elder and Goldberg27 have argued that image editing in the contour domain can provide sev-
eral advantages compared to pixel-based editing. According to Elder and Goldberg, pixels are
artefacts of the sensing process and have no relation to the underlying image content. Due to
these issues, pixel-based editing provide challenges in many high-level editing applications like
removing specular reflections or deleting image features. By contrast to pixels, edges and con-
tours, they argue, are directly related to image content as they differentiate image boundaries,
surface creases, cast shadow boundaries, and other significant visual ‘events’. From these ob-
servations, they hypothesise that many image editing operations may be facilitated if the user
can influence the image by directly manipulating its edges.
To achieve such editing, three issues must be dealt with27:
1. Edges must be extracted from the image. In contrast to the edge detection problem for
Cornsweet-style contrast enhancement (Section 7.3.1), one would like to identify as many
possible edges in the image, and not only boundary edges. Identifying many edges will
make a solution for the 2nd issue more accurate (see ref. 73, Section 4.3).
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Figure 8.6: Applications of Cornsweet surfaces in the setting of artistic filtering. Due to visual
masking, extreme enhancement can be employed without being objectionable.
2. Given these edges, associated with greyscale or colour values, the original image should
be reconstructed. Elder and Goldberg solve this problem by defining the greyscale values
at the edges as boundary conditions for Laplacian diffusion (that is, solving the equation
∆f = 0). This approach has later been extended by Orzan and colleagues73 (diffusion
curves) to support colour images.
3. To perform image editing operations, edges should be grouped. With extended edges, the
user is, according to Elder and Goldberg, not required to perform as many manipulations
to achieve a desired effect.
The above approach represents the class of methods aiming to vectorise images. Image edits
therefore operates on the vector image. By contrast, my approach is only vector centric in the
way a vector image, produced by rendering spline surfaces, supplements the original image.
Thus, the original image remains a pixel-based image with my method.
While the two approaches are similar since they are both edge-centric, their differences make
them suitable for different types of scenarios. The method of Elder and Goldberg (vectorisation)
provides all the advantages of vector graphics, like scalability. On the other hand, vectorising
images is prone to error, especially at high-frequency image regions (see ref. 73, Section 6.2).
By contrast, my approach avoids this issue by blending an intermediate vector image with the
original pixel image. As I have demonstrated in Section 8.2, such an approach is particularly
useful when a given effect, like the Cornsweet effect, is modelled along a sparse, selective, set
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of image edges. In these situations, I therefore demonstrate that there is no need to tackle the
challenging problem of vectorisation.
Finally, I note that my method can be associated with methods aiming to paint effects along
brush strokes in images. Most related to my method is the approach by McCann and Pollard65.
They propose two types of brushes for image manipulation: the edge brush and the gradient
brush. The edge brush is defined as a diffusion curve (their approach was presented in the
same session as diffusion curves73 at the SIGGRAPH 2008 conference). The gradient brush
tool lets a user select an existing edge in the image. The gradient along this brush is captured
and rendered along new brush strokes, allowing the user to extend and duplicate edges in the
image. This gradient brush stroke is rendered via the Poisson equation (∆f = g; where g is
the gradient captured from the original edge). Similarly to my method, the rendered image is
blended with the original image using a selected blending mode, like additive blending.
The main difference to my method, not comparing the rendering procedures (Poisson solution
vs. spline surfaces), is that only new strokes are supported; adding effects to existing edges is
not allowed. Thus, the aspects of their method related to my work are more targeted towards
image painting rather than manipulation of existing content. Note that previous work76 on the
Poisson equation targets image manipulation, but is more targeted towards blending and cloning
operations rather than edge-centric gradient editing.
8.4 Contribution
I demonstrate novel approaches for user-assisted artistic image processing to render several
types of effects out from image edges. Such effects are challenging to achieve with previous
methods.
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Conclusions and future work
I have presented novel methods for drawing 2D vector graphics and I have proposed novel ap-
proaches to vector-centric image processing. The novelty of the proposed methods for drawing
2D graphics lies in how users specify colour gradients explicitly and how they can work with
gradient meshes of arbitrary manifold topology. The novelty of the proposed approaches for
image processing lies in how the vector representation of the effect is supplemented with the
original pixel image. By contrast, previous vector-centric methods rely on accurate conversion
to a pure vector representation of the image which is a challenging problem.
Colour interpolation with vector graphics has been previously concerned with two approaches:
diffusion curves and gradient meshes. On one hand, diffusion curves is related with a more nat-
ural type of input (freeform curves) compared to the input to gradient meshes (control meshes).
In terms of general drawing, it is obvious that drawing with freeform curves is preferable over
manually creating control meshes. On the other hand, when colouring vector graphics, diffusion
curves are limited compared to gradient meshes. First-order diffusion curves are only concerned
with colours at the curves and are therefore restricted in terms of colourings inside a domain.
Second-order diffusion curves improve on this limitation with the support for zero-derivative
curve and point constraints. However, their colour constraints can saturate the colour function,
as bi-Laplacian diffusion does not possess the maximum property, and can therefore make ad-
justments propagate unnaturally. By contrast, gradient meshes provide more local control and
support a more direct specification of the colour gradient compared to the zero-derivative curves
of diffusion curves.
Throughout this dissertation, I have argued that a unification of these two methods can pro-
vide several advantages. As input, one would like freeform curves. Such curves can be spec-
ified directly (like Illustrator’s pen tool) or be extracted from brush strokes (like Illustrator’s
brush tool). While colours can be associated with this type of input, it should not be a re-
quirement. The colouring aspects of vector graphics should be separated from the input curves.
One can imagine point constraints for simpler types of colourings and a mesh-based interface
for more complex colourings. A mesh-based interface can provide advantages since deriva-
tive constraints can more easily be specified (for example, one constraint along each edge of a
control point). Additionally, the spatial relationship between colour points is more defined and
manageable, via the topological construction of the mesh, compared to a set of disconnected
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points. While the current technology, including my contributions, is restricted in terms of this
goal, I believe my contributions narrows the gap between diffusion curves and gradient meshes.
In the following, I outline these contributions.
9.1 Practical contributions
The shading curve primitive (Chapter 5) extends the basic diffusion-curve representation (col-
ours associated with curves) with a shading profile. This shading profile represents how the
colour at the curve is propagated in the perpendicular direction to the curve. The basic first-
order diffusion curve primitive only supports a colour attribute to be associated with each side
of the curve. To alter the gradient, the image produced by the diffusion process can be blurred
along the curve73. Alternatively, one can define rational harmonic functions, meaning that a
weight can be associated with the curve4. This weight alters the relative influence between
neighbouring curves. To force the first derivative of the colour function to zero in a given direc-
tion, the derivative curves of second-order diffusion curves can be used31. In contrast to these
previous approaches, colour propagation is manipulated via curves. My contribution therefore
represents an additional degree of freedom added to the diffusion curve primitive, where users
are able to more explicitly define colour propagation out from curves, using curves rather than
scalar weights or pre-defined constraints.
It is challenging to render the proposed shading profile with (bi-)Laplacian diffusion. Bi-
harmonic functions, produced by bi-Laplacian diffusion, are influenced globally by their bound-
ary conditions. This means that it is challenging to apply a shading profile locally in the image,
without altering other image regions. Additionally, bi-harmonic functions do not possess the
maximum property, meaning that derivative constraints cannot be freely altered and at the same
time guaranteeing that the colour function does not over-saturate (Section 6.2.2). To render the
shading profile correctly, a fundamentally different approach had to be invented. With Catmull-
Clark surfaces, which achieve local control, I demonstrated in Chapter 5 that the shading profile
can be smoothly applied to vector images. While I demonstrated a wide range of results, I argue
that the shading curve is particularly suited for shading, where I suggest following the workflow
of the traditional chiaroscuro technique for drawing shade and light.
The gradient meshes I describe in Chapter 6 can be defined with arbitrary manifold topo-
logy, along with directional colour weights to emulate derivative constraints of regular gradient
meshes. Again, this contribution represents an additional degree of freedom, where the technol-
ogy now is unrestricted to the mesh topology rather than being restricted to rectangular meshes.
The gradient mesh has been previously utilised by researchers (e.g. refs. 95;53) to solve chal-
lenging problems related to vector graphics. However, research in recent years has, owing to
this restriction, diverted from gradient meshes to diffusion curves72 and alternative types of so-
lutions, like Loop subdivision58. With the rectangular-grid restriction now lifted, I would like
to see researchers and developers using my solutions to invent new and interesting tools for
computer graphics.
A common view of vector-based image processing is that the image must first be converted
to a complete vector representation before the advantages of vector-based manipulation can be
utilised27;95;73;58. In Chapters 7 and 8, I provide an alternative view: given a set of curves ex-
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tracted from the image, an intermediate vector representation of the effect can be created. Then,
the manipulated image is defined by supplementing the original image with this intermediate
vector image. My approach therefore avoids the challenging problem of creating a complete
vector representation of the image.
My approach is particularly useful when an effect defined by a low-frequency profile is added
to the image. This is demonstrated in Chapter 7, where I use Cornsweet surfaces to alter the
perceived contrast between objects in photographs. The advantage of this approach, compared
to standard contrast enhancement, is that the perceived contrast is potentially enhanced, with-
out altering the original look of the image. By comparison, standard contrast enhancement
often increases details as well as contrast. This challenging problem, which is previously stud-
ied52;87;101, is inspired by the Cornsweet illusion and related findings in perceptual psychol-
ogy50. From these findings, it is well-known that the Cornsweet profile provides the most effec-
tive perceived contrast enhancement between two image regions. While filter-based methods,
using the unsharp mask, correctly apply the Cornsweet profile in many settings, they quickly
over- and under-saturate the colour or luminance image if image regions are too close to each
other. Additionally, the parameter to adjust the enhancement magnitude may provide differ-
ent magnitudes of enhancement depending on image content. Using a fundamentally different
vector-centric approach, I have demonstrated that these issues can be dealt with more robustly
by local, explicit, control of the enhancement profile using freeform surfaces.
The framework presented in Chapter 7 is fully automatic and is tuned towards Cornsweet-style
contrast enhancement. The framework, however, is highly adaptable, as demonstrated by the
similar shading curve framework. To this end, I demonstrate several applications within artistic
image manipulation in Chapter 8. Using strokes as input, users can select image edges, ad-
just local mesh extents, and manipulate the magnitude of the effect with strokes. Additionally,
the shape of the effect can be adjusted with the NURBS weight. Of course, the shading curve
can also be utilised in this setting. I demonstrate enhancement in alternative colour channels,
authoring of shade and light with intrinsic images, and artistic enhancement with extreme mag-
nitudes. Such manipulations are challenging with filter-based methods because the effects are
applied locally in the image in a non-linear manner. The types of effects (modelling adjustment
profiles of low frequencies) are also not typically associated with vector-based effects, which
are mostly concerned with colourisation, shape deformation, and other operations related to
geometric properties58. Thus, there are no obvious advantages of converting the image into a
vector representation to achieve the effects I have demonstrated.
9.2 Technical contributions
In this dissertation, I have presented solutions to two technical problems: creating control
meshes from curves and interpolating colours across control meshes of arbitrary manifold to-
pology.
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Creating control meshes from curves
My approach to mesh creation, as presented in Chapter 4, is novel: control meshes have previ-
ously not been constructed from a set of curves with attributes to explicitly control the shape of
the resulting surfaces.
The principal challenge when defining such control meshes is to define the ‘outermost’ points
related to a curve point. These are defined according to the extent attribute associated with that
curve point. While several solutions to this sub-problem have been proposed38;1;31, they are
relatively naı¨ve according to my requirements.
I argue that to achieve a robust solution, the projected meshes to 2D should not overlap each
other and not fold. I have proposed two solutions to this problem (Section 4.2), both of which
satisfy the given conditions as long as the input curves do not intersect. I have demonstrated
(Section 4.1.4) that previous solutions do not achieve the same level of robustness; that is, they
are not robust to the topology of the input curves.
This problem is ill-posed and is therefore challenging. It is ill-posed because there are two
sensible solutions at certain regions. I classify these two types of solutions as a solution at a
narrow region and a solution at a connected narrow region (also known as corners). To deal
with this issue, I make various assumptions in my solutions. In Solution 1 (Section 4.2.3), I
assume corners to be tagged as input and in Solution 2 (Section 4.2.4), I assume that the extent
attribute is set at the preferred offset. To achieve robust solutions, I employ mathematical tools
related with the distance transform, the medial axis, and Voronoi partitioning.
Gradient meshes of arbitrary manifold topology
The problem of defining surfaces related to control meshes of arbitrary manifold topology is not
new and well-established solutions exist. There are two sensible types of approaches: subdivi-
sion with ‘special’ rules at irregular mesh elements (like Catmull-Clark or Doo-Sabin subdivi-
sion) or Hermite interpolation, ensuring that the gradient defined by the derivative constraints
at each vertex is continuous.
The principal problem I am concerned with in Chapter 6 is to define a surface that emulates
Ferguson patches in the regular setting and to extend this behaviour in the irregular setting. A
relatively naı¨ve solution is to convert ill-defined derivative constraints at irregular vertices, for
example, by fitting a gradient to those constraints, and then perform Hermite interpolation. Such
an approach has been demonstrated in the setting of gradient mesh simplification by projecting
the gradient of the original vertices to the remaining vertices57. I argue that such a solution
would not be sufficient in a general setting of gradient meshes: the behaviour of the derivative
constraints will not be extended if they are simply averaged together. Moreover, to satisfy such
constraints at vertices of arbitrary valency is a significant challenge because an arbitrary set of
gradients cannot be achieved at a single point.
For these reasons, I employ Catmull-Clark subdivision surfaces. The standard Catmull-Clark
scheme is an approximating scheme, meaning that the original data points will not typically
be interpolated, which is required to emulate the behaviour of Ferguson patches. To this end,
I have extended the Catmull-Clark scheme so that the resulting surface satisfies the required
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conditions. This was achieved by separating the treatment of geometric and colour coordinates
and by forcing zero curvature at the original control points in colour space. A special set of ini-
tial subdivision rules have been invented for the geometric coordinates to emulate the derivative
constraints of Ferguson patches.
9.3 Future work
I would like to see future work that further closes the gap between diffusion curves and gradient
meshes. Eventually, I envision a unified framework that uses freeform curves as input, with
support for intricate colourings via a mesh-based representation. Throughout this dissertation,
I have discussed the potential of such a framework and I have presented several ideas for future
improvement. In the following, I summarise these thoughts.
The next barrier that should be dealt with, I argue, is to create control meshes, covering the
entire given domain, from freeform curves. This problem is discussed in detail in Section 4.3.
The following two aspects should be adressed:
− The type of mesh(es): a tricky aspect that probably involves subjectivity. A sensible ar-
gument is that pure quad meshes should be created. Advantages of such meshes are given
in Section 4.3. However, I have demonstrated, in Chapter 6, that other types of meshes
can produce high-quality colourings. For example, the pepper example (Figure 6.18) is
a quad-dominant mesh and the girl example (Figure 6.19) is a quad-dominant mesh with
high-valency faces (up to 8-valence).
− Density of meshes. Many would argue that we would like meshes as sparse as possible.
For complex objects and colourings, however, a certain density would be needed. Should
we allow the user to specify the level of density to begin with or should we create the
sparsest mesh possible (which can later be colour-edited via multi-resolution edits)?
Colours should not be the only source of colour editing. To be able to control the propagation of
colours is equally important. A question that should be addressed is what type of colour-gradient
constraints provides the best type of control? Currently, we have a wide range of options: point
constraints, zero-derivative curves, shading profiles, linear gradients, and derivative constraints
in polygonal domains and meshes. All of these types of control mechanisms are currently
incompatible. In a unified framework, which of these should be included and which of these
should remain in a separate tool?
Finally, diffusion curves provide a way to diffuse colours to the entire domain, similar to heat
diffusion. By contrast, constructions based on B-splines, or similar types of splines, are con-
structed from the minimal support property, meaning that surface alterations should only influ-
ence the local neighbourhood of the surface (for example, if you alter the front bumper of a car,
this should not change the roof). A unified framework should support both of these two types of
behaviours. That is, if the user wishes a diffusion-like behaviour, the framework should provide
this, and vice versa. An interesting aspect is whether such a framework can support a transition
between these two, fundamentally different, types of modes or whether it must provide the user
with a binary choice.
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Appendices

Appendix A
Implementation details
In this appendix, I describe noteworthy aspects of my implementations of the solutions pre-
sented in Chapter 4. Recall that I presented two solutions to the given meshing problem (So-
lutions 1 and 2). In Section A.1, I describe a MATLAB implementation of Solution 1 and in
Section A.2, I describe two C++ implementations of Solution 2.
A.1 Solution 1
Noteworthy aspects of my MATLAB implementation of Solution 1 are now described. This
implementation was written for the application presented in Chapter 7 (Cornsweet-style contrast
enhancement).
The Voronoi partition is defined by a set of branches: A = {bk}. In my implementation, this
partition is represented as a discrete image defined via MATLAB’s bwdist function (the discrete
distance transform) on the discretised B-spline curves. The partitioning is performed using the
indexing, provided by the bwdist function, to the nearest curve segments to define Voronoi cells
as image segments. Branches can be trivially deleted from the set by merging their related
Voronoi cells. That is, the branches are only implicitly defined via the image segments.
Step 1 traces rays from Qi in the direction of Ni. This tracing is performed in pixel space in the
discrete Voronoi image. The starting point, or pixel, for this tracing operation must be inside
the correct cell. This starting pixel is defined to be the pixel next to the closest discrete curve
pixel to Qi (which has already been found by the distance transform).
There are five termination cases. Case (ii) terminates ri when it hits an edge of the current
Voronoi partition. This happens when the tracing enters a Voronoi image segment not associated
with the current curve segment. In cases (iii) and (v), the tracing terminates when it hits another
discrete edge pixel (must be of the same curve segment). Here, all discrete edges are dilated
using the 2 × 2 structuring element
[
1 1
1 1
]
. This makes the edges waterproof, provided that
the input edges are connected.
Solution 2
A.2 Solution 2
Noteworthy aspects of my C++ implementations of Solution 2 are now described. I have im-
plemented two implementations of this solution. The first implementation, presented in Sec-
tion A.2.1, was written for the application presented in Chapter 5 (the shading curve). This
implementation traces paths in the discrete distance transform. The second implementation,
presented in Section A.2.1, was written for various tests related to the problem presented in
Chapter 6 (gradient meshes of abritrary topology). This implementation traces paths in the
Voronoi partition of the curve control points.
A.2.1 Implementation 1
Solution 1 can be naı¨vely implemented by tracing the discrete distance transform (DDT). Note
that the particles described in Section 4.2.4 do not need to be explicitly modelled; a single
(while) loop is sufficient to ‘travel’ between pixels until a termination criterion is reached.
For a givenQi and directionNi, the DDT tracing is initiated at a pixel on the ‘correct’ side of the
curve (that is, the pixel next to the closest discrete curve pixel to Qi towards Ni, which is given
by the DDT function as mentioned in Section A.1). The tracing, along the path of the abstract
particle, is performed by iteratively moving the current pixel (or particle) to the pixel with the
maximum DDT value in the 1-ring pixel neighbourhood of the current pixel. The tracing stops
when the DDT value is above ei (given extent has been reached) or the pixel is a local extremum
(a stationary point).
Equal values in the 1-ring neighbourhood are handled by reference to the ray ri (defined in
Solution 1). For example, if the curve is a horizontal line, there will be three pixels of the same
value in the neighbourhood. This problem is solved by computing the distances from the pixels
(all with the maximum DDT value) to ri and then moving to the pixel with the lowest distance.
Such tracing is therefore performed approximately compared to the definition of the gradient of
the DT surface, where the tracing is not guaranteed to follow the normal direction exactly to the
MA.
This implementation was used to create the images in Chapter 5. While it can be noted that the
quantisation error produced by this discrete approach can give rise to uneven spacing of Pi,m, the
cubic B-spline curve defined by Pi,m control points is a sufficiently good offset approximation,
at least to demonstrate the application described in Chapter 5. An example of such uneven
spacing can be seen in Figure A.1(left), where the Pi,1 − Pi,m lines are of different direction to
the curve’s normal direction.
The quantisation error is obviously due to the fact that the solution is performed in pixel space.
As an alternative, I also implemented an implementation that operates on a Voronoi partition,
thus avoiding quantisation. This implementation is described next. Figure A.1 illustrates the
difference between these two implementations.
Implementation details
Implementation 1 Implementation 2
Figure A.1: Comparison between the two implementations of Solution 2.
Qi Qi
Pi,m
Pi,m
(a) (b)
Voronoi
partition
Ni
Infinite edge
Ni
Figure A.2: Two possible cases for Implementation 2: the related Voronoi edge to a curve control
point Qi in the direction Ni is either a finite edge (a) or an infinite edge (b).
A.2.2 Implementation 2
Evaluating Solution 2 in a Voronoi partition, and not directly in the DDT image, introduces ad-
ditional algorithmic challenges. These challenges depend on the data structure used to represent
the Voronoi partition. To this end, I do not present the fine details of my code, but rather provide
some suggestions to how to deal with the general problems faced with such an implementation.
There are many available implementations of Voronoi partirtioning of a set of points. I em-
ployed the C++ Boost Voronoi libraryi. The Voronoi partition is represented as a half-edge data
structure (a doubly-connected edge list). A framework using such a data structure can provide
efficient traversal and efficient manipulation of faces, edges, and vertices of the polygonal mesh
(in this case a Voronoi partition).
The vertices of the Voronoi partition can provide a good approximation to the MA. From my
experience, it can be wise to sample the input curve so that the density of points is sufficiently
high for an accurate approximation. This, of course, depends on the density of the input curve
control points.
The main challenge of this implementation, compared to tracing the DDT, is to follow the path
of the particle by traversing the half-edge data structure. In this description, I point out the
iboost.org/doc/libs/1 53 0 beta1/libs/polygon/doc/voronoi main.htm
Solution 2
following considerations and guidelines:
− At any given point in the domain, it can be instructive to define a procedure that estimates
the distance to its closest curve point (that is, the DT value of the point). In Boost, any cell
is associated with an input point. Thus, the DT value can be approximated by computing
the distance from the given point to the curve control point Qi of its Voronoi cell.
− The first phase of the movement of the particle is concerned with the line between Qi
and a corresponding point on the MA. It is challenging to exactly locate this MA point
with the given data structure. However, the following approximation has shown sufficient
when the MA approximation is accurate: any given point Qi is associated with one or
two Voronoi vertices in the direction Ni (Figure A.2). If Qi is related to a single Voronoi
vertex; that is, the related edge extends to infinity, the MA point is defined as this vertex
(Figure A.2(b)). If Qi is related with two Voronoi vertices; that is, they define a finite
edge, the MA point is defined as the midpoint of this edge (Figure A.2(a)). Note that
more accurate definitions of the MA point can be made, for example by intersecting ri
with the related edge. However, I found the above approach sufficient for my experiments.
− The second phase of the movement of the particle is concerned with the path along the
MA. To traverse along the MA, a similar procedure to the DDT-related implementation
can be performed. That is: collect approximated DT values for all neighbouring vertices
of a current vertex. Then, traverse to the vertex with the highest DT value and iterate. In
the limit, this traversal stops at a ‘stationary’ vertex or at an infinite edge.
In summary, I have presented two different approaches to implementing the Solution 2. The
first solution, tracing the DDT, is easy to implement, but suffers from quantisation artefacts.
The second solution, traversing the Voronoi partition does not suffer from quantisation artefacts
(although the solution is still approximate), but is harder to implement. I can imagine the first
approach to be preferred by researchers to demonstrate a concept, as I have done in Chapter 5,
and the second implementation to be preferred by developers of commercial products because
it is more accurate.
Appendix B
Colour-gradient meshes: additional results
This appendix shows additional visualisations and comparisons. Unless stated otherwise, the
interpolating colour function is defined in the CIE Lab colour space.
B.1 Additional results
Figures B.1, B.2, B.3, and B.4 show additional results. In Figures B.1 and B.2, notice how the
density of the mesh matters for visual quality.
B.2 Visualisations of underlying control meshes
Figures B.5 and B.6 show computed grids after the ternary subdivision step.
B.3 Comparisons with Illustrator’s gradient mesh tool
Figures B.7 and B.8 show comparisons with Adobe Illustrator’s gradient mesh tool. Colours
were interpolated in the RGB colour space.
B.4 Comparisons with cubic mean-value coordinates
Figure B.9 and B.10 show comparisons with cubic mean value coordinates (CMVC). Colours
were interpolated in the RGB colour space.
Comparisons with cubic mean-value coordinates
Figure B.1: Additional results.
Colour-gradient meshes: additional results
Figure B.2: Additional results.
Comparisons with cubic mean-value coordinates
Figure B.3: Additional results: some ‘simpler’ control meshes with primary colours
Colour-gradient meshes: additional results
Figure B.4: An additional result.
Comparisons with cubic mean-value coordinates
Figure B.5: Grid visualisations. Left: input mesh. Middle: mesh after ternary subdivision. Right:
coloured result after two additional steps with Catmull-Clark. The directional colour weights have
been manipulated with the smaller black disks (left). These disks represent the location of the new
edge points.
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Figure B.6: Grid visualisations. Continued from Figure B.5.
Comparisons with cubic mean-value coordinates
Input mesh Illustrator’s gradient mesh tool Our solution
Figure B.7: Comparisons with Illustrator’s gradient mesh tool with regular grids. The input is
manually defined via both interfaces. The fact that inputs are defined separately in the two interfaces
and how they are fed to the interpolation frameworks influence this comparison. For example,
Illustrator uses different derivatives for boundary vertices.
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Input mesh Illustrator’s gradient mesh tool Our solution
Figure B.8: Various settings for the derivative constraints of Illustrator’s tool and comparable set-
tings for the directional colour weights of our method. Edited constraints are highlighted with
coloured lines along the edges. We noticed that these derivative constraints in Illustrator are scaled
to provide more intuitive colour propagation for the user. Thus, non-identical or mismatched inputs
can give rise to visual differences.
Comparisons with cubic mean-value coordinates
Input mesh CMVC Our solution
Figure B.9: Comparisons between CMVC and our method with simple polygons. Note that the
derivative constraints are set to zero for CMVC. Thus, these images for CMVC can also be viewed
as results of mean value coordinates.
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Low Medium High
Figure B.10: Comparison between CMVCs’ derivative constraints (top) with our directional colour
weights (bottom). For CMVCs, the magnitude of the derivatives are increased. The values are
increased from left to right. The bottom image shows the input mesh.
