We study the problem of minimizing the weighted number of late jobs to be scheduled on a single machine when processing times are equal. In this paper, we show that this problem, as well as its preemptive variant, are both strongly polynomial. When preemption is not allowed 1 | p j = p, r j | Σ w j U j , the problem can be solved in O(n 7 ). In the preemptive case, 1 | p j = p, pmtn, r j | Σ w j U j , the problem can be solved in O(n 10 ). Both algorithms are based upon dynamic programming.
Introduction
Given a set of jobs P = {J 1 , ..., J n }, each job being described by a release date r i , a due date d i , a processing time p i (with r i + p i ≤ d i ), and a non-negative weight w i , minimizing the weighted number of late jobs on a single machine consists of finding a schedule of the jobs on which the weighted number of jobs completed after their due date is minimal. Conversely, one can also seek to maximize the weighted number of jobs completed before their due date. Along this paper, we will rather rely on this latter formulation. This problem, denoted as 1 | r j | Σ w j U j (where U stands for Unit penalty per late job) in the standard scheduling terminology (e.g., [3] ) is NP-hard in the strong sense, even if weights are equal [10] . To our knowledge, no exact approach has been made to solve the general problem. However, some branch and bound methods have been recently designed for the non-weighted problem ( [2] , [7] , [9] , [15] ).
Some special cases of the general problem are solvable in polynomial time (see [4] for a rather comprehensive and up-to-date review of the hardness of machine scheduling). When weights are equal and when release dates are equal 1 | | Σ U j , the problem can be solved in O(n log(n)) steps by Moore's well-known algorithm [14] . Moreover, when release and due dates of jobs are ordered
, the same problem is solvable in O(n 2 ) with a dynamic programming algorithm of Kise, Ibaraki and Mine ( [11] ). An O(n log(n)) has been proposed Lawler for the same problem ( [13] Since when a job is late, it can be scheduled arbitrarily late, the problem reduces to finding a set of jobs (1) that is feasible, i.e., for which there exists a schedule that meets release dates and due dates and (2) whose weight is maximal. From now on, we suppose that jobs are sorted in increasing order of due dates. We first introduce some notation and then provide the proposition that is the basis of our dynamic programming algorithm.
Definition.
Let Θ = {t such that ∃ r i , ∃ l ∈ {0, ... , n} | t = r i + l * p}.  Notice that there are at most n 2 values in Θ.
Proposition 1.
On any left-shifted schedule (i.e., on any schedule on which jobs start either at their release date or immediately after another job), the starting times of jobs belong to Θ.
Proof.
Let J k be any job. Let t be the largest time point before the start time of J k at which the start-time of a job is equal to its release date (such a time-point exists because the schedule is left-shifted). Thus, t is a release date, say r i . Between r i 6 and the starting time of J k , l jobs execute (0 ≤ l ≤ n). Hence the starting time of
Since any schedule can be left-shifted, Proposition 1 induces a simple dominance property: There is an optimal schedule on which jobs start at time points in Θ.
Definition.
• For any integer k ≤ n, let U k (s, e) be the set of jobs whose index is lower than or equal to k and whose release date is in the interval [s, e), i.e., U k (s, e) = {J i
• Let W k (s, e) be the maximal weight of a subset of U k (s, e) such that there is a feasible schedule S of these jobs such that  S is idle before time s + p,  S is idle after time e,  starting times of jobs on S belong to Θ.
Notice that if the subset of U k (s, e) is empty, W k (s, e) is equal to 0. 
and to the following expression otherwise:
Proof (sketch).
Let W' be the expression above. If r k ∉ [s, e), the result obviously holds since
. We now consider the case where r k ∈ [s, e).
We first prove that W' ≤ W k (s, e).
•
• If there is a value s' in Θ such that max( and add the schedule of Y, see Figure 1 ). On top of that, starting times
We now prove that W k (s, e) ≤ W'. Let us examine the partition induced by the starting time s' of J k .
• The jobs scheduled before s', belong to U k-1 (s, s') and their total weight is lower than or equal to W k-1 (s, s').
• The jobs scheduled after J k belong to U k-1 (s', e) and their total weight is lower than or equal to W k-1 (s', e).
• The weight of J k is w k .
Moreover s' belongs to Θ because it is a starting time. On top of that, for e). Our algorithm then works as follows.
• In the initialization phase, W 0 (s, e) is set to 0 for any values s, e (s ≤ e) in Θ .
• We then iterate from k = 1 to k = n. 
The Preemptive Weighted Problem (1 | p j = p, pmtn, r j | Σ w j U j )
Again, we suppose that jobs are sorted in increasing order of due dates. We first introduce Jackson Preemptive Schedule and some notation. Afterwards, we provide the proposition that is the basis of our dynamic programming algorithm. Jackson Preemptive Schedule has several interesting properties (e.g., [6] ). In particular, if a job is scheduled on JPS after its due date, there is no feasible preemptive schedule of the set of jobs. Hence, searching for a schedule on which the weighted number of late jobs is minimal, reduces to finding a set whose weight is maximal and that is feasible, i.e., whose JPS is feasible.
Definition.

The Jackson Preemptive Schedule (JPS) of a set of jobs
As for the non-preemptive case, the time points in Θ play a particular role in the structure of optimum schedules. In the following, we note Θ = {t 1 , t 2 , ..., t q } the ordered set of distinct time-points in Θ. Recall that q ≤ n 2 .
Proposition 3.
For any subset of jobs Z, the start and end times of the jobs on the JPS of Z belong to the set Θ.
Proof.
We first prove that the end time of a job on the JPS of Z belongs to Θ. Let J k be any job and let s and e be respectively its start and end times on JPS. Let t be the minimal time point such that between t and s JPS is never idle. Because of the structure of JPS, t is a release date, say r x . The jobs that execute (even partially) between s and e execute neither before s nor after e (because Jackson
Preemptive schedule is based upon the EDD rule). Thus e -s is a multiple of p.
Two cases can occur:
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• Either J k causes an interruption and hence s = r k .
• Or J k does not cause any interruption and hence the jobs that execute between r x and s, are fully scheduled in this interval. Consequently, s -t is a multiple of p.
In both cases, there is a release date r y (either r k or r x ) such that between r y and e, JPS is never idle and such that e is equal to r y modulo p. On top of that, the distance between r y and e is not greater than n * p (because JPS is not idle).
Hence, e ∈ Θ.
Now consider the start time of any job on JPS. This time point is either the release date of the job or is equal to the end time of the "previous" one. Thus, start times also belong to Θ. 
Definition.
For any time points t u , t v in Θ with u < v and for any integer value k such that 1 ≤ k ≤ n, 
to the expression above otherwise:
Let W' be the expression above. It is obvious that if
In the following, we suppose that r k ∈ [t u , t v ).
We first prove that W' ≤ W k (t u , t v , m).
• Consider the case where
• Consider now the case where there exist t x ∈ Θ, t y ∈ Θ and 3 integers
Obviously, the subsets U k-1 (t u , t x ), U k-1 (t x , t y ) and U k-1 (t y , t v ) do not intersect.
Thus, the JPS schedules of subsets that realize
and W k-1 (t y , t v , m 3 ), put one after another define a valid overall schedule of a 13 set of m -1 jobs taken in U k-1 (t u , t v ). Moreover, between t x and t y there is enough space to schedule J k since m 2 jobs in U k-1 (t x , t y ) are scheduled and since p * (m 2 + 1) = t y -t x (see Figure 2) . As a consequence, we have
We now prove that W k (t u , t v , m) ≤ W'.
We only consider the case where W k (t u , t v , m) is finite otherwise the result holds.
Consider a set Z that realizes
Let t x and t y be the start and end times of J k on the JPS of Z. Thanks to Proposition 3, we know that t x ∈ Θ and t y ∈ Θ. We also have max( • We then iterate from k = 2 to k = n. Each time, W k is computed for all the possible values of the parameters thanks to the formula of Proposition 4 and
to the values of W k-1 computed at the previous step.
The maximum weighted number of on-time jobs is equal to: 
Conclusion
In this paper, we have shown that two open scheduling problems are strongly polynomial. For both of them, we have provided some dynamic programming algorithms. Unfortunately, the worst case complexities of these algorithms are high and they do not appear to be suitable for real-life applications. However, there might be a scope for an improvement of these algorithms. 15 We believe that the study of the general non-preemptive problem 1 | p j , r j | Σ w j U j is of great practical interest and we are currently trying to extend the branch and bound procedures initially designed for the non-weighted problem ( [2] , [15] ) to the general weighted problem.
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