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Abstract
In this thesis we introduce a new theory of stochastic analysis with respect to Le´vy
processes in the strong dual of a nuclear space.
First we prove some extensions of the regularization theorem of Itoˆ and Nawata to
show conditions for the existence of continuous and ca`dla`g versions to cylindrical and
stochastic processes in the dual of a nuclear space. Sufficient conditions for the existence
of continuous and ca`dla`g versions taking values in a Hilbert space continuously included
on the dual space are also provided. Then, we apply these results to prove the Le´vy-Itoˆ
decomposition and the Le´vy-Khintchine formula for Le´vy processes taking values in
the dual of a complete, barrelled, nuclear space.
Later, we introduce a theory of stochastic integration for operator-valued processes
taking values in the strong dual of a quasi-complete, bornological, nuclear space with
respect to some classes of cylindrical martingale-valued measures. The stochastic in-
tegrals are constructed by means of an application of the regularization theorems. In
particular, this theory allows us to introduce stochastic integrals with respect to Le´vy
processes via Le´vy-Itoˆ decomposition. Finally, we use our theory of stochastic inte-
gration to study stochastic evolution equations driven by cylindrical martingale-valued
measure noise in the dual of a nuclear space. We provide conditions for the existence
and uniqueness of weak and mild solutions. Also, we provide applications of our theory
to the study of stochastic evolution equations driven by Le´vy processes.
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Introduction
The aim of this work is to introduce a new theory of stochastic analysis with respect
to Le´vy processes in the strong dual of a nuclear space.
Apart from Banach spaces, nuclear spaces are the most important class of locally convex
spaces used in functional analysis. They have many useful properties and they consti-
tute a class of infinite dimensional spaces which also shares many properties of finite
dimensional spaces. For example, they satisfy the Heine-Borel property, i.e. bounded
subsets are precompact.
Nuclear spaces were introduced in 1951 by A. Grothendieck in [35] and were further
developed by him in [36]. Grothendieck defined these class of spaces by means of his
theory of tensor products of locally convex spaces. However, it is hardly an exaggeration
to say that much of the true power behind the theory of nuclear spaces was better
understood thanks to the characterization of nuclear spaces in terms of summable and
absolute summable families of operators due to A. Pietsch [86]. In this thesis we will
utilize a characterization of nuclear spaces in terms of a family of Hilbertian semi-norms
generating its locally convex topology and an associated family of Hilbert spaces related
to each other by means of some Hilbert-Schmidt operators (see Tre`ves [99]).
The importance of the nuclear spaces in the theory of probability is manifest in the
problem of the existence of Radon measure extensions for cylindrical measures defined
on the dual of a nuclear space. Indeed, this relation was clarified with the celebrated
work of R. A. Minlos who in 1958-9 (see [66]) proved that an analogue of Bochner’s
theorem that characterizes the Fourier transform of a finite Borel measure holds in the
dual of a (barrelled) nuclear space. Several monographs devote large sections to the
study of cylindrical measures on duals of nuclear spaces. For example Gel’fand and
Vilenkin [31] and Schwartz [95].
Stochastic analysis in duals of a nuclear space experienced a period of intensive activity
during the 1980s and 1990s. Some of the pioneering work was carried our by K. Itoˆ
[41], [44], [42], [43], A. S. U¨stu¨nel [101], [102], [103], [105], [106], [108], I. Mitoma [67],
[68], [69], [71], [72], [73], [75], and by G. Kallianpur and his collaborators [49], [51],
[53], [56], [55]. However, as in many other branches of mathematics there are a large
number of authors that contributed to its development, we cite for example J. Xiong
[118], S. Ramaswamy [89], V. Pe´rez-Abreu and C. Tudor [79], [80], [81], [82], [84], T.
Bojdecki, L. G. Gorostiza and J. Jakubowski [11], [12], [13], [46], [47], J. K. Brooks and
his collaborators [17], [18], [19] and H. Ko¨rezliogˇlu and C. Martias [59], [60], [61].
Much of the motivation behind the development of stochastic analysis on duals of
nuclear spaces is its high range of applications. Among some of the most important
applications is the modelling of the dynamics of nerve signals. See for example the works
of Kallianpur and Wolper [53], Kallianpur, Mitoma and Wolper [51] and Kallianpur
et al. [56]. In Kallianpur and Xiong [54] one can find also applications to model
xi
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environmental pollution.
Some other applications are for example to statistical filtering (see U¨stu¨nel [104], [106]
and D. Ding [27]), chemical kinetics and interacting particles systems (see Bojdecki and
Gorostiza [9], Gorostiza and Nualart [34], Hitsuda and Mitoma [38], Kallianpur and
Pe´rez-Abreu [52], Kallianpur and Mitoma [50], Kallianpur and Xiong [55], and Mitoma
[70]).
With some few exceptions, much of the works cited above were developed under the
hypothesis of the nuclear space being Fre´chet or either that its strong dual is also nu-
clear. Moreover, the stochastic integrals and the noise driving the stochastic differential
equations has been considered either with respect to Wiener processes or Poisson ran-
dom measures, but to the extent of our knowledge, no theory has been developed with
respect to the general Le´vy process case. This is the main motivation for the devel-
opment of our theory in this thesis. We are also interested in developing this theory
under the weakest possible assumptions on the nuclear space and its strong dual.
In general terms, our contribution to theory of stochastic analysis on nuclear spaces can
be divided into four main aspects. First, we will show some extensions of the regular-
ization theorem of Itoˆ and Nawata [44] to the case of cylindrical processes on the dual
of a nuclear space. These theorems will be a corner stone for our theory of stochastic
analysis. Our second main contribution is the proof of a Le´vy-Itoˆ decomposition for
Le´vy process taking values in the dual of a complete, barrelled, nuclear space. The
third is the introduction of a new theory of stochastic integration with respect to some
classes of cylindrical martingale-valued measures on the dual of a nuclear space. This
theory allow us to introduce stochastic integrals with respect to Le´vy process by means
of the Le´vy-Itoˆ decomposition. Finally, our last main contribution is the application of
our theory of stochastic integration to model stochastic evolution equations on the dual
of a nuclear space. Contrary to what can be found in the literature, we will consider
semi-linear equations driven by multiplicative noise.
This thesis is organized as follows:
Chapter 1 is devoted to the introduction to the main tools that we will need on the
subsequent chapters. First we review the basic properties of classes of locally convex
spaces encountered on this thesis. We focus our attention on those concepts related to
nuclear spaces and their strong duals. Later, we review basic concepts of cylindrical
and stochastic processes on the dual of a nuclear space. Then, we proceed to prove
our extensions of the regularization theorem. We finalize this chapter by studying
martingales.
In Chapter 2 we study basic properties of Le´vy processes in the dual of a nuclear space.
The proof of the Le´vy-Itoˆ decomposition is going to take most of our effort in this
chapter. As a corollary we will proof the Le´vy-Khintchine formula for the characteristic
function of any Le´vy processes.
The aim of Chapter 3 is to develop the theory of stochastic integration. First, we
introduce the class of cylindrical martingale-valued measures that will be the integrators
of our integrals. Then, we develop the stochastic integration theory in two steps. The
first is a theory of weak stochastic integration with respect to cylindrical martingale-
valued measures. For the second stage, we use the regularization theorems of Chapter 1
and the weak stochastic integral to introduce a theory of strong stochastic integration,
i.e. we define stochastic integrals for some families of operator-valued processes with
respect to the cylindrical martingale-valued measures. Applications to define stochastic
xiii
integrals with respect to Le´vy process will be given.
Finally, in Chapter 4 we apply our theory of stochastic integration to study stochastic
evolution equations driven by cylindrical martingale-valued measures. We start by
introducing some notions of deterministic integration for random integrands. Then,
we introduce the class of stochastic evolution equations that we are going to consider
in this thesis. In particular we will focus on the study of equivalence between weak
and mild solutions, and we consider conditions on the coefficients for the existence and
uniqueness of these types of solutions. We finalize this chapter with an example of an
application to stochastic evolution equations driven by Le´vy noise.

Notation and Useful Facts
In this thesis N , Z Q , R and C denote the sets of natural, integers, rational, real
and complex numbers respectively. Denote R+ = [0,∞). For any n ∈ N , Rn is the
n-dimensional Euclidean space.
For a, b ∈ R , we will use a∨ b := max {a, b} and a∧ b := min {a, b} . If I is a countable
set, we denote by δij the Kronecker delta for i, j ∈ I , i.e. δij = 0 if i 6= j and
δij = 1 if i = j .
For any two sets A and B , we denote by A ∪ B , A ∩ B and A \ B the union, the
intersection and the complement of B in A respectively. When we are considering a
subset U of a given set E , we write U c = E \U . If A is a finite set, we denote by #A
the number of elements of A .
If A is a collection of subsets of a set S , we denote by σ(A) the σ -algebra generated
by A . If (Ω,F) and (S,S) are measurable spaces and Y : Ω→ S is a F/S measurable
map, the σ -algebra generated by Y is σ(Y ) =
{
Y −1(B) : B ∈ S} .
We denote by 1A (·) the indicator function of the set A , defined by 1A (x) = 1 for
x ∈ A and 1A (x) = 0 for x /∈ A .
Let T1 , T2 be any two topologies on a set X . If T1 is contained in T2 (i.e. if any
element of T1 is also an element of T2 ), we denote this fact by: T1 ⊆ T2 . In this case
we say that T1 is coarser than T2 , and that T2 is finer than T1 .
If U is a subset of a topological space (X, τ) we denote by U its closure and by U˚ its
interior.
For a topological space (X, τ), we denote by B(X) the Borel σ -algebra of X . It is
the smallest σ -algebra of subsets of X which contains all the open sets. R and Rd
will be always assumed to be equipped with their Borel σ -algebra. A measure µ on
(X,B(X)) is called a Borel measure.
The Dirac measure on X for a given x ∈ X will be denoted by δx and is defined by
δx(A) = 1A (x), for any A ⊆ X .
For two Borel measures µ and ν on a topological vector space X , denote by µ∗ν their
convolution. Recall that µ ∗ ν(A) = ∫X×X 1A (x+ y)µ(dx)ν(dy), for any A ∈ B(X).
Denote ν∗n = ν ∗ · · · ∗ ν (n-times) and we use the convention ν0 = δ0 .
Let (S,Σ, µ) be a measure space. For 1 ≤ p < ∞ , Lp(S,Σ, µ) is the usual space
of (equivalence classes of) real-valued measurable functions that agree almost every-
where with respect to µ and for which ||f ||p :=
(∫
S |f(x)|p µ(dx)
) 1
p < ∞ for all
f ∈ Lp(S,Σ, µ). It is a Banach space with respect to the norm ||·||p and for p = 2 it is
a Hilbert space with respect to the inner product 〈f , g〉2 :=
(∫
S f(x)g(x)µ(dx)
) 1
2 <∞
for all f, g ∈ L2(S,Σ, µ).
Let (Ω,F ,P) be a probability space and (S,Σ) be a measurable space. A F/Σ-
xv
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measurable map X : Ω → S will be called a S -valued random variable. In this
thesis we will only consider Borel random variables, i.e. S will be a topological
space and Σ = B(S).
Let J be R+ or [0, T ] for T > 0. A S -valued process is a collection X = {Xt}t∈J of
S -valued random variables. We say that X is continuous (respectively ca`dla`g) if for
P-a.e. ω ∈ Ω, the sample paths t 7→ Xt(w) ∈ S of X are continuous (respectively
right-continuous with left limits).
Let X be a real-valued random variable. If X is integrable, i.e. X ∈ L1 (Ω,F ,P), we
define its expectation to be
EX =
∫
Ω
X(ω)P(dω).
We say that the random variable is p-integrable (1 ≤ p <∞) if X ∈ Lp (Ω,F ,P). In
this case, the p-moment of X is EXp .
Unless otherwise stated, throughout this document we will only consider vector spaces
over a field K , which will always be R or C . Usually we denote a vector space by E .
If S is a subset of E , span{S} denotes the linear span of S .
If A and B are subsets of E , let A+B := {x+ y : x ∈ A, y ∈ B} , λA := {λx : x ∈ A}
where λ ∈ R (or λ ∈ C) , and A+ y := A+ {y} for y ∈ E .
Let A and B be subsets of E . We say that A absorbs B if there exist some η0 ∈ K
such that B ⊆ ηA whenever |η| ≥ |η0| . A subset U of E is called absorbing if U
absorbs every finite subset of E . A subset C of E is balanced if αC ⊆ C whenever
α ∈ K , |α| ≤ 1. A subset D of E is said to be convex if x, y ∈ D implies that
λx+ (1− λ)y ∈ D for all 0 < λ < 1.
Chapter 1
Probabilities on the Dual of a
Nuclear Spaces
The main purpose of this chapter is to introduce the main concepts of probability on
nuclear spaces that we will need on this thesis. This chapter is divided into two main
sections. In the first, we review some concepts of locally convex spaces, linear operators
and of nuclear spaces that will be used throughout this thesis. In the second section we
start by reviewing basic properties of cylindrical and stochastic processes in the dual
of a nuclear space. Then, we show some new results on the existence of continuous
and ca`dla`g versions for cylindrical and stochastic process taking values in the dual of a
nuclear space. Finally, we apply these results to the study of martingales taking values
in the dual of a nuclear space.
§ 1.1 Review of Locally Convex Spaces
In this section we give a brief presentation of those concepts on locally convex spaces
which are used on this thesis. For a more detailed treatment the reader is referred to
Schaefer [93], Tre`ves [99], Jarchow [48] or Narici and Beckenstein [77].
1.1.1 Semi-norms
Let E be a vector space over a field K , which will always be R or C . A non-negative
real-valued function p on E having the properties:
p(x+ y) ≤ p(x) + p(y), p(αx) = |α| p(x), ∀x, y ∈ E, α ∈ K,
is called a semi-norm on E and a norm if it additionally satisfies: x 6= 0, implies
p(x) > 0.
Let p be a semi-norm on E . The set Bp(r) = {x ∈ E : p(x) ≤ r} for r > 0, is called
the closed ball of radius r of p . In the case r = 1 we call it the closed unit ball of
p . The closed ball Bp(r) is a convex, balanced and absorbing subset of E (see Notation
and Useful Facts).
A semi-norm (respectively a norm) p is called Hilbertian if p(x)2 = Q(x, x), for all
x ∈ E , where Q is a symmetric, non-negative bilinear form (respectively inner product)
on E × E .
1
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Let p be a semi-norm on E and let N(p) = {x ∈ E : p(x) = 0} be its null space.
Let Ep be the Banach space that corresponds to the completion of the normed space
(E/N(p), p˜) (where p˜(x + N(p)) = p(x) for each x ∈ E ). The quotient map E →
E/N(p) has an unique linear extension ip : E → Ep called the inclusion or canonical
map. If p is Hilbertian then Ep is a Hilbert space with inner product induced by p
in the obvious way. If the Banach space Ep is separable, then we will say that the
semi-norm p is separable.
Let q be another semi-norm on E for which p ≤ Cq , for some C > 0. In this case,
N(q) ⊆ N(p). Moreover, the canonical map from E/N(q) into E/N(p) is linear and
continuous, and therefore it has a unique continuous extension ip,q : Eq → Ep , which is
called again canonical. Furthermore, we have the following relation between canonical
maps: ip = ip,q ◦ iq .
1.1.2 Locally Convex Spaces
A vector space E equipped with a topology T such that the addition and scalar
multiplication are continuous is called a topological vector space and the topology
T is called a vector topology for E .
For a topological vector space (E, T ), the topology T is completely determined by
a local base of neighborhoods of zero. This is because the continuity of the addition
operation implies that a neighborhood base of any element of E can be obtained by
translation of a neighborhood base of zero in E (see Chapter 3 of Tre`ves [99]).
If K is a convex, balanced and absorbing subset of E , the Minkowski functional
pK of K , given by
pK(x) = inf{λ > 0; x ∈ λK}, ∀x ∈ E, (1.1)
is a semi-norm on E . Moreover, pK is continuous if and only if K is a neighborhood
of zero in E . Furthermore, if K is closed then K = BpK (1) (see Chapter 5 of of Narici
and Beckenstein [77]).
A subset B of a topological vector space (E, T ) is said to be bounded if for any
neighborhood of zero U ⊆ E , there exist some α > 0 such that B ⊆ αU . Finite unions,
multiples by scalars and closures of bounded subsets are all bounded (see Chapter 1 of
Schaefer [93]). Moreover, every finite subset is bounded and also any compact subset is
bounded (see Proposition 14.1 of Tre`ves [99] p.137). If a semi-norm p on E is bounded
on every bounded subset of E , we say that p is locally bounded.
A topological vector space (E, T ) is called a locally convex space if there exists a
family {pα}α∈A of semi-norms on E such that the collection of all the sets of the form:⋂
j=1,...,n
Bpαj (rj) = {x ∈ E : pαj (x) ≤ rj , j = 1, . . . , n},
where n ∈ N , rj > 0, αj ∈ A (j = 1, . . . , n), is a local base of convex, closed,
balanced, neighborhoods of zero in E . In that case, we say that the family of semi-
norms {pα}α∈A generates the topology T . Furthermore, if this family of semi-norms
satisfies the separation condition, i.e for any x0 6= 0, there exists α ∈ A such that
pα(x0) 6= 0, then the topology T is Hausdorff.
Now we introduce some important classes of locally convex spaces.
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A barreled space E is a locally convex space for which every lower semicontinuous
semi-norm on E is continuous. The locally convex spaces that are also Baire spaces
are barrelled spaces (see Result 7.1, Chapter 2 of Schaefer [93], p.60).
A locally convex space is called pseudo-metrizable if its topology is generated by a
countable family of semi-norms. A pre-Fre´chet space is a Hausdorff locally convex
space E that is pseudo-metrizable. Hence, every pre-Fre´chet space is metrizable (see
Theorem 1, Section 2.8 of Jarchow [48], p.40). A complete pre-Fre´chet space is called a
Fre´chet space. Any Banach space is a Fre´chet space. Moreover, from Baire’s category
theorem (see Theorem 4.4.10 of Narici and Beckenstein [77], p.82-3) any complete
pseudo-metrizable space is a Baire space, therefore any Fre´chet space is barrelled.
A bornological space is a locally convex space E for which every locally bounded
semi-norm on E is continuous. Pre-Fre´chet spaces are examples of bornological spaces
(see Result Result 8.1, Chapter 2 of Schaefer [93], p.61).
There are examples of bornological spaces that are not barrelled and of barrelled spaces
that are not bornological (see Schaefer [93], p.63 for references), however every quasi-
complete bornological space is barrelled (see the Corollary of Result 8.4, Chapter 2 of
Schaefer [93], p.63 for a proof). Recall that a locally convex space is quasi-complete
if every bounded and closed subset is complete. Clearly, any complete locally convex
space is quasi-complete.
1.1.3 Projective and Inductive Topologies
We start by defining projective limits. Let E be a vector space and let {(Eα, Tα)}α∈A
be a family of locally convex spaces. For each α ∈ A , let Γα be a family of semi-norms
generating the topology Tα on Eα and let fα be a linear map from E into Eα . The
family {(Eα, Tα, fα) : α ∈ A} is called a projective system on E . The projective
topology Tp on E with respect to the projective system {(Eα, Tα, fα) : α ∈ A} is
the coarsest (weakest) locally convex topology on E with respect to which each of the
mappings fα is continuous. A family of semi-norms generating the projective topology
is {pα ◦ fα : pα ∈ Γα, α ∈ A} . The space (E, Tp) is called the projective limit of the
family {Eα}α∈A determined by the mappings fα and we denoted it by projα∈AEα .
Now we define inductive limits. Let E be a vector space and let {(Eα, Tα)}α∈A be a
family of locally convex spaces. Suppose for each α ∈ A that fα is a linear map from
Eα into E and that the linear span of
⋃
α∈A fα(Eα) is E . The family {(Eα, Tα, fα) :
α ∈ A} is called an inductive system on E . The inductive topology Ti on E with
respect to the inductive system {(Eα, Tα, fα) : α ∈ A} is the finest (strongest) locally
convex topology on E with respect to which each of the mappings fα is continuous. A
local base of neighborhoods of zero for Ti is the family U of all the convex, balanced,
absorbing subsets of E such that for each α ∈ A , U ∈ U , f−1α (U) is a neighborhood
of zero in (Eα, Tα). The space (E, Ti) is called the inductive limit of the family
{Eα}α∈A determined by the mappings fα and we denoted it by indα∈AEα .
A locally convex space that is (isomorphic to) the inductive limit of a family of Banach
spaces is called ultrabornological. An ultrabornological space is both bornological
and barrelled (see Chapter 13 of Jarchow [48]). Conversely, any sequentially complete,
Hausdorff, bornological space is ultrabornological (see Theorem 13.2.12 of Narici and
Beckenstein [77]). As we shall see in Chapters 1, 3 and 4, ultrabornological spaces play
a fundamental role in this thesis and the main reason for that is because a very general
version of the closed graph theorem holds in these spaces (see Theorem 1.1.3).
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1.1.4 Linear Operators between Topological Vector Spaces
Let E and F be two topological vector spaces. We denote by L(E,F ) the collection
of all the continuous linear maps T on E into F with Dom(T ) = E .
Let X , Y be topological spaces and let T : Dom(T ) ⊆ X → Y . If the graph
{(x, Tx) : x ∈ Dom(T )} of T is a closed (respectively sequentially closed) subspace
of X × Y , then we say that T is a closed map (respectively a sequentially closed
map). Clearly, any closed map is sequentially closed. The converse is also true when
both X and Y are first countable. A closed linear map between two topological vector
spaces will be called a closed linear operator.
A very useful criteria for a map to be closed (or sequentially closed) is given in the
following result. For a proof see Theorem 14.1.1 of Narici and Beckenstein [77], p.460.
Theorem 1.1.1. Let X and Y be topological spaces and T : Dom(T ) ⊆ X → Y . T
is a closed (respectively sequentially closed) map if an only if for any net (respectively
for any sequence) {xα}α ⊆ Dom(T ),
limxα = x and limTxα = y imply that x ∈ Dom(T ) and Tx = y. (1.2)
Let E , F be topological vector spaces. If F is Hausdorff, any continuous map T :
E → F is closed. The converse is not true in general even if T is linear. However, the
following two results give conditions on E and F for this to be true. For a proof of
the first see Theorem 14.3.4 of Narici and Beckenstein [77], p.465-6 and for the second
see Theorem 2, Section 5.4 of Jarchow [48], p.94.
Theorem 1.1.2 (Closed graph theorem). Let E be a Baire topological vector space
and let F be a complete, metrizable topological vector space. Then, every closed linear
operator T : E → F is continuous.
Theorem 1.1.3 (Closed graph theorem). Let E be the inductive limit of a family of
metrizable, Baire, topological vector spaces spaces (e.g if E is a ultrabornological space)
and let F be a complete, metrizable, topological vector space. Then, every sequentially
closed linear operator T : E → F is continuous.
1.1.5 Dual Topologies, Operators and Reflexivility
Let (E, T ) be a topological vector space. The (topological) dual space of E is the
set E′ of all T -continuous linear maps from E into K (i.e. R or C). For any x ∈ E
and any f ∈ E′ , we shall denote by f [x] the value of f at the point x .
For A ⊆ E , we define its polar as A0 = {f ∈ E′ : supx∈A |f [x]| ≤ 1} ⊆ E′ . The set
A0 is a convex, balanced subset of E′ and if A is bounded, A0 is also absorbing (see
Proposition 19.1. of Tre`ves [99] p.196). Also, if A ⊆ B then B0 ⊆ A0 ; furthermore
(cA)0 = (1/c)A0 for c > 0. Moreover, for any A,B ⊆ E , (A ∪B)0 = A0 ∩B0 .
Now we introduce vector topologies on E′ . Let B be a family of all the bounded
subsets of E . For each B ∈ B let ηB : E′ → R+ given by
ηB(f) := pB0(f) = sup
ψ∈B
|f [ψ]| , ∀ f ∈ E′.
where pB0 is the Minkowski functional of the polar B
0 of B . For each B ∈ B , ηB
is a semi-norm on E′ and the family {ηB : B ∈ B} satisfies the separation condition
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(see Section 1.1.2). Therefore, the family {ηB : B ∈ B} generates a unique Hausdorff
locally convex topology β on E′ that we will call the strong topology. We denote
by E′β the space (E
′, β) and we call it the strong dual of E .
If instead B is the family of all the finite subsets of E , then the Hausdorff locally
convex topology σ generated by the family of semi-norms {ηB : B ∈ B} is called the
weak topology. We denote the space (E′, σ) by E′σ . In general, σ ⊆ β .
Of great importance in this thesis is the concept of reflexive spaces. Let (E, T ) be a
Hausdorff locally convex space. The space E can be identified with a proper subspace
of its bidual E′′ = (E′β)
′ by means of the canonical embedding from E into E′′ ,
i.e. the map E
∈
x → x̂ ∈ E′′ given by x̂(f) = f [x] for each f ∈ E′ . We say that
E is semi-reflexive when the canonical embedding is surjective, i.e. if E = E′′ . If
furthermore the canonical embedding is a topological isomorphism (for the topological
vector space structures) of (E, T ) into the strong bidual (E′β)′β , then E is said to be
reflexive. In particular, every Hilbert space is reflexive.
Now, let E and F be topological vector spaces and let T : Dom(T ) ⊆ E → F be a
linear operator. If Dom(T ) is dense in E (we say that T is densely defined), we
define the dual or adjoint operator of T as the map T ′ : F ′ → E′ defined by
Dom(T ′) =
{
g ∈ F ′ : ∃ f ∈ E′ s.t. g[Tx] = f [x], ∀x ∈ Dom(T )}
and
T ′g = f, ∀g ∈ Dom(T ′),
i.e. the dual operator satisfies
T ′g[x] = g[Tx], ∀x ∈ Dom(T ), g ∈ Dom(T ′). (1.3)
Is clear from the definition that T ′ is a linear operator. If T ∈ L(E,F ) and both E
and F are locally convex, then T ′ ∈ L(F ′β, E′β) (see Proposition 19.5 of Tre`ves [99],
p.199).
Let E be a locally convex space and let p be a continuous semi-norm on E . Let Ep be
as defined in Section 1.1.1. The canonical inclusion ip : E → Ep is continuous. Also,
the set K = Bp(1)
0 is a closed, bounded, convex, balanced subset of E′ equipped with
any topology between σ and β . Moreover, one can prove (see Chapter 47 of Tre`ves
[99]) that the dual space E′p of Ep corresponds to the linear subspace
⋃
n∈N nK of E
′
generated by K and equipped with the norm defined by the Minkowski functional pK ,
i.e. the dual norm p′ on E′p is given by
p′(f) = pBp(1)0(f) := sup{|f [x]| : x ∈ E, p(x) ≤ 1}, ∀ f ∈ E′p. (1.4)
The space E′p is a Banach space and the dual operator i′p corresponds to the canonical
inclusion from E′p into E′β .
Of frequent use will be the following inequality that follows from (1.4)
|f [x]| ≤ p′(f)p(x), ∀x ∈ Ep, f ∈ E′p. (1.5)
1.1.6 Nuclear Spaces
We now introduce the most important class of locally convex spaces for this thesis.
For a review of relevant facts about Hilbert-Schmidt operators the reader if referred to
Appendix B.
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Definition 1.1.4. A (Hausdorff) locally convex space (Φ, T ) is nuclear if there exist
a family of Hilbertian semi-norms {pα}α∈A generating T such that for each α ∈ A ,
there exists some β ∈ A , such that pα ≤ pβ and ipα,pβ : Φpβ → Φpα is Hilbert-Schmidt.
An equivalent and very useful characterization of nuclear spaces is the following:
Proposition 1.1.5. A locally convex space Φ is nuclear if and only if its topology
is generated by a family of Hilbertian semi-norms and for each continuous Hilbertian
semi-norm p on Φ, there exists another continuous Hilbertian semi-norm q on Φ,
such that p ≤ q and the canonical inclusion ip,q : Φq → Φp is Hilbert-Schmidt.
Remark 1.1.6. An important consequence of the nuclearity of the space Φ is that for
every continuous Hilbertian semi-norm p on Φ, the Banach space Φp is separable (see
Proposition 4.4.9 of Pietsch [86], p. 82) . If moreover p is Hilbertian, then both Φp
and Φ′p are separable and therefore it is always possible to find a complete orthonormal
system {φpj}j∈N of Φp that is contained in Φ.
The class of barrelled nuclear spaces and its strong dual will play an special role in this
thesis. The next result contains some of their more important properties. For proofs
see the results on nuclear spaces and reflexive spaces in Chapters III and IV of Schaefer
[93], and Chapter 50 of Tre`ves [99].
Theorem 1.1.7. Let Φ be a barrelled nuclear space. Then,
(1) Let K = {Bp(1)0 : p is a continuous Hilbertian semi-norm on Φ}. Each member
of the family K is a closed, bounded, convex, balanced subset of Φ′β . Moreover, K
is a fundamental system of balanced subsets of Φ′β , i.e. every bounded subset
of Φ′β is contained in a suitable member of K .
(2) If Φ is additionally quasi-complete (e.g. if it is complete), then Φ and Φ′β are both
reflexive and every closed, bounded subset of them is also compact.
Remark 1.1.8. If Φ is a Banach space that is also nuclear then it is necessarily of
(algebraic) finite dimension. See Corollary 2, Chapter 2 of Tre`ves [99].
Let Φ be a nuclear space. We now introduce the concept of countably Hilbertian
topologies on Φ. It will play a key role in our study of Φ′β -valued random variables in
Section 1.2.
Let {pn}n∈N be an increasing sequence of continuous Hilbertian semi-norms on Φ.
Then, for every n ∈ N , Φpn is a separable Hilbert space (see Remark 1.1.6) and the
canonical inclusion ipn : Φ → Φpn is linear and continuous. Moreover, for m ≥ n the
canonical inclusion ipn,pm : Φpm → Φpn is linear and continuous. Let θ denotes the
completion of the locally convex topology on Φ generated by the semi-norms {pn}n∈N .
We call θ the countably Hilbertian topology on Φ determined by the semi-
norms {pn}n∈N and we denote by Φθ the space (Φ, θ).
In general, Φθ is a separable, complete, pseudo-metrizable space and hence Baire.
Moreover, the dual Φ′θ of Φθ satisfies
Φ′θ =
⋃
n∈N
Φ′pn , (1.6)
It is very important the fact that the topology θ is weaker than the nuclear topology
on Φ. This is satisfied because every neighborhood of zero with respect to the topology
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θ is a neighboorhood of zero with respect to the nuclear topology on Φ. Therefore,
the canonical inclusion iθ : Φ → Φθ is linear and continuous and for each n ∈ N , the
map ipn is linear and continuous from Φθ into Φpn . By duality, the above implies that
the dual map i′θ : (Φ
′
θ, βθ)→ Φ′β is linear and continuous and that for each n ∈ N , the
map i′pn from Φ
′
pn into (Φ
′
θ, βθ) is linear and continuous, where βθ denotes the strong
topology on Φ′θ .
1.1.6.1 Examples of Nuclear Spaces
Example 1.1.9. Let K be R or C . Then, KN equipped with the product topology is
a separable, complete, bornological, barrelled nuclear space. See Kalton [57].
Example 1.1.10. Let X be a non-empty open subset of Rd . Let C∞(X) be the space
of all functions f : X → C such that f is infinitely differentiable. Let {Kj}j∈N be
an increasing sequence of compact subsets of X with non-empty interior such that
X =
⋃
j∈NKj (see Lemma 10.1 of Tre`ves [99], p.87). For every n ∈ N , define a
semi-norm pn on C∞(X) by
pn(f) = sup
|α|≤n
sup
x∈Kn
|Dαf(x)| , ∀ f ∈ C∞(X),
where x = (x1, . . . , xd) ∈ Rd , α = (α1, . . . , αd) is a d-tuple of non-negative integers,
|α| = α1 + · · ·+αd and Dαf(x) = ∂|α|f(x)/∂xα11 . . . ∂xαdd . The space C∞(X) equipped
with the topology generated by the family of semi-norms {pn(·) : n ∈ N} is a Fre´chet
nuclear space (see Example 28.9 of Meise and Vogt [65] p.349).
Example 1.1.11. Let U be a non-empty open subset of Rd . A real-valued function
f ∈ C2(U) is said to be harmonic on U if for each ball B(x, ) = {y ∈ Rd : ||x− y|| <
} ⊆ U , f satisfies the mean value property
f(x) =
1
rdVd
∫
B(x,r)
f(y)dy
Here Vd is the volume of the d-dimensional unit ball.
The set H(U) of all harmonic functions on U is a linear space under the usual opera-
tions of pointwise sum and multiplication by scalar of functions. Consider the family
of semi-norms ||·||K on H(U) given by
||f ||K = sup
x∈K
|f(x)| , ∀ f ∈ H(U),
where K is a compact subset of Rd contained in U . Equipped with the topology
generated by this family of semi-norms, H(U) is a Fre´chet nuclear space (see Theorem
6.3.3 of Pietsch [86], p.103-4).
Example 1.1.12. Let S(Rd) be the space of all f ∈ C∞(Rd) such that for any d-tuple
of non-negative integers α = (α1, . . . , αd) and n ∈ N∪{0} , lim||x||→∞ ||x||n |Dαf(x)| =
0. The space S(Rd) equipped with the topology generated by the family {||·||m,n :
m,n ∈ N} of semi-norms
||f ||m,n = sup
x∈Rd
sup
|α|≤m
(1 + |x|)n |Dαf(x)| <∞, ∀m, n ∈ N,
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is a Fre´chet nuclear space (see Example IV, Section 9, Chapter 10 and the Corollary
of Theorem 51.5 of Tre`ves [99], p.92,530) and is called the (Schwartz) space of rapidly
decreasing functions. Note that the topology in S(Rd) is strictly finer than the subspace
topology induced by C∞(Rd). The dual space S ′(Rd) is called the space of tempered
distributions.
§ 1.2 Cylindrical and Stochastic Processes in the Dual of a Nuclear Space
Assumption 1.2.1. Throughout this section and unless otherwise specified Φ will
denote a nuclear space over R.
Assumption 1.2.2. (Ω,F ,P) will denote a complete probability space equipped with
a filtration {Ft}t≥0 that satisfies the usual conditions, i.e. it is right continuous and
F0 contains all sets of F of P-measure zero. All our random variables are defined
on (Ω,F ,P), unless otherwise stated. The space L0 (Ω,F ,P) of real-valued random
variables defined on (Ω,F ,P) will be always assumed to be equipped with the topology
of convergence in probability.
In this section we review some concepts of cylindrical and stochastic processes in Φ′β
that we will use throughout this thesis. We start by studying Borel and cylindrical
measures.
A Borel measure µ on Φ′β is called a Radon measure if for every Γ ∈ B(Φ′β) and
 > 0, there exist a compact set K ⊆ Γ such that µ(Γ\K) <  . Equivalently, a
Borel measure is a Radon measure if and only if (i) µ is inner regular, i.e. if for
every Γ ∈ B(Φ′β) and  > 0, there exist a closed set A ⊆ Γ such that µ(Γ\A) <  ,
and if (ii) µ is tight, i.e. if for every  > 0, there exist a compact subset K ⊆ Φ′β
such that µ(Φ′β\K) <  . In general not every Borel measure is Radon, however, when
Φ is a Fre´chet nuclear space or a countable inductive limit of Fre´chet nuclear spaces,
then every Borel measure on Φ′β is a Radon measure (see Corollary 1.3 of Dalecky and
Fomin [21], p.11).
We denote by MbR(Φ
′
β) and by M
1
R(Φ
′
β) the spaces of all bounded Radon measures
and of all Radon probability measures on Φ′β .
We will need the following terminology in Section 2.2.2. A subset M ⊆ MbR(Φ′β) is
called uniformly tight if
(1) sup{µ(Φ′β) : µ ∈M} <∞ ,
(2) For all  > 0 there exist a compact K ⊆ Φ′β such that µ(Kc) <  for all µ ∈M .
A subset M ⊆MbR(Φ′β) is called shift tight if for every µ ∈ M there exists fµ ∈ Φ′β
such that {µ ∗ δfµ : µ ∈M} is uniformly tight (see section Notations and Useful Facts
for the definition of convolution of measures).
Now we proceed to introduce the concept of cylindrical measures on Φ′ . We start
defining cylindrical sets. For any n ∈ N and any φ1, . . . , φn ∈ Φ, we define a linear
map piφ1,...,φn : Φ
′ → Rn by
piφ1,...,φn(f) = (f [φ1], . . . , f [φn]), ∀ f ∈ Φ′. (1.7)
The map piφ1,...,φn is clearly linear, moreover it is weakly continuous (and hence strongly
continuous). Let M be a subset of Φ. A subset of Φ′ of the form
Z (φ1, . . . , φn;A) =
{
f ∈ Φ′ : (f [φ1], . . . , f [φn]) ∈ A
}
= pi−1φ1,...,φn(A) (1.8)
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where n ∈ N , φ1, . . . , φn ∈M and A ∈ B (Rn) is called a cylindrical set based on M .
The set of all the cylindrical sets based on M is denoted by Z(Φ′,M). It is an algebra
but if M is a finite set then it is a σ -algebra. The σ -algebra generated by Z(Φ′,M)
is denoted by C(Φ′,M) and it is called the cylindrical σ -algebra with respect to
(Φ′,M). If M = Φ, we write Z(Φ′) = Z(Φ′,Φ) and C(Φ′) = C(Φ′,Φ).
If we consider Φ′ equipped with the strong topology β , one can easily see from (1.8)
that Z(Φ′β) ⊆ B(Φ′β). Therefore, C(Φ′β) ⊆ B(Φ′β). In general this inclusion is strict
but if Φ is separable (for example if it is a Fre´chet nuclear space) then C(Φ′β) = B(Φ′β)
(see Lemma 4.1 in Mitoma, Okada and Okazaki [76]).
A function µ : Z(Φ′)→ [0,∞] is called a cylindrical measure on Φ′ , if for each finite
subset M ⊆ Φ′ the restriction of µ to C(Φ′,M) is a measure. A cylindrical measure µ
is called finite if µ(Φ′) < ∞ and a cylindrical probability measure if µ(Φ′) = 1.
Other equivalent definitions of cylindrical sets and cylindrical measures can be found
for example in Expose´ No.1 of Badrikian [7].
The restriction of any finite Borel measure on Φ′β to the cylindrical σ -algebra C(Φ′)
defines a finite cylindrical measure on Φ′ . In general it is not true that any cylindrical
measure on Φ′ can be extended to be a Borel measure on Φ′β . However, if such an
extension exists it must be unique (e.g. see Section 7.12 of Bogachev [8]). Sufficient
conditions for a cylindrical probability measure on Φ to define a Radon probability
measure on Φ′β are given by the Minlos theorem (Theorem 1.2.3) in terms of the
continuity of its characteristic function that we define as follows.
Let µ be a finite cylindrical measure on Φ′ . The complex-valued function µ̂ : Φ → C
defined by
µ̂(φ) =
∫
Φ′
eif [φ]µ(df) =
∫ ∞
−∞
eizµφ(dz), ∀φ ∈ Φ,
where for each φ ∈ Φ, µφ := µ◦pi−1φ , is called the characteristic function or Fourier
transform of µ . If µ and ν are two finite Radon measures on Φ′β and µ̂ = ν̂ , then
one has µ = ν . Moreover, µ̂ ∗ ν = µ̂ · ν̂ where recall that µ ∗ ν denotes the convolution
of µ and ν .
Recall that F : Φ→ C is said to be positive definite if ∑nj,k=1 F (φj − φk)αjαk ≥ 0,
∀n ∈ N , φ1, . . . , φn ∈ Φ and α1, . . . , αn ∈ C . From the Bochner theorem, it follows
that a complex-valued function F : Φ→ C is the characteristic function of a cylindrical
probability measure if and only if F is positive definite, continuous on finite dimensional
subspaces of Φ and F (0) = 1. The following fundamental result was shown by R. A.
Minlos in 1958-9 (see [66]) for the case of countably Hilbertian nuclear spaces. For a
proof of the general case see Theorem 1.3, Chapter III of Dalecky and Fomin [21].
Theorem 1.2.3 (Minlos theorem). Let Φ be a nuclear space. For a function F :
Φ → C to be the characteristic function of a Radon probability measure on Φ′β it is
sufficient, and necessary if Φ is barrelled, that it be positive definite, continuous at zero
and satisfies F (0) = 1.
Remark 1.2.4. An analogue of the Minlos theorem holds on any locally convex space E
for a complex-valued function F defined on E that is positive definite, satisfying F (0) =
1, and that is continuous with respect to the so called Sazonov or Hilbert-Schmidt
topology (see Section VI.4.2 of Vakhania, Tarieladze, Chobanyan [109] or Section 6.10
of Bourbaki [16]). The Hilbert space case was shown by Sazonov in 1958 (see [92]).
In 1959, Kolmogorov (see [58]) extended the Sazonov topology to countably Hilbertian
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spaces and pointed out the connection between the works of Minlos and Sazonov. For
that reason the Sazonov topology in the more general case of multi-Hilbertian spaces
is often referred as the Kolmogorov topology. The extension to the case of Badrikian
spaces (that is a class of locally convex spaces that generalizes both the Hilbert spaces
and the dual of a barrelled nuclear space) was carried out by Badrikian in 1967 (see
[6]). Using a different approach, Wu proved a generalization of the results of Minlos
and Sazonov for the characteristic functional of a Radon probability measure in the
weak dual of a multi-Hilbertian space (see [113]) and for the characteristic functional
of a σ -concentrated Radon probability measure in the weak dual of a locally convex
space (see [116]).
Next we review some basic concepts of random variables and measures on Φ′β . Let
X be a Φ′β -valued random variable (i.e. X : Ω → Φ′β is F/B(Φ′β)-measurable). The
distribution µX of X is defined by µX(Γ) = P (X ∈ Γ), ∀Γ ∈ B(Φ′β), and is a Borel
probability measure on Φ′β .
Two Φ′β -valued random variables X and Y are said to be equivalent if P(ω ∈ Ω :
X(ω) = Y (ω)) = 1. In such a case each of these random variables is said to be a
version or modification of the other.
A net {Xi}i∈I of Φ′β -valued random variables converges almost surely to some Φ′β -
valued random variable X (we write Xi
as→ X ) if for each bounded subset B ⊆ Φ,
limi∈I supφ∈B |Xi(ω)[φ]−X(ω)[φ]| = 0 for P-a.e. ω ∈ Ω.
On the other hand, a net {Xi}i∈I of Φ′β -valued random variables converges in proba-
bility to some Φ′β -valued random variable X (we write Xi
P→ X ) if for each  > 0 and
each bounded subset B ⊆ Φ, limi∈I P
(
ω ∈ Ω : supφ∈B |Xi(ω)[φ]−X(ω)[φ]| ≥ 
)
= 0.
As the Hausdorff locally convex topology on Φ′β is an uniform structure (in the topo-
logical sense), then if a sequence {Xn}n∈N of Φ′β -valued random variables converges
almost surely to some Φ′β -valued random variable X , then it also converges in proba-
bility (Proposition 1, Chapter V, Part 2 of Schwartz [95], p.248) to X . This result is
false in the case of convergence of nets.
Now we proceed to introduce the most important class of Φ′β -valued random variables
utilized in this thesis.
Definition 1.2.5. A Φ′β -valued random variable X is called regular if there exists
an increasing sequence {pn}n∈N of continuous Hilbertian semi-norms on Φ such that
P
(
X ∈ ⋃n∈NΦ′pn) = 1.
Our definition of regular random variable has the following implication: If X and
{pn}n∈N are as in Definition 1.2.5, and if θ is the countably Hilbertian topology on
Φ determined by the semi-norms {pn}n∈N (see Section 1.1.6), then (1.6) implies that
P(X ∈ Φ′θ) = 1.
Remark 1.2.6. In [43], Itoˆ defined a σ -concentrated Φ′ -valued random variable to be
a F/C(Φ′)-measurable map X : Ω → Φ′ for which there exists a countably Hilbertian
topology on Φ such that P(X ∈ Φ′θ) = 1. If Φ satisfies that C(Φ′) = B(Φ′β) (e.g. if Φ
is a Fre´chet nuclear space), then the definitions of σ -concentrated and regular random
variables coincide. We chose to utilize the terminology of regular random variable to
emphasize its connection with the regularization theorem of Itoˆ and Nawata in [44] (see
Theorem 1.2.14 below).
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An important consequence of the definition of a regular random variable is the following.
Proposition 1.2.7. Let X be a Φ′β -valued regular random variable and let {pn}n∈N
be a sequence of continuous Hilbertian semi-norms as in Definition 1.2.5. Let θ be the
countably Hilbertian topology on Φ determined by the semi-norms {pn}n∈N . Then, X
has a (Φ′θ, βθ)-valued version.
Proof. Let Ωθ = {ω ∈ Ω : X(ω) ∈ Φ′θ} . By our hypothesis P(Ωθ) = 1. Let X˜ be
given by X˜(ω) = X(ω) if ω ∈ Ωθ and X˜(ω) = 0 if ω ∈ Ωcθ . Now we show that X˜ is a
Φ′θ -valued random variable.
First, as Φθ is separable (see Section 1.1.6), then C(Φ′θ) = B((Φ′θ, βθ)) (see Lemma
4.1 in Mitoma, Okada and Okazaki [76]). Therefore, it is sufficient (and necessary)
to show that X˜ is F/C(Φ′θ)-measurable. Let Z be a cylindrical subset of Φ′θ . Then,
i′θZ ∈ C(Φ′β) and hence i′θZ ∈ B(Φ′β), where recall that iθ is the canonical inclu-
sion from Φ into Φθ . Moreover, as X is a Φ
′
β -valued random variable and from the
definition of X˜ it follows that X˜−1(Z) = X−1(i′θZ)∩Ωθ ∈ F . Therefore, as the cylin-
drical subsets of Φ′θ generates the cylindrical σ -algebra C(Φ′θ), then X˜ is F/C(Φ′θ)-
measurable. Consequently, X˜ is a Φ′θ -valued random variable that is a version of
X . 
Definition 1.2.8. If X is a Φ′β -valued random variable, for φ ∈ Φ we denote by X[φ]
the real-valued random variable defined by X[φ](ω) := X(ω)[φ] , for all ω ∈ Ω.
Proposition 1.2.9. Let X be a Φ′β -valued regular random variable and let {pn}n∈N
be a sequence of continuous Hilbertian semi-norms as in Definition 1.2.5. Let θ be the
countably Hilbertian topology on Φ determined by the semi-norms {pn}n∈N . Then, the
map X : Φ→ L0 (Ω,F ,P) given by φ 7→ X[φ] is linear and θ -continuous.
Proof. The map X : Φ → L0 (Ω,F ,P) is clearly linear. To prove its continuity,
let X˜ be a Φ′θ -valued random variable that is a version of X . Such a version exists
by Proposition 1.2.7. Then, X = i′θX˜ P-a.e., where recall that iθ is the canonical
inclusion from Φ into Φθ and it is linear and continuous. Now, as the space Φθ is a
separable pseudo-metrizable space (see Section 1.1.6), then by standard arguments it
can be show that the map X˜ : Φθ → L0 (Ω,F ,P) given by φ 7→ X˜[φ] is linear and
continuous.
On the other hand, the relation X = i′θX˜ P-a.e. implies that the maps X and X˜ satisfy
X[φ] = X˜[iθ φ] , for all φ ∈ Φ. Therefore, the continuity of X˜ : Φθ → L0 (Ω,F ,P) and
of iθ : Φ→ Φθ implies that the map X : Φ→ L0 (Ω,F ,P) is θ -continuous. 
The following result establish a characterization of regular random variables.
Theorem 1.2.10. Let Φ be a nuclear space. For a Φ′β -valued random variable to be
regular it is necessary, and sufficient if Φ is barrelled, that its distribution be a Radon
probability measure.
Proof. If X is regular, then Proposition 1.2.9 shows that the map X : Φ→ L0 (Ω,F ,P)
given by φ 7→ X[φ] is linear and θ -continuous. But as the topology θ is weaker than
the nuclear topology on Φ then the map X is also continuous on Φ. This in turn im-
plies that the characteristic function of X is continuous. Then, Minlos theorem shows
that the distribution µX of X is a Radon probability measure.
Conversely, assume that Φ is barrelled and that µX is a Radon measure. Let {n}n∈N
be a decreasing sequence of positive real numbers converging to zero. For every n ∈ N ,
because µX is tight there exists a compact subset Kn of Φ
′
β such that µX(Kn) > 1−n .
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On the other hand, as Φ is barrelled it follows from Theorem 1.1.7(1) that there exists a
continuous Hilbertian semi-norm pn on Φ such that Kn ⊆ Bpn(1)0 . Then, as Bpn(1)0
is the unit ball of the Hilbert space Φ′pn , it follows that
P(X ∈ Φ′pn) = µX(Φ′pn) ≥ µX(Bpn(1)0) ≥ µX(Kn) > 1− n.
Then, as n → 0 it follows from the above inequality that P
(
X ∈ ⋃n∈NΦ′pn) = 1.
Finally, by defining %2n =
∑n
j=1 p
2
n for each n ∈ N , then {%n}n∈N is an increasing
sequence of continuous Hilbertian semi-norms on Φ such that
⋃
n∈NΦ
′
%n =
⋃
n∈NΦ
′
pn .
Therefore, P
(
X ∈ ⋃n∈NΦ′%n) = 1 and hence X is a regular random variable. 
Remark 1.2.11. Let Φ be a Fre´chet nuclear space or a countable inductive limit of
Fre´chet nuclear spaces. Then every Φ′β -valued random variable Y is regular. This is
due to the fact that the distribution of Y is a Radon measure, and as Φ is barrelled it
follows from Theorem 1.2.10 that Y is regular.
Some other useful properties of regular random variables are given below. We have not
been able find then in the literature.
Proposition 1.2.12. Let X , Y be Φ′β -valued random regular variables. Then, X = Y
P-a.e. if and only if for all φ ∈ Φ, X[φ] = Y [φ] P-a.e.
Proof. The necessity is clear. Assume X and Y are regular and let {pn}n∈N be
a sequence of Hilbertian semi-norms on Φ such that Definition 1.2.5 is satisfied for
both X and Y . If θ is the countably Hilbertian topology on Φ determined by the
semi-norms {pn}n∈N , then P(Ωθ) = 1, where Ωθ = {ω ∈ Ω : X(ω) ∈ Φ′θ, Y (ω) ∈ Φ′θ} .
Because Φθ is separable, there exists a countable subset {φj : j ∈ N} of Φ that is
dense in Φθ . For every j ∈ N , it follows from our hypothesis that P(Ωj) = 1, where
Ωj = {ω ∈ Ω : X(ω)[φj ] = Y (ω)[φj ]} . Let Γ = Ωθ∩
⋂
j∈NΩj . Then, we have P(Γ) = 1.
Fix ω ∈ Γ and let φ ∈ Φ. Then, there exists a sequence {φjk}k∈N ⊆ {φj : j ∈ N}
that converges to φ in Φθ . Therefore, as X(ω), Y (ω) ∈ Φ′θ and because X(ω)[φjk ] =
Y (ω)[φjk ] for all k ∈ N , it follows that
X(ω)[φ] = lim
k→∞
X(ω)[φjk ] = lim
k→∞
Y (ω)[φjk ] = Y (ω)[φ].
As the above is true for any φ ∈ Φ, it follows that X(ω) = Y (ω) for every ω ∈ Γ.
Therefore, X = Y P-a.e. 
Proposition 1.2.13. Let X1, . . . , Xk be Φ′β -valued regular random variables. Then,
X1, . . . , Xk are independent if and only if for every n ∈ N and φ1, . . . , φn ∈ Φ, the
Rn -valued random variables (X1[φ1], . . . , X1[φn]), . . . , (Xk[φ1], . . . , Xk[φn]) are inde-
pendent.
Proof. The necessity follows from the independence of the Φ′β -valued random variables
X1, . . . , Xk and the fact that C(Φ′β) ⊆ B(Φ′β). For the sufficiency, we will show the
case k = 2 to simplify the exposition, the general case can be proved using similar
arguments.
First, as X1 and X2 are regular, it follows from Proposition 1.2.7 that there exists
a countably Hilbertian topology θ on Φ, weaker than the nuclear topology, and two
Φ′θ -valued random variables X˜
1 and X˜2 such that X1 = i′θX˜
1 and X2 = i′θX˜
2 P-a.e.
Now, because the map i′θ is continuous and hence measurable (recall the dual of a
continuous linear operator is continuous and iθ : Φ → Φθ is continuous because θ is
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weaker than the nuclear topology), to show that X1 and X2 are independent it is
sufficient to show that X˜1 and X˜2 are independent as Φ′θ -valued random variables.
To do this, note that as C(Φ′θ) = B(Φ′θ), then it is enough to show that
P
(
X˜1 ∈ Z1, X˜2 ∈ Z2
)
= P
(
X˜1 ∈ Z1
)
P
(
X˜2 ∈ Z2
)
, ∀Z1, Z2 ∈ Z(Φ′θ), (1.9)
where Z(Φ′θ) denotes the collection of all cylindrical subsets of Φ′θ . In effect, let
m,n ∈ N , φ1, . . . , φm , ϕ1, . . . , ϕn ∈ Φ and B1 ∈ B(Rm), B2 ∈ B(Rn). Then, Z1 =
Z(φ1, . . . , φm;B1) ∩ Φ′θ and Z2 = Z(ϕ1, . . . , ϕn;B2) ∩ Φ′θ are cylindrical subsets of
Φ′θ . Now, if A1 = B1 × Rn and A2 = Rm × B2 , then one can easily check that
Z1 = Z(φ1, . . . , φm, ϕ1, . . . , ϕn;A1) ∩ Φ′θ and Z2 = Z(φ1, . . . , φm, ϕ1, . . . , ϕn;A2) ∩ Φ′θ .
Therefore, from our hypothesis of independence of the Rm+n -valued random variables
(Xj [φ1], . . . , X
j [φm], X
j [ϕ1], . . . , X
j [ϕn]), j = 1, 2, and the fact that X
j = i′θX˜
j P-a.e.
j = 1, 2, then we have
P
(
X˜j ∈ Zj ; j = 1, 2
)
= P
(
(Xj [φ1], . . . , X
j [φm], X
j [ϕ1], . . . , X
j [ϕn]) ∈ Aj ; j = 1, 2
)
=
∏
j=1,2
P
(
(Xj [φ1], . . . , X
j [φm], X
j [ϕ1], . . . , X
j [ϕn]) ∈ Aj
)
=
∏
j=1,2
P
(
X˜j ∈ Zj
)
.
Now because Z(Φ′θ) = Z(Φ′β)∩Φ′θ , the above shows that (1.9) is satisfied and therefore
X˜1 and X˜2 are independent, then so are X1 and X2 , as described above. 
A cylindrical random variable in Φ′ (or a linear random functional on Φ) is a
linear map X : Φ → L0 (Ω,F ,P). Note that the linearity of X means that for each
λ1, λ2 ∈ R , φ1, φ2 ∈ Φ,
X(λ1φ1 + λ2φ2) = λ1X(φ1) + λ2X(φ2), P-a.e., (1.10)
where it is important to stress that the exceptional P-null set for which (1.10) holds
might depend on λ1, λ2 , φ1, φ2 .
Two cylindrical random variables X and Y in Φ′ are said to be equivalent if for any
n ∈ N , and any φ1, . . . , φn ∈ Φ, the Rn -valued random variables (X(φ1), . . . , X(φn))
and (Y (φ1), . . . , Y (φn)) define the same distribution on Rn .
There is a one to one relationship between (equivalence classes of) cylindrical random
variables and cylindrical probability measures on Φ′ . Indeed, let X be a cylindrical
random variable in Φ′ . A cylindrical probability measure µX on Φ′ can be defined by
the following prescription: if Z = Z (φ1, . . . , φn;A) is a cylindrical set, for φ1, . . . , φn ∈
Φ and A ∈ B (Rn), let
µX(Z) := P ((X[φ1], . . . , X[φn]) ∈ A) = P ◦X−1 ◦ pi−1φ1,...,φn(A). (1.11)
Conversely, if µ is a cylindrical probability measure on Φ′ , there exists a (unique up
to equivalence) cylindrical random variable Xµ in Φ
′ satisfying (1.11) (see Chapter V,
Par II of Schwartz [95], p.256-8). We say that Xµ is associated with µ .
If X : Φ → L0 (Ω,F ,P) is a cylindrical random variable in Φ′ , the characteristic
function of X is defined to be the characteristic function µ̂X : Φ→ C of its associated
cylindrical probability measure µX . From (1.11), we have µ̂X(φ) = E
(
eiX(φ)
)
, ∀φ ∈ Φ.
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Let X be a cylindrical random variable. We say that X is n-integrable if it has finite
n-th moments, i.e. if E (|X(φ)|n) < ∞ , ∀φ ∈ Φ. When n = 1, we just say that X is
integrable and if n = 2 we say that it is square integrable. If X is integrable and
E (X(φ)) = 0, ∀φ ∈ Φ, then we say that X has zero mean.
If X is a cylindrical random variable in Φ′ , a Φ′β -valued random variable Y is said to
be a Φ′β -valued version of X if for all φ ∈ Φ, X(φ)(ω) = Y (ω)[φ] for P-a.e. ω ∈ Ω.
Furthermore, if X is regular we say that it is a regular version of Y .
It is clear that any Φ′β -valued random variable X defines a cylindrical random variable
X˜ in Φ′ by means of the prescription X˜(φ) = X[φ] , for all φ ∈ Φ (see Definition 1.2.8).
Conversely, if X is a cylindrical random variable in Φ′ it is not true in general that
the sample functional ω 7→ X(ω) = {X(φ)(ω) : φ ∈ Φ} defines a Φ′β -valued random
variable. However, the next result shows a sufficient condition for this.
Theorem 1.2.14 (Regularization theorem). Let X : Φ→ L0 (Ω,F ,P) be a cylindrical
random variable in Φ′ such that map X : Φ → L0 (Ω,F ,P) is continuous. Then, X
has a unique (up to equivalence) Φ′β -valued regular version.
The regularization theorem was firstly proved by Itoˆ and Nawata [44] (see also Theorem
2.3.2 of Itoˆ [43]). An alternative proof can be found in Ramaswamy [89]. In Section
1.2.1 we will show a more general version of the regularization theorem.
Now we proceed to study Φ′β -valued cylindrical and stochastic processes. Let J = R+
or J = [0, T ] for some T > 0. Let X = {Xt}t∈J be an Φ′β -valued stochastic processes,
i.e. Xt is a Φ
′
β -valued random variable for each t ∈ J . We say that X is regular if
Xt is regular, ∀t ∈ J .
Let X = {Xt}t∈J and Y = {Yt}t∈J be Φ′β - valued stochastic processes. Y is said to be
a version or a modification of X if for each t ∈ J , Xt and Yt are equivalent random
variables. If furthermore P ({ω ∈ Ω : Xt(ω) = Yt(ω), ∀t ∈ J}) = 1, we say that X and
Y are indistinguishable.
A Φ′β -valued stochastic process X is continuous (respectively ca`dla`g) if for P-a.e.
ω ∈ Ω, the sample path t 7→ Xt(w) ∈ Φ′β of X is continuous (respectively right-
continuous with left limits).
The Φ′β - valued stochastic processes X
j = {Xjt }t∈J , j = 1, . . . , k , are said to be
independent if for all (n1, . . . , nk) ∈ Nk and (tj,1, . . . , tj,nj ) ∈ Rnj+ , for j = 1, . . . k ,
the σ -algebras σ
(
Xjtj,1 , . . . , X
j
tj,nj
)
, j = 1, . . . , k , are independent.
Some important properties of Φ′β - valued processes are given below.
Proposition 1.2.15. Let X = {Xt}t∈J and Y = {Yt}t∈J be Φ′β - valued regular
stochastic processes such that for each φ ∈ Φ, X[φ] = {Xt[φ]}t∈J is a version of
Y [φ] = {Yt[φ]}t∈J . Then X is a version of Y . Furthermore, if X and Y are right-
continuous then they are indistinguishable processes.
Proof. Fix t ∈ J . Then, as for each φ ∈ Φ, Xt[φ] = Yt[φ] P-a.e., then Proposition
1.2.12 shows that Xt = Yt P-a.e. Therefore, X is a version of Y . Now, assume that
both X and Y are right-continuous. Let ΩX and ΩY denote respectively the sets of all
ω ∈ Ω such that the maps t 7→ Xt(ω) and t 7→ Yt(ω) are right-continuous. Let ΓX,Y =
{ω ∈ Ω : Xt(ω) = Yt(ω),∀t ∈ Q+} , where Q+ = Q∩ J . Then, P(ΩX ∩ΩY ∩ΓX,Y ) = 1
and by the right-continuity of X and Y and the denseness of Q+ in J , it follows by
a standard argument (see e.g Protter [88], p.4) that Xt(ω) = Yt(ω) for all t ∈ J , for
each ω ∈ ΩX ∩ ΩY ∩ ΓX,Y . Thus, X and Y are indistinguishable. 
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Proposition 1.2.16. Let X1 =
{
X1t
}
t∈J , . . . , X
k =
{
Xkt
}
t∈J be Φ
′
β - valued reg-
ular processes. Then, X1, . . . , Xk are independent if and only if for all n ∈ N and
φ1, . . . , φn ∈ Φ, the Rn -valued processes {(Xjt [φ1], . . . , Xjt [φn]) : t ∈ J}, j = 1, . . . , k ,
are independent.
Proof. The necessity follows from the independence of the Φ′β -valued regular processes
X1, . . . , Xk and the fact that C(Φ′β) ⊆ B(Φ′β). As in Proposition 1.2.13 we will only
show the case k = 2 as the general case can be proved using similar arguments.
Let m,n ∈ N and t1, . . . , tm, s1, . . . , sn ∈ R+ . As X1 and X2 are regular processes,
then the random variables X1t1 , . . . , X
1
tm , X
2
s1 , . . . , X
2
sn are all regular. Therefore, from
Proposition 1.2.7 there exists a countably Hilbertian topology θ on Φ, weaker than the
nuclear topology, and Φ′θ -valued random variables X˜
1
t1 , . . . , X˜
1
tm and X˜
2
s1 , . . . , X˜
2
sn such
that X1tj = i
′
θX˜
1
tj and X
2
sl
= i′θX˜
2
sl
P-a.e. for j = 1, . . . ,m and l = 1, . . . , n . Then,
as in the proof of Proposition 1.2.7 to prove that the random vectors (X1t1 , . . . , X
1
tm)
and (X2s1 , . . . , X
2
sn) are independent it is enough to show that the random vectors
(X˜1t1 , . . . , X˜
1
tm) and (X˜
2
s1 , . . . , X˜
2
sn) are independent. Because, C(Φ′θ) = B(Φ′θ), a suffi-
cient condition for this is that
P
(
X˜1t1 ∈ Z11 , . . . , X˜1tm ∈ Z1m, X˜2s1 ∈ Z21 , . . . , X˜2sn ∈ Z2n
)
= P
(
X˜1t1 ∈ Z11 , . . . , X˜1tm ∈ Z1m
)
P
(
X˜2s1 ∈ Z21 , . . . , X˜2sn ∈ Z2n
)
, (1.12)
for any cylindrical subsets Z11 , . . . , Z
1
m, Z
2
1 , . . . , Z
2
n of Φ
′
θ . The proof that (1.12) holds
can be carried out following similar arguments to those used in the proof of Proposition
1.2.7 and from our hypothesis of the independence of the processes {(X1t [φ1], . . . , X1t [φr]) :
t ∈ J} and {(X2t [φ1], . . . , X2t [φr]) : t ∈ J} for all r ∈ N and φ1, . . . , φr ∈ Φ. Therefore,
X1 and X2 are independent processes. 
We say that X = {Xt}t∈J is a cylindrical process in Φ′ if Xt is a cylindrical random
variable, for each t ∈ J .
A Φ′β -valued processes Y = {Yt}t∈J is said to be a Φ′β -valued version of the cylindrical
process X = {Xt}t∈J on Φ′ if for each t ∈ J , Yt is a Φ′β -valued version of Xt .
Clearly, any Φ′β -valued stochastic processes X = {Xt}t∈J defines a cylindrical process
under the prescription: X[φ] = {Xt[φ]}t∈J , for each φ ∈ Φ. We will say that it is the
cylindrical process determined by X .
A cylindrical processes X = {Xt}t∈J is said to be n-th integrable is Xt is n-th
integrable for each t ∈ J . Similarly, X is said to have zero-mean if each Xt have
zero mean. The same definitions apply to Φ′β -valued stochastic processes .
1.2.1 Existence of Continuous and Ca`dla`g Versions.
Notation 1.2.17. Throughout this thesis CT (R) and DT (R) will denote respectively
the space of continuous and ca`dla`g real-valued processes defined in [0, T ] , both spaces
are considered equipped with the topology of uniform convergence in probability on
[0, T ]1.
1For the case of the space DT (R) , we have deliberately chose that our random variables have paths
in the space of real-valued ca`dla`g functions on [0, T ] equipped with the topology of uniform convergence
rather than the Skorohod topology. The reason for doing this is that the first of these topologies is
stronger than the other (see e.g. Parthasarathy [78]) and also because this way we can have that in all
the results in this section the proofs for the ca`dla`g case are very similar to the continuous case.
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In this section we establish several results that show sufficient conditions for the exis-
tence of a continuous or ca`dla`g regular version for cylindrical processes on Φ′ and for
Φ′β -valued regular stochastic processes. These results will have several applications in
this thesis. For example, in Chapter 2 we use them to show the existence of ca`dla`g ver-
sions for Φ′β -valued Le´vy processes and they are also of great importance in the proof
of the Le´vy-Itoˆ decomposition. In Chapter 3 we use them as a key tool to construct
the stochastic integral and in Chapter 4 we utilize them to construct a deterministic
integral for random integrands that will be necessary to give a proper meaning to the
solutions of stochastic evolution equations. We hope that further applications may
emerge in the future.
It is very important to stress that all the results in this section are either completely
new or are generalizations of previous results. However, because the proofs of some of
our results are highly technical, for the convenience of the reader we are going to state
these result without proofs. Full proofs can be found in Appendix A.
The most important result of this section is the following extension of Theorem 1.2.14
which will be called the regularization theorem. All the results in this section will follow
from this theorem.
Theorem 1.2.18 (Regularization Theorem). Let (Φ, T ) be a nuclear space and let
X = {Xt}t∈[0,T ] be a cylindrical process in Φ′ such that for each φ ∈ Φ, the real-valued
process X(φ) := {Xt(φ)}t∈[0,T ] has a continuous (respectively ca`dla`g) version. Suppose
that the linear mapping from Φ into CT (R) (respectively DT (R)) given by φ 7→ X(φ)
is continuous. Then, there exists a countably Hilbertian topology θ on Φ determined
by an increasing sequence {%n}n∈N of continuous Hilbertian semi-norms on Φ, and a
(Φ′θ, βθ)-valued continuous (respectively ca`dla`g) process Y = {Yt}t∈[0,T ] , such that for
every φ ∈ Φ, Y [φ] is a version of X(φ). In particular, Y is a Φ′β -valued continuous
(respectively ca`dla`g) version of X that is unique up to indistinguishable versions.
The above regularization theorem was firstly proved by Mitoma in [72] under the as-
sumption that Φ is a nuclear Fre´chet space and that X is a Φ′β -valued process such
that for each φ ∈ Φ, X[φ] has a ca`dla`g version. With the same assumption on X
but using different methodologies than those used by Mitoma, Fouque [30] extended
the regularization theorem to the case where Φ is an inductive limit of a countable
family of Fre´chet nuclear spaces and Fernique [29] extended it to the case where Φ is
the strong dual of a Fre´chet nuclear space or the strong dual of the inductive limit of
a countable family of Fe´chet nuclear spaces. In all the above cases the continuity of
the map φ 7→ X[φ] is a consequence of the assumption that X is a Φ′β -valued process
(Proposition 1.2.21 below is a generalization of this fact). Finally, using arguments
similar to those used by Mitoma, Martias [63] carried out the extension of the regu-
larization theorem to the case of Φ being a separable nuclear space and of X of the
form X : [0, T ]×Ω→ Φ′ , such that for each φ ∈ Φ, X[φ] is a real-valued process with
a ca`dla`g version and assuming that the map φ 7→ X[φ] is continuous. Note that the
assumptions on Φ and X in Theorem 1.2.18 are weaker than the assumptions in all
the previously cited works and therefore Theorem 1.2.18 constitutes a generalization of
all the other results encountered in the literature.
One can easily see that Theorem 1.2.18 implies Theorem 1.2.14. Indeed, our proof of
Theorem 1.2.18 is a generalization of the proof of Itoˆ and Nawata (see [44]) for Theorem
1.2.14.
As a corollary of the proof of Theorem 1.2.18 (see Appendix A) we obtain the following
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important result that establishes conditions for the existence of a continuous or a ca`dla`g
version taking values in one of the Hilbert spaces Φ′q .
Corollary 1.2.19. Let (Φ, T ) be a nuclear space and let X = {Xt}t∈[0,T ] be a cylindri-
cal process in Φ′ such that for each φ ∈ Φ, the real-valued process X(φ) := {Xt(φ)}t∈[0,T ]
has a continuous (respectively ca`dla`g) version. Suppose that there exists a continuous
Hilbertian semi-norm p on Φ such that the linear mapping from Φ into CT (R) (respec-
tively DT (R)) given by φ 7→ X(φ) is p-continuous. Then, there exists a continuous
Hilbertian semi-norm % on Φ, p ≤ %, such that ip,% is Hilbert-Schmidt and a Φ′% -valued
continuous (respectively ca`dla`g) process Y = {Yt}t∈[0,T ] , such that for every φ ∈ Φ,
Y [φ] is a version of X(φ). Moreover, Y is unique up to indistinguishable versions in
Φ′β .
Now, let X = {Xt}t∈[0,T ] be a Φ′β -valued process such that for each φ ∈ Φ the real-
valued process X[φ] = {Xt[φ]}t∈[0,T ] has a continuous version. If we do not assume
any additional property on the space Φ, in general one may not expect that the map
φ 7→ X[φ] from Φ into CT (R) is continuous. However, the next very useful result
shows that this is always satisfied if the process X is regular. This result is very
important because from Theorem 1.2.10 any stochastic process with Radon measures
taking values in the strong dual of a barrelled nuclear space is regular, and most of the
nuclear spaces encountered in applications are barrelled (see e.g. Section 1.1.6.1).
Theorem 1.2.20. Let (Φ, T ) be a nuclear space and let X = {Xt}t∈[0,T ] be a Φ′β -
valued regular stochastic process such that for each φ ∈ Φ, the real-valued process
X[φ] = {Xt[φ]}t∈[0,T ] has a continuous (respectively ca`dla`g) version. Then, the linear
mapping X from Φ into CT (R) (respectively DT (R)) given by φ 7→ X[φ] is continuous.
Proof. Without loss of generality we assume that each X[φ] = {Xt[φ]}t∈[0,T ] has a
continuous version. The proof is identical in the case of ca`dla`g versions.
Let D be a countable dense subset of [0, T ] . For every t ∈ D , let {pt,n}n∈N be a
sequence of continuous Hilbertian semi-norms such that Definition 1.2.5 is satisfied for
Xt . For t ∈ D , let θt be the countably Hilbertian topology on Φ determined by the
semi-norms {pt,n}n∈N .
Let ϑ be the countably Hilbertian topology on Φ determined by the semi-norms {pt,n :
n ∈ N, t ∈ D} . Then Φϑ is a complete, separable, pseudo-metrizable Baire space.
Moreover, by its definition is clear that the topology ϑ is finer than the topology θt
for every t ∈ D .
Now we show that φ 7→ X[φ] as a map from Φϑ into CT (R) is sequentially closed.
Let {φn}n∈N be a sequence converging to φ in Φϑ and assume that there exists some
Y ∈ CT (R) such that supt∈D |Xt[φn]− Y | P→ 0 as n → ∞ . We have to prove that
X[φ] = Y .
First, for every t ∈ D it follows from Proposition 1.2.9 that the map Xt : Φθt →
L0 (Ω,F ,P) is continuous and because the topology θt is weaker than ϑ , then Xt is
also continuous as a map from Φϑ into L
0 (Ω,F ,P). Then, as {φn}n∈N converges to φ
in Φϑ the continuity of Xt implies that the sequence of random variables {Xt[φn]}n∈N
converges in probability to Xt[φ] .
On the other hand, the condition supt∈D |Xt[φn]− Y | P→ 0 as n→∞ implies that for
every t ∈ D , the sequence of random variables {Xt[φn]}n∈N converges in probability
to Yt . Therefore, by uniqueness of limits in L
0 (Ω,F ,P) it follows that Xt[φ] = Yt
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P-a.e. for every t ∈ D . But as the real-valued processes X[φ] = {Xt[φ]}t∈[0,T ] and
Y = {Yt}t∈[0,T ] are continuous, then they are indistinguishable and hence X[φ] = Y in
L0 (Ω,F ,P). Hence, it follows from Theorem 1.1.1 that φ 7→ X[φ] as a map from Φϑ
into CT (R) is sequentially closed.
Now, as Φϑ is first countable, it follows that φ 7→ X[φ] as a map from Φϑ into CT (R)
is indeed a closed operator and hence from the closed graph theorem (Theorem 1.1.2)
it is also continuous. Then, as the canonical inclusion map iϑ : Φ → Φϑ is linear and
continuous, it follows that φ 7→ X[φ] as a map from Φ into CT (R) is continuous. 
One can prove the following result in a similar way as in the proof of Theorem 1.2.20
by using the version of the closed graph theorem for ultrabornological spaces (Theorem
1.1.3).
Proposition 1.2.21. Let Ψ be an ultrabornological space and let X = {Xt}t∈[0,T ] , be
a cylindrical process in Ψ′ such that for each ψ ∈ Ψ, the real-valued process X(ψ) :=
{Xt(ψ)}t∈[0,T ] has a continuous (respectively ca`dla`g) version. Suppose that for every
t ∈ [0, T ] the linear mapping Xt : Ψ → L0 (Ω,F ,P) is continuous. Then, the linear
mapping from Ψ into CT (R) (respectively DT (R)) given by ψ 7→ X(ψ) is continuous.
Now we proceed to apply the previous results to provide conditions for the existence
of continuous and ca`dla`g versions for stochastic processes taking values in the dual of
a nuclear space.
Theorem 1.2.22. Let (Φ, T ) be a nuclear space and let X = {Xt}t≥0 be a Φ′β -valued
regular process such that for each φ ∈ Φ, the real-valued process X[φ] = {Xt[φ]}t≥0
has a continuous (respectively ca`dla`g) version. Then, there exists a countably Hilber-
tian topology θX on Φ determined by an increasing sequence {%n}n∈N of continuous
Hilbertian semi-norms on Φ, and a (Φ′θX , βθX )-valued continuous (respectively ca`dla`g)
process Y = {Yt}t≥0 , such that for every φ ∈ Φ, Y [φ] is a version of X[φ]. In par-
ticular, Y is a Φ′β -valued continuous (respectively ca`dla`g) version of X that is unique
up to indistinguishable versions.
Proof. Without loss of generality we assume that each X[φ] = {Xt[φ]}t≥0 has a
continuous version. The ca`dla`g version case follows from the same arguments.
Let {Tk}k∈N be an increasing sequence of positive numbers such that limk→∞ Tk =∞ .
From Theorems 1.2.18 and 1.2.20, for each n ∈ N there exists a countably Hilbertian
topology θk on Φ determined by an increasing sequence {qk,n}n∈N of continuous Hilber-
tian semi-norms on Φ, and a Φ′θk -valued continuous process Y
(k) = {Y (k)t }t∈[0,Tk] , such
that for every φ ∈ Φ, {Y (k)t [φ]}t∈[0,Tk] is a version of {Xt[φ]}t∈[0,Tk] .
Without loss of generality we can assume that for every k ∈ N , qk,n ≤ qk+1,n , for all
n ∈ N . This implies that for every k ∈ N , the topology θk+1 is weaker than θk and
therefore that the canonical inclusion iθk,θk+1 : Φθk+1 → Φθk is linear and continuous.
Moreover, note that for each k ∈ N , because for every φ ∈ Φ, Y (k)t [φ] = Xt[φ] =
Y
(k+1)
t [φ] P-a.e. for t ∈ [0, Tk] , Proposition 1.2.15 shows that {i′θk,θk+1Y
(k)
t }t∈[0,Tk] and
{Y (k+1)t }t∈[0,Tk] are indistinguishable processes in (Φ′θk+1 , βθk+1).
Now, let θX be the completion of the locally convex topology on Φ generated by
the family of semi-norms {qk,n : k, n ∈ N} . For every n ∈ N , let %2n =
∑n
j=1 q
2
j,j .
Then {%n}n∈N is an increasing sequence of continuous Hilbertian semi-norms on Φ.
Moreover, from the properties: qk,n ≤ qk+1,n and qk,n ≤ qk,n+1 that are valid for all
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n, k ∈ N , and from the definition of the semi-norms %n , it can be proved that the
families of semi-norms {qk,n : k, n ∈ N} and {%n}n∈N generate the same topology
on Φ. This implies that θX is the countably Hilbertian topology generated by the
semi-norms {%n}n∈N .
Note that as for each k ∈ N the topology θX is by definition finer than θk , then
the space ΦθX is continuously embedded in Φθk , and hence by duality we have that
(Φ′θk , βθk) is continuously embedded in (Φ
′
θX
, βθX ). Then, if we take Y = {Yt}t≥0
defined by the prescription Yt = Y
(k)
t if t ∈ [0, Tk] , it follows from the corresponding
properties of the processes Y (k) that Y is a (Φ′θX , βθX )-valued continuous process such
that for every φ ∈ Φ, Y [φ] is a version of X[φ] .
Now, as the topology θX is weaker than the nuclear topology on Φ, then the canonical
inclusion iθX : Φ → ΦθX is linear and continuous. Then, the dual operator i′θX :
(Φ′θX , βθX ) → Φ′β is linear and continuous and therefore it follows that Y is a Φ′β -
valued continuous version of X . Proposition 1.2.15 shows that Y defined this way is
unique up to indistinguishable processes on Φ′β . 
Remark 1.2.23. If Φ is a Fre´chet nuclear space or a countable inductive limit of
Fre´chet nuclear spaces then every Φ′β -valued process is regular (see Remark 1.2.11).
Therefore, if X is a Φ′β -valued process such that for each φ ∈ Φ, the real-valued process
X[φ] has a continuous (respectively ca`dla`g) version, then it follows from Theorem 1.2.22
that X has a Φ′β -valued continuous (respectively ca`dla`g) version. As discussed above
this is exactly the result obtained by Mitoma in [72], Fouque [30] and Fernique [29].
Now we consider conditions for the existence of continuous and ca`dla`g versions with
finite moments on some Hilbert space Φ′p contained on the dual space Φ′β . For the
proof we will need the following terminology. For n ∈ N , we denote by CnT (R) (re-
spectively DnT (R)) the linear space of all the continuous (respectively ca`dla`g) pro-
cesses satisfying E supt∈[0,T ] |Zt|n < ∞ . It is a Banach space equipped with the norm
||Z||n,T =
(
E supt∈[0,T ] |Zt|n
)1/n
.
Theorem 1.2.24. Let (Φ, T ) be a nuclear space and let X = {Xt}t∈[0,T ] be a Φ′β -
valued regular process such that for each φ ∈ Φ, the real-valued process X[φ] =
{Xt[φ]}t∈[0,T ] has a continuous (respectively ca`dla`g) version. Assume that there ex-
ists n ∈ N such that E
(
supt∈[0,T ] |Xt[φ]|n
)
< ∞, ∀φ ∈ Φ. Let p : Φ → R+ , given
by
p(φ) =
(
E
(
sup
t∈[0,T ]
|Xt[φ]|n
))1/n
, ∀φ ∈ Ψ.
Then, p is a continuous semi-norm on Φ. Moreover, there exists a continuous Hilber-
tian semi-norm q on Φ, p ≤ q (such that ip,q is Hilbert-Schmidt if n = 2), and
there exists a Φ′q -valued continuous (respectively ca`dla`g) version Y˜ = {Y˜t}t∈[0,T ] of X
satisfying E
(
supt∈[0,T ] q′(Y˜t)n
)
<∞.
Proof. We prove the continuous case as the ca`dla`g case follows from similar arguments.
We start by checking that p defines a semi-norm on Φ.
First, note that the map from Φ into CnT (R) given by φ 7→ X[φ] is linear. Then,
because ||·||n,T its a norm on CnT (R) and p(φ) = ||X[φ]||n,T for all φ ∈ Φ, it follows
that p is also a norm.
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To prove that p is continuous, one can use the closed graph theorem and similar
arguments to those used in the proof of Theorem 1.2.20 to show that the map φ 7→ X[φ]
from Φ into CnT (R) is continuous. But because p(ψ) = ||X[φ]||n,T , for all φ ∈ Φ, then
the continuity of the maps φ 7→ X[φ] and Z 7→ ||Z||n,T implies that p is continuous.
Now, from the Markov and Jensen inequalities, for any  > 0 we have
P
(
ω ∈ Ω : sup
t∈[0,T ]
|Xt(ω)[φ]| > 
)
≤ 1

(
E
(
sup
t∈[0,T ]
|Xt[φ]|n
))1/n
=
1

p(φ), ∀φ ∈ Φ.
Therefore, the map X : Φ → CT (R) given by ψ 7→ X[φ] := {Xt[φ]}t∈[0,T ] is p-
continuous. Now, as the topology on Φ is generated by a family of Hilbertian semi-
norms and because the semi-norm p is continuous, there exists a continuous Hilbertian
semi-norm % on Φ such that p ≤ % . This implies that the map X : Φ → CT (R)
is %-continuous. Then, it follows from Corollary 1.2.19 that there exists a continuous
Hilbertian semi-norm r on Φ, % ≤ r such that ir,% is Hilbert-Schmidt and such that
X has a Φ′r -valued continuous version Y = {Yt}t∈[0,T ] .
The next step is to prove that we can find another Hilbert space in which Y takes
values, and furthermore has finite n-moments on it uniformly on [0, T ] .
Let q be a continuous Hilbertian semi-norm on Φ such that r ≤ q and ir,q is Hilbert-
Schmidt. Then, the dual operator i′r,q : Φ′r → Φ′q is Hilbert-Schmidt and hence from
Theorem B.0.18 there exists a constant C > 0, and a Radon probability measure ν on
the unit ball B∗r (1) of Φr (equipped with the weak topology) such that,
q′(i′r,qf) ≤ C ·
(∫
B∗r (1)
|f [φ]|n ν(dφ)
)1/n
, ∀ f ∈ Φ′r. (1.13)
As Y is a Φ′r -valued continuous process, then φ 7→ Y [φ] is a continuous and linear
map from Φr into C
n
T (R). Therefore, it follows from (1.13) that,
E
(
sup
t∈D
q′(i′r,qYt)
n
)
≤ Cn E sup
t∈D
∫
B∗r (1)
|Yt[φ]|n ν(dφ)
≤ Cn
∫
B∗r (1)
||Y [φ]||nc,n,T ν(dφ)
≤ Cn ||Y ||nL(Φr,CnT (R)) <∞.
Hence, Y˜ = {Y˜t}t∈[0,T ] , defined by Y˜t = i′r,qYt , for every t ∈ [0, T ] , is a Φ′q -valued
continuous version of X satisfying E
(
supt∈D q′(Y˜t)n
)
<∞ . 
The following specialized version of Theorem 1.2.24 will be of great importance in our
study of Le´vy processes in Chapter 2. In particular, it will be a key tool in the proof
of the Le´vy-Itoˆ decomposition in Section 2.2.3.
Theorem 1.2.25. Let (Φ, T ) be a nuclear space and let X = {Xt}t≥0 be a Φ′β -valued
regular process such that for each φ ∈ Φ, the real-valued process X[φ] = {Xt[φ]}t≥0
has a continuous (respectively ca`dla`g) version. Assume that there exists some n ∈ N
and a continuous Hilbertian semi-norm % on Φ such that for each T > 0 there exists
some C(T ) > 0 such that
E
(
sup
t∈[0,T ]
|Xt[φ]|n
)
≤ C(T )%(φ)n, ∀φ ∈ Φ. (1.14)
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Then, there exists a continuous Hilbertian semi-norm q on Φ, % ≤ q , such that i%,q is
Hilbert-Schmidt and there exists a Φ′q -valued continuous (respectively ca`dla`g) version
Y˜ = {Y˜t}t≥0 of X satisfying E
(
supt∈[0,T ] q′(Y˜t)n
)
<∞, for all T > 0.
Proof. As before, we will prove the continuous case as the ca`dla`g case follows similarly.
Fix T > 0 for the moment. Note that (1.14) is equivalent to p ≤ C(T )1/n% , where p is
the semi-norm defined in Theorem 1.2.24. Therefore, the map from Φ into CT (R) given
by φ 7→ X[φ] is %-continuous. Hence, it follows from Theorem 1.2.24 that there exists
a continuous Hilbertian semi-norm q on Φ (only depending on %), such that % ≤ q
and i%,q is Hilbert-Schmidt, and a Φ
′
q -valued continuous version Y
T = {Y Tt }t∈[0,T ] of
{Xt}t∈[0,T ] satisfying E
(
supt∈[0,T ] q′(Y Tt )n
)
<∞ .
Let {Tn}n∈N an increasing sequence of positive numbers such that limn→∞ Tn = ∞ .
For each n ∈ N , let Y Tn = {Y Tnt }t∈[0,Tn] as defined above. Note that for each n ∈ N , the
Φ′q -valued continuous processes {Y Tnt }t∈[0,Tn] and {Y Tn+1t }t∈[0,Tn] are indistinguishable.
Therefore, if we define Y˜ = {Y˜t}t≥0 by the prescription Y˜t = Y Tnt if t ∈ [0, Tn] , then
Y˜ is a Φ′q -valued continuous version of X satisfying E
(
supt∈[0,T ] q′(Y˜t)n
)
<∞ , for all
T > 0. 
1.2.2 Martingales in the Strong Dual of a Nuclear Space
In this section we study some properties of Φ′β -valued martingales and local martin-
gales.
Definition 1.2.26. A cylindrical martingale (respectively a cylindrical local
martingale) on Φ′ is a cylindrical process M = {Mt}t≥0 such that for each φ ∈ Φ, the
real-valued process M(φ) = {Mt(φ)}t≥0 is a {Ft}-adapted martingale (respectively a
{Ft}-adapted local martingale).
A Φ′β -valued stochastic process is a martingale (respectively a local martingale) if it
is regular and the associated cylindrical process is a cylindrical martingale (respectively
a cylindrical local martingale).
The following result contains some of the basic properties of Φ′β -valued martingales.
Theorem 1.2.27. Let Φ be a nuclear space and let M = {Mt}t≥0 be a Φ′β -valued
martingale. Then, M has a Φ′β -valued ca`dla`g version M˜ = {M˜t}t≥0 such that:
(1) For each T > 0 there exist some continuous Hilbertian semi-norm pT on Φ such
that {M˜t}t∈[0,T ] is a Φ′pT -valued zero-mean ca`dla`g martingale.
(2) If additionally M is n-th integrable, for n ∈ N, then one can choose pT such that
M˜ also satisfies that E
(
supt∈[0,T ] p′T (M˜t)
n
)
<∞.
(3) If moreover for some n ∈ N, supt≥0 E (|Mt[φ]|n) <∞, for each φ ∈ Φ, then there
exist some continuous Hilbertian semi-norm q on Φ such that M˜ is a Φ′q -valued
zero-mean ca`dla`g martingale satisfying supt≥0 E
(
q′(M˜t)n
)
<∞.
If for each φ ∈ Φ the real-valued process {Mt[φ]}t≥0 has a continuous version, then M
has a Φ′β -valued continuous version Mˆ = {Mˆt}t≥0 such that it satisfies (1)−(3) above
replacing the property ca`dla`g by continuous.
Proof. The results follows from an application of Doob’s inequality, Theorems 1.2.24
and 1.2.25, and the fact that each real-valued martingale has a ca`dla`g version. 
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Remark 1.2.28. The results in Theorem 1.2.27 were originally proven by Mitoma (see
[67]) for the case of martingales in the strong dual of a nuclear Fre´chet space. Note
that we have been able to extend these results to any nuclear space.
Let T > 0 and n ∈ N . We denote by MnT (Φ′β) (respectively by Mn,locT (Φ′β)) the
linear space of all the equivalence classes of Φ′β -valued ca`dla`g (respectively locally)
zero-mean n-th integrable martingales defined on [0, T ] . We introduce some vector
topologies on the spaces MnT (Φ′β) and Mn,locT (Φ′β), but before we do this we review
some basic properties of the space of Banach space-valued n-th integrable martingales
and of the space of real-valued locally n-th integrable martingales.
Let (E, ||·||E) be a separable Banach space. We denote by MnT (E) the linear space of
(equivalence classes of) E -valued zero-mean n-th integrable ca`dla`g martingales defined
on [0, T ] . It is a Banach space equipped with the norm ||·||MnT (E) defined by
||M ||MnT (E) =
(
E sup
t∈[0,T ]
||Mt||nE
) 1
n
, ∀M ∈MnT (E). (1.15)
For a proof of the square integrable case see Proposition 3.9 of Da Prato and Zabczyk
[20], p.79. The proof therein extends easily to the n-th integrable case.
We denote by Mn(E) the linear space of (equivalence classes of) E -valued zero-mean
n-th integrable ca`dla`g martingales defined on [0,∞). As for each M = {Mt}t≥0 ∈
Mn(E), we have {Mt}t∈[0,T ] ∈ MnT (E), for all T > 0, then there exist a canonical
inclusion jK of the space Mn(E) into the space MnK(E), for K ∈ N . Therefore,
we can equip Mn(E) with the projective limit topology determined by the projective
system {(MnK(E), jK) : K ∈ N} (see Section 1.1.3). Then, equipped with these topol-
ogy, Mn(E) is a Fre´chet space and a family of semi-norms generating its topology
is {||jK(·)||MnK(E)}K∈N . In particular, convergence in M
n(E) is then equivalent to
convergence in the space Ln (Ω,F ,P;E) (see Definition C.0.23) uniformly on compact
intervals of [0,∞).
Now, we employ the notation Mn,locT (R) to denote the linear space of (equivalence
classes of) locally zero-mean n-th integrable ca`dla`g martingales on [0, T ] . We equip
this space with the vector topology Tn,loc generated by the local base of neighbourhoods
of zero {O,δ :  > 0, δ > 0} , where O,δ is given by
O,δ =
{
M ∈Mn,locT (R) : P
(
ω ∈ Ω : sup
t∈[0,T ]
|Mt(ω)|n > 
)
< δ
}
. (1.16)
Hence, under the topology Tn,loc , a sequence {M (k)}k∈N converges to M in Mn,locT (R)
if and only if
sup
t∈[0,T ]
∣∣∣M (k)t −Mt∣∣∣n P→ 0, as n→∞. (1.17)
Moreover, equipped with the topology Tn,loc the space Mn,locT (R) is complete and
metrizable (see Section 9.1 of Skorohod [96]).
Remark 1.2.29. The space (Mn,locT (R), Tn,loc) is not locally convex in general. In
particular, if P is an atomless measure (see Definition 1.12.7 of Bogachev [8], p.55),
then every convex neighbourhood of zero is identical to Mn,locT (R). This can be proven
following similar arguments to those in Remarque 1 of Badrikian [7], p.2.
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Now we return to our problem of how to introduce some topologies on the space
MnT (Φ′β). To do this, we will need the following result:
Proposition 1.2.30. Let Φ be a nuclear space and let n ∈ N. The mapping from
MnT (Φ′β) into L(Φ,MnT (R)) given by
M 7→ (φ 7→M [φ] = {Mt[φ]}t∈[0,T ]) , (1.18)
is a linear isomorphism.
Proof. First we check that the map (1.18) is well-defined. Let M ∈ MnT (Φ′β). By
definition M is a cylindrical martingale and hence the map φ 7→ M [φ] is linear.
Moreover, it follows from Theorem 1.2.24 and (1.15) (with E = R) that the map
φ 7→ ||M [φ]||MnT (R) is continuous. This in particular implies that the linear map
φ 7→M [φ] is continuous and hence belongs to L(Φ,MnT (R)).
Is clear that the map defined in (1.18) is linear. Moreover, it is also injective because
it is linear and its kernel only contains the zero vector of MnT (Φ′β).
The map is also surjective. This is because if A ∈ L(Φ,MnT (R)), then A defines a
cylindrical process in Φ′ such that for each φ ∈ Φ, Aφ = {(Aφ)t}t∈[0,T ] ∈MnT (R) and
such that it is continuous as a map from Φ into DT (R). This later fact is a consequence
of the fact that MnT (R) is continuously embedded in DT (R) and the continuity of A .
Then, Theorem 1.2.18 implies that there exists a Φ′β -valued regular ca`dla`g process
M = {Mt}t∈[0,T ] such that for each t ∈ [0, T ] , P-a.e. we have Mt[φ] = (Aφ)t , for all
φ ∈ Φ. This therefore implies that M belongs to MnT (Φ′β). Hence, the map given in
(1.18) is a linear isomorphism. 
Now, to introduce a topology on MnT (Φ′β) we identify this space with the space
L(Φ,MnT (R)) by means of the isomorphism given in (1.18). Recall that the topology
of bounded (respectively simple) convergence on L(Φ,MnT (R)) is the locally convex
topology generated by the following family of semi-norms:
A→ sup
φ∈B
||Aφ||MnT (R) ,
where B runs over the bounded (respectively finite) subsets of Φ.
Then, if we identify each M in MnT (Φ′β) with the corresponding element φ 7→M [φ] in
L(Φ,MnT (R)), we can introduce on MnT (Φ′β) the topologies of simple and bounded
convergence. A family of semi-norms generating the topology of bounded (respec-
tively simple) convergence on MnT (Φ′β) is then given by
M → sup
φ∈B
||M [φ]||MnT (R) = supφ∈B
E
(
sup
t∈[0,T ]
|Mt[φ]|n
) 1
n
, (1.19)
where B runs over the bounded (respectively finite) subsets of Φ. The next result
follows from the corresponding properties of the topologies of bounded and simple
convergence of the space L(Φ,MnT (R)). See Section 6, Chapter 39 of Kothe¨ [62].
Proposition 1.2.31. Let Φ be a barrelled nuclear space. Then, the space MnT (Φ′β) is
quasi-complete equipped with either the topology of bounded convergence or the topology
of simple convergence. If additionally Φ is bornological, then MnT (Φ′β) is complete
equipped with the topology of bounded convergence.
Chapter 2
Le´vy Processes in Duals of
Nuclear Spaces
In this chapter we introduce Le´vy process taking values in Φ′β , which is the most
important class of stochastic processes in our study. The chapter is divided into two
sections.
In the first section, we introduce Le´vy processes and establish some of their basic
properties. In particular, we show the existence of a ca`dla`g version taking values in
the dual of a countably Hilbertian space which is continuously included in Φ′β . Basic
properties of Wiener and compound Poisson processes are also studied. In the second
section we establish the Le´vy-Itoˆ decomposition for any Φ′β -valued Le´vy processes. As
a corollary, we prove the Le´vy-Khintchine formula for the characteristic function of
Φ′β -valued Le´vy processes.
§ 2.1 Le´vy Processes: Basic Properties.
Assumption 2.1.1. Throughout this section and unless otherwise specified Φ will be
a nuclear space over R.
Definition 2.1.2. A Φ′β -valued regular process L = {Lt}t≥0 is called a Le´vy process
if it satisfies:
(1) L0 = 0 a.s.
(2) L has independent increments, i.e. for any n ∈ N , 0 ≤ t1 < t2 < · · · < tn <∞
the Φ′β -valued random variables Lt1 , Lt2 − Lt1 , . . . , Ltn − Ltn−1 are independent.
(3) stationary increments, i.e. for any 0 ≤ s ≤ t , Lt − Ls and Lt−s are identically
distributed.
(4) L is stochastically continuous, i.e. for all t ≥ 0, Xs P→ Xt as s→ t .
Remark 2.1.3. If Φ is a barrelled nuclear space, it follows from Theorem 1.2.10 that
the assumption of being a regular process on the definition of Le´vy processes can be
equivalently replaced by the assumption that for every t ≥ 0 the distribution µLt of Lt
is a Radon measure.
Following the definition given in Applebaum and Riedle [4] for cylindrical Le´vy pro-
cesses in Banach spaces, we introduce the following definition.
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Definition 2.1.4. A cylindrical process L = {Lt}t≥0 in Φ′ is said to be a cylindri-
cal Le´vy process if for every n ∈ N and φ1, . . . , φn ∈ Φ, the Rn -valued process
L(φ1, . . . , φn) = {(Lt(φ1), . . . , Lt(φn))}t≥0 is a Le´vy process.
Lemma 2.1.5. A Φ′β -valued Le´vy process L determines a cylindrical Le´vy process.
Proof. Let n ∈ N and φ1, . . . , φn ∈ Φ. The fact that L(φ1, . . . , φn) is a Rn -valued
Le´vy process follows from standard arguments from the corresponding properties of L .
In particular, for the independent increments we can use Proposition 1.2.13. 
The following result is a converse of the above lemma.
Lemma 2.1.6. Let L be a Φ′β -valued regular ca`dla`g process such that it determines a
cylindrical Le´vy process. Then, L is a Φ′β -valued Le´vy process.
Proof. First, note that as for every φ ∈ Φ we have L0[φ] = 0 P-a.e., then Proposition
1.2.12 shows that L0 = 0 P-a.e.
To prove that L has independent and stationary increments let n ∈ N and φ1, . . . , φn ∈
Φ. Because L is a cylindrical Le´vy process, then {(Lt[φ1], . . . , Lt[φn])}t≥0 has inde-
pendent and stationary increments. Therefore, Propositions 1.2.12 and 1.2.13 imply
that L has independent and stationary increments.
Finally, to prove the stochastic continuity, observe that as L has (a.s.) right-continuous
paths, then for any s ≥ 0 we have Ls P→ Lt (in Φ′β ) as s → t , t ≤ s . Hence, L is
right-stochastically continuous.
To prove the left-stochastic continuity, note that for any 0 ≤ s ≤ t , the stationary
increments of L , implies that
P
(
sup
φ∈B
|(Lt − Ls)[φ]| > 
)
= P
(
sup
φ∈B
|Lt−s[φ]| > 
)
, (2.1)
for any  > 0 and any bounded subset B of Φ. Then, as t−s→ 0 as s→ t , 0 < s ≤ t ,
the right-stochastic continuity and (2.1) implies the left-stochastic continuity of L .
Therefore, L is a Le´vy process. 
Theorem 2.1.7. Let L = {Lt}t≥0 be a cylindrical Le´vy process in Φ′ . Suppose that
for every t ≥ 0, the linear map Lt : Φ → L0 (Ω,F ,P) is continuous. Then, there
exists a countably Hilbertian topology θL on Φ determined by an increasing sequence
{%n}n∈N of continuous Hilbertian semi-norms on Φ, and a (Φ′θL , βθL)-valued ca`dla`g
process Lˆ = {Lˆt}t≥0 , such that for every φ ∈ Φ, Lˆ[φ] is a version of L(φ). Moreover,
Lˆ is a Φ′β -valued Le´vy process.
Proof. First, as for every t ≥ 0 the linear map Lt : Φ→ L0 (Ω,F ,P) is continuous, it
follows from the regularization theorem (Theorem 1.2.14) that there exists a Φ′β -valued
regular process L = {Lt}t≥0 , such that for every φ ∈ Φ and t ≥ 0, Lt(φ) = Lt[φ] P-a.e.
Therefore, for every φ1, . . . , φn ∈ Φ the Rn -valued process {(Lt[φ1], . . . , Lt[φn])}t≥0 is a
version of {(Lt(φ1), . . . , Lt(φn))}t≥0 , and because this last is a Rn -valued Le´vy process,
it follows that {(Lt[φ1], . . . , Lt[φn])}t≥0 is also a Rn -valued Le´vy process (see Lemma
1.4.8 of Applebaum [3], p.67). Then, L determines a cylindrical Le´vy process in Φ′ .
Now, for each φ ∈ Φ, the fact that L[φ] is a Le´vy process implies that it has a ca`dla`g
version (see Theorem 2.1.8 of Applebaum [3], p.87). Then, because L is a regular
process, it follows from Theorem 1.2.22 that there exists a countably Hilbertian topol-
ogy θL on Φ determined by an increasing sequence {%n}n∈N of continuous Hilbertian
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semi-norms on Φ, and a (Φ′θL , βθL)-valued ca`dla`g process Lˆ = {Lˆt}t≥0 , such that for
every φ ∈ Φ, Lˆ[φ] is a version L[φ] . This in particular implies that for every φ ∈ Φ,
Lˆ[φ] is a version of L(φ). Finally, as Lˆ is a Φ′β -valued ca`dla`g process that is also a
cylindrical Le´vy process, it follows from Lemma 2.1.6 that Lˆ is a Le´vy process. 
We now apply the previous results to show the existence of ca`dla`g versions for Φ′β -
valued Le´vy processes.
Theorem 2.1.8. Let L = {Lt}t≥0 be a Φ′β -valued Le´vy process. Then, there exists a
countably Hilbertian topology θL on Φ determined by an increasing sequence {%n}n∈N
of continuous Hilbertian semi-norms on Φ, and a (Φ′θL , βθL)-valued ca`dla`g process
Lˆ = {Lˆt}t≥0 , such that for every φ ∈ Φ, Lˆ[φ] is a version of L[φ]. Moreover, Lˆ is a
Φ′β -valued Le´vy process.
Proof. First, note that as L is a regular process, then by Proposition 1.2.9 for every
t ≥ 0 the map Lt : Φ → L0 (Ω,F ,P) given by φ → Xt[φ] is linear and continuous.
Second, as L is a Le´vy process it follows from Lemma 2.1.5 that L determines a
cylindrical process. Then, Theorem 2.1.7 shows the existence of the process Lˆ satisfying
the required properties. 
Corollary 2.1.9. If L = {Lt}t≥0 is a Φ′β -valued ca`dla`g Le´vy process, there exists
an increasing sequence {%n}n∈N of continuous Hilbertian semi-norms on Φ such that
P
(
Lt ∈
⋃
n∈NΦ
′
%n , ∀ t ≥ 0
)
= 1.
Proof. First, it follows from Theorem 2.1.8 that there exists a countably Hilbertian
topology θL on Φ determined by an increasing sequence {%n}n∈N of continuous Hilber-
tian semi-norms on Φ, and a (Φ′θL , βθL)-valued ca`dla`g version Lˆ of L . As L is also
ca`dla`g, it follows from Proposition 1.2.15 that L and Lˆ are indistinguishable process.
Therefore, P(Lt ∈ Φ′θL , ∀ t ≥ 0) = 1. But from the definition of the dual of a countably
Hilbertian space (see (1.6)) we have that P
(
Lt ∈
⋃
n∈NΦ
′
%n , ∀ t ≥ 0
)
= 1. 
For the remain of this thesis we always make the following assumptions:
Assumption 2.1.10. If L = {Lt}t≥0 is a Φ′β -valued Le´vy process we assume that:
• L is adapted to {Ft}t≥0 ,
• Lt − Ls is independent of Fs for all 0 ≤ s < t.
• L is a ca`dla`g process.
Some basic properties of Φ′β -valued Le´vy processes are summarized in the following
result. The proof can carried out following similar arguments to those in the real-
valued case. See for example Applebaum [3].
Theorem 2.1.11. The property of being a Φ′β -valued Le´vy process is preserved under
modifications, finite sums of independent processes and uniform limits in probability in
compact subsets of [0,∞).
2.1.1 Wiener and Compound Poisson Processes
Now we will introduce two special classes of Φ′β -valued Le´vy processes: the Wiener
and the compound Poisson processes. As it will be seen in Section 2.2 when we shall
prove the Le´vy-Itoˆ decomposition, Wiener and compound Poisson processes play a
fundamental role in the study of the paths of a Le´vy process.
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Definition 2.1.12. A Φ′β -valued continuous Le´vy process W = {Wt}t≥0 is called a
Φ′β -valued Wiener process.
Some basic properties of Φ′β -valued Wiener processes are collected in the following re-
sult. See Theorem 2.7.1 of Itoˆ [43] for a proof. A Φ′β -valued process G = {Gt}t≥0 is
called Gaussian if for any n ∈ N and any φ1, . . . , φn ∈ Φ, {(Gt[φ1], . . . , Gt[φn]) : t ≥ 0}
is a Gaussian process on Rn .
Theorem 2.1.13. Let W = {Wt}t≥0 be a Φ′β -valued Wiener process. Then, W is
Gaussian and hence square integrable. Moreover, there exists m ∈ Φ′β and a continu-
ous Hilbertian semi-norm Q on Φ, called respectively the mean and the covariance
functional of W , such that
E (Wt[φ]) = tm[φ], ∀φ ∈ Φ, t ≥ 0. (2.2)
E ((Wt − tm) [φ] (Ws − sm) [ϕ]) = (t ∧ s)Q(φ, ϕ), ∀φ, ϕ ∈ Φ, s, t ≥ 0. (2.3)
where in (2.3) Q(·, ·) corresponds to the continuous, symmetric, non-negative bilinear
form on Φ×Φ associated to Q. Furthermore, the characteristic function of W is given
by
E
(
eiWt[φ]
)
= exp
(
itm[x]− t
2
Q(φ)2
)
, for each t ≥ 0, φ ∈ Φ. (2.4)
The following result due to Itoˆ (see [41]) provides the existence of a Φ′β -valued Wiener
processes.
Theorem 2.1.14. Given m ∈ Φ′β and a continuous Hilbertian semi-norm Q on Φ,
there exists a Φ′β -valued Wiener process W = {Wt}t≥0 such that m and Q are the mean
and covariance functional of W . Moreover, such a process is unique in distribution.
Now we proceed to study the basic properties of compound Poisson processes.
Definition 2.1.15. Suppose that {Zn : n ∈ N} is a sequence of independent and iden-
tically distributed Φ′β -valued regular random variables with common distribution µ and
let pi = {pit : t ≥ 0} be a Poisson process with intensity a > 0 that is independent of
all the Zn s. Then, the Φ
′
β -valued stochastic process L = {Lt}t≥0 defined by
Lt =
{
0, if pit = 0;∑pit
j=1 Zj , otherwise;
(2.5)
is called a compound Poisson process with associated measure µ .
Definition 2.1.16. If L = {Lt}t≥0 is an integrable Φ′β -valued compound Poisson
process, the stochastic process L˜ given by L˜t[φ] := Lt[φ]−E (Lt[φ]) for each t ≥ 0 and
each φ ∈ Φ, is called a compensated compound Poisson process.
Some properties of compound and compensated compound Poisson process are sum-
marized in the following result. They can be proved using similar arguments to those in
Chapter 4 of Peszat and Zabczyk [85], who work with Le´vy processes in Hilbert spaces.
Theorem 2.1.17. Let L = {Lt}t≥0 be an Φ′β -valued compound Poisson process. Then,
with the notation of Definition 2.1.15 we have that:
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(1) L is a ca`dla`g Le´vy process and its distribution is given by:
P (Lt ∈ Γ) = e−at
∞∑
k=0
(at)k
k!
µ∗k (Γ) , ∀ t ≥ 0, ∀Γ ∈ B(Φ′β). (2.6)
where µ∗k = µ ∗ · · · ∗ µ (k -times) for k ∈ N and µ∗0 = δ0 . Moreover, the
characteristic function of each Lt for t ≥ 0 is given by
E
[
eiLt[φ]
]
= exp
{
t
∫
Φ′β
(
eif [φ] − 1
)
aµ(df)
}
, ∀φ ∈ Φ. (2.7)
(2) If L is integrable, we have
E (Lt[φ]) = t
∫
Φ′β
f [φ]aµ(df), ∀ t ≥ 0, φ ∈ Φ. (2.8)
In such case, L˜ is a zero-mean ca`dla`g martingale and a Le´vy process. Moreover,
the characteristic function of L˜t for each t ≥ 0 is given by
E
(
eiL˜t[φ]
)
= exp
{
t
∫
Φ′β
(
eif [φ] − 1− if [φ]
)
aµ(df)
}
, ∀φ ∈ Φ. (2.9)
If furthermore L is square integrable, we have that
E
(∣∣∣L˜t[φ]∣∣∣2) = t ∫
Φ′β
|f [φ]|2 aµ(df), ∀t ≥ 0, φ ∈ Φ. (2.10)
§ 2.2 The Le´vy-Itoˆ Decomposition.
In this section we will show that if Φ is a complete, barrelled, nuclear space, any Φ′β -
valued Le´vy process can be decomposed as the sum of four components (see Theorem
2.2.13): a deterministic linear term (drift), a Wiener process (the continuous part), a
compound Poisson process (large jumps part) and a compensated compound Poisson
process (small jumps part). Such a decomposition is usually known as the Le´vy-Itoˆ
decomposition.
The Le´vy-Itoˆ decomposition for Le´vy processes taking values in the strong dual of a
nuclear space Ψ was firstly studied by U¨stu¨nel in [105]. In this work, the nuclear space
Ψ is assumed to be separable, complete and bornological1 and the strong dual Ψ′β is
assumed to be Suslin and nuclear. The Le´vy-Itoˆ decomposition was shown for additive
processes, i.e. for Ψ′β -valued processes X , with X0 = 0 P-a.e., independent incre-
ments and such that the characteristic function of X is continuous on R+ ×Ψ. A key
ingredient in the proof of U¨stu¨nel is the fact that the measure µXt is infinitely divisi-
ble and hence it satisfies the Le´vy-Khintchine formula for infinitely divisible measures
proved by Dettweiler in [23] in the context of a complete locally convex space. Based on
the result of U¨stu¨nel, in [83] V. Pe´rez Abreu, A. Rocha Arteaga and C. Tudor proved
a special version of the Le´vy-Khintchine formula for additive processes taking values
1Indeed U¨stu¨nel did not explicitly assumed that the space Ψ is bornological, but this is implicit in
his proof.
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in a cone C ′ ⊆ Ψ′β , where Ψ is a special class of Fre´chet nuclear spaces previously
considered by Kallianpur and Xiong [54].
For our proof of the Le´vy-Itoˆ decomposition, we will employ a different approach than
that used by U¨stu¨nel in [105], which is based on the characterization of Le´vy measures
obtained by A. Tortrat [98] (see Theorem 2.2.6) and the use of the Poisson integrals
defined by the Poisson random measure associated to a Le´vy process. This can be
thought of as an infinite dimensional version of the approach used by Applebaum in [3]
for the Rn -case.
One of the main advantages of our proof of the Le´vy-Itoˆ decomposition is that we only
require the space Φ to be complete, barrelled and nuclear (no need for Φ be separable
nor bornological) and no assumptions are made on the strong dual (no need for Φ′β to
be Suslin nor nuclear). Therefore, we are in a more general situation than in U¨stu¨nel
[105]. Also, as a corollary of our proof we will obtain the Le´vy-Khintchine formula (see
Theorem 2.2.14) for the characteristic function of any Φ′β -valued Le´vy process.
Assumption 2.2.1. Throughout this section Φ will be a complete, barrelled, nuclear
space over R. L = {Lt}t≥0 will be a Φ′β -valued Le´vy process satisfying Assumptions
2.1.10. Also, ΩL ⊆ Ω is a set with P(ΩL) = 1 and such that for each ω ∈ ΩL the map
t 7→ Lt(ω) is ca`dla`g in Φ′β .
2.2.1 Poisson Random Measures and Poisson Integrals.
In this section we review basic properties of the Poisson random measure defined by
a Le´vy process. The Poisson integrals associated to it play a key role in our proof of
the Le´vy-Itoˆ decomposition. We refer the reader to Section 9, Chapter 1 of Ikeda and
Watanabe [40] for the general properties of random measures that we will use in this
section. We will not provide proofs for the results in this section as they follow from
essentially the same arguments to that in other contexts. The reader is referred to
for example Chapter 2 of Applebaum [3] for proofs in the Rn case or to Peszat and
Zabczyk [85] for the Hilbert space case.
We define by ∆Lt := Lt − Lt− the jump of the process L at the time t ≥ 0. Note
that ∆L = {∆Lt}t≥0 is an {Ft}-adapted Φ′β -valued regular stochastic process.
We say that a set A ∈ B(Φ′β \{0}) is bounded below if 0 /∈ A , where A is the closure
of A . Then, A is bounded below if and only if Ac is contained in the complement of
a neighborhood of zero. We denote by A the collection of all the subsets of Φ′β \ {0}
that are bounded below. Clearly, A is a ring.
For any A ∈ B(Φ′β \ {0}) and 0 ≤ t <∞ define
N(t, A)(ω) = # {0 ≤ s ≤ t : ∆Ls(ω) ∈ A} =
∑
0≤s≤t
1A (∆Ls(ω)) , if ω ∈ ΩL (2.11)
and N(t, A)(ω) = 0 if ω ∈ ΩcL .
As L has ca`dla`g paths for each ω ∈ ΩL , ∆Lt 6= 0 for at most a countable number of t ≥
0 and thus A 7→ N(t, A)(ω) is a counting measure on
(
Φ′β \ {0},B(Φ′β \ {0})
)
. Then,
∆L = {∆Lt}t≥0 is a stationary Poisson point processes on
(
Φ′β \ {0},B(Φ′β \ {0})
)
and N = {N(t, A) : t ≥ 0, A ∈ B(Φ′β \ {0})} is the Poisson random measure
associated to ∆L with respect to the ring A , i.e. N satisfies:
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(1) If A ∈ A , then {N(t, A)}t≥0 is a Poisson process with intensity E (N(1, A)).
(2) If A1, . . . , Am bounded below and are disjoint, and if s1, . . . , sm are distinct and
each si ≥ 0, then the random variables N(s1, A1), . . . , N(sm, Am) are independent.
Let ν be the Borel measure on Φ′β defined by ν({0}) = 0 and
ν(Γ) = E (N(1,Γ)) , ∀Γ ∈ B (Φ′β \ {0}) (2.12)
For each A ∈ A , ν∣∣
A
∈ MbR(Φ′β) and moreover E (N(t,Γ)) = tν(Γ) for all Γ ∈
B
(
Φ′β \ {0}
)
. The measure ν is called the intensity measure of N .
Let I be the ring comprising finite unions of sets of the form I × A , where A ∈ A
and I is a finite union of intervals. We define the compensated Poisson random
measure as the random measure N˜ on
(
Φ′β \ {0}, I
)
given by
N˜(t, A) = N(t, A)− tν(A), ∀ t ≥ 0, A ∈ A. (2.13)
For each A ∈ A , {N˜(t, A)}t≥0 is a real-valued, zero-mean ca`dla`g martingale and so
N˜ = {N˜(t, A) : t ≥ 0, A ∈ A} is a σ -additive independently scattered martingale-
valued measure on
(
Φ′β \ {0}, I
)
.
Now we review the properties of Poisson integrals with respect to the Poisson random
measure N associated to the Le´vy process L . If A ∈ A , then for any t ≥ 0, define
the Poisson integral based on A to be the Φ′β -valued random variable denoted by∫
A fN(t, df) and defined by∫
A
fN(t, df)(ω)[φ] =
∑
0≤s≤t
∆Ls(ω)[φ]1A (∆Ls(ω)) , ∀ω ∈ Ω, φ ∈ Φ. (2.14)
In some occasions, we will employ the shorter notation JA = {JAt }t≥0 to denote the
process defined in (2.14). It is a compound Poisson process, where the independent
and identically distributed random variables satisfying (2.5) have common distribution
ν
∣∣
A
, where ν is the intensity measure associated to the Poisson random measure N .
It follows from Theorem 2.1.17 that
P
(
JAt ∈ Γ
)
= e−at
∞∑
k=0
(at)k
k!
(ν
∣∣
A
)∗k (Γ) , ∀ t ≥ 0, ∀Γ ∈ B(Φ′β). (2.15)
Its characteristic function is given by
E
(
exp
{
i
∫
A
fN(t, df)[φ]
})
= exp
{
t
∫
A
(
eif [φ] − 1
)
ν(df)
}
, ∀φ ∈ Φ.
Moreover, if
∫
A |f [φ]| ν(df) <∞ , for each φ ∈ Φ, then
E
(∫
A
fN(t, df)[φ]
)
= t
∫
A
f [φ]ν(df), ∀φ ∈ Φ, (2.16)
Furthermore, if
∫
A |f [φ]|2 ν(df) <∞ , for each φ ∈ Φ, then
Var
(∫
A
fN(t, df)[φ]
)
= t
∫
A
|f [φ]|2 ν(df), ∀φ ∈ Φ. (2.17)
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Remark 2.2.2. It is important to stress the fact that the Poisson integral exists even
if A ∈ B(Φ′β \ {0}) is not necessarily bounded below but if instead it only satisfies that
ν
∣∣
A
∈MbR(Φ′β).
Now, if
∫
A |f [φ]| ν(df) < ∞ , for each φ ∈ Φ, we define the compensated Poisson
integral
∫
A fN˜(t, df) on A ∈ A , for t ≥ 0 by∫
A
fN˜(t, df)(ω)[φ] =
∫
A
fN(t, df)(ω)[φ]− t
∫
A
f [φ]ν(df), ∀ω ∈ Ω, φ ∈ Φ. (2.18)
We will use the shorter notation J˜A = {J˜At }t≥0 for the process defined in (2.18). It
is a compensated compound Poisson process, where the independent and identically
distributed random variables satisfying (2.5) have common distribution ν
∣∣
A
, and the
characteristic function of
∫
A fN˜(t, df) for each t ≥ 0 is given by
E
(
exp
{
i
∫
A
fN˜(t, df)[φ]
})
= exp
{
t
∫
A
(
eif [φ] − 1− if [φ]
)
ν(df)
}
, ∀φ ∈ Φ.
(2.19)
Moreover, if
∫
A |f [φ]|2 ν(df) <∞ , for each φ ∈ Φ, then
E
(∣∣∣∣∫
A
fN˜(t, df)[φ]
∣∣∣∣2
)
= t
∫
A
|f [φ]|2 ν(df), ∀φ ∈ Φ. (2.20)
Some other important properties of Poisson integrals are summarized in the following
result.
Theorem 2.2.3.
(1) Let A1, A2 ∈ A be disjoint. Then, the processes JA1 and JA2 are independent.
If moreover
∫
Ai
|f [φ]| ν(df) < ∞, for all φ ∈ Φ, i = 1, 2, then J˜A1 and J˜A2 are
independent.
(2) For any A ∈ A, L− JA = {Lt − JAt }t≥0 is a Φ′β -valued Le´vy process. Moreover,
the processes L− JA and JA are independent.
Proof. (1) For the first part, let φ1, . . . , φn ∈ Φ. Then, it follows from (2.14) that the
Rn -valued processes (JA1 [φ1], . . . , JA1 [φn]) and (JA2 [φ1], . . . , JA2 [φn]) are com-
pound Poisson processes whose jumps occurs at distinct times for each ω ∈ Ω due to
the fact that A1 and A2 are disjoint. Then, the same arguments of the proof of The-
orem 2.4.6 of Applebaum [3] p.116 show that the processes (JA1 [φ1], . . . , J
A1 [φn])
and (JA2 [φ1], . . . , J
A2 [φn]) are independent. Then, as the processes J
A1 , . . . , JAk
are regular it follows from Proposition 1.2.16 that they are independent. The sec-
ond part follows from the first part.
(2) For any A ∈ A , the same arguments to those used in Theorem 37, Chapter 1 of
Protter [88] p.27, for the case of Rn -valued Le´vy processes shows that L − JA
is a Φ′β -valued Le´vy process. To prove the independence of L − JA and JA ,
let φ1, . . . , φn ∈ Φ. As
(
(L− JA)[φ1], . . . , (L− JA)[φn]
)
and
(
JA[φ1], . . . , J
A[φn]
)
are Rn -valued processes Le´vy processes that have their jumps at distinct times for
each ω ∈ Ω, the same arguments of the proof of Lemma 7.9 and Theorem 7.12 of
Medvegyev [64] p.468-71 show that the processes
(
(L− JA)[φ1], . . . , (L− JA)[φn]
)
and
(
JA[φ1], . . . , J
A[φn]
)
are independent. Then, the independence of L−JA and
JA follows from Proposition 1.2.16 as both L− JA and JA are regular processes.

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2.2.2 The Le´vy Measure of a Le´vy process
In this section we will prove that the intensity measure ν of the Poisson random
measure N associated to the Le´vy process L is a Le´vy measure on Φ′β . This result
will be fundamental for our proof of the Le´vy-Itoˆ decomposition.
We start by recalling the concept of Poisson measures. Let G ∈MbR(Φ′β). The measure
e(G) ∈M1R(Φ′β) defined by
e(G)(Γ) = e−G(Φ
′
β)
∞∑
k=0
1
k!
G∗k(Γ), ∀Γ ∈ B(Φ′β),
is called a Poisson measure. We call G the Poisson exponent of e(G). It is clear
that
ê(G)(φ) = exp
[
−(Ĝ(0)− Ĝ(φ))
]
, ∀φ ∈ Φ.
We adopt the following general definition of Le´vy measures from Dettweiler [23].
Definition 2.2.4. A Borel measure λ on Φ′β is called a Le´vy measure if λ({0}) = 0
and if there exist some increasing family {Gi}i∈I ⊆MbR(Φ′β) such that:
(1) λ(Γ) = supi∈I Gi(Γ), for each Γ ∈ B(Φ′β),
(2) the family {e(Gi)}i∈I is shift tight (see Section 1.2).
For a proof of the following result, see Lemma 1.4 of Dettweiler [23].
Proposition 2.2.5. Let λ be a Le´vy measure. Then, for each neighborhood of zero
U ⊆ Φ′β , λ
∣∣
Uc
∈MbR(Φ′β).
The following very important result, due to A. Tortrat (see Section III of [98]), char-
acterizes the Le´vy measures on Φ′β . It does not hold in general for any locally convex
space, for example there are examples of Banach spaces where it does not hold (see Det-
tweiler [24]). Our assumption that Φ is complete, barrelled and nuclear is fundamental
for its validity.
Theorem 2.2.6. A Borel measure λ on Φ′β is a Le´vy measure if and only if there
exists a continuous Hilbertian semi-norm ρ on Φ such that∫
Bρ′ (1)
ρ′(f)2λ(df) <∞, and λ∣∣
Bρ′ (1)c
∈MbR(Φ′β), (2.21)
where Bρ′(1) := Bρ(1)
0 = {f ∈ Φ′β : ρ′(f) ≤ 1} is a compact, convex, balanced subset
of Φ′β . In particular every Le´vy measure on Φ
′
β is σ -finite.
We are ready to show the main result of this section.
Theorem 2.2.7. The intensity measure ν of a Φ′β -valued Le´vy process L is a Le´vy
measure on Φ′β .
Proof. For each A ∈ A , let νA := ν
∣∣
A
. We know from the properties of ν that
νA ∈MbR(Φ′β), for all A ∈ A . Now consider on A the order relationship given by the
inclusion of sets. As Φ′β \{0} =
⋃
A∈AA , it follows that ν = supA∈A νA . Our objective
is to show that the family of Poisson measures {e(νA)}A∈A is shift tight.
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To do this, first note that from Theorem 2.2.3(2), for each A ∈ A , the processes L−JA
and JA are independent. Therefore, for each t ≥ 0 we have
µLt = µLt−JAt ∗ µJAt , ∀A ∈ A. (2.22)
Now, as for each t ≥ 0, µLt is a Radon probability measure, and hence tight (Propo-
sition 1.2.10), the relationship given in (2.22) implies that {µJAt }A∈A is shift tight (see
Theorem of Heyer [37], p.41, the arguments there for probability measures on Banach
spaces holds also in our context). Now, it follows from (2.15) that if we take t = 1 we
have µJAt = e(νA), for all A ∈ A . Then, our arguments above implies that {e(νA)}A∈A
is shift tight and therefore ν is a Le´vy measure. 
Notation 2.2.8. From now, the intensity measure ν of the Le´vy process L will be
called the Le´vy measure of L .
2.2.3 The Le´vy-Itoˆ Decomposition.
Our main objective of this section is to prove Theorem 2.2.13, which is the Le´vy-Itoˆ
decomposition. A key step of the proof is the properties of the Le´vy measure.
Let ν be the Le´vy measure of L . According to Theorems 2.2.6 and 2.2.7, there exists
a continuous Hilbertian semi-norm ρ on Φ such that∫
Bρ′ (1)
ρ′(f)2ν(df) <∞, and ν∣∣
Bρ′ (1)c
∈MbR(Φ′β), (2.23)
where Bρ′(1) := Bρ(1)
0 = {f ∈ Φ′β : ρ′(f) ≤ 1} is a compact, convex, balanced subset
of Φ′β .
Theorem 2.2.9. There exists a Φ′β -valued zero-mean, square integrable, ca`dla`g Le´vy
process M = {Mt}t≥0 such that for all t ≥ 0, it has characteristic function given by
E
(
eiMt[φ]
)
= exp
{
t
∫
Bρ′ (1)
(
eif [φ] − 1− if [φ]
)
ν(df)
}
, ∀φ ∈ Φ, (2.24)
and second moments given by
E
(
|Mt[φ]|2
)
= t
∫
Bρ′ (1)
|f [φ]|2 ν(df), ∀φ ∈ Φ. (2.25)
Moreover, there exists a continuous Hilbertian semi-norm q on Φ, ρ ≤ q , such that
iρ,q is Hilbert-Schmidt and for which M is a Φ
′
q -valued zero-mean, square integrable,
ca`dla`g Le´vy process with second moment given by
E
(
q′(Mt)2
)
=
∫
Bρ′ (1)
q′(f)2ν(df), ∀ t ≥ 0. (2.26)
Proof. Let B be a local base of closed neighborhoods of zero for Φ′β . Let Aρ′ denotes
the collection of all sets of the form V ∩Bρ′(1), where V c ∈ B . Is clear that Aρ′ ⊆ A
(see Section 2.2.1). Moreover, as Φ′β \ {0} =
⋃
V ∈B V
c (this follows because Φ′β is
Hausdorff) then we have Bρ′(1) \ {0} =
⋃
A∈Aρ′ A .
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Fir an arbitrary A ∈ Aρ′ . It follows from (2.23) that∫
A
|f [φ]|2 ν(df) ≤ ρ(φ)2
∫
A
ρ′(f)2ν(df) ≤ ρ(φ)2
∫
Bp′ (1)
ρ′(f)2ν(df) <∞, ∀φ ∈ Φ.
(2.27)
Therefore, the compensated Poisson integral J˜A is a square integrable compensated
compound Poisson processes with characteristic function given by (2.19) and second
moments given by (2.20). From Doob’s inequality, (2.20) and (2.27), for every T > 0
we have
E
(
sup
t∈[0,T ]
∣∣∣J˜At [φ]∣∣∣2
)
≤ 4TE
(∣∣∣J˜AT [φ]∣∣∣2) ≤ C(T )ρ(φ)2, ∀φ ∈ Φ,
where C(T ) = 4T
∫
Bρ′ (1)
ρ′(f)2ν(df) < ∞ . Then, from Theorem 1.2.25, there exists a
continuous Hilbertian semi-norm q on Φ, ρ ≤ q , such that iρ,q is Hilbert-Schmidt and
for which J˜A possesses a Φ′q -valued ca`dla`g version that is also a zero-mean, square
integrable Le´vy process. We denote this version again by J˜A . Let {φqj}j∈N ⊆ Φ be a
complete orthonormal system of Φq . Then, from Fubini’s theorem, Parseval’s identity
and (2.20), for every t ≥ 0 we have
E
(
q′(J˜At )
2
)
=
∞∑
j=1
E
(∣∣∣J˜At [φqj ]∣∣∣2) = t ∞∑
j=1
∫
A
∣∣∣f [φqj ]∣∣∣2 ν(df) = t∫
A
q′(f)2ν(df). (2.28)
Now, consider on Aρ′ the order induced by the inclusion of sets. Our next objective is
to show that for every T > 0 the net {{J˜At }t∈[0,T ] : A ∈ Aρ′} converges in M2T (Φ′q).
To do this, we will show that for a fixed T > 0, {{J˜At }t∈[0,T ] : A ∈ Aρ′} is a Cauchy
net in M2T (Φ′q), then convergence follows by completeness of this space.
Fix an arbitrary T > 0. First observe that if A1, A2 ∈ Aρ′ , A1 ⊆ A2 , then from Doob’s
inequality, the definition of compensated Poisson integral and (2.28) we have
E
(
sup
t∈[0,T ]
q′(J˜A1t − J˜A2t )2
)
= 4E
(
q′(J˜A2\A1T )
2
)
= 4T
∫
A2\A1
q′(f)2ν(df). (2.29)
Therefore, if we can show that
lim
A∈Aρ′
∫
A
q′(f)2ν(df) =
∫
Bρ′ (1)
q′(f)2ν(df) <∞, (2.30)
then (2.29) and (2.30) show that {J˜A}A∈Aρ′ is a Cauchy net on M2T (Φ′q).
To prove (2.30), first note that the continuity of the map i′ρ,q implies that the set Bρ′(1)
is bounded in Φ′q , and hence q′ is bounded on Bρ′(1). Also, note that as ν is a Borel
measure on Bρ′(1), and Bρ′(1) is a Suslin set (it is the image under the continuous
map i′ρ of the unit ball of the separable Hilbert space Φ′ρ ), then ν is a Radon measure
on Bρ′(1) (see Theorem 7.4.3 of Bogachev [8], p.85, Vol II). Moreover, because we have
that Bρ′(1)\{0} =
⋃
A∈Aρ′ A and because ν is a Radon probability measure on Bρ′(1)
such that ν({0}) = 0, we have that ν(Bρ′(1)) = limA∈Aρ′ ν(A) (see Propositions 7.2.2
and 7.2.5 of Bogachev [8], p.74-5, Vol II). Therefore, from all the above we have
lim
A∈Aρ′
∣∣∣∣∣
∫
Bρ′ (1)
q′(f)2ν(df)−
∫
A
q′(f)2ν(df)
∣∣∣∣∣ ≤ limA∈Aρ′
∫
Bρ′ (1)\A
q′(f)2ν(df)
≤ sup
f∈Bρ′ (1)
q′(f)2 lim
A∈Aρ′
µ(Bρ′(1) \A) = 0,
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and hence (2.30) is valid.
Then, for any T > 0, {{J˜At }t∈[0,T ] : A ∈ Aρ′} is a Cauchy net on M2T (Φ′q). This in turn
implies (see Section 1.2.2) that {J˜A : A ∈ Aρ′} converges in M2(Φ′q). Therefore, there
exists some M = {Mt}t≥0 that is a Φ′q -valued zero-mean, square integrable, ca`dla`g
martingale and such that the net {J˜A : A ∈ Aρ′} converges to M in L2
(
Ω,F ,P; Φ′q
)
uniformly on compact intervals of [0,∞). This uniform convergence, (2.28) and (2.30)
implies that M satisfies (2.26). Moreover, viewing M as a Φ′β -valued processes it is
also a Φ′β -valued, zero-mean, square integrable, ca`dla`g martingale.
To prove (2.24) and (2.25), let φ ∈ Φ arbitrary but fixed. From (1.5) applied to ρ and
a basic estimate of the complex exponential function we have∣∣∣eif [φ] − 1− if [φ]∣∣∣ ≤ |f [φ]|2
2
≤ ρ(φ)
2ρ′(f)2
2
≤ ρ(φ)
2
2
<∞, ∀ f ∈ Bρ′(1).
Therefore, the functions f 7→ (eif [φ] − 1 − if [φ]) and f 7→ |f [φ]|2 are bounded on
Bρ′(1). Then, using similar arguments to those used to prove (2.30) we can show that
lim
A∈Aρ′
∫
A
|f [φ]|2 ν(df) =
∫
Bρ′ (1)
|f [φ]|2 ν(df), (2.31)
and
lim
A∈Aρ′
∫
A
(eif [φ] − 1− if [φ])ν(df) =
∫
Bρ′ (1)
(eif [φ] − 1− if [φ])ν(df). (2.32)
On the other hand, for any A ∈ Aρ′ and T > 0, (1.5) applied to q implies that
E
(
sup
t∈[0,T ]
∣∣∣Mt[φ]− J˜At [φ]∣∣∣2
)
≤ q(φ)2 E
(
sup
t∈[0,T ]
q′(Mt − J˜At )2
)
. (2.33)
Therefore, the fact that {J˜A : A ∈ Aρ′} converges to M in M2(Φ′q) and (2.33), implies
that {J˜A[φ] : A ∈ Aρ′} converges to M [φ] in L2 (Ω,F ,P) uniformly on compact
intervals of [0,∞). This convergence together with (2.20) and (2.31) implies (2.25).
Furthermore, as for each t ≥ 0,
{
J˜At [φ] : A ∈ Aρ′
}
converges to Mt[φ] in L
2 (Ω,F ,P),
then the net of characteristics functions {E
(
exp
(
iJ˜At [φ]
))
: A ∈ Aρ′} converges to the
characteristic function E (exp (iMt[φ])) of M . Then, (2.19) and (2.32) implies (2.24).
Finally, as M2(Φ′q) is metrizable (see Section 1.2.2), we can choose a subsequence
{J˜An : n ∈ N} that converges to M in M2(Φ′q). Then, {J˜An : n ∈ N} converges to M
in L2
(
Ω,F ,P; Φ′q
)
uniformly on compact intervals of [0,∞) and because each J˜An is
a Φ′q -valued Le´vy process, this implies that M is also a Φ′q -valued Le´vy process. This
last fact implies that M is also a Φ′β -valued Le´vy process. 
Notation 2.2.10. We will denote the process M = {Mt}t≥0 defined in Theorem 2.2.9
by
{∫
Bρ′ (1)
fN˜(t, df) : t ≥ 0
}
.
The following is a consequence of the fact that ν
∣∣
Bρ′ (1)c
∈ MbR(Φ′β) (see Section 2.2.1
and see Remark 2.2.2).
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Proposition 2.2.11. The Φ′β -valued process
{∫
Bρ′ (1)c
fN(t, df) : t ≥ 0
}
defined by∫
Bρ′ (1)c
fN(t, df)(ω)[φ] =
∑
0≤s≤t
∆Ls(ω)[φ]1Bρ′ (1)c (∆Ls(ω)) , ∀ω ∈ Ω, φ ∈ Φ. (2.34)
is a compound Poisson process. Moreover, ∀φ ∈ Φ, t ≥ 0,
E
(
exp
{
i
∫
Bρ′ (1)c
fN(t, df)[φ]
})
= exp
{
t
∫
Bρ′ (1)c
(
eif [φ] − 1
)
ν(df)
}
. (2.35)
Now, define the process Y = {Yt}t≥0 by
Yt = Lt −
∫
Bρ′ (1)c
fN(t, df), ∀ t ≥ 0. (2.36)
From Theorem 2.2.3(2) (that is still valid thanks to (2.23)), it follows that Y is a ca`dla`g
Le´vy process independent of
{∫
Bρ′ (1)c
fN(t, df) : t ≥ 0
}
. Moreover, from the definition
of the Poisson integral (2.34), for any 0 ≤ s < t ,
Yt − Ys = Lt − Ls −
∑
s<u≤t
∆Lu1Bρ′ (1)c (∆Lu) .
Therefore, supt≥0 ρ′(∆Yt(ω)) ≤ 1 for each ω ∈ Ω. This in particular implies that for
each φ ∈ Φ, the real-valued process Y [φ] satisfies, supt≥0 |∆Yt[φ](ω)| ≤ ρ(φ) <∞ for
each ω ∈ Ω, thus Y [φ] has bounded jumps and consequently Y has finite moments
to all orders (see Theorem 2.4.7 of Applebaum [3], p.118-9). Moreover, the stationary
increments of Y implies that for each φ ∈ Φ, the map t 7→ E (Yt[φ]) is additive and
measurable. Therefore, there exists some m ∈ Φ′β such that E (Yt[φ]) = tm[φ] , for all
φ ∈ Φ, t ≥ 0.
Now, consider the process Z = {Zt}t≥0 given by
Zt = Yt − tm, ∀ t ≥ 0. (2.37)
From the properties of Y and the definition of m , Z is a zero-mean ca`dla`g Le´vy process
with moments to all orders and with jumps satisfying supt≥0 ρ′(∆Zt(ω)) ≤ 1 for each
ω ∈ Ω.
Theorem 2.2.12. The Φ′β -valued stochastic process W = {Wt}t≥0 defined by
Wt = Zt −
∫
Bρ′ (1)
fN˜(t, df), ∀ t ≥ 0, (2.38)
is a Φ′β -valued Wiener process with mean-zero and covariance functional Q (as defined
in Theorem 2.1.13). Moreover, there exists a continuous Hilbertian semi-norm p on
Φ, Q ≤ p, such that iQ,p is Hilbert-Schmidt and W is a mean-zero Wiener process on
Φ′p .
Proof. Clearly W is ca`dla`g, has zero-mean and square moments. To prove it is a Le´vy
process, let Aρ′ be as defined in the proof of Theorem 2.2.9, and let {An}n∈N ⊆ Aρ′
be such that {J˜An : n ∈ N} converges to M in M2(Φ′q). Then, from an estimate
similar to (2.33) it follows that {Z − J˜An : n ∈ N} converges to Z −M in probability
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in Φ′β uniformly in compact intervals of [0,∞). By Theorem 2.2.3(2), (2.36), and
(2.37), Z − J˜An is a Φ′β -valued Le´vy process for each n ∈ N , and then it follows that
W := Z −M is a Φ′β -valued Le´vy process (Theorem 2.1.11).
Then, to conclude that W is a Wiener process, we just need to prove that it has a
continuous version as this imply that W is itself continuous (i.e. has an indistinguish-
able continuous version). From Theorem 1.2.22, all that we require is to show that for
any φ ∈ Φ, the real-valued process W [φ] = {Wt[φ]}t≥0 has a continuous version. We
proceed in a similar way as in the proof of Proposition 6.2 of Riedle and van Gaans
[90], who considered the Banach space case.
First, consider φ ∈ Φ such that ρ(φ) = 1. As Z[φ] defines a real-valued ca`dla`g Le´vy
process (see Lemma 2.1.5) it has a corresponding Le´vy-Itoˆ decomposition (see Theorem
2.4.16 of Applebaum [3], p.126) given by
Zt[φ] = bφt+ σ
2
φ(Wφ)t +
∫
{|y|≤1}
yN˜φ(t, dy) +
∫
{|y|>1}
yNφ(t, dy)
where bφ ∈ R , σ2φ ∈ R+ , Wφ is a standard real-valued Wiener process, Nφ is the
Poisson random measure of Z[φ] and N˜φ its compensated Poisson random measure.
All the random components of the decomposition are independent. For a set C ∈ B(R)
that is bounded below we have that
Nφ(t, C)(ω) =
∑
0≤s≤t
1C (∆Zs(ω)[φ]) =
∑
0≤s≤t
1Z(φ;C) (∆Zs(ω)) = NZ (t,Z(φ;C)) (ω),
where Z(φ;C) := {f ∈ Φ′ : f [φ] ∈ C} , and NZ denotes the Poisson random measure
associated to Z . Note that Z(φ;C) is a cylindrical set and consequently belongs to
B(Φ′β). Moreover, as C is bounded below in B(R), it follows that Z(φ;C) is bounded
below in B(Φ′β). To see why this is true, let piφ be given by (1.7). Then, by (1.8) and
the continuity of piφ it follows that Z(φ;C) = pi−1φ (C) ⊆ pi−1φ (C). Hence, if 0 ∈ Z(φ;C)
then 0 ∈ pi−1φ (C), and consequently 0 ∈ C . But this contradicts the fact that C is
bounded below. Therefore, Z(φ;C) is bounded below.
Now, let C = [−1, 1]c and D = {f ∈ Φ′ : |f [φ]| ≤ 1} . We then have that D = Z(φ;C)c
and because φ ∈ Bρ(1), it follows that Bρ′(1) ⊆ D . Now, because the jumps of Z
satisfy supt≥0 ρ′(∆Zt(ω)) ≤ 1 for each ω ∈ Ω, the support of NZ(t, ·) is in Bρ′(1) for
each t ≥ 0, and consequently the support of N˜Z(t, ·) is also in Bρ(1) for t ≥ 0. Since
Bρ′(1) ⊆ D , it follows that
∫
D
fN˜Z(t, df)[φ] =
∫
Bρ′ (1)
fN˜Z(t, df)[φ]+
∫
D\Bρ′ (1)
fN˜Z(t, df)[φ] =
∫
Bρ′ (1)
fN˜Z(t, df)[φ]
and ∫
Dc
fNZ(t, df)[φ] = 0.
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Moreover, N˜Z coincides with N˜ in Bρ′(1), so we have that
Zt[φ] = bφt+ σ
2
φ(Wφ)t +
∫
{|y|<1}
yN˜φ(t, dy) +
∫
{|y|≥1}
yNφ(t, dy)
= bφt+ σ
2
φ(Wφ)t +
∫
D
fN˜Z(t, df)[φ] +
∫
Dc
fNZ(t, df)[φ]
= bφt+ σ
2
φ(Wφ)t +
∫
Bρ′ (1)
fN˜Z(t, df)[φ]
= bφt+ σ
2
φ(Wφ)t +
∫
Bρ′ (1)
fN˜(t, df)[φ]
Now, taking expectations we obtain that for every t ≥ 0,
0 = EZt[φ] = bφt+ σ2xE ((Wx)t) + E
(∫
Bρ′ (1)
fN˜(t, df)[φ]
)
= bφt
consequently bφ = 0. We obtain Wt[φ] = Zt[φ]−
∫
Bρ′ (1)
fN˜(t, df)[φ] = σ2φ(Wφ)t and so
W [φ] has continuous sample paths. The same representation holds for arbitrary φ ∈ Φ,
as can be seen by replacing φ with φ/ρ(φ) in the argument just given. Therefore, W [φ]
is continuous for all φ ∈ Φ. Then, Theorem 1.2.22 implies that W has a continuous
version and therefore W is itself a continuous process. By definition this implies that
W is a Wiener process. The fact that it has mean-zero and covariance functional Q
follows from Theorem 2.1.13. Finally, the existence of a continuous Hilbertian semi-
norm p on Φ, Q ≤ p , such that iQ,p is Hilbert-Schmidt and W is a mean-zero Wiener
process on Φ′p is a consequence of Theorem 1.2.25 and (2.3). 
We are ready for the main result of this section.
Theorem 2.2.13 (Le´vy-Itoˆ decomposition). Let L = {Lt}t≥0 be a Φ′β -valued Le´vy
process. Then, for each t ≥ 0 it has the following representation
Lt = tm+Wt +
∫
Bρ′ (1)
fN˜(t, df) +
∫
Bρ′ (1)c
fN(t, df) (2.39)
where
(1) m ∈ Φ′β ,
(2) ρ is a continuous Hilbertian semi-norm on Φ such that the Le´vy measure ν of L
satisfies (2.23) and Bρ′(1) := {f ∈ Φ′β : ρ′(f) ≤ 1} is a compact, convex, balanced
subset of Φ′β ,
(3)
{∫
Bρ′ (1)c
fN(t, df) : t ≥ 0
}
is a compound Poisson process with characteristic func-
tion given by (2.35),
(4) {Wt}t≥0 is a Φ′β -valued mean zero Wiener process with covariance functional Q,
(5)
{∫
Bρ′ (1)
fN˜(t, df) : t ≥ 0
}
is a Φ′β -valued zero-mean, square integrable, ca`dla`g Le´vy
process with characteristic function given by (2.24) and second moments given by
(2.25).
All the random components of the decomposition (2.39) are independent.
Moreover, there exists a continuous Hilbertian semi-norm q on Φ, with ρ ≤ q and
Q ≤ q , such that the inclusions iρ,q and iQ,q are Hilbert-Schmidt, and such that W is
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a Φ′q -valued zero-mean Wiener process and
{∫
Bρ′ (1)
fN˜(t, df) : t ≥ 0
}
is a Φ′q -valued
zero-mean, square integrable, ca`dla`g Le´vy process.
Proof. The decomposition (2.39) and the properties of its components follows from
Theorems 2.2.9 and 2.2.12, Proposition 2.2.11, (2.36) and (2.37). Now we prove the
independence of the components in (2.39).
For any φ1, . . . , φn ∈ Φ, by considering the Le´vy-Itoˆ decomposition of the Rn -valued
Le´vy process {(Lt[φ1], . . . , Lt[φn])}t≥0 , it follows that the Rn -valued processes
{(Wt[φ1], . . . ,Wt[φn])}t≥0 ,
{(∫
Bρ′ (1)
fN˜(t, df)[φ1], . . . ,
∫
Bρ′ (1)
fN˜(t, df)[φn]
)
: t ≥ 0
}
,
and
{(∫
Bρ′ (1)c
fN(t, df)[φ1], . . . ,
∫
Bρ′ (1)c
fN(t, df)[φn]
)
: t ≥ 0
}
are independent. Then,
Proposition 1.2.16 shows that the processes {Wt}t≥0 ,
{∫
Bρ′ (1)
fN˜(t, df) : t ≥ 0
}
and{∫
Bρ′ (1)
fN(t, df) : t ≥ 0
}
are independent. 
As an important by-product of the Le´vy-Itoˆ decomposition and more specifically of
its proof, we obtain a Le´vy-Khintchine theorem for the characteristic function of any
Φ′β -valued Le´vy process.
Theorem 2.2.14 (Le´vy-Khintchine theorem for Φ′β -valued Le´vy processes).
(1) If L = {Lt}t≥0 is a Φ′β -valued Le´vy process, there exist m ∈ Φ′β , a continuous
Hilbertian semi-norm Q on Φ, a Le´vy measure ν on Φ′β and a continuous Hilber-
tian semi-norm ρ on Φ such that ν satisfies (2.23); such that for each t ≥ 0,
φ ∈ Φ,
E
(
eiLt[φ]
)
= etη(φ), with
η(φ) = im[φ]− 1
2
Q(φ)2 +
∫
Φ′β
(
eif [φ] − 1− if [φ]1Bρ′ (1) (f)
)
ν(df).
(2.40)
(2) Conversely, let m ∈ Φ′β , Q be a continuous Hilbertian semi-norm on Φ, and ν be a
Le´vy measure on Φ′β satisfying (2.23) for a continuous Hilbertian semi-norm ρ on
Φ. There exists a Φ′β -valued Le´vy process L = {Lt}t≥0 , unique up to equivalence
in distribution, whose characteristic function is given by (2.40).
Proof. If L is a Φ′β -valued Le´vy process then (2.40) follows from the independence
of the random components of the decomposition (2.39), (2.4) (recall here that W has
mean zero and covariance functional Q), (2.24) and (2.35).
For the converse, let ν be a Le´vy measure on Φ′β with a continuous Hilbertian semi-
norm ρ on Φ satisfying (2.23). As ν is σ -finite (Theorem 2.2.6), there exist a stationary
Poisson point processes p = {p(t)}t≥0 on (Φ′β,B(Φ′β)) with associated Poisson random
measure R , p and R unique up to equivalence in distribution, such that ν is the
intensity measure of p (see Theorem 9.1, Chapter 1 of Ikeda and Watanabe [40] p.44.
See also Proposition 19.4 of Sato [91] p.122).
Note that in the proof of Theorem 2.2.9, we only used the fact that the Le´vy measure
ν of a Le´vy process L satisfies (2.21), and that the Poisson integral with respect to the
Poisson random measure N of L exists and satisfies the properties given in Section
2.2.1. Since we can define Poisson integrals with respect to the Poisson measure R
of ν satisfying the same properties as the Poisson integral defined in Section 2.2.1
(see Proposition 19.4 of Sato [91] p.123), and ν satisfies (2.21), we can replicate the
arguments in the proof of Theorem 2.2.9 to conclude that there exist a Φ′β -valued
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Le´vy process M˜ = {M˜t}t≥0 , with characteristic function given by (2.24) (with N
replaced by R). Similarly, the compound Poisson process J˜ = {J˜t}t≥0 , given by
J˜t =
∫
Bρ′ (1)
fR(t, df) as given in (2.34) (with N replaced by R) exists and satisfies
(2.35). The processes M˜ and J˜ are independent and are uniquely determined up to
equivalence in distribution by ν and ρ (and hence by R and p).
Moreover, from Theorem 2.1.14, there exists a Φ′β -valued Wiener process W˜ = {W˜t}t≥0 ,
unique up to equivalence in distribution, such that m and Q are the mean and the
covariance functional of W˜ respectively. Hence, W has characteristic function given
by (2.4). We can assume without loss of generality that W˜ and R are independent.
Therefore, W˜ , M˜ and J˜ are independent Φ′β -valued Le´vy process. Hence, if we define
L = {Lt}t≥0 , where for each t ≥ 0,
Lt = W˜t + M˜t + J˜t
then L is an Φ′β -valued Le´vy process (Theorem 2.1.11), it is unique up to equivalence
in distribution, and for each t ≥ 0, Lt has characteristic function given by (2.40). 
Definition 2.2.15. If L is an Φ′β -valued Le´vy process where for each t ≥ 0, Lt has
characteristic function (2.40), then the members of the array (m,Q, ν, ρ) are called
characteristics of the Le´vy process L .
In view of Theorem 2.2.14(2), the characteristics determine uniquely (up to equivalence
in distribution) the Le´vy process L .
To finish this section we briefly mention the connection of the result obtained in
Theorem 2.2.14 with the study of infinitely divisible measures on Φ′β . A measure
µ ∈M1R(Φ′β) is called infinitely divisible if for every n ∈ N there exist a n-th root
of µ , i.e. a measure µn ∈ M1R(Φ′β) such that µ = µn ∗ · · · ∗ µn (n-times). The fol-
lowing result establish the connection between Φ′β -valued Le´vy processes and infinitely
divisible measures on Φ′β . We do not include here a proof of this result but we would
like to point out that the proof can be carried out using similar arguments to those
used in the proof of Theorem 7.10 of Sato [91] p.35, and it is based on the connec-
tion of infinitely divisible measures and (continuous) convolution semigroups of Radon
probability measures on Φ′β (see Lemme 13 of Tortrat [97]).
Theorem 2.2.16. (1) If L = {Lt}t≥0 is an Φ′β -valued Le´vy process, then µLt is
infinitely divisible for all t ≥ 0.
(2) Conversely, if µ is an infinitely divisible measure on Φ′β , there exist some Φ
′
β -
valued Le´vy process L = {Lt}t≥0 such that µL1 = µ.
From Theorems 2.2.14 and 2.2.16 we can provide a “probabilistic proof” of the following
very important result proved by Dettweiler in [23] (see Satz 2.5, Chapter 1).
Theorem 2.2.17 (Le´vy-Khintchine formula). A measure µ ∈ M1R(Φ′β) is infinitely
divisible if and only if there exists m ∈ Φ′β , a continuous Hilbertian semi-norm Q on
Φ, a Le´vy measure ν on Φ′β and a continuous Hilbertian semi-norm ρ on Φ such that
ν satisfies (2.23); i.e. the characteristic function of µ satisfies the following formula
for every φ ∈ Φ:
µ̂(φ) = exp
[
im[φ]− 1
2
Q(φ, φ) +
∫
Φ′β
(
eif [φ] − 1− if [φ]1Bρ′ (1) (f)
)
ν(df)
]
.
where Q and ν are uniquely determined by µ and m is also determined by ρ.
Chapter 3
Stochastic Integration in Duals of
Nuclear Spaces
Let Φ and Ψ be nuclear spaces. The aim of this chapter is to introduce a new theory
of stochastic integration of operator-valued processes with domain in Φ′β and range in
Ψ′β , with respect to a class of cylindrical martingale-valued measures on Φ
′ .
Stochastic integration in the dual of a nuclear space has been considered by many au-
thors, using various approaches. For example, in [103] U¨stu¨nel defined weak stochastic
integrals for Φ-valued processes with respect to semimartingales defined in the dual of
a complete, bornological nuclear space Φ whose strong dual Φ′β is also nuclear. An
extension of the work of U¨stu¨nel to Φ′β -valued stochastic integrals was carried out by
Brooks and Kozinski [18]. Assuming the same conditions on the space Ψ, Korezlioglu
and Marthias [61] introduced a theory of strong stochastic integration of operator-
valued processes with respect to Φ′β -valued square integrable martingales.
Many other authors also introduced stochastic integrals in the case where the space Φ is
nuclear and Fre´chet. For example, stochastic integrals for operator-valued processes on
Φ′β with respect to Φ
′
β -valued Wiener processes have been considered by Pe´rez-Abreu
[80] and Ding [26]. Stochastic integrals with respect to Φ′β -valued martingale measures
were studied by Xie [117]. Also, stochastic integrals with respect to Poisson random
measures have been used as driving the noise of a stochastic differential equation, see
for example Kallianpur and Wolper [53] and Kallianpur and Xiong [54]. Also, Wu [114]
used nonstandard analysis to define a hyperfinite representation of stochastic integrals
for operator-valued processes with respect to a Wiener process in the space D′ of
distributions.
On the other hand, assuming only that Φ is nuclear and Ψ is a multi-Hilbertian space
(that is a locally convex space generated by a family of separable semi-norms), in [42]
and [43], Itoˆ introduced a theory of stochastic integration with respect to Wiener process
of operator-valued processes which map Φ′β into Ψ
′
β . This theory was later simplified
by Bojdecki and Jakubowski in [12] and extended in [13] (see also [14], [45]) to the case
where the integrator belongs to some classes of Gaussian processes with independent
increments (also called inhomogeneous or generalized Wiener processes). Compared
with the previous works, the stochastic integration developed in [13] is currently the
theory that works under the most general conditions regarding both the integrator and
the class of integrands.
However, in all the works cited above the stochastic integral was constructed by means
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to similar arguments to those used in the theory of stochastic integration in Hilbert
spaces, either by using the fact that the integrator has a version taking values in a
Hilbert space contained in the dual of the nuclear space, or by assuming that the in-
tegrands takes values in such a Hilbert space. Furthermore, no stochastic integration
theory has been developed to cover the case of integration for operator-valued pro-
cesses with respect to general Le´vy processes. It is because of this that the main goal
of this chapter is to cover the Le´vy case, and also the more general case of cylindri-
cal martingale-valued noise. In Chapter 4 we will apply this theory to the study of
stochastic partial differential equations in the dual of a nuclear space.
In particular, our theory of stochastic integration extends the theory of Bojdecki and
Jakubowski in two directions. The first is that our class of cylindrical martingale-valued
measures generalizes the class of integrators in [13]. The second is that our stochastic
integrals are defined for a more general class of integrands. Here it is important to re-
mark that with respect to the theory in [13] we have imposed the additional assumption
that the space Ψ is ultrabornological. This assumption is not very restrictive as many
of the most important examples of nuclear spaces satisfy it (e.g. see the examples in
Section 1.1.6.1). Indeed this assumption has been used by Jakubowski in later appli-
cations of the stochastic integral defined in [13] to the study of stochastic differential
equations (see [45], [46], [47]). We hope that this hypothesis could be weakened in
further developments of the theory.
The chapter is divided into three sections. In the first we introduce the class of
cylindrical martingale-valued measures that will serve as integrators. Our cylindrical-
martingale valued measures are defined on B(R+)×R , where R is a ring generating the
Borel σ -algebra of a topological space U . This later will be called the “jumps space”.
The covariance of our cylindrical martingale-valued measures is determined by some
family of continuous Hilbertian semi-norms {qr,u}r≥0,u∈U defined on Φ. In particular,
the square integrable part of the Le´vy-Itoˆ decomposition of a Ψ′β -valued Le´vy process
defines a cylindrical martingale-valued measure having this covariance structure.
In the second section we develop the theory of weak stochastic integration. In this
theory, the integrands are families of random variables X = {X(r, u) : r ≥ 0, u ∈ U}
taking values in a family of Hilbert spaces determined by the semi-norms {qr,u}r,u .
The weak stochastic integral is then a mapping that assigns to each of these families a
real-valued martingale that we will call the weak stochastic integral of the family.
The third section is devoted to developing the theory of strong stochastic integration.
Contrary to the case of weak stochastic integration, for the strong stochastic integration
the class of integrands are families R = {R(r, u) : r ≥ 0, u ∈ U} of operator-valued
random variables taking values in Ψ′β , with domains being a subspace of Φ
′
β depending
on both r and u . The strong integral mapping will assign to each of these families
a Ψ′β -valued martingale that we will call the strong stochastic integral of the family.
What is quite specific to our theory of strong stochastic integration is that the weak
integral will serve as a building block for the construction of the strong integral by
means of the use of the regularization theorems of Section 1.2.1. Applications to the
definition of stochastic integrals with respect to Φ′β -valued Le´vy process will be given.
§ 3.1 Cylindrical Martingale-Valued Measures
Assumption 3.1.1. Throughout this chapter Φ is a locally convex space and Ψ is a
quasi-complete, bornological, nuclear space, both defined over R.
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In this section we introduce the concept of cylindrical martingale-valued measures on
Φ′ . We will follow a definition similar to the one introduced by Applebaum in [2] and
Riedle and van Gaans [90] for the cases of a martingale-valued measures defined on
separable Hilbert and Banach spaces respectively.
Definition 3.1.2. Let U be a topological space and consider a ring R ⊆ B(U) that
generates B(U). A cylindrical martingale-valued measure on R+ × R is a col-
lection M = (M(t, A) : t ≥ 0, A ∈ R) of cylindrical random variables on Φ′ such
that:
(1) ∀A ∈ R , M(0, A)(φ) = 0 P-a.s., ∀φ ∈ Φ.
(2) ∀t ≥ 0, M(t, ∅)(φ) = 0 P-a.s. ∀φ ∈ Φ and if A,B ∈ R are disjoint then
M(t, A ∪B)(φ) = M(t, A)(φ) +M(t, B)(φ)P-a.s., ∀φ ∈ Φ.
(3) ∀A ∈ R , (M(t, A) : t ≥ 0) is a zero-mean square integrable ca`dla`g cylindrical
martingale.
(4) For disjoint A,B ∈ R , E (M(t, A)(φ)M(s,B)(ϕ)) = 0, for each t, s ≥ 0, φ, ϕ ∈ Φ.
Moreover, we say that M has independent increments if whenever 0 ≤ s ≤ t ,
M((s, t], A)(φ) := (M(t, A)−M(s,A))(φ) is independent of Fs , for all A ∈ R , φ ∈ Φ.
Now, in order to construct stochastic integrals with respect to the cylindrical martingale-
valued measure M , we will need to impose some conditions on it. More specifically,
we are interested in cylindrical martingale-valued measures whose covariance structure
satisfies the properties listed below.
Definition 3.1.3. A cylindrical martingale-valued measure M on R+ ×A with inde-
pendent increments is said to be nuclear if for each A ∈ R and 0 ≤ s < t ,
E
(
|M((s, t], A)(φ)|2
)
=
∫ t
s
∫
A
qr,u(φ)
2µ(du)λ(dr), ∀φ ∈ Φ. (3.1)
where
(1) µ is a σ -finite measure on (U,B(U)) satisfying µ(A) <∞ , ∀A ∈ R ,
(2) λ is a σ -finite measure on (R+,B(R+)), finite on bounded intervals,
(3) {qr,u : r ∈ R+, u ∈ U} is a family of continuous Hilbertian semi-norms on Φ, such
that the map (r, u) 7→ qr,u(φ, ϕ) is B(R+) ⊗ B(U)/B(R+)-measurable for each φ ,
ϕ in Φ. Here, qr,u(·, ·) denotes the positive, symmetric, bilinear form associated
to the Hilbertian semi-norm qr,u .
To the extent of our knowledge, the concept of nuclear cylindrical martingale-valued
measures introduced above has never been used in the literature. The next examples
shows that it generalizes some other classes of Φ′β -valued processes.
Example 3.1.4. Let Φ be a nuclear space. The following class of Φ′β -valued processes
was studied by Bojdecki and Gorostiza in [9] (for Φ = S ′(Rd)) and was used by Bojdecki
and Jakubowski in [12] as integrators for their stochastic integrals.
A Φ′β -valued continuous zero-mean Gaussian process W = {Wt}t≥0 is called a gener-
alized Wiener process if
(1) W is {Ft}-adapted,
(2) Wt −Ws is independent of Fs , for 0 ≤ s ≤ t ,
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(3)
E (Wt[φ]Ws[ϕ]) =
∫ t∧s
0
qr(φ, ϕ)dr, ∀ t, s ∈ R+, φ ∈ Φ. (3.2)
where {qr : r ∈ R+} is a family of continuous Hilbertian semi-norms on Φ, such that
the map r 7→ qr(φ, ϕ) is Borel measurable and bounded on finite intervals, for each φ ,
ϕ in Φ. As in Definition 3.1.3, qr(·, ·) denotes the positive, symmetric, bilinear form
associated to the Hilbertian semi-norm qr .
One can easily note from Theorem 2.1.13 that any Φ′β -valued Wiener process W is a
generalized Wiener process and that if Q is the covariance functional of W , one has
(3.2) with qr = Q , for all r ∈ R+ .
Is easy to see from the definition of W and from Definition 3.1.3 that if we take M
given by
M(t, A) = Wtδ0(A), ∀ t ∈ R+, A ∈ B({0}), (3.3)
then M defines a cylindrical martingale-valued measure with independent increments.
Moreover, for each 0 ≤ s ≤ t , we have:
E
(
|M((s, t], {0})[φ]|2
)
=
∫ t
s
qr(φ)
2dr, ∀φ ∈ Φ. (3.4)
Now, with respect to the notation in Definition 3.1.3 we have:
• U = {0} , R = B({0}) and µ = δ0 .
• λ = Leb, where Leb is the Lebesgue measure on (R+,B(R+)).
• qr,0 = qr , where {qr : r ∈ R+} is a family of continuous Hilbertian semi-norms on Φ
satisfying the properties given above in Definition 3.1.3(3).
From this and (3.2) is clear that all the conditions in Definition 3.1.3 are satisfied.
Hence, any generalized Wiener process gives rise to a nuclear martingale-valued mea-
sure.
Example 3.1.5. Let Φ be a complete, barrelled nuclear space. Let L be a Φ′β -valued
Le´vy process with Le´vy measure ν and Poisson random measure N . Let ρ be a
continuous Hilbertian semi-norm on Φ such that the Le´vy measure ν of L satisfies
(see (2.23)): ∫
Bρ′ (1)
|f [φ]|2 ν(df) <∞, ∀φ ∈ Φ. (3.5)
where recall that Bρ′(1) = {f ∈ Φ′β : ρ′(f) ≤ 1} is a compact, convex, balanced subset
of Φ′β .
Let U = Bρ′(1) and R = {A ∈ B(Bρ′(1)) : 0 /∈ A} . Then, R is the ring of subsets of
Bρ′(1) that are bounded below. Let M be given by
M(t, A) =
∫
A
fN˜(t, df), for t ≥ 0, A ∈ R. (3.6)
From (3.5) it follows that for each A ∈ R the compensated Poisson integral in the
right hand side of (3.6) is a square integrable compensated compound Poisson process.
Hence, for each fixed A ∈ A , {M(t, A)}t≥0 is a zero-mean square integrable Le´vy
process and therefore M satisfies Definition 3.1.2(3).
Moreover, the properties of Poisson integrals (see Section 2.2.1) shows that M indeed
satisfies all the other properties listed in Definition 3.1.2. Therefore, M is a Φ′β -valued
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martingale-valued measure with independent increments. We proceed to prove it is
also nuclear.
To do this, note that from the second moments of the Poisson integrals (2.20) and (3.6),
for each 0 ≤ s ≤ t , A ∈ R we have:
E
(
|M((s, t], A)[φ]|2
)
= (t− s)
∫
A
|f [φ]|2 ν(df)dr, ∀φ ∈ Φ. (3.7)
With respect to the notation in Definition 3.1.3 we take:
• µ = ν∣∣
Bρ′ (1)
.
• λ = Leb, where Leb is the Lebesgue measure on (R+,B(R+)).
• {qr,f : r ∈ R+, f ∈ Bρ′(1)} is such that qr,f = qf , for each r ∈ R+ and f ∈ Bρ′(1),
where:
qf (φ) = |f [φ]| , ∀φ ∈ Φ. (3.8)
Now we proceed to verify that the conditions in Definition 3.1.3 are satisfied with the
above choose of µ , λ and {qf}f∈U .
First, is well-known that the Lebesgue measure is finite in every bounded interval. Now,
we know from Section 2.2.1 that ν is a σ -finite measure on B(Φ′β) satisfying ν(A) <∞ ,
for every A ⊆ A (recall that A is the ring of subsets of Φ′β that are bounded below).
Hence, it follows that µ is σ -finite on B(U) and moreover µ(A) <∞ , for every A ∈ R .
Now, for every f ∈ U , is clear that qf is a continuous semi-norm on Φ. To prove that it
is Hilbertian, note that Qf : Φ×Φ→ R , given by Qf (φ, ϕ) = f [φ]f [ϕ] , for all φ, ϕ ∈ Φ
is a positive, symmetric bilinear form on Φ×Φ and that one has qf (φ) = Qf (φ, φ)1/2 ,
for each φ ∈ Φ.
Moreover, for each φ , ϕ in Φ the map f → Qf (φ, ϕ) is continuous on U and hence
from (3.8) one can conclude that f → qf (φ, ϕ) is B(U)/B(R+)-measurable.
To comply with the notation of Definition 3.1.3 we can take {qr,f : r ∈ R+, f ∈ U} to
be such that qr,f := qf , for each r ∈ R+ , f ∈ U . Hence, all the conditions in Definition
3.1.3 are satisfied and therefore M is nuclear.
We can obtain new cylindrical martingale-valued measures from old ones by mean of
the following concept of independence.
Definition 3.1.6. Let N1 , N2 be two cylindrical martingale-valued measures on R+×
R . We say that N1 and N2 are independent if for all A,B ∈ R and all φ , ϕ ∈ Φ,
the real valued processes {N1(t, A)(φ)}t∈[0,T ] and {N2(t, B)(ϕ)}t≥0 are independent.
Proposition 3.1.7. Let N1 , N2 be two independent cylindrical martingale-valued mea-
sures on R+ ×R. Let M = (M(t, A) : r ≥ 0, A ∈ R) be given by the prescription:
M(t, A) := N1(t, A) +N2(t, A), ∀ t ∈ R+, A ∈ R. (3.9)
Then, M is a cylindrical martingale-valued measure on R+ ×R.
Moreover, if N1 and N2 are nuclear, each with covariance structure as in (3.1) deter-
mined by the family {pjr,u}r,u of continuous Hilbertian semi-norms on Φ and measures
λj = λ, µj = µ, for j = 1, 2, all of them satisfying the conditions given in Definition
3.1.3, then M is also nuclear, with covariance structure determined by λ, µ and the
family of continuous Hilbertian semi-norms {qr,u}r,u satisfying:
qr,u(φ)
2 = p1r,u(φ)
2 + p2r,u(φ)
2, ∀ r ≥ 0, u ∈ U, φ ∈ Φ. (3.10)
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Proof. Is easy to see from (3.9) that M satisfies properties (1)-(3) of Definition 3.1.2.
Moreover, property (4) of Definition 3.1.2 follows from a simple calculation and the
corresponding property of N1 and N2 , together with the fact that they are independent
and the fact that the martingales they define have zero mean (Definition 3.1.2(2)).
Hence, M is a cylindrical martingale-valued measure on R+ ×R .
Now, assume Nj is nuclear with {pjr,u}r,u , λj and µj satisfying the properties given in
the assumptions of the proposition, for j = 1, 2. For each r ≥ 0, u ∈ U , it is clear from
the fact that each of the semi-norms p1r,u and p
2
r,u are continuous and Hilbertian (see
Definition 3.1.3(3)) that each qr,u satisfying (3.10) is a continuous Hilbertian semi-norm
on Φ. Moreover, (3.10) and the parallelogram law implies that:
qr,u(φ, ϕ) = p
1
r,u(φ, ϕ) + p
2
r,u(φ, ϕ), ∀φ, ϕ ∈ Φ.
This, and the corresponding properties of {p1r,u}r,u and {p2r,u}r,u imply that the map
(r, u) 7→ qr,u(φ, ϕ) is B(R+)⊗B(U)/B(R+)-measurable for each φ , ϕ in Φ. Thus, the
family of semi-norms {qr,u}r,u satisfies Definition 3.1.3(3).
Now we proceed to prove that M is nuclear. Let A ∈ R , 0 ≤ s < t and φ ∈ Φ be
arbitrary but fixed. Note that the independence of N1 and N2 , and the fact that the
martingales they define have zero mean implies that
E (N1((s, t], A)[φ]N2((s, t], A)[φ]) = E (N1((s, t], A)[φ])E (N2((s, t], A)[φ]) = 0.
Hence, from (3.1) applied to each Nj , (3.9), (3.10), and the above, we have that
E
(
|M((s, t], A)[φ]|2
)
= E
(
|N1((s, t], A)[φ] +N2((s, t], A)[φ]|2
)
= E
(
|N1((s, t], A)[φ]|2
)
+ E
(
|N2((s, t], A)[φ]|2
)
+2E (N1((s, t], A)[φ]N2((s, t], A)[φ])
=
∫ t
s
∫
A
p1r,u(φ)
2µ(du)λ(dr) +
∫ t
s
∫
A
p2r,u(φ)
2µ(du)λ(dr)
=
∫ t
s
∫
A
qr,u(φ)
2µ(du)λ(dr)
Thus, M is nuclear. 
As an application of the above result, we have the following example that relates our
concept of cylindrical nuclear martingale-valued measures to square integrable Le´vy
processes.
Example 3.1.8. Let Φ be a complete, barrelled nuclear space. Let L be a Φ′β -valued
Le´vy process with Le´vy-Itoˆ decomposition given by (2.39). Hence, W is a Φ′β -valued
Wiener process with covariance functional Q , N is the Poisson random measure of L ,
ν is the Levy measure of L and ρ is a continuous Hilbertian semi-norm on Φ such
that the Le´vy measure ν of L satisfies (2.23). Note that (2.23) implies (3.5).
Let U = Bρ′(1), R = {A ∈ B(Bρ′(1)) : 0 /∈ A} ∪ {0} , and M = (M(t, A) : r ≥ 0, A ∈
R) be given by
M(t, A) = Wtδ0(A) +
∫
A\{0}
fN˜(t, df), for t ≥ 0, A ∈ R. (3.11)
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As for every A ∈ R , the Wiener process W is independent of the compound Poisson
integral
{∫
A\{0} fN˜(t, df) : t ≥ 0
}
, then the nuclear cylindrical martingale-valued mea-
sures defined in Example 3.1.4 (for the Wiener case) and Example 3.1.5 are independent
in the sense of Definition 3.1.6. Therefore, it follows from Proposition 3.1.7 that M
defined in (3.11) is also a nuclear cylindrical martingale-valued measures. Moreover,
for each 0 ≤ s ≤ t , A ∈ R ,
E
(
|M((s, t], A)[φ]|2
)
= (t− s)
[
Q(φ)2 +
∫
A\{0}
|f [φ]|2 ν(df)
]
, ∀φ ∈ Φ. (3.12)
In particular, with respect to the notation in Definition 3.1.3 we have:
• µ = δ0 + ν
∣∣
Bρ′ (1)
.
• λ = Leb, where Leb is the Lebesgue measure on (R+,B(R+)).
• {qr,f : r ∈ R+, f ∈ Bρ′(1)} is such that qr,f = qf , for each r ∈ R+ and f ∈ Bρ′(1),
where:
qf (φ) =
{
Q(φ), if f = 0,
|f [φ]| , if f ∈ Bρ′(1) \ {0}.
(3.13)
We will call M defined in (3.11) a Le´vy martingale-valued measure.
Additionally to the properties of the family of semi-norms {qr,u : r ∈ R+, u ∈ U} given
in Definition 3.1.3, we will assume they satisfy the following:
Assumption 3.1.9. For each T > 0 there exists a countable subset D of Φ that is
dense in Φqr,u for each r ∈ [0, T ], u ∈ U .
Sufficient conditions for the validity of the above assumption are given below:
Proposition 3.1.10. Suppose that either of the following conditions is satisfied:
(1) Φ is separable,
(2) Φ is barrelled and for all T > 0 the mapping (r, u) 7→ qr,u(φ) is bounded on
[0, T ]× U .
Then, Assumption 3.1.9 is satisfied.
The proof of (1) is an immediate consequence of the fact that by definition Φ is dense
in each Φqr,u (see Section 1.1.1). For a proof of (2) see Theorem 4.2 of Bojdecki and
Jakubowski [12].
Remark 3.1.11. The nuclear cylindrical martingale-valued measures defined in Exam-
ple 3.1.4 (assuming Φ barreled) and Example 3.1.8 satisfy the conditions of Proposition
3.1.10(2) and hence they satisfy the Assumption 3.1.9.
For the next result we need the definition of the predictable σ -algebra. Let Ω∞ =
[0,∞) × Ω, and denote by P∞ the σ -algebra generated by the subsets of Ω∞ of the
form:
]s, t]× F, 0 ≤ s < t <∞, F ∈ Fs, and {0} × F, F ∈ F0
P∞ is called the predictable σ -algebra and its elements are predictable sets. For
any T > 0, the restriction of the σ -algebra P∞ to [0, T ]× Ω will be denoted by PT .
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Proposition 3.1.12. Let {qr,u} satisfy Assumption 3.1.9. Let the functions (r, ω, u) 7→
f(r, ω, u) ∈ Φqr,u and (r, ω, u) 7→ g(r, ω, u) ∈ Φqr,u be such that for each φ ∈ Φ,
the functions (r, u, ω) 7→ qr,u(f(r, ω, u), φ) and (r, ω, u) 7→ qr,u(g(r, ω, u), φ) are PT ⊗
B(U)/B(R+)-measurable. Then, the function (r, ω, u) 7→ qr,u(f(r, ω, u), g(r, ω, u)) is
PT ⊗ B(U)/B(R+)-measurable.
The proof of the above proposition follows from the same arguments to those in the
proof of Proposition 1.8 of Bojdecki and Jakubowski [13].
Notation 3.1.13. Throughout this chapter and unless otherwise stated, M will denote
a nuclear cylindrical martingale valued measure on R+×R and satisfying (3.1) for µ ,
λ and {qr,u} as in Definition 3.1.3. Also, the family of semi-norms {qr,u} satisfy
Assumption 3.1.9. Furthermore we consider some T > 0 arbitrary but fixed.
§ 3.2 The Weak Stochastic Integral
In this section we construct and study the basic properties of the weak stochastic
integral. The integral will be defined by following an Itoˆ approach, that is, we first
define the integral for a class of simple integrands and then we extend it to a larger class
of integrands with finite second moments by means of an isometry. A further extension
for integrands with almost sure finite moments will be given. Also a stochastic Fubini
theorem will be proven.
3.2.1 The Weak Stochastic Integral for Integrands with Square
Moments
We start by introducing the space of integrands. Recall that Φ is only assumed to be
a locally convex space.
Definition 3.2.1. Let Λ2w(M ;T ) denote the collection (of equivalence classes) of fam-
ilies X = {X(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} of Hilbert space-valued maps satisfying
the following conditions:
(1) X(r, ω, u) ∈ Φqr,u , for all r ∈ [0, T ] , ω ∈ Ω, u ∈ U ,
(2) X is qr,u -predictable, i.e. for each φ ∈ Φ, the mapping [0, T ] × Ω × U → R+
given by (r, ω, u) 7→ qr,u(X(r, ω, u), φ) is PT ⊗ B(U)-measurable.
(3)
E
∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) <∞. (3.14)
Remark 3.2.2. Note that the integrand in (3.14) is well defined. This because if X
satisfies conditions (1) and (2) of Definition 3.2.1, then Proposition 3.1.12 guaranties
that the map (r, ω, u) 7→ qr,u(X(r, ω, u))2 = qr,u(X(r, ω, u), X(r, ω, u)) is PT ⊗ B(U)-
measurable.
In view of (3.14), we can define the inner product 〈· , ·〉w,M ;T on Λ2w(M ;T ) by:
〈X , Y 〉w,M ;T = E
∫ T
0
∫
U
qr,u(X(r, u), Y (r, u))µ(du)λ(dr), (3.15)
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for each X , Y ∈ Λ2w(M ;T ) and the corresponding norm ||·||w,M ;T is given by
||X||2w,M ;T = E
∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr), (3.16)
for each X ∈ Λ2w(M ;T ).
When there is no necessity to give emphasis to the dependence of the space Λ2w(M ;T )
with respect to M , we will denote Λ2w(M ;T ), 〈· , ·〉w,M ;T and ||·||w,M ;T by Λ2w(T ),
〈· , ·〉w,T , and ||·||w,T respectively. We will keep using the shorter notation for the
remainder of this section.
With some minor changes, the proof of the following proposition can be carried out
following similar arguments to those in the proof of Proposition 2.4 of Bojdecki and
Jakubowski [13].
Proposition 3.2.3. Λ2w(T ) equipped with the inner product 〈· , ·〉w,T is a Hilbert space.
Now, we define a class of simple families of random variables contained in Λ2w(T ).
Definition 3.2.4. Let Sw(T ) be the collection of all the families X = {X(r, ω, u) :
r ∈ [0, T ], ω ∈ Ω, u ∈ U} of Hilbert space valued maps of the form:
X(r, ω, u) =
n∑
i=1
m∑
j=1
1]sj ,tj ] (r)1Fj (ω)1Ai (u) iqr,uφi,j , (3.17)
for all r ∈ [0, T ] , ω ∈ Ω, u ∈ U , where m , n ∈ N , and for i = 1, . . . , n , j = 1, . . . ,m ,
0 ≤ sj < tj ≤ T , Fj ∈ Fsj , Ai ∈ R and φi,j ∈ Φ. Moreover, recall that for each
r ∈ [0, T ] , u ∈ U , iqr,u : Φ→ Φqr,u is the canonical inclusion.
It is clear that Sw(T ) is a vector space. We will show that it is a subspace of Λ2w(T ).
Let X ∈ Sw(T ) be given by (3.17). We will assume without loss of generality that it
additionally satisfies:
for k 6= j, ]sk, tk]∩ ]sj , tj ] 6= ∅ ⇒ ]sk, tk] = ]sj , tj ] and Fk ∩ Fj = ∅. (3.18)
It is clear from the simple form of X that it satisfies properties (1) and (2) of Definition
3.2.1. Moreover, note that from (3.1), (3.17) and (3.18), we have that
||X||2w,T = E
∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) (3.19)
=
n∑
i=1
m∑
j=1
P(Fj)
∫ tj
sj
∫
Ai
qr,u(φi,j)
2µ(du)λ(dr)
=
n∑
i=1
m∑
j=1
P(Fj)E
(
|M((sj , tj ], Ai)(φi,j)|2
)
<∞.
Note that in the above calculation we use the simple fact that for every r ∈ [0, T ] ,
u ∈ U , qr,u(iqr,uφ) = qr,u(φ), for every φ ∈ Φ.
Therefore Sw(T ) is a subspace of Λ2w(T ). Our next objective is to show that Sw(T ) is
dense in Λ2w(T ). This is carried out in the next proposition.
Proposition 3.2.5. Sw(T ) is dense in Λ
2
w(T ).
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Proof. Let Cw(T ) be the collection of all families of Hilbert space valued maps Y =
{Y (r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} of the simple form
Y (r, ω, u) = 1]s,t] (r)1F (ω)1A (u) iqr,uφ, ∀ t ∈ [0, T ], ω ∈ Ω, u ∈ U, (3.20)
where 0 ≤ s < t ≤ T , F ∈ Fs , A ∈ R and φ ∈ Φ.
Is clear from (3.17) and (3.20) that Cw(T ) spans Sw(T ). Our objective is then to prove
that the only element of Λ2w(T ) that is orthogonal to Cw(T ) is the zero family (to be
precise, its equivalence class). This will imply that Sw(T ) is dense in Λ
2
w(T ).
To do this, let X ∈ Λ2w(T ). If Y ∈ Sw(T ) is of the form (3.20), then we have from
(3.15) that
〈X , Y 〉w,T =
∫
F
∫ t
s
∫
A
qr,u(X(r, ω, u), iqr,uφ)µ(du)λ(dr)P(dω). (3.21)
Assume that X ∈ Cw(T )⊥ , where Cw(T )⊥ denotes the orthogonal complement of
Cw(T ) in Λ
2
w(T ). Hence, it follows from (3.21) that X satisfies:∫
F
∫ t
s
∫
A
qr,u(X(r, ω, u), iqr,uφ)µ(du)λ(dr)P(dω) = 0, (3.22)
for all 0 ≤ s < t ≤ T , F ∈ Fs , A ∈ R and φ ∈ Φ.
Moreover, as PT ⊗ B(U) is generated by the family of all subsets of [0, T ]× Ω× U of
the form G =]s, t]×F ×A , where 0 ≤ s < t ≤ T , F ∈ Fs , A ∈ R ; then (3.22) and the
Fubini theorem implies that qr,u(X(r, ω, u), iqr,uφ) = 0 λ ⊗ P ⊗ µ-a.e., for all φ ∈ Φ.
Furthermore, as for each (r, u) ∈ [0, T ] × U , iqr,u(Φ) is dense in Φqr,u , then it follows
that X(r, ω, u) = 0 λ ⊗ P ⊗ µ-a.e. Thus, Cw(T )⊥ = 0 and hence Sw(T ) is dense in
Λ2w(T ). 
Now we define the weak stochastic integral for the elements of Sw(T ).
Definition 3.2.6. Let X ∈ Sw(T ) be of the form (3.17) and satisfying (3.18). We
define
IwT (X) =
n∑
i=1
m∑
j=1
1FjM((sj , tj ], Ai)(φi,j). (3.23)
It is easy to see from the finite-additivity of M on R and the linearity on Φ of M(t, A)
for any t ≥ 0, A ∈ R , that the weak stochastic integral IwT (X) is independent (up to
modifications) of the representation of X ∈ Sw(T ) (i.e. of the expression of X as in
(3.17)).
Further properties of the weak stochastic integral are given in the following result:
Theorem 3.2.7. For every X ∈ Sw(T ),
E (IwT (X)) = 0, E
(
|IwT (X)|2
)
= ||X||2w,T . (3.24)
Moreover, the map IwT : Sw(T )→ L2 (Ω,F ,P), X 7→ IwT (X), is a linear isometry.
Proof. Let X ∈ Sw(T ) be of the form (3.17) and satisfying (3.18). From the definition
of IwT (X) in (3.23), the independent increments of M and Definition 3.1.2(3), we have
E (IwT (X)) =
n∑
i=1
m∑
j=1
P(Fj)E (M((sj , tj ], Ai)(φi,j)) = 0.
3.2. The Weak Stochastic Integral 51
To prove (3.24), first note that for each i, k = 1, . . . , n , j, l = 1, . . . ,m , i 6= k , j 6= l ,
E (M((sj , tj ], Ai)(φi,j) ·M((sl, tl], Ak)(φk,l)) = 0.
This follows from the orthogonality of M on the ring A (Definition 3.1.2(4)) and the
fact that any real-valued martingale has orthogonal increments.
Therefore, if follows from the above orthogonality property, (3.19) and (3.23) that
E
(
|IwT (X)|2
)
=
n∑
i,k=1
m∑
j,l=1
E
(
1FjM((sj , tj ], Ai)(φi,j)1FlM((sl, tl], Ak)(φk,l)
)
(3.25)
=
n∑
i=1
m∑
j=1
P(Fj)E
(
|M((sj , tj ], Ai)(φi,j)|2
)
=
n∑
i=1
m∑
j=1
P(Fj)
∫ tj
sj
∫
Ai
qr,u(φi)
2µ(du)λ(dr)
= ||X||2w,T .
Thus, we have showed (3.24). The linearity of the map IwT : Sw(T ) → L2 (Ω,F ,P)
follows from the properties (2) and (3) of M in Definition 3.1.2. Finally, that IwT is an
isometry is a consequence of (3.24). 
Now, from Proposition 3.2.5 and Theorem 3.2.7, the map IwT extends to a linear isom-
etry from Λ2w(T ) into L
2 (Ω,F ,P), that we still denote by IwT . Moreover, from (3.24)
we have the following Itoˆ isometry
E
(
|IwT (X)|2
)
= ||X||2w,T , ∀X ∈ Λ2w(T ). (3.26)
For 0 ≤ t ≤ T , X ∈ Λ2w(T ), it is clear that 1[0,t]X ∈ Λ2w(T ) and hence we can define
a real-valued process Iw(X) = {Iwt (X)}t≥0 by means of the prescription
Iwt (X) := I
w
T (1[0,t]X), ∀ t ∈ [0, T ]. (3.27)
The process Iw(X) will be called the weak stochastic integral of X and sometimes
we denote it by
{∫ t
0
∫
U X(r, u)M(dr, du) : t ∈ [0, T ]
}
. Some of the properties of the
weak stochastic integral are given in the following theorem.
Theorem 3.2.8. For each X ∈ Λ2w(T ), Iw(X) = {Iwt (X)}t∈[0,T ] is a real-valued zero-
mean, square integrable, ca`dla`g martingale with second moments given by
E
(
|Iwt (X)|2
)
= E
∫ t
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr), ∀ t ∈ [0, T ]. (3.28)
Moreover, Iw(X) is mean square continuous and it has a predictable version. Further-
more, the mapping Iw : Λ2w(T ) → M2T (R) given by X 7→ Iw(X) = {Iwt (X)}t∈[0,T ] is
linear and continuous.
Proof. Let X ∈ Sw(T ) be of the form (3.17) and satisfying (3.18). From (3.23) and
(3.27) we have
Iwt (X) =
n∑
i=1
m∑
j=1
1FjM((sj ∧ t, tj ∧ t], Ai)(φi,j), ∀t ∈ [0, T ].
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Then, from the independent increments of M , Definition 3.1.2(3) and (3.24) it follows
that that Iw(X) is a real-valued zero-mean, square integrable, ca`dla`g martingale, i.e.
Iw(X) ∈ M2T (R). Moreover, similar calculations to those used in (3.19) and (3.25)
shows that Iw(X) satisfies (3.28).
Now we prove that for any X ∈ Λ2w(T ) we have Iw(X) ∈ M2T (R). Let X ∈ Λ2w(T ).
By Proposition 3.2.5 there exists a sequence {Xk}k∈N ⊆ Sw(T ) that converges to X in
Λ2w(T ) as k →∞ . Now, because for every k ∈ N we have Iw(Xk) ∈M2T (R), it follows
from the linearity of the map Iwt for each t ∈ [0, T ] , Doob’s inequality and (3.24) that
for any k, l ∈ N ,
||Iw(Xk)− Iw(Xl)||2M2T (R) = E
(
sup
t∈[0,T ]
|Iwt (Xk −Xl)|2
)
≤ 4T E
(
|IwT (Xk −Xl)|2
)
= 4T ||Xk −Xl||2w,T . (3.29)
But as the sequence {Xk}k∈N converges in Λ2w(T ), then (3.29) implies that the sequence
of integral processes {Iw(Xk)}k∈N is a Cauchy sequence in M2T (R). Then, because
the space M2T (R) is complete, the sequence {Iw(Xk)}k∈N converges to some H =
{Ht}t∈[0,T ] in M2T (R). This last fact in particular implies that for every t ∈ [0, T ] ,
{Iwt (Xk)}k∈N converges to Ht in L2 (Ω,F ,P).
On the other hand, as {Xk}k∈N converges to X in Λ2w(T ), it follows from (3.26) that
for every t ∈ [0, T ] , {Iwt (Xk)}k∈N converges to Iwt (X) in L2 (Ω,F ,P). Therefore,
by uniqueness of limits in L2 (Ω,F ,P) we have Ht = Iwt (X) P-a.e. for each t ∈
[0, T ] . Then, because H ∈ M2T (R) it follows that Iw(X) = {Iwt (X)}t∈[0,T ] ∈ M2T (R).
Moreover, because each Xk satisfies (3.28), the fact that {Iwt (Xk)}k∈N converges to
Iwt (X) in L
2 (Ω,F ,P) implies that X also satisfies (3.28).
To prove the mean square continuity property, note that if X ∈ Λ2w(T ), then it follows
from (3.28) that for any 0 ≤ s ≤ t ≤ T we have:
E
(
|Iwt (X)− Iws (X)|2
)
= E
∫ t
s
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) ≤ ||X||2w,T ,
and hence from an application of the dominated convergence theorem we have
E
(
|Iwt (X)− Iws (X)|2
)
→ 0 as s→ t, or t→ s.
Thus, Iw(X) is mean square continuous. Now, as Iw(X) is Ft -adapted and stochasti-
cally continuous it has a predictable version (see Proposition 3.21 of Peszat and Zabczyk
[85], p.27).
Now, the map Iw : Λ2w(T ) → M2T (R) given by X 7→ Iw(X) = {Iwt (X)}t∈[0,T ] is
well-defined. Moreover, the linearity for each t ∈ [0, T ] of the map Iwt : Λ2w(T ) →
L2 (Ω,F ,P) implies that the map Iw is linear. Finally, for every X ∈ Λ2w(T ) it follows
from Doob’s inequality and (3.26) that we have
||Iw(X)||2M2T (R) = E
(
sup
t∈[0,T ]
|Iwt (X)|2
)
≤ 4T E
(
|IwT (X)|2
)
= 4T ||X||2w,T . (3.30)
Then, the continuity of the map Iw follows from (3.30). 
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Definition 3.2.9. We call the map Iw defined in Theorem 3.2.8 the weak stochastic
integral mapping.
Proposition 3.2.10. If for each A ∈ R and φ ∈ Φ, the real-valued process (M(t, A)(φ) :
t ≥ 0) is continuous, then for each X ∈ Λ2w(T ) the stochastic integral Iw(X) is a con-
tinuous process.
Proof. The result follows clearly from the definition of Iw(X) for X ∈ Sw(T ) and
this can be extended by the denseness of Sw(T ) in Λ2w(T ) to any X ∈ Λ2w(T ). 
Example 3.2.11. Let Φ be a barrelled nuclear space and W be a generalized Wiener
process in Φ′β . Let M be the cylindrical martingale-valued measure defined in Example
3.1.4 by (3.3). Then, the space Λ2w(T ) is the collection (of equivalence classes) of
families X = {X(r, ω, 0) : r ∈ [0, T ], ω ∈ Ω, 0 ∈ Φ′β} of Hilbert space-valued maps
satisfying the conditions of Definition 3.2.1 with respect to the family of semi-norms
{qr,0} defined in Example 3.1.4. In particular, the condition (3.14) takes the form
E
∫ T
0
qr(X(r, 0))
2dr <∞.
We denote by {∫ t0 X(r, 0)dW (r) : t ∈ [0, T ]} the weak stochastic integral with respect
to M and in view of Proposition 3.2.10 it is a continuous process.
Example 3.2.12. Let Φ be a complete, barrelled nuclear space and M be the Le´vy
martingale-valued measure defined in Example 3.1.5 by (3.6). Then, the space Λ2w(T )
is the collection (of equivalence classes) of families X = {X(r, ω, f) : r ∈ [0, T ], ω ∈
Ω, f ∈ Bρ′(1)} of Hilbert space-valued maps satisfying the conditions of Definition
3.2.1 with respect to the family of semi-norms {qr,f} defined in (3.8). In particular,
the condition (3.14) takes the form
E
∫ T
0
∫
Bρ′ (1)
|f [X(r, f)]|2 ν(df)dr <∞.
We denote by {∫ t0 ∫Bρ′ (1)X(r, f)N˜(dr, df) : t ∈ [0, T ]} the weak stochastic integral with
respect to M .
Example 3.2.13. Let Φ be a complete, barrelled nuclear space and M be the Le´vy
martingale-valued measure defined in Example 3.1.8 by (3.11). Then, the space Λ2w(T )
is the collection (of equivalence classes) of families X = {X(r, ω, f) : r ∈ [0, T ], ω ∈
Ω, f ∈ Bρ′(1)} of Hilbert space-valued maps satisfying the conditions of Definition 3.2.1
with respect to the family of semi-norms {qr,f} defined in (3.13). In particular, the
condition (3.14) takes the form
E
∫ T
0
(
Q(X(r, 0))2 +
∫
Bρ′ (1)\{0}
|f [X(r, f)]|2 ν(df)
)
dr <∞.
Moreover, from Examples 3.2.11 and 3.2.12, and from the properties of the weak
stochastic integral that we will show below in Proposition 3.2.16, for all t ∈ [0, T ]
we have∫ t
0
∫
Bρ′ (1)
X(r, f)M(dr, df) =
∫ t
0
X(r, 0)dW (r) +
∫ t
0
∫
Bρ′ (1)
X(r, f)N˜(dr, df),
Chapter 3. Stochastic Integration in Duals of Nuclear Spaces 54
3.2.2 Properties of the Weak Stochastic Integral
In this section we prove some properties of the weak stochastic integral. The following
result can be proven using similar arguments as those in the proof of Lemma 4.9 of Da
Prato and Zabczyk [20], p.94-5.
Proposition 3.2.14. Let X ∈ Λ2w(T ) and σ be an {Ft}-stopping time such that
P(σ ≤ T ) = 1. Then, P-a.e.
Iwt (1[0,σ]X) = I
w
t∧σ(X), ∀ t ∈ [0, T ]. (3.31)
Proposition 3.2.15. Let 0 ≤ s0 < t0 ≤ T and F0 ∈ Fs0 . Then, for every X ∈ Λ2w(T ),
P-a.e. we have
Iwt (1]s0,t0]×F0X) = 1F0
(
Iwt∧t0(X)− Iwt∧s0(X)
)
, ∀ t ∈ [0, T ]. (3.32)
Proof. Let X be of the simple form:
X(r, ω, u) = 1]s1,t1] (r)1F1 (ω)1A (u) iqr,uφ, ∀ r ∈ [0, T ], ω ∈ Ω, u ∈ U, (3.33)
where 0 ≤ s1 < t1 ≤ T , F1 ∈ Fs1 , A ∈ R and φ ∈ Φ.
Then, for such simple X one can easily see that we have:
1]s0,t0]×F0X = 1]s0,t0]∩]s1,t1]1F0∩F11Aiqr,uφ
= 1]s0∨s1,t0∧t1]1F0∩F11Aiqr,uφ.
Hence, 1]s0,t0]×F0X belongs to Sw(T ). This is because if ]s0, t0]∩]s1, t1] 6= ∅ , then
s0 ∨ s1 < t0 ∧ t1 and F0 ∩ F1 ∈ Fs0∨s1 .
Now, from the definition of the weak stochastic integral for simple integrands (see
Definition 3.2.6) and the fact that ]s0, t0]∩]s1, t1] 6= ∅ if and only if s1 < t0 and s0 < t1 ,
it follows from tedious, but straightforward calculations that for every t ∈ [0, T ] , we
have
Iwt (1]s0,t0]×F0X)
= 1F0∩F1M (((s0 ∨ s1) ∧ t, (t0 ∧ t1) ∧ t], A) [φ]
= 1F01F1 (M (((t0 ∧ s1) ∧ t, (t0 ∧ t1) ∧ t], A) [φ]−M (((s0 ∧ s1) ∧ t, (s0 ∧ t1) ∧ t], A) [φ])
= 1F0
(
Iwt∧t0(X)− Iwt∧s0(X)
)
.
Hence, (3.32) is satisfied for X of the simple form (3.33).
The linearity of the integral implies that (3.32) is valid for any X ∈ Sw(T ). Moreover,
by the density of Sw(T ) in Λ
2
w(T ) and the continuity of the weak stochastic integral
mapping Iw (Theorem 3.2.8), it follows that (3.32) is satisfied for every X ∈ Λ2w(T ).

Now we are going to study the behaviour of the weak stochastic integral with respect
to a Φ′β -nuclear martingale-valued measure that is defined as the “sum” of two inde-
pendent Φ′β -martingale-valued measures (see Proposition 3.1.7).
Proposition 3.2.16. Let N1 , N2 be two independent nuclear Φ
′
β -valued martingale-
valued measures on R+ ×R, each with covariance structure as in (3.1) determined by
the family {pjr,u}r,u of continuous Hilbertian semi-norms on Φ and measures λj = λ,
µj = µ, for j = 1, 2; all of them satisfying the conditions given in Definition 3.1.3.
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Let M be the nuclear Φ′β -valued martingale-valued measure on R+ ×R defined by N1
and N2 as in Proposition 3.1.7. Let {qr,u}r,u be the family of semi-norms determining
its covariance structure (3.1).
Assume X ∈ Λ2w(M ;T ). Then,
(1) For each j = 1, 2, {i
pjr,u,qr,u
X(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} ∈ Λ2w(Nj ;T ),
where for each r ∈ [0, T ] and u ∈ U , i
pjr,u,qr,u
denotes the inclusion map from
Φqr,u into Φpjr,u .
(2) P-a.e., for all t ∈ [0, T ] we have,∫ t
0
∫
U
X(r, u)M(dr, du) =
∫ t
0
∫
U
ip1r,u,qr,uX(r, u)N1(dr, du) (3.34)
+
∫ t
0
∫
U
ip2r,u,qr,uX(r, u)N2(dr, du).
Proof. We follow ideas from the proof of Proposition 3.7 of Bojdecki and Jakubowski
[13]. First, from (3.10) we have that for every r ∈ [0, T ] , u ∈ U , pjr,u ≤ qr,u , for each
j = 1, 2. Hence, the inclusions i
pjr,u,qr,u
are well-defined and moreover are linear and
continuous.
To prove (1), fix for the moment j = 1, 2. We have to show that {i
pjr,u,qr,u
X(r, ω, u) :
r ∈ [0, T ], ω ∈ Ω, u ∈ U} belongs to Λ2w(Nj ;T ). First, note that as ipjr,u,qr,u ∈
L(Φqr,u ,Φpjr,u), then ipjr,u,qr,uX(r, ω, u) ∈ Φpjr,u for each r ∈ [0, T ] , ω ∈ Ω, u ∈ U .
Our next objective is to prove that for every φ ∈ Φ, the map
(r, ω, u) 7→ pjr,u
(
i
pjr,u,qr,u
X(r, ω, u), φ
)
is PT ⊗ B(U)-measurable. Let θqr,u be the isometry between Φqr,u and Φ′qr,u given
by the Riesz representation theorem, i.e. θqr,u(φ) = qr,u(·, φ). Similarly we have the
isometry θ
pjr,u
between Φ
pjr,u
and Φ′
pjr,u
Then, using the definition of θqr,u and θpjr,u , and the definition of dual operator applied
to i
pjr,u,qr,u
and i′
pjr,u,qr,u
, for every φ ∈ Φ and ϕ ∈ Φqr,u we have:
pjr,u
(
i
pjr,u,qr,u
ϕ, φ
)
= θ
pjr,u
φ
[
i
pjr,u,qr,u
ϕ
]
= i′
pjr,u,qr,u
θ
pjr,u
φ [ϕ]
= qr,u
(
ϕ, θ−1qr,ui
′
pjr,u,qr,u
θ
pjr,u
φ
)
.
Now, because (r, u) 7→ qr,u
(
ϕ, θ−1qr,ui
′
pjr,u,qr,u
θ
pjr,u
φ
)
is B(R+)⊗B(U)/B(R+)-measurable,
from an application of Proposition 3.1.12 it follows that the map
(r, ω, u) 7→ pjr,u
(
i
pjr,u,qr,u
X(r, ω, u), φ
)
is PT ⊗ B(U)-measurable.
Finally, as for all r ≥ 0, u ∈ U , (3.10) extends to any φ ∈ Φqr,u to give
qr,u(φ)
2 = p1r,u(ip1r,u,qr,uφ)
2 + p2r,u(ip2r,u,qr,uφ)
2,
we have
qr,u(X(r, ω, u))
2 = p1r,u(ip1r,u,qr,uX(r, ω, u))
2 + p2r,u(ip2r,u,qr,uX(r, ω, u))
2.
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Therefore,
E
∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) <∞.
implies
E
∫ T
0
∫
U
pjr,u(ipjr,u,qr,uX(r, u))
2µ(du)λ(dr) <∞,
for each j = 1, 2. Hence, we have proved (1).
To prove (2). Let X be of the simple form:
X(r, ω, u) = 1]s0,t0] (r)1F (ω)1A (u) iqr,uφ, ∀ t ∈ [0, T ], ω ∈ Ω, u ∈ U,
where 0 ≤ s0 < t0 ≤ T , F ∈ Fs0 , A ∈ R and φ ∈ Φ. From the simple form of X ,
the definition of M (see (3.9)) and the definition of the weak stochastic integral (see
(3.23)), we have for every t ∈ [0, T ] ,∫ t
0
∫
U
X(r, u)M(dr, du) = 1FM((s0 ∧ t, t0 ∧ t], A)[φ]
= 1FN1((s0 ∧ t, t0 ∧ t], A)[φ] + 1FN2((s0 ∧ t, t0 ∧ t], A)[φ]
=
∫ t
0
∫
U
ip1r,u,qr,uX(r, u)N1(dr, du)
+
∫ t
0
∫
U
ip2r,u,qr,uX(r, u)N2(dr, du).
Therefore, X satisfies (3.34).
The result extends by the linearity of the weak stochastic integral to all the elements
in Sw(M ;T ). Furthermore, it extends to Λ
2
w(M ;T ) by denseness. 
3.2.3 An Extension of The Class of Integrands
A third step in our construction of the weak stochastic integral is to extend it to a
class of families of random variables with only almost sure second moments. More
specifically, we want to extend our theory to the following class of integrands:
Definition 3.2.17. Let Λ2,locw (M ;T ) denote the collection (of equivalence classes) of
families X = {X(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} of Hilbert space-valued maps
satisfying the following conditions:
(1) X(r, ω, u) ∈ Φqr,u , for all r ∈ [0, T ] , ω ∈ Ω, u ∈ U ,
(2) X is qr,u -predictable, i.e. for each φ ∈ Φ, the mapping [0, T ] × Ω × U → R+
given by (r, ω, u) 7→ qr,u(X(r, ω, u), φ) is PT ⊗ B(U)-measurable.
(3)
P
(
ω ∈ Ω :
∫ T
0
∫
U
qr,u(X(r, ω, u))
2µ(du)λ(dr) <∞
)
= 1. (3.35)
As before, we will sometimes denote Λ2,locw (M ;T ) by Λ
2,loc
w (T ) when is clear to which
cylindrical martingale-valued measure M we are referring.
One can easily check that the space Λ2,locw (T ) is a linear space. We equip this space
with the vector topology T M2,loc generated by the local base of neighbourhoods of zero
{Γ,δ :  > 0, δ > 0} , where Γ,δ is given by
Γ,δ =
{
X ∈ Λ2,locw (T ) : P
(
ω ∈ Ω :
∫ T
0
∫
U
qr,u(X(r, ω, u))
2µ(du)λ(dr) > 
)
≤ δ
}
.
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Hence, under the topology T M2,loc , a sequence {X(n)}n∈N converges to X in Λ2,locw (T )
if and only if∫ T
0
∫
U
qr,u(Xn(r, u)−X(r, u))2µ(du)λ(dr) P→ 0, as n→∞. (3.36)
Proposition 3.2.18. The space (Λ2,locw (T ), T M2,loc) is a complete, metrizable topological
vector space.
Proof. On Λ2,locw (T ), we introduce the translation invariant metric dΛ given by
dΛ(X,Y ) = E
[
G
(∫ T
0
∫
U
qr,u(X(r, u)− Y (r, u))2µ(du)λ(dr)
)]
, (3.37)
for all X,Y ∈ Λ2,locw (T ), where G : R→ R is given by G(x) = x1+x , for each x ∈ R . It
is clear that dΛ is well-defined due to (3.35).
Let X ∈ Λ2,locw (T ) and  > 0. Because G is increasing and from Markov’s inequality
we have
P
(∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) > 
)
≤ 1 + 

E
[
G
(∫ T
0
∫
U
qr,u(X(r, u)))
2µ(du)λ(dr)
)]
=
1 + 

dΛ(X, 0) (3.38)
On the other hand, because the function G is bounded by 1, we have
dΛ(X, 0) = E
[
G
(∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr)
)]
≤ 
1 + 
P
(∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) < 
)
+P
(∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) > 
)
≤ + P
(∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) > 
)
(3.39)
Then, it follows from (3.38) and (3.39) that dΛ generates a vector topology equivalent
to T M2,loc . Therefore, (Λ2,locw (T ), T M2,loc) is a metrizable topological vector space. The
proof of the completeness can be carried out by following similar arguments to those
used in the proof of Proposition 2.4 of Bojdecki and Jakubowski [13]. 
Remark 3.2.19. In general the space Λ2,locw (T ) is not locally convex. This fact will
have important consequences for the construction of the strong stochastic integral (see
Remark 3.3.35). Indeed, if P is an atomless measure (see Definition 1.12.7 of Bogachev
[8], p.55) we can show that every convex neighbourhood of zero is identical to Λ2,locw (T ),
and hence Λ2,locw (T ) is not locally convex. To prove this, we will adapt the arguments
used in Remarque 1 of Badrikian [7], p.2.
Assume V is a convex neighbourhood of zero of Λ2,locw (T ). Then, there exist some
, δ > 0 such that Γ,δ ⊆ V . Let Aδ given by
Aδ =
{
X ∈ Λ2,locw (T ) : P
(
ω ∈ Ω :
∫ T
0
∫
U
qr,u(X(r, ω, u))
2µ(du)λ(dr) > 0
)
≤ δ
}
.
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Then, Aδ ⊆ Γ,δ ⊆ V .
As P is atomless, there exist n ∈ N and pairwise disjoint subsets Ω1, · · · ,Ωn ∈ F such
that P(Ωi) ≤ δ and Ω =
⋃n
i=1 Ωi (see Theorem 1.12.9 of Bogachev [8], p.55).
Now, for each i = 1, . . . , n, let
Λi =
{
X ∈ Λ2,locw (T ) :
∫ T
0
∫
U
qr,u(X(r, ω, u))
2µ(du)λ(dr) = 0, if ω /∈ Ωi
}
.
As P(Ωi) ≤ δ , then we have Λi ⊆ Aδ . Moreover, note that
∑n
i=1 Λi = Λ
2,loc
w (T ) and
that for each a > 0, aΛi = Λi .
Hence, for any a1, . . . , an such that ai > 0 and
∑n
i=1 ai = 1, then
n∑
i=1
aiΛi =
n∑
i=1
Λi = Λ
2,loc
w (T ),
and because Λi ⊆ Aδ , for all i = 1, . . . , n, then the convex hull of Aδ (see Schaefer
[93], p.39) is equal to Λ2,locw (T ). This implies that the convex hull of V is equal to
Λ2,locw (T ), because Aδ ⊆ V . Now, since V is convex this implies V = Λ2,locw (T ).
The extension of the weak stochastic integral to the elements of Λ2,locw (T ) will be
provided by the following result.
Theorem 3.2.20. Let X ∈ Λ2,locw (T ). Then,
(1) There exists an increasing sequence {τn}n∈N of {Ft}-stopping times satisfying
limn→∞ τn = T (P-a.e.) and such that for each n ∈ N, 1[0,τn]X ∈ Λ2w(T ).
(2) There exists a unique ca`dla`g real-valued locally zero-mean square integrable mar-
tingale Iˆw(X) = {Iˆwt (X)}t∈[0,T ] such that for any sequence of {Ft}-stopping times
{σn}n∈N satisfying limn→∞ σn = T (P-a.e.) and 1[0,σn]X ∈ Λ2w(T ) for each
n ∈ N, the process Iˆw(X) satisfies:
Iˆwt∧σn(X) = I
w
t (1[0,σn]X), ∀ t ∈ [0, T ], (3.40)
for all n ∈ N, where the process on the right-hand side of (3.40) is the weak
stochastic integral of 1[0,σn]X .
Proof. To prove (1), for each n ∈ N define τn by
τn(ω) = inf
{
t ∈ [0, T ] :
∫ t
0
∫
U
qr,u(X(r, ω, u))
2µ(du)λ(dr) ≥ n
}
, ∀ω ∈ Ω, (3.41)
with the convention inf ∅ = 0. Then, {τn}n∈N is an increasing sequence of {Ft}-
stopping times satisfying limn→∞ τn = T , P-a.e. The proof that 1[0,τn]X ∈ Λ2w(T ), for
all n ∈ N follows from standard arguments (e.g see the proof of Proposition 2.3.8 of
Pre´voˆt and Ro¨ckner [87]).
To prove (2). Let {σn}n∈N be a sequence of stopping times satisfying the assumptions
of the statement. Such a sequence exists by part (1).
Now, define Iˆw(X) = {Iˆwt (X)}t∈[0,T ] by means of the following prescription: for t ∈
[0, T ] , let
Iˆwt (X) = I
w
t (1[0,σn]X), (3.42)
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where n ∈ N is such that σn ≥ t . Notice that if m ≥ n is such that σm ≥ t , then it
follows from Proposition 3.2.14 that P-a.e.
Iwt∧σn(1[0,σm]X) = I
w
t (1[0,σn](1[0,σm]X)) = I
w
t (1[0,σn]X). (3.43)
Therefore the definition (3.42) is consistent. Moreover, it follows from (3.42) and (3.43)
that Iˆw(X) satisfies (3.40).
The fact that Iˆw(X) is a ca`dla`g real-valued locally zero-mean square integrable mar-
tingale follows from (3.40) and Theorem 3.2.8.
Finally, let {θn}n∈N is another sequence of stopping times satisfying the properties of
the statement. A similar argument to that used to obtain (3.43) shows that the defi-
nition (3.42) given with respect to the sequence {θn}n∈N leads to an indistinguishable
processes. This proves the uniqueness of Iˆw(X), and its independence of the sequence
of stopping times satisfying (3.40). 
Definition 3.2.21. For every X ∈ Λ2,locw (T ), we will call the process Iˆw(X) given in
Theorem (3.2.20) the weak stochastic integral of X . We will sometimes denote the
process Iˆw(X) by
{∫ t
0
∫
U X(r, u)M(dr, du) : t ∈ [0, T ]
}
.
The property (3.40) allow us to “transfer” the properties of the weak stochastic integral
for integrands in Λ2w(T ) (see Section 3.2.2) to those in Λ
2,loc
w (T ). We summarize this
in the following result:
Proposition 3.2.22. Let X ∈ Λ2,locw (T ). Then, all the assertions in Propositions
3.2.14, 3.2.15 and 3.2.16 are valid for the weak stochastic integral Iˆw(X) of X .
As was shown for the weak stochastic integral for integrands in Λ2w(T ), we can also
prove that the extended weak stochastic integral map Iˆw : Λ2,locw (T )→M2,locT (R),
X 7→ Iˆw(X), is linear and continuous, where we recall that M2,locT (R) is the space of
all locally zero-mean square integrable ca`dla`g martingales (see Section 1.2.2).
The linearity of the map Iˆw follows from (3.40) and the corresponding linearity of the
map Iw : Λ2w(T ) → M2T (R). The continuity follows from the following estimate that
can by proved by similar arguments to those used in the proof of Proposition 4.16 of
Da Prato and Zabczyk [20], p.104-5.
Proposition 3.2.23. Assume X ∈ Λ2,locw (T ). Then, for arbitrary a > 0, b > 0,
P
(
sup
t∈[0,T ]
∣∣∣Iˆwt (X)∣∣∣ > a
)
≤ b
a2
+ P
(∫ T
0
∫
U
qr,u(X(r, u))
2µ(du)λ(dr) > b
)
.
Proposition 3.2.24. The extended weak stochastic integral mapping Iˆw : Λ2,locw (T )→
M2,locT (R) is linear and continuous.
Proof. As the map Iˆw is linear, we need only to show its continuity. Let {Xn}n∈N
be a sequence converging to X in Λ2,locw (T ). As both Λ
2,loc
w (T ) and M2,locT (R) are
metrizable, it is sufficient to prove that {Iˆw(Xn)}n∈N converges to Iˆw(X) in M2,locT (R).
Let , δ > 0. As {Xn}n∈N converges to X in Λ2,locw (T ), then there exists some N,δ ∈ N
such that for all n ≥ N,δ ,
P
(∫ T
0
∫
U
qr,u(X(r, u)−Xn(r, u))2µ(du)λ(dr) > δ
2
2
)
≤ δ
2
. (3.44)
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By linearity of the integral map, Proposition 3.2.23 and (3.44), for all n ≥ N,δ , we
have
P
(
sup
t∈[0,T ]
∣∣∣Iˆwt (X)− Iˆwt (Xn)∣∣∣ > 
)
≤ δ
2
+ P
(∫ T
0
∫
U
qr,u(X(r, u)−Xn(r, u))2µ(du)λ(dr) > δ
2
2
)
≤ δ.
And hence (see (1.17)) {Iˆw(Xn)}n∈N converges to Iˆw(X) in M2,locT (R). 
3.2.4 The Stochastic Fubini Theorem
The final topic in our study of the properties of the weak stochastic integral is the
stochastic Fubini theorem that we introduce and prove below. It will be of great im-
portance in Chapter 4 where we will study the solutions of stochastic partial differential
equations driven by a cylindrical martingale-valued measure. We start by describing
the class of integrands for which the theorem is valid.
Definition 3.2.25. Let (E, E , %) be a σ -finite measure space. We denote by Ξ1,2ω (T,E)
the linear space of all (equivalence classes of) families X = {X(r, ω, u, e) : r ∈ [0, T ], ω ∈
Ω, u ∈ U, e ∈ E} of Hilbert space-valued maps satisfying the following conditions:
(1) X(r, ω, u, e) ∈ Φqr,u , ∀r ∈ [0, T ] , ω ∈ Ω, u ∈ U , e ∈ E .
(2) The map [0, T ] × Ω × U × E → R+ given by (r, ω, u, e) 7→ qr,u(X(r, ω, u, e), φ) is
PT ⊗ B(U)⊗ E -measurable, for every φ ∈ Φ.
(3) ∫
E
||X(·, ·, ·, e)||w,T %(de) =
∫
E
(
E
∫ T
0
∫
U
qr,u(X(r, u, e))
2µ(du)λ(dr)
) 1
2
%(de) <∞.
Is easy to see that Ξ1,2ω (T,E) equipped with the norm |||·|||w,T,E given by
|||X|||w,T,E =
∫
E
||X(·, ·, ·, e)||w,T %(de), ∀X ∈ Ξ1,2ω (T,E), (3.45)
is a Banach space.
We will denote by Ξ2,2ω (T,E) the subspace of Ξ
1,2
ω (T,E) of all X = {X(r, ω, u, e) : r ∈
[0, T ], ω ∈ Ω, u ∈ U, e ∈ E} satisfying:∫
E
||X(·, ·, ·, e)||2w,T %(de) =
∫
E
(
E
∫ T
0
∫
U
qr,u(X(r, u, e))
2µ(du)λ(dr)
)
%(de) <∞.
One can easily prove that the space Ξ2,2ω (T,E) is a Hilbert space equipped with the
Hilbertian norm |||·|||w,T,E given by
|||X|||2w,2,T,E =
∫
E
||X(·, ·, ·, e)||2w,T %(de), ∀X ∈ Ξ2,2ω (T,E).
Remark 3.2.26. Properties (1)-(3) of Definition 3.2.25 together with the (determinis-
tic) Fubini’s Theorem imply that the map e 7→ ||X(·, ·, ·, e)||2w,T is E -measurable. Hence,
the map e 7→ X(·, ·, ·, e) ∈ Λ2w(T ) is E/B(Λ2w(T ))-measurable. Thus, Ξ1,2w (T,E) is a
subspace of L1(E, E , %; Λ2w(T )) and Ξ2,2w (T,E) is a subspace of L2(E, E , %; Λ2w(T )).
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The following result will be an important ingredient for the proof of the stochastic
Fubini’s Theorem.
Lemma 3.2.27. Let X ∈ Ξ1,2w (T ). There exists a sequence {Xn}n∈N ⊆ Ξ2,2w (T ) such
that %-a.e. ||Xn(·, ·, ·, e)||w,T ≤ ||Xn+1(·, ·, ·, e)||w,T , ∀n ∈ N, and
lim
n→∞ |||X −Xn|||w,T,E = 0.
Proof. First, from Definition 3.2.25(3), there exist some E0 ⊆ E with %(E \ E0) = 0
such that ∀e ∈ E0 , ||X(·, ·, ·, e)||w,T <∞ .
Let {Gn}n∈N be an increasing sequence on E such that E0 =
⋃
n∈NGn and such that
∀n ∈ N , %(Gn) <∞ . For each n ∈ N , let Xn = {Xn(r, ω, u, e)} be the bounded family
of random variables defined by:
Xn(r, ω, u, e) =
nX(r, ω, u, e)
||X(·, ·, ·, e)||w,T
1{e∈Gn:||X(·,·,·,e)||w,T>n} (e) (3.46)
+X(r, ω, u, e)1{e∈Gn:||X(·,·,·,e)||w,T≤n} (e) .
As the mapping e 7→ 1Gn (e) ||X(·, ·, ·, e)||w,T is E -measurable, then the properties
(1)-(3) of Definition 3.2.25 for X implies that Xn satisfies properties (1) and (2) of
Definition 3.2.25. Moreover, (3.46) implies that∫
E
||Xn(·, ·, ·, e)||2w,T %(de) ≤ n2%(Gn) <∞,
and therefore Xn ∈ Ξ2,2w (T,E).
Now, from the fact that E0 =
⋃
n∈NGn and that {Gn}n∈N is increasing, it follows that
lim
n→∞1E0\Gn (e) = 0, ∀e ∈ E. (3.47)
Similarly, from the definition of E0 we have,
lim
n→∞1{e∈E0:||X(·,·,·,e)||w,T>n} (e) = 0, ∀e ∈ E. (3.48)
Hence, (3.45), (3.46), (3.47), (3.48), Definition 3.2.25 (3) and the dominated conver-
gence theorem implies that:
lim
n→∞ |||X −Xn|||w,T,E
= lim
n→∞
∫
E
||X(·, ·, ·, e)−Xn(·, ·, ·, e)||w,T %(de)
= lim
n→∞
∫
E0
1E0\Gn (e) ||X(·, ·, ·, e)||w,T %(de)
+ lim
n→∞
∫
E0
1{e∈Gn:||X(·,·,·,e)||w,T>n} (e)
∣∣∣∣∣1− n||X(·, ·, ·, e)||w,T
∣∣∣∣∣ ||X(·, ·, ·, e)||w,T %(de)
≤ lim
n→∞
∫
E0
1E0\Gn (e) ||X(·, ·, ·, e)||w,T %(de)
+ 2 lim
n→∞
∫
E0
1{e∈E0:||X(·,·,·,e)||w,T>n} (e) ||X(·, ·, ·, e)||w,T %(de)
= 0.
Finally, the fact that for every e ∈ E0 , ||Xn(·, ·, ·, e)||w,T ≤ ||Xn+1(·, ·, ·, e)||w,T , ∀n ∈ N ,
follows from (3.46). 
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A proof of the following result can be carried out using similar arguments to those in
the proof of Proposition 3.3.7.
Lemma 3.2.28. Let Sw(T,E) denotes the collection of all families X = {X(r, ω, u, e) :
r ∈ [0, T ], ω ∈ Ω, u ∈ U, e ∈ E} of Hilbert space-valued maps of the form:
X(r, ω, u, e) =
p∑
l=1
n∑
i=1
m∑
j=1
1]Sj ,tj ] (r)1Fj (w)1Ai (u)1Dl (e) iqr,uφi,j,l, (3.49)
for all r ∈ [0, T ], ω ∈ Ω, u ∈ U , e ∈ E , where m, n, p ∈ N, and for l = 1, . . . , p,
i = 1, . . . , n, j = 1, . . . ,m, 0 ≤ sj < tj ≤ T , Fj ∈ Fj , Ai ∈ R, Dl ∈ E and φi,j,l ∈ Ψ.
Then, Sw(T,E) is dense in Ξ
2,2
w (T,E).
We are ready to proof the stochastic Fubini theorem. Relevant properties of the Bochner
integral can be consulted on Appendix C.
Theorem 3.2.29 (Stochastic Fubini’s Theorem). Let X ∈ Ξ1,2w (T,E). Then,
(1) For a.e. (r, ω, u) ∈ [0, T ] × Ω × U , the mapping E ∈e 7→ X(r, ω, u, e) ∈ Φqr,u is
Bochner integrable. Moreover, the family∫
E
X(·, ·, ·, e) % (de) =
{∫
E
X(r, ω, u, e) %(de) : r ∈ [0, T ], ω ∈ Ω, u ∈ U
}
,
is an element of Λ2w(T ).
(2) The mapping E
∈
e 7→ Iw(X(·, ·, ·, e)) ∈M2T (R) is Bochner integrable. Moreover,(∫
E
Iw(X(·, ·, ·, e)) % (de)
)
t
=
∫
E
Iwt (X(·, ·, ·, e)) % (de), ∀ t ≥ 0.
(3) The following equality holds P-a.e.
Iwt
(∫
E
X(·, ·, ·, e) %(de)
)
=
∫
E
Iwt (X(·, ·, ·, e)) %(de), ∀ t ∈ [0, T ]. (3.50)
Proof. Assume X ∈ Ξ1,2w (T,E). For convenience we divide the proof in three parts.
Proof of (1).
First, from Definition 3.2.25(ii) the mapping (r, ω, u, e) 7→ qr,u(X(r, ω, u, e)) is PT ⊗
U⊗E -measurable, then from the Minkowski inequality for integrals (see Theorem 13.14
of Schilling [94], p. 130) it follows that:∫
[0,T ]×Ω×U
(∫
E
|qr,u(X(r, ω, u, e))| %(de)
)2
(λ⊗ P⊗ µ)(d(r, ω, u)) (3.51)
≤
∫
E
(∫
[0,T ]×Ω×U
qr,u(X(r, ω, u, e))
2(λ⊗ P⊗ µ)(d(r, ω, u))
) 1
2
%(de)
2
= |||X|||2W,T,E <∞
Therefore, it follows from (3.51) that∫
E
qr,u(X(r, ω, u, e))%(de) <∞, for λ⊗ P⊗ µ-a.e.(r, ω, u) ∈ [0, T ]×Ω× U. (3.52)
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Now, as for fixed (r, ω, u) the map e 7→ qr,u(X(r, ω, u, e)) is E -measurable, then the
map e 7→ X(r, ω, u, e) is E/B(Φqr,u)-measurable. Then, because the Hilbert space
Φqr,u is separable it follows that the map e 7→ X(r, ω, u, e) is strongly measurable.
Moreover, (3.52) implies that for almost every (r, ω, u) the map e 7→ X(r, ω, u, e) is
Bochner integrable.
To prove the second statement, let Γ0 ⊆ [0, T ]×Ω×U be such that (3.52) is satisfied.
Then, for every (r, ω, u) ∈ Γ0 the Bochner integral
∫
E X(r, ω, u, e)%(de) ∈ Φqr,u exists.
For (r, ω, u)Γc0 we define
∫
E X(r, ω, u, e)%(de) = 0. Then, the family
∫
E X(·, ·, ·, e)%(de)
defined such way satisfies Definition 3.2.25(i).
Now, from the properties of the Bochner integral for (r, ω, u) ∈ Γ0 , we have
qr,u
(∫
E
X(r, ω, u, e)%(de), φ
)
=
∫
E
qr,u(X(r, ω, u, e)), φ)%(de), ∀φ ∈ Φ. (3.53)
Then, as the map (r, ω, u, e) 7→ qr,u(X(r, ω, u, e)), φ) is PT ⊗B(U)⊗E -measurable and
%-integrable for each φ ∈ Φ (and for all (r, ω, u) ∈ Γ0 ), then by Fubini’s theorem and
(3.53) the map (r, ω, u) 7→ qr,u
(∫
E X(r, ω, u, e)%(de), φ
)
is PT × B(U)-measurable, for
every φ ∈ Φ. Hence Definition 3.2.25(ii) is satisfied.
Finally, to prove that
∣∣∣∣∫
E X(·, ·, ·, e)%(de)
∣∣∣∣
w,T
<∞ , first note that from our definition
of
∫
E X(·, ·, ·, e)%(de) and the properties of the Bochner integral, we have that:
qr,u
(∫
E
X(r, ω, u, e)%(de)
)
≤
∫
E
qr,u(X(r, ω, u, e)%(de), ∀(r, ω, u). (3.54)
Hence, from (3.51), (3.54) and Fubini’s theorem, it follows that
E
∫ T
0
∫
U
qr,u
(∫
E
X(·, ·, ·, e)%(de)
)2
µ(du)λ(dr) (3.55)
≤ E
∫ T
0
∫
U
∣∣∣∣∫
E
qr,u(X(r, ω, u, e))%(de)
∣∣∣∣2 µ(du)λ(dr)
≤
∫
[0,T ]×Ω×U
(∫
E
|qr,u(X(r, ω, u, e))| %(de)
)2
(λ⊗ P⊗ µ)(d(r, ω, u))
≤ |||X|||2w,T,E <∞.
Thus,
∣∣∣∣∫
E X(·, ·, ·, e)%(de)
∣∣∣∣
w,T
<∞ , and hence ∫E X(·, ·, ·, e)%(de) ∈ Λ2w(T ).
Proof of (2).
First, note that from Definition 3.2.25(iii), there exists some E1 ⊆ E such that %(E \
E1) = 0 and such that ||X(·, ·, ·, e)||w,T <∞ , ∀ e ∈ E1 .
Hence, by redefining a version of X to be equal to X whenever e ∈ E1 and to be 0
whenever e ∈ E \E1 , if we call this version again by X , we have that for every e ∈ E ,
X(·, ·, ·, e) ∈ Λ2w(T ). Therefore, for every e ∈ E the stochastic integral Iw(X(·, ·, ·, e)) ∈
M2T (R) exists.
To prove that the map e 7→ Iw(X(·, ·, ·, e)) is strongly measurable, we will show that
there exists a sequence of simple maps from E into M2T (R) such that this sequence
converges to e 7→ Iw(X(·, ·, ·, e)) %-a.e.
To do this, note that by an application of Lemmas 3.2.27 and 3.2.28, there exists a
sequence {Xk}k∈N of families of the simple form (3.49) and such that
lim
k→∞
|||X −Xk|||w,T,E = 0. (3.56)
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Note that if Xk is of the form (3.49), then for e ∈ E its stochastic integral takes the
form:
Iwt (Xk(·, ·, ·, e)) =
p∑
l=1
M
(l)
t 1Dl (e) , ∀t ∈ [0, T ],
where for each l = 1, · · · , p , it follows from Definition 3.2.6 that
M
(l)
t (ω) =
n∑
i=1
m∑
j=1
1Fj (ω)M((sj ∧ t, tj ∧ t], Ai)[φi,j,l], ∀t ∈ [0, T ], ω ∈ Ω,
(to simplify the notation, above we have omitted the dependence on k of the compo-
nents of (3.49)) In particular, each M (l) is an element of M2T (R). Therefore, for each
k ∈ N the map e 7→ Iw(Xk(·, ·, ·, e)) from E into M2T (R) is simple. Moreover, from
the linearity of the weak stochastic integral, Doob’s inequality, (3.30) and (3.56), it
follows that:
lim
k→∞
∫
E
||Iw(X(·, ·, ·, e))− Iw(Xk(·, ·, ·, e))||M2T (R) %(de) (3.57)
≤ 2
√
T lim
k→∞
∫
E
||IwT (X(·, ·, ·, e)−Xk(·, ·, ·, e))||L2(Ω,F ,P) %(de)
= 2
√
T lim
k→∞
∫
E
||X(·, ·, ·, e)−Xk(·, ·, ·, e)||w,T %(de)
= 2
√
T lim
k→∞
|||X −Xk|||w,T,E .
Then, it follows from (3.57) and a standard use of the Chebyshev inequality and the
Borel-Cantelli lemma that there exists a set E2 ⊆ E with %(E \ E2) = 0 and a
subsequence {Xkq}q∈N such that
lim
q→∞
∣∣∣∣Iw(X(·, ·, ·, e))− Iw(Xkq(·, ·, ·, e))∣∣∣∣M2T (R) = 0, ∀e ∈ E2.
In particular, this implies that the map e 7→ Iw(X(·, ·, ·, e)) is strongly measurable.
Moreover, by a similar calculation to that in (3.57) we have∫
E
||Iw(X(·, ·, ·, e))||M2T (R) %(de) ≤ 2
√
T |||X|||w,T,E <∞,
then the mapping e 7→ Iw(X(·, ·, ·, e)) is Bochner integrable and furthermore,∫
E
Iw(X(·, ·, ·, e))%(de) = lim
q→∞
∫
E
Iw(Xkq(·, ·, ·, e))%(de), (3.58)
where the limit is taken in M2T (R).
Finally, the property(∫
E
Iw(X(·, ·, ·, e))%(de)
)
t
=
∫
E
Iwt (X(·, ·, ·, e))%(de), ∀t ∈ [0, T ],
follows from (3.58) and the fact that this is satisfied for every Xkq due to their simple
form.
Proof of (3).
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In the proofs of (1) and (2), we proved that the integrals on both sides of (3.50) are
well-defined elements of M2T (R).
Let {Xkq}q∈N be the sequence to simple families as defined in the proof of part 2. For
each q ∈ N , the simple form of Xkq (see (3.49)) implies that it satisfies (3.50).
Now, from Doob’s inequality, (3.30), (3.55) and (3.56) (there with k replaced by kq ),
and the linearity of both the weak stochastic integral and the Bochner integral, it
follows that∣∣∣∣∣∣∣∣Iw (∫
E
X(·, ·, ·, e)%(de)
)
− Iw
(∫
E
Xkq(·, ·, ·, e)%(de)
)∣∣∣∣∣∣∣∣
M2T (R)
(3.59)
=
∣∣∣∣∣∣∣∣Iw (∫
E
(X(·, ·, ·, e)−Xkq(·, ·, ·, e))%(de)
)∣∣∣∣∣∣∣∣
M2T (R)
≤ 2
√
T
∣∣∣∣∣∣∣∣∫
E
(X(·, ·, ·, e)−Xkq(·, ·, ·, e))%(de)
∣∣∣∣∣∣∣∣
w,T
≤ 2
√
T
∣∣∣∣∣∣X −Xkq ∣∣∣∣∣∣w,T,E → 0, as q →∞.
On the other hand, by (3.58) we have∣∣∣∣∣∣∣∣∫
E
Iw(X(·, ·, ·, e))%(de)−
∫
E
Iw(Xkq(·, ·, ·, e))%(de)
∣∣∣∣∣∣∣∣
M2T (R)
→ 0, as q →∞ (3.60)
Then, it follows from (3.59) and (3.60), and the fact that (3.50) is valid for each
Xkq , that the processes I
w
(∫
E(X(·, ·, ·, e)%(de)
)
and
∫
E I
w(·, ·, ·, e)%(de) are equal as
elements of M2T (R) and hence this implies that X satisfies (3.50). 
Remark 3.2.30. Note that (3.50) can be also written in the more familiar manner:∫
E
(∫ t
0
∫
U
X(r, u, e)M(dr, du)
)
% (de) =
∫ t
0
∫
U
(∫
E
X(r, u, e) % (de)
)
M(dr, du),
for t ∈ [0, T ].
§ 3.3 The Strong Stochastic Integral
In this section we introduce and study basic properties of the strong stochastic integral.
Recall that Φ is a locally convex space and Ψ is a quasi-complete, bornological, nuclear
space.
The main reason why we want Ψ to be quasi-complete and bornological is because this
implies it is ultrabornological (see Section 1.1.3). In this case we will be able to use
the version of the closed graph theorem for sequentially closed maps given in Theorem
1.1.3. We will see that this is a fundamental tool in our development of the strong
stochastic integral.
Now we proceed to describe the construction and main properties of the strong stochas-
tic integral. As mentioned early in the introduction, the integrands are families of con-
tinuous linear operators taking values in Ψ′β and whose domain is a Hilbert subspace
of Φ′β depending on both the jump space and the time variables. The strong stochastic
integral assigns to each of these families a Ψ′β -valued regular process.
Contrary to the weak stochastic integral, the strong integral is not defined by means of
an isometry. However, the weak integral acts as a building block in the construction of
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the strong integral and hence the Itoˆ isometry is playing an indirect role. In effect, the
main idea behind the construction of the strong integral is to choose a well behaved
class of integrands that map the space Ψ into the space of weak integrands (i.e. into
Λ2,locw (T )). The strong integral is then defined by means of a regularization procedure
using the continuity of the weak integral mapping. The strong integral is a Ψ′β -valued
martingale or a local martingale.
As the reader can see, this is a completely new approach that exploits the powerful
regularization results valid for cylindrical processes taking values in the strong dual of
a nuclear space. In comparison with the previous work done by Itoˆ [43] and Bojdecki
and Jakubowski [12, 13], there are at least three benefits of this approach:
(1) The integrator is very general; it is a cylindrical martingale-valued measure in the
dual of a locally convex space and with some special covariance structure. This
in particular covers the cases of Φ′β -valued square integrable martingales and of
generalized Wiener processes that are used as integrators in [13].
(2) The class of integrands is more general than the class defined in [43] and [12, 13] in
two senses. First, we do not require our integrands to be families of Hilbert-Schmidt
maps from some Hilbert spaces continuously included in Φ′β into a fixed Hilbert
space continuously included in Ψ′β (see Remark 3.3.5). As described before, our
integrands are only required to be families of continuous linear operators and their
range takes values in Ψ′β (see Definition 3.3.1).
Second, we require very weak moment conditions for our integrands. In particular,
the existence of some weak (almost sure) square moments is enough (see Definition
3.3.32). These conditions are implied by the stronger conditions satisfied by the
integrands in [43] and [12, 13].
(3) Although we are working with a more general theory of stochastic integration, our
proofs and arguments are not more complicated than in [43] and [12, 13]. Indeed,
as we will see in this section, many of the properties of the strong integral follow
from very straightforward arguments and the corresponding properties of the weak
integral.
We proceed to provide the details of construction of the strong stochastic integral.
Throughout this section we denote the space Λ2w(M ;T ) by Λ
2
w(T ). Recall thatM2T (Ψ′β)
denotes the space of all the Φ′β -valued ca`dla`g zero-mean square integrable martingales
defined on [0, T ] . Properties of the elements of M2T (Ψ′β) and topologies on this space
were studied in Section 1.2.2.
3.3.1 The Space of Strong Integrands
We start by introducing the class of strong integrands.
Definition 3.3.1. Let Λ2s(Ψ,M ;T ) denote the collection (of equivalence classes) of
families R = {R(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} of operator-valued maps satisfying
the following conditions:
(1) R(r, ω, u) ∈ L(Φ′qr,u ,Ψ′β), for all r ∈ [0, T ] , ω ∈ Ω, u ∈ U ,
(2) R is qr,u -predictable, i.e. for each φ ∈ Φ, ψ ∈ Ψ, the mapping [0, T ]×Ω×U →
R+ given by (r, ω, u) 7→ qr,u(R(r, ω, u)′ψ, φ) is PT ⊗ B(U)-measurable.
(3)
E
∫ T
0
∫
U
qr,u(R(r, u)
′ψ)2µ(du)λ(dr) <∞, ∀ψ ∈ Ψ. (3.61)
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Remark 3.3.2. Note that from Definition 3.3.1(1), for r ∈ [0, T ], ω ∈ Ω, u ∈ U , the
dual operator R(r, ω, u)′ of R(r, ω, u) satisfies R(r, ω, u)′ ∈ L(Ψ,Φqr,u) (here we are im-
plicitly using the fact that Ψ is reflexive; see Theorem 1.1.7(2)). In particular, this im-
plies R(r, ω, u)′ψ ∈ Φqr,u , for all ψ ∈ Ψ. This last fact, Definition 3.3.1(2) and Remark
3.2.2 imply that the map (r, ω, u) 7→ qr,u(R(r, ω, u)′ψ)2 = qr,u(R(r, ω, u)′ψ,R(r, ω, u)′ψ)
is PT ⊗ B(U)-measurable and hence the integral in (3.61) is well defined.
When there is no necessity to give emphasis to the dependence of the space Λ2s(Ψ,M ;T )
with respect to Ψ and M , we denote this space by Λ2s(T ). We will use this shorter
notation for the rest of this section.
It is easy to check that Λ2s(T ) is a linear space. Now we introduce a class of subspaces
of Λ2s(T ) that will help us to have a better understanding of its inner structure.
Definition 3.3.3. Let p be a continuous Hilbertian semi-norm on Ψ. Let Λ2s(p, T )
denote the collection (of equivalence classes) of families R = {R(r, ω, u) : r ∈ [0, T ], ω ∈
Ω, u ∈ U} of operator-valued maps satisfying the following conditions:
(1) R(r, ω, u) ∈ L2(Φ′qr,u ,Ψ′p), for all r ∈ [0, T ] , ω ∈ Ω, u ∈ U ,
(2) R is qr,u -predictable, i.e. for each φ ∈ Φ, ψ ∈ Ψ, the mapping [0, T ]×Ω×U →
R+ given by (r, ω, u) 7→ qr,u(R(r, ω, u)′ψ, φ) is PT ⊗ B(U)-measurable.
(3)
E
∫ T
0
∫
U
||R(r, u)||2L2(Φ′qr,u ,Ψ′p) µ(du)λ(dr) <∞. (3.62)
Remark 3.3.4. Similar arguments to those in Remark 3.3.2, and the definition of
the Hilbert-Schmidt norm shows that the map (r, ω, u) 7→ ||R(r, ω, u)||2L2(Φ′qr,u ,Ψ′p) =
||R(r, ω, u)′||2L2(Ψp,Φqr,u ) is PT ⊗ B(U)-measurable and hence the integral in (3.62) is
well defined.
Remark 3.3.5. The space Λ2s(p, T ) for a fixed continuous Hilbertian semi-norm p on
Ψ corresponds to an extension of the class of integrands considered by Bojdecki and
Jakubowski in [13] to integrands depending also on the jump space variable u.
The proof of the following result can be carried out similarly to the proof of Proposition
2.4 of Bojdecki and Jakubowski [13].
Proposition 3.3.6. Let p be a continuous Hilbertian semi-norm on Ψ. Then, the
space Λ2s(p, T ) is a Hilbert space when equipped with the inner product corresponding
to the Hilbertian norm ||·||s,p,T given by
||R||2s,p,T = E
∫ T
0
∫
U
||R(r, u)||2L2(Φ′qr,u ,Ψ′p) µ(du)λ(dr), ∀R ∈ Λ
2
s(p, T ). (3.63)
Proposition 3.3.7. If p and q are continuous Hilbertian semi-norms on Ψ such that
p ≤ q , then i′p,qΛ2s(p, T ) ⊆ Λ2s(q, T ), i.e. for each R = {R(r, ω, u)} ∈ Λ2s(p, T ), we have
i′p,qR = {i′p,qR(r, ω, u)} ∈ Λ2s(q, T ).
Proof. As p ≤ q , then Ψ′p ⊆ Ψ′q and the inclusion i′p,q : Ψ′p → Ψ′q is linear and
continuous. Therefore, if R ∈ Λ2s(p, T ), it is easy to check that i′p,qR belongs to
Λ2s(q, T ). So, is clear that i
′
p,qR satisfies condition (2) in Definition 3.3.3. It also
satisfies condition (1). This follows from the fact that for each (r, ω, u) ∈ [0, T ]×Ω×U ,
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R(r, ω, u) ∈ L2(Φ′qr,u ,Ψ′p) implies i′p,qR(r, ω, u) ∈ L2(Φ′qr,u ,Ψ′q). Finally, condition (3)
is satisfied because from (3.63) it follows that∣∣∣∣i′p,qR∣∣∣∣s,q,T ≤ ∣∣∣∣i′p,q∣∣∣∣L(Ψ′p,Ψ′q) ||R||s,p,T <∞.
Hence, i′p,qR ∈ Λ2s(q, T ). 
Proposition 3.3.8. For every continuous Hilbertian semi-norm p on Ψ, we have
i′pΛ2s(p, T ) ⊆ Λ2s(T ), i.e. for each R = {R(r, ω, u)} ∈ Λ2s(p, T ), we have i′pR =
{i′pR(r, ω, u)} ∈ Λ2s(T ).
Proof. Let p be a continuous Hilbertian semi-norm on Ψ and let R ∈ Λ2s(p, T ). It is
clear from Definition 3.3.3 and the fact that the inclusion i′p : Ψ′p → Ψ′β is linear and
continuous, that the family i′pR satisfies the properties (1) and (2) of Definition 3.3.1.
Moreover, from Proposition B.0.17, we have
qr,u(R(r, ω, u)
′ipψ) ≤ p(ipψ)
∣∣∣∣R(r, ω, u)′∣∣∣∣L(Ψp,Φqr,u ) (3.64)
≤ p(ipψ) ||R(r, ω, u)||L2(Φ′qr,u ,Ψ′p) ,
for every (r, ω, u) ∈ [0, T ] × Ω × U , and all ψ ∈ Ψ. Then it follows from (3.64) and
(3.62) that
E
∫ T
0
∫
U
qr,u(R(r, u)
′ipψ)2µ(du)λ(dr)
≤ p(ipψ)2 E
∫ T
0
∫
U
||R(r, u)||2L2(Φ′qr,u ,Ψ′p) µ(du)λ(dr) <∞.
for all ψ ∈ Ψ. Hence, the fact that (i′pR(r, ω, u))′ = R(r, ω, u)′ip for every (r, ω, u),
and the above inequality implies that i′pR satisfies (3.61). Thus, i′pR ∈ Λ2s(T ). 
Our next objective is to show that the spaces Λ2s(T ) and L(Ψ,Λ2w(T )) are isomorphic
(Theorem 3.3.10), where L(Ψ,Λ2w(T )) is the linear space of continuous and linear
operators from Ψ into Λ2w(T ). This fact will have two consequences. The first, that we
can equip Λ2s(T ) with a locally convex topology induced by the operator topology on
L(Ψ,Λ2w(T )). The second, as a consequence of the proof of Theorem 3.3.10 we will show
(see Corollary 3.3.12) that to every R ∈ Λ2s(T ) we can associate some R˜ ∈ Λ2s(p, T ) such
that R = i′pR˜ λ⊗P⊗µ-a.e. This will have important implications in our construction
of the strong stochastic integral in Section 3.3.2.
For the proof of Theorem 3.3.10 will need the following result.
Lemma 3.3.9. Let S ∈ L(Ψ,Λ2w(T )). Then, q : Ψ→ R+ given by
q(ψ) = ||Sψ||w,T =
(
E
∫ T
0
∫
U
qr,u(Sψ)
2µ(du)λ(dr)
)1/2
, ∀ψ ∈ Ψ.
is a continuous Hilbertian semi-norm on Ψ. Moreover, there exists a continuous Hilber-
tian semi-norm p on Ψ, q ≤ p such that iq,p is Hilbert-Schmidt and for which the map
S has an extension S˜ such that S˜ ∈ L2(Ψp,Λ2w(T )).
Proof. It is easy to see that q : Ψ → R+ is a Hilbertian semi-norm on Ψ. Now,
as ||·||w,T generates the topology on Λ2w(T ), it follows by definition that the map
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X 7→ ||X||w,T from Λ2w(T ) into R+ is continuous. Then because S ∈ L(Ψ,Λ2w(T )) and
q(ψ) = ||Sψ||w,T for all ψ ∈ Ψ, it follows that q : Ψ→ R+ is continuous.
Now, as Ψ is a nuclear space, there exists a continuous Hilbertian semi-norm p on
Ψ such that q ≤ p and iq,p is Hilbert-Schmidt. Hence, ||Sψ||w,T ≤ p(ψ), for all
ψ ∈ Ψ and therefore S is p-continuous. As Ψ is dense in Ψp , it follows that S has an
extension S˜ such that S˜ ∈ L(Ψp,Λ2w(T )).
Moreover, S˜ is Hilbert-Schmidt. This is because if {ψpj }j∈N ⊆ Ψ is a complete or-
thonormal system in Ψp , then∣∣∣∣∣∣S˜∣∣∣∣∣∣2
L2(Ψp,Λ2w(T ))
=
∞∑
j=1
∣∣∣∣∣∣S˜ipψpj ∣∣∣∣∣∣2
w,T
=
∞∑
j=1
q(ipψ
p
j )
2 = ||iq,p||2L2(Ψp,Ψq) <∞.
Thus, S˜ ∈ L2(Ψp,Λ2w(T )). 
Now we prove that Λ2s(T ) and L(Ψ,Λ2w(T )) are isomorphic.
Theorem 3.3.10. The mapping ∆ : Λ2s(T )→ L(Ψ,Λ2w(T )) given by
R 7→ (ψ 7→ R′ψ := {R(r, ω, u)′ψ : r ∈ [0, T ], ω ∈ Ω, u ∈ U}) , (3.65)
is an isomorphism.
Proof. We divide the proof into two steps.
Step 1. For every R ∈ Λ2s(T ), the map ψ 7→ R′ψ is an element of L(Ψ,Λ2w(T )).
Hence, the map ∆ given by (3.65) is well-defined and linear.
Let R ∈ Λ2s(T ). First, note that from Definition 3.3.1 and Remark 3.3.2, for every
ψ ∈ Ψ, the family R′ψ given by (3.65) satisfies the conditions of Definition 3.2.1, and
hence it is an element of Λ2w(T ). Therefore, the map ψ 7→ R′ψ from Ψ into Λ2w(T ) is
well-defined. Moreover, it is also linear as one can easily see from the linearity of each
operator R(r, ω, u)′ ∈ L(Ψ,Φqr,u).
To prove that ψ 7→ R′ψ is also continuous, we will prove firstly that it is a sequentially
closed operator. In such a case, from the fact that Ψ is ultrabornological and Λ2w(T ) is
a Hilbert space, the closed graph theorem (Theorem 1.1.3) implies that it is continuous.
We will prove that ψ 7→ R′ψ is sequentially closed by proving that it satisfies the
characterization given in Theorem 1.1.1. Let {ψn}n∈N be a sequence in Ψ converging
to some ψ ∈ Ψ and let X ∈ Λ2w(T ) be such that {R′ψn}n∈N converges to X in Λ2w(T ),
i.e. we have
lim
n→∞
∣∣∣∣R′ψn −X∣∣∣∣2w,T = limn→∞E
∫ T
0
∫
U
qr,u(R(r, u)
′ψn −X(r, u))2µ(du)λ(dr) = 0.
(3.66)
We need to prove that X = R′ψ .
First, note that as for each (r, ω, u) ∈ [0, T ]×Ω×U , we have R(r, ω, u)′ ∈ L(Ψ,Φqr,u),
then it follows that for each (r, ω, u), {R(r, ω, u)′ψn}n∈N converges to R(r, ω, u)′ψ in
Φqr,u as n→∞ . It follows from this, Fatou’s lemma and (3.66), that we have∣∣∣∣R′ψ −X∣∣∣∣2
w,T
= E
∫ T
0
∫
U
qr,u(R(r, u)
′ψ −X(r, u))2µ(du)λ(dr)
= E
∫ T
0
∫
U
lim
n→∞ qr,u(R(r, u)
′ψn −X(r, u))2µ(du)λ(dr)
≤ lim inf
n→∞ E
∫ T
0
∫
U
qr,u(R(r, u)
′ψn −X(r, u))2µ(du)λ(dr) = 0
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Therefore, we have X = R′ψ . Thus, ψ 7→ R′ψ is sequentially closed and by the
closed graph theorem this implies that it is continuous. Hence, ψ 7→ R′ψ belongs to
L(Ψ,Γ2w(T )). This in particular implies that the mapping ∆ is well-defined.
Finally, the fact that ∆ is linear follows easily from (3.65) and the fact that for any
a ∈ R , R,S ∈ Λ2s(T ), for every (r, ω, u) ∈ [0, T ]×Ω× U , it follows that aR(r, ω, u)′ +
S(r, ω, u)′ = (aR(r, ω, u) + S(r, ω, u))′ .
Step 2. The mapping ∆ given by (3.65) is invertible.
We start by proving that ∆ is injective. As it is linear, it is sufficient (and necessary)
to prove that Ker(∆) = {0} .
Let R ∈ Λ2s(T ) be such that ∆(R) = 0. Then, R(r, ω, u)′ψ = 0, for all (r, ω, u) ∈
[0, T ]× Ω× U and all ψ ∈ Ψ. Therefore, R = 0. Thus, Ker(∆) = {0} .
Now, to prove that ∆ is surjective, let S ∈ L(Ψ,Λ2w(T )). From Lemma 3.3.9, there
exists a continuous Hilbertian semi-norm p on Ψ for which S has an extension S˜ such
that S˜ ∈ L2(Ψp,Λ2w(T )).
Moreover, as S˜ is Hilbert-Schmidt by Proposition B.0.16 there exists an orthonormal
system {ψpj }j∈J in Ψp , an orthonormal system {Xj}j∈J in Λ2w(T ) and a sequence of
positive numbers {γj}j∈J satisfying
∑
j∈J γ
2
j < ∞ , with J ⊆ N , such that S˜ admits
the representation:
S˜ψ =
∑
j∈J
γj p(ψ,ψ
p
j )Xj , ∀ψ ∈ Ψp. (3.67)
Choose a complete orthonormal system {ψpj }j∈N which is an extension of the orthonor-
mal system {ψpj }j∈J . Then, from (3.67) we have
S˜ψpj = γjXj if j ∈ J, and S˜ψpj = 0 if j ∈ N \ J. (3.68)
Now, from Parseval’s identity and the fact that S˜ ∈ L2(Ψp,Λ2w(T )) it follows that
E
∫ T
0
∫
U
∑
j∈N
qr,u((S˜ψ
p
j )(r, ω, u))
2µ(du)λ(dr) = ||S˜||2L2(Ψp,Λ2w(T )) <∞. (3.69)
Then, it follows from (3.68) and (3.69) that there exists Γ ⊆ [0, T ]×Ω× U , such that
(λ⊗ P⊗ µ)(Γ) = 1 and∑
j∈J
γ2j qr,u(Xj(r, ω, u))
2 =
∑
j∈N
qr,u((S˜ψ
p
j )(r, ω, u))
2 <∞, ∀ (r, ω, u) ∈ Γ. (3.70)
Let F = {F (r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} , where for every ψ ∈ Ψ,
F (r, ω, u)ψ =
{
(S˜ψ)(r, ω, u), ∀ (r, ω, u) ∈ Γ,
0, ∀ (r, ω, u) ∈ Ω \ Γ. (3.71)
Our objective is to prove that the family F satisfies the following properties:
(a) F (r, ω, u) ∈ L2(Ψp,Φqr,u), for all (r, ω, u) ∈ [0, T ]× Ω× U ,
(b) The map (r, ω, u) 7→ qr,u(F (r, ω, u)ψ, φ) is PT⊗B(U)-measurable, for each φ ∈ Φ,
ψ ∈ Ψ,
(c) E
∫ T
0
∫
U ||F (r, u)||2L2(Ψp,Φqr,u ) µ(du)λ(dr) <∞ .
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To prove (a), first note that from (3.67) and (3.71), F (r, ω, u) is a linear operator from
Ψ into Φqr,u , for all (r, ω, u) ∈ [0, T ]× Ω× U .
Fix (r, ω, u) ∈ Γ. Then, from (3.67), (3.71), the Cauchy-Schwarz inequality and Par-
seval’s identity, it follows that for all ψ ∈ Ψp we have
qr,u(F (r, ω, u)ψ)
2 = qr,u
∑
j∈J
γj p(ψ,ψ
p
j )Xj(r, ω, u)
2
≤
∑
j∈J
p(ψ,ψpj )
2
 ·
∑
j∈J
γ2j qr,u (Xj(r, ω, u))
2

≤ C p(ψ)2
where C =
∑∞
j=1 γ
2
j qr,u (Xj(r, ω, u))
2 <∞ by (3.70). Then, F (r, ω, u) is a continuous
operator from Ψp into Φqr,u . Moreover, because {ψpj }j∈N is a complete orthonormal
system in Ψp , (3.68), (3.70) and (3.71) show that ||F (r, ω, u)||L2(Ψp,Φqr,u ) < ∞ and
hence F (r, ω, u) ∈ L2(Ψp,Φqr,u). As for (r, ω, u) ∈ Ω \ Γ we have F (r, ω, u) = 0, from
the above it follows that F (r, ω, u) ∈ L2(Ψp,Φqr,u) for all (r, ω, u) ∈ [0, T ]×Ω×U and
therefore we have proved (a).
For (b), fix ψ ∈ Ψ and φ ∈ Φ. From (3.67) and (3.71), for all (r, ω, u) ∈ Γ we have
qr,u(F (r, ω, u)ψ, φ) =
∑
j∈J
γj p(ψ,ψ
p
j )qr,u(Xj(r, ω, u), φ). (3.72)
As for each j ∈ N , Xj ∈ Λ2w(T ), then the map (r, ω, u) 7→ qr,u(Xj(r, ω, u), φ) is PT -
measurable (see Definition 3.2.1). Putting this together with (3.72) implies that the
map (r, ω, u) 7→ qr,u(F (r, ω, u)ψ, φ) is PT -measurable. So we have proved (b).
Finally, (3.69) and (3.71) imply that
E
∫ T
0
∫
U
||F (r, u)||2L2(Ψp,Φqr,u ) µ(du)λ(dr)
= E
∫ T
0
∫
U
∑
j∈J
qr,u((S˜ψ
p
j )(r, u))
2µ(du)λ(dr) <∞.
This proves (c).
Define R = {R(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} to be given by:
R(r, ω, u) = F (r, ω, u)′, ∀ (r, ω, u) ∈ [0, T ]× Ω× U. (3.73)
then from the properties (a)-(c) above it follows that R ∈ Λ2s(p, T ) (see Definition 3.3.3)
and hence by Proposition 3.3.8 we have i′pR ∈ Λ2s(T ). Moreover, as S˜ is an extension
of S , from (3.71) for every ψ ∈ Ψ and (r, ω, u) ∈ Γ, we have that
(i′pR(r, ω, u))
′ψ = F (r, ω, u)ipψ = (S˜ipψ)(r, ω, u) = (Sψ)(r, ω, u), (3.74)
and then from (3.65) it follows that S = ∆(i′pR). Therefore, the map ∆ is surjective
and hence it is an isomorphism. 
Corollary 3.3.11. For every continuous semi-norm p on Ψ, the mapping ∆ given by
(3.65) defines an isometric isomorphism from Λ2s(p, T ) into L2(Ψp,Λ2w(T )).
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Proof. With some very light modifications on the arguments of Step 1 in the proof of
Theorem 3.3.10, we can show that for R ∈ Λ2s(p, T ), we have ∆(R) ∈ L(Ψp,Λ2w(T )).
Moreover, if {ψj}j∈N is a complete orthonormal system in Ψp , then Fubini’s theorem,
(3.16) and the fact that R ∈ Λ2s(p, T ) implies that:
||∆(R)||2L2(Ψp,Λ2w(T )) =
∞∑
j=1
∣∣∣∣∣∣∆(R)ψpj ∣∣∣∣∣∣2
w,T
(3.75)
=
∞∑
j=1
E
∫ T
0
∫
U
qr,u(R(r, u)
′ψpj )
2µ(du)λ(dr)
= E
∫ T
0
∫
U
∞∑
j=1
qr,u(R(r, u)
′ψpj )
2µ(du)λ(dr)
= E
∫ T
0
∫
U
∣∣∣∣R(r, u)′∣∣∣∣2L2(Ψp,Φqr,u ) µ(du)λ(dr)
= ||R||2s,p,T <∞,
and therefore ∆(R) ∈ L2(Ψp,Λ2w(T )). Note that (3.75) indeed implies that ∆ is an
isometry from Λ2s(p, T ) into L2(Ψp,Λ2w(T )).
Finally, the arguments of Step 2 in the proof of Theorem 3.3.10 show that ∆ is an
isomorphism from Λ2s(p, T ) into L2(Ψp,Λ2w(T )). 
Corollary 3.3.12. Let R ∈ Λ2s(T ). There exists a continuous Hilbertian semi-norm
p on Ψ and R˜ ∈ Λ2s(p, T ) such that R(r, ω, u) = i′pR˜(r, ω, u), for λ ⊗ P ⊗ µ-a.e.
(r, ω, u) ∈ [0, T ]× Ω× U .
Moreover, if H(Ψ) denotes the collection of all the continuous Hilbertian semi-norms
on Ψ, then
Λ2s(T ) =
⋃
p∈H(Ψ)
i′pΛ
2
s(p, T ).
Proof. First, from Step 1 of the proof of Theorem 3.3.10 we have that ψ 7→ R′ψ
given in (3.65) is an element of L(Ψ,Λ2w(T )). Then it follows from Step 2 of the proof
of Theorem 3.3.10 that there exists a continuous Hilbertian semi-norm p on Ψ and
there exists R˜ in Λ2s(p, T ) such that for λ ⊗ P ⊗ µ-a.e. (r, ω, u) ∈ [0, T ] × Ω × U ,
R(r, ω, u)′ψ = (i′pR˜(r, ω, u))′ψ (note that this is (3.74) with S replaced by the map
ψ 7→ R′ψ ).
To prove the second statement, note that as a consequence of the first statement we have
Λ2s(T ) ⊆
⋃
p∈H(Ψ) i
′
pΛ
2
s(p, T ). Now, from Proposition 3.3.8 we have that i
′
pΛ
2
s(pγ , T ) ⊆
Λ2s(T ), for each p ∈ H(Ψ). Then,
⋃
p∈H(Ψ) i
′
pΛ
2
s(p, T ) ⊆ Λ2s(T ). 
Now we proceed to introduce vector topologies on the space Λ2s(T ) of strong integrands.
Note that as from Theorem 3.3.10 the spaces Λ2s(T ) and L(Ψ,Λ2w(T )) are isomorphic
(as vector spaces), then a natural way to introduce a topology on Λ2s(T ) is to equip
it with one of the known topologies on L(Ψ,Λ2w(T )) of uniform convergence in some
families of bounded subsets of Ψ (see Section 1.1.5).
Recall that the topology of bounded (respectively simple) convergence on L(Ψ,Λ2w(T ))
is the locally convex topology generated by the following family of semi-norms:
S → sup
ψ∈B
||Sψ||w,T ,
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where B runs over the bounded (respectively finite) subsets of Ψ.
Then, by identifying each element R of Λ2s(T ) with the unique element (ψ 7→ R′ψ) in
L(Ψ,Λ2w(T )) given by (3.65), we introduce on Λ2w(T ) the topologies of simple and
bounded convergence. A family of semi-norms generating the topology of bounded
(respectively simple) convergence on Λ2s(T ) is then given by
R→ sup
ψ∈B
∣∣∣∣R′ψ∣∣∣∣
w,T
= sup
ψ∈B
(
E
∫ T
0
∫
U
qr,u(R(r, u)
′ψ)2µ(du)λ(dr)
) 1
2
, (3.76)
where B runs over the bounded (respectively finite) subsets of Ψ.
Proposition 3.3.13. The space Λ2s(T ) is complete equipped with the topology of bounded
convergence and quasi-complete equipped with the topology of simple convergence.
Proof. The assertion follow from the corresponding properties of the topologies of
bounded and simple convergence of the space L(Ψ,Λ2w(T )). See Section 6, Chapter 39
of Kothe¨ [62]. 
From Proposition 3.3.8, the spaces Λ2s(p, T ), where p ranges over the continuous Hilber-
tian semi-norms p on Ψ, are linear subspaces of Λ2s(T ). The following result shows
that the Hilbert topology on each space Λ2s(p, T ) (see Proposition 3.3.8) is finer than
the subspace topology induced on them by the topologies of simple and bounded con-
vergence on Λ2s(T ).
Proposition 3.3.14. Let p be a continuous Hilbertian semi-norm on Ψ. Let Λ2s(T )
be equipped with either the topology of simple or the topology of bounded convergence.
Then, the inclusion map i′p : Λ2s(p, T )→ Λ2s(T ), R 7→ i′pR , is linear and continuous.
Proof. The linearity of the inclusion map is evident. To prove its continuity, let B
be any bounded subset of Ψ. As p is continuous, there exists C > 0 such that
B ⊆ CBp(1). Then, for any R ∈ Λ2s(p, T ) we have from (3.63), (3.64) and (3.76) that,
sup
ψ∈B
∣∣∣∣R′ipψ∣∣∣∣2w,T ≤ C2 sup
ψ∈Bp(1)
E
∫ T
0
∫
U
qr,u(R(r, u)
′ipψ)2µ(du)λ(dr)
≤ C2
(
sup
ψ∈Bp(1)
p(ψ)2
)
E
∫ T
0
∫
U
∣∣∣∣i′pR(r, u)∣∣∣∣2L2(Φ′qr,u ,Ψ′p) µ(du)λ(dr)
= C2
∣∣∣∣i′pR∣∣∣∣2s,p,T .
Then, the inclusion map i′p : Λ2s(p, T )→ Λ2s(T ) is continuous. 
There exists an alternative way to introduce a vector topology on Λ2s(T ). Let H(Ψ)
denotes the collection of all the continuous Hilbertian semi-norms on Ψ, then from
Corollary 3.3.12 we have Λ2s(T ) =
⋃
p∈H(Ψ) i
′
pΛ
2
s(p, T ). Therefore, due to Propositions
3.3.7 and 3.3.8 the family {(Λ2s(p, T ), i′p) : p ∈ H(Ψ)} is an inductive system on Λ2s(T )
and hence we can equip this space with the inductive limit topology with respect to
this system (see Section 1.1.3). A local base of neighborhoods of zero for this topology
is the collection of all convex, balanced, absorbing subsets U of Λ2s(T ) such that for
each p ∈ H(Ψ), (i′p)−1(U) is a neighborhood of zero in Λ2s(p, T ).
Proposition 3.3.15. Equipped with the inductive topology the space Λ2s(T ) is ultra-
bornological and if Ψ is Fre´chet then Λ2s(T ) is also complete. Moreover, the inductive
limit topology on Λ2s(T ) is finer than the topologies of simple and bounded convergence
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Proof. The first assertion follows because Λ2s(T ) equipped with the inductive limit
topology is by definition the inductive limit of the Hilbert spaces Λ2s(p, T ). If Ψ is
Fre´chet then the inductive limit can be equivalently defined with respect to an increasing
sequence of continuous semi-norms {pn}n∈N . But as each Λ2s(pn, T ) is complete, this
implies that Λ2s(T ) is also complete (see result 6.6, Chapter II of Schaeffer, p.59).
Finally, by definition the inductive limit topology is the finest locally convex topology
on Λ2s(T ) such that the inclusion map i
′
p : Λ
2
s(p, T ) → Λ2s(T ) is continuous for all
p ∈ H(Ψ). Hence, Proposition 3.3.14 implies that the inductive limit topology on
Λ2s(T ) is finer than the topologies of simple and bounded convergence. 
3.3.2 The Strong Stochastic Integral: Construction and Basic
Properties
In this section we construct the strong stochastic integral for integrands in Λ2s(T ) and
study some of its basic properties. We start by showing the existence of the strong
integral for elements of the space Λ2s(p, T ).
Theorem 3.3.16. Let R ∈ Λ2s(p, T ), where p is a continuous Hilbertian semi-norm
on Ψ. Then, there exists a unique (up to indistinguishable versions) Ψ′p -valued, zero-
mean, square integrable, ca`dla`g martingale Is(R) = {Ist (R)}t∈[0,T ] , such that for all
ψ ∈ Ψp , P-a.e.
Ist (R)[ψ] = I
w
t (R
′ψ), ∀ t ∈ [0, T ], (3.77)
where the stochastic process on the right-hand side of (3.77) corresponds to the weak
stochastic integral of R′ψ ∈ Λ2w(T ) defined in (3.65). Moreover, for all t ∈ [0, T ],
E p′(Ist (R))2 = E
∫ t
0
∫
U
||R(r, u)||2L2(Φ′qr,u ,Ψ′p) µ(du)λ(dr). (3.78)
Furthermore, Is(R) is mean-square continuous and has a predictable version.
Proof. First, from Corollary 3.3.11 we have ∆(R) ∈ L2(Ψp,Λ2w(T )). Then, ∆(R) has
a representation
∆(R)ψ =
∑
j∈J
γj p(ψ,ψ
p
j )Xj , ∀ψ ∈ Ψp. (3.79)
where {ψpj }j∈J and {Xj}j∈J are orthonormal systems in Ψp and Λ2w(T ) respectively,
{γj}j∈J is a sequence of positive numbers satisfying
∑
j∈J γ
2
j <∞ and J ⊆ N .
Let {ψpj }j∈N be a complete orthonormal system which is an extension of the orthonor-
mal system {ψpj }j∈J . Then, from (3.79) we have
∆(R)ψpj = γjXj if j ∈ J, and ∆(R)ψpj = 0 if j ∈ N \ J. (3.80)
Now, for each j ∈ N , let fpj be given by fpj [·] = p(·, ψpj ). Then, {fpj }j∈N is a complete
orthonormal system in Ψ′p that is in duality with {ψpj }j∈N , i.e. fpj [ψpi ] = δij , for each
i, j ∈ N . Moreover, it follows from (3.79) and the continuity of the weak integral
mapping Iw : Λ2w(T ) →M2T (R) (Theorem 3.2.8), that for each t ∈ [0, T ] , Iw ◦∆(R)
has the representation:
(Iw ◦∆(R)ψ)t = Iwt (∆(R)ψ) =
∑
j∈J
γj f
p
j [ψ]I
w
t (Xj), ∀ψ ∈ Ψp, t ∈ [0, T ]. (3.81)
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Now, note that from Fubini’s theorem and (3.30), we have
E
 sup
t∈[0,T ]
∑
j∈J
γ2j |Iwt (Xj)|2
 ≤∑
j∈J
γ2j E
(
sup
t∈[0,T ]
|Iwt (Xj)|2
)
≤ 4T
∑
j∈J
γ2j ||Xj ||2w,T <∞,
(3.82)
where recall ||Xj ||2w,T = 1, for all j ∈ N and
∑∞
j=1 γ
2
j < ∞ . Hence, it follows from
the above that the set Ω0 =
{
ω ∈ Ω : supt∈[0,T ]
∑
j∈J γ
2
j |Iwt (Xj)|2 <∞
}
is such that
P(Ω0) = 1.
Let Is(R) = {Ist (R)}t∈[0,T ] be defined for each t ∈ [0, T ] by:
Ist (R)(ω) =
{∑
j∈J γj f
p
j I
w
t (Xj)(ω), if ω ∈ Ω0,
0, if ω ∈ Ω \ Ω0.
(3.83)
From the definition of Ω0 it follows that the sum in (3.83) converges in Φ
′
p for every
ω ∈ Ω0 . Hence, Is(R) is a Φ′β -valued process. Moreover, from Parseval’s identity,
(3.82) and (3.83), we have
E
(
sup
t∈[0,T ]
p′(Ist (R))
2
)
= E
 sup
t∈[0,T ]
∞∑
k=1
∣∣∣∣∣∣
∑
j∈J
γj f
p
j [ψ
p
k]I
w
t (Xj)
∣∣∣∣∣∣
2
= E
 sup
t∈[0,T ]
∑
j∈J
γ2j |Iwt (Xj)|2
 <∞. (3.84)
Therefore, Is(R) is square integrable. Moreover, from (3.83) and the fact that each
Iw(Xj) ∈M2T (R), it follows that Is(R) is also a Ψ′p -valued zero-mean ca`dla`g martin-
gale.
Now, for any ψ ∈ Ψp it follows from (3.81) and (3.83) that for every ω ∈ Ω0 we have
Ist (R)(ω)[ψ] =
∑
j∈J
γj f
p
j [ψ]I
w
t (Xj)(ω) = I
w
t (∆(R)ψ)(ω), ∀ t ∈ [0, T ].
Then we have proved (3.77). The condition (3.77) and Proposition 1.2.15 shows that
Is(R) is the unique (up to indistinguishable versions) Φ′p -valued process satisfying the
conditions on the statement of the theorem.
To prove (3.78), let t ∈ [0, T ] . Then, from Parseval’s identity, Fubini’s theorem, (3.28)
and (3.77) we have
E p′(Ist (R))2 =
∞∑
j=1
E
[∣∣∣Ist (R)[ψpj ]∣∣∣2]
=
∞∑
j=1
E
[∣∣∣Iwt (R′ψpj )∣∣∣2]
=
∞∑
j=1
E
∫ t
0
∫
U
qr,u(R(r, u)
′ψpj )
2µ(du)λ(dr)
= E
∫ t
0
∫
U
||R(r, u)||2L2(Φ′qr,u ,Ψ′p) µ(du)λ(dr).
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This proves (3.78). Now, to show that Is(R) is mean-square continuous, note that
from (3.78) it follows that for any 0 ≤ s ≤ t ≤ T we have:
E
(
p′(Iss (R)− Ist (R))2
)
= E
∫ t
s
||R(r, u)||2L2(Φ′qr,u ,Ψ′p) µ(du)λ(dr) ≤ ||R||
2
s,p,T ,
and hence from an application of the dominated convergence theorem we have
E
(
p′(Iss (R)− Ist (R))2
)→ 0 as s→ t, or t→ s.
Thus, Is(R) is mean square continuous. Finally, as Is(R) is a Ψ′p -valued, Ft -adapted
and stochastically continuous process it has a predictable version (see Proposition 3.21
of Peszat and Zabczyk [85], p.27). 
We now show the existence of the strong stochastic integral for elements of Λ2s(T ).
Theorem 3.3.17. Let R ∈ Λ2s(T ). Then, there exists a unique (up to indistinguish-
able versions) Ψ′β -valued, zero-mean, square integrable ca`dla`g martingale I
s(R) =
{Ist (R)}t∈[0,T ] , such that for all ψ ∈ Ψ, P-a.e.
Ist (R)[ψ] = I
w
t (R
′ψ), ∀ t ∈ [0, T ], (3.85)
where the stochastic process in the right-hand side of (3.85) corresponds to the weak
stochastic integral of R′ψ ∈ Λ2w(T ) defined in (3.65).
Moreover, there exist a continuous Hilbertian semi-norm p on Ψ and R˜ ∈ Λ2s(p, T )
such that R(r, ω, u) = i′pR˜(r, ω, u), for λ ⊗ P ⊗ µ-a.e. (r, ω, u) ∈ [0, T ] × Ω × U and
such that Ist (R) = i
′
pI
s
t (R˜) for all t ∈ [0, T ], where Is(R˜) is the Ψ′p -valued process
defined in Theorem 3.3.16.
Proof. First, it follows from Corollary 3.3.12 that there exists a continuous Hilbertian
semi-norm p on Ψ and R˜ ∈ Λ2s(p, T ) such that R(r, ω, u) = i′pR˜(r, ω, u), for λ⊗P⊗µ-
a.e. (r, ω, u) ∈ [0, T ]× Ω× U .
Let Is(R˜) be the Ψ′p -valued process defined in Theorem 3.3.16. Define Is(R) =
{Ist (R)}t∈[0,T ] for every t ∈ [0, T ] by Ist (R) = i′pIst (R˜). Then, from the properties
of the process Is(R˜) it follows that Is(R) is a Ψ′β -valued, zero-mean, square integrable
ca`dla`g martingale.
Let ψ ∈ Ψ. From the fact that i′p is the dual operator of ip , (3.65), (3.77) and the fact
that R = i′pR˜ λ⊗ P⊗ µ-a.e., it follows that P-a.e. for all t ∈ [0, T ] we have
Ist (R)[ψ] = i
′
pI
s(R˜)[ψ] = Is(R˜)[ipψ] = I
w
t (R˜
′ipψ) = Iwt ((i
′
pR˜)
′ψ) = Iwt (R
′ψ).
This proves (3.85). Finally, (3.85) and Proposition 1.2.15 shows that Is(R) is the
unique (up to indistinguishable versions) Φ′β -valued process satisfying the conditions
on the statement of the theorem. 
Proposition 3.3.18. If for each A ∈ R and φ ∈ Φ, the real-valued process (M(t, A)(φ) :
t ≥ 0) is continuous, then for each R ∈ Λ2s(p, T ), the Ψ′p -valued process Is(R) defined
in Theorem 3.3.16 is continuous. Similarly, for each P ∈ Λ2s(T ) the Ψ′β -valued process
Is(P ) defined in Theorem 3.3.17 is continuous.
Proof. Let R ∈ Λ2s(p, T ). With the notation of the proof of Theorem 3.3.16, our
assumption implies that for each j ∈ J , Iw(Xj) is a continuous process (see Proposition
3.2.10). Then, it follows from (3.83) that Is(R) is continuous.
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If P ∈ Λ2s(T ) it follows from the second part of Theorem 3.3.17 that there exists a con-
tinuous Hilbertian semi-norm p on Ψ and P˜ ∈ Λ2s(p, T ) such that Is(P ) and i′pIs(P˜ )
are indistinguishable processes. But as Is(P˜ ) is a Ψ′p -valued continuous process and
i′p : Ψ′p → Ψ′β is continuous it follows that Is(P ) is continuous. 
We are ready to define the strong stochastic integral.
Definition 3.3.19.
(1) Let p be a continuous Hilbertian semi-norm on Ψ. For R ∈ Λ2s(p, T ) let Is(R)
be the Ψ′p -valued process defined in Theorem 3.3.16. We call Is(R) the strong
stochastic integral of R .
(2) For R ∈ Λ2s(T ) let Is(R) be the Ψ′β -valued process defined in Theorem 3.3.17. We
call Is(R) the strong stochastic integral of R . We will sometimes denote the
stochastic integral Is(R) of R by
{∫ t
0
∫
U R(r, u)M(dr, du) : t ∈ [0, T ]
}
. The map
Is : Λ2s(T ) → M2T (Ψ′β) given by R 7→ Is(R), will be called the strong integral
mapping.
Proposition 3.3.20. For every continuous Hilbertian semi-norm p on Ψ and R ∈
Λ2s(p, T ), the two definitions of the strong stochastic integral given in Definition 3.3.19
are consistent, i.e. Ist (i
′
pR) = i
′
pI
s
t (R) for all t ∈ [0, T ].
Proof. Let Is(R) be the strong stochastic integral of R as given in Definition 3.3.19(1).
From Proposition 3.3.8 it follows that i′pR ∈ Λ2s(T ) and hence it has a strong stochastic
integral Is(i′pR) as given in Definition 3.3.19(2). But from the second part of Theorem
3.3.17 it follows that Ist (i
′
pR) = i
′
pI
s
t (R) for all t ∈ [0, T ] . 
Now we proceed to study some properties of the strong integral mapping.
Proposition 3.3.21. The strong integral mapping Is : Λ2s(T )→M2T (Ψ′β) is linear.
Proof. Let a ∈ R , P,R ∈ Λ2s(T ). As aP + R ∈ Λ2s(T ), from Theorem 3.3.17 the
strong stochastic integral Is(aP +R) of aP +R satisfies that ∀ψ ∈ Ψ, P-a.e.
Ist (aP +R)[ψ] = I
w
t ((aP +R)ψ), ∀ t ∈ [0, T ].
Now, by the linearity of the weak integral and (3.85) for both P and R , for every
ψ ∈ Ψ, P-a.e. it follows that
Ist (aP +R)[ψ] = I
w
t ((aP +R)ψ) = aI
w
t (Pψ) + I
w
t (Rψ) = aI
s
t (P )[ψ] + I
s
t (R)[ψ],
for all t ∈ [0, T ] . Therefore, for each ψ ∈ Ψ the process Is(aP + R)[ψ] is a version
of (aIs(P ) + Js(R))[ψ] . Then, it follows from Proposition 1.2.15 that Is(aP +R) and
aIs(P ) + Is(R)) are indistinguishable Ψ′β -valued processes. Therefore, the map I
s is
linear. 
Corollary 3.3.22. Let p be a continuous Hilbertian semi-norm on Ψ. The strong
integral mapping Is restricts to a continuous and linear operator from Λ2s(p, T ) into
M2T (Ψ′p) such that the following diagram commutes:
Λ2s(p, T )
i′p //
Is

Λ2s(T )
Is

M2T (Ψ′p)
i′p //M2T (Ψ′β)
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Proof. The fact that the strong integral mapping Is restricts to a linear operator
from Λ2s(p, T ) into M2T (Ψ′p) such that the diagram above commutes is a consequence
of Propositions 3.3.20 and 3.3.21.
Finally, from Doob’s inequality, (1.15), (3.63) and (3.78), it follows that
||Is(R)||M2T (Ψ′p) ≤ 2
√
T ||R||s,p,T , ∀R ∈ Λ2s(p, T ).
Therefore the the strong integral mapping is continuous as an operator from Λ2s(p, T )
into M2T (Ψ′p). 
The next result shows that the strong integral map is also continuous from Λ2s(T ) into
M2T (Ψ′β). We will need the topologies on M2T (Ψ′β) defined in Section 1.2.2 and the
topologies on Λ2s(T ) defined in Section 3.3.1.
Proposition 3.3.23. Let Λ2s(T ) and M2T (Ψ′β) be equipped with either the topology of
simple or the topology of bounded convergence. Then, the map Is : Λ2s(T )→M2T (Ψ′β)
is continuous.
Proof. Let B be any bounded subset of Ψ. For any R ∈ Λ2s(T ), it follows from (3.30),
(3.76) and (3.85) that
sup
ψ∈B
||Is(R)[ψ]||2M2T (R) = supψ∈B
∣∣∣∣Iw(R′ψ)∣∣∣∣2M2T (R) ≤ 4T supψ∈B ∣∣∣∣R′ψ∣∣∣∣2w,T .
And hence Is is continuous for Λ2s(T ) and M2T (Ψ′β) equipped with either the topology
of simple or of bounded convergence. 
Corollary 3.3.24. Let Λ2s(T ) be equipped with the inductive limit topology and M2T (Ψ′β)
be equipped with either the topology of simple or the topology of bounded convergence.
Then, the map Is : Λ2s(T )→M2T (Ψ′β) is linear and continuous.
Proof. Because the inductive limit topology on Λ2s(T ) is finer than the topologies of
simple and bounded convergence (Proposition 3.3.15), then Proposition 3.3.23 implies
that the strong integral map is also continuous for Λ2s(T ) equipped with the inductive
limit topology. 
We finish this section with some important examples of applications of our theory of
strong stochastic integration.
Example 3.3.25. Let Φ be a barrelled nuclear space and W be a generalized Wiener
process in Φ′β . Let M be the cylindrical martingale-valued measure defined in Example
3.1.4 by (3.3). Then, the space Λ2s(T ) is the collection (of equivalence classes) of families
R = {R(r, ω, 0) : r ∈ [0, T ], ω ∈ Ω, 0 ∈ Ψ′β} of operator-valued maps satisfying the
conditions of Definition 3.3.1 with respect to the family of semi-norms {qr,0} defined
in Example 3.1.4. From Example 3.2.11 it follows that the condition (3.61) takes the
form
E
∫ T
0
qr(R(r, 0)
′ψ)2dr <∞, ∀ψ ∈ Ψ.
We denote by {∫ t0 R(r, 0)dW (r) : t ∈ [0, T ]} the strong stochastic integral with respect
to M ; in view of Proposition 3.3.18 it is a continuous process.
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Example 3.3.26. Let Φ be a complete, barrelled nuclear space and M be the Le´vy
martingale-valued measure defined in Example 3.1.5 by (3.6). Then, the space Λ2s(T )
is the collection (of equivalence classes) of families R = {R(r, ω, f) : r ∈ [0, T ], ω ∈
Ω, f ∈ Bρ′(1)} of operator-valued maps satisfying the conditions of Definition 3.3.1
with respect to the family of semi-norms {qr,f} defined in (3.8). From Example 3.2.12
it follows that the condition (3.61) takes the form
E
∫ T
0
∫
Bρ′ (1)
∣∣f [R(r, f)′ψ]∣∣2 ν(df)dr <∞, ∀ψ ∈ Ψ.
We denote by {∫ t0 ∫Bρ′ (1)R(r, f)N˜(dr, df) : t ∈ [0, T ]} the strong stochastic integral
with respect to M .
Example 3.3.27. Let Φ be a complete, barrelled nuclear space and M be the Le´vy
martingale-valued measure defined in Example 3.1.8 by (3.11). Then, the space Λ2s(T )
is the collection (of equivalence classes) of families R = {R(r, ω, f) : r ∈ [0, T ], ω ∈
Ω, f ∈ Bρ′(1)} of operator-valued maps satisfying the conditions of Definition 3.3.1
with respect to the family of semi-norms {qr,f} defined in (3.13). From Example 3.2.13
it follows that the condition (3.61) takes the form
E
∫ T
0
(
Q(R(r, 0)′ψ)2 +
∫
Bρ′ (1)\{0}
∣∣f [R(r, f)′ψ]∣∣2 ν(df)) dr <∞, ∀ψ ∈ Ψ.
Moreover, from Examples 3.3.25 and 3.3.26, and from the properties of the strong
stochastic integral that we will show below in Proposition 3.3.31, for all t ∈ [0, T ] we
have ∫ t
0
∫
Bρ′ (1)
R(r, f)M(dr, df) =
∫ t
0
R(r, 0)dW (r) +
∫ t
0
∫
Bρ′ (1)
R(r, f)N˜(dr, df).
3.3.3 Some Properties of the Strong Stochastic Integral
In this section we prove some of the basic properties of the strong stochastic integral.
Thanks to the relation between the strong and weak stochastic integrals given in (3.85),
we will see that most of the properties of the weak integral can be transferred to the
strong integral.
Proposition 3.3.28. Let Υ be a quasi-complete, bornological, nuclear space and let
S ∈ L(Ψ′β,Υ′β). Then, for each R ∈ Λ2s(Ψ,M ;T ), we have S ◦ R := {S ◦ R(r, ω, u) :
r ∈ [0, T ], ω ∈ Ω, u ∈ U} ∈ Λ2s(Υ,M ;T ), and moreover P-a.e., we have
Ist (S ◦R) = S (Ist (R)) , ∀ t ∈ [0, T ]. (3.86)
Proof. We have to prove that S ◦R ∈ Λ2s(Υ,M ;T ).
First, since for each (r, ω, u) ∈ [0, T ] × Ω × U , we have R(r, ω, u) ∈ L(Φ′qr,u ,Ψ′β) and
S ∈ L(Ψ′β,Υ′β), it follows that S ◦R(r, ω, u) ∈ L(Φ′qr,u ,Υ′β).
Now, let φ ∈ Φ and υ ∈ Υ. As S′υ ∈ Ψ, Definition 3.3.1(2) applied to R implies that
the mapping [0, T ]× Ω× U → R+ given by
(r, ω, u) 7→ qr,u((S ◦R(r, ω, u))′υ, φ) = qr,u(R(r, ω, u)′S′υ, φ),
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is PT ⊗ B(U)-measurable.
Finally, as S′υ ∈ Ψ for every υ ∈ Υ, Definition 3.3.1(3) applied to R implies that
E
∫ T
0
∫
U
qr,u((S ◦R(r, u))′υ)2µ(du)λ(dr) = E
∫ T
0
∫
U
qr,u(R(r, u)
′S′υ)2µ(du)λ(dr) <∞,
for every υ ∈ Υ. Therefore, S ◦R ∈ Λ2s(Υ,M ;T ).
Now, note that (3.85) implies that for all υ ∈ Υ, for P-a.e. ω ∈ Ω we have
Ist (S ◦R)(ω)[υ] = Iwt (R′ ◦ S′υ)(ω) = Ist (R)(ω)[S′υ] = S (Ist (R)(ω)) [υ], ∀ t ∈ [0, T ],
where in the last step we have applied the definition of the dual operator S′ . Therefore,
we have that for all υ ∈ Υ, Is(S ◦R)[υ] = S (Is(R)) [υ] are indistinguishable processes.
Then, Proposition 1.2.15 shows that the Ψ′β -valued processes I
s(S ◦R) and S (Is(R))
are indistinguishable. This shows (3.86). 
Proposition 3.3.29. Let 0 ≤ s0 < t0 ≤ T and F0 ∈ Fs0 . Then, for every R ∈ Λ2s(T ),
P-a.e. we have
Ist (1]s0,t0]×F0R) = 1F0
(
Ist∧t0(R)− Ist∧s0(R)
)
, ∀ t ∈ [0, T ]. (3.87)
Proof. Let R ∈ Λ2s(T ). Then, it is easy to see that 1]s0,t0]×F0R ∈ Λ2s(T ) and hence
its strong stochastic integral exists.
Now, let ψ ∈ Ψ. It follows from Theorem 3.3.10 that R′ψ ∈ Λ2w(T ). Then, from
Proposition 3.2.15 there exists Γψ ⊆ Ω, such that P(Γψ) = 1 and for each ω ∈ Γψ ,
Iwt (1]s0,t0]×F0R
′ψ)(ω) = 1F0
(
Iwt∧t0(R
′ψ)(ω)− Iwt∧s0(R′ψ)(ω)
)
, ∀ t ∈ [0, T ]. (3.88)
On the other hand, it follows from (3.85) that there exists Ωψ ⊆ Ω, with P(Ωψ) = 1,
such that for each ω ∈ Ωψ , we have
Ist (1]s0,t0]×F0R)(ω)[ψ] = I
w
t (1]s0,t0]×F0R
′ψ)(ω), ∀ t ∈ [0, T ], (3.89)
Ist∧t0(R)(ω)[ψ]− Ist∧s0(R)(ω)[ψ] = Iwt∧t0(R′ψ)(ω)− Iwt∧s0(R′ψ)(ω), ∀ t ∈ [0, T ]. (3.90)
Let Θψ = Γψ ∩ Ωψ . Then, P(Θψ) = 1. Moreover, from (3.88), (3.89) and (3.90), for
every ω ∈ Θψ it follows that
Ist (1]s0,t0]×F0R)(ω)[ψ] = I
s
t∧t0(R)(ω)[ψ]− Ist∧s0(R)(ω)[ψ], ∀ t ∈ [0, T ].
Then, for every ψ ∈ Ψ, Is(1]s0,t0]×F0R)[ψ] and Is·∧t0(R)[ψ] − Is·∧s0(R)[ψ] are indistin-
guishable processes. But as the Ψ′β -valued processes I
s(1]s0,t0]×F0R) and I
s·∧t0(R) −
Is·∧s0(R) as regular and ca`dla`g, it follows from Proposition 1.2.15 that they are indis-
tinguishable. This shows (3.87). 
Proposition 3.3.30. Let R ∈ Λ2s(T ) and σ be an {Ft}-stopping time such that P(σ ≤
T ) = 1. Then, P-a.e.
Ist (1[0,σ]R) = I
s
t∧σ(R), ∀ t ∈ [0, T ]. (3.91)
Proof. The proof follows from Proposition 3.2.14, Theorem 3.3.10 and similar argu-
ments to those used in Proposition 3.3.29. 
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Proposition 3.3.31. Let N1 , N2 be two independent nuclear Φ
′
β -valued martingale-
valued measures on R+ ×R, each with covariance structure as in (3.1) determined by
the family {pjr,u}r,u of continuous Hilbertian semi-norms on Φ and measures λj = λ,
µj = µ, for j = 1, 2; all of them satisfying the conditions given in Definition 3.1.3.
Let M be the nuclear Φ′β -valued martingale-valued measure on R+ ×R defined by N1
and N2 as in Proposition 3.1.7. Let {qr,u}r,u be the family of semi-norms determining
the covariance structure (3.1).
Assume R ∈ Λ2s(M ;T ). Then,
(1) For each j = 1, 2, {R(r, ω, u)i′
pjr,u,qr,u
: r ∈ [0, T ], ω ∈ Ω, u ∈ U} ∈ Λ2s(Nj ;T ),
where for each r ∈ [0, T ] and u ∈ U , i′
pjr,u,qr,u
denotes the inclusion map from
Φ′
pjr,u
into Φ′qr,u .
(2) P-a.e., for all t ∈ [0, T ] we have,∫ t
0
∫
U
R(r, u)M(dr, du) =
∫ t
0
∫
U
R(r, u)i′p1r,u,qr,uN1(dr, du) (3.92)
+
∫ t
0
∫
U
R(r, u)i′p2r,u,qr,uN2(dr, du).
Proof. As in the proof of Proposition 3.2.16 we have from (3.10) that for every r ∈
[0, T ] , u ∈ U , pjr,u ≤ qr,u , for each j = 1, 2. Hence, the inclusions i′
pjr,u,qr,u
are well-
defined and are linear and continuous.
The proof of (1) follows from similar arguments to those in the proof of Proposition
3.2.16, using i′
pjr,u,qr,u
∈ L(Φ′
pjr,u
,Φ′qr,u).
The proof of (3.92) now follows from an application of the same arguments used in the
proof of Propositions 3.3.29, using (3.85), and the fact that from Proposition 3.2.16 we
have that for every ψ ∈ Ψ, P-a.e. for all t ∈ [0, T ] ,∫ t
0
∫
U
R(r, u)′ψM(dr, du) =
∫ t
0
∫
U
ip1r,u,qr,uR(r, u)
′ψN1(dr, du)
+
∫ t
0
∫
U
ip2r,u,qr,uR(r, u)
′ψN2(dr, du).
and the fact that the dual operator of i
pjr,u,qr,u
R(r, u)′ is R(r, u)i′
pjr,u,qr,u
, j = 1, 2. 
3.3.4 Extension of the Class of Integrands
We now proceed to extend the strong stochastic integral to a larger class of integrands.
The strong stochastic integral is defined by means of the regularization theorem.
Definition 3.3.32. Let Λs(Ψ,M ;T ) denote the collection (of equivalence classes) of
families R = {R(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} of operator-valued maps satisfying
the following conditions:
(1) R(r, ω, u) ∈ L(Φ′qr,u ,Ψ′β), for all r ∈ [0, T ] , ω ∈ Ω, u ∈ U ,
(2) R is qr,u -predictable, i.e. for each φ ∈ Φ, ψ ∈ Ψ, the mapping [0, T ]×Ω×U →
R+ given by (r, ω, u) 7→ qr,u(R(r, ω, u)′ψ, φ) is PT ⊗ B(U)-measurable.
(3) For every ψ ∈ Ψ,
P
(
ω ∈ Ω :
∫ T
0
∫
U
qr,u(R(r, ω, u)
′ψ)2µ(du)λ(dr) <∞
)
= 1. (3.93)
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Remark 3.3.33. The class Λs(Ψ,M ;T ) generalizes considerably the class of extended
stochastic integrands in Bojdecki and Jakubowski [13] (see Definition 2.6 there). Indeed,
to the extent of our knowledge Λs(Ψ,M ;T ) is one of the largest classes of integrands
considered in the literature of stochastic integration in duals of nuclear spaces.
Again, when it is not necessary to give emphasis to the dependence of the space
Λs(Ψ,M ;T ) with respect to Ψ and M , we denote this space by Λs(T ). One can
easily check that Λs(T ) is a linear space. Moreover, Λ
2
s(T ) ⊆ Λs(T ).
We proceed to construct the strong stochastic integral for the integrands belonging to
Λs(T ). We start with the following result that is the analogue of Theorem 3.3.10 for
the elements of Λs(T ).
Theorem 3.3.34. The mapping ∆′ : Λs(T )→ L(Ψ,Λ2,locw (T )) given by
R 7→ (ψ 7→ R′ψ := {R(r, ω, u)′ψ : r ∈ [0, T ], ω ∈ Ω, u ∈ U}) , (3.94)
is an injective linear operator.
Proof. The proof follows from similar arguments to those used in the proof of Theorem
3.3.10 and hence we will mention only the main points.
First, note that for every R ∈ Λ2s(T ) the properties listed in Definition 3.3.32 imply
that the map ψ 7→ R′ψ from Ψ into Λ2,locw (T ) is well-defined. Moreover, we can
easily see that it is also linear; indeed this follows from the linearity of each operator
R(r, ω, u)′ ∈ L(Ψ,Φqr,u).
We need to prove that ψ 7→ R′ψ is also continuous. First, we can show that ψ 7→ R′ψ
is sequentially closed, this by following similar arguments to those used in Step 2 of
the proof of Theorem 3.3.10 but with the norm ||·||w,T there being replaced by the
metric dΛ defined in (3.37). Then, the closed graph theorem (Theorem 1.1.3) shows
that ψ 7→ R′ψ is continuous. Therefore the mapping ∆′ is well-defined. The proof
that ∆′ is linear and injective is exactly as in the proof of Theorem 3.3.10. 
Remark 3.3.35. We do not know if the map ∆′ defined in Theorem 3.3.34 is surjec-
tive. This is because as the space Λ2,locw (T ) is not in general a Hilbert space or even
a Banach space (indeed is not in general locally convex; see Remark 3.2.19), it is not
clear how the arguments used in Step 2 of the proof of Theorem 3.3.10 can be modified
for elements of L(Ψ,Λ2,locw (T )).
We are ready to prove the existence of the extension of the strong stochastic integral
to the elements of Λs(T ). This is carried out in the following result.
Theorem 3.3.36. Let R ∈ Λs(T ). There exist a unique (up to indistinguishable
versions) Ψ′β -valued ca`dla`g locally zero-mean square integrable martingale Iˆ
s(R) =
{Iˆst (R)}t∈[0,T ] , such that for all ψ ∈ Ψ, P-a.e.
Iˆst (R)[ψ] = Iˆ
w
t (R
′ψ), ∀ t ∈ [0, T ]. (3.95)
where for each ψ ∈ Ψ, the stochastic process in the right-hand side of (3.95) corresponds
to the weak stochastic integral of R′ψ ∈ Λ2,locw (T ).
Proof. Let R ∈ Λs(T ). From the continuity of the extended weak integral map
(Proposition 3.2.24) and Theorem 3.3.34, it follows that the map Iˆw ◦ ∆′(R) : Ψ →
M2,locT (R) is linear and continuous. As M2,locT (R) is continuously and linearly injected
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in DT (R), then Iˆw ◦∆′(R) = {Iˆwt ◦∆′(R)}t∈[0,T ] is a cylindrical process in Ψ′ such that
the map ψ 7→ Iˆw ◦∆′(R) from Ψ into DT (R) is continuous. Then, it follows from the
regularization theorem (Theorem 1.2.18) that there exists a Ψ′β -valued regular ca`dla`g
process Iˆs(R) = {Iˆst (R)}t∈[0,T ] , such that for every ψ ∈ Ψ the real-valued process
Iˆs(R)[ψ] is a version of Iˆw◦∆′(R)(ψ) = Iˆw(R′ψ). But as for every ψ ∈ Ψ, the processes
Iˆs(R)[ψ] and Iˆw◦∆′(R)(ψ) = Iˆw(R′ψ) are both ca`dla`g then they are indistinguishable.
This shows (3.95). Moreover, as for each ψ ∈ Ψ, Iˆw(R′ψ) = {Iˆwt (R′ψ)}t∈[0,T ] is a
ca`dla`g real-valued locally zero-mean square integrable martingale, (3.95) implies that
Iˆs(R) is also a Ψ′β -valued locally zero-mean square integrable martingale. Finally, the
uniqueness of Iˆs(R) up to indistinguishable versions is a consequence of (3.95) and
Proposition 1.2.15. 
Definition 3.3.37. For every R ∈ Λs(T ), we will call the process Iˆs(R) given in
Theorem (3.3.36) as the strong stochastic integral of R . We will sometimes denote
the process Iˆs(R) by
{∫ t
0
∫
U R(r, u)M(dr, du) : t ∈ [0, T ]
}
.
From (3.95) and the properties of the weak stochastic integral for integrands in Λ2,locw (T )
(see Proposition 3.2.22) we can show that the properties of the stochastic integral
for integrands in Λ2s(T ) (see Section 3.3.3) are also satisfied for the strong stochastic
integral for integrands in Λs(T ). We summarize this in the following result:
Proposition 3.3.38. Let R ∈ Λs(T ). Then, all the assertions in Propositions 3.3.28,
3.3.29, 3.3.30 and 3.3.31 are true for the strong stochastic integral Iˆs(R) of R .
The map Iˆs : Λs(T )→M2,locT (Ψ′β) given by R 7→ Iˆs(R), will be called the extended
strong integral mapping. Here recall that M2,locT (Ψ′β) denotes the space of Ψ′β -
valued ca`dla`g locally zero-mean square integrable martingales. By using (3.95) and the
same arguments on the proof of Proposition 3.3.21 we can show the following result.
Proposition 3.3.39. The extended strong integral mapping Iˆs : Λs(T )→M2,locT (Ψ′β)
is linear.
Chapter 4
Stochastic Evolution Equations
in Duals of Nuclear Spaces
In this chapter we will apply the theory of stochastic integration introduced in Chapter
3 to the study of some classes of stochastic evolution equations taking values in the
dual of a nuclear space Ψ and driven by cylindrical martingale-valued measure noise.
Stochastic evolution equations in the dual of a nuclear space has been considered by
many authors. For example, Bojdecki and Gorostiza [9], [10], Bojdecki and Jakubowski
[15], Dawson and Gorostiza [22], Ding [26], Ferna´ndez and Gorostiza [28], Gorostiza
[33], Hitsuda and Mitoma [38], Ito [43], Kallianpur and Pe´rez-Abreu [52], Mitoma [74],
Pe´rez-Abreu and Tudor [84], U¨stu¨nel [100], [107], Wu [115] and Walsh [111].
In all of these works, only equations with additive Wiener or square integrable mar-
tingale noise on the dual of a nuclear Fre´chet space have been considered. The only
exception is [26] where multiplicative noise with respect to Wiener processes is also
studied. The class of stochastic evolution equations considered in this chapter general-
izes all the above works (see (4.10)). We will consider both mild and weak solutions to
these equations.
This chapter is organized as follows. In Section 4.1 we will introduce some results to
define deterministic integrals for stochastic integrands. These classes of integrals will
be necessary to provide an adequate definition for the deterministic integral occurring
within mild solutions to our equations. In Section 4.2 we will give a detailed description
of the class of stochastic evolution equations studied in this chapter. We will also
provide details of the definitions of weak and mild solutions. Sufficient conditions for
the equivalence between weak and mild solutions will be show in Section 4.3. Properties
of the stochastic convolution will be studied in Section 4.4. Finally, in Section 4.5 we
show the existence and uniqueness of weak and mild solutions under some Lipschitz
and growth conditions.
§ 4.1 A Regularization Theorem for Deterministic Integrals
Throughout this section Ψ will be an ultrabornological nuclear space over R .
In this section the objective is to introduce a new theory of regularization results for
deterministic integrals of random integrands taking values in Ψ′β . The reason why
we need this theory will be clear in Section 4.2 where we define the deterministic
convolution of a C0 -semigroup on Ψ
′
β with a random function taking values on Ψ
′
β .
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The deterministic integral developed in this section can also be viewed as a substitute
for the Bochner integral that is normally used to define integrals as described above in
the context of a Banach space (see e.g. Da Prato and Zabczyk [20]).
For the proof of the next theorem we will need to recall some properties of absolutely
continuous functions. For t > 0, let ACt denotes the linear space of all absolutely
continuous functions on [0, t] . It is well-known (see Theorem 5.3.6 of Bogachev [8],
p.339, Vol I) that G ∈ ACt if and only if there exists an integrable function g defined
on [0, t] such that:
G(s) = G(0) +
∫ s
0
g(r)dr, ∀s ∈ [0, t]. (4.1)
The space ACt is a Banach space equipped with the norm ||·||ACt given by:
||G||ACt = |G(0)|+
∫ t
0
|g(r)| dr,
for G ∈ ACt with g satisfying (4.1).
Theorem 4.1.1. Let T > 0 and let X : [0, T ]× [0, T ]× Ω→ Ψ′ be such that
(1) For each t ∈ [0, T ], the map (r, ω) 7→ 1[0,t] (r)X(t, r, ω)[ψ] is Pt -measurable, for
all ψ ∈ Ψ.
(2) For each t ∈ [0, T ],
P
(
ω ∈ Ω :
∫ t
0
|X(t, r, ω)[ψ]| dr <∞
)
= 1, ∀ψ ∈ Ψ.
Then, there exists a Ψ′β -valued regular process
{∫ t
0 X(t, r)dr : t ∈ [0, T ]
}
satisfying: for
every t ∈ [0, T ] and ψ ∈ Ψ, for P-a.e. ω ∈ Ω,(∫ t
0
X(t, r)dr
)
(ω)[ψ] =
∫ t
0
X(t, r, ω)[ψ]dr, (4.2)
where for each t ∈ [0, T ] and every ψ ∈ Ψ, the integral on the right hand side of (4.2)
is the Lebesgue integral of the real-valued function r 7→ X(t, r, ω)[ψ] on [0, t], that is
defined for P-a.e. ω ∈ Ω.
Proof. For every t ∈ [0, T ] , ψ ∈ Ψ, let Ωt,ψ = {ω ∈ Ω :
∫ t
0 |X(t, r, ω)[ψ]| dr < ∞} .
Then, from property (2) it follows that P (Ωt,ψ) = 1.
Now for every t ∈ [0, T ] , let Zt : Ψ→ L0 (Ω,F ,P) be given for each ψ ∈ Ψ by
Zt(ψ)(ω) :=
{∫ t
0 X(t, r, ω)[ψ]dr, for ω ∈ Ωt,ψ,
0, elsewhere.
(4.3)
Property (1) above and the definition of Ωt,ψ imply that for each ψ ∈ Ψ, Zt(ψ) ∈
L0 (Ω,F ,P) and hence Zt is well-defined. Moreover, it is clear that Zt is a cylindrical
random variable. To prove the theorem, we need to show that each map Zt : Ψ →
L0 (Ω,F ,P) is continuous. This is because in that case, from the regularization theorem
(Theorem 1.2.14) there exists a Ψ′β -valued regular random variable
∫ t
0 X(t, r)dr that
is a version of Zt . This together with (4.3) implies (4.2).
Now we prove that Zt : Ψ→ L0 (Ω,F ,P) is continuous. To do this we will need some
preparations. First, note that from conditions (1) and (2) of X and a consequence of
Fubini’s theorem we have:
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(a) ∀ψ ∈ Ψ, for all ω ∈ Ωt,ψ ,
{∫ s
0 X(t, r, ω)[ψ]dr : s ∈ [0, t]
} ∈ ACt
(b) ∀ψ ∈ Ψ, the map ω 7→ ∫ t0 |X(t, r, ω)[ψ]| dr is Ft -measurable.
Let Jt : Ψ 7→ L0(Ω,F ,P;ACt) given for every ψ ∈ Ψ by
Jt(ψ)(ω)(s) =
{∫ s
0 X(t, r, ω)[ψ]dr, for ω ∈ Ωt,ψ, s ∈]0, t],
0, elsewhere.
(4.4)
To show that Jt is well-defined, note that from (a) above and (4.4) we have Jt(ψ)(ω) ∈
ACt for all ω ∈ Ω. Moreover, (b) above shows that
ω 7→ ||Jt(ψ)(ω)||ACt =
∫ t
0
|X(t, r, ω)[ψ]| dr
is Ft -measurable and hence is F -measurable. Therefore, it follows that for each ψ ∈ Ψ,
Jt(ψ) is an ACt -valued random variable. Therefore Jt is well-defined. It is also clear
that Jt is linear.
Define the map Γt : L
0(Ω,F ,P;ACt)→ L0(Ω,F ,P) by
Γt(Y )(ω) = Y (ω)(t), ∀Y ∈ L0(Ω,F ,P;ACt). (4.5)
The map Γt is clearly linear. Moreover, by (4.3), (4.4) and (4.5) it follows that Zt =
Γt ◦ Jt . Therefore, to prove that Zt is continuous, it is sufficient to prove that both Jt
and Γt are continuous. We proceed to do this.
Claim 1: The map Jt is continuous.
We will prove first that Jt is sequentially closed. Let {ψn}n∈N be a sequence converging
to ψ in Ψ and let Y ∈ L0(Ω,F ,P, ACt) be such that ||Jt(ψn)− Y ||ACt
P→ 0 as n→∞ .
We have to prove that Jt(ψ) = Y.
Let g : Ω→ L1([0, t],B([0, t]),Leb) be such that ∀ω ∈ Ω,
Y (ω)(s) = Y (ω)(0) +
∫ s
0
g(ω)(r)dr, ∀s ∈ [0, t]. (4.6)
Such a g exists because Y ∈ L0(Ω,F ,P, ACt).
Because ||Jt(ψn)− Y ||ACt
P→ 0 as n→∞ , there exist a subsequence {ψnk}k∈N and a
subset Ω0 of Ω with P(Ω0) = 1 such that for each ω ∈ Ω0 :
lim
k→∞
||Jt(ψnk)(ω)− Y (ω)||ACt = 0. (4.7)
Note that (4.7) and the fact that Jt(ψnk)(ω)(0) = 0, ∀k ∈ N , ω ∈ Ω implies that
Y (ω)(0) = 0, ∀ω ∈ Ω0 .
Now, the continuity of X(t, r, ω) on Ψ for each (r, ω) ∈ [0, t]× Ω implies that
lim
k→∞
X(t, r, ω)[ψnk ] = X(t, r, ω)[ψ], ∀ (r, ω) ∈ [0, t]× Ω.
This, together with (4.7) and Fatou’s Lemma implies that for every ω ∈ Ω0 we have:
||Jt(ψ)(ω)− Y (ω)||ACt =
∫ t
0
|X(t, r, ω)[ψ]− g(ω)| dr
=
∫ t
0
lim
k→∞
|X(t, r, ω)[ψnk ]− g(ω)| dr
≤ lim inf
k→∞
∫ t
0
|X(t, r, ω)[ψnk ]− g(ω)| dr
= lim
k→∞
||Jt(ψnk)(ω)− Y (ω)||ACt = 0
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Therefore, Jt is sequentially closed. Now, as Ψ is ultrabornological and ACt is a
Banach space, the closed graph theorem (Theorem 1.1.3) shows that Jt is continuous.
This proves Claim 1.
Claim 2: The map Γt is continuous.
First, note that as the map Γt is linear, we only need to prove its continuity at zero. Let
Y ∈ L0(Ω,F ,P;ACt) and let g : Ω → L1([0, t],B([0, t]),Leb) satisfying (4.6). Then,
from the definition of Γt and of the norm ||·||ACt we have that for every ω ∈ Ω,
|Γt(Y )(ω)| = |Y (ω)(t)| ≤ |Y (ω)(0)|+
∫ t
0
|g(ω)(r)| dr = ||Y (ω)||ACt .
Therefore, for every  > 0, the above inequality implies that
P (ω ∈ Ω : |Γt(Y )(ω)| > ) ≤ P
(
ω ∈ Ω : ||Y (ω)||ACt > 
)
,
and this is sufficient to prove the continuity of Γt at zero and hence it is continuous.
This proves Claim 2.
Then, from Claims 1 and 2 we have that Zt is continuous. From our arguments at the
beginning of the proof, this completes the proof of the theorem. 
Corollary 4.1.2. Let X : [0, T ]× [0, T ]× Ω→ Ψ′ be such that
(1) For each t ∈ [0, T ], the map (r, ω) 7→ X(t, r, ω)[ψ] is Pt -measurable, for all ψ ∈ Ψ.
(2) There exists n ∈ N such that
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
X(t, r)[ψ]dr
∣∣∣∣n
]
<∞, ∀ψ ∈ Ψ
(3) For every ψ ∈ Ψ, for P-a.e. ω ∈ Ω, the map t 7→ ∫ t0 X(t, r, ω)[ψ]dr is continuous.
Then, there exist a continuous Hilbertian semi-norm q on Ψ and a Ψ′q -valued, {Ft}-
adapted and continuous process
{∫ t
0 X(t, r)dr : t ∈ [0, T ]
}
with
E
[
sup
t∈[0,T ]
q′
(∫ t
0
X(t, r)dr
)n]
<∞. (4.8)
and satisfying: for each ψ ∈ Ψ, for P-a.e. ω ∈ Ω,(∫ t
0
X(t, r)dr
)
(ω)[ψ] =
∫ t
0
X(t, r, ω)[ψ]dr, ∀ t ∈ [0, T ], (4.9)
where for each t ∈ [0, T ] and every ψ ∈ Ψ, the integral on the right hand side of (4.9)
is the Lebesgue integral of the real-valued function r 7→ X(t, r, ω)[ψ] on [0, t], that is
defined for P-a.e. ω ∈ Ω.
Moreover, the process
{∫ t
0 X(t, r, ω)dr : t ∈ [0, T ], ω ∈ Ω
}
has a predictable version.
Proof. First, note that the property (2) of this corollary implies the property (2) of
Theorem 4.1.1. Therefore, from Theorem 4.1.1 there exists a Ψ′β -valued regular process{∫ t
0 X(t, r)dr : t ∈ [0, T ]
}
satisfying (4.2) P-a.e. ω ∈ Ω for all ψ ∈ Ψ.
Now, the properties (2) and (3) of this corollary and Theorem 1.2.24 imply the ex-
istence of a continuous Hilbertian semi-norm q on Ψ and of a Ψ′q -valued continuous
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version of
{∫ t
0 X(t, r, ·)dr : t ∈ [0, T ]
}
(which we denote by the same notation) sat-
isfying (4.8). For fixed ψ ∈ Ψ, the fact that the processes in both sides of (4.2) are
continuous implies that they are indistinguishable (as each one is a version of the other),
therefore this implies that (4.9) is valid. Also, note that as in the proof of Theorem
4.1.1 the property (1) of this corollary implies that for each t ∈ [0, T ] and ψ ∈ Ψ,
the map ω 7→ ∫ t0 X(t, r, ω)[ψ]dr is Ft -measurable. Therefore, as C(Ψ′q) = B(Ψ′q), the
process
{∫ t
0 X(t, r, ·)dr : t ∈ [0, T ]
}
is {Ft}-adapted. Moreover, as this process is also
continuous and Ψ′q is a separable Hilbert space, then it has a predictable version (see
Proposition 3.21 of Peszat and Zabczyk [85], p.27). 
§ 4.2 Stochastic Evolution Equations: The General Setting
Note 4.2.1. From now on we will make an intensive use of the properties of C0 -
semigroups in a nuclear space and its strong dual. For a review of the relevant facts
about the theory of C0 -semigroups in locally convex spaces the reader is referred to
Appendix D.
In this section we will introduce the general model of stochastic evolution equations in
the dual of a nuclear space driven by a nuclear cylindrical martingale-valued measure.
Let Φ be a locally convex space and Ψ be a quasi-complete, bornological, nuclear
space, both defined over R . Let U be a topological space. We are concerned with the
following class of stochastic evolution equations
dXt = (A
′Xt +B(t,Xt))dt+
∫
U
F (t, u,Xt)M(dt, du), for t ≥ 0, (4.10)
where we will assume the following:
Assumption 4.2.2.
(A1) A is the infinitesimal generator of a (C0, 1)-semi-group {S(t)}t≥0 on Ψ.
(A2) M is a nuclear cylindrical martingale-valued measure on R+ × R, where R is
a ring R ⊆ B(U) that generates the Borel σ -algebra B(U) of the topological space U ,
and the covariance of M is determined by the measure λ = Leb on R+ , a σ -finite
Borel measure µ on U , and the semi-norms {qr,u : r ∈ R+, u ∈ U}; all satisfying the
conditions in Definition 3.1.3 and Assumption 3.1.9.
(A3) B : R+ × Ψ′ → Ψ′ is such that the map (r, g) 7→ B(r, g)[ψ] is B(R+) ⊗ B(Ψ′β)-
measurable, for every ψ ∈ Ψ.
(A4) F = {F (r, u, g) : r ∈ R+, u ∈ U, g ∈ Ψ′} is such that
(a) F (r, u, g) ∈ L(Φ′qr,u ,Ψ′β), ∀r ≥ 0, u ∈ U , g ∈ Ψ′ .
(b) The mapping (r, u, g) 7→ qr,u(F (r, u, g)′φ, ψ) is B(R+)⊗B(U)⊗B(Ψ′β)-measurable,
for every φ ∈ Φ, ψ ∈ Ψ.
Note that Ψ being reflexive (Theorem 1.1.7(2)), assumption (A1) implies that A′ (the
dual operator of A) is the infinitesimal generator of the dual semi-group {S(t)′}t≥0
and this last is a C0 -semigroup on Ψ
′
β (see Theorem D.2.7).
Remark 4.2.3. It is well known that the solutions of stochastic evolutions equations
in infinite dimensional spaces are not in general ca`dla`g, for that reason instead of
considering equations with left limits in the right hand side of (4.10) we require only
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that our solution be predictable (see Definitions 4.2.5 and 4.2.7). For a more detailed
discussion on this the reader is referred to Section 9.2.1 of Peszat and Zabczyk [85].
Remark 4.2.4. The use of (C0, 1)-semi-groups for the study of stochastic evolution
equations in duals of nuclear spaces has its origins in the work of Kallianpur and Pe´rez-
Abreu [52] where they considered such semigroups on a nuclear Fre´chet space. Indeed,
the authors considered the more general context of (C0, 1)-reversed evolution systems.
Again in the framework of nuclear Fre´chet spaces, Ding [26] also used (C0, 1)-semi-
groups to study stochastic evolution equations. He assumed that the dual semigroup
is (C0, 1), with a more restrictive hypothesis that there exists a family of Hilbertian
semi-norms generating the nuclear topology on Ψ′β such that these semi-norms satisfy
the conditions of Theorem D.2.4.
We are interested in to studying weak and mild solutions to (4.10). The precise formu-
lation of these types of solutions is given below.
Definition 4.2.5. A Ψ′β -valued regular and predictable process X = {Xt}t≥0 is called
a weak solution to (4.10) if
(a) For every t > 0, X , B and F satisfy the following conditions:
P
(
ω ∈ Ω :
∫ t
0
|Xr(ω)[ψ]| dr <∞
)
= 1, ∀ψ ∈ Ψ.
P
(
ω ∈ Ω :
∫ t
0
|B(r,Xr(ω))[ψ]| dr <∞
)
= 1, ∀ψ ∈ Ψ.
P
(
ω ∈ Ω :
∫ t
0
∫
U
qr,u(F (r, u,Xr(ω))
′ψ)2µ(du)dr <∞
)
= 1, ∀ψ ∈ Ψ.
(b) For every ψ ∈ Dom(A) and every t ≥ 0, P-a.e.
Xt[ψ] = X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr (4.11)
+
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du),
where the first integral in the right-hand side of (4.11) is a Lebesgue integral that
is defined for each ψ ∈ Ψ for P-a.e. ω ∈ Ω. The second integral in the right-hand
side of (4.11) is the weak stochastic integral of F ′ψ = {F (r, u,Xr(ω))′ψ : r ∈
[0, t], ω ∈ Ω, u ∈ U} ∈ Λ2,locw (t), and is well-defined for all ψ ∈ Ψ.
Proposition 4.2.6. The assumptions (A1)-(A4) together with the conditions (a) of
Definition 4.2.5 are sufficient to guarantee the existence of all the integrals in (4.11).
Proof. We start with the deterministic integral. Fix ψ ∈ Ψ. The fact that X is pre-
dictable together with (A3), implies that the map (r, ω) 7→ (Xr(ω)[Aψ]+B(r,Xr(ω))[ψ])
is P∞ -measurable. Then, condition (a) of Definition 4.2.5 implies that the above map
is Lebesgue integrable on [0,∞) for P-a.e. ω ∈ Ω.
Now we prove that the stochastic integral is well-defined. To do this, fix ψ ∈ Ψ. Then,
the fact that X is predictable together with (A4) implies that F (r, u,Xr)
′ψ ∈ Φ′qr,u ,
for each r ≥ 0, ω ∈ Ω and u ∈ U , and that the map (r, ω, u) 7→ qr,u(F (r, u,Xr)′ψ, φ) is
P∞ ⊗ B(U)-measurable, for every φ ∈ Φ, ψ ∈ Ψ. The above properties and condition
(a) of Definition 4.2.5 imply that {F (r, u,Xr(ω))′ψ : r ∈ [0, t], ω ∈ Ω, u ∈ U} ∈ Λ2,locw (t)
(see Definition 3.2.17) and hence from Theorem 3.2.20 the weak stochastic integral∫ t
0
∫
U F (r, u,Xr)
′ψM(dr, du) exists for every t ≥ 0. 
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Definition 4.2.7. A Ψ′β -valued regular and predictable process X = {Xt}t≥0 is called
a mild solution to (4.10) if
(a) For every t ≥ 0, for all ψ ∈ Ψ,
P
(
ω ∈ Ω :
∫ t
0
∣∣S(t− r)′B(r,Xr(ω))[ψ]∣∣ dr <∞) = 1.
P
(
ω ∈ Ω :
∫ t
0
∫
U
qr,u(F (r, u,Xr(ω))
′S(t− r)ψ)2µ(du)dr <∞
)
= 1.
(b) For every t ≥ 0, P-a.e.
Xt = S(t)
′X0 +
∫ t
0
S(t− r)′B(r,Xr)dr +
∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du),
(4.12)
where the first integral at the right-hand side of (4.12) is a Ψ′β -valued regular,
{Ft}-adapted process
{∫ t
0 S(t− r)′B(r,Xr)dr : t ≥ 0
}
such that for all t ≥ 0 and
ψ ∈ Ψ, for P-a.e. ω ∈ Ω,(∫ t
0
S(t− r)′B(r,Xr(ω))dr
)
[ψ] =
∫ t
0
S(t− r)′B(r,Xr(ω))[ψ]dr, (4.13)
where for each t ≥ 0, ψ ∈ Ψ, the integral on the right-hand side of (4.13) is the
Lebesgue integral of the function 1[0,t] (·)S(t − ·)′B(·, X·(ω))[ψ] defined on [0, t]
for P-a.e. ω ∈ Ω. The second integral at the right-hand side of (4.12) is the strong
stochastic integral of {1[0,t] (r)S(t− r)′F (r, u,Xr(ω)) : r ∈ [0, t], ω ∈ Ω, u ∈ U} .
Proposition 4.2.8. The assumptions (A1)-(A4) together with the conditions (a) of
Definition 4.2.7 are sufficient to guarantee the existence of all the integrals in (4.12).
Proof. We start with the existence of the process
{∫ t
0 S(t− r)′B(r,Xr)dr : t ≥ 0
}
.
Fix t ≥ 0. We need to show that the conditions (1)-(2) of Theorem 4.1.1 are satisfied
for the map X : [0, t]× [0, t]× Ω→ Ψ′ given by
X(s, r, ω) = 1[0,s] (r)S(s− r)′B(r,Xr(ω)), for (s, r, ω) ∈ [0, t]× [0, t]× Ω. (4.14)
From the arguments on the proof of Proposition 4.2.6 it follows that the map (r, ω) 7→
B(r,Xr(ω))[ψ] is P∞ -measurable, for every ψ ∈ Ψ. Then, for any s ∈ [0, t] , the
continuity of the map r 7→ 1[0,s] (r)S(s− r)ψ , implies that the map
(r, ω) 7→ X(s, r, ω) = 1[0,s] (r)B(r,Xr(ω))[S(s− r)ψ],
is Ps -measurable, for all ψ ∈ Ψ. Hence, X satisfies the condition (1) of Theorem 4.1.1.
On the other hand, the condition (a) of Definition 4.2.7 is exactly the condition (2) of
Theorem 4.1.1 for X defined by (4.14). Therefore, Theorem 4.1.1 implies the existence
of the process
{∫ t
0 S(t− r)′B(r,Xr)dr : t ≥ 0
}
satisfying the conditions of Definition
4.2.7.
For the stochastic integral, we have to check that for each t ≥ 0, the integrand is an
element of Λs(t) (Definition 3.3.32).
Fix t ≥ 0. Let R = {R(r, ω, u)} be given by
R(r, ω, u) = S(t− r)′F (r, u,Xr(ω)), ∀ r ∈ [0, t], ω ∈ Ω, u ∈ U.
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It is clear that R(r, ω, u) ∈ L(Φ′qr,u ,Ψ′β), for each r ∈ [0, t] , ω ∈ Ω, u ∈ U .
Next, we need to check that R is qr,u -predictable (see Definition 3.3.32). Recall from
Remark 4.2.6 that the map (r, ω, u) 7→ qr,u(F (r, u,Xr)′ϕ, φ) is P∞⊗B(U)-measurable,
for every φ ∈ Φ, ϕ ∈ Ψ. Then, by the continuity of the map r 7→ S(t−r)ψ for r ∈ [0, t]
and fixed ψ ∈ Ψ, it follows that the map
(r, ω, u) 7→ qr,u(R(r, ω, u)′ψ, φ) = qr,u(F (r, u,Xr(ω))′S(t− r)ψ, φ),
defined on [0, t]× Ω× U is Pt ⊗ B(U)-measurable for each ψ ∈ Ψ.
Finally, condition (a) of Definition 4.2.7 implies that R satisfies (3.93). Therefore,
R ∈ Λs(t) and hence Theorem 3.3.36 shows the existence of the stochastic integral∫ t
0
∫
U S(t − r)′F (r, u,Xr)M(dr, du). Moreover, from (3.95) the following holds for all
ψ ∈ Ψ, t ∈ [0, T ] , P-a.e.∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du)[ψ] =
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du).
(4.15)

§ 4.3 Equivalence Between Mild and Weak Solutions
In this section we provide sufficient conditions for the equivalence between mild and
weak solutions. The main result of this section is the following:
Theorem 4.3.1. Let X = {Xt}t≥0 be a Ψ′β -valued regular and predictable process and
assume that for every T > 0, X , B and F satisfy:
E
∫ T
0
|Xr[ψ]| dr <∞, ∀ψ ∈ Ψ. (4.16)
E
∫ T
0
|B(r,Xr)[ψ]| dr <∞, ∀ψ ∈ Ψ. (4.17)
E
∫ T
0
∫
U
qr,u(F (r, u,Xr)
′ψ)2µ(du)dr <∞, ∀ψ ∈ Ψ. (4.18)
Then, X is a weak solution to (4.10) if and only if it is a mild solution to (4.10).
For our proof we benefit from ideas taken from the proofs in Da Prato and Zabczyk
[20] and Peszat and Zabczyk [85] of the equivalence between weak and mild solutions
on separable Hilbert spaces, and the proof of Gorajski [32] of equivalence between mild
and weak solutions of some classes of stochastic evolution equations in UMD Banach
spaces.
To prove Theorem 4.3.1 we will need to make some technical preparations that for
convenience of the reader we have decided to distribute into the following three lemmas.
Lemma 4.3.2. Let X = {Xt}t≥0 be a Ψ′β -valued regular and predictable process and
assume that F satisfies (4.18). For every ψ ∈ Dom(A) and t > 0, the following
identities holds P-a.e.∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds
=
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)−
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du) (4.19)
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∫ t
0
(∫ s
0
∫
U
S(s− r)′F (r, u,Xr)M(dr, du)[Aψ]
)
ds
=
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)−
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du) (4.20)
Proof. Fix ψ ∈ Dom(A) and t > 0. To show that the above equalities holds, we will
make use of the stochastic Fubini theorem (Theorem 3.2.29) applied to the following
families of Hilbert-space valued maps:
Y1(r, ω, u, s) = 1[0,s] (r)F (r, u,Xr(ω))
′S(t− s)Aψ,
Y2(r, ω, u, s) = 1[0,s] (r)F (r, u,Xr(ω))
′S(s− r)Aψ.
for r ∈ [0, t] , ω ∈ Ω, u ∈ U and s ∈ [0, t] .
First, we need to verify that both Y1 and Y2 belong to Ξ
1,2
w (t, [0, t]) (see Definition
3.2.25) for E = [0, t] , E = B([0, t]), % = Leb.
We start by proving that Y1 satisfies the conditions of Definition 3.2.25. First, as
S(t − s)Aψ ∈ Ψ, ∀ s ∈ [0, t] , by (A4)(a) it follows that Y1(r, ω, u, s) ∈ Φqr,u for
(r, ω, u, s) ∈ [0, t]× Ω× U × [0, t] .
Now, let φ ∈ Φ. From the strong continuity of the semigroup {S(t)}t≥0 it follows that
the map [0, t] ∈s 7→ S(t − s)Aψ ∈ Ψ is continuous and therefore Borel measurable.
This fact together with (A4)(b) and the predictability of X implies that the mapping
(r, ω, u, s) 7→ 1[0,s] (r) qr,u(F (r, u,Xr(ω))′S(t− s)Aψ, φ),
is Pt ⊗ B(U)⊗ B([0, t])-measurable.
For the final part, note that (A4), the predictability of X and (4.18) implies that
{F (r, u,Xr(ω)) : r ∈ [0, t], ω ∈ Ω, u ∈ U} ∈ Λ2s(t). Then, from Theorem 3.3.17 there
exists a continuous Hilbertian semi-norm p on Ψ and F˜X = {F˜X(r, ω, u) : r ∈ [0, t], ω ∈
Ω, u ∈ U} ∈ Λ2s(p, t) such that F (r, u,Xr(ω)) = i′pF˜X(r, ω, u), for Leb ⊗ P ⊗ µ-a.e.
(r, ω, u) ∈ [0, t]× Ω× U . Moreover, as F˜X ∈ Λ2s(p, t) then (see (3.62))∣∣∣∣∣∣F˜X ∣∣∣∣∣∣2
s,p,t
= E
∫ t
0
∫
U
∣∣∣∣∣∣F˜X(r, u)′∣∣∣∣∣∣2L2(Ψp,Φqr,u ) µ(dr)dr <∞. (4.21)
Now, as {S(t)}t≥0 is a (C0, 1)-semigroup on Ψ and p is a continuous semi-norm on
Ψ, from Theorem D.2.4 there exists a continuous semi-norm q on Ψ, p ≤ q and there
exists a C0 -semigroup {Sq(t)}t≥0 on the Banach space Ψq such that
Sq(t)iqϕ = iqS(t)ϕ, ∀ϕ ∈ Ψ, t ≥ 0. (4.22)
Moreover, there exist Mq ≥ 1, θq ≥ 0 such that
q(Sq(t)iqϕ) ≤Mqeθqtq(iqϕ), ∀ϕ ∈ Ψ, t ≥ 0. (4.23)
Note that as p ≤ q the canonical inclusion ip,q : Ψq → Ψp is a continuous and linear
operator.
Now, from the fact that F˜X ∈ Λ2s(p, t) and from (4.22), it follows that for Leb ⊗ P ⊗
µ⊗ Leb-a.e. (r, ω, u, s),
Y1(r, ω, u, s) = 1[0,s] (r)F (r, u,Xr(ω))
′S(t− s)Aψ
= 1[0,s] (r) F˜X(r, ω, u)
′ipS(t− s)Aψ
= 1[0,s] (r) F˜X(r, ω, u)
′ip,qSq(t− s)iqAψ.
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Therefore from (4.23) it follows that for Leb⊗ P⊗ µ⊗ Leb-a.e. (r, ω, u, s),
qr,u(Y1(r, ω, u, s))
2
≤ 1[0,s] (r)
∣∣∣∣∣∣F˜X(r, ω, u)′∣∣∣∣∣∣2L2(Ψp,Φqr,u ) ||ip,q||2L(Ψq ,Ψp)M2q e2θq(t−s)q(iqAψ)2.
From this last inequality and (4.21), it follows that
∫ t
0
||Y1(·, ·, ·, s)||w,t ds =
∫ t
0
(
E
∫ t
0
∫
U
qr,u(Y1(r, ω, u, s))
2µ(du)dr
)1/2
ds
≤ MqeθqT q(iqAψ) ||ip,q||L(Ψq ,Ψp)
∣∣∣∣∣∣F˜X ∣∣∣∣∣∣
s,p,t
<∞.
Therefore, Y1 satisfies all the conditions of Definition 3.2.25 and hence Y1 ∈ Ξ1,2w (t, [0, t]).
By similar reasoning we find that Y2 also satisfies all the conditions of Definition 3.2.25
and hence we have Y2 ∈ Ξ1,2w (t, [0, t]).
We now prove (4.19) and (4.20). First, note that for all r ∈ [0, t] , u ∈ U , from a
change of variable (Proposition D.1.2), Proposition D.1.2(3) and Theorem D.2.5(2),
the following identity holds P-a.e.
∫ t
0
1[0,s] (r)F (r, u,Xr)
′S(t− s)Aψds =
∫ t−r
0
F (r, u,Xr)
′S(s)Aψds (4.24)
= F (r, u,Xr)
′
∫ t−r
0
S(s)Aψds
= F (r, u,Xr)
′(S(t− r)ψ − ψ).
Similarly, for all r ∈ [0, t] , u ∈ U , from Proposition D.1.2(3) and Theorem D.2.5(2) we
have P-a.e.∫ t
0
1[0,s] (r)F (r, u,Xr)
′S(s− r)Aψds = F (r, u,Xr)′
∫ t
r
S(s− r)Aψds (4.25)
= F (r, u,Xr)
′(S(t− r)ψ − ψ).
To prove (4.19), note that from the stochastic Fubini theorem applied to Y1 , (4.24)
and the linearity of the weak stochastic integral, we have P-a.e.
∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds
=
∫ t
0
∫
U
(∫ t
0
1[0,s] (r)F (r, u,Xr)
′S(t− s)Aψds
)
M(dr, du)
=
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)−
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du).
Thus, we showed (4.19). Similarly, to prove (4.20), from (4.15) (where ψ is there
replaced by Aψ ), the stochastic Fubini theorem applied to Y2 , (4.25) and the linearity
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of the weak stochastic integral, we have P-a.e.∫ t
0
(∫ s
0
∫
U
S(s− r)′F (r, u,Xr)M(dr, du)[Aψ]
)
ds
=
∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(s− r)AψM(dr, du)
)
ds
=
∫ t
0
∫
U
(∫ t
0
1[0,s] (r)F (r, u,Xr)
′S(s− r)Aψds
)
M(dr, du)
=
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)−
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du).
Hence, we have showed (4.20). 
Lemma 4.3.3. Let X be a Ψ′β -valued regular and predictable process and assume that
X and B satisfy (4.16) and (4.17). Then, for each T > 0 there exists a continuous
Hilbertian semi-norm % on Ψ such that
E
∫ T
0
%′(Xr)dr <∞, (4.26)
E
∫ T
0
%′(B(r,Xr))dr <∞. (4.27)
Proof. Let T > 0. We start by showing the existence of the semi-norm for X .
Let σ(·) = 1T Leb(·), where Leb denotes the Lebesgue measure on [0, T ] . Then ([0, T ]×
Ω,PT , σ⊗P) is a complete probability space. The predictability of X implies that the
map XT : Ψ→ L1([0, T ]× Ω,PT , σ ⊗ P), given by
XT (ψ)(r, ω) = TXr(ω)[ψ], ∀ψ ∈ Ψ, (r, ω) ∈ [0, T ]× Ω, (4.28)
is well defined and is linear. An application of Fatou’s lemma shows that it is sequen-
tially closed and then the closed graph theorem (Theorem 1.1.3) implies that it is also
continuous. Then, the regularization Theorem (Theorem 1.2.14) shows that XT pos-
sesses a version, that we denote again by XT , which is a Ψ
′
β -valued regular random
variable defined on the probability space ([0, T ]× Ω,PT , σ ⊗ P). Note that (4.16) and
(4.28) show that XT satisfies:∫
[0,T ]×Ω
|XT (r, ω)[ψ]| (σ ⊗ P)(d(r, ω)) = E
∫ T
0
|Xr[ψ]| dr <∞, ∀ψ ∈ Ψ. (4.29)
Now, from (4.29) and Theorem 1.2.24 (by identifying the random variable XT with
the Ψ′β -valued regular process {XT (t)}t∈[0,1] given for each t ∈ [0, 1], by XT (t)(r, ω) =
XT (r, ω), for all (r, ω) ∈ [0, T ]×Ω) there exists a continuous Hilbertian semi-norm p on
Ψ such that XT has a Ψ
′
p -valued version, again denoted by XT , that is defined on the
probability space ([0, T ]×Ω,PT , σ⊗P). Moreover,
∫
[0,T ]×Ω p
′(XT (r, ω))σ(dr)⊗P <∞ .
But, as XT is a version of the map defined in (4.28), then the above integrability
property and (4.28) implies that E
∫ T
0 p
′(Xr)dr <∞ .
Now, following the same arguments as above but considering the map BT : Ψ →
L1([0, T ]× Ω,PT , σ ⊗ P), given by
BT (ψ)(r, ω) = TB(r,Xr(ω))[ψ], ∀ψ ∈ Ψ, (r, ω) ∈ [0, T ]× Ω, (4.30)
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we see that there exists some continuous Hilbertian semi-norm q on Ψ such that
E
∫ T
0 q
′(B(r,Xr))dr <∞ is satisfied.
Finally, choose % such that p ≤ % , q ≤ % . Then, from (4.28) and (4.30) we have
E
∫ T
0
%′(Xr)dr =
∫
[0,T ]×Ω
%′(i′p,%XT (r, ω))(σ ⊗ P)(d(r, ω))
≤ ∣∣∣∣i′p,%∣∣∣∣L(Ψ′p,Ψ′ρ)
∫
[0,T ]×Ω
p′(XT (r, ω))(σ ⊗ P)(d(r, ω)) <∞,
and
E
∫ T
0
%′(B(r,Xr))dr =
∫
[0,T ]×Ω
%′(i′q,%BT (r, ω))(σ ⊗ P)(d(r, ω))
≤ ∣∣∣∣i′q,%∣∣∣∣L(Ψ′q ,Ψ′ρ)
∫
[0,T ]×Ω
q′(BT (r, ω))(σ ⊗ P)(d(r, ω)) <∞.
So we have proved (4.26) and (4.27). 
Lemma 4.3.4. Let X be a Ψ′β -valued regular and predictable process and assume that
X and B satisfy (4.16) and (4.17). For each ψ ∈ Dom(A) and t > 0, the following
equalities holds P-a.e.∫ t
0
(∫ s
0
Xr[AS(t− s)Aψ]dr
)
ds =
∫ t
0
Xr[S(t− r)Aψ]dr −
∫ t
0
Xr[Aψ]dr, (4.31)∫ t
0
(∫ s
0
B(r,Xr)[S(t− s)Aψ]dr
)
ds =
∫ t
0
B(r,Xr)[S(t− r)ψ]dr −
∫ t
0
B(r,Xr)[ψ]dr,
(4.32)∫ t
0
(∫ s
0
S(s− r)′B(r,Xr)dr[Aψ]
)
ds =
∫ t
0
B(r,Xr)[S(t− r)ψ]dr−
∫ t
0
B(r,Xr)[ψ]dr.
(4.33)
Proof. Fix ψ ∈ Dom(A) and t ≥ 0. We start by showing (4.31). First, we need
to prove that the integrals exist. Note that the predictability of X and the strong
continuity of the semigroup {S(t)}t≥0 implies that all the integrands in (4.31) are
Pt -measurable.
Now, let % be a continuous Hilbertian semi-norm on Ψ satisfying the conditions in
Lemma 4.3.3 (with T = t). As in the proof of Lemma 4.3.2, because {S(t)}t≥0 is a
(C0, 1)-semigroup on Ψ and % is a continuous semi-norm on Ψ, there exists a contin-
uous semi-norm q on Ψ, % ≤ q , a C0 -semigroup {Sq(t)}t≥0 on the Banach space Ψq
satisfying (4.22), and there exist Mq ≥ 1, θq ≥ 0 such that {Sq(t)}t≥0 satisfies (4.23).
Note that as % ≤ q the canonical inclusion i%,q : Ψq → Ψ% is a continuous and linear
operator. Then, from (4.22), (4.23) and (4.26), it follows that
E
∫ t
0
|Xr[S(t− r)Aψ]| dr (4.34)
≤ E
∫ t
0
%′(Xr)%(i%S(t− r)Aψ)dr
≤ E
∫ t
0
%′(Xr) ||i%,q||L(Ψq ,Ψ%) q(Sq(t− r)iqAψ)dr
≤Mqeθqtq(iqAψ) ||i%,q||L(Ψq ,Ψ%) E
∫ t
0
%′(Xr)dr <∞.
Chapter 4. Stochastic Evolution Equations in Duals of Nuclear Spaces 96
Let ϕ = Aψ . In a similar way to before, we have
E
∫ t
0
(∫ s
0
|Xr[AS(t− s)Aψ]| dr
)
ds (4.35)
≤ E
∫ t
0
(∫ s
0
%′(Xr)%(i%S(t− r)Aϕ)dr
)
ds
≤ E
∫ t
0
(∫ s
0
%′(Xr) ||i%,q||L(Ψq ,Ψ%) q(Sq(t− r)iqAϕ)dr
)
ds
≤ tMqeθqtq(iqAϕ) ||i%,q||L(Ψq ,Ψ%) E
∫ t
0
%′(Xr)dr <∞,
Then, from (4.16), (4.34) and (4.35) it follows that all the integrals in (4.31) exist for
P-a.e. ω ∈ Ω.
Now we proceed to prove that (4.31) holds. First, by the (deterministic) Fubini’s
theorem (that we can apply due to (4.35)), and then a change of variable we have for
P-a.e. ω ∈ Ω, ∫ t
0
(∫ s
0
Xr(ω)[AS(t− s)Aψ]dr
)
ds (4.36)
=
∫ t
0
(∫ t
r
Xr(ω)[AS(t− s)Aψ]ds
)
dr
=
∫ t
0
(∫ t−r
0
Xr(ω)[AS(s)Aψ]ds
)
dr.
For a fixed r ∈ [0, t] , from the definition of dual semi-group {S(t)′}t≥0 and dual
generator A′ , Theorem D.1.2(2) and Theorem D.2.5(2), we have for P-a.e. ω ∈ Ω,∫ t−r
0
Xr(ω)[AS(s)Aψ]ds) =
∫ t−r
0
S(s)′A′Xr(ω)[Aψ]ds (4.37)
=
(∫ t−r
0
S(s)′A′Xr(ω)ds
)
[Aψ]
=
(
S(t− r)′Xr(ω)−Xr(ω)
)
[Aψ].
and hence, substituting (4.37) into (4.36), we get that (4.31) holds P-a.e.
To prove (4.32) and (4.33), as before, we need to check that all the integrals there exist.
First, the predictability of X , the measurability properties of B in Assumption (A3)
and the strong continuity of the semi-group {S(t)}t≥0 implies that all the integrands
in (4.32) and (4.33) are Pt -measurable (see the proof of Proposition 4.2.8).
Now, following similar arguments to those used in (4.35), and using (4.27), we have
E
∫ t
0
(∫ s
0
|B(r,Xr)[S(t− s)Aψ]| dr
)
ds (4.38)
≤ tMqeθqtq(iqAψ) ||i%,q||L(Ψq ,Ψ%) E
∫ t
0
%′(B(r,Xr))dr <∞.
Hence, (4.38) shows that the integrals in the left hand side of (4.32) exists for P-a.e.
ω ∈ Ω.
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Now, for fixed s ∈ [0, T ] , from (4.13) and the definition of dual semi-group {S(t)′}t≥0 ,
we have P-a.e.∫ s
0
S(s− r)′B(r,Xr)dr[Aψ] =
∫ s
0
S(s− r)′B(r,Xr)[Aψ]dr (4.39)
=
∫ s
0
B(r,Xr)[S(s− r)Aψ]dr.
Then, from (4.39), (4.27) and following similar arguments to those used in (4.35) we
have
E
∫ t
0
∣∣∣∣∫ s
0
S(s− r)′B(r,Xr)dr[Aψ]
∣∣∣∣ ds (4.40)
= E
∫ t
0
∣∣∣∣∫ s
0
B(r,Xr)[S(s− r)Aψ]dr
∣∣∣∣ ds
≤ E
∫ t
0
(∫ s
0
|B(r,Xr)[S(s− r)Aψ]| dr
)
ds
≤ tMqeθqtq(iqAψ) ||i%,q||L(Ψq ,Ψ%) E
∫ t
0
%′(B(r,Xr))dr <∞.
Therefore, from (4.40) the integral in the right-hand side of (4.33) exists for P-a.e.
ω ∈ Ω.
Likewise, following similar arguments to those used in (4.34) and from (4.27), we have
E
∫ t
0
|B(r,Xr)[S(t− r)ψ]| dr (4.41)
≤Mqeθqtq(iqψ) ||iρ,q||L(Ψq ,Ψρ) E
∫ t
0
ρ′(B(r,Xr))dr <∞.
Therefore, (4.17) and (4.41) shows that the integrals in the right hand side of both
(4.32) and (4.33) exists for P-a.e. ω ∈ Ω. Hence, all the integrals in (4.32) and (4.33)
are well-defined.
The proof of (4.32) follows from similar arguments to those used to prove (4.31) by
means of (4.36) and (4.37). The same arguments apply to prove (4.33) by using (4.39).

After all of the above preparations we are ready to prove Theorem 4.3.1:
Proof of Theorem 4.3.1. Assume X is a weak solution to (4.10). Fix t ≥ 0. We start
by showing that for all ψ ∈ Dom(A), the following holds P-a.e.∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds (4.42)
= X0[ψ]− S(t)′X0[ψ] +
∫ t
0
Xr[Aψ]ds−
∫ t
0
B(r,Xr)[S(t− r)ψ]dr +
∫ t
0
B(r,Xr)[ψ]dr.
To do this, note that for fixed s ∈ [0, t] and ψ ∈ Dom(A), S(t − s)Aψ ∈ Dom(A)
(Theorem D.2.5(1)), hence from the definition of weak solution to (4.10) (where ψ is
there replaced by S(t− s)Aψ )(see (4.2.5)) we have P-a.e.∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du) (4.43)
= (Xs −X0)[S(t− s)Aψ]−
∫ s
0
(Xr[AS(t− s)Aψ] +B(r,Xr)[S(t− s)Aψ])dr.
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Now, integrating both sides of (4.43) on [0, t] with respect to the Lebesgue measure,
and then using (4.31) and (4.32), we have P-a.e.∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds (4.44)
=
∫ t
0
Xs[S(t− s)Aψ]ds−
∫ t
0
X0[S(t− s)Aψ]ds
−
∫ t
0
(∫ s
0
Xr[AS(t− s)Aψ]dr
)
ds−
∫ t
0
(∫ s
0
B(r,Xr)[S(t− s)Aψ]dr
)
ds
= −
∫ t
0
X0[S(t− s)Aψ]ds+
∫ t
0
Xr[Aψ]dr
−
∫ t
0
B(r,Xr)[S(t− s)ψ]dr +
∫ t
0
B(r,Xr)[ψ]dr.
Now, similar calculations to those used in (4.37) (for r = 0 and for ψ instead of Aψ ),
shows that P-a.e.∫ t
0
X0[S(t− s)Aψ]ds =
∫ t
0
X0[S(s)Aψ]ds = (S(t)
′X0 −X0)[ψ]. (4.45)
And hence from (4.44) and (4.45) we obtain (4.42).
Substituting (4.19) into the definition of weak solution (4.11), and then using (4.42),
we get that P-a.e.
Xt[ψ] (4.46)
= X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr +
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du)
= X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr +
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)
−
∫ t
0
(∫ s
0
∫
U
F (r, u,Xr)
′S(t− s)AψM(dr, du)
)
ds
= X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr +
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)
−X0[ψ] + S(t)′X0[ψ]−
∫ t
0
Xr[Aψ]dr +
∫ t
0
B(r,Xr)[S(t− r)ψ]dr −
∫ t
0
B(r,Xr)[ψ]dr
= S(t)′X0[ψ] +
∫ t
0
B(r,Xr)[S(t− r)ψ]dr +
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du).
Now, substituting (4.13) and (4.15) in (4.46), we get that P-a.e.
Xt[ψ] =
(
S(t)′X0 +
∫ t
0
S(t− r)′B(r,Xr)dr
+
∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du)
)
[ψ]. (4.47)
As (4.47) is valid for all ψ ∈ Dom(A) and Dom(A) is dense in Ψ (Theorem D.2.5(4)),
then we have P-a.e.
Xt = S(t)
′X0 +
∫ t
0
S(t− r)′B(r,Xr)dr +
∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du)
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and therefore X is a mild solution to (4.10).
Conversely, assume X is a mild solution to (4.10). Fix ψ ∈ Dom(A) and t ≥ 0. For
s ∈ [0, T ] , from the definition of mild solution (4.12), where ψ is there replaced by Aψ
and t is replaced by s , we have P-a.e.
Xs[Aψ] = S(s)
′X0[Aψ] +
∫ s
0
S(s− r)′B(r,Xr)dr[Aψ] (4.48)
+
∫ s
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du)[Aψ].
Then, integrating both sides of (4.48) on [0, t] with respect to the Lebesgue measure,
then using (4.20), (4.33) and (4.37) (where Aψ is there replaced by ψ and with r =
0), regrouping terms and finally by using (4.46) (that from the arguments above is
equivalent to the definition of mild solution), we have P-a.e.∫ t
0
Xs[Aψ]ds
=
∫ t
0
S(s)′X0[Aψ]ds+
∫ t
0
(∫ s
0
S(s− r)′B(r,Xr)dr[Aψ]
)
ds
+
∫ t
0
(∫ s
0
∫
U
S(s− r)′F (r, u,Xr)M(dr, du)[Aψ]
)
ds
= S(t)′X0[ψ]−X0[ψ] +
∫ t
0
B(r,Xr)[S(t− r)ψ]dr −
∫ t
0
B(r,Xr)[ψ]dr
+
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)−
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du)
= S(t)′X0[ψ] +
∫ t
0
B(r,Xr)[S(t− r)ψ]dr +
∫ t
0
∫
U
F (r, u,Xr)
′S(t− r)ψM(dr, du)
−X0[ψ]−
∫ t
0
B(r,Xr)[ψ]dr −
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du)
= Xt[ψ]−X0[ψ]−
∫ t
0
B(r,Xr)[ψ]dr −
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du)
Therefore, we have P-a.e.
Xt[ψ] = X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr +
∫ t
0
∫
U
F (r, u,Xr)
′ψM(dr, du),
and hence X is a weak solution to (4.10). 
§ 4.4 Regularity Properties of the Stochastic Convolution
In this section our main interest is to study some properties of the stochastic convolution
process
{∫ t
0
∫
U S(t− r)′R(r, u)M(dr, du) : t ∈ [0, T ]
}
for R ∈ Λ2s(T ). These properties
will play an important role in the study of existence and uniqueness of weak and mild
solutions in Section 4.5. Before we present our main result, we will introduce some
notation:
Notation 4.4.1. Sometimes, we will denote by S′ ∗R = {(S′ ∗R)t}t≥0 the stochastic
convolution process
{∫ t
0
∫
U S(t− r)′R(r, u)M(dr, du) : t ∈ [0, T ]
}
.
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Theorem 4.4.2. Let R ∈ Λ2s(T ). There exists a continuous Hilbertian semi-norm %
on Ψ such that the process S′∗R has a Ψ′% -valued, mean-square continuous, predictable
version S˜′ ∗R = {(S˜′ ∗R)t}t≥0 satisfying
sup
t∈[0,T ]
E
[
%′
(
(S˜′ ∗R)t
)2]
<∞. (4.49)
Proof. First, it is important to remark that the fact that R ∈ Λ2s(T ) and by using
similar arguments to those in the proof of Proposition 4.2.8 it follows that the stochastic
convolution S′ ∗R is well-defined.
Now we prove the existence of a Hilbert space-valued predictable version of the stochas-
tic convolution process. First, as R ∈ Λ2s(T ), from Theorem 3.3.17 there exists a con-
tinuous Hilbertian semi-norm p on Ψ and R˜ = {R˜(r, ω, u) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} ∈
Λ2s(p, T ) such that R(r, ω, u) = i
′
pR˜(r, ω, u), for Leb⊗P⊗µ-a.e. (r, ω, u) ∈ [0, T ]×Ω×U .
Now, as in the proof of Lemma 4.3.2, because {S(t)}t≥0 is a (C0, 1)-semigroup on Ψ
and p is a continuous semi-norm on Ψ, there exists a continuous semi-norm q on Ψ,
p ≤ q , and there exists a C0 -semigroup {Sq(t)}t≥0 on the Banach space Ψq such that
(4.22) holds. Moreover, there exist Mq ≥ 1, θq ≥ 0 such that (4.23) holds. Note that
as p ≤ q the canonical inclusion ip,q : Ψq → Ψp is a continuous and linear operator.
Let % be a continuous Hilbertian semi-norm on Ψ such that q ≤ % . Such a semi-norm
% exists because Ψ is nuclear. Note that because q ≤ % , the inclusion iq,% : Ψ% → Ψq
is a continuous and linear operator. Then, for fixed t ∈ [0, T ] it follows from the above
properties that for Leb⊗ P⊗ µ-a.e. (r, ω, u),
1[0,t] (r)S(t− r)′R(r, ω, u) = 1[0,t] (r) i′% i′q,% Sq(t− r)′ i′p,q R˜(r, ω, u). (4.50)
Our objective is then to prove that {1[0,t] (r) i′q,% Sq(t− r)′ i′p,q R˜(r, ω, u) : r ∈ [0, T ], ω ∈
Ω, u ∈ U} ∈ Λ2s(%, T ) for each t ∈ [0, T ] .
First, for every (r, ω, u) ∈ [0, T ] × Ω × U , because R˜(r, ω, u) ∈ L2(Φ′qr,u ,Ψ′p), i′p,q ∈
L(Ψ′p,Ψ′q), Sq(t−r)′ ∈ L(Ψ′q,Ψ′q) and i′q,% ∈ L(Ψ′q,Ψ′%), it follows that for each (r, ω, u)
we have i′q,% Sq(t− r)′ i′p,q R˜(r, ω, u) ∈ L2(Ψ′%,Φ′qr,u).
Second, fix ψ ∈ Ψ and φ ∈ Φ. From the fact that the map
(r, ω, u) 7→ 1[0,t] (r) qr,u(R˜(r, ω, u)′S(t− r)ψ, φ),
is Pt⊗B(U)-measurable (see the proof of Proposition 4.2.8) and from (4.50) it follows
that the map
(r, ω, u) 7→ 1[0,t] (r) qr,u(R˜(r, ω, u)′ ip,q Sq(t− r) iq,%i%ψ, φ),
is also Pt ⊗ B(U)-measurable. Finally, for all (r, ω, u),∣∣∣∣∣∣R˜(r, ω, u)′ ip,q Sq(t− r) iq,%∣∣∣∣∣∣2L2(Ψ%,Φqr,u )
≤
∣∣∣∣∣∣R˜(r, ω, u)′∣∣∣∣∣∣2
L2(Ψp,Φqr,u )
||ip,q||2L(Ψq ,Ψp) ||Sq(t− r)||
2
L(Ψq ,Ψq) ||iq,%||
2
L(Ψ%,Ψq) .
Then, from the above inequality, (4.21) (with F˜ there replaced by R˜) and (4.23), we
have
E
∫ t
0
∫
U
∣∣∣∣∣∣R˜(r, u)′ ip,q Sq(t− r) iq,%∣∣∣∣∣∣2L2(Ψ%,Φqr,u ) µ(du)λ(dr)
≤Mqeθqt ||ip,q||2L(Ψq ,Ψp) ||iq,%||
2
L(Ψ%,Ψq)
∣∣∣∣∣∣R˜∣∣∣∣∣∣2
s,p,t
<∞. (4.51)
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Then, {1[0,t] (r) i′q,% Sq(t − r)′ i′p,q R˜(r, ω, u)} satisfies the conditions of Definition 3.3.3
and hence belongs to Λ2s(%, t). Moreover, from (4.50) and Theorem 3.3.17, for each t ∈
[0, T ] the stochastic integral
∫ t
0
∫
U i
′
q,% Sq(t−r)′ i′p,q R˜(r, u)M(dr, du) is a Ψ′% -valued Ft -
measurable version of the stochastic convolution integral
∫ t
0
∫
U S(t−r)′R(r, u)M(dr, du).
Our next objective is to prove that the Ψ′% -valued process{∫ t
0
∫
U
i′q,% Sq(t− r)′ i′p,q R˜(r, u)M(dr, du) : t ∈ [0, T ]
}
,
is mean square continuous. We will prove the left continuity as the right continuity
follows from similar arguments. Let 0 < t ≤ T . Then, from the linearity of the strong
stochastic integral and Proposition 3.3.29, for any 0 ≤ s < t we have
E
[
%
(∫ t
0
∫
U
i′q,% Sq(t− r)′ i′p,q R˜(r, u)M(dr, du) (4.52)
−
∫ s
0
∫
U
i′q,% Sq(s− r)′ i′p,q R˜(r, u)M(dr, du)
)2 ]
≤ 2E
[
%
(∫ t
0
∫
U
1[s,t] (r) i
′
q,% Sq(t− r)′ i′p,q R˜(r, u)M(dr, du)
)2 ]
+ 2E
[
%
(∫ s
0
∫
U
i′q,%
(
Sq(t− r)′ − Sq(s− r)′
)
i′p,q R˜(r, u)M(dr, du)
)2 ]
Now, we start with the first term in the right-hand side of the inequality in (4.52).
From (3.78) and arguing in a similar way to the derivation of (4.51) we have for any
0 ≤ s < t that
E
[
%
(∫ t
0
∫
U
1[s,t] (r) i
′
q,% Sq(t− r)′ i′p,q R˜(r, u)M(dr, du)
)2 ]
(4.53)
= E
∫ t
s
∫
U
∣∣∣∣∣∣i′q,% Sq(t− r)′ i′p,q R˜(r, u)∣∣∣∣∣∣2L2(Φ′qr,u ,Ψ′%) µ(du)dr
= E
∫ t
s
∫
U
∣∣∣∣∣∣R˜(r, u)′ ip,q Sq(t− r) iq,%∣∣∣∣∣∣2L2(Ψ%,Φqr,u ) µ(du)dr
≤Mqeθq(t−s) ||ip,q||2L(Ψq ,Ψp) ||iq,%||
2
L(Ψ%,Ψq)
∣∣∣∣∣∣R˜∣∣∣∣∣∣2
s,p,T
,
Then, from (4.53) we have
lim
s→t−E
[
%
(∫ t
0
∫
U
1[s,t] (r) i
′
q,% Sq(t− r)′ i′p,q R˜(r, u)M(dr, du)
)2 ]
= 0. (4.54)
For the second term in the right-hand side of the inequality in (4.52), proceeding as in
(4.53), we can prove that for any 0 ≤ s < t ,
E
[
%
(∫ s
0
∫
U
i′q,%
(
Sq(t− r)′ − Sq(s− r)′
)
i′p,q R˜(r, u)M(dr, du)
)2 ]
(4.55)
= E
∫ s
0
∫
U
∣∣∣∣∣∣R˜(r, u)′ ip,q (Sq(t− r)− Sq(s− r)) iq,%∣∣∣∣∣∣2L2(Ψ%,Φqr,u ) µ(du)dr
≤MqeθqT ||ip,q||2L(Ψq ,Ψp) ||iq,%||
2
L(Ψ%,Ψq)
∣∣∣∣∣∣R˜∣∣∣∣∣∣2
s,p,T
<∞.
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Now, let {ψ%j }j∈N ⊆ Ψ be a complete orthonormal system in Ψ% . For each j ∈ N , the
strong continuity of the semigroup {Sq(t)}t≥0 , the continuity of the maps ip,q and of
R(r, ω, u)′ (for fixed (r, ω, u)), and the dominated convergence theorem imply that
lim
s→t−E
∫ T
0
∫
U
1[0,s] (r) qr,u
(
R˜(r, u)′ ip,q (Sq(t− r)− Sq(s− r)) iq,%ψ%j
)2
µ(du)dr = 0.
(4.56)
By Fubini’s theorem and Parseval’s identity we have
= E
∫ s
0
∫
U
∣∣∣∣∣∣R˜(r, u)′ ip,q (Sq(t− r)− Sq(s− r)) iq,%∣∣∣∣∣∣2L2(Ψ%,Φqr,u ) µ(du)dr
=
∞∑
j=1
E
∫ T
0
∫
U
1[0,s] (r) qr,u
(
R˜(r, u)′ ip,q (Sq(t− r)− Sq(s− r)) iq,%ψ%j
)2
µ(du)dr.
Hence, from (4.55), (4.56) and the dominated convergence theorem it follows that
lim
s→t−E
[
%
(∫ s
0
∫
U
i′q,%
(
Sq(t− r)′ − Sq(s− r)′
)
i′p,q R˜(r, u)M(dr, du)
)2 ]
= 0. (4.57)
Finally, from (4.52), (4.54) and (4.57), it follows that S˜′ ∗R = {(S˜′ ∗R)t}t≥0 given by
(S˜′ ∗R)t =
∫ t
0
∫
U
i′q,% Sq(t− r)′ i′p,q R˜(r, u)M(dr, du), ∀ t ∈ [0, T ],
is mean square continuous. Furthermore, as it is also {Ft}-adapted and Ψ′% is a sep-
arable Hilbert space, then it has a predictable version (see Proposition 3.21 of Peszat
and Zabczyk [85], p.27). Moreover, from (4.53) (taking s = 0) we have (4.49). 
§ 4.5 Existence and Uniqueness of Weak and Mild Solutions
In this section we prove the existence and uniqueness of weak and mild solutions to
(4.10) under some Lipschitz and growth conditions on the coefficients B and F . The
main idea behind the proof is to define a complete locally convex space where the
solution will lie, then we define an operator on this space in such a way that any
fixed point of it is a mild solution to (4.10). To prove that a fixed point exists and is
unique, we will use the Lipschitz and growth conditions on B and F to show that this
operator is a contraction and then the fixed point theorem on locally convex spaces will
guarantee the existence of a unique fixed point. This proof is inspired by the methods
used by Da Prato and Zabczyk [20] and Peszat and Zabczyk [85] for the Hilbert space
case.
We will need the following additional assumptions in this section.
Assumption 4.5.1.
(1) Every continuous semi-norm on Ψ′β is separable.
(2) The dual semigroup {S(t)′}t≥0 is a (C0, 1) semigroup on Ψ′β .
Remark 4.5.2. A sufficient condition for Assumption 4.5.1(1) is either that Ψ′β is
separable or that it is nuclear (see Remark 1.1.6). A sufficient condition for Assump-
tion 4.5.1(2) is that {S(t)}t≥0 is equicontinuous, as in that case {S(t)′}t≥0 is also
equicontinuous (Theorem D.2.7).
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Now we proceed to introduce the conditions in the coefficients B and F . Recall from
Section 1.1.5 that for each K ⊆ Ψ bounded, ηK : Ψ′ → R+ given by
ηK(f) := pK0(f) = sup
ψ∈K
|f [ψ]| , ∀ f ∈ Ψ′,
is a continuous semi-norm on Ψ′β , where pK0 is the Minkowski functional of K
0 .
Moreover, the family {ηK : K ⊆ Ψ, K is bounded} generates the topology on Ψ′β .
To avoid any confusion with our previous notation, for each K ⊆ Ψ bounded we
denote by Ψ′K the Banach space Ψ
′
ηK
. The canonical inclusion from Ψ′β into Ψ
′
K will
be denoted by jK . If K , D are any bounded subsets of Ψ such that K ⊆ D , then
we have ηK ≤ ηD and we denote by jK,D the canonical inclusion from Ψ′D into Ψ′K .
If for K ⊆ Ψ bounded we have that Ψ′K is a Hilbert space, then we say that K is
Hilbertian.
The Lipschitz and growth conditions that we assume for our coefficients B and F are
the following:
(E1) For each K ⊆ Ψ bounded and Hilbertian, there exists a function aK : R+ → R+
satisfying ∫ T
0
aK(r)
2dr <∞, ∀T > 0,
such that, for all r ∈ R+ , g1, g2 ∈ Ψ′ ,
ηK(B(r, g1)) ≤ aK(r)(1 + ηK(g1)),
ηK(B(r, g1)−B(r, g2)) ≤ aK(r)ηK(g1 − g2).
(E2) For each K ⊆ Ψ bounded and Hilbertian, there exists a function bK : R+ → R+
satisfying ∫ T
0
bK(r)
2dr <∞, ∀T > 0,
such that, for all r ∈ R+ , g1, g2 ∈ Ψ′ ,∫
U
||jKF (r, u, g1)||2L2(Φ′qr,u ,Ψ′K) µ(du) ≤ bK(r)(1 + ηK(g1)
2),∫
U
||jKF (r, u, g1)− jKF (r, u, g2)||2L2(Φ′qr,u ,Ψ′K) µ(du) ≤ bK(r)ηK(g1 − g2)
2.
We establish a key property of the dual semigroup {S(t)′}t≥0 that will be of great
importance for our proof of existence and uniqueness of solutions of (4.10).
Lemma 4.5.3. There exists a non-empty family KH(Ψ) of bounded subsets of Ψ,
such that for all K ∈ KH(Ψ), Ψ′K is a separable Hilbert space and there exists a
C0 -semigroup {SK(t)}t≥0 on Ψ′K such that
SK(t)jKf = jKS(t)
′f, ∀ t ≥ 0, f ∈ Ψ′. (4.58)
Proof. First, from the fact that {S(t)′}t≥0 is a (C0, 1)-semigroup on Ψ′β (Assumption
4.5.1) and Theorem D.2.6, there exists a family K(Ψ) of bounded subsets of Ψ such
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that the semi-norms {ηD : D ∈ K(Ψ)} generate the topology on Ψ′β and such that for
each D ∈ K(Ψ) there exists a C0 -semigroup {TD(t)}t≥0 on Ψ′D such that
TD(t)jDf = jDS(t)
′f, ∀ t ≥ 0, f ∈ Ψ′. (4.59)
Fix and arbitrary D ∈ K(Ψ). Then, as the Banach space Ψ′D is separable (Assumption
4.5.1) there exists a separable Hilbert space (H, ||·||H), a continuous dense embedding
kH,D : Ψ
′
D → H and a C0 -semigroup {TH(t)}t≥0 on H such that
TH(t)kH,Df = kH,DTD(t)f, ∀ t ≥ 0, f ∈ Ψ′. (4.60)
For a proof of this last fact see Theorem 1.3 of van Neerven [110]. From the arguments
above it follows that kH : Ψ
′
β → H given by kH := kH,D ◦ jD is a continuous dense
embedding. Moreover, by (4.59) and (4.60) we have for all t ≥ 0, f ∈ Ψ′ ,
TH(t)kHf = TH(t)kH,DjDf = kH,DTD(t)jDf = kH,DjDS(t)
′f = kHS(t)′f. (4.61)
Denote by BH the unit ball in H . Then, the continuity of kH implies that k
−1
H (BH) is
a neighborhood of zero in Ψ′β . Furthermore, as Ψ
′
β is reflexive then K = (k
−1
H (BH))
0
is a bounded subset of Ψ (see Theorem 5.2, Chapter IV of Schaefer [93], p.141). Then,
ηK is a continuous Hilbertian norm on Ψ
′
β and ηK(f) = ||kHf ||H , for all f ∈ Ψ′ .
Hence the map kH defines an isometric isomorphism between the pre-Hilbert spaces
(Ψ′, ηK) and (kHΨ′, ||·||H).
Now, from (4.61) we have for all t ≥ 0 that TH(t)(kHΨ′) ⊆ kHΨ′ . Therefore, each
TH(t) restricts to a continuous and linear operator on (kHΨ
′, ||·||H). For each t ≥ 0,
let TK(t) := TH(t)
∣∣
kHΨ′
◦ kH . One can see from the fact that the map kH identifies
the spaces (Ψ′, ηK) and (kHΨ′, ||·||H) that {TK(t)}t≥0 is a C0 -semigroup on (Ψ′, ηK).
Moreover, as Ψ′K is the completion of the space (Ψ
′, ηK), then each TK(t) extends
to a continuous and linear operator SK(t) on Ψ
′
K . Therefore, {SK(t)}t≥0 is a C0 -
semigroup on Ψ′K . Finally, (4.61) and the definition of TK(t) shows that the semigroup
{SK(t)}t≥0 satisfies (4.58). 
Now, for the proof of existence and uniqueness of solutions to (4.10) we will follow a
fixed point theorem argument and to do this we will need a class of Ψ′β -process where
the solution will lie. This class is defined as follows:
Definition 4.5.4. Let T > 0. We denote by H2(T,Ψ′β) the vector space of all the
Ψ′β -valued, regular, predictable processes X = {Xt}t∈[0,T ] such that for each K ⊆ Ψ
bounded,
sup
t∈[0,T ]
E
(
ηK(jKXt)
2
)
<∞.
The next result shows that the space H2(T,Ψ′β) contains the Ψ′β -valued processes that
are stochastic convolutions. As in Theorem 4.4.2, we denote by S′ ∗R = {(S′ ∗R)t}t≥0
the stochastic convolution process
{∫ t
0
∫
U S(t− r)′R(r, u)M(dr, du) : t ∈ [0, T ]
}
.
Theorem 4.5.5. Let T > 0 and let R ∈ Λ2s(T ). Then, S′ ∗ R ∈ H2(T,Ψ′β), and for
each K ∈ KH(Ψ), we have
E
[
ηK
(
jK(S
′ ∗R)t
)2] ≤M2Ke2θKtE∫ t
0
∫
U
||jK R(r, u)||2L2(Φ′qr,u ,Ψ′K) µ(du)dr, (4.62)
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for all t ∈ [0, T ], where MK ≥ 1 and θK ≥ 0 are such that the C0 -semigroup
{SK(t)}t≥0 on Ψ′K defined in Lemma 4.5.3 satisfies
ηK(SK(t)
′f) ≤MKeθKtηK(f), ∀f ∈ Ψ′K . (4.63)
Moreover, the integral in the right-hand side of (4.62) is always finite
Proof. To prove the first part, note that from Theorem 4.4.2 there exists a continuous
Hilbertian seminorm % on Ψ such that S′∗R has a Ψ′% -valued, mean-square continuous,
predictable version S˜′ ∗R = { ˜(S′ ∗R)t}t≥0 satisfying (4.49). Then, because P-a.e.
(S′ ∗R)t = i′% ˜(S′ ∗R)t , for all t ∈ [0, T ] , (S′ ∗R) has a predictable Ψ′β -valued version.
We will identify S′ ∗R with this version.
Let K ⊆ Ψ be bounded. Because the unit ball B%(1) of % is a neighborhood of zero,
there exists some C > 0 such that K ≤ CB%(1), hence ηK(f) ≤ C%′(f), for every
f ∈ Ψ′% . Therefore, the inclusion map jK ◦ i′% : Ψ′p → Ψ′K is linear and continuous.
Hence by (4.49) and the fact that (S′ ∗ R)t = i′% ˜(S′ ∗R)t , P-a.e. for all t ∈ [0, T ] , we
have
sup
t∈[0,T ]
E
[
ηK(jK(S
′ ∗R)t)2
] ≤ ∣∣∣∣jKi′%∣∣∣∣2L(Ψ′%,Ψ′K) supt∈[0,T ]E
[
%′
(
(S˜′ ∗R)t
)2]
<∞.
Then, as S′ ∗R is a regular process, S′ ∗R ∈ H2(T,Ψ′β).
To prove the second part, let K ∈ KH(Ψ). As R ∈ Λ2s(T ), from Theorem 3.3.17
there exists a continuous Hilbertian semi-norm q on Ψ and R˜ ∈ Λ2s(q, T ) such that
R(r, ω, u) = i′qR˜(r, ω, u) for Leb ⊗ P ⊗ µ-a.e. (r, ω, u). Then, using (4.58), for all
t ∈ [0, T ] and Leb⊗ P⊗ µ-a.e. (r, ω, u) we have
1[0,t] (r) jKS(t− r)′R(r, ω, u) = 1[0,t] (r)SK(t− r)jKi′qR˜(r, ω, u). (4.64)
Now, denote by ΨK the dual of the Hilbert space Ψ
′
K . Let j
′
K be the dual operator of
jK . Then, j
′
K corresponds to the canonical inclusion from ΨK into Ψ. Let {ψj}j∈N
be a complete orthonormal system in ΨK . Then, from Parseval’s identity, Fubini’s
theorem, (3.28), (3.85), (4.58), (4.63) and (4.64), we have
E
[
ηK
(
jK(S
′ ∗R)t
)2]
= E
∞∑
j=1
∣∣jK(S′ ∗R)t[ψj ]∣∣2
=
∞∑
j=1
E
[∣∣(S′ ∗R)t)[j′Kψj ]∣∣2]
=
∞∑
j=1
E
∫ t
0
∫
U
qr,u(R(r, u)
′S(t− r)j′Kψj)2µ(du)dr
= E
∫ t
0
∫
U
∣∣∣∣R(r, u)′S(t− r)j′K∣∣∣∣2L2(ΨK ,Φqr,u ) µ(du)dr
= E
∫ t
0
∫
U
∣∣∣∣jKS(t− r)′R(r, u)∣∣∣∣2L2(Φ′qr,u ,Ψ′K) µ(du)dr
= E
∫ t
0
∫
U
∣∣∣∣SK(t− r)′jKR(r, u)∣∣∣∣2L2(Φ′qr,u ,Ψ′K) µ(du)dr
≤ M2Ke2θKtE
∫ t
0
∫
U
||jKR(r, u)||2L2(Φ′qr,u ,Ψ′K) µ(du)dr.
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Hence we have proved (4.62). Finally, note that the integral in the right-hand side of
(4.62) is finite because, from the fact that jKR(r, ω, u) = jKi
′
qR˜(r, ω, u), for Leb⊗P⊗µ-
a.e. (r, ω, u), we have
E
∫ t
0
∫
U
||jKR(r, u)||2L2(Φ′qr,u ,Ψ′K) µ(du)dr ≤
∣∣∣∣jKi′q∣∣∣∣2L(Φ′q ,Ψ′K) ∣∣∣∣∣∣R˜∣∣∣∣∣∣2s,q,T <∞.

Now, we need to equip the linear space H2(T,Ψ′β) with a locally convex topology. To
do this, we will need the following family of Banach spaces (see Da Prato and Zabczyk
[20], p.188).
Definition 4.5.6. Let K ⊆ Ψ bounded. Denote by H2(T,Ψ′K) the real vector space of
all Ψ′K -valued predictable process X = {Xt}t∈[0,T ] such that supt∈[0,T ] E ηK(Xt)2 <∞ .
The space H2(T,Ψ′K) is a Banach space when equipped with the topology defined by
the norm ||·||K,T given by ||X||K,T = supt∈[0,T ]
(
E
(
ηK(Xt)
2
))1/2
, ∀X ∈ H2(T,Ψ′K).
The relation between the elements of the space H2(T,Ψ′β) and of the Banach spaces
H2(T,Ψ′K) is given in the following result.
Lemma 4.5.7. For K ⊆ Ψ bounded, jKH2(T,Ψ′β) ⊆ H2(T,Ψ′K), i.e. if X ∈
H2(T,Ψ′β), then jKX ∈ H2(T,Ψ′K).
Proof. The result is an immediate consequence of the definition of the spaces H2(T,Ψ′β)
and H2(T,Ψ′K), and the continuity of the map jK . 
Theorem 4.5.8. For every T > 0, the space H2(T,Ψ′β) is a complete, Hausdorff,
locally convex space when equipped with the projective topology induced by the projective
system {(H2(T,Ψ′β),H2(T,Ψ′K), jK) : K ∈ KH(Ψ)}, where KH(Ψ) is the family of
bounded Hilbertian subsets of Ψ given in Lemma 4.5.3. In particular, the topology on
H2(T,Ψ′β) is generated by the family of semi-norms {|||·|||K,T : K ∈ KH(Ψ)}, given
for each K ∈ KH(Ψ) by
|||X|||K,T := ||jKX||K,T = sup
t∈[0,T ]
(
E
(
ηK(jKXt)
2
))1/2
, ∀X ∈ H2(T,Ψ′β). (4.65)
Proof. From Lemma 4.5.7 it follows that {(H2(T,Ψ′β),H2(T,Ψ′K), jK) : K ∈ KH(Ψ)}
is a projective system and therefore we can define the projective limit topology on
H2(T,Ψ′β). Then it follows by the definition that {|||·|||K,T : K ∈ KH(Ψ)} is a family of
semi-norms generating the projective topology (see Section 1.1.3). Finally, the fact that
these topology is complete and Hausdorff is a consequence of the fact that H2(T,Ψ′K)
satisfies these properties (see Results 5.1 and 5.3, Chapter II of Schaefer [93], p.51-
2). 
Remark 4.5.9. Let K ∈ KH(Ψ). For υ ≥ 0 we define |||·|||υ,K,T by (see Peszat and
Zabczyk [85], p. 164)
|||X|||υ,K,T = sup
t∈[0,T ]
(
e−υtE
(
ηK(jKXt)
2
))1/2
, ∀X ∈ H2(T,Ψ′β). (4.66)
It is clear that |||·|||υ,K,T defines a semi-norm on H2(T,Ψ′β). Moreover, is not difficult
to see that the semi-norms |||·|||υ,K,T , υ ≥ 0 are equivalent.
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Theorem 4.5.10. Assume that conditions (E1) and (E2) hold. Let Z0 be a Ψ
′
β -
valued, regular, F0 -measurable, square integrable random variable. Then, there exists a
unique (up to modification) mild solution X = {Xt}t≥0 to (4.10) with initial condition
X0 = Z0 . Moreover, for every T > 0 there exists a continuous Hilbertian semi-
norm q = q(T ) on Ψ such that X = {Xt}t∈[0,T ] has a Ψ′q -valued predictable version
X˜ = {X˜t}t∈[0,T ] satisfying supt∈[0,T ] E
(
q′(X˜t)2
)
<∞.
Furthermore, X is also a weak solution to (4.10).
Proof. For T > 0, let A : H2(T,Ψ′β)→ H2(T,Ψ′β) be the mapping defined by
A(X) = A0(X) + A1(X) + A2(X), ∀X ∈ H2(T,Ψ′β),
where for each t ∈ [0, T ] ,
A0(X)t := S(t)′Z0,
A1(X)t :=
∫ t
0
S(t− r)′B(r,Xr)dr,
A2(X)t :=
∫ t
0
∫
U
S(t− r)′F (r, u,Xr)M(dr, du).
Our objective is to show that the map A is a contraction. For convenience we will
divide the proof in two steps.
Step 1 The map A is well-defined.
Our task is to verify that the three components of A are well-defined. To do this, fix
X ∈ H2(T,Ψ′β).
For A0 , the strong continuity of the dual semigroup {S(t)′}t≥0 and the fact that Z0
is a Ψ′β -valued, regular, F0 -measurable random variable implies that {S(t)′Z0}t≥0 is
a Ψ′β -valued, regular, {Ft}-adapted, continuous process.
Now, we will prove that {S(t)′Z0}t≥0 has a predictable version. To do this, note
that as Z0 is also square integrable, then Theorem 1.2.24 (by identifying Z0 with
the process {Z0(s)}s∈[0,T ] where for each s ∈ [0, T ] , Z0(s) = Z0 ) implies that there
exists a continuous Hilbertian semi-norm p on Ψ, such that Z0 possesses a Ψ
′
p -valued,
{Ft}-adapted, continuous version Z˜0 satisfying Ep′(Z˜0)2 <∞ .
Furthermore, note that as in the proof of Lemma 4.3.2, because {S(t)}t≥0 is a (C0, 1)-
semigroup on Ψ and p is a continuous semi-norm on Ψ, there exists a continuous
semi-norm q on Ψ, p ≤ q , and there exists a C0 -semigroup {Sq(t)}t≥0 on the Banach
space Ψq such that (4.22) hold. Moreover, there exist Mq ≥ 1, θq ≥ 0 such that (4.23)
hold. Note that as p ≤ q , then the canonical inclusion ip,q : Ψq → Ψp is linear and
continuous.
Then, from the above we have that for each t ∈ [0, T ] , P-a.e.
S(t)′Z0 = i′qSq(t)
′i′p,qZ˜0.
Therefore, {Sq(t)′i′p,qZ˜0}t≥0 is a Ψ′q -valued version of {S(t)′Z0}t≥0 . Moreover, as
{Sq(t)′i′p,qZ˜0}t≥0 is a Ψ′q -valued, {Ft}-adapted, continuous process and Ψ′q is a sepa-
rable Banach space, then it has a predictable version (Proposition 3.21 of Peszat and
Zabczyk [85], p.27) and hence {S(t)′Z0}t≥0 has also a predictable version. We will
identify {S(t)′Z0}t≥0 with this version.
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Let K ⊆ Ψ be bounded. By similar arguments to those used in Theorem 4.5.5, the
map jK ◦ i′q : Ψ′q → Ψ′K is linear and continuous. Therefore, from the arguments in the
above paragraphs we have
E
(
sup
t∈[0,T ]
ηK(jKS(t)
′Z0)2
)
= E
(
sup
t∈[0,T ]
ηK(jKi
′
qSq(t)
′i′p,qZ˜0)
2
)
(4.67)
≤ M2q e2θqT
∣∣∣∣jKi′q∣∣∣∣2L(Ψ′q ,Ψ′K) ||ip,q||2L(Ψq ,Ψp) Ep′(Z˜0)2 <∞.
Hence, {S(t)′Z0}t≥0 is an element of H2(T,Ψ′β) and therefore A0 is well-defined. Note
that because for all ψ ∈ Ψ, {ψ} is a bounded and Hilbertian subset of Ψ, then (4.67)
implies that
E
(
sup
t∈[0,T ]
∣∣S(t)′Z0[ψ]∣∣2) <∞, ∀ψ ∈ Ψ.
As {S(t)′Z0}t≥0 is a Ψ′β -valued, regular, continuous process, Theorem 1.2.24 shows
that there exists a continuous Hilbertian semi-norm %0 on Ψ such that {S(t)′Z0}t≥0
has a Ψ′%0 -valued continuous version, which we denote again by {S(t)′Z0}t≥0 , such that
E sup
t∈[0,T ]
%′0(S(t)
′Z0)2 <∞. (4.68)
We now prove that A1 is well-defined. Let X ∈ H2(T,Ψ′β). Our objective is to show
that the map Y : [0, T ]× [0, T ]×Ω→ Ψ′ given by Y (t, r, ω) = 1[0,t] (r)S(t−r)′B(r,Xr)
satisfies the conditions of Corollary 4.1.2.
Fix ψ ∈ Ψ. Then, the set Kψ = {ψ} is bounded and Hilbertian. Hence, from (E1)
there exists a function aψ : R+ → R+ satisfying
∫ T
0 aψ(r)
2dr <∞ , and such that
|B(r, g)[ψ]| ≤ aψ(r)(1 + |g[ψ]|), ∀r ∈ [0, T ], g ∈ Ψ′.
Then, it follows from the above that
E
∫ T
0
|B(r,Xr)[ψ]|2 dr ≤ E
∫ T
0
aψ(r)
2(1 + |Xr[ψ]|)2dr
≤ 2
(
1 + sup
t∈[0,T ]
E |Xt[ψ]|2
)∫ T
0
aψ(r)
2dr <∞.
Hence, from similar arguments to those used in Lemma 4.3.3 it follows that there exists
a continuous Hilbertian semi-norm ρ on Ψ such that E
∫ T
0 ρ
′(B(r,Xr))2dr <∞ .
Now, as in the proof of Lemma 4.3.2, because {S(t)}t≥0 is a (C0, 1)-semigroup on Ψ
and p is a continuous semi-norm on Ψ, there exists a continuous semi-norm q on Ψ,
p ≤ q , and there exists a C0 -semigroup {Sq(t)}t≥0 on the Banach space Ψq such that
(4.22) hold. Moreover, there exist Mq ≥ 1, θq ≥ 0 such that {Sq(t)}t≥0 satisfies (4.23).
Note that because p ≤ q , then the canonical inclusion ip,q : Ψq → Ψp is linear and
continuous.
Then, from the above and following similar arguments to those leading to (4.41) we
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have
E sup
t∈[0,T ]
∣∣∣∣∫ t
0
S(t− r)′B(r,Xr)[ψ]dr
∣∣∣∣2 (4.69)
≤ E sup
t∈[0,T ]
∫ t
0
|B(r,Xr)[S(t− r)ψ]|2 dr
≤M2q e2θqT q(iqψ)2 ||iρ,q||2L(Ψq ,Ψρ) E
∫ T
0
ρ′(B(r,Xr))2dr <∞.
Our next task is to prove that the map t 7→ ∫ t0 S(t− r)B(r,Xr)[ψ]dr is continuous for
P-a.e. ω ∈ Ω. To do this, note that from E ∫ T0 ρ′(B(r,Xr))2dr < ∞ it follows that
there exists some Ω0 ⊆ Ω, P(Ω0) = 1, such that
∫ T
0 ρ
′(B(r,Xr(ω)))dr < ∞ for each
ω ∈ Ω0 .
Now, for 0 ≤ s ≤ t ≤ T , we have∣∣∣∣∫ s
0
S(s− r)′B(r,Xr)[ψ]dr −
∫ t
0
S(t− r)′B(r,Xr)[ψ]dr
∣∣∣∣
≤
∫ T
0
1[0,s] (r)
∣∣(S(s− r)′ − S(t− r)′)B(r,Xr)[ψ]∣∣ dr
+
∫ T
0
1[s,t] (r)
∣∣S(t− r)′B(r,Xr)[ψ]∣∣ dr.
Then, similarly as in (4.69) for all ω ∈ Ω0 we have∫ T
0
1[0,s] (r)
∣∣(S(s− r)′ − S(t− r)′)B(r,Xr)[ψ]∣∣ dr
≤ 2MqeθqT q(iqψ) ||iρ,q||L(Ψq ,Ψρ) E
∫ T
0
ρ′(B(r,Xr))dr <∞.
Therefore the dominated convergence theorem and the strong continuity of the dual
semigroup implies that∫ T
0
1[0,s] (r)
∣∣(S(s− r)′ − S(t− r)′)B(r,Xr)[ψ]∣∣ dr −→ 0, as s→ t, or t→ s.
Again, as in (4.69) for all ω ∈ Ω0 we have∫ T
0
1[s,t] (r)
∣∣S(t− r)′B(r,Xr)[ψ]∣∣ dr
≤MqeθqT q(iqψ) ||iρ,q||L(Ψq ,Ψρ) E
∫ T
0
ρ′(B(r,Xr))dr <∞,
and hence the dominated convergence theorem shows that∫ T
0
1[s,t] (r)
∣∣S(t− r)′B(r,Xr)[ψ]∣∣ dr −→ 0, as s→ t, or t→ s.
Therefore, the map t 7→ ∫ t0 S(t− r)′B(r,Xr)[ψ]dr is continuous for all ω ∈ Ω0 .
Thus, the map Y : [0, T ]× [0, T ]× Ω→ Ψ′ given by
Y (t, r, ω) = 1[0,t] (r)S(t− r)′B(r,Xr), ∀ (t, r, ω) ∈ [0, T ]× [0, T ]× Ω,
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satisfies the conditions of Corollary 4.1.2. Then, there exists a continuous Hilbertian
semi-norm %1 on Ψ and a Ψ
′
%1 -valued, predictable, continuous process{∫ t
0
S(t− r)′B(r,Xr)dr : t ∈ [0, T ]
}
satisfying (4.13) for all t ∈ [0, T ] , P-a.e., for all ψ ∈ Ψ, and such that
sup
t∈[0,T ]
E
(
%′1
(∫ t
0
S(t− r)′B(r,Xr)dr
)2)
<∞. (4.70)
Hence, we have that
{
i′%1
∫ t
0 S(t− r)′B(r,Xr)dr : t ∈ [0, T ]
}
is an element of H2(T,Ψ′β)
and therefore A1 is well-defined.
Finally, to prove that the map A2 is well-defined, let X ∈ H2(T,Ψ′β). In this case our
objective is to prove that FX = {F (r, u,Xr(ω)) : r ∈ [0, T ], ω ∈ Ω, u ∈ U} ∈ Λ2s(T ).
Then by Theorem 4.5.5 we find that S′ ∗ FX ∈ H2(T,Ψ′β) and hence the map A2 is
well-defined.
To prove this, let ψ ∈ Ψ. As the set Kψ = {ψ} is bounded and Hilbertian, it follows
from (E2) that there exists a function bψ : R+ → R+ satisfying
∫ T
0 bψ(r)
2dr <∞ , and
such that∫
U
qr,u(F (r, u, g)
′ψ)2µ(du) ≤ bψ(r)(1 + |g[ψ]|2), ∀r ∈ [0, T ], g ∈ Ψ′.
Therefore, we have
E
∫ T
0
∫
U
qr,u(F (r, u,Xr)
′ψ)2µ(du)dr ≤ E
∫ T
0
bψ(r)
(
1 + |Xr[ψ]|2
)
dr
≤
(
1 + sup
t∈[0,T ]
E |Xt[ψ]|2
)∫ T
0
bψ(r)dr <∞.
Then, from the above and the arguments in the proof of Proposition 4.2.6 it follows
that FX ∈ Λ2s(T ). Thus, the map A2 is well-defined and this finally shows that the
map A is also well-defined. Moreover, from Theorem 4.5.5 there exists a continuous
Hilbertian semi-norm %2 on Ψ such that S
′ ∗ FX has a Ψ′%2 -valued version satisfying
sup
t∈[0,T ]
E%′2
(
(S˜′ ∗ FX)t
)2
<∞. (4.71)
Step 2 The map A is a contraction.
Because from Theorem 4.5.8 the topology on H2(T,Ψ′β) is generated by the family of
semi-norms {|||·|||K,T : K ∈ KH(Ψ)} , given in (4.65), then by definition the map A is
a contraction if we can show that for every K ∈ KH(Ψ) there exists 0 < CK,T < 1
such that
|||AX − AY |||K,T ≤ CK,T |||X − Y |||K,T , ∀X,Y ∈ H2(T,Ψ′β).
However, by Remark 4.5.9 it is equivalent to show that for each K ∈ KH(Ψ) there
exists υ ≥ 0 and a constant 0 < Cυ,K,T < 1 such that
|||AX − AY |||υ,K,T ≤ Cυ,K,T |||X − Y |||υ,K,T , ∀X,Y ∈ H2(T,Ψ′β). (4.72)
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where the semi-norm |||·|||υ,K,T is given in (4.66).
To do this, we fix K ∈ KH(Ψ) and X,Y ∈ H2(T,Ψ′β). Then, from the definition of
the map A we have:
|||AX − AY |||2υ,K,T ≤ 2 |||A1X − A1Y |||2υ,K,T + 2 |||A2X − A2Y |||2υ,K,T . (4.73)
Now, as K ∈ KH(Ψ) it follows from Lemma 4.5.3 that there exists a C0 -semigroup
{SK(t)′}t≥0 on the Hilbert space Ψ′K satisfying (4.58) and there exist MK ≥ 1 and
θK ≥ 0 such that {SK(t)′}t≥0 satisfies (4.63).
Now, we need to show that for all t ∈ [0, T ] , P-a.e.∫ t
0
SK(t− r)′jK(B(r,Xr)−B(r, Yr))dr,
is well-defined as a Bochner integral in Ψ′K . First, for every t ∈ [0, T ] the map
(r, ω) 7→ 1[0,t] (r)SK(t− r)′jK(B(r,Xr(ω))−B(r, Yr(ω)) ∈ Ψ′K ,
is predictable, and following similar arguments to those used in the Step 1 we can prove
that there exists a continuous Hilbertian semi-norm ρ on Ψ such that∫ T
0
ρ′ (B(r,Xr)−B(r, Yr)) dr <∞,P− a.e.
From this last observation, (4.58) and (4.63) it follows that for all t ∈ [0, T ] , P-a.e.∫ t
0
ηK
(
SK(t− r)′jK(B(r,Xr)−B(r, Yr))
)
dr
≤MKeθKT
∣∣∣∣jKi′ρ∣∣∣∣L(Ψ′ρ,Ψ′K)
∫ T
0
ρ′ (B(r,Xr)−B(r, Yr)) dr <∞.
Therefore, the Bochner integral
∫ t
0 SK(t − r)′jK(B(r,Xr) − B(r, Yr))dr exists for all
t ∈ [0, T ] , P-a.e.
Let j′K : ΨK → Ψ be the dual operator to jK . From (4.13), (4.58) and the properties
of the Bochner integral, for all t ∈ [0, T ] , P-a.e. we have
ηK
(
jK
∫ t
0
S(t− r)′B(r,Xr)dr − jK
∫ t
0
S(t− r)′B(r, Yr)dr
)
(4.74)
= sup
ψ∈K
∣∣∣∣∫ t
0
S(t− r)′B(r,Xr)dr[j′Kψ]−
∫ t
0
S(t− r)′B(r, Yr)dr[j′Kψ]
∣∣∣∣
= sup
ψ∈K
∣∣∣∣∫ t
0
(B(r,Xr)−B(r, Yr))[S(t− r)j′Kψ]dr
∣∣∣∣
= sup
ψ∈K
∣∣∣∣∫ t
0
SK(t− r)′jK(B(r,Xr)−B(r, Yr))[ψ]dr
∣∣∣∣
= sup
ψ∈K
∣∣∣∣(∫ t
0
SK(t− r)′jK(B(r,Xr)−B(r, Yr))dr
)
[ψ]
∣∣∣∣
= ηK
(∫ t
0
SK(t− r)′jK(B(r,Xr)−B(r, Yr))dr
)
.
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Then, from (4.58), (4.74) and (E1) we have (recall the definition of |||·|||υ,K,T in (4.66))
|||A1X − A1Y |||2υ,K,T
= sup
t∈[0,T ]
e−υtE
(
ηK
(
jK
∫ t
0
S(t− r)′B(r,Xr)dr − jK
∫ t
0
S(t− r)′B(r, Yr)dr
)2)
= sup
t∈[0,T ]
e−υtE
(
ηK
(∫ t
0
SK(t− r)′jK(B(r,Xr)−B(r, Yr))dr
))2
≤ sup
t∈[0,T ]
e−υtE
(∫ t
0
ηK
(
SK(t− r)′jK(B(r,Xr)−B(r, Yr))
)
dr
)2
≤M2Ke2θKT sup
t∈[0,T ]
e−υtE
(∫ t
0
ηK (jK(B(r,Xr)−B(r, Yr))) dr
)2
≤M2Ke2θKT sup
t∈[0,T ]
e−υtE
(∫ t
0
aK(r)ηK (jK(Xr − Yr)) dr
)2
Now, by the Cauchy-Schwarz inequality,∫ t
0
aK(r)ηK (jK(Xr − Yr)) dr ≤
(∫ t
0
aK(r)
2dr
) 1
2
(∫ t
0
ηK (jK(Xr − Yr))2 dr
) 1
2
.
Then,
|||A1X − A1Y |||2υ,K,T
≤M2Ke2θKT
(∫ T
0
aK(r)
2dr
)
sup
t∈[0,T ]
∫ t
0
e−υ(t−r)e−υrE
(
ηK (jK(Xr − Yr))2
)
dr
≤M2Ke2θKT
(∫ T
0
aK(r)
2dr
)(∫ T
0
e−υrdr
)
|||X − Y |||2υ,K,T .
Therefore, we have
|||A1X − A1Y |||2υ,K,T ≤ C(1)υ,K,T |||X − Y |||2υ,K,T , (4.75)
where
C
(1)
υ,K,T = M
2
Ke
2θKT
(∫ T
0
aK(r)
2dr
)(∫ T
0
e−υrdr
)
. (4.76)
Similarly, from the linearity of the stochastic integral, (4.62), (E2) and the Cauchy-
Schwarz inequality we have
|||A2X − A2Y |||2υ,K,T
= sup
t∈[0,T ]
e−υtE
(
ηK
(∫ t
0
∫
U
S(t− r)′ (F (r, u,Xr)− F (r, u, Yr))M(dr, du)
)2)
≤M2Ke2θKT sup
t∈[0,T ]
e−υtE
∫ t
0
∫
U
||jK (F (r, u,Xr)− F (r, u, Yr))||2L2(Φqr,u ,Ψ′K) µ(du)dr
≤M2Ke2θKT sup
t∈[0,T ]
e−υtE
∫ t
0
bK(r)ηK (jK(Xr − Yr))2 dr
≤M2Ke2θKT
(∫ T
0
bK(r)
2dr
)(∫ T
0
e−υrdr
)
|||X − Y |||2υ,K,T .
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Therefore,
|||A2X − A2Y |||2υ,K,T ≤ C(2)υ,K,T |||X − Y |||2υ,K,T , (4.77)
where
C
(2)
υ,K,T = M
2
Ke
2θKT
(∫ T
0
bK(r)
2dr
)(∫ T
0
e−υrdr
)
. (4.78)
Then, it follows from (4.73), (4.75), (4.76), (4.77) and (4.78) that (4.72) is satisfied for
Cυ,K,T given by
Cυ,K,T =
[
2M2Ke
2θKT
(
1− e−υT
υ
)(∫ T
0
aK(r)
2 + bK(r)
2dr
)] 1
2
,
and then we can take υ sufficiently large such that Cυ,K,T < 1 and consequently A is
a contraction on H2(T,Ψ′β).
We are ready to show that there exists a unique (up to modification) mild solution to
(4.10) satisfying the statements of the theorem.
For a fixed T > 0, as the map A is a contraction on H2(T,Ψ′β) and this last is a
complete, Hausdorff, locally convex space (Theorem 4.5.8), it follows from the fixed
point theorem on locally convex spaces (see Theorem 3.5 of Wlondarczyk [112]) that A
has a unique fixed point X(T ) = {X(T )t }t∈[0,T ] in H2(T,Ψ′β). Therefore, X(T ) satisfies
(4.12) for all t ∈ [0, T ] .
Let {Tn}n∈N any sequence of positive real numbers such that limn→∞ Tn =∞ and for
each n ∈ N let X(T ) = {X(Tn)t }t∈[0,T ] as above. Let X = {Xt}t≥0 be given for each
t ≥ 0 by Xt = XTnt if Tn−1 ≤ t < Tn , where we take T0 = 0. Then, is easy to see that
X is well defined and moreover that X is a Ψ′β -valued, regular, predictable process
satisfying (4.12) for all t ≥ 0. Therefore, X is a mild solution to (4.10) and is unique
up to indistinguishable versions.
Now let T > 0. From Step 1 there exist continuous Hilbertian semi-norms %0 , %1 and
%2 on Ψ such that the processes {S(t)′X0}t≥0 ,
{∫ t
0 S(t− r)′B(r,Xr)dr : t ∈ [0, T ]
}
and S′ ∗ FX have predictable versions taking values in Ψ′%0 , Ψ′%1 and Ψ′%2 respec-
tively, and satisfying (4.68), (4.70) and (4.71). Let q be a continuous Hilbertian semi-
norm on Ψ such that %0 ≤ q , %1 ≤ q and %2 ≤ q , and such that the inclusions
i%0,q , i%1,q and i%2,q are Hilbert-Schmidt. Then, using similar arguments to those used
in the proof of Theorem 1.2.24; in particular using the estimate (1.13) (with r re-
placed there by %0 , %1 and %2 ) we can show that that the processes {S(t)′X0}t≥0 ,{∫ t
0 S(t− r)′B(r,Xr)dr : t ∈ [0, T ]
}
and S′ ∗ FX have Ψ′q -valued predictable versions
satisfying
E sup
t∈[0,T ]
q′(S(t)′X0)2 <∞, sup
t∈[0,T ]
Eq′
(∫ t
0
S(t− r)′B(r,Xr)dr
)2
<∞,
and sup
t∈[0,T ]
E q′
(
(S˜′ ∗ FX)t
)2
<∞.
Now, as X is a mild solution to (4.10), and hence satisfies (4.12), then it follows from
the above that X = {Xt}t∈[0,T ] has a Ψ′q -valued predictable version X˜ = {X˜t}t∈[0,T ]
satisfying supt∈[0,T ] E
(
q′(X˜t)2
)
<∞ .
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Finally, as X is a mild solution to (4.10), and from the arguments on Step 1 one can
check that the conditions of Theorem 4.3.1 are satisfied, so that X is also a weak
solution to (4.10). 
We finish this chapter with an application of Theorem 4.5.10 to the existence and
uniqueness of weak and mild solutions to stochastic evolution equations driven by
Le´vy-noise.
Example 4.5.11. Let Φ be a complete, barrelled, nuclear space and Ψ be a complete,
bornological, nuclear space such that every continuous semi-norm on Ψ′β is separa-
ble. Let L be a Φ′β -valued ca`dla`g Le´vy process with Le´vy measure ν and Le´vy-Itoˆ
decomposition (2.39), that is
Lt = tm+Wt +
∫
Bρ′ (1)
fN˜(t, df) +
∫
Bρ′ (1)c
fN(t, df),
for all t ≥ 0, where the components in the above decomposition satisfy the properties
given in Theorem 2.2.13.
Assume that L is square integrable, i.e. E(|Lt[φ]|2) < ∞ , for all t ≥ 0, φ ∈
Φ. Then, it is easy to check that this implies that the compound Poisson process{∫
Bρ′ (1)c
fN(t, df) : t ≥ 0
}
is square integrable. Then, the Le´vy-Itoˆ decomposition of
L can be equivalently written as
Lt = tm
′ +Wt +
∫
Φ′
fN˜(t, df), ∀ t ≥ 0, (4.79)
where ∫
Φ′
fN˜(t, df) :=
∫
Bρ′ (1)
fN˜(t, df) +
∫
Bρ′ (1)c
fN˜(t, df), ∀ t ≥ 0,
and m′[φ] = m[φ] +
∫
Bρ′ (1)c
f [φ]ν(df), for all φ ∈ Φ.
In this example our objective is to show the existence of weak and mild solutions to
the Le´vy-driven stochastic evolution equation given by
dXt = (A
′Xt +B(t,Xt))dt+ F (t, 0, Xt)dWt +
∫
Φ′
F (t, f,Xt)N˜(dt, df), (4.80)
for all t ≥ 0, with the initial condition X0 = Z0 , where Z0 is a Ψ′β -valued, regular,
F0 -measurable, square integrable random variable. It follows from (4.79) that equation
(4.80) generalizes the case of stochastic evolution equations driven by square integrable
Le´vy noise.
As in Section 4.2 we will need some assumptions on the coefficients of (4.80). But
before this, we need to introduce some notation.
Let Q be the covariance functional of the Wiener process W . For every f ∈ Φ′ , let
qf : Φ→ R be defined for every φ ∈ Φ by
qf (φ) =
{
Q(φ), if f = 0,
|f [φ]| , if f ∈ Φ′ \ {0}. (4.81)
Then, {qf : f ∈ Φ′} is a family of continuous Hilbertian semi-norms on Φ.
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Assumption 4.5.12.
(L1) A is the infinitesimal generator of a (C0, 1)-semi-group {S(t)}t≥0 on Ψ such
that the dual semigroup {S(t)}t≥0 is a (C0, 1)-semi-group on Ψ′β .
(L2) B : R+ × Ψ′ → Ψ′ is such that the map (r, g) 7→ B(r, g)[ψ] is B(R+) ⊗ B(Ψ′β)-
measurable, for every ψ ∈ Ψ.
(L3) F = {F (r, f, g) : r ∈ R+, f ∈ Φ′, g ∈ Ψ′} is such that
(a) F (r, f, g) ∈ L(Φ′qf ,Ψ′β), ∀r ≥ 0, f ∈ Φ′ , g ∈ Ψ′ .
(b) The mapping (r, f, g) 7→ qf (F (r, f, g)′φ, ψ) is B(R+)⊗B(Φ′β)⊗B(Ψ′β)-measurable,
for every φ ∈ Φ, ψ ∈ Ψ.
(L4) For each K ⊆ Ψ bounded and Hilbertian, there exists a function aK : R+ → R+
satisfying ∫ T
0
aK(r)
2dr <∞, ∀T > 0,
such that, for all r ∈ R+ , g1, g2 ∈ Ψ′ ,
ηK(B(r, g1)) ≤ aK(r)(1 + ηK(g1)),
ηK(B(r, g1)−B(r, g2)) ≤ aK(r)ηK(g1 − g2).
(L5) For each K ⊆ Ψ bounded and Hilbertian, there exists a function bK : R+ → R+
satisfying ∫ T
0
bK(r)
2dr <∞, ∀T > 0,
such that, for all r ∈ R+ , g1, g2 ∈ Ψ′ ,
||jKF (r, 0, g1)||2L2(Φ′Q,Ψ′K)
+
∫
Φ′\{0}
||jKF (r, f, g1)||2L2(Φ′qf ,Ψ′K) ν(du) ≤ bK(r)(1 + ηK(g1)
2),
||jKF (r, 0, g1)− jKF (r, 0, g2)||2L2(Φ′Q,Ψ′K)
+
∫
Φ′\{0}
||jKF (r, f, g1)− jKF (r, f, g2)||2L2(Φ′qf ,Ψ′K) ν(du) ≤ bK(r)ηK(g1 − g2)
2.
We say that a Ψ′β -valued regular and predictable process X = {Xt}t≥0 is a weak
solution to (4.80) if for every ψ ∈ Dom(A) and every t ≥ 0, P-a.e.
Xt[ψ] = X0[ψ] +
∫ t
0
(Xr[Aψ] +B(r,Xr)[ψ])dr +
∫ t
0
F (r, 0, Xr)
′ψdWr
+
∫ t
0
∫
Φ′
F (r, f,Xr)
′ψN˜(dr, df)
On the other hand, a Ψ′β -valued regular and predictable process X = {Xt}t≥0 is called
a mild solution to (4.80) if for every t ≥ 0, P-a.e.
Xt = S(t)
′X0 +
∫ t
0
S(t− r)′B(r,Xr)dr +
∫ t
0
S(t− r)′F (r, 0, Xr)dWr
+
∫ t
0
∫
Φ′
S(t− r)′F (r, f,Xr)N˜(dr, df).
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Now we proceed to use Theorem 4.5.10 and assumptions (L1) to (L5) to show the
existence and uniqueness of weak and mild solutions to (4.80).
Let M = (M(t, A) : r ≥ 0, A ∈ R) be given by
M(t, A) = Wtδ0(A) +
∫
A\{0}
fN˜(t, df), ∀ t ≥ 0, A ∈ R, (4.82)
where R = {A ∈ B(Φ′β) : 0 /∈ A} ∪ {0} . Then, M is a nuclear cylindrical martingale-
valued measure on R+×R , the covariance of M is determined by the measure λ = Leb
on R+ , the Le´vy measure ν on Φ′β , and the semi-norms {qf : f ∈ Φ′} (this follows
from similar arguments to those in Example 3.1.8). Moreover, it follows from (4.82) and
Proposition 3.3.31 that the initial value problem (4.80) is equivalent to the following
problem
dXt = (A
′Xt +B(t,Xt))dt+
∫
Φ′
F (t, f,Xt)M(dt, df), (4.83)
with the initial condition X0 = Z0 .
Note that (L1), (L2) and (L3) together with the properties of M given above implies
(A1), (A2), (A3) and (A4) in Section 4.2. Moreover, from (L4) and (L5) it follows that
the coefficients B and F satisfy (E1) and (E2) for U = Φ′β and semi-norms {qf : f ∈
Φ′} . Then, Theorem 4.5.10 shows that there exists a unique mild (and weak) solution
X = {Xt}t≥0 to (4.83), and consequently to (4.80), such that for each T > 0 there
exists a continuous Hilbertian semi-norm q = q(T ) on Ψ for which X = {Xt}t∈[0,T ]
has a Ψ′q -valued version X˜ = {X˜t}t∈[0,T ] satisfying supt∈[0,T ] E(q′(X˜t)2) <∞ .
Remark 4.5.13. The tools developed in this chapter can be also used to show the
existence and uniqueness of weak and mild solutions to the following general Le´vy-
driven stochastic evolution equation
dXt = (A
′Xt +B(t,Xt))dt+ F (t, 0, Xt)dWt
+
∫
Bρ′ (1)
F (t, f,Xt)N˜(dt, df) +
∫
Bρ′ (1)c
F (t, f,Xt)N(dt, df).
To do this, we need to define the stochastic integral and the stochastic convolution
with respect to the Poisson random measure N in order to make sense of the last
term. These integrals can be defined in terms of the stochastic integration with respect
to cylindrical martingale-valued measures developed in Chapter 3. However, as this
requires a significant additional amount of work we have decided not to include this
here.
Appendix A
Proofs of the Regularization
Theorems
In this appendix we provide proofs to the regularization theorems of Section 1.2.1. For
the convenience of the reader we also include the statements of the theorems.
Theorem 1.2.18. Let (Φ, T ) be a nuclear space and let X = {Xt}t∈[0,T ] be a cylindri-
cal process in Φ′ such that for each φ ∈ Φ, the real-valued process X(φ) := {Xt(φ)}t∈[0,T ]
has a continuous (respectively ca`dla`g) version. Suppose that the linear mapping from Φ
into CT (R) (respectively DT (R)) given by φ 7→ X(φ) is continuous. Then, there exists
a countably Hilbertian topology θ on Φ determined by an increasing sequence {%n}n∈N
of continuous Hilbertian semi-norms on Φ, and a (Φ′θ, βθ)-valued continuous (respec-
tively ca`dla`g) process Y = {Yt}t∈[0,T ] , such that for every φ ∈ Φ, Y [φ] is a version of
X(φ). In particular, Y is a Φ′β -valued continuous (respectively ca`dla`g) version of X
that is unique up to indistinguishable versions.
Without loss of generality we assume that each X(φ) = {Xt(φ)}t≥0 has a continuous
version. The proof is identical in the case of ca`dla`g versions. The following lemma
provide the necessary tools to prove the regularization theorem.
Lemma A.0.14. There exists an increasing sequence of continuous Hilbertian semi-
norms {qn}n∈N on Φ, a subset ΩY of Ω such that P (ΩY ) = 1 and a sequence of
stochastic processes Y (n) = {Y (n)t }t∈[0,T ] , n ∈ N, satisfying:
(1) For each n ∈ N, Y (n) is a Φ′qn -valued process such that for every φ ∈ Φqn ,
Y (n)[φ] = {Y (n)t [φ]}t∈[0,T ] is a continuous real-valued process.
(2) For each ω ∈ ΩY , there exists N(ω) such that
(a) For all n ≥ N(ω), supt∈[0,T ] q′n(Y (n)t (ω)) <∞, and
(b) For all m ≥ n ≥ N(ω), Y (m)t (ω) = i′qn,qmY (n)t (ω) for all t ∈ [0, T ].
(3) For every φ ∈ Φ, there exists ∆φ ⊆ Ω with P(∆φ) = 1 such that for every ω ∈
ΩY ∩∆φ there exists N(ω) such that for each n ≥ N(ω), Y (n)t (ω)[iqnφ] = Xt(φ)(ω)
for all t ∈ [0, T ].
Proof. We follow similar arguments to those used by Itoˆ and Nawata in [44]. Let
{n}n∈N be a sequence of positive numbers such that
∑
n∈N n < ∞ . Let D be a
countable dense subset of [0, T ] . We start by showing the existence of the semi-norms
{qn}n∈N .
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Fix n ∈ N . From the continuity of the exponential function there exists a δn > 0 such
that
∣∣1− eir∣∣ ≤ n2 if |r| ≤ δn . Now, from the continuity of the map φ 7→ X(φ) :=
{Xt(φ)}t∈[0,T ] from Ψ into CT (R) there exists a continuous Hilbertian semi-norm pn
on Φ such that
P
(
ω ∈ Ω : sup
t∈D
|Xt(φ)(ω)| > δn
)
<
n
4
, ∀φ ∈ Bpn(1). (A.1)
Let Υn = {ω ∈ Ω : supt∈D |Xt(φ)(ω)| < δn} . Then, if φ ∈ Bpn(1) it follows from (A.1)
that
E
(
sup
t∈D
∣∣∣1− eiXt(φ)∣∣∣) ≤ ∫
Υn
sup
t∈D
∣∣∣1− eiXt(φ)(ω)∣∣∣P(dω) + 2P(Υcn)
≤ n
2
P(Υn) +
n
2
≤ n.
On the other hand, because supt∈D
∣∣1− eiXt(φ)∣∣ ≤ 2 for any φ ∈ Φ, then if φ ∈ Bpn(1)c ,
we have
E
(
sup
t∈D
∣∣∣1− eiXt(φ)∣∣∣) ≤ 2pn(φ)2.
Therefore, from the above inequalities we conclude that
E
(
sup
t∈D
∣∣∣1− eiXt(φ)∣∣∣) ≤ n + 2pn(φ)2, ∀φ ∈ Φ. (A.2)
Note that we can assume without loss of generality that the sequence {pn}n∈N is
increasing. Otherwise we replace pn by (p
2
1 + · · ·+ p2n)1/2 .
Now, as Φ is nuclear, there exists an increasing sequence of continuous Hilbertian semi-
norms {qn}n∈N on Φ such that for each n ∈ N , pn ≤ qn and the inclusion ipn,qn is
Hilbert-Schmidt. Let α be the countably Hilbertian topology on Φ generated by the
semi-norms {qn}n∈N . As each Φqn is separable, this implies that Φα is also separable.
Let B = {ξk}k∈N be a countable dense subset of Φα . For every n ∈ N , from an
application of the Schmidt orthogonalization procedure to B , we can find a complete
orthonormal system {φqnj }j∈N ⊆ Φ of Φqn , such that
ξk =
k∑
j=1
aj,k,nφ
qn
j + ϕk,n, ∀ k ∈ N, (A.3)
with aj,k,n ∈ R and ϕk,n ∈ Ker(qn), for each j, k ∈ N .
Our first objective is to prove the following: For each n ∈ N ,
P (Ωn) ≥ 1− 2
√
e√
e− 1n, (A.4)
where
Ωn =
ω ∈ Ω : supt∈D
∞∑
j=1
∣∣∣Xt(φqnj )(ω)∣∣∣2 <∞, sup
t∈D
∞∑
j=1
|Xt(ϕj,n)(ω)|2 = 0
 . (A.5)
119
To do this, let C > 0. From the inequality: 1− e−r/2 ≥ 1− e−1/2 =
√
e−1√
e
, for r > 1,
it follows that
P
ω ∈ Ω : sup
t∈D
∞∑
j=1
∣∣∣Xt(φqnj )(ω)∣∣∣2 > C2

≤
√
e√
e− 1E
1− exp
− 1
2C2
sup
t∈D
∞∑
j=1
∣∣∣Xt(φqnj )∣∣∣2

= lim
m→∞
√
e√
e− 1E supt∈D
1− exp
− 1
2C2
m∑
j=1
∣∣∣Xt(φqnj )∣∣∣2
 (A.6)
Now, setting φ =
∑m
j=1 zjφ
qn
j for z1, . . . , zm ∈ R , in (A.2) we have
E
sup
t∈D
∣∣∣∣∣∣1− exp
i m∑
j=1
zjXt(φ
qn
j )
∣∣∣∣∣∣
 ≤ n + 2 m∑
j=1
z2j pn(φ
qn
j )
2. (A.7)
Integrating both sides of (A.7) with respect to
∏m
j=1NC(dzj), where NC is the centered
Gaussian measure on R with variance 1/C2 , we have∫
Rm
E
sup
t∈D
∣∣∣∣∣∣1− exp
i m∑
j=1
zjXt(φ
qn
j )
∣∣∣∣∣∣
 m∏
j=1
NC(dzj) ≤ n+ 2
C2
m∑
j=1
pn(φ
qn
j )
2. (A.8)
On the other hand, as
∏m
j=1NC(dzj) is a Gaussian measure on Rm , for each t ∈ [0, T ]
and ω ∈ Ω we have
exp
− 1
2C2
m∑
j=1
∣∣∣Xt(φqnj )(ω)∣∣∣2
 = ∫
Rm
exp
i m∑
j=1
zjXt(φ
qn
j )(ω)
 m∏
j=1
NC(dzj), (A.9)
and therefore from (A.9) and Fubini theorem it follows that
E sup
t∈D
1− exp
− 1
2C2
m∑
j=1
∣∣∣Xt(φqnj )∣∣∣2

≤
∫
Rm
E
sup
t∈D
∣∣∣∣∣∣1− exp
i m∑
j=1
zjXt(φ
qn
j )
∣∣∣∣∣∣
 m∏
j=1
NC(dzj). (A.10)
Then, from (A.6), (A.8) and (A.10), it follows that
P
ω ∈ Ω : sup
t∈D
∞∑
j=1
∣∣∣Xt(φqnj )(ω)∣∣∣2 > C2
 ≤ lim
m→∞
√
e√
e− 1
n + 2
C2
m∑
j=1
pn(φ
qn
j )
2

=
√
e√
e− 1
(
n +
2
C2
||ipn,qn ||2L2(Φqn ,Φpn )
)
,
where recall ||ipn,qn ||L2(Φqn ,Φpn ) <∞ as ipn,qn is Hilbert-Schmidt. Letting C →∞ , we
get
P
ω ∈ Ω : sup
t∈D
∞∑
j=1
∣∣∣Xt(φqnj )(ω)∣∣∣2 <∞
 ≥ 1− √e√
e− 1n. (A.11)
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Following the same arguments as above but now changing φqnj for ϕj,n and using the
fact that ϕj,n ∈ Ker(pn), for each j ∈ N (recall pn ≤ qn ), we have that
P
ω ∈ Ω : sup
t∈D
∞∑
j=1
|Xt(ϕj,n)(ω)|2 > 0
 ≤ √e√
e− 1n. (A.12)
Then, (A.4) follows from (A.11) and (A.12).
The next point in our agenda is to define the set ΩY of P-measure 1 and the stochastic
processes {Y (n)}n∈N satisfying the properties (1)-(3) of the statement of the Lemma.
But before, we set some additional notation.
For each φ ∈ Φ, let Xφ = {Xφ(t, ω) : t ∈ [0, T ], ω ∈ Ω} be a continuous version of
X(φ) = {Xt(φ)}t∈[0,T ] . For every n ∈ N , let Γn ⊆ Ω given by
Γn =
{
ω : ∀j ∈ N, Xφqnj (t, ω) = Xt(φ
qn
j )(ω)∀t ∈ D, and t 7→ Xφqnj (t, ω) is continuous
}
.
(A.13)
Then, for each n ∈ N the definition of Xφqnj implies that P(Γn) = 1. Also, for each
n ∈ N define An ⊆ Ω by
An =
ω : Xt(ξk)(ω) =
k∑
j=1
aj,k,nXt(φ
qn
j )(ω) +Xt(ϕk,n)(ω), ∀k ∈ N, t ∈ D
 . (A.14)
For every n ∈ N , it follows from (A.3) and the linearity of X that P(An) = 1. Now,
for n ∈ N define
Λn = Ωn ∩ Γn ∩An. (A.15)
Then, it follows from (A.4) and the fact that P(Γn) = 1 and P(An) = 1 that
P (Λn) ≥ 1− 2
√
e√
e− 1n. (A.16)
We are ready to define the stochastic processes {Y (n)}n∈N . For each n ∈ N , let
{f qnj }j∈N be a complete orthonormal system of Φ′qn dual to {φqnj }j∈N (i.e. f qnj [φqni ] =
δi,j ). For each t ∈ [0, T ] , we define
Y
(n)
t (ω) :=
{∑∞
j=1Xφqnj (t, ω)f
qn
j , for ω ∈ Λn,
0, elsewhere.
(A.17)
Note that Y (n) = {Y (n)t }t∈[0,T ] is a well-defined Φ′qn -valued stochastic process. This is
because if ω ∈ Λn , then the infinite sum in (A.17) is convergent, as from (A.5), (A.13)
and (A.15) we have:
sup
t∈[0,T ]
q′n(Y
(n)
t (ω))
2 = sup
t∈D
∞∑
j=1
∣∣∣Xφqnj (t, ω)∣∣∣2 = sup
t∈D
∞∑
j=1
∣∣∣Xt(φqnj )(ω)∣∣∣2 <∞. (A.18)
Moreover, it follows from (A.13), (A.15) and (A.17) it follows that for every φ ∈ Φqn ,
Y (n)[φ] is a continuous real-valued process. Therefore, Y (n) satisfies the property (1)
in the statement of the Lemma.
Also from (A.13), (A.15) and (A.17) it follows that for each ω ∈ Λn , Y (n)t (ω)[iqnφqnj ] =
Xφqnj (t, ω) = Xt(φ
qn
j )(ω), for all j ∈ N and t ∈ [0, T ] . Similarly, from the fact that
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qn(ϕj,n) = 0 for all j ∈ N , and from (1.5) we have
∣∣∣f qnj [iqnϕj,n]∣∣∣ ≤ q′n(f qnj )qn(iqnϕj,n) =
0, for all j ∈ N , and then (A.17) implies that Y (n)t (ω)[iqnϕj,n] = Xt(ϕj,n)(ω) = 0, for
all j ∈ N . So, by (A.14) and (A.15) we have
∀ω ∈ Λn, Y (n)t (ω)[iqnξk] = Xξk(t, ω) = Xt(ξk)(ω), ∀ k ∈ N, t ∈ [0, T ]. (A.19)
Now we are going to show that (A.19) implies that for every φ ∈ Φ, Y (n)t [iqnφ] = Xt(φ)
P-a.e. on Λn , for all t ∈ [0, T ] .
Let φ ∈ Φ. Since B = {ξj}j∈N is dense in Φα , there exists a subsequence {ξjk}k∈N ⊆
B that α-converges to φ . As α is the countably Hilbertian topology generated by
the semi-norms {qn}n∈N , then Φ′qn is continuously embedded on Φ′α and therefore
Y
(n)
t (ω) ∈ Φ′α , for all t ∈ [0, T ] and ω ∈ Ω. Therefore, Y (n)t (ω)[iqnξjk ]→ Y (n)t (ω)[iqnφ] ,
as k →∞ , for all t ∈ [0, T ] and ω ∈ Ω.
On the other hand, observe that (A.1) implies that X is continuous with respect to the
countably Hilbertian topology on Φ generated by the semi-norms {pn}n∈N and since
this topology is weaker than α (because pn ≤ qn , for all n ∈ N), then it follows that
X is α-continuous. Therefore, there exists ∆φ ⊆ Ω with P(∆φ) = 1 such that for all
ω ∈ ∆φ , Xt(ξjk)(ω)→ Xt(φ)(ω), as k →∞ , for all t ∈ [0, T ] .
Therefore, (A.19) and the uniqueness of limits implies that
∀ω ∈ Λn ∩∆φ, Y (n)t (ω)[iqnφ] = Xt(φ)(ω), ∀ t ∈ [0, T ]. (A.20)
Our final step is to define the set ΩY and to verify that it and the processes {Y (n)}n∈N
defined in (A.17) satisfy the conditions (2) and (3) of the statement of the Lemma.
First, it follows from (A.16), our assumption that
∑
n∈N n <∞ , and the Borel-Cantelli
lemma that
P (ΩY ) = 1, where ΩY :=
⋃
N∈N
⋂
n≥N
Λn. (A.21)
Let ω ∈ ΩY . Then, it follows from (A.18) and (A.21) that there exists some N(ω)
such that for all n ≥ N(ω), supt∈D q′n(Y (n)t (ω)) <∞ . Thus, the property (2)(a) of the
statement of the Lemma is satisfied. Moreover, from (A.19) and (A.21) there exists
N(ω) such that for all m ≥ n ≥ N(ω), for every k ∈ N and t ∈ [0, T ] we have
Y
(m)
t (ω)[iqmξk] = Y
(n)
t (ω)[iqnξk] . But as B = {ξj}j∈N is dense Φα , and therefore in
Φqm and in Φqn , then it follows that for all t ∈ [0, T ] , Y (m)t (ω)[iqmφ] = Y (n)t (ω)[iqnφ]
for all φ ∈ Φ, that is Y (m)t (ω) = i′qn,qmY (n)t (ω). Hence, the property (2)(b) of the
statement of the Lemma is also satisfied.
Finally, the property (3) of the statement of the Lemma is a consequence of (A.20) and
(A.21). 
Proof of Theorem 1.2.18. We use similar arguments as those used by Mitoma in [72].
Let {qn}n∈N , ΩY and {Y (n)}n∈N be as given in Lemma A.0.14.
For every n ∈ N , let %n be a continuous Hilbertian semi-norm on Φ such that qn ≤
%n and iqn,%n is Hilbert-Schmidt. Let θ be the countably Hilbertian topology on Φ
generated by the semi-norms {%n}n∈N . The topology θ is then weaker than T and
finer than α .
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Let Y = {Yt}t∈[0,T ] be defined for each t ∈ [0, T ] by
Yt(ω) :=
{
i′qn,%nY
(n)
t (ω), for ω ∈ ΩY , n ≥ N(ω),
0, elsewhere.
(A.22)
This stochastic process is well-defined. In effect, as for all m,n ∈ N , m ≥ n , qn ≤ qm ,
qn ≤ %n , and qm ≤ %m , then the following diagram commutes:
Φ′qn
i′qn,%n //
i′qn,qm

Φ′%n
i′%n,%m

Φ′qm i′qm,%m
// Φ′%m
(A.23)
Then Lemma A.0.14(2)(b) and (A.23) implies that for each ω ∈ ΩY , if m ≥ n ≥ N(ω)
we have
i′qm,%mY
(m)
t (ω) = i
′
qm,%m ◦ i′qn,qmY (n)t (ω) = i′%n,%m ◦ i′qn,%nY (n)t (ω), ∀ t ∈ [0, T ].
Therefore, Y = {Yt}t∈[0,T ] is well-defined. Moreover, as for each n ∈ N , Φ′%n is
continuously embedded in (Φ′θ, βθ) then it follows from (A.22) that Y is a (Φ
′
θ, βθ)-
valued process.
Now we are going to show that Y is continuous. For every n ∈ N , let {φ%nj }j∈N ⊆ Φ
be a complete orthonormal system in Φ%n . Fix ω ∈ ΩY and let n ≥ N(ω). Then, from
the definition of the dual operator i′qn,%n of iqn,%n , from (1.5) applied to qn and from
Lemma A.0.14(1)-(2)(a), we have
∞∑
j=1
sup
t∈[0,T ]
∣∣∣i′qn,%nY (n)t (ω)[φ%nj ]∣∣∣2 ≤ ∞∑
j=1
sup
t∈[0,T ]
q′n(Y
(n)
t (ω))
2qn(iqn,%nφ
%n
j )
2 (A.24)
=
(
sup
t∈[0,T ]
q′n(Y
(n)
t (ω))
2
)
||iqn,%n ||2L2(Φ%n ,Φqn ) <∞,
where we recall that iqn,%n is Hilbert-Schmidt.
Next we prove the right continuity of the map t 7→ Yt(ω) in Φ′%n . Let 0 ≤ t < T . Then,
from (A.22), Parseval’s identity, (A.24), the dominated convergence theorem and the
continuity of each map t 7→ Y (n)t (ω)[iqn,%nφ%nj ] (Lemma A.0.14(1)), we have
lim
s→t+ %
′
n(Yt(ω)− Ys(ω))2 = lim
s→t+
∞∑
j=1
∣∣∣i′qn,%n(Y (n)t (ω)− Y (n)s (ω))[φ%nj ]∣∣∣2
=
∞∑
j=1
lim
s→t+
∣∣∣(Y (n)t (ω)− Y (n)s (ω))[iqn,%nφ%nj ]∣∣∣2 = 0.
Therefore, the map t 7→ Yt(ω) is right-continuous in Φ′%n . The left continuity can be
proven similarly. Moreover, as Φ′%n is continuously included on Φ
′
θ then the continuity
of t 7→ Yt(ω) in Φ′%n implies its continuity in Φ′θ . Hence, the process Y is a Φ′θ -valued
continuous process.
The fact that for every φ ∈ Φ, Y [φ] is a version of X(φ) is a direct consequence of
Lemma A.0.14 and (A.22). Finally, as Φ′θ is continuously included on Φ
′
β , the above
properties shows that Y is a Φ′β -valued continuous version of X .
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To prove the uniqueness, notice that if Z is another version of X satisfying the prop-
erties of the Theorem, then for every φ ∈ Φ, Yt[φ] = Xt(φ) = Zt(φ) for all t ∈ [0, T ] ,
and because Y and Z are both continuous then it follows from Proposition 1.2.15 that
Y and Z are indistinguishable process. 
Corollary 1.2.19. Let (Φ, T ) be a nuclear space and let X = {Xt}t∈[0,T ] be a cylindri-
cal process in Φ′ such that for each φ ∈ Φ, the real-valued process X(φ) := {Xt(φ)}t∈[0,T ]
has a continuous (respectively ca`dla`g) version. Suppose that there exists a continuous
Hilbertian semi-norm p on Φ such that the linear mapping from Φ into CT (R) (respec-
tively DT (R)) given by φ 7→ X(φ) is p-continuous. Then, there exists a continuous
Hilbertian semi-norm % on Φ, p ≤ %, such that ip,% is Hilbert-Schmidt and a Φ′% -valued
continuous (respectively ca`dla`g) process Y = {Yt}t∈[0,T ] , such that for every φ ∈ Φ,
Y [φ] is a version of X(φ). Moreover, Y is unique up to indistinguishable versions in
Φ′β .
Proof. With the same terminology as in the proof of Lemma A.0.14, the p-continuity
of the map φ 7→ X(φ) := {Xt(φ)}t∈[0,T ] implies that (A.1) is satisfied for pn = p ,
for all n ∈ N . In that case, we would have in (A.4), (A.5), (A.13) and (A.14) that
qn = q for some continuous Hilbertian semi-norm q on Φ, p ≤ q , and such that ip,q
is Hilbert-Schmidt. Therefore, we have from (A.15) and (A.17) that Λn = Λm and
Y (n) = Y (m) for all m,n ∈ N . If we choose % , q ≤ % , such that iq,% is Hilbert-Schmidt,
and if in the proof of Theorem 1.2.18 we take %n = % for all n ∈ N , then Y defined by
(A.22) is a Φ′% -valued continuous processes such that for every φ ∈ Φ, the processes
X(φ) and Y [φ] are indistinguishable. 
Appendix B
Basic Properties of
Hilbert-Schmidt Operators
In this Appendix we review the basic properties of some important classes of continuous
linear operators in Banach and Hilbert spaces.
Let X and Y be two real or complex Banach spaces. A linear operator T : X → Y is
said to be bounded if its operator norm
||T ||L(X,Y ) := sup {||Tx||Y : ||x||X ≤ 1} ,
is finite. Denote by L(X,Y ) the space of bounded linear operators from X into
Y . Equipped with the operator norm it is a Banach space. As the dual spaces X ′
and Y ′ are Banach spaces, it follows that L(Y ′, X ′) is a Banach space. Moreover,
if T ∈ L(X,Y ) then T ′ ∈ L(Y ′, X ′) and furthermore it follows that ||T ′||L(Y ′,X′) =
||T ||L(X,Y ) .
We proceed to review the definition of Hilbert-Schmidt operators and some of their
properties. In the following, H and G will represent two Hilbert spaces.
Definition B.0.15. A bounded linear operator T : H → G is called a Hilbert-
Schmidt operator if there exists an orthonormal basis {hi}i∈I in H such that∑
i∈I
||Thi||2G <∞
Theorem B.0.16. Let T ∈ L(H,G). The following conditions are equivalent
(1) T is a Hilbert-Schmidt operator.
(2)
∑
i∈I ||Thi||2G <∞ for any orthonormal basis {hi}i∈I in H .
(3) T admits the representation
Tx =
∑
j∈J
λj 〈x , hj〉H gj , ∀x ∈ H
where {hj}j∈J and {gj}j∈J are orthonormal sets in H and G respectively, the
λj are positive numbers such that
∑
j∈J λ
2
j < ∞. The index set J is at most
countable.
For a proof see Lemma 1 and Theorem 2 of Section 2.2 of Chapter 1 of Gel’fand and
Vilenkin [31] p.33-4.
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Denote by L2(H,G) the space of all Hilbert-Schmidt operators from H to G . It is a
Hilbert space equipped with the Hilbertian norm ||·||L2(H,G) defined by
||T ||L2(H,G) =
∑
i∈I
||Thi||2G , for all T ∈ L2(H,G) (B.1)
where {hi}i∈N is some orthonormal basis in H . L2(H,G) is separable if H and G are
separable. By definition T ∈ L(H,G) is Hilbert-Schmidt if and only if ||T ||L2(H,G) <∞
and by Theorem B.0.16, ||T ||L2(H,G) is independent of the choice of the orthonormal
basis of H . Moreover, one can verify that ||T ||L(H,G) ≤ ||T ||L2(H,G) .
Proposition B.0.17. Let T ∈ L2(H,G). Then,
(1) T ′ ∈ L2(G′, H ′) and ||T ||L2(H,G) = ||T ′||L2(G′,H′) .
(2) Let F1, F2 be two separable Hilbert spaces. If S ∈ L(F1, H) and U ∈ L(G,F2),
then U ◦ T ∈ L2(H,F2) and T ◦ S ∈ L2(F1, G). Moreover,
||U ◦ T ||L2(H,F2) ≤ ||T ||L2(H,G) ||U ||L(G,F2) ,
and
||T ◦ S||L2(F1,G) ≤ ||S||L(F1,H) ||T ||L2(H,G) .
For a proof see Section 2.2, Chapter 1 of Gel’fand and Vilenkin [31].
The following result offers a very useful characterization of Hilbert-Schmidt operators.
It is based on the relationship between Hilbert-Schmidt operators and p-summing op-
erators between Hilbert spaces. For details the reader is referred to Theorem 2.12 and
Corollary 4.13 of Diestel, Jarchow and Tonge [25], p.44,85.
Theorem B.0.18. A linear operator T : H → G is Hilbert-Schmidt if and only if for
every 1 ≤ p < ∞ there exists a constant C > 0, and a Radon probability measure ν
on the unit ball B∗ of H ′ (equipped with the weak topology) such that,
||Tx||G ≤ C ·
(∫
B∗
|f [x]|p ν(df)
)1/p
, ∀x ∈ H.
Appendix C
The Bochner Integral
In this section we review the construction and basic properties of the Bochner integral.
Our exposition is completely based on Chapter 1 of [39]. All the proofs and a very
careful exposition of the theory can be found there.
Let (S,A, µ) be a measure space and let (X, ||·||) be a real or complex Banach space.
A function f : S → X is called µ-simple if it is of the form f = ∑Nn=1 1Anxn , where
for every 1 ≤ n ≤ N , xn ∈ X and the set An ∈ A satisfies µ(An) <∞ .
We say that a function f : S → X is strongly µ-measurable if there exists a
sequence of µ-simple functions fn : S → X that converges µ-almost everywhere to f .
The following result gives sufficient conditions for strongly µ-measurability.
Proposition C.0.19. If f : S → X is Borel measurable, the image f(S) ⊆ X of S
under f is separable and
∫
S ||f(s)||µ(ds) <∞, then f is strongly µ-measurable.
Now we proceed to define the Bochner integral. For a µ-simple function f =
∑N
n=1 1Anxn
we define ∫
S
f(s)µ(ds) :=
N∑
n=1
µ(An)xn.
One can easily check that this definition does not depend on any particular represen-
tation of the function f .
Definition C.0.20. A strongly µ-measurable function f : S → X is Bochner inte-
grable with respect to µ if there exists a sequence of µ-simple functions fn : S → X
such that
lim
n→∞
∫
S
||f(s)− fn(s)||µ(ds) = 0.
Let f : S → X be Bochner integrable with respect to µ and let {fn}n∈N be a sequence
of simple functions approximating f as in Definition C.0.20. Because for any m,n ∈ N
we have∣∣∣∣∣∣∣∣∫
S
fm(s)µ(ds)−
∫
S
fn(s)µ(ds)
∣∣∣∣∣∣∣∣ ≤ ∫
S
||fm(s)− fn(s)||µ(ds)
≤
∫
S
||f(s)− fm(s)||µ(ds) +
∫
S
||f(s)− fn(s)||µ(ds),
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then
{∫
S fn(s)µ(ds) : n ∈ N
}
is a Cauchy sequence on X and because X is complete,
this sequence has a limit. This limit is called the Bochner integral of f with
respect to µ and we denote it by
∫
S f(s)µ(ds), i.e.∫
S
f(s)µ(ds) := lim
n→∞
∫
S
fn(s)µ(ds).
It is not difficult to see that this definition does not depend on the choice of the
approximation sequence for f .
Proposition C.0.21. A strongly µ-measurable function f : S → X is Bochner inte-
grable with respect to µ if and only if∫
S
||f(s)||µ(ds) <∞,
and in this case we have ∣∣∣∣∣∣∣∣∫
S
f(s)µ(ds)
∣∣∣∣∣∣∣∣ ≤ ∫
S
||f(s)||µ(ds).
Proposition C.0.22. If f : S → X is Bochner integrable with respect to µ and T is
a continuous and linear operator from X into the Banach space Y , then Tf : S → Y
is Bochner integrable with respect to µ and
T
∫
S
f(s)µ(ds) =
∫
S
Tf(s)µ(ds).
If f : S → X and g : S → X are strongly µ-measurable functions, we say that they
are equivalent if f = g µ-almost everywhere. This defines an equivalence relation on
the set of all the strongly µ-measurable functions from S into X .
Definition C.0.23. For 1 ≤ p < ∞ , we define the Bochner space Lp(S,A, µ;X)
to be the linear space of all (equivalence classes of) strongly µ-measurable functions
f : S → X for which ∫
S
||f(s)||p µ(ds) <∞.
The space Lp(S,A, µ;X) is a Banach space when equipped with the norm
||f ||Lp(S,A,µ;X) =
(∫
S
||f(s)||p µ(ds)
)1/p
.
Appendix D
Semigroups of Linear Operators
in Locally Convex Spaces
In this section we will review the basic properties of some types of C0 -semigroups of
continuous linear operators on a locally convex space. To do this we will need firstly to
recall some properties of the Riemann integral taking values in a locally convex space.
§D.1 Riemann Integral in Locally Convex Spaces
In this section we summarize the definition and main properties of the Riemann integral
in a locally convex space. We base our exposition on Albanese, Bonet and Ricker [1].
Let [a, b] ⊆ R be a compact interval. Let P be a partition of [a, b] , i.e. P = {tk}nk=0
such that a = t0 < t1 < · · · < tn = b , for some n ∈ N . Set |P | = max1≤k≤n{tk − tk−1}
and define [P ] =×nk=1[tk−1, tk] ⊆ Rn . Denote by P([a, b]) the set of all partitions of
[a, b] . Define on D := ⋃P∈P([a,b]){(P, ξ) : ξ ∈ [P ]} a pre-order ≥ as follows: given
P,Q ∈ P([a, b]) and ξ ∈ [P ] , η ∈ [Q] , say (P, ξ) ≥ (Q, η) whenever |P | ≤ |Q| . Hence,
(D,≥) is a directed set.
Let E be a (Hausdorff) locally convex space. Let F : [a, b]→ E be a bounded function.
Given (P, ξ) ∈ D , with P = {tk}nk=0 , ξ = {ξ1, . . . , ξn} , then R(F, P, ξ) given by:
R(F, P, ξ) =
n∑
k=1
F (ξk)(tk − tk−1) ∈ E,
is called a Riemann sum of F relative to (P, ξ). Then, from the above we have that
{R(F, P, ξ) : (P, ξ) ∈ D} is a net in E . If this net converges to some element of E ,
then we will say that F is Riemann integrable and the limit, which we denote by∫ b
a F (t)dt , will be called the Riemann integral of F on [a, b] .
Denote by C([a, b], E) the vector space of all continuous functions from [a, b] into
E . It is a (Hausdorff) locally convex space equipped with the topology of uniform
convergence. If {pγ}γ∈Γ is a family of semi-norms generating the topology on E ,
then the family {qγ}γ∈Γ given by
qγ(F ) = sup
t∈[a,b]
pγ(F (t)), ∀F ∈ C0([a, b], E),
generates the topology of uniform convergence on C([a, b], E).
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A sufficient condition for the existence of the Riemann integral is the following. For a
proof see Albanese, Bonet and Ricker [1].
Theorem D.1.1. Let E be sequentially complete (e.g E complete) and let F ∈
C([a, b], E). Then, F is Riemann integrable.
Let J be an open subset of R . A function F : J → E is differentiable at t0 ∈ J if there
exists F ′(t0) ∈ E satisfying limt→t0 F (t)−F (t0t−t0 = F ′(t0), with the limit being taken in
the sense of the topology on E . We write F ∈ C1(J,E) if F is differentiable at each
point t0 ∈ J and F ′ : J → E is continuous. We denote by C1([a, b], E) the vector
space of all F : [a, b] → E such that there exists an open J ⊆ R with [a, b] ⊆ J and
some G ∈ C1(J,E) such that G∣∣
[a,b]
= F .
Some of the basic properties of the Riemann integral are given in the following result.
Proposition D.1.2. Let E be sequentially complete and F ∈ C([a, b], E), with a < b.
Then:
(1)
∫ c
a F (t)dt+
∫ b
c F (t)dt =
∫ b
a F (t)dt, for all c ∈]a, b[
(2) f
[∫ b
a F (t)dt
]
=
∫ b
a f [F (t)] dt, ∀ f ∈ E′ .
(3) Let G be a sequentially complete (Hausdorff) locally convex space and let A ∈
L(E,G). Then, ∫ ba AF (t)dt = A(∫ ba F (t)dt).
(4)
∫ b
a (F ◦ h)(t)h′(t)dt =
∫ h(b)
h(a) F (t)dt, for all h ∈ C1(R,R).
(5) If F ∈ C1([a, b], E), then F (b)− F (a) = ∫ ba F ′(t)dt.
(6) For every continuous semi-norm p on E , p
(∫ b
a F (t)dt
)
≤ ∫ ba p(F (t))dt.
§D.2 C0 -semigroups on Locally Convex Spaces
Let E be a complete (Hausdorff) locally convex space. In this section we review
some basic properties (C0, 1)-semigroups of continuous linear operators on E . Our
exposition is based on Yosida [119] and Babalola [5].
Definition D.2.1. Let {S(t)}t≥0 be a one-parameter family in L(E,E). It is called a
C0 -semigroup of continuous linear operators (or a C0 -semigroup for short) if it satisfies:
(1) S(0) = I , where I is the identity operator on E ,
(2) S(t)S(s) = S(t+ s), for all t, s ≥ 0.
(3) limt→s S(t)x = S(s)x , for all s ≥ 0 and any x ∈ E . (Strong continuity)
Definition D.2.2. A C0 -semigroup {S(t)}t≥0 on E is said to be equicontinuous if
for every continuous semi-norm p on E there exists a continuous semi-norm q on E
such that p(S(t)x) ≤ q(x), for all t ≥ 0, x ∈ X .
Definition D.2.3. A C0 -semigroup {S(t)}t≥0 on E is said to be (C0, 1)-semigroup
for each continuous semi-norm p on E there exist some ϑp ≥ 0 and a continuous
semi-norm q on E such that p(S(t)x) ≤ eϑptq(x), for all t ≥ 0, x ∈ E .
Any equicontinuous C0 -semigroup is a (C0, 1)-semigroup (this is the case ϑp = 0) but
the converse is not true in general (see Babalola [5], p.177).
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Theorem D.2.4. A C0 -semigroup {S(t)}t≥0 on E is a (C0, 1)-semigroup if and only
if there exists a family {pα}α∈Γ of semi-norms generating the topology on E such that
for each α ∈ Γ there exist some constants Mα ≥ 1, θα ≥ 0 such that
pα(S(t)x) ≤Mαeθαtpα(x), for all t ≥ 0, x ∈ E.
If in particular the semigroup {S(t)}t≥0 is equicontinuous, then one can choose Mα =
1, θα = 0.
The infinitesimal generator A of a C0 -semigroup {S(t)}t≥0 on E is defined by
Ax = lim
h↓0
S(h)x− x
h
(limit in E ),
whenever the limit exists, the domain of A being the set Dom(A) ⊆ E for which the
above limit exists.
In the next result we summarize some of the properties of the generator A and its
domain. As we are assuming E is sequentially complete, and because of the continuity
of the map t 7→ S(t)x , for each x ∈ E , then the Riemann integral ∫ s0 S(t)xdt exists
for 0 < s < ∞ and x ∈ E (Theorem D.1.1). For a proof of the following results see
Section 3, Chapter IX of Yosida [119].
Theorem D.2.5. Let {S(t)}t≥0 be a C0 -semigroup on E with infinitesimal generator
A. Then:
(1) If x ∈ Dom(A), then S(t)x ∈ Dom(A), for all t ≥ 0 and S(·) ∈ C1([0,∞), E).
Moreover, ddtS(t)x = AS(t)x = S(t)Ax, for all t ≥ 0.
(2) An element x ∈ E belongs to Dom(A) and Ax = y if and only if S(t)x − x =∫ t
0 S(r)ydr , for all t ≥ 0.
(3) For every x ∈ E , ∫ ba S(t)xdt ∈ Dom(A) (0 ≤ a < b < ∞) and we have
A
(∫ b
a S(t)xdt
)
= S(b)x− S(a)x.
(4) Dom(A) is dense in E .
(5) If E is barrelled, then A is a closed operator.
One of the most important properties of (C0, 1)-semigroups is that they are “compat-
ible” with the family of Banach spaces determined by the semi-norms generating the
topology on E given in Theorem D.2.4. More specifically, we have the following very
important result:
Theorem D.2.6. Let {S(t)}t≥0 be a (C0, 1)-semigroup on E and let {pα}α∈Γ be the
family of semi-norms generating the topology on E given in Theorem D.2.4. Then, for
each α ∈ Γ, there exists a C0 -semigroup {Spα(t)}t≥0 (C0 -semigroup of contractions
if {S(t)}t≥0 is equicontinuous) on the Banach space Epα such that {Spα(t)}t≥0 is an
extension of {S(t)}t≥0 , i.e.
Spα(t)ipαx = ipαS(t)x, ∀x ∈ E, t ≥ 0,
where we recall that ipα : E → Epα is the canonical inclusion of E into Epα . Moreover,
if α, β ∈ Γ are such that α ≤ β , then
Spα(t)ipα,pβx = ipα,pβSpβ (t)x, ∀x ∈ Epβ , t ≥ 0,
where we recall that ipα,pβ : Epβ → Epα is the canonical inclusion of Epβ into Epα .
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Furthermore, if A is the infinitesimal generator of {S(t)}t≥0 and for each α ∈ Γ, Apα
is the infinitesimal generator of {Spα(t)}t≥0 , then for each α ∈ Γ we have
Apαipαx = ipαAx, ∀x ∈ Dom(A),
and if α, β ∈ Γ are such that α ≤ β , then
Apαipα,pβx = ipα,pβApβx, ∀x ∈ Dom(Apβ ).
We finalize this section by studying the properties of the dual semi-group of a C0 -
semigroup. In general, if {S(t)}t≥0 is a C0 -semigroup on E then the family {S(t)′}t≥0
of the dual operators is a semigroup of continuous linear operators on E′β , but in general
it is not a C0 -semigroup as the map t 7→ S(t)′f is not necessarily continuous, for f ∈ E′β
(see Proposition 1, Section 1, Chapter VII of Yosida [119], p.195). Nevertheless, this
continuity property is preserved in the case of E being reflexive as the next result shows
(see Section 13, Chapter IX of Yosida [119]).
Theorem D.2.7. Assume E is reflexive and let {S(t)}t≥0 be a C0 -semigroup on
E with generator A. Then, {S(t)′}t≥0 is a C0 -semigroup on E′β with generator
A′ . Moreover, if {S(t)}t≥0 is equicontinuous then {S(t)′}t≥0 is equicontinuous and
R(λ,A′) = R(λ,A)′ for any Re(λ) > 0.
Remark D.2.8. In general, the dual semigroup of a (C0, 1)-semigroup is not a (C0, 1)-
semigroup on E′β , even if E is reflexive (see Babalola [5]).
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