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DISTRIBUTION OF SCATTERING RESONANCES FOR GENERIC
SCHRO¨DINGER OPERATORS
TIEN-CUONG DINH AND VIEˆT-ANH NGUYEˆN
ABSTRACT. Let −∆ + V be the Schro¨dinger operator acting on L2(Rd,C) with d ≥ 3
odd. Here V is a bounded real- or complex-valued function vanishing outside the closed
ball of center 0 and radius a. If V belongs to the class Ma of potentials introduced by
Christiansen, we show that when r → ∞, the resonances of −∆+ V, scaled down by the
factor r, are asymptotically distributed, with respect to an explicit probability distribution
on the closed lower unit half-disc of the complex plane. The rate of convergence is also
considered for subclasses of potentials.
Classification AMS 2010: 35P25, 47A40.
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1. INTRODUCTION
Let ∆ denote the Laplacian operator on Rd. In this work, we only consider d odd be-
cause the case with d even is of another nature. Let V be a bounded complex-valued
function with support in the closed ball Ba of center 0 and radius a in R
d, that is,
V ∈ L∞(Ba,C). The purpose of this work is to establish the distribution law for the
resonances associated to the Schro¨dinger operator −∆+V acting on L2(Rd,C) for “most
of” potentials in L∞(Ba,C), or in L
∞(Ba,R) if we only consider real potentials. The study
of the asymptotic behavior of resonances has a long history and was intensively investi-
gated during the last three decades. The reader can find in [2, 4, 10, 23, 27, 29, 34, 35]
and the references therein an introduction to the subject.
Consider the complex parameter λ ∈ C. If λ is large enough with Im(λ) > 0, the
operator RV (λ) := (−∆ + V − λ2)−1 on L2(Rd,C) is well-defined and is bounded. It de-
pends holomorphically on λ. If χ is any smooth function with compact support such that
χV = V , one can extend χRV (λ)χ to a family of operators which depends meromorphi-
cally on λ ∈ C. The poles of this family, which are called the resonances of the operator
−∆ + V , and their multiplicities do not depend on the choice of χ. Let RV denote the
set of resonances of −∆+V , where each element is counted according to its multiplicity.
Denote by nV (r) the number of resonances of modulus ≤ r counted with multiplicity.
In dimension d = 1, Zworski obtained in [31] the following estimate
nV (r) =
4
π
ar + o(r) as r →∞,
where 2a is the diameter of the support of V , see also [11, 19, 22, 35]. In this paper we
only consider the dimension d ≥ 3.
Date: September 17, 2017.
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The upper bound for the number of resonances is well-understood while, in contrast,
the lower bound is still not completely understood. Set
(1.1) NV (r) :=
∫ r
0
nV (t)− nV (0)
t
dt.
We have
(1.2) dNV (r) ≤ cdadrd +O(rd−1 log r) as r →∞,
where cd is defined in Section 2. This constant cd is sharp and was identified by Ste-
fanov in [27]. The last estimate is a direct consequence of Propositions 3.1 and 3.2
below. It generalizes an estimate of Zworski in [33] where he obtained o(rd) instead
of O(rd−1 log r). See also [24, 28] for more general results and [14, 15, 16] for earlier
results.
Let 0 < ν ≤ 1 be a constant. The following family of potentials was introduced in [9]
Mνa :=
{
V ∈ L∞(Ba,C) : nV (r)− cdadrd = O(rd−ν+η) as r →∞ for every η > 0
}
.
Clearly, this is a subset of the following family introduced earlier by Christiansen in [5]
Ma :=
{
V ∈ L∞(Ba,C) : nV (r)− cdadrd = o(rd) as r →∞
}
.
We will call Ma Christiansen class. By the results of [27, 32], Ma contains all radial real-
valued functions V (z) = V (‖z‖) of class C 2 on Ba with V (a) 6= 0. In [3] Christiansen
exhibits an example of a smooth complex-valued potential on Ba which does not vanish
on bBa such that RV is empty. Such a function does not belong to Ma. Moreover, Vu and
the first author proved in [9] that generic potentials in L∞(Ba,C) or in L
∞(Ba,R) belong
to M
3/16
a , see also [1, 6, 20, 21].
Consider a potential V in Ma and define for r > 0
(1.3) µRV,r :=
1
cdadrd
∑
z∈RV
δz/r,
where δz/r denotes the Dirac mass at the point z/r. The fact that V belongs toMa implies
that the mass of µRV,r on the unit disc tends to 1 as r tends to infinity.
We will introduce later in Section 2 the positive constants cd, ed and the function hd :
[0, π] → R+. Consider the measure µ0 with support in R which is absolutely continuous
and has density ed
2πcd
|x|d−1 with respect to the Lebesgue measure on R. Consider also the
measure µ− with support in the lower half-plane C− which is absolutely continuous with
respect to the Lebesgue measure on C and has density
κ(z) :=
1
2πcd
rd−2
[
d2hd(|θ|) + h′′d(|θ|)
]
with z = reiθ, r = |z|, θ ∈ (−π, 0).
We define µMZ := µ
0 + µ− and call it Melrose-Zworski distribution. It will be shown later
that µMZ is a positive measure vanishing on the open upper half-plane C+. Moreover, its
restriction to the unit disc is a probability measure. The Melrose-Zworski distribution is
homogeneous of degree d : if Aλ : C → C denotes the dilation z 7→ λz with λ > 0, then
(Aλ)
∗(µMZ) = λ
dµMZ.
For a set W ⊂ C and a number r > 0, let rW denote the dilation of W by r, that is,
rW := {rz : z ∈ Ω}. Let nV,W (r) be the number of resonances, counted with multiplicity,
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in rW. In particular, for W = D we have nV,D(r) = nV (r). Our first main result is the
following theorem.
Theorem 1.1. Let V be a function in the Christiansen class Ma. Then, the Schro¨dinger
operator −∆ + V satisfies the Melrose-Zworski resonance law : when r → ∞, the above-
defined measure µRV,r converges weakly to the Melrose-Zworski distribution µMZ on C, i.e.∫
ϕdµRV,r →
∫
ϕdµMZ as r →∞,
for all continuous functions ϕ with compact support in C. In particular, for every bounded
open set Ω such that bΩ has zero area and bΩ ∩ R has zero length, we have
nV,W (r) = µMZ(Ω)cda
drd + o(rd) as r →∞
for any set W such that Ω ∩ C− ⊂W ⊂ Ω, e.g. W = Ω ∩ C−,Ω ∩ C−,Ω or Ω.
Consider now the following family of open sectors Ω(θ1, θ2) in the lower half-plane
indexed by 0 ≤ θ1 < θ2 ≤ π :
Ω(θ1, θ2) :=
{
z ∈ D : θ1 − π < arg z < θ2 − π
}
.
We will applying Theorem 1.1 to these windows and obtain the following result, see [5,
Prop. 1.1 and Cor. 1.4], see also [25, 26, 30] for related results.
Corollary 1.2 (Christiansen). For Ω := Ω(θ1, θ2), we have
nV,Ω(r) = c(θ1, θ2)cda
drd + o(rd) and nV,Ω(r) = c(θ1, θ2)cda
drd + o(rd) as r →∞,
where
c(θ1, θ2) :=
1
2πdcd
[
c(θ2)− c(θ1) + d2
∫ θ2
θ1
hd(θ)dθ
]
and c(θ) :=
{
h′d(θ) for 0 < θ < π
0 for θ = 0 or π.
We can prove Theorem 1.1 using the last result and some standard techniques. How-
ever, we will consider in this paper a more direct and simpler approach. The novelties of
our approach is that it not only gives us an explicit measure (Melrose-Zworski distribu-
tion), but also leads us to effective estimates of the rate of the convergence which will be
presented in the next result.
Let Ω be any open set in C and let γ > 0 be a positive number. Given µ and µ′ two
positive measures on Ω, define
(1.4) distΩ,γ(µ, µ
′) := sup |〈µ− µ′, ϕ〉|,
where the pairing 〈µ−µ′, ϕ〉 denotes the integral of ϕ with respect to the measure µ−µ′
and the supremum is taken over all C γ functions ϕ with compact support in Ω with
‖ϕ‖C γ ≤ 1. As in [8], if γ, γ′ and Ω,Ω′ satisfy 0 < γ ≤ γ′ and Ω ⋐ Ω′ ⊂ C, on any subset
of measures whose masses on Ω′ are bounded by a constant, we have the following
inequalities for some constant c > 0
(1.5) distΩ,γ′ ≤ distΩ,γ ≤ c[distΩ′,γ′]γ/γ′ .
The function distΩ,γ is a semi-distance on the space of locally finite positive measures
on C. Note that distΩ,1 is related to the well-known Kantorovich-Wasserstein distance for
measures.
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Theorem 1.3. Let V be a function in the class Mνa for some 0 < ν ≤ 1, let η > 0 be an
arbitrary constant and let Ω be a bounded domain in C. Then for every number 0 < γ ≤ 1,
we have that
distΩ,γ(µ
R
V,r, µMZ) ≤ cr−γν/2+η for r large enough,
where c > 0 is a constant which depends on a, V, γ, ν and η but is independent of r. Moreover,
if the boundary of Ω is piecewise smooth and transverse to the real line R, then
nV,W (r) = µMZ(Ω)cda
drd + o(rd−ν/3+η) as r →∞
for any set W such that Ω ∩ C− ⊂W ⊂ Ω, e.g. W = Ω ∩ C−,Ω ∩ C−,Ω or Ω.
Notation and convention. Denote by Ba the open ball of center 0 and radius a in R
d. For
a set Ω ⊂ C and r > 0, let rΩ := {rz : z ∈ Ω} and let bΩ denote the boundary of Ω. Let
D (resp. D(s)) be the open unit disc (resp. the disc of center 0 and radius s) in C. Define
C± := {z ∈ C : ± Im z > 0} and D± := D ∩ C±. The function hd and the constant cd
are introduced in Section 2. Write arg z := θ and log z := log r + iθ for z = reiθ with
r > 0 and θ ∈ [−π, π]. Recall that dc := 1
2πi
(∂ − ∂) and ddc = i
π
∂∂. Both Leb and dxdy
(resp. LebR and dx) denote the Lebesgue measure on C (resp. on R), where we use the
canonical coordinates z = x + iy. Let L∞(Ba,C) (resp. L
∞(Ba,R)) be the space of all
bounded complex- (resp. real-) valued functions with support in Ba. The constants we
use can be changed from line to line but they are independent of r. The notations . and
& mean inequalities up to a multiplicative constant.
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2. PROPERTIES OF SOME POSITIVE MEASURES
In this section, we will give basic results on positive measures in C and their potentials,
see [7, 13, 18]. The measures we consider are locally finite Borel measures. We also
study some properties of the Melrose-Zworski distribution that will be used later in the
proof of our main results.
Lemma 2.1. Let µk, with k ∈ N, and µ be positive measures in C such that µk converges to
µ weakly as k tends to ∞. Let Ω be a bounded opens set in C and assume that µ(bΩ) = 0.
Then µk(W )→ µ(Ω) as k →∞ for every set W such that Ω ⊂W ⊂ Ω.
Proof. It is enough to prove that µk(Ω) → µ(Ω) and µk(Ω) → µ(Ω). Choose two se-
quences of continuous functions 0 ≤ χn ≤ ρn ≤ 1 with compact support in C such that
χn increases to the characteristic function of Ω and ρn decreases to the characteristic
function of Ω. We have for each n
lim inf
k→∞
µk(Ω) ≥ lim inf
k→∞
〈µk, χn〉 = 〈µ, χn〉.
Taking n→∞ gives
lim inf
k→∞
µk(Ω) ≥ µ(Ω) = µ(Ω).
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We use here that µ(bΩ) = 0. Similarly, we have
lim sup
k→∞
µk(Ω) ≤ lim sup
k→∞
〈µk, ρn〉 = 〈µ, ρn〉.
Taking n→∞ gives
lim sup
k→∞
µk(Ω) ≤ µ(Ω) = µ(Ω).
Therefore, we get µk(Ω) → µ(Ω) and µk(Ω) → µ(Ω). This implies the lemma. 
We will give now some results which allow us to get the rate of convergence of positive
measures on C. Let Ω be an open set in C, not necessarily bounded, such that bΩ is
compact. For ǫ > 0, denote by (bΩ)ǫ the set of points z of distance less than ǫ to bΩ. Let
ϑΩ(ǫ) be the infimum of the numbers ϑ > 0 such that
- there is a function 0 ≤ χ ≤ 1 of class C 2 with support in Ω and equal to 1 on
Ω \ (bΩ)ǫ such that ‖χ‖C 2 ≤ ϑ;
- there is a function 0 ≤ ρ ≤ 1 of class C 2 with support in Ω ∪ (bΩ)ǫ and equal to 1
on Ω such that ‖ρ‖C 2 ≤ ϑ.
If such functions do not exist, we define ϑΩ(ǫ) := +∞.
Lemma 2.2. Let u1 and u2 be two subharmonic functions on an open set U in C. Define
µ1 := dd
cu1 and µ2 := dd
cu2. Let Ω be an open set in C such that Ω ⋐ U and let 0 < γ ≤ 2
be a constant. Then there is a constant c > 0 depending only on Ω, U, γ such that
distΩ,γ(µ1, µ2) ≤ c‖u1−u2‖γ/2L1(U) and |µ1(Ω)−µ2(Ω)| ≤ µ1((bΩ)ǫ)+cϑΩ(ǫ)‖u1−u2‖L1(U)
for ǫ > 0 small enough. Moreover, the last estimate still holds if we replace µ1(Ω) − µ2(Ω)
by µ1(Ω)− µ2(Ω).
Proof. We first prove the first inequality for γ = 2. Let ϕ be any C 2 function with compact
support in Ω such that ‖ϕ‖C 2 ≤ 1. By Stokes formula, we have
|〈µ1 − µ2, ϕ〉| = |〈ddc(u1 − u2), ϕ〉| = |〈u1 − u2, ddcϕ〉| =
∣∣∣ ∫
Ω
(u1 − u2)ddcϕ
∣∣∣.
Since ddcϕ is a bounded differential form, the last integral is bounded by a constant times
‖u1 − u2‖L1(U). By (1.4), the first estimate in the lemma holds for γ = 2. If Ω′ is an open
set such that Ω ⋐ Ω′ ⋐ U , we obtain in the same way that distΩ′,2(µ1, µ2) is bounded by
a constant times ‖u1 − u2‖L1(U). This, together with (1.5), imply the first assertion in the
lemma for every 0 < γ ≤ 2.
Fix an arbitrary constant ϑ > ϑΩ(ǫ) for ǫ > 0 small enough. Let χ and ρ be as above.
We have
µ1(Ω)− µ2(Ω) ≤ µ1(Ω)− 〈µ2, χ〉 ≤ µ1((bΩ)ǫ) + 〈µ1, χ〉 − 〈µ2, χ〉.
Recall that ‖χ‖C 2 ≤ ϑ. As it was done for ϕ above, we obtain that 〈µ1, χ〉 − 〈µ2, χ〉 is
bounded from above by a constant times ϑ‖u1 − u2‖L1(U). Therefore, we have for some
constant c > 0
µ1(Ω)− µ2(Ω) ≤ µ1((bΩ)ǫ) + cϑ‖u1 − u2‖L1(U).
Similarly, using the function ρ, we get
µ1(Ω)− µ2(Ω) ≥ −µ1((bΩ)ǫ)− cϑ‖u1 − u2‖L1(U).
This implies the second estimate in the lemma. Note that the same proof holds when we
replace Ω by Ω. 
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Later, we will use the last lemma for Ω a bounded open set with piecewise smooth
boundary. The following result is then useful. We say that an open set Ω with compact
boundary is nice if ϑΩ(ǫ) = O(ǫ
−2) as ǫ tends to 0.
Lemma 2.3. Let Ω be a bounded simply connected open set in C with piecewise smooth
boundary. Assume that the angle at each singular point of its boundary is strictly smaller
than π. Then Ω is nice.
Proof. Consider first the case of smooth boundary. We can find a defining smooth function
τ : C → R such that Ω := {τ < 0} and that dτ 6= 0 on bΩ. Fix a smooth function
χ0 : R → [0, 1] such that χ0 = 1 on (−∞, 0] and χ0 = 0 on [1/2,∞). Fix also two
constants ǫ0 small enough and A > 0 large enough. For every 0 < ǫ ≤ ǫ0, we can check
that the functions
χ(z) := χ0(Aǫ
−1τ(z) + 1) and ρ(z) := χ0(Aǫ
−1τ(z) − 1)
satisfy the conditions required in the definition of ϑΩ(ǫ). Their C
2 norms are bounded by
a constant times ǫ−2. This implies the result for the smooth case. Note that the C 1 norms
of χ and ρ are bounded by a constant times ǫ−1.
Consider the general case. Observe that we can find a finite number of simply con-
nected bounded open sets Ω1, . . . ,Ωk with smooth boundaries whose intersection is equal
to Ω. Moreover,
(1) Each smooth piece of bΩ is contained in bΩi for exactly one index i and conversely,
for each i, bΩi contains exactly one smooth piece of bΩ;
(2) For i 6= j, bΩi, bΩj intersect at exactly 2 points and the intersection is transversal.
(3) For all distinct indexes i, j, l, the intersection of bΩi, bΩj and bΩl is empty.
To see this point, we can use a smooth diffeomorphism of C in order to reduce the
problem to the case of a convex polygon.
Fix a constant c > 0 small enough. We only need to consider ǫ > 0 small enough and
define ǫ′ := cǫ. For each j = 1, . . . , k, we can choose the functions χj and ρj as in the
definition of ϑΩj (ǫ
′) associated with Ωj , ǫ
′ instead of Ω, ǫ and such that ‖χj‖C 2 = O(ǫ−2)
and ‖χj‖C 1 = O(ǫ−1). Set χ := χ1 . . . χk and ρ := ρ1 . . . ρk. We can check that these
functions satisfy the conditions required in the definition of ϑΩ(ǫ) as in the case where Ω
is a convex polygon. Moreover, both ‖χ‖C 2 and ‖ρ‖C 2 are bounded by a constant times
ǫ−2. So Ω is a nice open set. 
We will also need the following auxiliary results. Consider a domain Ω in C which
is symmetric with respect to the real line R. Define Ω+ := Ω ∩ C+, Ω− := Ω ∩ C− and
L := Ω ∩ R.
Lemma 2.4. Let u be a subharmonic function on Ω+ such that u ≥ 0 and u(z) tends to 0
when z tends to L. Then the function
u0(z) :=
{
u(z) for z ∈ Ω+
0 for z ∈ Ω− ∪ L.
is subharmonic on Ω.
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Proof. Consider for ǫ > 0 the function
uǫ(z) :=
{
max(u(z), ǫ) for z ∈ Ω+
ǫ for z ∈ Ω− ∪ L.
Clearly, this function is subharmonic in Ω+ ∪ Ω− because the maximum of two subhar-
monic functions is subharmonic. Since subharmonic functions are upper semi-continuous,
uǫ = ǫ in a neighbourhood of L. So it is also subharmonic in a neighbourhood of L. It fol-
lows that uǫ is subharmonic on Ω. When ǫ decreases to 0, uǫ decreases to u0. Therefore,
u0 is also subharmonic. 
Lemma 2.5. Let u be a continuous function on Ω+∪L such that ∂u∂y exists and is continuous
there. Assume that u is subharmonic on Ω+. Define the function u˜ : Ω→ R by
u˜(z) :=
{
u(z) for z ∈ Ω+ ∪ L
u(z¯) for z ∈ Ω−.
(1) The function u˜ is subharmonic in Ω if and only if ∂u
∂y
(z) ≥ 0 for all z ∈ L.
(2) We have that ddcu˜ is a measure on Ω. Moreover, its restriction to L is absolutely
continuous and has density 1
π
∂u
∂y
(x) with respect to the Lebesgue measure on L.
In particular, we have ddc|y| = 1
π
LebR on C.
Proof. (1) Assume that u˜ is subharmonic. We show that ∂u
∂y
(z) ≥ 0 for all z ∈ L. Assume
by contradiction that ∂u
∂y
(a) < 0 at some point a ∈ L. For simplicity, we can suppose
a = 0. Let ρ ≥ 0 be a smooth function on R with compact support and with integral 1.
Consider the following functions obtaining by a convolution with ρǫ(t) := ǫ−1ρ(ǫ−1t) :
uǫ(z) := (ρǫ ∗ u)(z) :=
∫
R
u(z + t)ρǫ(t)dt
and
u˜ǫ(z) := (ρǫ ∗ u˜)(z) :=
∫
R
u˜(z + t)ρǫ(t)dt.
For ǫ small enough, these functions satisfy similar properties as u and u˜ do. In particular,
u˜ǫ is subharmonic near 0 and ∂u
ǫ
∂y
(0) < 0 because
∂uǫ
∂y
(z) =
(
ρǫ ∗ ∂u
∂y
)
(z) =
∫
R
∂u
∂y
(z + t)ρǫ(t)dt.
Moreover, the restrictions of uǫ and u˜ǫ to R are smooth. So we can replace u, u˜ by uǫ, u˜ǫ
in order to assume that u is smooth on L.
Adding to u˜ a suitable (harmonic) affine function in x allows us to assume that u(0) = 0
and ∂u
∂x
(0) = 0. Fix small enough constants δ > 0 and r > 0 such that ∂u
∂y
(z) ≤ −2δ for
z ∈ Ω+ ∪ L with |z| ≤ r and u(z) ≤ δ|z| for z ∈ [−r, r]. For θ ∈ [0, π], we have using the
above property of ∂u
∂y
(z) that
u(reiθ)− u(r cos θ) ≤ −2δ|reiθ − r cos θ| = −2δr sin θ
hence
u(reiθ) ≤ u(r cos θ)− 2δr sin θ ≤ δr(| cos θ| − 2 sin θ).
So we have for θ ∈ [−π, π]
u˜(reiθ) ≤ δr(| cos θ| − 2| sin θ|).
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This contradicts the following submean inequality for subharmonic functions
u˜(0) ≤ 1
2π
∫ π
−π
u˜(reiθ)dθ
because u˜(0) = 0. Thus, ∂u
∂y
(z) ≥ 0 for z ∈ L.
Assume now that ∂u
∂y
(z) ≥ 0 for z ∈ L. We have to show that u˜ is subharmonic. Recall
that if a sequence of subharmonic functions converges locally uniformly, then the limit
is also a subharmonic function. Therefore, we can replace u by u + ǫy for ǫ > 0 in order
to assume that ∂u
∂y
(z) > 0 for z ∈ L. By continuity, the last inequality holds for z in a
neighbourhood of L.
The problem is local near the points of of L. So without loss of generality, we can
assume that Ω is the square (−1, 1) × (−1, 1) and that ∂u
∂y
(z) > 0 on Ω+ ∪ L. It follows
that the restriction of u to {x} × [0, 1) is strictly increasing for every x ∈ (−1, 1). For
0 < η < 1/2, consider the functions
vη(z) := u(2ηi+ z) and u˜η(z) :=
{
u(z) when η ≤ y < 1
vη(z) when − 1 + 2η < y ≤ η.
Using that u is increasing in vertical lines, we deduce that
u˜η(z) :=


u(z) when η < y < 1
max(u(z), vη(z)) when 0 < y < 2η
vη(z) when − 1 + 2η < y < η.
Observe that vη is subharmonic on (−1, 1)× (−1 + 2η, 2η). Therefore, the last formula
for u˜η implies that this function is subharmonic everywhere in (−1, 1)×(1−2η, 1). We use
that the maximum of two subharmonic functions is subharmonic. Finally, when η → 0
we see that u˜η → u˜ locally uniformly on (−1, 1)×(−1, 1). It follows that u˜ is subharmonic
in (−1, 1)× (−1, 1).
(2) Recall that ddcu˜ is a positive measure on Ω+ ∪ Ω−. So the problem is local in
a neighbourhood of each point of L. We can assume as above that Ω is the square
(−1, 1) × (−1, 1) and that the function m(x) := 1
π
∂u
∂y
(x) is uniformly continuous and
bounded on L = (−1, 1). We extend m(x) to a function on R which vanishes outside L.
Define ν := m(x)dx which is a finite measure on C with support in L. We first show that
ddcu˜ ≥ ν. This implies that ddcu˜ is a measure on Ω.
Consider the logarithmic potential of the measure ν defined by
v(z) :=
∫
R
log |z − t|m(t)dt for z ∈ C.
It satisfies v(z) = v(z), ddcv = ν and therefore, v is harmonic on C\L. It is not difficult to
show that this function is continuous in C. Moreover, for z = x+iy with y > 0, x′ := y−1x
and t′ := y−1(t− x), we have
∂v
∂y
(z) =
∂
∂y
∫
R
1
2
log((x− t)2 + y2)m(t)dt =
∫
R
y
(x− t)2 + y2m(t)dt =
∫
R
m(x+ yt′)
t′2 + 1
dt′.
Recall that the integral of (t′2+1)−1 on R is π. Thus, it is not difficult to see from the last
computation that the function ∂v
∂y
(z) on Ω+ extends to a continuous function on Ω+ ∪ L.
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It converges uniformly to πm(x) when y → 0. We conclude that ∂v
∂y
(z) exists and is
continuous on Ω+ ∪ L and equal to ∂u∂y (z) on L.
Since the function v is harmonic on Ω+, the function u− v is subharmonic on Ω+. We
can apply the first assertion (1) to u − v, u˜ − v instead of u, u˜ and deduce that u˜ − v is
subharmonic. It follows that ddcu˜ ≥ ddcv = ν. For the rest of the proof, without loss of
generality, we can replace u, u˜ by u− v, u˜− v in order to assume that ∂u
∂y
(z) = 0 on L and
we still need to check that ddcu˜ has no mass on L.
Assume by contradiction that ddcu˜ doesn’t vanish on L. Replacing u, u˜ by uǫ, u˜ǫ which
are defined at the beginning of the proof, we can assume that the restriction of ddcu˜ to L
is a positive measure absolutely continuous with continuous and bounded density with
respect to the Lebesgue measure on L. Denote this measure by ν ′ = m′(x)dx and v′(z)
its logarithmic potential. Since ddcu˜ ≥ ν ′, the function u˜ − v′ is subharmonic in Ω. A
computation as before shows that
∂(u− v′)
∂y
(z) = −∂v
′
∂y
(z) = −πm′(z) for z ∈ L.
This contradicts the assertion (1) applied to u − v′ and u˜ − v′ which implies that the
last partial derivative of u − v′ should be non-negative on L. This ends the proof of the
lemma. 
Now, we recall some notions and results related to the Melrose-Zworski distribution.
Let ρ be the continuous function on C+ \ {0} defined by
(2.1) ρ(z) := log
1 +
√
1− z2
z
−
√
1− z2
which extends the real-valued function in z ∈ (0, 1) given by the same formula. Set
(2.2) hd(θ) :=
4
(d− 2)!
∫ ∞
0
max
(− Re ρ(teiθ), 0)
td+1
dt for 0 < θ < π,
and set hd(0) := 0 and hd(π) := 0. It can be shown that hd is continuous on [0, π] and is a
real analytic function on (0, π). The constant cd appearing in the Introduction is given by
(2.3) cd :=
d
2π
∫ π
0
hd(θ)dθ =
2d
π(d− 2)!
∫
Im z>0
max
(− Re ρ(z), 0)
|z|d+2 dxdy.
We infer from (2.1) and (2.2) that Re ρ(z) is invariant under the map z 7→ −z and hence
(2.4) hd(π/2 + θ) = hd(π/2− θ) for 0 ≤ θ ≤ π/2.
Using the gamma function Γ consider also the constant
(2.5) ed :=
√
π
Γ(d−1
2
)
(d− 2)!Γ(1 + d/2) ·
We know by Christiansen [5, Lemma 3.3] that
Lemma 2.6. The function hd(θ) is of class C
1 on [0, π]. Moreover, we have
h′d(0+) = lim
θ→0+
h′d(θ) = ed and h
′
d(π − 0) = lim
θ→π−0
h′d(θ) = −ed.
Here, h′d(0+), h
′
d(π − 0) denote respectively the right and left derivatives of hd at 0 and π.
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The measures involved in our main results are supported by the lower half-plane.
However, it is more convenient to work with measures which are symmetric with respect
to the real line because their potentials are easier to compute, see for instance Lemma
2.5. This is the reason why we introduce the following notions.
First, we extend the function κ(z) defined in the Introduction on C− to C \R using the
equation κ(z) = κ(z). Define
(2.6) HZ(z) :=
{
0 for z ∈ C+
c−1d |z|dhd(|θ|) for z ∈ C−
and
(2.7) H(z) := c−1d |z|dhd(|θ|) = HZ(z) +HZ(z) =
{
HZ(z) for z ∈ C+
HZ(z) for z ∈ C−,
where −π ≤ θ ≤ π is the argument of z.
Lemma 2.7. We have
ddcH(z) =
i
2
κ(z)dz ∧ dz on C \ R.
Moreover, κ(z) is an analytic real function which satisfies
κ(tz) = td−2κ(z) and κ(z) = O(|y|1/2|z|d−5/2) as z →∞.
In particular, when |z| is bounded, κ(z) is bounded and κ(z) = O(|y|1/2) as y tends to 0.
Proof. Note that i
2
dz ∧ dz = dx ∧ dy is the area form associated to the Lebesgue measure
on C. Observe that since κ(z) is invariant by the maps z 7→ ±z, it is enough to consider
the case where 0 < θ ≤ π/2. Recall that
∆ =
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
and H(z) = c−1d r
dhd(θ) for z ∈ C+.
Therefore, we have using the definition of κ(z)
ddcH(z) =
i
π
∂∂H(z) =
i
4π
∆H(z)dz ∧ dz = i
2
κ(z)dz ∧ dz.
This gives us the first identity.
The second identity is a direct consequence of the definition of κ(z). We prove now
the next estimate in the lemma using the previous ones and will see in the proof that
κ(z) is analytic real. Recall from [27] that the set Σ := {z ∈ C+ : Re ρ(z) = 0} is a
smooth analytic real curve intercepting the real line R at two points 1 and −1. In polar
coordinates (r, θ), it is given by an equation r = r0(θ) with 0 < θ < π, where r0(θ) can be
extended to an analytic real function in a neighbourhood of [0, π]. For z = reiθ, we have
Re ρ(z) < 0 is and only if r > r0(θ). Moreover, we have r0(θ) > 1/2 for θ ∈ [0, π]. Define
s0(z) := r0(θ)|z|−1. Using (2.2), (2.6) and the variable s := |z|−1t, we have
H(z) =
4
cd(d− 2)!
∫ ∞
0
max(−Re ρ(sz), 0)
sd+1
ds = − 4
cd(d− 2)! Re
∫ ∞
s0(z)
ρ(sz)
sd+1
ds.
Using the first identity and the fact that ∂2/∂z∂z is a real operator, we have
κ(z) = 2
∂2H(z)
∂z∂z
= − 8
cd(d− 2)! Re
∂2
∂z∂z
∫ ∞
s0(z)
ρ(sz)
sd+1
ds.
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It is clear now that κ(z) is a real analytic function. We continue the proof of the last
identity in the lemma. By the second identity in the lemma, it is enough to show that
κ(z) = O(y1/2) when |z| = 1 and z → 1, or equivalently, the last second order derivative
satisfies the same property.
Now, since ρ(z) is holomorphic, its partial derivative in z vanishes. We deduce that
∂2
∂z∂z
∫ ∞
s0(z)
ρ(sz)
sd+1
ds = − ∂
∂z
[ρ(s0(z)z)
s0(z)d+1
∂s0(z)
∂z
]
·
Recall that s0(z)z belongs to the curve Σ and when z → 1 we also have s0(z)z → 1. Since
r0(θ) is analytic in a neighbourhood of [0, π], it is enough to check that |ρ(z)| + |ρ′(z)| =
O(|z − 1|1/2) when z → 1. This property is clear because by (2.1), for z → 1, we have
ρ(z) = − log z − 1
2
(1− z2) +O(|1− z2|3/2) and ρ′(z) = O(|1− z2|1/2).
The lemma follows. 
Lemma 2.8. The functions HZ , H are subharmonic on C and µ
−, µMZ, dd
cH are positive
measures on C. Define the positive measure µ on C by µ := ddcH. Let µ+ be the image of
µ− by the map z 7→ z. Then we have
ddcHZ = µ
− + µ0 = µMZ and µ = µ
+ + µ− + 2µ0.
Proof. For the first assertion, it is enough to show that HZ(z) is subharmonic because this
property implies that HZ(z) and hence H(z) are also subharmonic. Using properties of
hd and Lemma 2.6, we see that HZ(z) is continuous, non-negative on C+ and vanishes
on R. By Lemma 2.4, it is enough to check that HZ(z) is subharmonic on C+.
Using (2.2), (2.6) and the variable s := |z|−1t, we have for z ∈ C+
HZ(z) =
4
cd(d− 2)!
∫ ∞
0
max(−Re ρ(sz), 0)
sd+1
ds.
Since the function z 7→ ρ(sz) is holomorphic, the function z 7→ −Re ρ(sz) is harmonic
and the function z 7→ max(−Re ρ(sz), 0) is subharmonic. We easily deduce that HZ(z) is
subharmonic and hence H is also subharmonic.
We prove now the two identities in the lemma. Since HZ vanishes on C+, the measure
µMZ also vanishes there. It follows from Lemma 2.7 that dd
cHZ = µ
− on C−. Ifm denotes
the restriction of ddcHZ to R, then we have dd
cHZ = µ
− +m. We also deduce from (2.7)
that µ = µ++µ−+2m. So 2m is the restriction of µ = ddcH to R and it remains to check
that m = µ0.
By Lemma 2.6 and (2.7), the function H is C 1 on C+. Moreover, on C+, we have for
x > 0
∂H
∂y
(x) = c−1d x
dx−1h′d(0) = c
−1
d x
d−1ed
and for x < 0
∂H
∂y
(x) = c−1d |x|dx−1h′d(π − 0) = c−1d |x|d−1ed.
It is also easy to check that this derivative vanishes at 0. Now, the result follows from the
second assertion of Lemma 2.5 and the definition of µ0 in the Introduction. 
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Lemma 2.9. For 0 ≤ θ1 < θ2 ≤ π, let Ω(θ1, θ2) be as in Corollary 1.2. Then we have
µMZ
(
Ω(θ1, θ2)
)
=
1
2πdcd
[
h′d(θ2)− h′d(θ1) + d2
∫ θ2
θ1
hd(θ)dθ
]
,
where we replace h′d(θ1) and h
′
d(θ2) by h
′
d(0+) and h
′
d(π − 0) respectively when θ1 = 0 and
θ2 = π. Moreover, we have
µMZ([0, 1]) = µMZ([−1, 0]) = ed
2πdcd
and µMZ(D) = µMZ(D−) = 1.
Proof. We have
µMZ
(
Ω(θ1, θ2)
)
=
∫
0<r<1,θ1<θ<θ2
κ(z)dxdy
=
∫
0<r<1,θ1<θ<θ2
1
2πcd
rd−2
[
d2hd(θ) + h
′′
d(θ)
]
rdrdθ.
The first identity in the lemma follows easily.
For the second assertion in the lemma, we have
µMZ([0, 1]) = µ
0([0, 1]) =
∫ 1
0
ed
2πcd
xd−1dx =
ed
2πdcd
·
Similar identities also hold for [−1, 0]. Recall that µMZ has no mass on C+ and is abso-
lutely continuous with respect to the Lebesgue measure on C−. Therefore, we have
µMZ(D) = µMZ(D−) = µ
−(D−) + µ
0([−1, 1]) = µ−(D−) + ed
πdcd
·
Using the first identity in the lemma, (2.3) and Lemma 2.6, we get
µMZ(D−) = µ
−(D−) =
1
2πdcd
[− 2ed + 2πdcd] = 1− ed
πdcd
·
It follows that µMZ(D) = µMZ(D−) = 1. This completes the proof of the lemma.
3. DISTRIBUTION OF THE RESONANCES
In this section, we will prove the main results stated in the Introduction. Recall that in
order to simplify the proof we will symmetrize the measures and potentials with respect
to the real axis. Let SV (z) be the scattering matrix associated to RV (z) and sV (z) :=
detSV (z), see e.g. [10]. Recall that sV (z)sV (−z) = 1 and if sV has poles in the closed
upper half-plane C+, it has only finitely many. Moreover, with at most finitely many
exceptions, the zeros of sV (z) coincide with the poles of RV (−z), and the multiplicities
agree. Therefore, our study uses in a crucial way the function sV (z). The following result
was obtained in [9], see also [27, Theorem 5].
Proposition 3.1. There is a constant A > 0 depending only on d, a and V such that
log |sV (reiθ)| ≤ hd(θ)adrd + Ard−1 log r
for all r ≥ A and θ ∈ [0, π].
We also have the following estimate.
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Proposition 3.2. We have for r ≥ 0∣∣∣NV (r)− 1
2π
∫ π
0
log |sV (reiθ)|dθ
∣∣∣ ≤ Ard−1 + A,
where A > 0 is a constant depending only on d, a and V .
Proof. By Christiansen [5, (3.2)] and Stefanov [27, Lemma 2], the estimate holds for r
large enough, see also Froese [12], Petkov-Zworski [17]. Since sV (z)sV (−z) = 1, we
have sV (0) 6= 0 and therefore, the estimate holds for r small enough. Finally, when r is
bounded by two positive constants, since sV is a meromorphic function, the integral in
the lemma is bounded. We easily deduce the proposition by taking A large enough. 
The following estimate due to Christiansen [5, Lemma 3.1] will be needed.
Lemma 3.3. There is a constant A depending only on d, a and V such that∣∣ d
dz
log sV (z)
∣∣ ≤ A|z|d−2
for z ∈ R with |z| large enough.
Finally, we will also use the following result which relates the asymptotic behavior of
nV (r) and NV (r). It was obtained in [27, Lemma 1] and [9, Prop. 5.1].
Lemma 3.4. Let ν and A be two constants such that 0 < ν < d and A > 0. Then the
following holds.
(1) nV (r) = Ar
d + o(rd) as r →∞ if and only if NV (r) = Ardd + o(rd) as r →∞.
(2) If nV (r) = Ar
d +O(rd−ν) as r →∞, then NV (r) = Ardd +O(rd−ν) as r →∞.
(3) If NV (r) = Ar
d +O(rd−ν) as r →∞, then nV (r) = Ardd +O(rd−ν/2) as r →∞.
For r > 0, consider the following function
(3.1) uV,r(z) :=
{
1
cdadrd
log |sV (−rz)| for z ∈ C+,
1
cdadrd
log |sV (−rz)| for z ∈ C−.
Proposition 3.5. The following properties hold.
(1) If V belongs to the Christiansen class Ma, then
sup
s≥1
s−d−2‖uV,r −H‖L1(D(s)) → 0 as r →∞;
(2) If V belongs to the class Mνa for some 0 < ν ≤ 1, then for every η > 0
sup
s≥1
s−d−2‖uV,r −H‖L1(D(s)) = O(r−ν+η) as r →∞.
Proof. (1) It is enough to consider r large enough. Define
η(r) :=
1
cdadrd
∣∣∣NV (r)− cdadrd
d
∣∣∣.
Since V is a function in the Christiansen class Ma, by the first assertion of Lemma 3.4,
we have that η(r) tends to 0 when r tends to infinity. By Proposition 3.2, we have∣∣∣ 1
2π
∫ π
0
log |sV (reiθ)|dθ − cda
drd
d
∣∣∣ ≤ cdadrdη(r) + Ard−1 + A
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for r ≥ 0. Using (3.1), we obtain that∣∣∣ 1
2π
∫ π
0
uV,r(te
iθ)dθ − t
d
d
∣∣∣ ≤ tdη(tr) + A′td−1r−1 + A′r−d,
for some constant A′ > 0. Therefore, by (2.3), we can rewrite the last line as∣∣∣ 1
2π
∫ π
0
[
uV,r(te
iθ)− hd(θ)t
d
cd
]
dθ
∣∣∣ ≤ tdη(tr) + A′td−1r−1 + A′r−d,
or equivalently, by (2.7),∣∣∣ 1
2π
∫ π
0
[
uV,r(te
iθ)−H(teiθ)
]
dθ
∣∣∣ ≤ tdη(tr) + A′td−1r−1 + A′r−d.
Finally, using the polar coordinates and Fubini’s theorem, we deduce that
‖uV,r −H‖L1(D(s)) ≤
∫ s
0
[
tdη(tr) + A′td−1r−1 + A′r−d
]
tdt ≤
∫ s
0
td+1η(tr)dt+ A′′sd+1r−1
for some constant A′′ > 0. By a simple change of variable, we see that the last integral is
equal to sd+2γ(rs) with
γ(rs) := (rs)−d−2
∫ rs
0
td+1η(t)dt.
Since η(t) tends to 0 as t tends to infinity, γ(rs) converges to 0 as rs tends to infinity. In
particular, γ(rs) tends to 0 when r tends to infinity, uniformly in s because s ≥ 1. This
completes the proof of the first assertion of the proposition.
(2) Assume now that V is in Mνa. We can also assume that η < ν. By the second
assertion of Lemma 3.4, we have η(rs) ≤ Aη(rs)−ν+η for some constant Aη > 0. It
follows that
γ(rs) ≤ (rs)−d−2Aη(rs)d+2−ν+η ≤ Aηr−ν+η
since s ≥ 1. The proposition follows. 
Recall that sV (z)sV (−z) = 1 for z ∈ C and sV has only a finite number of poles in the
closed upper half-plane C+. We denote them by z1, . . . , zm, where each pole is repeated
according to its multiplicity. It is convenient to modify the functions sV and uV,r slightly.
Define
(3.2) sˆV (z) :=
m∏
j=1
z − zj
z + zj
sV (z).
We see that sˆV is a holomorphic function on an open neighborhood of C+ with neither
zeros nor poles on the real line R. Define also
(3.3) uˆV,r(z) :=
{
1
cdadrd
log |sˆV (−rz)| for z ∈ C+
1
cdadrd
log |sˆV (−rz)| for z ∈ C−.
Lemma 3.6. There is a constant A > 0 such that∣∣∣ d
dz
log sˆV (z)
∣∣∣ ≤ A(|z|d−2 + 1) for z ∈ R.
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Proof. By Lemma 3.3 and (3.2), there are constants A > 0 and R > 0 such that the above
inequality holds for z ∈ R such that |z| ≥ R. On the other hand, sˆV is holomorphic
and does not vanish in a neighbourhood of R. Therefore, the same inequality holds for
z ∈ [−R,R] provided that A is large enough. The lemma follows. 
Lemma 3.7. We have the following properties.
(1) If V belongs to the Christiansen class Ma, then
sup
s≥1
s−d−2‖uˆV,r −H‖L1(D(s)) → 0 as r →∞;
(2) If V belongs to the class Mνa for some 0 < ν ≤ 1, then for every η > 0,
sup
s≥1
s−d−2‖uˆV,r −H‖L1(D(s)) = O(r−ν+η) as r →∞.
Proof. By (3.1) and (3.3), we have
uˆV,r(z)− uV,r(z) = 1
cdadrd
m∑
j=1
log |rz − zj| − log |rz + zj |
=
1
cdadrd
m∑
j=1
log |z − r−1zj | − log |z + r−1zj |.
So for r large enough, we have |r−1zj| ≤ 1 and hence the L1-norm of log |z ± r−1zj | on
D(s) is bounded by the L1-norm of log |z| on D(s + 1). The last one is bounded by a
constant times s2 log(s + 1). Therefore, the lemma follows from the last identities and
Proposition 3.5. 
Now, define µˆV,r := dd
cuˆV,r. Since sˆV has no pole on C+ and no zero on R, the function
uˆV,r is subharmonic on C+ ∪ C− and is symmetric with respect to R. We can apply
Lemma 2.5 to this function on a suitable neighbourhood Ω of R and deduce that µˆV,r is a
measure on C. Denote also by µˆ+V,r, µˆ
−
V,r and 2µˆ
0
V,r the restrictions of µˆV,r to C+,C− and R,
respectively. Let ZV denote the set of zeros of sV (z) on C+ where each point is repeated
according to its multiplicity. This is also the zero set of sˆV (z) on C+. We see that
µˆ+V,r =
1
cdadrd
∑
z∈ZV
δz/r.
Moreover, by definition of uˆV,r, µˆ
−
V,r is the image of µˆ
+
V,r by the map z 7→ z. So both µˆ+V,r
and µˆ−V,r are positive measures.
Lemma 3.8. Let 0 < γ ≤ 2 be a constant and let Ω,Ω′ be two open discs in C centered at
0 with Ω ⋐ Ω′. Then there is a constant A > 0 independent of r such that Ar−1LebR ± µˆ0V,r
are positive measures on Ω and
distΩ,γ
(
µˆ+V,r + µˆ
−
V,r, µ
) ≤ Ar−1 + A‖uˆV,r −H‖γ/2L1(Ω′).
In particular, the mass of µˆ0V,r on Ω tends to 0 as r tends to infinity.
Proof. It is clear that the last assertion is a consequence of the first one. Write Ω = D(s)
and Ω′ = D(s′) with s < s′. Since uˆV,r is symmetric with respect to R, we can apply
Lemma 2.5 to this function. Denote by u the restriction of uˆV,r to D(s
′) ∩ C+ as in
Lemma 2.5. By Lemma 3.6, we have
∣∣∂u
∂y
∣∣ ≤ Ar−1 on D(s′) ∩ R for some constant A > 0
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independent of r. Then, using Lemma 2.5, we see that Ar−1LebR ± µˆ0V,r are positive
measures on D(s′). The first assertion of the lemma follows.
For the estimate in the lemma, by (1.5), we only need to check that
distD(s′),2
(
µˆ+V,r + µˆ
−
V,r, µ
) ≤ Ar−1 + A‖uˆV,r −H‖L1(D(s′))
or equivalently if ϕ is a C 2 function with compact support in D(s′) with ‖ϕ‖C 2 ≤ 1, we
need to show that ∣∣〈µˆ+V,r + µˆ−V,r − µ, ϕ〉∣∣ ≤ Ar−1 + A‖uˆV,r −H‖L1(D(s′)).
Consider the function u∗(z) := uˆV,r(z)+2πAr
−1|y|. It follows from the above arguments
that µ∗ := ddcu∗ − (µˆ+V,r + µˆ−V,r) is a positive measure on D(s′) of mass bounded by a
constant times r−1. Therefore, since µ = ddcH and ddcϕ is bounded, we have∣∣〈µˆ+V,r + µˆ−V,r − µ, ϕ〉∣∣ ≤ ∣∣〈µ∗, ϕ〉∣∣+ ∣∣〈ddcu∗ − ddcH,ϕ〉∣∣
. r−1 +
∣∣〈u∗ −H, ddcϕ〉∣∣
. r−1 + ‖u∗ −H‖L1(D(s′))
. r−1 + ‖uˆV,r −H‖L1(D(s′)).
So the estimate in the lemma holds for some constant A > 0 large enough. This com-
pletes the proof of the lemma. 
End of the proof of Theorem 1.1. By Lemmas 3.7 and 3.8, distΩ,2(µˆ
+
V,r + µˆ
−
V,r, µ) tends
to 0 as r tends to infinity for any disc Ω of center 0. It follows that µˆ+V,r + µˆ
−
V,r tends to
µ weakly. Recall that µˆ+V,r and µˆ
−
V,r have supports in C+ and C− respectively. Moreover,
they are symmetric each to other with respect to R. Recall also from Lemma 2.8 that
µ = µ++µ−+2µ0 where µ+, µ−, 2µ0 are the restrictions of µ to C+,C− and R respectively.
Therefore, the fact that µˆ+V,r+µˆ
−
V,r tends to µ implies that µˆ
−
V,r converges weakly to µ
−+µ0.
The last measure is equal to µMZ.
Recall that with at most finitely many of exceptions, a point z is a resonance, i.e. a
pole of RV , if and only if −z is a zero of sˆV and their multiplicities agree. Therefore,
the measure µRV,r − µˆ−V,r is a finite combination of atoms with total mass bounded by a
constant times r−d. We deduce that µRV,r and µˆ
−
V,r have the same limit µMZ when r tends
to infinity. This is the first assertion in the theorem.
Now, consider the second assertion in the theorem. Since there are finitely many of
resonances in C+, it is enough to prove the statement for W = Ω and for W = Ω. Since
nV,W (r) = cda
drdµRV,r(W ), we easily deduce the second assertion in the theorem from the
first one by using Lemma 2.1. 
End of the proof of Corollary 1.2. Consider first the case where 0 < θ1 < θ2 < π. By
Theorem 1.1 applied to Ω := Ω(θ1, θ2), we have
nV,Ω(r) = cda
dµMZ(Ω)r
d + o(rd).
We easily deduce the result from Lemma 2.9.
Consider now the case where θ1 = 0 and θ2 < π. The other cases can be treated in the
same way. Let Ω∗ be the open sector of the unit disc which is the union of Ω, its symmetry
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with respect to R and the radius (−1, 0). Applying Theorem 1.1 to Ω∗ instead of Ω and
using that µMZ(C+) = 0, we obtain
nV,Ω∗(r) = cda
d
[
µMZ((−1, 0)) + µMZ(Ω)
]
rd + o(rd).
Since there are only finitely many of resonances in C+, the last identity still holds if we
replace Ω∗ by Ω. Lemmas 2.6 and 2.9 imply the result. 
End of the proof of Theorem 1.3. We have seen in the proof of Theorem 1.1 that the
mass of µRV,r − µˆ−V,r is bounded by a constant times r−d. Therefore, for simplicity, we will
prove the first assertion in the theorem for µˆ−V,r instead of µ
R
V,r. By (1.5), we can assume
that γ = 1. Let ϕ be a function with compact support in Ω such that ‖ϕ‖C 1 ≤ 1. We need
to show that |〈µˆ−V,r − µMZ, ϕ〉| . r−ν/2+η for any constant η > 0.
Observe that Ω∩R is either empty or a finite union of open bounded intervals. Define
Ωˆ− := Ω ∩ C−. We add here a hat in order to avoid any confusion. Let Ωˆ+ be the
symmetry of Ωˆ− with respect to R and let Ωˆ be the union of Ωˆ+, Ωˆ− and Ω ∩ R. So Ωˆ is
a bounded open set, symmetric with respect to R, whose boundary is piecewise smooth
and transverse to R. Define ϕˆ(z) := ϕ(z) for z in Ωˆ− or in Ω ∩ R and ϕˆ(z) := ϕ(z) if
z ∈ Ωˆ+. Using the description of µ in Lemma 2.8, we see that the desired estimate is
equivalent to the inequality |〈µˆ+V,r + µˆ−V,r − µ, ϕˆ〉| . r−ν/2+η.
We apply the second assertion of Lemma 3.7 and Lemma 3.8 for γ = 1 and for large
enough discs. If ψ is a function with compact support in Ωˆ such that ‖ψ‖C 1 ≤ 1, then we
have
|〈µˆ+V,r + µˆ−V,r − µ, ψ〉| . r−1 + ‖uˆV,r −H‖1/2L1(U) . r−ν/2+η
for some disc U large enough. The estimate still holds when ψ is a Lipschitz function with
Lipschitz constant smaller or equal to 1, |ψ| ≤ 1, because using the standard convolution
we can approximate it uniformly by smooth functions with C 1-norm at most equal to 1.
So we can apply the identity for the above function ϕˆ instead of ψ and this completes the
proof of the first assertion.
Observe that we can write Ω as the disjoint union of a finite number of subsets so that
each of them is either a nice open set as in Lemma 2.3 or the union of such a set with
some smooth pieces of boundary. We can also choose these sets so that these pieces of
boundaries are transverse to the real line. Thus, for simplicity, we can assume that Ω is
the nice open set described in Lemma 2.3. Let Ωˆ be defined as above.
We apply Lemma 2.2 to Ωˆ instead of Ω, and for u2 := uˆV,r, u1 := H, ǫ := ‖uˆV,r−H‖1/3L1(U).
Recall that ddcuˆV,r = µˆ
+
V,r + µˆ
−
V,r + 2µˆ
0
V,r and dd
cH = µ = µ+ + µ− + 2µ0. Moreover, by
Lemma 3.7, we have ‖uˆV,r −H‖L1(U) . r−ν+η. Observe also that since the boundary of Ωˆ
is piecewise smooth and transverse to R, we have µ
(
(bΩˆ)ǫ
)
= O(ǫ). Therefore, applying
Lemma 2.2 gives
|µˆ+V,r(Ωˆ) + µˆ−V,r(Ωˆ) + 2µˆ0V,r(Ωˆ)− µ+(Ωˆ)− µ−(Ωˆ)− 2µ0(Ωˆ)| . r−ν/3+η
for every η > 0, or equivalently,
|2µˆ−V,r(Ω) + 2µˆ0V,r(Ω)− 2µMZ(Ω)| . r−ν/3+η.
This, together with the mass estimate µˆ0V,r(Ω) ≤ Ar−1LebR(Ω) obtained in Lemma 3.8,
imply
|µˆ−V,r(Ω)− µMZ(Ω)| . r−ν/3+η and hence |µRV,r(Ω)− µMZ(Ω)| . r−ν/3+η.
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Using the last assertion in Lemma 2.2, we obtain the same estimate for Ω instead of Ω.
Finally, since nV,W (r) = cda
drdµRV,r(W ), the inequalities obtained above imply the last
estimate in Theorem 1.3 for W := Ω or Ω. Recall that there are only finitely many
resonances in C+. So the estimate holds for all W such that Ω ∩ C− ⊂ W ⊂ Ω. This
completes the proof of the theorem. 
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