Abstract. Optimal control problems are inherently hard to solve as the optimization must be performed simultaneously with updating the underlying system. Starting from an initial guess, Howard's policy improvement algorithm separates the step of updating the trajectory of the dynamical system from the optimization and iterations of this should converge to the optimal control. In the discrete space-time setting this is often the case and even rates of convergence are known. In the continuous space-time setting of controlled diffusion the algorithm consists of solving a linear PDE followed by maximization problem. This has been shown to converge, in some situations, however no global rate of is known. The first main contribution of this paper is to establish global rate of convergence for the policy improvement algorithm and a variant, called here the gradient iteration algorithm. The second main contribution is the proof of stability of the algorithms under perturbations to both the accuracy of the linear PDE solution and the accuracy of the maximization step. The proof technique is new in this context as it uses the theory of backward stochastic differential equations.
Introduction
Stochastic control problems arise naturally in a range of applications in engineering, economics and finance. Apart from very specific cases such as linear-quadratic control in engineering or Merton portfolio optimization task in finance, stochastic control problems typically have no closed form solutions and have to be solved numerically. In this paper we consider the policy iteration algorithm and gradient iteration algorithm, see Algorithms 1 and 2. These are effectively a linearization method for the inherently non-linear problem and play an essential role in numerical solutions of stochastic control problems.
We will consider the continuous space, continuous time problem where the controlled system is modelled by an R d -valued diffusion process. Let W be a d ′ -dimensional Wiener martingale on a filtered probability space (Ω, F , (F t ) t≥0 , P). Let us fix a finite time T ∈ (0, ∞) and consider the controlled SDE
Here α = (α s ) is a control belonging to the space of admissible controls A, valued in A ⊆ R m and we will write X t,x,α to denote the solution of (1) which starts from x at time t whilst being controlled by α. We shall consider the gain functional in the form J(t, x, α) := E 
for all (t, x) ∈ [0, T ] × R d and α ∈ A. The value function v = v(t, x) is given for all t ∈ [0, T ] and x ∈ R d by v(t, x) = sup α∈A J(t, x, α).
We wish to solve the optimisation problem i.e. to find either the value function v or the optimal control α * which achieves the maximum (or, if the supremum cannot be reached by α ∈ A then an ε-optimal control α ε ∈ A such that v(t, x) ≤ J(t, x, α ε ) + ε). It is well known that (see e.g. Krylov [6] ) that under reasonable assumptions the value functions satisfies the Bellman PDE:
Moreover (again see Krylov [6] ), it is sufficient to consider Markovian controls i.e. processes α s = a(s, X It is rarely possible to find a closed form solution to (4) and so various approximations have to be employed. One may for example choose to use a finite difference method to discretise (4) and indeed this has been widely studied see e.g. [9] or [11] and references therein. This results in a high dimensional nonlinear system of equations that still retains the structure of (4). To solve this nonlinear system one may apply Howard's policy improvement algorithm. The rate of convergence would then follow from results available on discrete space-time control problems. However, to check that the assumptions required for convergence are satisfied is not straightforward and moreover it is dependent on the discretization scheme used.
An alternative approach is to linearize (4) and to iterate. The classical approach is the Bellman-Howard policy improvement / iteration algorithm. The algorithm is initialised with a "guess" of the Markovian control. Given a Markovian control strategy at step n one solves a linear PDE with the given control fixed and then one uses the solution to the linear PDE to update the Markovian control. In this paper we will show that this policy improvement algorithm (see Algorithm 1) and a variant which we call the gradient iteration algorithm (see Algorithm 2) converge, under appropriate assumptions, exponentially fast.
Iterative algorithms for solution of optimal control problems go back to the work of Bellman [1, 2] where value iteration algorithms for finite space-time problems is developed and its convergence is shown. Howard [3] proposed the policy improvement algorithm in the context of discrete space-time Markovian Decision Process. Puterman and Brumelle [4] were one of the first who studied the convergence properties for policy iteration for MDP problems. The abstract function space setting employed in the paper applies to both discrete and continuous settings. Their main observation is that the policy iteration can be viewed as a type of Newton's method. Hence similar convergence results to those known for Newton's method follow: in particular, if the initial guess is in a neighbourhood of the true solution, then the convergence will be quadratic. Puterman [5] applied this in a setting very similar to that of this paper to prove quadratic convergence in the neighbourhood of the limit. Santos and Rust [8] consider the discrete time but continous space and controls setting. They extend the results of Puterman and Brumelle [4] to show global convergence, but without global rate, and quadratic local convergence rate of policy iteration and superilinear local convergence under more general conditions. In the fully discrete space and time setting Bokanowski, Maroso and Zidani [10] have shown global superlinear convergence, under a monotonicity assumption on the matrices deriving defining the control problem. Convergence of policy iteration has been recently proved by Jacka and Mijatovic [13] and Jacka, Miatovic and Siraj [14] . Further, Maeda and Jacka [16] have shown quadratic local convergence of the policy iteration algorithm for time-independent control problem. The local quadratic convergence is similar to the result of Puterman [5] but the specific control problem is different and moreover they employ a completely different technique based of Schauder estimates for linear PDEs.
This main contributions of this paper are to establish global rate of convergence and stability for the policy iteration algorithm and a variant, which we call the gradient iteration algorithm. The analysis is carried out using Backward Stochastic Differential Equations (BSDEs) and to the best knowledge of the authors this is the first time BSDEs have been used to study convergence of the policy iteration algorithm. The assumptions required for this are effectively Lipschitz dependence in the drift, diffusion, instantaneous payoff and terminal payoff functions and independence of the diffusion matrix on the control, see (1) . The stability results show that the policy iteration remains stable even if the linear PDE is solved only approximately and even if the maximization step performed approximately. Moreover they allow one to devise computationally efficient algorithms as they show that in the initial steps it is sufficient to solve the linear PDE with very low accuracy, and highly accurate PDE solver is only required for the final few iterations of the algorithms.
The paper is organised as follows: in Section 2 we introduce all the assumptions and notations used throughout the paper. In Sections 3 and 4 we state and prove the results concerning convergence of the gradient iteration algorithm and policy improvement algorithm respectively. Section 5 justifies the name "policy improvement algorithm" in that it shows that the value functions increase monotonically with iterations and it also shows that the algorithm converges under weaker assumptions than those required for obtaining the rate. Sections 6 and 7 prove the stability of the algorithms. Finally, in Appendix A, we collect several known results from the theory of BSDEs that are essential for the proofs.
Assumptions and Notation
We fix a finite horizon T ∈ (0, ∞). We assume that for some m ∈ N we have A ⊆ R m such that 0 ∈ A. This is the space where the control processes α take values. We fix a filtered probability space (Ω, F , F = (F t ) 0≤t≤T , P). Let there be a .
For γ = 0 we will write · H 2 . We will use H 2 to denote the set of all predictable processes φ such that φ H 2 < ∞. Note that the norm · H 2 is equivalent to the norm · H 2 γ for any γ ≥ 0.
Algorithm 1 Policy improvement algorithm:
Initialisation: make a guess of the control a 0 = a 0 (t, x). while difference between a n+1 and a n is large do Given a control a n = a n (t, x) solve the linear PDE
Update the control
end while return v n , a n+1 .
Algorithm 2 Gradient iteration algorithm:
Initialisation: make a guess of the value function v 0 = v 0 (t, x). while difference between v n and v n−1 is large do Given value function v n−1 = v n−1 (t, x), solve the linear PDE
ii) Let S 2 be the set of real valued F-adapted continuous processes φ on [0, T ] such that
iii) For adapted processes φ such that t 0 |φ s | 2 ds < ∞ almost surely we will define
iv) For any continuous local martingale M let with ( M t ) t∈[0,T ] denote the quadratic variation process and moreover let
We are given the measurable functions
The state of the system is governed by the controlled SDE (1) .
Assumption 2.1. The functions b and σ are continuous in t. There exists K ≥ 0 and such that ∀x,
and
Under Assumption 2.1 we know that for any (t, x) ∈ [0, T ] × R d and for any progressively measurable A-valued control process α = (α s ) there is a unique strong solution to (1) which we denote (X t,x,α s
be two given measurable functions. Let us assume the following for the running gain function f and the terminal gain function g appearing in (2).
Under Assumption 2.2 the gain functional J given by (2) and the value function v given by (3) are well defined. Moreover, the value function v satisfies the Bellman equation (with derivatives existing almost everywhere, see Krylov [6, Chapter 4] or in the sense of viscosity solutions, see e.g. Pham [12] or Fleming and Soner [15] )
Let us now state the additional assumptions required for our convergence result.
We assume that the function a(t, x, z) is measurable. 
and for all t
Remark 2.5. Under Assumptions 2.2 and 2.4 we have that for all t ∈ [0, T ],
Under the setting of this paper there is an optimal control process and this fact will be used to prove the main results. Remark 2.6. Due to results of Krylov [6] we know that (4) has a unique solution and moreover the map
Hence, by Assumptions 2.3 and 2.4 we know that (t, x) → a(t, x, σ(t, x)D x v(t, x)) is jointly measurable and Lipschitz in x. Thus, for each
has a unique solution X t,x . Then by the verification theorem, the process α *
is the optimal control process for (3).
All the proofs will be completed in a new measureP given in the following lemma.
Lemma 2.7. Let Assumption 2.1 and 2.2 together with (16) hold.
t,x,α * be the solution to the SDE (1) started from (t, x) and controlled by the optimal control process α * . Then dP := E((b
T dP is a probability measure equivalent to P and the process
Proof. This is an immediate consequence of (16) and Girsanov's theorem.
Convergence of gradient iteration algorithm
The following theorem gives the convergence result for Algorithm 2. 
The main idea of the proof consists of noticing that Algorithm 2 can be seen as an iteration on the level of Backward SDEs (BSDEs). Using Lemma A.2 we see that on the level of BSDEs this iteration is contractive. Finally we need to use known results on the connection between BSDEs and solutions to the HJB equation.
Proof of Theorem 3.1. We prove the main result in several steps. First, we show how to rewrite the gradient iteration algorithm as an iteration on the level of BSDEs. On the n-th step of the algorithm we need to solve the linear PDE with Lipschitz continuous coefficients (7) . Let v n be the solution to (7) and recall that a n (t, x) = arg max
Since we are working with the linear PDE with Lipschitz continuous coefficients, we
t,x,α * be the solution to the SDE (1) started from (t, x) and controlled by the optimal control process α * , see Remark 2.6. From Itô's formula we then get that
Then we may write
LetP and W be given by Lemma 2.7. Hence (22) becomes
Note that From Assumption 2.4 we get, for all z, z
Moreover, recalling ξ = g(X T ), we get that ξ ∈ L 2 (Ω, F T ,P) from the higher moment estimates for the solution of the SDE and from the Lipschitz property of g. Similarly F s (0) ∈Ĥ 2 by Assumption 2.4. We may thus apply Lemma A.2 and hence, due to (23), we have the processes (Y, Z) and q ∈ (0, 1),
where
Hence, we can define
Therefore by definition of F and by (14) we have
Thus, by Pham [12, Theorem 6.3.3] , the function w = w(t, x) solves the HJB equation (4) . Notice that here is the crucial point where the fact that we use the optimal control α * plays a role. Indeed with other control processes we couldn't claim that w solves the HJB equation. By uniqueness of the viscosity solution to the HJB equation we can conclude that w = v and therefore w is the value function of our stochastic control problem. Therefore, from (26) and (21), we have
and by (25) we have
This concludes the proof of the theorem. 
Convergence of policy improvement
The proof of Theorem 4.1 is similar to that of Theorem 3.1 except that the iteration on the level of BSDEs is non-standard.
Proof of Theorem 4.1. Let v n be the solution to (5) and recall that a n (t, x) = arg max
As before, let X = X t,x,α * be the solution to the SDE (1) started from (t, x) and controlled by the optimal control process α * , see Remark 2.6. By Itô's formula
Recalling that the control α * and the associated diffusion X are fixed we can write 
From Assumption 2.4 we get B s (z) is bounded. Moreover by Remark 2.4
Finally we note that ξ ∈ L 2 (Ω, F t ,P) and F s (0) ∈Ĥ 2 , so by Lemma A.5, together with (30), we have the processes (Y, Z) and q ∈ (0, 1), γ ≥ 0 such that for all
where (Y = Y t,x , Z = Z t,x ) is the solution to
We now define
Therefore by definition of F and B and by (14) we have
Thus by [12, Theorem 6.3 .3] the function w = w(t, x) solves the HJB equation (4) and by uniqueness of the viscosity solution of the HJB equation w = v is the value function of our stochastic control problem. Similarly as before, using (32), we conclude that
This concludes the proof of the theorem.
Policy improvement
We want to show that the policy obtained at each step of Algorithm 1 is an improvement on the one from the previous step. This is formulated as Theorem 5.1 below. Note that we do not require Assumption 2.4 here.
Theorem 5.1. Let Assumptions 2.1, 2.2, 2.3 hold. Assume that there exists
Fix n ∈ N. Let v n and v n+1 be the solutions of (5) at steps n and n + 1 of the algorithm. Then for all t
Proof. Let X = X t,x,α * be the solution to the SDE (1) started from (t, x) and controlled by the optimal control process α * , see Remark 2.6. Then, as in the proof of Theorem 4.1, we get that for k = n, n + 1 with
t,x,α * ) and with
t,x,α * ) we have the BSDE representation
Let us denote for s ∈ [t, T ] and z
Hence, notice that by the definition of the a n+1 , see (6), we have for all s ∈ [t, T ] that
. Therefore by comparison principle for BSDEs, see Lemma A.6, we get
Therefore, we have
Remark 5.2. It is perhaps interesting to note that the comparison principle for
BSDEs cannot be used to deduce that in the gradient iteration algorithm we have an "improvement" at each step. Indeed, let us write the BSDE representation of the two step of gradient iteration for n, n + 1 ∈ N
In order to apply a comparison principle for BSDEs, see Lemma A.6, we would need to have
Similarly,
From the above calculations we have no way to conclude that
. Thus the gradient iteration algorithm is not guaranteed to be improving the policy with each step.
Stability under Perturbations to Solution of the Linear PDE
In this section we study a stability property of the policy improvement algorithm under perturbations to solutions of the linear PDE (5) since in practical applications one will only solve this equation approximately. Of course the maximization step (6) of Algorithm 1 can now be performed only with this approximate solution, thus feeding the errors into further iterations.
Let θ be a parameter (or a set of parameters), which determines the accuracy of our approximation to the solution of the linear PDE (5) . Let π n θ be the policy at iteration n obtained from an approximate solution to the linear PDE. Let v n θ denote the solution to
At step n of Algorithm 1 we approximate the solution to the equation above (this is PDE (5) but with π n θ replacing a n everywhere). We will denote such approximation byṽ n θ . The policy function for the next iteration step is then given by π n+1 θ (t, x) = a(t, x, (σD xṽ n θ )(t, x)) = arg max
recalling that the function a = a(t, x, z) was defined in (14) . We need to assume that (t, x) → D xṽ n θ is bounded so that π n+1 θ is Lipschitz in x so that the solution to (35) is
This assumption is not really a restriction as we know that the gradient of the value function is bounded under our assumptions, see Krylov [6,  Ch. 4, Sec. 1, Th. 1] and also Remark 2.6. Any reasonable approximation should retain this property. t,x,α * be the optimal control process for (3) and the associated diffusion started from (t,
Then there is q ∈ (0, 1) and γ > 0, depending only on K, θ, T , such that for all
Proof. Let X = X t,x,α * be the solution to the SDE (1) started from (t, x) and controlled by the optimal control process α * , see Remark 2.6. By applying Itô's formula to v n θ we get
is an approximate solution to corresponding PDE. Then using these notations, we may write
LetP and W be given by Lemma 2.7. Then the above equation becomes
We want to study the difference of (Y n θ , Z n θ ) with (Y n , Z n ), where (Y n , Z n ) solves the BSDE (30). Due to Lemma A.5 there is q ∈ (0, 1) and γ > 0 such that
Using the inequality
Moreover, from (39) we get
Hence, by recalling that
we have
Notice that the first term in the last inequality is zero, since there is no need to approximate the initial guess. By the equivalence of the norms · Ĥ2 γ and · Ĥ2 we estimate the second term in the last inequality by
Hence it is left to write down the estimate in the initial probability measure P n k=1
Stability under Perturbation of the Maximization
In this section we study a stability property of the gradient iteration algorithm under perturbations to maximization procedure (8) . Letv n be the solution to corresponding PDE at iteration n of the gradient iteration algorithm, where instead of obtaining the control function corresponding to the exact maximum a n (t, x) = a(t, x, (σD xv n )(t, x)) = arg max
we only solve this maximization problem approximately and so we are dealing with a control function of the form
where the function ε = ε(t, x, z) determines the accuracy of our approximation.
Theorem 7.1. Let Assumptions 2.1, 2.2, 2.3 and 2.4 hold. Let (v n ) n∈N be the approximation sequence given by Algorithm 2. Let (v n ) n∈N be the approximation sequence given by the perturbations to the maximization procedure and assume that v 0 =v 0 . Let α * and X t,x,α * be the optimal control process for (3) and the associated diffusion started from (t,
Proof. Let X = X t,x,α * be the solution to the SDE (1) started from (t, x) and controlled by the optimal control process α * , see Remark 2.6. As in the proof of Theorem 3.1 we can write two BSDEs we get after the change of measure given by Lemma 2.7. The first BSDE arises from the perturbations of the maximization:
The second BSDE arises from the gradient iteration algorithm with the maximization performed exactly:
Therefore, by Lemma 7.2 there is q ∈ (0, 1) and γ > 0 such that
(44) Now we need to estimate the second term of RHS. Notice that by Assumption 2.4 it holds that
Hence by (45) we have
By inequalities (44), (46) and sinceȲ
be a measurable functions and let F satisfy the hypothesis of Lemma A.1. Fix ξ ∈ L 2 (Ω, F T ). Letz, z, Z,Z ∈ H 2 and Y,Ȳ ∈ S 2 be such that:
Then there is γ > 0 and q ∈ (0, 1) such that for t ∈ [0, T ] we have
Proof. Consider γ > 0 which we will fix later. We denoteỸ :=Ȳ − Y ,Z :=Z − Z andz :=z − z. We then apply Itô's formula to e γt |Ỹ t | 2 :
Due to Remark A.3, the stochastic integral vanishes by taking expectation. Hence
Notice that due to (63) for all s ∈ [t, T ] it holds that
Then by the Young inequality we continue our estimate (50), noting that for any δ > 0, we have
Fix γ > (1 + θ)θ and q = (
This concludes the proof of the lemma.
We obtain the same result for the policy improvement algorithm.
Theorem 7.3. Let Assumptions 2.1, 2.2, 2.3 and 2.4 hold. Let (v n ) n∈N be the approximation sequence given by Algorithm 1. Let (v n ) n∈N be the approximation sequence given by the perturbations to the maximization procedure. Let α * and X t,x,α * be the optimal control process for (3) and the associated diffusion started
Proof. Let X = X t,x,α * be the solution to the SDE (1) started from (t, x) and controlled by the optimal control process α * , see Remark 2.6. Due to Theorem 4.1 we can write two BSDEs we get after the change of measure: first from the perturbation and second from the gradient iteration
Therefore, by Lemma 7.4 there is q ∈ (0, 1) and γ > 0 such that
(54) Now we need to estimate the second term of RHS. Notice that by Assumption 2.4 it holds that
Hence by (55) we have
By inequalities (54), (56) and byȲ 
Proof. Consider γ > 0 which we will fix later. 
Choose ε such that γ = εθ. Thus E e γt |δY t | 2 +
