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Abstract
This paper is part of an ongoing program to develop a theory of gener-
alized differential geometry. We consider the space G[X, Y ] of Colombeau
generalized functions defined on a manifold X and taking values in a man-
ifold Y . This space is essential in order to study concepts such as flows of
generalized vector fields or geodesics of generalized metrics. We introduce
an embedding of the space of continuous mappings C(X, Y ) into G[X, Y ]
and study the sheaf properties of G[X, Y ]. Similar results are obtained for
spaces of generalized vector bundle homomorphisms. Based on these con-
structions we propose the definition of a space D′[X, Y ] of distributions
on X taking values in Y . D′[X, Y ] is realized as a quotient of a certain
subspace of G[X, Y ].
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1 Introduction
Non-linear generalized functions in the sense of J.F. Colombeau ([4, 5, 6]) are an
extension of the (linear) theory of distributions providing maximal consistency
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with respect to classical analysis in light of L. Schwartz’s impossibility result
([36]). While originally used as a tool for studying non-linear partial differential
equations (see [35] for a survey), applications of a more geometric nature, in
particular, in Lie group analysis of differential equations (e.g. [25, 16]) and in
general relativity (see [37] for a recent review) have led to the development of a
geometric theory of non-linear generalized functions (see [16] for an overview).
According to general relativity the curvature of space-time is given by Ein-
stein’s equations which form a non-linear system of second order partial differ-
ential equations for the metric. In order to have a well defined space-time one
therefore requires sufficient differentiability of the metric for Einstein’s equations
to make sense. However there are a number of physically important solutions
for which the metric does not possess the necessary level of differentiability. Ex-
amples of this include space-times with pp-waves and cosmic strings. In order to
enlarge the class of space-times one can deal with, so that they include those of
physical importance, it is necessary to develop a theory of distributional geom-
etry. However because the curvature is a non-linear function of the derivatives
of the components of the metric such a theory has to be produced using the
theory of non-linear generalized functions. A key step in this program was the
construction of a diffeomorphism invariant scalar theory in the so called ‘full’
setting where one has a canonical embedding of distributions into the algebra
[15, 17, 21, 22]. This built upon the pioneering work of [2, 7, 20]. However in
order to develop a theory of generalized differential geometry one needs to go
beyond this and have a description of generalized tensor fields, a topic of ongo-
ing research. On the other hand for the so-called ‘special’ setting (which will be
the framework of this article) building on [9] a theory of generalized sections in
vector bundles was introduced in [27]. It extends the distributional theory of De
Rham and Marsden ([8, 31]) and was used to introduce a generalized (pseudo-
)Riemannian geometry in [28]. Moreover, the need to consider geodesics of a
generalized (pseudo-)Riemannian metric or the flow of a generalized vector field
made it essential to consider generalized functions taking values in a manifold
(a concept not available in classical distribution theory). To this end, in [24]
the space G[X,Y ] of generalized functions defined on a manifold X and tak-
ing values in a manifold Y was introduced as well as the space HomG(E,F )
of generalized vector bundle homomorphisms. The notions of [24] were used
in the description of geodesics in impulsive gravitational pp-waves of general
relativity (see [16], Chapter 5 for an overview) as well as in the study of flows
of generalized vector fields ([26]). On the other hand in [29] the construction of
[24] was completed and turned into a functorial theory. In particular, several
global characterizations of the spaces G[X,Y ] and HomG(E,F ) were given. In
this work we develop this line of research further and consider sheaf properties
of these spaces as well as the question of the embedding of ‘regular‘ (e.g. contin-
uous resp. locally bounded) functions into the respective spaces. Based on this
we propose the definition of a space of manifold-valued distributions. Our ap-
proach extends the sheaf-theoretic study of real-valued Colombeau generalized
functions given in [9, 11, 12, 32], cf. also [13] for an alternative setting.
In some more detail, in section 2 we prove that G[ , Y ] and HomG( , F )
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are sheaves of sets. Section 3 is devoted to proving that the space C(X,Y ) of
continuous functions from X to Y is embedded into G[X,Y ] as well as the anal-
ogous statement for vector bundle homomorphisms. Furthermore we discuss
the (im)possibility of embedding locally bounded functions into G[X,Y ] and
provide an embedding for vector bundle homomorphisms which display a ‘more
singular’ behavior in their fiber component. Finally, in section 4 we propose the
introduction of a space D′[X,Y ] of ‘distributions’ taking values in Y—a notion
which does not exist classically. Inspired by the sequential approach to distri-
bution theory on Euclidean space (see [33, 1, 38]) we utilize our constructions
to define a quotient of a certain subspace of G[X,Y ] which serves as an analog
to these distributional spaces. We conclude this work by investigating the basic
properties of D′[X,Y ].
In the remainder of this introduction we recall some notions from [24, 29]
which will be needed in the sequel and fix some notation. Our main reference
on non-linear generalized functions is [16].
Throughout this paper X and Y denote smooth Hausdorff manifolds with
countable basis of dimension m and n, respectively. We set I = (0, 1] and
E(X) := C∞(I × X,C). Elements of E(X) will as usual be denoted in the
form (uε)ε to emphasize the role of ε as a (regularization) parameter. Note,
however, that here and in what follows we suppose smooth dependence on ε.
This additional assumption leaves unchanged all properties of the spaces of
generalized functions as described in [16, 24, 29], yet it will be crucial for the
constructions to follow. Independent reasons for this choice of basic space are
certain algebraic simplifications: for polynomials with generalized coefficients
to only have classical solutions one needs at least continuous dependence on ε,
cf. [35], Prop. 12.2. or [3], Prop. 1.10.5. A similar statement holds for solutions
of polynomial ordinary differential equations, see [3], Cor. 1.10.9.
The special Colombeau algebra of generalized functions G(X) onX is defined
as the quotient EM (X)/N (X) of moderate modulo negligible nets in E(X).
Here the latter notions are defined by (denoting by P(X) the space of linear
differential operators on X)
EM (X) := {(uε)ε ∈ E(X) : ∀K ⊂⊂ X, ∀P ∈ P(X) ∃N ∈ N :
sup
p∈K
|Puε(p)| = O(ε
−N )}
N (X) := {(uε)ε ∈ EM (X) : ∀K ⊂⊂ X, ∀q ∈ N0 : sup
p∈K
|uε(p)| = O(ε
q))} .
Since we are going to work entirely in the ‘special’ setting of Colombeau’s con-
struction we omit this term henceforth. G( ) is a fine sheaf of differential al-
gebras with respect to the Lie derivative along smooth vector fields defined by
Lξu = [(Lξuε)ε] ([9, 27]). The construction can be appropriately localized, that
is u is in G(X) if and only if u ◦ ψα ∈ G(ψα(Vα)) (the local Colombeau alge-
bra on ψα(Vα)) for all charts (Vα, ψα). C∞(X) is a sub-algebra of G(X) and
there exist injective sheaf morphisms embedding D′(X), the space of Schwartz
distributions on X , into G(X).
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The space G[X,Y ] of compactly bounded (c-bounded) generalized Colom-
beau functions on X taking values in Y is defined similarly as a quotient of the
set EM [X,Y ] of moderate, c-bounded maps fromX to Y by a certain equivalence
relation. However, in the absence of a linear structure in the target space the
definition of the respective asymptotics becomes more involved.
1.1 Definition.
(a) EM [X,Y ] is defined as the set of all (uε)ε ∈ C∞(I ×X,Y ) satisfying
(i) ∀K ⊂⊂ X ∃ε0 > 0 ∃K ′ ⊂⊂ Y ∀ε < ε0 : uε(K) ⊆ K ′ (c-
boundedness).
(ii) ∀k ∈ N, for each chart (V, ϕ) in X, each chart (W,ψ) in Y , each
L ⊂⊂ V and each L′ ⊂⊂W there exists N ∈ N with
sup
x∈L∩u−1ε (L′)
‖D(k)(ψ ◦ uε ◦ ϕ
−1)(ϕ(x))‖ = O(ε−N ).
(b) (uε)ε and (vε)ε ∈ EM [X,Y ] are called equivalent, (uε)ε ∼ (vε)ε, if the
following conditions are satisfied:
(i) For all K ⊂⊂ X, supp∈K dh(uε(p), vε(p)) → 0 (ε → 0) for some
(hence every) Riemannian metric h on Y .
(ii) ∀k ∈ N0 ∀m ∈ N, for each chart (V, ϕ) in X, each chart (W,ψ) in
Y , each L ⊂⊂ V and each L′ ⊂⊂W :
sup
x∈L∩u−1ε (L′)∩v
−1
ε (L′)
‖D(k)(ψ ◦ uε ◦ ϕ
−1 − ψ ◦ vε ◦ ϕ
−1)(ϕ(x))‖ = O(εm).
(c) The space of generalized functions from X to Y is defined as
G[X,Y ] := EM [X,Y ]/ ∼ .
The following characterization result has been established in [29], Prop. 3.2
and Th. 3.3 and will be repeatedly used throughout this work.
1.2 Theorem.
(i) Let (uε)ε ∈ C
∞(I×X,Y ). Then (uε)ε ∈ EM [X,Y ] if and only if (f ◦uε)ε ∈
EM (X) for all f ∈ C∞(Y ).
(ii) If (uε)ε, (vε)ε ∈ EM [X,Y ], then (uε)ε ∼ (vε)ε if and only if (f ◦ uε − f ◦
vε)ε ∈ N (X) for all f ∈ C∞(Y ).
Finally, we turn to the definition of generalized vector bundle homomor-
phisms (e.g., tangent maps of manifold valued generalized functions). Vector
bundles with base space X will be denoted (E,X, piX). A vector bundle chart
(V,Φ) over a chart (V, ϕ) of X will be written in the form Φ(e) = (ϕ(p),ϕ(e)) ∈
ϕ(V ) × Rn
′
where p = piX(e). The space of smooth vector bundle homomor-
phisms from E to (F, Y, piY ) will be called Hom(E,F ). If f ∈ Hom(E, F ) we
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write f : X → Y for the smooth map induced on bases, i.e., piY ◦f = f ◦piX . Lo-
cal vector bundle homomorphisms with respect to vector bundle charts (V,Φ) of
E and (W,Ψ) of F , i.e., fΨΦ := Ψ◦f ◦Φ−1 : ϕ(V ∩f
−1(W ))×Rm
′
→ ψ(W )×Rn
′
will be written in the form
fΨΦ(x, ξ) = (f
(1)
ΨΦ(x), f
(2)
ΨΦ(x) · ξ) . (1)
Here, f
(1)
ΨΦ = fψϕ := ψ ◦ f ◦ ϕ
−1. Finally we are ready to define the space of
generalized vector bundle homomorphisms.
1.3 Definition.
(a) EM
VB[E,F ] is the set of all (uε)ε ∈ Hom(E,F )I depending smoothly on
ε and satisfying
(i) (uε)ε ∈ EM [X,Y ].
(ii) ∀k ∈ N0 ∀(V,Φ) vector bundle chart in E, ∀(W,Ψ) vector bundle
chart in F , ∀L ⊂⊂ V ∀L′ ⊂⊂W ∃N ∈ N ∃ε1 > 0 ∃C > 0 with
‖D(k)(u
(2)
εΨΦ(ϕ(p)))‖ ≤ Cε
−N
for all ε < ε1 and all p ∈ L∩uε−1(L′), where ‖ . ‖ denotes any matrix
norm.
(b) (uε)ε, (vε)ε ∈ EM
VB[E,F ] are called vb-equivalent, ((uε)ε ∼vb (vε)ε) if
(i) (uε)ε ∼ (vε)ε in EM [X,Y ].
(ii) ∀k ∈ N0 ∀m ∈ N ∀(V,Φ) vector bundle chart in E, ∀(W,Ψ) vector
bundle chart in F , ∀L ⊂⊂ V ∀L′ ⊂⊂W ∃ε1 > 0 ∃C > 0 such that:
‖D(k)(u
(2)
εΨΦ − v
(2)
εΨΦ)(ϕ(p))‖ ≤ Cε
m
for all ε < ε1 and all p ∈ L ∩ uε−1(L′) ∩ vε−1(L′).
(c) The space of generalized vector bundle homomorphisms is defined by
HomG [E,F ] := EM
VB[E,F ]
/
∼vb .
For u ∈ HomG [E,F ], u := [(uε)ε] is a well-defined element of G[X,Y ]
uniquely characterized by u ◦ piX = piY ◦ u. The tangent map Tu := [(Tuε)ε] of
any u ∈ G[X,Y ] is a well-defined element of HomG [TX, TY ].
2 The sheaf property of G[X, Y ] and HomG(E, F )
Our aim in this section is to establish that G[ , Y ] is a sheaf of sets. Compared to
the case of the Colombeau algebra G(X) (where the sheaf property can basically
be derived by lifting the local result ([5], §1.3) to the manifold ([9, 27])) the main
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obstacle in the present setting is the lack of algebraic structure on the target
space Y . Given an open cover {Uα | α ∈ A} of X it follows directly from the
definition (or also from Th. 1.2 (ii)) that if u, v ∈ G[X,Y ] and u|Uα = v|Uα for
all α ∈ A, then u = v. The second defining property:
Given a family {uα ∈ G[Uα, Y ] | α ∈ A} such that uα|Uα∩Uβ =
uβ|Uα∩Uβ for all α, β with Uα ∩ Uβ 6= ∅ then there exists some
u ∈ G[X,Y ] with u|Uα = uα for all α ∈ A.

 (∗)
however, cannot be established similar to the algebra-setting: the tools for gluing
together locally defined elements of our quotient spaces (e.g., partitions of unity)
are absent in the manifold-valued case. Our strategy therefore will be to first
embed the target manifold in some Euclidean space by a Whitney embedding,
do the gluing via partitions of unity in the surrounding vector space and then
project back onto the target manifold Y using the retraction map of a tubular
neighborhood of Y . To this end we first provide an alternative characterization
of G[X,Y ] in case Y is a submanifold of some Rs.
2.1 Definition. Let Y be a submanifold of Rs. We define G˜[X,Y ] to be the
subset of G(X)s consisting of those u ∈ G(X)s which possess a representative
(uε)ε satisfying:
(i) uε(X) ⊆ Y for all ε ∈ I.
(ii) For each K ⊂⊂ X there exist ε0 > 0 and K
′ ⊂⊂ Y such that uε(K) ⊆ K
′
for all ε < ε0.
2.2 Proposition. Let X, Y be smooth manifolds and let i : Y ↪→ Rs be an
embedding of Y . Then the push-forward i∗ : G[X,Y ]→ G˜[X, i(Y )], i∗(u) = i ◦u
is a bijection which commutes with restrictions to open sets. In particular, if Y
is a submanifold of some Rs we may identify G[X,Y ] with G˜[X,Y ].
Proof. We first note that i∗ is well-defined: for (uε)ε ∈ EM [X,Y ] Th. 1.2 (i)
implies that (i ◦ uε)ε ∈ EM (X)s. Also, properties (i) and (ii) of Def. 2.1 follow
immediately. Suppose now that (uε)ε ∼ (vε)ε for (uε)ε, (vε)ε ∈ EM [X,Y ].
Then by Th. 1.2 (ii) we have that (ij ◦ uε − ij ◦ vε)ε ∈ N (X) for 1 ≤ j ≤ s, so
[(i◦uε)ε] = [(i◦vε)ε] in G(X)s. Moreover, it follows directly from the definitions
that i∗ commutes with restrictions to open sets.
i∗ is injective: suppose that i∗([(uε)ε]) = i∗([(vε)ε]), i.e., (i◦uε)ε− (i◦vε)ε ∈
N (X)s. An application of the mean value theorem shows that this entails
(g ◦ i ◦ uε)ε − (g ◦ i ◦ vε)ε ∈ N (X) for all g ∈ C∞(i(Y )). Since i : Y → i(Y ) is a
diffeomorphism, it follows that any g ∈ C∞(i(Y )) is of the form f ◦ i−1 for some
f ∈ C∞(Y ). Hence Th. 1.2 (ii) gives (uε)ε ∼ (vε)ε.
i∗ is surjective: Let u˜ ∈ G˜[X, i(Y )] with representative (u˜ε)ε satisfying (i)
and (ii) of Def. 2.1. Then uε := i
−1 ◦ u˜ε defines (by Th. 1.2 (i)) an element of
EM [X,Y ] whose image under i∗ is u˜. 2
After these preparations we can now prove:
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2.3 Theorem. G[ , Y ] is a sheaf of sets.
Proof. By Whitney’s embedding theorem (cf. [18] or [30]) there exists an
embedding of Y into some Rs. Due to Prop. 2.2 and our preparatory statements
at the beginning of this section it therefore suffices to suppose that Y is in fact
a submanifold of some Rs and to establish property (∗) for G˜[X,Y ]. Thus
let {Uα | α ∈ A} be an open cover of X and let uα ∈ G˜[Uα, Y ] such that
uα|Uα∩Uβ = u
β|Uα∩Uβ for all α, β with Uα ∩ Uβ 6= ∅. Since X is Hausdorff and
second countable, it is σ-compact, and, in particular, paracompact and Lindelo¨f.
Without loss of generality we may therefore suppose that A is countable and
that {Uα | α ∈ A} is locally finite. Let {Kl | l ∈ N} be an exhaustive sequence
of compact sets in X with Kl ⊆ K◦l+1 for all l. Again without loss of generality
we may suppose that {Uα | α ∈ A} is a refinement of {K◦l | l ∈ N}.
Let T be an open tubular neighborhood of Y in Rs (again see [18] or [30])
and denote by r : T → Y , r|Y = idY the corresponding retraction. Choose a
closed tubular neighborhood T ′ ⊆ T and a smooth map r˜ : Rs → Rs such that
r˜|T ′ = r. Let {χα | α ∈ A} be a partition of unity with suppχα ⊂⊂ Uα for each
α ∈ A. For ε ∈ I we set
wε := r˜ ◦
(∑
α∈A
χαu
α
ε
)
.
Then (wε)ε ∈ EM [X,Rs]. Fix l ∈ N and let α1, . . . , αk be the finitely many
indices with suppχαi ∩Kl 6= ∅ (1 ≤ i ≤ k). Choose ε
′
l > 0 and K
′
l ⊂⊂ Y such
that uαiε (suppχαi ∩Kl) ⊆ K
′
l for all 1 ≤ i ≤ k and all ε < ε
′
l. For each y ∈ Y
choose some Ry > 0 such that the ball BRy(y) of radius Ry around y in R
s is
contained in T ′. Since K ′l is compact there exists some δ > 0 (the Lebesgue
number of the covering {BRy(y) ∩ Y | y ∈ K
′
l} of K
′
l) such that any subset of
K ′l with diameter less than δ lies entirely within one BRy(y).
Since uαi − uαj is negligible on Uαi ∩ Uαj (in case this set is nonempty)
we may choose some εl < ε
′
l such that |u
αi
ε (x) − u
αj
ε (x)| < δ whenever x ∈
Kl ∩ suppχαi ∩ suppχαj and ε < εl (1 ≤ i ≤ k). Hence (using the convexity of
BRy(y)) for each x ∈ Kl and each ε < εl there exists some y ∈ K
′
l such that∑
α∈A
χα(x)u
α
ε (x) ∈ BRy(y) ⊆ T
′ .
Therefore,
wε(x) = r ◦
(∑
α∈A
χα(x)u
α
ε (x)
)
∀x ∈ Kl ∀ε < εl .
If β ∈ A is such that Uβ ⊆ K◦l and ε < εl then for each L ⊂⊂ Uβ and each
x ∈ L we have
|wε(x)− u
β
ε (x)| =
∣∣∣∣∣ r ◦
(∑
α∈A
χα(x)u
α
ε (x)
)
− r(uβε (x))
∣∣∣∣∣ ≤
7
≤ ‖Dr˜‖L∞(ch(K′
l
))
∣∣∣∣∣
∑
α∈A
χα(x)u
α
ε (x) − u
β
ε (x)
∣∣∣∣∣ ,
where ch(K ′l), the convex hull of K
′
l is itself compact. Since on L the last factor
in this estimate vanishes faster than any power of ε we have w|Uβ = u
β for all
β with Uβ ⊆ K◦l .
Choose a smooth function η : X → R such that 0 < η(x) ≤ εl for all x ∈
Kl \K
◦
l (K0 := ∅) (see, e.g., [16], Lemma 2.7.3). Moreover, let ν : R
+ → [0, 1]
be a smooth function satisfying ν(x) ≤ x for all x and
ν(x) =
{
x 0 ≤ x ≤ 12
1 x ≥ 32
For (ε, x) ∈ I × X we set µ(ε, x) := η(x)ν
(
ε
η(x)
)
. Finally, we set uε(x) :=
wµ(ε,x)(x) for (ε, x) ∈ I ×X . Then (ε, x) 7→ uε(x) ∈ C
∞(I ×X,Y ) (it is here
that we need smooth dependence of representatives on ε). Furthermore,
uε|K◦
l
= wε|K◦
l
for ε ≤
1
2
min
x∈Kl
η(x) , l ∈ N .
Therefore, u = [(uε)ε] ∈ G˜[X,Y ] and u|Uβ = u
β for all β ∈ A. 2
2.4 Remark. The method of gluing via the function µ in the above proof also
allows us to establish the equality of the space of generalized functions taking
values in an open subset of Rn as introduced in [2] (with smooth dependence
on ε) with our setting. In fact, let Ω ⊆ Rm and Ω′ ⊆ Rn be open sets and let
u ∈ G(Ω)n such that u possesses a representative (uε)ε satisfying: ∀K ⊂⊂ Ω
∃K ′ ⊂⊂ Ω′ ∃ε0 > 0 such that uε(K) ⊆ K ′ for all ε < ε0. Choose an exhaustive
sequence {Kl | l ∈ N} of Ω and corresponding K ′l ⊂⊂ Ω
′ and εl as above. Then
defining µ as in the proof of Th. 2.3, u˜ε(x) := uµ(ε,x)(x) defines a representative
of u such that uε(Ω) ⊆ Ω′ for all ε. This shows that G∗(Ω,Ω′) in the sense of
[2] can be identified with G[Ω,Ω′].
In what follows, we want to utilize Th. 2.3 to establish the sheaf property
of the space HomG(E,F ) of generalized vector bundle homomorphisms. To this
end we need some preparatory constructions for smooth vector bundle homo-
morphisms.
Let f : X → Y be any smooth map. Then f can naturally be extended
to a vector bundle homomorphism f¯ ∈ Hom(E,F ) by defining its action on
the fibers of E to be 0 (i.e., any local representative f¯ΨΦ of f¯ is of the form
(x, v) 7→ (fψϕ(x), 0)). Suppose now that U , V are open subsets of X with
V ⊂ V¯ ⊂⊂ U and let u ∈ Hom(E|U , F ) be such that u = f |U . Choose a bump
function χ ∈ C∞(X) such that suppχ ⊂⊂ U and χ|V ≡ 1. Then χ · u :=
e 7→ χ(piX(e))u(e) (fiber-wise product) defines an element of Hom(E|U , F ).
Moreover, there is a unique element v = χ•fu of Hom(E,F ) such that v|U = χ·u
and v|X\U = f¯ |X\U . Then v|V = u|V . We will use these notations in the proof
of the following result.
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2.5 Theorem. HomG(pi
−1
X ( ), F ) is a sheaf of sets on X.
Proof. As in the case of manifold-valued generalized functions, it follows di-
rectly from the definitions that if {Uα | α ∈ A} is an open cover and u, v ∈
HomG(E,F ) are such that u|Uα = v|Uα for all α ∈ A then u = v (Here and in
what follows we abbreviate u|pi−1
X
(Uα)
by u|Uα).
Suppose that {uα ∈ Hom(E|Uα) | α ∈ A} forms a coherent family, i.e.,
uα|Uα∩Uβ = uβ|Uα∩Uβ for all α, β with Uα ∩ Uβ 6= ∅. Then {uα | α ∈ A}
forms a coherent family in G[X,Y ], so by Th. 2.3 there exists a unique element
w ∈ G[X,Y ] such that w|Uα = uα for all α ∈ A. Thus each uα is an element of
Homw(E|Uα , F ), the space of generalized vector bundle homomorphisms with
base component w (cf. [29], Sec. 5). Then by [29], Prop. 5.7, for each α ∈ A
we may choose a representative (uαε )ε of uα such that u
α
ε = wε|Uα for all ε ∈ I.
(We note that in order to adapt the proof of Prop. 5.7 in [29] to the present
setting of smooth ε-dependence, a ‘gluing function’ µ as in the proof of Th. 2.3
has to be employed).
Choose now a partition of unity {χj | j ∈ N} subordinate to {Uα | α ∈ A}
such that suppχj ⊂⊂ Uαj for each j. For each ε ∈ I we define uε as the following
(locally finite) fiber-wise sum:
uε :=
∑
j∈N
χj •wε u
αj
ε .
Then u = [(uε)ε] ∈ HomG(E,F ) and u = w. By [29], Th. 4.2, in order to show
that u|Uα = uα it suffices to establish Def. 1.3 (b) (ii) for k = 0 (i.e., we do
not have to take into account derivatives). This, however, is immediate from
the coherence of the family {uα | α ∈ A} and the fact that {χj | j ∈ N} is a
partition of unity. 2
3 Embeddings
Our aim in this section is to construct embeddings of spaces of continuous
(resp. even more singular) mappings into spaces of manifold-valued generalized
functions. The basic idea (similar to a procedure introduced in [34], Part A) is
to employ a Whitney embedding of the target space into some Rs and then use
convolution for smoothing. The retraction map of a tubular neighborhood of Y
in Rs will then be used to project the resulting nets of smooth functions back
to Y .
As was already pointed out in [24], there is a canonical embedding σ of
C∞(X,Y ) into G[X,Y ], σ : u → [(u)ε]. The following result extends this em-
bedding to the space of continuous mappings from X to Y .
3.1 Theorem. There exists an embedding ι : C(X,Y ) ↪→ G[X,Y ] with the
following properties:
(i) ι is a sheaf morphism.
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(ii) ι|C∞(X,Y ) = σ.
(iii) ι(u)ε converges to u uniformly on compact sets.
Proof. Using a Whitney embedding of Y in some Rs, Prop. 2.2 and the above
remarks show that without loss of generality we may suppose that Y is a sub-
manifold of Rs and that it suffices to embed C(X,Y ) into G˜[X,Y ].
By [27], Th. 1 (or [16], Th. 3.2.10, see also [9], §15 for an equivalent construc-
tion based on de Rham regularizations) there exists an injective sheaf morphism
ι˜ : D′(X,Rs) ↪→ G(M)s. This embedding is based on regularization via con-
volution with a mollifier in charts of a given atlas, patched together through a
partition of unity. In this way, the convergence properties of the respective regu-
larizations of continuous mappings are preserved. In particular, ι˜(u)ε converges
uniformly on compact sets to u for u ∈ C(X,Rs).
In what follows we use the notations of the proof of Th. 2.3. Let u ∈ C(X,Y ).
For each l ∈ N we choose εl > 0 such that ι˜(u)ε(Kl) ⊆ T
′ for all ε < εl. Then
with µ chosen with respect to this sequence εl we define
ι(u)ε(x) := r ◦ ι˜(u)µ(ε,x)(x) .
Then clearly ι(u) ∈ G˜[X,Y ] and ι commutes with restrictions. Injectivity of
ι follows from the fact that ι(u)ε → u uniformly on compact sets for u ∈
C(X,Y ). Indeed, for each l ∈ N we may choose some K ′l ⊂⊂ Y such that
ι(u)ε(Kl) ∪ u(Kl) ⊆ K ′l for ε sufficiently small. For such ε and all x ∈ Kl we
therefore have
|ι(u)ε(x) − u(x)| = |r(ι˜(u)ε(x)) − r(u(x))| ≤ ‖Dr˜‖L∞(ch(K′
l
))|ι˜(u)ε(x) − u(x)|
which gives the result. An analogous calculation, based on the fact that ι˜|C∞(X,Rs)
= σ establishes that ι|C∞(X,Y ) = σ. 2
3.2 Remark. At first sight it would seem that an alternative, more direct proof
of Th. 3.1 could be carried out using Th. 2.3: for open subsets U , V of Rm resp.
R
n, an embedding of C(U, V ) into G[U, V ] can be achieved by modifying the
embedding ιn of D′(U)n into G(U)n (cf. e.g., [16], Th. 1.2.20) using a compact
exhaustion of U and a gluing procedure as in Rem. 2.4, together with the fact
that ιn(u)ε converges to u uniformly on compact sets. In this way, for each
u ∈ C(X,Y ) one can construct a family of embeddings of u|Uα into G[Uα, Y ] for
a covering {Uα | α ∈ A} of X by chart domains. Note, however, that the result-
ing family in general is not coherent: in fact, this would require the standard
embedding ι : C → G to satisfy f ◦ ι(u) ◦ g = ι(f ◦ u ◦ g) for diffeomorphisms
f, g and u continuous, which is manifestly wrong in general (even for g = id it
only holds on the level of association, cf. [16], Prop. 1.2.70 (iv) and Sec. 3.2.2).
As there is no notion of manifold-valued distributions (see, however, section
4), and in the absence of additional structure no growth conditions can be
imposed on mappings between X and Y , the maximal extension of C(X,Y )
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relevant to our present considerations is the space of locally bounded measurable
mappings from X to Y . In order to analyze it, we shortly recall some notions
from measure theory on smooth manifolds (cf. [10]). Since zero sets are the
same for any Lebesgue measure on X there is a well-defined notion of Lebesgue-
measurable subset of X : A ⊆ X is Lebesgue-measurable iff it can be written
in the form A =
⋃
j∈N Kj ∪ N with Kj ⊂⊂ X for all j and N a zero set. A
mapping u : X → Y is called measurable if inverse images of Borel-measurable
subsets of Y under u are Lebesgue-measurable in X . For X = Rm, Y = Rn this
precisely reproduces the usual notion of Lebesgue-measurability. Moreover, u is
Lebesgue-measurable if and only if ψ ◦ u ◦ ϕ−1 is Lebesgue-measurable for any
charts ψ of Y and ϕ of X .
We define L∞loc(X,Y ) to be the set of all Lebesgue-measurable mappings
u : X → Y which are locally bounded in the following sense: For each K ⊂⊂ X
there exist K ′ ⊂⊂ Y and a zero set N ⊆ X such that u(K \N) ⊆ K ′. Factoring
this space by the equivalence relation of coinciding Lebesgue-almost everywhere
we obtain the space L∞loc(X,Y ). In the particular case of Y being a subman-
ifold of some Rs, L∞loc(X,Y ) can be identified with the subset L˜
∞
loc(X,Y ) of
L∞loc(X,R
s) (in the usual sense) whose elements possess a representative map-
pingX into Y . Although in the Rn-setting, L∞loc can be embedded (as a subspace
of D′) into G, the following example demonstrates that the construction given
in Th. 3.1 does not carry over to this setting in general:
3.3 Example. Let X = R, Y = S1 ⊆ R2 ∼= C and let u ∈ L∞loc(X,Y ) be given
by u(x) = (0,−1) for x < 0 and u(x) = (0, 1) for x > 0, i.e., u(x) = isgn(x).
Then with ρ a standard mollifier as above, u ∗ ρε(x) for x ∈ R covers the entire
line connecting −i and i. Therefore, it can never be contained in any tubular
neighborhood of S1 and the construction breaks down.
Although the above example shows that one cannot embed u using the con-
struction involving tubular neighborhoods of S1 this does not mean that one
cannot construct an embedding of L∞loc(X,S
1) into G[X,S1]. In 3.3 it is fairly
clear that one can obtain such an embedding by thinking of S1 as a manifold
with covering space R. We will think of points in S1 as lying in the interval
J = [0, 2pi). Thus an element u ∈ L∞loc(X,S
1) defines a function uˆ : X → J ⊂ R
and hence an element of L∞loc(X,R). This may be smoothed using a standard
mollifier to give a family of smooth functions u¯ε = uˆ ∗ ρ. Projecting this back
to S1 by defining u˜ε = exp(iu¯ε) we define a family of smooth functions whose
equivalence class defines an element u˜ ∈ G[X,S1]. Furthermore it is clear that
when applied to a smooth function this embedding gives the same result as σ.
This construction may be generalized in an obvious way to give an embedding
of L∞loc(X,T
n) into G[X,T n].
A similar strategy may be applied to embed a function u ∈ L∞loc(X,Y ) where
Y is some compact Riemann surface apart from S2. We have excluded the 2-
sphere and already dealt with the case of the torus, so the remaining Riemann
surfaces have the structure H2/Γ, where H2 is the upper half plane with the
hyperbolic metric and Γ is a properly discontinuous subgroup of PSL(2,R)
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that acts freely on H2. In this situation there exists some fundamental polygon
F with finitely many sides and for each side there is precisely one other side
obtained by the action of some element g ∈ Γ with different pairs of sides carried
to each other by different elements of Γ (see Theorem 2.4.1 of [23] for details).
By adding on precisely one side from each pair to the interior of F we may obtain
a region D such that no two distinct elements of D are related by the action
of any element g ∈ Γ and the sets gD also cover H2. Given u ∈ L∞loc(X,Y )
we may now define a corresponding function uˆ : X → D ⊂ R2 by defining
uˆ(x) to be the unique point in D such that u(x) = guˆ(x). The function uˆ is
an element of L∞loc(X,R
2) and hence may be smoothed by convolution with a
standard mollifier to give a family of smooth functions u¯ε = uˆ ∗ ρε. Projecting
back down to Y gives a family of smooth functions u˜ε whose equivalence class
defines an element of G[X,Y ]. Again for the case of a smooth function the result
of this embedding is the same as applying σ.
Turning now to the vector bundle setting we note that also in this situation
we have a canonical embedding σˆ : Hom(E,F ) → HomG(E,F ), σˆ : u 7→ [(u)ε].
By HomC(E,F ) we denote the space of continuous vector bundle homomor-
phisms from E to F . Using this notation we have:
3.4 Theorem. There exists an embedding ιˆ : HomC(E,F )→ HomG(E,F ) with
the following properties:
(i) ιˆ is a sheaf morphism.
(ii) ιˆ|Hom(E,F ) = σˆ.
(iii) Any representative of ιˆ(u) converges to u uniformly on compact sets.
Proof. The idea is to first embed the base component by Th. 3.1 and then
employ a partition of unity argument in the fiber components adapting the
construction of an embedding of D′(X) into G(X) given in [27], Th. 2. To this
end we shall make use of the technical apparatus developed in Th. 2.5. Let
u ∈ HomC(E,F ). With ι as in Th. 3.1 we set w ≡ [(wε)ε] := ι(u). Choose
now countable vector bundle atlases {(Φi, Ui) | i ∈ N} of E, {(Ψj, Vj) | j ∈ N}
of Y such that for each i there exists some j with u(Ui) ⊆ Vij . We may
further suppose that each Ui is relatively compact and choose a partition of
unity {χi | i ∈ N} on X with suppχi ⊂ Ui for each i. Let ζi ∈ D(Ui) such that
ζi ≡ 1 on suppχi and choose some mollifier ρ ∈ S(Rm
′
) with unit integral and
all higher moments vanishing. Since wε converges to u uniformly on compact
sets by Th. 3.1, for each i there exists some εi such that
wε(suppζi) ⊆ Vji (2)
for ε < εi. Employing a gluing function as in the proof of Th. 3.1 if necessary,
we may suppose without loss of generality that (2) in fact holds for all ε ∈ (0, 1]
and all i ∈ N. Then define viε ∈ HomC(ϕi((suppζi)
◦)× Rm
′
, ψji(Vji )× R
n′) by
(x, ξ) 7→
(
ψji(wε(ϕ
−1
i (x))),
(
(χi ◦ ϕ
−1
i ) · (Ψji ◦ u ◦ Φ
−1
i )
(2)
)
∗ ρε(x) · ξ
)
12
where convolution with ρε is to be read component-wise. Finally, we construct
vε ∈ Hom(E,F ) by
vε :=
∑
i∈N
ζi •wε Ψ
−1
ji
◦ viε ◦ Φi
and set ιˆ(u) := [(vε)ε]. Properties (i)–(iii) then follow from Th. 3.1 and the
proof of [27], Th. 2. 2
3.5 Remark. It is in fact possible to embed vector bundle homomorphisms
into HomG(E,F ) which are more singular (in the fiber component) than those
considered in Th. 3.4. To introduce such mappings we first recall an alternative
description of smooth vector bundle homomorphisms f : E → F . For vector
bundle charts Φα,Φα′ of E and Ψβ,Ψβ′ of F we set Φαα′ := Φα ◦ Φα′ and
analogously for Ψββ′. It then follows from (1) that
f
(1)
ΨβΦα
(x) = Ψ
(1)
ββ′(f
(1)
Ψβ′Φα′
(Φ
(1)
α′α(x))) (3)
f
(2)
ΨβΦα
(x) = Ψ
(2)
ββ′(f
(1)
Ψβ′Φα′
(Φ
(1)
α′α(x))) · f
(2)
Ψβ′Φα′
(Φ
(1)
α′α(x)) ·Φ
(2)
α′α(x) (4)
so that we may identify smooth vector bundle homomorphisms f : E → F with
families of smooth local vector bundle homomorphisms fΨβΦα which transform
according to (3), (4). As in the case of distributions on a manifold (cf. [19], Sec.
6.3) we may directly generalize the transformation behavior (3), (4) by allowing
f
(2)
ΨβΦα
to be a matrix with distributional entries and by replacing compositions
with distributional pullbacks. One restriction, however, immediately becomes
apparent: f
(1)
Ψβ′Φα′
has to be supposed smooth in order for the right hand side
of (4) to be well defined (i.e., to avoid ill-defined products). This maximal class
of distributional vector bundle homomorphisms (with smooth base component)
can be embedded into HomG(E,F ) by a direct adaptation of the construction
given in the proof of Th. 3.4.
4 Manifold-valued distributions
Since distributions on manifolds are defined as continuous linear functionals
(on the space of compactly supported densities) there is a priori no concept
of distributions taking values in a differentiable manifold. In this section we
propose the construction of a space D′[X,Y ] of distributions defined on X and
taking values in the manifold Y . The strategy is to define D′[X,Y ] as a quotient
of a suitable subspace of G[X,Y ].
We begin by analyzing the local situation. Sequential approaches to the the-
ory of distributions in fact have a long history, dating back already to [33], see
also [1] and [38]. The starting point for such considerations is the simple obser-
vation that the space of distributions is isomorphic to the quotient of the space
of nets (uε)ε of smooth functions which converge in D′ modulo the space of nets
with uε → 0 distributionally. The Colombeau approach is of course sequential
in nature and in fact it was noted already in [5] that D′ can equivalently defined
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as a certain subspace of of the Colombeau algebra G. The most direct way of
realizing D′ within the Colombeau framework is the following:
4.1 Lemma. Let Ω ⊆ Rn open and set
A(Ω) := {u = [(uε)ε] ∈ G(Ω) | uε converges in D
′(Ω)} .
Call two elements u, v equivalent, u ≡ v, if uε − vε → 0 distributionally. Then
D′(Ω) is linearly isomorphic to A(Ω)/≡.
Proof. With ι : D′(Ω)→ G(Ω) the standard embedding, the map
D′(Ω) ↪→ A(Ω)/≡
w → [ι(w)]≡
is a linear isomorphism. In fact, ι(w)ε → w distributionally as ε→ 0. Linearity
and injectivity are clear. 2
This result of course immediately generalizes to the case where the domain
is a differentiable manifold (by employing the embedding provided by [27], Th.
1). However, when generalizing the target space to a smooth manifold Y , addi-
tional aspects have to be taken into account: most importantly, diffeomorphism
invariance has to be implemented. Moreover, in the absence of additional struc-
ture it is not to be expected that unbounded distributions can be modelled
(e.g., regularizations of the delta distribution have to display growth properties
which can only be realized in the presence of scales). As similar obstacles have
already been overcome in the construction of G[X,Y ], in view of Lemma 4.1 the
following definition provides a natural generalization:
4.2 Definition. Let
A[X,Y ] := {u = [(uε)ε] ∈ G[X,Y ] | ∀f ∈ C
∞(Y ), f ◦ uε converges in D
′(X)}
and call u, v ∈ A[X,Y ] model-associated, u ≈M v, if f ◦ uε − f ◦ vε → 0 in
D′(X) for all f ∈ C∞(Y ). The quotient space D′[X,Y ] := A[X,Y ]/ ≈M is
called the space of distributions on X taking values in Y .
The concept of model-association has been introduced in [26], Sec. 5 and com-
pared with various other concepts of association. In particular, it was shown
that ≈M is strictly stronger than the usual concept of association in case Y
is a Euclidean space. Diffeomorphism invariance is implemented in the above
definition through composition with smooth functions f : any such f can be
viewed as an extension of a component of a chart, hence each f ◦ uε represents
a different local picture of uε.
Our first observation concerning the above definition is that u = [(uε)ε] ∈
A[X,Y ] implies that for each f ∈ C∞(Y ) there exists some uf ∈ D′(X) such
that f ◦ uε → uf in D′(X). In fact, it turns out that uf has to be an element
of L∞loc(X): let K be a compact subset of X . Then by the c-boundedness of
(uε)ε it follows that (f ◦ uε)ε is uniformly bounded on K, hence possesses a
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weak-∗ convergent subsequence (f ◦ uεk |K)k with limit vf ∈ L
∞(K). Therefore
uf|D(K)= vf and the claim follows by covering X with relatively compact open
sets. Moreover, from Th. 3.1 (iii) it follows that C(X,Y ) can be embedded as
a subspace into D′[X,Y ] and that for u ∈ C(X,Y ), each uf is a continuous
function.
For the special case Y = R and f = idR it follows that if a sequence
(uε)ε ∈ A[X,R] then (uε)ε converges to an element u ∈ L∞loc(X) distributionally.
Moreover, if we denote by ιS a sheaf embedding of D′(X) into G(X) as in [16],
Thm. 3.2.10 we see that if w ∈ D′(X), ιS(w) = [(wε)ε] with (wε)ε ∈ A[X,R]
then w ∈ L∞loc(X). Hence representatives of elements of D
′[X,R] which come
from classical distributions actually are L∞loc(X)-functions.
From these considerations one might be led to believe that D′[X,Y ] singles
out a certain subspace of L∞loc(X,Y ) in the sense that for each u ∈ A[X,Y ] there
should exist some underlying v ∈ L∞loc(X,Y ) with uf = f ◦ v for all f ∈ C
∞(Y ).
However, as the following example demonstrates, the situation is more involved:
4.3 Example. Let X = Y = R and consider the net uε(x) = sin(x/ε). As is
easily verified, each ujε (j ∈ N0) converges in D
′(R). Hence every polynomial
in uε converges in D′ and by the Weierstrass approximation theorem it follows
that (uε)ε ∈ A[X,Y ] (in fact, f ◦ uε converges in D′ for all continuous f).
Nevertheless, there does not exist any v ∈ L∞loc(R) such that f ◦ uε → f ◦ v for
all f ∈ C∞(R). Otherwise, the choice of f = id would entail v = 0, whereas for
f(x) = x2, f ◦ uε → 1/2, a contradiction.
In case Y = Rn, a local description of elements of D′[X,Y ] can be given in
terms of Young measures (cf. e.g., [14], p.16, Th. 11). In fact, in this situation
we may w.l.o.g. (using charts) suppose that X = U is a bounded open subset
of Rm and that for [(uε)ε] ∈ D′[U,Rn], {uε | ε ∈ I} is uniformly bounded
(by choosing f = prj). Hence there exists a subsequence (uεk)k and a Young
measure (νx)x∈U such that for each f ∈ C(Y )
f ◦ uεk(x)→
∫
Rm
f(y) dνx(y)
weak-∗ in L∞(U).
Thus elements of D′[X,Rn] do not possess an underlying description by an
L∞loc-function (as shown by Ex. 4.3) but they do possess a description in terms
of Young measures in the above sense.
To conclude this section, we turn to the question of stability of D′[X,Y ] un-
der differentiation. We first note that differentiating an element of G[X,Y ] gives
a generalized vector bundle homomorphism of the respective tangent bundles
rather than simply an element of G[X,Y ] (see [24]). Hence when considering
stability under differentiation we need to take into account this change of cate-
gory.
As a preparatory result, we provide an alternative description of vb-equivalence
for generalized vector bundle homomorphisms of tangent bundles:
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4.4 Lemma. Let E = TX, F = TY and u, v ∈ EVBM [TX, TY ]. Then the
following statements are equivalent:
(i) u ∼vb v.
(ii) Tf ◦ u ∼vb Tf ◦ v in EVBM [TX,R× R
n] for all f ∈ C∞(Y ).
Proof. We first note that by [29], Th. 4.2 it suffices to prove the equivalence
for ∼vb0 instead of ∼vb (i.e., with k = 0 in Def. 1.3 (b) (ii)). Moreover, the
same result establishes (i)⇒(ii) (even for general vector bundle homomorphisms
instead of tangent maps). Conversely, property (i) of Def. 1.3 (b) follows from
Th. 1.2 (ii) since for ϕ a chart of X (hence Tϕ a vector bundle chart of TX) we
have
(Tf ◦ uε − Tf ◦ vε)
(1)
idTϕ(ϕ(p)) = (f ◦ uε − f ◦ vε) ◦ ϕ
−1(p) .
For establishing property (ii) it suffices to note that any vector bundle chart Tψ
of TY is the restriction of some Tf for a suitable extension of ψ (cf. the proof
of Prop. 4.1 in [29]). 2
The above result suggests that to test equivalence of tangent maps of ele-
ments of D′[X,Y ] one should compose with tangent maps of elements of C∞(Y ).
This leads to the following
4.5 Definition. Two elements u, v of HomG(TX, TY ) are called model-vb-
equivalent, if Tf ◦uε−Tf ◦vε converges to 0 distributionally for all f ∈ C∞(Y ).
More precisely, this means that for any chart (ϕ, V ) of X and any f ∈ C∞(Y )
we have
f ◦ uε ◦ ϕ
−1 − f ◦ vε ◦ ϕ
−1 → 0
D(f ◦ uε ◦ ϕ
−1 − f ◦ vε ◦ ϕ
−1)→ 0
in D′(ϕ(V )). Since distributional convergence is stable under derivatives it
therefore follows that for u, v ∈ A[X,Y ], model equivalence entails vb-model
equivalence of the respective tangent maps. As in the local distributional set-
ting, stability under differentiation can therefore be achieved also for D′[X,Y ]
if iterated tangent maps of elements of C∞(Y ) are used for testing equivalence
of derivatives.
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