The task of relation recognition identifies semantic relationships between two named entities in a sentence. In neural network based models, a convolutional layer is often conducted to extract representative local features of a sentence. The convolution operation is implemented through a whole sentence, without considering the structure of a sentence. Because the task to recognize entity relation is processed in sentence level, many ambiguous phenomena (e.g., polysemy) are influential rather than in a document. Capturing structural information of a sentence is helpful to solve this problem. In this paper, a multi-channel framework is presented, which uses two named entities to divide a sentence into several channels. Each channel is stacked with layered neural networks. These channels do not interact during recurrent propagation, which enables a neural network to learn different representations. In our experiments, it outperforms the widely used position embedding approach. Comparing with the state-of-the-art approaches, its performance shows a meaningful improvement.
achieved the performance comparable to, even outperformed, human level [3] , [4] . In the field of natural language processing, it also shows powerful capabilities. Based on deep neural network, performance of many NLP tasks is significantly improved, e.g., Machine Translation [5] , Named Entity Recognition [6] , Question Answering [7] , [8] and Sentence Parsing [9] , etc. Despite all that, many of these tasks are implemented at sentence level, where a sentence often includes only a few words. So the sentence suffer from a feature sparsity problem.
Several problems can be caused by the feature sparsity problem. First, because it is expensive to get labelled evaluation data, the true distribution of a sparse feature is difficult to be obtained. Second, a classifier usually generates a decision boundary to divide samples in a measure space. Sparse feature can not give enough information to map a sample into a measure space. Third, compared to other documentbased tasks (e.g., text classification), sparse feature highlights the importance of structural and semantic information of a sentence. However, the current methods can not capture these information appropriately. Fourth, at sentence level, many language phenomena (e.g., polysemy or ambiguity) are VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ influential than document based tasks. Many term weighting methods assess words based on the raw frequency. It will bring errors caused by polysemy or ambiguity.
In this paper, we present a multi-channel framework. Our intuition is rooted in the fields of image processing, where an image consists of three channels (red, green and blue). Every channel contains an independent description of an image. Each channel is processed with stacked neural network layers. Because each channel does not interact during recurrent propagation, it enables a neural network to learn different representations from each channel. The notion of multichannel has already been widely used in NLP field, such as sentence classification [10] , sentiment classification [11] , word representation [12] and relation recognition [13] , [14] . But they mainly use multi-channel to combine multi-source data as inputs. In our multi-channel framework, a sentence is partitioned into different parts. Each part is processed by an independent channel with stacked neural network layers. It enables each word to learn different representations in the same sentence, which is helpful to capture the structural and semantic information of a sentence.
The rest of this paper is organized as follows. Section II discusses related work about getting structural information of a sentence. Section III discusses our motivation to develop the multi-channel framework. In Section IV, some techniques to represent multi-channel framework are introduced. Section V compares the performance with other existing methods. The conclusion is given in Section VI.
II. RELATED WORK
In the field of natural language processing, various strategies have been proposed to capture structural and semantic information of a sentence. They can be roughly divided into shallow-structured architecture and deep learning architecture.
One popular structural information of a sentence is n-gram feature [15] . The value of n is commonly set as 1, 2 or 3. When n is large, it may lead to a large number of noisy features, which may hurt the performance. The n-gram feature can be combined with syntactic or semantic information (e.g., latent topic variables, or positional information) to generate combined features [16] [17] [18] [19] [20] . Combined features change the distribution of features. It leads to a skewed distribution, which is often helpful to improve performance. Chen et al. [16] , [21] gave a systematic study about combined features. Chen et al. [22] presented a formalized method, named as feature calculus, to generate combined features. Another popular method to generate combined features is the kernel method, which can make use of kernel substitution [23] .
Sequence models (e.g., HMM, CRF and LSTM) are usually used to model the dependencies between words. Given a sentence, a sequence model returns a maximized label sequence to identify linguistic units in a sentence. Because it can detect high order dependency between labels, it is effective to capture the structural information of a sentence. However, some tasks (e.g., co-reference resolution) require the processing of two or more linguistic units, which may be scattered across a document. It is hard to model such cases by a sequence model. Another problem with sequence models is that some non-local features are difficult to be adopted in sequence models [24] . Furthermore, identification of label sequences is not helpful for recognizing nested linguistic units (e.g., named entity, chunking, segmenting or parsing).
Parsing tree or dependency tree is a fine-grained method to model sentence structure. It is based on syntactic theories and provides a theoretical method to study languages. Based on parsing tree, tree kernel methods are widely used to extract information from sentences [25] , [26] . The problem for parsing tree based systems is that their performance is often hurt by inaccurate chunking or parsing [27] . It also suffers from poor performance caused by heterogeneous, noisy and fragmental data. Even in English where a lot of work has been done on chunking and parsing, ''deeper'' analysis (e.g., logical syntactic relations or predicate-argument structure) suffers from poor performance caused by inaccurate chunking or parsing. Therefore, instead of parsing a whole sentence, the local dependency contexts around specific linguistic units are more helpful [27] .
In deep learning architecture, two approaches are usually used to capture the structural information of sentences: position embedding and parsing tree.
Position embedding is the most popular method to capture the structural information for a sentence. For every word in a sentence, position embeddings are generated by transforming their coordinates into distributed representations. Each position embedding is concatenated with its word embedding, then fed into a neural network. Based on position embedding, various network structures have been presented. For example, Zeng et al. [28] used a convolutional neural network, which inputs concatenated word and position embeddings. Santos et al. [29] first learned a sentence representation from word and position embeddings. Then, each representation is multiplied with a matrix to score relation cases. Zeng et al. [30] proposed a piecewise max pooling layer, which is implemented on different parts of a sentence divided by two named entities. Another way to capture sentence structure is to combine an attention mechanism with the position embedding [14] , [31] . Zhou et al. [32] proposed a hierarchical selective attention network for relation extraction under distant supervision. Qu et al. [33] developed a word-leval attention and semantic information from word embeddings of target entities for relation extraction.
In neural network-based dependency parsing, Xu et al. [13] implemented a recursive neural network(RNN) model along the shortest dependency path between two named entities. Xu et al. [34] proposed a CNN model in the shortest dependency path. Some study have shown that the performance could be improved by changing the order of two subpaths [35] . Socher et al. [36] assigned a vector and a matrix to each node in a parse tree. A recursive neural network is implemented from bottom up to generate a sentence representation. Yu et al. [37] presented a factor-based composi-tional embedding model, where a relation mention is decomposed into substructures (e.g., dependency parse tree). Then, the substructure embedding is combined via a sum-pooling layer to generate a sentence representation. Xu et al. [38] used a model to combine syntactic features (the shortest path in a dependency tree) and semantic features (word embeddings) for recognizing relations. Kalchbrenner et al. [39] generated a sentence representation by a k-Max Pooling method, which has the advantage to handle different length of sentences.
III. MOTIVATION
The multi-channel mechanism is fundamental to image processing methods [4] , [40] , [41] . Comparing image processing with natural language processing, they have one thing in common: an image can be disassembled into different granularities, e.g., patches, lines and dots, while a sentence can be disassembled into phrases or words. Current CNN-based methods process a sentence in the same way as to process an image. They convolute through the whole sentence without considering the structure of a sentence. This strategy ignores two important issues. First, words can be ambiguous with multiple senses, and which sense a word takes depends on the context, while the ''meaning'' of a patch in an image is more certain. Due to the ambiguous problem, embedding each word in a sentence into the same representation is not appropriate. The second issue is the representativeness of local features. An image can be zoomed out or zoomed in without too much influence on the understanding. This property indicates that local features of an image is important to support image recognition. Convolutional and pooling layers are effective to capture this property. On the other side, convoluting and pooling through a sentence is not helpful and can lead to the problem that some distinctive features are overwhelmed by other features.
The motivation of multi-channel framework is also originated from the problem of relation recognition, which tries to find semantic relationship between two named entities (or nominals). For example, in the sentence ''Barack Obama is the 44th President of the United State'', it contains two named entities: Barack Obama and the United State. An employment relationship can be identified between them. Because named entities are labelled manually, they can segment a relation mention precisely, which reduces the errors caused by tagging or parsing. Two parameters (named entities) of a relation make a relation mention structured. Chen et al. [16] had shown that, when the n-gram features are combined with the segmentation information, it improves the performance by about 20% in F-score.
Motivated by image processing and relation recognition, we propose a multi-channel method to capture structural and semantic information of a sentence. The main advantage of our method is that it learns different word representations for one word to deal with the issue of word ambiguity.
The multi-channel strategy is not new. It has been widely used in the field of natural language processing. Kim [10] proposed a multi-channel model for sentence classification, where two types of word embeddings are passed into the convolutional layer. One is pre-trained and kept static throughout the training process. The other is tuned via backpropagation. Zhang et al. [11] presented a multi-channel CNN-LSTM model for Twitter sentiment classification, where several filters in the CNN layer are adopted to extract features at different scales. Ruder et al. [42] used a multi-channel to concatenate character embedding and word embedding. Le et al. [12] presented a multi-channel LSTM for word representation. Every word in a sentence has four corresponding embeddings: FastText word embedding, POS tag embedding, WordNet embedding and the character embedding. Each type of embedding is implemented by a Bi-LSTM layer. Xu et al. [13] also implemented a multi-channel approach in the shortest dependency paths. Each channel processes the words, POS tags, WordNet and hypernyms respectively. As discussed in Section I, instead of using sentence structure to learn different word representations for the same word, these methods try to use multiple channels to combine multiple sources.
These approaches have one thing in common. They try to use multi-channel to combine multi-resource, but do not explore the structure of sentence to learn different representations for the same word. In this paper, a multi-channel framework is proposed to explore sentence structure to learn different representations for the same word. Consequently it can capture structural and semantic information of a sentence in relation recognition task.
IV. MULTI-CHANNEL FRAMEWORK FOR RELATION RECOGNITION
In this section, based on the task of relation recognition, we give a formalized discussion about the multi-channel framework.
A. BASIC MODELS
Let s = w 1 , w 2 , · · · be an input relation mention (or mention in short), where w i denotes by the ith word in s. Every word in s is transformed into a word representation by looking up a word embedding table W e . Because the CNNs requires fixed length inputs, longer mention and shorter mentions are trimmed or padded respectively. Let L be the predefined length of sentences, then, the sentence s is mapped into a vector sequence denoted as x = [x 1 , x 2 , · · · , x L ]. The process can be formalized as:
where x i ∈ R H is the embedding of word w i . H denotes by the dimension of word representation. If the size of vocabulary is V , then W e ∈ R V ×H are the parameters of the embedding layer. It can be initialized with random process or pre-trained word embeddings. Let x i:i+K denote by the embeddings [x i , x i+1 , · · · , x i+K ], the convolution operation is implemented as: VOLUME 8, 2020 where W c ∈ R K ×H is the filter of the convolution operation, b is a bias term. f c is a non-linear function (e.g., the hyperbolic tangent), c i has dimension H .
When the convolution operation is iteratively implemented through [x 1 , x 2 , · · · , x N ], it is formalized as follows, where c ∈ R L−K +1 :
The convolution operation is effective to capture local features. It maps a K-gram [x i , x i+1 , · · · , x i+K ] into a high order feature representation. It is accepted that c i can learn semantic or syntactic information of the K -gram [w i , w i+1 , · · · , w i+K ].
To pick up the most informative feature, in the pooling layer, a max operation is implemented through every element of c. It is denoted as:
After the pooling layer, a fully connected layer can be adopted to give a global regulation and a softmax layer outputs the probability distribution over classes. They are denoted as:
where, the fully connected layer implements a transformation represented as W f · p.
To sum up, given a relation mention s, a traditional CNN for relation recognition is represented as: y = Softmax(Conn(Pooling (Conv(Embedding(s) ))))
The parameters of the model is referred as θ = [W e , W c , W f , b]. They are trained by backpropagation and the gradient-based optimisation [43] .
B. EXTENDED MODELS
Many techniques have been presented to extend the basic model. Some of them are listed as follows:
The convolutional layer and pooling layer can be stacked many times to generate higher order features [39] , which can be represented as:
(Pooling(Conv(Embedding(s)))) · · · )))
The residual connection can be used to concatenate highly order features in different level [44] , [45] . It follows the intuition that human recognizes a sentence based on different abstract semantic information. An example of this technique can be illustrated as follows, where ⊕ represented as the concatenation operation.
y = Softmax(Conn(Pooling(Conv(R))))
where R = Pooling(Conv(Embedding(s))) ⊕ Embedding(s) means that Embedding(s) is concatenated with outputs of its convolutional and max operation.
A long short-term memory (LSTM) layer can also be added into the network to capture the dependencies in a relation mention. If the LSTM layer is referred as LSTM (x), the model proposed by Cai et al. [46] can be simply represented as: y = Softmax(Conn(Pooling(Conv(LSTM (R))) ⊕
Pooling(Conv(LSTM (R)))))
where R = Embedding(s).
Many works focus on combining multi-source data in the embedding layer, where word embedding, part-of-speech tag embedding, position embedding or external resource (e.g., WordNet, Wikipedia) were adopted [10] , [12] , [31] . For example, let pos, posit represent the POS and position sequences of s respectively. Then, the model proposed by Huang et al. [31] can be formalized as follows:
where R = Embedding(s) ⊕ Embedding(pos) ⊕ Embedding(posit).
C. OUR MODEL
Our multi-channel model is formalized as follows.
Let s = w 1 , w 2 , · · · be a relation mention, where w i+1 , · · · , w i+s and w j+1 , · · · , w j+t are two named entities in s. Two named entities can divide a relation mention into five parts:
They are referred to as:
and Channel − R respectively (C 1 , C 2 , C 3 , C 4 and C 5 in short). Because every part should have a fixed length, longer mentions and shorter mentions are trimmed and padded too. Then, our multi-channel model is formalized as follows:
represents continuous concatenation from i = 1 to i = 5. In the equation above, C i is same as Embedding(C i ). However, it contains a private lookup table.
Let D = (s (i) : y (i) ) n i=1 denote by the training cases, p i = Pooling(Conv(C i )) denote by the output of a convolutional channel. The network is trained to maximize the log likelihood J (θ ) = logP(D|θ ). Because the softmax layer only normalizes an un-normalized vector into a probability distribution, it has no parameter to learn. The parameters of this model is represented
When learning these parameters, the fully connected layer adjusts the loss through backpropagation in every channel separately. Every channel regulates the parameter independently. They do not interact during recurrent propagation, which enables the same word can learn different representation in each channel.
In Figure 1 , every channel has its own embedding, convolutional and pooling layers (or other types of layers). Comparing to traditional method which has a lookup table for all sentences, the major difference of multi-channel model is that every channel has an independent lookup table. Because every channel does not interact during recurrent propagation, it enables a word to learn different representations in the same sentence.
V. EVALUATION
The task of relation extraction is adopted to evaluate the multi-channel framework. This task tries to find semantic relationship between two named entities in a sentence. Because relationships between entities are directed, the structural information of sentences is very important to support this task. For example, suppose two named entities ''E1'' and ''E2'' in a sentence. If (E1, E2) has a Parent-Child relationship, then, in the same sentence, (E2, E1) is a negative instance. However, two entity pairs share the same lexical features, distinguishing them heavily depends on structural features of a sentence. Another characteristic of relation extraction is that two named entities make a sentence structured. Using two named entities can segment a sentence into several partitions. Each partition is processed by a channel. Because named entities are manually annotated, which enables a high precision. It avoids noise which may hurt the performance. Therefore, the task of relation extraction is a good choice to evluate the multi-channel framework.
In our experiment, the SemEval-2010 Task 8 dataset [47] is adopted to implement the evaluation. The SemEval dataset contains 8,000 examples for training and 2,717 examples for testing. The dataset contains 9 positive relation types and one negative relation type. All experiments adopt the official evaluation metric, which uses macro-averaged F1-score on the 9 positive relation types.
In this section, we first conduct experiments to evaluate our multi-channel method to capture the structural information of a sentence. Then, the multi-channel method is compared with other state-of-the-art methods using the same dataset.
A. ABILITY TO CAPTURE SEMANTIC INFORMATION
In order to visualize our result, instead of a high dimensional word representation, we set the dimension of word representation to 30. We set a lookup table with a random process. Other four lookup tables are initialized with the same values. Under the multi-channel framework, every channel has an independent lookup table to encode their word representations. Because of different context in each channel,a word can be embedded into different presentations in training.Thus it has the ability to capture structure and semantic information in a sentence.
Because Channel − E1 and Channel − E2 contain words only making up named entities, encoding the meaning of a sentence provides less information. Therefore, we choose words in Channel − L, Channel − M and Channel − R for visualization. We collect 9 words, which frequently occur in three partitions (''book'', ''like''', ''work'', ''cause'', ''order'', ''set'', ''hand'', ''company'' and ''world''). After the training process, embeddings of these words are visualized in Figure 2 . In Figure 2 , each word has three representations at the horizontal direction of three channels. The gray value represents the weight of word embedding. The result shows that every word has clearly different representations in three channels. Another phenomenon in Figure 2 is that the ''texture'' of each channel is influenced by the structure of sentence, where Channel − M is dim. Theoretically, ''dim'' word representations are closer to even distribution in a semantic embedding space, which means that semantic meanings of words are more difficult to distinguish.
To further assess our method, we implement a word clustering task independently at each channel to show the semantic drift between words. In this experiment, pre-training word embedding (the Google News embedding) is adopted to initialize lookup tables in five channels, where the dimension of word representation is 300. After the training process, four word representations (''book'', ''company'', ''study'' and ''world'') were collected and set as centralities. The Euclidean distance is adopted to measure the semantic similarity between word representations. For each word, we list their nearest neighbors in three channels. The result is shown in Table 1 .
It can be seen from Table 1 that, for words ''book'' and ''company'', there adjacent words are different between three channels. On the other hand, there is no clear distinction in words ''study''' and ''world''. The reason is that ''book'' and ''company'' have multiple quite different meanings, while meanings of ''study'' and ''world'' are simpler.
Comparing with Figure 2 , where words ''study'' and ''world'' also have very different representations in three channels. But in Table 1 , both of them have similar adjacent words in three channels. For example, the nearest words of ''study'' include ''research'', ''survey'' and ''researchers''.
This result indicates that semantics of these words are drifting in the same manner.
B. EVALUATIONS BASED ON SEMEVAL
We first show the performance of multi-channel model to capture structure and semantic information of sentences. Three models are conducted. They are formalized as: (Conv(Embedding(s) )))),
Softmax(Conn(Pooling

Softmax(Conn(Pooling(Conv(Embedding(s) ⊕
Embedding(p)))))
and Softmax(Conn ( 5 i=1 Pooling(Conv(m i )))) The first is a simple convolutional network, where the convolution operation is implemented through a sentence. It is carried out without any consideration of structure or semantic information. In the second model, position embeddings are concatenated with word embeddings. It is the most frequently used method to capture structural information of a sentence. In order to generate position embeddings, let i and j be positions of two named entities in a relation mention. For a word with position k in a sentence, relative to two named entities, its position is represented as: (k − i, k − j), then embedded into a 25-dimension vector. The third is a multi-channel network. In this experiment, the Google News embedding is also adopted to initialize lookup tables. The length of each input sentence is set as 90. In multi-channel model, the length of each channel is set as 30. The window of convolutional kernel is 7. There are 15 kernels. After the convolutional layer, a max-pooling is adopted. In the output layer, the Adadelta optimizer is adopted. Their performance is shown in Table 2 from Row 1 to Row 3.
From Row 1 to Row 3, it can be seen that implementing the convolution operation on the whole sentence has the lowest performance. The same as n-gram features, convolution operation can capture local features of a sentence. A max-pooling layer picks up distinctive features from local features. Even they are globally adjusted by a full connection layer, it is weak to capture the structural information (or global dependencies) of a sentence. In Row 2 of Table 2 , concatenated with position embedding, the performance increased considerably. This is the most widely adopted approach to use the sentence structural information. In Row 3, the multi-channel approach shows better performance. Another benefit of multi-channel is that it has a reasonable linguistic. Occurred in different part of a sentence, the same word may indicate different semantic meanings.
In Table 2 from Row 4 to Row 7, our method is compared with the state-of-the-art work reported in SemEval-2010 test dataset. Four models are listed for comparison: Deep-CNN, CR-CNN, MV-RNN and SDP-LSTM. Deep-CNN [28] uses a convolutional network to learn a sentence representation, which contains word embedding and position embedding. The representation is concatenated with lexical level features (e.g., WordNet, NERs and left and right tokens of NERs). CR-CNN [29] also learns a sentence representation with a similar approach. Comparing to Deep-CNN, instead of a softmax layer, a pairwise ranking loss function is adopted to perform classification. MV-RNN [36] is a parsing tree based model. In this model, every node of the parsing tree is assigned a vector and a matrix. The matrix is applied to neighboring vectors for generating the vector, which captures the meaning of the constituent. A recursive neural network is implemented from bottom up, which outputs a representation of the sentence in the root node. SDP-LSTM [13] is also a parsing tree based method, where a shortest path between entities is employed. Along this path, four types of information are processed: words, POS tags, grammatical relations, and WordNet hypernyms. For each type of them, along the left and right sub-paths of the shortest path, two LSTM are implemented. It generates eight outputs. They are concatenated and fed into a softmax layer.
According to the approach used to capture structural information of sentence, the above four models can be divided into two categories: position embedding-based (Deep-CNN, CR-CNN) and parsing tree-based (MV-RNN, SDP-LSTM). The first category mainly uses a convolutional network. It is effective to use local features, but weak to capture global dependencies in a sentence. Therefore, position embeddings are more helpful for a convolutional network to capture structural information. The second category mainly adopts a recursive neural network. Comparing to convolutional neural network, it is effective to capture dependencies in a sentence. However, it is commonly implemented on a parsing tree, where external toolkits are adopted to parse sentences. Its performance is also heavily influenced by parsing toolkits, which is still far from perfect.
In Row 5, based on word embedding and position embedding, the CR-CNN model reported the performance as 84.1%. However, its performance is evaluated on test data without the class ''other'', which is very noisy because it contains many different relation types. When the class ''other'' is added, it reported the performance 82.7%.
Comparing with the four existing models, without external resources (POS, WordNet, etc.), our multi-channel approach still received higher performance based on a simple convolutional neural network.
VI. CONCLUSION
Because of the language ambiguous problem, the convolutional operation through a whole sentence is not feasible to capture sentence structure information. In this paper, a multichannel framework is proposed to capture structural and semantic information of a sentence, where a sentence is partitioned into several channels by using specific linguistic units. Each channel contains an independent lookup table tuned in the training process. It enables a word to have several representations, which is rooted in the structure of a sentence. In our experiments, with a simple neural network structure, based on the task of relation extraction, the multi-channel framework has achieved clear improvement on the performance. The conclusion is helpful for many neural network based language processing models.
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