Abstract-A THz imaging system, operating at 346 GHz and tailored for implementation of an imaging algorithm based on the Born approximation, is presented. The imaging algorithm provides focusing by compensating for the antenna footprint. This allows for using a more simple antenna system without optical focusing. Several aspects of implementing an imaging algorithm based on the Born approximation in THz imaging are discussed and key system properties are highlighted. The performance of the imaging algorithm is verified by imaging two simple dielectric targets. The results indicate that this approach provides a qualitative indication of the distribution of contrast in the samples complex permittivity and is a potential complement to existing imaging techniques.
I. INTRODUCTION

I
MAGING in the THz spectrum, i.e., from 300 GHz to 3 THz, has received the attention of both industry and an increasing number of research groups in recent years [1] , [2] . Research has been conducted in a wide range of disciplines, such as security screening [3] , pharmaceutical process control [4] and medical diagnostics [5] . In general, THz imaging systems operate in one of two configurations: Stand-off imaging or sample investigation. Stand-off imaging is used in situations in which it is necessary to be able to observe the target from a distance and covers such applications as security screening [3] and satellite based systems [6] .
Sample investigation is characterized by the availability of samples which can easily be brought to the THz imaging system and the permitted time for measurement and signal-processing is often long compared to stand-off system. The main applications for these systems are biomedical diagnostics [7] , [8] and material sciences [9] , [10] . Common for most systems used for sample investigation is that they employ quasi-optical focusing to produce a focused spot on the sample. As a consequence, a quite complex system of reflectors and lenses needs to be implemented. For biomedical applications, THz images of tissue samples have been suggested as a possible tool for diagnostics. Imaging can be divided between hard and soft tissue types. For hard tissue, THz imaging of bone [11] , [12] and teeth [13] - [16] has been demonstrated.
Soft tissue types have a high water content and since water is highly attenuating at THz frequencies, the use of THz imaging is in most cases constrained to regions less than a millimeter thick. This also implies that the contrast observed is mainly caused by the differences in water content throughout the sample, with the higher water content resulting in a higher attenuation.
In cancer diagnostics, it has been shown that is it possible to distinguish between healthy and cancerous tissue in excised samples of basal cell carcinoma (skin cancer) [17] - [20] , different types of breast cancer [21] - [25] , and other types of cancer [26] . THz imaging for wound monitoring has also been demonstrated [27] , [28] . A number of other applications, in which the hydration level of the tissue is an indication of physiological condition, e.g., cornea investigation [29] , [30] , have also been tested.
At Chalmers University of Technology, a THz imaging system for investigation of soft-tissue samples is currently being developed [31] - [33] . In this system, the focusing is performed in the signal processing, thereby eliminating the need for a large and complicated array of reflectors and lenses for focusing. The imaging algorithm used in this system is based on the first-order Born approximation [34] and the antennas are simple open-ended waveguide probes. Different types of advanced imaging algorithms have previously been suggested for THz imaging systems, e.g., diffraction tomography [35] , [36] optical coherence tomography [37] , CT-inspired systems [38] , [39] , and methods inspired by synthetic aperture radar (SAR) [40] , but these have all been based on the assumption of the antennas being either point sources or the target being so far from the antennas that a plane-wave approximation is suitable. In the present system, the actual antenna patterns are taken into account in order to reconstruct the images.
The first-order Born approximation provides a linear expression for the scattered field resulting from low-contrast scatterers and has previously been applied with success at microwave frequencies, e.g., for ground penetrating radar [41] , [42] . The use of the Born approximation is motivated by the fact that most of the published soft-tissue applications have shown only a low to moderate contrast between the different tissue types. As an example, in [5] , the authors found that the complex relative permittivity of healthy breast tissue is approximately at 500 GHz while the corresponding value for breast-cancer tissue is approximately . In [20] , the properties of skin and basal cell carcinoma (a certain type of skin cancer) were exam- ined, and the complex permittivity found to be approximately for healthy skin tissue and for basal cell carcinoma. With these relatively low contrasts between the healthy and cancerous tissue, the Born approximation is expected to yield satisfactory results.
The imaging system presented here is based on an electronic system topology and is designed for operation at a single frequency. Common ways to implement such systems can be found in [43] , [44] . It is composed of mostly in-house manufactured sub-millimeter wave components combined with a custom assembled IF back-end. Measurements are done at a single frequency and long term stability is crucial since the imaging algorithm is sensitive to phase and amplitude drift. This paper is organized as follows. In Section II, an overview of the system setup is given, which is followed by a detailed description of the electronics in Section III. The antenna configuration, sample holder design, and mechanical scanning are described in Section IV while the imaging algorithm is presented in Section V. Finally, in Section VI, the performance of the system is illustrated using a Mylar target and a leaf.
II. OVERALL SYSTEM SETUP
The system consists of an IF back end and two high-frequency front-end modules, one for the receiver and one for the transmitter. The transmitter front-end consists of the antenna, a broadband Schottky doubler, an HBV varactor quintupler along with an isolator and a coaxial to waveguide transition. The receiver front-end shares its configuration with the transmitter with the exception of the doubler which is replaced by a second harmonic Schottky mixer [45] .
A photograph of the entire measurement setup is shown in Fig. 1 , a close-up of the measurement region in Fig. 2 , and a block diagram of the measurement hardware is shown in Fig. 3 . The IF system creates both the transmit signal and the LO-drive signal for the receive side. The two signals are offset by 1/10 of the first IF frequency by the use of a frequency divider and thus also phase correlated to reduce measurement noise [46] . The first IF frequency, from the output of the sub-harmonic mixer, is then down-converted by an -demodulator to an and DC signal which is amplified and finally detected in the data acquisition system.
The system operates by measuring the amplitude and phase of the 346-GHz signal after transmission through the sample.
Both antennas are open-ended waveguides and mounted on separate mechanical stages, allowing them to move independently in two parallel planes.
III. MEASUREMENT HARDWARE
A common approach for realizing continuous wave (CW) THz systems is up-conversion from microwave frequencies using frequency multipliers for signal generation and sub-harmonic mixers for detection [47] , [48] . This approach is also applied in this system and the system electronics can be divided into two parts; the IF back-end where signals are generated and received and the high-frequency front-end consisting of frequency multipliers and a sub-harmonic mixer. Two CW sources drive the system, one high-frequency synthesizer operating at 34.6 GHz and one low-frequency synthesizer operating at 912 MHz.
A. IF Back-End
The IF back end, indicated by the lower dashed box in Fig. 3 , is constructed around easily available and inexpensive commercial communication components.
Starting at the high-frequency synthesizer, which operate at one tenth of the measurement frequency, the signal is split in two. One part is fed directly to a PA (Spacek SP365- which drives the transmitter high-frequency chain and the other part is fed as LO to an I/Q mixer (Hittite HMC-C047).
The output from the IF reference synthesizer, operating at 912 MHz, is also split in two with one part fed to an in-house manufactured 1/10 frequency divider. The 91.2 MHz output signal of the divider is low-pass filtered (Mini-circuits SLP-150+) and then up-converted to the lower sideband of the 34.6 GHz signal through the phase-splitter (Mini-Circuits ZMSCQ-2-120) and I/Q-mixer (Hittite HMC-C047). The output from the single-sideband modulator is then amplified in a PA (Spacek SP365-35-30) and fed to the high-frequency receiver chain. Since both the transmitter and the receiver chain have a multiplication factor of ten, the transmit frequency will be 346 GHz and the effective LO frequency of the down-converting mixer will be 345.088 GHz, yielding an IF output frequency from the sub-harmonic mixer of 912 MHz. After amplification in an LNA (B&Z BZP102UBX4), the signal is band-pass filtered around the operational frequency to suppress unwanted spurs.
Since the measured signal has the same frequency and is phase correlated to the reference oscillator, the output from the demodulator (ADL 5382) will be two DC signals, corresponding to the real and imaginary part of the measured signal. This heterodyne technique allows an amplitude/phase change caused by the object under investigation to be directly measured using the two DC outputs. After amplification (AD620) and filtering, the two DC vectors are digitalized by a 24-bit DAQ (NI 9239).
B. High-Frequency Front-End
The transmitter outputs approximately 0.5 mW at 346 GHz. The output bandwidth is limited by the varactor-mode multiplier and can be tuned in the region 330-380 GHz. The transmit chain consists of a heterostructure barrier varactor, HBV, quintupler (WASA) [49] and a varistor Schottky doubler (VDI WR-2.8x). The Schottky doubler is a commercial product while the HBV quintupler is manufactured in-house. In addition to the frequency multipliers, an isolator and a coax-to-waveguide transition is used to connect to the IF back-end.
A second-harmonic Schottky mixer, described in [45] , is used to down-convert the 346 GHz measurement signal to 912 MHz. The LO drive is provided by an HBV quintupler identical to the one used in the transmit chain. This gives a compact, high performance receiver module. 
IV. ANTENNAS AND SAMPLE HOLDER
Two identical antennas and one sample holder, all machined in-house, are used in the system. A photograph of one the antennas is shown in Fig. 4 and the plastic sample-holder is shown in Fig. 2 .
A. Antennas
Two main concerns were addressed during the construction of the antennas and sample holder: standing waves and accuracy of modeling. In the type of setup used here standing waves between different parts of the system pose a severe problem for accurate measurements. Therefore, great care must be taken in the design of all components in the proximity of the measurement region. The antennas are required to be mechanically stable while at the same time giving rise to a minimum of standing waves in the system. This has led to the conical design seen in Fig. 4 , in which the sloped front deflects incoming electromagnetic fields.
The antennas also need to be simple to model accurately. The reason for the modeling constrain is that the entire measurement area including both antennas and the sample in the sample holder must be included in the same EM simulation. The open ended waveguide fits this purpose since it is simple in construction and has a broad beam.
The sample holder is constructed from a non-conducting machine plastic (PTFE) in order to not introduce large metallic objects in the measurement region. Two pieces of standard 50-by-75 mm sample glass with a thickness of approximately 0.99 mm (Corning Soda Lime Glass 0215), intended for optical microscopy, fixes the sample to the measurement position. To further reduce reflections in the setup, absorbers were mounted on the base of the antennas to dampen waves originating from the antenna mounting structure and the sample holder and glass.
Since the antennas have a broad beam the maximum coupling is as low as 20 dB, when the antennas are positioned in front of each other with two pieces of sample glass in between. This situation is illustrated, with the addition of a Mylar target, in Fig. 5 .
B. Mechanical Positioning and Alignment
In order to obtain measurement data from multiple antenna positions, a 4-axis mechanical stage is used. The layout consists of two x-y stages, composed of totally four linear slides with lead screw drives (Velmex BiSlide), enabling the transmitter and receiver to move independently in two parallel planes. Measurement data can be collected from arbitrary antenna positions, within the two planes of movement.
The absolute positioning accuracy is important, since the imaging algorithm assumes the positions of the antennas are known. The specified positioning accuracy of the linear slides is 4 m and the straight-line accuracy is specified to 76 m along the entire travel distance. The accuracy of the alignment has been verified across the typical measurement area, approx. 20 by 20 mm.
The exact position of the sample-holder is the only mechanical parameter that changes slightly between measurements, due to the fact that the holder is removed and reassembled with a different sample. A laser profile measurement scanner (Acuity AP620-35C) is used to accurately determine the position of the sample-holder in relation to the two antennas prior to each measurement. The scanner is shown at the top of Fig. 1 . This procedure is necessary in order to update the EM model for every mounted sample.
V. IMAGING ALGORITHM
As mentioned in Section I, an imaging algorithm based on the first-order Born approximation is used for processing the images in the system. The aim of using this algorithm is twofold: First, the algorithm should compensate for the relatively broad beam of the open-ended waveguide antennas. Second, the algorithm should provide information of the complex permittivity of the sample under investigation.
A. Scatter Signal
To formulate our imaging algorithm, it is necessary to derive an expression for the signal change caused by a scattering object in our system. To this end, it is useful to start by observing the electric field. The total electric field at a given point can be written as the sum of the incident field , and the scattered field , that is,
The incident field is the field in the system when there is no scatterer present in the imaging domain while the scattered field is the perturbation of the total field caused by the presence of a scatterer in the system. The imaging domain is the region of the imaging system in which the sample is positioned, i.e., the volume between the two glass plates in the sample holder.
Using the volume integral equation [34] and the time notation , the scattered field can be expressed as a function of the contrast function using (2) In this expression, is the imaginary unit, is the dyadic Green's function [50] and is the object function [34] given by (3a)
Here is the complex permittivity (3b) with and being the real-valued permittivity and the effective conductivity, respectively. Subscript bg indicates the known background values. Hence, is the scaled contrast of the complex permittivity and the expressions in (1)-(3b) provide an expression for how the electric field at the antennas change when a scattering object is positioned in the imaging system. The aim of using an imaging algorithm is to extract the distribution of throughout the imaging domain.
Since the system does not measure the electric field, but rather returns the and voltages measured by the DAQ on the output of the mixer, it is not possible to use the expressions in (1)-(3b) directly. Instead, the expressions must be rewritten in terms of the measured signals. To achieve this, the measured signal is written as (4) where is the total signal, is the incident signal and originates from the incident field, i.e., it is the signal measured with an empty imaging system. Similarly, is denoted the scatter signal and is the part of the total signal which originates from the scattered field. The two position vectors and indicate the positions of the receive and transmit antennas, respectively.
The scatter signal can be expressed in terms of the object function as
is the field in the imaging system when the transmitting antenna is transmitting while is the field which would be present in the system if the receiving antenna was acting as a transmitter.
The complex scalar is a system-dependent variable which, among other things, are dependent on the electrical length from the antenna to the DAQ and the attenuation and amplification in the system. For a rectangular waveguide operating only with the mode, the value of can be found by applying the reciprocity theorem. This approach has previously been applied in [51] and [52] for systems being fed through coaxial lines. Under the assumption of the signal S being the commonly applied S-parameter, i.e., the ratio between the output from the receiving antenna and the input on the transmitting antenna, the following expression holds for : (6) In this expression, is the wave impedance of the waveguide for the -mode and and are the length of the long and short side of the rectangular waveguide, respectively. The quantities and are the amplitudes of the incident electric field in the waveguide which results in the fields and in (5), respectively.
B. Linear Inversion Based on the Born Approximation
The expressions given in (4), (5), and (6) provide an expression for the total measured signal as a function of the object function . However, because the total field is in itself a function of the object function, the inverse problem to be solved for determining the object function is nonlinear. Solving such a problem is a non-trivial and computationally expensive task.
Instead of solving the nonlinear inverse problem, however, it is possible to reformulate the problem. For low-contrast targets, the value of is low and hence the scattered field is weak compared to the incident field. This implies that the total field in the imaging domain is approximately the same as the incident field, i.e.,
This simplification is known as the first-order Born approximation [34] and by applying it, the following expression is obtained for the relation between the measured signals and the object function (8) Since neither of the incident fields in this expression depend on the object function, the inverse problem of determining is now a linear problem.
The positions of the antennas, as well as the geometry of the empty imaging system, are known which implies that the incident fields from the transmitting and receiving antennas in (8) can be calculated with an EM solver. When doing this, only the waveguide structure of the system is modeled and the measured signals must therefore be calibrated to be used with the calculated fields. The calibrated signal is given as (9) where is the calculated S parameters for the empty system, corresponding to the calculated value of normalized with the input to the transmitting antenna.
The final step in the derivation of the imaging algorithm concerns the discretization of the imaging problem. This discretization is performed by dividing the imaging domain into voxels in which the object function is assumed to be constant. Hence, the values of the object function may be expressed as for (10) with being the volume covered by voxel . The measurements are performed with the transmitter and receiver positioned at a number, , of discrete positions and thus does not require an explicit discretization.
By combining (8) and (9), a set of linear equations can be created and used to set up the matrix equation (11) In this expression, is a column vector holding the calibrated measured signals and is a column vector holding the unknown discrete values of the object function. The matrix has rows and columns whose elements are given by (12) where and are the positions of the receiving and transmitting antennas, respectively, for measurement .
From (8), it is clear that the measured scatter signal is a convolution of the contrast in complex permittivity with a kernel consisting of the product of the two fields and . Hence, the imaging algorithm can be seen as a deconvolution operation in which we seek to reconstruct the finer details of , which are not visible in the raw measurement data. The deconvolution consists of solving (11) for the unknown vector . Solving this problem is made difficult by the fact that the problem is ill-posed and underdetermined since the number of voxels in the imaging domain is often much greater than the number of measurement points. This can, of course, be remedied to some extent by choosing fewer voxels in the imaging domain and by increasing the number of measurements.
To solve the problem, the iterative conjugated gradient least squares (CGLS) algorithm [53, Sec. 6.3 ] is applied and the number of iterations used in the algorithm is determined by applying the L-curve criterion [53, Sec. 4.6] . The most time-consuming part of the imaging algorithm is the calculation of the incident fields which takes several hours. Assembling the coefficient matrix and solving the linear problem (11), on the other hand, takes no more than a couple of minutes.
VI. RESULTS AND DISCUSSION
In this section, a number of results will be presented and discussed. These are centered on noise and stability measurements performed with the system, as well as examples of images created with the system.
A. Noise and Stability of the THz Imaging Hardware
The noise performance of the system has been measured using a standard Y-factor measurement approach. To this end, a liquid-nitrogen and a room-temperature load was quasi-optically coupled to the receiving mixer through a corrugated horn. The room-temperature load is constructed as an absorbing chopper and is also used to switch between the hot and cold load. Since the final mixer adds a DC-offset term to the recorded signal it was excluded from the measurement setup during noise measurements. Instead, a power meter was connected to the IF comb-line band-pass filter and an additional LNA was connected to adjust the power level to the range of the meter. Since the original LNA, still attached directly after the mixer, has an amplification of approximately 30 dB, the effect on the measured noise temperature from the addition of an extra LNA is negligible. A Y-factor of 0.34 dB was measured corresponding to a receiver DSB noise temperature of approximately 2600 K. The LNA noise temperature was measured to approximately 100 K and an estimated mixer conversion loss of 10 dB yields a mixer noise temperature of approximately 2100 K DSB.
The overall noise performance of the system provides a dynamic range of 45 dB, which is adequate for imaging of the targets used in this paper.
Since the imaging algorithm is sensitive to system drift, a five hour long stability measurement was performed with the receive and transmit antennas placed opposite of each other and two pieces of sample glass in the sample holder. The result from the five-hour long measurement is presented in Fig. 6 . The total phase variation is in the order of approximately 3 deg with a slow negative drift during the measurement. The amplitude is varying within approximately 0.1 dB, with a periodicity of 40 min and no noticeable drift during the measurement. The slow oscillation is believed to originate from some slow thermal cycle in either the bias supplies or one of the synthesizers. Overall the stability of the measurement system is very good.
B. Imaging Examples
A number of different targets have been imaged with the system and processed with the proposed imaging algorithm. In this paper, images of two different targets will be presented. One consists of a Mylar sheet in which a cross has been cut while the other consists of a leaf.
The Mylar-sheet target has been chosen since it provides two well-defined uniform regions; the Mylar sheet and the air in the cut. Mylar sheets have previously been applied for tests by other others, both for validation of measurements and for fabrication of meta materials and has a reported relative permittivity of approximately 2.8 at 346 GHz [54] , [55] .
The Mylar target consists of 0.12 mm thick Mylar sheet in which a cross has been cut with a scalpel. A photo of the target is shown in Fig. 7 . Data was acquired by scanning the transmitter and receiver across an area measuring 10 mm by 10 mm in steps of 0.2 mm. For each transmitter position, one receiver position was used, that is, the receiver was kept directly in front of the transmitter throughout the scan.
For the image processing, the incident fields were calculated using a model consisting of a full model of the antennas, two sheets of glass with a real-valued relative permittivity of 4, and a sheet of Mylar with a real-valued relative permittivity of 2.8. The commercially available EM simulation software CST Microwave Studio was used to calculate the incident fields.
The imaging domain, i.e., the volume filled by the Mylar sheets, was discretized into voxels measuring 0.1 mm in the and directions. The contrast is assumed constant in the z direction, resulting in a voxel length equal to the thickness of the Mylar sheet (0.12 mm).
The normalized absolute value of the kernel of (8), i.e., the elements of the matrix , is plotted in Fig. 8 . Here, the coordinates are given relative to and position of the antennas and the values are plotted on a dB scale . From the plot it is seen that the values which are within 3 dB of the maximum values cover an elliptical area of approximately 2 mm by 1 mm in size. Hence, measured signal at any given location contains information about a relatively large area in the imaging domain.
In Fig. 9 (a), the measured amplitude is plotted as a function of the position of the transmitting antenna. In Fig. 9 (b) and 9(c), the real and imaginary parts of the contrast in relative permittivity are plotted.
A number of interesting features should be noted in these images. First, in the plot of the measured amplitude, the amplitude of the signal is seen to be approximately 5.7 V when the antennas are placed above the Mylar and approximately 3.5 V along the inside of the edges of the cut-out cross, corresponding to a change in the signal level of 4.2 dB.
This indicates that the scattered field caused by the air in the cut-out cross is not much weaker than the total field, which was assumed during the derivation of the imaging algorithm.
Second, in the plot of the measured amplitude, the highest voltages are measured over the Mylar along the edge of the cut-out cross while the lowest voltages are measured along the edges over the air gap. This is particularly pronounced at the corners of the cut-out cross where the overall maximum amplitudes are measured.
In the processed images, the cross is much more uniform and well-defined than in the plot of the raw amplitude. It is also noted that the contrast is larger in the real part than in the imaginary part. This corresponds well with the fact that both the Mylar sheet and the air in the cut-out cross have almost no loss. Also, it is noted that the real part of the contrast in permittivity in the cross is negative, which corresponds well with the fact that air has a lower permittivity than Mylar. However, a contrast in relative permittivity of approximately 4 is too much since the real contrast is only 1.8, corresponding to the difference between the relative permittivity of Mylar and air.
This overshoot in contrast is likely a result of the assumption of low-amplitude scattered field not being fulfilled, but discrepancies between the modeled incident fields and the actual incident fields may also be a contributing factor.
It should also be noticed that the effects of the edges observed in the raw data, with high values on the Mylar side and low values on the air side, are not present in the processed images. Here, both the real and imaginary parts of the contrast show The second imaging example, which will be presented in this paper, is an image of a leaf. A photo of the leaf is seen in Fig. 10 . Leaves have previously been used as test targets for THz imaging and spectroscopy systems by several authors, e.g., [56] - [59] . Leaves generally have a higher water content, and thus absorption, in the veins than in the mesophyl. In Fig. 10 , the veins are visible as the dark lines while the yellow and brown colors of the mesophyl are due to the fact that the leaf was picked from a tree in the autumn.
The measurement of the leaf was performed by scanning the transmitter and receiver across the sample in steps of 0.2 mm in both the and directions. A region of 16 by 16 was imaged and the receiver was kept exactly on the opposite side of the sample from the transmitter. The leaf was positioned between two glass plates, each 0.99 mm thick, and at the center of the imaging domain, the total thickness of the leaf and the two glass plates was measured to be 2.534 mm.
In the model used for calculating the incident fields, the empty system was modeled with two glass plates with a real-valued relative permittivity of 4 on both sides of the imaging domain which was assumed to be 0.554 mm thick and have a background permittivity of 3. A real-valued background permittivity of the imaging domain was chosen because the leaf was picked in the autumn with a relatively dry, and hence low-loss mesophyl.
For the reconstruction of the images, the imaging domain was divided into voxels measuring 0.1 by 0.1 in the plane. The contrast was again assumed to be constant in the direction, yielding a length of the voxels of 0.554 mm.
In Fig. 11(a) , the measured amplitude is plotted as a function of the position of the transmitting antenna. In Fig. 11(b) and 11(c) , the real and imaginary parts of the contrast in relative permittivity are shown.
Similar to what was observed for the Mylar target, a significant difference is observed in the measured amplitude for different regions of the image. When the antennas are positioned above the most dry regions of the leaf, the amplitude is as high as 4.6 V while the amplitude measured when the antennas are positioned above the veins of the leaf is as low as 0.3 V. This corresponds to a change in amplitude of more than 23 dB, indicating that the assumption made in (8) about the total field being approximately equal to the incident field, is not accurate. However, in the processed images shown in Fig. 11(b) and 11(c) it is seen that the processed images do indeed show the structures of the leaf. And they also show that the contrast in relative permittivity is dominated by a negative imaginary part along the veins of the leaf. This is to be expected since the water content is higher in the veins than in the mesophyl and a negative contrast in the imaginary part of the permittivity indicates an increase in the loss.
C. General Remarks
In both of the imaging examples presented here, the change in the measured amplitude is so large that the assumption of the total field being equal to the incident field is a poor approximation. However, the processed images are in both cases informative since they show whether the contrast is predominantly in the real or in the imaginary part of the relative permittivity and also show whether this contrast is positive or negative. Hence, although the images are not true quantitative images from which the electromagnetic properties of the samples can be extracted, they do provide useful information about the contrasts in the samples.
To obtain more accurate estimates of the contrast, work is currently being carried out on improving the accuracy of the computational model used to calculate the incident fields in the imaging domain. This includes both better modeling of the antennas and a more accurate estimate of the permittivity of the glass and permittivity of the background in the imaging domain. Although the Born approximation will still be limiting the ability of the algorithm to reconstruct the true values of high-contrast targets, it is believed that an accurate electromagnetic model will allow for the extraction of the true permittivity values for low-contrast targets, such as cancer samples.
The currently achieved resolution compares well with existing techniques. By introducing multiple voxels in the z-direction and multiple receiver locations for each transmitter location the proposed technique allows for reconstruction of 3D images with the same resolution in both the x-, y-and z-direction.
Since this in an experimental system, partially constructed to test in-house hardware designs, the operating frequency is likely to increase as new hardware for the front-ends is developed. Also, currently the mechanical stage is not optimized for speed. Therefore, a typical measurement containing 10 000 sample points takes approximately one hour. A measurement time of a few minutes or less is realistic with a re-engineered mechanical stage.
VII. CONCLUSION A THz imaging system operating at 346 GHz has been developed. The system consists of a single transmitter antenna mounted on the opposite side of the sample under investigation from a single receiver antenna. The antennas are mounted on mechanical stages, which allow them to be scanned across the sample.
The antennas used in the system are simple open-ended waveguides. These antennas have a relatively broad beam, resulting in a poor focus in the imaging domain. To remedy this, and to extract more information about the scatterers than what is immediately available from observing the raw measurement data, an imaging algorithm based on the first-order Born approximation has been implemented. This algorithm was shown to improve the resolution of the images as well as provide useful information about the contrast of the samples.
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