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l OS（Operating System）：OS/360 に対抗する形で，Unix（UI，OSF）と Windows（マ
イクロソフト） 
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BUNCH と呼ばれた Burroughs，UNIVAC，NCR，CDC，Honeywell は敗退した．一方，日
本では日立・富士通は IBM 互換路線で生き残り，NEC は独自路線を歩み，三菱・東芝・
沖は敗退した．国（当時の通産省と電電公社（DIPSa））の強力な梃入れもあり，NEC を含
め日本の国産３社は IBM につぶされずに存続し，成長した． 





                                                   
a Dendenkosha Information Processing System 
b Online Transaction Processing 
c Complementary Metal Oxide Semiconductor 





































                                                                                                                                                               
d NECのメインフレーム機ならびにOSの名前．ACOSは，「advanced comprehensive operating system」
および「advanced computer system」の頭文字に由来．パラレル ACOS は，1994 年に発表された並
列処理を行うメインフテーム機並びに OS の名前 
e Main Frame Replacement 









4. 多様なアプリケーション（ERP（Enterprise Resource Planning），カスタム，ASP



























































l OMCS のアプリケーションフレームワーク構築技法 
l 見える化を徹底したプロジェクト管理技法 
以下の 1.2.1.1.から 1.2.1.3.の各節にて，本研究で構築したこれら３つの技術の概要を記
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述する．これら各技法の説明の中で，それまでの技術との相違を明確になるように記述す


























































































1.2.1.1 から 1.2.1.3 で述べた OMCS の構築方法論で，こららの特性がいかに達成された
かは，第２章以降で記述する． 
ただし，1.2.1.1 から 1.2.1.3 で述べた構築方法論は，いかにこれらの特性をシステム中に
埋め込むかの手法であり，１つの手法だけで各特性が実現されるものではない．すなわち，
プラットフォームの設計は，1.2.1.1 の「システムモデルによる構築技法」や 1.2.1.2 の「OMCS







で記述している．なお，1.2.2 節で述べる OMCS の代表的システム事例でのミッションク
リティカル（MC）性の達成度は，5.4 節の表 17 にまとめた． 
 







図 2：代表的 OMCS システムモデルの変遷 
  
l 大規模バッチモデルは，通信業顧客料金システム（事例：NTT の FITS 他）に代
表されるシステムで，超並列バッチ処理（３億呼/日，6 万バッチ/日)，24 時間 365
日無停止無人センター運用，マルチセンター管理(激甚対策)等の特徴を持つ． 




l ERP（Enterprise Resouce Planning）システムモデルは，リアルタイムマネジメント
システム（事例：NTT ドコモの DREAMS 他）と呼ぶべきもので，CORBA（Common 











l HUB 統合モデルはメガバンク・メガ損保でも採用された HUB システム（事例：
三井住友銀行他）に代表されるシステムで大規模 HUB 群（48 サーバ）による リ
アルタイム連携，24 時間無停止，高性能（1000 件/秒），多様な営業店端末接続（マ
ルチチャネル接続）等の特徴を持つ． 
l 大規模 SPF（Service PlatForm）モデルの超並列モデルは，超大規模 ISP





l 大規模 SPF（Service PlatForm）モデルの PSA(Parallel Stream Architecture)システム
モデルは，通信事業者の加入者料金計算をリアルタイム化するために開発された
技術で，世界最大規模のビリングシステム（料金システム）の構築に貢献した（事




l クラウドシステムモデルは G1：Global One と呼ばれる世界最大規模〔当初目標：
NEC12 万人，NEC グループ 113 社（国内 78 社，海外 35 社）〕の NEC のプライベ
ートクラウド（2010 年 10 月稼動）をベースとしたもので，グループ共通の経営
基盤として集約化された共通業務インフラを構築，標準システムは独 SAP AG 社
のパッケージ製品 SAP/R3 および Windows/SQL Server 2008 で構築，グローバル
集中監視／運用により，運用コストの削減と高品質な運用を実現等の特徴を持つ． 
 




                                                   
f HUB とは，スター型 LAN を構成する際の集線装置のことであるが，IT システム構築の場面では，
複数のシステムを繋ぐ役割を持ったサーバ等を「HUB サーバ」の様に呼称する． 














































ムの利用が増え，NEC でも 2 年かけて社内基幹システム（G1：Global One）を，
独 SAP AG 社のパッケージ製品 SAP/R3 で構築し，ERP（Enterprise Resource 
                                                   
g システムをプレゼンテーション層，アプリケーション（AP）層，データベース（DB）層の３つ
の層に分解することにより，それぞれの層の独立性を高め，柔軟なシステム構築を可能とする考え
方．Open Environment Corporation (OEC)の John J. Donovan 氏により提唱された． 







モデルは 6.2 節で述べる様に今後のクラウドプラットフォームや日本の IT 産業再生のため





l 世界最大級のモバイル ISP（Internet Service Provider）システムを実現した超並列
システムモデル． 
通信キャリアが提供するメール，インターネットアクセス等を実現する，巨大 ISP
（Internet Service Provider）システムをモデル化したもの 
l メモリデータベース（DB）を活用したスーパーOLTP（OnLine Transaction 
Processing）を実現する PSA（Parallel Steram Architecture）システムモデル． 










1.3 OMCS 構築技術の重要性と将来展望 
本研究によって確立された OMCS 構築技術は，実際に NEC における大規模基幹システ
ムの開発を成功に導き，OMCS ビジネスの展開に繋がっている．以下，主な事例を紹介す
る． 




l NTT ドコモのｉモードシステム  
超並列システムモデルが採用されたシステムである．世界最大級のモバイル ISP
システムである NTT ドコモのｉモードシステムとして，稼働率６ナイン
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（99.9999％）を達成した．当時のグーグルの稼働率３ナイン（99.9％）に比して，
顧客のみならずパートナー各社（NTT データ，HP 等）から高い評価を得ている． 
l NTT ドコモの世界最大級のビリングシステムや株価配信システム 




クラウドシステムモデルが採用されたシステムである．NEC は G1：Global One
と呼ばれる世界最大規模〔当初目標：NEC12 万人，NEC グループ 113 社（国内




（CODC：Cloud Oriented Data Center）を 2009 年に提唱し，同年，第 52 回日刊工
業新聞十大新製品賞・本賞を受賞している[8]．なお，G1 システムは，業務プロ
セスと IT システムの両面から，卓越したプロセス改革を実践していることが評価
され，日本企業として初めて 2010 年の Process World 2010 にて Business Process 
Excellence Award2010 を受賞している[9][10][11]．さらに 2011 年には「ONE NEC
を実現するグローバル経営システム改革」として社団法人企業情報化協会（IT 協
会）の IT マネジメント賞を受賞している[12]． 
 
NEC は，OMCS 構築技術により，以上を含め，種々の新しい基幹系システムを開発し，
約 10 年間（2002 年～2010 年）で約 1.5 兆円の OMCS ビジネスを生み出した．これは当時

































本論文では，以下の各章で OMCS 構築技術の中核となる以下の技術について述べる． 
l システムモデルによる OMCS 構築技法（第２章） 
l OMCS アプリケーションフレームワーク構築技法（第３章） 
l 見える化を徹底したプロジェクト管理技法（第４章） 
l OMCS 実施事例としての評価（第５章） 
特に第５章では，以下の代表的システムモデルについて述べる． 
l オープンバンキングシステムを実現した超高信頼性システムモデル（5.1 節） 
l 世界最大級のモバイル ISP（Internet Service Provider）システムを実現した OMCS
の超並列システムモデル（5.2 節） 
l メモリ DB を活用したスーパーOLTP（OnLine Transaction Processing）を実現する
OMCS の PSA（Parallel Stream Architecture）システムモデル（5.3 節） 
l 結言（第６章） 
本研究の成果をまとめると同時に，今後のソフト・サービス事業において新しい事
業領域を創造するためにも OMCS 構築技術が重要である事を論じる． 
 




















                                                   
h HUB とは，スター型 LAN を構成する際の集線装置のことであるが，IT システム構築の場面では，
複数のシステムを繋ぐ役割を持ったサーバ等を「HUB サーバ」の様に呼称する． 








x : Sｉｚｉｎｇ Factor
y : System Configuration






































                                                   
i システムをプレゼンテーション層，アプリケーション（AP）層，データベース（DB）層の３つの
層に分解することにより，それぞれの層の独立性を高め，柔軟なシステム構築を可能とする考え方．
Open Environment Corporation (OEC)の John J. Donovan 氏により提唱された． 
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2.3 OMCS で新たに実証されたプラットフォーム構築技法 






























































































































（１） 要件カテゴリ 2.3.2 節のミッションクリティカル（MC）性を構成する六つの特性
毎に要件を定義したもの 
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上記３つのレベルを具体例で示す．要件カテゴリのうち，特に重要だと思われる高可用






      ・かつ、ＮＩＣ障害に伴うサービスダウンタイムは数秒とし、 
    ・ＴＣＰのリトライによち業務継続可能であること。 
② 大項目：システムの予期せぬサービス停止は可能な限り短くすること 























ラスタウェアである HA シリーズ（製品名）と，更に HP 社製のクラスタウェアである HP 
Serviceguard の連携で実現され，②については Oracle 社の RAC (Real Application Clusters)
機能により実現され，③については，BEA 社（Oracle 社と合併．現 Oracle 社）のオンライ
































































































































































図 9 に３つのレベルからなるプラットフォーム構築アプローチの概念を示す． 
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てきた．これらの活動成果を時系列に描いたものが，図 12（第１章 1.4 節の図 3 の再掲）
である．図 12 中の＊は特に重要なシステムモデルで第５章に詳しく説明されている 
 








ステムモデルに関しては，第１章 1.4 節に概説した． 
 






















ラムアーキテクチャによるオープン勘定系パッケージ BankingWeb21（BW21） (9M Step)
等の特徴を持つ．３層アーキテクチャ（3 Tier Architecture）に HUB 層を新たに付加した構
造pが決定され，結果，ここでは新たに HUB ユニットが追加されている． 
                                                   
o Web ブラウザの高機能化に伴い，プレゼンテーション機能は Web ブラウザを共通で利用する考え
方が普及し，それに伴い，３層アーキテクチャ（3 Tier Architecture）のアプリケーション層を
Web サーバ並びに Web サーバ上のアプリケーションで実現する考え方が出現した．これを Web 三層
アーキテクチャと呼称している．この Web サーバ並びに Web サーバ上のアプリケーションの実行環
境が WebAP ユニットである 
p データセンター内に，HUB 層，アプリケーション層，データベース層の三層が存在することから，



















図 13：WebAP ユニットの構造 
図 13 は WebAP ユニットの構成図である．HA ユニットにハードウェア（HW）やソフ
トウェア（SW）が追加されて作られている．ここにロードバランサーとは，外部からの要





Transaction Processing）ユニットや，Web 三層アーキテクチャの中間層である WebAP ユニ

















































テムモデルを Extension と呼んでいる． 
システムモデルの拡張の流れを纏めてみると，以下の様になる．そのイメージを図 14







Basis から Extension へと拡張されてきた．昨今は，パッケージアプリケーションプログラ
ムの利用が増え，NEC でも 2 年かけて ERP（Enterprise Resource Planning）領域の社内基幹
システム（G1：Global One）を独 SAP AG 社のパッケージ製品 SAP/R3 で構築した．これ
に伴いパッケージを利用する ERP（Enterprise Resource Planning）領域のシステムモデルを
規定し，これをパッケージ型と呼称することとした．これも規定の範囲の拡張の一例であ
る．（図 14 における「システムモデルの規定範囲の広がり」で示す拡張） 












（Internet Service Provider）システムをモデル化したもの 





図 15 は，超高信頼性システムモデルのイメージ図であり，図 16 は，超並列システム
モデルのイメージ図，図 17 は PSA（Parallel Stream Architecture）システムモデルのイメー
ジ図である． 
































コンテナ転送機構 PSM：Parallel Stream Monitor
TAM：Table Access Method
 









① 既存ユニット 100%流用のケース（＝システムモデル全面適用） 
② 構成要素の変更に伴うユニットの改造が発生するケース 


































































































































































l 実施メンバー  最大 50 名 
l 事前準備期間   ２０ 
l 設計   ２０ 
l 構築   １０ 
l 評価   ２５ 
l 分析   ２５ 





l 実施メンバー  最大 20 名 
l 事前準備期間   ８ 流用部分の削減効果は大きいが，一部要件に違いが 
    あったことにより増加（完全流用ではなかった） 
l 設計   ８ 一部新たな設計が必要であった部分を含む 
l 構築   ９ 構築自体のコストはあまり変わらなかった 
l 評価  １５  流用部分の工数削減効果が大きい 
l 分析  １１  流用部分の工数削減効果が大きい 
l 合計  ５１ 2003 年のケースの約 1/2 
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この事例では，システムプラットフォームの構築工数を約 1/2 に削減できた． 
 
2.5.2 WebAP ユニット 
WebAP ユニットの構築例を示す．昨今のインターネットを介したやり取りは，WWW ブ
ラウザの GUI（Graphical User Interface）を利用したインタフェースが主流であり，携帯電
話やスマートフォンでの利用形態も例外ではない．その処理を具現化する WebAP ユニッ
トは非常に重要なユニットの１つである． 
当初作られた WebAP ユニットは，商用 Unix をベースに検証されたが，昨今のシステム
価格低減の要求に従い，Linux 版の開発が求められた．その Linux 版の開発時とその後の
システムモデル適用時の工数比較（相対値）を示す． 
（１） Linux 版開発時 
l 実施メンバー：マネージャ１人＋熟練担当３名 
l 事前準備期間  １２ 商用 Unix 版のミッションクリティカル（MC）性要件 
     整理は流用できたので，この工数で済んでいる． 
    Linux 版にするために，製品選定から実施． 
l 設計  １６ 
l 構築  １２ 評価の結果，後戻りがあってやや増加 
l 評価  ３０ 初評価の製品群なので時間がかかっている 
l 分析  ３０ 商用 Unix 版との比較分析が行えたので，この工数で 
    済んでいる．全く新規の評価の場合にはもっと工数が 
    かかるだろう． 
l 合計        １００ 
（２） Linux 版流用時 
l 実施メンバー：担当３人（マネージャーのスポット支援あり） 
l 事前準備   ０  既に確立したユニット故，０ 
l 設計   ０  同上 
l 構築   ８ 
l 評価  １２ 
l 分析  １２ 





で工数が 1/2 に削減できることが期待できる． 
 
2.5.3 大規模 ISP（Internet Service Provider）システムにおけるスパイラル開発の
効果 
また，スパイラル開発の事例として，大規模 ISP（Internet Service Provider）システム
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（NTT ドコモのｉモードシステム）の性能検証のケースを以下に示す． 
l 商用機の 1/4 の相似形を構築し大規模環境(サーバ 202 台)の検証，チューニングを実
施 
l 5 回のスパイラル検証，チューニングにより検証の漏れを徹底排除 
①単体（擬似アプリケーションプログラム（AP），実 AP) → ②隣接コンポーネン
ト間 → ③主要サービスルート → ④システム全体(試験機) → ⑤システム全体
(商用機) 
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テムモデルとの融合により，大規模基幹システムの構築にも十分活用できる．2.4 節で触






























l 現在グーグル等のサービスを支える Web Scale Technology や大規模 DWH（Data Ware 
House）は検索中心であるが，真のリアルタイム経営のための新しい OLTP（OnLine 
Transaction Processing）向けのシステムモデルは，PSA（Parallel Stream Architecture）
型を発展させた大福帳システム（更新型 DWH）になると考えており，それが新た
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t Standardized Technology and Engineering for Programming Support II 
          - 55 - 
 
 











方法論として，Data Oriented Approach（DOA）や OT が採り上げられた時期であり，「部
品化」の議論とも相まって， 
 → データに付随するビジネスルールを部品とする 
→ トランザクション Control と Data を部品とする 
→ Responsibility から部品（クラス）を抽出する 



















































































（MDA：Model Driven Architecture)（参考文献[31]）がある．MDA とは，図 23 に示すよ
うに，実装に依存するモデルである PDM (Platform Dependent Model)と，実装に依存しな
いモデル PIM (Platform Independent Model)を用意し，それらのモデル要素間のマッピン
グによってターゲットプラットフォーム上のアプリケーションを実現するというものであ
る．例えば，PIM を実装に依存しない業務構造のモデルとし，PDM を実装に応じた，例え









なお，MDA (Model Driven Architecture)は本来，技術の進展が激しい PDM(Platform 












































そのために，OMCS では図 24 に示す様にミッションクリティカル（MC）性を担保する





図 24：OMCS 構築支援体系概要 
 
一方，クラウドサービス型のパッケージ型開発においては，アプリケーション構造を規




                                                   














































































                                                   
v NEC では，Java，すなわちオブジェクトテクノロジー（OT）を使用している，参考文献[33]では
COBOL が採用されている． 
w CAFIS（キャフィス）は、Credit And Finance Information Switching system の略で、 NTT が開発して、NTT
データが運営する主にクレジットカードを中心とした共同利用型の オンラインシステムである。 























































顧客 流動性 定期性 顧客
ATM














































ジカルサービスエントリーオブジェクト（LSEO：Logical Service Entry Object），CO10，





















































































































▐ 業務処理部分：Skelton Generation 定式化に伴う効果
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図 30 に，NEC が開発したミッションクリティカル（MC）性を担保するミドルウェア
OpenDiosa 内の「ステージ（Stage）」の遷移と，アプリケーションの関連を示す．まず，





















わち，図 25 にある，システムプラットフォーム型システムモデル（Extension）である． 
なお，OMCS のアプリケーションフレームワークとは異なるアプローチとして，Java 開
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発環境や J2EE などで，ミッションクリティカル（MC）性を加味したとの他社の発表（ホ
ワイトペーパー等）があり，一例として 2011 年発表の[34]があるが，それらは OMCS のア
プリケーションフレームワークの様に明確な定義や実装内容は公表されていない．また時
期的にも OMCS のアプリケーションフレームワークの方が先行している． 
 





























































プリケーションのために，システムモデルに BPR（Business Process Reengineering）を統合
し，ミッションクリティカル（MC）性に富むアプリケーション基盤を実現した． 
昨今，クラウドという言葉のもと，サービス提供型，かつ大規模なシステム開発も盛ん

























 図 32 に NEC の G1（Global One）プロジェクトのイメージを示す． 
G1 プロジェクトとは，複雑化した業務プロセスと IT システムを改め，筋肉質の経営と
IT を実現することを目指すもので，経理/販売/購買領域において独 SAP AG 社のパッケー
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インターフェース基盤 NISMAIL - NISMAIL
システム基
盤
DB Microsoft SQL Server 2008
高可用ミドルウェア Microsoft Failover Cluster
OS Windows Server 2008
サーバ Express5800/スケーラブルHAサーバ(KONA)
ストレージ iStorage
ネットワーク IP8800/Sシリーズ(L2SW／L3SW), ServerIron4Gシリーズ(Load Balancer)
黒:社製品(下線:OEM) 白:社外製品
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TCO（総所有コスト：Total Cost of Ownership）削減（20％強）などの実績により，BPM
（Business Process Management）の理想形を追求してきた NEC の業務プロセス改革の軌跡
が，BPM “ProcessWorld 2010” で認められ，日本企業としては初めて“Business Process 
Excellence Award ”を受賞するに至っている（参考文献 [9][10][11]）．また，社団法人企
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4.1 OMCS における見える化の役割 
OMCS が対象とするシステムは，そのシステムで不具合が発生した時は，社会的および
ビジネス的に甚大なインパクトに発展する可能性の高い基幹システムである．特にプロジ
ェクト管理からみて重要な OMCS の開発の特徴としては，以下の点が挙げられる． 
 
(1) オープン製品の組み合わせ開発 






























































った対策とそのねらいをまとめると，表 7 のようになる 
なお，これらの対策の効果は，導入前２年間と導入後の２年間で失敗コストが約 20％
削減されている． 
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(2) MCATSS 連携サービスの運用 
































































































図 37： MCATSS 連携サービスの運用 
(3) 対策の成果 
MCATSS（Mission Critical Alliance Team for System Support）を活用し，バグの解決，性能
目標実現が早期化できた．最大の成果は，世界最大規模の超ミッションクリティカルシス
テムである NTT ドコモの i モードシステムを 1 年という短期間で構築したことである[40]．
このシステム構築にあたり，ISV(Independent Software Vendor)/IHV(Independent Hardware 
Vendor)の米国本社との戦略的パートナーシップにより，メインフレームや自社製品と同
等のレベルでトラブル処置を迅速化するとともに，100%処置を実施した． 




l 米国 HP には技術者 30 人，サーバ 44 台，ストレージ 2 台の大規模テストリングを構
築し，性能の徹底チューニング，パッチの QA 強化等を実施． 







NEC のリーダシップの元，MCATSS（Mission Critical Alliance Team for System Support）各
社との役割分担を明確にして，円滑に作業を進めた．特に，特定のベンダーの問題とは言
えない境界問題について，各社間の調整を強力に行い，改造内容から評価方法まで，





が，1 時間以内の業務復旧と 24 時間以内の原因究明が可能となった． 
 
4.3.2 分散開発（課題２への対策） 





 東京  業務仕様，業務間結合試験 
 San Jose(米国) オブジェクト設計(Business Object，Control Object) 
 Chennai(インド) 業務実装(機能仕様，製造，業務内試験) 



















































ﾃ゙ｻ゙ｲﾝｶ゙ｲﾄ゙, 開 発 環 境ｶ゙ｲﾄ゙ ﾌ゚ﾛｸ゙ﾗﾐﾝｸ゙ｶ゙ｲﾄ゙, 開 発 環 境ｶ゙ｲﾄ゙




































ーンルーム方式により，それまで社内で 100 人程度の開発実績から 1000 人を越し，世界 4
極体制で 10MStep の多国籍分散開発を実現した． 
(2) クリーンルーム方式による大規模工事 
ここでは，表 8 のような大規模工事[41]におけるクリーンルーム方式の適用について述
べる．大規模 IT システムの工事では，以下のような困難を伴う． 
 
表 8： NTT ドコモの i モードシステムのシステム規模 
項目 規模 
サーバ 約 400 台 
ストレージ 約 400TB 
ネットワーク機器 約 500 台 
ケーブル 約 10000 本 
搬入時のトラック 10t 車約 75 台 
 


































これらの対策により表 8 の NTT ドコモの i モードシステムの工事を予定通り設置工事
1.5 ヶ月，工事確認 1 ヶ月の短期間で後戻りなく完遂した．単純な比較はできないが，表 
9 に示す規模の地球シミュレータ[42]が搬入完了に 1 年を要しているに対し，2.5 ヶ月での
完了は，クリーンルーム方式の有効性を示している． 
 
                                                   
z Media Access Control レイヤ OSI 参照モデルではデータリンク層の下位副層に相当 






















































計算ノード 640 台，320 筐体 
結合ネットワーク 128 台，64 筐体 
ケーブル 83200 本 
ノード間ケーブル搬入・敷設 5 ヶ月 
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理の質的向上を狙ったものでもある．図 42 は，1.2.1.3 節の図 1 の再掲である． 
 

















るスパイラル開発を実践した．その結果については，1.3.1 節並びに 2.5.3 節で述べたが，
通信業顧客料金システムや，NTT ドコモの i モードシステムを 1 年という短期間で構築で
きた．メインフレームやスパイラル開発適用以前のオープンシステムのプロジェクトでは




































ベースの原因追及の仕方をなぜ 3 分析と呼び，次の 3 段階の分析を実施した． 
 
l なぜ 1:直接の原因． 
l なぜ 2:なぜテストやレビューで見つけられないか． 













言われていた金融系プロジェクトの値が 0.03 件/KStep/6 ヶ月であるのに対し約 1/2 と更に
高い品質を実現している． 
(2) なぜ 3 分析の全社展開活動 
OMCS のソフトウェア開発に端を発するなぜ 3 分析は，その適用領域をシステムインテ
グレーション（SI）以外にも拡大し，全社の活動として現在も展開している．活動の流れ
を以下に示す(図 43)． 
l 社内トップレベルまで報告のあがる重要品質問題について，すべてなぜ 3 分析を実施
する． 
l 真の原因となった課題について，組織的な改善課題として取り組む． 
l 企画本部・事業本部が運営/管理し，APPEAL 推進会議(社内 SI 革新推進活動のひと
つ)で横展開する．なお，「なぜ 3 分析検討会」は，8 年間で，33 回，のべ出席者数










































BPR へ参加する組織，個人へ BPR（Business Process Reengineering）そのものの内容をいか
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に見える化し賛同を得るかである．独 SAP AG 社のパッケージ製品 SAP/R3 ベースでは世





















販売 購買 経理 生産
業務プロセスの課題 ＩＴシステムの課題
ｱﾌﾟﾘｹｰｼｮﾝ





















（Business Process Reengineering）の内容を広く分かりやすく提示することである． 
(1) 目標と成果の見える化 
l 改革目標/改革方針の明示と経営トップ層からの定期的なメッセージ発信 
































l BPM（Business Process Manegement）推進手順，設計物の検証手順，標準への移行手
順，推進計画と進捗等を見える化 
以上，BPM（Business Process Manegement）の見える化について述べた．具体的な実績と





しかも，BPR（Business Process Reengineering）のパートナーIDS Scheer 社（現 SAG 社）
の評価では欧米の同業種の大企業に比べ 1/2 の期間で構築を完了し，2010 年ドイツで開催
された Process World2010aaにて Business Process Excellence Award を受賞している[9][10][11]．
また，社団法人企業情報化協会の平成 23 年度 IT 賞の IT マネジメント賞も受賞している
[12]． 
  
4.5 OMCS における見える化の有効性 


















また，これらの成果は，NEC 社内は勿論，協力会社を含む NEC グループ数万人のシス
テムエンジニア（SE）のシステムインテグレーション（SI）標準プロセス(APPEAL)として
                                                   
aa 世界最大規模の BMP 関連国際大会． 










見える化施策 開発された基幹システム名 本番稼働時期 
スパイラル開発 通信業顧客料金システム 
大規模 ISP システム(i モードシステム) 
1998 年 12 月 
2003 年 4 月 






大規模 ISP システム(i モードシステム) 2003 年 4 月 
クリーンルーム方式(開発) 地銀向けバンキングシステム 2003 年 5 月 
BPR Global One(NEC グループの 
プライベートクラウドシステム) 
2010 年 10 月 
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第5章 OMCS で実現される主要なシステムモデル 
 
第２章から第４章で述べた OMCS 構築技術で実際に構築されたシステムをベースに第






















図 46：超高信頼性システムモデル（第２章，図 15 の再掲） 
 













図 47：超並列システムモデル（第２章，図 16 の再掲） 
 
l メモリデータベース（DB）を活用したスーパーOLTP（OnLine Transaction Processing）
を実現する PSA（Parallel Steram Architecture）システムモデル 






コンテナ転送機構 PSM：Parallel Stream Monitor
TAM：Table Access Method
 













































（1999 年）．330 件/秒のトランザクション処理，24 時間連続運転，業務無停止によるシ
ステムの構成拡張等を実現するものである．HA ユニットの上に，OLTP（OnLine 
Transaction Processing）モニタを搭載したものとして定義される OLTP ユニット，同じく




                                                   
bb 日本で 1996 年から 2001 年度にかけて行われた大規模な金融制度改革 
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一般に，OLTP（OnLine Transaction Processing）ユニットや WebAP ユニットを構成する
サーバは，複数台を用意し，拡張性を持たせるのが，分散処理システムの特徴である．新
たなサーバが追加されたとき，端末に対して新たなサーバの追加を隠蔽するために，
OLTP ユニットや WebAP ユニットの前段に，HUB サーバを設けるシステムモデルに拡張
された．HUB とはスター型 LAN を構成する際の集線装置のことであるが，IT システム構
築の場面では複数のシステムを繋ぐ役割を持ったものを HUB と呼称するのが通常である．
HUB サーバより構成されるシステム構築ユニットを HUB ユニットと呼称している．図 
















図 50：HUB ユニットが追加された無停止オンラインモデル 
 
本節で述べる，超高信頼性システムモデルとは，この HUB ユニットが追加された無停





































ングすることで，アプリケーションから発行される SQL の度に毎回 DB サーバにアクセス
が発生するのを防ぐ機能を実現した．この機能を VDS（Virtual Data Set）と呼んでいる． 
 
(4) 勘定系固有のバッチ処理への対応：静止元帳作成処理（高運用性） 






































































































 メインフレーム オープンシステム 
ホットスタンバイ ウォームスタンバイ ホットスタンバイ 
切替え時間 30 秒 10 分 30 秒 
切替え先の DB 待機→現用 再起動 待機→現用 
表 12：他社事例との比較 
 本方式 他のオープン 
適用事例 
特徴 















5.1.4.1.  ホットスタンバイを実現するための仕掛け 
ホットスタンバイの構成にするためには，ミドルウェアとアプリケーションプログラム
が既に起動された状態で待機している必要がある． 
OLTP（OnLine Transaction Processing）モニタには TUXEDO，データベースマネジメント
システム（DBMS）は Oracle を使用した．図 52ffにホットスタンバイ構成を示す． 
Oracle には OPFSggという機能がある．それは，２つの DB（Data Base）サーバにて，そ
れぞれ DB インスタンスを起動しておき，どちらかを現用として，一方を待機として使用
し，現用がダウンしたときには高速にサーバ切替えを実現する機能である． 
TUXEDO でアプリケーションプログラムが動作するのは TUXEDO のサーバプロセス上
となる．１つのサーバプロセスからは，１つの DB インスタンス（＝DB サーバ）にしか
                                                   
ff 図にある MC/ServiceGuard OPS edition は，サーバの障害検出/切替えを行う NEC のミドルウェ
アである． 
gg Oracle Parallel Fail Safe 




か１つの DB サーバが現用となり，もう一つは待機となるが，待機となる DB サーバにア
クセスするサーバプロセスは通常使われないように待機状態にしておく（TUXEDO のサス
ペンド機能を使用）． 















































5.1.4.2.  DB（Data Base）サーバ故障時の切替え動作と HUB サーバのリトライ 
DB（Data Base）サーバがダウンしたときの動作を説明する． 
DB サーバがダウンすると，以下のような順番で切替えに関する動作を行う．図 53 の
図中の番号と以下の動作は対応する． 
 
① ダウン検出（MC/ServiceGuard によるサーバダウンの検出までの時間） 
② クラスタ再構成（MC/ServiceGuard によるクラスタ内の残存サーバの確認）  
③ Oracle 再構成（ロックテーブル再構成） 
④ DB リカバリ（redo ログからのリカバリ）  
⑤ TUXEDO のトランザクションリカバリの実行後に，障害が発生した DB サーバに接続











































































図 54：DB サーバ切替えのタイムチャート 
 
図 55 は，HUB によるトランザクション再投入を示している． 





















































なお，2008 年発表の[46]では，Oracle社の RAC（Real Application Clusters）機能と Data Guard
機能を組み合わせた構成で，DB のインスタンスリカバリを行う例が発表されているが，
これは，DB サーバのみの高可用性であり，本研究の様に HUB サーバを含む他のサーバと
連携した DB サーバ故障時の切替え動作の保証に関しては記述されておらず，かつ，本研
究の実現時期は 2003 年である． 
 
 





ソフトウェア（SW）構成とハードウェア（HW）構成を図 56 と図 57 に示す． 
ベンチマーク用アプリケーションプログラム（業務 AP）は，C 言語と SQL で作成し，
TUXEDO サーバプロセス上に搭載した．電文送信はクライアント用の電文シミュレータ
を使用した． 
































































① Oracle の OPFS（Oracle Parallel Fail Safe）クラスタを起動する． 
② 250 クライアントを接続する．接続と同時に，各クライアントから２秒間隔で，１つの
DB（Data Base）サーバに関する電文を投入する． 
③ ５分間ほど経過してから，稼動系 DB サーバを強制ダウンさせる（強制的にリブートさ
せる）． 
④ 約３０秒後に DB サーバ切替えが完了し，クライアントに正常な応答電文が送信される． 
⑤ ダウンしたサーバの再起動後，OPFS を起動することでクラスタ組込みを行う． 
 
5.1.5.3. 測定評価結果 





























































































































































































































5.1.7 DB（Data Base）アクセスオーバヘッドの削減:VDS（Virtual Data Set） 
DB（Data Base）サーバが独立で動作することによる，DB サーバへの通信のオーバヘッ
ドが危惧された．すなわち，勘定系の業務処理では，一般に複数の表を定義し，複数の
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SQL を発行することになるが，この複数回の SQL 発行によるサーバ間の通信コストとデ
ィスク I/O の増大が性能面で危惧された． 
この問題に対処するために，アプリケーションプログラムからの SQL の問い合わせを
受けるオブジェクトを作成し，複数表を集約したデータ構造のバッファリングにより，
DB サーバへの DB アクセスを削減した．この機能を VDS（Virtual Data Set）と呼んでいる．
以下，詳細に説明する． 
5.1.7.1. VDS（Virtual Data Set）の基本構造 
VDS はアプリケーション（AP）サーバ上で動作し，アプリケーションプログラムから
DB へのアクセスを仲介するオブジェクトとなる．図 61 に VDS の動作の流れを示す． 
 
図 61：VDS の動作 






メモリ上にあるレコードデータを使用するので，DB サーバへの SQL は発行されない． 








物理表は，親となる論理表(NS：Normal Set)とそれに付随する論理表(AS: Additional Set)
から構成される．図 62 では，論理的な表として NS，AS(1)，AS(2)があり，各論理表では
共通なキー項目があった場合，VDS（Virtual Data Set）による物理表の定義内容を表してい
る． 
















図 62：VDS の物理表イメージ 
これらの論理表に対して，アプリケーションから VDS（Virtual Data Set）に対して論理
SQL による１回目の問い合わせがあったときに，VDS は物理表に対して実際の SQL を発
行し，該当する１レコード分を DB（Data Base）サーバから読み出して VDS のバッファに
格納し，アプリケーションに対象となるデータを返却する．２回目以降のアプリケーショ
ンからの論理 SQL での問い合わせでは，VDS はバッファに存在するデータを使用してア





通常では，これら３つの論理表への検索には３つの論理 SQL が発行されるが，VDS で
はこれらのデータを集約した物理表を定義しておくことで，１回の SQL を発行して，３
つの論理表データを VDS バッファに保存する． 




































I/O の観点から有利である．VDS（Virtual Data Set）ではこのような繰り返し項目を扱った






















図 64：RS の構造 
RS（Repeating Set）では初回 INSERT 時に定められた件数分のレコードを予め挿入し，
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次回以降の INSERT では残りの未使用分のレコードを更新することで INSERT の代用とし，
物理的近傍配置を実現する．RS は物理的には図 64 のように格納されており，DB（Data 
Base）の I/O 単位となる１ブロックの中には連続する複数の明細が格納される．アプリケ




RS の詳細に関しては，特許 4623917[47]を参照されたい． 
 
5.1.7.4. VDS（Virtual Data Set）の評価 
図 65 は，ある典型的な業務における SQL の発行シーケンスである．論理表 NS（Normal 
Set），AS（Additional Set）1，AS2 が格納された物理表を P1 とし，RS の物理表を P2 とす
る．VDS を利用しない場合には，SQL 発行の度に，この例では８回の DB サーバへのアク
セスが発生するが，VDS（Virtual Data Set）を利用した場合には，P1 への SELECT 文と
UPDATE 文，P2 への SELECT 文と UPDATE 文の４回の SQL 発行で処理が実現できている
































SQL発行回数 ８回 SQL発行回数 ４回
VDSを使用しない場合 VDSを使用した場合
 
図 65：VDS を利用しない場合と VDS を利用した場合のアクセスの差 
SQL の発行回数が多いので詳細に説明することはできないが，NEC で開発したバンキ
ング向けパッケージ Banking Web21 における流動性普通入金処理の１トランザクションあ
                                                   
hh RS については，未使用分のレコードが存在しない場合には，予め定められた件数分のレコート
を予め挿入するための INSERT 文が発行される 
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ii 例えば EMC 社の TimeFinder 機能はその典型的な例である． 
jj DIOSA（Distributed & Integrated Operating System for Application）とは，分散アプリケーション統
合ＯＳと呼ばれるメインフレーム上のミドルウェアで，それをオープンシステム上に再現したもの
が，OpenDIOSA である． 






















超高信頼性システムモデルは，NEC が 2000 年 10 月に製品化した金融機関向けオープン
勘定系システム「BankingWeb21(バンキングウェブ 21)」に適用されており，八千代銀行に
おいて本格稼動を開始したことを 2003 年 6 月にプレスリリースした[32]．日本の銀行にお
いて UNIX を全面的に採用したオープン勘定系システムが初めて稼動した． 
無停止オンラインモデルで培われたミッションクリティカル（MC）性に加え，超高信
頼性システムモデルとして追加された，30 秒高速切替えや電文再投入，VDS（Virtual Data 
Set）による性能確保，静止元帳の作成等，銀行業務に必須の機能用いて，八千代銀行は
24 時間 365 日の運用を前提とした最高レベルの信頼性と安定稼動を実現した．図 68 は八
千代銀行のシステムイメージである． 








l 八千代銀行（1 行目．2003 年 5 月 4 日稼動開始．日本初のオープン系勘定系．） 
l 三重銀行（2 行目．2010 年 5 月 5 日稼働開始） 
l 稼動予定のシステム 
l 沖縄銀行 (2014 年稼動開始予定)  
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5.2 世界最大級のモバイル ISP（Internet Service Provider）システムを実現した
OMCS の超並列システムモデル 





平成 15 年（2003 年）の総務省の調査[51]では，パーソナルコンピュータ（PC）からの
インターネット利用者は，6164 万人，携帯電話からの利用者は 4484 万人となっている．
当時パソコン向けの ISPは既に 20数社存在し，互いに会員数を奪い合っていたため，例え






による調査で，利用者 4482 万人（全キャリアの総数）と急速かつ爆発的な発展を遂げた． 
パーソナルコンピュータ（PC）向け ISP と異なり，携帯電話向け ISP はキャリアが独占
する形態をとっているが故に，特に NTT ドコモにおける爆発的なユーザの増加は，サー
ビス開始当初採用されていたシステムの許容量を超えることが予想され，早急な対応が求
められた．新システムの稼動時期を 2003 年４月と目標設定し，2000 年より真の携帯電話
向け ISP の構築の検討が開始されたのである[52][53][54]．NEC は 2001 年より検討に参加
することとなった． 
 
5.2.2 ISP の基本的な処理動作 
図 70 は，ISP（Internet Service Provider）の基本的な処理動作を示したものである．  







                                                   
kk 接続は他の ISP を利用し，コンテンツの購入のみに BIGLOBE を利用する会員 





















多くの ISP 業者が事業展開を行っているパソコン向け ISP の場合に比べ，携帯電話
の場合にはキャリアにより独占されており，ひとつの ISP が処理すべき利用者数（端












                                                   
ll OnLine Transaction Processing 
mm バンキングシステムの場合には，店舗数×店舗当たりの端末数で決まるため，多くて数千台の
レベルであり，5000 台以下である． 







l 24 時間 365 日の安定稼働で計画停止も認められない（高可用性） 
l 4700 万の利用者に対して，サービスを提供できること（高性能性） 



























                                                   
nn ここでは NTT ドコモの i モードシステムの目標値を提示することとした． 
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5.2.5 具体的課題とそれに対する対策 
5.2.5.1. サーバの並行動作性の向上：10000 スレッド/サーバの実現 
本節で述べる大規模システムを商用システムとして妥当な投資での実現することを考え
ると，利用するサーバの数を少なくすることが極めて重要である． 
従来のバンキングシステムやパソコン向けの ISP（Internet Service Provider）システムで
































CPU（Central Processing Unit）を使いきれるようにすることが必要である． 
本 5.2 節で述べる最初の技術的工夫点は，サーバ当たり 10000 スレッドを稼動させ，
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処理形式 多重度 利用者 
メイン 
フレームoo 
バッチ 100/メインフレーム  
TSS 200/メインフレーム 同時に 200 名 
OLTP 500/メインフレーム 端末 2000 台 
サーバ ISP（パソコン向け） 500/サーバ 加入者 500 万人 

















ISP（Internet Service Provider）の処理において， I/O 性能が最も影響を及ぼすのは，メ
ールの格納，読み出しを行うメールボックス処理である．従来，メールの格納先に DB
                                                   



















図 72 はメールの格納先としてのファイルシステムと DBMS との比較である．測定環境







にあるようにファイルシステム，マルチスレッドを採用した DEEPMail エンジンでのサーバ（HP Blade 
Server BL20P）あたりの性能は２００～３００件/秒である．また，HP 社のメール処理パッケージ































































図 72：メールの格納先としてのファイルシステムと DBMS との比較 
 
                                                   
ss Dual-CPU Dual-core AMD Opteron 280 2.4GHz (4 logical CPUs) 
































5.2.6.1. サーバの並行動作性の向上：10000 スレッド/サーバの実現 
5.2.5.1 節で説明したような不確定な外部要因に対応するためには十分な余裕を持ったシ
ステム構築が必要であると考え，10000 スレッド/サーバを目指し，かつ CPU（Central 
Processing Unit）を使いきることを目指すこととしたが，その実現に当たっては，オーバヘ
ッドを極力少なくするために，通信 I/O，ディスク I/O 以外の OS（Operating System）のシ
ステムコールを削減することが重要であると考え，以下の様な機能を持つミドルウェアを
開発した． 
l スレッドの生成・消滅に関する OS のオーバヘッドを削減するために，スレッドをあ
らかじめ生成し，プール管理を行い，必要な時に，プールから取り出してスレッド
を割り当てる機能． 


























表 14 である． 
 
表 14：超並列処理ミドルウェア実装後の性能測定結果 
 CPU 使用率 スループット 稼動スレッド数 
ミドルウェア実装後 70% 2700 件/秒 10000 
 
測定環境は，以下の通りである（図 74）． 






































10000 スレッド環境下で，CPU（Central Processing Unit）を使い切ることができず，性能が




らないことが判明した．この問題の解決のためには HP 社の OS の改造を伴っており，こ
こで詳細に述べることはできないが，代表的２つの事例につき，以下に概略を説明する．  
 
5.2.6.2.1 mutex ロックの改善 
スレッド間の共有資源の確保時やシステム内一意のカウンタのカウントアップ等，極短
い期間の排他制御のために，最も適しているのは mutex ロックである．何故なら，mutex








した．これが，mutex ロックの改善の一部である．本機能は HP 社の HP-UX の標準機能と
して取り込まれた．（2004 年のリリースノート[58]参照） 
こういった改善を行った結果，mutex ロックの処理性能を改善前に比べ 10倍に向上させ
ることに成功した．図 75 は，その改善効果を示したものである．図 75 中の n，m は，縦
軸，横軸の値が相対値であることを示している．測定環境は NX7000/N4000,8CPU,OS は




































図 75：mutex ロック改善効果 
 
5.2.6.2.2 TCP/IP のソケットプールの実現 
ISP（Internet Service Provider）の場合比較的処理が軽いので，処理の都度発生する TCP/IP
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の接続/切断の OS（Operating System）オーバヘッドが性能の足かせになることが判明した．
そこで，OS の内部で生成・削除されるソケット以下の TCP/IP 関連資源を，OS 内部でキ
ャッシュ化（プール化）し，生成・削減のオーバヘッドを削減するオプション機能を用意
することとした． 
結果，改善前に比べ，処理件数は 1.3 倍に改善した．図 76 は，その改善効果を示した
ものである．図 76 中の N，m は，縦軸，横軸の値が相対値であることを示している． 
























































図 76：ソケット以下の TCP/IP 関連資源のキャッシュ化の効果 
    
5.2.6.2.3 改善の効果 





表 15： OS 改造後の性能測定結果 
 CPU 使用率 スループット 稼動スレッド数 
ミドルウェア実装後 70% 2700 件/秒 10000 
























アーキテクチャについては第 2 章で詳しく述べた． 
 








サイズがほぼ一定である ISP の場合には，Least Connection 方式，つまり「処理中の要求の
数が最も少ないサーバを優先して処理を要求する」方式が有効である．ただし，処理中の
要求の数が最も少ないことが一元的に（一箇所で）管理されて始めて効果を出す方式であ
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なく，回線スピードで処理可能な L4 スイッチuuで実現することを目指した． 
しかし，現実的には，対応可能な L4 スイッチは存在せず，既存の L4 スイッチに以下の
ような製品強化を行うことで，実現している．これは，Foundry 社（現 Brocade 社）の製品
の改造を伴っており，詳しく説明することはできないが，概略は以下の通りである． 
l UDP（User Datagram Protocol）にセッションの概念を導入 
l 一般に，TCP/IP の通信に比べ，UDP/IP はオーバヘッドが低いことが知られている．
そのため，各ユニットを構成するサーバ間の通信に UDP/IP を使用している部分
がある．しかし， UDP/IP の場合には，セッションの概念がないために，Least 
Connection の判定自体をすることができない． 
l これを解決するために，UDP/IP でも通信先と要求中のリクエストの数を管理して，
Least Connection 方式を実現できるように製品の改造を行った． 
l L4 スイッチ内のカレントコネクション情報の鮮度（新しさ）向上 









図 77 はロードバランスユニットによる負荷分散の結果を示したものである． 







                                                   
uu L3 スイッチが IP ヘッダまでの解析を行うのに対し，L4 スイッチは TCP ヘッダなどのプロトコ
ルヘッダ内の情報を解析したり，書き換えを行うことでトラフィックの分散や最適化を行うことを
目指した装置のこと 








































5.2.6.4.1 Least Connection 方式の欠点の克服 
Least Connection 方式により，負荷分散が図れることは示せたが，実際のシステム運用




















                                                   
vv Foundry 社（現 Brocade 社）の製品に組み込まれたロジックとは異なるが，考え方は同じである． 




























l OS のディレクトリ内の排他制御の改善 
OS のディレクトリ操作内で使っている排他制御の機構をオーバヘッドの低い方式
に変更するなどの改善を行っている． 
l OS の Sync デーモンの起動間隔の変更 
Sync デーモンは，メモリキャッシュ上の更新データをで外部ディスク上に反映する
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DBMS やファイルシステムでは，100 多重での動作で DBMS やファイルシステムに限界が
あり，性能が上がらなかった（5.2.5.3 節で提示した情報）．改善後は従来のファイルシス
テムの 20 倍の 2000 多重で稼動し，19 倍の性能を得た．ただし，これ以上多重度を上げて
も，測定環境のストレージの I/O 能力の限界により，性能が上がらなかった． 
 
表 16：メールボックスサーバの処理件数 




処理件数 150 件/秒 200 件/秒 3800 件/秒 
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l より高速な L4 スイッチに置換する 






L4 スイッチに対して負荷分散を行うロジックが組み込まれている．図 80 は，超並
列処理ミドルウェアと複数の L4 スイッチの組み合わせのイメージである． 













図 80：超並列処理ミドルウェアと L4 スイッチによる負荷分散 
 













的なものは，NTT ドコモのｉモードシステムwwである．このシステムで提供される i モー
ドサービスは，加入者 4568 万人（2006 年１月１日時点）が「世界最大のワイヤレスイン
ターネットプロバイダ」として認められ，2006 年３月に NTT ドコモがギネス認定を受け
ている[60]．2006 年１月１日時点の処理能力は．メール送受信 25000 通/秒，Web アクセス
50000PageView/秒の処理能力であり，4700 万人の収容人数である[52][54]． 





                                                   
ww KDDI や Softbank モバイルのシステムについては，詳細な情報は公開されておらず，いかなるシ
ステム構成をとっているか不明である[53] 
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バには，均等に負荷分散が実現されている．なお，現時点では，ロードバランスユ
ニットの能力は，まだ許容範囲内であり，5.2.7 節の図 80 で述べた，超並列処理ミ


























る．これらについても本 5.2 節で確立したシステムモデルは有効と考えている． 
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既存のOLTPモニタと DBMS（Data Base Management System）との組み合わせによるOLTP
には，商用システムの観点からはシステム上の限界点がある．クライアントからの要求を
処理するために，アプリケーション（AP）サーバを多重化して並列実行するが，DB サー







































5.3.3 PSA（Parallel Stream Architecture） 
PSA（Parallel Stream Architecture）とは「処理すべきデータがイベントとして大量に発生
し，データセンター側にリアルタイムに処理要求がされる．その処理量は従来の OLTP を
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図 81：PSA の特性 
 
② 単純なアプリケーションロジックに見合った，データアクセス手法が必要である． 
従来の OLTP（OnLine Transaction Processing）とデータベースマネジメントシステム
（DBMS）で処理を実現する場合には，SQL が利用されるが，単純な集計処理の場合，
SQL 自体が消費する CPU や DB（Data Base）サーバへの通信等のオーバヘッドが大きい．
従って，より軽いデータアクセス手法が必要である． 
 
③ アプリケーションの動作に伴う外部記憶装置への I/O 回数を少なくする． 
大量のイベントを処理するためには，処理の経過時間を短くすることが重要であり，外
部記憶への I/O 回数を削減するという考え方は，至極自然な考え方である．メモリ DB を











ない DBMS 相当の機能が必要となる．上記②と合わせると，新たな DBMS の作成が必要
になることを示唆している． 


































図 83 は，その様子を説明するものである．なお，ここでは簡略化のために，DB（Data 




















































ス１，２，３では，グループ A1，A2，A3 の処理を一旦完了し，グループ B1 の処理を専
門に行う別の AP プロセスに処理を継続させるような仕組みが必要になる．図 84 は，そ















































⑤ １つのストリーム A で処理されたイベントは，次の処理を行うべきストリームに渡さ
れる．ストリーム A で一括処理されたイベントのうち，いくつかは，後続のストリー
ム B1 に渡され，いくつかは，後続のストリーム B2 に渡される．グループ B1 に属す
るイベントを処理するのに必要なデータは，ストリーム B1 が動作するスレッドに括り
付けておき，グループ B2 に属するイベントを処理するのに必要なデータは，ストリー
ム B2 が動作するスレッドに括り付けておく． 





⑧ この方式では，ストリーム A で行われた処理と，その後続として行われるストリーム






















































図 85：PSA の処理の流れ 
 
PSA を実現するために，超並列処理エンジン（ミドルウェア）を製品化した． 






宛先を指定してイベント出力を PSM に依頼する． 
                                                   
xx 製品の正式名称は，WebOTX Parallel Stream Monitor である 
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メモリ DB（Data Base）として TAMyy（Table Access Method）を開発した．TAM はイン
デックスによる検索更新が可能であり，アクセス用の各種 API（Application Programming 






















































                                                   
yy 製品の正式名称は，InfoFrame Table Access Method  である 



































































み込んで処理を再開する（図 87 参照）． 







































































                                                   
zz システム障害に巻き込まれた高々数件のレプリケーションをログから復旧する程度． 
これは通常数秒であるが，実際のシステム切替えには，他の処理も含めて 20～30 秒程度かかる． 
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では，100 件を個別に処理するケースと 100 件を一括処理するケースでは，コミットやデ
ータ入出力のオーバヘッドを 1/10 まで低減することを確認した．（図 89） 
図 89 の中の「従来 OLTP」とは，TUXEDO 8J と Oracle 9i で，100 件のイベントを１件
ずつ処理した場合の 100 件分のオーバヘッドの合計であり，「PSM」とは，PSM（Parallel 
Stream Monitor）と TAM（Table Access Method）で 100 件のイベントを一括して処理した場
合のオーバヘッドである． 
この測定では，従来 OLTP（OnLine Transaction Processing）と PSM とのミドルウェア性





















図 89：PSM（Parallel Stream Monitor）によるオーバヘッド削減 
 
100 件の一括処理により，1/100 に改善されないことに関して説明する．1 件のイベント






Ｂ：100 件の一括処理で，1/100 になる処理部分  として，Ｂ≒10Ａ 
 であることが計測できている．この場合， 
100 件を個別に処理する場合のオーバヘッドＸは  Ｘ＝100（Ａ＋Ｂ） 
100 件を一括して処理する場合のオーバヘッドＹは Ｙ＝100Ａ＋Ｂ 
であり，Ｂ≒10Ａの時には，Ｘ≒10Ｙとなる．従って，この計測結果は妥当である． 
さらに，1000 件を個別処理する場合のオーバヘッドは， 




はり，ほぼ 1/10 である． 
■図 89 測定環境 マシン ： 4CPU (Intel(R) Itanium 2 processors [1.5 GHz])  
  メモリ ： 16GB 
  OS  ： HP-UX 11iv2 
  OLTP ： TUXEDO 8J 
    DB  ： Oracle 9i 
・測定条件 入出力データ長 ： 256byte 
  レコード長   ： 256byte 
  キー長    ：   8byte 
5.3.5.2.  メモリテーブル性能 
PSA（Parallel Steram Architecture）では，通常のデータベースマネジメントシステム
（DBMS）よりも軽いアクセスメソッドの実現を目指した．TAM（Table Access Method）
は DBMS の 15 倍スループットが良く，大幅な性能差となった．（図 90） 

















図 90：TAM（Table Access Method）の高速性能 
 
■図 90 測定環境 マシン  ： HP superdome (Itanium2 1.5GHz) 
   メモリ ： 512GB 
   OS   ： HP-UX 11i v2 (11.23) 
  従来 DB ： Oracle9i 
・測定条件 レコード長    ：  128 バイト 
   レコード件数   ： 1,000 万件 
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ルに性能が向上することを確認できた．実測では CPU 数を２倍に増加したときの TAM へ


















図 91：TAM のスケーラビリティ 
 
■図 91 測定環境 マシン  ： HP superdome (Itanium2 1.5GHz) 
   メモリ ： 512GB 
   OS   ： HP-UX 11i v2 (11.23) 
・測定条件 レコード長    ：  128 バイト 
   レコード件数   ： 1,000 万件 












































5.3.6 PSA で実現したシステム事例 
NECは，PSAの製品化を行い(2007年 9月 14日発表)，商用システムへの適用を行った． 
 
5.3.6.1. ドコモ MoBills 
PSA はドコモの料金システム（MoBills）をターゲットとして，2003 年 12 月から検討を
開始し，2007 年に世界初のリアルタイム課金を実現した．携帯電話の通信明細データ
（CDR：Call Detail Record）を受信して，その CDR をもとに通話料や割引額，請求額をリ




性能に加えて，サーバ故障時にデータの紛失や重複した処理がなく，かつ，24 時間 365 日
                                                   
aaa PSM に対するコマンド入力により指示する 











































TAM（Table Access Method）は，国内最大の金融情報提供会社のシステムである QUICK
の次世代情報配信基盤に適用された（図 94）．2011 年 6 月から商用稼動を開始している．
参考資料[68]参照． 

























① 新たなPFへの製品対応 ⇒ TAMのLinux対応
② 高信頼で安価なオープン製品 ⇒ Express5800/スケーラブルHAサーバ、
Enterprise Linux with Dependable Supportの採用













低コストでの構築を目指したので，Linux をベースにした OMCS 技術（高信頼サーバ，
Enterprise Linux with Dependable Support）を採用している． 
 
5.3.7 今後の展開：PSA（Parallel Stream Architecture）の新たな応用領域 
ブロードバンドによる通信能力の大幅な向上とモバイルの進展による多数のクライアン
トの出現により，ネットワークを介したサービスがあらゆるビジネスで拡大している．










である．大量イベントの処理には PSM（Parallel Stream Monitor）を適用し，位置情報との
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マッチングには TAM（Table Access Method）によって高速化を行うことができると考えら
れる． 
 
5.3.7.2. RFID（Radio Frequency Identification） 
RFID（Radio Frequency Identification）は製造業などで部品や製品に付与され，サプライ
チェーンにより各種企業間を製品が流通する状況をトレースするために用いられる．
RFID のトレース情報は莫大な量となるので，PSA（Parallel Steram Architecture）による大
量イベント処理の効果を期待できる． 
















以下，スマートメーターの自動検針への PSA 適用イメージを詳しく説明する． 
スマートメーターからは，スマートメーターID，10 分間の消費電力量などの情報が料
金計算センターに送信されることとする．ある電力会社の管理下のスマートメーターの数












































          - 150 - 
 
イベントにセットする． 
地域 ID と地域ストリーム ID との関係を宛先用メモリテーブルとして保持しておき，ア
プリケーションは宛先用メモリテーブルを検索して，後続のストリームを決定する地域ス





地域 ID 毎の集計を行う．アプリケーションはイベントデータの中に含まれている地域 ID
に従って，TAM（Table Access Method）のメモリテーブルを検索し，地域 ID に該当する累
計値を更新する．またアプリケーションは，イベントデータ中に含まれている事業者 ID
と事業者ストリーム ID を特定するための宛先用メモリテーブルを用いて，後続のストリ
ームを決定する事業者ストリーム ID を取得し，事業者ストリーム ID を宛先としてイベン





 この処理ステージでは，１つの事業者ストリーム ID で識別されるストリームは，複
数の事業者 ID 毎の累計処理を行う．アプリケーションは，イベントデータの中に含まれ
















業務が PSA のアーキテクチャで実行されることと考える． 
 
          - 151 - 
 
5.3.9 PSA（Parallel Stream Architecture）システムモデルの意義（評価） 
PSA（Parallel Steram Architecture）はスーパーOLTP（OnLine Transaction Processing）の開
発が着想ポイントであるが，近年のメモリ処理は DWH（Data Ware House）のリアルタイ




用して実用に耐えうるメモリ DB である TAM（Table Access Method）を実現した． 






スーパーOLTP として PSA の実効性を確認することができた［67］［68］． 
 
以上，それまでの OLTP モニタ，DB システムによる OLTP に比べ 10 倍以上の高性能な
スーパーOLTP を，メモリ処理を駆使して実現した PSA のアーキテクチャの具体的構成と
特徴を述べた． 




















な応用例（GPS（Global Positioning System），RFID（Radio Frequency Identification），スマ
ートメーター）にも触れた． 
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OMCS の適用範囲も既存の OLTP（OnLine Transaction Processing）の世界から PSA（Parallel 
Steram Architecture）を活用した新しい OLTP（スーパーOLTP）への発展が期待され，PSA
の重要性は増すものと考えている．例えば現在グーグル等のサービスを支える Web Scale 
Technology や大規模 DWH（Data Ware House）は検索中心であるが，真のリアルタイム経
営のための新しい OLTP システムモデルは，PSA 型を発展させた大福帳システム（更新型
DWH）になると考えている．  
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5.4 代表的システムモデルの総合評価 
本章の最後に，第 5.1 節から第 5.3 節で詳述した３つのシステムモデルを含む代表的シ
ステムモデルの総合評価をまとめる． 
 
本研究の成果である OMCS 構築技術により，1.2.2 節の図３に示す OMCS の８つの代表
的システムモデルにおいて，1.2.1 節（2.3.2 節）で規定された６つのミッションクリティ




MC 性 大規模バッチ 無停止オンライン 








（○，×） ―  
高拡張性 ―  ・無停止システム構成拡張 （×，×） 
高接続性 ―  ―  
 代表的システムモデル 
MC 性 ERP システム 超高信頼性 








（×，×） ・静止元帳作成処理 （○，×） 
高拡張性 ―  ―  
高接続性 ―  ・HUB&Net 多層アーキテ
クチャ 
（×，×） 




MC 性 HUB 統合 大規模 SPF（超並列） 
























高接続性 ・大規模 HUB 群による 
リアルタイム連携 
（×，×） ―  
 代表的システムモデル 
MC 性 大規模 SPF（PSA） クラウドシステムモデル（G1） 
高可用性 ・メモリ処理として 
24Ｈ365 日無停止 


















（×，×） ―  
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l 世界最大級のモバイル ISP（Internet Service Provider）システムを実現した超並列シス
テムモデル 
l メモリデータベース（DB）を活用したスーパーOLTP（OnLine Transaction Processing）
を実現する PSA（Parallel Steram Architecture）システムモデル 
これらの３つのシステムモデルは，OMCS 構築技術の中核技術であるのみならず，6.2
節で述べる様に今後のクラウドプラットフォームや日本の IT 産業再生のための重要な製













第 5.2 節では，世界最大級のモバイル ISP（Internet Service Provider）システムを実現し
た超並列システムモデルについて述べた．それまでの並列処理のオーダーを 1 桁～２桁上
げ，10000 スレッド/サーバを実現した超並列ユニットやロードバランサーについて説明し
た．それらをベースとして超並列システムモデルを確立し，大規模 ISP 構築（NTT ドコモ
のｉモードシステム）に大きく貢献した．この検討の過程で，一定以上の負荷がかかった
場合，OS の改善や L4 スイッチの改善等を行わなければ，目的を達成できなかったことは








第 5.3 節では，メモリデータベースを活用したスーパーOLTP（OnLine Transaction 







えられる．また，更新型の DWH とも言うべき大福帳システムへの発展も期待される． 
 














6.2 OMCS構築技術の今後の研究課題と将来の我が国 IT産業にとっての重要性 























l 現在グーグル等がサービスしているDWH（Data Ware House）は検索中心であるが，






ビスレベルでの取り決め，言わゆる新しい形の EDI（Electronic Data Interchange）
等が必要になると予想される．それを踏まえた BPR （ Business Process 
Reengineering）手法，企業間を跨ったプロジェクト管理のあり方等への発展が期
待される． 
l PMBOK（Project Management Body of Knowledge：プロジェクトマネジメント知識
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表 18：今後重要となる製品・システム・サービスを支える OMCS 技術 
今後重要となる製品・システム・サービス それを支える OMCS 技術 
クラウド指向データセンター 























図 98 は，クラウド指向データセンター（CODC：Cloud Oriented Data Center）のグロー
バルネットワーク構想のイメージである．このグローバルネットワークを用いて，顧客に
クラウドサービスを提供することを目指している． 
図 99 は，クラウド指向データセンター上で，ERP（Enterprise Resource Planning）のサ
ービスをクラウドサービスとして提供するイメージ図である． 













（Cloud Oriented Data Center：CODC）
 






















図 99：CODC+ERP によるクラウドサービス 
 
この発想は，NEC の G1（Global One）プロジェクトにおいて，それまで，複数の SAP/R3
（独 SAP AG 社のパッケージ製品）によるシステムを１つの SAP/R3 システムとして統合
し，クラウド型の ERP（（Enterprise Resource Planning）サービスとして提供することが実
現可能であることを既に立証したことに基づいている． 
これにより，独 SAP AG 社を代表とする ERP ベンダーの製品を，新しい ERP で置換し
てゆくビジネスモデルが浮かんでくる．現在の ERP システムは独 SAP AG 社や Oracle社等
の欧米各社の製品で構築されるのが主流であるが，それを新しいアジア版 ERP で置き換
えてゆくのである．アジア版 ERP としては医療関係等が有力と考えられる． 
一般にカスタム型の個別システムを ERP システムに置き換えることにより，30％程度



















端末 端末 端末 端末
サーバ






（PC）のタブレット化やセキュリティを考慮しての Thin Terminal 化が進展すると考えられ
る．また，ISP の様なサーバによるサービスの提供が一般的になると，今までの３層構成
のシステム形態から ISP の様な２層構造に変化してゆくと考えられ，現在の PC サーバの
存在そのものを見直す必要があると考える． 
一方，スーパーコンピュータや DWH（Data Ware House）の１つであるビックデータの
深化により，大規模メモリを有する超並列サーバの必要性も増大すると考えられる．
OMCS の超並列システムモデルやスーパーOLTP（OnLine Transaction Processing）である PSA

































重要となる．言い方と変えると更新型 DWH（Data Ware House）と考えてよい．図 102 は
そのイメージである．クラウドサービスとしての提供も考えられるだろう． 
このような，スーパーOLTP（OnLine Transaction Processing）として顧客との取引情報を




























































OMCS に関する各論文の共著者の NEC の諸君（富山卓二氏，塚原修氏，東健二氏，斎
川幸貴氏，石井慎一郎氏，大藤豊喜氏，川浦立志氏）も，非常に業務多忙の中，執筆に協
力及び諸々の討論に参加していただき大変有難うございました． 
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2. 本研究の OMCS 開発技術によって開発された代表的システム 
2.1. 通信業顧客料金システム：NTT の FITS 
大規模バッチモデルに基づくシステムで，超並列バッチ処理（３億呼/日，6 万バッチ/
日)，24 時間 365 日無停止無人センター運用，マルチセンター管理(激甚対策)等の特徴を持
つ． 




























図付録 1：通信業顧客料金システム（NTT の FITS） 
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2.2. 通信業基幹システム：KDD の KISS  
無停止オンラインモデルに基づくシステムで，高性能トランザクション処理（330 件/秒），
２４時間ゼロサービスダウン，業務無停止によるシステムの構成拡張，DOA（Data 
Oriented Approach） 指向のアプリケーションプログラム開発(6M Step)等の特徴を持つ． 
































































図付録 2：通信業基幹システム（KDD の KISS） 
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2.3. リアルタイムマネジメントシステム：NTT ドコモの DREAMS 
ERP システムモデルに基づくシステムで，CORBA（Common Object Request Broker 
Architecture）通信によるマルチプラットフォーム相互運用，リアルタイムマネジメントに
よる日次決算，マルチプラットフォーム間での運用連携(ワークフロー，ジョブ運用)，Java
クライアント，DOA（Data Oriented Approach）指向のアプリケーションプログラム開発(5M 
Step)等の特徴を持つ． 




図付録 3：リアルタイムマネジメントシステム（NTT ドコモの DREAMS） 
 




ト），30 秒高速サーバ切替え，OT（Object Technology） 指向の業務 AP アーキテクチャに
よるオープン勘定系パッケージ BankingWeb21（BW21） (10M Step)等の特徴を持つ． 
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2.5. メガバンク HUB システム：三井住友銀行 
HUB 統合モデルに基づくシステム．大規模 HUB 群（48 サーバ）による リアルタイム
連携，24 時間無停止，高性能（1000 件/秒），多様な営業店端末接続（マルチチャネル接
続）等の特徴を持つ． 
































図付録 5：メガバンク HUB システム（三井住友銀行） 
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2.6. 超大規模 ISP （Internet Service Provider）システム：NTT ドコモの i モー
ドシステム 
大規模 SPF （サービスプラットフォーム）モデルの超並列モデルに基づくシステム． 
5000 万ユーザ，データ 430TB，超並列スレッドによるメール処理（75000 件/秒，10000 ス
レッド/プロセス），ダイナミックなトラフィック制御（スローダウンの自動検出・復旧），
大規模インターネットのセキュリティ実現等の特徴を持つ．(2001 年 米 Computer World 
Honors Program を NＴＴドコモ社が受賞) 




























サーバ：600台, NW機器600台  
図付録 6：超大規模 ISP システム（NTT ドコモの i モードシステム） 
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2.7. 世界最大規模のビリングシステム：NTT ドコモの MoBills 





図付録 7 は，世界最大規模のビリングシステム（NTT ドコモの MoBills）のイメージ図
である． 
 
図付録 7：世界最大規模のビリングシステム（NTT ドコモの MoBills） 
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図付録 8：プライベートクラウドシステム（NEC G1（Global One）） 
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