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Abstract
In this paper, we apply the geometric Hamilton–Jacobi theory to
obtain solutions of classical hamiltonian systems that are either com-
patible with a cosymplectic or a contact structure. As it is well known,
the first structure plays a central role in the theory of time-dependent
hamiltonians, whilst the second is here used to treat classical hamilto-
nians including dissipation terms.
The interest of a geometric Hamilton–Jacobi equation is the primor-
dial observation that if a hamiltonian vector field XH can be projected
into a configuration manifold by means of a 1-form dW , then the inte-
gral curves of the projected vector field XdWH can be transformed into
integral curves of XH provided that W is a solution of the Hamilton–
Jacobi equation. In this way, we use the geometric Hamilton–Jacobi
theory to derive solutions of physical systems with a time-dependent
hamiltonian formulation or including dissipative terms. Explicit, new
expressions for a geometric Hamilton–Jacobi equation are obtained on
a cosymplectic and a contact manifold. These equations are later used
to solve physical examples containing explicit time dependence, as it
is the case of a unidimensional trigonometric system, and two dimen-
sional nonlinear oscillators as Winternitz–Smorodinsky oscillators. For
explicit dissipative behavior, we solve the example of a unidimensional
damped oscillator.
1 Introduction
In this paper we are concerned with almost cosymplectic structures and their
application in classical hamiltonian mechanics. By an almost cosymplectic
structure we understand a 2n+1-dimensional manifold equipped with a one-
form η and a two-form Ω such that η ∧ Ωn is a volume form. In particular,
we will study two cases of almost cosymplectic manifolds. On one hand,
the case of cosymplectic manifolds [5, 9, 41, 42], and on the other hand,
the case of contact manifolds [5, 6, 16, 20]. Cosymplectic manifolds have
1
shown their usefulness in theoretical physics, as in gauge theories of gravity,
branes and string theory [4, 14, 24]. Among the early studies of cosymplectic
manifolds we mention A. Lichnerowicz [44, 45], who studied the Lie algebra
of infinitesimal automorphisms of a cosymplectic manifold, in analogy with
the symplectic case. Posteriously, some works have endowed cosymplec-
tic manifolds with a Riemannian metric, the so-called coKa¨hler manifolds
[50]. These are the odd dimensional counterpart of Ka¨hler manifolds. An-
other important role of the cosymplectic theory is the reduction theory to
reduce time-dependent hamiltonians by symmetry groups [2, 8, 15]. But
since very foundational papers by P. Libermann, very sporadic papers have
appeared on cosymplectic settings. It is our future intention to provide
surveys on cosymplectic geometry due to their lack [9, 31]. Our particular
interest in cosymplectic structures resides in their use in the description of
time-dependent mechanics. They are present in numerous formulations of
classical regular lagrangians [33], hamiltonian systems [29] or Tulczyjew-like
descriptions [35] in terms of lagrangian submanifolds [39].
However, there are more written monographs on contact geometry. The
interest of contact structures roots in their applications in partial differen-
tial equations appearing in thermodynamics [53], geometric mechanics [25],
geometric optics [12, 22, 23], geometric quantization [53] and applications
to low dimensional topology, as it can be the characterization of Stein man-
ifolds [51, 56]. Also, the theory of contact structures is linked to many other
geometric backgrounds, as symplectic geometry, riemannian and complex
geometry, analysis and dynamics [5, 20].
For both cosymplectic and contact approaches, the role of a vector field
(said to be hamiltonian) with a corresponding smooth function (the hamil-
tonian function) with respect to its corresponding structure, is primordial
to have dynamics. Furthermore, this vector field will be key in the con-
struction of a geometric Hamilton–Jacobi theory. This theory has grown
popular due to its simplicity and its equivalence to other theories of classi-
cal mechanics. It is based on a principal idea: a hamiltonian vector field XH
can be projected into the configuration manifold by means of a 1-form dW ,
then the integral curves of the projected vector field XdWH can be trans-
formed into integral curves of XH provided that W is a solution of the
Hamilton–Jacobi equation [3, 21, 26, 30, 43, 54]. In the last decades, the
Hamilton–Jacobi theory has been interpreted in modern geometric terms
[10, 11, 32, 47, 52] and has been applied in multiple settings: as nonholo-
nomic [10, 11, 32, 37], singular lagrangian mechanics [38, 40] and classical
field theories [36, 49]. The construction of a Hamilton–Jacobi theory of-
ten relies in the existence of lagrangian/legendrian submanifolds, a notion
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that has gained a lot of attention given its applications in dynamics since
their introduction by Tulczyjew [58, 59]. We show how these submanifolds
are a necessary condition for the obtainance of particular solutions through
a geometric Hamilton–Jacobi equation. We will devise this fact by using
particular cases of lagrangian/legendrian submanifolds in cosymplectic and
contact geometry.
The paper is organized as follows: Section 2 is dedicated to review
fundamentals on geometric mechanics and the geometric Hamilton–Jacobi
equation. In Section 3, we recall some remarkable geometric structures of
importance in mechanics. In particular, we focus on dynamics explained
in geometric terms through contact and cosymplectic manifolds. Section 4
contains the theory of lagrangian–legendrian submanifolds which will be key
in the formulation of the Hamilton–Jacobi theory in subsequent sections. In
Section 5, we propose a geometric Hamilton–Jacobi theory on cosymplec-
tic manifolds and illustrate our result with examples: a one-dimensional
trigonometric system and two-dimensional nonlinear oscillators. One of the
oscillators is the well-known Winternitz–Smorodinsky oscillator, for which
we obtain an explicit expression for the solution γ of the Hamilton–Jacobi
equation on the cosymplectic manifold. Similarly, we devote Section 6 to
a geometric Hamilton–Jacobi equation on a contact manifold. We also il-
lustrate our result through an example, a unidimensional damped oscillator
with a dissipative term.
2 Geometric Mechanics: Fundamentals
We hereafter assume all mathematical objects to be C∞, globally defined
and that all manifolds are connected. This permit us to omit technical
details while highlighting the main aspects of our theory.
Hamiltonian Mechanics
A classical hamiltonian system is given by a Hamilton function H(qi, pi),
where (qi) are the positions in a configuration manifold Q and (pi) are the
conjugated momenta, for i = 1, . . . , n. The hamiltonian can be interpreted
as total energy of the system H = T + V , where H is a function on the
cotangent bundle T ∗Q of Q. We compute the differential of the Hamiltonian
function,
dH =
n∑
i=1
(
∂H
∂qi
dqi +
∂H
∂pi
dpi
)
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and write the equation
XH =
(
0 In
−In 0
)( ∂H
∂qi
∂H
∂pi
)
(1)
where In is the identity matrix of order n. The above matrix is called a
symplectic matrix. The vector field XH is called a hamiltonian vector field
and its integral curves (qi(t), pi(t)) satisfy the Hamilton equations

q˙i =
∂H
∂pi
,
p˙i = −
∂H
∂qi
(2)
for all i = 1, . . . , n. We can define a Poisson bracket of two functions as
{f, g} =
n∑
i=1
(
∂f
∂qi
∂g
∂pi
−
∂f
∂pi
∂g
∂qi
)
,
which is bilinear, skew symmetric and fulfills the Jacobi identity
{f, {g, h}} + {f, {g, h}} + {h, {f, g}} = 0, ∀f, g, h ∈ C∞(Q).
The symplectic two-form
ωQ =
n∑
i=1
dqi ∧ dpi (3)
has the associated symplectic matrix explained in (1). We can rewrite the
Hamilton equations (2) in a compact, geometric form
ιXHωQ = dH, (4)
where XH is the Hamiltonian vector field whose expression in coordinates is
XH =
n∑
i=1
(
∂H
∂pi
∂
∂qi
−
∂H
∂qi
∂
∂pi
)
. (5)
The pair (T ∗Q,ωQ) is the prototype for any symplectic manifold as we
show in subsequent lines. A symplectic manifold is a pair (M,ω) such that
the two-form ω is regular (that is, ωn 6= 0) and closed. Then, M is even
dimensional, say 2n. The Darboux theorem states that given a symplectic
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manifold (M,ω) we can find Darboux coordinates (qi, pi) around each point
of M such that the symplectic form is (3). Indeed, any symplectic manifold
is locally equivalent to the cotangent bundle T ∗Q of a configuration manifold
Q.
Given a configuration manifold Q, its cotangent bundle T ∗Q is the phase
space. We consider the canonical projection πQ : T
∗Q → Q. From the
Poisson bracket, we can define a canonical two-contravariant tensor such
that ΛQ(df, dg) = {f, g}, for all f, g ∈ C
∞(T ∗Q). This is what we call a
Poisson bivector. In Darboux coordinates it reads
ΛQ =
n∑
i=1
∂
∂qi
∧
∂
∂pi
, (6)
It is the contravariant version of the symplectic form (3). Furthermore, we
consider the so-called Liouville form θQ = pidq
i on T ∗Q such that ωQ =
−dθQ.
Hamilton–Jacobi equation
The Hamilton equations (2) can be equivalently be solved with the aid of the
Hamilton–Jacobi theory. It consists of finding a principal function S(t, qi),
that fulfills
∂S
∂t
+H
(
qi,
∂S
∂qi
)
= 0, i = 1, . . . , n (7)
where H = H(qi, pi) is the hamiltonian function of the system. Equation
(7) is referred to as the Hamilton–Jacobi equation. If we set the principal
function to be separable in time, S = W (q1, . . . , qn) − Et, where E is the
total energy of the system, then (7) will now read [1, 21]
H
(
qi,
∂W
∂qi
)
= E. (8)
The Hamilton–Jacobi equation is a useful intrument to solve the Hamilton
equations for H. Indeed, if we find a solution W of (8), then any solution of
the Hamilton equations is retrieved by taking pi = ∂W/∂q
i, in case we can
provide a complete solution.
Geometrically, the Hamilton–Jacobi theory can be reformulated as fol-
lows. Given a hamiltonian vector field XH : T
∗Q → TT ∗Q and a one-form
dW , we define the projected1 vector field XdWH : Q→ TQ. Then, the integral
1By projected we do not refer to a projective vector field but to the restriction of a
hamiltonian vector field on the phase space T ∗Q along the image of dW .
5
curves of XdWH can be transformed into integral curves of XH provided that
W is a solution of (8). This explanation can be represented by the following
diagram
T ∗Q
pi

XH // TT ∗Q
Tpi

Q
dW
>>
XdWH // TQ
This implies that (dW )∗H = E, with dW a section of the cotangent
bundle. In other words, we are looking for a section α of T ∗Q such that
α∗H = E. As it is well-known, the image of a one-form is a lagrangian
submanifold of (T ∗Q,ωQ) if and only if dα = 0 [1]. That is, α is locally
exact, say α = dW on an open subset around each point.
3 Geometric structures and dynamics
A Jacobi structure is the triple (M,Λ, Z), where Z is a vector field and Λ is a
skew-symmetric bivector and such that they fulfill the following integrability
conditions
[Λ,Λ] = 2Z ∧ Λ, LZΛ = 0. (9)
If we drop the integrability conditions, we say we have an almost Jacobi
manifold. The bivector Λ defines a Jacobi bracket [34]
{f, g} = Λ(df, dg) + fZ(g)− gZ(f), f, g,∈M (10)
that is skew-symmetric and satisfies the weaker Leibniz identity condition
supp{f, g} ⊆ supp{f} ∩ supp{g}. (11)
This implies that the Jacobi bracket (10) is not a derivation in each argument
but satisfies the Jacobi identity if (Λ, Z) is Jacobi. The space C∞(M,R) is
a local Lie algebra in the Kirillov sense [27].
Consider the morphism ♯Λ : Ω
1(M)→ X(M) that is the C∞(M,R) linear
mapping induced by Λ between the C∞ modules of one-forms Ω1(M) and
vector fields X(M) defined on M . The sharp-lambda morphism ♯Λ provides
the pairing and components of the bivector 〈♯Λ(α), β〉 = Λ(α, β), for α, β
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one-forms in Ω1(M). Vector fields associated with functions f on the algebra
of smooth functions C∞(M,R) are defined as
Xf = ♯Λ(df) + fZ,
The characteristic distribution C of (M,Λ, Z) is a subset of TM gener-
ated by the values of all the vector fields Xf . This characteristic distribution
C is defined by Λ and Z, that is,
Cp = ♯Λp(T
∗
pM)+ < Zp >, ∀p ∈M (12)
where ♯p : T
∗
pM → TpM is the restriction of ♯Λ to T
∗
pM for every p ∈ M .
Then, Cp = C ∩ TpM is the vector subspace of TpM generated by Zp and
the image of the linear mapping ♯p. The distribution is said to be transitive
if the characteristic distribution is the whole tangent bundle TM .
Definition 1. Given two Jacobi manifolds (M1,Λ1, Z1) and (M2,Λ2, Z2)
we say that the map φ : M1 → M2 is a Jacobi map if given two functions
f, g ∈ C∞(M2),
{f ◦ φ, g ◦ φ}M1 = {f, g}M2 ◦ φ.
A Jacobi manifold (M,Λ, Z) is said to be be Poisson when Z = 0; in
that case we write (M,Λ) instead of (M,Λ, 0).
Next, we shall show several examples of Poisson and Jacobi manifolds.
3.1 Symplectic manifolds
Consider a pair (M,Ω), where Ω is a symplectic two-form. We define the
map
♭ : TM → T ∗M such that ♭(X) = ιXΩ (13)
which is an isomorphism. We can define its inverse as ♯ : T ∗M → TM . The
bracket
{f, g} = Ω(♯(df), ♯(dg)) = 〈dg, ♯(df)〉 = −〈df, ♯(dg)〉 (14)
satisfies the Jacobi identity. The Hamiltonian vector field is Xf = ♯(df).
The pair (M,Λ) is a Poisson manifold of necessarily even dimension with
Poisson tensor given by
Λ(α, β) = Ω(♯(α), ♯(β))
for α, β one-forms. In this case ♯ = ♯Λ and ♯ = ♭
−1.
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3.2 Locally conformally symplectic structures
An almost symplectic manifold is a pair (M,Ω) where Ω is a nondegenerate
two-form and M is even dimensional. An almost symplectic manifold is
said to be locally conformally symplectic if for each point x ∈ M there is
an open neighborhood U such that d(eσΩ) = 0, for σ : U → R, so (U, eσΩ)
is a symplectic manifold. If U = M , then it is said to be globally con-
formally symplectic. An almost symplectic manifold is a locally (globally)
conformally symplectic if there exists a one-form η that is closed dη = 0 and
dΩ = η ∧ Ω. (15)
The one-form η is called the Lee one-form. Locally conformally symplectic
manifolds (L.C.S.) with Lee form η = 0 are symplectic manifolds. We define
a bivector Λ on M and a vector field Z given by
Λ(α, β) = Ω(♭−1(α), ♭−1(β)) = Ω(♯(α), ♯(β)), Z = ♭−1(η) (16)
with α, β ∈ Ω1(M) and ♭ : X(M)→ Ω1(M) is the isomorphism of C∞(M,R)
modules defined by ♭(X) = ιXΩ. Here ♯ = ♭
−1. In this case, we also have
♯Λ = ♯. The vector field Z satisfies ιZη = 0 and LZΩ = 0,LZη = 0.
Then, (M,Λ, Z) is an even dimensional Jacobi manifold. There is a classical
Darboux theorem that states the following. Around every point x ∈ M ,
there exist coordinates and a local function σ such that dσ = η. Then,
Ω = eσ
n∑
i=1
dqi ∧ dpi, η = dσ =
n∑
i=1
(
∂σ
∂qi
dqi +
∂σ
∂pi
dpi
)
(17)
and, in consequence, we have
Λ = e−σ
n∑
i=1
(
∂
∂qi
∧
∂
∂pi
)
, Z = e−σ
n∑
i=1
(
∂σ
∂pi
∂
∂qi
−
∂σ
∂qi
∂
∂pi
)
. (18)
The Hamiltonian vector field corresponding with the function f is
Xf = ♯Λ(df) + fZ (19)
3.3 Almost cosymplectic structure
An almost cosymplectic manifold is a 2n + 1-dimensional manifold M equi
pped with (η,Ω), where η is a one-form and Ω is a two-form such that
η∧Ωn 6= 0. Therefore, we have an isomorphism of C∞-modules ♭ : X(M)→
Ω1(M) defined by
♭(X) = iXΩ+ η(X)η. (20)
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Theorem 2. If (M,η,Ω) is an almost cosymplectic structure, then there
exists a unique vector field R, the so-called Reeb vector field such that
ιRη = 1, ιRΩ = 0. (21)
In other words, R = ♭−1(η). Now, we will consider two particular classes
of almost cosymplectic manifolds.
3.3.1 Cosymplectic structure
An almost cosymplectic structure (M,Ω, η) is a cosymplectic structure if
dη = 0, dΩ = 0; recall that Ωn∧η 6= 0. A cosymplectic manifold is equipped
with the ♭ isomorphism in (20) and the Reeb vector field is retrieved as
R = ♭−1(η) = ♯(η) and satisfies (21). In this case ♯ = ♭−1. A cosymplectic
manifold is a particular case of odd dimensional Poisson manifold. It gives
rise to a Poisson bivector given by
Λ(α, β) = Ω(♯(α), ♯(β))
There exist Darboux coordinates {t, qi, pi} on T
∗Q×R with i = 1, . . . , n
such that
Ω =
n∑
i=1
dqi ∧ dpi, η = dt, (22)
and therefore,
R =
∂
∂t
, Λ =
n∑
i=1
∂
∂qi
∧
∂
∂pi
. (23)
To define a Poisson structure, we consider the bivector
Λ(df, dg) = df(♯Λ(dg)) = {f, g}. (24)
In this case, ♯Λ 6= ♯.
3.3.2 Contact structure
An almost cosymplectic structure (M,Ω, η) is a contact structure if Ω = dη.
From here, we refer to η as a contact form and (M,η) a contact manifold.
It is satisfied that η ∧ (dη)n 6= 0 for all x ∈M .
A contact manifold is a Jacobi manifold whose associated bivector Λ is
given by
Λ(α, β) = dη(♭−1(α), ♭−1(β)) = dη(♯(α), ♯(β)) (25)
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for all α, β ∈ Ω1(M) and ♭ : X(M)→ Ω1(M) is the isomorphism given by
♭(X) = ιXdη + η(X)η. (26)
Here ♯ = ♭−1. The Reeb vector field is R = ♭−1(η) = ♯(η) and it is the
unique vector field that satisfies (21). Then (M,Λ,R) is a Jacobi manifold.
Then, the bracket on a contact manifold is defined as
{f, g} = Λ(df, dg) + fR(g)− gR(f). (27)
There exist coordinates {t, qi, pi}, with i = 1, . . . , n, such that
η = dt−
n∑
i=1
pidq
i, Λ =
n∑
i=1
(
∂
∂qi
+ pi
∂
∂t
)
∧
∂
∂pi
, R =
∂
∂t
. (28)
In this case, ♯Λ = ♯.
Structure theorem for Jacobi manifolds
Theorem 3. The characteristic distribution of a Jacobi manifold (M,Λ, Z)
is completely integrable in the sense of Stefan–Sussmann [55, 57], thus M
defines a foliation whose leaves are not necessarily of the same dimension,
and it is called a characteristic foliation. Each leaf has a unique transitive
Jacobi structure such that its canonical injection into M is a Jacobi map.
Each leaf defines
1. A locally conformally symplectic manifold if the dimension is even.
2. A manifold equipped with a contact one-form if its dimension is odd.
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Table 1. Geometric structures. The space C∞(M,R) is a local Lie algebra in
the Kirillov sense and the morphism ♯Λ : Ω
1(M)→ X(M) is a C∞(M,R) mapping
induced by Λ between C∞ modules of Ω1 and X on M . ♯p is the restriction of ♯Λ to
T ∗pM . The flat morphism ♭ : X(M)→ Ω
1(M) is a mapping between C∞ modules;
it is generally defined as ♭(X) = ιXΩ+η(X)η. Obviously, it reduces to ♭(X) = ιXΩ
for particular cases. Here α and β are one-forms on Ω1(M).
Structure Characterization Bracket and h.v.f. Induced structure
L.C.S. dΩ = η ∧ Ω {f, g} = Λ(df, dg) + fZ(g)− gZ(f) Λ(α, β) = Ω(♯(α), ♯(β))
(U,Ω) LZΩ = 0 Xh = ♯Λ(dh) + hZ Z = ♯(η)
d(eσΩ) = 0 LZη = 0 ♯ = ♭
−1, ♯Λ = ♯ Cp = ♯Λ(T
∗
pM) + 〈Zp〉
even dim Jacobi
Contact Ω = dη {f, g} = Λ(df, dg) + fR(g)− gRf Λ(α, β) = dη(♯(α), ♯(β))
(M,η) η ∧ (dη)n 6= 0 Xh = ♯Λ(dh) + hR Z = R = ♯(η)
odd dim ♯ = ♭−1, ♯Λ = ♯ Cp = ♯Λ(T
∗
pM) + 〈Rp〉
Jacobi
Cosymplectic Ωn ∧ η 6= 0 {f, g} = Λ(df, dg) = df(♯Λ(dg)) Λ(α, β) = df(♯Λ(dg))
(M,Ω, η) dη = 0, dΩ = 0 Xh = ♯(dh) Z = 0,R = ♯(η)
odd dim ♯ = ♭−1, ♯Λ 6= ♯ Cp = ♯(T
∗
pM)
Poisson
Symplectic (M,Ω) {f, g} = Ω(♯(df), ♯(dg)) Λ(α, β) = Ω(♯(α), ♯(β))
(M,Ω) dΩ = 0 Xh = ♯Λ(dh) Z = 0,R = 0
even dim Ωn 6= 0 ♯ = ♭−1, ♯Λ = ♯ Cp = ♯Λ(T
∗
pM)
Poisson
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Table 2. Almost cosymplectic structures. We choose canonical coordinates
{qi, pi, t} on T
∗Q× R
Structure One-form Reeb Bivector and h.v.f.
Cosymplectic
(M,Ω, η) θH = pidq −Hdt RH =
∂
∂t
+
∑n
i=1
∂H
∂pi
∂
∂qi
− Λ =
∑n
i=1
∂
∂qi
∧ ∂
∂pi
Ωn ∧ η 6= 0 −
∑n
i=1
∂H
∂qi
∂
∂pi
XH = RH
Contact
(M,η) η = dt−
∑n
i=1 pidq
i
R = ∂
∂t
Λ =
(
∂
∂qi
+ pi
∂
∂t
)
∧ ∂
∂pi
η ∧ (dη)n 6= 0 XH =
∑n
i=1
(
pi
∂H
∂pi
−H
)
∂
∂t
Ω = dη −
∑n
i=1
(
pi
∂H
∂t
+ ∂H
∂qi
)
∂
∂pi
+ ∂H
∂pi
∂
∂qi
4 Lagrangian–legendrian submanifolds
Let (M,Λ, Z) be a Jacobi manifold with characteristic distribution C.
Definition 4. A submanifold N of a Jacobi manifold (M,Λ, Z) is said to
be a lagrangian-legendrian submanifold if the following equality holds
♯(TN◦) = TN ∩ C, (29)
where TN◦ denotes the annihilator of TN .
If (M,Λ) is a Poisson manifold, the lagrangian-legendrian submanifold
of M will simply be called lagrangian.
Particular cases
1. A submanifold N of a symplectic manifold (M,Ω) is lagrangian if
♯Λ(TN
◦) = TN. (30)
2. As a consequence, we deduce that a submanifold N of a cosymplectic
manifold (M,η,Ω) is lagrangian if
♯Λ(TN
◦) = TN ∩ C. (31)
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3. A submanifold N of a contact manifold (M,η) is legendrian if the
following condition is fulfillled
♯Λ(TN
◦) = TN. (32)
The following result gives a characterization of legendrian submanifolds of
contact manifolds.
Proposition 5. A submanifold N of a contact manifold (M,η) is a leg-
endrian submanifold if and only if it is an integral manifold of maximal
dimension n of the distribution η = 0. In this case, C is the whole tangent
space to N .
Proof. Assume that M has dimension 2n + 1. If a submanifold N of M is
legendrian then the condition
♯Λ(TN
◦) = TN
implies that η|N = 0. Moreover, N has necessary dimension n, since TxN
will be a lagrangian subspace of the symplectic vector space (ker ηx, (dη)x)
for all x ∈ N . The converse is proved reversing the arguments.
5 Hamilton–Jacobi theory on cosymplectic mani-
folds
5.1 Geometric approach
Consider the extended phase space T ∗Q × R and its canonical projections
of the first and second factor, ρ : T ∗Q × R → T ∗Q and t : T ∗Q × R → R,
respectively and a time-dependent hamiltonian H : T ∗Q × R → R. Let us
depict the problem with a diagram
T ∗Q× R
ρ

t
""❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
H

T ∗Q R
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We have canonical coordinates {qi, pi, t} with i = 1, . . . , n, where (q
i, pi) are
fibered coordinates in T ∗Q and t ∈ R. We consider the two-form on T ∗Q×R
as ΩH = −dθH and
θH = θQ −Hdt (33)
where θQ is the canonical Liouville one-form. We abuse notation by identi-
fying the pullbacks of the one-forms with the one-forms themselves. That
is, ρ∗(θQ) = θQ. Hence,
ΩH =
n∑
i=1
dqi ∧ dpi + dH ∧ dt. (34)
Let us consider the cosymplectic structure (dt,ΩH). The corresponding Reeb
vector field needs to satisfy
ιRHdt = 1, ιRHΩH = 0. (35)
The unique Reeb vector field that satisfies (35) has the following expression
in coordinates
RH =
∂
∂t
+
n∑
i=1
∂H
∂pi
∂
∂qi
−
n∑
i=1
∂H
∂qi
∂
∂pi
. (36)
The corresponding classical Hamilton–Jacobi equations are

q˙i =
∂H
∂pi
,
p˙i = −
∂H
∂qi
, ∀i = 1, . . . , n.
t˙ = 1.
(37)
Since t˙ = 1, we can consider t a time-parameter (up to an affine change).
We consider the fibration π : T ∗Q × R → Q × R and a section γ of π :
T ∗Q × R → Q × R, i.e., π ◦ γ = idQ×R. Also, we assume that Im(γt)
with γt : Q → T
∗Q × R such that γt(q
i) in coordinates (qi, γi(qi, t), t) is
a lagrangian submanifold for a fixed time t of the cosymplectic manifold
(T ∗Q× R, dt,ΩH) for a fixed time, that is dγt = 0.
T ∗Q× R
ρ
// T ∗Q
pi // Q× R // Q
γt
jj
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We can use γ to project RH on Q × R just defining a vector field R
γ
H ,
the denominated projected vector field on Q× R by
R
γ
H = Tpi ◦RH ◦ γ (38)
The following diagram summarizes the above construction
T ∗Q× R
pi

RH // T (T ∗Q× R)
Tpi

Q× R
γ
>>
R
γ
H // T (Q× R)
Definition 6. If α is a one-form, locally expressed as α =
∑n
i=1 αidq
i,
we designate by αV the vertical lift [61] or vector fields associated with α,
defined by
ιαV ωQ = α
Hence, the vector field αV has the local expression
αV = −
n∑
i=1
αi
∂
∂pi
. (39)
Theorem 7. The vector fields RH and R
γ
H are γ-related if and only if the
following equation is satisfied
[d(H ◦ γt)]
V = γ˙q (40)
where [. . . ]V denotes the vertical lift of a one-form on Q to T ∗Q. Now γ˙q is
the tangent vector in a point q associated with the curve
R //
γq
**
Q× R // T ∗Q× R
ρ
// T ∗Q
Notice that these applications are given for a fixed point q → (q, t, γ).
Proof. The vector fields RH and R
γ
H are γ related if Tγ(R
γ
H) = RH . That
is,
Tγ(RγH) = Tγ
(
∂
∂t
+
n∑
i=1
∂H
∂pi
∂
∂qi
)
(41)
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We choose a section γ(qi, t) in coordinates (qi, γj(qi, t), t) with i, j = 1, . . . , n
such that the lift in the tangent bundle reads,
Tγ
(
∂
∂t
)
=
∂
∂t
+
n∑
j=1
∂γj
∂t
∂
∂pj
, Tγ
(
∂
∂qi
)
=
∂
∂qi
+
n∑
j=1
∂γj
∂qi
∂
∂pj
(42)
Introducing equations (42) in equation (41), it is straightforward to retrieve
condition (40) if we use that γt is closed. The closedness condition is neces-
sary for the permutation of indices in intermediate steps to obtain (40).
Equation (40) is known as a Hamilton–Jacobi equation on a cosymplectic
manifold. In local coordinates {qi, pi, t}, we have
∂γj
∂t
+
n∑
i=1
∂H
∂pi
∂γj
∂qi
+
∂H
∂qj
= 0. (43)
5.2 Complete solutions
Definition 8. A complete solution of the Hamilton–Jacobi equation on a
cosymplectic manifold (M,η,Ω) is a diffeomorphism Φ : Q × R × Rn →
T ∗Q × R × Rn such that for a set of parameters λ ∈ Rn, λ = (λ1, . . . , λn),
the mapping
Φλ : Q× R → T
∗Q× R
Φλ(q, t) 7→ Φ(q, γ(q, t), t)
(44)
is a solution of the Hamilton–Jacobi equation.
We have the following diagram
Q× R× Rn
α

Φ // T ∗Q× R
fi

Φ−1
oo
R
n pii // R
with πi : R
n → R the projection of (λ1, . . . , λn) to λi. We define functions
fi such that for a point p ∈ T
∗Q× R, it is satisfied
fi(p) = πi ◦ α ◦ Φ
−1(p). (45)
and α : Q× R× Rn → Rn is the canonical projection.
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Theorem 9. If Φ is a complete solution of the Hamilton–Jacobi problem on
a cosymplectic manifold, then the functions defined in (45) commute with
respect to a Poisson bracket, that is,
{fi, fj} = 0, ∀i, j = 1, . . . , n. (46)
Proof. It is immediate that
Im(Φλ) = ∩
n
i=1f
−1
i (λi) (47)
An element in Im(Φλ) will be Φλ(x), for a point x ∈ Q× R and it happens
fi(Φλ(x)) = fi(Φ(x, λ)) = λi.
If fi is constant on Im(Φλ), then dfi vanishes on T (Im(Φλ)). If Φλ is a
solution of the Hamilton–Jacobi equation, then ImΦλ is a lagrangian sub-
manifold and we have that
♯Λ(T (Im(Φλ)))
◦ = T (Im(Φλ)) ∩ C
that implies
{fi, fj} = 0, ∀i, j = 1, . . . , n. (48)
Because of the definition of the bracket {fi, fj} = dfi(♯Λ(dfj)) and the def-
inition of Λ in (23), we deduce that it is zero since dfi is in the annihilator
of T (Im(Φλ)) and ♯Λ(dfj) is in T (Im(Φλ)) ∩ C.
5.3 Examples
A trigonometric system
Let us consider the time-dependent hamiltonian on T ∗Q×R with the local
set of coordinates {q, p, t}
H =
p2
2
+
q2
2
+ α sin (wt)
q2p2
2
. (49)
In our setting, we consider the cosymplectic manifold (T ∗Q × R,ΩH , θH)
where ΩH and θH are those given in (34) in (33), correspondingly. The
Reeb vector field according to the conditions (21) has the expression
RH =
∂
∂t
+
(
p+ α sin (wt)q2p
) ∂
∂q
−
(
q + α sin (wt)p2q
) ∂
∂p
. (50)
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We choose a lagrangian section γ(q, t) whose components are (q, γ(q, t), t).
The RγH field on Q× R is
R
γ
H =
∂
∂t
+
(
p+ α sin (wt)q2p
) ∂
∂q
. (51)
If we impose (38) to be fulfillled, we need to compute the terms
Tγ
(
∂
∂t
)
=
∂
∂t
+
∂γ
∂t
∂
∂p
, Tγ
(
∂
∂q
)
=
∂
∂q
+
∂γ
∂q
∂
∂p
, (52)
and the arising equation reads
∂γ
∂t
+
(
p+ α sin (wt)q2p
) ∂γ
∂q
= q + α sin (wt)p2q. (53)
This equation is a quasi-linear first-order PDE for a function γ(q, t). It can
be solved with the aid of the method of characteristics [17]
dt =
dq
p+ α sin (wt)q2p
=
dγ
q + α sin (wt)p2q
(54)
which turns in the following system of equations
dq
dt
= p(1 + α sin (wt)q2),
dγ
dt
= q(1 + α sin (wt)p2). (55)
Integrating the equations along the section γ, we have that p = γ, then, we
can solve system (55) whose solutions result in
γ(q, t) =
q
tanh (t+ C)
(56)
where C is a constant of integration.
Equation (56) is a particular solution of the Hamilton–Jacobi equation
corresponding with a nonlinear trigonometric system on a cosymplectic man-
ifold.
For the complete solution, we need γ(q, t) expressed in terms of one
single parameter C as in (56), according to the theory explained in (44).
We construct the diffeomorphism that provides the complete solution
Φ : R× R× R → T ∗R× R
Φ(q, t, C) 7→ Φ(q, γ(q, t, C), t)
(57)
such that
Φ(q, t, C) =
(
q, t,
q
tanh (t+C)
)
(58)
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Nonlinear oscillators
Fris et al [19] studied in 1965 systems that admit separability in two dif-
ferent coordinates and obtained families of superintegrable potentials with
constants of motion linear or quadratic in the velocities (momenta). The two
first families can be considered as the more general euclidean deformations
[13] with strengths k2 and k3
Va =
1
2
ω20(x
2 + y2) +
k2
x2
+
k3
y2
, Vb =
1
2
ω20(4x
2 + y2) + k2x+
k3
y2
(59)
of the 1 : 1 and 2 : 1 harmonic oscillators preserving quadratic superinte-
grability. The superintegrability of Va is known as Winternitz–Smorodinsky
oscillator [60] studied by Evans [18] for the general case of degrees of freedom.
For models in two dimensions, we have to choose two sections γ(x, t), γ(y, t) :
Q× R → T ∗Q× R as a solution of the Hamilton–Jacobi equation.
(1) For the first potential Va, the hamiltonian reads
H =
1
2
p2x +
1
2
p2y +
1
2
ω20(x
2 + y2) +
k2
x2
+
k3
y2
. (60)
In this case, the Reeb vector field according to (21) is
RH =
∂
∂t
+ px
∂
∂x
+ py
∂
∂y
−
(
ω20x−
2k2
x3
)
∂
∂px
−
(
ω20y −
2k3
y3
)
∂
∂py
(61)
The projected vector field on Q× R is
R
γ
H =
∂
∂t
+ px
∂
∂x
+ py
∂
∂y
(62)
Now,
Tγ(RγH) =
∂
∂t
+
∂γ[x]
∂t
∂
∂px
+
∂γ[y]
∂t
∂
∂py
+
+ px
(
∂
∂x
+
∂γ[x]
∂x
∂
∂px
)
+ py
(
∂
∂y
+
∂γ[y]
∂y
∂
∂py
)
that compared with RH , it results in the Hamilton–Jacobi equations
γ
[x]
t +
1
m
γ[x]γ[x]x = −
(
ω20x−
2k2
x3
)
,
γ
[y]
t +
1
m
γ[y]γ[y]y = −
(
ω20y −
2k3
y3
)
. (63)
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The two equations for the sections γ[x] and γ[y] are the same. They are
quasilinear PDEs that can be solved with the method of the characteristics.
So, the associated characteritic system for γ[x] is
dt =
dx
γ[x]
=
dγ[x]
−
(
ω20x−
2k2
x3
) , (64)
If we need γ[x] in terms of (x, t), we have that
γ[x] =
√
−ω20x
2 − 2k2x−2 + C (65)
including one parameter C. For γ[y] we obtain equivalent expressions to
(65),
γ[y] =
√
−ω20y
2 − 2k2y−2 +K (66)
The sections γ[x] and γ[y] are a solution of the Hamilton–Jacobi equation
corresponding with a nonlinear oscillator with potential Va. To contemplate
the complete solutions, we make use of (65) in terms of the parameter C.
We construct a diffeomorphism
Φ : R2 × R× R2 → T ∗R2 × R
Φ(x, y, t, C,K) 7→ Φ(x, y, γ[x](C), γ[y](K), t)
(67)
such that
Φ(x,y, t, C,K) =(
x, y, γ[x] =
√
−ω20x
2 − 2k2x−2 + C, γ
[y] =
√
−ω20y
2 − 2k2y−2 +K, t
)
(68)
(2) For the second potential Vb, the hamiltonian on T
∗Q× R reads
H =
1
2
(p2x + p
2
y) +
1
2
ω2(4x2 + y2) + k2x+
k3
y2
. (69)
The Reeb vector field (21) on T ∗Q× R for this example reads
RH =
∂
∂t
+
px
m
∂
∂x
+
py
m
∂
∂y
−
(
4ω20x+ k2
) ∂
∂px
(
ω20y −
2k3
y3
)
∂
∂py
and the projected Reeb vector field on Q× R is
R
γ
H =
∂
∂t
+
px
m
∂
∂x
+
py
m
∂
∂x
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Now,
Tγ(RγH) =
∂
∂t
+
∂γ[x]
∂t
∂
∂px
+
∂γ[y]
∂t
∂
∂py
+
+
px
m
(
∂
∂x
+
∂γ[x]
∂x
∂
∂px
)
+
py
m
(
∂
∂y
+
∂γ[y]
∂y
∂
∂py
)
whose difference with respect to RH gives us the Hamilton–Jacobi equations
for the sections γ[x] and γ[y]. These are
γ
[x]
t +
1
m
γ[x]γ[x]x = −
(
4xω20 + k2
)
,
γ
[y]
t +
1
m
γ[y]γ[y]y = −
(
ω20y −
2k3
y3
)
. (70)
The equation for γ[y] in (70) has the same solution as (63), that is equation
(65),
γ[y] =
√
−ω20y
2 − 2k2y−2 +K (71)
The equation for γ[x] in (70) can be solved by proposing the associated
characteristic system
dt =
dx
γ
m
=
dγ
−(4xω20 + k2)
. (72)
If we want to express γ[x] in terms of (x, t), we have
γ[x] = m
√
−
(
4ω2
m
x2 +
2kx
m
)
+ C (73)
with C a parameter of integration.
According to the theory exposed in (44), if we aim at obtaining complete
solutions, we need to construct a diffeomorphism based on the one parameter
solutions given in (73).
Φ : R2 × R× R2 → T ∗R2 × R
Φ(x, y, t, C,K) 7→ Φ(x, y, γ[x](C), γ[y](K), t)
(74)
such that
Φ(x,y, t, C,K) =(
x, y, γ[x] = m
√
−
(
4ω2
m
x2 +
2Kx
m
)
+ C, γ[y] =
√
−ω20y
2 − 2k2y−2 +K, t
)
(75)
21
6 Hamilton–Jacobi theory on contact manifolds
We consider the extended phase space T ∗Q× R with canonical projections
of the first and second variables ρ : T ∗Q×R → T ∗Q and t : T ∗Q×R → R.
The hamiltonian function is H : T ∗Q×R → R. It can be illustrated through
the following diagram
T ∗Q× R
ρ

t
""❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
❊
H

T ∗Q R
We have local canonical coordinates {qi, pi, t}, i = 1, . . . , n. The one-form is
η = dt− ρ∗θQ, which reads
η = dt−
n∑
i=1
pidq
i. (76)
The pair (T ∗Q × R, η) is a contact manifold. The Reeb vector field
satisfying
ιRη = 1, ιRdη = 0
is
R =
∂
∂t
.
Consider the fibration π : T ∗Q × R → Q × R. To have dynamics, we
consider the vector field
XH = ♯Λ(dH) +HR. (77)
In coordinates [7], it reads
XH =
n∑
i=1
(
pi
∂H
∂pi
−H
)
∂
∂t
−
n∑
i=1
(
pi
∂H
∂t
+
∂H
∂qi
)
∂
∂pi
+
n∑
i=1
∂H
∂pi
∂
∂qi
(78)
that is compatible with (28) and furthermore it that satisfies the conditions
♭(XH ) = −(R(H) +H)η + dH.
where ♭ is the isomorphism defined in (20) and
η(XH ) = −H. (79)
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Recall that (T ∗Q× R,Λ,R) is a Jacobi manifold with Λ given in (28). The
proposed contact structure provides us with the dissipation Hamilton equa-
tions [7]. 

q˙i =
∂H
∂pi
,
p˙i = −
∂H
∂qi
− pi
∂H
∂t
,
t˙ = pi
∂H
∂pi
−H.
(80)
for all i = 1, . . . , n.
Consider γ a section of π : T ∗Q × R → Q × R, i.e., π ◦ γ = idQ×R. We
can use γ to project XH on Q×R just defining a vector field X
γ
H on Q×R
by
XγH = Tpi ◦XH ◦ γ. (81)
The following diagram summarizes the above construction
T ∗Q× R
pi

XH // T (T ∗Q× R)
Tpi

Q× R
γ
>>
X
γ
H // T (Q× R)
Assume that γ(Q×R) is a legendrian submanifold of (T ∗Q×R, η), such
that γt is closed.
Theorem 10. The vector fields XH and X
γ
H are γ-related if and only if the
following equation is satisfied
[d(H ◦ γ)]V = −Hγ˙q (82)
where [. . . ]V denotes the vertical lift of a one-form and γ˙q is the tangent
vector in a point q associated with the curve
R //
γq
**
Q× R // T ∗Q× R
ρ
// T ∗Q
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Proof. The vector fields XH and X
γ
H are γ related if Tγ(X
γ
H) = XH . That
is,
Tγ(XγH) =
(
pi
∂H
∂pi
−H
)
Tγ
(
∂
∂t
)
+
∂H
∂pi
Tγ
(
∂
∂qi
)
= XH ◦ γ (83)
The section γ in local coordinates has components (qi, γj(qi, t), t) with i, j =
1, . . . , n such that
Tγ
(
∂
∂t
)
=
∂
∂t
+
n∑
j=1
∂γj
∂t
∂
∂pj
, Tγ
(
∂
∂qi
)
=
∂
∂qi
+
n∑
j=1
∂γj
∂qi
∂
∂pj
, (84)
Introducing (84) in equation (83), it is straightforward to retrieve condition
(82) if a further condition on the one-form γ is imposed. It is
dγt = 0. (85)
This means that γt is closed and fulfills the legendrian submanifold condi-
tion.
Equation (82) is known as a Hamilton–Jacobi equation with respect to a
contact structure. In local coordinates,
pj
∂H
∂t
+
∂H
∂qj
+
n∑
i=1
(
pi
∂H
∂pi
−H
)
∂γj
∂t
+
n∑
i=1
∂H
∂pi
∂γj
∂qi
= 0 (86)
6.1 Complete solutions
Definition 11. A complete solution of the Hamilton–Jacobi equation on a
contact manifold (M,η) is a diffeomorphism Φ : Q × R × Rn → T ∗Q × R
such that for a set of parameters λ ∈ Rn, λ = (λ1, . . . , λn), the mapping
Φλ : Q× R → T
∗Q× R
Φλ(q, t) 7→ Φ(q, γ(q, t), t)
(87)
is a solution of the Hamilton–Jacobi equation.
We have the following diagram
Q× R× Rn
α

Φ // T ∗Q× R
fi

Φ−1
oo
R
n pii // R
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where we define functions fi such that for a point p ∈ T
∗Q×R, it is satisfied
fi(p) = πi ◦ α ◦ Φ
−1(p). (88)
and α : Q× R× Rn → Rn is the canonical projection.
Theorem 12. There exist no linearly independent commuting set of first-
integrals in involution (88) for a complete solution of the Hamilton–Jacobi
equation on a contact manifold.
Proof. Consider the bracket
{fi, fj} = Λ(dfi, dfj) + fiR(fj)− fjR(fi) (89)
On the other hand, recall the definition of the hamiltonian vector field as-
sociated with fi ∈ C
∞ as Xfi = ♯Λ(dfi) + fiR, then
Xfi(fj) = dfj(Xfi) = dfj(♯Λ(dfi) + fiR) = dfj(♯Λ(dfi)) + dfj(fiR) (90)
Knowing that ♯Λ(dfi) ∈ T ImΦλ, for all dfi the terms Λ(dfi, dfj) and dfj(♯Λ(dfi))
vanish. Therefore,
fiR(fj)− fjR(fi) = 0, ∀i, j = 1, . . . , n. (91)
From here, we can discuss two possibilities
1. R(fi) = 0
2. fiR(fj)− fjR(fi) = 0
From 1. we have that fi are constants. From 2. we have that R(fi/fj) =
0 that implies that fi and fj are not linearly independent. Remark: If we
calculate the evolution of the functions along the Hamiltonian flow, that is
XH(fi) = dfi(XH) = dfi(♯Λ(dH) +HR) = H(R(fi)) (92)
since dfi(♯Λ(dH)) = 0 because it is in (T ImΦ)
o. We conclude that fi are not
constants, given XH(fi) 6= 0.
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6.2 Example
Let us consider the hamiltonian on T ∗Q×R with local coordinates {q, p, S},
H =
p2
2m
+ V (q) + αS (93)
This is the corresponding hamiltonian of a damped oscillator [7] which is
retrieved by (80). Taking the hamiltonian vector field as in (78), we have
XH =
(
p2
2m
− V (q)− αS
)
∂
∂S
−
(
αp+ V ′(q)
) ∂
∂p
+
p
m
∂
∂q
(94)
We choose a legendrian section γ with local components (q, γ(q, S), S). And
XγH on Q×R reads
XγH =
(
p2
2m
− V (q)− αS
)
∂
∂S
+
p
m
∂
∂q
(95)
Using (81), we need to perfom the computations
Tγ
(
∂
∂S
)
=
∂
∂S
+
∂γ
∂S
∂
∂p
, Tγ
(
∂
∂q
)
=
∂
∂q
+
∂γ
∂q
∂
∂p
(96)
The Hamilton–Jacobi equation of the damped oscillator reads(
p2
2m
− V (q)− αS
)
∂γ
∂S
+
p
m
∂γ
∂q
+ (pα+ V ′(q)) = 0 (97)
with dγS = 0, that is γS = constant. Integrating the equations along the
section γ, we have that p = γ, and setting the constant γS = 1, then (97)
can be rewritten as
∂γ
∂q
+
1
2
γ + αm+
m
γ
(
V ′(q)− V (q)− αS
)
= 0, (98)
which can be solved as
q =
c1√
c21 − 2c2
ln
(
γ + c1 −
√
c21 − 2c2
γ + c1 +
√
c21 − 2c2
)
− ln
(
1
2
γ2 + c1γ + c2
)
+ C (99)
when c21 > 2c2, and
q =
2√
2c2 − c21
tan−1
(
γ + c1√
2c2 − c21
)
− ln
(
1
2
γ2 + c1γ + c2
)
+ C (100)
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when c2 >
c21
2 , with
c1 = αm, c2 = −m
2αS. (101)
where V (q) = V ′(q) = 0 have conveniently been chosen equal to zero for
the possible analytical integration. The solution γ of the Hamilton–Jacobi
equation on a contact manifold for a damped oscillator is provided by the
implicit equations (99) and (100).
For a complete solution, we need to construct the diffeomorphism
Φ : R× R× R → T ∗R× R
Φ(q, t, C) 7→ Φ(q, γ(C), t)
(102)
with γ(q, t) derived from the implicit equations (99) and (100) for c21 > 2c2
and c2 >
c21
2 , correspondingly.
7 Conclusions
We have developed a two-fold geometric Hamilton–Jacobi theory: for time-
dependent hamiltonians through a cosymplectic geometric formalism and for
dissipative hamiltonians through a contact geometry formalism. We have
derived an explicit, new expression for the Hamilton–Jacobi equation on a
cosymplectic manifold to find solutions of a unidimensional trigonometric
system and two superintegrable potentials in two dimensions, one of them
corresponds with the Winternitz–Smorodinsky oscillator. Furthermore, we
have developed a geometric Hamilton–Jacobi theory on a contact manifold
for hamiltonians containing a dissipation term. We have derived an explicit,
new expression for the Hamilton–Jacobi equation on a contact manifold to
find solutions of a one-dimensional damped oscillator.
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