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Monitoramento de software em tempo de execução tem sido usado para detecção de fal-
has, análise de desempenho, otimização, diagnóstico e recuperação. Evidenciar e utilizar
métricas adequadas são o que possibilita a obtenção dessas informações em tempo de
execução do software. Quando agir, o que verificar, o que pode melhorar é uma parte
crucial do contexto apresentado. Por esse motivo, este estudo apresentou um módulo em
Erlang de monitoramento de sistemas em tempo de execução embasado em um mapea-
mento sistemático de métricas de monitoramento de sistemas computacionais em tempo
de execução a fim de auxiliar na manutenibilidade de sistemas por meio de uma camada
de visualização de software. O serviço de monitoramento foi utilizado nos sistemas da
Universidade de Brasília a fim de analisar e avaliar os resultados obtidos neste trabalho.
Palavras-chave: Monitoramento, Sistema em Execução, Métricas de Monitoramento,
Visualização de Software, Dashboard.
vi
Abstract
Monitoring runtime software has been used for fault detection, performance analysis, op-
timization, diagnosis and recovery. Evidence and proper metrics is what makes it possible
to obtain this information in the software runtime. When to act, what to check, which
can improve is a crucial part of the pop. For this reason, this study presented a module in
Erlang for monitoring systems in execution time based on a systematic mapping of com-
putational systems runtime monitoring metrics in order to assist in the maintenance of
systems through a visualization layer software. The monitoring service was used with the
systems of the University of Brasília in order to analyze and evaluate the results obtained
in this work.
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Grandes investimentos são realizados em sistemas de software e para que as organizações
obtenham retorno desse investimento, o software deve ser utilizado por vários anos. O
tempo de duração de sistemas de software é variável e pode permanecer por mais de 10
anos [38]. Muitos desses sistemas ainda são fundamentais para as organizações e qualquer
falha desses serviços acarretará um sério efeito em seu dia a dia [6].
Lientz [40] menciona que a manutenção de software consome a maior parte do custo
total do ciclo de vida de um sistema, no qual representa cerca de 75% a 80% dos recursos
de programação consumidos e que, apesar desses altos valores, essas modificações não
acompanham um planejamento adequado.
Uma parcela considerável do esforço da atividade de manutenção é realizada na com-
preensão do software, que muitas vezes, é impedida pela não utilização de qualquer tipo
de técnica de desenvolvimento durante a sua criação,falta de documentação e informações
atualizadas ou disponíveis dele. [11].
Devido à importância que esses sistemas representam para a organização, bem como o
seu conjunto de informações, regras de negócio, funcionalidades cruciais para a empresa,
eles se tornam um ponto crítico, sendo imprescindível a realização de algum tipo de
monitoramento.
Em razão de tecnologias ultrapassadas e da falta de evolução dos sistemas, alguns pro-
blemas são comumente evidenciados, tais como: o não suporte do crescimento do sistema
e da quantidade de usuários; grande quantidade de requisitos de negócio em banco de da-
dos através de comportamentos implementados em stored procedures; e vulnerabilidades
de segurança e confiabilidade do sistema [4].
A necessidade de um aumento contínuo da qualidade na indústria brasileira de software
e serviços de Tecnologia da Informação e Comunicação (TIC) está contemplada no âmbito
da Política de Ciência, Tecnologia e Inovação do Governo, explicitada no documento de
Estratégia Nacional de Ciência, Tecnologia e Inovação 2016-2019. O documento destaca
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a importância em contribuir para o desenvolvimento nacional por meio de iniciativas que
valorizem o avanço do conhecimento e da inovação [16].
A Fundação Universidade de Brasília (FUB), instituída nos termos da Lei n. 3.998,
de 15 de dezembro de 1961, tem sede e foro na cidade de Brasília. O Centro de Informá-
tica (CPD) é um Órgão Complementar da Universidade de Brasília (UnB), responsável
pela Tecnologia da Informação e subordinado ao Decanato de Planejamento e Orçamento
(DPO). O CPD tem definido como um dos objetivos "Promover e incentivar a informática
na Universidade de Brasília visando obter eficiência institucional em todos os níveis"e
"Promover e incentivar a informática na Universidade de Brasília para alcançar maior
eficácia no suporte às atividades de ensino, pesquisa, extensão e administração da Insti-
tuição", onde um dos softwares principais mantidos pela organização é o SIGRA (Sistema
de Informações Acadêmicas de Graduação), com um módulo WEB que atinge a todos os
estudantes de graduação e pós-graduação da universidade, o Matrícula Web.
Levantar métricas adequadas ao monitoramento de sistemas em tempo de execução
vai ao encontro de contemplar as abordagens de análise dinâmica de código, auxiliando
no processo de monitoração dos softwares e servindo de apoio as instituições. Portanto,
possuir um dashboard dessas informações é uma grande ferramenta para auxiliar o moni-
toramento pela equipe que mantém o sistema.
Este trabalho irá realizar um estudo de caso na Universidade de Brasília implantando
uma ferramenta de monitoramento de sistemas em execução, utilizando-se de métricas
encontradas na literatura e que se adeque a realidade do CPD, disponibilizando uma
camada de visualização com o dashboard para acompanhamento das equipes mantenedoras
dos sistemas.
1.1 Justificativa
As abordagens por análise estática são encontradas em um grande número de aplicações
[10], porém para a análise dinâmica de código esse número é reduzido. A análise de
código fonte não proporciona informações suficientes para entender completamente um
sistema, já que existem componentes e relações que só existem durante sua execução [60].
Trabalhar então com uma abordagem complementar poderá contribuir significativamente
para o acompanhamento e monitoramento dos sistemas legados, aumentando a qualidade
da manutenção e evolução deles.
Períodos de grandes demandas no sistema, como é o caso dos sistemas da Universi-
dade de Brasília que trabalham com demandas sazonais, podem apresentar uma série de
gargalos devido a problemas exemplificados por Azevedo [4] e que em virtude da falta de
monitoramento, as informações de erros, causas e motivos desses gargalos se perdem. Re-
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alizar testes de carga, desempenho, stress após o ocorrido podem ser de muito custo para
a Instituição e não refletir o cenário real, o que leva a correções e manutenções possivel-
mente não tão eficazes. Essa é uma realidade vivida diariamente no CPD da Universidade
de Brasília, mudando apenas o sistema da vez.
1.2 Objetivos
1.2.1 Objetivo Geral
O objetivo deste trabalho é propor um serviço de monitoramento de software em tempo
de execução com uma camada de visualização a fim de gerar um dashboard para auxílio
na compreensão do comportamento dos sistemas. Um estudo de caso será realizado nos
sistemas da Universidade de Brasília a fim de complementar o trabalho proposto por
Agilar [17] e avaliar a solução sugerida.
1.2.2 Objetivos Específicos
Para atingir o objetivo geral, os seguintes objetivos específicos são definidos:
• Realizar um mapeamento sistemático para identificar as métricas de monitoramento
em tempo de execução em software;
• Avaliar as ferramentas existentes e verificar se atendem ao contexto do CPD;
• Avaliar a necessidade de customizações da ferramenta selecionada quanto a lista de
métricas selecionadas;
• Avaliar a utilidade de propor uma nova métrica para monitoramento de acordo com
a necessidade do CPD;
• Implementar o serviço de monitoramento;
• Implementar a camada de visualização e dashboard;
• Analisar e avaliar os resultados da experiência da equipe utilizando a solução pro-
posta.
1.3 Estrutura do trabalho
Este trabalho está estruturado em 7 capítulos, além deste. No Capítulo 2 é apresentada
uma fundamentação teórica acerca dos assuntos necessários para o entendimento deste
trabalho. No Capítulo 3 é apresentada a execução de um mapeamento sistemático com
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o objetivo de identificar métricas de monitoramento em tempo de execução em software.
No capítulo 4 é apresentado um estudo de interesse a fim de verificar a importância
das métricas encontradas na literatura junto ao CPD. No Capítulo 5 é evidenciada a
camada de monitoramento que foi realizada para obtenção das métricas. No Capítulo ??
é mostrada a ferramenta desenvolvida para a camada de visualização do monitoramento
de sistemas. No Capítulo 6 é apresentada a avaliação da equipe de desenvolvimento do
CPD referente a percepção das métricas implantas e do novo serviço de monitoramento.
No Capítulo 7 conclui-se a respeito dos resultados obtidos e levanta-se uma frente da




2.1 Sistema em execução
Um sistema, segundo definição da ISO/IEC 12207 [30] e ISO/IEC 9126-1 [29], é um
conjunto integrado que consiste em um ou mais processos, hardware, software, recursos e
pessoas, capaz de satisfazer uma necessidade ou objetivo definido. Um software é definido
como um conjunto completo ou apenas uma parte dos programas, procedimentos, regras
e documentação associada de um sistema de processamento de informação [29].
A arquitetura de um software corresponde à estrutura ou estruturas de um sistema,
abrangendo os componentes, as propriedades externamente visíveis desses componentes e
as relações entre eles [39].
Sistema em execução refere-se, portanto, ao estado em que um sistema encontra-se e
que permite o uso de suas funcionalidades por seus devidos usuários. É o momento onde é
possível observar a interação entre as relações presentes na(s) estrutura(s) da arquitetura
de software.
2.2 Arquitetura Orientada a Serviços
A arquitetura orientada a serviços (SOA) retrata um modelo arquitetural que busca me-
lhorar o custo por eficácia e agilidade de resposta de um sistema, tanto no nível da
organização quanto na equipe de tecnologia da informação, onde os serviços são o coração
dessa solução [20].
A implementação de uma arquitetura orientada a serviços consiste em um conjunto de
componentes que dispõe e/ou consome serviços. Em grande parte dessa solução temos os
serviços de forma autônoma que repre108268sentam os provedores de serviços e os con-
sumidores de serviços que geralmente são implantados de forma independente, podendo
pertencer a sistemas diferentes ou até mesmo a organizações diferentes [14].
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Em uma arquitetura SOA tem-se os consumidores de serviços conectados aos prove-
dores de serviços, podendo fazer uso de diversos componentes intermediários como: ESB,
registros, server orchestration, os prestadores de serviço também podem ser consumidores.
[5].
Componentes de uma arquitetura orientada a serviços (SOA):
• Prestador de serviços: que fornece um ou mais serviços por meio de interfaces
publicadas;
• Consumidores de serviço: que invocam serviços diretamente ou por meio de um
prestador de serviço intermediário;
• Enterprise Service Bus (ESB): é um elemento intermediário que pode rotear e
transformar mensagens entre prestadores e consumidores de serviços;
• Registro de serviços: pode ser usado por prestadores de serviços para registrar
seus serviços e consumidores de serviços para descobrir os serviços em tempo de
execução;
• Server Orchestration: coordena as interações entre consumidores e provedores
de serviços com base em linguagens para processos de negócios e fluxos de trabalho.
Essa arquitetura permite o uso de diferentes tipos de conectores:
• Simple Object Access Protocol (SOAP): usa o protocolo SOAP para comuni-
cação síncrona entre serviços da Web, tipicamente por HTTP.
• Representational State Transfer (REST): depende das operações básicas de
solicitação e resposta do protocolo HTTP.
• Conector de mensagens assíncronas: usa um sistema de mensagens para ofe-
recer point-to-point ou publish-subscribe para trocas de mensagens assíncronas.
A interoperabilidade é o principal benefício da arquitetura SOA, já que os provedores
e consumidores de serviços podem ser executados em diferentes plataformas, podendo
integrar uma variedade de sistemas, incluindo sistemas legados [5].
Diante da arquitetura proposta por Agilar em [17] que representa a arquitetura atual
do desenvolvimento de serviços do CPD, o conector REST foi o adotado sob a justificativa
da facilidade no desenvolvimento, o aproveitamento da infraestrutura web existente, um
esforço de aprendizado menor e o uso de JSON ao invés de XML, que se sobressaem dos
benefícios do SOAP que é um padrão da indústria, com protocolos bem definidos e um
conjunto de regras bem estabelecidas.
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2.3 Transferência de Estado Representacional
O Representational State Transfer (REST) é um conector que possibilita um consumi-
dor de serviços enviar solicitações síncronas HTTP. Esses pedidos referenciam os quatro
comandos básicos HTTP (POST, GET, PUT, DELETE) para requisitar ao provedor de
serviços criar, recuperar, atualizar ou excluir um recurso (um dado). Os recursos têm
uma sintaxe bem definida representada em XML, JSON ou uma linguagem de notação
[5].
REST distingue três classes de elementos arquiteturais [32]:
• Elementos de dados: O aspecto chave do REST é o estado dos elementos de
dados, seus componentes se comunicam transferindo representações do estado atual
ou desejado dos elementos de dados;
• Elementos de conexão (conectores): Gerenciam a comunicação de rede para
um componente;
• Elementos de processamento (componentes): Os componentes REST são
identificados pelo seu papel dentro de um aplicativo.
Os serviços REST (RESTful Services) são programas leves que são elaborados com
ênfase na simplicidade, escalabilidade e usabilidade. Esses serviços podem ser moldados
por uma aplicação de princípios de orientação de serviços [20].
2.4 ErlangMS
ErlangMS é uma solução proposta inicialmente no trabalho de Agilar [17] que faz uso de
uma arquitetura orientada a serviços (SOA) utilizando como conector o padrão REST e
JSON para troca de mensagens entre o prestador e o consumidor. Esta solução tem como
finalidade ser um barramento ESB implementado em Erlang para a nova arquitetura
de serviços que o Centro de Informática (CPD) vem implementando, todavia pode ser
utilizado em qualquer outro domínio que faça uso de um ESB.
A arquitetura da solução barramento ErlangMS é apresentada na Figura 5.1.
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Figura 2.1: Arquitetura ErlangMS proposta por Avilar [17]
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2.5 Monitoramento de software
Monitoramento é definido como a capacidade de observar, dado determinado período de
tempo, se as condições de um objeto estão definidas de acordo com um padrão estabelecido
[46].
Este diverge do termo rastreamento que acompanha o ir e vir de um objeto, portanto,
monitoramento verifica somente se uma dada condição é aceitável ou não aos padrões
pré-estabelecidos.
Logo, monitoramento de software pode ser definido como um processo de extração e
levantamento de informações sobre o comportamento de um sistema específico [55].
Atualmente, o CPD não dispõe de nenhum serviço de monitoramento de sistemas, todo
o monitoramento de sistemas hoje, é realizado de forma manual o que onera as equipes
que mantêm os sistemas. As análises em tempo real, para possíveis correções de bug dos
sistemas mais críticos durante as grandes demandas que ocorrem sazonalmente no CPD,
são realizadas por meio de análise de sentimento de feedbacks recolhidos nas redes sociais
e e-mails, conforme apresentado na Tabela 2.1.




Prezados, gostaria de pedir, que arrumem o devido site de vocês.
Estou desde 13h da tarde tentando fazer uma matricula vinculada
e ate agora NADA. Apenas uma crítica construtiva.
2
Olá, estou desde 00h tentando me matricular em disciplinas mas
na página do matrícula web só dá mensagens de erro. O que eu faço?
Preciso disso para hoje pois sou formanda.
3
Boa tarde! Estou tentando, desde 00:00hrs de hoje, realizar a minha
matricula vinculada, porém ao apertar em "OK"a página seguinte
sempre dá erro e não conclui a minha solicitação. Já troquei de navegador,
porém o erro ainda persiste. O que eu posso fazer para concluir
a minha matrícula?
4
Estou acessando o matrícula web e a matrícula está aberta.
Quando clico para fazer está dando erro. Gostaria de saber se está aberta mesmo
ou se está dando erro por estar sobrecarregado. Abaixo adicionei um anexo do
que aparece na oferta. Desde já agradeço.
A lista completa de reclamações obteve 458 relatos referentes ao primeiro semestre de
2016. É um dado importante para verificações de correções no sistema, porém é algo que
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demanda tempo para análise, o que impossibilita uma intervenção mais efetiva durante
a execução do sistema. Outro fator, é que vários relatos não trazem informação perti-
nente, sem detalhamento ou apresentando somente problemas em cosequência da falta de
conhecimento do usuário junto ao sistema, como são os casos normalmente relatados por
alunos do primeiro semestre (calouros) da UnB.
2.6 Métricas de software
Uma métrica é definida como um método e escala de medição [29]. Sommerville [59] define
métrica de software como qualquer tipo de medição referente a um software, processo ou
documentação. A medição de software auxilia a compreensão do processo de engenharia
de software e seu produto, partindo da utilização de métricas [52]. Portanto, métricas são
aplicadas para medir produtividade, qualidade do produto, estimar cronograma e custos
de desenvolvimento de software [45].
Métricas possuem valores predominantemente numéricos, os quais isolados têm pouco
significado para os desenvolvedores e possuem normalmente um processo de extração com
grande volume de dados [28]. Planejar, identificar e organizar o que se deseja é uma fase
crucial para um desempenho adequado das métricas de software [59].
As métricas de software serão consideradas aqui de acordo com a categorização que
define métricas como primitivas e compostas [26]. Métricas primitivas são as obtidas pela
observação direta dos atributos e as métricas compostas são obtidas a partir de outras
métricas como eficiência, qualidade, confiabilidade.
As métricas que serão consideradas neste trabalho estão classificadas de acordo com a
Tabela 2.2
Tabela 2.2: Categorização das métricas
Métricas Primitivas Métricas Compostas
Número de instâncias por transações Cobertura estruturais de código - MC/DC
Frequência de uso do método Consumo de recursos físicos
Porcentagem de utilização da CPU
Número de invariantes
Quantitativo de erros por serviço
2.7 Visualização de Software
Com o uso de representações gráficas e interativas, torna-se possível o mapeamento de
atributos ou características do domínio observado por meio de propriedades visuais tais
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como: posição, forma, cor, tamanho, possibilitando o entendimento, tomadas de decisões,
tendências [44]. Essa representação é o meio para extração de conclusões sobre os dados, é
a interação direta com a visualização, moldando-a para atingir os objetivos do observador.
Possibilitar que grandes quantidades de informações sejam objetivamente compreendi-
das é o objetivo da visualização de informação em software, permitindo assim estabelecer
análises que apoiam as tarefas de avaliação, melhoria de qualidade e monitoramento [15]
[42].
A visualização de software está dividida em três categorias principais:
• Estrutura: representa as partes estáticas do sistema, são verificadas sem a neces-
sidade de executar o sistema.
• Comportamento: Referente a compreensão do ocorrido com o sistema durante
seu tempo de execução, como seus estados mudam dado um conjunto de possíveis
entradas e quais instruções são executadas.
• Evolução: Retrata as características modificadas ao longo do tempo em um sis-
tema.
A categoria que vai ao encontro do objetivo desse trabalho é a de comportamento.
Utilizar-se das técnicas e modelos referentes a esta categoria irá possibilitar a melhor
visualização dos dados obtidos e sua compreensão.
2.8 Dashboard
Dashboard é uma forma de agrupar e representar dados em ummonitor a fim de possibilitar
melhor compreensão e correlações dos dados exibidos que comumente são avaliados de
forma independente perdendo informações [51] [19] [43]. Ele oferece uma solução única e
poderosa que vai junto a necessidade das organizações em obter informações e tem sido
utilizado por diversas aplicações em contextos variados, inserido até mesmo para apoiar
aprendizagem e ensino nas escolas [63] [23].
A utilização de soluções baseadas em dashboard vem sendo subestimada graças a não
utilização do seu potencial e isso advém da falta de compreensão dos dados obtidos e da
má seleção de informações a serem adquiridas [21]. Contudo, é possível obter um ganho
elevado de informações ao apresentar todas as informações em uma tela, abreviando em
forma de resumos ou exceções e, com isso, indicar rapidamente um item que merece uma
atenção para ação rápida [21].
De acordo com Few [21], dashboard pode ser dividido em 3 grupos de acordo com sua
atividade de apoio:
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1. Estratégico: Concentra métricas de alto nível de desempenho e pode permitir
previsões para tomada de decisão;
2. Suporte: Não tem foco no avaliadores de desempenho, mas sim em comparações
ricas entre os dados e descrição detalhada histórica;
3. Operacional: Apresentação de dados em tempo real e com medidas eficientes para
atentar o usuário do que está acontecendo.
A importância em categorizar o dashboard é tornar o seu uso focado no intuito de
utilização pela organização, evitando informações desnecessárias e poluição de dados.
Associado a esse trabalho o grupo operacional é o adequado para o monitoramento em
tempo real e possibilitará um acompanhamento mais eficaz das métricas selecionadas pela
equipe de manutenibilidade.
2.9 Trabalhos Relacionados
Na literatura as abordagens por análise estática são encontradas em um grande número
de aplicações [10], entretanto para avaliação dinâmica de código esse número é reduzido.
Existem componentes e relações que só existem durante sua execução, conforme relatado
no trabalho apresentado por [60].
Schmid [55] realizou um trabalho de pesquisa dos termos, problemas e conceitos que
envolvem a área, com detalhamento aprofundado e expondo o trabalho inicial do desen-
volvimento de um monitor. O trabalho tem sua relevância como fundamento e vale para
enfatizar a importância do monitoramento de sistema em execução, já que trabalha com
a prospecção positiva desse tema.
O trabalho [18] apresenta a taxonomia das ferramentas de monitoramento em tempo
de execução do software, o que possibilita a melhor utilização dessa abordagem e auxilia
na compreensão dos resultados deste trabalho. A listagem de ferramentas é uma rica
informação para auxiliar na decisão de escolha de alguma delas, e em virtude da sua
classificação taxonômica, caso outra ferramenta seja encontrada, é possível classificá-la e
compará-la com a lista já existente.
Robinson [54] relata em seu trabalho o monitoramento de requisitos de software usando
instrumentação de código. Percebe-se em seu estudo a preocupação com o estado do
software em execução, pois este é o resultado final dos requisitos do sistema e que o usuário
tem acesso. O seguimento dado para realizar a monitoração (análise do processo, definição
do escopo, itens a serem abordados) é interessante como modelo, porém o trabalho utiliza-
se da técnica de instrumentação de código a fim de obter os dados desejados. Instrumentar
o código em sistemas pode gerar grande esforço de implementação e esbarrar em barreiras
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tecnológicas como é a condição da Universidade de Brasília. Por esse motivo as métricas
a serem levantadas devem interferir minimamente no código do sistema.
Chodrow [12], Thane [62], Plattner [50] e Jahanian [31] apresentam a aplicação de
técnicas de monitoramento em sistemas em execução descrevendo suas abordagens e ve-
rificações realizadas. São trabalhos técnicos com estudos de caso, o que possibilita uma
melhor visão do problema abordado nesse estudo.
Pode se observar que os trabalhos mencionados não verificam a conformidade das
métricas existentes a determinado sistema e não realizam o apanhado destas.
Viabilizar um lista de métricas e sua implantação é um produto que irá permitir um
monitoramento mais eficaz de acordo com o escopo desejado. Outro ponto distinto nesse
estudo é a disponibilização de um serviço de monitoramento adequando-se as técnicas de
visualização de software e a disponibilidade desses resultados em uma visão de dashboard.
2.10 Síntese do Capítulo
Este Capítulo apresentou os conceitos necessários relacionados a sistema em execução,
arquitetura orientada a serviços, REST, ErlangMS, métricas de software, visualização de
software e Dashboard. Estes conceitos são importantes para o entendimento e desenvol-
vimento deste trabalho. Além disso, este Capítulo apresentou os trabalhos correlatos ao




O mapeamento sistemático é um tipo de estudo que propõe responder a uma pergunta
específica e utiliza-se de métodos explícitos e sistemáticos para identificar, selecionar e
avaliar criticamente os estudos [9] [48]. Baseado em evidências e foco na síntese dos
resultados de pesquisas de acordo com a problemática especificada [48].
A metodologia aplicada para realizar um mapeamento sistemático foi referente as
publicações Cochrane Handbook [13] e seguindo as orientações para a realização de estudos
de mapeamento sistemático em engenharia de software [49].
O objetivo deste mapeamento sistemático é analisar relatos de experiência e descri-
ção na literatura correspondente a abordagens de utilização de métricas para monitorar
sistemas em execução, com propósito de identificar métricas relevantes para realizar o
monitoramento dos sistemas em tempo de execução.
3.1 Questões de Pesquisa
Neste trabalho foram definidas 2 questões de pesquisas (QP) para nortear o mapeamento
sistemático.Essas questões serão respondidas no desenvolvimento desta dissertação.
As questões de pesquisa definidas para alcançar o objetivo proposto, que é identificar
métricas para o monitoramento de sistemas em tempo real são:
QP1. Quais métricas de software são utilizadas para monitoramento em
tempo de execução?
QP2. Quais abordagens são utilizadas para monitoramento de sistemas em
execução?
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3.1.1 Estratégia de Busca
A string de busca foi elaborada seguindo propostas apresentadas por Keele [34], que
recomenda a criação da string por meio de uma lista de sinônimos, abreviaturas e grafias
alternativas podendo ser sofisticada, utilizando-se de operadores lógicos AND e OR. A
string de busca obtida foi:
(("system monitoring"OR "monitoring software") AND ("tracking metrics"OR "mo-
nitoring metrics") AND ("code instrumentation") AND ("running system"OR "real-time
monitoring"))
Em relação ao escopo da pesquisa, os critérios adotados para selecionar as fontes de
busca foram:
1. Bases com renome e difundidas na área de Tecnologia da Informação (TI);
2. Grande quantidade de material publicado e engenhos de busca intuitivos para filtrar
os resultados;
3. Possuir relação com o tema a ser pesquisado;,
4. Selecionar bases que pudessem evidenciar o cenário das universidades brasileiras em
relação ao tema.
Foram selecionadas as bases de busca:
• ACM – http://dl.acm.org/;
• IEEE xplore – http://ieeexplore.ieee.org/;
• ScienceDirect – www.sciencedirect.com ;
• Springer Link – https://link.springer.com/ .
Estas bases de buscas foram selecionadas por apresentar uma grande base de dados,
possuir um bom funcionamento e abrangência dos critérios adotados para seleção dos
artigos.
3.1.2 Procedimento e Critérios de Seleção e Exclusão
Os critérios de seleção e exclusão foram adotados com o intuito de refinar o resultado
da busca e obter trabalhos mais adequados ao estudo. A análise por meio dos critérios
definidos se deu a partir das informações parciais disponibilizadas pela ferramenta de
busca (Título, referência, resumo e conclusão) e download do artigo.
Critérios de seleção:
CS1. Estudo publicado entre o período correspondente de 2006 a 2016;
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CS2. Estudo estar disponível para download nas plataformas selecionadas;
CS3. Estudo disponibilizado nos idiomas português ou inglês.
Critérios de exclusão:
CE1. Estudo incompleto, apresentando somente resumo, conclusão;
CE2. Estudo não se enquadra como artigo;
CE3. Estudo de outras áreas de conhecimento;
CE4. Estudo não estar correlacionado com monitoramento de sistemas e/ou sistemas
legados;
CE5. Estudo não apresenta métricas ou abordagens de monitoramento de sistemas.
3.1.3 Processo de seleção
A seleção dos artigos foi realizada em 3 etapas:
1. Seleção e catalogação preliminar dos artigos coletadas nas fontes a partir da string
de busca. Para os artigos selecionados, os seguintes dados foram extraídos: título,
autor(es), data da publicação, fonte de publicação, referência e resumo do artigo.
2. Verificação dos critérios de seleção
• Filtro de seleção dos artigos relevantes - 1, verificar data de publicação apli-
cando o critério de seleção CS1;
• Filtro de seleção dos artigos relevantes - 2, verificar disponibilidade do artigo
de acordo com o critério de seleção CS2;
• Filtro de seleção dos artigos relevantes - 4, verificar idioma do estudo de acordo
com o critério de seleção CS3;
3. Verificação dos critérios de exclusão
• Filtro de exclusão dos artigos - 1, verificar completude do artigo conforme
critério de exclusão CE1;
• Filtro de exclusão dos artigos - 2, verificar tipo de estudo conforme critério de
exclusão CE2;
• Filtro de exclusão dos artigos - 3, verificar área de conhecimento do estudo
conforme critério de exclusão CE3;
• Filtro de exclusão dos artigos - 4, por meio de análise do resumo (abstract) e
aplicando o critério de exclusão CE4;
• Filtro de exclusão dos artigos - 5, verificar presença de métricas e abordagens
conforme critério de exclusão CE5;
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E subdividida em 2 fases
1. Fase 1: Realização da etapa 1, 2 e filtros 1, 2 e 3 da etapa 3. Seleção realizada por
recursos disponíveis nas plataformas das bases de busca;
2. Fase 2: Realização dos filtros 4 e 5 da etapa 3. Seleção realizada por análise e leitura
dos estudos encontrados.
A fim de levantar a listagem de quais métricas de monitoramento foram evidencia-
das e/ou abordagem de monitoramento de sistemas e sistemas legados em execução foi
utilizado um instrumento para extração de dados conforme apresentado na Figura 3.1,
proposto pelo Instituto Joanna Briggs e evidenciado por Soares e Yonekura [58].
Os dados coletados nos artigos selecionados foram analisados quantitativa e qualita-
tivamente. A análise qualitativa se deu através de um mapeamento das abordagens e
métricas encontradas e como elas interagiam uma com a outra. A análise quantitativa
resultou em uma lista das métricas que podem ser aplicadas para o monitoramento de
sistemas em execução.
3.1.4 Análise preliminar da busca
O levantamento inicial da seleção de artigos definido como Fase 1, resultou em um to-
tal de 189 estudos, sem considerar os critérios de exclusão CE4 e CE5, pois estes não
são realizados por meio da plataforma de busca e sim por uma análise do trabalho. O
detalhamento dessa seleção é demonstrado na Tabela 3.1. A distribuição da Fase 1, con-
forme as bases selecionadas, foi ACM - 15%, IEEE xplorer - 28%, ScienceDirect - 12% e
Springer Link - 45%, sendo esta a base com a maior porcentagem de estudos na primeira
fase, conforme demonstrado na Figura 3.2. A Fase 2 levou em consideração os critérios
de exclusão CE4 e CE5 que dependem da avaliação do estudo com base nas questões
de pesquisa levantadas. Com esses critérios, 11 trabalhos foram selecionados, que estão
distribuídos conforme Figura 3.3 e demonstrado o refinamento dos resultados na Tabela
3.2. O resultado final dos artigos selecionados foi categorizado por país conforme Figura
3.4.
3.2 Resultados
Um resumo dos resultados encontrados é apresentado nesta Seção e organizados de acordo
com as questões de pesquisa definidas na subseção 3.1 e no final apresentado uma listagem
das métricas encontradas.
Os estudos selecionados [64] e [1] fogem do escopo de sistemas legados, pois apresentam
métricas relacionadas somente com tecnologias de computação em nuvem. Os estudos [27]
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Figura 3.1: Instrumento para extração de dados adaptado de Joanna Briggs Institute -
São Paulo - 2010
e [36] não apresentam métricas de sistema durante execução, as métricas apresentadas
referenciam somente análise estática de código fonte e não entraram para a listagem.
QP1. Quais métricas de software são utilizadas para monitoramento em
tempo de execução?
O estudo [57] demonstra a métrica por número de instâncias por transações. Esta
métrica levanta informações úteis para alocação dinâmica de recursos e balanceamento de
carga.
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Tabela 3.1: Resultados execução da Fase 1





CE1 / CE2 / CE3
ACM 2773 1932 28
IEEE xplorer 124 85 53
ScienceDirect 137 109 85
Springer Link 256 183 23
Total 3290 2309 189
Figura 3.2: Resultado por base em porcentagem - Fase 1
Tabela 3.2: Resultados execução da Fase 2





IEEE xplorer 53 6
ScienceDirect 85 2
Springer Link 23 3
Total 189 11
O número de instâncias pode evidenciar também a necessidade de uma mudança na
lógica implementada para solucionar o problema, pois é possível a detecção de um possível
gargalo monitorando esse número, posto que pode existir uma quantidade desnecessária
de instâncias para dada transação.
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Figura 3.3: Resultado por base em porcentagem - Fase 2
Figura 3.4: Resultado dos estudos selecionados por país - Fase 2
O estudo [37] não apresenta métricas de monitoramento somente disserta sobre uma
abordagem.
O estudo [65] evidencia a métrica de cobertura estrutural de código por meio de
Decisão modificada / Condição de Cobertura (MC / DC).
Esta métrica busca realizar uma espécie de cobertura de código como é feito na análise
estática. Para isso, um conjunto de dados são submetidos de tempos em tempos para
verificar se as respostas do sistema estão adequadas.
Com essa métrica é possível detectar erros/falhas em determinadas situações em que o
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software está submetido como, por exemplo, a verificação do comportamento do sistema
sobre um dado número de requisições ou o uso abusivo de um determinado método.
O estudo [27] apresenta a métrica por frequência de uso do método, que verifica a
quantidade de solicitações realizada em cima de cada método do sistema.
Esta métrica permite um mapeamento dos métodos utilizados com frequência, possi-
bilitando uma priorização destes para um possível manutenção. A detecção de gargalos
no sistema também é facilitada por essa métrica uma vez que uma má distribuição na
frequência de uso dos métodos pode onerar alguns serviços.
O estudo [2] menciona a métrica por número de invariantes (correlações estáveis)
detalhada por [33].
O número de invariantes se refere ao número de vezes que um sistema apresenta um
comportamento esperado para o usuário, porém ele gerou inconsistências para a realização
dessa atividade. Um exemplo seria a realização de uma autenticação, na qual o usuário
submete o formulário várias vezes ao clicar no botão de autenticar mais de uma vez sem
perceber que já estava carregando.
Para o usuário o comportamento do sistema é transparente e realizará a autenticação
de forma correta, mas o sistema pode exibir em seus logs mensagens de falha como: usuário
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já autenticado, autenticação não foi realizada por já estar em uso. Essas invariantes
possibilitam visualizar o comportamento do uso de determinadas funções do sistema.
O estudo [47] apresenta referência a métrica de consumo de recursos físicos,
esta realiza a contabilização dos consumos físicos verificando custo de execução de cada
instrução.
Monitorar os recursos físicos da máquina permite obter dados do comportamento de
consumo do sistema e como cada funcionalidade faz uso dos recursos do servidor. Esses
dados podem evidenciar um mau uso de recursos pelo sistema ou também demonstrar
recursos ociosos desnecessários para aquela aplicação.
O estudo [66] relata sobre as métricas de porcentagem de utilização da unidade central
de processamento (CPU) no nível do usuário, percentagem de utilização da CPU no nível
do sistema e porcentagem de tempo que a CPU estava ociosa.
O uso da CPU é um dos indicadores que pode alertar uma sobrecarga no sistema. É
complementar aos recursos físicos e uma das métricas mais básicas de monitoramento, pois
vários sistemas operacionais disponibilizam a verificação dessa métrica, sem necessidade
de nenhuma implementação a mais.
As métricas encontradas podem ser analisadas de forma separadas levando a um con-
junto de informações a se avaliar durante a execução de um sistema, porém elas podem
ser mescladas e utilizadas de forma complementar, além de analisar os dados levantados
de forma histórica.
QP2. Quais abordagens são utilizadas para monitoramento de sistemas em
execução?
O estudo [57] apresenta técnicas da abordagem por monitoramento de rastros em logs
de transação.
O estudo [37] disserta sobre a abordagem de detecção dinâmica de defeitos de soft-
ware relacionadas com a entrada por meio de instrumentação de código com software
apropriado.
O estudo [65] evidencia MC / DC que requer que cada ponto de entrada e saída
no programa tenha sido invocado pelo menos uma vez, cada condição (uma expressão
booleana que não contenha operadores booleanos) em uma decisão no programa tenha
feito em todos os possíveis resultados, pelo menos uma vez e que cada condição tenha
sido mostrada para afetar independentemente o resultado da decisão.
O estudo [27] apresenta a abordagem de priorização baseado na frequência de uso
que mantém o foco na eliminação de artefatos do sistema baseado no uso, porém se faz
de interesse pela abordagem possibilitar a priorização para manobras de manutenção no
sistema legado.
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O estudo [2] menciona uma abordagem por monitoramento baseado em correlação que
subdividi-se em outras abordagens
1. Por Regressão linear;
2. Por Árvore de geradora mínima;
3. Por Correlação parcial.
O estudo [47] detalha sobre uma abordagem por perfis de execução (profiles), que gera
perfis de execução baseados em logs.
No total foram encontrados relatos de 6 métricas e 6 abordagens distintas nos estudos
selecionados, conforme apresentado nas Tabelas 3.4 e 3.5.
Tabela 3.4: Métricas encontradas - Q1
M1. Número de instâncias
por transações
M2. Cobertura estruturais
de código - MC/DC
M3. Frequência de uso do
método
M4. Número de invariantes
M5. Consumo de recursos
físicos
M6. Porcentagem de utilização
da CPU
Tabela 3.5: Abordagens encontradas - Q2
A1. Monitoramento de rastros
em logs de transação
A2. Detecção dinâmica de defeitos
por instrumentação de código
A3. Decisão modificada /
Condição de Cobertura
A4. Priorização na frequência de uso
A5. Monitoramento por correlação A6. Perfis de execução (profiles)
3.3 Síntese do Capítulo
O capítulo apresenta um conjunto de métricas para monitoramento de sistemas computa-
cionais em tempo de execução que foram obtidas por meio de um mapeamento sistemá-
tico. Essas métricas são um leque de opções para monitoramento em tempo de execução,




O mapeamento sistemático possibilitou o conhecimento das métricas e abordagens que
dão suporte ao monitoramento de sistemas. Essa listagem de resultados auxilia nas de-
cisões futuras de uma camada de acompanhamento dos sistemas, permitindo ajustes que
viabilizam maior agilidade nas correções de possíveis anomalias, levando a uma redução
de custos e tempo na manutenção dos sistemas utilizados pelas organizações e que não
podem ter seus serviços interrompidos, acarretando em enormes prejuízos financeiros caso
um de seus serviços fiquem inacessíveis (fora do ar).
Com a importância de manter o CPD no seguimento da melhoria da qualidade de
software, as métricas de monitoramento vão ao encontro para respaldar as manutenções
realizadas em seus sistemas. Porém, por causa da complexidade de implantação dessas
métricas e disponibilidade de recurso para o desenvolvimento dessa atividade, priorizar e
ter estabelecido o que será realmente implantado é de extrema importância.
O intuito desse capítulo foi verificar a relevância para o CPD quanto as métricas de
monitoramento de software em tempo de execução que foram levantadas no mapeamento
sistemático com o propósito de disponibilizar uma lista de priorização dessas métricas e
complemento destas com outras necessidades do CPD.
4.1 Técnica de Pesquisa
A entrevista é uma técnica bastante adequada para a obtenção de informações sobre o
que as pessoas sabem, acreditam, sentem, esperam, pretendem fazer, fazem ou fizeram
[56].
Os dados obtidos na entrevista são suscetíveis de classificação e de quantificação [24],
o que possibilita uma análise qualitativa para a classificação das métricas.
A fim de suprir algumas desvantagens conforme apresentadas por Gil [24], foi expli-
citado cada métrica e o intuito do estudo aos entrevistados, o fator desinteresse não foi
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verificado, visto que o domínio faz parte do trabalho dos entrevistados e era de interesse
deles uma melhora no monitoramento dos sistemas e evitou-se interferências externas
durante as entrevistas.
A entrevista foi definida como uma entrevista estruturada. Ela se dá por uma relação
fixa de perguntas, cuja ordem e redação permanece invariável para todos os entrevistados
[24]. Por possibilitar o tratamento quantitativo dos dados, este tipo de entrevista foi o
mais adequado a obtenção dos resultados.
Foram definidas 6 perguntas fechadas a fim de verificar o quanto a métrica é interes-
sante ao CPD, uma pergunta para cada métrica levantada no mapeamento sistemático.
Duas perguntas abertas foram criadas a fim de promover a ordem de prioridade para a
implementação das métricas e uma pergunta para sugestão de outras métricas que não
foram contempladas no estudo.
Para as perguntas fechadas foi definido a utilização da escala Likert [41] que possui uma
elaboração mais simples não medindo o quanto uma atitude é mais ou menos favorável.
Essa escala possibilita verificar o quanto uma métrica é interessante para o CPD variando
em uma escala de 1 a 5 em que 1 é nada interessante e 5 é muito interessante.
Para as perguntas abertas deixou-se disponível para o entrevistado colocar o que lhe
fosse conveniente sem interferência em sua opinião.
4.2 A Entrevista
A aplicação da entrevista foi realizada com 7 participantes que representam as equipes
envolvidas tecnicamente com os sistemas, já que estes são os responsáveis por realizar tanto
a implementação quanto o acompanhamento dos sistemas da Universidade de Brasília
(UnB).
O perfil de cada participante é apresentado na Tabela 4.1, onde foi verificado a esco-
laridade que teve como opção "Nível Médio", "Técnico", "Graduando", "Graduado", "Pós-
Graduado", "Mestrado"e "Doutorado", a experiência com desenvolvimento de software em
anos e o tempo de trabalho na UnB, este com intenção de verificar o tempo de experiência
com os sistemas da UnB.
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Tabela 4.1: Perfil dos Participantes da Pesquisa
Participante Escolaridade Experiência Tempo de trabalho
P1 Graduando 5 2
P2 Graduando 3 2
P3 Pós-Graduado 15 5
P4 Pós-Graduado 10 5
P5 Graduando 7 6
P6 Pós-Graduado 5 1
P7 Mestrado 15 5
Foi possível observar que entre as equipes de desenvolvimento do CPD existe uma
diferença de tempo de casa e tempo de experiência com desenvolvimento de software,
porém, os sistemas da UnB iniciaram uma frente de modernização e refatoração no ano de
2015, o que faz com que todos os participantes tenham conhecimento prévio dos sistemas
e de seus devidos problemas e deficiências.
O nível de escolaridade não atingiu nenhum participante com nível médio, técnico ou
doutorado. Todos os participantes que responderam como Graduando, são estudantes de
cursos da UnB e já trabalhavam de forma indireta para a Instituição antes de entrar como
funcionário efetivo do Centro de Informática.
Os dados levantados por meio da entrevista foram consolidados em 6 gráficos, uma
lista de priorização para a implementação das métricas e uma lista com métricas sugeridas
pelos entrevistados.
A avaliação foi realizada referente as métricas encontradas no mapeamento sistemático,
conforme apresentado na Tabela 4.2.
Tabela 4.2: Lista de Métricas Encontradas
M1. Número de instâncias por transações M2. Cobertura estrutural de código-MC/DC
M3. Frequência de uso do método M4. Número de invariantes
M5. Consumo de recursos físicos M6. Porcentagem de utilização da CPU
As métricas M1, M4 e M5 apresentaram uma média na escala de 4,29, sendo as métricas
com maior número de votos na pesquisa 5, com 4 de 7.
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Figura 4.1: Respostas Métrica 1
A métrica M2 obteve a menor média entre as métricas, ficando com 3,42. Esta apre-
senta uma distribuição dos votos em todas as categorias o que evidencia uma métrica de
difícil aceitação, isso se deve ao fato dos participantes enxergarem como uma boa mé-
trica, porém com alta complexidade de implementação o podendo onerar o desempenho
dos sistemas.
Figura 4.2: Respostas Métrica 2
A Métrica M3 teve uma média 4,29 e possui a distribuição de votos mais uniforme
ficando com 6 votos entre 4 e 5 pontos.
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Figura 4.3: Respostas Métrica 3
Figura 4.4: Respostas Métrica 4
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Figura 4.5: Respostas Métrica 5
A métrica M6 possui a segunda pior média com 3,86 apesar de ter seus votos concen-
trados em 3,4 e 5, isso ocorre em razão de ser uma métrica básica, apesar de importante,
e que foi considerada de baixa complexidade para implementação ou que já deveria estar
em uso.
Figura 4.6: Respostas Métrica 6
Para a criação da lista de prioridade foi solicitado que o participante elencasse as
métricas da mais importante para a menos importante gerando uma lista individual de
acordo com a perspectiva pessoal.
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A lista geral de priorização das métricas foi montada utilizando a quantidade que
aquela métrica foi votada em dada posição multiplicado por um fator de pontuação dado
pela sequência Fibonacci, similar ao uso para estimar esforço no planning poker [53], já
que este não correlaciona o crescimento de um valor ao outro, não linear, tornando assim
os pesos distribuídos de forma não determinada [35]. Portanto, cada prioridade de 1 a 6
recebeu um valor correspondente na escala Fibonacci, iniciando em ordem decrescente de
prioridade conforme apresentado na Tabela 4.3.
Tabela 4.3: Pontuação por Prioridade







O número de votos que cada métrica recebeu em determinada prioridade é exemplifi-
cado na Tabela 4.4
Tabela 4.4: Votação de Prioridade por Métrica
Métricas
Prioridade
1 2 3 4 5 6
M1 1 2 1 1 1 1
M2 1 0 1 0 2 3
M3 1 3 2 1 0 0
M4 2 1 3 0 0 1
M5 2 1 0 1 3 0
M6 0 0 0 4 1 2
A distribuição das prioridades com o fator de pontuação ficou de acordo com a Tabela
4.5. O Valor em cada prioridade é dado pelo número de votos que a métrica recebeu,
conforme apresentado na Tabela 4.4, multiplicado pela pontuação que cada prioridade
tem na escala Fibonacci, conforme Tabela 4.3.
30
Tabela 4.5: Distribuição da Priorização das Métricas
Métricas
Prioridade
1 2 3 4 5 6
M1 1 2 1 1 1 1
M2 1 0 1 0 2 3
M3 1 3 2 1 0 0
M4 2 1 3 0 0 1
M5 2 1 0 1 3 0
M6 0 0 0 4 1 2
A priorização de implantação das métricas ficou da seguinte forma:
1. M3 - Frequência de uso do método;
2. M5 - Consumo de recursos físicos;
3. M1 - Número de instâncias por transação;
4. M4 - Número de invariantes;
5. M6 - Porcentagem de utilização da CPU;
6. M2 - Cobertura estruturais de código - MC/DC.
Podemos observar que a lista resultante está em consonância com a média do nível
de interesse de cada métrica, já que M2 obteve a menor média de 3,42 juntamente com
M6 com 3,86. As métricas M1, M3, M4 e M5 que possuem médias iguais também se
comportaram de forma esperada na priorização, um exemplo é que M3 que está em
primeiro possui o maior quantitativo de notas 5 e 4 e uma distribuição das notas uniforme,
sem variar entre não é interessante a muito interessante.
A questão aberta para sugestão de outras métricas de monitoramento em tempo de
execução foi uma abordagem interessante para evidenciar novas oportunidades e um inte-
resse em comum dos entrevistados. Essa questão foi conduzida sem nenhuma intervenção
e sem explicitar os resultados já levantados de outros participantes e mesmo assim 4 pes-
soas sugeriram a mesma métrica para verificação. Dois participantes não responderam a
essa pergunta. A lista ficou da seguinte forma:
Tabela 4.6: Lista de Métricas Sugeridas
Métricas Sugeridas Quantidade de Sugestões
Quantidade de conexões recusadas com o banco de dados 4
Tempo médio de uma transação 1
Tempo em cache de um serviço 1
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A entrevista serviu para evidenciar uma necessidade da equipe referente ao monito-
ramento das transações junto ao banco de dados e não somente do estado do sistema de
forma individual.
Outro fator importante foi levantar uma nova lista de métricas, evidenciadas na Tabela
4.6, proposta pelos avaliados o que resultou em uma reflexão sobre a área crítica a ser
monitorada. Essa lista possibilitou verificar que a conexão com o banco de dados dos
sistema é um ponto importante a ser monitorado pois foi ressaltado por 3 entrevistados e
questionado por 1 entrevistado.
4.3 Síntese do Capítulo
Este capítulo apresentou uma entrevista que auxiliou na definição de uma lista de prio-
ridade para implantação das métricas no CPD, além de averiguar o quão estas métricas
estão correspondendo as expectativas das equipes para monitoramento dos sistemas.
Assim sendo, obter esses dados apoiou na implantação das métricas e priorização das
atividades no CPD, evitando gastos de recursos com apropriação de tecnologias que não




O capítulo 4 possibilitou a geração de uma lista de priorização das métricas encontradas
na literatura. Visando seguir essa lista, o foco de implementação se deu nas 3 primeiras
métricas e como a métrica Porcentagem de utilização da CPU é complementar a métrica
Consumo de recursos físicos também foi implementada, obtendo assim um serviço de
monitoramento que contempla 4 métricas evidenciadas no mapeamento sistemático.
As métricas Número de invariantes e Cobertura estruturais de código - MC/DC não
foram selecionadas, pois estas obtiveram um número muito inferior na lista de priorização
e os entrevistados declararam que não seria interessante nesse primeiro momento, por-
que poderia onerar os serviços já em produção devido a característica de abordagem de
implementação dessas métricas.
Com a importância da métrica Quantidade de conexões recusadas com o banco
de dados sugerida pelos desenvolvedores, ela foi repensada e entrou para a lista de
monitoramento. Como o resultado da conexão é demonstrado no status do serviço quando
este apresenta erro, foi estabelecido uma métrica de verificação de erros pelo status do
serviço. Essa nova métrica M5 possibilita visualizar o quantitativo dos erros gerados em
qualquer nível da arquitetura disponibilizada para a execução do serviço.
A fim de facilitar o acompanhamento das métricas selecionadas, elas foram apresenta-
das em ordem alfabética e com uma nova numeração distinta dos capítulos 3 e 4. Assim
sendo, as métricas que foram implementadas e avaliadas são:
• M1. Consumo de recursos físicos;
• M2. Frequência de uso do método;
• M3. Número de instâncias por transação;
• M4. Porcentagem de utilização da CPU;
• M5. Quantitativo de erros por serviço.
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Para implementação do serviço de monitoramento, as métricas foram agrupadas por
similaridade de abordagem em 2 grandes grupos a fim de diminuir o impacto na perfor-
mance do barramento.
As métricas M1 e M4 foram associadas a uma abordagem de verificação direta ao bar-
ramento, pois a linguagem Erlang mantém um conjunto de funções para monitoramento
do sistema operacional, que são dados essenciais para o bom funcionamento de seus pro-
cessos, necessitando apenas de tratamento das informações obtidas e criação de funções
para resgate dos dados em memória.
As métricas M2, M3 e M5 foram associadas a uma abordagem de análise de log, uma
vez que a verificação dessas métricas no momento em que o serviço é requisitado ao sistema
iria ocasionar em um alto custo de desempenho, e devido ao domínio sazonal de uso dos
sistemas no CPD, esse tratamento não poderia ser aceito.
5.1 Verificação Direta ao Barramento
A linguagem Erlang mantém o monitoramento do sistema operacional e disponibiliza esses
dados por meio de duas aplicações sendo Observer e os_mon.
O Observer é uma ferramenta gráfica para observar as características dos sistemas
Erlang. Pode ser iniciado pelo comando observer:start() e exibe informações do sistema,
processos, uso da memória, além de conter uma frente para o rastreamento Erlang, a tela
inicial da ferramenta pode ser observada na Figura 5.1.
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Figura 5.1: Ferramenta Observer - Monitoramento do Sistema
A ferramenta exibe dados interessantes para as métricas M1 e M4 conforme apresen-
tado na Figura 5.2, porém os fornece de forma gráfica e devido a gama de informações
referente aos processos do Erlang, esta é muito onerosa e a própria documentação reco-
menda uma execução parcial em um nó autônomo.
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Figura 5.2: Ferramenta Observer - Gráficos de carga
A outra aplicação de monitoramento Erlang é a os_mon que fornece os seguintes
serviços:
• Cpu_sup Monitoramento de carga e utilização da CPU (Unix);
• disksup Monitoramento de disco (Unix, Windows);
• memsup Monitoramento da memória (Unix, Windows, VxWorks);
• OS_sup Interface para mensagens do sistema operacional (Solaris, Windows).
Os serviços só podem ser consumidos em sistemas operacionais específicos, conforme
indicado entre parênteses a cada serviço.
Para atender as métricas M1 e M4 foi utilizado somente o serviço cpu_sup que é
um processo que contém as funções avg10, avg50 e avg150 que podem ser usadas para
recuperar valores de carga do sistema e as funções util0 e util1 que podem ser usadas para
recuperar os valores de utilização da CPU.
A primeira métrica a ser atendida foi a M4 utilizando a função util1, na qual a utili-
zação da CPU é definida como a soma das porcentagens de compartilhamento dos ciclos
de CPU usados em todos os estados ocupados do processador e afim de especificar sepa-
radamente cada CPU foi utilizado o parâmetro per_cpu.
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Os dados obtidos por meio da função util1 foram tratados utilizando o padrão de
correspondência a fim de obter somente os dados adequados para a disponibilização do
serviço conforme Figura 5.3.
Figura 5.3: Função de obtenção do uso de todas as CPUs
A quantidade de CPUs são definidas pelo número de threads em que o Erlang foi ins-
tanciado e é em torno desse número que as funções estão definidas. Para complementar
a métrica também foi especificado a média de uso das CPUs e o uso de acordo com a dis-
tribuição por Kernel, Usuário, Em espera e Ocioso implementado, conforme apresentado
na Figura 5.4.
Figura 5.4: Função de obtenção do uso da CPU de forma distribuída
A métrica M1 - Consumo de recursos físicos, foi atendida por meio de serviços que
especificam o uso da memória, processos, tarefas e o tempo de execução do barramento,
complementando assim, os dados obtidos do uso das CPUs.
Esse conjunto de dados que as métricas M1 e M4 levantam, tem como objetivos para
o monitoramento verificar a situação de alguns recursos físicos da máquina em que o
barramento está iniciado, servir como dados complementares as outras métricas, já que
ao monitorar determinado serviço ou período sazonal, podemos verificar o comportamento
deste diante dos recursos físicos disponíveis, além de tomada de decisão preventiva caso
haja um consumo elevado durante uma fase crítica do processo, em que esses dados podem
indicar uma necessidade de aumento dos recursos físicos e como em geral alguns sistemas
se encontram em máquinas virtuais há uma facilidade na escalabilidade de recursos.
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5.2 Análise de Log
As métricas M3. Número de instâncias por transação, M2. Frequência de uso do método
e M5. Quantitativo de erros por serviço, podem ter diversas abordagens para obtenção
dos seus dados, como por exemplo:
• Análise de log;
• Armazenamento das requisições;
• Instrumentação de código.
Essas métricas fornecem dados essenciais para o monitoramento, porém se verificada
de forma incorreta podem onerar o tempo de resposta do servidor, causando lentidão no
uso. A fim de obter melhor custo de monitoramento x desempenho, foi feita uma análise
diante os recursos disponibilizados pelo CPD e a arquitetura proposta do barramento
Erlangms.
A instrumentação de código pode ser feita de forma manual ou por meio do uso de
softwares específicos para esse fim. A inclusão de instruções no código-fonte manualmente
necessita recompilação repetida antes da execução, o que acrescenta esforço e tempo ao
processo de depuração [3]. Outro fator é o tempo de aprendizado dos programadores
memorizaem as novas instruções e fazerem o uso adequado no código-fonte, causando
também uma nova nomenclatura distinta da padrão utilizada o que pode levar a uma
maior dificuldade na manutenção desse código.
O uso de softwares para instrumentação de código, já define uma sintaxe e documen-
tação específica, o que auxilia na fase de implantação e manutenção do código. Não
obstante, o custo dessa implantação é alto já que o CPD depende de uma série de políti-
cas para uso de uma nova ferramenta e o tempo de treinamento da equipe para iniciar a
obtenção dos dados.
O armazenamento das requisições retira o tempo de implantação de uma solução por
instrumentação de código e obtém os dados para as métricas de forma imediata. Essa
abordagem tem uma baixa complexidade de implementação, sendo necessário apenas um
método de inserção nos serviços já existentes ou no método implementado no back-end.
O que ocorre com a solução dessa abordagem é o custo de desempenho ao barramento,
posto que uma inserção de dados é realizada a cada requisição, diminuindo o tempo de
resposta do serviço e diante o domínio do CPD que possui uma demanda em larga escala
em períodos sazonais, poderia levar a uma lentidão em todo o barramento.
Diante dessas abordagens e o domínio do CPD foi então proposta a obtenção das
métricas por análise de log. O custo de escrita no log é um custo já existente e necessário
para o barramento, logo este não foi alterado. A fim de evitar onerar o barramento com a
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análise do log, foi realizado uma abordagem de captura do arquivo de log, onde o sistema
atualiza o log para análise de acordo com um tempo definido.
A realização dessa solução foi elaborada utilizando o conjunto de ferramentas Elastic
Stack que é um projeto open source para armazenamento de dados que garante sua con-
fiabilidade vindo de qualquer fonte, em qualquer formato e possibilita procurar, analisar
e visualizar os dados em tempo real.
O conjunto de produtos utilizados do Elastic Stack são representados na Figura 5.5
Figura 5.5: Arquitetura de funcionamento do Elastic [61]
Beats é uma plataforma de carregadores de dados que enviam dados das máquinas
de borda para o Logstash e Elasticsearch.
O Logstash é um pipeline de processamento de dados do lado do servidor que ingere
dados de uma infinidade de fontes ao mesmo tempo e os transformam para, em seguida,
enviar para o Elasticsearch.
O Elasticsearch é o mecanismo de pesquisa e análise distribuído, baseado em JSON,
projetado para escalabilidade horizontal, máxima confiabilidade e fácil gerenciamento dos
dados.
Utilizando-se dessa tecnologia foi possível realizar a captura do log por meio de um
Filebeat que executa essa tarefa de 5 em 5 segundos, verificando se há mudanças no log e
atualizando somente o novo conteúdo. O Filebeat é um dos tipos de beat que o produtos
Beats oferece, sendo esse o mais adequado para a captura de log do barramento. O arquivo
de configuração do Filebeat foi definido em 3 partes, conforme apresentado na Figura 5.6.
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Figura 5.6: Definição do arquivo Filebeat
O conjunto de instruções 1 define a verificação de tempos em tempos do(s) arquivo(s)
de configuração do Filebeat, pois permite alteração em tempo de execução que passará a
valer a partir da próxima verificação.
O conjunto 2 é parte lógica do Filebeat que representa os locais a serem verificados
na instrução paths, a frequência de verificação da mudança do arquivo é definida por
scan_frequency. No conjunto 2 também é definido por regex as linhas que se devem
capturar, evitando assim um conjunto de dados que não serão utilizados. Como essa
solução busca atender as métricas M2, M3 e M5, foram retiradas qualquer linha referente
a DEBUG e capturadas somente as instruções que se referem a requisição e resposta de
um serviço.
Por último, o conjunto 3 define o caminho onde o Logstash está instanciado, estabele-
cendo assim a via de comunicação dos dois produtos por meio da biblioteca libbeat, escrita
inteiramente em Golang que oferece a API para o envio dos dados.
O arquivo de configuração do Logstash também é definido em 3 partes conforme
apresentado na Figura 5.7. O conjunto de instruções 1 especifica a porta que o Logstash
ficará escutando e esperando os arquivos do Beats.
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Figura 5.7: Definição do arquivo Logstash
O conjunto 2 é a parte principal do Logstash, pois é este que define como os dados serão
tratados. O conjunto de dados enviado pelo Filebeat é formatado como uma mensagem,
tendo de cabeçalho o status do serviço e formatando os outros campos do log de forma
que cada informação possa ser indexada futuramente. A Figura 5.8 exemplifica uma linha
do log capturado pelo Filebeat com os campos que são armazenados pelo barramento.
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Figura 5.8: Exemplo de log capturado pelo Filebeat
O conjunto 3 apresenta a descrição de como será realizada a comunicação do Logstash
com o Elasticsearch e como o arquivo deve ser indexado.
O Elasticsearch é o coração dessa solução, dado que ele permite armazenar, pesquisar
e analisar grandes volumes de dados rapidamente e em tempo próximo ao real, para isso
foi implementado índices invertidos com transdutores de estados finitos para consultas de
texto completo, BKD-tree para armazenar dados numéricos e geográficos e um armazena-
mento de colunas para análise. Os campos formatados no Logstash são indexados o que
permite alta performance para a busca dos dados. Portanto as consultas realizadas no
Elasticsearch deram-se de acordo com as Figuras 5.9, 5.10 e 5.11.
Figura 5.9: Consulta de serviço e seu status_code
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Figura 5.10: Consulta de erros de requisição dos serviços
Figura 5.11: Consulta de instâncias de um serviço
As consultas são realizadas utilizando o formato JSON por meio de uma requisição
HTTP, na qual deve ser indicado de forma hierárquica os campos a serem resgatados e
ou verificados de acordo com alguma condição por meio de agregação ou filtros, seguindo
sempre o formato estabelecido no Logstash.
Todo o processamento Elastic é realizado em um servidor diferente do barramento
ErlangMS, sendo este afetado somente para atualização do log por meio do Filebeat,
levando a um menor custo de desempenho.
A métrica M3- Número de instâncias por transação foi atendida por meio da consulta
apresentada na Figura 5.11, em que esta verifica o número de vezes que um mesmo serviço
foi instanciado via uma agregação que é realizada pela URL do mesmo serviço. O resultado
apresentado por essa consulta é apresentado na Figura 5.12.
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Figura 5.12: Resposta - instâncias de um serviço
A métrica M2- Frequência de uso do método foi atendida por meio da consulta apre-
sentada na Figura 5.9 que retorna todas as solicitações daquele serviço juntamente com
seu status_code o que permite a verificação da frequência de uso.
Já a métrica M5- Quantitativo de erros por serviço foi atendida por meio da consulta
apresentada na Figura 5.10 obtendo assim o quantidade de cada tipo de erro que pode
ocorrer ao longo da arquitetura do barramento para a execução de um serviço especificado
pelo serviço requisitante.
5.2.1 Camada de Visualização
O serviço de monitoramento de sistemas em tempo de execução tem como objetivo ex-
ternalizar as métricas levantadas utilizando de visualização de software para facilitar a
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observação dos dados por parte da equipe que mantém os sistemas que estão sendo mo-
nitorados.
A implementação do sistema, retirando a parte de back-end referente ao barramento




• Google Material Design [25];
• Template AdminBSB [67].
AdminBSB é um template para construção de portais de administração totalmente
responsivo e gratuito. Ele foi desenvolvido com o Bootstrap 3.x Framework e o Google
Material Design o que possibilita o uso de diversos componentes gráficos, fazendo uso
de vários conceitos de usabilidade para melhor disponibilização das informações, como
arranjo de cores, agrupamento de componentes, classes pré-definidas para formas e tama-
nhos do layout.
O template disponibiliza 5 classes distintas para construção de gráficos o que enriquece
a disponibilização dos dados para o dashboard que são: Morris, Flot, ChartJS, Sparkline
e Jquery Knob.
O sistema de monitoramento disponibiliza uma tela de acesso para autenticação do
serviço por meio de perfil de uso. Como esse serviço trabalha com dados restritos, é neces-
sária a disponibilização somente para equipes autorizadas e por esse motivo a autenticação
do acesso é realizada via LDAP [68] através de um serviço de autenticação pré-existente
no barramento. A Figura 5.13 apresenta a tela de acesso do sistema.
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Figura 5.13: Tela de Acesso ao Serviço de Monitoramento
A construção do front-end para o serviço de monitoramento seguiu um padrão de cores
estabelecidos para o novo layout de sistemas do CPD, mantendo assim uma identidade
visual entre os sistemas.
O monitoramento de recursos físicos é composto por 3 gráficos e 11 cartões conforme
apresentado na Figura 5.14. O primeiro gráfico representa a utilização da CPU de forma
percentual, mostrando por meio de um gráfico de linha atualizado em tempo real, possi-
bilitando a visualização de oscilação do uso da CPU.
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Figura 5.14: Tela do Serviço de Monitoramento - Recursos Físicos
O segundo gráfico apresenta a distribuição de uso em porcentagem de cada threads
que a máquina possui, totalizando o 100% da CPU da máquina por meio de um grá-
fico de pizza. Este possibilita observar como está sendo a distribuição dos recursos por
thread, podendo identificar um possível desbalanceamento ou um algoritmo inadequado
para distribuição da execução de cada serviço por consumo de recurso.
Um gráfico de teia (gráfico de radar) foi utilizado para apresentar a distribuição de
uso da CPU por consumidor que é um dado composto de três variáveis quantitativas que
foram representadas em eixos que partem do mesmo ponto. Essas variáveis são o uso da
CPU alocado ao Kernel, Usuário e Em espera. O resultado da subtração de 100 pela
soma desses 3 valores representa a quantidade de CPU que não está em uso, esse valor foi
retirado como o 4 eixo do gráfico, pois causaria uma disparidade sempre que a máquina
estivesse ociosa em uso.
Os cartões de informações foram distribuídos em dois conjunto de dados, Memória em
uso e dados estatísticos da máquina. Os 11 cartões estão distribuídos da seguinte forma:
• Memória em Uso
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– Total: A quantidade total de memória atualmente alocada. Isso é o mesmo
que a soma do tamanho da memória para processos e sistema.
∗ Processos: Total de memória atualmente alocada para os processos Er-
lang;
∗ Sistema: Total de memória atualmente alocada para o emulador que não
está diretamente relacionada a nenhum processo Erlang.
· ATOM: Total de memória atualmente alocada para átomos;
· Binário: Total de memória atualmente alocada para binários;
· Código : Total de memória atualmente alocada para código Erlang;
· ETS : Total de memória atualmente alocada para tabelas ETS.
• Estatísticas
– Tempo de execução : tempo em que a máquina está executando o barra-
mento ininterruptamente;
– Tarefas : Total de tarefas no barramento;
– Processos : Total de processos no barramento;
– Média de uso CPU : Média aritmética do uso de CPU de todas as threads.
Os dados nos cartões fornecem informações que ajudam a nortear o estado da máquina
para melhor compreender o que está ocorrendo no exato momento, sendo complementar
as outras métricas.
O monitoramento de serviços com abordagem em análise de log é composto por 1
gráfico e 2 cartões conforme apresentado na figura 5.15. Os cartão apresentados desse
serviço são compostos de mais informações comparado com o monitoramento de recursos
físicos.
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Figura 5.15: Tela do Serviço de Monitoramento - Serviços
O primeiro cartão apresenta os serviços com erros e faz a categorização por cor para
facilitar o acompanhamento e é composto pelo nome do serviço, o status code do erro,
a quantidade de erros no log e a porcentagem referente ao quantitativo geral de erros
encontrados. O segundo cartão traz o número de instâncias por serviço, especificando
qual é o serviço e a quantidade de instâncias.
Um gráfico de pizza foi usado para demonstrar os métodos mais utilizados e quanto
cada um corresponde em porcentagem do total de uso dos métodos.
Essas informações ficam guardadas e indexadas no ElasticSearch, conforme apresen-
tado no capítulo 5, o que permite a recuperação e a análise de qualquer período de tempo
desejado. Atualmente o serviço de monitoramento apresenta suas análises somente do es-
tado em tempo real do barramento e faz a verificação nos logs do mesmo dia. As futuras
evoluções do serviço irá recuperar e demonstrar os dados já contemplados em uma escala
de tempo para melhor acompanhamento das equipes do CPD.
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5.3 Síntese do Capítulo
Este capítulo apresentou as abordagens e como se realizou a implementação das métricas
selecionadas no capítulo 4. As soluções apresentadas podem ser realizadas em outros
domínios, possibilitando assim a verificação das métricas em outras plataformas. Também
foi apresentado a camada de visualização do serviço de monitoramento de sistemas em
tempo de execução, exibindo os componentes e os dados que representam as métricas
selecionadas que foram implementadas conforme este capítulo.
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Capítulo 6
Avaliação do Serviço de
Monitoramento
A fim de avaliar o serviço implementado para o monitoramento de sistemas em tempo de
execução, uma entrevista estruturada conforme Seção 4.1 foi feita com a mesma equipe
que realizou a entrevista para priorização das métricas de acordo com o Capítulo 4, com
um total de 7 participantes. A entrevista se deu após o uso da ferramenta, diante de
observação de um caso real utilizando o sistema de Resultado da Avaliação do Docente já
em produção, construído seguindo a nova arquitetura de desenvolvimento de sistemas do
CPD.
Foram definidas 4 questões fechadas com a finalidade de verificar o quanto a métrica
implementada estava correspondendo a expectativa, uma questão para cada métrica le-
vantada no mapeamento sistemático. Duas questões abertas, uma a fim de levantar a
opinião se o uso da ferramenta foi importante durante o acompanhamento de uso do
sistema e outra questão para sugestões de possíveis melhorias na ferramenta.
6.1 Resultados
Todas as métricas atingiram um grau de satisfação da expectativa de 3 a 5, o que de-
monstra que atenderam as expectativas geradas pelo uso das métricas de acordo com o
Capítulo 4.
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Figura 6.1: Respostas Métrica 3
A métrica M3 obteve 6 votos de grau 5 e 1 voto de grau 4, sendo assim a métrica
que mais atendeu as expectativas da equipe conforme Figura 6.1. O número de instâncias
por transação foi, portanto, um dado muito interessante para observação em tempo de
execução.
Figura 6.2: Respostas Métrica 1
As métricas M1 e M2 apresentaram 5 votos grau 5 e 2 votos grau 4, conforme figuras 6.3
e 6.2, representando também uma grande expressividade no acompanhamento do sistema.
Essas métricas possuem a maior quantidade de elementos em tela para representá-las, que
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são dados de apoio como é o caso de consumo de recursos físicos, que traz informações de
memória e da CPU.
Figura 6.3: Respostas Métrica 2
A métrica M4 - Porcentagem de utilização da CPU foi a que apresentou o menor
resultado entre as métricas conforme Figura 6.4, porém isso se deve ao fato dos desen-
volvedores terem aferido a importância da métrica M1 - Consumo de recursos físicos e
concluíram que a M4 é uma métrica apoio para esta, que ,assim sendo, ela sozinha não
apresentaria um dado substancial.
Figura 6.4: Respostas Métrica 4
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A métrica M5 - Quantitativo de erros por serviço, obteve 2 votos de grau 5 e 5 votos de
grau 4, conforme figura 6.5, o que consolidou a importância dessa métrica que foi proposta
pela própria equipe do CPD. Foi por meio desta métrica que foi detectada uma brecha de
segurança por SQLInjection na requisição do serviço o que foi fundamental para a equipe
compreender melhor a importância de um serviço de monitoramento em tempo real.
Figura 6.5: Respostas Métrica 5
A questão aberta "O uso da ferramenta foi importante durante o acompanhamento
de uso do sistema?"apresentou a resposta "Sim"de todos os entrevistados variando apenas
algumas frases complementares conforme apresentado na Tabela 6.1.
Tabela 6.1: Resposta Questão Aberta 1
Respostas QA 1
Sim (4)
Sim, auxiliou no acompanhamento do que estava se passando no sistema
Sim, pois não existia nenhuma ferramenta similar no Centro
Sim, pude acompanhar melhor o que estava ocorrendo
A questão aberta "O que poderia melhorar na ferramenta?", gerou respostas distintas,
contudo com uma convergência para a implementação de novas métricas. Com a demons-
tração e o uso de serviço de monitoramento de sistemas em tempo real, a equipe ficou
motivada com o potencial da ferramenta, o que levou a uma necessidade de novas métri-
cas com o objetivo de se obter um ambiente mais rico. As novas métricas que podem vir
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a ser implementadas são contempladas normalmente por instrumentação de código que
possivelmente será a nova frente da continuação desse trabalho.
Tabela 6.2: Resposta Questão Aberta 2
Respostas QA 2
Alguns dados poderiam ser apresentados como gráficos
Para mim está ok




Uso de métricas por instrumentação
6.2 Síntese do Capítulo
Este capítulo apresentou uma avaliação por parte da equipe do CPD das métricas se-
lecionadas e do serviço de monitoramento implementado. As respostas demonstraram
uma boa aceitação da equipe quanto à nova tecnologia e exaltou a importância de tal




Permitir que as organizações acompanhem um planejamento adequado da fase de manu-
tenção de seus sistemas, já que esta corresponde a cerca de 75% a 80% dos recursos de
programação consumidos, é fundamental para tomadas de decisões futuras e planejamento
do seguimento desses sistemas como legado.
Verificar outras abordagens para monitoramento de sistemas demonstrou-se interes-
sante ao que se refere aos complementos de informações técnicas e de negócio a instituição.
O conhecimento das possibilidades de avaliação do sistema durante sua execução permite
tomadas de decisões mais imediatas tanto da equipe de acompanhamento quanto da or-
ganização.
Este trabalho possibilitou o conhecimento de métricas e abordagens que dão suporte
ao monitoramento de sistemas e sistemas legados. A listagem de resultados auxiliou
nas decisões de uma camada de acompanhamento dos sistemas, permitindo ajustes que
viabilizam maior agilidade nas correções de possíveis anomalias, levando a uma redução
de custos e tempo na manutenção dos novos sistemas e sistemas legados utilizados pelas
organizações e que não podem ter seus serviços interrompidos, acarretando em enormes
prejuízos financeiros, caso um de seus serviços fiquem fora do ar.
O serviço de monitoramento de sistemas em tempo de execução é uma grande opor-
tunidade do CPD passar a ter no seu dia a dia essa solução pontual para seus períodos
críticos sazonais e a ferramenta demonstrou estar atendendo as expectativas da equipe
de desenvolvimento que fará uso dela. Durante o período teste da ferramenta no sistema
Resultado da Avaliação Docente, foi possível detectar uma brecha de segurança de SQ-
LInjection no momento da requisição por meio da análise de logs. Esse tipo de falha
não corresponde diretamente ao que as métricas implantadas buscam, mas demonstra
que uma análise em tempo de execução irá permitir um novo olhar da equipe do Centro
e possibilitará a realização de manutenção mais adequada a necessidade do sistema de
acordo com os dados fornecidos pela ferramenta.
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7.1 Contribuições
A contribuição fundamental deste trabalho foi a implementação de um sistema de mo-
nitoramento de sistemas em tempo de execução para o CPD, favorecendo a necessidade
que existia no Centro. Como a ferramenta teve seu alicerce no barramento ErlangMS,
ela foi desenvolvida a se tornar um módulo de monitoramento para Erlang, isso pos-
sibilita que qualquer organização utilizando Erlang, poderá utilizar desta solução para
obtenção das métricas levantadas no mapeamento sistemático. As soluções arquiteturas
utilizando SOA, REST e Erlang também poderão fazer uso da ferramenta criada para o
monitoramento de sistemas em tempo real.
Outra contribuição foi o resultado do mapeamento sistemático que gerou uma lista
de métricas que foram validadas para a obtenção de dados em tempo de execução de um
sistema. Essa lista possibilita que outros estudos possam utilizar esse levantamento e que
outras ferramentas venham a implementar essas métricas.
Por fim, a entrevista realizada para priorização das métricas, além do uso da ferra-
menta desenvolvida, também levantou uma nova frente no CPD, pois despertou a relevân-
cia do monitoramento de sistemas, o que gerou features no backlog para implementação
de novas funcionalidades e métricas para a ferramenta.
7.2 Trabalhos Futuros
Foi apresentada uma abordagem para as métricas encontradas na literatura que pudesse
resultar em benefícios de forma mais rápida e menos onerosa ao serviço. Uma abordagem
que não foi realizada nesse trabalho é a de instrumentação de código.
Visando expandir o potencial do módulo de monitoramento de métricas Erlang, propõe-
se o uso de instrumentação de código para gerar um ambiente mais completo. A exemplo
o pacote Exometer, que é um pacote de instrumentação de código para Erlang que traz
diversas formas de instrumentação como contadores, histogramas e funções.
Evoluir o módulo de monitoramento criado nesse trabalho com instrumentação de
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Apêndice A
Catálogo de Serviço do
Monitoramento
Código A.1: Catálogo de Serviço para o monitoramento.
[
{
"name" : "/ netadm/ r e s t a r t " ,
" comment " : " Restart ems−bus . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : r e s t a r t " ,
" u r l " : "/ netadm/ r e s t a r t " ,
" async " : " f a l s e " ,
" r e su l t_cache " : 0 ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/pid " ,
" comment " : "Get main pid o f ems−bus . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : pid " ,
" u r l " : "/ netadm/pid " ,
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" async " : " f a l s e " ,
" r e su l t_cache " : 0 ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/avgcpu " ,
" comment " : "Get average cpu usage . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : avgcpu " ,
" u r l " : "/ netadm/avgcpu " ,
" async " : " f a l s e " ,
" r e su l t_cache " : 0 ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/cpus " ,
" comment " : "Get cpus usage . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : cpus " ,
" u r l " : "/ netadm/cpus " ,
" async " : " f a l s e " ,
" r e su l t_cache " : 0 ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/ cpudeta i l ed " ,
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" comment " : "Get cpus usage . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : cpude ta i l ed " ,
" u r l " : "/ netadm/ cpude ta i l ed " ,
" async " : " f a l s e " ,
" r e su l t_cache " : 0 ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/ tasks " ,
" comment " : "Get t o t a l t a sk s running . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : t a sk s " ,
" u r l " : "/ netadm/ task s " ,
" async " : " f a l s e " ,
" r e su l t_cache " : 0 ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/uptime " ,
" comment " : "Get ems−bus uptime . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : uptime " ,
" u r l " : "/ netadm/uptime " ,
" async " : " f a l s e " ,
" r e su l t_cache " : 0 ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
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" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/names " ,
" comment " : " L i s t c l u s t e r s e r v i c e s and port . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : names " ,
" u r l " : "/ netadm/names " ,
" async " : " f a l s e " ,
" r e su l t_cache " : 0 ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/world " ,
" comment " : " L i s t c l u s t e r s e r v i c e s . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : world " ,
" u r l " : "/ netadm/world " ,
" async " : " f a l s e " ,
" r e su l t_cache " : 0 ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/ h o s t f i l e " ,
" comment " : " L i s t content o f Erlang h o s t f i l e . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : h o s t f i l e " ,
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" u r l " : "/ netadm/ h o s t f i l e " ,
" async " : " f a l s e " ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/hostname " ,
" comment " : "Get ems−bus hostname . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : hostname " ,
" u r l " : "/ netadm/hostname " ,
" async " : " f a l s e " ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/ l o c a l h o s t " ,
" comment " : "Get ems−bus l o c a l h o s t . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : l o c a l h o s t " ,
" u r l " : "/ netadm/ l o c a l h o s t " ,
" async " : " f a l s e " ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/memory " ,
" comment " : "Get ems−bus memory . " ,
" owner " : " netadm " ,
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" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service :memory " ,
" u r l " : "/ netadm/memory " ,
" r e su l t_cache " : 0 ,
" async " : " f a l s e " ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/timestamp " ,
" comment " : "Get ems−bus timestamp . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : timestamp " ,
" u r l " : "/ netadm/timestamp " ,
" re su l t_cache " : 0 ,
" async " : " f a l s e " ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/ threads " ,
" comment " : "Get ems−bus threads count . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : threads " ,
" u r l " : "/ netadm/ threads " ,
" r e su l t_cache " : 0 ,
" async " : " f a l s e " ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,




"name" : "/ netadm/ i n f o " ,
" comment " : "Get ems−bus i n f o . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : i n f o " ,
" u r l " : "/ netadm/ i n f o " ,
" r e su l t_cache " : 0 ,
" async " : " f a l s e " ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/ con f i g " ,
" comment " : "Get c on f i g . " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_netadm_service : c on f i g " ,
" u r l " : "/ netadm/ con f i g " ,
" r e su l t_cache " : 0 ,
" async " : " f a l s e " ,
" type " : "GET" ,
" au tho r i z a t i on " : " ba s i c " ,
" lang " : " e r l ang "
} ,
{
"name" : "/ netadm/datasource / : id " ,
" comment " : "Get datasource by id " ,
" owner " : " netadm " ,
" v e r s i on " : " 1 . 0 . 0 " ,
" s e r v i c e " : " ems_api_query_service : find_by_id " ,
" u r l " : "/ netadm/datasource / : id " ,
" type " : "GET" ,
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" au tho r i z a t i on " : " ba s i c " ,
" datasource " : {
" type " : " mnesia " ,
" table_name " : " s e rv i c e_datasource "
} ,





Código do Serviço do
Monitoramento
−module ( ems_netadm_service ) .
−i n c l ude ( " . . / i n c lude / ems_config . h r l " ) .
−i n c l ude ( " . . / i n c lude /ems_schema . h r l " ) .
−export ( [ names /1 , world /1 , h o s t f i l e /1 , hostname /1 , l o c a l h o s t /1 , memory/1 , timestamp /1 ,
threads /1 , i n f o /1 , c on f i g /1 , r e s t a r t /1 , pid /1 , uptime /1 , ta sk s /1 , avgcpu /1 , cpus←↩
/1 , cpude ta i l ed /1 ] ) .
names ( Request ) −>
ContentData = case net_adm : names ( ) o f
{ok , Names} −> ems_schema : to_json (Names) ;
Error −> ems_schema : to_json ( Error )
end ,
{ok , Request#reques t { code = 200 ,
response_data = ContentData}
} .
world ( Request ) −>
try
ContentData = [ atom_to_list (R) | | R <− net_adm : world ( ) ] ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
}
catch
_Exception : _Reason −>
{ok , Request#reques t { code = 200 ,
response_data = <<" [ ] ">>}
}
end .
h o s t f i l e ( Request ) −>
ContentData = net_adm : ho s t_ f i l e ( ) ,
{ok , Request#reques t { code = 200 ,
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response_data = ems_schema : to_json ( ContentData ) }
} .
l o c a l h o s t ( Request ) −>
ContentData = {ok , net_adm : l o c a l h o s t ( ) } ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
hostname ( Request ) −>
Conf = ems_config : getConf ig ( ) ,
ContentData = {ok , Conf#con f i g . ems_hostname} ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
memory( Request ) −>
ContentData = [ { e r l ang : atom_to_binary (K, ut f8 ) , case V=<1048576 o f t rue −> ←↩
i n t e g e r_to_ l i s t ( e r l ang : trunc (V / 1024) ) ++ " kB" ; f a l s e −> in t eg e r_to_ l i s t ( e r l ang←↩
: t runc (V / 1024 / 1024) ) ++ " MB" end} | | {K,V} <− e r l ang :memory ( ) ] ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
timestamp ( Request ) −>
ContentData = {ok , ems_util : timestamp_str ( ) } ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
threads ( Request ) −>
ContentData = {ok , l ength ( e r l ang : p r o c e s s e s ( ) ) } ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
i n f o ( Request ) −>
ContentData = ranch_info ( ) ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
c on f i g ( Request ) −>
ContentData = l i s t s : f l a t t e n ( i o_ l i b : format ( " ~p" , [ ems_config : getConf ig ( ) ] ) ) ,
{ok , Request#reques t { code = 200 ,
content_type = <<" text / p l a i n ">>,
response_data = ContentData}
} .
r e s t a r t ( Request ) −>
i n i t : r e s t a r t ( ) ,
{ok , Request#reques t { code = 200 ,
response_data = ?OK_JSON}
} .
pid ( Request ) −>
ContentData = {ok , l i s t_to_ in t e g e r ( os : ge tp id ( ) ) } ,
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{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
uptime ( Request ) −>
ContentData = {ok , ems_util : uptime_str ( ) } ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
ta sk s ( Request ) −>
ContentData = {ok , s t a t i s t i c s ( to ta l_act ive_tasks ) } ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
avgcpu ( Request ) −>
ContentData = {ok , average ( [U | | {_, U, _, _} <− cpu_sup : u t i l ( [ per_cpu ] ) ] ) } ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
cpus ( Request ) −>
ContentData = [ { l i s t s : concat ( [ "N" ,K] ) ,U} | | { K, U, _, _} <− cpu_sup : u t i l ( [ per_cpu ] ) ]←↩
,
i o : format ( " i s ~p\n" , [ ContentData ] ) ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
cpude ta i l ed ( Request ) −>
ContentData = l i s t s : nth (1 , [ [X,Y, Z ,W] | | {_, [_,_,X,_,Y] , [_, Z ,W] ,_} <− [ cpu_sup : u t i l ( [←↩
d e t a i l e d ] ) ] ] ) ,
i o : format ( " i s ~p\n" , [ ContentData ] ) ,
{ok , Request#reques t { code = 200 ,
response_data = ems_schema : to_json ( ContentData ) }
} .
average ( Li s tValue ) −>
l i s t s : sum( ListValue ) / l ength ( Lis tValue ) .
ranch_info ( ) −> ranch_info ( ranch : i n f o ( ) , [ ] ) .
ranch_info ( [ ] , R) −> R;
ranch_info ( [ { L i s t ener , In f o } |T] , R) −>
Info2 = [ { e r l ang : atom_to_binary (K, ut f8 ) , ranch_value_to_binary (V) } | | {K,V} <− Info ,←↩
K =/= pid andalso
K =/= protoco l_opt ions andalso
K =/= pid andalso
K =/= transport_opt ions ] ,
L i s t enerB in = er l ang : atom_to_binary ( L i s t ener , u t f 8 ) ,
ranch_info (T, [ { Lis tenerBin , maps : f rom_l i s t ( In fo2 ) } | R] ) .
ranch_value_to_binary (V) when i s_ in t e g e r (V) −> integer_to_binary (V) ;
ranch_value_to_binary (V) when is_atom (V) −> er lang : atom_to_binary (V, ut f8 ) ;
ranch_value_to_binary (V) when i s _ l i s t (V) −> l i s t_to_binary (V) ;
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ranch_value_to_binary ( {A,B,C,D} ) −> l i s t_to_binary ( i o_ l i b : format ( " {~p ,~p ,~p ,~ p} " , [A,B,←↩
C,D] ) ) ;
ranch_value_to_binary (V) −> V.
Código B.1: Arquivo ems_netadm_service.erl.
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