Abstract-The paper deals with output feedback stabilization of exponentially stable systems by an integral controller. We propose appropriate Lyapunov functionals to prove exponential stability of the closed-loop system. An example of parabolic PDE (partial differential equation) systems and an example of hyperbolic systems are worked out to show how exponentially stabilizing integral controllers are designed. The proof is based on a novel Lyapunov functional construction which employs the forwarding techniques.
I. INTRODUCTION
The use of integral action to achieve output regulation and cancel constant disturbances for infinite dimensional systems has been initiated by S. Pojohlainen in [12] . It has been extended in a series of papers by the same author (see [13] for instance) and some other (see [23] ) always considering bounded control operator and following a spectral approach (see also [11] ).
In the last two decades, Lyapunov approaches have allowed to consider a large class of boundary control problems (see for instance [2] ). In this work our aim is to follow a Lyapunov approach to solve an output regulation problem. The results are separated into two parts.
In a first part, abstract Cauchy problems are considered. It is shown how a Lyapunov functional can be constructed for a linear system in closed loop with an integral controller when some bounds are assumed on the control operator and for an admissible measurement operator. This gives an alternative proof to the results of S. Pojohlainen in [12] (and [23] ). It allows also to give explicit value to the integral gain that solves the output regulation problem.
In a second part, following the same Lyapunov functional design procedure, we consider a boundary regulation problem for a class of hyperbolic PDE systems. This result generalizes many others which have been obtained so far in the regulation of PDE hyperbolic systems (see for instance [8] , [24] , [3] , [20] , [21] , [18] ).
The paper is organized as follows. Section II is devoted to the regulation of the measured output for stable abstract Cauchy problems. It is given a general procedure, for an exponentially stable semigroup in open-loop, to construct a Lyapunov functional for the closed loop system obtained with an integral controller. Inspired by this procedure, the case of boundary regulation is considered for a general class of hyperbolic PDE systems in Section III. The proof of the theorem obtained in the context of hyperbolic systems is given in Section IV.
This paper is an extended version of the paper presented in [16] . Compare to this preliminary version all proofs are given and moreover more general classes of hyperbolic systems are considered.
Notation: subscripts t, s, tt, . . . denote the first or second derivative w.r.t. the variable t or s. For an integer n, I dn is the identity matrix in R n×n . Given an operator A over a Hilbert space, A * denotes the adjoint operator. D n is the set of diagonal matrix in R n×n .
II. GENERAL ABSTRACT CAUCHY PROBLEMS A. Problem description
Let X be a Hilbert space with scalar product , X and A : D(A) ⊂ X → X be the infinitesimal generator of a C 0 -semigroup denoted t → e At . Let B and C be linear operators, B from R m to X and C from D(C) ⊆ X to R m . In this section, we consider the controlled Cauchy problem with output Σ(A, B, C) in Kalman form, as follows ϕ t = Aϕ + Bu + w , y = Cϕ,
where w ∈ X is an unknown constant vector and u : R + → R m is the controlled input. We consider the following exponential stability property for the operator A.
Assumption 1 (Exponential Stability): The operator A generates a C 0 -semigroup which is exponentially stable. In other words, there exist ν and k both positive constants such that, ∀ϕ 0 ∈ X and t ∈ R + e At ϕ 0 X k exp(−νt) ϕ 0 X .
We are interested in the regulation problem. More precisely we are concerned with the problem of regulation of the output y via the integral control
where
m×m is a full rank matrix and k i a positive real number. The control law being dynamical, the state space has been extended. Considering the system Σ(A, B, C) in closed loop, with integral control law given in (3) the state space is now X e = X × R m which is a Hilbert space with inner product 
the extended operator defined as
The regulation problem to solve can be rephrased as the following. Regulation problem: We wish to find a positive real number k i and a full rank matrix
1) The system (1)- (3) is well-posed. In other words, for all ϕ e0 = (ϕ 0 , z 0 ) ∈ X e there exists a unique (weak)
∀t 0 and initial condition ϕ e (0) = ϕ e0 . 2) There exists an equilibrium point denoted ϕ e∞ = ϕ ∞ z ∞ ∈ X e , depending on w and y ref , which is exponentially stable for the system (1)- (3) . In other words, there exist positive real numbers ν e and k e such that for all t 0 ϕ e (t) − ϕ e∞ Xe k e exp −νet ϕ e0 − ϕ e∞ Xe .
3) The output y is regulated toward the reference y ref .
More precisely,
We know with the work of S. Pohjolainen in [13] that when A generates an exponentially stable analytic semi-group, when B is bounded and when C is A-bounded, with a rank condition, the regulation may be achieved. This result has been extended to more general exponentially stable semi-groups in [23] .
Theorem 1 ([23] ): Assume that X is separable and that A satisfies Assumption 1. Assume moreover that : 1) the operator B is bounded; 2) the operator C is A-admissible (see [22] ), i.e.
• it is A-bounded :
On another hand, if one wants to address nonlinear abstract Cauchy problems or unbounded operators, we may need to follow a Lyapunov approach. For instance in the context of boundary control, a Lyapunov functional approach has allowed to tackle feedback stabilization of a large class of PDEs (see for instance [2] or [5] ).
It is well known (see for instance [9, Theorem 8.1.3] ) that exponential stability of the operator A is equivalent to existence of a bounded positive and self adjoint operator P in L(X) such that
where µ is a positive real number. We assume that this Lyapunov operator P is given. The first question, we intend to solve is the following: Knowing the Lyapunov operator P, is it possible to construct a Lyapunov operator P e associated to the extended operator A e ?
To answer this question, we first give a construction based on a well-known technique in the nonlinear finite dimensional control community named the forwarding (see for instance [10] , [15] or more recently [4] , or [1] ).
B. A Lyapunov approach for regulation
Inspired by the forwarding techniques, the following result can be obtained.
Theorem 2 (Forwarding Lyapunov functional): Assume that all assumptions of Theorem 1 are satisfied and let P in L(X) be a positive self adjoint operator such that (8) holds. Then there exist a bounded operator M : X → R m and positive real numbers p and k * i , such that for all 0 < k i < k * i , there exists µ e > 0 such that the operator
is positive and satisfies
A e ϕ e , P e ϕ e Xe + P e ϕ e , A e ϕ e Xe −µ e ( ϕ 2 X + |z| 2 ).
Proof: The operator A satisfying Assumption 1, 0 is in its resolvent set and consequently A −1 : X → D(A) is well defined and bounded. Let M : X → R m be defined by M = CA −1 which is well defined due to the fact that
wherec is a positive real number. Hence, M is a bounded linear operator. Moreover, M satisfies the following equation
Let K i = (CA −1 B) −1 which exists due to the third assumption of Theorem 1. Note that, ϕ e , P e ϕ e Xe = ϕ, Pϕ X + p(z − Mϕ) (z − Mϕ), (12) hence P e is positive. This candidate Lyapunov functional is similar to the one given in [4, Equation (34)]. It is selected following a forwarding approach.
Moreover, we have
A e ϕ e , P e ϕ e Xe + P e ϕ e , A e ϕ e Xe = Aϕ, Pϕ X + Pϕ, Aϕ X
Employing equation (11) and MBK i = I dm , the former inequality becomes A e ϕ e , P e ϕ e Xe + P e ϕ e , A e ϕ e Xe = Aϕ, Pϕ X + Pϕ, Aϕ X + k i ϕ,
Let PBK i 2 X = α which is well defined due to the boundedness assumption on B. Given a, b positive constants, the following inequalities hold
z Mϕ 1 2b
it yields given (8) that
A e ϕ e , P e ϕ e Xe + P e ϕ e , A e ϕ e Xe
We pick b sufficiently small such that
In a second step, we select a sufficiently small and p sufficiently large such that
Finally, picking k * i sufficiently small such that
the result is obtained with
C. Discussion on the result
A direct interest of the Lyapunov approach given in Theorem 2, is that it allows to give an explicit value for k * i which appears in Theorem 1. We may compute the largest value of k * i following this route. First of all, from (19) 
On another hand, taking the the value of a and b given by (17) and (18), one can rewritten them with 0 < β < 1 and 0 < θ < 1 as
Then
which right expression is a function of p taking its maximum value when
= µ sup 0<θ<1, 0<β<1
It is reached for β = 1 2 and θ = 1 and this yields
Of course, this optimal value depends on the considered Lyapunov operator P solution of (8) . Note that a possible solution to this equation with µ = 1 is given for all (ϕ 1 , ϕ 2 ) in X 2 by (see [9] )
As ϕ 2 X ds.
Due to (2) it is well defined and positive. Note also that we have
This implies, the following corollary. Corollary 1 (Explicit integral gain): Given a system Σ(A, B, C) satisfying the assumptions of the Theorem 1, points 1), 2), and 3) of Theorem 1 hold with
and
An interesting question would now to know in which aspect this value may be optimal.
D. Illustration on a parabolic systems
Consider the problem of heating a bar of length L = 10 with both endpoints at temperature zero. We control the heat flow in and out around the points s = 2, 5, and 7 and measure the temperature at points 3, 6, and 8. The problem is to find an integral controller such that the measurements at s = 3, 6, and 8 are regulated to (for instance) 1, 3, and 2, respectively. Thus the control system is governed by the following PDE
The output and the reference are given as
Let the state space be the Hilbert space X = L 2 ((0, 10), R) with usual inner product, and let the input space and the output space be equal to R 3 . Clearly, from (28), we get the semigroup generator A : D(A) → X , the input operator B : R 3 → X and the output operator C : D(A) → R 3 as follows:
Moreover, note that with Sobolev embedding, an integration by part and by completing the square, we have for all ϕ in
Hence C is A-bounded. Moreover, by direct computation we find that 
which gives CA −1 ≤ 6.2466. We have 
With Corollary 1, the integral controller (3) with 0 < k i < 2.1498 * 10 −3 stabilizes exponentially the equilibrium along solutions of the closed-loop system and drives asymptotically the measured temperatures to the reference values for any initial condition.
III. CASE OF BOUNDARY REGULATION FOR HYPERBOLLIC PDES
In the following section we adapt this framework to hyperbolic PDE systems with boundary control.
A. System description
To illustrate the former abstract theory, we consider the case of hyperbolic partial differential equations as studied in [6] . More precisely, the system is given by a one dimensional n×n hyperbolic system
n and with the boundary conditions
where φ = φ + φ − with φ + in R , φ − in R n− and where
is a control input taking values in R m and K, B are matrices of appropriate dimensions.
The output to be regulated to a prescribed value denoted by y ref , is given as a disturbed linear combination of the boundary conditions. Namely, the outputs to regulate are in R m given as
where L 1 and L 2 are two matrices in R m×n and w y is an unknown disturbance in R m . We wish to find a positive real number k i and a full rank matrix K i such that
where z(t) takes value in R m and z 0 ∈ R m solves the regulation problem ∀y ref ∈ R m . The state space denoted by X e of the system (29)-(30) in closed loop with the control law (33) is the Hilbert space defined as:
equipped with the norm defined for ϕ e = (φ, z) in X e as:
We introduce also a smoother state space defined as:
B. Output regulation result
In this section, we give a set of sufficient conditions allowing to solve the regulation problem as described in the introduction. Our approach follows what we have done in the former section. Following [2, Proposition 5.1, p161] we consider the following assumption.
Assumption 2 (Input-to-State Exponential Stability): There exist a C 1 function P : [0, 1] → D n , a real numbers µ > 0, P , P and a positive definite matrix S in R n×n such that
As it will be seen in the following section, this assumption is a sufficient condition for exponential stability of the equilibrium of the open loop system. It can be found in [2] in the case in which S may be semi-definite positive. The positive definiteness of S is fundamental to get an input-tostate stability (ISS) property of the open loop system with respect to the disturbances on the boundary. More general results are given in [14] . The second assumption is related to the rank condition. Let Φ : [0, 1] → R n×n be the matrix function solution to the system
We denote Φ(s) = Φ 11 (s) Φ 12 (s) Φ 21 (s) Φ 22 (s) and
is full rank and so is the matrix T defined as
Another rank condition has to be introduced. This one is used when solving the forwarding equation. Let Ψ : [0, 1] → R n×n be the matrix function solution to the system
Assumption 4 (Rank condition 2):
is full rank and so is the matrix
With these assumptions, the following result may be obtained. Theorem 3 (Regulation for hyperbolic PDE systems): Assume that Assumptions 2, 3 and 4 are satisfied then with
the output regulation is obtained. More precisely, for all
1) For all (φ 0 , z 0 ) in X e (resp. X 1e ) which satisfies the boundary conditions (30) (resp. the C 1 compatibility condition), there exists a unique weak solution to (29)-(30)-(33) that we denote v and which belongs to C 0 ([0, +∞); X e ) (Respectively, strong solution in:
2) There exists an equilibrium state denoted v ∞ in X e which is globally exponentially stable in X e for system (29)-(30)-(33). More precisely, we have for all t 0:
3) Moreover, if v 0 satisfies the C 1 -compatibility condition and is in X 1e , the regulation is achieved, i.e. 
The next section is devoted to the proof of this result.
C. About this result
The first assumption needed in Theorem 3 is Assumption 2. When considering only integral control laws, there is no hope to obtain the result without assuming exponential stability of the open loop system. Assumption 2 is slightly more restrictive than exponential stability since it requires an ISS property with respect to the input u. In the case in which this assumption is not satisfied for a given hyperbolic system, a possibility is to modify the boundary condition via a static output feedback (or proportional feedback) following the route of [2] in order to satisfy this assumptions.
One interest of our approach is that, part of the exponential stability of the closed loop system, only Assumptions 3 and 4 which are rank conditions involving the boundary conditions have to be satisfied. In the case in which the two above mentioned assumptions are not satisfied, we may obtain these properties by adding a proportional feedback and consequently changing the value of K in T 1 and T 2 to obtain these rank conditions. These Assumptions 3 and 4 are version of Point 3) in Theorem 1.
In the particular case in which Λ 0 is constant and Λ 1 = 0, the matrix function Φ(s) and Ψ(s) are simply equal to identity for all s in [0, 1]. In that case, it yields
and,
Hence when Λ 0 is constant and Λ 1 = 0, Assumption 3 and Assumption 4 are equivalent. Also, an interesting aspect of this Lyapunov approach is that explicit values of the supremum value of the gain k * i may be given. For instance, as in [20] consider the very particular case of a transport equation. In this case the system is simply
We can apply Theorem 3 with n = 1, Λ 0 (s) = −1, Λ 1 (s) = 0,
Hence, Assumptions 3 and 4 are satisfied. Assumption 2 is satisfied for all µ > 0 with P (s) = e −µs , S = 1, P = 1, P = e −µ . In that case, employing theorem 3, it yields that there exists k * i > 0 such that for all 0 < k i < k * i with u(t) = −k i z,ż = y, the output regulation is obtained and so the output converges asymptotically to zero. Following the proof of Theorem 3, equation (85) gives
This bound is better then the one obtained in [20] for the linear transport equation (its maximal value is obtained for µ = 1 and is
. Note however that similar to the bound of [20] , the result obtained with our novel Lyapunov functional is far from the value we get following a frequency approach ( π 2 in this case). Recently in [7] , the Lyapunov functional obtained in [20] has been modified to reach this optimal value of the integral gain. A natural question for future research topic is to know if it is possible to modify the Lyapunov functional obtained in Theorem 3 following the methods of [7] to remove the conservatism.
D. Illustration in a 2 × 2 hyperbolic system
Theorem 3 generalizes many available results on output regulation via integral action for hyperbolic PDEs available in the literature. For instance, the case of 2 × 2 linear hyperbolic systems has been considered in [19] , [8] , (see also [2, Section 2.2.4]). The case of cascade of such systems is also considered in [21] . Note also that in [17] , this procedure is applied on a Drilling model which is composed of a hyperbolic PDE coupled with a linear ordinary differential equation.
In order to compare the way we improve existing results, the same example as in [8] is considered. In this context, the linearized de Saint-Venant equations can be written in the form of (29)-(30). After normalization, one gets :
where c > 0 and d > 0 and
with b 0 = 0 and b 1 = 0. For the system (29)-(30) with these parameters, it is shown in [8] that the output of dimension m = 2 defined in (32) with
can be regulated with an integral control law provided
On another hand, employing ( [7] - [8] ), Assumptions 2 is satisfied assuming that |k 0 k 1 | < 1. Moreover, with equations (45) and (46), it yields,
This matrix is well defined and full rank if |k 0 k 1 | < 1 and consequently Assumptions 3 and 4 are always satisfied. Hence, employing Theorem 3, both outputs defined in (49) can be regulated with an integral control law with the only assumption that |k 0 k 1 | < 1. Then
µ is given in [8] , and P the lower bound of the Lyapunov can be deduced easily from the expression of the Lyapunov function involved. M has been defined above, with T 2 . As Ψ is the identity matrix, Ψ is 1. Remark that in [8] , K i is diagonal and here is full matrix. Note that some other choices of K i are possible as long as
To conclude, a work is needed to transpose this approach to the global de Saint-Venant equations this is the aim of another paper.
IV. PROOF OF THEOREM 3
The proof of Theorem 3 is divided into three steps. In a first part, it is shown that with Assumption 3, it can be shown that the closed loop system (29)-(30)-(33) admits a steady state. In a second step, it is established that the desired regulation is obtained provided the steady state is exponentially stable. Finally, the construction of an appropriate Lyapunov functional is performed to show the exponential stability of the equilibrium.
A. Stabilization implies regulation
In this first subsection, we explicitly give the equilibrium state of the system (29)-(30)-(33). We show also that if we assume that k i and K i are selected such that this equilibrium point is exponentially stable along the closed loop, then the regulation is achieved.
1) Definition of the equilibrium: The first step of the study is to exhibit equilibrium denoted φ ∞ , z ∞ of the disturbed hyperbolic PDE in closed loop with the boundary integral control (i.e. system (29)-(33)).
We have the following proposition. Proof: First of all, equilibria are such that
Hence,
Moreover, with z t = 0, we have
On another side, boundary conditions (30) gives
For all w y and y ref both in R m , w b in R p , by Assumption 3 and since the matrix K i is full rank the former equation and (55) admit a unique solution (z ∞ , φ ∞ (0)) given as
Finally, in that case, we can introduceφ(s, t) = φ(s, t) − φ ∞ (s) andz(t) = z(t) − z ∞ . It can be checked thatφ,z satisfies the following system:
with the boundary conditions
As it is shown in [2] , for each initial conditionṽ 0 = (φ 0 ,z 0 ) in X e which satisfies the boundary conditions (30), there exists a unique weak solution that we denotedṽ and which belongs to C 0 ([0, +∞); X e ). Moreover, if the initial conditionṽ 0 satisfies also the C 1 -compatibility condition (see [2] for more details) and lies in X e1 then the solution lies in the set defined in (42). 2) Sufficient conditions for Regulation: In the following, we show that the regulation problem can be rephrased as a stabilization of the equilibrium state introduced previously.
Proposition 2: Assume Assumption 3 holds and that there exist a functional V e : X e → R + , and positive real numbers µ e and L e such that:
Assume moreover that for all v 0 in X e and all t 0 in R + such that the solution v of system (29)-(30)-(33) initiated from v 0 is C 1 at t = t 0 , we have:
where with a slight abuse of notation V e (t) = V e (v(t)). Then points 1), 2) and 3) of Theorem 3 hold.
Proof: Point 1) is directly obtained from Proposition 1. The proof of point 2) is by now standard. Let v 0 be in X e1 and satisfies the C 0 and C 1 -compatibility conditions. It yields that v is C 1 for all t. Consequently, (64) is satisfied for all t 0. With Grönwall's lemma, this implies that:
V e (v(t)) e −µet V e (v 0 ). Hence with (63), this implies that (43) holds with k = L e and ν = µe 2 for initial conditions in X e1 . X e1 being dense in X e , the result holds also with initial condition in X e and point 2) is satisfied.
On another hand, we have
withφ(t, x) = φ(t, x) − φ ∞ . To show that equation (44) holds, we need to show that the right hand side of the former equation tends to zero. This may be obtained provided the initial condition is in X 1 . Indeed, let v 0 be in X 1 and satisfies C 1 -compatibility conditions. With (42), we know that v t ∈ C([0, ∞); X e ). Moreover, v t satisfies the dynamics system (29)-(30)-(33) with w b = 0, w y = 0, y ref =0 (simply differentiate with time these equations). Hence, v t (t) Xe converges exponentially toward 0 and in particular
On another hand, employing (29), it yields:
where c is a positive constant. Consequently φ s (t, ·) L 2 ((0,1),R n ) converges also to zero and so is φ (t, ·) H 1 ((0,1),R n ) . With Sobolev embedding
where C is a positive real number. It implies that:
Consequently, with (65), it yields that (44) holds and point 3) is satisfied.
2
With this proposition in hand, to prove the Theorem 3, it is sufficient to construct a Lyapunov functional V e which satisfies (63)-(64) along C 1 -solutions of (29)-(30)-(33) or equivalently along C 1 -solutions of (59)-(61). This is considered in the next section following the route of Section II-B.
B. Lyapunov functional construction 1) Open loop ISS: Inspired by the Lyapunov functional construction introduced in [6] (see also [2] ), we know that typical Lyapunov functionals allowing to exhibit stability property for this type of hyperbolic PDE are given as functional
where P : [0, 1] → D n is a C 1 function. Typically in [6] , these functions are taken as exponential.
With a slight abuse of notation, we write V (t) = V (φ(·, t)) and we denote byV (t) the time derivative of the Lyapunov functional along solutions which are C 1 in time. In our context, with Assumption 2, it yields the following proposition.
Proposition 3: If Assumption 2 holds, there exists a positive real number c such that for every solution φ of (29)- (30) initiated from (φ 0 ,z 0 ) in X e which satisfies (61)
Proof: First of all, with (29),
With an integration by part, this implieṡ
With (34), it giveṡ
With the boundary condition (31) and (36), this implieṡ
where,
Since S is positive definite, selecting c sufficiently large, it yields −S Q Q R − c I dm 0 .
Consequently, (70) implies that (69) holds. 2
2) Forwarding approach to deal with the integral part: Following the route of Section II-B, a Lyapunov functional is designed from V adding some terms to take into account the state of the integral controller. Let the operator M :
where Ψ is the matrix function defined in (39), and M is a matrix in R m×n defined in (41). Following the Lyapunov functional construction in Theorem 2, we consider the candidate Lyapunov functional V e :
In the following theorem, it is shown that by selecting properly K i , k i and p, this function is indeed a Lyapunov functional for the closed loop system. Again, with a slight abuse of notation, we write V e (t) = V e (φ(·, t),z(t)) and we denote byV e (t) the time derivative of the Lyapunov functional along solutions which are C 1 in time. Proposition 4: Assume that Assumptions 2 and 3 hold. Then there exists a matrix K i in R m×m and k * i > 0 such that for all 0 < k i < k * i , there exist positive real numbers L e and µ e such that for all
and along C 1 solution of the system (59)-(61)-(62)
Proof: With (35), it yields for all ϕ in L 2 ((0, 1);
Let Ψ > 0 be such that
Note that for all ϕ in L 2 ((0, 1); R n , by Cauchy-Schwartz inequality,
Hence, for each p > 0 equation (74) holds.
Note that along C 1 solution to system (59), we have
With an integration by part this implies
This gives,
With the definition of Ψ, it yields
With the boundary condition (61), it yields
Hence, with the definition of M , it implies
On another hand,
Hence, it yields
We recognize here equation (11) when u = 0. This gives with (69)
With (77), and completing the square it yields for all ϕ in L 2 ((0, 1); R n ) and z in R m ,
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