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Studying the strong correlation effects in interacting Dirac fermion systems is one of the
most challenging problems in modern condensed matter physics. The long-range Coulomb
interaction and the fermion-phonon interaction can play an important role in such systems,
and in some cases may lead to a variety of intriguing properties, including non-Fermi liquid
behavior and phase-transition instabilities. In the strong-coupling regimes, the method of
weak-coupling expansion breaks down. Here, we investigate the interaction between massless
Dirac fermions and a generic scalar bosonic mode, and develop an efficient non-perturbative
approach to access the strong-coupling regime. This approach is universal and applicable
to both (1+2) and (1+3) dimensions. We first derive a number of coupled Ward-Takahashi
identities based on symmetry analysis, and then use these identities to incorporate all the
fermion-boson vertex corrections into the Dyson-Schwinger integral equations of fermion
and boson propagators. We prove that the fully renormalized fermion propagator satisfies
an entirely self-closed Dyson-Schwinger equation, which can be directly solved by numerical
skills. Our approach provides a unified framework for the theoretical study of the interaction-
induced effects, including Landau damping, fermion velocity renormalization, and formation
of charge density wave, in a self-consistent way. No small expansion parameter is needed,
thus all the results are reliable no matter how strong the fermion-boson interaction is. Our
approach can be used to treat strong long-range Coulomb interaction and strong fermion-
phonon interaction. Under proper conditions, it might also be applied to study the Yukawa
coupling between Dirac fermion and order-parameter quantum fluctuation around a putative
quantum critical point.
I. INTRODUCTION
Developing efficient theoretical and numerical methods to handle the strong interactions of
quantum many-body systems is absolutely one of the most challenging problems of condensed
∗Corresponding author: gzliu@ustc.edu.cn
2matter physics. In ordinary Fermi liquid systems, the repulsive interaction is known to be irrele-
vant at low energies so that the conventional method of weak-coupling perturbative expansion is
applicable [1, 2]. Within this framework, all the physical quantities are expanded as the sum of an
infinite number of terms, each of which is proportional to certain power of a small coupling constant
λ. Most physical quantities can be computed by keeping the leading- and/or the next-to-leading
order contributions. However, this method is valid only when λ is sufficiently small. It is broadly
recognized that the inter-particle interaction is strong in many condensed matter systems, such
as cuprate superconductor [3], heavy fermion compound [4], and certain types of Dirac and Weyl
fermion semimetals [5–11]. In these materials, strong interactions lead to a variety of non-Fermi
liquid (NFL) behaviors and quantum phase transitions. When the coupling parameter λ is at the
order of unity or much larger than unity, traditional perturbative expansion breaks down and can
no longer be trusted.
In order to study strong inter-particle interactions, we need to go beyond the weak perturba-
tive expansion scheme. A frequently used method is to generalize the fermion flavor N to a large
number and expand physical quantities in powers of 1/N . As N →∞, usually it is only necessary
to consider the leading order contribution, based on the expectation that all the higher order con-
tributions are suppressed. This expansion scheme has been widely applied to investigate strongly
correlated electronic systems [12–21]. However, the main problem of this approach is that in most
realistic systems the physical value of fermion flavor is N = 2, corresponding to spin degeneracy. It
is unclear whether the results obtained in the N →∞ limit are still reliable as N is reduced down
to its physical value. Actually, the 1/N expansion scheme may be invalid even in the N →∞ limit.
As argued by Lee [22], the leading contribution of 1/N expansion contains an infinite number of
Feynman diagrams as N →∞ in the U(1) gauge model of spin liquids.
Over the last fifteen years, Dirac semimetal materials [5–11] has been extensively studied. Such
materials do not have a finite Fermi surface, and the conduction and valence bands touch at
discrete points, around which relativistic Dirac fermions emerge as low-lying elementary excitations.
Graphene [5–7] and surface state of three-dimensional topological insulator [8–10, 23, 24] are two
typical (1+2)-dimensional Dirac semimetals. (1+3)-dimensional Dirac semimetal could be realized
in TiBiSe2−xSx [25, 26], Bi2−xInxSe3 [27, 28], Na3Bi, and Cd3As2 [29–36]. Dirac fermions exhibit
different properties from the Schrodinger electrons excited around the finite Fermi surface of a
normal metal. The unique electronic structure of Dirac semimetals leads to prominent new features.
The first new feature is that, Dirac fermions have more degrees of freedom than Schrodinger
electrons. The latter only have two spin components, thus unity matrix or Pauli matrices suffice
3to describe the action. In contrast, Dirac fermions have additional quantum numbers, such as
sublattice and valley. In the case of graphene, one usually needs to introduce 4×4 gamma matrices
to define the action [6, 7]. This makes the structure of correlation functions more complicated.
Another new feature is that, while the Coulomb interaction is always short-ranged due to static
screening and thus is irrelevant in the low-energy regime in metals with a finite Fermi surface,
it remains long-ranged in undoped Dirac semimetals as a result of vanishing density of states
(DOS) at band-touching points. The long-range Coulomb interaction produces unconventional FL
behaviors in some semimetals [7, 37] and NFL behaviors in some other semimetals [38–46]. It also
causes strong renormalization of fermion velocity [38–51]. When the Coulomb interaction becomes
sufficiently strong, it could lead to an excitonic semimetal-insulator phase transition [43, 52–65],
which is also identified as the formation of charge density wave (CDW). Apart from the Coulomb
interaction, the interaction between Dirac fermion and phonon could be important, and has been
investigated using various techniques [66–69]. In particular, recent quantum Monte Carlo (QMC)
studies [67, 68] have claimed to reveal CDW order caused by strong fermion-phonon interaction.
When the Coulomb interaction or the fermion-phonon interaction falls in the strong-coupling
regime, the weak-coupling expansion method becomes invalid. The validity of 1/N expansion [43,
47–59] is also questionable since the physical flavor is usually N = 2 in realistic Dirac semimetals.
While large scale QMC and other numerical methods might be applied to study on-site repulsive
interaction, their applicability to access strong coupling regime of long-range interactions [11, 60–
64] is still in doubt. It is certainly necessary to find a more powerful non-perturbative method to
handle strong couplings.
In a recent preprint [70], the authors have developed a non-perturbative Dyson-Schwinger (DS)
equation approach to investigate the superconductivity mediated by strong electron-phonon inter-
action in metals. This approach has gone well beyond the conventional Migdal-Eliashberg (ME)
theory [1, 71, 72] of phonon-mediated superconductivity. The key advance is that, the full electron-
phonon vertex function is entirely determined by the combination of two Ward-Takahashi identities
(WTIs) derived rigorously from global U(1) symmetries [70]. Based on this result, the DS equation
of fully renormalized fermion propagator is found to be completely self-closed and thus amenable
to numerical computation. In distinction to weak-coupling expansion method, the DS equation
approach does not involve any small expansion parameter and hence works equally well in the weak
and strong coupling regimes. While QMC simulations suffer from fermion-sign problem, the DS
equation approach is free of such a difficulty.
The approach developed in Ref. [70] is universal, and its applicability is certainly not restricted
4to electron-phonon systems. In this paper, we will show that this approach can be generalized
to study the strong correlation effects in Dirac fermion systems. In order not to loose generality,
we consider a model that describes the interaction between massless Dirac fermion, represented
by ψ, and a scalar boson, represented by φ. The dispersion of Dirac fermion may be isotropic
or anisotropic. The scalar boson could be the phonon induced by lattice vibrations, or the scalar
potential that effectively represents the long-range Coulomb interaction. The scalar boson may
also be identified as the quantum fluctuation of certain (say nematic or CDW) order parameter,
but the situation becomes more complex in this case. We will make a unified, model-independent
analysis and prove that the DS equation of Dirac fermion propagator G(p) is entirely self-closed and
numerically solved. This is achieved by determining the fermion-boson vertex function with the
help of a number of coupled WTIs, which are derived rigorously from the global U(1) symmetries of
the system. By using this approach, the quasiparticle damping, the Fermi velocity renormalization,
the possible formation of CDW, and the interplay of these many-body effects can be simultaneously
extracted from the numerical solutions of DS equations. The results are reliable for any value of
fermion flavor and any value of fermion-boson interaction strength parameter.
The rest of the paper is organized as follows. In Sec. II, we define the effective action describing
the interacting Dirac fermion system. In Sec. III, we present the coupled DS integral equations of
fermion propagator, boson propagator, and fermion-boson interaction vertex function. In Sec. IV,
we derive the generic form of WTIs satisfied by various current vertex functions by performing
rigorous functional analysis. In Sec. V and Sec. VI, we present the explicit expressions of the
coupled WTIs for two sorts of fermion-boson coupling terms, respectively. The relation between
current vertex functions and fermion-boson interaction vertex functions is derived and analyzed
in Sec. VII. To illustrate how our approach works in realistic systems, we consider an example in
Sec. VIII. In Sec. IX, we briefly summarize the results and discuss the physical implications of the
results. We define all the used gamma matrices in Appendix A, and provide the detailed derivation
of the DS equations of fermion and boson propagators in Appendix B.
II. MODEL
The model considered in this work describes the interaction between massless Dirac fermions
and some sort of scalar boson. We will first present the generic form of the action and then discuss
three different physical systems described by the action.
5Our starting point is the following partition function
Z =
∫
DφDψDψ¯e−S , (1)
which is defined through the total action S
S = Sf + Sb + Sfb, (2)
where Sf is the action for free Dirac fermion, Sb for free boson, and Sfb for the fermion-boson
coupling. For free Dirac fermions, Sf is
Sf =
∫
dxLf
= −i
N∑
σ=1
∫
dxψ¯σ(x)(i∂tγ
0 −Hf )ψσ(x). (3)
Here x = (t,x) denotes the 1 + d dimensional position vector with d = 2 or 3, and dx = dtdx, and
the conjugate of spinor field ψ is ψ¯ = ψ†γ0. The spin component is denoted by σ, and the physical
value of N is N = 2. The Hamiltonian reads as
Hf = −i
d∑
i=1
γi(vi∂i) = −i
d∑
i=1
γ˜i∂i, (4)
where we have defined γ˜µ = cµγ
µ with µ = 0, .., d. For µ = 0, c0 = 1. For µ = i, ci = vi. The free
action of boson field φ is formally written as
Sb =
∫
dxLb
= −i
∫
dxφ†(x)
D(x)
2
φ(x), (5)
where we introduce a generic operator D(x) that defines the equation of free motion of boson via
the identity Dφ = 0. The expression of D(x) is system dependent and will be given later.
The fermion-boson interaction is described by a Yukawa-type coupling term
Sfb =
∫
dxLfb
= −ig
∑
σ
∫
dxφ(x)ψ¯σ(x)γ
mψσ(x), (6)
where g is the coupling constant and γm is an arbitrary gamma matrix. This term describes a
definite sort of interaction for any given expression of γm. For instance, if the scalar boson couples
to the density operator ψ†ψ = ψ¯γ0ψ of Dirac fermion, one should take γm = γ0. Below we will
make a generic analysis and demonstrate that the full vertex corrections to various possible forms
of φ(x)ψ¯σ(x)γ
mψσ(x) can be obtained in a unified way.
The scalar field φ could be any sort of scalar bosonic excitation. Here we consider three types
of bosons.
6A. Coulomb interaction
The pure Coulomb interaction is described by the direct density-density interaction term
1
4π
∑
σ
∫
d2xd2x′ρσ(x)
e2
ǫ |x− x′|
ρ†σ(x
′), (7)
where the fermion density operator is ρσ(x) = ψ
†
σ(x)ψσ(x). In order to use our approach, it is
convenient to introduce an auxiliary scalar field a0 and then to re-express the Coulomb interaction
by the following Lagrangian density
Lb = a0
|∇|
2e2
a0, (8)
Lfb = −ie
∑
σ
a0ψ¯σγ
0ψσ. (9)
In this case, the boson’s operator should be identified as D = |∇|
e2
, which becomes D−10 (q) =
|q|
e2
in
(1+2) dimensions and D−10 (q) =
|q|2
4πe2
in (1+3) dimensions after making Fourier transformation.
Notice that the boson field does not interact with itself. This is because the Coulomb interaction
is essentially caused by electric-magnetic field, which is a U(1) gauge field.
B. Fermion-phonon interaction
Phonons are generated by the vibration of lattices, and exist in all semimetals. The free motion
of phonon field and its coupling to Dirac fermions are described by
Lb = ϕ
†D
2
ϕ, (10)
Lfb = −i
∑
σ
ϕψ¯σγ
0ψσ, (11)
where the operator D = −
∂2t+Ω
2
∇
Ω∇
with Ω∇ being the real-space correspondence of phonon dispersion
Ωq. The coupling of massless Dirac fermions to phonons has attracted considerable interest, espe-
cially in the context of graphene. But most theoretical studies are based on either first-principle
calculations or weak-coupling ME formalism. The strong fermion-phonon coupling regime is rarely
considered. While the Migdal theorem is valid in ordinary metals with a large Fermi surface, it is
likely to break down in Dirac semimetals in which Fermi surface shrinks to isolated points.
Our approach is applicable to electron-phonon interaction as long as the free motion of phonons
is described by harmonic oscillation, namely, the action does not contain self-coupling between
ϕ fields. The harmonic oscillation approximation works well in most realistic crystals, and such
self-coupling terms as (ϕ†ϕ)2 are usually irrelevant in the low-energy region.
7C. Yukawa interaction near quantum critical point
When Dirac fermion system undergoes a continuous quantum phase transition, the originally
gapless semimetal is turned into a distinct ordered phase, which might exhibit superconductivity,
CDW, antiferromagnetism, or electronic nematicity. Near the quantum critical point, the quantum
fluctuation of the corresponding order parameter could be very strong and result in a variety of
remarkable quantum critical phenomena [43, 73–80].
The quantum fluctuation of an order parameter is described by a scalar boson field φ, and the
corresponding Lagrangian density is
Lb =
1
2
[
(∂tφ)
2 − (∇φ)2 − rφ2
]
, (12)
in which the operator D = −(∂2t −∇
2− r). Here, the effective boson mass r measures the distance
of the system to quantum critical point, with r = 0 at the transition. In momenta space, the free
boson propagator is known to be
D0(q) =
1
q2 + r
. (13)
The fermion-boson coupling term is already given by Eq. (6). The expression of the matrix γm
appearing in Eq. (6) is determined by the definition of order parameter. For an order parameter
defined by the bilinear 〈ψ¯MOPψ〉, one usually should identity γ
m = MOP. If the boson represents
the quantum fluctuation of an excitonic order parameter [73], defined as ψ¯ψ, one should choose
γm = I. When the fermions couple to the nematic quantum fluctuation, γm = γ1 or γm = γ2.
Different from the two cases of Coulomb interaction and fermion-phonon interaction, there is
an additional self-coupling term for order-parameter fluctuation:
Lφ4 =
u
4
φ4(x). (14)
The existence of this additional term makes the DS equations much more complicated. Only when
such a φ4 term is irrelevant at low energies, could our approach be directly utilized.
III. DYSON-SCHWINGER EQUATIONS OF CORRELATION FUNCTIONS
In this section we do not specify the physical origin of the boson field φ, and most of our results
are independent of what the boson field stands for.
In quantum field theory and quantum many-body theory, all the physical quantities are defined
in terms of various n-point correlation functions
〈O1O2...On〉, (15)
8where O’s are Heisenberg operators and 〈...〉 indicates that the statistical average is carried out over
all the possible configurations. The full fermion and boson propagators are two 2-point correlation
functions defined as
G(x) = −i〈ψψ¯〉, (16)
D(x) = −i〈φφ†〉. (17)
In the non-interacting limit, they are reduced to free propagators
G0(x) = −i〈ψψ¯〉0, (18)
D0(x) = −i〈φφ
†〉0. (19)
In the momentum space, the free fermion propagator has the form G0(p) =
1
γµpµ
. The expression
of free boson propagator is model dependent, as already discussed in the last section.
The fermion and boson propagators satisfy the following self-consistent DS integral equations
G−1(p) = G−10 (p) + ig
2
∫
dk
(2π)(1+d)
γmG(k)D(p − k)Γint(k, p), (20)
D−1(q) = D−10 (q) + ig
2
∫
dk
(2π)(1+d)
Tr [γmG(k)G(k + q)Γint(k, q + k)] , (21)
where for notational simplicity the equations are presented in the momentum space. These two
DS equations can be derived rigorously by performing generic field-theoretic analysis within the
framework of functional integral (calculational details are presented in Appendix B). Here, Γint(k, p)
stands for the proper (external-legs truncated) fermion-boson vertex function defined via the fol-
lowing 3-point correlation function
D(p− k)G(k)Γint(k, p)G(p) = 〈φψψ¯〉. (22)
To determine propagators G(p) and D(q), one needs to first specify the vertex function Γint(k, p).
By carrying out field-theoretic derivations, we find that Γint satisfies its own DS equation:
Γint(k, p) = gγ
m −
∫
dp′
(2π)(1+d)
G(p′ + k)Γint(k, p
′)G(p′)K4(p
′, p, k). (23)
Here, K4(p, p
′, q) denotes the kernel function defined via 4-point correlation function 〈ψψ¯ψψ¯〉,
namely
G(p + p′ + k)G(p′)K4(p
′, p, k)G(p)G(k) = 〈ψψ¯ψψ¯〉. (24)
K4(p, p
′, q) also satisfies a DS integral equation that is associated with 5-, 6-, and higher-point
correlation functions. Repeating the same manipulations, one would derive an infinite hierarchy
9of coupled integral equations. The full set of DS integral equations are exact and contain all the
interaction-induced effects. Unfortunately, they are not closed and thus intractable. This seriously
hinders the application of DS equations to realistic physical systems.
To make the DS equations closed, a broadly adopted strategy is to introduce a hard truncation.
For instance, one might argue that 4-point and higher-point correlation functions are unimportant
and thus can be discarded, similar to what the ME method does [1, 71, 72]. Such an approximation
is valid only when the interaction is sufficiently weak or the fermion flavor is sufficiently large.
Another strategy is to assume (in most cases without convincing reason) some form of ansatz for
the vertex function, and then insert it to the DS equations of fermion and boson propagators. This
kind of ansatz usually comes from unjustified experience and hence is ad hoc.
The key advantage of our DS equation approach [70] is that, the vertex function is rigorously
determined by properly employing several symmetry-imposed constraints. In particular, we will
show that the U(1) symmetry of the system is powerful enough to induce a number of intrinsic
relations between 2- and 3-points correlation functions. On the basis of such relations, we will
be able to express the product of the exact fermion-boson vertex function and the full boson
propagator as a linear combination of full fermion propagators. Then the fermion propagator G(p)
satisfies an entirely self-closed integral equation, which can be numerically solved.
IV. WARD-TAKAHASHI IDENTITIES
The fermion propagators and the fermion-boson vertex function are connected via a number of
WTIs. The aim of this section to derive all the involved WTIs. The basic strategy adopted here
was originally developed by Takahashi [81] in the context of quantum gauge theories, and later
re-formulated by Kondo [82] and He et al. [83] in the context of quantum electrodynamics (QED).
The application of this strategy in (1+3)-dimensional QED was not successful, and the WTIs seem
not to be closed due to the complexity of the model. Indeed, QED exhibits both Lorentz invariance
and local gauge invariance. Due to Lorentz invariance, a large number of WTIs are coupled to
each other and thus intractable. The presence of local gauge invariance makes it extremely difficult
to compute any physical quantity, because one always needs to introduce Wilson line to maintain
the local gauge invariance. For the strategy of Takahashi to work, it would be more suitable to
consider condensed matter systems that do not respect the Lorentz and local gauge symmetry. In
Ref. [70], the authors have found that the electron-phonon vertex function can be determined by
two coupled WTIs in metals with a finite Fermi surface. Here, we will show that this approach
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can be generalized to determine the vertex function of the Yukawa-coupling between Dirac fermion
and scalar boson in Dirac semimetals.
It is well known that the action of the system respects a global U(1) symmetry, defined by a
global change of phase, i.e.,
ψσ → e
iθψσ,
where θ is supposed to be a constant. According to No¨ther theorem, this symmetry gives rise
to conservation of the current jµ(x) = ψ¯σγ˜
µψσ, namely ∂µj
µ = 0. The presence of symmetry
and conserved current can be discussed at the classical level. When generalized to quantum field
theory, such a symmetry is converted into a universal relation between 2- and 3-point correlation
functions. In particular, the fermion-boson vertex function and the fermion propagator satisfy a
WTI. But the vertex function has three components in (1+2) dimensions and four components in
(1+3)-dimensions, and thus cannot be entirely determined by one single WTI. The vertex function
could be unambiguously determined only when there are a sufficient number of coupled WTIs.
Remarkably, there do exist a number of other WTIs that couple to the well known ordinary WTI.
However, these extra WTIs are hidden and need to be find out carefully.
We now demonstrate how to derive all the coupled WTIs. It turns out the functional integral
formulation of quantum field theory provides the most compact and elegant framework for the
derivation of intrinsic relations between correlation functions. Using functional integral techniques
[84], the mean value of operator O(x), which might be the product of an arbitrary number of field
operators, is defined as
〈O(x)〉J =
[[O(x)]]J
[[1]]J
, (25)
where the numerator is given by
[[O(x)]]J =
∫
DφDψσDψ¯σO(x) exp
(
i
∫
dx[L+ Jφ+ η¯σψσ + ψ¯σησ]
)
, (26)
and the denominator is just the partition function
[[1]]J ≡ Z[J, η¯, η] =
∫
DφDψσDψ¯σ exp
(
i
∫
dx[L + Jφ+ η¯σψσ + ψ¯σησ]
)
. (27)
Here, J , η, and η¯ are the external sources of φ, ψ¯, and ψ, respectively. For notational simplicity, we
will use one single subscript J to stand for all the possible external sources, i.e., 〈O〉J ≡ 〈O〉J,η,η¯.
The partition function Z, also known as the generating functional of correlation functions [84],
should be invariant under an arbitrary infinitesimal variation of any field operator. Based on the
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fact that δZ/δψ¯σ = 0, we obtain the following average of the equation of motion (EOM) of field
operator ψ(x) in the presence of external sources
〈iγ˜µ∂µψσ(x) + gφ(x)γ
mψσ(x) + ησ(x)〉J = 0. (28)
Here we introduce a 4× 4 matrix Θ, and require that it satisfies either the condition
Θ̂ ≡ γ0Θ
†γ0 = Θ, (29)
which henceforth is referred to as Constraint I, or another condition
Θ̂ ≡ γ0Θ
†γ0 = −Θ, (30)
which henceforth is referred to as Constraint II. We multiply Θ to the average of EOM given by
Eq. (28) from the left side, and then find that
〈iΘγ˜µ∂µψσ(x) + gφ(x)Θγ
mψσ(x) + Θησ(x)〉J = 0. (31)
Performing functional derivative δ−iδη(y) on this equation leads us to
〈iψ¯σ(y)Θγ˜
µ∂µψσ(x) + gφ(x)ψ¯σ(y)Θγ
mψσ(x) + ψ¯σ(y)Θησ(x) + iTrΘ · δ(x− y)〉J = 0. (32)
Similarly, based on the fact that δZ/δψσ = 0, we get the average of the EOM of field operator ψ¯:
〈i(∂µψ¯σ(x))γ˜
µ − gφ(x)ψ¯σ(x)γ
m − η¯σ(x)〉J = 0. (33)
This time, we multiply Θ from the right side and then obtain
〈i(∂µψ¯σ(x))γ˜
µΘ− gφ(x)ψ¯σγ
mΘ− η¯σ(x)Θ〉J = 0. (34)
According, we should carry out functional derivative δ
iδη¯(y) , which gives rise to
〈i(∂µψ¯σ(x))γ˜
µΘψσ(y)− gφ(x)ψ¯σ(x)γ
mΘψσ(y)− η¯σ(x)Θψσ(y)− iTrΘ · δ(x− y)〉J = 0. (35)
Comparing Eq. (32) and Eq. (35), we observe that the Yukawa-coupling term, described by coupling
constant g, can be eliminated by proper manipulations. Now suppose that Θ satisfies Constraint
I and one more constraint
[γm,Θ] = 0,
which henceforth is referred to as Constraint III. After adding Eq. (32) to Eq. (35) and taking the
limit x→ y, we find the following identity holds:
〈ψ¯σ(x)iΘγ˜
µ(∂µψ¯σ) + ψ¯σ(x)(
←−
∂µ)iγ˜
µΘψσ(x) + ψ¯σ(x)Θησ(x)− η¯σ(x)Θψσ(x)〉J = 0. (36)
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Then suppose Θ satisfies both Constraint II and an additional condition
{γm,Θ} = 0,
, which henceforth is referred to as Constraint IV. In this case, we subtract Eq. (32) from Eq. (35)
and then take the limit x→ y, which leads to another identity
〈−ψ¯σ(x)iΘγ˜
µ(∂µψ¯σ) + ψ¯σ(x)(
←−
∂µ)iγ˜
µΘψσ(x)− ψ¯σ(x)Θησ(x)− η¯σ(x)Θψσ(x)〉J = 0. (37)
In order to generate various correlation functions, it is necessary to introduce external sources.
However, once external sources are introduced, the identity ∂µj
µ = 0 is no longer valid. Instead, the
current jµ satisfies a more general identity, which, as to be shown below, leads to highly nontrivial
connections between 2- and 3-point correlation functions.
The identities Eq. (36) and Eq. (37) could be regarded as a generalized version of No¨ther
theorem. While the original No¨ther theorem is defined at the classic level, the identities Eq. (36)
and Eq. (37) are defined via statistical average of quantum-field operators and thus is fully quantum
mechanical. These identities are of paramount importance in the study of strong correlation effects
in condensed matter systems [70], and can be used to derive a certain number of intrinsic relations
between various correlation functions. For instance, one may choose Θ = I4×4. In this simplest
case, Constraints I and III are satisfied, thus Eq. (36) is applicable and reduced to
i〈∂µj
µ〉J = 〈η¯σ(x)ψσ(x)〉J − 〈ψ¯σ(x)ησ(x)〉J . (38)
Upon removing external sources, i.e., J = η = η¯ = 0, this recovers the familiar conservation of
current ∂µj
µ = 0. Apparently, the familiar No¨ther theorem is just the zero-source limit of one
special (Θ being unit matrix) form of the above generalized identities. When Θ takes matrices
other than I4×4, the more generic identities Eq. (36) and Eq. (37) would generate a number of
exact relations between 2- and 3-point correlation functions. To illustrate the power of Eq. (36)
and Eq. (37), we perform functional derivative δ
iδη¯α(y)
and δ−iδηβ (z) in order (α = (σ, α), β = (σ, β)
denotes the α, β-component of σ) and set J = η = η¯ = 0 at the end. These operations give rise to
∂ρ〈ψ¯σ′(x)
1
2
{Θ, γ˜ρ}ψσ′(x)ψα(y)ψ¯β(z)〉c = −δ(x− y)〈Θψα(y)ψ¯β(z)〉c
+δ(x− z)〈ψα(y)ψ¯β(z)Θ〉c + 〈ψ¯σ′(x)
1
2
[Θ, γ˜ρ](
←−
∂ ρ − ∂ρ)ψσ′(x)ψα(y)ψ¯β(z)〉c, (39)
from Eq. (36) and
∂ρ〈ψ¯σ′(x)
1
2
[Θ, γ˜ρ]ψσ′(x)ψα(y)ψ¯β(z)〉c = δ(x− y)〈Θψα(y)ψ¯β(z)〉c
+δ(x− z)〈ψα(y)ψ¯β(z)Θ〉c − 〈ψ¯σ′(x)
1
2
{Θ, γ˜ρ}(
←−
∂ ρ − ∂ρ)ψσ′(x)ψα(y)ψ¯β(z)〉c, (40)
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from Eq. (37), where the notation 〈...〉c indicates that only connected Feynman diagrams are taken
into account.
The two equations given by Eq. (39) and Eq. (40) need to be properly understood. First of all,
it is easy to identify that the mean value 〈ψψ¯〉 is the full Dirac fermion propagator, namely
Gαβ(x, y) = −i〈ψσ,α(x)ψ¯σ,β(y)〉, (41)
The mean value 〈ψ¯σ′′(x)
1
2 {Θ, γ˜
ρ}ψσ′′(x)ψα(y)ψ¯β(z)〉 seems to be complicated and should be an-
alyzed very carefully. The product ψ¯σ′(x)
1
2 {Θ, γ˜
ρ}ψσ′(x) can be regarded as a generalization of
the ordinary conserved current jµ(x) = ψ¯σ′(x)γ˜
µψσ′(x). To proceed, it is convenient to introduce
a generalized vector current
jµM (x) = ψ¯σ(x)M
µψσ(x), (42)
where Mµ = 12 {Θ, γ˜
µ} or 12 [γ˜
µ,Θ]. Using this vector current, we define the following correlation
function [85, 86]
〈jµM (x)ψα(y)ψ¯β(z)〉c =
∫
dξ1dξ2 (G(y − ξ1)ΓMµ(ξ1 − x, x− ξ2)G(ξ2 − z))αβ , (43)
where the current vertex function ΓMµ(ξ1 − x, x − ξ2) is obtained by truncating the two external
legs (i.e., external fermion propagators) of 〈jµM (x)ψα(y)ψ¯β(z)〉c. The Fourier transformations of
Dirac fermion propagator and current vertex function are given by
G(y − ξ1) =
∫
dk
(2π)(1+d)
eik(y−ξ1)G(k), G(ξ2 − z) =
∫
dp
(2π)(1+d)
eip(ξ2−z)G(p), (44)
and
ΓMµ(ξ1 − x, x− ξ2) =
∫
dkdp
(2π)2(1+d)
ΓMµ(k, p)e
ik(ξ1−x)+ip(x−ξ2). (45)
After carrying out Fourier transformation to Eq. (39) and Eq. (40), we find that the current
vertex functions are related to Dirac fermion propagators via the identity
kµΓγ˜µΘ(k, p)− pµΓΘγ˜µ(k, p) = G
−1(k)Θ −ΘG−1(p) (46)
if Θ satisfies Constraints I and III, and via the identity
kµΓγ˜µΘ(k, p) + pµΓΘγ˜µ(k, p) = G
−1(k)Θ + ΘG−1(p) (47)
if Θ satisfies Constraint II and IV. As Θ takes various possible 4× 4 gamma matrices, this general
expression would generate a number of WTIs. For a given Θ, the corresponding Γγ˜µΘ (or ΓΘγ˜µ)
can be determined by solving the coupled WTIs.
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Next we demonstrate how to compute various current vertex functions Γγ˜µΘ. Most realistic
semimetals are theoretically defined and experimentally fabricated in (1+2)- or (1+3)-dimensions,
thus we study only these two cases. Moreover, we consider two different choices of γm: γm = I
and γm = γ0.
V. FERMION-BOSON COUPLING WITH MATRIX γm = I
In this section, we investigate the case in which the boson field φ couples to ψ¯ψ such that γm
is a unite matrix I. In this case the Constraint III is always satisfied, thus we only need to ensure
that the Constraint I is satisfied as well.
A. (1 + 2) dimensions
We first consider (1 + 2)-dimensional Dirac semimetals. Graphene is the most famous model
system of this type. There are four possible choices of Θ.
(1) Choose Θ = γ˜0. We obtain
(k − p)0ΓI − (k + p)1Γγ˜0γ˜1 − (k + p)2Γγ˜0γ˜2
= [G−1(k)γ˜0 − γ˜0G−1(p)] = B0, (48)
(2) Choose Θ = γˆ1. We obtain
−(k + p)0Γγ˜0γ˜1 + (k + p)2Γγ˜1γ˜2 + c
2
1(k − p)1ΓI
= −[G−1(k)γ˜1 − γ˜1G−1(p)] = B1. (49)
(3) Choose Θ = γ˜2. We obtain
−(k + p)0Γγ˜0γ˜2 − (k + p)1Γγ˜1γ˜2 + c
2
2(k − p)2ΓI
= −[G−1(k)γ˜2 − γ˜2G−1(p)] = B2, (50)
(4) Choose Θ = iγ˜0γ˜1γ˜2 = c0c1c2
I 0
0 −I
 = c0c1c2τ3 ⊗ I. We obtain
(k − p)0Γγ˜1γ˜2 + c
2
1(k − p)1Γγ˜0γ˜2 − c
2
2(k − p)2Γγ˜0γ˜1 =
i
[
τ3 ⊗ IG
−1(p)−G−1(k)τ3 ⊗ I
]
c0c1c2 = B3. (51)
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We now see that the four current vertex functions ΓI , Γγ˜0γ˜1 , and Γγ˜0γ˜2 , and Γγ˜1γ˜2 satisfy four
different WTIs. In order to obtain these four functions, it is now convenient to define a matrix
T =

q0 −P1 −P2 0
−e −P0 0 P2
f 0 −P0 −P1
0 −f −e q0
 , (52)
where e = −c21q1 and f = c
2
2q2, P = (k + p) = (P
0, P 1 = −P1, P
2 = −P2, P
3 = −P3) = (P
0,P),
and Pµ with µ = 0, 1, 2, 3 stands for the µ-th component of 4-vector P . The inverse of this matrix
is given by
T−1 =
1
eP1 − fP2 + P0q0

P0 −P1 −P2 0
−e −q0 0 P2
f 0 −q0 −P1
0 −f −e P0
 . (53)
Then ΓI , Γγ˜0γ˜1 , Γγ˜0γ˜2 , and Γγ˜1γ˜2 can be easily computed from the following equations
ΓI
Γγ˜0γ˜1
Γγ˜0γ˜2
Γγ˜1γ˜2
 =
1
eP1 − fP2 + P0q0

P0 −P1 −P2 0
−e −q0 0 P2
f 0 −q0 −P1
0 −f −e P0


B0
B1
B2
B3
 . (54)
Since the Yukawa coupling is φψ¯ψ, we are only interested in ΓI , which is expressed as a linear
combination of Dirac fermion propagators
ΓI =
P0B0 − P1B1 − P2B2
eP1 − fP2 + P0q0
. (55)
B. (1 + 3) dimensions
In this subsection we consider the case of (1 + 3)-dimensional Dirac semimetal. The WTIs can
be derived by utilizing the same calculational procedure as (1 + 2)-dimensional system.
(1) Choose Θ = γ˜0. We obtain
c20(k − p)0ΓI − (k + p)1Γγ˜0γ˜1 − (k + p)2Γγ˜0γ˜2 − (k + p)3Γγ˜0γ˜3
= [G−1(k)γ˜0 − γ˜0G−1(p)] = D0. (56)
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(2) Choose Θ = γˆ1, we obtain
−(k + p)0Γγ˜0γ˜1 + (k + p)2Γγ˜1γ˜2 + c
2
1(k − p)1ΓI + (k + p)3Γγ˜1γ˜3
= −[G−1(k)γ˜1 − γ˜1G−1(p)] = D1. (57)
(3) Choose Θ = γˆ2, we obtain
−(k + p)0Γγ˜0γ˜1 − (k + p)1Γγ˜1γ˜2 + c
2
2(k − p)2ΓI + (k + p)3Γγ˜2γ˜3
= −[G−1(k)γ˜2 − γ˜2G−1(p)] = D2. (58)
(4) Choose Θ = γ˜0γ˜1γ˜2 = γ˜012 = γ˜
012 = −ic0c1c2
I 0
0 −I
. We obtain
(k − p)0Γγ˜1γ˜2 + c
2
1(k − p)1Γγ˜0γ˜2 − c
2
2(k − p)2Γγ˜0γ˜1 − (k + p)3Γγ˜0123
= G−1(k)γ˜012 − γ˜012G−1(p) = D3. (59)
(5) Choose Θ = γ˜3. We obtain
−(k + p)0Γγ˜0γ˜3 − (k + p)1Γγ˜1γ˜3 − (k + p)2Γγ˜2γ˜3 + c
2
3(k − p)3ΓI
= −[G−1(k)γ˜3 − γ˜3G−1(p)] = D4. (60)
(6) Choose Θ = γ˜0γ˜1γ˜3 = γ˜013 = γ˜
013 = −ic0c1c3
 0 τ1
τ1 0
. We obtain
(k − p)0Γγ˜1γ˜3 + (k + p)1c
2
1Γγ˜0γ˜3 + (k + p)2Γγ˜0123 − (k − p)3c
2
3Γγ˜0γ˜1
= G−1(k)γ˜013 − γ˜013G−1(p) = D5. (61)
(7) Choose Θ = γ˜0γ˜2γ˜3 = γ˜023 = γ˜
023 = c0c2c3
 0 τ2
τ2 0
. We obtain
c20(k − p)0Γγ˜2γ˜3 − (k + p)1Γγ˜0123 + c
2
2(k − p)2Γγ˜0γ˜3 − c
2
3(k − p)3Γγ˜0γ˜2
= G−1(k)γ˜023 − γ˜023G−1(p) = D6. (62)
(8) Choose Θ = γ˜1γ˜2γ˜3 = γ˜123 = −γ˜
123 = c1c2c3
 0 τ3
τ3 0
. We obtain
(k + p)0Γγ˜0123 + c
2
1(k − p)1Γγ˜2γ˜3 − c
2
2(k − p)2Γγ˜1γ˜3 + c
2
3(k − p)3Γγ˜1γ˜2
= −[G−1(k)γ˜123 − γ˜123G−1(p)] = D7. (63)
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Combining the above 8 equations, we obtain
MD

ΓI
Γγ˜0γ˜1
Γγ˜0γ˜2
Γγ˜0γ˜3
Γγ˜1γ˜2
Γγ˜1γ˜3
Γγ˜2γ˜3
Γiτ2⊗I

=

D0
D1
D2
D3
D4
D5
D6
D7

(64)
where the 8× 8 matrix MD is
MD =

q0 −P1 −P2 −P3 0 0 0 0
c21q1 −P0 0 0 P2 P3 0 0
c22q2 0 −P0 0 −P1 0 P3 0
0 −c22q2 c
2
1q1 0 q0 0 0 c1c2c3P3
c23q3 0 0 −P0 0 −P1 −P3 0
0 −c23q3 0 c
2
1P1 0 q0 0 −c1c2c3P2
0 0 −c23q3 c
2
2q2 0 0 q0 c1c2c3P1
0 0 0 0 c23q3 −c
2
2q2 c
2
1q1 c1c2c3P0

, (65)
By inverting MD, one can obtain the expressions for current vertex function ΓI in terms of Dirac
fermion propagators.
VI. FERMION-BOSON COUPLING WITH MATRIX γm = γ0
In this section we consider the model in which γm = γ0 and calculate the corresponding current
vertex function, which is represented by a new symbol Υγ˜0 in order to distinguish it from the
previous example. The matrix Θ to be used here should satisfy the Constraint III or the Constraint
IV. We need to be careful, and make sure that Θ also satisfies the Constraint I in the former case
and satisfies the Constraint II in the latter case. All the WTIs will be derived from either Eq. (46)
or Eq. (47), depending on the properties of Θ.
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A. (1 + 2) dimensions
When one is studying the effects of Coulomb interaction or fermion-phonon interaction in
graphene or other types of two-dimensional Dirac semimetals, the Yukawa-coupling gφψ¯γ0ψ is
encountered. The WTIs to be derived here will be very useful in such studies.
(1) Apparently, the simplest choice of matrix Θ is Θ = I. For this choice, it is easy to check
that the Constraints I and III are satisfied. Thus we would use Eq. (46) and obtain the following
identity
(k − p)0Υγ˜0(k, p) + (k − p)1Υγ˜1 + (k, p)(k − p)2Υγ˜2(k, p) = [G
−1(k)−G−1(p)] = A0. (66)
(2) Choose Θ = γ˜01 = c0c1γ0γ1. Such a matrix fulfills both Constraints II and IV, i.e., Θˆ = −Θ
and {γ0,Θ} = 0. From Eq. (47) and the following relations
γ˜0σ˜01 = ic
2
0γ˜1 = −σ˜01γ˜0, γ˜1σ˜01 = ic
2
1γ˜0 = −σ˜01γ˜1, γ˜2σ˜01 = σ˜01γ˜2 = c0c1c2τ3 ⊗ I, (67)
we obtain
−c21(k − p)1Υγ˜0 − (k − p)0Υγ˜1 + i(k + p)2c0c1c2Υτ3⊗I
= [γ˜01G
−1(p) +G−1(k)γ˜01] = A1. (68)
(3) Choose Θ = γ˜02 = c0c1γ0γ2. Now the Constraints II and IV are satisfied. From Eq. (47)
and the following relations
γ˜0σ˜02 = ic
2
0γ˜2 = −σ˜02γ˜0, γ˜2σ˜02 = ic
2
2γ˜0 = −σ˜02γ˜2, γ˜1σ˜02 = σ˜02γ˜1 = −c0c1c2τ3 ⊗ I, (69)
we obtain
−c22(k − p)2Γγ˜0 − c
2
0(k − p)0Γγ˜2 − i(k + p)1c0c1c2Γτ3⊗I
= [γ˜02G
−1(p)−G−1(k)γ˜02] = A2. (70)
(4) Choose Θ = σ˜12 = c1c2σ12. The Constraint I Θˆ = Θ and the Constraint III [γ
0,Θ] = 0 are
satisfied, thus Eq. (46) should be used. Notice that
σ˜12γ˜0 = γ˜0σ˜12 = c0c1c2
I 0
0 −I
 = c0c1c2(τ3 ⊗ I), (71)
σ˜12γ˜1 = ic
2
1γ˜2 = −γ˜1σ˜12, σ˜12γ˜2 = −ic
2
2γ˜1 = −γ˜2σ˜12. (72)
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This time we get
−i(k − p)0c0c1c2Υτ3⊗I − (k + p)1c
2
1Υγ˜2 + (k + p)2c
2
2Υγ˜1
= [iσ˜12G
−1(p)− iG−1(k)σ˜12] = A3. (73)
Now we see that the four current vertex functions Υγ˜0 , Υγ˜1 , Υγ˜2 , and Υτ3⊗I again satisfy four
coupled WTIs, which can be expressed in the following compact form
T ·

Υγ˜0
Υγ˜1
Υγ˜2
ic0c1c2Γτ3⊗I
 =

A0
A1
A2
A3
 , (74)
where the matrix T is given by
T =

q0 q1 q2 0
e −q0 0 P2
−f 0 −q0 −P1
0 −c a −q0
. (75)
Here a, c, e, f , P , and q are defined in the same way as in the previous section. From Eq. (74), it
is easy to find that 
Υγ˜0
Υγ˜1
Υγ˜2
ic0c1c2Γτ3⊗I
 = T
−1

A0
A1
A2
A3
 . (76)
We are only interested in Υγ˜0 , which has the following form
Υγ˜0 =
1
det(T)
[−q0(aP1 + cP2 + q
2
0)A0 − (aq1P1 + cq2P1 + q1q
2
0)A1
−(aq1P2 + cq2P2 + q2q
2
0)A2 + q0(q2P1 − q1P2)A3], (77)
where
det(T) = −P1(aq
2
0 + aeq1 + ceq2) + P2(cfq2 − cq
2
0 + afq1) + q
2
0(fq2 − q
2
0 − eq1), (78)
is the determinant of the matrix T.
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B. (1 + 3) dimensions
The same calculational procedure adopted in the case of (1 + 2) dimensions can be directly
applied to (1 + 3) dimensions.
(1) Choose Θ = I. The Constraints I and III are satisfied, and Eq. (46) reduces to the ordinary
WTI of the form
qµΥγ˜µ(k, p) = (q0Υγ˜0 + q1Υγ˜1 + q2Υγ˜2 + q3Υγ˜3) = G
−1(k)−G−1(p) = C0. (79)
(2) Choose Θ = γ˜01 = c0c1γ0γ1. The Constraints II and IV are satisfied. Notice that
γ˜0γ˜01 = c
2
0γ˜1 = −γ˜01γ˜0, γ˜1γ˜01 = c
2
1γ˜0 = −γ˜01γ˜1, (80)
γ˜2γ˜01 = γ˜01γ˜2 = −ic0c1c2τ3 ⊗ I = −ic0c1c2
I 0
0 −I
,
γ˜3γ˜01 = γ˜01γ˜3 = −ic0c1c3
 0 τ1
τ1 0
 = −ic0c1c3τ1 ⊗ τ1,
(81)
From Eq. (47), one finds that
−c20q0Υγ˜1 − c
2
1P1Υγ˜0 + iP2c0c1c2Υτ3⊗I + iP3c0c1c3Υτ1⊗τ1
= γ˜01G
−1(p) +G−1(k)γ˜01 = C1. (82)
(3) Choose Θ = γ˜02 = c0c2γ0γ2. The Constraints II and IV are satisfied. Notice that
γ˜0γ˜02 = c
2
0γ˜2 = −γ˜02γ˜0, γ˜02γ˜1 = ic0c1c2
I 0
0 −I
 = γ˜1γ˜02, (83)
γ˜2γ˜02 = c
2
2γ˜0 = −γ˜02γ˜2, γ˜3γ˜02 = γ˜02γ˜3 = −ic0c2c3
 0 τ2
τ2 0
 = −ic0c2c3τ1 ⊗ τ2. (84)
From Eq. (47), we obtain
−c20q0Υγ˜2 − c
2
2q2Υγ˜0 − iP1c0c1c2Υτ3⊗I + iP3c0c2c3Υτ1⊗τ2
= iσ˜02G
−1(p)− iG−1(k)σ˜02 = C2. (85)
(4) Choose Θ = σ˜12. The Constraints I and III are satisfied. Notice that
γ˜0σ˜12 = σ˜12γ˜0 = c0c1c2
I 0
0 −I
 , γ˜1σ˜12 = −σ˜12γ˜1 = −ic21γ˜2, (86)
γ˜2σ˜12 = −σ˜12γ˜2 = ic
2
2γ˜1, γ˜3σ˜12 = σ˜12γ˜3 = c1c2c3γ3 ⊗ τ3. (87)
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From Eq. (46), we obtain
−i(k − p)0c0c1c2Υτ3⊗I − (k − p)3c1c2c3Υτ1⊗τ3 − c
2
1P1Υγ˜2
+c22P2Υγ˜1 = iσ˜12G
−1(p)− iG−1(k)σ˜12 = C3. (88)
(5) Choose Θ = γ˜03 = c0c2γ0γ3. The Constraints I and III are satisfied. Notice that
γ˜0γ˜03 = c
2
0γ˜3 = −γ˜03γ˜0, γ˜1γ˜03 = γ˜03γ˜1 = −c0c1c3
 0 τ1
τ1 0
, (89)
γ˜03γ˜2 = γ˜2γ˜03 = −c0c2c3
 0 τ2
τ2 0
, γ˜3γ˜03 = −γ˜03γ3 = c23γ˜0. (90)
From Eq. (46), we obtain
−c20q0Υγ˜3 − c
2
3q3Υγ˜0 + P1c0c1c3Υτ1⊗τ1 + P2c0c2c3Υτ1⊗τ2
= γ˜03G
−1(p) +G−1(k)γ˜03 = C4. (91)
(6) Choose Θ = σ˜13. The Constraints I and III are satisfied. Notice that
γ˜0σ˜13 = σ˜13γ˜0 = c0c1c3
 0 τ1
τ1 0
 , γ˜1σ˜13 = −ic21γ˜3 = −σ˜13γ˜1, (92)
γ˜2σ˜13 = σ˜13γ˜2 = c1c2c3
 0 τ3
τ3 0
 , γ˜3σ˜13 = ic23γ˜1 = −σ˜13γ˜3. (93)
From Eq. (46), we obtain
−iq0c0c1c3Υτ1⊗τ1 + iq2c1c2c3Υτ1⊗τ3 − c
2
1P1Υγ˜3
+c23P3Υγ˜1 = iσ˜13G
−1(p)− iG−1(k)σ˜13 = C5. (94)
(7) Choose Θ = σ˜23. The Constraints I and III are satisfied. Notice that
γ˜0σ˜23 = c0c2c3
 0 τ2
τ2 0
 = σ˜23γ˜0, γ˜1σ˜23 = σ˜23γ˜1 = ic1c2c3
 0 τ3
τ3 0
 , (95)
γ˜2σ˜23 = −ic
2
2γ˜3 = −σ˜23γ˜2, γ˜3σ˜23 = ic
2
3γ˜2 = −σ˜23γ˜3. (96)
From Eq. (46), we obtain
−iq0c0c2c3Υτ1⊗τ2 − q1c1c2c3Υτ1⊗τ3 − c
2
2P2Υγ˜3 + c
2
3P3Υγ˜2
= iσ˜23G
−1(p)− iG−1(p3)σ˜23 = C6. (97)
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(8) Choose Θ = iγ0γ1γ2γ3 = iγ0123. The Constraints II and IV are satisfied. Notice that
γ˜0Θ = −Θγ˜0 = ic0
 0 τ3
τ3 0
 , γ˜1Θ = −Θγ˜1 = c1
 0 τ2
τ2 0
 , (98)
γ˜2Θ = −Θγ˜2 = −c2
 0 τ1
τ1 0
 , γ˜3Θ = −ΥΘ˜3 = c3
I 0
0 −I
 . (99)
From Eq. (47), we obtain
iq0c0Υτ1⊗τ3 − q1c1Υτ1⊗τ2 + q2c2Υτ1⊗τ1 − c3q3Υτ3⊗I
= iγ0123G
−1(p) + iG−1(k)γ0123 = C7. (100)
Combining the above 8 equations, we obtain
MC

Υγ˜0
Υγ˜1
Υγ˜2
Υγ˜3
Υτ3⊗I
Υτ1⊗τ1
Υτ1⊗τ2
Υτ1⊗τ3

=

C0
C1
C2
C3
C4
C5
C6
C7

, (101)
where the 8× 8 matrix
MC =

q0 q1 q2 q3 0 0 0 0
−c21q1 c
2
0q0 0 0 iP2c0c1c2 iP3c0c1c3 0 0
−c22q2 0 −c
2
0q0 0 −iP1c0c1c2 0 iP3c0c2c3 0
0 c22P2 −c
2
1P1 0 −iq0c0c1c2 0 0 −q3c1c2c3
−c23q3 0 0 −c
2
0q0 0 P1c0c1c3 P2c0c2c3 0
0 c23P3 0 −c
2
1P1 0 −iq0c0c1c3 0 −q2c1c2c3
0 0 c23P3 −c
2
2P2 0 0 −iq0c0c2c3 −q1c1c2c3
0 0 0 0 −c3q3 c2q2 −c1q1 ic0q0

. (102)
From the above two equations, one can easily obtain the expression of Υγ˜0(k, p).
VII. DETERMINATION OF FERMION-BOSON VERTEX FUNCTION
All the functions obtained in the last section are defined through the generalized vector current
jµM . They are closed related, but certainly not identical, to the fermion-boson interaction vertex
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function Γint(k, p) that enters into the DS equation of fermion and boson propagators. In this
section, we study how to determine Γint(k, p) based on the current vertex functions obtained in
the last two sections. We know from Eqs. (42-43) that the current vertex functions are defined via
the correlation function 〈ψ¯Mµψψψ¯〉, and know from Eq. (22) that the interaction vertex function
Γint(k, p) is defined via the correlation function 〈φψψ¯〉. Therefore, it is necessary to determine how
〈ψ¯Mµψψψ¯〉 is related to 〈φψψ¯〉.
In Sec. IV, we have used the two equations δZ/δψ¯ = 0 and δZ/δψ = 0 to derive the WTIs.
Here, in order to unveil the relation between 〈ψ¯Mµψψψ¯〉 is related to 〈φψψ¯〉, we utilize the fact
that δZ/δφ(x) = 0, which leads to following average of EOM of boson field φ(x):
g〈ψ¯σ(x)γ
mψσ(x)〉J = 〈−Dφ(x)− J(x)〉J = −D
δW
δJ(x)
− 〈J〉J . (103)
One might compare this equation to Eq. (28) for ψ¯(x) and Eq. (33) for ψ(x). The symbol W =
−i lnZ is the generating functional of connected correlation functions [84] and is explicitly defined
in Appendix B. As shown by Eq. (B11), the mean value of φ(x) is identical to δW/δJ(x). Starting
from Eq. (103), we carry out functional derivatives δ
iδη¯α(y)
and δ−iδηβ(z) in order on both sides and
then obtain
g〈ψ¯σ′(x)γ
mψσ′(x)ψα(y)ψ¯β(z)〉c = −D〈φ(x)ψα(y)ψ¯β(z)〉c = −D
δ3W
δJ(x)δη¯α(y)δηβ(z)
. (104)
This equation will be used to derive the relation between the current and interaction vertex func-
tions.
We learn from the genetic rules of function integral (see the standard textbook [84]) that
δ3W
δJ(x)δη¯(y)δη(z)
=
∫
dx′D(x, x′)
δ
δφ(x′)
[
δ2Ξ
δψ¯(y)δψ(z)
]−1
, (105)
where Ξ is the generating functional of proper vertices and is connected to W by the Legendre
transformation (see also Appendix B), note that for convenience we have dropped the indices α, β
in above equation. Making use of the following identity for an arbitrary matrix M
δ
δφ(x′)
M−1(y, z) = −
∫
M−1(y, y′)
δM(y′, z′)
δφ(x′)
M−1(z′, z)dy′dz′, (106)
one obtains
δ3W
δJ(x)δη¯(y)δη(z)
= −
∫
dx′dy′dz′D(x, x′)G(y, y′)
δ3Ξ
δφ(x′)δψ¯(y′)δψ(z′)
G(z′, z). (107)
According to the rules of functional integral, one can check that
δ3Ξ
δφ(x′)δψ¯(y′)δψ(z′)
|φ,ψ¯,ψ=0 = gΓint(y
′ − x′, x′ − z′).
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This then implies that
δ3W
δJ(x)δη¯(y)δη(z)
= −g
∫
dx′dy′dz′D(x, x′)G(y, y′)Γint(y
′ − x′, x′ − z′)G(z′, z). (108)
Combining Eq. (104) and Eq. (108) gives rise to
〈ψ¯σ′(x)γ
mψσ′(x)ψα(y)ψ¯β(z)〉c = D
∫
dx′dy′dz′D(x, x′)(G(y, y′)Γint(y
′ − x′, x′ − z′)G(z′, z))αβ .
(109)
In the above expressions, the product ψ¯σ′(x)γ
mψσ′(x) comes from the fermion-boson interaction
term Lfb = gφ(x)ψ¯σ′ (x)γ
mψσ′(x). However, one may also regard ψ¯σ′(x)γ
mψσ′(x) as a generalized
vector current jγm(x) defined by Eq. (42) withMµ = γ
m. According to Eq. (43), the current vertex
function Γγm can be defined as follows
〈jγm(x)ψα(y)ψ¯β(z)〉c ≡ 〈ψ¯σ′(x)γ
mψσ′(x)ψα(y)ψ¯β(z)〉c
=
∫
dy′dz′(G(y, y′)Γγm(y
′ − x, x− z)G(z′, z))αβ . (110)
Comparing Eq. (109) and Eq. (110), it is easy to find that
D
∫
dx′D(x, x′)Γint(y
′ − x′, x′ − z′) = Γγm(y
′ − x, x− z′). (111)
After performing the following Fourier transformations
Γint(y
′ − x, x− z′) =
∫
dkdp
(2π)2(1+d)
Γint(k, p)e
ik(y′−x)+ip(x−z′), (112)
D(x− x′) =
∫
dq
(2π)(1+d)
eiq(x−x
′)D(q), (113)
Γγm(x
′, y′, z′) =
∫
dkdp
(2π)2(1+d)
Γγm(k, p)e
ik(y′−x′)+ip(x′−z′), (114)
we immediately obtain an identity relating the current vertex function to the interaction vertex
function
Γγm(k, p) = D
−1
0 (p− k)D(p− k)Γint(k, p), (115)
where the free boson propagator D−10 (k) is the Fourier transformation of D. This identity is derived
by performing rigorous functional analysis, and thus is strictly valid. Recall that the DS equation
of Dirac fermion propagator is
G−1(p) = G−10 (p) + ig
2
∫
dk
(2π)(1+d)
γmG(k)D(p − k)Γint(k, p).
25
At first glance, this DS equation is not closed since it couples to the DS equations of D(p − k),
Γint(k, p), and an infinite number of higher correlation functions. Luckily, this equation can be
made self-closed by properly employing several identities. A key point is that, one does not need
to separately determine D(p − k) and Γint(k, p). It is only necessary to determine their product.
According to the identity given by Eq. (115), the product D(p − k)Γint(k, p) can be replaced by
D0(p− k)Γγm(k, p), which then turns the DS equation of G(p) into a new form
G−1(p) = G−10 (p) + ig
2
∫
dk
(2π)(1+d)
γmG(k)D0(p− k)Γγm(k, p). (116)
In this new DS equation, the free boson propagator D0(p−k) can be easily obtained and is supposed
to be known, whereas the current vertex function Γγm(k, p) can be entirely expressed as a linear
combination of fully renormalized fermion propagators. In the last two sections, we have shown
how to determine ΓI(k, p) and Γγ0(k, p) in (1+2)- and (1+3)-dimensional Dirac semimetals. The
generalization to other cases, such as Γγ1(k, p) and Γγ2(k, p), is straightforward.
The above analysis clearly demonstrates that the DS equation of fermion propagator G(p)
is indeed completely self-closed and can be numerically solved once the free fermion propagator
G0(p) and the free boson propagator D0(q) are known. Based on the numerical solutions, one can
analyze various interaction-induced effects. Since no small expansion parameter is adopted, all
the results are reliable no matter whether the fermion-boson interaction is in the weak-coupling or
strong-coupling regime.
In Ref. [70], the authors have shown that the non-perturbative DS equation approach provides
an efficient framework to study the strong electron-phonon interaction in metals with a finite Fermi
surface. In this paper, we have generalized the DS equation approach to the more complicated
Dirac fermion systems. This approach can be applied to treat either strong Coulomb interaction
or strong fermion-boson interaction. If Dirac fermion couples to certain order parameter, the DS
equation approach needs to be properly modified. This is because the action of bosonic order
parameter always has self-coupling terms, such as φ4. Once the quartic term uφ4 is taken into
account, an additional 4uφ3 term should be added to the average of the EOM of φ field given by
Eq. (103). Due to such an extra term, the identity given by Eq. (115) becomes invalid. As a result,
the DS equation of fermion propagator G(p) may no longer be self-closed. The same problem
is encountered as one goes beyond the harmonic oscillation of lattice vibration and includes self-
coupling terms of phonon field. We will investigate how to incorporate the impact of φ4 term on
the coupled DS equations in the future.
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VIII. AN EXAMPLE: COULOMB INTERACTION IN (1+2)-DIMENSION
In order to demonstrate how our approach works in realistic systems, here we consider a concrete
example: the quantum many-body effects of massless Dirac fermions produced by the long-range
Coulomb interaction in (1+2)-dimensional Dirac semimetal (e.g., intrinsic graphene).
If the Coulomb interaction is weak, the Dirac semimetal remains gapless, but the fermion
velocity is considerably renormalized [7, 51]. When the interaction strength parameter α = e
2
vF ǫ
,
where vF is Fermi velocity and ǫ is dielectric constant, exceeds a critical value αc, a finite energy
gap is dynamically generated via the formation of excitonic-type particle-hole pairs [52–64]. This
then turns the originally gapless SM into a gapped excitonic insulator.
Although these qualitative results are expected to be correct, the quantitative value of αc is
fiercely in debate. Two methods are widely adopted to compute αc in the literature. One is the DS
equation method combined with 1/N expansion. It is now clear that the value of αc obtained by this
method is strongly approximation dependent [52–59], ranging from αc = 0.9 to αc = 7.9. Almost all
such calculations are based on the native assumption that the corrections to fermion-boson vertex
a0ψ¯σγ0ψσ are suppressed by powers of 1/N . This assumption is apparently problematic because
the physical fermion flavor is N = 2. Due to the absence of a reliable evaluation of the impact of
vertex corrections, perhaps all the previous results on αc are quantitatively incorrect [52–59]. The
other method is QMC simulation, which suffers from fermion-sign problem and finite-size effects
and also leads to very controversial results [60–64]. For clean graphene suspended in vacuum, the
physical value of fine structure constant α = 2.16 is much larger than unity. Hence, suspended
graphene is deep in the strong coupling regime. In a recent work, Tang et al. [11] have developed
an approach to handle strong interaction in Dirac semimetal by combining QMC simulation and
renormalization group technique. While their approach can be applied to study strong on-site
interaction, it failed to access the regime of strong long-range Coulomb interaction [11].
Our DS equation approach overcomes almost all the shortcomings of the previously used meth-
ods, and provides powerful tool to access the strong-coupling regime. Different from previous
works, we do not need to carry out series expansion, and thus no small parameter is needed. In-
stead, we will construct an entirely self-closed integral equation of the Dirac fermion propagator
by incorporating the full fermion-boson vertex function. Using our approach, the critical value αc
can be numerically computed with a very high precision.
The Lagrangian of the system is already given in Sec. II. But for readers’ convenience, we
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present it again here:
LDSM =
∑
σ
ψ¯σ(i∂tγ
0 − ∂iγ
i)ψσ + a0
|∇|
2e2
a0 − ie
∑
σ
a0ψ¯σγ
0ψσ . (117)
The free fermion propagator reads as
G0(p) ≡ G0(ǫ,p) =
1
γ0ǫ− γ · p
. (118)
After including the interaction-induced corrections, it is significantly renormalized and becomes
G(p) ≡ G(ǫ,p) =
1
A0(ǫ,p)γ0ǫ−A1(ǫ,p)γ · p+m(ǫ,p)
, (119)
where the wave-function renormalization A0(ǫ,p) embodies the fermion damping, A1(ǫ,p) reflects
fermion velocity renormalization, and m(ǫ,p) represents a finite fermion mass generated via the
formation of excitonic pairs. The free and fully renormalized fermion propagators satisfy the
following DS equation
G−1(p) = G−10 (p) + ie
2
∫
d3k
(2π)3
γ0G(k)D(p − k)Γint(k, p). (120)
Using the identity given by Eq. (115), we now convert the above DS equation into
G−1(p) = G−10 (p) + ie
2
∫
d3k
(2π)3
γ0G(k)D0(p− k)Υγ˜0(k, p), (121)
where D0(p− k) =
e2
|p−k| . According to Eq. (77), the special current vertex function Υγ˜0(k, p) has
the form
Υγ˜0(k, p) =
1
det(T)
[−q0(aP1 + cP2 + q
2
0)A0 − (aq1P1 + cq2P1 + q1q
2
0)A1
−(aq1P2 + cq2P2 + q2q
2
0)A2 + q0(q2P1 − q1P2)A3]. (122)
Since Υγ˜0(k, p) depends only on fermion propagators, the DS equation of G(p) decouples completely
from that of boson propagator and other correlation functions and becomes self-closed. Now one
could substitute the generic form of G(p) into its DS equation and then obtain
A0(ǫ,p)γ
0ǫ−A1(ǫ,p)γ · p+m(ǫ,p) = γ
0ǫ− γ · p+ ie2
∫
d3k
(2π)3
γ0G(k)D0(p− k)Υγ˜0(k, p).(123)
This DS equation can be readily decomposed into three self-consistent coupled integral equations
of A0(ǫ,p), A1(ǫ,p), and m(ǫ,p). From the numerical solutions of A0(ǫ,p), A1(ǫ,p), and m(ǫ,p),
one would be able to extract all the interaction effects on the dynamics of Dirac fermions.
In the absence of dynamical mass m, the original Lagrangian respects a continuous chiral
symmetry: ψ → eiγ5θψ. Here, γ5 is a 4× 4 matrix that anticommutes with γµ. A finite m leads to
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dynamical breaking of such a chiral symmetry. However, the mass leaves the global U(1) symmetry
unbroken, and thus the WTIs are correct even in the chiral-symmetry broken phase.
It is quite easy to apply the same calculational procedure to fermion-phonon coupling: replace
the bare Coulomb interaction function D0(q) =
e2
|q| with the free phonon propagator D0(q) =
−
Ωq
q2
0
−Ω2
q
. Generalization to (1+3) dimensions is also straightforward. In this case, the current
vertex function should be calculated based on the expressions given in Sec. VI.B.
IX. SUMMARY AND DISCUSSION
In this paper we have developed an efficient non-perturbative DS equation approach to study
the strong interaction between massless Dirac fermion and a scalar boson. The full vertex function
of fermion-boson coupling is incorporated into the DS equation of fermion propagator with the help
of a number of WTIs derived from global U(1) symmetries. Based on this result, we prove that
the DS equation of fermion propagator is completely self-closed and can be numerically solved.
After solving this DS equation, the fermion damping, the fermion velocity renormalization, and
the possible formation of CDW can be investigated in an entirely self-consistent manner. There
is no small expansion parameter, thus the DS equation approach is applicable no matter whether
the fermion-boson coupling is weak or strong.
We believe that the DS equation approach can also be applied to study the superconducting
instability of Dirac fermion systems, mediated by phonons or other bosonic modes, and the interplay
between superconductivity and CDW. The Nambu spinor of Dirac fermions usually has eight
components, thus the structure of WTIs would be very complicated. One might have to solve eight
or even sixteen coupled WTIs to obtain one specific current vertex function. This issue will be
addressed in a separate work.
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Appendix A: Definitions of Gamma matrices
Here we define all the gamma matrices used in the paper.
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In the case of 1 + 2-dimension, the gamma matrices γµ are defined by
γ0 =
τ3 0
0 −τ3
, γ1 =
−iτ2 0
0 iτ2
, γ2 =
iτ1 0
0 −iτ1
, (A1)
and
γ3 = i
0 I
I 0
, γ5 = i
 0 I
−I 0
, (A2)
where the Pauli matrices are
τ3 =
1 0
0 −1
 , τ1 =
0 1
1 0
 , τ2 =
0 −i
i 0
.
It is easy to check that {γµ, γν} = 2gµν and {γµ, γ3,5} = 0, where
gµν =

1 0 0
0 −1 0
0 0 −1
 .
The three gamma matrices γ0, γ1, and γ2 can be used to construct several other 4× 4 matrices:
σ01 =
i
2
[γ0, γ1] =
−iτ1 0
0 −iτ1
 = I ⊗ (−iτ1), (A3)
σ02 =
i
2
[γ0, γ2] =
−iτ2 0
0 −iτ2
 = I ⊗ (−iτ2), (A4)
σ12 =
i
2
[γ1, γ2] =
τ3 0
0 τ3
 = I ⊗ τ3, (A5)
and,
{σ01, γ2} = 2
I 0
0 −I
 = 2τ3 ⊗ I, (A6)
{σ02, γ1} = 2
−I 0
0 I
 = −2τ3 ⊗ I, (A7)
{σ12, γ0} = 2
I 0
0 −I
 = 2τ3 ⊗ I. (A8)
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In the case of 1 + 3-dimension, we also need the following matrices
σ03 =
i
2
[γ0, γ3] = iγ0γ3 = (−1)
τ3 0
0 −τ3
0 I
I 0
 =
 0 −τ3
τ3 0
 , (A9)
σ13 =
i
2
[γ1, γ3] = iγ1γ3 = (−1)
−iτ2 0
0 iτ2
0 I
I 0
 =
 0 iτ2
−iτ2 0
 , (A10)
σ23 =
i
2
[γ2, γ3] = iγ2γ3 = (−1)
iτ1 0
0 −iτ1
0 I
I 0
 =
 0 −iτ1
iτ1 0
 . (A11)
Appendix B: Derivation of Dyson-Schwinger equations
In this Appendix we derive the DS equations of fermion and boson propagators within the
functional-integral formalism of quantum field theory.
The starting point is the partition function
Z[J, η, η¯] =
∫
DφDψσDψ¯σe
i
∫
dx[L+(Jφ+η¯σψσ+ψ¯σησ)]
= eiW [J,η,η¯]. (B1)
The Lagrange density is given by
L = ψ¯σiγ˜
µ∂µψσ(x) +
1
2
φ(x)Dφ(x) + gφ(x)ψ¯σγ
mψσ. (B2)
The average of an arbitrary operator O is defined as
〈O(x)〉J =
[[O(x)]]J
[[1]]J
, (B3)
where [[1]]J is just the partition function Z and
[[O(x)]]J =
∫
DφDψσDψ¯σe
i
∫
dx[L+(Jφ+η¯σψσ+ψ¯σησ)]O(x). (B4)
Here we use one single subscript J to stand for all the possible external sources, i.e., 〈O〉J ≡ 〈O〉J,η,η¯.
1. DS equation of boson propagator
From δZ
δφ(x) = 0, we have
0 =
∫
DφDψDψ¯
[
δL
δφ(x)
+ J(x)
]
eiδdtd~x[
~L+Jφ+η¯σψσ+ψ¯σησ ]
=
[
δL
δψ(x)
(
δ
iδJ
,
∂
iη¯σ
,−
δ
iδησ
)
+ J
]
Z[J, ησ , η¯σ]. (B5)
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Since
δL
δφ(x)
= gψ¯σγ
mψσ(x) + Dφ(x), (B6)
one can verify that
J(x)Z + D
δZ
iδJ(x)
+ g
δ
−iδησ(x)
γm
δ
iδη¯σ(x)
Z = 0. (B7)
Dividing this equation by Z yields
J(x) +D
δW
δJ(x)
+
g
Z
δ
δησ(x)
γm
δ
δη¯σ(x)
eiW = 0. (B8)
The last term of the l.h.s. of the above equation is
g
Z
δ
δησ(x)
γm
δ
δη¯σ(x)
eiW = −igTr[γmG(x, x)] − g
δW
δησ(x)
γm
δW
δη¯σ(x)
. (B9)
The second term of the r.h.s vanishes as the fields are set to be zero.
To proceed, we define the following Legendre transformation
Ξ(φ,ψ, ψ¯) =W (J, η, η¯)−
∫ (
Jφ(x) + ψ¯σησ + η¯σψ
)
dx. (B10)
It is known [84] that the following identities hold
φ(x) =
δW
δJ(x)
, ψσ(x) =
δW
δη¯σ(x)
, ψ¯σ(x) = −
δW
δησ(x)
J(x) = −
δΞ
δφ(x)
, ησ(x) = −
δΞ
δψ¯σ(x)
, η¯σ(x) =
δΞ
δψ(x)
. (B11)
The boson propagator and its inverse are defined as
D(x, y) = −
δ2W
δJ(x)δJ(y)
= −
δφ(y)
δJ(x)
= −i[[φ(x)φ(y)]]c, (B12)
D−1(x, y) =
δ2Ξ
δφ(x)δφ(y)
= −
δJ(x)
δφ(y)
. (B13)
It is easy to check that∫
dyD(x, y)D−1(y, z) =
∫
dy
−δ2W
δJ(x)δJ(y)
δ2Ξ
δφ(y)δφ(z)
=
∫
dy
δφ(x)
δJ(y)
δJ(y)
δφ(z)
= δ(x− z). (B14)
Similarly, for the fermion propagator and its inverse we have
Dαβ(x, y) =
δ2W
δη¯α(x)δηβ(y)
= −
δψα(x)
δηβ(y)
= −
δψ¯β(y)
δη¯α(x)
= −i[[ψα(x)ψ¯β(y)]], (B15)
G−1βρ (y, z) = −
δ2Ξ
δψ¯β(y)δψρ(z)
= −
δηβ(y)
δψρ(z)
= −
δη¯ρ(z)
δψ¯β(y)
, (B16)
32
which fulfill the relation ∫
Gαβ(x, y)G
−1
βρ (y, z)dy = δ(x − z)δαρ. (B17)
Eq. (B8) can be re-written as
δΞ
δφ(x)
|ψ=ψ¯=0 = Dφ(x)− igTr
[
γm
(
δ2Ξ
δψ¯δψ
)−1
(x, x)
]
, (B18)
Notice that the fermion-boson interaction function is defined by
δ3Ξ
δφ(x)δψ¯(y)δψ(z)
|φ,ψ¯,ψ=0 = gΓint(x, y, z) ≡ gΓint(y − x, x− z). (B19)
Making the variation δ
δφ(y) on both sides of Eq. (B18) and using the relation
δ
δφ(y)
Trγm
[(
δ2Ξ
δψ¯δψ
)−1
(x, x)
]
= Tr
∫
[−γmG(x, z1)Γint(y, z1, z2)G(z2, x)]dz1dz2, (B20)
we obtain
δ2Ξ
δφ(x)δφ(y)
|φ,ψ¯,ψ=0 = Dδ(x− y) + ig
2Tr
∫
[γmG(x, z1)Γint(y, z1, z2)G(z2, x)]dz1dz2. (B21)
Now we can write the DS equation of boson propagator in the form
D−1(x, y) = Dδ(x− y) + ig2
∫
Tr[γmG(x, z1)Γint(y, z1, z2)G(z2, x)]dz1dz2, (B22)
which in the momentum space is
D−1(q) = D−10 (q) + ig
2
∫
dp
(2π)(1+d)
Tr[γmG(p)Γint(q, p)G(q − p)]. (B23)
2. DS equation of fermion propagator
The DS equation of fermion propagator can be similarly derived. The identity
0 =
∫
DφDψDψ¯
[
δL
δψ¯(x)
(
δ
iδJ
,
δ
iδη¯σ
,
δ
−iδησ
)
+ ησ(x)
]
Z(J, η, η¯) (B24)
implies that
ησ(x)Z + (iγ
µ∂µ)Z
δW
δη¯σ(x)
+ g
δ
iδJ(x)
γm
(
Z
δW
δη¯σ(x)
)
= 0. (B25)
Operating the functional derivative δ
δησ(y)
on both sides of the above equation and then setting
ψ = ψ¯ = 0, one finds
δ(x− y)Z + (iγ˜µ∂µ)Z
δ2W
δησ(y)δη¯σ(x)
+ g
δ
iδJ(x)
γmZ
δ2W
δησ(y)δη¯σ(x)
= 0, (B26)
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which in turn leads to
iγ˜µ∂µG(x, y)− igγ
m δ
3W
δJ(x)δη¯(x)δη(y)
= δ(x − y). (B27)
The second term of the l.h.s of above equation can be calculated by using Eq. (107). Fourier
transformation of above equation yields the following equation
γ˜µpµG(p) + ig
2
∫
dk
(2π)(1+d)
γmG(k)D(p − k)Γint(k, p)G(p) = 1, (B28)
which can be easily turned into the DS equation of fermion propagator:
G−1(p) = G−10 (p) + ig
2
∫
dk
(2π)(1+d)
γmG(k)D(p − k)Γint(k, p), (B29)
where G−10 (p) = γ˜
µpµ.
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