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1. Introduction
Let K = k(z), where k is a nite algebraic extension of Q and z is transcendental over
k. The k-linear automorphism  of K is given by (z) = z + 1. In this article we will
describe an algorithm for determining the dierence Galois group of the second order
linear homogeneous dierence equation 2y+ay+by = 0 with a; b 2 K. This algorithm
can be considered as an analogue for second order linear dierence equations of Kovacic’s
algorithm for second order linear dierential equations (see Kovacic (1986)).
In Petkovsek (1992) an algorithm for nding rational solutions of the Riccati equation
of arbitrary order is given. So our algorithm is not completely new, but some parts, e.g.
the use of dierence Galois groups and Theorem 4.3, seem to be new.
In Section 2 we summarize the results of van der Put and Singer (1997) concerning
dierence Galois theory which are needed for our purposes. In Section 3 we discuss rst
order homogeneous linear dierence equations. The algorithm for determining the dier-
ence Galois group of second order homogeneous linear dierence equations is described
in Section 4. Section 5 is devoted to examples.
2. Preliminaries on Dierence Galois Theory
Let Q denote the algebraic closure of Q and put K = Q(z). (We note that K is not the
algebraic closure of K.) Let  be the Q-linear automorphism of K given by (z) = z+1.
Consider the system of dierence equations (A) : y = Ay, where A 2 GL(n; K). (We
restrict ourselves to equations with A 2 GL(n; K) in order to guarantee the existence of
n independent solutions.)
Definition 2.1. A ring R together with a xed automorphism R : R ! R is called a
Picard{Vessiot extension of K associated with (A) if
1. R is a commutative ring, R  K and Rj K = .
2. The only R-invariant ideals are 0 and R.
3. There exists a matrix U = (uij) 2 GL(n;R) such that R(U) = AU (such a matrix
U is called a fundamental matrix for the system (A)) and R = K[u11; : : : ; unn,
1
det(U) ].
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Definition 2.2. Consider the dierence rings R1 and R2 together with their automor-
phisms R1 and R2 , respectively. A ring homomorphism  : R1 ! R2 is called a
dierence-homomorphism if  R1 = R2 .
Theorem 2.3. For every system of linear dierence equations (A) there exists a Picard{
Vessiot extension R and this extension is unique up to dierence K-isomorphism. Fur-
thermore, we have that (r) = r implies r 2 Q.
From now on we will denote the extended automorphism R of a Picard{Vessiot ex-
tension R also by .
Definition 2.4. The dierence Galois group DGal(R= K) is the group consisting of all
the dierence K-automorphisms of R.
If U 2 GL(n;R) is a fundamental matrix of system (A) and  2 G = DGal(R= K),
then it is obvious that (U) is also a fundamental matrix of system (A). Hence
(U) =
0B@ (u11)    (u1n)... ...
(un1)    (unn)
1CA =
0B@ u11    u1n... ...
un1    unn
1CA  T;
where T 2 GL(n; Q). So the elements of the dierential Galois group act as Q-linear
maps on the space of solutions V = fc1u1 +    + c1un j c1; : : : ; cn 2 Qg. (ui =
(u1i; : : : ; uni)t 2 Rn.) But an even stronger statement holds.
Theorem 2.5. G = DGal(R= K) is a linear algebraic group over the eld of constants
Q.
Let G be an algebraic subgroup of GL(n) Q. For any Q-algebra A, we denote by G(A)
the points of G with values in A. Thus G( K) is the subgroup of GL(n; K) consisting of
the K-valued invertible matrices satisfying the relations dening the algebraic group G.
In particular, G( K) contains G( Q).
Theorem 2.6. Suppose G = DGal(R= K). Then the following statements hold:
1. (8 2 G : (a) = a)) a 2 K:
2. If H is an algebraic subgroup of G such that K = fa 2 R j 8 2 H : (a) = ag
then H = G.
Two systems (A) and (B) corresponding to matrices A;B 2 GL(n; K) are dened to
be equivalent if there exists a T 2 GL(n; K) such that B = (T )AT−1. In this case if
U 2 GL(n;R) is a fundamental matrix of system (A) then TU is a fundamental matrix
of system (B) and it is obvious that the solution spaces VA; VB of the systems (A) and
(B) are equivalent as representation spaces of the dierence Galois group. Conversely,
if the Picard{Vessiot extensions associated to the systems (A) and (B) are dierence
K-isomorphic and the solution spaces VA and VB are equivalent as representation spaces
of the dierence Galois group then (A) and (B) are equivalent systems of dierence
equations.
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Theorem 2.7. Let G  GL(n; Q) be the dierence Galois group associated to the system
of dierence equations (A). Let G0 denote the component of the identity of G. Then the
following statements hold.
1. G=G0 is a nite cyclic group.
2. There exists a B 2 G( K) such that (A) and (B) are equivalent systems.
It is a conjecture that for every linear algebraic group G  GL(n; Q) with G=G0 nite
cyclic there exists a system of dierence equations which has G as a dierence Galois
group. One can show that this conjecture is true for n = 1; 2 by giving explicit examples
for every possible group.
Theorem 2.8. If A 2 G( K) with G an algebraic subgroup of GL(n; Q) such that for
any proper algebraic subgroup H and for any T 2 G( K) one has that (T )AT−1 62 H( K)
then G is the dierence Galois group of the system (A).
If A satises the conditions of the above theorem then we say that system (A) is in
standard form. This standard form is in general not unique. But one can read o fairly
easily the dierence Galois group of a system of dierence equations if one knows already
that this system is in standard form. In fact we will present an algorithm which computes
for a given equation an equivalent system in standard form. The standard form is also
very suitable for nding closed form solutions if the dierence Galois group is not too
big, i.e. it does not contain the group SL(2; Q).
We note that denitions and Theorems 2.1 to 2.6 could have been stated for (more)
general dierence rings. However, Theorems 2.7 and 2.8 are not valid for general dierence
rings. For the proofs and much more information about dierence Galois theory we refer
to van der Put and Singer (1997).
3. First Order Dierence Equations
Let K = k(z), where k is a nite algebraic extension of Q. We consider the rst order
homogeneous linear dierence equation (a) : y = ay, where a 2 K. Any equivalent
equation is given by y = (f)f ay, where f 2 K . The dierence Galois group of (a) is
a nite cyclic group of order n if there is a f 2 K such that (f)f a is a primitive n-th
root of unity, otherwise the dierence Galois group is the multiplicative group Gm = Q.
This statement is a consequence of Theorems 2.7 and 2.8.
Suppose a 2 K is given. We describe an algorithm which produces an element b 2 K
such that the dierence equations (a) and (b) are equivalent and b = PQ with P;Q 2 k[z]
satisfying the condition that for all m 2 Z we have gcd(P; mQ) = 1. If b satises these
conditions then we call b reduced and the dierence equation (b) is automatically in
standard form. The algorithm avoids factorization in k[z].
We assume that a = PQ with P;Q 2 k[z] and gcd(P;Q) = 1. There exists a r > 0
such that the zeros of P and Q are in the disk jzj  r. We can express r in terms
of the coecients of P and Q. For instance, if P = Pczc +    + P1z + P0 and Q =
Qdz
d +    + Q1z + Q0 then we can take r = [1 + max(
Pc−1
i=0 jPiPc j;
Pd−1
j=0 jQjQd j)]. For
m 2 Z with jmj  2r we have gcd(P; mQ) = 1. We start with m = 1 and compute
g = gcd(P; (Q)). If g 6= 1 then one can write a = g−1(g)
~P
~Q
and we can go further with
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~a = ~P~Q instead of a. This gives a reduction of the problem with respect to degrees of P
and Q. If g = 1 then we try m = −1 and so forth. The algorithm stops if a is reduced to
a constant or if all m 2 Z with jmj  2r are checked o.
The above algorithm can easily be modied so that we also nd an f 2 K that ensures
that b = (f)f a is reduced.
An alternative method, which works for more general elds, is the following. Consider
the resultant R(M) of P (z) and Q(z+M) with respect to the variable z. This resultant
is a polynomial in M , seen as a variable, and has coecients in k. One calculates the
integers m with R(m) = 0 (if any) and performs the above reduction step for the fraction
P
Q for those values m. (See also Petkovsek (1992).)
4. Second Order Dierence Equations
Consider the second order linear homogeneous dierence equation 2y+ay+ by = 0,
where a; b 2 K and b 6= 0. As usual we will identify this equation with the 22 system of
dierence equations (A) : y =

0 1
−b −a

y. Throughout this section we will denote
the dierence Galois group of the above system by G and the vector space of solutions
on which G faithfully acts by V .
We present an algorithm which produces a matrix B 2 GL(2; K) so that the systems
(A) and (B) are equivalent and (B) is in standard form. Further, a matrix T is computed
such that B = (T )AT−1.
Lemma 4.1. The algebraic subgroups G of GL(2; Q) that can occur as dierence Galois
groups are:
1. Any reducible subgroup of GL(2; Q) with G=G0 nite cyclic.
2. Any innite imprimitive subgroup of GL(2; Q) with G=G0 nite cyclic.
3. Any algebraic group containing SL(2; Q).
Proof. This is a consequence of Theorem 2.7 part 1 and the well-known classication
of the algebraic subgroups of GL(2; Q).
The algorithm is arranged in the following manner. Given a second order dierence
equation we test which of the three cases above holds. After that we compute an appro-
priate equivalent system in standard form.
4.1. the Riccati equation
To a second order linear dierence equation 2y + ay + by = 0, where a; b 2 K and
b 6= 0 we can associate a rst order non-linear dierence equation (y) : u(u)+au+b = 0.
This equation is called the Riccati equation. If u is a solution of the Riccati equation then
the dierence operator 2 + a+ b factors as (− bu )(− u). A rational solution of the
Riccati equation corresponds to a line in the solution space that is xed by the dierence
Galois group. Therefore, we have the following theorem.
Theorem 4.2. The following statements hold:
1. If the Riccati equation has no solutions u 2 K then G is irreducible.
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2. If the Riccati equation has exactly one solution u 2 K then G is reducible but not
completely reducible.
3. If the Riccati equation has exactly two solutions u1; u2 2 K then G is completely
reducible but G is not an algebraic subgroup of fc:Id j c 2 Qg.
4. If the Riccati equation has more than two solutions in K then the Riccati equation
has innitely many solutions and G is an algebraic subgroup of fc:Id j c 2 Qg.
Proof. We can prove this theorem directly by using Theorems 2.7 and 2.8.
1. If G is reducible then according to Theorem 2.7 there exists an upper triangular
matrix B 2 GL(2; K) and a matrix T =

t11 t12
t21 t22

2 GL(2; K) such that
B = (T )

0 1
−b −a

T−1: One can easily verify that t22 6= 0 and that − t21t22 2 K
satises the Riccati equation.
2. If u is a solution of the Riccati equation then put T =

1− u 1
−u 1

. We have
B = (T )

0 1
−b −a

T−1 =

u 
0 

is an upper triangular matrix. Hence, G
is reducible because of Theorem 2.8.
If G is completely reducible then according to Theorem 2.7 there exists a diagonal
matrix D 2 Gl(n; K) and a matrix T =

t11 t12
t21 t22

2 GL(2; K) such that
D = (T )

0 1
−b −a

T−1: One can easily verify that t11; t12; t21; t22 6= 0 and
− t21t22 ;− t11t12 2 K satisfy the Riccati equation. Of course − t21t22 6= − t11t12 because
det(T ) 6= 0.
3. If u1; u2 are the solutions of the Riccati equation then let
T =
 − u2u1−u2 1u1−u2− u1u1−u2 − 1u1−u2

. We have B = (T )

0 1
−b −a

T−1 =

u1 0
0 u2

is a diagonal matrix. Hence, G is completely reducible because of Theorem 2.8.
If G is an algebraic subgroup of fc:Id j c 2 Qg then there exists a matrix D =
u 0
0 u

with u 2 K and a matrix T =

t11 t12
t21 t22

2 GL(2; K) such that D =
(T )

0 1
−b −a

T−1: One can easily verify that − (ct21+dt11)(ct22+dt12) 2 K is a solution
of the Riccati equation for c; d 2 Q with c 6= 0 or d 6= 0, and − (c1t21+d1t11)(c1t22+d1t12) =
− (c2t21+d2t11)(c2t22+d2t12) if and only if c1 = c2 = 0 or d1c1 = d2c2 .
4. If u1; u2; u3 are three distinct solutions of the Riccati equation then the system
(A) : y = Ay is equivalent with the systems (B1); (B2) and (B3) corresponding
to the matrices

u1 0
0 u2

;

u1 0
0 u3

and

u2 0
0 u3

, respectively. From
the fact that (B1) and (B2) are equivalent it follows that u2 =
(f)
f u3. Hence,
system (B3) is equivalent to the system (C) : (y) =

u2 0
0 u2

y and G is an
algebraic subgroup of fc:Id j c 2 Qg according to Theorem 2.8. From the proof
of statement 3 it follows that the Riccati equation has innitely many solutions.2
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Our task is to make an algorithm which computes all solutions u 2 K of the Riccati
equation. The algorithm consists of a few steps.
1. First we compute the rst two terms of all possible local formal solutions at 1. Let
t = 1=z. Let  be the automorphism of Q((t)) given by (t) = tt+1 . Then  coincides
with our former  on Q(t) = Q(z). For the moment we consider a and b as Laurent series
in t with coecients in k.
We dene the discrete valuation v : Q((t))! Z in the usual way by v(P1n=−1 cntn) =
minfn j cn 6= 0g. In particular v(0) = 1. Elementary properties of v are v(u1u2) =
v(u1) + v(u2) and v(u1 + u2)  min(v(u1); v(u2)). Hence, if v(u1) 6= v(u2) then v(u1 +
u2) = min(v(u1); v(u2)). Another property of v is that v(u) = v(u).
We distinguish two cases.
(a) 2v(a) < v(b). In this case there are exactly two solutions u; ~u 2 k((t)) of the Riccati
equation. The rst solution u satises v(au) = v(u(u)) < v(b) and v(u) = v(a)
and the other solution ~u satises v(a~u) = v(b) < v(~u(~u)) and v(~u) = v(b)− v(a).
We can compute successively the coecients of u and ~u by simply solving linear
equations with coecients in k. Hence, no eld extension of k is needed.
(b) v(b)  2v(a). If v(b) is odd then there is clearly no solution of the Riccati equation.
If v(b) is even and u 2 k((t)) satises the Riccati equation then we have v(b) =
v(u(u))  v(au) and v(u) = 12v(b). Let l = 12v(b) We write a =
P1
n=l ant
n (al = 0
is allowed), b =
P1
n=2l bnt
n and u =
P1
n=l unt
n and try to solve the equation
(y) : u(u) + au+ b = 0.
The (2l)-th coecient of (y) gives us the equation u2l + alul + b2l = 0. Let D =
a2l −4b2l. If D 6= 0 then we nd two solutions ul 2 k(
p
D) of the quadratic equation.
If D = 0 then we nd exactly one solution ul 2 k of the quadratic equation.
The (2l+1)-th coecient of (y) gives us the equation (2ul+al)ul+1− lu2l +al+1ul+
b2l+1 = 0.
If D 6= 0 then 2ul+al 6= 0, and we nd for both values of ul one value ul+1 2 k(
p
D).
IfD = 0 then 2ul+al = 0. In this case if−lu2l +al+1ul+b2l+1 6= 0 there is no solution
u 2 Q((t)) of the Riccati equation. If −lu2l +b2l+1+al+1ul = 0 then we can compute
one or two values for ul+1 in at worst a quadratic eld extension of k by solving the
quadratic equation u2l+1− ((2l+1)ul−al+1)ul+1 +(12 l(l+1)ul+al+2)ul+b2l+2 = 0
which is given by the (2l + 2)-th coecient of (y).
Let Su be the set of all possibilities for the rst two terms of u of its Laurent expansion
in t. We discovered that #Su  2, even if the Riccati equation has innitely many
solutions u 2 k(t). If we needed a quadratic extension in our computations then we will
denote this quadratic extension for future use by k2, otherwise k2 = k.
2. In this part of the algorithm we will determine the solutions u 2 k2(z) of the Riccati
equation. We rewrite the Riccati equation as Fu(u)+Gu+H = 0, where F;G;H 2 k[z]
and gcd(F;G;H) = 1. Write u = cPQ with c 2 Q, gcd(P;Q) = 1 and P;Q monic. Let R
denote the greatest monic divisor of Q such that (R) divides P . Then one can write
u = c(R)pRq , where p; q are monic polynomials, gcd(p; (q)) = 1 and gcd((R)p;Rq) = 1.
The Riccati equation now reads:
(z) : c2F2(R)(p)p+ cG(R)(q)p+HR(q)q = 0:
Hence p is a monic divisor of H and q is a monic divisor of −1(F ). We dene the sets
Sp = fp 2 k2[z] j p monic and pjHg and Sq = fq 2 k2[z] j q monic and qj−1(F )g.
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Let e be the degree of the polynomial R. Writing (R)R as a Laurent series in t we
obtain (R)R = 1 + et+O(t
2), where O(t2) stands for the higher order terms. (R)R must
be equal to uqcp . So, for every possible combination u 2 Su, p 2 Sp and q 2 Sq with
v(u) + v(q)− v(p) = 0 we compute an e 2 k2 from uqcp = 1 + et+O(t2). If e 2 Z0 then
we write R = ze + re−1ze−1 +    + r1z + r0 with indeterminates r0; r1; : : : re−1. After
substituting this R in (z) we are left with a set of linear equations in the ri. In this way
we nd all possible solutions u 2 k2(z) of the Riccati equation. This ends this part of the
algorithm.
3. In step 2 we have determined all solutions u 2 k2(z) of the Riccati equation. Now
we have to face the problem whether it is possible that there exist solutions u 2 Q(z) if
there are no solutions u 2 k2(z). A priori this is possible because −1F and H need not
split in linear factors in k2[z]. But it is also clear from the construction in step 2 that if
the Riccati equation has a solution in Q(x), there is also a solution in l(x), where l  k2
is the smallest eld which contains the splitting elds of −1F and H. But we have even
a stronger rationality result. (Compare with Hendriks and van der Put (1995), where a
similar result is derived for dierential equations.)
Theorem 4.3. If the Riccati equation has a solution in Q(z) then there is also a solution
in a eld ~k(z) with [~k : k]  2.
Proof. Let U be the set of solutions of the Riccati equation in l(x). The group Gal(l=k)
acts on the set U . If #U = 1, say U = fug, then u is invariant under Gal(l=k). Hence,
u 2 k(z). If #U = 2 then the kernel of the map Gal(l=k)! Aut(U) is a subgroup of index
 2. Hence, u 2 ~k(z), where ~k(z) is a eld extension such that [~k : k]  2. Suppose that
#U =1. According to Theorems 4.2 part 4 and 2.8 there exists a T 2 GL(2; Q(z)) such
that (T )

0 1
−b −a

T−1 =

u 0
0 u

for some u 2 Q(z). Suppose  2 Gal( Q=k)
then ((T ))

0 1
−b −a

((T ))−1 =

(u) 0
0 (u)

. There is a g 2 Q(z) such
that (u) = (g)g u: This g is uniquely determined if we require that the numerator
and denominator of g are monic. The map  7! g is a 1-cocycle. Hilbert 90 (see Serre
(1968)) states that this 1-cocycle is trivial. So we can replace u by ~u = (h)h u for a certain
h 2 K such that ~u is invariant under Gal( Q=k). Hence, ~u 2 k(z). Let ~T = hT . Then
( ~T )

0 1
−b −a

~T−1 =

~u 0
0 ~u

. Suppose that C−1 ~T in GL(2; Q(z)) also satises
(C−1 ~T )

0 1
−b −a

(C−1 ~T )−1 =

~u 0
0 ~u

. Then (C) = C and so C 2 GL(2; Q).
For  2 Gal( Q=k) one has therefore ( ~T ) = C−1 ~T for some C−1 2 GL(2; Q). The map
 7! C is a 1-cocycle for Gal( Q=k) acting on GL(2; Q). According to Serre (1968) this
1-cocycle is trivial. This means that S = C−1 ~T is invariant under Gal( Q=k) for a certain
C 2 GL(2; Q). It follows that S 2 GL(2; k(z)). In particular, the Riccati equation has
(innitely many) solutions in k(z).
So, if k2 = k, then we want to determine all elds ~k  l with [~k : k]  2. It is obvious
that ~k must be of the form k(
p
s), where s is an algebraic integer in l. Recall that l is the
splitting eld of the polynomial FH. After a suitable linear substitution z 7! zn , where
n 2 Z1 we can assume that FH is monic and that the coecients of FH are algebraic
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integers. s must be a divisor of the discriminant of this polynomial. This gives us a nite
set of possible quadratic extensions k(
p
s) of k in l. For each possible quadratic extension
~k we determine the sets Sp = fp 2 ~k[z] j p monic and pjHg and
Sq = fq 2 ~k[z] j q monic and qj−1(F )g. After that we proceed as in step 2. 2
As we will see in subsection 5.2 step 3 of the algorithm is not superfluous. That means,
if we did not need a quadratic extension of our eld of constants in step 1, it is possible
that we really need a quadratic extension of our eld of constants in step 3 for solving
the Riccati equation. We will provide an explicit example in subsection 5.2.
4.2. G is reducible
If the Riccati equation has a solution in K, then we can compute an equivalent system
(A) : y = Ay, where A has the form

a b
0 d

. Moreover, we can assume that b = 0 if
the Riccati equation has two or innitely many solutions. We denote by U the subgroup
of GL(2; Q) consisting of upper triangular matrices and by D the subgroup of diagonal
matrices.
Lemma 4.4. The reducible subgroups G  GL(2; Q) with cyclic G=G0 are (up to conju-
gation):
1. The zero-dimensional groups
Dk;l;e =

 0
0 

2 D j k = 1; l = 1; egg = 1

and the one-dimensional groups
Uk;l;e =

 
0 

2 U j k = 1; l = 1; egg = 1

for l; k; e 2 Z1 with gcd(k; l; e) = 1, where g = kgcd(k;l) and g = lgcd(k;l) .
2. The one-dimensional groups
Dm;n =

 0
0 

2 D j nm = 1

and the two-dimensional groups
Um;n =

 
0 

2 U j nm = 1

for n;m 2 Z.
3. The two-dimensional group D and the three-dimensional group U .
Proof. If G  D is a zero-dimensional subgroup with G=G0 nite cyclic then G is a
subgroup of ~Dk;l =

 0
0 

2 D j k = 1; l = 1

with k; l 2 Z1. Note that ~Dk;l
is isomorphic to Z=lZ Z=kZ as an abstract group. Assume that k; l are minimal with
respect to the condition that G  ~Dk;l. Then G = Z=lcm(k; l)Z because G is cyclic and
G contains elements of order l and of order k but G does not contain elements of order
greater than lcm(l; k). The subgroups of ~Dk;l which are isomorphic to Z=lcm(k; l)Z as
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abstract groups are the groups Dk;l;e =

 0
0 

2 D j k = 1; l = 1; egg = 1

with l; k; e 2 Z1 and gcd(k; l; e) = 1, where g = kgcd(k;l) and g = lgcd(k;l) .
If G is a one-dimensional algebraic subgroup of D then G is equal to a group Dm;n =
 0
0 

2 D j mn = 1

with m;n 2 Z. For all m;n 2 Z we have that Dm;n=D0m;n
is nite cyclic. 2
If G is a two-dimensional subgroup of D then G = D.
The classication of the reducible but not completely reducible subgroups G  U with
G=G0 nite cyclic is analogous to the classication of the completely reducible subgroups
G  D with G=G0 nite cyclic. 2
The algorithm continues as follows. Suppose the Riccati equation has exactly one solu-
tion in K. Then, the dierence Galois group G is reducible but not completely reducible.
If G is a proper subgroup of U , then according to Theorem 2.7 there must be a matrix
T =

f g
0 h

2 U( K) such that B = (T )AT−1 =
 
a(f)f 
0 d(h)h
!
2 G( K):
First, we want to determine whether the dierence Galois group is one of the one-
dimensional groups described in part 1 of Lemma 4.4. We apply the algorithm for rst
dierence equations to a and d. This yields a new equivalent system ~A =

~a 
0 ~d

,
where ~a and ~d are reduced.
If ~a and ~d are constant then the system ~A is already in standard form. If both ~a and ~d
are roots of unity, then the dierence Galois group is one of the groups Uk;l;e. Otherwise
G is one of the groups described in part 2 or part 3 of Lemma 4.4.
Suppose now that that ~a or ~d is not constant. Then the dierence Galois group is not
a group described in part 1 of Lemma 4.4.
If ~a is constant and ~d is not constant then the system ( ~A) is already in standard form.
The dierence Galois group G is the group Un;0, if ~a is an n-th primitive root of unity.
Otherwise the dierence Galois group G is the group U .
If ~d is constant and ~a is not constant then the system ( ~A) is also already in standard
form. The dierence Galois group G is the group U0;n, if ~d is an n-th primitive root of
unity. Otherwise the dierence Galois group G is the group U .
Suppose now that both ~a and ~d are reduced but not constant. The dierence Galois
group is one of the groups Um;n if and only if there exists r; s 2 Z n f0g with gcd(r; s) =
1 and a f 2 K such that ~ar ~ds (f)f is a root of unity. Without loss of generality we
can assume that r > 0. Let Na and Nd denote the degree of the numerator of ~a and
~d, respectively, and let Da and Dd denote the degree of the denominator of ~a and ~d,
respectively.
First, suppose that there exist r; s 2 Z1 with gcd(r; s) = 1 and a f 2 K such that
~ar ~ds (f)f is constant. Then we must have rDa = sNd and rNa = sDd, because ~a and ~d
are reduced.
If rDa = sNd and rNa = sDd holds then we apply the algorithm for rst order
dierence equations to ~ar ~ds to investigate whether there exists an f 2 K such that
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~ar ~ds (f)f is constant. If there exists such an f then we let T =

fv 0
0 fw

, where v; w
are chosen such that vr + ws = 1. Then B = (T ) ~AT−1 is in standard form.
Suppose now that there exists such an r 2 Z1 and an s 2 Z−1 with gcd(r; s) = 1
and a f 2 K such that ~ar ~ds (f)f is constant. Then we must have rNa = −sNd and
rDa = −sDd, because ~a and ~d are reduced.
If rNa = −sNd and rDa = −sDd holds then we apply the algorithm for rst order
dierence equations to ~ar ~ds to investigate whether there exists an f 2 K such that
~ar ~ds (f)f is constant. If there exists such an f then we let T =

fv 0
0 fw

, where v; w
are chosen such that vr + ws = 1. Then B = (T ) ~AT−1 is in standard form.
If none of the two cases above holds then the system ( ~A) is already in standard form
and the dierence Galois group is the upper triangular group U .
We will not discuss the completely reducible case because this case is analogous to the
reducible but not completely reducible case.
4.3. G is imprimitive
If we did not nd a solution u 2 K for the Riccati equation then the dierence Galois
group is irreducible. A group G is called imprimitive if
G  F =

 0
0 

j  6= 0

[

0 
γ 0

j γ 6= 0

:
In this subsection we determine whether G is imprimitive if we know already that G is
not reducible.
Lemma 4.5. Suppose that the dierence Galois group G of the dierence equation (#) :
2y + ay + by = 0 is irreducible. Then the following statements are equivalent.
1. G is an imprimitive group.
2. There exists a r 2 K such that the equations (#) and 2y+ ry = 0 are equivalent.
Proof. 1 ) 2: If G is imprimitive and not reducible then according to Theorems 2.7
and 2.8 there is a system (B) : y = By where B is of the form

0 f
g 0

such that (B)
and (#) are equivalent. Let T =

1 0
0 f

. Then (T )BT−1 =

0 1
(f)g 0

. This
matrix corresponds to a second order equation of the right form.
2 ) 1. The dierence equation 2y + ry = 0 is obviously imprimitive because of
Theorem 2.8. 2
Suppose now that the equations (#) : 2y+ay+ by = 0 with a 6= 0 and 2y+ ry = 0
are equivalent. Then there exists c; d 2 K such that y is a solution of (#) if and only
if cy + dy is a solution of 2y + ry = 0. In this case cdy + y satises the equation
2y + d2(d)ry = 0.
Theorem 4.6. Suppose that the dierence Galois group G of the equation (#) : 2y +
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ay + by = 0, a 6= 0 is irreducible. Then G is imprimitive if and only if there exists a
solution E 2 K of the Riccati equation
(##) : 2(E)E + (2(
b
a
)− (a) + (b)
a
)E +
(b)b
a2
= 0:
And if E 2 K is a solution of this Riccati equation then y satises the equation (#)
if and only if Dy + y satises the equation 2y + ry = 0, where D = E + ba and
r = −a(a) + (b) + a2(D).
Proof. If G is imprimitive and y satises the equation (#) then there exists a D 2 K
such that Dy + y satises an equation of the form 2y + ry = 0, where r 2 K. We
have 2(Dy+(y)) = ((a)b− b2(D))y+ (a(a)−(b)− a2(D))(y). The group G is
irreducible. Hence, y and (y) are linearly independent over K. Therefore, we must have
(a)b− b2(D) = −rD and a(a)− (b)− a2(D) = −r. After eliminating r we obtain
the equation 2(D)D − ba2(D) − (a)D + (b)a D + (a)ba = 0 for D. Let E = D − ba .
Then E satises the Riccati equation 2(E)E + (2( ba )− (a) + (b)a )E + (b)ba2 = 0.
Conversely, if E satises the Riccati equation 2(E)E+(2( ba )−(a)+ (b)a )E+ (b)ba2 =
0 then Dy + y satises the equation 2y + ry = 0 if y satises the equation (#) where
D = E + ba and r = −a(a) + (b) + a2(D). 2
Remark 4.7. We can nd the rational solutions of equation (##) as follows. Let  :
K ! K be the Q-linear map given by z 7! 2z. Then   2 =    . If we apply  to the
equation (##) then we get the equation
((E))(E) + (2(
b
a
)− (a) + (b)
a
)(E) + (
(b)b
a2
) = 0:
We can nd all the rational solutions (E) of this equation by applying the algorithm
described in subsection 4.1. Then we apply −1 to these solutions and we nd the actual
rational solutions of the equation (##) appearing in Theorem 4.6.
Lemma 4.8. The imprimitive subgroups G  GL(2; Q) with G=G0 nite cyclic are (up
to conjugation):
1. F =

 0
0 

j  6= 0

[

0 
γ 0

j γ 6= 0

.
2. H−n =

 0
0 

j ()n = 1

[

0 
γ 0

j (γ)n = −1

for n 2 Z1.
3. H+n =

 0
0 

j ()n = 1

[

0 
γ 0

j (γ)n = 1

for n odd.
Proof. If G is an imprimitive group with G=G0 nite cyclic then G\D = D or G\D =
Dm;n for m;n 2 Z n f0g (see subsection 4.2) . If

 0
0 

2 G and

0 
γ 0

2 G
then also

0 
γ 0

 0
0 

0 
γ 0
−1
=

 0
0 

. So, if G \ D = Dm;n for
m;n 2 Z1 then m = n or m = −n. A calculation shows that the second possibility
does not yield any imprimitive subgroup with G=G0 nite cyclic and the rst possibility
yields the groups H−n for n 2 Z1 and H+n for n odd. 2
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Consider the system (y) =

0 c
d 0

y. We can apply the algorithm for rst order
dierence equations to cd. Then we will nd an f 2 K such that cd(f)f is reduced. Let
T =

f 0
0 1

. Then B = (T )

0 c
d 0

T−1 is in standard form.
4.4. G contains SL(2; Q)
Consider the system (y) =

0 1
−b −a

y. If the dierence Galois group G of this
system is neither reducible nor imprimitive, then G = GL(2; Q) or G = SL(2; Q)n =
 
γ 

j ( − γ)n = 1

. We apply the algorithm for rst order dierence equa-
tions to b = det

0 1
−b −a

and nd an f 2 K such that (f)f b is reduced. Let
T =

f 0
0 1

. Then B = (T )

0 1
−b −a

T−1 is in standard form. This nishes the
algorithm.
5. Examples
In subsection 5.1 we will extend the notion of ‘closed form’ solutions of a dierence
equation given in Petkovsek (1992). After that we will compute the dierence Galois
group and the ‘closed form’ (i.e. Liouvillian) solutions (if they exist!) of some concrete
second order dierence equations. In subsection 5.2 we will demonstrate how one can
construct examples such that a quadratic eld extension of the eld of constants is
needed for solving the Riccati equation.
5.1. Liouvillian solutions in the ring S Q
We want to make the Picard{Vessiot ring associate to a system of dierence equations
less abstract by embedding the Picard{Vessiot ring in the ring S Q. (See Petkovsek (1992)
and van der Put and Singer (1997).) Let F be any eld. Consider the set of sequences
FN. This set forms a ring by using coordinate-wise addition and multiplication. Let J
be the ideal of sequences with at most nitely many non-zero terms. Then we dene
SF = FN=J . The map  : SF ! SF given by ((a1; a2; a3; : : :)) = (a2; a3; : : :) is well
dened on equivalence classes. Moreover,  is an automorphism of the ring SF . For
simplicity we will identify an element a = (a1; a2; a3; : : :) with its equivalence class.
Let C be any eld of characteristic zero. (We are interested in the case that C = Q
or C = k, where k is an algebraic number eld.) The rational function eld C(z) can
be embedded in SC by mapping a rational function f to the sequence sf = (s1; s2; : : :)
where sn = f(n) for all but nitely many n 2 N. We will denote this map f 7! sf by  
and, following Petkovsek (1992), we will denote the image of  in SK by RK .
Lemma 5.1. The map  : C(z)! RC is an isomorphism of dierence elds.
Proof. Two rational functions that agree on innitely many arguments are identical.
Furthermore, it is obvious that   =  . 2
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From now on we will identify rational functions f 2 C(z) and their images sf in RC .
Theorem 5.2. Consider the system of dierence equations (A) : (y) = Ay, where
A 2 GL(n; Q(z)). There is a dierence subring R  S Q such that R is a Picard{Vessiot
extension associated to the system (A). Moreover, if A 2 GL(n; k(z)), where k is an
algebraic number eld, then there exists already a basis of the solution space consisting
of elements in (Sk)n.
Proof. We refer to van der Put and Singer (1997, Chapter 4). 2
Remark 5.3. The above theorem shows that there is a natural rational k-structure on
the vector space of solutions. Hence, it is possible to develop Galois theory of dierence
equations over a rational function eld with a constant eld which is not algebraically
closed. Compare with Hendriks and van der Put (1995), where a similar theory is devel-
oped for the dierential case.
From now on we will write for simplicity S instead of S Q and  instead of .
Definition 5.4. We dene the ring of Liouvillian sequences L recursively. L is the
smallest subring of S such that:
1. K  L.
2. a 2 L if and only if (a) 2 L.
3. a 2 K implies that b 2 L, where bn+1 = anbn for all but nitely many n 2 N1.
4. a 2 L implies that b 2 L, where bn+1 = an + bn for all but nitely many n 2 N1.
5. a 2 L implies that b 2 L if there exist a j 2 N1 such that bjn = an and bn = 0 if
n 6 0 modulo j. In this case b is called an j-interlacing of a with zeroes.
Theorem 5.5. Suppose that a 2 S. The following statements are equivalent:
1. a 2 L.
2. The sequence a satises a linear dierence equation over K so that that the dier-
ence Galois group associated to this equation is solvable.
Proof. We refer to Hendriks (1996, Chapter 4) and Hendriks and Singer (1998) for a
proof. 2
All the solutions of a second order dierence equation 2y+ay+by = 0 are Liouvillian
if the dierence Galois group is reducible or irreducible and imprimitive. The solutions
of a second order dierence equation with an imprimitive dierence Galois group are
not considered to be ‘closed form’ solutions in Petkovsek (1992). Hence, our notion of
Liouvillian solutions does really extend the notion of ‘closed form’ solutions given in
Petkovsek (1992). If the dierence Galois group G contains SL(2; Q), then there are no
Liouvillian solutions of the second order dierence equation 2y+ ay+ by = 0. Now we
give some concrete examples.
Example 1. The equation 2y + zy + zy = 0.
First we want to determine the set Su. Let t = 1z . The Riccati equation at 1 reads
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u(u) + 1tu +
1
t = 0. We have v(
1
t ) = −1. So we are in the case 2v(a) < v(b). A
simple calculation shows that Su = f− 1t + 1 + O(t);−1 − t + O(t2)g. Further, we have
Sp = f1; zg and Sq = f1g. There are two combinations u 2 Su, p 2 Sp and q 2 Sq
such that v(u) + v(q) − v(p) = 0. Namely, u = − 1t + 1 + O(t), p = z, q = 1 and
u = −1 − t + O(t2), p = 1, q = 1. The rst combination gives us −uqp = 1 − t + O(t2),
so e = −1. Therefore this combination does not yield a solution u 2 Q(z) of the Riccati
equation. The second combination gives us −uqp = 1 + t + O(t2), hence e = 1. After
substituting c = −1, p = 1, q = 1, R = z + r in (z) we obtain the equation z + r + 2 −
z(z + r + 1) + z(z + r) = r + 2 = 0, so r = −2. And u = − z−1z−2 is the only solution of
the Riccati equation. Let A =

0 1
−z −z

and T1 =

1− u 1
−u 1

=
 2z−3
z−2 1
z−1
z−2 1

.
Then B1 = (T1)AT−11 =
 
− z−1z−2 − z
3−6z2+9z−3
(z−1)(z−2)
0 − z(z−2)z−1
!
. The entries on the diagonal of
B1 are not yet reduced. Therefore, let T2 =

1
z−2 0
0 z − 2

. Then B2 = (T2)B1T−12 = 
−1 − z3−6z2+9z−3(z−1)2(z−2)2
0 −z
!
. Now the system (y) = B2y is in standard form. Hence, the
dierence Galois group is the reducible group G =

 
0 

j 2 = 1

:
A fundamental matrix for system (B2) with entries in S Q is U2 =

a b
0 d

, where
an = (−1)n, dn = (−1)n(n − 1)! and bn = (−1)n~bn where the sequence ~b = (~b1;~b2; : : :)
satises the inhomogeneous equation ~bn+1−~bn = (n−1)!n3−6n2+9n−3(n−1)2(n−2)2 for all but nitely
many n. Hence, we can take ~bn =
Pn−1
k=3(k−1)!k
3−6k2+9k−3
(k−1)2(k−2)2 for all n  3. Now T−11 T−12 U2
is a fundamental matrix for the equation 2y + zy + zy = 0. Two linearly indepen-
dent solutions of this equation are u;v 2 S Q, where un = (−1)n(n − 2) and vn =
(−1)n

− (n−1)!n−2 + (n− 2)
Pn−1
k=3(k − 1)!k
3−6k2+9k−3
(k−1)2(k−2)2

.
Example 2. The equation 2(y)− 3z+14z+9 (y) + 2zz+9y = 0.
We want to determine the set Su. Let t = 1z . The Riccati equation at1 reads u(u)−
3+14t
1+9t u +
2
1+9t = 0. We have v(−3+14t1+9t ) = v( 21+9t ) = 0. Hence, we are in the case that
v(b)  2v(a) and v(b) is even. We nd Su = f1 − 5t + O(t2); 2 − 8t + O(t2)g. Further,
we have Sp = f1; zg and Sq = f1; z + 8g. There are four combinations u 2 Su, p 2 Sp
and q 2 Sq such that v(u) + v(q)− v(p) = 0. The rst two combinations are p = 1, q = 1
and u = 1− 5t+O(t2) or u = 2− 8t+O(t2). These two combinations do not yield any
solution u 2 Q(z) of the Riccati equation. The third combination is p = z,q = z + 8
and u = 1 − 5t + O(t2). This combination gives us uqp = 1 + 3t + O(t2), so e = 3.
After substituting c = 1, p = z, q = z + 8 and R = z3 + r2z2 + r1z + r0 in (z) we
are left with four linear equations in the three indeterminates r0; r1 and r2. There is a
unique solution r0 = 1680, r1 = 392 and r2 = 33. So R = z3 + 33z2 + 392z + 1680 =
(z+12)(z2 +21z+140). The fourth combination is p = z,q = z+8 and u = 2−8t+O(t2).
This combination gives us uq2p = 1 + 4t+O(t
2). After substituting c = 2, p = z, q = z+ 8
and R = z4 + r3z3 + r2z2 + r1z + r0 in (z) we are left with ve linear equations in the
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four indeterminates r0; r1; r2 and r3. There is a unique solution r0 = 840, r1 = −386,
r2 = 83 and r3 = −10. So R = z4−10z3 +83z2−386z+840. The solutions of the Riccati
equation are u1 =
z(z+13)(z2+23z+162)
(z+8)(z+12)(z2+21z+140) and u2 = 2
z(z4−6z3+59z2−246z+528)
(z+8)(z4−10z3+83z2−386z+840) . Let
T1 =
 − u2u1−u2 1u1−u2− u1u1−u2 − 1u1−u2

. Then B1 = (T1)

0 1
− 2zz+9 3z+14z+9

T−11 = 
z(z+13)(z2+23z+162)
(z+8)(z+12)(z2+21z+140) 0
0 2 z(z
4−6z3+59z2−246z+528)
(z+8)(z4−10z3+83z2−386z+840)
!
:
The entries on the diagonal of B1 are not yet reduced. Therefore, we apply the algorithm
for rst order dierence equations to
z(z + 13)(z2 + 23z + 162)
(z + 8)(z + 12)(z2 + 21z + 140)
and
2
z(z4 − 6z3 + 59z2 − 246z + 528)
(z + 8)(z4 − 10z3 + 83z2 − 386z + 840) :
In this way we nd a matrix
T2 =
 
(z+12)(z2+21z+140)
z(z+1)(z+2)(z+3)(z+4)(z+5)(z+6)(z+7) 0
0 z
4−10z3+83z2−386z+840
z(z+1)(z+2)(z+3)(z+4)(z+5)(z+6)(z+7)
!
such that B2 = (T2)B1T−12 =

1 0
0 2

. Now the system (y) = B2y is in stan-
dard form. Hence, the dierence Galois group is the completely reducible group G =
1 0
0 

j  2 Q

:
A fundamental matrix for system (B2) with entries in S Q is U2 =

a 0
0 d

, where
an = 1 and dn = 2n. Now T−11 T
−1
2 U2 is a fundamental matrix for the equation 
2(y)−
3z+14
z+9 (y)+
2z
z+9y = 0. Two linearly independent solutions of this equation are u;v 2 S Q
where
un =
(n+ 12)(n2 + 21n+ 140)
n(n+ 1)(n+ 2)(n+ 3)(n+ 4)(n+ 5)(n+ 6)(n+ 7)
and
vn =
n4 − 10n3 + 83n2 − 386n+ 840
n(n+ 1)(n+ 2)(n+ 3)(n+ 4)(n+ 5)(n+ 6)(n+ 7)
2n:
Remark 5.6. In Examples 1 and 2 two special cases of the so-called hypergeometric
dierence equations are discussed. for an extensive study of hypergeometric dierence
equations we refer to Batchelder (1967).
Example 3. Now consider the equation 2y+ay+by = 0, where a = (z+1)(5z
2+8z+4)
(z+2)(z5+2z4+z3−1)
and b = − z2(z5+7z4+19z3+25z2+16z+3)(z+2)(z5+2z4+z3−1) .
We have v(a) = 3 and v(b) = −1 (see subsection 4.1). Hence, we are in the case that
v(b)  2v(a) and v(b) is odd. So there does not exist a rational solution of the Riccati
equation. Hence, the dierence Galois group G is irreducible. We want to determine
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whether the dierence Galois group is imprimitive. According to Theorem 4.6, G is
imprimitive if and only if there exists a solution E of the Riccati equation
2(E)E + (2(
b
a
)− (a) + (b)
a
)E +
(b)b
a2
= 0:
Here we have 2( ba )− (a) + (b)a =
− (z + 2)(10z
3 + 51z2 + 88  z + 48)(z5 + 12z4 + 57z3 + 134z2 + 156z + 71)
(z + 3)(5z2 + 8z + 4)(5z2 + 28z + 40)
;
and (b)ba2 =
z2(z + 2)(z5 + 2z4 + z3 − 1)(z5 + 12z4 + 57z3 + 134z2 + 156z + 71)
(z + 3)(5z2 + 8z + 4)2
:
Using the algorithm for the Riccati equation we nd two solutions
E1 =
z2(z5 + 2z4 + z3 − 1)
(z + 1)(5z2 + 8z + 4)
and E2 =
(z + 2)2(z5 + 2z4 + z3 − 1)
z(5z2 + 8z + 4)
:
Let D = E2 + ba = − 1z(z+1) and r = −a(a) + (b) + a2(D) =
−z
3(z + 1)(z5 + 12z4 + 57z3 + 134z2 + 156z + 71)
(z + 2)2(z + 3)(z5 + 2z4 + z3 − 1) :
Then, y is a solution of the equation 2y + ay + by = 0 if and only if Dy + y satises
2y + ry = 0.
We have B1 =

0 1
−r 0

(T1)

0 1
−b −a

T−11 , where T1 =

D 1
−b (D)− a

.
Now −r is not yet reduced. Therefore, let T2 =

f 0
0 (f)

, where f = z
2(z+1)
z5+2z4+z3−1
Then B2 = (T2)B1T−12 =

0 1
z 0

. The system (y) = B2y is in standard form.
Hence, the dierence Galois group is the imprimitive group G =

 0
0 

j  6= 0

[
0 
γ 0

j γ 6= 0

.
A fundamental matrix for system (B2) with entries in S Q is U2 =

c d
(c) (d)

,
where cn =
Qn
2−1
k=1 2k if n is even and cn = 0 if n is odd and dn =
Qn−1
2
k=1 (2k − 1) if n is
odd and dn = 0 if n is even. Now T−11 T
−1
2 U2 is a fundamental matrix for the equation
2y + ay + by = 0, and we nd two linearly independent solutions u and v of this
equation, where un = 1ncn + ncn+1 and vn =
1
ndn + ndn+1.
5.2. Extensions of the Constant Field
In this subsection we will construct second order dierence equations, for which a
quadratic eld extension of the constant eld is needed for solving the Riccati equation.
In particular we will give an example to show that step 3 in the algorithm for solving
the Riccati equation is not superfluous.
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Let ~k = k() with 2 2 k and  62 k. Take u0; u1 2 k(x) with u1 6= 0, and let
u = u0 + u1. Then (u)u+ au+ b = 0 is equivalent to the equations
u0(u0) + 2(u1)(u1) + au0 + b = 0
and
(u0)u1 + u0(u1) + au1 = 0:
Hence, a and b are uniquely determined if we x u0; u1 2 k(x) with u1 6= 0. Obviously
u0+u1 and u0−u1 are two solutions of the Riccati equation associated to the dierence
equation 2y + ay + by = 0. If the dierence Galois group G of this equation is not
an algebraic subgroup of fc:Id j c 2 Qg, that is if u0+u1u0−u1 is not of the form
(f)
f with
f 2 ~k(z), then u0 + u1 and u0 − u1 are the only solutions of the Riccati equation and
we really need the quadratic extension ~k  k for solving the Riccati equation.
If we take u0 = z2 and u1 = 1 then we obtain the second order equation 2 + (−2z2−
2z − 1)y + (z4 − 2)y = 0. Clearly in this case we do not need a quadratic extension
of our constant eld k for computing the rst two terms of the local formal solution at
innity of the associated Riccati equation. Furthermore, u0+u1u0−u1 is not of the form
(f)
f
with f 2 k(z). Hence, we need step 3 of the algorithm described in Section 4.1 in order
to nd the quadratic eld extension ~k needed for solving the Riccati equation.
Two linearly independent solutions in S Q of this second order dierence equation are
c;d, where cn =
Qn−1
j=1 (j
2 + ) and dn =
Qn−1
j=1 (j
2 − ). If one wants to have a basis
consisting of two k-rational solutions then one can take 12 (c + d) and
1
2 (c− d) .
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