Abstract: Bridge management systems (BMS) comprise various techniques need to help make decisions on the type of works that need to be performed to maintain the serviceability of a bridge and to extend its useful life. These decisions rely on current and future bridge conditions therefore it is essential for a BMS to accurately predict the future bridge performance, or in other words to assess the extent of bridge deterioration. Numerous deterioration models are reported in the literature. Most of these methods were developed using probabilistic approaches ranging from Markovian methods to regression techniques with various levels of detail. While offering mostly marginal improvements, such methods increase the complexity of the procedures and level of expertise needed. Besides, high reliance of these methods on historical data, which are likely to contain missing information, reduces the chances for a reliable model. The ability of learning in Artificial Intelligence (AI) methods provides promising results in modeling and forecasting even in the existence of non-linear complex relationships. Furthermore, easier use of AI tools provided by today's software makes AI methods even more attractive. In this study two AI tools, artificial neural networks (ANN) and genetic algorithms (GA), are utilized to develop models to predict bridge sufficiency ratings using current geometrical, age, traffic, and structural attributes as explanatory variables. Data is acquired from California Department of Transportation through the Internet and it includes 19120 structural bridge components owned and maintained by the State of California. The models developed by both ANN and GA provided promising and interpretable results. ANN models performed better when different models are constructed for different levels of sufficiency ratings. GA models outperformed ANN models while achieving a better goodness of fit even when using the whole data. However, remarkably prolonged training times for GA models might be considered as the only disadvantage for this type of application.
INTRODUCTION
According to the National Bridge Inventory (NBI), there are approximately 589,815 bridges in the US. Of these bridges, 104,612 (23.8%) are categorized as substandard [1] . About 78,000 have inadequate (poor or worse) condition ratings, 53,300 have inadequate structural appraisal ratings, and 3,100 have inadequate waterway ratings. Further categorization reveals that, of the 78,000 structures with poor or worse condition ratings, 36,000 have poor deck conditions, 40,000 have poor superstructure conditions, and 50,000 have poor substructure conditions [2] .
The implementation of bridge management systems (BMSs) is required by the Intermodal Transportation Efficiency Act (ISTEA) of 1991 and its predecessor Transportation Equity Act for 21 st Century (TEA-21) of 1998. The bridge management system assists in determining the optimal time for an agency to execute improvement actions on a bridge, given the funds available. A BMS comprises various techniques need to help make decisions on the type of works that must be performed to maintain the serviceability of a bridge before lapsing into a unsafe state. The Federal Highway Administration (FHWA) defines a BMS as "an integrated set of formal procedures for directing or controlling all activities related to bridges" [3] . A BMS includes four basic components: data storage, cost and deterioration models, optimization models for analyzing, and updating mechanisms. The database connected to a BMS stores data from periodic field inspections. The bridge is divided into individual elements or sections of the bridge which are comprised of the same material and can be expected to deteriorate in the same manner. The condition of each element is reported according a condition state, which is a quantitative measure of deterioration on a scale from 1 to 5, or 1 to 10. Information stored in the database is used as input into deterioration models. Deterioration models predict the condition of bridge elements at any given point in future. These can be deterministic or probabilistic in nature. Deterministic models assume that deterioration will take place at a known rate; however, probabilistic models treat deterioration rate as random variable and estimate the probability that a bridge will be at a certain condition in the future. Most probabilistic models implement Markov process, in which the future condition of a bridge can be estimated when the initial or present conditions are known [4] . Costs and expected benefits, in terms of user cost savings and serviceability improvements, are estimated and fed into optimization models for identifying the least-cost maintenance, repair, or, rehabilitation alternatives using a life-cycle cost analysis or a comparable procedure. A BMS also performs a multi-year network analysis which allows an agency to estimate the impacts of implementing or deferring repairs in the future considering all the bridges under its jurisdiction.
PERFORMANCE PREDICTION
Many bridge rating methods have been developed to aid in priority setting. Most such methods develop a composite index or indices for each project. Bridges or projects are then ranked according to the values of these indices, which determines the priority of each project [5] . The FHWA sufficiency rating is computed using the structural-condition rating from the inspection reports of bridge components and other related information [6] . The sufficiency rating procedure is a method of evaluating highway bridge condition data by calculating four separate factors − structural adequacy and safety, serviceability and functional obsolescence, essentiality for public use, and special reductions − to obtain a numeric value which is indicative of bridge sufficiency to remain in the service. The result of this method is a percentage in which 100 percent would represent an entirely sufficient bridge and zero percent would indicate completely insufficient or a deficient bridge [7] .
The prediction of the impact of different strategies on the system objectives is an important purpose of bridge data analysis. The decision making, either at the network level or at the project level, is based on current and future bridge conditions. Therefore, it is essential for a bridge management system to be capable of accurately predicting future bridge conditions. This involves predicting the future conditions of bridge elements, agency costs of different projects and activities, and user and non-user consequences in terms of user costs, user time, accident rates and other impacts [5] . In order to predict the future condition of a bridge element, one should know how this structure deteriorates in time. Numerous deterioration models are reported in the literature. Most of these methods were developed using probabilistic approaches ranging from Markovian methods to regression techniques with various levels of detail. However, estimation of transition probabilities, necessary in Markovian approaches, depends on subjective engineering judgement and requires constant updating. Madanat et al. [8] introduced an ordered probit model for estimating transition probabilities for condition ratings. While offering mostly marginal improvements, such methods increase the complexity of the procedures and level of expertise needed. Besides, high reliance of these methods on historical data, which are likely to contain missing information, reduces the chances for a reliable model. The ability of learning in artificial intelligence (AI) methods provides promising results in modeling and forecasting even in the existence of non-linear complex relationships [9] , [10] .
In this study two AI tools, artificial neural networks and genetic algorithms, are utilized to develop models to predict bridge sufficiency ratings using current geometrical, age, traffic, and structural attributes as explanatory variables without considering a deterioration model.
DATA
The data used in this study was acquired from the California Department of Transportation's web-site (http://www.dot.ca.gov/hq/structur/strmaint). This site provides data for the conditions of bridges that are owned both by state and local governments. This study investigated state owned bridges. The data was compiled in 1999; therefore, it is assumed that the condition of the bridges are of the year 1999. There are 19120 cases in the data although the California State Highway System contains 12126 bridges, third highest in the US. The data contains more than one entry for some bridges since these contain more than one major structural element rated by the officials. Of these 12126 bridges, 1756 (14%) were reported as substandard by Better Roads 1999 which is approximately 10% below the national average. Figure 1 and Figure 2 illustrate the age and sufficiency rating distribution of the structural elements used in the study. The mean of the bridge age was 31.6 years and mean sufficiency rating was found as 86.5 reflecting fairly well condition of the overall bridge inventory. Although California Department of Transportation has already developed a Markovian deterioration model, this study intends to demonstrate the power of AI methods and their applicability for BMS.
ARTIFICIAL NEURAL NETWORKS
An ANN is defined as a type of information processing system whose architecture is inspired by the structure of biological [11] . The ANN emulates the network of neurons in human brain and therefore its capability of processing complex, non-linear relationships. The artificial neuron is an approximately simulated model of a biological neuron. A typical neuron receives input either by excitation or inhibition from many other neurons. When its excitation reaches a certain level it reacts or fires. The firing is propagated through a link to other neurons where it in turn acts as input to those neurons. The firing can be thought as its output in which case the neuron becomes a binary device: it either fires or not. For some purposes it is useful to think the neurons output as a continuous quantity such as: its level of activation, its net excitation, or its firing frequency. Regardless of its nature of output it is possible to describe the relationship between input and output mathematically. This function and treatment of the weights, addition or multiplication etc., is one of the major components of a neural network that controls its behavior. Although a neuron computes the same function, within the limits of its accuracy, variations in the strengths of the connections among neurons enable a network to learn. The learning may increase or decrease over time in a way that depends on experience of the connection between two neurons. These artificial neurons are used to develop an artificial neural net with many interconnections among different neurons. The connectivity of neurons in a net is a second component that determines the network behavior. The most commonly used structure has three distinctive layers: Figure 3 . Multi-layer and Back-Propagation ANN an input, a processing or hidden, and an output layer as illustrated in Figure 3 . The third component is the treatment of error to produce targeted output in the network. The most widely applied learning scheme is the supervised learning. Learning is expected to be achieved when the patterns of changes in the weights reach some stability. Each node accommodates a function triggered by the input in the input layer, and by the weights in other layers at each of links that connect the node to the others. The resultant output is compared to targeted solution providing a measure of total error. The weights are then adjusted such that the previously introduced output can be produced at the output layer with highest accuracy possible [12] . Therefore the error is back propagated to the network. Processing some number of different input patterns, it is anticipated that the network is able to generalize what it has practiced, in other words the network has been trained. However, there is no guarantee or a measure that indicates the level of learning attained by the network, sufficiency of number of different inputoutput patterns or cases in the training set is subjective. Such a network has been found to be capable of carrying out parallel computations for different tasks such as pattern recognition, linear optimization, speech recognition, and prediction [13] .
Back-propagation networks are known for their ability to solve a wide variety of prediction and classification problems; and it is used in different areas from predicting the outcome of construction litigation [14] to predicting changes in construction cost indexes [15] . Back-propagation networks are preferred to predict the bridge rating items in this study for its simplicity and proven success.
GENETIC ALGORITHMS
The Genetic Algorithm is a search and optimization technique based on the mechanism of natural evolution [16] , [17] . Evolutionary computation is the name given to a collection of algorithms based on the evolution of a population toward a solution of a certain problem. These algorithms can be used successfully in many applications requiring the optimization of a certain multi-dimensional function. The population of possible solutions evolves from one generation to next, ultimately arriving at a satisfactory solution to the problem. These algorithms differ in the way a new population is generated from the present one, and in the way the members are represented within the algorithm [18] .
The first step to employ a GA is to encode any possible solution to the optimization problem as a set of strings (chromosome). Each chromosome represents one solution to the problem, and a set of chromosomes is referred to as a population. The next step is to derive an initial population. A random set of chromosomes is often used as the initial population. Some specified chromosomes can also be included. The initial population is the first generation from which the evolution starts. The third step is to evaluate the quality of each chromosome. Each chromosome is associated with a fitness value. The objective of the GA search is to find a chromosome that has the optimal fitness value. The selection process is the next step. In this step, each chromosome is eliminated or duplicated (one or more times) based on its relative quality. The population size is typically kept constant. Selection is followed by the crossover step. With some probability, some pairs of chromosomes are selected from the current population and some of their corresponding components are exchanged to form two valid chromosomes, which may or may not already be in the current population. After crossover, each string in the population may be mutated with some probability. The mutation process transforms a chromosome into another valid one that may or may not already be in the current population. The new populations are then evaluated. If the stopping criteria have not been met, the new population goes through another cycle (iteration) of selection, crossover, mutation, and evaluation. These cycles continue until one of the stopping criteria is met [19] .
There are several applications of the genetic algorithms in civil engineering problems. For example Al-Tabtabai and Alex [20] proposed a genetic algorithm model to solve optimization problems in the construction, Hegazy [21] used in resource allocation and leveling, Feng et al. [22] developed a system to solve construction time-cost trade-off problems, Navon and McRea [23] used to select optimal construction robot and Yang and Soh [24] applied GAs in structural optimization.
TRAINING AND TESTING NETWORKS
The NeuroShell® Predictor is a software program designed to simplify the creation of a neural network and genetic algorithm applications to solve the forecasting and pattern recognition problems. It builds back-propagation neural networks with one hidden layer and tests networks with different numbers of nodes in the layers, allowing user to identify the best performing configuration. For . This program was used for training a network using the data downloaded. The data was organized in a MS Excel spreadsheet that was later input into NeuroShell® Predictor. Different variations of the data, the cases, and the parameters of the program were experimented with in order to attain the network that performed best.
The data is randomly divided into two groups, 75% of the data used in the training and remaining used in the testing of the networks. The networks comprised of 28 input features and one output feature, Table 1 displays the variable descriptions. 16 different cases, in 4 sets, were created for neural network application by altering time variable, maximum number of hidden neurons, and data ranges based on sufficiency ratings. In this section the performances of network training for these 18 networks are presented. It was hypothesized before any computation that age variable must be the most important variable that affects deterioration. In order to observe the scale effect of age variable on the results all sets included two types of network: one with nominal age, and one with 'year built' as age variable. In the first set the effect of increasing maximum number of hidden neurons from 80 to 150 is studied. Table 2 presents the training performance of networks in this set. The impact of increasing maximum number of hidden neurons was not conclusive, increasing number of hidden neurons improved R 2 and decreased average error for the networks with year built as age, however, changes were in opposite direction with networks with nominal age. In both cases the changes in the magnitude were trivial. For the importance ranking of variables, 'year built' ranked the first with networks when it is used. 'Sub-structure rate' ranked second for these networks while, 'sub-structure rate' ranked first and 'number of lanes on structure' ranked the second with networks with nominal age. The results of the first set imply that overall, sub-structure rating is more important. However, time was important for Network 1 and 3, but it is suspected that this result was arbitrary. Since data does not provide any information on maintenance history, age or year-built variables can not be considered as better identifiers than actual ratings (which are more likely to reflect current levels of deterioration).
In the second set the number of input features decreased from 28 to 23 by eliminating highly insignificant variables after the first set and the effects of representing age with additional measures are investigated. The maximum number of hidden neurons was kept as 150 since there was no significant adverse effect and in order to avoid poor results due to such limitation. Cumulative traffic that a structure carried over its life is not only a measure of time but also an indicator of a total physical load exerted on the structure. Network 7 used cumulative traffic as age variable. Cumulative traffic values are the product of the Annual Average Daily Traffic (AADT) by the structure's age. In Network 8 'year built' variable was statistically standardized, the difference between the mean and each individual value is divided by the standard deviation. The results of this set are given in Table 3 and they confirm that 'year built' variable's importance is arbitrary. The structural ratings ranked as the most important variables in the networks other than Network 5, as expected.
In the third set, the training data was grouped according to different sufficiency ratings after realizing that the distribution of sufficiency ratings as in Figure 2 is not uniform. The performance of the training can be improved by working with more uniformly distributed output variable. The original data is divided into three groups. The first group included the structures in very good condition, sufficiency ratings between 100-90, the second group had structures in good to fair condition with sufficiency rating between 89-70, and the third group covered structures in fair to poor condition. The results of this set are illustrated in Table 4 . These results show that the Network 12 with fair to poor condition ratings outperformed the other networks significantly with a R 2 value of 0.831 and highest rankings in 'overall structure', 'approach guard rail', and 'sub-structure' ratings. The inferior performance for networks with better structural conditions can be explained with the fact that there may not be enough variation in input and output features to capture. However, if this is not the case then it may indicate that the network training is insufficient under current circumstances, and it is subject to a more detailed investigation.
Finally in the fourth set of training, the training performances of networks with different output ranges were tested. The amount of variation is increased by widening the range of output for Network 12, while trying not create biases towards structures in good condition. Two new networks are then created with sufficiency rating ranges of 0-75, and 0-79. Training performances are provided in Table 6 and Network 17 shows higher R 2 of 0.69 vs. 0.6, and 3.48 of an average error vs. 5.6. The variables in the highest importance rankings reflect geographical, geometrical characteristics with equal weights and close to those of structural ratings. While providing overall better results Network 17's training time was 43 hours on a 333MHz, Pentium Workstation.
The trained networks are applied to the second group of data reserved for testing. The results of the tests are given in Table 6 . It shows that overall performance of testing is slightly lower than of training for all network types except Network 17, this can be result of a better model or can be incidental and requires more work. The ranges of data (column 3) must be taken into consideration when evaluating the percentage of cases with error for a specified range (columns 4-7).
CONCLUSIONS
The preliminary findings of an effort to model bridge performance with using AI techniques instead of conventional deterministic and/or probabilistic techniques are presented. The experimentation with different configurations of input and output patterns yielded some understanding of the performance of the neural network models. However, the levels of improvements are still at marginal levels. There exist numerous parameters and options to be experimented with. Among there are: adding variables on maintenance history, concentrating on a specific type of structure, input transformations, more elaborate network architectures and learning schemes. The problem of training time with genetic algorithms is of concern, therefore, it may be preferable to work with smaller data for GA applications and to limit the number of experiments with GAs such as comparing GA vs. the best ANN model. 
