Robots have the potential to facilitate future therapies for children on the autism spectrum. However, existing robots are limited in their ability to automatically perceive and respond to human affect, which is necessary for establishing and maintaining engaging interactions. Their inference challenge is made even harder by the fact that many individuals with autism have atypical and unusually diverse styles of expressing their affective-cognitive states. To tackle the heterogeneity in children with autism, we used the latest advances in deep learning to formulate a personalized machine learning (ML) framework for automatic perception of the children's affective states and engagement during robot-assisted autism therapy. Instead of using the traditional one-size-fits-all ML approach, we personalized our framework to each child using their contextual information (demographics and behavioral assessment scores) and individual characteristics. We evaluated this framework on a multimodal (audio, video, and autonomic physiology) data set of 35 children (ages 3 to 13) with autism, from two cultures (Asia and Europe), and achieved an average agreement (intraclass correlation) of~60% with human experts in the estimation of affect and engagement, also outperforming nonpersonalized ML solutions. These results demonstrate the feasibility of robot perception of affect and engagement in children with autism and have implications for the design of future autism therapies.
INTRODUCTION
The past decade has produced extensive research on human-centered robot technologies aimed at achieving more natural human-robot interactions (1) . However, existing robots, and software that enables robots to recognize human affect in real time (2) , are still limited and in need of more social-emotional intelligence if they are to interact naturally and socially with people (3) . Health care is one of the areas, in particular, that can substantially benefit from the use of socially assistive robots, because they have the potential to facilitate and improve many aspects of clinical interventions (4) . The most recent advances in machine learning (ML) (5) and, in particular, deep learning (6) have paved the way for such technology.
Various terms for this area have emerged, including socially assistive robotics (7) , robot-enhanced therapy (8) , and robot-augmented therapy (9) . The main role of social robots that we examine is to engage children in interactive learning activities that supplement and augment those delivered by therapists. We focus on children with autism spectrum condition (ASC) (10) , which affect 1 in 64 in the United States, with a ratio of 4:1 males:females (11) . Children with ASC have persistent challenges in social communication and interactions, as well as restricted and repetitive patterns of behavior, interests, and/or activities (10) . Many therapists encourage children to engage in learning through play (12) , traditionally with toys as open-ended interaction partners. Recently, social robots have been used to this end because many children with ASC find them enjoyable and engaging, perhaps due to their humanlike yet predictable and nonthreatening nature (13) .
A typical robot-assisted autism therapy for teaching emotion expressions to children with ASC proceeds as follows: A therapist uses images of facial and body expressions of basic emotions (e.g., sadness, happiness, and fear), as shown by typically developing children. Then, the robot shows expressions of these emotions to the child, and the therapist asks the child to recognize the emotion. This is followed by the mirroring stage, in which the child is encouraged to imitate the robot's expressions. If successful, the therapist proceeds to the next level, telling a story and asking the child to imagine what the robot would feel in a particular situation. These steps are adopted from the theory of mind concept (14) , designed to teach perspective-taking ("social imagination")-a challenge for many children with ASC. Other therapy designs include applied behavioral analysis and pivotal response treatment (15) ; however, using humanoid and other robotic solutions as part of therapy is still in the experimental stage (16) . The progress, in part, has been impeded due to the inability of current robots to autonomously perceive, interpret, and naturally respond to human behavioral cues. Today, this has been accomplished in the so-called Wizard of Oz (WoZ) scenario (17) , in which a therapist or a person "behind the curtain" controls the robot via a set of preprogrammed behaviors and prompts, such as the robot waving at or saying something to the child. This makes the interaction less natural and potentially more distracting for the child and therapist. Thus, there is a need for (semi)autonomous and data-driven robots that can learn and recognize the child's behavioral cues and respond smoothly (18) , a challenge discussed in several pioneering works on robot-assisted therapy (17, 19) .
Automated analysis of children's behavioral cues relies on ML from sensory inputs (e.g., cameras and microphones) capturing different modalities (face, body, and voice) of child's behaviors (20) . In the standard supervised ML approach, these inputs are first transformed into numerical representations (called "input features") and paired with target outputs (e.g., engagement labels). These data pairs are used to train ML models [e.g., a support vector machine (SVM) (5) ], which learn a mathematical function that maps the input features onto target outputs. The learned model is then applied to new input features, extracted from held-out recordings of the child's behaviors, to estimate target outputs (engagement levels). For instance, Sanghvi et al. (21) used a data set of postural expressions of children playing chess with a robot; they extracted the upper body silhouette and trained a set of weak classifiers for engagement estimation. Kim et al. (22) used SVM to estimate emotional states of children with ASC from their audio data and assess their social engagement while playing with a robot. Other works adopted a similar approach to estimate engagement based on the children's facial expressions (23), body movements (24) , autonomic physiology (25) , and vocalizations (26) . More recently, Esteban et al. (8) used the NAO robot and gaze direction, facial expressions, body posture, and tone of voice to classify stereotypical behaviors and "social" engagement (based on eye contact and verbal utterances) of children with ASC. Essentially, the main focus of these studies was on robot appearance and interaction strategy, while children's behavioral cues were used as a proxy of their affect and engagement (7) . Our work takes a different approach by using supervised ML to estimate levels of affective states and engagement coded by human experts.
In this work, we constructed a personalized deep learning framework, called the personalized perception of affect network (PPA-net), that can adapt robot perception of children's affective states and engagement to different cultures and individuals. This is motivated by our previous work (27) , which found large cultural and individual differences in affect and engagement of children with ASC during robot-assisted therapy. Our data came from 35 children diagnosed with autism: 17 from Japan (C1) and 18 from Serbia (C2). It includes synchronized (i) video recordings of facial expressions, head movements, body movements, pose, and gestures; (ii) audio recordings; and (iii) autonomic physiologyheart rate (HR), electrodermal activity (EDA), and body temperature (T)-measured on the nondominant wrist of the child. We used this multimodal data set of children with ASC (MDCA) (27) to train and evaluate our framework. These data were coded for valence, arousal, and engagement on a continuous scale from −1 to +1 by five human experts who reviewed the audiovisual recordings of the therapy sessions. The quality of the coding was measured using intraclass correlation (ICC), type (3, 1) , which ranges from 0 to 1, and is commonly used in behavioral sciences to assess coders' agreement (28) . The average agreement scores (and their SD) computed from the pair-wise ICC of the coders were as follows: valence (0.53 ± 0.17), arousal (0.52 ± 0.14), and engagement (0.61 ± 0.14). These individual data annotations were then aligned among the coders to produce the gold standard labels (a single annotation for each target dimension: valence, arousal, and engagement) that we used for the robot learning. Further details about the data and coding process are provided in notes S2 and S3.
The workflow of the envisioned ML robot-assisted autism therapy consists of three key steps: sensing, perception, and interaction ( Fig. 1 ).
Unobtrusive sensing of multi-modal sensory input (video, audio and autonomic physiology). The raw data is pre-processed with computer vision, audio and physiology analysis techniques, to extract various behavioral cues of the child. These are then fed into the perception module of the robot.
The robot deploys pre-learned machine learning models to perform automated estimation of affect and engagement of the child from extracted behavioral cues. For this, the proposed personalized perception network is used to infer the child's levels of valence, arousal and engagement continuously in time.
The result of the robot perception is used to modulate the child-robot interaction in the consequent steps of the therapy process. For example, the robot chooses to perform one of pre-defined behaviors based on estimated levels of affect and engagement. To sustain the child's engagement, these are accompanied with various prompts by the robot. Fig. 1 . Overview of the key stages (sensing, perception, and interaction) during robot-assisted autism therapy. Data from three modalities (audio, visual, and autonomic physiology) were recorded using unobtrusive audiovisual sensors and sensors worn on the child's wrist, providing the child's heart-rate, skin-conductance (EDA), body temperature, and accelerometer data. The focus of this work is the robot perception, for which we designed the personalized deep learning framework that can automatically estimate levels of the child's affective states and engagement. These can then be used to optimize the child-robot interaction and monitor the therapy progress (see Interpretability and utility). The images were obtained by using Softbank Robotics software for the NAO robot.
Robot sensing of outward and inward behavioral cues of the child used the open-source data processing tools: OpenFace (29) , OpenPose (30) , and openSMILE (31) , together with tools that we built for processing audio-video and biosignals of the children (see note S3). The main focus of this work is the robot perception step, structured by us using deep neural networks (6) . Specifically, we first trained the PPA-net using the processed features as input and the gold standard coding of affect and engagement as output. Our goal was to maximize the ICC agreement between the model estimates and gold standard coding to make the robot's perceived outputs closer to those of the human experts. The learned PPA-net is subsequently used to automatically estimate continuous levels of the child's valence, arousal, and engagement from new data (see System design). The estimated values can then be used to design and modulate more dynamic, engaging, and affect-sensitive interactions. Figure 2 shows the PPA-net that we designed and implemented, with (i) noisy and missing input features from the MDCA data set (feature layer); (ii) heterogeneous data (a famous adage says, "If you have met one person with autism, you have met one person with autism.") (context layer); and (iii) simultaneous and continuous estimation of children's affective states (valence and arousal) and engagement (inference layer).
RESULTS

System design
In Fig. 3A , the diagonal elements show the fraction of data where the sensing extracted the features, whereas the off-diagonals show how often the two feature types were extracted simultaneously. About half of the data are missing at least one modality, for example, the child's face was not visible (the facial features were extracted successfully from 56% of image frames using the openFace tool) and/or a child did not wear the wristband (73% of children accepted to wear it). Figure 3B shows dependences of the gold standard labels obtained from human experts. As can be seen, these vary largely at the group level (cultures) and within children from each culture. Figure 3C shows the multimodal features in a two-dimensional space obtained using t-distributed stochastic neighbor embedding (t-SNE) (32), a popular technique for unsupervised dimensionality reduction and visualization. Even without using children's IDs, their data cluster in the projected space, revealing their high heterogeneity.
At the feature layer, we leveraged the complementary nature of the multimodal data to deal with missing and noisy features using autoencoders (AEs) (33) and the fusion of different modalities (see Materials and Methods). These feature representations were subsequently augmented (context layer) using expert's inputs from the childhood autism rating scale (CARS) (34), providing 15 behavioral scores of the child's mental, motor, and verbal ability. The architecture was designed to nest the children on the basis of their demographics (culture and gender), followed by individual network layers for each child. Because the target outputs exhibit different dependence structures for each child CHILD ID 1 CHILD ID 23 CHILD ID 1 CHILD ID 23 ( Fig. 3B ), we used multitask learning (35, 36) to learn the child-specific inference layers for valence, arousal, and engagement estimation. To evaluate the PPA-net, we separated each child's data into disjoint training, validation, and testing data subsets (see Study design).
Effects of model personalization
The main premise of model personalization is that disentangling different sources of variance is expected to improve the individual estimation performance compared with the traditional one-size-fits-all approach. Figure 3D depicts the ICC scores computed at each level in the model hierarchy, comparing the PPA-net and group-level perception of affect network (GPA-net). The latter was trained with the same depth layers as PPA-net but shared across children (see Group-level network). Overall, the strength of the model personalization can be seen in the performance improvements at culture, gender, and individual levels in all (sub)groups of the children. A limitation can be seen in the adverse gender-level performance by the PPA-net (versus GPA-net) on the two females from C1 when estimating their valence (ICC = 0.60 versus 0.62) and arousal (ICC = 0.65 versus 0.69) levels. Here, the PPA-net overfits the data of these two children-a common bottleneck of ML algorithms trained on limited data (37) . Nevertheless, it did not affect their engagement estimation (ICC = 0.76 versus 0.72) because the PPA-net successfully leveraged data from the children showing similar engagement behaviors. The individual estimation performance by the two networks is compared at the bottom of Fig. 3D . The improvements in ICC due to the network personalization range from 5 to 20% per child. We note drops in the PPA-net performance on some children, which is common in multitask learning where the gain in performance on some tasks (here, "tasks" are children) comes at the expense of others. The PPA-net significantly outperformed GPA-net on 24 children for valence, 21 children for arousal, and 28 children for engagement, out of 35 children total. Thus, personalizing the PPA-net leads to overall better performance than using the group-level GPA-net.
Interpretability and utility
A barrier to adoption of deep learning is when interpretability is paramount. Understanding the behavioral features that lead to a particular output (e.g., engagement levels) builds trust with clinicians and therapists. To analyze the contribution of each behavioral modality and its features in the PPA-net, we applied DeepLift (Learning Important FeaTures) (38) , an open-source method for computing importance scores in a neural network. Figure 4A shows the importance of features from different modalities in the engagement estimation task: Features with high positive scores are more important for estimating high levels of engagement and vice versa for negative scores. We note that the body and face modalities dominated when the scores were computed for both cultures together. At the culture level, the body features produced high scores in C1 and low scores in C2. This reveals that behaviors of high engagement in C1 were accompanied by large body movements, whereas in C2, this was the case when children disengaged-underscoring cultural differences in the two groups. The expert knowledge provided by CARS also affected estimation of engagement. CARS scores in our previous work (27) showed statistically significant differences between the two cultures (see table S2 ), which may explain the difference in the importance of the CARS features found here. Differences also occurred at the gender level but are difficult to interpret due to the male/female imbalance.
The PPA-net's utility can be demonstrated through visualization of several components of the robot sensing and perception. Figure 4B depicts the estimated affect and engagement levels along with the key autonomic physiology signals of a child undergoing the therapy (currently, these results are obtained by an off-line analysis of the recorded video). We observed that the PPA-net accurately detected changes in the child's engagement levels (e.g., during the disengagement segment) while providing estimates that were overall highly consistent with human coders. Figure 4C summarizes each phase of the therapy in terms of its valence, arousal, and engagement levels, along with their variability within each phase of the therapy. Compared with expert humans, the PPA-net produced these statistics accurately for engagement and arousal while overestimating the valence levels. However, as more target data per child become available, these can be improved by retraining his/her individual layer.
Alternative approaches
How much advantage does the new personalized deep learning approach provide over traditional ML? We compared the performance of the PPA-net with traditional multilayer perceptron (MLP) deep networks optimized using standard learning techniques without sequential nesting of the layers (Materials and Methods). The MLP layers were first optimized jointly in a child-dependent manner (CD-MLP), followed by fine-tuning (personalization) of the individual layers (P-MLP). We also compared traditional ML models: lasso regression (LR) (5), support vector regression (SVR) (5) , and gradient boosted regression trees (GBRTs) (39) . LR is usually considered a baseline; SVR has previously been used in engagement estimation; and GBRTs are often used in clinical tasks due to their ease of interpretation. Table S1 shows that the personalized deep learning strategy (PPAnet) reaches an average performance of ICC = 59% for estimating valence, arousal, and engagement levels. The joint learning of all layers in the personalized MLP (P-MLP) results in a lack of discriminative power with an average drop of 6% in performance. Compared with unpersonalized models (GPA-net, CD-MLP, LR, SVR, and GBRTs), there is also a gap in performance. Whereas LR fails to account for highly nonlinear dependencies in the data (drop of 25%), the nonlinear kernel method (SVR) achieves it to some extent; however, SVR fails to reach the full performance attained by the PPA-net due to the absence of the hierarchical structure (drop of 9%). On the other hand, GBRTs are capable of discovering a hierarchy in the features, yet they lack a principled way of adapting to each child (drop of 10%). To provide insights into the importance of the child data for the estimation accuracy, we also included the results obtained by running a child-independent experiment (i.e., no target child data were used during training) using the MLP network (CI-MLP). This led to a large drop in performance (drop of 39%), evidencing high heterogeneity in the children data and the challenge it poses for ML when trying to generalize to new children with ASC.
Effects of different modalities
To assess the contribution of each behavioral modality, we evaluated the PPA-net using visual (face and body), audio, and autonomic physiology features both independently and together. In fig. S3 (note S1), we show the average results for both cultures and for children within each culture. As anticipated, the fusion approach outperforms the individual modalities across all outputs (valence, arousal, and engagement), confirming the complimentary nature of the modalities (40) . Also, higher performance was achieved on C1 than C2 using the multimodal approach. Furthermore, the body features outperformed the other individual modalities, followed by the face and physiology features. We attribute the low performance of the audio modality to a high level of background noise, which is difficult to control in real-world settings (41) . The performance of the autonomic physiology features was comparable with the best performing individual modality (i.e., body) in C1, but this was not true in C2. We noticed that children from C1 moved their hands less, resulting in more accurate sensory readings of their biosignals and thus better quality features for the PPA-net, which may explain the difference in their performance across the two cultures.
DISCUSSION
This work demonstrated the technical feasibility of using ML to enable robot perception of affect and engagement in children undergoing autism therapy. This is driven by the societal need for new technologies that can facilitate and improve existing therapies for a growing number of children with ASC (7) . To this end, we developed a personalized ML framework, PPA-net, that adapts to a child's affective states and engagement across different cultures and individuals. This framework builds on state-of-the-art deep learning techniques (6, 37) that have shown great success in many tasks [e.g., object and scene recognition (42)] but have not previously been explored for robot perception in autism therapy. The state of the art for recognition of arousal and valence benchmarked on the largest public data set of human facial expressions [Affect-Net (43)] claims a human labeler agreement of 60.7%, with automated estimation reaching 60.2% for valence and 53.9% for arousal. These results are on images of typical individuals, whereas coding and automatic estimation of affect and engagement of children with ASC are considered far more challenging. On our autism data set, the average ICC of human experts was 55.3%, whereas the PPA-net achieved an average ICC of 59%, thus providing a consistent estimator of the affective states and engagement. To accomplish this, we personalized robot perception by allowing the deep networks to share data at each level in the model hierarchy, and using network operators (learn, nest, and clone) and specifically designed fine-tuning strategies (Materials and Methods) based on the notions of network nesting (44) and deeply supervised nets (45) . Overall, this led to statistically significant improvements over the GPA-net (see Effects of model personalization). From experiments on interpretability, we found that leveraging contextual information, such as demographics and expert knowledge, helped disentangle different sources of variance arising from cultures and individuals (see Interpretability and utility). Traditional ML, such as the SVMs used in previous attempts of robot perception, and the ensemble of regression trees, GBRT, do not offer this flexibility. By contrast, the PPA-net brings together interpretability, design flexibility, and overall improved performance.
Faced with the real-world problem of noisy and missing data from children with ASC, we showed that the fusion of outward (audiovisual) and inward (physiological) expressions of affect and engagement helped mitigate the effects of these artifacts (see Effects of different modalities). Our experiments also revealed that the body and face modalities played a central role, and by leveraging the autonomic physiology data, the estimation performance was further enhanced (25) . Although the audio modality underperformed in our experiments, future background noise reduction, speaker diarization, and better audio descriptors may improve its usefulness (41) . We also found that CARS scores largely influence the estimation performance (see Interpretability and utility), suggesting that the expert knowledge plays an important role in facilitating the robot perception of affect and engagement. 
Implications
How can this technology help support therapists and clinicians working with children with ASC, given that today's framework is not yet real time? Whereas a future real-time version will likely be used to automatically adapt robot interactions or to assist a therapist with real-time insights, for example, how internal physiology may give early indications before outward changes become visible, there are also uses today based on viewing offline data, as shown in Fig. 4 . The data can help a therapist see idiosyncratic behavioral patterns of the interacting child and track how these change over multiple therapy sessions. The output of the robot perception can easily summarize each phase of the therapy (Fig.  4C) . Although people are generally not good at detecting or tracking small behavioral changes, a robot partner could excel at this, giving insights that help a therapist better see when even small progress is made.
Limitations and future work
This work has several limitations and opportunities for future improvement. In the PPA-net, we split the children based on demographics; a hybrid adaptive robot perception could combine previous knowledge (e.g., demographics) with a data-driven approach to automatically learn the network structure. Also, our current framework is static, whereas the data are inherently dynamic. By incorporating temporal information, different network parameters may be learned for each phase. Whereas the multimodal data set used in our work contains a limited one session per child, 25 min at 25 frames/s, randomly sampled and split into nonoverlapping training, validation, and test sets, ideally, the system would have access to multiple therapy sessions. This would allow the robot to actively personalize the PPA-net as the therapy progresses, giving enough sessions so that data samples that are further apart in time and less likely to be correlated could be drawn for training the models. For this, ML frameworks such as active learning (46) and reinforcement learning (47) are a good fit.
Another constraint of the current solution is that the video comes from a fixed (in position) background camera/microphone. This provides a stable camera, allowing us to better focus on discrimination of affective states and engagement levels. Although the "active vision" view from the robot's (moving) perspective would enable more naturalistic interactions, it poses a number of stabilization and multiview challenges (48) . Furthermore, this framework needs to be extended and optimized to handle previously unseen children. In this context, one of the most important avenues for future research on robot perception for autism therapy is to focus on its utility and deployment within everyday autism therapies. Only in this way can the robot perception and the learning of children with ASC be mutually enhanced.
MATERIALS AND METHODS
Study design
Experimentals were preapproved by the Institutional Review Boards of Chubu University (Japan), Massachusetts Institute of Technology (United States), and Mental Health Institute (Serbia), with informed consent in writing from the children's parents. We used data from 35 children (30 males and 5 females, ages 3 to 13) diagnosed with autism, being part of our MDCA data set (27) . The data of one male child (C2) from this data set were excluded from analysis due to the low-quality recordings (see note S2). Human experts who coded the affect and engagement in the data performed blinded assessment of these outcomes. Evaluations in Results were made after randomly splitting each child's data into three disjoint sets: 40% training, 20% validation (to select model configuration), and 40% testing (to evaluate generalization). To minimize bias in the data selection, we repeated this process 10 times. The input features were z-normalized, and the models' performance was reported as average ± SD of ICCs across the children.
The overall objective of this study was to show the benefits of the personalized robot perception over a traditional one-size-fits-all ML approach. For this, we implemented the personalized deep learning architecture using feed-forward multilayer neural networks (6) . Each layer receives the output of the layer above as its input, producing higherlevel feature representations. We began with the GPA-net, with all layers shared among the children. Network personalization was then achieved by (i) replicating the layers to construct the architecture in Fig. 2 and ( ii) applying the fine-tuning strategies to optimize the network performance on each child. The last network layers were then used to make individual estimations of affect and engagement. As shown previously, this approach shows benefits over nonpersonalized ML solutions, measured by the ICC between the estimated and human coding of affect and engagement.
Feature fusion and autoencoding
We applied fusion to the face (x f ), body (x b ), audio (x a ), and autonomic physiology (x p ) features of each child encoded as a vector of real-valued numbers as
where D x = 396 is total number of the input features. The continuous labels for valence (y v ), arousal (y a ), and engagement (y e ) for each child were stored as y ¼ ½ y v ; y a ; y e ∈ R DyÂ1 , where D y = 3. To reduce problems from partially observed and noisy features in the input x ( fig. S3A ), we used an AE (49) in the first layer of the PPA-net. The AE transforms x to a hidden representation h 0 (with an encoder) through a deterministic mapping using a linear activation function (LaF), , where e designates the parameters on the encoder side, W is the weight coefficient matrix, and b is the bias vector. This hidden representation is then mapped back to the input, producing the features are the tied weights used for the inverse mapping of the encoded features (decoder). Here, T represents the matrix transpose operation. In this way, the input data were transformed to lower-dimensional and lessnoisy representations (the "encoding"). The encoded subspace also integrates the correlations among the modalities, rendering more robust features for subsequent network layers.
We augmented the encoding process by introducing a companion objective function (CoF) for each hidden layer (45) . The CoF acts as a regularizer on the network weights, enabling the outputs of each layer to pass the most discriminative features to the next layer. Using the CoF, the AE also reconstructs target outputs y 0 (in addition to z 0 ) as where N is the number of training data points from all children. The parameter l ∈ (0, 1) was chosen to balance the network's generative power (feature decoding) and discriminative power (output estimation) and was optimized using validation data (yielding l = 0.8). The learned f q ðeÞ 0 ð⋅Þ was applied to the input features x, and the resulting code h 0 was then combined with each child's CARS (x cars ∈ R 15×1 ) as h 1 = [h 0 ; x cars ]. This new feature representation was used as input to the subsequent layers in the PPA-net.
Group-level network
We first trained the GPA-net, where all network layers are shared among the children (Fig. 5E ). GPA-net weights were used to initialize the PPA-net, followed by the proposed fine-tuning strategies to personalize it (network personalization). The former step is important because each layer below the culture level in the PPA-net uses only a relevant subset of the data (e.g., in C1, data of two females are present below the gender layer), resulting in fewer data to train these layers. This, in turn, could easily lead to overfitting of the PPA-net, especially of its childspecific layers, if only the data of a single child were used to learn their weights. To this end, we used a supervised layer-wise learning strategy, similar to that proposed in recent deep learning works (44, 45) . The central idea is to train the layers sequentially and in a supervised fashion by optimizing two layers at a time: the target hidden layer and its CoF.
We defined two operators in our learning strategy: learn and nest (Fig. 5 ). The learn operator is called when simultaneously learning the hidden and CoF layers. For the hidden layers, we used the rectified linear unit (ReLU) (6), defined as h l = max(0,W l h l − 1 + b l ), where l = 1,…,4 and q l = {W l , b l }. ReLU is the most popular activation function that provides a constant derivative, resulting in fast learning and preventing vanishing gradients in deep neural networks (6) . The combined AE output and CARS (h 1 ) were fed into the fusion (l = 1) layer, followed by the culture (l = 2), gender (l = 3), and individual (l = 4, 5) layers, as depicted in Fig. 5 , where each CoF is a fully connected LaF with parameters q ðcÞ l ¼ fW ðcÞ l ; b ðcÞ l g. The optimal parameters of the lth layer w l ¼ fq l ; q ðcÞ l g were found by minimizing the loss:
where a c is the MSE loss (feature fusion and autoencoding) computed between the output of the ReLU layer (h l+1 ) passed through the LaF layer of the CoF (y l+1 ) and the true outputs (y). When training the subsequent layer in the network, we used the nest operator (Fig. 5 ) in a similar fashion as in (44) to initialize the parameters as
where the weight matrix W l+1 of the ReLU was set to an identity matrix (I). To avoid the network being trapped in a local minimum of the previous layer, we added a low Gaussian noise [D i;j ¼ N ð0; s 2 Þ, s = 0.01] to the elements of I. We set the parameters of the supervised linear layer using the weights of the CoF above, which assured that the network achieved similar performance after nesting of the new ReLU layer. Before we started training the nested layer, we "froze" all the layers above by setting the gradients of their weights to zero-a common approach in a layer-wise training of deep models (44) . This allowed the network to learn the best weights for the target layer (at this stage). The steps learn and nest were applied sequentially to all subsequent layers in the network. Then, the fine-tuning of the network hidden layers and the last CoF was done jointly. We initially set the number of epochs to 500 with early stopping [i.e., training until the error on a validation set reaches a clear minimum (6, 50) (~100 epochs)].
The network parameters were trained using the standard backpropagation algorithm (6) 
Network personalization
To personalize the GPA-net, we devised a learning strategy that consists of three steps: the network initialization followed by two fine-tuning steps. For the former, we introduced a new operator, named clone, which widens the network to produce the architecture depicted in Fig. 2 . Specifically, the AE (l = 0) and fusion (l = 1) layers were configured as in the GPA-net (using the same parameters). The clone operator was then applied to generate the culture, gender, and individual layers, with parameters initialized as 
As part of the clone procedure, the culture and gender layers were shared among the children, whereas the individual layers were childspecific.
To adapt the network parameters to each child, we experimented with different fine-tuning strategies. We report here a two-step finetuning strategy that performed the best. First, we updated the network parameters along the path to a target child while freezing the layers not intersecting with that particular path. For instance, for child k and demographics {C 1 , female}, the following updates were made: w* l¼1:5;k ¼ q 0 ; q 1 ; q n o . Practically, this was achieved by using a data batch of 100 random samples of the target child to compute the network gradients along that child path. In this way, the network gradients were accumulated across all the children and then backpropagated (1 epoch). This was repeated for 50 epochs, and the stochastic gradient descent (SGD) algorithm (lr = 0.03) was used to update the network parameters. At this step, SGD produced better parameters than Adadelta. Specifically, because of its adaptive lr, Adadelta quickly altered the initial network parameters, overfitting the parameters of deeper layers for the reasons mentioned above. This, in turn, diminished the shared knowledge provided by the GPA-net. On the other hand, the SGD with the low and fixed lr made small updates to the network parameters at each epoch, allowing the network to better fit each child while preserving the shared knowledge. This was followed by the second finetuning step, where the child-specific layers w Ã k ¼ q ðkÞ 3 ; q ðc;kÞ 3 n o were further optimized. For this, we used again Adadelta (lr = 1), one child at a time, and 200 epochs. We implemented the GPA-net/PPA-net using the Keras API (51) with a TensorFlow backend (52), on a Dell Precision workstation (T7910), with the support of two graphics processing units (GPUs) (NVIDIA GF GTX 1080 Ti). The paired t tests with unequal variances were performed to estimate ICC differences between PPA-net and GPA-net from 10 repetitions across random splits of the child data (see Effects of model personalization). The significance level was set to 0.05.
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