Tomographic Reconstruction of Piecewise Smooth Images by Alvino, Christopher V. & Yezzi, Anthony
Tomographic Reconstruction of Piecewise Smooth Images
Christopher V. Alvino Anthony J. Yezzi, Jr.
School of Electrical and Computer Engineering




In computed tomography, direct inversion of the Radon
transform requires more projections than are practical due
to constraints in scan time and image accessibility. There-
fore, it is necessary to consider the estimation of recon-
structed images when the problem is under-constrained,
i.e., when a unique solution does not exist. To resolve ambi-
guities among solutions, it is necessary to place additional
constraints on the reconstructed image. In this paper, we
present a surface evolution technique to model the recon-
structed image as piecewise smooth. We model the recon-
structed image as two regions that are each smoothly vary-
ing in intensity and are separated by a smooth surface. We
define a cost functional to penalize deviation from piece-
wise smoothness while ensuring that the projections of the
estimated image match the measured projections. From this
functional, we derive an evolution for the modeled image in-
tensity and an evolution for the surface, thereby defining a
variational tomographic estimation technique. We show ex-
ample reconstructions to highlight the performance of the
proposed method on real medical images.
1. Introduction
In computed tomography, the goal is to reconstruct an im-
age from its measured projections that are modeled by the
Radon transform. While it is possible to invert the Radon
transform in theory [1], in practice it requires a large amount
of projection data to obtain a high-quality reconstruction.
For a review of tomographic reconstruction methods, we
refer the reader to [2]. Constraints in cost, scan time, and
image accessibility limit the number and quality of projec-
tions. Therefore, it is often not feasible in practice to ob-
tain the amount of projections necessary to reconstruct ac-
curately. For this reason, several authors have considered
solving the under-constrained or limited-angle tomographic
reconstruction problem [3, 4, 5, 6, 7].
Additional assumptions must be made about the image
function to properly constrain the possible solutions. Au-
thors have attempted different constraints depending on the
assumptions they wish to make about the unknown images.
Sezan and Stark use projection onto convex sets (POCS) to
incorporate priors [4]. Reeds and Shepp use a technique
called “squashing” to effectively add additional constraints
[5]. Prince and Willsky introduce a smoothing procedure
by using Markov random fields [6].
We will concentrate on a class of image priors that were
addressed by Mumford and Shah’s pioneering work on
region-based image segmentation [8]. That is, we wish to
consider the class of piecewise constant or, more generally,
piecewise smooth images. Mumford and Shah considered
segmenting images by assuming piecewise smooth regions
separated by deformable or “active” contours, across which
smoothness is not required. Chan and Vese [9] incorpo-
rated these ideas into the level set framework introduced by
Osher and Sethian [10], allowing the contours to naturally
handle topology changes. Active contour models are attrac-
tive because they are both well-principled and robust. Since
Mumford and Shah’s work, several ideas have emerged to
make use of active contour models. [11, 12, 13].
In tomographic reconstruction, three major works have
been presented that make use of active contour models. Yu
and Fessler presented an early discrete approach to solve
this problem [14]. They defined a discrete cost functional
to model the reconstruction by an image partitioned into
two regions separated by a deformable discrete boundary
analogous to the contour proposed by Mumford and Shah.
However, Yu’s method for maintaining a smooth surface de-
pends on the accuracy of the image estimate. This accuracy
can not be guaranteed upon the initialization of the algo-
rithm. In fact, they ignore this term in their implementation.
Bruandet et al. have proposed a surface evolution tech-
nique to model the reconstructed image as two regions, one
with density zero, and the other with an a priori known
density,   [15]. Whitaker and Elangovan have proposed a
similar, although slightly more general, piecewise constant
model where the two region densities are adaptive [16].
The models of Bruandet and Whitaker are adequate when
the regions being imaged are known to be homogeneous
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in density, but this may not be the case in practice. Im-
ages often have smoothly varying densities, and often have
three or more distinct regions. For this reason, it is desir-
able to generalize the piecewise constant models of Bruan-
det and Whitaker. By allowing the intensity of each pixel
to vary independently, while enforcing that within regions,
nearby pixels have similar intensities, we can successfully
constrain the reconstructed image to be piecewise smooth.
In this paper, we define an deformable surface model to
constrain tomographic images to be piecewise smooth. We
propose a functional that attains a high value when the pro-
jections of the estimated reconstruction deviate from the
measured projections, and attains a high value when the
reconstructed image deviates from piecewise smoothness.
By deforming the image model parameters to minimize this
functional, we ensure that the reconstructed image matches
the measured projections and is piecewise smooth.
2. Tomography Model
Although easily generalized to higher dimensions, we
will describe the tomography problem in two dimen-
sions, i.e., with two-dimensional image functions and one-
dimensional projections. The reconstruction technique de-
veloped in this paper holds for the three-dimensional prob-
lem. Displaying the mathematical explanation and simula-
tion results in two dimensions allows the authors to explain
the technique more clearly.
Unknown image density function,           , will, via




  Æ     (1)
where          	
 , and  stands for inte-
gration in the spatial variables  and .
The tomographic reconstruction problem is that of ob-
taining an estimate of   , which we will denote   , from 
projections   	 	 	    .
3. Proposed Reconstruction Method
In order to determine the shape of the contour that sepa-
rates the piecewise smooth regions, we impose a cost on the
discrepancy between the projections of the estimated im-
age and the measured projections. However, since the prob-
lem is under-constrained, imposing this cost is not enough.
Many images that are not piecewise smooth will also match
the measured projections.
Therefore, we impose a cost on the deviation of the
reconstructed image from piecewise smoothness. Prop-
erly enforcing piecewise smoothness requires penalizing
two separate undesirable features of the model. Piecewise
smoothness implies that large gradients in image intensity
within regions should be penalized. In addition, total con-
tour length should also be penalized, for otherwise, the con-
tour could converge to an irregular shape to match image
noise.
3.1 Piecewise Smooth Cost Functional
We propose a cost functional that has three terms: the pro-
jection matching term, 
; the function smoothness term,

 ; and the contour length term 
. We combine these terms






























Note that    	 	 	    is the set of projection an-
gles,   is the length of the projection at angle . Also,
  is the Radon transform of the image estimate   . The
symbol is the standard gradient operator.
In 
 , note that the function   has been split into two
open regions,  and  , that are subsets of the image do-
main. These are regions where   is guaranteed to be differ-
entiable. We will denote the restriction of   to region 
as   . The reason for this function restriction is that the
piecewise smooth model can not guarantee differentiability
on the contour,      , that separates the two
regions. Thus, any attempt to differentiate on the boundary,
, would be poorly defined. Finally,  is the length of the
contour and  is the arc length element of the contour.
3.2 Evolution Equations
By introducing an evolution time parameter, , into the im-
age intensity functions and into the contour, we now have
a cost functional that is dependent on . Differentiating the
three terms in the cost functional, 
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where  is the partial derivative of the contour with re-
spect to time,  denotes the two-dimensional Euclidean
dot product,  represents the Laplacian operator, and 
 is
the curvature of the contour. Also,   and  are par-
tial derivative of the two image functions with respect to
time. The unit normal vector at each point in the contour
that points from region  to region   is denoted as   .
The detailed derivations of Eqs. (5), (6), and (7) make
use of the divergence theorem, but are omitted for brevity.
We would like to point out that a factor of two is left out
because it appears in all three equations. In the evolution
implementation, this is equivalent to evolving the contours
and image functions at half the speed.
By evolving the contour and image intensity functions to
make Eqs. (5), (6), and (7) negative, we ensure that the cost
functional is decreasing. This is achieved by evolving both
the contour and image intensity functions in the directions
opposite to the terms by which they are multiplied in Eqs.
(5), (6), and (7). For instance, Eq. (5) tells us that by setting
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we guarantee that the first term in Eq. (5) will be negative.
Hence, this term in Eq. (5) will then contribute to a decrease
in total energy. In this manner, and by the linearity of dif-
ferentiation, we obtain that the evolution equations that will
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4. Implementation
We implement Eqs. (9), (10), and (11) in a two-step iterative
algorithm. The first step of the algorithm is to evolve the
image intensity functions by Eqs. (10) and (11) until they
are converged. This step is performed while holding the
contour fixed. The second step of the algorithm is to evolve
the contour by one forward time step of Eq. (9). We iterate
these two steps until the contour no longer moves; at this
point the algorithm is considered to be converged.
Note that, although the evolution equations are contin-
uous both spatially and temporally (evolution being time),
the algorithm has been implemented discretely. Thus, all
image derivatives have been approximated by appropriate
finite differencing schemes. Likewise, the evolution steps
have been approximated by the standard forward Euler
scheme.
In addition, it is important to note that, while image
derivatives within regions are well-defined, image deriva-
tives do not exist on the boundaries of the image or on the
contour separating the two regions. We have assumed Neu-
mann boundary conditions to handle these cases, i.e., at the
boundaries, the directional derivatives of the functions in
the directions normal to the boundaries are zero.
4.1 Image Intensity Evolution
We will briefly discuss the implementation of each of the
evolution equations. Eqs. (10) and (11) are implemented by
updating the image intensity functions,   and  , by the







where the superscript  denotes iteration number and  is
the iteration time step parameter. This time step parameter
is chosen to ensure stability of the algorithm. Note that the
evolutions,   and
, depend on the reconstruction
estimates, , and thus is it required to update the projec-
tions each time these updates are performed. In this manner,
we have update equations that minimize the cost functional,
thereby ensuring both smoothness of the reconstruction and
that the reconstruction projections match the measured pro-
jections.
4.2 Contour Evolution
We represent the contour in our model using level set tech-
niques. That is, the contour is the set of points in the image
domain where some level set function, , equals a chosen
constant. Level set techniques implicitly represent the con-
tour and thus have the ability to naturally handle topology
changes while avoiding cumbersome and numerically un-
stable parameterizations.
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Figure 1: True 71 71-pixel bone image.





which guarantees that the contour of interest moves accord-
ing to the evolution given by Eq. (9). In fact, for compu-
tational efficiency, we only evolve the level set function,  ,
in a thin band near the contour. After each level set function
evolution step, we reinitialize the level set function to pre-
serve distance. This reinitialization maintains a numerically
well-behaved level set function.
5. Simulations
Before we present simulation results, we would like to make
a note concerning the choices of the weight parameters, ,
and . We have achieved the simulation results in this paper
by only scaling these parameters to account for differences
in image size. Thus, the proposed method does not require
significant fine tuning to achieve the results shown.
5.1 Bone Reconstruction
In Fig. 1 we show a   -pixel grayscale image that is a
cross-section of a piece of bone. This image is nearly piece-
wise constant. However, unlike the technique presented by
Whitaker that models only two image regions, this bone im-
age has three distinct intensity regions. For this reason, it is
desirable to consider the three regions separately.
In Fig. 2 we show several stages of evolution of the pro-
posed method. The top left image shows the initialization of
the algorithm, where the image domain is subdivided into a
large number of densely-spaced separate regions. The evo-
lution of the algorithm proceeds from left to right in the top
row and then is continued on the bottom row where it again
proceeds left to right. The final reconstruction is show on
the bottom right. Note how the three distinct homogeneous
regions are accurately captured by the proposed model.
We compare the proposed method with the reconstruc-
tion from other techniques in Fig. 3. All reconstructions
in this figure have used 9 equally-spaced projections. In
Figure 2: Several stages of bone reconstruction from 9
equally-spaced projections using proposed method. Algo-
rithm initialization in top left image. Evolution proceeds
from left to right and is continued in the second row. Final
reconstruction on bottom right.
the top left, we show the true image for comparison. On
the top right, we show the reconstruction using filtered back
projection (FBP). On the bottom left, we display the recon-
struction using the piecewise constant method proposed by
Whitaker. On the bottom right, we show the reconstruction
obtained from the proposed method.
Note that the proposed method most accurately repre-
sents the delineation between foreground and background.
The reconstruction from FBP contains significant streak
noise, as typically occurs with under-constrained FBP. The
reconstruction from the piecewise constant model does not
accurately represent the bone marrow region that lies inside
of the bone. This occurs because the piecewise constant
model is unable to represent more than two grayscale inten-
sities.
5.2 Brain Reconstruction
In Fig. 4 we show a   -pixel grayscale image that
is a cross-section of a human skull and brain. This image
has significant piecewise smooth structure, the boundaries
between the bone and the gray matter have large intensity
variation, but within the bone gray matter regions, the image
has significant smoothness.
We show, in Fig. 5, several stages of the brain recon-
struction using the proposed method. In this reconstruc-
tion we used 25 equally-spaced projections. Again, in the
top left, we show the initialization of the algorithm with
densely-spaced separate square regions. The algorithm pro-
ceeds from left to right. Notice how accurately the edges
of the skull region are segmented by the contour in the pro-
posed model.
In Fig. 6, we compare the brain reconstruction with the
reconstruction from other methods. All methods in this
comparison used 25 equally-spaced projections. In the top
left we show the true brain CT image. In the top right
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Figure 3: Comparison of bone reconstruction methods from
9 equally-spaced projections. True image (top left), filtered
back projection reconstruction (FBP) (top right), piecewise
constant reconstruction (bottom left), and proposed piece-
wise smooth reconstruction (bottom right).
Figure 4: True 145 145-pixel brain CT image (courtesy of
the Department of Medical Imaging and Radiation Sciences
at Monash University.)
we show the reconstruction using filtered back projection
(FBP). In the bottom left, we show the reconstruction us-
ing the piecewise constant model and in the bottom right
we show the reconstruction using the proposed piecewise
smooth model.
Again note the accuracy with which the proposed model
segments some of the small scale features of the skull and
brain. The piecewise constant model attempts to represent
the medium-intensity gray matter inside the skull region by
considering part of the region to be foreground and part of
the region to be background. The segmentation produced by
the proposed model more accurately represents the physical
boundaries between anatomical regions.
Figure 5: Several stages of brain reconstruction from 25
equally-spaced projections using proposed method. Algo-
rithm initialization in top left image. Evolution proceeds
from left to right and is continued in the second row. Final
reconstruction on bottom right.
6. Discussion
We have presented a technique for reconstruction of to-
mographic images from Radon transform projections that
explicitly deals with the under-constrained nature of the
limited-angle tomography problem by enforcing priors on
the reconstructed image. The technique, in addition to ac-
curately reconstructing images, also separates the image
into regions, thereby segmenting the image. Segmenting
the reconstructions of the methods that have been compared
against would produce inferior results to the segmentations
obtained directly from this model. In limited-angle tomog-
raphy filtered back projection produces reconstructions that
are streaky and hence difficult to segment. Piecewise con-
stant reconstruction produces segmentations but they are in-
accurate when the image is not piecewise constant.
Although the presented results have been explicitly for
two dimensions, the technique is easily generalized to three-
dimensional image functions. Much of the discussion
remains the same, however, in three dimensions, a sur-
face represents the boundary between regions instead of a
contour. The resulting evolution equations for the three-
dimensional problem are obvious three-dimensional gener-
alizations of the evolution equations proposed in this paper.
The curvature term in Eq. (7) for the contour embedded in
two dimensions becomes mean curvature for the surface in
three dimensions. The authors are in the process of imple-
menting the proposed technique in three dimensions.
The computational requirements of this technique are
much higher than that of filtered back projection and sig-
nificantly higher than that of piecewise constant reconstruc-
tions due to the evolution of the image intensity functions.
For future work for this technique we suggest solving for the
intensity of the image regions using multigrid techniques to
achieve higher computational efficiency.
In this paper, we have made little discussion about the
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Figure 6: Comparison of brain reconstruction methods
from 25 equally-spaced projections. True image (top left),
filtered back projection reconstruction (FBP) (top right),
piecewise constant reconstruction (bottom left), and pro-
posed piecewise smooth reconstruction (bottom right).
type of initial contour. In our simulations, we initialized
with a densely-spaced group of squares that spans the en-
tire image. Other authors use a thresholded version of the
reconstruction that has minimum norm or a thresholded ver-
sion of the filtered back projection reconstruction [15, 16].
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