Model counting is the problem of computing the number of satisfying assignments of a given propositional formula.
Introduction
Knowledge compilation (KC) is concerned with converting general types of knowledge into tractable forms, which allows certain hard reasoning tasks to be performed efficiently on the compiled forms [1, 2, 3] . Model counting is the problem of computing the number of satisfying assignments of a given propositional formula, which is instrumental to the effective performance of probabilistic inference [4, 5, 6, 7] . It is well known that the exact model count computing is a #P-complete problem. According to the idea of KC, for a propositional language supporting tractable model counting, one can first compile a formula into the target language, and then count the models of the compiling result in polytime (see e.g., [8] ).
A common deficiency of all KC approaches is the explosion in sizes for certain types of formulas in practice, and thus we cannot generate the compiled results to count the exact model numbers of such types of formulas. In particular, a compiler is often relatively inefficient in the conjunctive normal form (CNF) formulas with high treewidths. This brings the issue of seeking an alternative solution via a partial compilation of hard CNF formulas, with a further estimation of a model number based on the partial compiled results obtained.
Decomposable Negation Normal Form (DNNF) [9] is an influential KC language which includes Ordered Binary Decision Diagrams (OBDDs) [10] , Sentential Decision Diagrams (SDDs) [11] , OBDDs with the conjunctive decomposition (OBDD[∧]) [12] . Decision-DNNF [13] is a subset of DNNF that captures most of the practical knowledge compilers, including c2d [14] , DSHARP [15] , BDDjLu [16] , and D4 [17] . A generalization of Decision-DNNF (hereinafter referred to as partial Decision-DNNF) is proposed in this study by introducing a class of new leaf vertices (the so-called unknown vertices). Each unknown vertex represents a sub-formula (conditioned on some partial assignment) that is not compiled yet. We propose an algorithm called PARTIALKC to generate a randomly partial Decision-DNNF. We can compute an unbiased estimate of model number using the randomly partial Decision-DNNF. Each calling of PARTIALKC consists of multiple callings of MICROKC. Each of the latter callings is treated as a process of importance sampling equipped with KC technologies, including dynamic decomposition, non-chronological backtracking, component caching, and backbone-based simplification [18, 16] . The proposal distribution chosen in MICROKC is based on the partial Decision-DNNF formula itself. To ensure that each partial Decision-DNNF formula can represent a joint distribution, its decision vertices are labeled with certain probabilities. The probabilities are estimated by a DPLL-based algorithm which generates special partial Decision-DNNF formulas.
Many approximate model counters are based on the Monte Carlo methods (see e.g., [19, 20, 21, 22] ). Such counters can be classified into three basic categories [22] . Let ϕ be a formula with Z models. A counter of the first category is parameterized by (ε, δ), and computes a model number of ϕ that lies in the interval [(1 + ε) −1 Z, (1 + ε)Z] with confidence at least 1 − δ. A counter of the second category is parameterized by δ, and computes a lower (or upper) bound of Z with confidence at least 1 − δ. The counters of the third category provide fewer guarantees, but offer proper approximations in practice. These counters often scales better than the ones in the first category. The Markov's inequality application allows one to convert the majority of third-category counters into those of the second category [19] . SampleSearch [20] and SearchTreeSampler [21] are the state-of-the-art counters of the third category. The former scales better while the latter often provides more accurate estimates. PARTIALKC also falls into the third category. The experimental results show that PARTIALKC is more accurate than both SampleSearch and SearchTreeSampler, and scales better than SearchTreeSampler.
Related Work. This work is closely related to the study [23] . For many KC languages, each model of a formula can be seen a particle of the corresponding compiled result. Therefore, the authors [23] used the generated models (i.e., samples) to construct an AND/OR sample graph, and then used it to estimate the model number of a CNF formula. Each AND/OR sample graph can be treated as a partial compiled result in AOBDD (binary version of AND/OR Multi-Valued Decision Diagram [24] ). It was theoretically proved in [23] that the estimate variance of the partial AOBDD is smaller than that of the mean of samples. The proposed PARTIALKC approach has two main differences from that of [23] . Firstly, the latter approach envisages an independent generation of each sample, while the KC technologies used in PARTIALKC can accelerate the sampling (and thus the convergence), which fact is experimentally verified in this study. Secondly, the decomposition used by the partial AOBDD in [23] is static, while that used by partial Decision-DNNF is dynamic, which is known to be more effective in the KC field than the static one [15, 17] .
Preliminaries
This paper uses x to denote a propositional or Boolean variable, and X to denote a set of variables. To simplify notations, a singleton set is assimilated, in some cases, with its unique element. A formula is constructed from constants 0, 1 and variables using negation operator ¬, conjunction operator ∧, and other logical operators that can be defined using ¬ and ∧. For example, the disjunction operator ∨ and decision operator can be defined as ϕ ∨ ψ = ¬(¬ϕ ∧ ¬ψ) and ϕ x ψ = (¬x ∧ ϕ) ∨ (x ∧ ψ), respectively. As applied to formula ϕ, we use V ars(ϕ) to denote the set of variables appearing in ϕ.
An assignment ω over variable set X is a mapping from X to {0, 1}, and the set of all assignments over X is denoted by 2 X . Given any formula ϕ and assignment ω over a superset of V ars(ϕ), ω satisfies ϕ (denoted by ω |= ϕ) iff one of the following conditions holds: ϕ = 1; ϕ = x and ω(x) = 1; ϕ = ¬ψ and ω |= ψ; or ϕ = ψ ∧ ψ , ω |= ψ and ω |= ψ . A formula is satisfiable if it has at least one model, and it is unsatisfiable otherwise. The number of models of formula ϕ over X is denoted by Z X (ϕ), and X is sometimes omitted in an explicit context. The marginal probability of ϕ over a variable x ∈ X is the ratio of Z X (ϕ ∧ x) to Z X (ϕ). Model counting, also known as #SAT, concerns counting the model number of a given formula. Given two formulas ϕ and ψ, ϕ is equivalent to ψ (denoted by ϕ ≡ ψ) iff the model set of ϕ and that of ψ over V ars(ϕ)∪V ars(ψ) are equal to each other. The conditioning of formula ϕ on assignment ω, denoted by ϕ| ω , is a formula obtained by replacing each x in ϕ with 1 (resp. 0) if x = 1 ∈ ω (resp. x = 0 ∈ ω).
A literal is either a variable x or its negation ¬x. Given a literal l, its negation ¬l is ¬x if l is x, and ¬l is x otherwise. A literal l is called an implied literal of formula ϕ if ϕ |= l; and an implied literal can be used to simplify ϕ by conditioning. A clause δ is a set of literals representing their disjunction. A formula in conjunctive normal form (CNF) is a set of clauses representing their conjunction.
A formula in negation normal form (NNF) is constructed from 0, 1 and literals using only conjoining and disjoining operators. An NNF formula can be represented as a rooted, directed acyclic graph (DAG) where each leaf vertex is labeled with 0, 1 or literal; and each internal vertex is labeled with ∧ or ∨ and can have arbitrarily many children. For an NNF vertex v, we sometimes use ϑ v to denote the NNF formula rooted at v. An NNF formula ϑ is decomposable (DNNF) if for each ∧-vertex u in ϑ, the sub-formulas rooted at the children Ch(u) do not share variables. 
Full Decision-DNNF
We first present the notion of full Decision-DNNF, and we can use a full Decision-DNNF formula to represent a joint probability distribution by labeling some arcs with probabilities: Definition 1 (full Decision-DNNF 
Figure 1a depicts a full Decision-DNNF. Hereafter we denote a leaf by ⊥ or , a decomposition vertex by ∧, Ch(v) , and a decision vertex by sym(v), ch 0 (v), ch 1 (v) . For simplicity, we sometimes use x to denote x, ⊥ , ; ¬x to denote x, , ⊥ ; and a full Decision-DNNF formula rooted at u by ϑ u . Each leaf ⊥ or represent 0 or 1. Each decision vertex v labeled with x represents formula ϕ x ψ where ϕ and ψ represent the formulas rooted at ch 0 (v) and ch 1 (v), respectively, and x appears in neither ϕ nor ψ. Each decomposition vertex represents a conjunction of the formulas rooted at its children. It is easy to see that Decision-DNNF is a subset of DNNF, and each decision vertex does not have two constants 0 as its children.
Given a Decision-DNNF vertex u over X and a vertex v in ϑ u , we use Z(v) to denote the number of models of ϑ v over X. Then Z(u) can be recursively counted in linear time (c = 2
(1−|Ch(u)|)·|X| ):
A Decision-DNNF formula ϑ is an Ordered Binary Decision Diagram with implied Literals (OBDD-L) [16] over a linear order ≺ of variables if it satisfies two conditions: for each decomposition vertex in ϑ, there exists at most one child representing a non-literal; for each decision vertex v and its decision descendant w, the variable labeled on v is less than the one labeled on w over ≺.
We can use a Decision-DNNF formula to represent a joint probability distribution. Let u be a Decision-DNNF vertex over X. For an assignment ω over X, u defines the distribution as follows:
. Therefore, each non-zero vertex represents a joint probability distribution over X. Consider the full Decision-DNNF formula in Figure 1a again. We denote the root by u, and have that P r u (x 1 = 0, x 2 = 0, x 4 = 1, x 6 = 0) = 0.24 and P r u (x 1 = 1,
Proposition 1. Let u be a full Decision-DNNF vertex, let v be a decision vertex in ϑ u , and let X be the set of variables labeled on some path from u to a parent of v. We have that P r u (sym(v) = b|X) = p b (v).
According to the above proposition, we can perform importance sampling with a full Decision-DNNF formula as the proposal distribution. The sampling algorithm is presented in Algorithm 1.
Algorithm 1: SAMPLEDNNF(u)
Input: a satisfiable full Decision-DNNF vertex u Output: a partial assignment ω with probability
Sample a Boolean value b with probability p 1 (u)
Let u be a full Decision-DNNF vertex over X. For a set of outputs ω 1 , . . . , ω N of Algorithm SAMPLEDNNF(u), an unbiased estimate of Z(u) can be derived as follows:
If u is a decision vertex, and Q is the Bernoulli distribution with probability p 1 (u), we can rewrite the decision case of Eq. (1) as follows:
Therefore, if there are two unbiased estimates Z(ch 0 (u)) and Z(ch 1 (u)) of Z(ch 0 (u)) and Z(ch 1 (u)), an unbiased estimate of Z(u) can be obtained from a set of samples from Q. Similarly, if u is a ∧-vertex and we have an unbiased estimate Z(v) of Z(v) for each child v, then
⊥ ⊤ ⊥ ⊤ 
Figure 1b depicts a partial Decision-DNNF. Hereafter we use ? to denote an unknown vertex. For simplicity, we sometimes use f (w) and p(w) to denote f 0 (w), f 1 (w) and p 0 (w), p 1 (w) for each decision vertex w. We can establish a part-whole relationship between partial and full Decision-DNNF formulas: Definition 3. Let u and u be partial and full Decision-DNNF vertices, respectively. ϑ u is a part of ϑ u iff u is an unknown vertex, or the following conditions hold:
and the partial Decision-DNNF formulas rooted at ch 0 (u) and ch 1 (u) are parts of the Decision-DNNF formulas rooted at ch 0 (u ) and ch 1 (u ), respectively; and (c) If u = ∧, Ch(u ) , then sym(u) = ∧, |Ch(u)| = |Ch(u )|, and each partial Decision-DNNF formula rooted at some child of u is exactly a part of one Decision-DNNF formula rooted at some child of u .
The partial Decision-DNNF formula depicted in Figure  1b is a part of the full Decision-DNNF formula depicted in Figure 1a . Given a partial Decision-DNNF formula rooted at u that is a part of Decision-DNNF formula rooted at u , the above definition establishes a mapping from the vertices of ϑ u to those of ϑ u . For a vertex v in ϑ u corresponding to another vertex v in ϑ u under this mapping, we say that v, v is a part-whole pair of vertices. A full Decision-DNNF formula can be seen as a compact representation for a model set Ω, while a part of this Decision-DNNF formula represents a subset of Ω. In other words, we can use a part of a full Decision-DNNF formula to estimate its model number. Firstly, a partial Decision-DNNF formula can be used to compute an exact lower (upper) bound of model number:
Proposition 2. Let u and u be, respectively, a partial Decision-DNNF vertex and a full Decision-DNNF vertex over X such that ϑ u is a part of ϑ u . For each unknown vertex v in ϑ u corresponding to v in ϑ u under the part-whole mapping, we have a lower (upper) bound Z(v) of Z(v ). A lower (upper) bound of Z(u ) can be recursively computed by case analysis in linear time:
Our main aim is to compute an unbiased estimate of the model number. For a full Decision-DNNF vertex u , we mentioned that we can compute an unbiased estimate of Z(u ) using a set of partial assignments output by SAM-PLEDNNF(u ). Actually, we can also obtain an unbiased estimate of Z(u ) from some type of partial DecisionDNNFs of ϑ u called randomly partial Decision-DNNF. We propose an algorithm called RANDOMPART in Algorithm 2 to generate a randomly partial Decision-DNNF based on SAMPLEDNNF. Firstly, we initialize visiting number and estimate marginal probability for each decision vertex on Lines 1-7. Secondly, we sample N times and record the visited decision vertices on Lines 8-14.
(sym(v), b) ∈ ω on Line 12 means that the arc from v with direction b is visited in calling SAMPLEDNNF. Obviously, we can update f b (v) in the Algorithm SAM-PLEDNNF instead of using an extra loop to update them on Line 15-17. Finally, we replace the unvisited vertices with unknown ones.
We can use a randomly partial Decision-DNNF to compute an unbiased estimate of the model number of the corresponding full Decision-DNNF. Note that we assume that 0 divided by 0 equals 0. Proposition 3. Let u, u be a part-whole pair of Decision-DNNF vertices over X, where u is randomly partial Decision-DNNF generated by calling PARTIALKC(u , N ). We can recursively compute an unbiased estimate of Z(u ) in linear time by case analysis (for each unknown vertex v in ϑ u , we assume that Z(v) equals a random value z, which does not impact the value of Z(u)):
Algorithm 2: RANDOMPART(u,
else let p 0 (v) be an estimate of marginal probability of ϑ v over sym(v) Figure 1a . The exact number of models of ϑ u over {x 1 , . . . , x 6 } is 24. We assume that two callings of SAMPLEDNNF(u) output two partial assignments {x 1 = 0, x 2 = 0, x 4 = 1, x 6 = 0} and {x 1 = 1, x 2 = 1, x 4 = 1, x 4 = 1, x 6 = 0}. Then RANDOMPART(u, 2) will output the partial Decision-DNNF in Figure 1b . According to Proposition 3, we compute Z(u) in a bottomup way. It is obvious that for a vertex v representing a literal, Z(v) = 2 5 . This yields the following results (we denote ch 0 (ch 0 (u)) by u 00 ):
Partial Knowledge Compilation
We aim at estimating the model numbers for hard CNF formulas, which cannot be compiled within the tolerated time and limited space. Obviously, we cannot accomplish this goal by first compiling a CNF formula into an equivalent Decision-DNNF formula, and then generating a randomly partial Decision-DNNF formula to estimate the number of models (in fact, we can obtain the exact number of models if a full compilation is possible). We directly generate a randomly partial Decision-DNNF formula from the CNF formula rather than from an equivalent full Decision-DNNF formula. The process of generating a partial Decision-DNNF formula from a CNF formula is called partial KC. We propose an algorithm called PARTIALKC (in Algorithm 3) to generate a randomly partial Decision-DNNF formula.
The algorithm PARTIALKC consists of N callings of MICROKC presented in Algorithm 4. We use the hash table H to store the current compiled result implicitly. 
Each calling of MICROKC will update the hash table and thus implicitly enlarge the current compiled result rooted at H(ϕ). On Lines 2-3, we deal with the cases where ϕ is 1 or a literal. On Lines 5-15, we deal with the case of the initial calling of MICROKC on ϕ. We decompose ϕ into a set of sub-formulas without sharing variables on Line 5. We require that all implied literals are extracted. Therefore, for each sub-formula ψ i with more than one variable, and each variable x, both ψ i | x=0 and ψ i | x=1 are satisfiable. On Lines 7-13, we deal with the case where ϕ is not decomposable. We create a decision vertex u labeled with a variable x from V ars(ϕ). We estimate the marginal probability of ϕ over x and sample a Boolean value b with this probability. Note that the variance of our model counting method strongly depends on the accuracy of the estimate. We generate children of u and update the information about probability and frequency on Lines 11-13. On Line 14, we deal with the case where ϕ is decomposable, and recursively call MI-CROKC for each sub-formula. On Lines 16-20, we deal with the case on the repeated calling of MICROKC on ϕ.
It is easy to see that if we have sufficient time and memory, PARTIALKC(ϕ, ∞) will output a partial Decision-DNNF formula without any unknown vertex; that is, the result can be seen as a full Decision-DNNF formula that is equivalent to ϕ. If the visiting frequency is not considered, this algorithm converges to a final equivalent Decision-DNNF formula for each CNF formula as N approaches infinity. Assume that this final Decision-DNNF is rooted at u . Obviously, the outputs of PARTIALKC(ϕ, N ) and RANDOMPART(u , N ) are independent and identically distributed. Therefore, we can draw the following conclusion:
Proposition 4. Given a CNF formula ϕ, there exists some equivalent full Decision-DNNF formula rooted at u such that PARTIALKC(ϕ, N ) outputs a partial Decision-DNNF formula which is part of ϑ u .
Since each calling of MICROKC(ϕ) will introduce at most 3 · |V ars(ϕ)| edges into the output of PAR-TIALKC(ϕ, N ), the output of PARTIALKC(ϕ, N ) has at Choose a variable x from ϕ
10
Let p be an estimate of marginal probability of ϕ over x
11
Sample a Boolean value b with probability p
12
Create a decision vertex u with sym(u) = x Example 2. We run PARTIALKC on the formula ϕ = (
Assume that the variable with the minimum subscript is chosen on Line 7. For the first calling of MICROKC(ϕ), the condition on Line 9 is satisfied. We choose x 1 on Line 7, and estimate that the marginal probability of ϕ over x 1 is about 0.2. We assume that 0 is sampled on Line 9. Then MICROKC(ϕ 0 ) is recursively called, where
Similarly, the condition on Line 6 is satisfied. We choose x 2 on Line 7, and estimate that the marginal probability of ϕ 0 over x 2 is about 0.5. We assume that false is sampled on Line 9. Then MICROKC(ϕ 00 ) is recursively called, where ϕ 00 = (x 4 ∨ x 6 ) ∧ (¬x 4 ∨ ¬x 6 ). Similarly, the condition on Line 6 is satisfied. We choose x 4 on Line 7, and estimate that the marginal probability of ϕ 00 over x 4 is about 0.6. We assume that 1 is sampled on Line 9. Then MICROKC(¬x 6 ) is recursively called, and then ¬x 6 is returned. MICROKC(ϕ 00 ) returns v 00 = is recursively called, where 
KC Technologies for Reducing the Variance
MICROKC can be seen as a sampling procedure equipped with KC technologies, and the variance of the randomly partial Decision-DNNF depends on three main factors. Firstly, the variance of a single calling of MI-CROKC depends on the number of sampling Boolean values on Lines 9 and 17. The less the samples from the Bernoulli distributions, the smaller the variance. Secondly, the variance also depends on the number of MI-CROKC callings when fixing their total time. We expect to accelerate the running of MICROKC. Finally, the variance depends on the quality of proposal distribution. In the following paragraphs, three KC technologies, which can be used for reducing the variance, are explained.
The first technology is dynamic decomposition on Line 5. We employ a SAT solver to compute the implied literals of a formula, and use these implied literals to simplify the formula. Then we decompose the residual formula according to the corresponding primal graph. We can reduce the variance from the following three aspects:
• After extracting all implied literals, on the one hand, we can reduce the number of sampling Boolean values from the Bernoulli distributions. On the other hand, for each ψ i on Line 5 with more than one variable and each variable x ∈ V ars(ψ i ), we have that ψ i |= ¬x and ψ i |= x. That is, the sampling on Lines 9 and 17 is backtracking-free, which remedies the rejection problem of sampling.
• Similar to the approach used in [20] , we reduce the variance by sampling from a subset of the variables, a technique also known as Rao-Blackwellization. In our implementation, Line 2 in Algorithm 4 is replaced by the following statement: if ϕ is trivial, then we assign H(ϕ) as a known vertex labeled with Z(ϕ). We can detect the trivialness of a CNF formula based on its variable number or some other parameters. After decomposing, we can detect more than one trivial formula, and thus greatly reduce the variance.
• More virtual samples can be provided to reduce the variance. For example, sampling twice for each subformula on Line 14 yields 2 n virtual samples.
The second technology is the component caching implemented in hash table H. In different callings of MI-CROKC, the same sub-formula may need to be processed several times. With the use of component caching, we can save the time of computing implied literals, and thus accelerate the sampling. On the other hand, we can reduce the variance by merging the callings of MICROKC on the same formula. Consider Example 2 again. We call MICROKC twice on ϕ 00 . The corresponding variance is obviously smaller than that of a single calling of MICROKC. Then, the variance of a randomly partial Decision-DNNF formula is reduced. In our implementation, the advanced component caching in sharpSAT [25] was adopted. If the use of hash table H in MICROKC is canceled, then each calling of MICROKC will return a sample. These samples can be used to estimate the model number, and the resulting counter will be referred to as PARTIALKC-single. In the following section, it will be shown that hash table H can accelerate the running of PARTIALKC, in contrast to PARTIALKC-single.
The third technology is that of generating the proposal distribution based on another form of partial KC. Without consideration of the dynamic decomposition, each calling of MICROKC can be seen as a process of importance sampling, where the resulting partial Decision-DNNF is treated as the proposal distribution. Similar to importance sampling, it is easy to see that the variance of using PARTIALKC to estimating model number depends on the quality of estimating the marginal probability on Line 8. If the estimated marginal probability is equal to the true one, PARTIALKC will yield an optimal (zero variance) estimate. It is obvious that the exact marginal probability can be calculated via an equivalent Decision-DNNF formula. However, we cannot afford the computational cost for compiling a CNF formula into full Decision-DNNF. Alternatively, we estimate the marginal probability by compiling the formula into a partial Decision-DNNF. The compiling algorithm is presented in Algorithm 5, which is based on the classical DPLL algorithm. To avoid a high computational cost, we search for several variables in this DPLL-based algorithm. A small size of partial assignments often impedes the further decomposition of the CNF formula, except for the implied literals. Therefore, we choose to compile the CNF formula into a partial OBDD-L, which is a special class of partial Decision-DNNF formula. Firstly, we generate a partial OBDD-L. Secondly, we substitute for each vertex ? , which turns the resulting DAG into a full OBDD-L. The marginal probability of the latter is used to estimate that of a CNF formula over x. Consider the formula ϕ in Example 2 again. Let X = {x 1 , x 2 } with x 1 ≺ x 2 . Then PARTIALOBDDL(ϕ, X, ≺) will output x 1 , x 2 , ? , ? , ∧, { x 2 , ? } . Therefore, the marginal probability of ϕ over x 1 can be roughly estimated as 0.33. We mainly focus on counting models for the instances that are hard to be solved for exact counters. To allow comparison, approximate model counters are evaluated by comparing the quality of the generated lower-bounds (the higher the better). We use the scheme described in [19] to compute lower bounds. According to Markov's inequality, for an unbiased or under estimate Z of count Z, P r[ Z > cZ] < 1/c. Given m estimates of Z, let Z * be the minimum one. For the event that Z * /c does not exceed Z, the respective probability does not exceed 1−c −m . Therefore, if δ ≤ 1−c −m , then Z * will provide a lower bound of Z with probability at least δ. In our experiments, we set the confidence δ = 0.99 and thus set m = 7 and c = 1.9307. Therefore, the minimum estimate of seven ones is divided by 1.9307 to denote the lower bound of the model number. Specifically, the lower bounds obtained by counters PARTIALKC, SampleSearch/LB [20] , and SearchTreeSampler [21] were compared.
Our benchmark suite consisted of problems arising from four domains. The first one involved the Field Programmable Gate Array (FPGA) routing instances, which were constructed by reducing FPGA detailed routing problems into CNF formulas. The remaining three domains of benchmark instances corresponded to the Langfords problem domain, the normalized Latin squares domain, and the ISCAS89 combinational circuits, respectively. The first, second, and third domains are mostly involved in the testing of approximate counters, while the fourth one is frequently used to test full compilers.
We conducted experiments on a computer with a 64-bit eight-core 3.4 GHz CPU and 16GB RAM. Each run of the model counter for each instance was allowed five hours. The results obtained for ten representative instances are listed in Table 1 . It is noteworthy that none of these instances, except for s13207, can be solved in five hours by the state-of-the-art exact counter sharpSAT. The second column contains various statistical information about the instances: n is the number of variables, c is the number of clauses and w is the treewidth computed using the min-fill heuristic. In the remaining columns, Z indicates the lower boound, N indicates the total calling number of MICROKC, the total number of samples, and the total number of sets of solutions for PARTIALKC, SampleSearch/LB and SearchTreeSampler in the corresponding seven runs, respectively. It is easy to see that each calling of MICROKC can generate a sample. Figures in brackets corresponding to N (+) column indicate the increase in the sampling rate of PARTIALKC, as compared to PARTIALKC-single, in percent. For the instance on which SearchTreeSampler reported "inf", we guess that some variable of floating point number in the program overflowed.
Our experimental results show that PARTIALKC succeeded in reporting lower bound for each instance, while SampleSearch/LB and SearchTreeSampler failed to report any results in one and two cases, respectively, out of the ten instances. As compared to SampleSearch/LB, PARTIALKC yielded better lower bounds for all instances. 1 For five instances, SampleSearch/LB underestimated the counts by at least one order of magnitude, in contrast to PARTIALKC. We can also observe that PARTIALKC computed higher lower bounds than SearchTreeSampler on eight out of the ten instances, and the former scales better than the latter. The performance of PARTIALKC in the normalized Latin squares domain is worse than that of SearchTreeSampler, because the high costs of computing implied literals for the instances under partial assignments make the sampling very slow. The experimental results also show that PARTIALKC can generate more samples than PARTIALKC-single for all instances except vda gr rcs w9, due to the KC technology component caching. For three instances, samples generated by PARTIALKC are at least twice as many as those generated by PARTIALKC-single. As applied to the same problem, it is easy to understand that the sampling rate of PARTIALKC increases with the running time. Therefore, PARTIALKC is more effective for relatively easy problems which are still hard for exact model counting.
Conclusions
A new representation partial Decision-DNNF, and a new approach PARTIALKC for approximate model counting were proposed, to mitigate the explosion in sizes, which is intrinsic to all full KC methods. For each CNF formula, PARTIALKC can generate a randomly partial Decision-DNNF formula, which can be used to compute an unbiased estimate of the model number of the corresponding formula. A single calling of PARTIALKC consists of multiple callings of MICROKC, and each of the latter callings can be seen as a process of importance sampling equipped with KC technologies. The proposal distribution chosen in MICROKC is based on the partial Decision-DNNF formula itself. Each decision vertex in partial Decision-DNNF is labeled with a probability which is estimated via a partial OBDD-L generating algorithm. The experimental results show that PARTIALKC are more accurate than both SampleSearch and SearchTreeSampler, and scales better than SearchTreeSampler. This study build new connections between the two fields of model counting and KC, which makes that the progress of approximate model counting can directly benefit from the development of KC technologies.
