Abstract. In this paper, we study the nonlocal Choquard equation
Introduction and main results
We are interested in the following nonlinear Choquard equation
where the dimension N ∈ N * = {1, 2, . . .} of the Euclidean space R N is given and V ∈ C(R N , [0, +∞)) is an external potential. The function I α : R N \{0} → R is the Riesz potential of order α ∈ (0, N ), defined for each x ∈ R \ {0} by
where Γ is the classical Gamma function, and ε > 0 is a small parameter.
The nonlocal semilinear equation (C ε ) with N = 3, α = 2 and p = 2 is known as the Choquard-Pekar equation. It appears in several physical contexts: standing waves for the Hartree equation, Pekar's quantum physical model of a polaron at rest [29] , Choquard's model of an electron trapped in its own hole [18] and a model coupling the Schrödinger equation of quantum mechanics and the classical Newtonian gravitational potential [13, 16, 17, 22, 30] .
The existence and qualitative properties of solutions of the Choquard equation (C ε ) have been studied mathematically for a few decades when ε is a fixed constant by variational methods [18, 20, 21, 24] (see also the review [26] and the references therein). In quantum physical models, the parameter ε is an adimensionalized Planck constant which in the semiclassical limit régime is quite small. In general, one expects to recover some classical dynamics in this régime.
This semiclassical limit is well understood for the nonlinear Schrödinger equation
Under the assumption that inf R N V > 0, solutions concentrating at critical points of the potential V have been construted by topological and variational methods [4-6, 11, 15, 28, 31, 35] . The remaining case inf R N V = 0 corresponds to the critical frequency. When inf R N V = 0 and V > 0 on R N , such constructions are still possible provided the function V does not decay too fast at infinity or q is large enough [7, 8, 23] . When the potential V vanishes somewhere in R N , then the solutions exhibit a different concentration behaviour which was studied by J. Byeon and Z.-Q. Wang [9, 10] . For the Choquard equation (C ε ), the semiclassical limit has been studied in the subcritical frequency case inf R N V > 0 [12, 36] (with extensions to the quasilinear case [2, 3] and to general nonlinearities [38] ) and when inf V = 0 and V > 0 [25, 32] .
In this work we study a large class of potential V that vanishes somewhere on R N . 
and a sequence (ε n ) n∈N in (0, +∞) converging to 0 such that, as n → ∞,
and
positive and γ-homogeneous
and there exists x ∈ R N such that
Here, a function W : R N → R is positive γ-homogeneous if for every y ∈ R N \ {0}, W (y) > 0 and if for every t ∈ [0, +∞) and every y ∈ R N , W (ty) = t γ W (y).
For the nonlinear Schrödinger equation, the semiclassical limit has been studied under similar asymptotic homogeneity conditions on the external potential V [9] .
The results can be restated in terms of convergence to minimizers of a concentration function. Indeed, if the limiting functional
obtained by completion of the set of smooth functions C ∞ c (R N ) endowed with the norm associated to the quadratic part of J W :
the limiting groundstate level E(W ) is defined by
(this infimum is in fact always achieved since the positive γ-homogeneous potential W is coercive [34] ), then the function v * achieves the infimum in (1.2) and
where the concentration function C : R N → (0, +∞] is defined for each x ∈ R N by
is positive and γ-homogeneous and lim
The main difficulty in order to prove Theorem 1.1 is in the proof of the lower bound, where we have two radically different behaviour at points and these limit cannot be uniform. Our approach to this problem is to consider at every point all the homogeneous potentials that are asymptotically below the potential V ; at most points this class is unbounded, giving an infinity lower bound, and at the other points it is bounded and gives the lower bound.
The case where the potential V vanishes on a large set has also been studied for the nonlinear Schrödinger equation [9] , we consider such a case for the Choquard equation.
and if there exists a bounded open set Ω with a smooth boundary such that
which is a ground state of
and a sequence (ε n ) n∈N in (0, +∞) converging to 0 such that
Theorem 1.2 is reminiscent of some results obtained for the problem
The rest of the paper is organized as follows. We study the existence of solutions for small parameters in Section 2 and Section 3.1 is devoted to study the existence of groundstate solution for small parameter thus complete the proof of the first part of Theorems 1.1 and 1.2. The asymptotics of Theorem 1.1 are obtained in Section 3, whereas those of Theorem 1.2 are the object of Section 4.
Existence of solutions
Equation (C ε ) is variational in nature, its weak solutions are, at least formally, critical points of the functional defined by
The linear part of the equation (C ε ) naturally induces a norm
The norms for various ε are all equivalent to each other. We set H 1 V (R N ) to be the Hilbert space obtained by completion of the set of smooth test functions C ∞ c (R N ) with respect to any of the norm · ε . Although it will not play any role in this work, using the continuity of V and the fact that lim |x|→∞ V (x) > 0 the space H 1 V (R N ) can also be characterized as
We first recall how the space H 1 V (R N ) can be embedded continuously into the classical Sobolev space H 1 (R N ) equipped with the standard norm · H 1 for fixed ε > 0, even though the potential V has a nontrivial set of zeroes.
Proof. Let
By definition of the limit, there exists
(Here and in the sequel, we use the notation B r (a) to denote the ball in R N with radius r and centered at a and B r = B r (0).) By integration, we have immediately
We take a function ψ ∈ C ∞ (R N ) such that 0 ≤ ψ ≤ 1 in R N , ψ(x) = 1 for each x ∈ B R/2 and ψ(x) = 0 for each x ∈ R N \ B R . Then, it follows from the classical Poincaré inequality on the ball B R that
3)
The conclusion then follows from the combination of the inequalities (2.3) and (2.2).
By the classical Sobolev embedding of
N . The well-definiteness, continuity and differentiability of the nonlocal term in the function I ε defined by (2.1) follows then from the classical Hardy-Littlewood-Sobolev inequality [19, Theorem 4.3] 
where the constant C H > 0 depends only on α, N , and s.
A solution u is a groundstate of the Choquard equation (C ε ) I ε (u) is the least among all nontrivial critical values of I ε , namely, u has the least energy among nontrivial solutions. A natural and well known method to search the groundstate is to minimize the functional I ε on the Nehari manifold (see [33] ) of the equation (C ε ) which is defined by
The corresponding groundstate energy is described as 
Proof. We fix ε > 0. If we define G ε (u) := I ′ ε (u), u , then for any u ∈ N ε , we have G ε (u) = 0, which, together with the Hardy-Littlewood-Sobolev inequality (2.4) and the Sobolev inequality implies that
where the constant C 1 > 0 depends on ε. This leads to
Hence, for any u ∈ N ε , we have
it follows from the implicit function theorem that N ε is an embedded submanifold of class C 1 .
Let us no assume that the function u ∈ N ε is a critical point of the restricted functional I ε Nε , then there exists a Lagrange multiplier λ ε ∈ R, such that
. By testing this equation against u itself, we have
we thus deduce by (2.5) that λ ε = 0 and the conclusion follows then from (2.6).
We now prove the existence of groundstate solutions of (C ε ) for small parameters. Proof of Proposition 2.3. By Ekeland's variational principle [37] , there exists a minimizing sequence (u n ) n∈N in N ε for c ε , such that, as n → ∞,
We first observe that the sequence (u n ) n∈N is bounded, because
Up to a subsequence we can assume that u n ⇀ u weakly in H 1 V (R N ) and u n → u almost everywhere in R N as n → ∞. If u = 0, we reach the conclusion. Indeed, I ′ ε (u) = 0, which, together with the weakly lower semi-continuity of the norm, implies that
that is, the function u is a minimizer for c ε and is thus a groundstate of the Choquard equation (C ε ) by Lemma 2.2.
In order to conclude, we assume by contradiction that u = 0. We have then
. We define the function v n = ηu n . We have by our contradiction assumption, as n → ∞,
If we define
and if we take t n ∈ (0, +∞) such that
then lim sup n→∞ t n ≤ 1 and thus
where c
, and we observe that I ν ε ′ (ϕ ε ), ϕ ε = 0 and
On the other hand, by the definition of c ε , we have
When ε is small enough so that ε supp ϕ ⊂ B δ (x * ), we have V ≤ ν on x * + ε supp ϕ and we conclude that
which contradicts the lower bound (2.7).
3. Asymptotics for potential with homogeneous zeroes 3.1. Asymptotic upper bound. We define the upper concentration functionC :
is positive and γ-homogeneous and
The quantity E(W ) was defined in (1. 
then W ≤W in R N , and thus E(W ) ≤ E(W ), so that by taking the infimum, C(x) ≤ C(x).
To alleviate the notation, we fix for the rest of this section
Proposition 3.1. One has
Proof. Let x * ∈ R N , letW ∈ C(R N ) be a positive γ-homogeneous function such that
We observe that by homogeneity and scaling, we have for each ε > 0,
Since the functionW is γ-homogeneous and satisfies (3.1), we have for each y ∈ R N ,
uniformly when y stays in the support of ϕ which is compact by assumption. Thus by Lebesgue's dominated convergence theorem, we have
For every ε > 0, we fix t ε ∈ (0, +∞) in such a way that
and we observe that lim ε→0 t ε = t * , where t * ∈ (0, +∞) is characterized by
We have then
Since the left-hand side is independent of ϕ, taking the infimum with respect to ϕ and by density of the set of smooth test functions
Since the left-hand side does not depend onW , by taking now the infimum with respect to suitable positive γ-homogeneous functionsW ∈ C(R N ), we deduce that
≤C(x * ).
Since the point x * ∈ R N is arbitrary, the conclusion follows.
Asymptotic lower bound and behaviour of solutions.
We define the lower concentration function C : R N → R by
where the quantity E(W ) was defined in (1.2).
Under the assumptions of Theorem 1.1, we have C = C. Indeed, if lim z→x V (x)/|z − x| γ = +∞, then we can take any positive and γ-homogeneous function in the definition of the lower concentration function C and thus C(x) = +∞. Otherwise, there exists a positive and γ-homogeneous function W ∈ C(R N ) such that
and thus C(x) ≤ C(x). Moreover, if
by monotonicity of E, we have E(W ) ≤ E(W ) = C(x); it follows then that C(x) ≤ C(x).

Proposition 3.2. Let (ε n ) n∈N be a sequence of positive numbers converging to 0 and
Then up to a subsequence, there exists R * > 0 and x * ∈ R N such that
If moreover W is a positive γ-homogeneous function such that
v * is a weak solution to
In order to prepare the proof of Proposition 3.2, we first give a lower bound on the potential V .
Proof. We define the set K = V −1 ({0}). Since the function V is continuous and lim |x|→∞ V (x) > 0, the set K is compact. If x ∈ K, we have lim z→x V (z)/|z − x| γ > 0 and there exists thus δ > 0 such that B δ (x)∩K = {x}. Hence, the set K is finite and can be written as K = {a 1 , . . . , a k } with k ∈ N and a 1 , . . . , a k ∈ R N . Moreover, there exist ρ > 0 and ν > 0 such that if j ∈ {1, . . . , k} and
Thanks to Lemma 3.3, we establish a uniform estimate on rescaled balls of R N , which is very useful in our subsequent arguments.
Lemma 3.4.
There exists a positive number C, such that if ε is sufficiently small, then for every u ∈ H 1 (B ε κ (x)) and every x ∈ R N , we have
Proof. Let x ∈ R N . By the Minkowski, Poincaré and Cauchy-Schwarz inequalities (see for example [14] ), we first see that,
where the constant C 1 only depends on the dimension N , andū denotes the average of the function u on the ball B ε κ (x):
By Lemma 3.3, we observe that, if λ ≤ µ,
If we take λ = µ((1/4k) 1/N ε κ ) γ , we have, if ε is small enough,
We have thus, by (3.3) and by the Cauchy-Schwarz inequality
In view of (3.2) we obtain finally
The conclusion follows.
Finally, we recall how similarly to Lemma 2.1, a control in H 1 W (R N ) on a ball gives a control in H 1 on the same ball.
Lemma 3.5. If W ∈ C(R N ) is positive and γ-homogeneous, then there exists a constant
Proof. By scaling of the inequality and by γ-homogeneity of the potential W , we can assume without loss of generality that R = 1. We choose ψ ∈ C ∞ c (B 1 ) such that ψ = 1 on B 1/2 . By the Poincaré inequality with Dirichlet boundary conditions on the ball B 1 and since W is bounded from below on B 1 \ B 1/2 , we have by Weierstrass' theorem, that
We are now in position to prove Proposition 3.2.
Proof of Proposition 3.2.
By taking if necessary a subsequence, we can assume that
We also observe that for each n ∈ N,
By the scaled version of the classical Sobolev embedding theorem, we have, for each q > 1 with
here the Sobolev embedding constant C 1 is independent of the point x ∈ R N , which, together with Lemma 3.4, implies that
and then (3.5)
By integration both sides on (3.5) and by Fubini's theorem we conclude that
the constant C 2 depends neither on the point x ∈ R N nor on the parameter ε n > 0 provided that ε n is small enough. Since by assumption for every n ∈ N the function u n is a solution of the Choquard equation (C εn ), we deduce from the Hardy-LittlewoodSobolev inequality (2.4) that
by the boundedness assumption on the sequence and by (3.4), we then arrive at
Hence, there exists a sequence of points (x n ) n∈N in the space R N such that
by a scaling of the endpoint Gagliardo-Nirenberg interpolation inequality on the ball and by Lemma 3.4, we have
Thus, by (3.4) , by the boundedness assumption on the energy and by (3.6), we deduce from (3.9) that
and we then have in view of the identities (3.7) and (3.8) that
On the other hand we have (3.11)
By combining (3.10) and (3.11), we deduce that
We claim that there exists x * ∈ R N such that V (x * ) = 0 and up to a subsequence, the sequence (x n ) n∈N satisfies the condition that (3.13) lim
In fact, by (3.12), there is a sequence y n ∈ B ε κ n (x n ) such that 
In particular by (3.6), there exists R * > 0 such that
We define now for each n ∈ N the rescaled function v n :
We observe that since W is positive, this is equivalent to having
We now compute for each R > 0 and n ∈ N,
and thus in view of (3.15), for every R > 0,
By Lemma 3.5, the sequence (v n ) n∈N is bounded in H 1 (B R ). By weak compactness and by a diagonal argument, there exists a function v * : R N → R such that for each R > 0, one has v * ∈ H 1 (B R ) and the sequence (v n ) n∈N converges weakly to v * in the space
By the lower semicontinuity of the norm, by (3.16) and by (3.4) and by the boundedness assumption, we have
Moreover, in view of Rellich's compact embedding theorem, (v n ) n∈N converges strongly
N+α (B R ) and thus in view of (3.14),
We observe that for each n ∈ N, the function v n satisfies the equation
where the rescaled potential V n is defined for each y ∈ R N by
In order to pass to the limit in (3.18), we consider a test function ϕ ∈ C ∞ c (R N ). We first have by the weak convergence on balls (3.19) lim
If we assume that ϕ ≥ 0, since for each n ∈ N the function v n is nonnegative, we deduce by Fatou's lemma that
We finally study the Riesz potential term. We take R > 0 large enough such that supp ϕ ⊂ B R . Since v n ⇀ v * in H 1 (B R ), thus we have, as n → ∞,
where χ B R denotes the characteristic function of the ball B R . By the Hardy-LittlewoodSobolev inequality (2.4), we know that, as n → ∞,
Summarizing (3.22) and (3.23), we obtain that, as n → ∞,
In view of (3.21), we get that
Since supp ϕ ⊂ B R , we have
By the equation (3.18) , and by the limits (3.19), (3.20) and (3.24), we have for every ϕ ∈ C ∞ c (R N ) with ϕ ≥ 0 that,
By (3.17), v * is an admissible test function and thus
There exists thus t * ∈ (0, 1] such that
In the case where there exists a positive γ-homogeneous function W ∈ C(R N ) such that
we observe that equality holds in (3.20) and thus in (3.25) , so that the additional conclusion follows.
Proof of Theorem 1.1. This follows from Propositions 2.3, 3.1 and 3.2. In fact, we have
where
We thus deduce that
which yields the conclusion.
Asymptotics for a potential vanishing on an open set
This last section is devoted to the proof of Theorem 1.2 which covers the case where the potential vanishes on the closure of smooth bounded open set.
Proof of Theorem 1.2. The existence of solutions for every ε ∈ (0, ε 0 ) follows immediately from Proposition 2.3 with ε 0 > 0.
We define the auxiliary functional
and we observe that for every u ∈ H 1 V (R N ),
Hence, we define for every ε > 0, the function
We also consider the functional K * ∈ C 1 (E) defined for each v ∈ E by
We observe that for every v ∈ E, we have K * (v) = K ε (v), and thus, for every ε > 0, since u ε is a groundstate,
We deduce therefrom that for every ε > 0, we have
On the other hand, by Lemma 2.1, we have if ε ≤ ε 0 , (4.1) N+α (R N ). Moreover we also have v * = 0 on R N \Ω.
In view of the Hardy-Littlewood-Sobolev inequality (2.4), the classical Sobolev inequality and of (4.1), we have, for each n ∈ N, 
