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RESUMO   
O objeto de estudo desta pesquisa foi estudar o transporte eletrônico em 
um dispositivo nanoeletromecânico composto por um componente 
oscilante (pode ser uma nanopartícula condutora, um pilar contendo no 
seu topo um material condutor, uma barra metálica, entre outros) que se 
encontra inserido entre dois eletrodos formando assim um circuito 
elétrico não linear. O componente oscilante é modelado como um poço 
de potencial que têm estados discretos e os eletrodos como sendo gases 
de elétrons de comprimento finito que obedecem à distribuição de Fermi-
Dirac. Com esse arranjo foi possível estudar o transporte de carga devido 
ao acoplamento que vamos ter entre a oscilação mecânica do componente 
oscilante e a carga que está atravessando o circuito. A dinâmica eletrônica 
neste circuito foi estudada a partir do formalismo de matriz densidade 
para resolver a equação de Liouville-von Neumann computacionalmente. 
Nessa dinâmica foram analisados três casos. O primeiro deles é a situação 
quando temos uma diferença de potencial dependente do tempo, onde foi 
mostrado que a transferência de carga dá-se de maneira aproximadamente 
discreta, com períodos intercalados de oscilações coerentes da carga entre 
o poço quântico e os gases de elétrons. No segundo caso foi estudado a 
dinâmica de carga sem diferença de potencial mas com o componente 
oscilante em movimento devido a fatores externos como vibrações do 
ambiente transmitidas ao dispositivo ou qualquer outro dispositivo 
externo capaz de fazer oscilar o poço quântico. Nesse caso foi mostrado 
que o processo é parcialmente previsível durante os intervalos iniciais de 
simulação, consistindo de transferência ressonante de carga entre os 
eletrodos e o componente oscilante, bloqueio de transferência, etc, em um 
processo que ocorre a cada dois períodos distintos devido ao princípio de 
exclusão de Pauli. No último caso, foi estudado a dinâmica de carga 
elétrica tanto com movimento mecânico quanto com diferença de 
potencial onde mostramos que a dinâmica transiente pode ser composta 
de componentes ôhmicos e discretos, um composto de transferência entre 
estados não ressonantes e outra entre estados ressonantes. 
Palavras-Chaves: Sistemas Nanoeletromecânicos, Mecânica Quântica, 
























 ABSTRACT         
The object of this research was to study the electronic transport in a   
nanomechanical electron shuttle device consisting of a oscillating 
component (may be a conductive nanoparticle, a pillar having at its top a 
conductive material, a metal bar, etc.) which is inserted between two 
electrodes hereby forming a non-linear electric circuit. The oscillating 
component is modeled as a potential well having discrete states and the 
electrodes as electron gases of finite length that obey the Fermi-Dirac 
distribution. With this arrangement was possible to study the transport of 
charge due to the coupling that we have between the mechanical 
oscillation of the oscillating component and the electrical charge that is 
going through the circuit. The electronic dynamics in this circuit was 
studied from the density matrix formalism to solve the equation of 
Liouville-von Neumann computationally. In this dynamic three cases 
were analyzed. The first situation is when we have a potential difference 
time-dependent, where it was shown that charge transfer occurs in a 
manner approximately discreet, with interspersed periods of coherent 
oscillations of the electric charge between the quantum well and the 
electrons gases. In the second case it was studied the dynamics of electric 
charge without potential difference but with the oscillating component 
movement due to external factors such as environmental vibrations 
transmitted to the device or any other external device capable of swinging 
the quantum well.  In this case, it was shown that the procedure is partly 
predictable during the initial simulation intervals, consisting of resonant 
charge transfer between the electrodes and the oscillating component, 
transfer lock, etc, in a process that occurs every two distinct periods due 
to the Pauli exclusion principle. In the latter case, the electric charge 
dynamics was studied with mechanical movement and with a potential 
difference which show that the transient dynamic   can be composed of 
discrete components and ohmic, a compound of transfer between non-
resonant states and other between resonant states. 
Keywords: Nanoelectromechanical Systems, Quantum Mechanics, Non-
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Os dispositivos nanoeletromecaˆnicos (NEMS da sigla em ingleˆs) tem
sido objeto de muito interesse ha´ va´rios anos, e uma diversidade de aplicac¸o˜es
tecnolo´gicas, bem como questo˜es puramente cientı´ficas teˆm sido demonstra-
das. Os NEMS fazem parte da nanotecnologia, cujo inı´cio, em seu aspecto
teo´rico, foi estabelecido em 1959 por Richard Feynman em sua confereˆncia
“There’s plenty of room at the bottom” [1] ministrada no Instituto Tecno-
logico de Califo´rnia. Naquela ocasia˜o, ele disse: “Os princı´pios da fı´sica,
tal e como Eu os entendo, na˜o negam a possibilidade para manipular as coi-
sas a´tomo por a´tomo”. Desta forma, Feynman fez pu´blica a sua visa˜o de
pesquisar na escala atoˆmica porque coisas surpreendentes poderiam aconte-
cer tais como a miniaturizac¸a˜o de computadores, manipulac¸a˜o de a´tomos e
construc¸a˜o de ma´quinas a nı´vel molecular.
Apo´s a confereˆncia de Feynman, foi feito o primeiro dispositivo mi-
croeletromecaˆnico por Nathanson et al. [2] da empresa Westinghouse, em
1964. Este dispositivo consistiu em um transistor de comporta ressonante ac-
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cionado electrostaticamente. Depois, em 1970, foi inventado o microproces-
sador que contribuiu nas te´cnicas de litografia. Estas te´cnicas representaram
um grande impacto sobre os me´todos de fabricac¸a˜o de dispositivos microele-
tromecaˆnicos [3]. Ja´ em 1994, Cleland e Roukes desenvolveram o primeiro
dispositivo NEMS ressonante, que consistia de uma viga de silı´cio dupla-
mente incrustada [4].
A maioria dos avanc¸os tecnolo´gicos citados sa˜o uma consequeˆncia das
viso˜es futuristas de Feynman, cuja influeˆncia sobre o desenvolvimento de
nanotecnologia e NEMS tem sido crucial.
Os NEMS, do ponto de vista pra´tico, podem funcionar como coleto-
res eficientes de energia de vibrac¸a˜o ambiente, transformando-a em corrente
ele´trica quando temos o acoplamento entre a oscilac¸a˜o mecaˆnica do com-
ponente oscilante (pode ser uma nanopartı´cula, um nanopilar tendo no seu
topo um material condutor, entre outros) e a carga que esta´ cruzando o dis-
positivo [5, 6]. O nome de dispositivo nanoeletromecaˆnico (NEMS) e´ dado
devido a esse acoplamento dos graus de liberdade mecaˆnicos e eletroˆnicos.
A assinatura dos efeitos de um ele´tron sendo transportado em tal dispositivo
ja´ foi observada experimentalmente [7–9] como e´ mostrado na figura 1.1, por
exemplo. Nessa figura, a corrente no dispositivo flui atrave´s de uma nano-
partı´cula e comec¸a aumentar consideravelmente a partir de uma diferenc¸a de
potencial adequada.
Por outro lado, do ponto de vista teo´rico foi estudado o transporte de
carga nesse tipo de dispositivos atrave´s de diferentes modelos, sendo um dos
trabalhos pioneiros o de Gorelik et al. [10]. Nos principais modelos propos-
tos, em geral os graus de liberdade mecaˆnicos foram tratados como sendo
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Figura 1.1: Resultado experimental para um dispositivo nanoeletromecaˆnico
onde o componente oscilante e´ uma nanopartı´cula. A curva 1 e´ a confirmac¸a˜o
de que a corrente flui atrave´s da nanopartı´cula. Se a nanopartı´cula e´ removida,
o resultado e´ uma queda na corrente atrave´s do dispositivo de va´rias ordens de
grandeza (curva 2). Esta figura foi extraida da refereˆncia [7], R. I. Shekhter
et al, Versita.
cla´ssicos [11–17] mas ha´ modelos que sa˜o hibridos, ou mecanoquaˆnticos
[18–20].
Figura 1.2: Esquema do monitoramento de massa atrave´s de um ressonador
de silı´cio com vibrac¸a˜o lateral. Esta figura foi extraida da refereˆncia [28].
Dentre as aplicac¸o˜es de NEMS esta˜o a gerac¸a˜o de energia por dipositi-
vos porta´teis, entrega de imagem, sensoramento [21]. Exemplos para NEMS
compreendem nano-ressonadores [22, 23] e nano-aceleroˆmetro [24] e dispo-
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sitivos integrados de detecc¸a˜o piezoresistivos [25],etc. Na figura 1.2, por
exemplo, temos um dispositivo nanoeletromecaˆnico usado como um sensor
de massa e o qual consiste de um ressonador formado por uma viga incrustada
em uma extremidade. Uma mudanc¸a na massa do ressonador produz uma
alterac¸a˜o em sua frequeˆncia de ressonaˆncia que pode ser detectada optica-
mente ou capacitivamente. Os ressonadores podem ser accionados de forma
te´rmica, magne´tica, piezoele´ctrica ou eletrosta´tica [26–28]. O princı´pio da
detecc¸a˜o de massa baseia-se no monitoramento da mudanc¸a da frequeˆncia de
ressonaˆncia da viga em func¸a˜o da massa absorvida. Yang et al.(2006) [29]
desenvolveram um nanosensor de massa que alcanc¸ou uma resoluc¸a˜o de 7
zeptogramas, o qual e´ aproximadamente equivalente a 30 a´tomos de xenoˆnio.
Figura 1.3: (a). Dimenso˜es tı´picas de um dispositivo nanoeletromeˆcanico.
(b). Vista inclinada do componente oscilante entre os eletrodos. Esta figura
foi extraida da refereˆncia [7].
Nesta dissertac¸a˜o, o sistema nanoeletromecaˆnico que sera´ estudado
e´ composto de apenas um componente oscilante que e´ inserido entre dois
eletrodos meta´licos. O componente oscilante tem no seu topo uma camada
condutora (quando e´ um nanopilar por exemplo) ou pode ser tambe´m total-
mente meta´lico. O material condutor neste tipo de dispositivo vai servir como
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o caminho para o transporte de carga desde um eletrodo ate´ o outro. Na fi-
gura 1.3 e´ mostrado um dispositivo nanoeletromecaˆnico feito de apenas um
componente oscilante e e´ mostrado tambe´m as dimenso˜es tı´picas usadas no
dispositivo. O sistema descrito pode ser considerado como um circuito na˜o li-
near, onde o componente oscilante funciona como um capacitor, e as barreiras
de tunelamento entre o componente oscilante e os eletrodos sa˜o caracteriza-
das por uma resisteˆncia. Como a distaˆncia do componente oscilante com os
eletrodos e´ varia´vel devido a` oscilac¸a˜o do mesmo, temos que as barreiras de
tunelamento sa˜o dependente do tempo. Assim, nas circunstaˆncias adequadas,
pode ocorrer transfereˆncia de ele´trons entre os componentes do sistema. Um
ele´tron confinado no componente oscilante pode enta˜o ser transferido meca-
nicamente, e ser novamente trocado com outro componente do sistema.
Ale´m do evidente interesse industrial, sob o ponto de vista fundamen-
tal o dispositivo descrito acima e´ evidentemente atrativo, uma vez que en-
volve uma interessante aplicac¸a˜o da mecaˆnica quaˆntica a sistemas na˜o linea-
res. Nosso objetivo, neste trabalho e´ buscar um modelo simples, mas que pre-
serve as caracterı´sticas fundamentais de um dispositivo nanoletromecaˆnico no
intuito de melhor compreender como se da´ o transporte de carga no sistema.
Assim, o estudo do transporte de carga no dispositivo descrito acima










onde Hˆ e´ a matriz Hamiltoniana do sistema e ρˆ e´ a matriz densidade do sis-
tema. Uma das vantagens de se utilizar esse formalismo esta´ no fato de que
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efeitos de temperatura e decoereˆncia podem ser incorporados diretamente,
atrave´s de operadores adequados. Ainda que na˜o tratemos diretamente desses
efeitos nessa dissertac¸a˜o, as bases para tal estara˜o estabelecidas.
No capı´tulo 2, faremos uma breve introduc¸a˜o da teoria da matriz den-
sidade, que e´ a teoria que vai nos permitir o desenvolvimento do trabalho.
Aqui, vamos analisar os conceitos de estados puros e mistos, introduzir o
operador densidade e demonstrar suas principais propriedades, e avaliar sua
evoluc¸a˜o temporal. Veremos que com a utilizac¸a˜o deste operador, na˜o preci-
samos conhecer o autovetor do sistema para determinar valores esperados de
observa´veis. O conceito de coereˆncia tambe´m vai ser estudado no final desse
capı´tulo. Uma ana´lise mais detalhada destes to´picos pode ser encontrada em
va´rios livros textos. Citamos, por exemplo, as refereˆncias [30–32].
No capı´tulo 3, o modelo sera´ apresentado e tambe´m as aproximac¸o˜es
a serem utilizadas. Alguns resultados ilustrativos de como o sistema se com-
porta na configurac¸a˜o estaciona´ria sera˜o discutidos tambe´m.
No capı´tulo 4, estudaremos a dinaˆmica de carga do sistema a partir da
equac¸a˜o de Lioville-von Neumann como ja´ foi dito, usando as bases teo´ricas
do capı´tulo 2 e o modelo que foi desenvolvido no capı´tulo 3.




Introduc¸a˜o a` Teoria da Matriz Densidade
Na mecaˆnica quaˆntica o estado do sistema na˜o e´, em geral, perfei-
tamente conhecido. Portanto, vamos ver como podemos incorporar ao for-
malismo a informac¸a˜o incompleta que possuı´mos sobre o estado do sistema.
Para fazer isso, nos to´picos a seguir deste capı´tulo, vamos estudar como usar
uma ferramenta valiosa, o operador densidade ρˆ, que combina a aplicac¸a˜o
dos postulados da mecaˆnica quaˆntica com aqueles provenientes da mecaˆnica
estatı´stica. Os artigos [33, 34] sa˜o boas refereˆncias sobre o assunto.
Por meio dessa teoria, seremos capazes de discutir a dinaˆmica eletroˆnica
em um sistema nanoeletromecaˆnico.
2.1 Operador Densidade e Matriz Densidade
2.1.1 Ensembles Puro e Misto
Os postulados ba´sicos da mecaˆnica quaˆntica (Ver apeˆndice 1), na ver-
dade permitem descrever sistemas fechados (ou ensembles puros) nos quais
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o estado do sistema e´ completamente conhecido. Para esses sistemas, o auto-
vetor pode ser representado por uma superposic¸a˜o linear de estados:
|Ψ(t)〉=∑
n




|Cn(t)|2 = 1, (2.2)
onde |n〉 representa uma base ortonormal pertencente ao espac¸o de Hilbert.
Nesta descric¸a˜o afirmamos que o sistema tem probabilidade |Cn(t)|2 de se
encontrar no estado |n〉.
Por outro lado, temos situac¸o˜es nas quais o ensemble a ser estudado e´
uma colec¸a˜o de sistemas e para o qual na˜o e´ possı´vel encontrar um autovetor
que represente o ensemble como um todo. Nesses casos podemos apenas
associar certas probabilidades p1, p2, . . . pn, de que um particular sistema do
ensemble, escolhido aleatoriamente, esteja nos estados quaˆnticos descritos
pelos autovetores |ϕ1〉, |ϕ2〉, . . . , |ϕn〉, respectivamente. Um ensemble desse
tipo e´ chamado de ensemble misto (ou sistema aberto). Nesses ensembles,
enta˜o, o estado na˜o pode ser representado por uma superposic¸a˜o linear como
o caso do ensemble puro (equac¸a˜o 2.1) e tampouco podemos, a priori, afirmar
que os estados sa˜o ortogonais, mas podemos supor que eles sa˜o normalizados
(〈ϕn|ϕn〉 = 1). Embora, como no caso de ensembles puros, temos que para
ensembles mistos, as probabilidades pn devem satisfazer




pn = 1. (2.4)
2.1.2 Operador Densidade
Tendo definidos os conceitos de ensembles puros e mistos podemos
agora, fazendo uso do postulado IV da mecaˆnica quaˆntica (Ver apeˆndice 1),


















onde Pˆa = |a〉〈a| representa o operador de projec¸a˜o associado ao autovetor
|a〉. Para chegar na equac¸a˜o 2.7 foi usado a propriedade do trac¸o Tr |a〉〈b|=
〈b|a〉.
Na expressa˜o entre pareˆnteses da equac¸a˜o 2.7 temos um operador que
nos permite caracterizar o estado quaˆntico do sistema; ou seja, este operador
permite a obtenc¸a˜o de todas as predic¸o˜es fı´sicas que podem ser calculadas





Usando a definic¸a˜o do operador densidade dada pela expressa˜o 2.8, temos
que a probabilidade de que a medida de Aˆ no ensemble fornec¸a o resultado a
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pode agora ser escrita em termos desse operador:
pa = Tr(ρˆPa) (2.9)

























Mas a parte entre pareˆnteses da u´ltima expressa˜o de acima e´ simplesmente
a decomposic¸a˜o espectral do observa´vel Aˆ. Portanto, a forma final do valor
esperado de Aˆ em termos do operador densidade fica na forma a seguir:
〈Aˆ〉= TrρˆAˆ (2.14)
A expressa˜o acima na verdade e´ definida para descrever uma mistura es-
tatı´stica de estados (ensemble misto). Agora, das expresso˜es ja´ obtidas para
um ensemble misto podemos obter expresso˜es que descrevem um ensemble
puro. Por exemplo, se fizermos pn = 1 para |ϕn〉 = |ϕ〉 e pn = 0 para todos
os outros autovetores |ϕn〉. Portanto, levando em conta essas condic¸o˜es, te-




e a probabilidade pode ser agora escrita como:
pa = 〈ϕ| Pˆa |ϕ〉 (2.16)
e o valor me´dio como:
〈Aˆ〉= 〈ϕ| Aˆ |ϕ〉 , (2.17)
o qual esta´ de acordo com os postulados ba´sicos da mecaˆnica quaˆntica.
2.1.3 Matriz Densidade
Tendo ja´ definido o operador densidade (equac¸a˜o 2.8), vamos agora
encontrar como e´ sua representac¸a˜o matricial, denominada de matriz densi-










ρk j |ψk〉〈ψ j| , (2.19)
onde os coeficientes ρk j va˜o vir a representar os elementos de matriz do ope-
rador densidade, e sa˜o dados de acordo a equac¸a˜o 2.18 por:
ρk j = 〈ψk| ρˆ |ψ j〉 (2.20)
= ∑
n
pn 〈ψk|ϕn〉〈ϕn|ψ j〉 (2.21)
= ∑
n
pn 〈ψk|ϕn〉〈ψ j|ϕn〉∗ (2.22)
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E a probabilidade fica agora escrita em termos de ρk j como:
pa = ∑
n





pn 〈ϕn|ψ j〉〈ψ j| Pˆa |ψk〉〈ψk|ϕn〉 (2.24)
= ∑
k j
ρk j 〈ψ j| Pˆa |ψk〉 (2.25)
Enta˜o, ρk j e´ interpretado como a probabilidade com que elementos da matriz
〈ψ j| Pˆa |ψk〉 contribuam com o valor de pa.
2.1.4 Populac¸o˜es
Vamos agora interpretar o que sa˜o os elementos diagonais da matriz











onde |c(n)k |2 e´ um nu´mero positivo, o qual pode ser interpretado da seguinte
maneira: se o estado do sistema e´ |ϕn〉, |c(n)k |2 vai ser a probabilidade de en-
contrar, em uma medida, o sistema no estado |ψk〉. De acordo com a equac¸a˜o
2.28, se levarmos em conta a indeterminaˆncia de um estado antes de uma me-
dida, ρkk representa a probabilidade me´dia de encontrar o sistema no estado
|ψk〉. Enta˜o, chamaremos ρkk de populac¸a˜o do estado |ψk〉. Se fizermos N
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vezes a mesma medida, com N sendo um nu´mero grande, temos que Nρkk
sistemas sera˜o encontrados no estado |ψk〉. Se todos os |c(n)k |2 forem nulos
vamos ter que ρkk tambe´m o sera´.
2.1.5 Coereˆncias
Fazendo agora a interpretac¸a˜o dos elementos na˜o diagonais da matriz
densidade ρk j. Da equac¸a˜o 2.22 esses elementos sa˜o dados por:
ρk j = ∑
n










j vem a expressar os efeitos de interfereˆncia entre os estados |ψk〉
e |ψ j〉, os quais podem surgir quando o estado |ϕn〉 e´ uma superposic¸a˜o linear
de estados.
2.2 Propriedades do Operador Densidade
Se o operador que descreve determinado sistema fı´sico e´ o operador
densidade ρˆ, enta˜o ele necessariamente deve satisfazer as seguintes proprie-
dades:
1. ρˆ= ρˆ†, Hermiticidade
2. trρˆ=1, Unicidade do trac¸o
3. 〈ϕ| ρˆ |ϕ〉 ≥ 0, Na˜o-negatividade
Da definic¸a˜o do operador densidade (equac¸a˜o 2.8), pode-se mostrar
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onde foi usado o fato das probabilidades pn serem nu´meros reais.






pn 〈ϕn|ϕn〉= 1. (2.35)
onde foi usado a normalizac¸a˜o das probabilidades (equac¸a˜o 2.4) e dos auto-
vetores 〈ϕn|ϕn〉= 1.
Para a terceira propriedade vemos que:





pn |〈ϕ|ϕn〉|2 ≥ 0. (2.37)
onde foi usado o fato das probabilidades pn serem na˜o negativas.
As anteriores sa˜o as propriedades gerais do operador densidade. Por
outro lado, para um ensemble puro temos tambe´m que: ρ2 = ρˆ e trρ2 = 1 uma
vez que 〈ϕ|ϕ〉= 1. Para um ensemble misto, a relac¸a˜o e´ trρ2 < 1 para pn 6= 0.
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2.3 Evoluc¸a˜o temporal do Operador Densidade:
Equac¸a˜o de Liouville-von Neumann
A partir da definic¸a˜o do operador densidade (equac¸a˜o 2.8), podemos





































〈ϕn(t)|= 〈ϕn(t)| Hˆ, (2.40)
uma vez que Hˆ = Hˆ†.
























que e´ a chamada equac¸a˜o de Liouville-von Neumann e descreve a evoluc¸a˜o
temporal do operador densidade na representac¸a˜o de Schro¨dinger. Ela e´
va´lida tambe´m para hamiltonianos dependentes do tempo.
A soluc¸a˜o da equac¸a˜o 2.42 pode ser escrita como:
|ϕn(t)〉=U(t, t0) |ϕn(t0)〉 , (2.43)
com U(t, t0) sendo o operador evoluc¸a˜o temporal do sistema. No instante t














onde a parte entre pareˆnteses vem a representar o operador densidade no
tempo t0. Enta˜o, a soluc¸a˜o geral da equac¸a˜o de Liouville-von Neumann
(equac¸a˜o 2.42) vai ser expressa como:
ρˆ(t) =U(t, t0)ρˆ(t0)U†(t, t0) (2.47)
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Capı´tulo 3
Estado Estaciona´rio em NEMS: O Modelo
No capı´tulo 2 foi apresentada a teoria que vai nos servir para o estudo
da dinaˆmica de carga em dispositivos nanoeletromecaˆnicos. O estudo dessa
dinaˆmica sera´ desenvolvido no capı´tulo 4, mas antes disso devemos analisar
e desenvolver o modelo que representa esse tipo de dispositivo. Pretendemos,
no presente capı´tulo, mostrar como esse sistema, objeto do estudo, se com-
porta na configurac¸a˜o estaciona´ria, ou seja, pretendemos determinar como
sa˜o suas densidades de estados e autofunc¸o˜es na condic¸a˜o independente do
tempo.
3.1 O modelo
Um exemplo de sistema fı´sico real e´ o mostrado na figura 3.1. Ele e´ um
sistema composto por um componente oscilante (pode ser uma nanopartı´cula
condutora,um pilar contendo no seu topo um material condutor,uma barra
meta´lica, entre outros) que e´ inserido entre dois eletrodos que se encontram
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a uma diferenc¸a de potencial ∆V . No topo do componente oscilante, temos
uma camada de um condutor que serve como o caminho para o transporte de
carga desde um eletrodo ate´ o outro. Neste tipo de sistema, em geral, ocorre
um acoplamento entre a corrente ele´trica que cruza o dispositivo e a vibrac¸a˜o
mecaˆnica do componente oscilante. A rigor, o termo nanoeletromecaˆnico se
refere a dispositivos onde esta´ presente esse acoplamento ele´trico-mecaˆnico.
Figura 3.1: Dispositivo Nanoeletromecaˆnico contendo apenas um compo-
nente oscilante. A parte amarela (incluindo os eletrodos) represemta o mate-
rial condutor e serve como o caminho para o transporte de carga. Esta figura
foi extraida da refereˆncia [7], R. I. Shekhter et al, Versita.
Apesar do sistema mostrado acima ser bidimensional, podemos consi-
derar que apenas a coordenada paralela ao dispositivo e´ relevante para o trans-
porte de carga. A coordenada perpendicular contribuiria, em boa aproximac¸a˜o,
apenas com termos de degenerescencia no espectro do sistema estaciona´rio.
Podemos enta˜o formular um modelo unidimensional para o problema que
acreditamos preservar a fı´sica fundamental do dispositivo. No modelo abaixo,
apenas um componente oscilante sera´ considerado, sendo que a introduc¸a˜o de
um segundo apenas complexifica os ca´lculos sob o ponto de vista analı´tico, e
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aumenta o tempo computacional necessa´rio para se resolver a equac¸a˜o trans-
cendental caracterı´stica desse tipo de modelo. Ou seja, a ide´ia ba´sica apresen-
tada a seguir nesse capı´tulo pode ser extrapolada para um nu´mero qualquer
de componentes oscilantes, desde que tenhamos capacidade e precisa˜o com-
putacional suficientes.
Assim, vamos modelar o sistema considerando os eletrodos como sendo
gases de ele´trons finitos de comprimento l0 que obedecem a` distribuic¸a˜o de
Fermi-Dirac [35]. As regio˜es entre o ga´s da esquerda e o componente os-
cilante e entre o objeto oscilante e o ga´s da direita podem ser consideradas
como barreiras de potencial de comprimento l1 e l3 e potenciais ele´tricos V1
e V3 respectivamente. Por u´ltimo, o componente oscilante pode ser modelado
como um poc¸o de potencial 1 de comprimento l2 e potencialV2. Na figura 3.2
(a) mostra-se um esquema para o caso quando ∆V = 0 (caso sime´trico) e na
figura 3.2 (b) temos a situac¸a˜o quando aplicarmos uma diferenc¸a de potencial
entre os eletrodos, ou seja, ∆V 6= 0 (caso assime´trico).
Para iniciarmos o estudo, primeiro faremos o tratamento estaciona´rio desse
sistema e no pro´ximo capı´tulo o tratamento dinaˆmico que e´ a situac¸a˜o fı´sica
de interesse. Ao fazermos a diferenc¸a de potencial ou a largura das barrei-
ras mudarem com o tempo, teremos como estudar as condic¸o˜es pelas quais
o transporte de carga e´ dado em um dispositivo cuja estrutura evolui dina-
micamente. Agora, para fazer o tratamento estaciona´rio do sistema descrito
acima, precisamos resolver a equac¸a˜o de Schro¨dinger independente do tempo
1Ao longo desta dissertac¸a˜o chamaremos o componente oscilante de ”poc¸o quaˆntico central”
para distingui-lo dos eletrodos que sa˜o tambe´m poc¸os mesmo que no modelo sejam chamados
de gases de ele´trons. Otras denominac¸o˜es que sa˜o usadas para para o componente oscilante sa˜o
”componente central” e ”centro da estrutura”.
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Figura 3.2: (a).Modelo de poc¸os e barreiras de potencial para o dispositivo
nanoeletromecaˆnico da figura 3.1 para o caso quando ∆V = 0. V0 e´ a altura
das barreiras. (b).Caso para quando ∆V 6= 0. ∆V e´ a diferenc¸a de potencial
entre os eletrodos (o eletrodo da direita tem um potencial V4 = 0); V1 e´ o
potencial na primeira barreira; V2 e´ o potencial no poc¸o quaˆntico central e V3








+V (x)Ψi(x) = EΨi(x), (3.1)
a qual vai nos fornecer as autofunc¸o˜es e autoenergias do sistema. Na figura
3.2(b), podemos observar que a representac¸a˜o matema´tica (modelo de poc¸os)
do sistema fı´sico real foi dividida em regio˜es dadas segundo a figura por 0
(ga´s da esquerda), I(primeira barreira de potencial), II(poc¸o quaˆntico central),
III(segunda barreira de potencial) e IV(ga´s da direita).
Enta˜o,resolvendo a equac¸a˜o de Schro¨dinger (equac¸a˜o 3.1) para cada
regia˜o temos que:
2Em todas as simulac¸o˜es desta dissertac¸a˜o foram usadas unidades atoˆmicas de tal forma que
~= 1, m= 1.
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(a)Para a regia˜o 0, V (x) = ∆V e i= 0, e as soluc¸o˜es possı´veis dependendo da
energia com que incide a partı´cula sa˜o:
Ψ0(x) = a0 cos(k0x)+b0 sin(k0x) (3.2)





Ψ0 = a0ek0x+b0e−k0x (3.3)




(b)Na regia˜o I, V (x) =V1 e i= I, e enta˜o teremos as seguintes soluc¸o˜es:
ΨI(x) = a1 cos(k1x)+b1 sin(k1x) (3.4)





ΨI(x) = a1ek1x+b1e−k1x (3.5)




(c)Para a regia˜o II, temos que V (x) =V2 e i= II, e portanto vamos ter que as
soluc¸o˜es da equac¸a˜o 3.1 sa˜o da forma:
ΨII(x) = a2 cos(k2x)+b2 sin(k2x) (3.6)





ΨII(x) = a2ek2x+b2e−k2x (3.7)
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(d)Para a regia˜o III, V (x) = V3 e i = III, e enta˜o as soluc¸o˜es da equac¸a˜o 3.1
sa˜o as seguintes:
ΨIII(x) = a3 cos(k3x)+b3 sin(k3x) (3.8)





ΨIII(x) = a3ek3x+b3e−k3x (3.9)




(e)Para a regia˜o IV,V (x) =V4 = 0 e i= IV , e portanto a equac¸a˜o de Schro¨din-
ger (equac¸a˜o 3.1) tem a soluc¸a˜o seguinte:





Nas soluc¸o˜es da equac¸a˜o de Schro¨dinger, os km com m = 0,1,2,3,4
representam os vetores de onda de cada regia˜o respectivamente, e a j e b j com
j = 0,1,2,3,4 sa˜o as amplitudes dessas func¸o˜es que sa˜o constantes a deter-
minar.
Nas fronteiras da figura 3.2, as autofunc¸o˜es e suas derivadas devem ser contı´nuas
e unı´vocas, o que se expressa da seguinte maneira:
(1). Ψ0(−l0) = 0
(2). Ψ0(0) =ΨI(0)
(3). ( dΨ0dx )|x=0 = ( dΨIdx )|x=0
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(4). ΨI(l1) =ΨII(l1)
(5). ( dΨIdx )|x=l1 = ( dΨIIdx )|x=l1
(6). ΨII(l4) =ΨIII(l4)
(7). ( dΨIIdx )|x=l4 = ( dΨIIIdx )|x=l4
(8). ΨIII(l5) =ΨIV (l5)
(9). ( dΨIIIdx )|x=l5 = ( dΨIVdx )|x=l5
(10). ΨIV (l6) = 0.
Nas condic¸o˜es de contorno anteriores foram definidos os seguintes paraˆmetros:
l4 = l1+ l2 (3.11)
l5 = l4+ l3 (3.12)
l6 = l5+ l0 (3.13)
Por u´ltimo, ao avaliar as condic¸o˜es de contorno dadas acimas vamos ter duas
equac¸o˜es para cada uma delas menos na condic¸a˜o (10) da qual teremos so´





A B 0 0 0 0 0 0 0 0
C D −E −F 0 0 0 0 0 0
G H −I −J 0 0 0 0 0 0
0 0 K L −M −N 0 0 0 0
0 0 O P −Q −R 0 0 0 0
0 0 0 0 S T −U −V 0 0
0 0 0 0 X Z −Y −W 0 0
0 0 0 0 0 0 α β −γ −∆
0 0 0 0 0 0 η Θ −Φ −Ψ
0 0 0 0 0 0 0 0 λ ϑ

(3.14)
onde cada elemento dessa matriz sa˜o constantes que foram introduzidas ao
avaliar essas condic¸o˜es de contorno e elas sa˜o simplesmente func¸o˜es avalia-
das nos pontos x=−l0, x= 0, x= l1, x= l4, x= l5 e x= l6. Hˆi j vai representar
enta˜o o Hamiltoniano do sistema como um todo (sem particionar). Cabe sa-
lientar que cada constante dessa matriz vai ter dois valores dependendo de
como e´ a energia da partı´cula incidente. So´ os elementos que representam a
u´ltima regia˜o (regia˜o IV) va˜o ter so´ um valor pois nessa regia˜o V (x) = 0.
Fazendo operac¸o˜es elementares na matriz Hˆi j (equac¸a˜o 3.14), fica agora ex-




A B 0 0 0 0 0 0 0 0
0 ∀ −E −F 0 0 0 0 0 0
0 0 ρ Λ 0 0 0 0 0 0
0 0 0 Ξ −M −N 0 0 0 0
0 0 0 0 c1 c2 0 0 0 0
0 0 0 0 0 c3 −U −V 0 0
0 0 0 0 0 0 c5 c6 0 0
0 0 0 0 0 0 0 c7 −γ −∆
0 0 0 0 0 0 0 0 c9 c10
0 0 0 0 0 0 0 0 0 c11

(3.15)
e portanto, o espectro de energia do sistema vai ser dado atrave´s da soluc¸a˜o
da seguinte expressa˜o:
det(Hˆi j) = 0 (3.16)
Esta e´ a u´nica equac¸a˜o que na˜o admite soluc¸a˜o analı´tica no modelo, pois
a condic¸a˜o acima conduz a uma complexa equac¸a˜o transcendental que, no
entanto, pode ser resolvida numericamente com bom grau de precisa˜o.
A partir da equac¸a˜o 3.15 podemos estabelecer as relac¸o˜es que va˜o nos
permitir encontrar cada um dos coeficientes das func¸o˜es bases dadas pelas
equac¸o˜es 3.2-3.10:
b4 = 1,










Portanto, das equac¸o˜es anteriores, os coeficientes va˜o ser dados por:
a0 =− b0BA ; b0 = a1E+b1F∀ ; a1 =− b1Λρ ; b1 = a2M+b2NΞ ; a2 =− b2c2c1 ; b2 =
a3U+b3V
c3
; a3 =− b3c6c5 ; b3 =
a4γ+∆
c7
; a4 =− c10c9 ; b4 = 1.
Nas figuras abaixo, apresentamos alguns resultados ilustrativos de como
sa˜o as autofunc¸o˜es estaciona´rias do sistema modelado acima. O poc¸o quaˆntico
central tem 100 angstro¨ns de largura. Na figura 3.3 apresentamos um tipo de
autofunc¸a˜o que esta´ localizada basicamente nos eletrodos. E´ fa´cil perceber
que a densidade de probabilidade no interior do poc¸o quaˆntico central e´ ba-
sicamente nula, sendo a distribuic¸a˜o de probabilidade localizada fundamen-
talmente nos gases de ele´trons. Mostramos apenas duas, mas, evidentemente,
se a dimensa˜o dos poc¸os que representam os eletrodos for suficientemente
grande, existem milhares de soluc¸o˜es desse tipo. A origem dessas soluc¸o˜es,
que tem densidade de probabilidade muito baixa no poc¸o quaˆntico central,
e´ fa´cil de ser entendida. Se pensarmos num u´nico poc¸o quaˆntico isolado,
seu espectro e´ discreto, com energias bem definidas. Qualquer energia di-
ferente das autoenergias do poc¸o na˜o admite soluc¸o˜es estaciona´rias. Assim,
quando as autoenergias do sistema sa˜o muito diferentes daquelas que seriam
as autoenergias do poc¸o quaˆntico isolado, o estado so´ pode ser localizado
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Figura 3.3: Densidade de probabilidade do sistema como um todo conside-
rando dois estados. Como vemos, a densidadide do poc¸o quaˆntico central
e´ nula, e portanto temos que a distribuic¸a˜o de probabilidade esta´ localizada
fundamentalmente nos gases. Aqui temos l1 = l3 = 50 A˚ e l2 = 100 A˚.
fora do poc¸o. Para essas energias, como veremos posteriormente, ha´ uma
baixa probabilidade de ocupac¸a˜o de uma partı´cula no componente central, e,
como consequeˆncia, partı´culas que ocupem estes estados pouco contribuira˜o
no processo de transfereˆncia de carga dinaˆmico.
A figura 3.4, ao contra´rio, apresenta autofunc¸o˜es localizadas funda-
mentalmente no poc¸o quaˆntico central. Mostramos, por clareza, apenas duas
mas existe uma famı´lia dessas func¸o˜es, com amplitudes diferentes como visto
na figura 3.5. Uma do tipo 1s ou seja, sem nenhum no´, outra do tipo p, com
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Figura 3.4: Densidade de probabilidade do sistema como um todo localizada
basicamente no poc¸o quaˆntico central.
um no´. Essas sa˜o func¸o˜es basicamente do poc¸o quaˆntico central, e as au-
toenergias correspondentes a elas sa˜o aquelas que ira˜o formar as bandas de
energia do poc¸o quaˆntico. Vale relembrar que, se o poc¸o quaˆntico central
estivesse isolado, haveria apenas uma func¸a˜o tipo 1s possı´vel (aquela cor-
respondente ao primeiro estado permitido do poc¸o quaˆntico), apenas uma 1p
correspondente ao segundo estado e assim por diante. Assim, a existeˆncia dos
dois eletrodos considerados aqui como finitos descreve, de maneira muito
conveniente, o espectro de um poc¸o quaˆntico central que esta´ acoplado ao
meio externo contı´nuo. A convergeˆncia dessa aproximac¸a˜o sera´ discutida no
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Figura 3.5: Densidade de probabilidade para o mesmo caso da figura 3.4 mas
incluindo mais autofunc¸o˜es.
pro´ximo capı´tulo.
Na figura 3.5, mostramos uma famı´lia de func¸o˜es localizadas no poc¸o
quaˆntico central. Na medida em que aumentamos o comprimento dos eletro-
dos, o nu´mero dessas func¸o˜es aumenta, o espac¸amento em energia diminui
e forma-se o que chamamos de banda de energia. Notemos que um poc¸o
isolado teria apenas um nı´vel de energia discreto, e em um poc¸o quaˆntico
acoplado a um contı´nuo terı´amos infinitas dessas func¸o˜es, com diferenc¸a de
energia entre elas nula, mas dentro de uma faixa de energia que determinaria
a largura da banda. Em resumo, o surgimento dessa famı´lia finita de estados
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e´ decorreˆncia do acoplamento entre poc¸o e gases de ele´trons discretos.
Figura 3.6: Densidade de estados para l0 = 3350 A˚; l2 = 100 A˚; ∆V = 0
e V0 = 0,020 hartree.
Para reforc¸ar essa ide´ia, apresentamos na figura 3.6 a populac¸a˜o no
poc¸o quaˆntico central, para cada autoestado. Para calcularmos a populac¸a˜o
basta integrarmos as autofunc¸o˜es na regia˜o espacial onde esta´ definido o poc¸o
quaˆntico central. As condic¸o˜es de ca´lculo realizadas permitem a formac¸a˜o de
3 bandas e o sistema e´ sime´trico. Como dito, nessa figura, cada ponto repre-
senta um autoestado estaciona´rio do sistema. Os estados com baixa ocupac¸a˜o,
que formam a linha inferior, sa˜o aqueles pertencentes aos eletrodos. Os es-
tados com maior ocupac¸a˜o, formam as bandas de energia do poc¸o quaˆntico
central. Notemos que com esse modelo podemos determinar a largura e assi-
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metria na forma das bandas.
Sob um ponto de vista fenomenolo´gico, podemos dizer que quanto
mais estreita e´ uma banda, menor sera´ a probabilidade de tunelamento de uma
partı´cula do eletrodo para ela. Isso porque bandas muito estreitas surgem de-
vido a existeˆncia de estados muito localizados, e quanto maior a localizac¸a˜o,
menor a superposic¸a˜o entre as autofunc¸o˜es do poc¸o quaˆntico central e dos
eletrodos. Assim, num processo dinaˆmico, a figura de densidade de estados
nos indica que a banda de maior energia, seria a que mais rapidamente ficaria
ocupada no poc¸o quaˆntico central. No entanto, quando quebramos a simetria
do sistema atrave´s da modificac¸a˜o da distaˆncia entre o componente central
e eletrodos ou pela aplicac¸a˜o de uma diferenc¸a de potencial, outros efeitos
podem surgir, e o sistema torna-se muito mais complexo.
Para finalizar, na figura 3.7 mostramos o mesmo ca´lculo mas para um
sistema assime´trico. Nesse caso, as duas barreiras de tunelamento teˆm lar-
guras diferentes, o que acarreta uma reorganizac¸a˜o na estrutura de bandas.
Como sera´ visto no capı´tulo 4, essa reorganizac¸a˜o e´ crucial para entendermos
aspectos da dinaˆmica de carga no dispositivo.
51
Figura 3.7: Caso assime´trico da densidade de estados da figura 3.6 com l1 =
60 A˚ e l3 = 20 A˚.
3.2 Elementos matriciais do Hamiltoniano
A soluc¸a˜o da equac¸a˜o de Schro¨dinger apresentada acima nos permite
determinar o espectro do sistema modelado anteriormente bem como as autofunc¸o˜es
de todos os estados. Como o modelo e´ fechado numa caixa, esse espectro e´
discreto, e o nu´mero de autoestados sera´ definido pelo comprimento total dos
eletrodos. Como esse comprimento e´ arbitra´rio, podemos nos aproximar tanto
do contı´nuo quanto for necessa´rio. Uma ana´lise desse ponto sera´ apresentada
no pro´ximo capı´tulo.
A rigor, nosso objetivo na˜o e´ encontrar as soluc¸o˜es estaciona´rias do
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sistema, mas sim, determinar um operador hamiltoniano modelo que per-
mita resolver a equac¸a˜o de Liouville-von-Neumann sob condic¸o˜es na˜o es-
taciona´rias do dispositivo. Assim, a soluc¸a˜o da equac¸a˜o de Schro¨dinger apre-
sentada anteriormente e´ apenas um passo intermedia´rio na soluc¸a˜o do pro-
blema. O que faremos sera´ utilizar as autofunc¸o˜es resolvidas acima como ba-
ses para construc¸a˜o de uma matriz hamiltoniana que contera´ as informac¸o˜es
de cada um dos componentes do dispositivo nanoeletromecaˆnico de maneira
separada.
Para tal, iremos particionar o sistema em cinco componentes, sendo
que o hamiltoniano total sera´ escrito como:
Hˆ = HˆE + HˆEC+ HˆC+ HˆCD+ HˆD (3.17)
Onde HˆE representa o hamiltoniano do ga´s da esquerda, HˆEC representa o
hamiltoniano de interac¸a˜o entre o ga´s da esquerda e o ponto quaˆntico, HˆC e´
o hamiltoniano no poc¸o quaˆntico central, HˆCD e´ o hamiltoniano de interac¸a˜o
entre o poc¸o quaˆntico central e o ga´s da direita e HˆD vai ser o hamiltoni-
ano no ga´s da direita. Como vemos, na˜o foi considerado um hamiltoniano de
interac¸a˜o entre os gases pois a interac¸a˜o entre eles pode ser considerada fraca.
















Dinaˆmica de Carga em Sistemas
Nanoeletromecaˆnicos
Para determinarmos a dinaˆmica do sistema descrito no capı´tulo ante-
rior partimos de um operador hamiltoniano geral, dependente do tempo
H(t) = HC(t)+HE(t)+HD(t)+HEC(t)+HDC(t) (4.1)
onde HC representa o hamiltoniano do poc¸o quaˆntico central, HE,D o hamil-
toniano dos dois eletrodos da esquerda e da direita (que no nosso modelo sa˜o
considerados finitos, ou seja, possuem espectro discreto), e, finalmente, HEC
e HDC sa˜o operadores diagonais que dizem respeito ao acoplamento entre o
componente central do dispositivo e os eletrodos da esquerda e direita respec-
tivamente. A dependeˆncia temporal no acoplamento surge porque no nosso
modelo, HEC e HDC conte´m a informac¸a˜o da probabilidade de ocupac¸a˜o das
barreiras de potencial entre os eletrodos e o centro.
A dependeˆncia temporal nos operadores anteriores surge pelo fato de
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que a estrutura geome´trica do arranjo na˜o e´ rı´gida, e, no modelo, o poc¸o
quaˆntico central pode se movimentar lateralmente, diminuindo a barreira de
tunelamento de um lado e aumentando do outro ale´m de reorganizar o espec-
tro do espac¸o de Hilbert do conjunto como um todo. Esse movimento pode
dar-se tanto por forc¸as eletrosta´ticas entre os eletrodos e o poc¸o quaˆntico cen-
tral, por exemplo quando ha´ excesso de cargas locais decorrentes da dinaˆmica
quanto por forc¸as externas tais como vibrac¸o˜es do ambiente que fazem o poc¸o
quaˆntico central se comportar como um oscilador forc¸ado. Mesmo com a es-
trutura mantida rı´gida, podemos ter um hamiltoniano dependente do tempo se
aplicarmos uma diferenc¸a de potencial dependente do tempo entre os eletro-
dos, de modo que a posic¸a˜o dos nı´veis de energia do sistema global evolui no
tempo, acarretando novamente um rearranjo geral dos elementos de matriz e
da intensidade dos acoplamentos entre os componentes do dispositivo.
Neste trabalho na˜o incluı´mos as interac¸o˜es eletrosta´ticas entre as car-
gas envolvidas na dinaˆmica, sendo esse um ponto deixado para futuros de-
senvolvimentos. Assim, entendemos o movimento possı´vel do poc¸o quaˆntico
central como sendo devido a fatores externos e a presenc¸a ou na˜o de excessos
de carga na˜o afeta o movimento mecaˆnico do sistema.







sendo que cada elemento de matriz Hi(t) e´ tambe´m uma matriz de ordem n
onde n e´ o nu´mero total de estados utilizados na simulac¸a˜o. A escolha da
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dimensa˜o do sistema e´, em princı´pio, arbitra´ria. Por um lado, podemos fixar
as dimenso˜es espaciais do conjunto, e escolher a energia de Fermi, ou, de
modo inverso, fixar a energia de Fermi e variar a amplitude dos eletrodos, por
exemplo. Na medida em que ampliamos o tamanho dos eletrodos, espera-
mos que o sistema se aproxime de um poc¸o quaˆntico acoplado ao contı´nuo.
O espac¸amento entre os nı´veis deve diminuir na mesma medida em que o
nu´mero de estados total deve aumentar. Na pra´tica, o nu´mero total de estados
que pode ser utilizado numa simulac¸a˜o dependera´ da capacidade computaci-
onal disponı´vel.
Figura 4.1: Convergencia da populac¸a˜o calculada estaticamente para um sis-
tema com duas bandas. Aqui temos que V0 = 0.02 hartree, l1 = l3 = 70 A˚,
l2 = 100 A˚.
Na figura 4.1 apresentamos a probabilidade de ocupac¸a˜o no centro
da estrutura, calculada como a norma das func¸o˜es de cada estado na regia˜o
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definida pelo poc¸o quaˆntico em func¸a˜o do comprimento dos eletrodos. Para
comprimentos pequenos, observamos que essa probabilidade de ocupac¸a˜o os-
cila entre 2,45 e 2,6 aproximadamente. Na medida em que os dois eletrodos
aumentam de comprimento, observamos a diminuic¸a˜o dessas oscilac¸o˜es, e a
probabilidade de ocupac¸a˜o converge para 2,47 aproximadamente (Ver figura
4.1). Podemos considerar esse o limite do contı´nuo, e essa probabilidade de
ocupac¸a˜o pode ser interpretada como sendo a ocupac¸a˜o ma´xima estaciona´ria
do poc¸o quaˆntico central. Na figura 4.2 apresentamos o mesmo caso da figura
4.1 mas considerando agora a situac¸a˜o quando temos uma banda apenas.
Figura 4.2: Convergencia da populac¸a˜o calculada estaticamente para um sis-
tema com uma banda. Aqui temos que V0 = 0.02 hartree, l1 = l3 = 70 A˚,
l2 = 100 A˚.
Um ponto importante a ser ressaltado e´ que na maioria dos problemas
envolvendo o acoplamento de um poc¸o quaˆntico com eletrodos, consideram-
se os eletrodos como um reservato´rio infinito, e cuja relaxac¸a˜o e´ instantaˆnea.
Na abordagem aqui apresentada, os dois eletrodos sa˜o compostos por estados
discretos, que teˆm tempos caracterı´sticos de evoluc¸a˜o, coereˆncia entre esta-
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dos internos e coereˆncia com o poc¸o quaˆntico central. A parte possı´vel de
coereˆncia entre os dois eletrodos no entanto foi suprimida, como indicado pe-
los zeros nos elementos H23 e H32 no hamiltoniano. Basicamente isso implica
que na˜o ha´ possibilidade de tunelamento direto entre eletrodos.
Para resolver a equac¸a˜o de Liouville-von Neumann do sistema e obter








Como visto, a matriz densidade e´ separada em cinco matrizes distin-
tas sendo que ρC conte´m na diagonal as populac¸o˜es de cada estado do poc¸o
quaˆntico central e os elementos na˜o diagonais conte´m as coereˆncias entre os
estados. Da mesma maneira, ρE e ρD conte´m a informac¸a˜o das populac¸o˜es
em cada um dos estados dos eletrodos na diagonal e as coereˆncias entre os
estados internos nos elementos na˜o diagonais. As matrizes ρEC = ρ∗CE e
ρDC = ρ∗CD podem ser interpretadas como contendo as informac¸o˜es sobre as
coereˆncias entre o centro da estrutura e os eletrodos da esquerda e da direita
respectivamente. Novamente, na˜o existe conexa˜o entre os eletrodos.
Na auseˆncia de termos dissipativos e de decoereˆncia, com base no mo-






que produz um conjunto de equac¸o˜es diferenciais acopladas de primeira or-
dem, cada equac¸a˜o dessas, quando resolvida, nos da´ a informac¸a˜o sobre a
evoluc¸a˜o temporal da populac¸a˜o em um estado de um dos componentes do
sistema (elementos diagonais) ou sobre a evoluc¸a˜o temporal das partes reais
e imagina´rias das coereˆncias entre as populac¸o˜es (elementos na˜o diagonais).
Para iniciar uma simulac¸a˜o, precisamos determinar o conjunto de condic¸o˜es
iniciais. No formalismo de matriz densidade isso significa determinar a ocupac¸a˜o
dos n nı´veis discretos do sistema. Nas simulac¸o˜es que iremos apresentar na
sequeˆncia dessa dissertac¸a˜o, usamos sempre o mesmo conjunto de condic¸o˜es
iniciais. Como desconsideramos o spin das partı´culas, optamos por conside-
rar que cada estado do ga´s esta´ completamente ocupado quando sua populac¸a˜o
e´ 0.5. Assim, um determinado estado global do sistema tem ocupac¸a˜o ma´xima
igual a 1, em concordaˆncia com o princı´pio de exclusa˜o de Pauli. O for-
malismo utilizado aqui, devido a conservac¸a˜o do trac¸o da matriz densidade,
garante que essa condic¸a˜o nunca sera´ violada. Assim, a` temperatura zero, a
condic¸a˜o inicial sera´ sempre que a matriz densidade dos dois eletrodos sera´
diagonal, com ocupac¸a˜o meio em cada estado, e que o poc¸o quaˆntico central
tem todos os estados desocupados em t = 0.
Como um primeiro exemplo, vamos considerar o sistema rı´gido, sem
diferenc¸a de potencial. Nessas condic¸o˜es, podemos entender o modelo como
sendo ideˆntico a um sistema discreto de n nı´veis de energia. E´ bem conhecido
que as populac¸o˜es ira˜o executar oscilac¸o˜es quaˆnticas coerentes no tempo. Na
figura 4.3 mostramos a evoluc¸a˜o da populac¸a˜o no poc¸o quaˆntico central com o
tempo. Existe uma frequeˆncia dominante, correspondente ao nı´vel de energia
mais acoplado ao ga´s da direita e da esquerda. Os demais estados, que sa˜o
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Figura 4.3: Populac¸a˜o no poc¸o quaˆntico central sem diferenc¸a de potencial. A
populac¸a˜o oscila numa superposic¸a˜o de diferentes frequeˆncias caracterı´sticas.
Aqui temos que V0 = 0.02 hartree, l0 = 1400 A˚, l1 = l3 = 70 A˚, l2 = 100 A˚.
menos acoplados sa˜o responsa´veis, basicamente, pelo fundo de carga que vai
sendo acrescido ao centro da estrutura. Apesar da simulac¸a˜o na˜o ter sido
levada adiante no tempo, o comportamento do sistema sera´ multi perio´dico,
com periodicidade determinada pelos tempos caracterı´sticos de evoluc¸a˜o de
cada um dos seus estados globais.
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4.1 Dinaˆmica com diferenc¸a de Potencial Dependente do
Tempo.
Como discutido anteriormente, o formalismo de matriz densidade e´
adequado para tratar sistemas onde o operador hamiltoniano e´ explicitamente
dependente do tempo. Essa dependeˆncia pode ser decorrente de diversos
fatores, como por exemplo, mudanc¸as de configurac¸a˜o espacial no aparato,
interac¸a˜o com campo eletromagne´tico externo dependente do tempo, diferenc¸a
de potencial aplicada de forma na˜o instantaˆnea, entre outros.
Nessa sec¸a˜o, interessa-nos estudar, com base nas condic¸o˜es iniciais
expostas anteriormente, como evolui a carga no poc¸o quaˆntico central quando
aplicamos uma diferenc¸a de potencial ao sistema. A ide´ia e´ que, partindo de
uma diferenc¸a de potencial nula, podemos acionar um mecanismo que faz
essa diferenc¸a aumentar ate´ um limite pre´-definido, segundo alguma func¸a˜o
no tempo.
Notemos aqui que a equac¸a˜o de Liouville-von Neumann (equac¸a˜o 4.4)
que define a evoluc¸a˜o temporal das populac¸o˜es conte´m o comutador da matriz
densidade com o operador hamiltoniano. O operador hamiltoniano carrega as
caracterı´sticas fı´sicas do dispositivo que esta´ sendo estudado. Uma vez que
essas caracterı´sticas esta˜o sendo alteradas por um fator externo, o operador
hamiltoniano evolui de maneira independente. Enta˜o temos numa mesma
equac¸a˜o dois tipos de evoluc¸a˜o. A evoluc¸a˜o dinaˆmica das populac¸o˜es, que
depende da forma instantaˆnea do operador hamiltoniano e a pro´pria evoluc¸a˜o
de H(t), que depende da “vontade” de um ente externo.
Para reconciliar esses dois tipos de dinaˆmica e´ preciso definir algum
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esquema de evoluc¸a˜o que nos permita capturar os efeitos da variac¸a˜o temporal
das caracterı´sticas fı´sicas do sistema na evoluc¸a˜o das populac¸o˜es. Apesar de
existirem diversas possibilidades, que na˜o vamos estudar aqui, optamos pelo
mecanismo mais simples. A ide´ia e´ que as mudanc¸as estruturais no sistema
sejam suficientemente lentas ao ponto de as populac¸o˜es relaxarem comple-
tamente antes que o operador hamiltoniano sofra grandes modificac¸o˜es. Em
outras palavras, as frequeˆncias de oscilac¸a˜o das populac¸o˜es sa˜o muito maio-
res que a frequeˆncia com que o operador hamiltoniano pode evoluir.
Com a aproximac¸a˜o acima em mente, podemos resolver a equac¸a˜o de
Liouville-von Neumann da seguinte maneira:
A) em t = 0 diagonalizamos o hamiltoniano conforme o esquema do capı´tulo
III.
B) definimos as condic¸o˜es iniciais e deixamos a populac¸a˜o evoluir ate´ t+
∆t mantendo o hamiltoniano fixo em H(t = 0)
C) mudamos a configurac¸a˜o do sistema e diagonalizamos novamente o
hamiltoniano, que passa a ser H(t+∆t)
D) a dinaˆmica das populac¸o˜es recomec¸a, agora comH(t+∆t) e com condic¸o˜es
iniciais ρ(t+∆t)
E) o processo e´ repetido ate´ atingirmos um tempo desejado.
Na figura 4.4 apresentamos uma simulac¸a˜o realizada segundo o es-
quema anterior, sendo que a diferenc¸a de potencial varia linearmente no tempo,
desde ∆V = 0 ate´ ∆V = 0.01 hartree durante o perı´odo completo da simulac¸a˜o.
Vale ressaltar que o tempo, neste trabalho, esta´ em unidades arbitra´rias. Ate´ o
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momento na˜o conseguimos determinar de maneira inequı´voca qual e´ a escala
de tempo de evoluc¸a˜o do sistema simulado. Em termos fenomenolo´gicos, o
Figura 4.4: Carga no poc¸o quaˆntico central quando a diferenc¸a de potencial
varia linearmente no tempo desde 0 ate´ 0.01 hartree. Aqui V0 = 0.02 hartree,
l1 = l3 = 70 A˚ e l2 = 100 A˚.
que percebemos e´ que o processo de carga do sistema se da´ em etapas dis-
tintas. Durante alguns intervalos, temos apenas oscilac¸o˜es de carga, com o
poc¸o quaˆntico central trocando carga com os eletrodos. Isso ocorre, aproxi-
madamente desde 0 ate´ 7000 unidades de tempo (ut). Nesse instante, temos
uma mudanc¸a de regime, seguida novamente de um perı´odo de oscilac¸o˜es
ate´ 35.000 unidades de tempo, onde ocorre novamente um salto seguido de
oscilac¸a˜o de carga. Ao atingir o fim da simulac¸a˜o, o poc¸o quaˆntico central tem
sua carga total aproximadamente igual a` unidade. Isso e´ esperado ja´ que te-
mos uma banda disponı´vel, com capacidade de carga aproximadamente igual
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a` unidade.
Figura 4.5: Populac¸a˜o no ga´s da esquerda (Preto) e no ga´s da direita (Verme-
lho) para as mesmas condic¸o˜es que a figura 4.4.
Na figura 4.5 apresentamos a variac¸a˜o de carga nos eletrodos, durante
a mesma simulac¸a˜o discutida anteriormente. Nesse gra´fico, temos uma me-
lhor possibilidade de entender como se da´ o processo de transfereˆncia de
carga. Ate´ 7000 unidades de tempo a carga nos dois eletrodos oscila apro-
ximadamente em fase. Vamos lembrar que o sistema, em t = 0 e´ sime´trico,
com as duas barreiras tendo a mesma largura, e a diferenc¸a de potencial e´
nula. Enta˜o a carga e´ doada e retirada do poc¸o quaˆntico central por ambos
os eletrodos. Em 7000 unidades de tempo, atinge-se uma diferenc¸a de po-
tencial que e´ suficiente para reorganizar de maneira significativa o espac¸o de
Hilbert do sistema todo. Ocorre enta˜o uma ra´pida transfereˆncia de carga dos
eletrodos para o centro da estrutura, cuja soma e´ aproximadamente 0.5. Essa
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ra´pida transfereˆncia de carga indica que o acoplamento entre o poc¸o quaˆntico
central e os eletrodos aumentou significativamente nesse instante. Isso fica
evidente quando observamos que a amplitude das oscilac¸o˜es que se seguem e´
muito maior que anteriormente. A carga no poc¸o quaˆntico central fica apro-
ximadamente esta´vel porque as oscilac¸o˜es entre os eletrodos esta˜o defasadas.
Basicamente o centro da estrutura esta´ recebendo carga de um lado e doando
carga para o outro. Esse regime se mante´m ate´ 35.000 ut. Novamente, nesse
instante, a diferenc¸a de potencial aplicada e´ suficiente para reordenar o sis-
tema. Temos uma brusca transfereˆncia de carga (de meia unidade) seguida
de oscilac¸o˜es defasadas entre os eletrodos. Notemos que esse regime final
e´ distinto do anterior. Apenas o ga´s da direita transfere a carga. Isso indica
que o poc¸o quaˆntico central e o ga´s entraram em ressonaˆncia, sendo que um
dos estados do ga´s praticamente foi esvaziado, tendo a carga sido transferida
para o centro. Esse instante e´ seguido por amplas oscilac¸o˜es de carga, perfei-
tamente defasadas, de modo que a carga no centro manteˆm-se praticamente
constante.
A conclusa˜o dessa sec¸a˜o e´ a de que o processo de carga de um poc¸o
quaˆntico quando acoplado a eletrodos finitos, que tem estados discretos e´
bastante na˜o linear, e de certa maneira, imprevisı´vel. Pequenas modificac¸o˜es
na arquitetura do sistema podem acarretar comportamentos diversos. E´ pre-
ciso lembrar que dispositivos construı´dos pelo homem sempre tera˜o defeitos,
diferenc¸as de tamanho, assimetrias, etc. A maneira como a diferenc¸a de po-
tencial e´ aplicada tambe´m pode ser crucial. Supondo que o potencial aumente
muito lentamente, o sistema tem mais tempo de relaxar, o que pode significar
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que o poc¸o quaˆntico central atinge sua carga plena num tempo mais curto,
talvez na˜o passando pelos diversos regimes descritos anteriormente. No lado
oposto, nitidamente, se o potencial e´ aplicado muito rapidamente a dinaˆmica
pode ser completamente diferente, na˜o havendo tempo para que haja trans-
fereˆncia significativa de carga quando o sistema atinge as configurac¸o˜es de
ressonaˆncia.
4.2 Dinaˆmica sem diferenc¸a de Potencial com Poc¸o Quaˆntico
Central Mo´vel.
Nessa sec¸a˜o vamos estudar a dinaˆmica de populac¸o˜es quando o sis-
tema executa movimentos mecaˆnicos. Basicamente, teremos dois eletrodos
acoplados a um poc¸o quaˆntico que devido a sua arquitetura pode executar
oscilac¸o˜es aproximando-se e afastando-se dos eletrodos. As oscilac¸o˜es aqui
consideradas sera˜o induzidas por fatores externos como vibrac¸o˜es do ambi-
ente transmitidas ao dispositivo ou qualquer outro dispositivo externo capaz
de fazer oscilar o centro da estrutura.
Nesse contexto, a maneira de resolver a equac¸a˜o de Liouville-von
Neumann e´ a mesma que apresentada na sec¸a˜o anterior. Inicialmente par-
timos de um sistema sime´trico, diagonalizamos o operador hamiltoniano, re-
solvemos a dinaˆmica com H(t) fixo, modificamos a configurac¸a˜o do sistema,
ou seja, mudamos a posic¸a˜o do poc¸o quaˆntico central e rediagonalizamos
H, enta˜o redefinimos as condic¸o˜es iniciais como ρ(t +∆t) e assim por di-
ante. O centro da estrutura movimenta-se da esquerda para a direita de modo
harmoˆnico. Para cada ciclo completo (uma ida e volta do poc¸o quaˆntico cen-
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tral), diagonalizamos a hamiltoniana 400 vezes, de modo a na˜o termos gran-
des saltos espaciais entre uma configurac¸a˜o e outra.
Figura 4.6: Processo de carga no poc¸o quaˆntico central quando esta´ movendo-
se sem diferenc¸a de potencial aplicada. Apenas uma banda e´ considerada na
simulac¸a˜o. O perı´odo do movimento e´ 20 unidades de tempo.
Na figura 4.6 apresentamos a dinaˆmica de carga do poc¸o quaˆntico cen-
tral obtida segundo o que foi descrito anteriormente. Apenas uma banda
e´ considerada na simulac¸a˜o. O perı´odo do movimento completo do poc¸o
quaˆntico central e´ de 20 ut.
Como fica evidente pela figura, a transfereˆncia de carga se da´ de ma-
neira aproximadamente discreta. Em alguns ciclos temos transfereˆncia de
carga de um dos eletrodos para o centro da estrutura, em outros a corrente
se inverte, e ha´ uma descarga parcial. Em perı´odos intermedia´rios de tempo,
correspondentes a 10 ut, a carga permanece estabilizada no sistema. Os mo-
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tivos fenomenolo´gicos desse comportamento sa˜o apresentados no pro´ximo
para´grafo.
Figura 4.7: Apresentamos aqui a mesma situac¸a˜o da figura 4.6 com a parte
Vermelha representando o ga´s da direita e a parte preta o ga´s da esquerda.
Observando o comportamento da carga total nos eletrodos, podemos
vislumbrar melhor os aspectos fı´sicos da transfereˆncia de carga devido ao
movimento do centro da estrutura. Na figura 4.7 temos, em vermelho a
populac¸a˜o do ga´s da direita e em preto a populac¸a˜o do ga´s da esquerda.
No instante inicial, o sistema e´ completamente sime´trico, e ha´ pouco aco-
plamento entre as partes. O poc¸o quaˆntico central inicia uma oscilac¸a˜o no
sentido da direita. Isso acarreta uma diminuic¸a˜o da barreira de tunelamento
entre o centro da estrutura e o eletrodo da direita, o que permite, em torno
de 5 ut uma ra´pida transfereˆncia de carga. O poc¸o quaˆntico central fica
enta˜o parcialmente carregado, e, posteriormente retorna, passa pela posic¸a˜o
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de equilı´brio e se desloca para a esquerda. Novamente, a barreira de tune-
lamento e´ diminuı´da entre o ga´s da esquerda e o centro da estrutura. No
entanto, a quantidade de carga transferida agora e´ menor. Essa transfereˆncia
ocorre em torno de 15 ut na simulac¸a˜o. O motivo para na˜o haver simetria de
transfereˆncia de carga entre o componente da direita e da esquerda vem do
fato de que, na primeira aproximac¸a˜o do poc¸o quaˆntico central com a direita,
todos os seus estados estavam vazios. Quando o poc¸o quaˆntico central se
aproxima da esquerda, com estados ja´ parcialmente ocupados a transfereˆncia
de carga na˜o e´ mais ta˜o eficiente. Mesmo assim, ainda ha´ possibilidade de
transfereˆncia. Quando o poc¸o quaˆntico central se aproximar novamente da
esquerda, a situac¸a˜o sera´ distinta. Agora temos os seus estados ocupados, e
parte dos estados do eletrodo vazios. O fluxo de carga se inverte. O poc¸o
quaˆntico central cede parte da carga que acumulou para o ga´s. Um esquema
geral desse comportamento e´ apresentado na figura 4.8.
No diagrama mostrado na figura 4.8, vemos um esboc¸o geral da dinaˆmica
descrita anteriormente. Os cı´rculos fechados representam estados cheios e os
cı´rculos abertos estados vazios. As setas superiores indicam a direc¸a˜o de mo-
vimento do componente oscilante, e as setas curvas a direc¸a˜o de transfereˆncia
de carga. Cabe ressaltar que uma vez que a transfereˆncia de carga nunca e´
100 % eficiente, na˜o ha´ uma periodicidade definida para o sistema. A cada
aproximac¸a˜o ou afastamento de um dos lados do dispositivo, a quantidade de
carga contida no componente central e´ diferente, a populac¸a˜o dos diversos
estados tambe´m, e assim, a dinaˆmica como um todo na˜o pode ser previsı´vel a
longo prazo.
A complexidade da dinaˆmica descrita acima pode ser vista na figura
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Figura 4.8: Diagrama esquema´tico dos dois primeiros ciclos descritos anteri-
ormente.
4.9 e na figura 4.10. Nelas plotamos, para 50 ut (o que corresponde a dois
ciclos completos) a populac¸a˜o de cada estado do poc¸o quaˆntico central e dos
eletrodos levados em conta na simulac¸a˜o. Note que, em certos instantes, es-
tados especı´ficos doam carga, e posteriormente podem receber novamente.
Para tempos longos de simulac¸a˜o, estados sa˜o pouco acoplados, cujo tempo
de transfereˆncia e´ longo podem contribuir com uma parcela significativa da
carga lı´quida envolvida no processo. Ale´m disso, processos de relaxac¸a˜o po-
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Figura 4.9: A populac¸a˜o em cada estado do poc¸o quaˆntico central desde 0 ate´
50 unidades de tempo.
dem transferir carga entre estados. A soma de todos esses fatores transforma
o processo de transfereˆncia de carga, mesmo nesse modelo simplificado que
tratamos bastante complexo e imprevisı´vel.
Como um u´ltimo exemplo, na pro´xima sec¸a˜o vamos tratar um sistema
mo´vel sujeito a uma diferenc¸a de potencial.
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Figura 4.10: Populac¸a˜o em cada estado do ga´s da direita e do ga´s da esquerda
no tempo.
4.3 Poc¸o Quaˆntico Central Mo´vel com Diferenc¸a de Po-
tencial.
Para finalizar essa breve ana´lise das possibilidades apresentadas por
um sistema mo´vel conectado a´ eletrodos finitos, vamos tratar de um sistema
que esta´ sujeito a uma diferenc¸a de potencial fixa, e que pode se mover har-
monicamente como na sec¸a˜o anterior. Os paraˆmetros sa˜o V0 = 0.02, com
∆V = 0.01. Nas figuras (Figura 4.11 e Figura 4.12), o poc¸o quaˆntico central
completa um perı´odo em 50.000 ut. Ao contra´rio da simulac¸a˜o anterior, a
configurac¸a˜o do aparato com diferenc¸a de potencial, nesse caso, acarreta uma
dinaˆmica bastante singular. Por um lado, quando o poc¸o quaˆntico se apro-
xima da direita, por motivos ainda na˜o totalmente claros, os dois eletrodos
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Figura 4.11: Populac¸a˜o no poc¸o quaˆntico central quando esta´ sujeito a uma
diferenc¸a de potencial fixa e em movimento harmoˆnico. Aqui temos que
∆V = 0.01 hartree, V0 = 0.02 hartree. O perı´odo de oscilac¸a˜o e´ 50.000 uni-
dades de tempo.
transferem carga em fase. O poc¸o quaˆntico entra em ressonaˆncia simultane-
amente com os dois eletrodos, recebe e devolve carga de maneira aproxima-
damente sime´trica. Ao mesmo tempo, a diferenc¸a de potencial favorece a
transfereˆncia de carga na˜o ressonante do eletrodo da esquerda para o centro,
como pode ser visto na figura 4.12. Essa transfereˆncia na˜o ressonante e´ res-
ponsa´vel pelo crescimento quase linear da carga no poc¸o quaˆntico central, e
pela queda quase linear da carga no ga´s da direita. Podemos dizer que nesse
regime temos um termo quaˆntico, devido ao tunelamento ressonante, e um
termo “cla´ssico” oˆhmico de transfereˆncia de carga, devido a` diferenc¸a de po-
tencial. Evidentemente, como nosso sistema e´ finito, para tempos mais longos
a dinaˆmica devera´ ser alterada. Na medida em que o poc¸o quaˆntico central
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Figura 4.12: Populac¸a˜o nos eletrodos quando temos uma diferenc¸a de poten-
cial fixa e o poc¸o quaˆntico central em movimento harmoˆnico. Aqui temos
que ∆V = 0.01 hartree, V0 = 0.02 hartree. O perı´odo de oscilac¸a˜o e´ 50.000
unidades de tempo. Em preto temos o ga´s da esquerda e em vermelho o ga´s
da direita.
estiver saturado de carga, devera´ ocorrer uma inversa˜o no fluxo. Assim, po-
demos interpretar o comportamento apresentado na figura 4.11 e na figura
4.12 como sendo um comportamento transiente, que possivelmente poderia





Nesse trabalho apresentamos uma abordagem baseada puramente na
mecaˆnica quaˆntica para tratar dinaˆmica de carga num dispositivo nanoeletro-
mecaˆnico. Nossa aproximac¸a˜o e´ baseada na ide´ia de que um poc¸o quaˆntico
acoplado a eletrodos condutores pode ser simulado atrave´s de um modelo
onde os eletrodos sa˜o tratados como poc¸os discretos, acoplados entre si.
Para a construc¸a˜o do operador hamiltoniano modelo do sistema, a pro-
posta consiste em diagonalizar exatamente o sistema eletrodo-poc¸o quaˆntico-
eletrodo atrave´s da soluc¸a˜o estaciona´ria da equac¸a˜o de Schro¨dinger, e poste-
riormente particionar o sistema usando como constantes de acoplamento as
superposic¸o˜es entre func¸o˜es de onda dos diversos componentes na regia˜o das
barreiras de potencial.
Essa abordagem nos permitiu reproduzir, de maneira consistente, a
estrutura de bandas de um poc¸o quaˆntico acoplado com o contı´nuo, descre-
vendo, de maneira coerente, o alargamento de nı´veis ocasionado devido a
esse acoplamento, assimetrias na estrutura de bandas bem como diferenc¸as
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de tempos de vida em cada banda.
Para realizar os ca´lculos dinaˆmicos resolvemos a equac¸a˜o de Liouville-
von Neumann, com hamiltoniano dependente do tempo conforme modelo
descrito anteriormente. O esquema de soluc¸a˜o baseia-se na diagonalizac¸a˜o
da hamiltoniana, ca´lculo de dinaˆmica efetuado via soluc¸a˜o computacional das
equac¸o˜es de movimento provenientes da equac¸a˜o de Liouville-von Neumann
durante um curto intervalo de tempo, rediagonalizac¸a˜o para nova configurac¸a˜o,
redefinic¸a˜o de condic¸o˜es iniciais, via um processo sequencial iterativo ate´ o
tempo desejado para a simulac¸a˜o.
Como aplicac¸o˜es do me´todo, calculamos
A) dinaˆmica com diferenc¸a de potencial varia´vel no tempo, onde mostra-
mos que a transfereˆncia de carga da´-se de maneira aproximadamente
discreta, com perı´odos intercalados de oscilac¸o˜es coerentes da carga
entre o poc¸o quaˆntico e os eletrodos.
B) dinaˆmica de carga com poc¸o quaˆntico mo´vel sem diferenc¸a de poten-
cial, onde demonstramos que o processo e´ parcialmente previsı´vel du-
rante os intervalos iniciais de simulac¸a˜o, consistindo de transfereˆncia
ressonante de carga entre eletrodos e o poc¸o quaˆntico, bloqueio de
transfereˆncia, transfereˆncia poc¸o quaˆntico-eletrodo, etc, num processo
que ocorre a cada dois perı´odos distintos, devido ao princı´pio de Pauli.
Para tempos maiores de simulac¸a˜o, a dinaˆmica assume caracterı´sticas
mais complexas, devido a reditribuic¸a˜o aleato´ria de carga entre os di-
versos estados do sistema.
C) dinaˆmica de carga tanto com movimento mecaˆnico quanto com diferenc¸a
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de potencial, onde mostramos que a dinaˆmica transiente pode ser com-
posta de componentes oˆhmicos e discretos, um composto de trans-
fereˆncia entre estados na˜o ressonantes, outra entre estados ressonan-
tes. Esse exemplo tambe´m evidencia que a configurac¸a˜o especı´fica do
sistema pode resultar em processos dinaˆmicos muito diferentes entre
si.
O que conseguimos mostrar ate´ aqui e´ que a abordagem proposta e´
promissora, podendo ser usada para simular e prever propriedades interes-
santes em sistemas nanoeletromecaˆnicos. Mas, para tal, alguns pontos ainda
precisam ser melhor desenvolvidos; citamos, entre outros:
A) Determinar qual o tempo real em que as simulac¸o˜es esta˜o ocorrendo.
B) Adicionar, no formalismo de Liouville-von Neumann efeitos de tem-
peratura.
C) Adicionar efeitos de decoereˆncia via operador de Lindblind.
D) Otimizar os programas computacionais de modo a permitir simulac¸o˜es
com um nu´mero mais expressivo de estados quaˆnticos, uma vez que,
na forma atual o tempo de computac¸a˜o e´ proibitivo se usarmos mais de
100 estados.
E) Escrever um hamiltoniano modelo que contenha mais de um poc¸o quaˆntico
mo´vel, o que nos permitiria estudar efeitos relacionados as diferenc¸as
de frequeˆncia de oscilac¸a˜o de cada poc¸o quaˆntico.
Alguns dos ı´tens acima ja´ esta˜o em fase de desenvolvimento e espera-




Postulados da Mecaˆnica Quaˆntica
PostuladoI :
O estado de um sistema fı´sico no tempo t0 e´ definido especificando o vetor de
estado |Ψ(t0)〉 pertencente ao espac¸o de Hilbert ε.
PostuladoII :
Uma quantidade fı´sica mensura´vel A e´ descrita por um observa´vel Aˆ atuando
sobre ε.
PostuladoIII :
Os possı´veis resultados na medic¸a˜o de uma quantidade fı´sica sa˜o os autova-
lores do correspondente observa´vel Aˆ.
PostuladoIV :
Seja A uma quantidade fı´sica representada por um observa´vel Aˆ. Suponha-se
que o sistema esta´ num estado normalizado |Ψ〉, tal que 〈Ψ|Ψ〉= 1. Quando





| 〈uin|Ψ〉 |2 (A.1)
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onde gn e´ a degeneresceˆncia de an e |u1n〉,|u2n〉...|ugn〉 forma uma base ortonor-
mal do subespac¸o εn que consiste de autovetores de Aˆ com autovalores an.
PostuladoV :
Se a medida da quantidade A sobre um sistema fı´sico no estado |Ψ〉 for-
nece o resultado an, imediatamente depois da medida o estado e´ dado pela
projec¸a˜o normalizada de |Ψ〉 sobre o espac¸o pro´prio εn associado com an;
isso e´, 1√〈Ψ|Pn|Ψ〉Pn |Ψ〉, onde Pn e´ o operador de projec¸a˜o sobre εn.
PostuladoVI :
A evoluc¸a˜o temporal de um vetor de estado |Ψ(t)〉 de um sistema fı´sico e´




= Hˆ(t) |Ψ(t)〉 (A.2)
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