Reconstruction of colourings without freezing by Sly, Allan & Zhang, Yumeng
Reconstruction of colourings without freezing
Allan Sly∗ Yumeng Zhang†
November 5, 2018
Abstract
We prove that reconstruction in the k-colouring model occurs strictly below the threshold
for freezing for large k.
1 Introduction
The study of broadcast models or spin systems on trees arises naturally in many areas including
probability, combinatorics and statistical physics as well as in more applied settings such as com-
putational evolutionary biology and information theory. The so-called reconstruction problem asks
when the mutual information between the root and the spins at level ` is bounded away from 0
as ` → ∞ and thus can be viewed as a type of point to set dependence (see definition in § 1.1).
It emerges in numerous settings, for example in biology it determines a phase transition for the
information requirements for phylogenetic reconstruction [7].
Here we are most interested in the role the reconstruction threshold plays in the study of
random constraints satisfaction problems (rCSPs). It has been shown that in a range of rCSPs
such as random colourings of random graphs, the space of solutions undergoes what physicists
call a dynamical phase transition in which the space of solutions splits into exponentially many
small, isolated clusters [1]. This transition also seems closely related to computational barriers for
algorithms for finding solutions. It has been conjectured that the threshold for this transition is
exactly the reconstruction threshold and this is known up to first order asymptotic.
Locating the exact reconstruction threshold has only been achieved in a small number of spin
systems, the symmetric [14] and near-symmetric binary channels [3] and the three state symmetric
channel with large degrees [25]. For the k-colouring model only bounds are known which match in
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the first and second order asymptotic term. On the d-regular tree the model is non-reconstructible
whenever [2, 24],
d ≤ k(log k + log log k + 1− log 2 + ok(1)). (1.1)
The best previous bound for reconstruction is when
d ≥ k(log k + log log k + 1 + ok(1)) (1.2)
by [22, 23]. This uses the following simple algorithm; it reconstructs the root only when it is uniquely
determined by the leaves, in which case we say the root is frozen. This can be implemented and
analysed using a simple recursion and leaves a gap of width just k log 2. It is known that (1.2) is
tight for freezing of the root so one natural question to ask is whether reconstruction is possible
when the root is not frozen. We answer this in the positive showing that the k-colouring model
is still reconstructible for parameters in a small but non-vanishing region of width δk below the
freezing threshold.
Interpreted in the setting of random colourings on random graphs this is opens a number of
tantalising questions. It suggests a range of parameters in which there is clustering of colourings but
where the clusters are unfrozen meaning that all vertices can take every possible colour within the
cluster. It remains an important question to understand what leads to the computational difficulty
in colouring random graphs, the onset of clustering or of freezing. Our result separates these two
transitions making this distinction of keen importance.
1.1 Definition and Main Results
The broadcast model on trees is the process where information is sent from the roots downward,
along edges acting as noisy channels, to the leaves of the trees. Given a tree T = (V,E), a finite
set [k] = {1, . . . , k} of k values and a [k] × [k] probability matrix M as the noisy channel, the
broadcast model on tree T is the probability measure on the space of configurations [k]V defined as
follows: The spin σρ at the root ρ is chosen according to the stationary distribution of M , denoted
by pi. Then for each vertex v ∈ T with parent u, the spin σv is chosen according to the conditional
distribution P (σv = i | σu = j) = M(i, j). In this paper we will focus on the colouring model with
alphabet [k] and probability matrix M(i, j) = 1k−11{i 6= j}.
Equivalently, one can also define the colouring model by its Gibbs measure. A proper k-colouring
of the graph G = (V,E) is a configuration σ : V → [k] such that for every edge e = (u, v) ∈ E,
σu 6= σv. The (free) Gibbs measure of random colourings is given by the uniform measure
P (σ) =
1
Z
∏
e=(u,v)∈E
1{σu 6= σv},
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where Z is the normalizing constant equaling to the number of proper colourings of G.
For technical convenience and also of independent interest, we allow randomness in the under-
lying trees. For any probability distributions ξ on the set of non-negative integers Z+, we let Tξ
denote the distribution of Galton-Watson tree with offspring distribution ξ. Two special cases of
interest are the d-ary tree Td and the Galton-Watson tree TPois(d) with Poisson offspring distribution
of average degree d. They are the natural tree models to study with regard to random d-regular
graphs and Erdős-Rényi random graphs respectively. The definition of broadcast model can be
easily generalized to the (first finite levels of) Galton-Watson trees.
Given a (possibly random) infinite tree, the reconstruction problem asks if the distribution of
the state of the root is affected by the configuration on the n’th level as n goes to infinity. More
precisely, let Tn be the first n levels of tree T and Ln be its set of vertices at level n. Write
Tn = T, Ln = ∅ if T has fewer than n levels.
Definition (Reconstruction). Given a family of Galton-Watson trees Tξ, we say that the k-colouring
model is reconstructible for Tξ if there exist i, j ∈ [k] such that,
lim sup
n→∞
ET∼Tξ dTV(P (σLn = · | T, σρ = i), P (σLn = · | T, σρ = j)) > 0,
where dTV is the total-variation distance. Otherwise we say that the model is non-reconstructible.
Non-reconstruction implies that on average the configurations on the distant levels have a van-
ishing effect on the root. Equivalently, it corresponds to the mutual information between the root
and the leaves going to 0 (see e.g. [21] for more equivalent definitions). The freezing threshold is
defined as follows:
Definition (Freezing). Given a family of Galton-Watson tree Tξ, we say that the k-colouring model
is frozen for Tξ if
lim sup
n→∞
PT∼Tξ(σρ is uniquely determined by σLn) > 0.
The exact location of freezing threshold for Poisson tree TPois(d) has been calculated in [19].
Following a similar calculation for Td, one can show that for k ≥ k0, the k-colouring model is frozen
if and only if
d > dfk :=
infx>0 x log
−1
(
1− (1−e−x)kk−1
)
Td
infx>0
(k−1)x
(1−e−x)k TPois(d)
= k(log k + log log k + 1 + ok(1)).
It is easy to see that the k-colouring problem is reconstructible on Tξ if it is frozen. Indeed, the
freezing threshold gives the best known upper bound for reconstruction threshold with the only
exception of d = 5 and k = 14, in which case reconstruction is proved in [16] using a variational
principle. The main result of this paper is the following theorem which implies that the reverse
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statement is not true. Throughout we will assume that k exceeds a large enough absolute constant
k0, where the exact value of k0 may vary from place to place.
Theorem 1.1. There exists a constant β∗ < 1 such that for any k ≥ k0 the k-colouring model is
reconstructible for both Td and TPois(d) for d satisfying
d ≥ k(log k + log log k + β∗). (1.3)
For a complete picture, it has been shown [2, 24] that the k-colouring problem is non-reconstructible
on d-ary tree with
d < k(log k + log log k + 1− log 2 + ok(1)),
and the similar result extends to general Galton-Watson trees under mild restrictions [13]. While
numerical results of [28] suggest that the actual reconstruction threshold has a constant term roughly
in the middle of 1 − log 2 and 1, for technical reasons we only show reconstruction for β∗ close to
the freezing threshold 1. Nonetheless, we believe that our result is of interest because it suggests
a distinct phase transition in the solution space evolution of rCSPs, the existence of which was
previously unclear. We will address this point in detail in the next section.
1.2 Motivation from Statistical Physics
Random instances of constraint satisfaction problems (rCSPs) have been studied in different areas
including theoretical computer science, probability theory, combinatorics and statistical physics.
Much of our understanding of the problem over the last two decades comes from the replica/cavity
method originally developed by statistical physicist in study of spin glasses, among which perhaps
the two most important questions are when does a rCSP have solution and how can we find/sample
one. Significant progresses have been made in the last couple of years towards the first question.
Exact satisfiability thresholds have been established for k-NAESAT [10], maximum independent set
[8] and k-SAT [9], and the k-colourability threshold has been located within an interval of length
(2 log 2− 1) [5, 6].
Meanwhile, on the algorithmic side, it has been observed for many models of interest that all
polynomial-time algorithms fail to find solutions at densities far below the satisfiability threshold.
This algorithmic barrier is believed to be closely related to the phase transitions in the geometry
of the set of solutions. Here we briefly review the heuristic phase diagram developed by statistical
physicists [15, 28], as we fix k and increase the average connectivity d. The set of solutions start
out as a well-connected component containing all but exponentially small fraction of solutions. At
the clustering threshold dclust, the solution space splits into an exponential number of “clusters"
where clusters are well-connected inside but well-separated from each other, and no single cluster
contains more than an exponentially small fraction of all solutions. Then at the possibly higher
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value of d, namely the rigidity threshold drigid, typical clusters become “frozen", i.e. a linear fraction
of variables take the same value in all solutions of that cluster. Finally at much larger values of d
come the condensation threshold and satisfiability threshold, which we will not go into details here.
These predictions have been partially verified in many cases. Apart from the results on satis-
fiability threshold mentioned before, Molloy [19] proved that the rigidity phase transition coincide
with the freezing threshold on trees, in the case of k-colouring. And in the prominent paper [1],
the authors proved that the solution space does split into exponentially many frozen clusters for
k-colourings models and constraint densities (1 + ok(1))k log k ≤ d ≤ (2− ok(1))k log k.
Among the different phase transitions mentioned above, it has been conjectured that the cluster-
ing threshold and the rigidity threshold are the two factors resulting the onset of hard random-CSP
instances. However different opinions exist on which one is more responsible [18, 28, 29], if any of
them [4]. And much is unclear about how they affect the performance of algorithms directly. One
difficulty lies in the fact that the two thresholds are extremely close to each other. According to
the physics prediction, [28], both thresholds happen at k(log k + log log k + α + o(1)) for different
values of α and no evidence shows even at a heuristic level that such gap is indeed non-vanishing.
In fact, it has been widely believed that the clustering phase transition, marking the onset of long
range correlation, coincides with the reconstruction threshold on trees [20]. If that is the case, then
previous results in the reconstruction problems [24] imply that the gap between the two thresholds
can at most be k(log 2 + o(1)) (compared to the leading term of k log k).
We hope that the result of this paper can contribute to the understanding of colourings on ran-
dom graphs in two directions. First, we show for the first time that the gap between reconstruction
threshold and freezing threshold on trees is linear in k. This combined with the conjecture that
reconstruction coincides with clustering strongly suggests a distinct phase where the solution space
are clustered but non-frozen. It will be of great interest to analyze algorithms in this region. Sec-
ondly, the distributional recursion involved in the reconstruction problem (known as the averaged
1RSB equation in physics jargon [17]) is closely related to the BP recursion, thus in bounding the
fixed point of the reconstruction recursion, we hope to provide additional information on the fixed
point of the BP recursion, and in turn improve the understanding of the structure of the clusters.
We conclude this section by noting the implication of our results for sampling algorithms, as non-
reconstruction is closely related to the efficiency of MCMC. Typically, local algorithms are efficient
only when there is no long-range correlation. Recently, it was shown that Glauber dynamics of k-
colouring model on d-ary trees has O(n log n) mixing time in the entire non-reconstruction regime
[26]. Much less is known on random graphs (Erdős-Rényi, random d-regular graph, etc.). The best
bounds for efficient algorithms so far are k ≥ 5.5d using the Glauber dynamics are [12] and k ≥ 3d
using non-MCMC methods [27], both of which are still below the uniqueness threshold.
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1.3 Outline of the proof
The proof of Theorem 1.1 essentially follows from a detailed analysis of the tree recursion. We begin
by specifying the distribution of the reconstruction probability P (σρ = · | σLn) on n-level trees as
a function of the distribution on (n− 1)-level trees P (σρ = · | σLn−1). This defines a distributional
recursion on the set of probability measures on the k dimensional simplex ∆k. For the purpose of
proving reconstruction, it is enough to show that the recursion has a non-trivial fixed point, which
is done in two steps: First we show that there exists a non-trivial measure µ on ∆k such that after
one step of the recursion the new measure stochastically dominates the original one. This step is
done in Section 3. Given the result of stochastic dominance, we provide a randomized algorithm
such that the distribution of the reconstruction probability equals µ on trees of any depth, which
is done in Section 2.
2 Reconstruction algorithm
We begin by introducing the notations we will be using throughout the proof. In general, we will
use U, V . . . for random variables and µ, ν for measures. To avoid complicated subscripts, we will
use both U and µU for the distribution of U and use fU for its density (using delta functions for
atoms). For any function ϕ, we write ϕ◦µ for the distribution of ϕ(X), where X is a random sample
of µ, denoted as X ∼ µ. We will use B⊕C to denote the (measure of) the sum of two independent
copies of B and C, and a ⊗ B to denote the sum of a i.i.d. copies of B. One should distinguish
these two operators with + and ·, the usual addition and scaler multiplication of measures. By
definition, we have
µB⊕C = µB ∗ µC , µa⊗B = µB ∗ µB ∗ · · · ∗ µB︸ ︷︷ ︸
a times
.
For any space Ω, we will useM(Ω) to denote the space of probability measures on Ω. A substantial
portion of our proof will be comparing different measures. For that sake, we define the following
partial order onM(R), where R ≡ R ∪ {−∞,∞} is the extended real numbers.
Definition 2.1 (Stochastic dominance). For µ, ν ∈M(R), we say that ν stochastically dominates
µ, denoted by µ ≺ ν, if for any x ∈ R, µ([−∞, x]) ≥ ν([−∞, x]). Moreover, for any  > 0, we
say that ν stochastically dominates µ by , denoted by µ ≺ ν, if for any x ∈ R, we have either
µ([−∞, x]) = 1 or ν([−∞, x]) = 0 or µ([−∞, x])−  ≥ ν([−∞, x]).
The following proposition gives two sufficient conditions of stochastic dominance that will be
used throughout the proof. The proof of proposition should be trivial.
Proposition 2.2. Let X,Y be two arbitrary independent random variables
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1. If µX , µY are absolutely continuous and fX(y) ≤ fY (y) for all y satisfying P (Y ≥ y) > 0,
then X  Y .
2. If X stochastically dominates Y by , then for any random variable X ′ such that P (X 6=
X ′) ≤  and {x′;P (X ′ < x′) = 0} ⊆ {y;P (Y < y) = 0}, X ′ also stochastically dominates y.
2.1 k-colouring model and the tree recursion
In this section we give the distributional recursion involved in the reconstruction problem. Let
[k] = {1, . . . , k} denote the set of k-colours and T = (V,E) ∼ Tξ be an instance of the Galton-
Watson tree of offspring distribution ξ with root ρ. For each n ≥ 1, let Tn = (Vn, En) denote the
restriction of T to its first n levels and let Ln be the leaves of Tn. For each n, the k-colouring model
restricted on Tn is the uniform measure on the set of proper colourings
Ωn := {σ ∈ [k]Vn : σu 6= σv, for all e = (u, v) ∈ En}.
And we will use Ω(Ln) to denote the set of possible configurations on Ln.
For any η ∈ Ω(Ln) and l ∈ [k], let fn be the (deterministic) function defined as follows:
fn(l, η;T ) := P (σρ = l|Tn, σLn = η).
Given tree Tn and the observed configuration η ∈ Ω(Ln), the maximum likelihood estimator of σρ is
the colour l that achieves the maximum of fn(l, η;T ), and this estimation is correct with probability
maxl fn(l, η;T ). Let dρ be the degree of the root ρ of T , and u1, . . . , udρ be the dρ offspring of the
root ρ. For each 1 ≤ i ≤ dρ, let Ti be the subtree rooted at ui and Lni = Ln∩Ti be the subset of Ln
restricted to Ti. Given the colour of ui, the configuration on Ti is independent of the configuration
on T\Ti. A standard recursive calculation gives that, for each η ∈ Ω(Ln) and l ∈ [k],
fn+1(l, η;T ) =
∏dρ
i=1(1− fn(l, ηi, Ti)∑k
m=1
∏dρ
i=1(1− fn(m, ηi;Ti))
. (2.1)
To study one step of the recursion from a vertex, one first samples the number of offspring from
ξ then decides the colour of each offspring accordingly. Let Ξl = Ξl(n; ξ) denote the distribution
of (Tn, σLn) given σρ = l and let (Tn, ηl) be a sample from Ξl. Then the vector of posterior
probability ~Xn := (fn(1, η1;T ), . . . , fn(k, η1;T )) is a random vector in the k-dimensional simplex
∆k := {(x1, . . . , xn) : xi ≥ 0,
∑n
i=1 xi = 1}. Let (Ti, ηli) be the restriction of (Tn, ηl) onto Ti. By
the symmetry between branches of Galton-Watson trees and the symmetry between colours, we
have that
(fn(m, η
l;T ))km=1
d.
= (X(m−l+1)n )
k
m=1,
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where we uses the notation x(l) to denote the l-th entry of vector ~x, modulo k when necessary.
Furthermore, conditioned on the value of ~X(1)n , ( ~X
(2)
n , . . . , ~X
(k)
n ) are exchangeable. In particular
~X
(l)
n
d.
= ~X
(2)
n for all l 6= 1.
The distribution of ~Xn can be solved recursively using the following ∆k-valued function Γ that
takes an indefinite number of variables: Let
Γ(m)(~xi,l, l = 1, . . . k, i = 1, . . . bl) :=
∏k
l=2
∏bl
i=1(1− ~x(m−l+1)i,l )∑k
l′=1
∏k
l=2
∏bl
i=1(1− ~x(l
′−l+1)
i,l )
, ∀m ∈ [k], (2.2)
where we adopt the convention of
∏
i∈∅ ai = 1. Here bl represent the number of ui’s with colour
l. Given dρ and σρ = 1, the joint distribution of (b2, . . . , bk) follows the multinomial distribution
with sum dρ and probability ( 1k−1 , . . . ,
1
k−1 ) and b1 = 0. Let Dρ, (B1, . . . , Bk) be an i.i.d. copy of
dρ, (b1, . . . , bk) and ~Xi,l be i.i.d. samples of ~Xn, (2.1) implies that
~Xn+1
d.
=
( ∏k
l=2
∏Bl
i=1(1− ~X(m−l+1)i,l )∑k
m′=1
∏k
l=2
∏Bl
i=1(1− ~X(m
′−l+1)
i,l )
)k
m=1
= Γ( ~Xi,l, l = 1, . . . k, i = 1, . . . Bl). (2.3)
Let Ξ˜ be the distribution of (Tn, σLn) without conditioning on the value of σρ and define the
unconditional posterior probability X˜n := (fn(1, η˜;T ), . . . , fn(k, η˜, T )) similarly, where η˜ is sampled
from Ξ˜. The distribution of ~Xn and X˜n satisfies that at each point x ∈ ∆k,
P ( ~Xn ∈ dx) = kP
(
σρ = 1,
(
P (τρ = j | Tn, τLn = σLn)
)k
j=1
∈ dx
)
= kP (X˜n ∈ dx)P (σρ = 1 |
(
P (τρ = j | Tn, τLn = σLn)
)k
j=1
∈ dx)
= kx(1)P (X˜n ∈ dx). (2.4)
Equation (2.3) and (2.4) are all we need to describe the distributional recursion. To be more
concrete, we introduce some further notations. LetMs(∆k) ⊂M(∆k) be the subset of measures in
M(∆k) that are invariant under permutations of the coordinates. With some abuse of notation, we
will also use Γ for the transformation it induces onM(∆k), i.e. for any ν ∈M(∆k), we define Γν as
the distribution of Γ( ~Xi,l, l = 1, . . . , k, i = 1, . . . Bl) where ~Xi,l are i.i.d. copies with distribution ν
and Bl are defined as before. For each ν ∈Ms(∆k), let Πlν be defined as (Πlν)(dx) := kx(l)ν(dx)
and define
Γsν :=
1
k
k∑
l=1
(Γ ◦Πl)ν. (2.5)
Under these notations, if X˜n ∼ ν, then ~Xn ∼ Π1ν, ~Xn+1 ∼ Γ ◦Π1ν and X˜n+1 ∼ Γsν.
It is easy to check that δ( 1k ,..., 1k ) is a trivial fixed point of Γs, which corresponds to no information
about the root. To show reconstruction, it is enough to prove for X˜0 ∼ µ0 := 1k [δ(1,0,...,0) + · · · +
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δ(0,...,0,1)] that Γnsµ0 is weakly bounded away from δ( 1k ,..., 1k ). One of the main difficulties for analyzing
graph colourings is that the dimension of the recursion grows linearly in k. Luckily, as it will become
clear in the proof, it is sufficient to consider only the largest coordinate of X˜n. All the other entries
are w.h.p. negligible as k → ∞. Since we are not aiming at the tightest possible bound, we shall
discard this extra information reducing the recursion to R.
Define λ(~x) = (λ(0), λ(1))(~x) := (‖~x‖∞, arg max ~x) and Λ : ∆k → ∆k to be
Λ(m)(~x) =
‖~x‖∞ m = arg max ‖~x‖∞1−‖~x‖∞
k−1 otherwise
. (2.6)
We are mostly interested in the transformation λ and Λ induces on spaces of probability measures.
With some abuse of notation, we allow extra randomness to be used to break ties in the arg max of λ
and Λ independently and uniformly randomly. For example if X = ( 12 ,
1
2 , 0, . . . , 0) with probability
1, then λ(X) equals ( 12 , 1) or (
1
2 , 2) with probability
1
2 . Let Λ
k = Λ(∆k) ⊂ ∆k be the “star-shaped”
image of Λ, λ(~x) gives a bijection between Λk\( 1k , 1k , . . . , 1k ) and ( 1k , 1] × [k]. Hence there is a
bijection betweenM([ 1k , 1]) andMs(Λk) :=Ms(∆k) ∩M(Λk) given by:
λ(0) :Ms(Λk)→M([ 1
k
, 1]), µ→ λ(0) ◦ µ = ‖µ‖∞;
λ−1 :M([ 1
k
, 1])→Ms(Λk), µ→ λ−1 ◦
(
µ⊗ 1
k
(δ1 + · · ·+ δk)
)
.
Thus Λ ◦ Γs induces a transformation onMs(Λk) and λ(0) ◦ Λ ◦ Γs ◦ λ−1 = ‖Γs ◦ λ−1‖∞ induces a
transformation onM([ 1k , 1]). With another abuse of notation, we will use the same notation for both
µ ∈ M([ 1k , 1]) and its unique correspondence inMs(Λk) and use Λ ◦ Γs for both transformations.
Also for µ, ν ∈Ms(Λk), we say µ ≺ ν iff µ ≺ ν as elements ofM([ 1k , 1]).
The main technical result of this paper is the following theorem, which will be proved in Section 3.
Theorem 2.3. There exist β0 < 1, c > 0 such that for any k > k0, d ≥ k(log k + log log k + β0),
and T ∼ TPois(d), one can constructs µk ∈ M([ 1k , 1]) such that (Λ ◦ Γs)µk stochastically dominates
µk by c/ log k.
Using the fact that ‖Λ(~x)‖∞ = ‖~x‖∞, Theorem 2.3 is equivalent to the statement that ‖Γsµk‖∞
stochastically dominates µk by c/ log k. It follows that if at some level we can reconstruct the root
with success probability ‖X˜n‖∞ for some X˜n ∼ µk ∈ Ms(Λk), then in the level above we can
do strictly better with success probability ‖X˜n+1‖∞  ‖X˜n‖∞. However this does not directly
imply reconstruction due to two reasons. First, the proof of Theorem 2.3 depends heavily on the
low-dimensional structure of µk ∈Ms(Λk), but in general after one step Γsµk no longer belongs to
Ms(Λk). Secondly, due to the non-linearity of Λ◦Γs, it is not clear whether (Λ◦Γs)µk  µk would
imply (Λ ◦ Γs)2µk  (Λ ◦ Γs)µk. We address both problems in next subsection by intentionally
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manipulating the observed configuration and thus manually maintaining a nontrivial fixed point for
the “manipulated recursion”.
2.2 Manipulating the tree recursions
In this section we provide a reconstruction algorithm such that its estimator of σρ satisfies a modified
recursion with the fixed point µk defined in Theorem 2.3. Let Sk be the symmetric group of degree
k. For any pi ∈ Sk, η ∈ Ω(Ln) and X ∈ ∆k, define pi ◦ η ∈ Ω(Ln) to be the configuration specified
by (pi ◦ η)v = pi(ηv) and pi ◦X ∈ ∆k to be the vector with (pi ◦X)(l) = X(pi(l)). We first illustrate
the main idea with an example:
Suppose that two people, Alice and Bob, are trying to reconstruct σρ, the colour of the root,
from σLn . Observing T and σLn = η ∈ Ω(Ln), Bob knows that root ρ has colour l with probability
fn(l, η;T ). Then Alice tells Bob that the η he observed was not the actual σLn , but the σLn after a
randomly selected permutation pi. Namely, η = pi ◦ σLn where pi is sampled from some distribution
ν ∈M(Sk). Let F (η) := (fn(`, η;T ))kl=1 ∈ ∆k be the original estimator of the root with T omitted
for brevity. Bob’s estimation of σρ after Alice’s permutation becomes
F (η; ν) :=
(
Ppi∼ν(σρ = l | pi ◦ σLn = η)
)k
l=1
=
∑
pi∈Sk
ν(pi)F (pi−1 ◦ η) =
∑
pi∈Sk
ν(pi)(pi ◦ F )(η).
Thus if Alice chooses the distribution ν carefully, she can manipulate Bob’s estimation to any vector
in the convex hull of
{
(pi ◦ F )(η) : pi ∈ Sk
}
. And that’s essentially what we will do in this section.
In particular, we consider the following two families of ν ∈M(Sk):
1. For each l ∈ [k], let ν1(l) be the uniform distribution on S[k]\l := {pi ∈ Sk : pil = l}. For any
η ∈ Ω(Ln) and m ∈ [k],
F (m)(η; ν1(l)) =
fn(m, η) m = l1
k−1
∑
m 6=l fn(m, η) m 6= l
=
fn(m, η) m = l1
k−1 (1− fn(m, η)) m 6= l
. (2.7)
2. For each p ∈ [0, 1], let ν2(p) := pνunif + (1 − p)δid where νunif is the uniform distribution on
Sk and δid is the point mass at the identity permutation id. For any η ∈ Ω(Ln),
F (η; ν2(p)) = (1− p)F (η) + p
k!
∑
pi∈Sk
(pi ◦ F )(η) = (1− p)F (η) + p ·
(1
k
, . . . ,
1
k
)
. (2.8)
In the proof, we will use ν1(l) to simulate the transformation Λ defined in (2.6) and ν2(p) to reduce
the distribution (Λ ◦ Γs)µk to µk. For the later purpose, we show the following lemma.
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Lemma 2.4. For any µ1, µ2 ∈M([ 1k , 1]) such that µ1  µ2, there exist function q : [ 1k , 1]× [0, 1]→
[ 1k , 1], such that q(y, u) ≤ y for all y ∈ [ 1k , 1],u ∈ [0, 1] and for any independent random variables
Y ∼ µ1 and U ∼ Unif[0, 1], q(Y, U) ∼ µ2. We say that such function q reduces µ1 to µ2.
Proof. Let G1, G2 be the c.d.f. of µ1, µ2, and G1(x − 0) be the left limit of G1 at x. For y ≥ 1k ,
define
q(y, u) := inf
{
x ≥ 1
k
: G2(x) ≥ G1(y − 0) + u(G1(y)−G1(y − 0))
}
.
Note that µ1  µ2 implies that G2(y) ≥ G1(y) for all y ≥ 1k . Hence q(y, u) ∈ [ 1k , y]. Let yx =
sup{y : G1(y − 0) ≤ G2(x)}. A direct calculation shows that for x ≥ 1k ,
P (q(Y, U) ≤ x) = P (G2(x) ≥ G1(Y − 0) + U(G1(Y )−G1(Y − 0)))
= G1(yx − 0) + (G1(yx)−G1(yx − 0)) G2(x)−G1(yx − 0)
G1(yx)−G1(yx − 0) = G2(x).
Recalling the 1-to-1 correspondence between M(Λk) and M([ 1k , 1]), we define q0 to be the
function that reduces µ0 = 1k (δ(1,0,...0)+ · · ·+δ(0,...,0,1)) to µk and q? to be the function that reduces
(Λ ◦ Γs)µk to µk, where the later one exists because (Λ ◦ Γs)µk  µk. We further define for each
• ∈ {0, ?} that
q˜•(y, u) :=
ky − q•(y, u)
ky − 1 ∈ [0, 1] such that (1− q˜•(y, u)) · y + q˜•(y, u) ·
1
k
= q•(y, u). (2.9)
Let us introduce further notations necessary for the algorithm: Let U := (Uv)v∈T be an array
of independent Unif[0, 1] random variables indexed by the vertices of T and let Uv := (Uw)w∈Tv be
the sub-array indexed over Tv, the subtree rooted at v. For each v ∈ T and w ∈ Tv, we will encode
Alice’s action on Tv and Bob’s information at w after Alice’s actions on Tv as
av := (pv, lv, piv) ∈ [0, 1]× [k]× Sk and bw,v := (pw,v, ηw,v) ∈ [0, 1]× [k].
Let Av and Bv be arrays of aw and bw,v indexed over w ∈ Tv respectively. Letting Lv1 denote
the set of offspring of v, we define BLv1 := (bw,u)u∈Lv1 ,w∈Tu as the concatenation of (Bu)u∈Lv1 for
each v /∈ Ln and define BLv1 := (σv) otherwise. With the meaning of av and bw,v to be given in a
moment, we formally define
P◦v := P
◦
v(BLv1 ) =
(P (σv = l | σv))kl=1 v ∈ Ln.(P (σv = l | BLv1 ))kl=1 v /∈ Ln. , Pv := Pv(Bv) = (P (σv = l | Bv))kl=1,
as Bob’s belief on σv before and after Alice’s actions on Tv (if he is given BLv1 or Bv respectively).
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We now define the actions of Alice, namely what av, bv means and how she recursively constructs
them from the leaves up to the root as a function of Tv, σTv∩Ln and Uv:
1. For each leaf vertex v ∈ Ln, Tv = {v}. Bob’s belief before Alice’s action is simply
P◦v = (P (σv = l | σv))kl=1 = (1{σv = l})kl=1.
Alice then sets lv = σv, pv = q˜0(1, Uv) and piv = pi2v ◦ pi1v , where pi1v is a sample of ν1(lv) and
pi2v is an independent sample of ν2(pv). Finally, she permute σv by piv (which has the same
effect as using pi2v) and prepares Bob’s share of information as Bv = (bv,v), where
bv,v = (qv,v, ηv,v) = (pv, pi
2
v(lv)) = (pv, pi
2
v(σv)).
2. Suppose that for each w ∈ Lm+1, Alice has recorded her actions on Tw as Aw and prepared the
information for Bob as Bw, where Aw is a function of (Tw, σTw∩Ln ,Uw) and Bw is a function
of Aw. We now describe Alice’s actions on Tv, namely how she constructs Av and Bv for each
v ∈ Lm as a function of (Bu)u∈Lv1 and Uv.
(a) First, for each u ∈ Lv1, Alice calculates Pu, namely Bob’s belief of σu given informa-
tion Bu. Given (Pu)u∈Lv1 , Alice calculates Bob’s belief of σv before her actions on Tv.
Following a similar recursion of (2.1),
P◦v =
( ∏
u∈Lv1 (1− P
(l)
u )∑k
m=1
∏
u∈Lv1 (1− P
(m)
u )
)k
l=1
.
(b) Let U iv, i = 1, 2, 3 be three independent Unif[0, 1] random variables constructed from Uv.
Let lv = lv(P◦v, U1v ) be uniformly picked from {l : (P◦v)(l) = ‖P◦v‖∞}, the set of largest
coordinates of P◦v, using the randomness of U1v and let pv = q˜?(‖P◦v‖∞, U2v ). Alice then
uses the randomness U3v to sample pi1v from ν1(lv) and pi2v from ν2(pv) independently and
sets piv = pi2v ◦ pi1v . This gives av = (pv, lv, piv) and completes the construction of Av.
(c) Finally, Alice “permutes” Bob’s current observation of Tv ∩ Ln and all the previous in-
formation she prepares for Bob by piv. This, in the language of Av and Bv, corresponds
to setting qv,v = pv, ηv,v = pi2v(lv) and setting for each w ∈ Tv\{v} that qw,v = pw and
ηw,v = piv(ηw,w1) = piw0(piw1(· · ·piwr−1(pi2w(lw)) · · · ) · · · ),
where w0 = v, w1 ∈ Lv1, . . . , wr−1, wr = w is the unique path connecting v to w. This
completes the definition of Bv = (bw,v)w∈Tv .
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3. As a final step, Alice tells Bob the array Bρ as partial information of her actions, which in
particular includes Bob’s final observation as (ηv,ρ)v∈Ln . We emphasis that Bρ is the only
piece of information given to Bob. All the intermediate Bv’s exist only in Alice’s deduction
and remain unknown to Bob.
The main result of the section is the following Theorem.
Theorem 2.5. For any n ≥ 1, let T be a n-level tree sampled from TPois and σLn be generated by
the colouring model on T . Let U be a T -indexed array of independent Unif[0, 1] random variables. If
Alice performs her actions as described above, then Bob’s final belief of σρ after all Alice’s actions,
represented as
Pρ = Pρ(Bρ) = (P (σρ = l | Bρ))kl=1 ∈ ∆k,
follows the distribution of µk.
Proof. For each permutation pi ∈ Sk and T -indexed array B = (bv)v∈T ∈ ([0, 1]× [k])T , let pi ◦bv :=
(pv, pi(ηv)) and pi ◦B := (pi ◦bv)v∈T . We induct on the number of levels in tree T to prove the claim
of Theorem 2.5 together with the result that
Pρ(pi ◦ Bρ) =
(
P (σρ = l | pi ◦ Bρ)
)k
l=1
= pi−1 ◦ Pρ(Bρ). (2.10)
For n = 0, T = {ρ} is the singleton tree and P◦ρ = (1{σρ = l})kl=1, Bob’s belief before Alice’s
action, follows distribution µ0. Given bρ,ρ = (pρ, ηρ,ρ), Bob’s posterior estimation of σρ satisfies
P (σρ = p˜i
−1(ηρ,ρ) | bρ,ρ) = ν2(pρ)(p˜i), ∀p˜i ∈ Sk.
Therefore, applying (2.8), Bob’s belief of σρ after Alice’s action at ρ becomes
Pρ =
(
P (σρ = l | piρ(σρ) = ηρ,ρ)
)k
l=1
= (1− pρ)P◦ρ + pρ ·
(1
k
, . . . ,
1
k
)
.
Observe that by definition pρ = q˜0(1, Uρ) = q˜0(‖P◦ρ‖∞, Uρ). Lemma 2.4 and (2.9) then imply that
Pρ follows the distribution of µk. It is not hard to check that (2.10) also holds.
Suppose we have proved Theorem 2.5 and (2.10) for trees no greater than n− 1 levels, we now
proceed to trees of n levels. By the induction hypothesis, for each u ∈ L1, Pu = Pu(Bu), Bob’s
belief of σu after Alice’s actions on Tu, follows the distribution µk. Following a similar calculation
of (2.4), we can show that conditioning on σρ = l but not T and σT\{ρ}, (Pu)u∈L1 has the same
joint distribution as Pois(d) independent samples of Πlµk. Therefore
P◦ρ =
( ∏
u∈L1(1− P
(l)
u )∑k
m=1
∏
u∈L1(1− P
(m)
u )
)k
l=1
∼ Γsµk.
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Now we turn to Pρ = Pρ(Bρ). For each u ∈ L1, let Bρ,u := (bw,ρ)w∈Tu , Bρ,L1 := (bw,ρ)w∈Tρ\{ρ}
be sub-arrays of Bρ. Using the induction hypothesis on (2.10), for each pi ∈ Sk we have
P◦ρ(pi ◦ BL1) =
( ∏
u∈L1(1− P
(l)
u (pi ◦ Bu))∑k
m=1
∏
u∈L1(1− P
(m)
u (pi ◦ Bu))
)k
l=1
=
 ∏u∈L1(1− P(pi−1(l))u (Bu))∑k
m=1
∏
u∈L1(1− P
(m)
u (Bu))
k
l=1
= pi−1 ◦ P◦ρ(BL1).
Hence set {l : (P◦ρ(p˜i ◦ pi1ρ ◦ BL1))(l) = ‖P◦ρ(BL1)‖∞} has the same size for all p˜i ∈ Sk and contains lρ
if p˜i ∈ supp ν1(lρ). Furthermore, by the symmetry of σLn , each element of {pi ◦ Bρ}pi∈Sk is equally
likely to happen. Therefore by (2.7), the belief of Bob after the first action of Alice on Tρ satisfies
that
P1ρ = P
1
ρ(lρ, pi
1
ρ ◦ BL1) :=
(
P (σρ = l | lρ, pi1ρ ◦ BL1)
)k
l=1
=
∑
p˜i∈Sk
ν1(lρ)(p˜i)P
◦
ρ(p˜i
−1 ◦ pi1ρ ◦ BL1) = Λ(P◦ρ),
where the same randomness U1ρ is used in breaking ties of Λ. It follows that P1ρ ∼ (Λ ◦ Γs)µk.
Next we note that for any p˜i ∈ Sk, ‖P◦ρ(p˜i ◦ BL1)‖∞ = ‖P◦ρ(BL1)‖∞. Therefore pρ, as a function
of ‖P◦ρ(BL1)‖∞ and U2ρ , is invariant under permutations of BL1 . Given bρ,ρ = (pρ, ηρ,ρ), Bob’s
posterior estimation of lρ and pi1ρ ◦ BL1 satisfies that
P (lρ = p˜i
−1
2 (ηρ,ρ), pi
1
ρ ◦ BL1 = p˜i−12 ◦ Bρ,L1 | Bρ) = ν2(pρ)(p˜i2).
Applying (2.8), we have that
Pρ(Bρ) =
∑
p˜i2∈Sk
ν2(pρ)(p˜i2)P
1
ρ(p˜i
−1
2 (ηρ,ρ),Bρ,L1) = (1− pρ)P1ρ(ηρ,ρ,Bρ,L1) + pρ ·
(1
k
, . . . ,
1
k
)
.
Recall that pρ = q˜?(‖P◦ρ‖∞, U2ρ ) = q˜?(‖P1ρ‖∞, U2ρ ) where q? is the function that reduces (Λ ◦ Γs)µk
to µk and q˜? is defined in (2.9). Lemma 2.4 then implies that Pρ follows the distribution of µk.
Finally we finish the induction hypothesis of (2.10). Observe that for p˜i ∼ ν1(l), pi ◦ p˜i ◦ pi−1
follows the distribution ν1(pi(l)). For each pi ∈ Sk, we have
P1ρ(pi(lρ), pi(pi
1
ρ ◦ BL1)) =
∑
p˜i∈Sk
ν1(pi(lρ))(p˜i)P
◦
ρ(p˜i
−1 ◦ pi ◦ BL1)
=
∑
p˜i∈Sk
ν1(lρ)(p˜i)P
◦
ρ(pi ◦ p˜i−1 ◦ pi−1 ◦ pi ◦ BL1)
=
∑
p˜i∈Sk
ν1(lρ)(p˜i)P
◦
ρ(pi ◦ p˜i−1 ◦ BL1) = pi−1 ◦ P1(lρ, pi1ρ ◦ BL1).
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It follows that
Pρ(pi ◦ Bρ) = (1− pρ)P1ρ(pi(ηρ,ρ), pi ◦ Bρ,L1) + pρ ·
(1
k
, . . . ,
1
k
)
. = pi−1 ◦ Pρ(Bρ).
And that finishes the proof the induction hypothesis.
Theorem 2.3 and Theorem 2.5 immediately imply the following result.
Corollary 2.6. For any d, k such that Theorem 2.3 holds, there exist independent random array U
and measurable function Bρ(T, σLn ,U) such that
lim inf
n→∞ E supl∈[k]
∣∣∣∣P (σρ = l | Bρ(Tn, σLn ,U))− 1k
∣∣∣∣ > 0.
2.3 Regular trees
The result of Theorem 2.5 and Corollary 2.6 can be modified to regular trees by, roughly speaking,
truncating T ∼ Td into a smaller tree: Let tPois(d′, d) be the truncated Poisson distribution defined
as the distribution of D′ · 1{D′ ≤ d} where D′ ∼ Pois(d′) and let TtPois(d′d) be the Galton-Watson
tree of offspring distribution tPois(d′, d). There exists a natural coupling between T1 ∼ TtPois(d′d),
T2 ∼ TPois(d′) and T ∼ Td such that T1 is a subtree of T2 and T with probability 1.
Recall thatM(∆k)-operator Γ defined in (2.3) depends implicitly on the offspring distribution ξ.
We differentiate the two operators under ξ = TPois(d′) and ξ = TtPois(d′,d) as Γp and Γt respectively.
Fix β∗ ∈ (β0, 1). For any d, k satisfying (1.3), let d′ := bd− (β∗ − β0)kc. For k ≥ k0(β?, c),
dTV(Λ ◦ Γpsµk,Λ ◦ Γtsµk) ≤ P (Pois(d′) > d) < c(k log k)−1. (2.11)
Therefore if (d′, k) further satisfies Theorem 2.3, then (Λ◦Γt)sµk stochastically dominates µk. Thus
we can find function qt that reduces (Λ ◦ Γt)sµk to µk and define q˜t similarly.
Let T ∼ Td be the n-level d-ary tree and D := (Dv)v∈T be a T -indexed array of independent
tPois(d′, d) random variables. We now describe the necessary modification such that A˜v, B˜v, P˜◦v,
P˜v can be constructed in a similar fashion as Av,Bv, P◦v, Pv. The construction remains the same
for each v ∈ Ln. For each v /∈ Ln, we proceed with the following changes:
1. In step 2(a), instead of considering all u ∈ Lv1, Alice now only uses the first Dv vertices and
discards the rest. Namely, letting u1, . . . , ud be the d offspring of v, she calculates
P˜◦v :=
( ∏Dv
i=1(1− P˜(l)ui )∑k
m=1
∏Dv
i=1(1− P˜(m)ui )
)k
l=1
,
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and sets b˜w,v = (?, ?) for each w ∈ Tui , i > Dv. She then continues to set a˜v and the rest of
B˜v using P˜◦v and Uv.
2. In step 2(b), instead of setting pv = q˜?(‖P◦v‖∞, U2v ), Alice sets pv = q˜t(‖P˜◦v‖∞, U2v ).
In short, Bob now has to reconstruct σρ based only on the information B˜ρ of a truncated tree of T
sampled from TtPois(d′,d), as the information on the rest of the vertices are erased and set to (?, ?).
Corollary 2.7. Fix β? ∈ (β0, 1). For any d, k such that (d′ := bd − (β∗ − β0)kc, k) satis-
fies Theorem 2.3 and (2.11), there exist independent random arrays U,D and measurable function
B˜ρ(σLn ,U,D) such that
lim inf
n→∞ E supl∈[k]
∣∣∣∣P (σρ = l | B˜ρ(σLn ,U,D))− 1k
∣∣∣∣ > 0.
Proof. By an essentially parallel argument of Theorem 2.5, we can inductively show that P˜◦v, as a
function of (T, σTv∩Ln ,Uv,Dv), follows the distribution of Γtsµk and hence P˜v ∼ µk for each v ∈ T .
Corollary 2.7 then follows immediately.
Proof of Theorem 1.1. Let β0, c be the constant in Theorem 2.3 and β∗ be selected in Corollary 2.7.
For any k ≥ k0 and d, k satisfying (1.3), they also satisfy the conditions of Theorem 2.3 and
Corollary 2.6. Therefore if the k-colouring model on T ∼ TPois(d) is not reconstructible for some
d, k in the same region, then we must have
lim sup
n→∞
ET∼TPois(d) [Var(σρ | Bρ(Tn, σLn ,D))] ≤ lim sup
n→∞
ET∼TPois(d) [Var(σρ | Tn, σLn)] = 0,
where the first step follows from the fact that Bρ = Bρ(Tn, σLn ,U) is independent of σρ given
σLn . But that conflicts with the result of Corollary 2.6. The same confliction exists with T ∼ Td,
B˜ρ = B˜ρ(σLn ,U,D) and Corollary 2.7. Therefore both models are reconstructible.
3 Proof of Theorem 2.3
In this section we prove the stochastic dominance result of Theorem 2.3. In Section 3.1, we first
analyse the transformation Γ induced on M(Λk) by (2.3) and give a parameterized candidate of
µk. In the remaining sections, we verify that the candidate does indeed satisfy Theorem 2.3.
3.1 Reformulating the recursion
Recall the notations in the definition of Γµ in (2.3), where µ = Π1µs for some µs ∈ Ms(Λk).
For each l ∈ [k], 1 ≤ i ≤ Bl, let mi,l := m( ~Xi,l, l) := arg maxm∈[k] ~X(m−l+1)i,l be the coordinate
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of ~Xn+1 that contains the largest entry of ~Xi,l and draw mi,l from [k] uniformly at random if
~Xi,l = (
1
k , . . . ,
1
k ). Since µ is tilted from some symmetric measure µs, similar to (2.4),
P (mi,l = m | ‖ ~Xi,l‖∞ = x) =
{
x m = l
1−x
k−1 m 6= l
.
Let µ=(dx) := xµ(dx) and µ6=(dx) := (1−x)µ(dx). The joint distribution of (‖ ~Xi,l‖∞,mi,l) satisfies
P (‖ ~Xi,l‖∞ ∈ dx,mi,l = m) =
{
µ=(dx) l = m
1
k−1µ
6=(dx) l 6= m , ∀x ∈ [0, 1], m ∈ [k].
For each m ∈ [k], define
C=m := {(i,m) : mi,m = m}, C 6=m := {(i, l) : l 6= m,mi,l = m} and Cm := C=m ∪ C 6=m.
Let c=m, c6=m be the cardinality of C=m and C 6=m respectively and set p6= := µ6=([
1
k , 1]) = 1− µ=([ 1k , 1])
to be the probability of {(i, l) /∈ C=l }. Note that no offspring of the root has colour 1. Given dρ =∑k
l=1Bl, (c
=
1 , c
=
2 , . . . , c
=
k , c
6=
1 , c
6=
2 , . . . , c
6=
k ) follows multinomial distribution of sum dρ and probability
1
k − 1
(
0, 1− p 6=, . . . , 1− p6=, p6=, k − 2
k − 1p 6=, . . . ,
k − 2
k − 1p6=
)
. (3.1)
We now use the new notations to rewrite (2.3). For each ~Xi,l 6= ( 1k , . . . , 1k ), the entries of ~Xi,l
take only two values: ‖ ~Xi,l‖∞ and (1− ‖ ~Xi,l‖∞)/(k − 1). And ~X(m−l+1)i,l = ‖ ~Xi,l‖∞ if and only if
m = mi,l. Let ϕ(x) := log
[
(1 − 1−xk−1 )/(1 − x)
]
, which is an increasing function mapping [0, 1] to
[−∞,∞]. By taking out the common factor of ∏l,i(1− 1−‖ ~Xi,l‖∞k−1 ), we rewrite (2.3) as
~X
(m)
n+1
d.
=
∏
(i,l)∈Cm(1− ‖ ~Xi,l‖∞)/(1−
1−‖ ~Xi,l‖∞
k−1 )∑k
m′=1
∏
(i,l)∈Cm′ (1− ‖ ~Xi,l‖∞)/(1−
1−‖ ~Xi,l‖∞
k−1 )
=
∏
(i,l)∈Cm e
−ϕ(‖ ~Xi,l‖∞)∑k
m′=1
∏
(i,l)∈Cm′ e
−ϕ(‖ ~Xi,l‖∞)
. (3.2)
Note that the exact value of mi,l when ~Xi,l = ( 1k , . . . ,
1
k ) does not matter since ϕ(
1
k ) = 0. We
further rewrite (3.2) as
~X
(m)
n+1
d.
=
(∏c=m
i=1 exp(−ϕ(Y =i,m))
∏c 6=m
i=1 exp(−ϕ(Y 6=i,m))
)
∑k
l=1
(∏c=l
i=1 exp(−ϕ(Y =i,l))
∏c 6=l
i=1 exp(−ϕ(Y 6=i,l))
) =: exp(−Zm)∑k
m=1 exp(−Zm)
. (3.3)
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where Y =i,l and Y
6=
i,l are i.i.d. samples of
1
1−p 6=µ
= and 1p 6=µ
6= respectively and
Zm :=
c=m∑
i=1
ϕ(Y =i,m) +
c6=m∑
i=1
ϕ(Y 6=i,m).
We conclude our calculation so far in the following claim.
Proposition 3.1. For any d, k, if there exists νk ∈ M([ 1k , 1]) (with its unique correspondence in
M(Λk)) and c > 0, such that µs = Π−11 (ϕ−1 ◦ νk) ∈Ms(Λk) and for the (Zm)km=1 defined as above
using µs,
W := log
[
k − 2
k − 1 +
1∑k
m=2 exp(Z1 − Zm)
]
∨ 0 c/logk νk, (3.4)
then µs satisfies the requirement of Theorem 2.3.
Proof. Maximizing (3.3) over m ∈ [k], we have that
‖ ~Xn+1‖∞ = max{1, exp(Z1 − Zm),m = 2, . . . , k}
1 +
∑k
m=2 exp(Z1 − Zm)
≥ 1
1 +
∑k
m=2 exp(Z1 − Zm)
∨ 1
k
.
Composing ϕ to both side yields that ϕ(‖ ~Xn+1‖∞)  W . Theorem 2.3 then follows from the fact
that ‖Λ( ~Xn+1)‖∞ = ‖ ~Xn+1‖∞.
We now propose a parameterized candidate of νk: Let δ, κ ∈ (0, 1),M  0, 0 < γ, α0, σ,   1
be parameters to be determined in the order of (δ, κ, α0,M, σ, γ, ) and write α = ϕ
(
1
2 − α0
)
=
log 2−O(α0) + ok(1). Let ν? be an infinite-volume measure defined as (recalling that ϕ( 1k ) = 0)
ν?(dy) := κδ0(dy) + (1− κ)δα(dy) + γ
y2
eδy1{y > M}dy, (3.5)
where δx is the Dirac measure at x, and write νr(dy) := γy2 e
δy1{y > M}dy for the right tail of ν?.
We will use ν? as a “scaling limit” of νk and show that the assumption of Prop. 3.1 is satisfied with
νk(dy) :=
1
log k
ν?(dy)1{0 ≤ y ≤ ak},
for some choice of (δ, κ, α0,M, σ, γ, ) and k ≥ k0 = k0(δ, κ, α0,M, σ, γ, ), where ak is the constant
such that νk is a probability measure.
For convenience of notation, we will write k ≥ k0 where k0 depends on all six parameters.
We will use 1≤ak or 1≥ck to cut (part of) a measure above or below such that the total mass is
1. The exact value of ak and ck can be derived implicitly and may vary from line to line. Let
ν=? (dy) := ϕ ◦ µ=(dx) = ϕ ◦ xµ(dx) = ϕ−1(y)ν?(dy), where ϕ−1(y) = 1 −
(
ey + (k − 1)−1)−1 and
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define ν 6=? , ν=r , ν 6=r , ν=k , ν
6=
k similarly. We define the tail weights
p 6=r :=
1
γ
ν 6=r ([M,∞)) =
∫ ∞
M
eδy
y2(ey + 1k−1 )
dy <∞
p 6=k := µ
6=
k ([1/k, 1)) = ν
6=
k ([0,∞))
≤ 1
log k
[
1
k
(1− κ) +
(1
2
− α0
)
κ+ γp6=r
]
= (1− o(1)) γp
6=
r
log k
.
3.2 Distribution of Zm
In this section we bound the distribution of Zm in terms of ν?. LetD := d/(k−1) = log k+log log k+
β. For T ∼ TPois(d), (3.1) implies that (c=m, c6=m)’s are independent Poisson random variables with
rate (0, p6=kD) for m = 1 and ((1− p 6=k )D, k−2k−1p6=kD) for m ≥ 2. Hence, for m ≥ 2,
Zm
d.
=
(
Pois((1− p 6=k )D)⊗
1
1− p 6=k
ν=k
)
⊕
(
Pois
(k − 2
k − 1p
6=
kD
)
⊗ 1
p 6=k
ν 6=k
)
= Pois
((
1− p
6=
k
k − 1
)
D
)
⊗ ν
=
k +
k−2
k−1ν
6=
k
(1− 1k−1p6=k )
 Pois
((
1− p
6=
k
k − 1
)
D
)
⊗ νk
(1− 1k−1p 6=k )
1≤ak ,
where the last line follows from that (ν=k +
k−2
k−1ν
6=
k )(dy) ≤ νk(dy). Namely, Zm stochastically
dominates the sum of points in a Poisson point process with intensity Dνk1≤a0k , where a
0
k satisfies
νk([0, a
0
k]) = 1− 1k−1p6=k . We expand the summation according to the three parts of νk as in (3.5).
Firstly, δ0 does not contribute to the summation. For the second term, we define S1 := Pois(κ)⊗δα
and note that κ ≤ κDlog k . Finally for k ≥ k0, the total intensity coming from the right tail of νk
satisfies
Dνk([M,a
0
k]) = D(νk([0, a
0
k])− log−1 k) = D − 1−O(k−1 log k) ≥ D − 1− γ.
and (1− 1k−1p6=k )−1νk(dy) ≤ 1+γD−1−γ νr(dy). Therefore defining
S0 := Pois (D − 1− γ)⊗ 1 + γ
D − 1− γ νr1≤ak ,
it follows that Zm  S0 + S1. We first show the following bound for S0.
Lemma 3.2. For any M > M(α0) ∨ 2δ , there exists constant CM > 0 such that
S0  e
γ+1−β
k log k
(δ0 + (1 + CMγ)νr1≤a1k), (3.6)
where a1k satisfies 1 + (1 + CMγ)νr([M,a
1
k]) = k log ke
−(γ+1−β).
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Proof. Let B0 ∼ Pois (D − 1− γ) and Yi be i.i.d. samples of distribution 1+γD−1−γ νr1≤ak . We have
P (S0 = 0) = P (B0 = 0) = e
−(D−1−γ) ≤ 1
k log k
e1+γ−β .
Since νr is supported on [M,∞) and is absolutely continuous, for z ≥M ,
fS0(z) =
d
dz
P
( B0∑
i=1
Yi ≤ z
)
≤
bz/Mc∑
n=1
P (B0 = n)
d
dz
[ ∫
∑
yi≤z
(
1 + γ
D − 1− γ
)n
νr(dy1) · · · νr(dyn)
]
≤ e
1+γ−β
k log k
bz/Mc∑
n=1
1
n!
d
dz
[ ∫
yi≥M,
∑n
i=1 yi≤z
(1 + γ)nγn
y21y
2
2 · · · y2n
eδ(y1+···+yn)dy1 · · · dyn
]
=
e1+γ−β
k log k
bz/Mc∑
n=1
(1 + γ)nγn
n!
eδz
∫
yi≥M,
∑n−1
i=1 yi≤z−M
1
y21 · · · y2n−1(z −
∑n−1
i=1 yi)
2
dy1 · · · dyn−1.
Applying Fact 3.3 below for n ≥ 2, we have that for z ≥M ,
fS0(z)dz ≤
e1+γ−β
k log k
(
(1 + γ)γ +
∞∑
n=2
((1 + γ)γCM )
n
n!
)
1
z2
eδzdz
≤ e
1+γ−β
k log k
(1 + C ′Mγ)
γ
z2
eδzdz =
e1+γ−β
k log k
(1 + C ′Mγ)νr(dz).
The desired result follows from the last equation and the fact that P (S0 ∈ (0,M)) = 0.
Fact 3.3. There exist constant CM such that for n ≥ 2 and z ≥ nM ,∫
yi≥M,
∑n−1
i=1 yi≤z−M
1
y21 · · · y2n−1(z −
∑n−1
i=1 yi)
2
dy1 · · · dyn−1 ≤ C
n
M
z2
.
The proof of Fact 3.3 is postponed to Section 4. Next consider the independent sum of S0 +S1.
Lemma 3.4. For any M > M(α0) ∨ 2δ and constant CM specified in Lemma 3.2,
Zm  S0 + S1  e
γ+1−β
k log k
[
νS1 + (1 + α0)(1 + CMγ) exp
(
κ(e−αδ − 1))νr1≤ak]. (3.7)
Proof. Letting ν+S0 := νr1≤a1k where a
1
k is defined in (3.6), we have
νS0+S1 =
e1+γ−β
k log k
(δ0 ∗ νS1 + (1 + CMγ)ν+S0 ∗ νS1) =
e1+γ−β
k log k
(νS1 + (1 + CMγ)ν
+
S0
∗ νS1). (3.8)
It is left to verify that ν+S0+S1 := ν
+
S0
∗νS1  (1+α0) exp
(
κ(e−αδ−1))νr1≤ak where ak is chosen such
that RHS of (3.8) has total mass 1. Recall that S1
d.
= α · Pois(κ). ν+S0+S1 is absolutely continuous
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and supported on [M,∞). For z ≥M we have
f+S0+S1(z) =
∞∑
n=0
κne−κ
n!
f+S0(z − nα) ≤
∞∑
n=0
κne−κ
n!
γeδ(z−nα)
(z − nα)21{z − nα ≥M}
To control the (z−nα)−2 term, we first choose for any α > 0 a N = N(α0) such that
∑∞
n=N+1
1
n! ≤
1
2eα0 and then choose M(α0) such that for M > M(α0), n ≤ N and z ≥M ,
(1− nα/z)−2 ≤ (1− nα/z)−2 ≤ 1 + α0/2. (3.9)
Observe that γz2 e
δz is monotone increasing for z ∈ ( 2δ ,∞). For all M > M(α0) ∨ 2δ and z ≥M ,
f+S0+S1(z)dz ≤
γeδz
z2
dz
N∑
n=0
κne−κ
n!
e−n(αδ)
(1− nα/z)2 +
γeδz
z2
dz
∞∑
n=N+1
κne−κ
n!
≤ (1 + α0) exp[κ(e−αδ − 1)]νr(dz).
The proof finishes by cutting νr at the place such that (3.8) has the total mass 1.
Finally, for m = 1 and k ≥ k0 such that Dlog k ≤ (1 + γ) ∨ (1 + α0), we have
Z1
d.
= Pois(p 6=kD)⊗
1
p 6=k
ν 6=k ≺
(
Pois
(
1
2
κ
)
⊗ δα
)
⊕
(
Pois(γp6=r )⊗
1
γp6=r
ν 6=r
)
, (3.10)
where the second term is 0 with probability exp(−γp6=r ).
3.3 Distribution of
∑k
m=2 exp(−Zm)
In this section we analysis the distribution of
∑k
m=2 exp(−Zm) = (k− 1)⊗ exp(−Zm). Let ψ(x) :=
e−x. An easy calculation gives that
ψ ◦ ν?(dx) = (1− κ)δ1(dx) + κδψ(α)(dx) + γ
(log x)2
1
x1+δ
1{0 < x < ψ(M)}dx.
Define
CZ := CZ(δ, κ, α0,M, γ) = (1 + α0)(1 + CMγ) exp
(
κ(e−αδ − 1)). (3.11)
Now (3.7) can be rewritten as
ψ(Zm) ≺ 1
k log k
eγ+1−β
[
ψ ◦ νS1 + CZ
γ
(log x)2
1
x1+δ
1{ck < x < ψ(M)}
]
. (3.12)
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As k grows, the density of ψ(Zm) diverges quickly around 0 and the probability of seeing Zm ≥ x
for more than one m ∈ [k] is o( 1k ) for any fixed x > 0. Hence intuitively,
νk⊗ψ(Zm) ≈ νmaxm∈[k] ψ(Zm) ≈ k · νψ(Zm).
Lemma 3.5. Fix δ = 12 . For any M > M(α0) ∨ 2δ such that (3.8) holds and σ,  > 0, k ≥ k0,
(k − 1)⊗ ψ(Zm) ≺ e
γ+1−β
log k
[
(ψ + σ) ◦ νS1 + (1 + )CZ
γ
(log x)2
1
x1+δ
1x≤ψ(M)
]
1≥ck +

log k
δ∞,
where (ψ + σ)(x) := ψ(x) + σ and CZ is defined in (3.11).
Proof. We recall the RHS of (3.12) and treat its discrete part and continuous part separately. Let
p1 :=
eγ+1−β
k log k , µ
1
Z := ψ ◦ νS1 and µ2Z(dx) := p11−p1
γ
(log x)2x
−(1+δ)1ck<x≤ψ(M)dx. Among the (k − 1)
i.i.d. samples from the RHS of (3.12), b ∼ Binom(k − 1, p1) of them comes from µ1Z and the rest
comes from µ2Z . Choose Cb > 0 such that for any k ≥ k0, P (b ≥ 2) ≤ Cb log−2 k. It follows that
(k − 1)⊗ ψ(Zm) ≺
(
Binom(k, p1)⊗ µ1Z
)⊕ (k ⊗ µ2Z)
≺
[
(1− kp1) · k ⊗ µ2Z + kp1 ·
(
µ1Z ⊕ (k ⊗ µ2Z)
) ]
1≥ck +
Cb
log2 k
δ∞. (3.13)
We will show in Lemma 3.8 that for any  > 0 and k ≥ k0,
k ⊗ µ2Z ≺ (1 + )k · µ2Z1≥c0k +

2 log k
δ∞. (3.14)
Therefore for any σ > 0, there exists Cσ > 0 such that for k ≥ k0, P (k⊗µ2Z ≥ σ) ≤ Cσ log−1 k and
RHS of (3.13) ≺
[
(1− kp1) · k ⊗ µ2Z + kp1 · (µ1Z ∗ δσ) +
kp1Cσ
log k
· δ∞
]
1≥ck +
Cb
log2 k
δ∞
≺
[
(1 + )k(1− kp1) · µ2Z1≥c0k + kp1 · (µ
1
Z ∗ δσ)
]
1≥ck +

log k
δ∞
≺ e
γ+1−β
log k
[
(ψ + σ) ◦ νS1 + (1 + )CZ
γ
(log x)2
1
x1+δ
]
1≥ck +

log k
δ∞.
where in the last step, we observe that removing the 1≥c0k after µ
2
Z will only make the measure
inside the square bracket stochastically larger after cutting from below.
In the remaining of the section, we check that (3.14) is true. We will henceforth omit the O(1)
factor (k log k) · p11−p1 by absorbing it into γ and let
U ∼ µU := µ2Z =
1
k log k
γ
(log x)2
x−(1+δ)1{ck < x ≤ ψ(M)}dx. (3.15)
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Measure µU resembles distributions that converge to stable law. However, we can not directly apply
the usual proof of convergence for stable laws (cf. Section 3.7 of [11], or the reference there) to k⊗U ,
since the expression of µU also depends on k.With some modification, we show the following result.
Lemma 3.6. For any δ, γ ∈ (0, 1), M > 2δ , let tk := inf{t : µU ([t,∞)) < 1/k}, then k ⊗ (t−1k U)
converges weakly to the stable law with index δ and characteristic function
exp{−b?|t|δ(1 + isgn(t) tan(piδ/2))},
where sgn is the sign function and b? = δ
∫∞
0
(cosx− 1)x−(1+δ)dx = − cos(pi2 δ)Γ(1− δ).
In the proof we use the following calculus result, the proof of which is deferred to Section 4.
Fact 3.7. Let tk be defined as in Lemma 3.6, we have
1. tk = (1 + ok(1))( γδlog k(log log k)2 )
1/δ and therefore
γ
δ
t−δk log
−2 tk = (1 + ok(1)) log k.
2. For any constant c > 0,
lim
k→∞
kP (U ≥ ctk) = lim
k→∞
t−1k
∫ ∞
ctk
1
k log k
γ
log2 x
1
x1+δ
dx = c−δ,
lim
k→∞
kE(t−1k U1U≤ctk) = lim
k→∞
t−1k k
∫ ctk
0
1
k log k
γ
log2 x
x
x1+δ
dx = c1−δ
δ
1− δ ,
lim
k→∞
kE(t−2k U
21U≤ctk) = lim
k→∞
t−2k k
∫ ctk
0
1
k log k
γ
log2 x
x2
x1+δ
dx = c2−δ
δ
2− δ .
Proof of Lemma 3.6. Let Ui, i = 1, 2, . . . , k be i.i.d. copies of U and let Sk :=
∑k
i=1 Ui. Given
ω ∈ (0, 1), let m≤ω := E(U1{U ≤ ωtk}), Sωk :=
∑k
i=1 Ui1{Ui ≥ ωtk} and Tωk :=
∑k
i=1 Ui1{Ui <
ωtk} − km≤ω. We have
Sk = S
ω
k + T
ω
k + k ·m≤ω.
For the first term Sωk , let F
ω
k and ψ
ω
k be the c.d.f. and characteristic function of t
−1
k Ui conditioned
on {t−1k Ui ≥ ω}. By Fact 3.7(2), for any ω > 0 and any x > ω,
1− Fωk (x) = (1 + ok(1))(x/ω)−δ → (ω/x)δ, as k →∞.
Hence for any t ∈ R, ψωk (t) → ψω(t) :=
∫∞
ω
eitx · δωδx−(δ+1)dx. Meanwhile by Fact 3.7(2), the
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distribution of the number of i ∈ [k] such that Ui ≥ ωtk converges weakly to Pois(ω−δ), hence
lim
k→∞
E exp(itSωk /tk) = exp[−ω−δ(1− ψω(t))] = exp
(∫ ∞
ω
(eitx − 1)δx−(δ+1)dx
)
.
For the second term Tωk , observe that ETωk = 0. By Fact 3.7,
t−2k E(T
ω
k )
2 = t−2k Var(T
ω
k ) ≤ kt−2k EU2i 1{Ui < ωtk} ≤ (1 + ok(1))
δ
2− δω
2−δ.
For each t ∈ R, exp(itx) is a Lipschitz function with Lipschitz constant t. By Jensen’s inequality,
|E exp(it(t−1k Sk))− E exp(it(t−1k Sωk ))| ≤ t
(
E |t−1k Tωk |+ t−1k km≤ω
) ≤ O(ω1−δ/2).
Let ω → 0. By dominated convergence theorem, we have
lim
k→∞
E(exp(itSk/tk)) = exp
(∫ ∞
0
(eitx − 1)δx−(δ+1)dx
)
.
The rest of the proof follows from complex analysis: Let Γ denote the gamma function (not to be
confused with the recursion Γs defined before). For t > 0, (the case of t < 0 is parallel)∫ ∞
0
(eitx − 1)δx−(δ+1)dx = tδ
∫ ∞
0
(eix − 1)δx−(1+δ)dx
= itδ
∫ ∞
0
x−δeixdx = iδtδ
∫ ∞
0
(ix)−δeixd(ix)
= Γ(1− δ)iδtδ = cos(piδ/2)Γ(1− δ)tδ(1 + i tan(piδ/2)),
where the second equality follows by integration by part and the last equality follows by doing
contour integral on region {reiθ : ω ≤ r ≤ R, θ ∈ [0, pi2 ]} and letting ω → 0, R→∞.
Let U˜ denote the limiting stable law specified in Lemma 3.6. When δ = 12 , U˜ follows the Levy
distribution with parameter pi2 . Since this is the only value of δ for which we have a closed formula
for fU˜ , here and henceforth we will take δ = 1/2. The result, however, should hold for all δ ≤ 12 as
long as (3.16) holds. Plugging in the formula of Levy distribution and comparing with Fact 3.7, we
have
P (U˜ ≤ c) = 2√
pi
∫ ∞
1
2
√
pi/c
e−t
2
dt ≤ 2√
pi
1
2
√
pi
c
e−pi/2c ≤ c−1/2e−pi/2c
< c−1/2 = (1 + ok(1))kP (U < ctk). (3.16)
Thus we can upper-bound µk⊗U (dx) by (1 + ok(1))k · µU (dx) for small x ≈ O(tk). In the next
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lemma, we bound larger values of k ⊗ U using the intuition of k ⊗ U ≈ maxi=1,...,k Ui.
Lemma 3.8. Fix δ = 1/2. For any M ≥ 2δ , γ,  ∈ (0, 1), and k ≥ k0,
k ⊗ µU ≺ (1 + )k · µU1≥ck +

log k
δ∞. (3.17)
Proof. Let U1, . . . , Uk be i.i.d. copies of U and define U(1) := maxi=1,...,k Ui, UR :=
∑k
i=1 Ui −U(1).
Let c = c(δ,M, γ, ) > 0 be some small constant to be determined. We write
P
( k∑
i=1
Ui ≥ z
)
≤ P (U(1) ≥ (1− c)z) +
∫ (1−c)z
0
fU(1)(x)P (UR ≥ z − x | U(1) = x)dx, (3.18)
where fU(1)(z) = kfU (z)(FU (z))
k−1 ≤ kfU (z). Fix σ = σ(δ,M, γ, ) ∈ (0, 12 ) such that
P (U ≥ (1− σ)ψ(M)) ≤ 1
log k
∫ ψ(M)
(1−σ)ψ(M)
γ
log2 x
x−(1+δ)dx ≤ 
2 log k
.
We will split the proof into three cases: x ∈ [ck, Ntk], x ∈ [Ntk, (1−σ)ψ(M)] and x ≥ (1−σ)ψ(M)
where N = N(δ,M, γ, , σ, c) is a large constant to be determined.
1. x ∈ [Ntk, (1−σ)ψ(M)]: To bound the first term of (3.18), we observe that fU is a decreasing
function and for z ≤ (1− σ)ψ(M), (1 + σ)z ≤ ψ(M) ∈ suppU . Therefore
P (U(1) ∈ [(1− c)z, z])
P (U(1) ∈ [z, (1 + σ)z]) ≤
czfU ((1− c)z)F k−1(z)
σzfU ((1 + σ)z)F k−1(z)
≤ c
σ
fU (z/2)
fU ((1 + σ)z)
≤ Cσ,M · c,
for all c ≤ 1/2 and z ≤ (1− σ)ψ(M). It follows that
P (U(1) ≥ (1− c)z) ≤ (1 + Cσ,M · c)P (U(1) ≥ z) ≤ (1 + Cσ,M · c)kP (U ≥ z). (3.19)
For the second term of (3.18), a similar calculation of Fact 3.7 gives that for any x ≤ ψ(M),
k log kE(U | U ≤ x) = k log k
FU (x)
∫ x
0
zfU (z)dz ≤ γ
1− δ
1
FU (x)
1
log2 x
x1−δ,
k log kE(U2 | U ≤ x) = k log k
FU (x)
∫ x
0
z2fU (z)dz ≤ γ
2− δ
1
FU (x)
1
log2 x
x2−δ.
Recall the expression of tk from Fact 3.7. For any c > 0 we choose N = N(M,γ, , c) such
that for k ≥ k0 and x ≥ Ntk,
kE(U | U ≤ x) ≤ 1 + ok(1)
log k
γ
1− δ
x(Ntk)
−δ
log2 tk
= (1 + ok(1))N
−δ δ
1− δ x ≤
1
2
cx. (3.20)
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Given U(1) = x, UR is distributed as the sum of (k−1) i.i.d. copies of U conditioned on U ≤ x.
By Chebyshev inequality, for any z ∈ [2Ntk, ψ(M)] and x ≤ (1− c)z,
P (UR ≥ z − x | U(1) = x) ≤ k · E(U
2 | U ≤ x)
(z − x− kE(U | U ≤ x))2 ≤
4
c2z2
1
log k
γ
2− δ
1
FU (x)
x2−δ
log2 x
,
where in the second step, we use the fact that E(U | U ≤ x) is monotone decreasing in x.
Plugging the estimation into the RHS of (3.18), for z ≤ ψ(M), we have that
∫ (1−c)z
0
kfU (x)FU (x)
k−1P (UR ≥ z − x | U(1) = x)dx
≤
∫ (1−c)z
ck
1
log k
γ
log2 x
x−1−δ · 4
c2z2
1
log k
γ
2− δ
x2−δ
log2 x
dx
≤ Cc,γ
log2 k
1
z2
∫ (1−c)z
ck
1
log4 x
x1−2δdx ≤ Cc,γ,M
log2 k · z2δ log4 z . (3.21)
Meanwhile, for z ≤ (1− σ)ψ(M),
kP (U ≥ z) ≥ k · σzfU ((1 + σ)z) = Cγ,σ,M
log k · zδ log2 z . (3.22)
Comparing (3.21) and (3.22) and using Fact 3.7(1), we have for all z ≥ Ntk that∫ (1−c)z
0
fU(1)(x)P
( n∑
i=1
Ui ≥ z | U(1) = x
)
dx ≤ Cc,γ,σ,MN−δkP (U ≥ z). (3.23)
Combine (3.19) and (3.23). For each  > 0, we can first pick c ≤ /2Cσ,M and then choose
N = N(M,γ, , σ, c) such that (3.20) is true and for all k ≥ k0, z ∈ [Ntk, (1− σ)ψ(M)],
P
( k∑
i=1
Ui ≥ z
)
≤ kP (U ≥ z)
(
1 + Cσ,M · c+ Cc,γ,σ,M
Nδ
)
≤ (1 + )kP (U ≥ z). (3.24)
2. z ∈ [ck, Ntk]: Lemma 3.6 implies that for z′ ∈ (1, N ], P (
∑k
i=0 Ui ≥ z′tk) converges uniformly
to 1∧P (U˜ > z′) as k →∞ and U˜ follows the Levy distribution with parameter pi2 . Comparing
the ck in the RHS of (3.17) to the definition of tk yields that ck ≥ tk for any  > 0. Therefore
for k > k0 and z ∈ [ck, Ntk] with z′ = z/tk ∈ (1, N ],
P
( k∑
i=1
Ui ≥ z
)
≤ (1 + /2)P (U˜ > z′) ≤ (1 + )kP (U ≥ z′tk), (3.25)
where the last step uses (3.16).
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3. Finally using (3.24) and recall the definition of σ, we have for all z ≥ (1− σ)ψ(M) that
P
( k∑
i=1
Ui ≥ z
)
≤ P
( k∑
i=1
Ui ≥ (1−σ)ψ(M)
)
≤ (1+)kP (U ≥ (1−σ)ψ(M)) ≤ 
log k
. (3.26)
Combining (3.24), (3.25) and (3.26) completes the proof.
3.4 Distribution of log(
∑k
m=2 exp(Z1 − Zm))
In this section we bound the distribution of W0 := − log(
∑k
m=2 e
Z1−Zm). First we rewrite (3.10)
as
Z1 ≺
(
Pois
(
1
2
κ
)
⊗ δα
)
⊕
(
Pois(γp6=r )⊗
1
γp6=r
ν 6=r
)
=: R0 +Rr =: Z˜1,
and let ν˜−Z1 be the distribution of −Z˜1. Then we define V := − log(
∑k
m=2 e
−Zm). The conclusion
of Lemma 3.5 can be rewritten as
νV  e
γ+1−β
log k
[
ψ−1 ◦ (ψ + σ) ◦ νS1 + (1 + )CZνr
]
1≤ak +

log k
δ−∞
=: ν˜1V + ν˜
r
V + ν˜
∞
V =: ν˜V . (3.27)
Let V˜ be sampled from ν˜V . Note that Z1 is independent of
∑k
m=2 Zm. We finally define
W˜0 := V˜ − Z˜1 ≺ V − Z1 = W0, (3.28)
Lemma 3.9. Assume that (δ, κ, α0,M, σ, γ, ) satisfies the conditions of Lemma 3.4 and 3.5.
1. If δ ≤ 12 , then there exists constant Cδ,M > 0 such that for each y ≥M ,
(νr ∗ ν˜−Z1)(dy) ≤ (1 + Cδ,Mγ) exp(κ(eαδ − 1)/2)νr(dy).
2. There exists constant C?δ,α,M > 0 such that (νr ∗ ν˜−Z1)((−∞,M ]) ≤ γ · C?δ,α,M .
3. For any fixed κ, α0 and y1, y2 ≥M ,
lim inf
σ,γ→0
(ν˜1V ∗ ν˜−Z1)([y1, y2]) ≥
e−κ/2
2 log k
P
(
Pois(κ) · α ∈ (y1, y2)
)
.
Proof. Part 1: By definition, for any y ≥M
νr ∗ ν˜−Z1(dy) =
∫ 0
−∞
γeδ(y−z)
(y − z)2 ν˜−Z1(dz) ≤
γeδy
y2
dy ·
∫ 0
−∞
e−δz ν˜−Z1(dz) = νr(dy)E eδZ˜1 . (3.29)
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Hence it is enough to bound E exp(δZ˜1) = E exp(δR0)E exp(δRr). For the first term,
E exp(δR0) = E exp
(
δα · Pois(κ/2)) = exp (κ(eαδ − 1)/2). (3.30)
For the second term, Rr has the same distribution as the sum of points from the Poisson point
process with intensity ν 6=r (dy). Recall that
ν 6=r (dy) =
(
ey + (k − 1)−1)−1 νr(dy) ≤ γ
y2
e(δ−1)ydy
and p6=r =
1
γ ν
6=
r ([M,∞)) depends only on δ,M . By Campbell’s Theorem, for any δ ≤ 12 and γ ≤ 1,
E exp(δRr) = exp
(∫ ak
M
(eδy − 1)ν 6=r (dz)
)
≤ exp
(
γ
∫ ∞
M
y−2e(2δ−1)ydy
)
≤ 1 + γCδ,M , (3.31)
where in the last step we use the inequality ex ≤ 1 + xex,∀x ≥ 0. Plugging (3.30) and (3.31) back
into (3.29) yields the desired result.
Part 2: Expanding the convolution of νr ∗ ν˜−Z1 yields that
νr ∗ ν˜−Z1((−∞,M ]) ≤
∫ ∞
0
∫ z+M
M
γ
y2
eδy · ν˜Z1(dz)dy ≤
γeδM
δM2
∫ ∞
0
eδz ν˜Z1(dz) =
γeδM
δM2
E eδZ˜1 .
Applying (3.30) and (3.31) to E eδZ˜1 gives one possible C?δ,α,M = exp(eαδ−1)(1+Cδ,M )eδM/(δM2).
Part 3: Noting that ψ−1(ψ(y) + σ) = − log(e−y − σ), we have that
ν˜1V ∗ ν˜−Z1([y1, y2]) ≥
eγ+1−β
log k
P (Z˜1 = 0) · P
(
Pois(κ) · α ∈ [log(e−y1 − σ), log(e−y2 − σ)])
≥ 1
log k
e−
1
2κ−γp 6=r P
(
Pois(κ) · α ∈ (log(−e−y1 − σ),− log(e−y2 − σ))) .
Pois(κ) ·α takes values from the discrete set αZ+. For any fixed y1, y2, there exists σ = σ(α, y1, y2)
such that there is no points of αZ+ between − log(e−yi − σ) and yi, i = 1, 2. Hence in the last line
we can substitute the probability by P (Pois(κ) ·α ∈ (y1, y2)). Letting γ → 0 finishes the proof.
3.5 Final step
Finally we are ready to prove Theorem 2.3.
Proof of Theorem 2.3. By Proposition 3.1, it suffices to show that under certain choice of param-
eters (δ, κ, α0,M, σ, γ, ), the random variable W defined in (3.4) stochastically dominates νk by
c/ log k for some fixed c > 0. For any α0 > 0 and α = ϕ( 12 − α0), we first choose σ < σ1(α0) such
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Figure 3.1: ν˜W0 and νk
that log(1 + e−σ) > 12 (1− α0). Thus for k ≥ k0 we can write
W  log
(
k − 2
k − 1 + exp(W˜0)
)
∨ 0 ≥

W˜0 W˜0 ≥M
α M > W˜0 ≥ −σ
0 −σ > W˜0
. (3.32)
Comparing the RHS of last equation with the definition of νk, it is suffices show that
P (W˜0 < −σ) ≤ 1
log k
(1− κ)− c
log k
and (3.33)
P (W˜0 ≤ x) ≤ νk([0, x])− c
log k
for all x ≥ 0 such that νk([0, x]) < 1. (3.34)
Recall the three parts of ν˜V in (3.27) and define ν˜•W0(dx) := ν˜
•
V ∗ ν˜−Z1(dx) for • ∈ {1, r,∞}.
Figure 3.1 gives an illustration of ν˜W0 and νk, where bars represent the discrete parts, curves
represent the continuous parts and the left two dotted boxes corresponds to last two cases of (3.32).
Fix δ = 12 . To show (3.33) is to show that the weight in the first dotted box is strictly smaller than
νk({0}) = κ. We set κ = 12 such that
P (Pois(κ/2) = 0) = e−1/4 >
3
4
>
1
2
= κ.
Recall the definition of CZ = CZ(δ, κ, α0,M, γ) in (3.11). By Lemma 3.9(2), for each fixed
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δ, κ, α0,M , we can choose 0, γ0, β0 such that for all  < 0, γ < γ0, β0 < β < 1 and c0 = 110 ,
P (W˜0 < −σ) ≤ e
γ+1−β
log k
[
P (Z˜1 6= 0) + (1 + )CZγ · C∗δ,α,M + 
]
≤ e
γ+1−β
log k
[
1− e− 12κ−γpr6= + 2CZC∗δ,α,Mγ + 
]
=
4/3
log k
[
1
4
+ + oγ(1)
]
<
2
5
1
log k
=
(
1
2
− c0
)
1
log k
.
The proof of (3.34) is roughly done in three parts. We first show that the asymptotically, ν˜rW0 is
smaller than νrk by a multiplicative constant factor. Then we show that the underflow of ν˜
r
W0
below
M (the vertical stripped area in Figure 3.1) can be compensated by the overflow of ν˜1W0 above M
(the q
M˜
box in Figure 3.1). Finally we make sure that the compensation is can be absorbed into
the gap of ν˜rW0 and ν
r
k (the wide stripped area in Figure 3.1).
We first look at sufficiently large values of x. By Lemma 3.9(1),
ν˜rW0(dx) ≤
eγ+1−β
log k
(1 + α0)(1 + Cδ,M (γ + )) exp(κ(e
αδ + 2e−αδ − 3)/2)νr(dx), ∀x ≥M. (3.35)
Let α0 be a small constant such that (note that ϕ( 12 ) = log 2−ok(1) and exp(
√
2−3/2) ≈ 0.92 < 1213 )
(1 + α0) exp(κ(e
αδ + 2e−αδ − 3)/2) = (1 + oα0(1)) exp(
√
2− 3/2) < 12
13
< 1,
and let M > M(α0) ∨ 2δ such that Lemma 3.4 is satisfied. Recall the definition of constant Cδ,M
from the constants in Lemma 3.2 and Lemma 3.9. Given our choice of δ, κ, α0,M so far, we can
choose γ1, 1, β1 such that for all γ ≤ γ1,  ≤ 1, 1− β < 1− β1 and all x ≥M ,
RHS of (3.35) ≤ 12
13
· 1
log k
e1+γ−βνr(dx) ≤ 14
15
1
log k
νr(dx). (3.36)
Next we consider the values of x near M . We first choose M˜ = M˜(δ, α,M) > M ∨ 2α such that
1
15
νr([M,M˜ ]) =
1
15
∫ M˜
M
γ
y2
eδydy ≥ eγ1+1−β1(C∗δ,α,M + 2eγ1 + 1)γ, (3.37)
where C∗δ,α,M is the constant in Lemma 3.9(2). Let qM˜ :=
1
2P (Pois(κ) ·α ∈ (M˜, 2M˜)). qM˜ is strictly
positive since M˜ > 2α. By Lemma 3.9(3), we can choose σ2, γ2 such that for all σ < σ2, γ < γ2,
ν˜1W0([M˜, 2M˜ ]) = ν˜
1
V ∗ ν˜−Z1([M˜, 2M˜ ]) ≥ qM˜ > 0. (3.38)
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We further choose γ3, 3, β2 such that for all γ ≤ γ3,  ≤ 2 < 1, 1−β ≤ 1−β2 and some c1 ∈ (0, qM˜ ),
eγ+1−β
[
(1− qM˜ ) + γC∗δ,α,M + 
] ≤ 1− c1 < 1. (3.39)
(3.36), (3.38) and (3.39) together implies for x ≤ M˜ , (note that νk([0,M ]) = 1/ log k)
ν˜W0([−∞, x]) := (ν˜1W0 + ν˜rW0 + ν˜∞W0)([−∞, x])
≤ e
γ+1−β
log k
(
(1− q
M˜
) + γC∗δ,α,M + 
)
+
14
15
1
log k
νr([M,x ∨M ])
≤ 1− c1
log k
+
14
15
1
log k
νr([M,x ∨M ]) ≤ νk([0, x])− c1
log k
.
Finally, for x ≥ M˜ such that νk([0, x]) < 1, we can choose c2, β3 such that for γ = (γ0∧γ1∧γ2∧γ3)
and 1− β < 1− β3, we have eγ+1−β + c2 < 1 + 2γeγ . Using (3.37), we have
ν˜W0([−∞, x]) ≤
eγ+1−β
log k
(
1 + γC∗δ,α,M + 
)
+
14
15
1
log k
νr([M,M˜ ]) +
14
15
1
log k
νr((M˜, x])
≤ 1
log k
+
1
log k
(
eγ+1−β(1 + γC∗δ,α,M + )− 1−
1
15
νr([M, M˜ ])
)
+
1
log k
νr([M,x])
≤ 1− c2
log k
+
1
log k
νr([M,x]) = νk([0, x])− c2
k log k
.
Combining all pieces together, we have the desired result with δ, κ, α0,M, γ set as specified
before, σ = σ1 ∧ σ2,  = 0 ∧ 1 ∧ 2, and β0 = β0 ∨ β1 ∨ β2 ∨ β3, c = c0 ∧ c1 ∧ c2 .
4 Appendix
Proof of Fact 3.3. First fix n = 2 and t′ ≥ 2M . For each x1 ≥M , either x1 or t′−x1 is larger than
t′/2, hence ∫ t′−M
M
1
x21(t− x1)2
dx1 ≤ 2
(t′/2)2
∫ ∞
M
1
x21
dx1 =
8
Mt′2
. (4.1)
Recursively apply (4.1) with t′ = t−∑n−ji=1 xi, j = 2, . . . , n− 1, we have∫
xi≥M,
∑n−1
i=1 xi≤t−M
1
x21 · · ·x2n−1(t−
∑n−1
i=1 xi)
2
dx1 · · · dxn−1
=
∫
xi≥M,
∑n−2
i=1 xi≤t−2M
1
x21 · · ·x2n−2
(∫ t−∑n−2i=1 xi−M
M
1
x2n−1(t−
∑n−1
i=1 xi)
2
dxn−1
)
dx1 · · · dxn−2
≤ 8
M
∫
xi≥M,
∑n−2
i=1 xi≤t−M
1
x21 · · ·x2n−2(t−
∑n−2
i=1 xi)
2
dx1 · · · dxn−2 ≤ · · · ≤ ( 8
M
)n
1
t2
.
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Proof of Fact 3.7. Let sk = ( γδlog k(log log k)2 )
1/δ, it is easy to check that
γ
δ
s−δk log
−2 sk = (1 + ok(1)) log k.
For any  > 0, let c be large enough such that (1− )δ − 2c−δ > 1. It follows that
∫ ∞
(1−)sk
k log k · µU (dx) =
∫ ψ(M)
(1−)sk
γ
(log x)2
x−(1+δ)dx ≥ γ
log2(1− )sk
∫ csk
(1−)sk
x−(1+δ)dx
=
γ
δ log2(1− )sk
s−δk ((1− )−δ − c−δ) > (1 + c−δ + ok(1)) log k.
Therefore tk > (1 − )sk for k ≥ k0. In the other direction, let s′k = (c′ log k)−1/δ for some large
constant c′ > 0, log(s′k) = (1 + ok(1))
1
δ log log k = (1 + ok(1)) log sk, we have∫ ∞
(1+)sk
k log k · µU (dx) =
∫ ψ(M)
(1+)sk
γ
(log x)2
1
x1+δ
dx
≤ γ
log2 ψ(M)
∫ ∞
s′k
x−(1+δ)dx+
γ
log2(s′k)
∫ ∞
(1+)sk
x−(1+δ)dx
≤ γ
δ log2 ψ(M)
c′−δ log k + (1 + ok(1))(1 + )−δ log k.
Let c′ be large enough such that γ
δ log2 ψ(M)
c′−δ + (1 + )−δ < 1− c′−1 < 1, we have for k ≥ k0 that
tk < (1 + )sk. This completes the Part 1. Part 2 can be derived similarly.
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