Abstract. We study stability of subsonic phase boundary solutions in the Suliciu model for phase transitions under tri-linear structural relation. With the help of Laplace transform, the evolution of perturbation is described by a linear dynamical system, and explicit solution is obtained in terms of inverse Laplace transform. Stability is established through energy estimates. The relaxed system is also discussed.
1.
Introduction. Phase transition is a challenging topic arising widely in sciences and engineering. For instance, in a viscoelasticity system u t + v x = 0, v t + σ(u) x = 0, (1.1) with u, v the strain and velocity, instability occurs when the stress tensor σ(u) becomes non-monotone. Similarly, the dynamics of a van der Waals fluid is governed by v t − u x = 0, u t + p(v) x = 0, (1.2) in Lagrangian coordinates, with v and u the specific volume and velocity, respectively. At a subcritical temperature, the pressure p(v) is non-monotone, leading to instability of ellipticity [8] . A closely related difficulty is the non-uniqueness. Given a specific structural relation or pressure law, multiple solutions may exist in general. It was therefore proposed that the material should further supply a kinetic relation for subsonic phase boundaries, and a nucleation criterion [1] . While materials behave differently due to different micro-structures, a big variety of kinetic relations and nucleation criteria are expected. A fundamental concern is to clarify which kinetic relations and nucleation criteria yield stable solutions, in particular, stable subsonic phase boundaries. During the past two decades, quite some efforts have been put on resolving the instability and non-uniqueness. See, for instance, numerous papers collected in [10] , and references therein. There are mainly two type of approaches. One is to add dissipations, high order or low order [14, 13] . The other is to specify a Riemann 546 S. TANG AND H. ZHAO solver with a generalized entropy condition [7, 5] . For the latter approach, there are some interesting results on stability, typically applied to phase transitions near the Maxwellian states of equal area law [3, 6] . Yet not many generalized entropy conditions have been constructed. On the other hand, the dissipation approach has better physical interpretations, and has a great potential in providing kinetic relations and nucleation criteria that may be physically relevant [13] . However, the nonlinear stability is even more involved. Most energy estimate techniques fail, due to the 'wrong' sign in the stress gradient σ (u) [12] . While linear stability has been investigated in the literature, nonlinear stabilities are still to be understood in many aspects [2] [4] [16] .
The main goal of this paper is to illustrate that low order dissipation mechanism is able to regularize instability in phase transitions. This will be done for a simplified situation, where the perturbation develops according to a linear system with discontinuous coefficients across the phase boundary. There are discontinuities in both the deviation and its derivatives, and no linearization is performed. Thus the stability result is indeed a nonlinear one, and may help identifying the essential difficulties in such problems, and shed insight to the underlying physics.
More precisely, we discuss the Suliciu model [15] that approximates (1.1) by
Under the scaling (t, x; u, v, w) =⇒ (εt, ελx; u, λv, λ 2 w),
We assume a standard tri-linear structural relation
with α 1 > α 2 > 0. Sub-characteristic condition then reads [11] 
In this model, a subsonic phase boundary must be stationary [13] . Up to a translation, it is
Here u + , u − ,v andw are constant, with σ(u + ) = σ(u − ) =w for u + and u − in different stable phases, i.e. either u + < u 1 < u 2 < u − , or u − < u 1 < u 2 < u + . Perturbing the phase boundary by (u 0 (x), v 0 (x), w 0 (x)) that vanishes at infinity, the deviation
evolves according to 8) provided that u(x, t) keeps of moderate amplitude to maintain the system in the stable phases. Here α = α ± takes the value of α 1 at one side of x = 0, and α 2 at the other.
In the following sections, we shall establish stability through energy estimates. For resolving the boundary terms, we apply Laplace transform to the deviation equations (1.8), and estimate each term in the solution. We shall also discuss stability for the relaxed model, i.e. (1.1) with elementary waves designated by the Suliciu model.
There exists a Lyapunov functional
Across the boundary x = 0, the Rankine-Hugoniot condition for (1.4) amounts to
, this means that w and v, therefore p and q, are continuous across the phase boundary. Under conditions to be detailed later, p, q, r and their derivatives vanish at infinity. Noticing that the discontinuous term α appears only in the coefficient of r, whose evolution is independent of its x-derivative, we may integrate by parts to get
We may define a similar functional
In general, P and Q are discontinuous across the phase boundary x = 0. As w and v are continuous, the last two equations in (1.8) imply
A direct computation shows
In the next two sections, we shall find the expressions of the Laplace transforms for w x (0, t) and [ |α u| ], and make estimates.
3. Exact Solution via Laplace Transform. The Laplace transform of u(x, t) is defined by
and similar for other variables. The time derivative u t is transformed to −u 0 (x)+sU . Denoting = ∂ ∂x , we have ordinary differential equations on (U, V, W ) for x < 0 and x > 0 respectively,
The Rankine-Hugoniot relation at the phase boundary requires V and W to be continuous across x = 0. Moreover, we shall consider initial perturbations with E(0) bounded, therefore E(t) bounded. The conditions stated later will keep E 1 (t) bounded as well. These together ensure Reformulation of (3.1) gives
We deduce from the first equation
Now let
First, for x > 0, the general solution of the homogeneous equation takes the form of C 1 e −sa+x + C 1 e sa+x . Together with a specific solution, we know
To make W bounded at x → +∞, C 1 has to be zero. Then
Similarly, we have for x < 0,
We may solve C 1 and C 2 from the matching conditions on W and V to get an explicit expression of W as With (3.3) and the definition of f (x, s), we have 4. Main Estimates. Most following estimates hold for both a + , α + and a − , α − , so we shall not distinguish them unless necessary. For the sake of clarity, we further denoteᾱ = 1 − α,ā = 1 − a, and similarly forᾱ ± ,ā ± .
We recall some rules which will be used extensively in the estimates.
where H(t) is the Heaviside function, the time variable corresponding to s is t/p for L −1 t/p , and that to s is t − p for L −1 t−p . First, for two non-negative constants s 1 and s 2 , it holds
Let K(θ; s 1 , s 2 ) = s 1 cos 2 θ + s 2 sin 2 θ. A rough estimate holds
There are two special cases of (4.6), namely,
and
Secondly, it is observed that
To avoid lengthy expressions, we let
Making use of (4.9), we have
This leads to
Noticing that in
the integral is zero at k = 0, and K ± = (1 ± k)α 0 cos 2 θ + sin 2 θ, there existsk between 0 and k, such that
We end up with the following estimate Next, we consider e −sap for p ≥ 0 independent of s. In fact, we derive from (4.8) that
Under the subcharacteristic condition α < 1, it is readily shown that
Here we use the notation A[l, L] = [Al, AL] for A ≥ 0. As all terms involved are non-negative, it may be proven through convolutions that
This results in
For k 1 > 0, k 2 =ᾱ(1 + 3α)/(8k 1 ), multiplication of Taylor series shows
It then follows that
t−p e ps(1−a)+ᾱp/2 , we obtain an estimate
−psa η(p) dp − e −ᾱt/2 η(t)
2 )p |η(p)| dp
with C independent of η(p).
It is readily seen that we may specify a k 1 ∈ (0, α 2 ) to make
then the decay in initial perturbation
with k 0 > k 2 − k 1 − (1 + α 2 )/2 leads to the desired bound. In fact, the absolute value for Laplace inverse transform of each integral in (3.6) and (3.7) is bounded by CM e (k1−α)t for certain C independent of initial data. Inverse transform for other terms in (3.6) and (3.7) can be put as following, with coefficients C i determined purely by α ± .
5. Stability. Using the estimates in the previous section, we may estimate each term in (3.6) and (3.7) with the following results on convolution.
δ(t) * θ(t) = θ(t),
[P 1 (t)e −m1t ] * [P 2 (t)e −m2t ] = P 3 (t)e −m1t + P 4 (t)e −m2t ,
[P 5 (t)e −mt ] * [P 6 (t)e −mt ] = P 7 (t)e −mt .
Here m, m 1 = m 2 are constants, θ(t) is any function that has a Laplace transform, and each P i (t) is a polynomial of degree d i . Now using k 1 < α 2 and the decay condition (4.13), by convolutions we find that
with C(t) a polynomial independent of initial data. Integrating (2.8) on t, we have a bound on E 1 (t) Up to this point, we have furnished the assumption that E 1 is bounded, and therefore the Laplace transforms make sense. We should furnish another important assumption made before, i.e. the perturbation maintains at a moderate amplitude to keep the system in the stable phases. In another word, the perturbation equations (1.8) hold. In fact, the boundedness of E(t) and E 1 (t) ensures that the L ∞ norm of ( u(x, t), v(x, t), w(x, t)) are bounded. Due to the linearity, if the initial data (u 0 (x), v 0 (x), w 0 (x)) decreases by a factor, so does the deviation at any time. Therefore, we conclude in following theorem.
