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Abstract 
Peck, G.W. and A. Shastri, Bandwidth of theta graphs with short paths, Discrete Mathematics 
103 (1992) 177-187. 
The bandwidth problem for a graph is that of labelling its vertices with distinct integers so that 
the maximum difference across an edge is minimized. We here solve this problem for all theta 
graphs. These are graphs which consist of two terminal vertices and a number of paths of 
possibly varying length between these. Chvatalova and Opatrny (1988) resolved this question 
when each path has (edge) length at least 4 or all paths have length 3. 
1. Introduction 
Let G be a graph with vertex set V and edge set E. A labelling f of G is here a 
l-l map f from V into the natural numbers. We let B(f) be the maximum of the 
difference off across an edge of E; and define B(G), the bandwidth of G, to be 
the minimum of B(G) over all labellings: 
R(f) = maxMu) -f(v)l: (u, v) in E(G)) 
and 
Z?(G) = min{B(f):f a labelling of G}. 
A labelling of G is called a bandwidth labelling when B(f) = B(G). 
The bandwidth of a real symmetric matrix M is the minimum of the maximum 
distance from any nonzero entry of M’ to the main diagonal, where this minimum 
is taken over all M’ obtained by permuting rows (and simultaneously columns) of 
M. Row reduction operations, as used in matrix inversion or finding determinants 
are generally most efficient when a ‘band-width ordering’ of the rows is used. 
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Clearly computing bandwidth of a matrix is equivalent to computing the 
bandwidth of the graph whose incidence matrix has the same zero entries as M. 
Because of this applicability, bandwidth problems have received considerable 
attention. Unfortunately, in general, finding the bandwidth of a graph 
(BANDWIDTH) is a NP-complete problem [9]. In fact, this is true even among 
graphs that are trees having maximum degree 3 [_5]. There are relatively few 
classes of graphs for which efficient bandwidth determining algorithms are known. 
Thus, Chung [3] gives formulae for the bandwidth of the n-cube and of p-ary 
complete trees. Assmann et al. [l] were able to give an O(n log n) algorithm for 
bandwidth labelling of caterpillars with hairs of length one and two, though 
interestingly enough, Monien [8] showed that BANDWIDTH remains NP- 
complete for caterpillars of hair length at most 3. Recently Kratsch [7] found an 
algorithm for interval graphs, a variant of which was discussed by Kleitman and 
Vohra [6]. 
Another class of graph for which bandwidth can be computed is the class of the 
theta graphs. These are graphs with two vertices connected by several vertex- 
disjoint paths. Specifically, for positive integers sl, s2, . . . , s,, n 2 1 the theta 
graph O(sI.sz, . . . , s,) is defined to have vertex set V and edge set E with 
V(O(s,, s2, . . . , s,)) = {p, q} U {Q: 1s i s IZ, 1 G j ssi}, 
E(@(s,, ~2, . . . ,S,))= {(Vi,j, ~i,j+l): lsi crt, lcjGSi -l} 
U {(p, ui,i), (9, vi,s,): 1 s i s n>- 
We will assume from now on that the si are in monotone increasing order. 
Theta graphs in which s1 = . . . = s, = k are denoted by O(n; k). For IZ = 1 and 
n = 2, the theta graph reduces to a path and a cycle, respectively, and in either 
case bandwidth can be determined trivially. So in what follows we will mainly 
concern ourselves with theta graphs having at least three paths. 
In [4], Chvatalova and Opatrny give formulae for bandwidth of theta graphs for 
which all si are at least 3, or all are exactly 2, and describe bandwidth labellings 
having these parameters. 
It is the purpose of this paper to extend their results to the general case for 
which shorter paths may be present, in which some of their arguments do not 
apply. 
In the next section we describe our results. Proofs are presented in the final 
section. 
The essential fact that allows our arguments to proceed is that there are always 
bandwidth labellings for which all paths contain vertices with labels that either 
increase; or decrease; or increase then decrease; or decrease then increase. As a 
result, the conditions that force the bandwidth to B, appear as conditions on the 
number of vertices having labellings within distance B of those of p and q. 
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2. Results 
Following Chvatalova and Opatrny we make the following definitions. 
Let S(j) be the sum of the first j Sj. Let s, d and t be the number of paths 
having sj = 1, 2 and 3 or more, respectively. Bandwidth of a theta graph is 
denoted by B(t, d, s) (if it depends only on t, d and s). 
e(sl, s2, . . . , s,) = min{k: k > S(n - 2k)); 
g(s1, s2, . . .,s,)=min{k:k>S(n-2k)-3). 
The arguments of e and g are omitted below. 
It follows from these definitions that g is either e or e - 1; g = e - 1 when we 
have e - l~S(n - 2e +2)~e + 1. If further follows that g = e, so that 2e< 
2g+l, whene+l<S(n_2e+2). 
Chvatalova and Opatrny proved the following results. 
Theorem 1. Suppose that s1 > 2. Then the bandwidth of the theta graph charac- 
terized by the increasing sequence sl, s2, . . . , s, obeys 
B(@(s,, s2, . * . , s,)) = min{2e, 2g + 1, n}. 
Theorem 2. When every sj is 2, and n > 2 then the bandwidth is given by 
B(O(n, 2)) = IF]. 
We obtain the following. 
Theorem 3. The conclusion of Theorem 1 holds whenever ~,_~+~>2, or 
~,-2~+3 > 2 and ~,_2~+1> 1. 
Theorem 4. Zf t G d + 2s (and s,._~~+~ < 3), then 
B(O(s,, s2, . . . 9 s,))=min([3n-:+2],n}, 
except when t = d = 0. In that case, B(O(s,, s2, . . . , s,)) = B(K,,,) = 1 + [n/2]. 
Theorem 5. Zf s,-~~+~ <3 and t>d+2s, then 
B(O(s,,s,, . . . ,sn))=min 
11 
5t+4dg+2s+21,n}. 
The upper bounds on B are obtained by constructions, while the lower bounds 
come from the linear constraints imposed by the conditions that all paths must 
have vertices with a label within B of the label of each terminal. 
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3. Proofs 
For n = 1 and n = 2, the theta graph reduces to a path and a cycle, respectively, 
and in either case our theorems trivially hold. So in what follows we assume 
n >3. 
Proof of Theorem 3. Let B be the bandwidth of the given theta graph, and let f 
be a bandwidth labelling. Assume that f(p) <f(q). Let f(q) -f(p) = B - m. 
We obtain our lower bound B by counting the number of vertices that must 
have labels within B of those of p and q. We distinguish among paths as follows: 
let 1 be the cardinality of the number of paths that contain a vertex v with 
f(v) <f(p) - B, and r be the cardinality of those paths that contain a vertex w 
with f(w) >f(q) + B. All other paths have all their vertices in the range from 
f(p) - B to f(q) + B, whose length is eB - m + 1. 
The paths counted by 1 (respectively I) must have at least two vertices with 
labels between f(p) - B - 1 and f(p) (between f(q) and f(q) + B + l), since 
they have initial and terminal vertices on one side of this interval of length B and 
an intermediate vertex on the other side. In addition, if I+ B - m > B, at least 
1 - m of these paths must have a vertex with label between f(p) and f(q); with a 
similar result for r. We therefore obtain 
2(1+ r + 1) + s(n - I - I) + max{O, I - m} + max{O, r - m} s 3B - m + 1, 
and 
(I) 
21=zB, 2rsB. (2) 
We assume that B <n. We must then have m 3 0, since otherwise every path 
would have to have a vertex with label in any interval of length B between f(p) 
and f(q). Thus we can imagine that there is an edge joining p and q in our graph. 
In this and following proofs we assume the existence of such an edge. 
If B < 2e then we must have 1< e and r < e so that we have 
S(n - 1- r) 2 S(n - 2e + 2) + 3(2e - 2 - 1- r), 
where we have used the fact that s,-~~+~ 3 3. 
If m 6 min{l, r} holds, we obtain, upon substituting (3) in (l), 
(3) 
6e + s(n - 2e + 2) c 3B + m + 5. (4) 
If B s 2e - 2 this becomes s(n - 2e + 2) s m - 1; from the definition of e we have 
e - 1 c S(n - 2e + 2), which implies e 6 m, which contradicts 2m s 216 B < 2e. If 
instead, B = 2e - 1, then we need only consider the case e = g, in which case we 
have e + 1 < s(n - 2e + 2), and therefore e+2<m+2 with the same 
contradiction. 
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If m > min{l, r}, upon combining our inequalities we obtain 
6e + S(n - 2e + 2) S 3B + min{l, r} + 5, 
which leads to the same contradictions when B G 2e - 2, or B = 2e - 1 and e = g. 
The given bound can be realized as follows: If the minimum is 2e we can 
choose the e longest paths and have the labels along each path decrease and then 
increase (so that between each two increasing values there is one decreasing value 
and vice versa) all below f(p); and have the next e longest paths increase and 
then decrease above f(p), with all other vertices having labels between f(p) and 
f(q). If the minimum is 2g + 1 = 2e - 1 one can use the same construction with 
e - 1 paths in each direction (leaving f(p) -e and f(q) + e empty); place e - 1 
other vertices between f(p) and f(q) and put the remaining (at most) two 
vertices in f(p) -e and f(q) + e, in the obvious manner so as to achieve the 
desired bandwidth. (This can only be done if one of the n - 2e + 2 shortest paths 
have 3 or more vertices, and can have labels f(p) - e, f(q) + e and some label 
between f(p) and f(q); or else at least two of these paths have 2 vertices.) 
Finally, if the minimum is IZ and not 2e or 2g + 1, we can put the middle s1 
vertices of each path between f(p) and f(q) and put all others either increasing 
then decreasing or vice versa on either side, again in the obvious way. For details 
regarding these constructions, see [4] Fig. 1, 2 and 3. 
If there is an edge linking p and q, then the condition m 5 0 is implied by our 
definitions. Thus the lower bound is min{2e, 2g + l} in this case. The construc- 
tion other than the last yield m s 0 and therefore apply to this case. •i 
Proof of Theorem 4. Let f represent a bandwidth labelling. Let I count the 
number of paths containing at least two vertices with labels less thanf(p), and r 
count those having at least two labels greater than f(q). Let I’ and r’ represent 
the number of single vertex paths having label less than f(p) and greater than 
f(q) respectively; let a and b count the number of at-least-two vertex paths 
having one vertex in these two ranges respectively and none in the other. Let c be 
the number of single vertex paths having label between f(p) and f(q); let w be 
the number of paths with two or more labels between f(p) and f(q) and not 
previously counted, and z be the number of 3 vertex paths having one label below 
f(p) and one between f(p) and f(q). Let h count the number of two vertex paths 
with one label above f(q) and one below f(p). Finally, let a’, b’, w’ be the 
number of 3 or greater length paths that are counted by a, b and w respectively; 
these must have at least two vertices with labels between those of p and q and 
those counted by w’ must have at least 3 such vertices. We also use these letters 
to denote ‘type’ of a path. For instance, a path counted in I is also referred to by 
1. The graph in Fig. l(a) contains exactly one path of each type except 1 and r. 
Note that the given labelling is not a bandwidth labelling, but just a labelling to 
illustrate various types of paths defined above. All these paths are defined in 
terms of relative labelling of vertices, particularly with respect to that of p and q. 
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Fig. 1. (a) Illustration of I, r, c, w, z, h, a, b, I’, r’, a’, b’, w’ paths. (b) Relative placement of 
vertices in I, r, c, w, z, h, a, b, I’, r’, a’, b’, w’ paths in the graph of (a). 
This relative placement is better illustrated by listing all vertices in the increasing 
order of their labels (Fig. l(b), rather than a detailed layout as in Fig. l(a). 
The number of vertices that are in the interval of length B below f(p) is at 
most B. This gives us the inequality 
2Z+l’+a+z+hSB. (6) 
In the similar interval below f(q) we must have all labels between f(p) and 
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f(4) and at least one from each path with a label 1 or I’: 
l+Z+l’+a+b+c+z+h+2w+a’+b’+w’<B. (7) 
Arguing identically above f(q) and f(p) repectively yields the inequalities 
2r+r’+b+z+h<B (8) 
l+r+r’+a+b+c+z+h+2w+a’+b’+w’sB. 
The sum of (6) and (8) yields 
(9) 
2(l+r+z)+2h+1’+rf+a+bs2B, (10) 
while the sum of (7) and (9) yields 
2+l+I’+r+r’+2(a+b+2w+u’+b’+w’)+2(c+z+h)~2B. (11) 
If we sum (10) and (ll), and use I’ + r’ + c = s, we obtain 
4Ba2+3(1+r+h+z+u+b+w)+2(1’+rf+c) 
+h+z+w+u’+b’+w’a2+3n-s, (12) 
except when n = s. In that case from (11) we directly obtain 
4Ba4+21’+2rt+4c>4+3n-s, 
which gives B 3 1 + [n/2]. 0 
This gives our lower bounds. The construction when B = n is the same as in [4]. 
The remaining cases can be realized by the following recursive construction. 
Let B*(f, d, s) be the bandwidth restricted to labellings for which f(q) - 
f(p) s B. 
Suppose first that t 2 2 and s > 0. Take 2 paths counted by f and one counted 
by s, and construct a labelling for the graph without these three paths having 
bandwidth B*(t - 2, d, s - 1) and m 2 0. We insert labels from these three paths 
in such a way as to increase the bandwidth by 2. This can be accomplished 
straightforwardly with I, r and c paths. We illustrate our step by step construction 
by means of an example G = O(1, 3,3,3, 3) whose bandwidth is 4 (Fig. 2). 
Adding 2 paths counted by t as 1 and r paths and one path counted by s as c path 
increases the bandwidth by 2 (Fig. 3). 
Notice that 1, r and c paths in Fig. 3 are labelled exactly as in [4, Fig. 1 and 21. 
Similarly, all the remaining paths are also labelled in a generic manner which is 
independent of G and again we only illustrate them by means of an example. 
Using these step by step procedures it is not difficult then to construct a complete 
labelling as in [4] for given Si. 
If t a 2 and s = 0 we can take 2 paths counted by f and 2 by d and insert them as 
Z, r, a, b, increasing the bandwidth by 3 (Fig. 4). 
If t = 1 and d > 0 we can treat one d vertex as a t vertex in the same procedure. 
All of these procedures maintain the formula, keep m 2 0, and maintain the 
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Fig. 2. A bandwidth label@ of @(l, 3, 3, 3, 3) with B = 4. 
inequality defining this case. We obtain the recursions 
B*(t,d,s)s2+B*(t-2,d,s-1) ifta2,s>O, 
B*(t,d,O)c3+B*(t-2,d-2,O) ift?=2,d?=2. 
Also 
B*(l,d,s)~2+B*(O,d-l,s-1) ifs>O,d>O 
and 
B*(l,d,O)s3+B*(O,d-3,O) ifda3, 
I 1 2 
Fig. 3. Adding 1, r, c paths to @(l, 3, 3, 3, 3) increasing the bandwidth by 2. 
Bandwidth of theta graphs with short paths 185 
Fig. 4. Adding 1, r, a, b paths to 8(1, 3, 3, 3, 3) increasing the bandwidth by 3. 
which then reduce to the t = 0 case. In that case, we can use the first of these 
procedures using d’s instead of t’s, until either d = 0, or 1 or s = 0. We can 
similarly remove four d’s (I, a, b, r) decreasing the bandwidth by 3 (Fig. 5), or 
remove an s and two d’s (I, c, r) decreasing the bandwidth by 2 (as in Fig. 3). 
The yield bounds of 
B*(t, d, s) =S 3 + B*(t, d - 4, s), 
B*(t, d, S) 6 1 + B*(t, d, s - 2), 
B*(t, d, S) s 2 + B*(t, d - 2, s - 1). 
Fig. 5. Adding four d’s as I, a, b, r to @(l, 3, 3, 3, 3) increasing the bandwidth by 3. 
186 G.W. Peck, A. Shastri 
In this case (t 6 d + 2r) we can reduce t to zero; these recursions can then be 
made to reduce s to 0 or 1, and d to 0, 1; or s = 0, d = 2, 3. It is a straightforward 
matter to verify that [(3n -s + 2)/41 is the correct (m 2 0) bound for all these 
cases except s = 1, d = 0. If s = 1, d = 0, the lower bound is 1 which cannot be 
achieved. However, all cases which reduce to this one (either t = 2r - 2, s = X, or 
t=2x-3,d=l, s =x) can achieve the bound by having 1’ = r’ = 1, except when 
n = S, in which case bandwidth is trivially equal to 1 + m/21. Cl 
Proof of Theorem 5. If in the previous argument, we sum twice (10) and (ll), we 
get 
2+5(1+r+z+af+6’+w’)+4(h+a+b-a’-b’+w-w’) 
+ 2(c + I’ + r’) + I’ + r’ + a’ + b’ + z + 2h + w’ c 6B. (13) 
If a path has three or more vertices, it either has 2 to the left or right, (counted 
then by I or r) or is counted by z or a’ or b’ or w’. We therefore obtain 
2+5t+4d+2sS6B, 
which implies, by the integrality of B, 
B> 
1 
2+5t+4d+2.s 
1 6 * 
The form of this lower bound is somewhat surprising. That it is exact in this 
case follows from the same kind of recursion as in the previous proof. This is the 
case in which we would run out of d’s and s’s while there still are t’s if we remove 
two t’s for two d’s; but we can get rid of all the t’s by instead sometimes removing 
four t’s and one d. 
Fig. 6. Adding four t’s and a d as 21, w, 2r to @(l, 3, 3, 3, 3) increasing the bandwidth by 4. 
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The formula obeys the relation B*(t, d, s) = B*(t - 2s, d, 0) + 2s which one can 
obtain by s applications of the 1, c, r construction, again assuming m 3 0. There 
are two other constructions: 21, W, 2r which reduces f by 4 and d by 1 at a 
bandwidth cost of 4 (Fig. 6); and 1, a, b, r which reduces t by 2 and d by 2 at a 
cost of 3 (as in Fig. 4). The best procedure is to perform the latter so long as the 
resulting parameters obey s,++~ ~3; and then perform the former, which 
preserves s,-~+~. In the range defined by this case, we can reduce t to 3 or less 
and d to 0 and 1. It is a straightforward matter to verify that the given formula is 
exact in all these cases for which s ,, 2e+2 < 3 except d = 1, t = 0 which (with a p, q _ 
edge) requires bandwidth 2 (this is a case handled by Theorem 4; however when 
one performs the reduction of d by 1 and t by 4 we may stray into that case). All 
(t, d, s) that reduce to (0, 1,0) must reduce first to d = 2, t = 4. The lower bound 
for this case is 5, which can be realized by (21, a, 6, 2r). It follows that this bound 
can always be realized, when s,._~~+~ < 3 and t > 2s + d. 
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