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Abstract
This paper presents a three-dimensional structural optimisation approach
based on the boundary element and level set methods. The structural geom-
etry is implicitly represented with the level set method, which evolves an ini-
tial structural model towards an optimal conguration using an evolutionary
structural optimisation approach. The boundary movements in the three-
dimensional level set based optimisation method allow automatic hole nu-
cleation through the intersection of two surfaces moving towards each other.
This suggests that perturbing only the boundary can give rise to changes
not only in shape, but also in topology. At each optimisation iteration, the
Marching Cubes algorithm is used to extract the modied geometry (i.e. the
zero level set contours) in the form of a triangular mesh. As the boundary el-
ement method is based on a boundary discretisation approach, the extracted
geometry (in the form of a triangular mesh) can be directly analysed within
it. However, some mesh smoothing is required; HC-Laplacian smoothing is a
useful algorithm that overcomes the volumetric loss associated with simpler
algorithms. This eliminates the need for an additional discretisation tool and
provides a natural link between the implicitly represented geometry and its
structural model throughout the optimisation process. A complete algorithm
is proposed and tested for the boundary element and level set methods based
topology optimisation in three-dimensions. Optimal geometries compare well
against those in the literature for a range of benchmark examples.
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1. Introduction
The level set method (LSM) is an ecient numerical technique originally
developed by Osher and Sethian[1] for the tracking of propagating interfaces
with natural adaptation to topological changes such as merging and breaking.
There is a wide variety of applications, including structural optimisation, in
which the LSM has been successfully employed. Sethian and Wiegmann [2]
rst presented a level set (LS) based structural optimisation method, where
shape and topological changes were accomplished through a von Mises stress
based criterion. Osher and Santosa [3] proposed a LS based method using
shape sensitivity analysis for the optimisation of an inhomogeneous drum for
the frequency response. Wang et al. [4] proposed a shape sensitivity ap-
proach for the solution of minimum compliance problems. Allaire et al. [5]
independently proposed a LS based optimisation method based on shape sen-
sitivities for the solution of two and three-dimensional optimisation problems
with both linear and non-linear structural material.
In the LS based optimisation approaches, the selection of an eective
structural performance measuring tool, and an ecient optimisation tech-
nique play an important role for the solution of the optimisation problems.
The performance measuring tool evaluates the structural response against the
applied load and boundary conditions. These responses are then converted
into a useful form by the optimisation technique, which evolves the structural
geometry accordingly. The performance of a candidate design can be mea-
sured through a geometry mapping technique, which projects the implicitly
represented geometry onto the structural model. The most commonly used
geometry mapping techniques in the LS based structural optimisation are
material distribution (density based), immersed boundary and conforming
discretisation [6].
Most of the LS based optimisation methods utilise a xed Eulerian type
mesh with an \Ersatz material" approach [5] as an alternative nite element
(FE) analysis tool. The structural geometry is represented through a density
distribution function, i.e. ( <  < 1), similar to the density based optimi-
sation approach [7]. Solid material is represented by ( = 1) and holes in
the structure are replaced by a specied minimum relative density ( = ).
Wang et al. [4] and Allaire et al. [5] initially implemented the density based
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approaches in their proposed LS based topology optimisation methods. Al-
though the xed grid is a simple approach, it is not eective to capture the
exact geometry of the boundary [5] and a highly dense grid distribution is
always required near the boundary for high accuracy [8]. In addition, the
presence of intermediate material densities along the structural boundary can
result in indistinct boundary representation [9], which can cause uncertainty
when transferring the optimum design to manufacture. A smoothed Heavi-
side function approach has been adopted to smooth the discontinuity at the
boundary [10, 11]. However, the numerical integration of the stiness matrix
may be less accurate [12].
The immersed boundary approach uses a non body conforming xed grid,
where the structural geometry is not aligned with the Eulerian grid and can
intersect some grid cells. This approach allows a clear boundary representa-
tion and avoids intermediate density material [6]. Sethian and Wiegmann [2]
used the immersed interface method within a nite dierence framework for
the solution of the LS based topology optimisation problems. The extended
nite element method (X-FEM) can also be used to evaluate the structural
response at the design boundary through the local enrichment of elements
intersected by the zero level set contour [13]. Belytschko et al. [14] com-
bined the implicit boundary representation with the X-FEM approach for
the solution of topology optimisation problems. Further implementations of
the X-FEM within a level set framework can be found in [15, 16]. Yamasaki
et al. [9] developed a two-dimensional topology optimisation method for
minimum compliance problems based on the immersed boundary mapping,
boundary element and level set methods. The common problem reported in
the implementation of the immersed boundary methods is the occurrence of
small intersection of nite elements [15] or short boundary elements [9] while
discretising the structural model. This can profoundly aect the accuracy of
the structural response. Further, the use of immersed boundary techniques
requires sophisticated codes and can make their implementation dicult and
time consuming [6].
In contrast to the density and immersed boundary mapping, some of the
LS based optimisation methods use two types of discretisation during the nu-
merical implementation, i.e. a xed Eulerian discretisation which maintains
the LS function throughout the optimisation process, and a body conforming
discretisation which exactly ts the design domain. Two dierent approaches
can be used to discretise the design domain; the FEM based domain dis-
cretisation, and the boundary element method (BEM) based boundary only
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discretisation. The body conforming discretisation provides the most accu-
rate analysis of the structural model, especially along the boundary. Ha and
Cho [17] utilised an unstructured conforming discretisation approach for the
optimisation of geometrically nonlinear structures within the LS framework.
Yamasaki et al. [18] presented a boundary tracking approach for the LS
based topology optimisation using a conforming discretisation approach and
geometry based re-initialisation scheme [19]. The use of BEM for the solu-
tion of minimum compliance problems within a two-dimensional LSM based
optimisation method was rst proposed by Abe et al. [20]. Later on, the
proposed approach has also been extended for shape optimisation related to
sound scattering problems [21].
In comparison with the immersed boundary mapping, the body conform-
ing approach is attractive due to its simplicity and higher accuracy. A FEM
based body conforming mapping may require special care to mesh a two-
dimensional geometry and can make the discretisation of a three-dimensional
arbitrary geometry more complicated and time consuming. As a consequence
it could be dicult to ensure the analysis accuracy for a continuously chang-
ing nite element model. In contrast, the BEM based body conforming map-
ping is very attractive because it requires discretisation only at the design
boundary, i.e. directly along the zero level set contours and signicantly de-
creases the degrees of freedom in comparison with the FEM. This reduction
of problem dimensionality simplies considerably the re-meshing task (espe-
cially in three-dimensions), which can be performed eciently and robustly.
Thus, its rapid and robust re-meshing and accurate boundary solutions make
the boundary based body mapping method a natural choice for the solution
of the LS based shape and topology optimisation problems.
In a LS based optimisation method, an improvement in the design is
mainly governed by changes in its shape. These changes can be carried out
either with shape sensitivity information (e.g. [3, 4, 22, 23, 24]) or through
an evolutionary approach based on the von Mises stress criterion (e.g. [2]).
The sensitivity based techniques are popular because they are ecient al-
though they require the computation of suitably accurate gradients, which
may not be available. Moreover, these methods can often have diculties in
dealing with local optima. They are complex algorithms that are dicult to
implement eciently. Compared to the shape sensitivity approach, the evo-
lutionary structural optimisation (ESO) methods are simple to implement,
robust, and capable of dealing with almost any kind of structural optimisa-
tion problem, see for example [25]. The ESO schemes have remained popular
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on account of their simplicity and extensive empirical evidence of the fact
that their optimal solutions closely resemble those derived by more rigorous
descent methods (e.g. Li et al. [26]).
The use of ESO in a BEM and LSM based optimisation method has been
rst investigated in [27, 28] for the solution of two dimensional optimisation
problems. The implementation of a hole insertion mechanism in those studies
provides optimal congurations insensitive to initial designs. However, the
computation of the structural response at points inside the design domain is
necessary to nd the optimal locations for new hole insertions, and a direct
extension of the proposed approach to three-dimensions would require addi-
tional eorts to calculate the structural response within the design domain.
Instead, the boundary movements in a three-dimensional LS based optimisa-
tion method allow automatic hole nucleation through the intersection of two
approaching surfaces [5], and consequently, the boundary only perturbation
can give rise to changes not only in shape, but also in topology. Moreover,
the BEM allows the evaluation of the structural response directly at the de-
sign boundary and its integration with the LSM, eectively handling shape
and topology optimisation at the same time and eliminating the need for cal-
culating the structural response within the design domain. This suggests a
considerable reduction of the problem dimensionality in a three-dimensional
implementation.
In a three-dimensional LS based optimisation approach, the structural ge-
ometry can be easily re-constructed in the form of a triangular surface mesh
using a Marching Cubes (MC) algorithm. This allows automatic boundary
discretisation of the modied structural geometry at each optimisation itera-
tion. The accuracy and convergence of the boundary element analysis (BEA)
for this discretised geometry can be further improved with mesh smoothing
schemes, e.g. HC-Laplacian smoothing.
In the literature of LS based optimisation methods, the use of BEM is in
the very early stages, and relatively few methods are available, e.g. [9, 20].
In addition, these methods are limited to the solution of two-dimensional
problems. The boundary-only intrinsic characteristic of the BEM together
with the LSM makes this combination especially attractive for solving op-
timisation problems in three-dimensions, and requires a comprehensive in-
vestigation to propose an eective and reliable methodology. Therefore, the
goal of the research work presented in this paper is to propose an optimisa-
tion approach for ecient utilisation of the advantageous features resulting
from the integration of BEM, LSM and ESO. The authors have demonstrated
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this eective combination in two-dimensions [27, 28] and, the extension of
these ideas to three-dimensions in the current work. In comparison with
competing FE-based approaches, it benets from more automation, more ro-
bust mapping between the geometric and analysis models and a reduction in
dimensionality since internal stresses are not required.
This paper is organised as follows. In section 2, we discuss the three-
dimensional LSM and ESO based structural optimisation approach. The
proposed algorithm and its implementation details are presented in Section
3. In Section 3.6, the BEM is introduced. In section 4, we present numerical
examples, and discuss the performance of the proposed optimisation method.
The paper closes with some concluding remarks in Section 5.
2. Level set based three-dimensional structural optimisation
The use of the LSM in three-dimensional optimisation has several advan-
tages. The rst one is related to its natural extension from two to three-
dimensional space [29]. Another important advantage is that the LSM e-
ciently handles shape and topology optimisation simultaneously through au-
tomatic hole nucleation by the intersection of two surfaces moving towards
each other [5]. Therefore its integration with the BEM, where the struc-
tural response can be directly evaluated at the design boundary, eliminates
the need for a volumetric mesh of the evolving structural geometry. This
suggests that in comparison with the available optimisation approaches, the
combination of the BEM and LSM is computationally more ecient for the
solution of three-dimensional structural optimisation problems.
The proposed three-dimensional optimisation approach is based on a bi-
directional evolutionary structural optimisation approach (BESO) [30]. The
BESO approach is based on the von Mises stress criterion, which progressively
removes inecient material from the low stressed regions and adds ecient
material to the high stressed regions of the structure. Therefore, in the
current implementation a gradient free approach is used to link the response
of the structural model with the normal velocity of the implicitly represented
geometry for its evolution during the optimisation process. This selection is
based on two main reasons: Firstly, Li et al. [26] suggested that in an
ESO method the compliance minimisation problem can be solved by directly
using the von Mises stress criterion, and vice versa. Secondly, in the current
research work, material addition is based on the material yield stress (see
Section 3.7) which is normally used as a failure indicator in structural design.
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Therefore, it is quite appropriate to use the von Mises stress criterion directly,
and the optimal designs so produced should be expected to correlate with
those produced using compliance sensitivity criteria.
The propagation of the structural boundary during the optimisation pro-
cess can be linked with the evolution of the function  as an initial value
problem. This means that the position of the structural boundary at any
time t is given by the zero level set of the function . The structural bound-
ary is evolved with the solution of the Hamilton-Jacobi (HJ) equation [1]
@
@t
+ F jrj = 0 (1)
where F is the velocity in the normal direction and t is the virtual time. The
normal velocity along the boundary can be computed from the structural
response, e.g shape sensitivity analysis ([4, 5]). However, in the current
implementation a normal velocity eld which describes the motion of a point
on the boundary is constructed from the von Mises stress distribution [28],
and the structural boundary is then propagated through the use of virtual
time stepping.
3. Optimisation algorithm
The proposed optimisation algorithm is illustrated in Figure 1 and sum-
marised as follows:
1. Dene structural geometry with applied loads and constraints.
2. Initialise level set grid with signed distance function to represent struc-
tural geometry implicitly.
3. Use the Marching Cubes algorithm to extract the zero level contours
in the form of a triangular mesh.
4. Perform mesh postprocessing and improvement.
5. Carry out boundary element analysis.
6. Compute velocity at each node point of the structural boundary using
the BE analysis results.
7. Extend boundary velocities to level set grid points in the narrow band.
8. Solve Equation (1) to update the level set function.
9. Repeat the above procedure from step 3 to 8, until the stopping crite-
rion is satised.
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Figure 1: Optimisation ow chart
We start by dening our three-dimensional design domain 
  R3, having
boundary  . In order to enhance the structural performance from both the
stiness and ecient material utilisation points of view the concept of specic
stiness was developed [31], being dened as,
fK =
K
V
(2)
where K is the stiness and V is the volume of the structure. An equivalent
concept in terms of the compliance is the specic strain energy, fU , which is
the product of strain energy U and the volume V of the structure [33], i.e.
fU = UV (3)
The expression used for strain energy calculation is,
U =
Z
 
1
2
tiuid  (4)
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where ti is the traction and ui is the displacement at a given node i. In
practice, since the product tiui is non-zero only over elements on which a non
zero traction boundary condition has been prescribed (assuming there are no
non-zero displacement constraints applied) the integral involved in Equation
(4) conveniently reduces to the integral taken only over these elements.
The optimisation progress can be monitored using the reduction in fU ,
and the target volume fraction can be used as a stopping criterion. The
volume fraction  at a given stage of the optimisation process can be dened
as,
 = V=V0 (5)
where V is the volume at the current iteration and V0 the initial volume of
the structure.
The following sections discuss the implementation details of the various
steps of the above optimisation algorithm.
3.1. Structural geometry, loading and constraints
The optimisation process starts with the denition of structural geometry,
the applied loads and constraints. The geometry of this initial structure is
arbitrary, and in most research work of this type, the initial geometry is a
simple rectangular cuboid. The boundary   of the initial design domain 

is decomposed into three parts,
  =  0 [  1 [  2 (6)
where  0 corresponds to Dirichlet boundary conditions (where displacements
are zeros),  1 corresponds to non-homogeneous Neumann boundary condi-
tions (where tractions are prescribed) and  2 corresponds to homogeneous
Neumann boundary conditions (which are traction-free and over which the
geometry is allowed to change during the optimisation process).
3.2. Structural geometry implicit representation
The LSM uses the Eulerian approach to represent an evolving geometry
implicitly. In a LS based structural optimisation, the structural geometry
is rst embedded as the zero level set of a higher dimensional function .
A rectangular level set domain 
L with dimensions slightly bigger than the
initial design domain 
 is used to capture all the possible geometry changes
during the optimisation process. In most cases, the initial function  is de-
ned as the distance of a particular grid point from the boundary with a sign
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to indicate points either inside or outside of the boundary. Mathematically,
it can be written as,
(~x)
8<:
< 0 ~x 2 

= 0 ~x 2 @
 or  
> 0 ~x =2 

(7)
where @
 represents the zero level set contour.
Based on the proposed optimisation algorithm, a structural model of
the implicitly represented geometry is always required at each optimisation
iteration to measure its response against the applied loads and to evolve the
design boundary accordingly. Therefore, after the initialisation of the level
set grid and each update of the level set function (during the optimisation
process), the structural geometry needs to be reconstructed from the three-
dimensional level set grid using an ecient contour tracing algorithm. The
implementation details of the contour tracing algorithm used in this study
are presented in the following section.
3.3. Algorithm for tracing the zero level set contours
In the literature there are various approaches to the surface generation
problems [34]. Due to its simplicity, eciency and robustness, the MC algo-
rithm is the most popular for extracting iso-surfaces from implicit functions.
It has been widely studied, improved, and extended. The initial MC al-
gorithm described by Lorensen and Cline [35] constructs a piecewise linear
approximation of the level set f~x(x; y; z) : (~x) = g, where  represents the
user specied iso-value. The surface which satises (~x) =  is called the
iso-surface (usually composed of a collection of triangles) [36].
Once the contour tracing algorithm generates triangular facets in those
cubic cells crossed by the zero level set contours a mesh postprocessing (see
Section 3.4) step has been proposed, which forms a closed iso-surface by
connecting the common edges of the triangles in the entire volume. This
extracted mesh can be directly used for the BE analysis without the need
for any further discretisation. However, a mesh postprocessing step may
be used, which makes the extracted mesh consistent with the BE analysis
requirements.
3.4. Mesh postprocessing
The main steps followed in this process are discussed below.
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(a) Mesh connectivity details
The standard MC algorithm generates at least one and as many as four
triangles in each cubic cell of the level set grid crossed by the iso-surface. In
order to analyse the re-constructed geometry with the BEM, these individual
triangles need to be combined into a single closed iso-surface. Therefore, in
this step, common vertices of the triangles in adjacent cells of the level set
grid are replaced by a single vertex which results in a triangular mesh M with
vertex set V = 1; 2; :::; n, where n is the total number of vertices. Once we
have the vertex connectivity details, the adjacent triangles to each triangle
are identied. At this stage we ensure all triangles have a consistent and
correct orientation as required for the BE analysis.
(d) Boundary conditions mapping
In the start of the optimisation process, the boundary conditions are as-
signed to the surface facets of the structural geometry. After the extraction of
the modied structural geometry, the optimisation algorithm automatically
maps the boundary conditions to those facets which overlap the bounding
box for each set of the boundary conditions.
(e) Constraint locations xing
In the present implementation, portion of the structural geometry belong
to  0 and  1 are constrained against movement during the optimisation pro-
cess. Once the boundary conditions are assigned to M , the set of vertices
are split into two groups. Vertices are marked as xed, Vf , or movable, Vm,
depending on the boundary conditions prescribed. Only the set of vertices
in Vm are allowed to be modied during the optimisation process.
3.5. Mesh improvements
As a result of the MC algorithm, the extracted surface models may con-
tain many triangles with low quality (i.e. aspect ratio) [37]. In order to ob-
tain accurate stress results using the BEM, it is expected that the extracted
mesh should be of suitable quality. Therefore, some additional measures are
always required, which can be seen as an enhancement of the MC algorithm,
and it can be eectively incorporated into the computational codes. Accord-
ing to [38], the quality of an element can be assessed by the radius ratio,
which is dened as the ratio of the radius of the incircle to the radius of the
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circumcircle of the element. Mathematically it can be written as,
Q =
16A2
L1  L2  L3(L1 + L2 + L3) (8)
where A is the area and L1; L2 and L3 are the side lengths of the element. The
value of Q varies between 0 and 1, where 1 indicates the highest quality (or in
other words, an equilateral triangle) and 0 a fully collapsed element. As per
the accuracy of the structural analysis results it is required that every element
is of quality Q > Qmin, where Qmin is the minimum acceptable quality of
the element. In addition to the element quality, high curvature values have
also been observed at some portions of the mesh which may result in stress
concentrations at those regions. In addition, the overall quality is assessed
using the mean quality, Q [39],
Q =
1
NE
NEX
E=1
QE (9)
where NE represents the total number of elements and QE the quality of
each element in a given mesh.
In order to improve the mesh quality, as well as to minimise the stress
concentration eects, smoothing techniques may be required [37]. The most
commonly used techniques are Laplacian and HC-Laplacian smoothing.
(a) Laplacian smoothing
A simple approach to mesh improvement which is often used is the Lapla-
cian smoothing. In this approach, the new position of a vertex ui is computed
by averaging the location of the neighbouring vertices, i.e. Adj(i) as shown
in Figure 2 and given by,
ui =
( 1
jAdj(i)j
P
j2Adj(i)
uj i 2 Vm
ui i 2 Vf
(10)
The new position of u
0
i can be calculated by two methods [40]. In the rst
method, known as the simultaneous version, the new positions are calculated
for all ui, i.e. using the same set of positions. The second method updates the
ui immediately after the new position calculation. This method is known as
the sequential version. In the second method the new position of ui depends
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(a) Original mesh (b) Smoothed mesh
Figure 2: Laplacian smoothing
on both old and new positions. The results of the simultaneous version are
better than the sequential one but this requires more storage space for holding
the old positions.
In order to evaluate the performance of the Laplacian smoothing algo-
rithm the extracted mesh of a short cantilever beam (see Section 4.1) at
optimisation iteration 10 is considered. This initial mesh has xed vertices
at the constrained locations and movable everywhere else. Figure 3 shows
contours of the mesh quality Q calculated through Equation (8) after 0, 5,10,
15 and 20 iterations (smoothing steps), using the simultaneous version of the
Laplacian algorithm. Low quality elements in the initial mesh depicted in
Figure 3(a) can be clearly observed. In fact, this particular mesh contains
some fully collapsed elements with Q = 0, which are improved after some
iterations of Laplacian smoothing as shown in Figure 3(b)-(e). However,
the results for 5,10, 15 and 20 smoothing steps demonstrate considerable
volumetric shrinkage and therefore, it is not recommended.
(b) HC-Laplacian smoothing
In order to reduce the shrinkage eect of Laplacian smoothing, Vollmer
et al. [40] introduced the HC-Laplacian algorithm. Based on this modied
approach, the vertices moved by the Laplacian smoothing are pushed back
towards their previous positions ui. The algorithm calculates the magnitude
and direction of the backward movements from the original and previous
vertex location using the weight  and the mean displacement vector in the
neighborhood using parameter  (see for details [40]).
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Figure 3: Mesh quality Q after 0, 5, 10, 15 and 20 Laplacian smoothing steps
Several iterations of the HC-Laplacian algorithm results in a suciently
smoother mesh with little or no volume shrinkage. Following [40], the factors
 and  used in the current implementation are set to 0.1 and 0.2, respec-
tively. Figure 4 shows contours of the mesh quality Q calculated through
Equation (8) after 0, 5,10, 15 and 20 smoothing steps of the HC-Laplacian
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algorithm. Additional mesh quality measurements with the HC-Laplacian
algorithm with dierent smoothing steps are displayed in Table 1.
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Figure 4: Mesh quality Q after 0, 5, 10, 15 and 20 HC-Laplacian smoothing steps
It is evident from Table 1 and Figure 4, that the HC-Laplacian algorithm
signicantly improves the individual element quality as well as the overall
mesh quality. Bade et al. [37] also used the reduction in the mean of the
15
Steps Total elements
Number of elements with QE Qmin Q0  0:5 0.51-0.7 0:71  0:8 0:81  1:0
0 1424 272 98 141 913 0.0 0.718
5 1424 16 66 114 1228 0.377 0.878
10 1424 8 73 89 1254 0.413 0.884
15 1424 8 71 81 1264 0.415 0.885
20 1424 7 73 80 1264 0.417 0.886
Table 1: Element quality data for HC-Laplacian smoothing
maximum curvature of the mesh as a smoothing criterion. Based on their
results the mean of the maximum curvature of the surface decreases with
an increase in the smoothing steps. On the other hand, the HC-Laplacian
algorithm is not completely shrinkage free. Therefore, a suitable number
of smoothing steps should be selected to obtain a good quality mesh with
smoother geometry and low volume shrinkage. Based on the results presented
in Table 1, Figure 4 and [37], we empirically found that a good choice would
be to use 15 smoothing steps in each optimisation iteration.
In the present research work only the extracted structural model is used
for the mesh improvement purpose, while the level set function is separately
maintained by the Eulerian grid. Therefore, the low volume shrinkage asso-
ciated with the HC-Laplacian smoothing has no eect on the implicit rep-
resentation of the evolving structural model. Comparison of Figures 3(a)
and 3(b-f) suggests that the proposed smoothing algorithm gradually modi-
es the low quality elements of the initially re-constructed structural model
to enhance their quality from very low to an acceptable level. In addition,
the Bi-directional nature of the proposed optimisation algorithm suggests
that in case of any adverse eect associated with the volume shrinkage can
automatically be handled in the current implementation.
3.6. The Boundary element analysis
The BEM is a standard technique for computational solution of partial
dierential equations. There are numerous textbooks describing the method
(e.g. Becker [41]), but for completeness a brief description is included in this
section.
We consider linear elasticity in the domain 
  R3, having boundary
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@
 =  . We solve the equilibrium equations
ij;j(~x) + bi(~x) = 0; ~x 2 
 (11)
where i; j = x; y; z, the problem being subject to boundary conditions
ui(~x) = u; ~x 2  u (12)
ti(~x) = t; ~x 2  t (13)
In the above, ui represents a displacement component,  the Cauchy stress
tensor and b the body force vector (per unit volume). We dene   =  u [
 t, but since it is commonplace in practice to prescribe dierent boundary
condition types in dierent coordinate directions at the same point, this
denition is purely symbolic. The traction component, ti, is given by
ti(~x) = ij(~x)nj(~x); ~x 2   (14)
where n is the unit outward pointing normal vector at ~x. The terms u; t
are prescribed known displacements and tractions respectively. The Einstein
summation convention is assumed throughout. Taking for simplicity here
the case b = 0, the dierential equations (11) can be transformed into an
equivalent integral equation form known as the Somigliana identity. We may
write
cij(~x)uj(~x) + 
Z
 
Tij(~x; ~y)uj(~y)d (~y) =
Z
 
Uij(~x; ~y)tj(~y)d (~y) (15)
where Tij; Uij are respectively the traction and displacement kernels, or fun-
damental solutions. The free coecients, cij, arise from the strong singularity
in the integral containing the traction kernel; this integral is denoted  
R
to
indicate its evaluation in the Cauchy Principal Value sense. The boundary
may be discretised using elements, i.e.
  =
Ne[
e=1
 e;  i \  j = ;; i 6= j (16)
and the geometry of each element parameterised in terms of a local intrinsic
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coordinates (e; e) 2 [0; 1]; e = 1; :::; Ne, allowing (15) to be rewritten
cij(~x)uj(~x) +
NeX
e=1
mX
l=1
Z +1
 1
Tij(~x; ~y(
e; e))Nl(
e; e)Je(e; e) de de

uelj
=
NeX
e=1
mX
l=1
Z +1
 1
Uij(~x; ~y(
e; e))Nl(
e; e)Je(e; e) de de

telj
(17)
where l is a local node number, on element e, that varies from 1 tom = 3; 6; :::
for linear, quadratic elements etc., ~y is the location on the element corre-
sponding to the variable of integration e, e, Nl is the Lagrangian shape
function for node l, Je is the determinant of the Jacobian matrix of trans-
formation and uelj and t
el
j are displacements and tractions, respectively, at
local node l on element e. Taking point ~x to be a node point, and evaluating
the boundary integrals in (17) using a suitable scheme that copes with the
singularities in the fundamental solutions, we arrive at
cij(~x)uj(~x) +
NeX
e=1
mX
l=1
heluelj =
NeX
e=1
mX
l=1
geltelj (18)
where hel; gel are the evaluated integrals. Finally, placing point ~x at each
node in turn, equations of this form may be developed at each, and these
may be assembled to form a linear system
[H] fug = [G] ftg (19)
where the matrices H and G contain the coecients hel and gel respectively,
and multiply vectors of nodal displacements and tractions. Application of the
boundary conditions (12) and (13) reduces the problem to a square system
that can be solved for unknown boundary displacements and tractions.
3.7. Boundary velocity computation
Once the BE analysis is carried out, the von Mises stress is calculated for
each node point of the structural boundary as a post processing step. The
von Mises stress at each node point is then converted into a scaled velocity
through a stress velocity relationship presented in [27] and depicted in Figure
5; the intervals shown can be characterised in terms of V (von Mises stress at
a given node point), RR (removal ratio), Y (Yield stress), and V r (reference
von Mises stress), as follows:
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 V 2 [0; t1] : t1 = 0:5RRV r ; F =  1
 V 2 [t1; t2] : t2 = 0:9RRV r ; F 2 [ 1; 0]
 V 2 [t2; t3] : t3 = 0:95min(V r; Y ) ; F = 0
 V 2 [t3; t4] : t4 = min(V r; Y ) ; F 2 [0; 1]
 V 2 [t4;1) : F = 1
Figure 5: Conversion of V to F
3.8. Velocity extension and update of the level set function
In the current implementation, the boundary velocity is extended to the
level set grid using the method of Adalsteinsson and Sethian [42]. This
method works on the simultaneous construction of the temporary signed
distance function t and extension velocity Fext as follows,
rt : rFext = 0 (20)
The Fast Marching Method [29] is used for the construction of t, which is
based on the solution of the following Eikonal equation,
jrtj = 1 (21)
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The level set function is re-initialised by the substitution of the temporary
signed distance function t for the current level set function. This provides
a very fast and accurate way of re-initialisation of the level set function
[29]. The re-initialisation can be carried out periodically as reported in [5];
however, the re-initialisation scheme adopted in the current implementation
allows regularisation of the level set function at each optimisation step with-
out any further computation. Moreover, computational eciency is achieved
by extending the boundary velocity to the grid points in the narrow band
only [43].
After the velocity extension, the level set function is updated through
the solution of Equation (1) with an upwind nite dierence approximation
[29]. The value of the time step size used in Equation (1) is based on the
Courant-Friedrichs-Lewy (CFL) condition.
4. Examples
The validity and eciency of the proposed optimisation method are tested
against some benchmarking problems in the eld of structural optimisation.
The material properties used in these examples are: Poisson's ratio = 0.3,
Young's modulus = 210 GPa, Yield stress = 280 MPa. For all examples, the
optimisation process starts with evolutionary parameters, RR = 0:01 and
RRi = 0:01, unless otherwise stated.
During the numerical implementation for all examples, a xed LS grid,
composed of cubic cells with edge length d = 2 is specied over the entire
design domain. In order to capture all possible boundary movements an
additional row of cells is provided along each side of the LS grid. During
the optimisation process, the surface mesh extracted from the LS grid is
directly used as a discretised model of the evolving structural geometry. After
carrying out the mesh post processing and improvement steps, the resulting
quadratic triangular element based discretised structural model is analysed
with the three-dimensional BEA software, i.e. 3D Concept Analyst [39]. The
optimisation algorithm terminates when the given volume fraction has been
achieved.
4.1. Example-1
In the rst example, a short cantilever beam is considered with dimen-
sions, L = 24, W = 8 and H = 48. The geometry of the structure, shown
in Figure 6, is constrained at the top and bottom of the left face, and a load
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P = 1:2 kN is applied at the middle of the right face. The level set design
domain is discretised into 12 4 24 cubic cells. The target volume fraction
used in this example is  = 0:30.
Figure 6: Design domain, loading and boundary conditions for Example-1
Figure 7 shows the evolution of the structural geometry of the short can-
tilever beam with V r = V max = 178 MPa, where V max is the maximum
von Mises stress in the initial design. It can be seen that the incremental re-
moval of the inecient material from the low stressed regions of the structure
gives rise to signicant topological changes, i.e. automatic hole nucleation
as shown in Figure 7(c). The nal design displayed in Figure 7(d) is similar
to that presented in [32, 44]. This suggests that optimal designs can also be
obtained with the present method, which is capable of handling shape and
topology simultaneously through boundary only perturbation.
Figure 8 shows the von Mises stress distribution for the initial and op-
timal designs, respectively. The optimisation process starts from an initial
design domain with 1724 triangular elements as shown in Figure 8(a). Inef-
cient material is progressively removed from the low stressed regions of the
structure and the optimisation process terminates at the target volume frac-
tion with 1200 triangular elements in the nal design as depicted in Figure
21
(a) Iteration 2
( = 0:77)
(b) Iteration 10
( = 0:52)
(c) Iteration 24
( = 0:37)
(d) Iteration 37
( = 0:30)
Figure 7: Evolution of structural geometry for Example-1, case 1
8(b). Comparison of the stress contours for the initial and optimal designs
suggests that the stress contours are more uniform in the latter.
It should be noted that throughout the optimisation process the com-
putation of the boundary stresses is sucient to carry out changes in both
shape and topology. This considerably reduces the computational burden
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associated with the calculation of stresses within the design domain at each
optimisation iteration and potential problems related to domain discretisa-
tion. This is a clear advantage of the proposed optimisation method over
the available FE based optimisation approaches. Further, in the current im-
plementation, the implicitly represented geometry is naturally linked with
the structural model and thus provides a unied approach which completely
automates the whole optimisation process without the need of an additional
mesh generation technique.
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view
Figure 8: von Mises stress contours of initial and nal optimal geometry for Example-1,
case 1
During the optimisation process the evolution of the specic strain energy
is recorded at each optimisation iteration and is depicted in Figure 9. It can
be observed that fU decreases quickly during the initial iterations, which is
mainly related to the rapid removal of the inecient material from the design
domain. In the following iterations, a decrease in the material removal rate
causes a slow decrease in fU up to the end of the optimisation process.
In order to investigate the eect of the stress criterion values on the -
nal optimal solution, this topology optimisation problem is further solved
with V r = 100 MPa and 50 MPa, respectively. Figure 10 displays the von
Mises stress contours of optimal designs for all three cases in this example.
A comparison of these cases suggests that the proposed optimisation method
provides similar optimal congurations both from geometric as well as stress
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Figure 9: Evolution of fU for Example-1, case 1.
distribution points of view. However, it can be seen from Table 2 and Figure
11 that a reduction in V r decreases the material removal rate, and conse-
quently; more optimisation iterations are used to achieve the same target
volume fraction. However, in all three cases, the optimisation process termi-
nates around the same values of fU with V r  V max. On the other hand,
the use of V r > V max may increase the material removal rate, and would
provide nal designs having higher fU for the same target volume fraction.
This comparison suggests that the use of V r = V max as a stress criterion
for the optimisation process provides optimal designs with fast convergence.
Case V r (MPa) Total iterations Final fU (Nmm
4)
1 178 37 0:0175
2 100 54 0:0188
3 50 107 0:0175
Table 2: Comparison of fU for Example-1
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Figure 10: von Mises stress contours of optimal designs for Example-1 with  = 0:30 and
dierent V r
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Figure 11: Evolution of fU for Example-1
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4.2. Example-2
The second example considered in this study is a short cantilever beam
with dimensions L = 40, W = 8 and H = 40. The structural geometry
shown in Figure 12 is constrained at the top and bottom of the left face,
and a load P = 2:4 kN is applied at the right hand end of the bottom face.
The level set design domain is discretised into 20  4  20 cubic cells. The
optimisation problem is solved for  = 0:35.
Figure 12: Design domain, loading and boundary conditions for Example-2
To further validate the proposed optimisation method with dierent load-
ing conditions, the optimisation problem in this example is solved with two
dierent stress criterion, i.e. V r = V max and V r < V max. Figure 13
shows the evolution of the structural geometry with V r = V max = 260
MPa. It can be seen that in the initial iterations most of the inecient
material removal is handled through shape optimisation only. Nucleation of
new holes can be observed in the subsequent iterations as depicted in Figure
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13(b-e), which demonstrates the automatic hole nucleation capability of the
proposed optimisation method. Throughout the optimisation process, holes
appear, evolve and merge together, leading this way the structural geometry
towards the target volume fraction.
(a) Iteration 12 ( = 0:75) (b) Iteration 30 ( = 0:63)
(c) Iteration 42 ( = 0:55) (d) Iteration 52 ( = 0:48) (e) Iteration 62 ( = 0:39)
(f) Iteration 70 ( = 0:35)
Figure 13: Evolution of structural geometry for Example-2, case 1
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The optimal structure depicted in Figure 13(f) is similar to that reported
for a two-dimensional case in [48] and a corresponding three-dimensional case
in [44, 49]. Hence, this close agreement between the optimal solution obtained
by the proposed method and the classical optimisation approaches, e.g. [48]
and the added advantages of dimensionality reduction and simplication of
re-meshing at each optimisation step suggest that the proposed method can
be very benecial for the solution of three-dimensional topology optimisation
problems.
The optimisation problem in this example is further solved with V r = 100
MPa, and the optimal design obtained after 114 iterations is depicted in
Figure 14(c). For comparison purpose, the von Mises stress contour plots of
the initial and optimal designs (for both cases) are displayed in Figure 14.
It can be seen that in both cases, the proposed optimisation method results
in very similar optimal geometries and with analogous stress distribution.
However, as observed in Example-1 too, with the use of V r < V max, the
same target volume fraction has been achieved in more iterations as compared
to the rst case of this example.
Figure 15 shows a comparison of the evolution of fU in both cases of this
example. It can be seen that a relatively high material removal rate rapidly
decreases fU in the initial iterations. Once most of the inecient material is
removed, a slow decrease can be observed in the following iterations. Finally,
the optimisation processes terminates with a dierence of approximately 3%
in the nal values of fU .
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114)
Figure 14: von Mises stress contours of optimal designs for Example-2
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Figure 15: Evolution of fU for Example-2
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4.3. Example-3
The proposed optimisation method is further tested against another bench-
mark problem of a short cantilever beam with dimensions L = 40, W = 8
and H = 24. The structural geometry and loading and boundary conditions
are depicted in Figure 16. The optimisation problem is solved with P = 1:2
kN and  = 0:30. The level set design domain is discretised into 20 4 12.
Figure 16: Design domain, loading and boundary conditions for Example-3
Figure 17 shows evolution of the structural geometry at dierent stages
of the optimisation process. It can be seen that the initial geometry evolves
into an optimal design through boundary movements, which also allows hole
nucleation and its immediate merging with the existing holes. The multiple
cavities based nal optimal design obtained in this example demonstrates
the eectiveness of the proposed method in handling complex topological
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changes during the optimisation process. The nal design obtained for this
type of problem is similar to the optimal conguration using the FEM based
BESO approach [50] and the level set based optimisation method presented in
[19, 51]. The proposed optimisation method provides fast convergence of the
optimal solutions. This is evident from the optimisation history presented
in Figure 17 where the optimal solution converged in 32 iterations, which
are less than the 80 iterations used in [51] and 226 in [50]. Moreover, the
use of a boundary discretisation approach provides computational eciency
as well as reliving the complexity associated with the domain discrestisation
of a continuously evolving structural model in a three-dimensional topology
optimisation. However, at the same time, the use of quadratic elements in
the current implementation gives a much higher delity of the solution than
the four noded square elements used in [50] and tetrahedral elements in [51].
(a) Iteration 3 ( = 0:92) (b) Iteration 14 ( = 0:71) (c) Iteration 20 ( = 0:54)
(d) Iteration 24 ( = 0:43) (e) Iteration 26 ( = 0:38) (f) Iteration 32 ( = 0:30)
Figure 17: Evolution of structural geometry for Example-3
Figure 18 shows the von Mises stress contour plots for the initial and opti-
mal designs. There are 1468 triangular elements in the initial and 1384 in the
nal design, respectively. A uniform stress distribution can be observed in the
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optimal design, which suggests that the optimisation method redistributes
the material within the deign domain through the progressive removal of
inecient material from the low stressed regions and addition of ecient
material at high stressed regions and works like a descent method. This can
be further veried from the cross-sectional variation of the structural mem-
bers in the optimal conguration. Comparison of the stress contours suggests
that an almost fully stressed optimal design is reached in this example. This
further reects that the proposed optimisation method fullls the required
optimality conditions and indicates that a shape optimisation is achieved.
Further, the cross-sectional variation of the optimum structure members de-
picted in Figure 18(d) is analogous to those presented in [19, 50]; hence,
this validates the proposed approach for the solution of three-dimensional
topology optimisation problems.
Figure 19 shows the evolution of fU during the optimisation process.
Apart from the interval between iterations 18 to 30, a smooth progression
can be observed during the evolution of fU . The interval between iterations
18 to 24 is mainly related to the removal of material through hole nucleation
as shown in 17(c) and (d). A high peak can be observed at iteration 25,
caused by a signicant change in the topology resulting from the elimination
of a bar in one iteration (related to hole merging), as can be seen from
Figures 17(d) and (e). The occurrence of high peak in the solution of a
similar problem in two-dimensions has also been observed in a BESO based
approach presented in [45], and is therefore not unique to our approach. The
eect of this high peak dies out quickly in the proceeding iterations and fU
slowly decreases until the target volume fraction is reached.
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Figure 18: von Mises stress contours of initial and optimal geometry for Example-3
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Figure 19: Evolution of fU for Example-3
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4.4. Example-4
The nal example solved in this study is a cube with dimensions, L = 26,
W = 26 and H = 26, as shown in Figure 20. Based on the boundary
conditions, three dierent cases are considered for this example. In the rst
case, a load P = 1:6 kN is applied at the centre of the top face, and the
bottom face is constrained in all directions at the four corners. In the second
case, three of the xed constraints are replaced by roller supports. The third
case is similar to the rst one; however, the load is applied at the whole area
of the top face. In all cases, the level set design domain is discretised into
13 13 13 cubic cells.
Figure 20: Design domain, loading and boundary conditions for Example-4
In case 1, the optimisation problem is solved with V r = V max = 55 MPa
and  = 0:30V0. The evolution of the structural geometry during the optimi-
sation iterations is depicted in Figure 21. The optimal solution depicted in
Figure 21(d) is similar to those reported in [44, 46]. The corresponding von
Mises stress contour plots for the initial and optimal designs are displayed in
Figure 22.
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(a) Iteration 6 ( = 0:75) (b) Iteration 14 ( = 0:55)
(c) Iteration 32 ( = 0:41) (d) Iteration 58 ( = 0:30)
Figure 21: Evolution of structural geometry for Example-4, case 1
Figure 23 shows the evolution of the specic strain energy during the
optimisation process. It can be seen that in the initial iterations the specic
strain energy decreases rapidly due to fast material removal, settling down
near the end of the optimisation process.
In case 2 of this example, three xed constraints are replaced with roller
supports whereas the initial design and loading are kept the same as in case
1. The optimisation problem is solved with V r = V max = 53 MPa and
 = 0:30V0. The evolution of the structural geometry at dierent stages of
the optimisation process is displayed in Figure 24. Compared to case 1, as
expected, the use of roller supports resulted in interconnecting bars between
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Figure 22: von Mises stress contours of initial and optimal geometry for Example-4, case
1
the four supporting members of the structure. The nal design shown in
Figure 24(d) is similar to those presented in [44, 47, 46].
The optimisation problem for a similar initial design used in the second
case of this example has also been solved in [44, 47]. In those studies, design
modications were based on the topological derivative approach; the linear
elasticity problem was solved with the FEM and mesh rening algorithms.
The topological derivative approach used in [47] is further studied within
a BEM framework by Bertsch et al. [46]. In their implementation, the
structural boundary was discretised using constant quadrilateral elements,
and a regular array of internal points was used inside the design domain.
The modied geometry was re-meshed at each optimisation step. It can be
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Figure 23: Evolution of fU for Example-4, case 1
seen that in [44, 47, 46] computation of the structural response at the design
boundary as well as within the design domain is an essential part of the
optimisation process. However, in the present research work improvements
in both shape and topology are accomplished with the evaluation of structural
response along the design boundary only. Moreover, the quadratic elements
give a much higher delity of the solution than the constant element models
of [46]. The obtained optimised structure as depicted in Figure 24(d) is very
similar to the results presented in [44, 47, 46], we consider that this agreement
gives supporting evidence for the usefulness of the proposed optimisation
method. In the current implementation a volume fraction of 0.30 is achieved
in only 34 iterations. However, as reported in [46], volume fractions of 0.80
and 0.04 have been achieved in 200 and 960 optimisation steps, respectively,
which suggests that the proposed optimisation algorithm is computationally
more ecient and robust. Additionally, the MC algorithm places the mesh
vertices on the edges between the grid nodes, the mesh resolution is not
constrained by the resolution of the grid. Thus, the proposed method avoids
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(a) Iteration 2 ( = 0:90) (b) Iteration 8 ( = 0:75)
(c) Iteration 19 ( = 0:57) (d) Iteration 34 ( = 0:30)
Figure 24: Evolution of structural geometry for Example-4, case 2
the blocky artifacts that can be noticed in [46], and the nal optimal design
can be directly used in other design processes. The bi-directional nature
of the proposed optimisation algorithm, which adds and removes material
simultaneously makes this algorithm practically more applicable than [46],
in which design modications are based on material removal only.
In the nal case of this example, the boundary conditions are those as
used in case 1, however, the load is now applied at the whole face. Figure 26
shows several intermediate results obtained during the optimisation process.
While in the previous two cases the optimum designs have inclined support-
ing members, in case 3, with dierent loading conditions, the optimisation
method resulted in a nal design with straight supporting members as shown
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Figure 25: Evolution of fU for Example-4, case 2
in Figure 26(d). This nal case demonstrates that the proposed optimisation
method can be eciently used for solving a range of optimisation problems.
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(a) Iteration 3 ( = 0:90)
(b) Iteration 20 ( = 0:80)
(c) Iteration 35 ( = 0:70)
(d) Iteration 55 ( = 0:60)
Figure 26: Evolution of structural geometry for Example-4, case 3
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5. Conclusions
A three-dimensional topology optimisation method is presented in this
paper. During the optimisation process, the structural geometry evolves into
an optimal design through the progressive removal of inecient material
from the low stressed regions and addition of ecient material to the high
stressed regions of the structure. This evolutionary approach is integrated
with the boundary element and level set methods. The boundary based
discretisation approach, i.e. BEM is used to predict the structural response
along the continuously evolving structural boundary at each optimisation
iteration. The optimisation method identies potential regions along the
structural boundary to be modied and is evolved through the solution of
the HJ type level set equation.
As demonstrated through the examples presented, in three-dimensional
LSM based optimisation, holes appear automatically through the intersection
of two surfaces moving towards each other. Therefore, in three-dimensional
optimisation, the use of LSM eliminates the need for an additional hole inser-
tion mechanism as both shape and topology optimisation take place simul-
taneously. During the optimisation iterations, the MC algorithm extracts
the modied geometry (i.e. the zero level set contours) in the form of a tri-
angular mesh. However, there may exist some low quality elements in the
extracted mesh, which can reduce the accuracy of the BE solutions, a mesh
postprocessing and improvement step is used to enhance the quality of the
individual elements as well as the overall mesh. The integration of the BEM
and LSM through an MC algorithm eliminates the need for a conventional
BEM meshing tool since the meshing is performed directly as part of the
described optimisation algorithm; this provides a natural link between the
implicitly represented geometry and structural model.
The proposed method is validated with four dierent benchmark exam-
ples. Each example is further solved with dierent stress criteria, and similar
optimal designs are obtained for each case. The optimal designs obtained
for each example closely resemble the optima published within the eld of
structural optimisation.
In this initial implementation the surface mesh size is dependent on the
level set grid resolution. Based on the numerous numerical tests conducted a
suitable level set grid size is used in all examples (having dierent geometric
congurations, loading and boundary conditions), and results obtained are
similar to those available in the literature. In the next phase of this research
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study, the performance of the proposed approach can be further improved
by the introduction of adaptivity in both the BE analysis and local level set
grid size renement.
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