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Resource Cost Aware Scheduling Problems
Rodrigo A. Carrasco
Managing the consumption of non-renewable and/or limited resources has become an impor-
tant issue in many different settings. In this dissertation we explore the topic of resource
cost aware scheduling. Unlike the purely scheduling problems, in the resource cost aware
setting we are not only interested in a scheduling performance metric, but also the cost of
the resources consumed to achieve a certain performance level.
There are several ways in which the cost of non-renewal resources can be added into a
scheduling problem. Throughout this dissertation we will focus in the case where the resource
consumption cost is added, as part of the objective, to a scheduling performance metric such
as weighted completion time and weighted tardiness among others.
In our work we make several contributions to the problem of scheduling with non-renewable
resources. For the specific setting in which only energy consumption is the important resource,
our contributions are the following.
 We introduce a model that extends the previous energy cost models by allowing more
general cost functions that can be job-dependent.
 We further generalize the problem by allowing arbitrary precedence constraints and
release dates.
 We give approximation algorithms for minimizing an objective that is a combination
of a scheduling metric, namely total weighted completion time and total weighted
tardiness, and the total energy consumption cost.
 Our approximation algorithm is based on an interval-and-speed-indexed IP formulation.
We solve the linear relaxation of this IP and we use this solution to compute a schedule.
 We introduce the concept of α-speeds, which extend the α-points technique to problems
with multiple speeds.
 We show that these algorithms have small constant approximation ratios.
 Through experimental analysis we show that the empirical approximation ratios are
much better than the theoretical ones and that in fact the solutions are close to optimal.
 We also show empirically that the algorithm can be used in additional settings not
covered by the theoretical results, such as using flow time or an online setting, with
good approximation and competitiveness ratios.
Because our model considers job-dependent energy costs, we can further generalize our
results to the setting where multiple resources are available, and the consumption level of all
those resources will determine the speed at which jobs are processed. We call this setting
resource cost aware scheduling. We make several contributions to the resource cost aware
scheduling problem.
 We introduce a model that extends the previous cost models (linear, convex, and other
energy models) by allowing a more general relation between job processing time (or
equivalent processing speed) and resource consumption.
 We further generalize the problem by allowing arbitrary precedence constraints and
release dates.
 We give approximation algorithms for minimizing an objective that is a combination of
a scheduling metric (weighted completion time) and resource consumption cost.
We consider a more general model of resource cost than has previously been used. The
resource dependent job processing time literature either focuses on job’s processing times that
depend linearly on resource consumption or a convex relation of the form (ρi/ui)
k, generally
considering only a single resource. Our setting captures both of these models by considering
an arbitrary non-negative speed function S(Ψ(i)), where Ψ(i) ∈ Ψ = {Ψ(1), . . . ,Ψ(q)} denotes
one of the q allowable operating points of the resources. We also generalize the resource
cost, which is generally linear in the literature, by considering an arbitrary non-negative
job-dependent resource cost function Ri(Ψ(i)).
We state here the most general of our results.
Theorem 0.1. Given n jobs with precedence constraints and release dates and a general
non-negative resource cost function, there is an O(1)-approximation algorithm for the problem
of non-preemptively minimizing a weighted sum of the completion time and resource cost.
The constants in the O(1) are modest. Given some ε > 0, the algorithm has a (4 + ε)-
approximation ratio when only precedence constraints exist, and (3 + 2
√
2 + ε)-approximation
ratio when release dates are added.
Because some of our algorithms use resource augmentation to deal with nonlinear schedul-
ing performance metrics (like weighted tardiness), we can further extend the use of our
algorithms to the setting where no resource cost is considered but a general convex non-
decreasing scheduling performance metric is used. We make several contributions to the
problem of scheduling jobs with non-decreasing convex cost functions:
 We introduce a model that extends the previous models by allowing a more general
non-linear job-dependent function of the completion time as the scheduling metric.
 We propose a new approximation algorithm for minimizing the total cost, with arbitrary
precedence constraints.
 Our algorithm builds on both the α-point and resource augmentation techniques.
We show that our algorithm has a small constant approximation ratio and a small
speed-scaling ratio for several important scheduling metrics, namely the total weighted
tardiness, the total weighted tardiness squared, and the total completion time squared.
The results of our numerical experiments show that the practical performance of our
algorithm is significantly superior to the theoretical bounds.
 We compare the performance of our algorithm with other available methods for the
total weighted tardiness problem by using the test instances from the OR Library
[Beasley, 1990]. We show that our algorithm is capable of computing approximate
optimal solutions for all the available test problems, even those with n = 100 jobs.
Thus, we are able to establish lower bounds on the optimal solutions for instances where
the optimal schedule is currently not known. Our algorithm takes less than a second
to solve even the larger instances (with n = 100 jobs), which is at least one order of
magnitude faster than current methods. Furthermore, we show that on average only a
2% speed-up is required to achieve the best known result; and, in fact, in several cases
no speed-up factor is required.
Our main result can be summarized in the following theorem
Theorem 0.2. Given n jobs with arbitrary precedence constraints and convex non-decreasing
cost functions fi (Ci) for each job i, there is a O(1)-speed 1-approximation algorithm for the
problem of minimizing the total non-linear cost
∑
fi (Ci).
The speed scaling constant is relatively small. Given ε > 0 our algorithm is a (4 + ε)-speed
1-approximation algorithm.
Finally, we also consider the energy aware scheduling problem in which the size of a job is
only known after the machine finishes processing it, but only the size probability distribution
is known in advance. This is a common setting in CPUs. We also make several contributions
to this particular setting.
 We propose a dynamic programming formulation which is optimal in expectation.
 We compute the optimal speeds required, given any state in the dynamic programming
recursion.
 We present a policy for the case where the completion time is the scheduling performance
metric, and show that this policy is optimal when only two possible sizes exist.
 We leave as an open conjecture that our policy is also optimal for the case with arbitrary
job sizes, since we are only able to show through simulations that this is true in all the
tested instances.
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anaging non-renewable resources has become an important issue in many
different settings. In this dissertation we explore the topic of resource cost aware
scheduling, where the consumption cost of non-renewable resources is combined
with a scheduling problem. We present several different models and settings, and we develop
and discuss both approximation and optimization algorithms for them. In Chapter 2, we
give an overview of the state-of-the-art in this topic, including a literature review on resource
dependent job processing times. This topic is directly related to the resource and energy
aware scheduling problems, but was developed independently.
In Chapter 3, we formulate the basic energy aware scheduling problem that we will further
develop and extend throughout this work. In this setting only energy consumption determines
the speed at which jobs are processed and the objective is to minimize the sum of the total
energy consumption cost and some scheduling performance metric. In Chapter 3 we make
several contributions to the problem of scheduling with non-renewable resources:
 We introduce a model that extends the previous energy cost models by allowing more
general cost functions that can be job-dependent.
 We further generalize the problem by allowing arbitrary precedence constraints and
release dates.
2 CHAPTER 1. INTRODUCTION
 We give approximation algorithms for minimizing an objective that is a combination
of a scheduling metric, namely total weighted completion time and total weighted
tardiness, and the total energy consumption cost.
 Our approximation algorithm is based on an interval-and-speed-indexed IP formulation.
We solve the linear relaxation of this IP and we use this solution to compute a schedule.
 We introduce the concept of α-speeds, which extend the α-points technique to problems
with multiple speeds.
 We show that these algorithms have small constant approximation ratios.
In Chapter 4, we analyze the performance of the proposed algorithms through experi-
mental analysis. We show that, although the theoretical worst-case scenario bounds of our
approximation algorithms are small, they perform much better and in fact the algorithm’s
output is a schedule whose value is very close to optimal. Additionally, in Chapter 4 we
present several heuristic improvements and extensions of our algorithms. These extensions
effectively reduce the empirical approximation ratios. In Chapter 4 we also show that we
can apply our algorithms in different settings like online, multiple machines, and using total
weighted flow time as scheduling metric, with good results.
In Chapter 5 we further extend our algorithms to the resource cost aware scheduling
problem, where the speed at which jobs run is determined by an arbitrary number of resources.
The problem of managing multiple resources to control the performance of the resulting
schedule arises in many industrial applications. We make several contributions to this general
setting:
 We introduce a model that extends the previous cost models (linear, convex, and other
energy models) by allowing a more general relation between job processing time (or
equivalently processing speed) and resource consumption.
 We give approximation algorithms for minimizing an objective that is a combination of
a scheduling metric (weighted completion time) and resource consumption cost.
CHAPTER 1. INTRODUCTION 3
 We show that these algorithms have the same small constant approximation ratios
shown in the algorithms of Chapter 3.
We consider a more general model of resource cost than has previously been used. As
noted before, the resource dependent job processing time literature either focuses on job’s
processing times that depend linearly on resource consumption or a convex relation of
the form (ρi/ui)
k, generally considering only a single resource. Our setting captures both
of these models by considering an arbitrary non-negative speed function S(Ψ(i)), where
Ψ(i) ∈ Ψ = {Ψ(1), . . . ,Ψ(q)} denotes one of the q allowable operating points of the resources.
This is a very common setting in many industrial applications where resources only have
a discrete number of possibilities. We also generalize the resource cost, which is generally
linear in the literature, by considering an arbitrary non-negative job-dependent resource cost
function Ri(Ψ(i)).
We state here the most general result of this Chapter
Theorem 1.1. Given n jobs with precedence constraints and release dates and a general
non-negative resource cost function, there is an O(1)-approximation algorithm for the problem
of non-preemptively minimizing a weighted sum of the completion time and resource cost.
The constants in the O(1) are modest. Given some ε > 0, the algorithm has a (4 + ε)-
approximation ratio when only precedence constraints exist, and (3 + 2
√
2 + ε)-approximation
ratio when release dates are added.
We extend the interval-indexed IP proposed in Chapter 3 to handle resource costs and
speed scaling, and then design a new α-point based rounding algorithm to obtain the resulting
schedules. We assume first that we have a discrete set of q allowable resource operating
points Ψ = {Ψ(1), . . . ,Ψ(q)}, and that the speed at which the job is precessed is a general
non-negative function of the resource operating point. In our interval-indexed IP, a variable
xijt is 1 if job i runs at resource operating point Ψ
(j) and completes in interval t. We can
then extend the standard interval-indexed integer programming formulation to take the extra
dimensions of resource consumption and speed into account. Once we have solved its linear
4 CHAPTER 1. INTRODUCTION
program relaxation (which we denote LPi), we need to determine both an α-point and α-speed.
The key insight is that by “summarizing” each dimension appropriately, we are able to make
the correct choice for the other dimension. At a high level, we first choose the α-point by
“collapsing” all pieces of a job that completes in the LPi in interval t (these pieces have
different speeds), being especially careful with the last interval, where we may have to choose
only some of the speeds. We then use only the pieces of the job that complete before the
α-point to choose the speed, where the speed is chosen by collapsing the time dimension and
then interpreting the result as a probability mass function (pmf), where the probability that
the job is run at operating point Ψ(j) depends on the total amount of processing done at
that operating point. We then apply the concept of α-speeds defined in Chapter 3, which is
related to the expected value under this pmf, and run the job at this speed. We combine this
rounding method with extensions of the more traditional methods for dealing with precedence
constraints and release dates to obtain our algorithm.
In Chapter 6 we further explore the energy aware scheduling problem by considering the
setting where job sizes are only known after the job is finished. This setting is very common
when processing jobs in CPUs, where the machine does not know in advance the amount
of time or machine cycles required to finish a task. In this setting we will only assume that
job sizes have a known discrete probability distribution and we propose an algorithm that
determines a scheduling rule that is optimal in expectation.
In Chapter 7 we present an approximation algorithm for the setting where only scheduling
performance is of interest, but we allow for a very general cost function on the completion
time of each job. This algorithm is a direct result of the techniques discussed in Chapter 3, but
because of its generality and importance as a scheduling application we further analyze this
setting, presenting both theoretical and experimental results. We make several contributions
to the problem of scheduling jobs with non-decreasing convex cost functions:
 We introduce an IP based model that extends previous models by allowing a more
general non-linear job-dependent function of the completion time as the scheduling
metric.
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 We propose a new approximation algorithm for minimizing the total cost, with arbitrary
precedence constraints.
 Our algorithm builds on both the α-point and resource augmentation techniques.
We show that our algorithm has a small constant approximation ratio and a small
speed-scaling ratio for several important scheduling metrics, namely the total weighted
tardiness, the total weighted tardiness squared, and the total completion time squared.
The results of our numerical experiments show that the practical performance of our
algorithm is significantly superior to the theoretical bounds.
 We compare the performance of our algorithm with other available methods for the
total weighted tardiness problem by using the test instances from the OR Library
[Beasley, 1990]. We show that our algorithm is capable of computing approximate
optimal solutions for all the available test problems, even those with n = 100 jobs.
Thus, we are able to establish lower bounds on the optimal solutions for instances
where the optimal schedule is currently not known. Our algorithm takes less than a
second to solve even the larger instances. This is at least one order of magnitude faster
than current methods. Furthermore, we show that on average only a 2% speed-up is
required to achieve the best known result; and, in fact, in several a speed-up factor of 0
was enough to achieve the best known value.
Our main result can be summarized in the following theorem
Theorem 1.2. Given n jobs with arbitrary precedence constraints and convex non-decreasing
cost functions fi (Ci) for each job i, there is a O(1)-speed 1-approximation algorithm for the
problem of minimizing the total non-linear cost
∑
fi (Ci).
Finally, in Chapter 8 we discuss some of the open questions and future research lines that
our work leaves.
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on-renewable resource consumption management is fast emerging as a problem of
critical importance. There is always a trade-off between resource consumption and
performance: more resource consumption typically results in better performance.
This trade-off also arises in many scheduling problems, where resource management decisions
must be combined with the scheduling decisions to optimize a global objective.
Recently, scheduling problems in which one has to trade scheduling performance, using
metrics such as weighted completion time, weighted tardiness, or flow time, with CPU
processing speed, and therefore the energy consumed, have been extensively studied. However,
the problem of balancing resource consumption with scheduling performance was proposed
much earlier. Vickson [Vickson, 1980] observed that in many practical settings, the processing
time of a job depends on the amount of resources (e.g. catalizer, workforce size, energy, etc.)
utilized, and the relationship between resource utilization and processing time depends on
each job’s characteristics. Other examples of scheduling problems with resource dependent
job processing time include repair and maintenance processes [Duffuaa et al., 1999]; ingot
preheating processes in steel mills, where the batches need to be scheduled and the amount of
gas used and the concentration level determine the time required to preheat the ingots [Janiak,
1991; Williams, 1985]; many workforce intensive operations; VLSI circuit design [Monma
et al., 1990]; and more recently processing tasks in a CPU, where the job processing times
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depends on CPU speed, the available RAM, bus speed, as well as other system resources.
For convenience, throughout this work we will use an extended version of the three part
notation of Graham et al. [Graham et al., 1979] to refer to the different scheduling problems
that we will address. The notation is of the form α|β|γ, where α indicates the machine
setting: 1 for one machine, P for multiple parallel machines, etc.; β indicates the problem
constraints: rj for release dates, prec for precedence constraints, or pmnt for preemption;
and γ indicates the performance metric. For example, 1|ri, prec|
∑
Ei(si) + wiCi, will refer
to the problem setting with 1 machine, with ri release dates, precedence constraints, and
the weighted completion time as the scheduling performance metric, together with the total
energy cost. Similarly, the 1|ri, prec|
∑
Ei(si) + wiTi will refer to the same setting, but with
tardiness as the scheduling performance metric. In both of them the term Ei(si) indicates
that the energy cost is also added as a performance metric.
Before delving into the literature review there are several concepts related to algorithm
design that should be clarified. Because many of the problems we will address are NP-hard,
there are no efficient algorithms to solve them unless P = NP. We are still interested in saying
something about these NP-Hard problems, since there are many related real-life applications,
so the fact that no efficient algorithms exist for these NP-Hard problems will leave us with
three main possibilities, all of which will be addressed in this dissertation. First, we can
develop non-polynomial algorithms and only solve very small instances. In Chapter 3 we
will present an IP formulation with which we can compute the exact solution for the Energy
Aware Scheduling problem. We will also show, in Chapter 4, that we are limited to solve
cases with up to 10 jobs with this exact formulation. Bigger instances will require too much
time and resources to be solved.
A second option to deal with NP-Hard problems is to find special cases that can be solved
efficiently. In Chapter 3 we will show that for certain special cases we can solve the Energy
Aware Scheduling problem in polynomial time, by using an extension of Smith’s Rule.
The third option to deal with NP-Hard problems, is to compute approximate optimal
solutions. Most of our work will be in this third option: we will present several approxi-
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mation algorithms for different resource cost scheduling problems. The main idea behind
approximation algorithms is that, by using a polynomial time algorithm, we can compute
a solution that is at most ρ times the optimal solution for any instance of the problem, i.e.
ALG ≤ ρ · OPT . Algorithms with this property are called a ρ-approximation algorithm,
and ρ is called the approximation ratio, which could depend on the instance parameters. In
the online setting, because we don’t have all the future information available, we will use
a slightly different definition: competitiveness. A ρ-competitive algorithm, is an algorithm
that can compute, in polynomial time, a solution that is at most ρ times the optimal offline
solution, i.e. the solution that has all the future information for each instance. A very good
reference on algorithms in general is [Cormen et al., 2001], which includes a discussion on
approximation algorithms in chapter 35. For approximation algorithms, [Williamson and
Shmoys, 2011] isan excellent resource for techniques and analysis.
One last concept we will use regarding algorithms is resource augmentation. The main
drawback in the analysis of approximation algorithms is that the approximation ratio has to
consider the worst case scenario, which might never or rarely occur in real-life applications. As
a way circumvent this limitation Kalyanasundaram and Pruhs [Kalyanasundaram and Pruhs,
2000] proposed analyzing an approximation algorithm by considering additional resources.
Although the first examples of resource augmentation analysis are much older [Sleator and
Tarjan, 1985], this technique has become popular only recently. The main idea in the analysis
is that we compare the optimal solution to the output of our algorithm considering that we
have additional resources (like faster machines, additional machines, etc.). We will call an
algorithms an s-speed ρ-approximation algorithm, if the output of the algorithm is at most ρ
times the optimal solution, but considering that our algorithm runs on a machine that is s
times faster.
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2.1 Resource Dependent Job Processing Time
The literature on Resource Dependent Job Processing Time (RDJ) problems has mainly focused
on two models. In the first model the processing time pi of job i as function of resource
consumption level ui is piece-wise linear function of the form pi(ui) = min{pi, bi−aiui}, where
ai, bi are job parameters and pi is the smallest possible processing time
[Cheng et al., 1998;
Cheng et al., 2001; Daniels, 1990; Daniels and Sarin, 1989; Janiak, 1987; Janiak, 1991;
Janiak and Kovalyov, 1996; Van Wassenhove and Baker, 1982; Vickson, 1980; Xu et al., 2011].
In more recent work, the processing time as a function of the resource consumption level is
assumed to be a decreasing, convex function of the form pi(ui) = (ρi/ui)
k for some ρi > 0
and k > 0 [Kaspi and Shabtay, 2006; Shabtay and Kaspi, 2004; Shabtay and Steiner, 2011;
Wang and Wang, 2011]. The primary justification for this model is that it captures the
decreasing marginal improvements that is observed in practical applications [Shabtay and
Kaspi, 2004].
The trade-off between resource consumption and performance is modelled in several
different ways. In [Cheng et al., 1998; Cheng et al., 2001; Daniels, 1990; Daniels and
Sarin, 1989; Kaspi and Shabtay, 2006; Shabtay and Steiner, 2011; Van Wassenhove and
Baker, 1982] the authors consider a bicriteria approach where the objective is to reduce
resource consumption, and simultaneously optimize the scheduling metric. On the other hand,
[Janiak, 1987; Janiak and Kovalyov, 1996; Shabtay and Kaspi, 2004; Wang and Wang, 2011;
Xu et al., 2011] optimize the scheduling performance for given bound or budget on the
available resources or vice versa, i.e. they optimize the resource consumption given a bound
in the scheduling performance. A survey of the many of the different approaches to these
problems can be found in [Shabtay and Steiner, 2007]. The work we present in Chapter 5
can be considered as a generalization of the models used so far in the RDJ literature, using
the weighted completion time as the schedule performance metric.
CHAPTER 2. PRELIMINARIES 11
2.2 Energy Aware Scheduling
Energy Aware Scheduling (EAS) is a relatively new area within the scheduling literature and
a very important example of resource aware scheduling problems that has recently received
much attention [Albers, 2010; Andrew et al., 2010; Atkins et al., 2011; Bansal et al., 2008;
Bansal et al., 2010; Bansal and Pruhs, 2005; Chen et al., 2005; Irani et al., 2007; Jawor, 2005;
Kwon and Kim, 2005; Yun and Kim, 2003]. Interestingly, this setting has been studied
completely separate from the RDJ setting, although EAS can be interpreted as a subproblem
of RDJ, with a single resource (energy) and a specific energy cost function. In this setting
the objective is to take into consideration the energy cost associated to the speed at which
the jobs are processed.
This setting has become very relevant given the energy consumption of the now massive
data centres that companies are using. To give a sense of how much energy we are talking
about, consider Google, which states that the servers in its datacenter, which they claim are
much more efficient than the average industry server, consume 1 kJ per query on average
[Google, 2009]. In May 2013, just in the US, users made in average more than 440 million
queries per day using Google’s search engine [Comscore, 2013]. This amounts to consuming
44.2 million kWh per year, equivalent to more than 6, 000 average NY households [DOE, 2011].
Additionally, CPUs account for 50-60% of a typical server’s energy consumption [Albers,
2009]; consequently, CPU energy management is especially important. Energy management
is also important for smaller devices such as laptops and other mobile devices, since their
resources are limited. It is clear that when scheduling computing tasks, it is important to
take both the relevant scheduling quality of service (QoS) metrics such as makespan, weighted
completion time or weighted flow time, and the energy consumption into account.
There are many ways in which energy consumption can be introduced into a scheduling
problem, depending on the characteristics of the machine and the jobs that are being processed.
There are two main areas of research in EAS problems which I’ll further describe next: power
down and speed-scaling settings.
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2.2.1 Power Down Setting
The power down setting, as its name suggests, is the setting in which we are interested in
determining when to power down a machine within an idle period. Every time the machine
is powered down there is a fixed cost to power it back on, which accounts for the additional
energy required to power up the machine later. We do not address this problem in any of our
models but we list some of the most important references in this subsection for completeness.
The general setting is as follows. We are given a machine that, at any point in time, can
be in any of m different states; one active state and m − 1 idle ones. Associated to each
state si is an energy consumption rate ri. Without loss of generality we can assume that
r1 > r2 > . . . > rm, and thus the active state will be state S1. Additionally, there is a cost ai
for activating the machine when in idle state i, that is going from state si to the active state
s1. The problem is to decide, within every idle period, in which state should the machine be,
given that it must be in the active state once a new job arrives (i.e. the idle period ends).
Note that it does not make sense to delay jobs to allow a larger idle period, and thus go
to lower idle states, since we will end up consuming more energy, plus we will worsen the
scheduling performance. Hence, we are only interested in determining the state in which the
machine will be within an idle period.
This problem must be considered in an on-line setting, where the length of the idle period
is not known. If the idle period’s length was known, then the state in which to leave the
machine is easily computed.
Although this problem can be traced back to Hwang et al. [Hwang and Wu, 1997], and
Srivastava et al. [Srivastava et al., 1996], who introduced the problem in a predictive setting,
the simplest case, when only two states are available (s1 and s2) and nothing is known about
the idle period’s length, is even older. This setting is nothing more than another take on the
ski rental problem, a basic problem in online algorithms. Benini et al. in [Benini et al., 2000]
give a comprehensive survey on many of the techniques used in several different strategies for
the power down problem, including predictive strategies, stochastic optimal control, adaptive
learning, etc.
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Algorithm 2.1 Lower Envelope
1 At any time t in an idle period, set the machine to state k where k = arg mini{rit+ ai}.
For the simple case with only two states and r1 = 1 and r2 = 0, the best deterministic
strategy is to wait in the active state for a2 = a units of time after an idle period begins,
and then change to s2. It is easy to prove that this is a 2-competitive algorithm, and in
fact it is the best a deterministic algorithm can do. One can do better with randomized
algorithms, where a probability density function p(t) defines the probability that the systems
powers down to the idle state within t units of the idle period. In that case Karlin et al.
[Karlin et al., 1994] showed that a e




a for t ∈ [0, a] and p(t) = 0 otherwise. Karlin’s results are in the context of the
ski rental problem but are directly applicable to the power-down problem.
Back to the general case, Irani, Shukla, and Gupta in [Irani et al., 2003] showed that
when no knowledge about the idle period exists, the best competitive ratio a deterministic
algorithm can achieve is 2. They also give a simple algorithm that achieves this ratio, known
as Lower Envelope, which is based on the observation that if the length of the idle
period was known to be T , the optimal strategy is to set the machine to state si∗ where
i∗ = arg mini{riT + ai}. Algorithm 2.1 details the Lower Envelope algorithm.
The ratio can be further improved if the probability distribution of the idle period’s length
q(t) is known. Irani et al. [Irani et al., 2003] device an algorithm by first observing that if
only two states si−1 and si exist, a deterministic algorithm that powers down at time t within




(ri−1T )q(T )dT +
∫ ∞
t
(ri−1T + ri(T − t) + ai − ai−1)q(T )dT. (2.1)
An offline algorithm will choose tj =
aj−1−aj
rj−rj−1 to minimize this quantity. Similarly, the
online version of this algorithm which they call Probability-Based Lower Envelope
will use these breakpoints tj to define the state in which the machine is within the idle period.
Algorithm 2.2 details this modified online algorithm.
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The results in [Irani et al., 2003] have been further extended by Augustine et al. [Augustine
et al., 2004], to incorporate arbitrary transition values among states. They show that a
generalization of Probability-Based Lower Envelope results in a 3 + 2
√
2-competitive
algorithm. They go even further by proposing a general algorithm for any system that is
(ρ∗ + ε)-competitive, where ρ∗ is the best competitiveness for that system, and the solution
can be computed in O(m2 logm log(1
ε
)), where m is the number of states in the machine. The
algorithm is much more complicated and their results are based on the fact that for any system
there is a strategy that is ρ-eager (which means that it achieves exactly a ρ-competitiveness
for every instance) and then they develop the algorithm using this result.
The surveys by Albers [Albers, 2009] and by Irani and Pruhs [Irani and Pruhs, 2005]
contain further algorithms and settings additional to the main ones described here.
2.2.2 Speed Scaling Setting
The other main setting in which energy consumption is incorporated within the scheduling
problem is though speed scaling. Most modern CPUs allow users to dynamically change
the speed at which the processor runs; the lower the speed, the less energy used, and the
relationship is device-dependent but typically superlinear. Thus, the energy consumed can be
controlled by speed scaling. At the same time a machine running at a lower speed will time
more time to process a certain job, hence a reduction in energy consumption will generally
produce a detriment in the scheduling metric’s performance.
Generally, the power P consumed is a polynomial function of speed s of the form P (s) = sβ
for some constant β ∈ [2, 3] and v ≥ 0. Thus, the total energy consumed in processing a
job that requires ρ cycles and runs at speed s will be given by E(s) = vρsα−1. Recent work
uses a more general power function with minimum regularity conditions, like non-negativity,
Algorithm 2.2 Probability-Based Lower Envelope
1 At any time t in an idle period, set the machine to state k where k = arg maxi{ti : ti < t}.
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but in all the cases the power function is not job-dependent since the jobs are homogeneous
[Andrew et al., 2009; Bansal et al., 2009].
Researchers have focused on three challenging speed scaling settings: energy minimization
and deadlines, scheduling with an energy or QoS budget, and balancing energy consumption
and scheduling performance. For all the mentioned cases both offline and online settings have
been considered in the literature. See the surveys by Albers [Albers, 2009], Irani and Pruhs
[Irani and Pruhs, 2005] for details in some of them.
2.2.2.1 Energy Minimization and Deadlines
Historically, the first researchers to study the speed scaling were Yao et al. [Yao et al., 1995].
In this setting we are given n jobs, where each job i has a release date ri, a processing
requirement in CPU cycles ρi, and a deadline di. The objective is to find a preemptive
schedule and the speed si at which each job Ji runs such that no job misses its deadline and
the energy consumption is minimized. Clearly, for arbitrary instances this is only achievable
if the CPU speed is not bounded.
Let DI define the set of jobs that must be processed in interval I = [t1, t2], i.e. DI = {Ji :







In [Yao et al., 1995] Yao et al. they use these densities to construct an algorithm known
as YDS, described in Algorithm 2.3, and proceed to prove that is indeed optimal for the
offline problem. The proof is done by noting that at every point in time the algorithm runs at
the minimum average speed required to complete all jobs that must be scheduled within the
interval. If the machine runs at a slower speed at any time, it will not be able to finish the
jobs, hence, that speed is the slowest possible speed. Furthermore, using Earliest Deadline
First (EDF) to schedule the jobs in each interval assures that deadlines are met, and the
updates of release dates and deadlines keep jobs feasible.
Using similar ideas, Yao et al. [Yao et al., 1995] construct two additional algorithms
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Algorithm 2.3 Yao-Demers-Shenker (YDS)
1 set J = {J1, . . . , Jn} and T = [0,maxi{di}].
2 while J 6= ∅
3 compute I∗ = [t1, t2] = arg maxI∈T{∆I}.
4 run all jobs Ji ∈ DI∗ at speed si = ∆I∗ within interval I∗.
5 sort jobs in DI∗ according to EDF.
6 for every Ji /∈ DI∗
7 if di ∈ I∗
8 di = t1
9 elseif ri ∈ I∗
10 ri = t2
11 update J = J\DI∗ , T = T\I∗.
for the online setting. Because in this setting we don’t know which are the highest density
intervals, we can only make local decisions. For every job Ji that arrives, its density δi =
ρi
di−ri
is computed and at every time t the machine runs at speed s(t) =
∑
Ji:t∈[ri,di] δi, whereas
available jobs are scheduled using EDF.
Together with the results in [Yao et al., 1995], Bansal et al. [Bansal et al., 2008] later
showed that the competitive ratio for YDS is actually (2−ε(α))
α
2
αα ≤ ρ ≤ 2α−1αα, where ε(α)
is a function that converges to 0 when α goes to ∞.
Yao et al. [Yao et al., 1995] also present a second online algorithm in which every time a
job arrives the optimal schedule, given the current jobs, is recomputed. They don’t present
many results for this algorithm, but later Bansal et al. [Bansal et al., 2007b] showed that
this algorithm is αα-competitive. Bansal et al. also present an additional algorithm, called
Bansal-Kimbrel-Pruhs (BKP), which uses the total available processing volume available
at every time to define the speed. They prove that BKP is 2( α
α−1)
αeα-competitive, which is
better than the previous one for larger values of α.
Another important results by Bansal et al. [Bansal et al., 2007b] is that any randomized
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algorithm has a competitiveness of at least Ω((4
3
)α), implying that this problem has an
inherent exponential dependence on α.
Yao et al. [Yao et al., 1995] also extend their algorithm for the case in which only a
discrete set of speeds S = {σ1, . . . , σm} is available. Obviously, this algorithm only works
when the instance is feasible, and it works by using the YDS algorithm first and then at every
point in time it alternates between two speeds using time-sharing, such that the effective
final speed for that interval is equal to the one given by the YDS algorithm.
There have been other attempts to build algorithms for the case where the instance is not
feasible. In that case we are interested in both reducing the energy consumption as well as
minimizing the number of late jobs. The current best algorithm was presented by Bansal et
al. in [Bansal et al., 2010], called Slow-D. They prove that the algorithm is 4-competitive
with respect to throughput and (αα + α24α)-competitive with respect to energy.
2.2.2.2 Energy or QoS Budget
The other setting related to speed scaling is minimizing a scheduling performance metric with
only a limited energy budget. There have not been many results in this area, and only the
papers by Pruhs et al. [Pruhs et al., 2007; Pruhs et al., 2008] present some results. In these
papers the authors study this setting considering the sum of flow times as the scheduling
performance metric.
In order to tackle the problem the authors simplify the problem by considering only
unit-size jobs, which decouples the scheduling problem from the speed-setting one. They also
restrict themselves to the offline scenario, so all the information is available from the start.
They show that in this case by using a First Come First Serve (FCFS) scheduling policy and
solving an auxiliary LP to determine the speeds, an optimal solution can be computed in
polynomial time.
Another interesting and counter-intuitive insight the authors give in [Pruhs et al., 2008]
is that the speed is actually not monotone functions of the energy budget. For some cases,
when the energy budget is reduced, some jobs run at a faster speed in the optimal solution.
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No other work has focused on this setting, thus the problem with jobs of arbitrary
length remains open. The authors in [Irani and Pruhs, 2005] conjecture that using resource
augmentation might help but indicate that it is fairly difficult to track the changes in speed
when the energy budget is modified. The other open problem is related to the online scenario.
The main difficulty in this case is to come up with an insightful definition, since the setting
presented here, in an online setting has an unbounded competitiveness ratio. One can always
create instances where it is impossible to know how much to spend in terms of energy at any
given time so as to not violate the energy budget constraint in the future.
The reverse problem of minimizing the energy consumption having a quality of service
budget has also been studied by several authors [Bansal et al., 2004; Bansal et al., 2007b;
Bansal et al., 2008; Yao et al., 1995].
2.2.2.3 Balancing Energy and Scheduling Performance
The third main setting within speed scaling is the scenario in which we are interested in
balancing energy costs or consumption with scheduling performance. Implicit in this case is
the assumption that both energy (or any resource for that matter) and time can be (implicitly)
converted into a common unit, such as dollars. There are several challenging problems to
be solved in this setting and it has several direct applications, since we are able to compare
directly the costs related to energy consumption and the scheduling performance, with the
objective of finding a solution that achieves the best compromise between the two.
The first researchers to propose a setting in which energy and scheduling performance
are balanced together were Albers and Fujiwara [Albers and Fujiwara, 2007]. Instead of
having an energy budget they consider minimizing the total energy consumption plus the
total flow time, i.e.
∑
iE(si) + Fi, with nonpreemptive schedules. The authors first simplify
the problem by assuming that all jobs are unit sized and proceed to describe a Dynamic
Programming (DP) based algorithm that finds the optimal solution for the offline scenario.
Another interesting result by Albers and Fujiwara in [Albers and Fujiwara, 2007] is that
they show that any deterministic online algorithm has a competitive ratio of at least Ω(n1−
1
α ).
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Considering that for the standard total flow time scheduling problem no online algorithm
can perform better than Ω(n)-competitive [Albers and Fujiwara, 2007], this result indicates
that the additional flexibility given by the speeds does not help significantly to correct bad
scheduling decisions in the online setting.
Albers and Fujiwara also present in [Albers and Fujiwara, 2007] a constant competitive
ratio algorithm for the case with unit sized jobs. The algorithm uses different phases in which
it processes jobs in batches. At any given phase the algorithm schedules optimally the jobs of
the current batch, while it collects the new arriving jobs. The speed at which jobs in batch i




, where ni is the number of unfinished jobs in the batch




or c = 1 otherwise. Once the jobs of the current batch are
finished the algorithm sorts the collected jobs and repeats the procedure. The authors show





Later, Bansal et al. [Bansal et al., 2009] were able to improve this result, but considering
the preemptive version. At any point in time they schedule jobs according to the Shortest
Remaining Processing Time (SRPT) rule and run the job at speed α
√
nt + 1 where nt is the
number of active jobs at time t, that is the number of jobs that have arrived but not yet
finished. Through the use of potential functions they are able to show that this algorithm is
(3 + ε)-competitive even when jobs have arbitrary lengths and the power function is regular.
They define regular power functions P (s) as those that are: continuous and differentiable in
[0,∞), P (0) = 0, strictly increasing, strictly convex, and unbounded.
The current best result is by Andrew et al. [Andrew et al., 2009]. They also use SRPT as
the scheduling policy but the speed at which they run the jobs is defined by α
√
nt. They show
that this algorithm is (2 + ε)-competitive and they only require that the power function is
non-negative and unbounded. Furthermore, they show that this result is tight.
Andrew et al. showed in [Andrew et al., 2010] that not only SRPT works well, but
also Processor Sharing (PS) and even a gated-static speed scaling performs close to what is
achieved by SRPT in practice. The key insight in their paper is that although gated-static
speed scaling performs well, dynamic speed scaling (using α
√
nt) provides robustness when
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Problem algorithm approx. ratio bound
1|ri, ρi = 1|
∑
E(si) + Fi DP 1 -
1|ri|
∑
E(si) + Fi ? ? ?
1|prec|
∑
Ei(si) + wiCi SAIAS 4(1 + ε)(1 + δ) ?
1|ri, prec|
∑
Ei(si) + wiCi SAIAS (3 + 2
√
2)(1 + ε)(1 + δ) ?
1|prec|
∑
Ei(si) + wiTi SAIAS-T 4
α(1 + ε)α−1(1 + δ)α−1 ?
Table 2.1: Summary of known results - Offline Setting
workloads are uncertain.
It is important to note that all current research directions for this setting are based on
some simple order policy for the schedule (like SRPT) and a separate policy for the speed at
which to run each job.
Tables 2.1 and 2.2 show a summary of the current best results for several different
problems, in the offline and online settings respectively.
The work I present in this thesis is focused mostly in the energy balancing setting discussed
here, although we generalize it further by allowing very general and job-dependent energy cost
functions. Although having job-dependent energy cost functions does not provide advantages
in the CPU energy aware setting, since all jobs are processed in the same CPU and thus
have the same energy consumption rate, this will be the key for us to extend the use of our
algorithms to the more general setting discussed in Chapter 5.
The prior work on speed scaling algorithms also assumes that the energy cost is only
Problem algorithm competit. ratio bound
1|ri, ρi = 1|
∑









E(si) + Fi (SRPT, P
−1(n)) 2 + ε 2
Table 2.2: Summary of known results - Online Setting
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a function of the speed. We allow for the cost to be dependent on all the resources being
utilized. For example, in the context of scheduling computational task, we can allow for the
cost to be dependent on the CPU speed, the RAM utilized, and bus bandwidth and speed.
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he basic problem that we will explore and extend throughout this thesis is the
energy aware scheduling (EAS). In this setting only the energy consumed by
processing each job is taken into account, and the energy consumption rate will
determine the speed at which the jobs are processed. In this chapter we will discuss this
basic setting and develop algorithms to compute approximate optimal solutions.
In Section 3.1 we will first assume that the energy cost is of the polynomial form generally
used in the EAS literature, and in this particular setting we will present two approximation
algorithms for the case when the total weighted completion time is the scheduling performance
metric.
Next, in Section 3.2 we will modify one of the algorithms described in Section 3.1 to
include another important scheduling metric: total weighted tardiness. This will require
important changes that will later allow us to build the general scheduling algorithm presented
in Chapter 7.
Finally, in Section 3.3 we will generalize all the results for a larger class of energy cost
functions, which require only minor regularity conditions.
For convenience we will use an extended version of the notation of Graham et al. [Gra-
ham et al., 1979] to refer to our different resource cost aware scheduling problems, i.e.
1|ri, prec|
∑
Ri(ψ(i)) + wiCi, will refer to the problem setting with 1 machine, with ri re-
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lease dates, precedence constraints, and the weighted completion time as the scheduling
performance metric. The Ri(ψ(i)) term indicates that the resource cost is also added to the
performance metric, whereas a term Ei(ψ
(i)) or Ei(ψ(i)) indicates that only energy cost is
used. These terms will be further explained in the following sections.
3.1 Total Weighted Completion Time
In this section we consider the EAS problem with the commonly studied scheduling metric,
weighted completion time. This metric has not received attention in the resource or energy
cost aware scheduling literature, even though it has applications in several different areas such
as software compilers, instruction scheduling in VLIW processors, MapReduce-like systems,
manufacturing processes, and maintenance procedures among others [Chang et al., 2011;
Chekuri and Khanna, 2004; Chekuri et al., 2001; Pinedo, 2008]. In all these applications
there are related resources that can be used to control the speed at which jobs are processed
and need to be taken into account. For example in maintenance and repair procedures, the
processing time of a job can depend on the workforce size, spare parts inventory levels, energy
consumption, training, etc. Furthermore, in many settings jobs have precedence constraints
as well, something that has not been dealt with in the current literature.
Given a schedule in which job i with weight wi and release time ri is completed at time
Ci, the total weighted completion time is given by
∑
iwiCi. We consider the non-preemptive,
offline problem on one machine, and allow arbitrary precedence constraints and arbitrary
release dates as well. Our objective is to minimize the sum of our scheduling metric and
the total energy consumption cost. We are not aware of any previous work on energy aware
scheduling algorithms for this metric, although there is a rich literature on minimizing
weighted completion time in the absence of energy concerns (e.g. [Phillips et al., 1998;
Pinedo, 2008; Skutella, 2006]).
Minimizing weighted completion time is well studied in the combinatorial scheduling
literature. Phillips et al. [Phillips et al., 1998] and Hall et al. [Hall et al., 1997; Hall et al.,
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1996] introduced the concept of α-points that has lead to small constant factor approximation
algorithms for many scheduling problems [Skutella, 2006]. In the α-point approach, the
scheduling problem is formulated as an integer program in terms of decision variables xit
that is 1 if job i completes at time t. The α-point of each job is defined as the earliest
time at which an α fraction of the job has completed in the linear relaxation. The jobs are
ordered in the order of their α-points and run in non-preemptive fashion. There are many
variants and extensions of these technique including choosing α randomly [Chekuri et al., 2001;
Goemans, 1997] or choosing a different α for each job [Goemans et al., 2002]. We extend
α-point technique to the speed-scaling setting by defining α-speeds, which are achieved by
time-sharing between the available speeds.
Our approach allows job-dependent power functions, and thus can be applied to a more
general class of problems outside this specific setting. Furthermore, most energy aware
algorithms assume cost functions that are closely related to energy consumption; however
in practice, the actual energy cost is not simply a function of energy consumption, it is a
complicated function of discounts, pricing, time of consumption, peak energy requirements,
etc. That observation motivated our consideration of a more general class of cost functions
that are only restricted to be non-negative. We are not aware of any other work that allows
such general costs.
3.1.1 Problem Formulation
The problem setting is as follows. We are given n jobs, where job i, i = {1, . . . , n}, has
a processing requirement of ρi ∈ N+ machine cycles, a release time ri, and an associated
positive weight wj. Let si denote the speed at which job i runs on the machine and let Ci
denote its completion time. Let Π = {π(1), . . . , π(n)} denote the order in which the jobs
are processed, i.e. π(i) = k implies that job k is the i-th job to be processed. Then the




π(0) = 0 and Cπ(0) = 0. We assume that preemption is not allowed.
Let Ei(si) denote the energy cost of running job i at speed si. Initially we consider
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Ei(si) = viρis
β−1
i , where β ≥ 2 and vi are known constants. Later we show that our
algorithms work for more general energy cost functions Ei(si) that only require minor
regularity conditions.
The objective is to compute a feasible schedule, consisting of an order Π that respects the
possible precedence constraints and/or release date constraints, and the vector of job speeds










Note that the energy consumed by job π(i) only depends on the speed sπ(i), whereas its
completion time depends on the speeds of all jobs π(j) with j < i. Since the cost function
is convex we can assume, without loss of generality, that each job runs at a constant speed.
Furthermore, since we assume that preemption is not allowed, once a job is selected for
processing, it is not interrupted to process another job.
In order to use an indexed-based formulation for this problem, we will first compute the
set of speeds in which the optimal speeds are, which we will later quantize.
3.1.2 Speed Bounds
In order to quantize the set of speeds for our algorithms, it is necessary to find a set that
contains the optimal speed solutions, otherwise the final solution computed by the algorithm
can be arbitrarily away from the optimal. The following lemma bounds the set of possible
optimal speeds, and thus determines the set we need to quantize.
















Proof. First fix an arbitrary schedule Π = {π(1), π(2), . . . , π(n)} that satisfies all precedence
constraints. The following optimization problem computes the optimal speeds given that















, ∀j ∈ {1, . . . , i}, ∀i ∈ {1, . . . , n}
sπ(i) ≥ 0, ∀i ∈ {1, . . . , n}.
(3.2)
Let λπ(i)π(j), j = {1, . . . , i} define the dual variables of the release date constraints in (3.2)
for the i-th job, i = {1, . . . , n}. From the necessary optimality conditions we get that
i∑
j=1











, ∀i ∈ {1, . . . , n}, (3.4)
where s∗ and λ∗ are the optimal speeds and optimal dual variables respectively. Note from
(3.4) that the optimal speed of the i-th job only depends of the dual variables of the completion
time constraints of future jobs, and not past ones.






j = {i+ 1, . . . , n} and k = {1, . . . , i}. Thus, by the complementary slackness conditions we
get that λπ(j)π(k) = 0, for j = {i+ 1, . . . , n} and k = {1, . . . , i}. Then, from (3.4), the smallest














obtain that s∗i ≥ σmin > 0, ∀i, and for any order Π.




π(j)π(k) ≤ wπ(j) for j ≥ i. Hence from














we have s∗i ≤ σmax <
∞, ∀i and any order Π.
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It is important to notice that both bounds are tight. As shown in the previous proof, the
lower bound is attained when the job with the smallest
wj
vj
has idle time after it. On the
other hand, the upper bound is attained when the job with the smallest vi is scheduled first,





, which also implies that
there is no idle time between jobs. In this case the first job will run at speed σmax.
Corollary 3.1. The maximum speed σmax is bounded by





where wmax = maxi{wi}, wmin = mini{wi}, vmax = maxi{vi} and vmin = mini{vi}.





































We now quantize the set of feasible speeds [σmin, σmax] into m possible speeds S = {σ1, . . . , σm}.
Using Lemma 3.1 we determine the maximum and minimum speeds at which any job can
be processed, σmax and σmin, and we can define speed σj =
1
kj
σmax, where kj ∈ N+, for
j = 1, . . . ,m. The restriction that kj ∈ N+ is required for the time-indexed formulation
described in Section 3.1.5, but it will be relaxed to kj ∈ R+ for the interval-indexed formulation
presented in Section 3.1.6. W.l.o.g. we assume that ki > kj, ∀i < j, and thus the speeds σj
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are ordered in increasing values. To ensure that the range of speeds given by Lemma 3.1 is
covered, we set km = 1, so σm = σmax and set k1 ≥ σmaxσmin so σ1 ≤ σmin.
Given that the quantization of the feasible speed set induces an error for all our formulations
when compared to the continuous speed case, we first bound this error as follows. Let the
quantization be in geometrically increasing speed values, i.e. kj = (1 + δ)
m−j for some δ > 0,







to make sure that the whole feasible speed set from Lemma 3.1 is covered.
The following Lemma bounds the error induced by the quantization assuming that kj ∈ R+,
but a similar argument can be used when kj ∈ N+.
Lemma 3.2. The optimal value of (3.1) using the previous speed quantization scheme, i.e.




optimal value of (3.1) with continuous speeds.
Proof. Let Π∗ and s∗ denote an optimal solution of (3.1) without speed quantization. W.l.o.g.
we assume that Π∗ = {1, . . . , n}. Let s̃ denote the element-wise rounding of the solution s∗
to the nearest speed σj ∈ S. Since precedence and release date constraints are not violated
by the rounding procedure, s̃ is still feasible.
First assume that all speeds are rounded up. In this case, if s∗i ∈ [σj, σj+1], then it must
be that s∗i ≥ 12(σj +σj+1) = σj(1+
δ
2
) for s∗i to be rounded up. Hence, the rounding procedure








Since speeds increase, completion times do not increase. On the other hand energy
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Next, we assume that all speeds are rounded down. Then if s∗i ∈ [σj, σj+1], it must be







Let C∗ define the optimal completion times when no quantization is used, and C̃ when
speeds are quantized. Because speed decreases the energy cost does not worsen, whereas the
completion times will increase, but can be bounded as follows,






































From (3.6) and (3.8) it follows that for the general case,





















∗, s) ≤ f(Π∗, s̃), the lemma follows.
It is important to note that in many contexts the feasible set of speeds is already quantized
beforehand, e.g. CPUs generally allow only a discrete set of speeds. In such situations the
quantization will add no error to the solution at this stage. However, as we will present in
the subsequent sections, the output of our algorithms not necessarily returns speeds that
belong to the discrete set S. Thus, we need to round the final solution to the given speed set,
and the previous approximation error will reappear.
3.1.4 Cases Solvable in Polynomial Time
When no precedence constraints and release dates exist, there are two versions of this problem
that can be optimally solved in polynomial time: when all weights wi are equal, and when all
CHAPTER 3. ENERGY AWARE SCHEDULING 31
jobs are of the same size (i.e. ρi = ρ, ∀i) and have the same energy cost function. For these
cases we have the following result:
Theorem 3.1. If wi = w, ∀i or ρiv
1
β












, ∀i ∈ {1, . . . , n− 1}.
Proof. Define ξi ≡ ρiv
1
β
i . Using the dual formulation of (3.2) with no precedence or release














where B ≡ β




First, when wi ≡ w, Theorem 3.1 implies that in the optimal order ξπ(i+1) ≥ ξπ(i). By
contradiction, let π be an optimal order such that for some index k, ξπ(k+1) < ξπ(k). For this













Bξπ(i) ((n− i+ 1)w)b
= Bwb






Let πk define the order where we switch jobs k and k+1 from order π, i.e. πk(k) = π(k+1)
and πk(k + 1) = π(k). Given this order we have that
G(π)−G(πk) = Bwb
{











(n− k + 1)b − (n− k)b
)}
.
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By our initial assumption, the first term is positive (since ξπ(k+1) < ξπ(k)) and the second
one is always positive, hence G(π)−G(πk) > 0 which is a contradiction, since that implies
that πk has a smaller cost.
When ξi ≡ ξ, Theorem 3.1 implies that an order π is optimal then wπ(i) ≥ wπ(i+1). Let











































































since wπ(k+1) > wπ(k) by our initial assumption, which is a contradiction since this result
implies that order πk has a lower cost.
3.1.5 Time-and-Speed-Indexed Formulation
We now present a time-and-speed-indexed formulation, which is an extension of the integer
formulation presented in [Sousa and Wolsey, 1992]. Then, we extend the algorithms and
results obtained in [Hall et al., 1996] to the energy aware setting.
Given that this formulation requires time to be divided into constant size pieces and
index all variables by these time steps, the resulting algorithm might not be polynomial en
the size of the input. Although this is a major issue, the problem will be corrected with the
formulation presented in Section 3.1.6.
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3.1.5.1 Model Description and Approximation Algorithm
In this first formulation we discretize time in steps of size τ = 1
σmax
, which is the minimum









= kjρi time steps, each of size τ . Since kj ∈ N+ and ρi ∈ N+, then p̂ij ∈ N+.
For a given instance of (3.1), let T define an upper bound on the total number of time










 1, if job i runs at a speed σj and completes in time step t0, otherwise. (3.11)















Next we list the constraints on the decision variables {yijt}:
1. Each job runs at a unique speed and is completed at a unique time step, i.e. for all





yijt = 1. (3.13)
2. A job i, i = {1, . . . , n} running at speed σj , j = {1, . . . ,m}, is in process at time step t
if it is completed within the interval [t, t+ p̂ij − 1]. Since the machine can only process







yiju ≤ 1. (3.14)
3. yijt must be a binary variable for all i = {1, . . . , n}, j = {1, . . . ,m}, and t = {1, . . . , T},
yijt ∈ {0, 1}. (3.15)
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4. Job i running at speed σj requires p̂ij = kjρi time steps to be processed after its release
time-step ri
τ
, thus for all i = {1, . . . , n} and j = {1, . . . ,m}:








s=1 yijs = 1 if and only if job i
has been completed by time step t. Now i1 ≺ i2 means that if job i2 runs at speed σj,
then job i1 must be finished at least p̂i2j time steps before job i2, thus the precedence











We now describe a new approximation algorithm for the EAS problem, called Schedule
by α-points and α-speeds (SAPAS), which is detailed in Algorithm 3.1.
Let ȳijt denote the optimal solution of the linear relaxation of (3.12)-(3.17), where the
binary constraint yijt ∈ {0, 1} is relaxed to yijt ≥ 0. In step 1 of the algorithm we compute












which is the earliest time step after which an α-fraction of job i has been completed.




u=1 ȳiju ≥ α, we define




u=1 ỹiju = α:
ỹijt =














, t = tαi






u=1 ȳiju < α. This new auxiliary variable preserves the values of ȳijt for
all time steps t < tαi , and for time step t = t
α
i it only considers the values of ȳijt that sum up
to α, starting from the slowest speed first, i.e. j = 1.
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Algorithm 3.1 Schedule by α-points and α-speeds (SAPAS) for EAS
Inputs: set of jobs, α ∈ (0, 1), τ , set of speeds S = {σ1, . . . , σm}.
1 Compute an optimal solution ȳ to the linear relaxation (3.12)-(3.17).
2 Compute the α-points tα and compute an order Πα that has the jobs ordered in
non-decreasing values of tαi .
3 Compute the α-speeds sα.
4 Round down each sαi to the nearest speed in S and run job i at this rounded speed, s̄
α
i .
5 Set the i-th job to start at time max{rπ(i), C̄απ(i−1)}, where C̄απ(i−1) is the completion
time of the previous job using the rounded α-speeds, and C̄απ(0) = 0.
6 return speeds s̄α, order Πα, and completion times C̄α.
We now define a probability mass function (pmf) µi = (µi1, . . . , µim) on the set of speeds







Let ŝi define a random variable distributed according to the pmf µi. Then, the α-speed of




















where the definition is done over the reciprocal of the speeds since the completion times are
proportional to these reciprocals instead of the speeds, and this proportionality is required in
the analysis of the algorithm.
In step 4 of the algorithm we round down the α-speeds since sαi might not belong to the
set of possible speeds. The following lemma bounds the error introduced by this rounding.
Lemma 3.3. The cost of the solution with the rounded down speeds s̄α is at most (1 + δ)
times the cost of the solution using the α-speeds sα.
Proof. The energy cost function Ei(si) is increasing so rounding down does not increase the
energy cost, but the completion time is now larger. Let Cαi be the completion time of job i
36 CHAPTER 3. ENERGY AWARE SCHEDULING
when the speeds sα are used and C̄αi when the rounded ones s̄
α are used. Since the speeds
are reduced at most by (1 + δ), then (1 + δ)s̄i
α ≥ sαi , and we have that
C̄αi = max{ri, C̄αi−1}+
ρ
s̄αi















i and proves the lemma.
Finally, in steps 5 and 6 we compute the completion times with the rounded speeds and
return the approximate schedule.
In the following subsections we show that the SAPAS algorithm returns a feasible schedule
and we compute the approximation factors for different energy aware scheduling problems.
3.1.5.2 Single Machine Problem with No Constraints
In this subsection we consider the unconstrained single machine problem or 1||
∑
Ei(si)+wiCi,
with Ei(si) = viρis
β−1
i . Since there are no release date constraints, it follows that there will







Also note that because there are no precedence constraints the schedule given by the
SAPAS algorithm is always feasible. The following is the main result for this setting.
Theorem 3.2. The SAPAS algorithm with α = 1
2
returns a result that is at most 4(1+δ) times
the optimal value for the time-and-speed-indexed integer formulation for the 1||
∑
Ei(si) +
wiCi problem, with Ei(si) = viρis
β−1
i .
Proof. W.l.o.g. we assume that tα1 ≤ tα2 ≤ . . . ≤ tαn. Let y∗ijt denote an optimal solution of
the integer program (3.12)-(3.16), ȳijt the fractional solution of its linear relaxation, and ỹijt
the auxiliary variables calculated for the SAPAS algorithm.
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where the inequality follows from Jensen’s Inequality applied to the convex function 1
sβ−1
.


















where the last inequality comes from the fact that α < 1 and ỹijt ≤ ȳijt.
The completion time terms are bounded as follows. Since there are no release dates there

































































ỹjlu ≤ tαi . (3.28)

























ỹjlu ≤ tαi . (3.29)
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p̂jlỹjlu ≤ tαi . (3.30)






























t=1 ȳijt > α, we define Y
(1)





















































Eliminating the lower terms of the sum in (3.33) it follows that












tαi ȳijt = τt
α
i (1− α), (3.34)
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where the last inequality comes from (3.24). Finally, by taking α = 1
2
, which minimizes the
R.H.S. of (3.38), and by Lemma 3.3 we complete the proof.
3.1.5.3 Single Machine Problem with Precedence Constraints
First we analyze the case with only precedence constraints. Through the following lemma,
we can prove that the SAPAS algorithm returns a feasible schedule for this problem.




Proof. Given a precedence constraint i1 ≺ i2, and using its corresponding constraint in the



























ȳi2ju ≥ α, (3.40)
where the last inequality follows from the definition of tαi2 given in (3.18). Equation (3.40)








where the last inequality follows from p̂i2,m > 0.
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Now we are in position of computing an approximation bound for the SAPAS algorithm
in the 1|prec|
∑
Ei(si) + wiCi case.
Theorem 3.3. The SAPAS algorithm with α = 1
2
returns a result that is at most 4(1+δ) times
the optimal value for the time-and-speed-indexed integer formulation for the 1|prec|
∑
Ei(si) +
wiCi problem, with Ei(si) = viρis
β−1
i .




job i1 is scheduled before job i2. By Lemma 3.4, we get that the precedence constraint i1 ≺ i2
implies tαi1 < t
α
i2
. Hence, the SAPAS algorithm preserves all the precedence constraints, and
thus the resulting schedule is feasible.
Given this result, Theorem 3.2 proves that the SAPAS algorithm is a 4(1+δ)-approximation
algorithm for the 1|prec|
∑
Ei(si) + wiCi problem.
3.1.5.4 Single Machine Problem with Precedence and Release Date Constraints
When release date constraints are added we get the following result.
Theorem 3.4. The SAPAS algorithm with α =
√
2 − 1 returns a result that is at most
(3 + 2
√
2)(1 + δ) times the optimal value for the time-and-speed-indexed integer formulation
for the 1|ri, prec|
∑
Ei(si) + wiCi problem, with Ei(si) = viρis
β−1
i
Proof. We assume, w.l.o.g. that tα1 ≤ tα2 ≤ . . . ≤ tαn. Because equation (3.26) from Theorem



















where the last inequality comes from the fact that α ≥ 0.
Since in this case idle times between jobs can exist, equation (3.27) is no longer valid.
Because job i is scheduled to start after jobs 1 to i − 1, it must start after maxij=1 rj.
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Job i has to start after its release date and the release date of all previous jobs, thus,


























































































2− 1, and by Lemma 3.3 it follows
that the SAPAS algorithm is a (3 + 2
√
2)(1 + δ)-approximation algorithm.
Note that for these last two cases we still have the same upper and lower bounds on
the possible speed values σmax and σmin, as well as the bound used for the total number of
time-steps, T .
3.1.6 Interval-and-Speed-Indexed Formulation
In the interval-indexed formulation we divide the time horizon into geometrically increasing
intervals, and the completion time of each job is assigned to one of these intervals. Since the
completion times are not associated to a specific time, the completion times are not precisely
known but are lower bounded. By controlling the growth of each interval one can obtain a
sufficiently tight bound.
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3.1.6.1 Model Description and Approximation Algorithm
The problem formulation is as follows. We divide the time horizon into the following
geometrically increasing intervals: [κ, κ], (κ, (1 + ε)κ], ((1 + ε)κ, (1 + ε)2κ], . . ., where ε > 0 is
an arbitrary small constant, and κ = ρmin
σmax
denotes the smallest interval size that will hold at
least one whole job. We define interval It = (τt−1, τt], with τ0 = κ and τt = κ(1 + ε)
t−1. The






and thus, we have a polynomial number of indices.
Let
xijt =
 1, if job i runs at a speed σj and completes in1 time interval It = (τt−1, τt]0, otherwise.
(3.48)
















The following are the constraints required for the 1|ri, prec|
∑
Ei(si) + wiCi problem:





xijt = 1. (3.50)
2. Since only one job can be processed at any given time, the total processing time of jobs









xiju ≤ τt. (3.51)
3. Job i running at speed σj requires
ρi
σj
time units to be processed, and considering that
its release time is ri, then for i = {1, . . . , n}, j = {1, . . . ,m}, and t = {1, . . . , T}:
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4. For i = {1, . . . , n} and t = {1, . . . , T}:
xit ∈ {0, 1}. (3.53)
5. The precedence constraint i1 ≺ i2 implies that job i2 cannot finish in an interval earlier











It is important to note that this integer program only provides a lower bound for (3.1); in
fact its optimal solution may not be schedulable, since constraints (3.51) do not imply that
only one job can be processed at a single time, they only bound the total amount of work in
∪tIt. Hence, for example, an instance in which all the release dates of the jobs assigned to a
specific interval It = (τt−1, τt] are at ri = τt − δ, with δ arbitrary small, will be feasible in the
IP as long as the processing time of all jobs assigned to It is less than (1 + ε)τt−1. Because of
the release dates, if the total processing time of the jobs is more than δ, the jobs will not fit
in the interval, making it not schedulable, even though it is feasible in the IP.
We now describe the approximation algorithm for the EAS problem with weighted
completion time as scheduling metric, called Schedule by α-intervals and α-speeds
(SAIAS), which is detailed in Algorithm 3.2.
Let x̄ijt denote the optimal solution of the linear relaxation of the integer program (3.49)-
(3.54), in which we change constraints (3.53) for xijt ≥ 0. In step 1 we formulate the IP
and in step 2 of the algorithm we compute the optimal solution x̄. Next, in step 3, given











Since several jobs may finish in the same interval, let Jt denote the set of jobs that finish
in interval It, Jt = {i : Iαi = t}, and we use these sets to determine the order Πα as described
in step 4.
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Algorithm 3.2 Schedule by α-intervals and α-speeds (SAIAS) for EAS
Inputs: set of jobs, α ∈ (0, 1), ε > 0, set of speeds S = {σ1, . . . , σm}.
1 Divide time into increasing time intervals It = (τt−1, τt], with τt = κ(1 + ε)
t−1.
2 Compute an optimal solution x̄ to the linear relaxation (3.49)-(3.54).
3 Compute the α-intervals Iα and the sets Jt.
4 Compute an order Πα that has the sets Jt ordered in non-decreasing values of t and
the jobs within each set in a manner consistent with the precedence constraints.
5 Compute the α-speeds sα.
6 Round down each sαi to the nearest speed in S and run job i at this rounded speed, s̄
α
i .
7 Set the i-th job to start at time max{rπ(i), C̄απ(i−1)}, where C̄απ(i−1) is the completion
time of the previous job using the rounded α-speeds, and C̄απ(0) = 0.
8 return speeds s̄α, order Πα and completion times C̄α.




u=1 x̄iju ≥ α, we define
auxiliary variable {x̃ijt} as:
x̃ijt =














, t = Iαi












This is a key step that allows us to truncate the fractional solution so that for every job i,
the sum of x̃ijt up to time interval I
α
i for each speed j can be interpreted as a probability
mass function. We define this probability mass function (pmf) µi = (µi1, . . . , µim) on the set
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Let ŝi define a random variable distributed according to the pmf µi, i.e. µij = P(ŝi = σj).




















We define the α-speeds using the reciprocal of the speeds since the completion times are
proportional to the reciprocals instead of the speeds, and we need to bound completion times
in the analysis of the algorithm.
Next, in step 6, because the α-speeds sαi do not necessarily belong to the set of possible
speeds S we round them down to s̄αi , which is the nearest speed in the set such that s̄
α
i ≤ sαi .
Finally, in steps 7 and 8 we compute the completion times given the calculated speeds and
return the set of speeds s̄α and the schedule given by the order Πα and the completion
times C̄α.
We now analyse this algorithm’s performance for different energy aware scheduling
problems. In the following subsections we will assume w.l.o.g. that Iα1 ≤ Iα2 ≤ . . . Iαn .
3.1.6.2 Single Machine Problem with Precedence Constraints
We first need to prove that the output of the SAIAS algorithm is indeed feasible.
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Since the SAIAS algorithm schedules jobs by first ordering the sets Jt in increasing order
of t, and then orders the jobs within each set in a way that is consistent with the precedence
constraints, by Lemma 3.5 it follows that the SAIAS algorithm preserves the precedence
constraints, and, therefore, the output of the algorithm is feasible. Next, we can prove the
following result.
Theorem 3.5. The SAIAS algorithm with α = 1
2
is a 4(1+ ε)(1+δ)-approximation algorithm
for the 1|prec|
∑
Ei(si) + wiCi problem, with Ei(si) = viρis
β−1
i .
Proof. Let x∗ijt denote an optimal solution to the integer problem (3.49)-(3.54), x̄ijt the
fractional solution of its linear relaxation, and x̃iju the auxiliary variables calculated for the
SAIAS algorithm.




























































where the inequality follows from Jensen’s Inequality applied to the convex function 1
sβ−1
.
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and from constraint (3.51) for t = Iαi we get, C
α





t=1 τt−1x̄ijt denote the optimal fractional completion time given by
the optimal solution of the relaxed linear program (3.49)-(3.52). Since it is possible that∑m
j=1
∑Iαi
t=1 x̄ijt > α; we define X
(1)























τt−1x̄ijt + τIαi −1X
(1)








and eliminating the lower terms of the previous sum we get that,















τIαi −1x̄ijt = τIαi −1(1− α). (3.64)
























































, to minimize the bound. By Lemma 3.3, which
bounds the final rounding error, we get the desired approximation ratio.
3.1.6.3 Single Machine Problem with Precedence and Release Date Constraints
We now analyse the case with precedence constraints and release dates. Release dates makes
the problem somewhat harder since they can introduce idle times between jobs.
Theorem 3.6. The SAIAS algorithm with α =
√
2 − 1 is a (3 + 2
√
2)(1 + ε)(1 + δ)-
approximation algorithm for the 1|ri, prec|
∑
Ei(si) + wiCi problem, with Ei(si) = viρis
β−1
i .
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Proof. The bound for the energy terms computed in equation (3.60) is still valid when there





















When bounding the completion time Cαi , given the sorting done in step 3 of the SAIAS al-













Since all jobs that have been at least partially processed up to time interval It need to be
released before τt, it follows that maxj∈{J1,...,JIα
i













































t=1 τt−1x̄ijt, (3.64) is still valid and because τIαi = (1 + ε)τIαi −1, we get that
Cαi ≤






















































2− 1, and again using Lemma 3.3 to bound
the speed-rounding error, we get the required approximation ratio.
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3.2 Total Weighted Tardiness
In this section we modify the SAIAS algorithm and apply it to the weighted tardiness setting.
We still allow for arbitrary precedence constraints but no release dates. In this case, each job
i also has a deadline di. The tardiness Ti of job i is defined as Ti = max{0, Ci − di}
3.2.1 Problem Formulation
We have a set of n jobs, where each job i has the following characteristics: a starting time
ui, a completion time ci, a workload or processing requirements ρi > 0, and it is run at a




each job might have an associated deadline di.
Additionally, using the vector of starting times u, we can define a job ordering vector
Π = {π(1), . . . , π(n)} that specifies the order in which the jobs will be processed.
Now, each job i will be processed on a single machine that consumes power according to
the power function Pi(si) = vis
β
i , where vi ≥ 0 depends on the job but the exponent β ≥ 2








Our objective is then to find the best scheduling order Π with starting times u and speeds






π(i) + wπ(i)(Cπ(i) − dπ(i))
+.
Lemma 3.6. For any given order Π, the optimal solution for s and u is such that uπ(i) =
Cπ(i−1), ∀i ∈ {1, . . . , n}, i.e. there is no idle time between jobs.
Proof. By contradiction, let’s assume there exists an order Π such that, for that order, the
optimal solution u and s has idle time between at least one pair of jobs. Hence, ∃j ∈ {1, . . . , n}
such that uπ(j) > Cπ(j−1).
Using u, we can create a new starting times vector u′ such that u′π(j) = Cπ(j−1) and
u′π(i) = uπ(i), ∀i 6= j, i.e. job π(j) is released earlier. As sπ(i) =
ρπ(i)
Cπ(i)−uπ(i)
we can define a new
speed vector s′ such that s′π(i) =
ρπ(i)
Cπ(i)−u′π(i)
, thus both solutions will have the same completion
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times C for all jobs, and also only job π(j) will have a different speed. Hence,






> 0⇒ g(Π,u, s) > g(Π,u′, s′),
since sπ(i) > s
′
π(i) because uπ(j) > u
′
π(j), which is a contradiction, as that implies that u
′, s′ is
a better solution.


































We now formulate the problem using a modification of the interval-and-speed-indexed for-
mulation presented in Section 3.1.1. Because the completion time can be bounded by∑m
j=1
∑T
















together with constraints (3.50)-(3.54) from the interval-indexed formulation. Note that
although the objective (3.72) is non-linear, because we have a interval-indexed formulation,
(3.74) is linear.
We compute an approximate optimal solution for (3.72) using the Schedule by α-
intervals and α-speeds for Tardiness (SAIAS-T) Algorithm detailed in Algorithm 3.3.
The main difference with the SAIAS algorithm, is that in step 5 we scale up the α-speeds.
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Algorithm 3.3 Schedule by α-intervals and α-speeds for Tardiness (SAIAS-T)
Inputs: set of jobs, α ∈ (0, 1), ε > 0, γ > 1, set of speeds S = {σ1, . . . , σm}.
1 Divide time into increasing time intervals It = (τt−1, τt], with τt = κ(1 + ε)
t−1.
2 Compute an optimal solution x̄ to the linear relaxation (3.74), (3.50)-(3.54).
3 Compute the α-intervals Iα and the sets Jt as in the SAIAS algorithm.
4 Compute an order Πα that has the sets Jt ordered in non-decreasing values of t and the
jobs within each set in a manner consistent with the precedence constraints.





6 Round up each s̃αi to the next speed in S, s̄
α
i and run each job i at this new speed.
7 Set the i-th job to start at time max{rπ(i), C̄απ(i−1)}, where C̄απ(i−1) is the completion
time of the previous job using the rounded α-speeds, and C̄απ(0) = 0.
8 return speeds s̄α, order Πα, and completion times C̄α.
This scaling makes the completion time of the relaxed LP comparable to the completion time
of the algorithm’s output, and thus jobs that have 0 tardiness in the LP also have 0 tardiness
in our algorithm. If we rounded speeds down, jobs with 0 tardiness in the LP could, at a
lower speed, miss their deadline, and thus the approximation ratio could be arbitrary large.
We now analyze the algorithm assuming w.l.o.g. that Iα1 ≤ Iα2 ≤ . . . ≤ Iαn . Since Lemma
3.5 remains valid, arguments identical to those in Section 3.1.6.2 show that the output of the
SAIAS-T algorithm is feasible; thus, we have the following theorem:
Theorem 3.7. The SAIAS-T algorithm with γ = (1+ε)




approximation algorithm for the 1|prec|
∑
Ei(si) + wiTi problem, with Ei(si) = viρis
β−1
i .




t=1 τt−1x̄ijt denote the optimal fractional completion time of the
relaxed linear program. (C̄i − di)+ is a lower bound for the optimal tardiness (C∗i − di)+,
since
∑
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Let C̃αi denote the completion time of job i using speeds s̃
α and Cαi the one using speeds




























The key step is that by setting γ = (1+ε)











































where the last inequality follows from (3.61) that remains valid.





































Because speeds are rounded up, the completion times, and thus the tardiness can only be
reduced, whereas the energy cost increases. Since at most we speed up each job by a factor
(1 + δ), we have that,
Ei(s̄
α






















αβ(1−α)β−1 in (3.78) to compute a tighter bound, but the resulting expression is not
as clean.
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We are not able to extend this algorithm for the 1|ri|
∑
Ei(si) + wiTi problem, since it
is based on speed scaling to make sure that jobs are finished within a desired time interval.
When release dates are present, we do not see how to arbitrarily reduce the completion times.
3.3 General Energy Cost Functions
In this section we consider the extension to general energy cost functions, as opposed to
simply energy consumption. We begin by considering discrete speeds, as in the previous
sections, but we will relax this requirement later.
Managers of data centers are clearly interested in the energy cost metric, since they need
to balance the penalty for violating the service level agreements with the cost of energy. The
energy price curves for industrial consumers are often quite complicated because of energy
contracts, discounts, real time pricing etc.; therefore it is very important to consider general
cost functions in the scheduling model. Hence, in this section we use Ei(si) as the general
energy cost function of running job i at speed si. We will require that Ei(si) is non-negative,
just as in [Andrew et al., 2009; Bansal et al., 2009], but no other requirements are needed for
the weighted completion time setting. For the weighted tardiness setting we will require an
additional regularity condition that bounds the growth of the energy cost function.
Since in practice the processor speed can be dynamically changed during the course of a
job, one can replace the general cost function by its lower convex envelope. Hence, without
loss of generality, we can assume that Ei(si) is convex. Furthermore, since the machine
can only run at the speeds in S, we can also consider that Ei(s) is linear in between these
speeds. Hence, for every s ∈ [σj, σj+1] such that s = λσj + (1− λ)σj+1, with λ ∈ [0, 1], then
Ei(s) = λEi(σj) + (1− λ)Ei(σj+1).
Note that for bounding the energy cost terms in the weighted completion time setting, we
only used the fact that the energy consumption function Ei(s) = viρis
β−1 is convex. Thus,
the previous bounds extend to our more general class of functions Ei(s). In the weighted
tardiness case we also require a bound on the growth of the energy cost function, which we
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will address in Section 3.3.2.
3.3.1 Weighted Completion Time Problem with General Energy
Cost









(Ei(σj) + wiτt−1)xijt, (3.81)
where Ei(σj) are just coefficients. Given that we only change the energy cost related terms,
all the completion time related bounds computed previously are still valid.
The only modification required is in the rounding procedure at the end of the SAIAS al-
gorithm, where it was done by rounding down the α-speeds. Now instead we will round them
up or down so that Ei(s̄αi ) ≤ Ei(sαi ), which is always possible since Ei(si) is linear in between
the speeds in S. With this change Lemma 3.3 remains valid and we can extend the algorithm
to our general energy cost functions.
Theorem 3.8. The SAIAS algorithm with α = 1
2
is a 4(1+ ε)(1+δ)-approximation algorithm
for the 1|prec|
∑
Ei(si) + wiCi problem, for all general non-negative energy cost functions
Ei(s).
Proof. Because Ei(σ), i = {1, . . . , n} are convex functions, (3.25) remains valid since


























The proof follows since the bounds for the completion time in Theorem 3.5 remain valid,
as well as Lemma 3.3.
By the same argument we also have that,
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Theorem 3.9. The SAIAS algorithm with α =
√
2 − 1 is a (3 + 2
√
2)(1 + ε)(1 + δ)-
approximation algorithm for the 1|ri, prec|
∑
Ei(si)+wiCi problem, for all general non-negative
energy cost functions Ei(s).
3.3.2 Weighted Tardiness Problem with General Energy Cost











Ei(σj) + wi (τt−1 − di)+
)
xijt. (3.83)
Since the SAIAS-T algorithm speeds-up the jobs, we need to add the following regularity
condition for the energy cost functions Ei(σ) in order to obtain performance bounds:
Assumption 3.1. ∃β ∈ N+, such that Ei(γσi) ≤ γβ−1Ei(σi), ∀γ ≥ 1.
Theorem 3.10. The SAIAS-T algorithm with γ = (1+ε)
α(1−α) and α =
1
2
, is a 4β(1 + ε)β−1(1 +
δ)β−1-approximation algorithm for the 1|prec|
∑
Ei(si) + wiTi problem, for all non-negative
energy cost functions Ei(s) that satisfy Assumption 3.1.
Proof. As before, all the completion time related bounds (3.76) and (3.77) remain valid, so
only a bound analogous to (3.78) is needed. From Assumption 3.1 it follows that,






































Since we are rounding speeds up, equation (3.80) remains valid and thus taking α = 1
2
completes the proof.
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3.3.3 Continuous Speeds
As commented previously, our algorithms are also applicable for the case when a continuous set
of speeds is possible. In this case we modify the SAIAS and SAIAS-T algorithms, eliminating
the rounding step required at the end of each algorithm.
When the operating range of the machine is given, i.e. the speed limits σmin and σmax,
since our IP requires a speed index, we need to quantize the set [σmin, σmax] in m different
speeds. We can do this by setting σ1 = σmin, and as before we define speed σj = (1 + δ)σj−1,
for some δ > 0, making sure that σm ≥ σmax in order to cover the whole operating range.
Just by rounding as described in Section 3.3.1 for the weighted completion time setting and
rounding up for the weighted tardiness setting we can prove the following lemma:
Lemma 3.7. The optimal solution for the IP (3.49)-(3.54) is at most (1+δ) times the optimal
solution of the energy aware problem in the weighted completion time and continuous speed
setting, and the optimal solution for the IP (3.74), (3.50)-(3.54) is at most (1 + δ)β−1 times
the optimal solution of the energy aware problem in the weighted tardiness and continuous
speed setting.
The proof is analogous to Lemma 3.3 for the weighted completion time and similar to
equation (3.80) for the weighted tardiness setting. Since there is no additional rounding
at the end of the algorithm, using Lemma 3.7 we get the same approximation ratios as in
Theorems 3.8, 3.9, and 3.10.
When the operating range of the machine is not given, and we are interested in determining
a set S that covers the optimal speeds from the continuous case, we need the following
additional regularity condition on the energy cost functions: ∃ξ < ∞ such that Ej(si) is
increasing ∀si ≥ ξ. It is easy to prove that this is a necessary and sufficient conditions for the
problem to be well defined, and thus we can compute σmin and σmax such that the optimal
speeds s∗i ∈ [σmin, σmax], for all i. Then we can apply the same procedure as before to quantize
and build the set of speeds.
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Chapter 4
Heuristics and Experimental Results
for EAS
T
hroughout this chapter we present several heuristics that improve the perfor-
mance or extend the applicability of our algorithms to other settings not considered
in our theoretical results. We also present several experimental results that show
that the performance of our algorithms is much better than our theoretical worst-case bounds
and analyze the magnitude of the heuristic improvements. Additionally, we present the
performance when other settings are considered such as weighted flow time as scheduling
metric, or when multiple machines are available.
4.1 Heuristic Improvement for Weighted Completion
Time
A natural improvement for the SAIAS algorithm is to recalculate the optimal speeds once the
order is defined by the algorithm. Without loss of generality, we assume that the schedule
order computed by the SAIAS algorithm is Πα = {1, 2, . . . , n}. The following result establishes
that we can compute the optimal processing speed for each job, for any given order, in closed
form. This result is a detailed extension of the results given in Lemma 3.1.
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, ∀i ∈ {1, . . . , n} , (4.1)






















j=1 λij = wi, ∀i
λij ≥ 0, ∀j ∈ {1, . . . , i},∀i,
(4.2)
with B ≡ β




Proof. Given the order Πα = {1, 2, . . . , n} the optimal speeds are given by the solution of














, ∀j ∈ {1, . . . , i}, ∀i
si ≥ 0, ∀i.
(4.3)




















where λij , j = {1, . . . , i} denotes the dual variables of the release date constraints in (4.3) for




ij = wi, for
all i ∈ {1, . . . , n}, and that the optimal speed for job i is given by (4.1), where s∗ and λ∗ are
the optimal speeds and optimal dual variables respectively.
Using (4.4) it is also easy to show that (4.2) is the dual problem of (4.3). Since λ∗ is its
optimal solution, it follows that (4.1) will give the optimal speeds.
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Note that from (4.1) we get that the optimal speed of the i-th job only depends of the
dual variables of the completion time constraints of future jobs, and not past ones.
Corollary 4.1. If ri = 0, ∀i, i.e. all jobs are available at time 0, then the optimal speed of






, ∀i ∈ {1, . . . , n} . (4.5)
Proof. By setting ri = 0, ∀i in (4.2) we note that the maximum value of this modified
optimization problem is achieved when λi1 = wi, and thus λij = 0, for j = {2, . . . , i}. The
proof follows by using these values of λ in (4.1).
This result is an extension of the speed rule used in most of the energy aware scheduling
literature for the flow time metric [Andrew et al., 2010; Andrew et al., 2009]. The main result
in these papers is that using SRPT as ordering policy and a speed of s = β
√
nt
(β−1)v , where nt
is the number of jobs available at time t, achieves the best known competitive ratios. Since
[Andrew et al., 2010; Andrew et al., 2009] consider the total flow time (i.e. wi = 1, ∀i) and




identical to the one given in (4.5).
Using Lemma 4.1 and Corollary 4.1 one can design an algorithm that computes the
optimal speeds for a given order Π in O(n) time, when there are no release dates, and in
O(n2) time, when there are release dates. We describe these algorithms ub the following
section, since this setting is a special case of the more general setting detailed in Section 4.2.
4.2 Heuristic Improvement for Weighted Tardiness
The total weighed completion time is a special case of the total weighted tardiness, in which
all deadlines are set to di = 0. In this section we explore the weighted tardiness setting,
describing a similar heuristic improvement as the one detailed in Section 4.1 and a simple
60 CHAPTER 4. HEURISTICS AND EXPERIMENTAL RESULTS FOR EAS
polynomial time algorithm that can compute the optimal speeds without solving the nonlinear
optimization problem.
4.2.1 Optimality Conditions for Speed-Scaling















− di, ∀i ∈ {1, . . . , n}
zi ≥ 0, ∀i ∈ {1, . . . , n}
s ≥ 0.
(4.6)
















− µizi − ηisi. (4.7)
The optimality conditions state that if (s, z) is a local minimum and is regular, and the









λj − ηl = 0, ∀l (4.8)
∂L
zl
= wl − λl − µl = 0, ∀l. (4.9)
Now, by complementary slackness we have that ηisi = 0, ∀i. Since si > 0, ∀i (otherwise
the cost function will go to +∞), then it must be that ηi = 0, ∀i.
We can classify jobs into 3 different cases: job i is early if ci < di, is on time if ci = di, or
is late if ci > di.
According to this classification, if a job is late then ci − di > 0. Since zi ≥ ci − di
then zi > 0. By complementary slackness µizi = 0, ∀i which implies that if a job l is late
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then µl = 0, and thus λl = wl. On the other hand, if a job l is early then ci − di < 0,
making zl = 0 and thus zl − cl + dl 6= 0. Again, by complementary slackness, we have that
λi(zi − ci + di) = 0, ∀i, so if job l is early λl = 0 and µl = wl. Finally, if job l is on time
cl − dl = 0 and zl = 0. As µl ≥ 0 we will then have that wl ≥ λl ≥ 0.








Equation 4.10 indicates that if future jobs are finishing early, we can select a slower speed
for the current job in order to reduce its cost and at the same time push these future jobs
further near their deadlines. On the contrary, if all future jobs are late, the speed of the
current job will be high and thus future jobs end earlier. An additional insight we get from
equation 4.10 is the following Lemma.
Lemma 4.2. In the EAS problem with total weighted tardiness as scheduling metric, given
any order Π, the nth job cannot finish early in the optimal solution for the speeds, i.e. Cn ≥ dn.
Proof. We prove this by contradiction. If job n is early, then by equation (4.10) we have that
sn = 0, since λn = 0, and we this will make the cost go to +∞. Hence, this cannot be an
optimal solution.
This is similar to the result we obtained in Lemma 3.6 as it basically implies that there is
no idle time at the end either.
Using the Lagrangian from equation (4.7) we can also derive a dual of Problem (4.6).



















We need to have that wi − λi − µi = 0 for this problem to be well defined, as well as
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We now exchange the sums in the second term of the minimization problem in equation








































j=i λj. With this transformation the minimization problem becomes an
unconstrained and decoupled minimization problem with the following optimal solution:
∂Fλ(s)
si
= (β − 1)viρisβ−2i −
ρi
s2i






















where B ≡ β



















0 ≤ λi ≤ wi, ∀i ∈ {1, . . . , n}.
(4.16)


















0 ≤ λi ≤ wi, ∀i ∈ {1, . . . , n}.
(4.17)
Although we can solve problem (4.16) easily, since it is a convex optimization problem,
there is a special case where we can compute the optimal speeds without solving the nonlinear
optimization problem. This is when all jobs have the same deadline. A special case of this
setting is the total weighted completion time, since in that setting all jobs have the deadline
di = 0.
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4.2.2 Special Case: Common Deadline
When all jobs have a common deadline (i.e. di = d, ∀i), given an order Π, we know that
if job m is on time (or in absence of an on-time job, m is the first late job), all following
jobs will be late, and all the previous ones will be early. This simplifies the problem since
now we only need to find which job is this first on-time or late job to compute the optimal
speeds. If we know that job, then we assign λi = 0, ∀i < m (i.e. all the previous jobs), and
λi = wi, ∀i > m (i.e. for the jobs after m). Finally, if job m is late we assign λm = wm, and
if it is on time we use the following lemma.
Lemma 4.3. In the setting where di = d ≥ 0 for all i, if a job m is completed on-time, its

































Now for jobs that finish earlier than m, all of which are early jobs, we have that λi =
















































Solving the previous equation for λm proves the Lemma.
Using Lemma 4.3 and equation (4.10) we can design two algorithms to compute the
optimal speeds of an instance given an order Π.
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Algorithm 4.1 Primal Speed
Inputs: set of n jobs and order Π.
1 Set λi = 0, ∀i, and compute speeds si and completion time Ci.
2 Set i = n and dt =∞.
3 while dt > d
4 if Ci < d
5 Stop.
6 elseif Ci ≥ d
7 Assume i is late.
8 Set λi = wi and then calculate sj and Cj, ∀j.
9 if ci ≥ d
10 Keep job i late.
11 Set i = i− 1 and dt = ci.
12 elseif Ci < d
13 Job i should finish at time d.













15 Compute si and Ci, ∀i.
16 return speeds s.
4.2.2.1 Primal Speed Algorithm
First we use the prime problem formulation (4.6) to design an algorithm that will compute
the optimal speeds. We name this algorithm Primal Speed and we detail in Algorithm 4.1.
The Primal Speed Algorithm works as follows: we start from the last job, job n, and
check if this should be an early or a late job. Then we compute the speeds according to the
assumption and check if the finishing times actually match our assumption. The main idea is
that if we have already defined that jobs p+ 1 to n are late, we can test if job p is late or not
by changing its value of λp and then checking what happens with Cp. If Cp < d from the
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start, we stop since if we increase λp we will only make p and all the previous jobs faster,
hence we will keep having Cp < d. If this is not the case and Cp ≥ d, we assume that p must
then be late: λp = wp. That makes the speed of all previous jobs higher than before and
reduces Cp. If after that we still have that Cp > d then we were right with our assumption
and job p will always be late. On the contrary if now that the speeds are higher we have that
Cp < d, we have a contradiction, since this means that job p finishes early. Hence, we have
shown that keeping λp = 0 makes the job late, but setting it to λp = wp will make it early,
exactly the opposite of what we saw were the optimality conditions. Thus, λp must be in
between these two values, which only occurs if a job is on time, and we can use Lemma 4.3
to compute the exact value of λp.
Theorem 4.1. The Primal Speed algorithm returns the optimal speeds given an order Π
after O(n3) operations.
Proof. The correctness of the algorithm is easy to prove by checking the optimality conditions
of the algorithm’s output. Assuming that the algorithm labels correctly which jobs are late
and which early, the output complies with the KKT conditions, as all jobs labeled late will
have λi = wi, all jobs labeled early will have λi = 0, and the speed is determined according
to equation 4.10. Additionally, the stopping condition makes sure that all jobs labeled late
finish after d and all jobs labeled early finish before. By contradiction, we can assume the
algorithm finishes with a solution s̃ that is not the optimal one s∗. We have two cases: one
in which there is a job i that is on-time (with 0 < λ̃i < wi) and one in which there is no job
satisfying this.
If job i is on-time, as the definition of which jobs are early and which late determines
completely the speeds of all the jobs, this means that in s∗ this job must be either early or
late. If job i is early in s∗, (thus λ∗i = 0 < λ̃i) then all s
∗
j < s̃j for j ≥ i and the completion
time of job i will be later: C∗i > C̃i. That is a contradiction since C̃i = d and thus in s
∗ job i
must then be late. Now if we consider that job i is late in s∗ then λ∗i = wi > λ̃i, making all
previous jobs run faster: s∗j > s̃j. This implies that the completion time of i in the optimal
case must be earlier than for s̃, C∗i < C̃i. Again this is a contradiction since that means that
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in the optimal case job i must be early.
The case where there is no on-time job is analogous but with more cases, as now we can
show that neither the first late job of the algorithm’s solution can be early or on-time in the
optimal one, nor the last early can be late or on-time in the optimal solution, which again
means that the optimal solution and the algorithm’s output must be the same.
It is easy to show that the algorithm will finish since once we decide that a job is late, it
will never become early again in future iterations, because of the way in which the decision of
a job being late or not is taken. As the speed of a job depends on the values of λ for all the
following jobs, the only way a job i, already labeled as late, could become early is that all
previous jobs run at a faster speed, bringing its completion time before d. But that means
that some λj, with j being an early job, must increase which is a contradiction since that
implies job j must become late or on time, and thus i will still be late or on time. Hence,
once a job is labeled as late, it will be always late, and as we have a finite number of jobs the
algorithm will finish.
In terms of complexity, the initialization requires O(1) operations to be performed. Next,
as there exists only n jobs and we will never check one twice, after O(n) iterations the
algorithm will stop. Furthermore, on each iteration we need to calculate O(n) speed values
and O(n) completion times, each requiring O(n) operations. Hence we will obtain the optimal
solution in O(n3) operations.
4.2.2.2 Dual Speed Algorithm
Although the Primal Speed algorithm is O(n3), we can do better by using the dual
formulation (4.17). We call this algorithm Dual Speed and it is detailed in Algorithm 4.2.
Theorem 4.2. The Dual Speed algorithm computes the optimal speed values given an
order Π after O(n) operations.
Proof. The correctness of the algorithm is analogous to the proof in Theorem 4.1, since the
optimality conditions are attained at the end of the algorithm.
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Algorithm 4.2 Dual Speed
Inputs: set of n jobs and order Π.





j , W = 0, and λj = 0, ∀j.
2 Set i = n and B ≡ β−1
dβ
.
3 while i > 0
4 Set λi = BV
β −W .
5 if 0 ≤ λi < wi
6 Stop.
7 elseif λi < 0
8 Set λi = 0 and Stop.
9 elseif λi ≥ wi
10 Set λi = wi.
11 Update V = V − ρiv
1
β
i and W = W + wi.
12 i = i - 1.
13 Compute all speeds si.
14 return speeds s.
As in Theorem 4.1, because there exist only n different λi and we will never set the value
of one twice, after O(n) iterations the algorithm will stop. Furthermore, on each iteration we
will do at most O(1) operations, just set the value of λi, and update i, V , and W . Since in
this case the initialization requires O(n) operations to get the initial value of V , after O(n)
operations the algorithm will compute the optimal solution.
This algorithm significantly reduces the operations required to compute the optimal speeds
and can be directly applied to the total weighted completion time by setting d = 0.
4.2.2.3 Cases Solvable In Polynomial Time
To conclude this special case we observed though simulations that Theorem 3.1 also produced
the optimal schedule in this setting, without any counterexamples. Regretfully, the same
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proof does not work in this case so we leave it as an open conjecture.


















The theoretical bounds in Chapter 3 do not appear to be tight. In order to better understand
the performance of our algorithms, we analyze them experimentally. The main contribution
of this Section is twofold. First we present the experimental performance analysis of our
algorithms and show that although the theoretical bounds are relatively small, in practice the
bounds are even better and the algorithms perform very close to optimal. Additionally, we
also extend the algorithms to more complex settings: online problems, multiple machines, and
using total weighted flow time as the scheduling metric, showing good empirical approximation
ratios as well. Table 4.1 shows a summary of the main results included in this chapter.
It is important to note that there are very few examples of performance analysis in the
energy aware scheduling literature with a notable exception being [Andrew et al., 2010].
4.3.1 Experimental Performance for Weighted Completion Time
In this section we present a simulation based analysis of the performance of the SAIAS algo-
rithm for the total weighted completion time setting.
For each analysis we simulated a large number of randomly generated instances with the
following distributions: vi ∼ unif{0, . . . , 40}, wi ∼ unif{0, . . . , 20}, and ρi ∼ unif{1, . . . , 10}.
Although the size of the jobs seems small, we also analyzed instances with much larger ones
(such as ρi ∼ unif{1, . . . , 100}), as well as ρi drawn from bimodal distributions, which are
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SAIAS 1.0077 1.1437 28.39%




SAIAS 1.0328 1.5133 1.34%
SAIAS-H 1.0128 1.3025 40.06%
Polynomial Energy Cost Function SAIAS 1.0360 1.9785 40.45%
Online Setting SAIAS-H Online 1.1121 2.4715 0.69%
P ||
∑




SAIAS-T 3.5464 22.7207 0%




SAIAS-T 2.8929 16.2307 0%
SAIAS-T NS 1.2774 2.1789 0.16%
Table 4.1: Experimental Results Summary
generally hard for scheduling algorithms, without observing any significant degradation in
the performance of our algorithms.
We compared the output of our algorithm with the integer solution of the interval-and-
speed-indexed formulation (IPi), its linear relaxation (LPi), and the integer and relaxed
solutions of a time-and-speed-indexed formulation for this problem (IPt and LPt respectively).
All simulations were done in Matlab, using Gurobi [Gurobi Optimization Inc., 2012] and
Gurobi MEX [Yin, 2012] to solve the IP and LP relaxations of each instance.
For each setting, we also applied the heuristic improvement discussed in Section 4.1. We
denoted this algorithm as SAIAS-H which is detailed in Algorithm 4.3.
Our experimental results show that the SAIAS algorithm, although it has a theoretical
Algorithm 4.3 SAIAS-H
1 Apply the SAIAS algorithm to the problem to compute sα, Πα, and Cα.
2 Compute the optimal speed s∗i each job i, given the schedule Π
α.
3 Round each speed s∗i to s̄i, the closest speed in S, and calculate new
completion times C̄.
4 return the cheapest solution between sα, Πα, and Cα or s̄, Πα, and C̄.
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20, 000 7 1.055 1.231 1.420
20, 000 100 1.135∗ 1.218 1.273
20, 000 500 1.133∗ 1.157 1.184
3, 000 1, 000 1.136∗ 1.150 1.155
SAIAS-H
20, 000 7 0.991 1.000 1.000
20, 000 100 0.991 0.994 0.995
Online (no prec)
20, 000 7 1.141 1.600 2.456
20, 000 100 1.397∗ 1.496 1.627
Table 4.2: Experimental Results Summary for Total Weighted Completion Time
approximation ratio of 3+2
√
2+ ε ≈ 5.8+ ε for the case with arbitrary precedence constraints
and arbitrary release dates, in practice it performs very close to optimal, with average
approximation ratios below 1.14. Furthermore we also show that these results remain stable
even when the size of the instances grow several orders of magnitude. It is important to
note that when analyzing large instances, since the IPt formulation is too large to be solved
in a reasonable time, we compared the algorithm’s output with the LPi solution, and thus
the real approximation ratio is likely to be even better. The results also show that the
SAIAS-H algorithm, where we compute the optimal speeds given the order computed by the
SAIAS algorithm, reduces the approximation ratios even further. This improvement can also
be used in the online setting.
In the following subsections we present details of the simulation results. We characterize
the distribution of the approximation or competitive ratios via histograms. We believe that
displaying the entire distribution is important since it gives a more complete understanding
of how the algorithm performs as compared to just reporting an average value or a worst
case scenario. In the histograms we highlight the average value for all simulations and the
99.5% quantile. For both these measures we also display the 99.99% confidence intervals,
shown as doted lines around the corresponding value. Table 4.2 shows a summary of the
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main experimental results for the 1|ri, prec|
∑
Ei(si) + wiCi problem.
4.3.1.1 SAIAS Performance
The number of variables and constraints in the IPt formulation grows very fast with the
number of jobs n, making it impractical for large instances. On the other hand, the size of
the IPi formulation can be easily controlled with ε and thus much larger instances can be
simulated. For small instances we compared the performance of the SAIAS algorithm to
the optimal solution of IPt, as well as the bounds given by the LPi formulation. For large
instances we compared the SAIAS algorithm’s solution to the LPi bound.
The simulation settings for the smaller instances were: 20, 000 simulation with n = 7
jobs, α =
√





]. The upper bound of the
Figure 4.1: Ratios for Total Weighted Completion Time, with n = 7.
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probability distribution of the release dates was determined experimentally to show the worst
performance, particularly in the on-line settings we present later. The reason is that a smaller
upper bound will be equivalent to have an offline setting, whereas a very large upper bound
makes most jobs to be separate from others, and thus we don’t have a set of jobs to order.
Figure 4.1 shows the main results of the simulations.
The first histogram displays that the empirical approximation ratio of the SAIAS algorithm
is close to optimal with an average of 1.055, and the 99.5% quantile given by 1.231. For the
20, 000 instances, the worst approximation ratio was 1.420.
The second histogram displays the difference between the LPi bound and the IPt optimal
solutions. This is important since later we will compare the output of our algorithm to the
LPi solution. The second histogram shows that on average the LPi bound is 0.830 times the
IPt solution, and in 99.5% of the instances it was below 0.895. This means that when we
compare the algorithm’s output to the LPi we need to remember that we are comparing it
with a solution that is between 10% to 20% lower than the integer optimal solution.
The last histogram shows that the integrality of the IPt formulation gap is very small,
with an average value of 0.998 and 99.5% of the instances resulted in relaxation values above
0.969 times the value of the IPt solution.
Since our experiments show a stable and relatively constant ratio between IPt and LPi,
for larger instances we compare the performance of the SAIAS algorithm to the LPi bound.
Given that we don’t solve the IPt formulation the simulations can be done over much larger
instances. Figure 4.2 shows the result of n = 500 (with 20, 000 random instances) and
n = 1, 000 (with 3, 000 random instances) jobs.
Although we are now comparing the algorithm’s output to the LPi solution, the approxi-
mation ratio remains small. For n = 500 we have an average ratio of 1.133, a worst value of
1.184, and 99.5% of the cases below 1.157; and an average ratio of 1.136, a worst value of
1.155, and 99.5% of the cases below 1.150 when n = 1, 000. The fact that the approximation
ratio is not much bigger is important since for n = 7 the ratio between the LPi and the IPt
solution was in average 0.83, hence much of the error shown in figure 4.2 could be attributed
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Figure 4.2: SAIAS/LPi Ratios with n = 500 and n = 1, 000.
Figure 4.3: SAIAS-H Improvement Ratio, with n = 100.
to the relaxation as opposed to the algorithm’s performance.
4.3.1.2 Heuristic Improvement and Online Setting.
Using the same parameters as in Section 4.3.1.1 we simulated 20, 000 randomly generated
instances and compared the empirical approximation ratios for the SAIAS algorithm and the
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heuristic improvement, SAIAS-H. Figure 4.3 shows the improvement results.
As expected, the heuristic improvement reduces the approximation ratio on average by a
factor of 0.991, and in 99.5% of the instances the improvement ratio was below 0.994 with
0.995 being the least improvement achieved. It is also important to note that the fraction
of instances in which the heuristic algorithm computed the optimal solution increased from
0.05% to 0.13%.
Using this heuristic improvement we now study the performance of the SAIAS-H algorithm
in the online setting. In the online setting we do not know any information of the jobs at time
t = 0 as in the offline case, and we learn their size, weights, etc., only when they arrive. Hence,
we can’t compute the whole schedule beforehand. The way we adapt the SAIAS-H algorithm
is as follows: we compute the approximate schedule using the SAIAS-H algorithm every time
we finish a job, considering only the jobs present at that time, and every time a new job
arrives, we recompute the speeds using the results of Section 4.3.1.1, but because preemption
is not allowed, we only change the speeds and not the schedule. Figure 4.4 shows the empirical
competitive ratios obtained over 20, 000 randomly generated instances, with all other settings
as before.
In the online setting, the performance measure is called the competitive ratio, and is
the ratio between the algorithm’s output and the optimal offline solution. Figure 4.4 shows
Figure 4.4: SAIAS-Online Competitive Ratio, with n = 100.
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(a) ri ∼ unif[0, 1.5
∑ ρi
σ1




Figure 4.5: Competitive Ratios for the SAIAS-H Online Version
that the empirical competitive ratio for our algorithm. As expected, the competitive ratio is
slightly larger than the approximation ratio of the offline case, but still it is very good, with
an average of 1.397, 99.5% of the instances below 1.496 and a worst case of 1.534.
In the online setting, the selection of release dates constraints becomes crucial; if the
upper bound in the interval defining the release date distribution is too large, the job queue
will have just one job, and the online algorithm will be close to optimal. On the other hand,
if the upper bound it is too close to 0, then the online algorithm reduces to an offline one,
since all jobs are present at time t = 0. We found through simulations that, regardless of
the number of jobs, the worst competitive ratios were obtained when the release dates were
drawn from a unif[0, 0.1
∑ ρi
σ1
]. Figure 4.5 shows histograms of the empirical competitive
ratio for different release dates distributions.
4.3.1.3 Bimodal Job Sizes
One of the known bad instances for many scheduling problems is when we have several
small jobs and then one large job arrives. In order to observe if such cases also present
difficulty to our algorithms we simulated randomly generated instances where the jobs have
unit size with probability p and or are of size ρ >> 1 with probability 1− p. Table 4.3 shows
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Problem Algorithm Average Ratio Worst Ratio Equal Instances
Bimodal Jobs with ρ = 3
SAIAS 1.0067 1.1055 33.59%
SAIAS-H 1.0038 1.0755 54.12%
Bimodal Jobs with ρ = 5
SAIAS 1.0086 1.1019 25.88%
SAIAS-H 1.0046 1.0943 49.22%
Bimodal Jobs with ρ = 10
SAIAS 1.0101 1.1263 16.92%
SAIAS-H 1.0037 1.1158 50.90%
Bimodal Jobs with ρ = 15
SAIAS 1.0101 1.1469 14.70%
SAIAS-H 1.0030 1.1246 53.73%
Table 4.3: Experimental Results in Bimodal Setting
a summary of the different cases analyzed and Figure 4.6 shows the histograms for both
theSAIAS and SAIAS-H algorithms for different values of ρ for the case when p = 0.7 and
n = 6. For each ρ, 20, 000 random instances were generated with the same settings as in the
1|prec|
∑
Ei(si) +wiCi case before. These simulations show that although the approximation
ratio varies with the size of the large job the values remain similar to what was obtained
previously.
4.3.1.4 Sensitivity to Algorithm Parameters
Another important experimental result for both algorithms is their sensitivity towards the
algorithm’s parameters. Figure 4.7 shows the worst (dotted lines) and average (solid lines)
approximation ratios for the SAIAS (in blue) and SAIAS-H (in red) algorithms, for various
values of α. For each value of α, 30, 000 randomly generated instances with the same
parameters as in the previous simulations, were analyzed. It is interesting to note that the
worst approximation ratios achieve a minimum very close to where they do in theory (that
is α ≈ 0.5 for the case with no release dates and α ≈
√
2 − 1 for the case with release
dates), although the curves show that the algorithms are much less sensitive to this parameter
than what shown in theory. For example in the case with no release dates the theoretical
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(a) SAIAS, 1|prec|
∑
Ei(si) + wiCi setting (b) SAIAS-H, 1|prec|
∑
Ei(si) + wiCi setting
Figure 4.6: SAIAS and SAIAS-H Comparison in Bimodal Setting
bound is approximately 4(1 + δ)(1 + ε) ≈ 6.6, whereas the empirical bound is close to 1.1.
This is because the energy terms are able to absorb part of the error by modifying the
speed accordingly, and when computing the theoretical bounds we rounded up several terms,
something that is likely never going to happen in a real application.
Similarly, we analyzed the effect of modifying δ and ε in both algorithms. Figure 4.8
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(a) 1|prec|
∑
Ei(si) + wiCi setting (b) 1|ri, prec|
∑
Ei(si) + wiCi setting
Figure 4.7: Sensitivity to α
shows the results for the sensitivity to changes in these two input variables. As expected,
when the size of δ or ε increases, the empirical approximation ratio also increases. Also, the
slope for the case when δ is increased (dotted blue line in Figure 4.8a) is smaller than when
ε is increased (dotted blue line in Figure 4.8a), which is also expected since the rounding
procedure increases the error closer to (1 + δ
2
δ). That is why both the worst case and average
case approximation ratios increase slower when δ increases than when ε increases. Another
(a) 1|prec|
∑
Ei(si) + wiCi setting (b) 1|prec|
∑
Ei(si) + wiCi setting
Figure 4.8: Sensitivity to δ and ε
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important thing to note is the improvement when using the speed heuristic. The sensitivity in
this case is much smaller, specially in the case where δ is modified. This is because the error
comes from the quantization of the speeds, whereas the heuristic fixes this by recomputing the
optimal speeds. This also implies that the flexibility given by the speeds is really important,
since the errors created by bad scheduling decisions can be absorbed by choosing the correct
speeds.
4.3.1.5 Approximation Factor vs Instance Size
We made an additional set of simulations to check how the empirical approximation ratio
varies with respect of the instance size. From the previous results apparently the ratio reduces
when the size of the instance grows. In order to see if this happens we simulated for different
values of n up to 20, 000 random generated instances.
Figure 4.9 shows the SAIAS/LPi ratios for the different values of n. The SAIAS/LPi ratios
was used instead of the approximation ratio to make the simulations faster (and achievable
in the case of larger values of n). In figure 4.9, the blue line shows the average ratio and
the green one indicates the 99.5% proportion (i.e. 99.5% of the instances where below that
value). Both of them have the 99.9% confidence interval around them. Finally, the red line
shows the largest ratio among all the instances.
Figure 4.9: SAIAS/LPi Ratio for instances from n = 4 to n = 1, 000
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Figure 4.10: SAIAS/LPi Ratio for instances from n = 4 to n = 50
We can see that indeed the ratio reduces when the instance grows larger. The reason for
this is, I believe, the flexibility of the speeds, which serve as a buffer to balance part of the
error when the order is not optimal. Another observation is that there is a maximum in the
empirical values around the value n = 6. Figure 4.10 shows a zoom for the initial part of
figure 4.9, to show the maximum at n = 6.
Figure 4.11: SAIAS with a different energy cost function.
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4.3.1.6 Other Energy Cost Functions
In order to show the performance of the SAIAS algorithm with other energy cost functions, we
simulated the results using an energy cost function of the form Ei(si) = ais
2 + bis+ ci, where
ai, bi, and ci are chosen randomly. Figure 4.11 shows the approximation ratio histogram of
30, 000 randomly generated instances for the 1|prec|
∑
Ei(si) + wiCi setting. Although the
worst approximation ratio found is somewhat larger than in the standard case, the algorithm
still performs very close to optimal, finding the optimal solution in over 40% of the instances.
4.3.2 Experimental Performance for Weighted Tardiness
In this section we test the performance of the SAIAS-T algorithm similarly to what was
done in Section 4.3.1. Figure 4.12a shows the approximation ratio histogram for the SAIAS-
T algorithm, using 30, 000 randomly chosen instances with the same parameters as in
Section 4.3.1, with α = 1
2
. As expected the approximation ratios are worse, with an
average ratio of 3.55 and worst ratio of 22.7, although the theoretical ratio is much higher:
4β(1 + ε)β−1(1 + δ)β−1 ≈ 174. As explained in Section 3.2 we cannot obtain theoretical
worst case bounds for the SAIAS-T algorithm in the setting with release dates using the
same methodology. The reason we cannot obtain the theoretical worst case bounds with our
technique is because we rely on homogeneously speeding up jobs to ensure that they meet
their deadlines, something that does not work when release dates are present. Still, we can
simulate those instances and observe how bad the algorithm performs. Figure 4.12b shows
the approximation ratio histogram for this setting.
It is interesting to note that, although the ratios are still very high, the performance
of the algorithm improves vs. the case without release dates. We believe that the reason
behind this effect is that when release dates are present the total weighted tardiness is higher
and thus the total weighted tardiness is comparable in cost to the energy cost with higher
speeds. This would validate our previous observation: we pay a significant price by speeding
up jobs. To test this out we analyzed a modified version of the SAIAS-T algorithm, denoted
SAIAS-T NS, in which we don’t speed-up jobs, but keeping all the other settings as in the
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(a) SAIAS-T for 1|prec|
∑
Ei(si) + wiTi (b) SAIAS-T for 1|ri, prec|
∑
Ei(si) + wiTi
Figure 4.12: Approximation Ratios for the SAIAS-T algorithm
(a) SAIAS-T, 1|prec|
∑
Ei(si) + wiTi setting (b) SAIAS-T, 1|ri, prec|
∑
Ei(si) + wiTi setting
Figure 4.13: Approximation Ratios for the SAIAS-T NS algorithm
previous simulations.
Figure 4.13 shows the results for the setting with and without release dates. As expected
the approximation ratios are much better, with average values below 1.3 and worst ratios
below 2.5. Because we are not speeding-up jobs we are even able to find the optimal solution
in a small fraction of the instances. This indicates that the speeding up procedure is really
expensive in this case and that we might be able to find better ways of bounding the
approximation ratios by taking the total costs as a whole and not separating the energy cost
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and scheduling cost as we needed in our proofs.
In order to see the sensitivity of the algorithm to the speed-up factor γ, we simulated
20, 000 randomly generated instances and evaluated the output of the algorithm for several
different values of γ ∈ [0.1, (1+ε)
α(1−α) ]. Figure 4.14 shows the results. We can see that the
range of approximation ratios for each value of γ tested, with the average indicated by a red
circle, and the 99.5% percentile indicated by a green asterisk The two green crosses indicate
the 99.9% confidence interval for the 99.5% percentile. As observed previously, the best
experimental speed-up ratio does not occur at γ = (1+ε)
α(1−α) , but closer to γ ≈ 1.
4.3.3 Experimental Performance for Weighted Flow Time
We also tested the performance of the algorithm with total weighted flow time scheduling
metric. Most of the energy aware scheduling literature has focused in the non-weighted case,
but because our algorithm allows jobs weights we analyzed the performance for this more
general setting. In order to use the SAIAS algorithm in the 1|prec, ri|
∑
Ei(si) +wiFi setting,
we only need to modify the cost function (3.49) to
∑
i,j,t (Ei(σj) + wi (τt−1 − ri))xijt, and
use the rest of the SAIAS algorithm, or its online version as before. Figure 4.15 shows the
Figure 4.14: Approximation Ratios for Different Values of γ
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results for 5, 000 randomly generated instances, solving both the online and offline cases with
n = 100 jobs. Since we are simulating large instances, we compare the algorithm’s output
with the LPi bound, as opposed to the IPt solution. All the other simulation settings were
the same as in the previous sections.
The first histogram on Figure 4.15 shows the empirical approximation ratio in the offline
setting. The average approximation ratio was 1.500, with 99.5% quantile given by 2.012,
and a worst case of 2.334. Note that the real approximation ratios should be smaller when
compared to the IPt solution. The second histogram shows the empirical competitive ratio in
the online setting. In this case the values are much higher since the algorithm only knows the
size and associated weight of the jobs present at each point in time, resulting in an average
competitive ratio of 2.590, with 99.5% quantile given by 3.204, and a worst case of 3.413.
The difference with the offline setting can be considered as the benefit from knowing the size,
weight, and release date information of all jobs beforehand.
The summary of the results for this setting, displayed in Table 4.4, shows that the
algorithm performs very well in practice both in the online and offline cases.
Figure 4.15: SAIAS-F Offline and Online Ratios, with n = 100.
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Problem Instances Size (n) Average Ratio 99.5% Worst Ratio
Offline 5, 000 100 1.500∗ 2.012 2.334
Online (no prec) 5, 000 100 2.590∗ 3.204 3.413
Table 4.4: Experimental Results Summary for Total Weighted Flow Time
4.3.4 Experimental Performance for Multiple Machines
In this section we present the experimental results of two extensions of the SAIAS algorithm:
the online setting and the multiple parallel machines setting.
In this section we consider the P |ri|
∑
Ei(si) +wiCi problem, with q machines running in
parallel,and the cost of running job i is independent of the machine chosen. In this setting
we not only have to choose the sequence and speed, but also the machine on which to run the
job. We extended the SAIAS-H algorithm to parallel machines, as follows. We first extend
the LP (3.49)-(3.54) for multiple parallel machines, i.e. we have variables of the form xijkt
that represent the fraction of job i that runs at speed σj on machine k and it is finished by
time interval It, and we modify the constraints accordingly. Then x̃ik =
∑
jt xijkt represents
the fraction of job i processed at machine k. SAIAS-P in Figure 4.4 describes the algorithm
for parallel machines.
The simulation setting is similar to the previous sections, but in this case we increased
the number of jobs to n = 15 and set q = 4. Since computing the exact optimal solution
of the corresponding very large IP is computationally expensive, only 3, 700 instances were
simulated. Figure 4.16a shows a histogram of the approximation ratios found through the
Algorithm 4.4 SAIAS-P
1 Solve the extended LP and compute x̃ik.
2 Assign job i to machine ki = arg maxk{x̃ik}
3 For each machine k apply the SAIAS-H algorithm for the selected jobs.
4 return the speeds and schedules for each machine.
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(a) SAIAS-P (b) Ratio vs Randomly Choosing Machines
Figure 4.16: Approximation Ratios for Parallel Machines
simulations. The average ratio is still very close to optimal, and even the worst ratio found is
quite small. However, in none of the instances was the algorithm’s output equal to the exact
optimal solution.
Since speed scaling, as we have shown in previous sections, is known to significantly
improve performance, we also computed the approximation ratio for random assignment to
machines, in order to evaluate the added value of the algorithm. Figure 4.16 shows the ratio
between the solution given by the SAIAS-P algorithm and the solution found by randomly
choosing a machine for that same instance. The fact that this ratio is always larger than 1
indicates that the SAIAS-P algorithm actually helps in selecting the machine.
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Chapter 5
Resource Cost Aware Scheduling
M
anaging non-renewable resource consumption is fast emerging as a problem of
critical importance. There is always a trade-off between resource consumption
and performance: more resource consumption typically results in better perfor-
mance. This trade-off also arises in many scheduling problems, where resource management
decisions must be combined with the scheduling decisions to optimize a global objective.
Recently, scheduling problems in which one has to trade scheduling performance using
metrics such as completion time, tardiness, or flow time, with CPU speed, and therefore the
energy consumed, have been extensively studied. However, as discussed in Chapter 2, the
problem of balancing resource consumption with scheduling performance was proposed much
earlier. Vickson [Vickson, 1980] observed that in many practical settings, the processing time of
a job depends on the amount of resources (e.g. catalizer, workforce size, energy, etc.) utilized,
and the relationship between resource utilization and processing time depends on each job’s
characteristics. Other examples of scheduling problems with resource dependent job processing
time include repair and maintenance processes [Duffuaa et al., 1999]; ingot preheating
processes in steel mills, where the batches need to be scheduled and the amount of gas used
and the concentration level determine the time required to preheat the ingots [Janiak, 1991;
Williams, 1985]; many workforce intensive operations; VLSI circuit design [Monma et al.,
1990]; and more recently processing tasks in a CPU, where the job processing times depends
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on CPU speed, the available RAM, bus speed, as well as other system resources.
Given that our previous results allow for very general functions, in this chapter we further
extend the problem formulated in Chapter 3 to the more general setting of resource cost
aware scheduling when using total weighted completion time as the scheduling metric. Thus,
we bridge the gap between the Resource Dependent Job Processing Time literature and the
newer Energy Aware Scheduling literature, generalizing both of them.
We consider the non-preemptive, offline problem on one machine, and allow arbitrary
precedence constraints and arbitrary release dates as well. Our objective is to minimize the
sum of our scheduling metric and the total resource consumption cost.
We make several contributions to the problem of scheduling with non-renewable resources
 We introduce a model that extends the previous cost models (linear, convex, and other
energy models) by allowing a more general relation between job processing time (or
equivalent processing speed) and resource consumption.
 We further generalize the problem by allowing arbitrary precedence constraints and
release dates.
 We give approximation algorithms for minimizing an objective that is a combination of
a scheduling metric (weighted completion time) and resource consumption cost.
We consider a more general model of resource cost than has previously been used. As
noted in Chapter 2 the resource dependent job processing time literature either focuses on
job’s processing times that depend linearly on resource consumption or a convex relation of
the form (ρi/ui)
k, generally considering only a single resource. Our setting captures both
of these models by considering an arbitrary non-negative speed function S(Ψ(i)), where
Ψ(i) ∈ Ψ = {Ψ(1), . . . ,Ψ(q)} denotes one of the q allowable operating points of the resources.
We also generalize the resource cost, which is generally linear in the literature, by considering
an arbitrary non-negative job-dependent resource cost function Ri(Ψ(i)).
This chapter contains results for two related scheduling problems, we state here the most
general result:
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Theorem 5.1. Given n jobs with precedence constraints and release dates and a general
non-negative resource cost function, there is an O(1)-approximation algorithm for the problem
of non-preemptively minimizing a weighted sum of the completion time and resource cost.
The constants in the O(1) are modest. Given some ε > 0, the algorithm has a (4 + ε)-
approximation ratio when only precedence constraints exist, and (3 + 2
√
2 + ε)-approximation
ratio when release dates are added.
In this chapter, we extend the interval-indexed IP described in Chapter 3 to handle
resource costs and speed scaling, and then modify the α-point based rounding algorithm
presented in Chapter 3 to obtain the resulting schedules. We assume in Sections 5.1 and 5.2
that we have a discrete set of q allowable resource operating points Ψ = {Ψ(1), . . . ,Ψ(q)},
and that the speed at which the job is precessed is a general non-negative function of the
resource operating point. We will describe only the algorithm using the interval-indexed
linear programs in this chapter since the time-indexed one is similar to what was described in
Chapter 3. In our interval-indexed IP, a variable xijt is 1 if job i runs at resource operating
point Ψ(j) and completes in interval t. We can then extend the standard interval-indexed
integer programming formulation to take the extra dimensions of resource consumption and
speed into account (see Section 5.1 for details). Once we have solved its linear program
relaxation (LPi), we need to determine both an α-point and α-speed. The key insight is that
by “summarizing” each dimension appropriately, we are able to make the correct choice for
the other dimension. At a high level, we first choose the α-point by “collapsing” all pieces
of a job that completes in the LPi in interval t (these pieces have different speeds), being
especially careful with the last interval, where we may have to choose only some of the speeds.
We then use only the pieces of the job that complete before the α-point to choose the speed,
where the speed is chosen by collapsing the time dimension and then interpreting the result
as a probability mass function (pmf), where the probability that the job is run at speed
S(Ψ(j)) depends on the total amount of processing done at that operating point. We then
use the concept of α-speeds, which is related to the expected value under this pmf, and run
the job at this speed (see Section 5.2 for more details). We combine this rounding method
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with extensions of the more traditional methods for dealing with precedence constraints and
release dates to obtain our algorithm.
5.1 Problem formulation.
We are given a single machine that requires p different resources, indexed 1, . . . , p to run.
As mentioned in the previous chapter, examples of these resources include energy, fuel,
maintenance level, wear rate, reaction catalizer, and workforce size among others. The









is described by a vector of p values, one for each resource. We
are also given a function S : Rp → R+ which maps each operating point Ψ(j) to a speed
σj = S(Ψ(j)), and a function Ri(ψ(i)), with R : Rp → R+, which denotes the cost of running
job i at the resource operating point ψ(i). Additionally, we are given n jobs, where job i has
a processing requirement of ρi machine cycles, a release time ri, and an associated positive
weight wi. We may also be given precedence constraints among the jobs but we do not allow
preemption.
A schedule defines, for each job, a time interval during which it runs, and for each time
in that interval, a resource operating point from the allowable set. As in previous work,
we can make some observations that simplify the structure of a schedule. By time sharing
between different operating points the machine can run at any point within the convex hull
of Ψ. We thus extend the domain of the speed function and the cost function to include






j λj = 1 and λj ∈ [0, 1], then if ψ =
∑
j δjΨ





j=1 λjRi(Ψ(j)). Thus, by extending our domain in this way, we can assume that
each job runs at one resource operating point, and one speed. We can further assume that
a point with lower speed also has lower cost, for otherwise we could achieve that point by
running at a higher speed and then idling, thereby achieving an even better cost. Throughout
the paper, we will use capital Ψ to denote the input set of operating points and lowercase ψ
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to denote points in the convex hull.
With the above extension, we can define a schedule precisely as follows. Let ψ(i) denote the
operating point at which job i runs, thus si = S(ψ(i)) denotes the speed at which job i runs in
the machine, and pi =
ρi
S(ψ(i)) , its processing time. Let Ci denote the completion time of job i,
and let Π = {π(1), . . . , π(n)} denote the order in which the jobs are processed, i.e. π(k) = i




the completion time of the i-th job to be processed, with Cπ(0) = 0.
The objective is to compute a feasible schedule, consisting of an order Π, possibly subject
to precedence and/or release date constraints, and the vector of resource requirements
ψ =
[
ψ(1) . . . ψ(n)
]








We assume, w.l.o.g., that the resource operating points are ordered by speed (slowest
first), and use σi = S(Ψ(i)) to denote the ith slowest speed. Note that since any speed used is
a convex combination of these σi’s, we will never consider any speed slower than σ1 or faster
than σq (which we denote by σmax).
5.1.1 Interval-indexed formulation.
We now modify and extend the interval-indexed formulation proposed in Chapter 3 to the
general resource cost functions.
The interval-indexed formulation divides the time horizon into geometrically increasing
intervals, and the completion time of each job is assigned to one of these intervals. Since the
completion times are not associated to a specific time, the completion times are not precisely
known but are lower bounded. By controlling the growth of each interval one can obtain a
sufficiently tight bound.
The problem formulation is as follows. We divide the time horizon into the following
geometrically increasing intervals: [κ, κ], (κ, (1 + ε)κ], ((1 + ε)κ, (1 + ε)2κ], . . ., where ε > 0 is
an arbitrary small constant, and κ = ρmin
σmax
denotes the smallest interval size that will hold at
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least one whole job. We define interval It = (τt−1, τt], with τ0 = κ and τt = κ(1 + ε)
t−1. The






and thus, we have a polynomial number of indices t.
Let
xijt =
 1, if job i runs at o.p. Ψ(j) and completes in time interval It0, otherwise. (5.2)














The following are the constraints required for the 1|ri, prec|
∑
Ri(ψ(i)) + wiCi problem:





xijt = 1. (5.4)
2. Since only one job can be processed at any given time, the total processing time of jobs









xiju ≤ τt. (5.5)
3. Job i running at speed σj requires
ρi
σj
time units to be processed, and considering that
its release time is ri, then for i = {1, . . . , n}, j = {1, . . . , q}, and t = {1, . . . , T}:




4. For i = {1, . . . , n}, j = {1, . . . , q} and t = {1, . . . , T}:
xijt ∈ {0, 1}. (5.7)
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5. The precedence constraint i1 ≺ i2 implies that job i2 cannot finish in an interval earlier











Just like in Chapter 3, it is important to note that this integer program only provides a
lower bound for (5.1); in fact its optimal solution may not be schedulable, since constraints
(5.5) do not imply that only one job can be processed at a single time, they only bound the
total amount of work in ∪tIt.
5.2 Approximation algorithm for weighted completion
time.
We now describe the approximation algorithm for the weighted completion time, called
Schedule by α-intervals and α-speeds (SAIAS), for the setting with resource costs.
Algorithm 5.1 details the procedure.
Let x̄ijt denote the optimal solution of the linear relaxation of the integer program (5.3)-
(5.8), in which we change constraints (5.7) for xijt ≥ 0. In step 3 of the algorithm we compute












Since several jobs may finish in the same interval, let Jt denote the set of jobs that finish
in interval It, Jt = {i : Iαi = t}, and we use these sets to determine the order Πα as described
in step 5.




u=1 x̄iju ≥ α, we define
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Algorithm 5.1 Schedule by α-intervals and α-speeds for Resource Costs
(SAIAS-RC )
Inputs: set of jobs, α ∈ (0, 1), ε > 0, set of resource operating points Ψ,
speed function S and resource function R.
1 Divide time into increasing time intervals It = (τt−1, τt], with τt = κ(1 + ε)
t−1.
2 Compute the set of possible speeds S = {σ1, . . . , σq}.
3 Compute an optimal solution x̄ to the linear relaxation (5.3)-(5.8).
4 Compute the α-intervals Iα and the sets Jt. via (5.9)
5 Compute an order Πα that has sets Jt ordered in non-decreasing values of t and
the jobs within each set in a manner consistent with the precedence constraints.
6 Compute the α-speeds sα via (5.12).
7 Set the i-th job to start at time max{rπ(i), Cαπ(i−1)}, where Cαπ(i−1) is the
completion time of the previous job using the rounded α-speeds, and Cαπ(0) = 0.
8 return speeds sα, order Πα, and completion times C̄α.
auxiliary variable {x̃ijt} as:
x̃ijt =














, t = Iαi






u=1 x̄iju < α. Note that for this auxiliary variable, we have that∑q
j=1
∑Iαi
u=1 x̃iju = α. This is a key step that allows us to truncate the fractional solution so
that for every job i, the sum of x̃ijt up to time interval I
α
i for each speed j can be interpreted as
a probability mass function. We define this probability mass function (pmf) µi = (µi1, . . . , µ
i
q)







Let ŝi define a random variable distributed according to the pmf µ
i, i.e. µij = P(ŝi = σj).
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We define the α-speeds using the reciprocal of the speeds since the completion times are
proportional to the reciprocals, and we need to bound completion times in the analysis of the
algorithm. Note that (5.11) defines the fraction of the machine cycles requirement ρi that
must be processed at each operating point Ψ(j) to achieve the α-speed sαi .
Finally, in steps 7 and 8 we compute the completion times given the calculated speeds
and return the set of speeds sα, the order Πα and the completion times Cα.
We now analyze this algorithm’s performance both with and without release dates. In
the following subsections we will assume w.l.o.g. that Iα1 ≤ Iα2 ≤ . . . Iαn .
5.2.1 Single machine problem with precedence constraints.
In this section, we analyze our algorithm for the case of precedence constraints but no release
dates. We first prove that the output of the SAIAS algorithm is indeed feasible.














xi2ju ≥ α, (5.13)











Since the SAIAS algorithm schedules jobs by first ordering the sets Jt in increasing
order of t, and then orders the jobs within each set in a way that is consistent with the
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precedence constraints, Lemma 5.1 implies that the SAIAS algorithm preserves the precedence
constraints, and, therefore, the output of the algorithm is feasible.
Theorem 5.2. The SAIAS algorithm with α = 1
2
is a (4 + ε)-approximation algorithm for the
1|prec|
∑
Ri(ψ(i)) +wiCi problem, with a general non-negative Ri(ψ) resource cost function.
Proof. Let x∗ijt denote an optimal solution to the integer problem (5.3)-(5.8), x̄ijt the frac-
tional solution of its linear relaxation, and x̃iju the auxiliary variables calculated for the
SAIAS algorithm.
















(j) denote the effective operating point that achieves the required
α-speed, and ψ̂
(i)
define a random variable distributed according to the pmf µi, just like
















where the inequality follows from Jensen’s Inequality applied to the convex function Ri().






















































and from constraint (5.5) for t = Iαi we get, C
α





t=1 τt−1x̄ijt denote the optimal fractional completion time given by
the optimal solution of the relaxed linear program (5.3)-(5.6). Since it is possible that




t=1 x̄ijt > α; we define X
(1)























τt−1x̄ijt + τIαi −1X
(1)








and eliminating the lower terms of the previous sum we get that,















τIαi −1x̄ijt = τIαi −1(1− α).












































, to minimize the bound, and get the desired
approximation ratio.
5.2.2 Single machine problem with precedence and release date
constraints.
We now analyse the case with precedence constraints and release dates. Release dates makes
the problem somewhat harder since they can introduce idle times between jobs.
Theorem 5.3. The SAIAS algorithm with α =
√
2 − 1 is a (3 + 2
√
2 + ε)-approximation
algorithm for the 1|ri, prec|
∑
Ri(ψ(i)) + wiCi problem, with a general non-negative Ri(ψ)
resource cost function.
Proof. The bounds for the resource cost terms computed in equation (5.15) are still valid
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When bounding the completion time Cαi , given the sorting done in step 5 of the SAIAS al-













Since all jobs that have been at least partially processed up to time interval It need to be
released before τt, it follows that maxj∈{J1,...,JIα
i














































t=1 τt−1x̄ijt, (5.20) is still valid and because τIαi = (1 + ε)τIαi −1, we get,
Cαi ≤














































2 − 1, we get the required approximation
ratio.
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Chapter 6
Scheduling with Uncertain Job Sizes
A
basic assumption in our previous chapters, even in the online setting, was that we
learn the size of a job at least as soon as the job arrives. In the CPU scheduling
setting there are many cases in which this is not doable and there is no information
or it is not possible to deduce the size of a job until it is actually finished [Kalyanasundaram
and Pruhs, 2000]. This setting in which no information of job sizes is known or deduced when
jobs are released is known as non-clairvoyant scheduling and there are some approximation
algorithms and heuristics for certain scheduling metrics. See [Kalyanasundaram and Pruhs,
2000] and its references for further details. To the best of our knowledge, there are no
results for the non-clairvoyant energy aware scheduling problem, that is when we are not only
interested in optimizing a scheduling metric, but also minimizing some energy consumption
cost.
In this chapter we explore this setting, where jobs are processed in a single machine with
preemption, and we are interested in minimizing the sum of the total weighed completion
time and the energy cost of processing the jobs. Unlike the previous chapters, the machine
does not know nor it can deduce the exact size of the jobs until it finishes them, but we
assume that job sizes have a known discrete probability distribution and that all jobs share
the same size distribution (i.e. they are i.i.d).
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6.1 Problem Formulation
The problem setting is as follows: we are given n jobs, where each job i ∈ N = {1, . . . , n} has
an unknown processing requirement of ρi ∈ Ψ = {ψ1, . . . , ψq} machine cycles, with ψ0 = 0 and
P(ρi = ψk) = fk. For convenience let ∆ψk = ψk+1−ψk > 0, which is the minimum additional
processing requirements if after ψk cycles the job has not finished. All jobs run on the same
machine, which at any time runs at one of m+ 1 possible speeds S = {σ0, σ1, . . . , σm}, with
σ0 = 0. Preemption is allowed and we will assume all jobs are available at time t = 0 (i.e.
ri = 0, ∀i).
Let Ci denote the final completion time of job i, then the schedule performance cost of
job i will be given by hi(Ci), where hi(C) is a monotonically increasing linear function (i.e.
hi(Ci + δ) = hi(Ci) + hi(δ)). Additionally, if at time t job i runs at speed si(t), then let
Pi(si(t)) denote the total energy cost rate of job i (i.e. the power consumption), that is, the
cost per unit of time at time t. We assume Pi(s) is convex.
Let s =
[
s1(t) . . . sn(t)
]′
denote the vector of speed functions for each job. Clearly, for
s to be a feasible vector we need that if for some job i and time t, si(t) > 0, then sj(t) = 0,
∀j 6= i.
We are interested in minimizing the sum of the total scheduling performance and total
energy cost for all jobs, that is:












6.2 Dynamic Programming Model
We propose solving this problem using dynamic programming. At any time step, let J denote
the jobs that still require processing and let Ξ denote the amount of work each job has
received by that time. We now use (J,Ξ) to denote the state space for our problem.
We prove the following lemma:
Lemma 6.1. Given a state (J,Ξ), if it is optimal to process the unfinished job i next and has
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already received ψk processing cycles, then there exists an optimal solution where we process
job i next for at least ∆ψk cycles at a constant speed.
Proof. We prove this lemma by contradiction. Let job i be the optimal job to process at
time t1, and let (J,Ξ) be the state of the system at that time, with ξi = ψk. Let δ1 < ∆ψk
denote the optimal number of processing cycles assigned to job i until it is preempted and




Because the energy cost is convex and there are no jobs arriving while job i is being
processed, the speed to process the δ1 cycles will be constant, i.e. si(t) ≡ σj, for some j and
∀t ∈ [t1, t2]. Thus, we will process job i for δ1σj time units after which we switch to a different
job. Note that job i is not finished at this point, since its length is at least ψk+1, so there
must be at least one other time t3 at which another δ2 ≥ ∆ψk − δ1 > 0 cycles of job j are
processed.
Let I denote the set of jobs that finish in the interval [t1, t3] in this optimal solution. Now
consider a different solution in which the δ1 cycles of job i are processed at the end of the
interval (from t3 − δ1σj to t3), and because there are no release dates all other job pieces in
[t1, t3], are processed
δ1
σj
time units earlier. Because i /∈ I the completion time of i does not
change. Additionally, because we are only moving job pieces the speeds don’t change and
thus the total energy cost remains the same.
If I 6= ∅ then all jobs in I finish earlier and because the energy costs and the completion






which is a contradiction. On the other hand, if I = ∅, then moving the piece of job i to the end
of the interval [t1, t3] has the same total cost. Hence, the new solution is also optimal but now
we process δ1 + δ2 cycles of job i together. If δ1 + δ2 ≥ ∆ψk we have found an optimal solution
where at least ∆ψk cycles are processed, otherwise we can repeat the previous argument to
keep on joining pieces of job i until at least ∆ψk cycles are processed.
Because of Lemma 6.1 we can assume, w.l.o.g., that if the optimal solution starts processing
a job with ψk cycles already processed, it will process at least ∆ψk units before it could
preempt to another job. Also note that using the same argument from Lemma 6.1 we can
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also prove that the optimal solution will not process more than
∑l
j=k ∆ψj cycles, for some
l ≤ q − 1, and thus we will only preempt when the work state Ξ is such that ξi = ψki .
Because of this result and to simplify the notation, Ξ will still denote the amount of work
each job has received but now if job i has been processed for ψk cycles, then ξi = k, and thus
Ξ =
[
k1 . . . kn
]′
.
Let V (J,Ξ) denote the optimal cost when only jobs in J are available and ψξi cycles have
been processed of each job i. If at this point it is optimal to process an unfinished job i at
speed σj, then the expected cost for the remaining processing requirements is given by
V (J,Ξ + ei)
F̄ξi+1
F̄ξi















where Fk is the cdf of the size distribution of the jobs. The first element in (6.2) represents the
cost if the job is longer than ψξi+1 cycles, the second term is the cost if job i is finished, and
the last two terms are the additional energy cost of job i and the additional delay incurred
by all jobs that have not been finished yet.
Using (6.2) we get the following recursion which we can use to find the optimal policy
V (J,Ξ) = min
i,j
{
V (J,Ξ + ei)
F̄ξi+1
F̄ξi















and we are interested in computing mins F (s) = V (N,0). The size of the state space increases
exponentially with the number of jobs, so using this recursion is not practical for even medium
sized instances (e.g. 10 jobs and 15 possible sizes). Since it is not practical, we will first
simplify the problem slightly and then propose a policy that returns the same result as solving
the recursion in (6.3).
CHAPTER 6. SCHEDULING WITH UNCERTAIN JOB SIZES 103
6.3 Weighted Completion Time and Polynomial Power
Cost
We will assume that Pi(s) = visβ, with β > 2, thus the energy cost if ∆ψk cycles of job i
are processed at speed si is given by Ei(si) = vi∆ψks
β−1
i . Additionally, let hi(Ci) = wiCi, i.e
weighted completion time. Finally, we assume that S = Rn+. Let WJ =
∑
i∈Jwi, then the
recursion in (6.3) is simplified to
V (J,Ξ) = min
i,s
{
V (J,Ξ + ei)
F̄ξi+1
F̄ξi











. For any given i the first two terms in (6.4) are constant, thus,
we only need to minimize DJ(i, si). Using the results from Chapter 4 it is easy to compute







and thus, by defining B ≡ β
(β−1)b and b ≡
β−1
β
, we get that DJ(i, s
∗






(6.4) is further simplified to
V (J,Ξ) = min
i
{
V (J,Ξ + ei)
F̄ξi+1
F̄ξi
















i , for all i,
and then computing the other terms backwards, noting that









6.3.1 Completion Time and Job Independent Power Cost
We now consider a further simplification: let wi = w and vi = v ∀i. Since in this case two jobs
that have received the same amount of work are indistinguishable, we can use a simpler state
description. Let Θ =
[
θ1, . . . , θq
]
denote the new state space, where θk denotes the number of
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jobs that we currently know have at least ψk cycles as work requirement. We can think of Θ
representing q different queues the machine must serve, and once it chooses to process a job
from queue j then the job either leaves (i.e. θj is reduced by 1) or it moves to the following
queue (i.e. θj is reduced by 1 and θj+1 is increased by 1). For example, in the beginning
we have θ1 = n and θk = 0 for the rest since all jobs will have at least ψ1 but we know
nothing more. Once we process one job for ∆ψ0 cycles, we have that θ1 = n− 1 and θ2 = 1 if
the selected job is not finished. For notation simplicity we will denote | Θ |=
∑q
k=1 θk, the
number of jobs that are still available.
Lemma 6.1 is still valid under this state description so given a current state Θ then the
optimal cost for the remaining jobs will be given by
V (Θ) = min
k
{
V (Θ− ek + ek+1)
F̄k+1
F̄k









where D = B β
√
vwβ−1.
6.3.1.1 Two Queue System (q = 2)




, the DP recursion (6.7) can be written
as
V (θ1, θ2) = min
{
V (θ1 − 1, θ2 + 1) (1− p) + V (θ1 − 1, θ2) p+ ∆ψ0D(θ1 + θ2)b,
V (θ1, θ2 − 1) + ∆ψ1D(θ1 + θ2)b
}
, (6.8)
where b = β−1
β
.
From (6.8) note that whenever we are in a state where θ1 = 0, the only available decision
is to process a job from θ2 and thus we get that ∀ξ > 0,




Similarly, whenever θ2 = 0 we can only process a job from θ1 and thus,
V (ξ, 0) = V (ξ − 1, 0) p+ V (ξ − 1, 1) (1− p) + ∆ψ0Dξb (6.10)
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but we cannot further reduce it since we don’t know what decision will be made at V (ξ − 1, 1).
We now prove the following theorem:
Theorem 6.1. Given Θ = (τ, n− τ), with 0 < τ < n for any n ≥ 2, then if ∆ψ0
∆ψ1
≥ p it is
optimal to process a job from θ2, whereas if
∆ψ0
∆ψ1
≤ p it is optimal to process a job from θ1.
Proof. We prove it by double induction on the total number of jobs on each queue (θ1 or θ2).
First, for n = 2, we only have τ = 1, and from (6.8) we get that
V (1, 1) = min
{
V (0, 1) p+ V (0, 2) (1− p) + ∆ψ0D2b, V (1, 0) + ∆ψ1D2b
}
. (6.11)
By using (6.9) and (6.10) in (6.11) we get that
















Note that D, and thus v and w, do not affect the decision. From (6.12) we conclude that







−p2b + 1 + 2b
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We now continue with the induction proof for the two cases, ∆ψ0
∆ψ1
≥ p and ∆ψ0
∆ψ1
≤ p,
separately. First let ∆ψ0
∆ψ1
≥ p, i.e. we assume that for 0 < τ < ξ, and ξ ≤ n, at state
Θ = (τ, ξ − τ) it will be optimal to process a job from θ2. For this case note that (6.10) does
have a close form, since V (ξ − 1, 1) = V (ξ − 1, 0) + ∆ψ1Dξb, and thus














so the hypothesis is that for 0 < τ < ξ, and ξ ≤ n,
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We now prove that it is optimal to process a job from θ2 for n + 1, which is done by
induction on τ . First, for τ = 1 we get that





















ib − p(n+ 1)b
]










We now assume it is optimal for Θ = (θ1, n + 1 − θ1), with θ1 ≤ τ , and prove it for
θ1 = τ + 1. In this case



































































≥ p for any 0 < τ < n, with n ≥ 2, at state Θ = (τ, n − τ) it is optimal to
process a job from θ2.
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For the case ∆ψ0
∆ψ1
≤ p, we have proved that for n = 2 it is optimal to process a job from
θ1. We assume it is optimal to process a job from θ1 for every state Θ = (τ, ξ − τ) with
0 ≤ τ < ξ, and ξ ≤ n, i.e.












 pj−i(1− p)i(ξ − j + 1)b.
(6.18)
Now we prove it for n+ 1 by using induction on τ . For τ = 1 we have that,





















ib − p(n+ 1)b
]










We next assume it is optimal to process a job from θ1 for Θ = (θ1, n+ 1− θ1), with θ1 ≤ τ ,
and finally we prove it for θ1 = τ + 1, i.e. we need to prove that
V (τ, n− τ) p+ V (τ, n− τ + 1) (1− p) + ∆ψ0(n+ 1)b ≤ V (τ + 1, n− τ − 1) + ∆ψ1(n+ 1)b.
(6.20)











 pj−i(1− p)i(n+ 1− j + i)b.
(6.21)
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 pj−i(1− p)i(n− j + i)b + ∆ψ1(n+ 1)b,
(6.22)
and by noting that V (0, n− τ + i) = V (0, n− τ − 1 + i) + ∆ψ1(n − τ + i)b, we get that












































 pτ+1−i(1− p)i(n− τ + i)b + (n+ 1)b.
(6.24)






 pτ+1−i(1− p)i(n− τ + i)b − (1− p)τ+1(n+ 1)b + (n+ 1)b,
and by expanding the binomial (1− p)τ+1, changing the sum index, and reordering, we get
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Similarly, by exchanging the sums, changing the sum indices, and regrouping powers, we

























































for i = 1− τ, . . . , 0, and thus, all the coefficients of the terms (n + i)b, for i = {−τ, . . . , 1}




Using Theorem 6.1 we obtain an optimal policy without computing V (Θ) for all possible
states Θ. Some implications Theorem 6.1 are very intuitive. If the probability p of jobs being
small is large, or the work required in the first queue is much smaller than the one in the
second queue, it is optimal, in expectation, to always process jobs from the first stage. On
the other if such probability is small (i.e. the probability of jobs being large is big) or the
work in the second queue is much smaller, then it is an optimal policy to process jobs all the
way until they finish.
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Figure 6.1: Example Instances for q = 2
It is important to note that the optimal policy only depends only on the values of ∆ψ0,
∆ψ1, and p, and not the amount of jobs on each state, nor the number of jobs n or the
weights v and w. Also, if ∆ψ0
∆ψ1
= p any policy would be optimal.
Figure 6.1 shows the optimal policies for sample instances of the two possible cases. In
Figure 6.1a we have that ∆ψ0
∆ψ1
< p, in which, by Theorem 6.1, it is optimal to process jobs
from stage θ1. Thus, when a job is not finished the policy chooses new job from θ1 instead of
finishing the job completely. The other case is shown in Figure 6.1b. In this case, whenever
a job from θ1 is processed and not finished, the optimal policy is then to finish it before
processing a new job from θ1. The colors in each square in both figures 6.1a and 6.1b indicate
the optimal policy if that specific state is achieved.
6.3.1.2 Multiple State System
Recall equation (6.7) which determines the optimal cost given a current state Θ.
V (Θ) = min
k
{
V (Θ− ek + ek+1)
F̄k+1
F̄k
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Given the number of states q and the number of jobs n in an instance, we need O(qn)
computations to find the optimal rule, i.e. which k to choose at each state Θ, making it
non-practical for any reasonable applications.
Let η(Θ) =
[
η1 . . . ηq
]
, where ηi = 1{θi > 0}, denote the support or sparsity pattern
of Θ. That is, η(Θ) represents the states that have at least one job to process. Note that
there are only 2q − 1 of these different sparsity patterns.
Through simulations we noted that, just like in Theorem 6.1, the number of jobs in each
θi does not determine the optimal policy, which only depends on the sparsity pattern of the
state. In Theorem 6.1 we have already proved this result for q = 2 using double induction,
but this method is not adequate to prove it for an arbitrary number of states q. Thus, we
leave the observation as a conjecture.
Conjecture 6.1. The optimal queue to process at state Θ is the same when the state is
η(Θ).
The importance of this conjecture is that, if true, it shows that given the job sizes Ψ and
probability distribution f , only computing the optimal rules for the 2q − 1 sparsity patters is
needed to compute the optimal policy for any given state and thus for any given instance.
Also note that since the size of each queue does not determine the policy, as long as there
are jobs in the first queue, the offline and online optimal policies will be the same, since the
arrival of a new job (which arrives to the first queue), will not make a difference and there
will be no need for preemption.
Algorithm 6.1 Sparsity Rule
Inputs: Set of jobs, 2q − 1 sparsity or support rules.
1 while | Θ |> 0
2 process a job from queue θi, where i is the optimal queue for state η(Θ).
3 set θi = θi − 1
4 if the job does not finish
5 θi+1 = θi+1 + 1
112 CHAPTER 6. SCHEDULING WITH UNCERTAIN JOB SIZES
Using this conjecture we propose the algorithm Sparsity Rule, detailed in Algorithm
6.1 to process an instance. The optimal policy can be computed for each of the 2q−1 sparsity
patterns in O(qq) computations by solving the DP with q jobs, but it is done only once.
Hence, the optimal scheduling for any instance can be then computed in O(n).
6.3.1.3 Experimental Results
We analyzes the performance of the Sparsity Rule algorithm using simulations with
randomly generated parameters. For each simulation instance, we randomly selected Ψ and f
from uniform distributions with up to n = 15 jobs, which was the limit of what the computer
could handle. We did 20, 000 simulations for each value of q from 2 to 8 and in each simulation
we compared the Sparsity Rule algorithm rule with the actual optimal policy from the
DP solution. The simulations results showed that for all the 140, 000 simulations the rule
given by the Sparsity Rule algorithm was exactly the same as th optima policy given by
the DP formulation.
We further analyzed the setting when q = 3 to identify patters that might help us deduce
simpler rules, like the ones achieved for th q = 2 case, for larger state spaces. To do this
we defined a probability distribution of the job sizes and then randomly generated the size
parameters. For each set of job sizes we computed the optimal rules for all the 4 different





The areas in green denote the instances where choosing a job from θ3 was optimal, the red
ones from θ2, and the blue ones from θ1.
Figure 6.2 shows that there is indeed some structure in the rules for each sparsity pattern,
but it is not clear what is the correct hierarchy required to order them and extract the rules
without having to solve a DP for q jobs.
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Figure 6.2: Rule Decisions for q = 3 and f = [0.3 0.5 0.2].
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Chapter 7
Scheduling with Convex Costs
T
he key modification in the tardiness extension of the SAIAS algorithm presented
in Section 3.2 is that we speed up jobs by a factor γ to make sure that early jobs
in the optimal solution remain early in our approximation. This technique of
increasing a resource (in this case speed) to achieve an approximate optimal solution is known
as resource augmentation, and it has been recently used in many scheduling applications as
a method to circumvent the limitations of the worst-case scenario analysis that is done in
approximation algorithms. A summary of the results presented in this chapter can be found
in [Carrasco et al., 2013].
In resource augmentation algorithms, the approximation algorithm is allowed to use more
resources (in this case a faster machine) than the optimal algorithm without paying for the
extra resources used. Thus, it is equivalent to the problem described in Chapter 3 but with
Ei(si) ≡ 0, for all i. For this specific case we can extend its applicability to a very general
class of scheduling problems, where the scheduling performance metric used is a convex
non-decreasing function of the completion time of each job. This class includes important
metrics such as weighted tardiness and completion time squared, which are widely used in
various applications.
Although this application can be seen as an extension and corollary of the tardiness
approximation algorithm in Section 3.2 because of its applicability and importance deserves
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special attention and we will discuss it in further detain in this Chapter.
In this chapter, after reviewing the state-of-the-art in Section 7.1, we present the problem
formulation in Section 7.2. After describing our algorithm, in Section 7.3 we analyse its
approximation ratio. In doing so we combine techniques from the α-points literature as well as
the resource augmentation literature. The key insight is that through resource augmentation,
specifically speed scaling, we ensure that the completion times given by the algorithm and
the optimal completion times are comparable.
Finally, in section 7.4 we report the results of our numerical experiments. These results
clearly show that our algorithm performs very well and that the actual speed-scaling required
is less than 2% on average.
7.1 Introduction
We consider the following offline scheduling problem: we are given a collection of n jobs,
where job i has a requirement of ρi machine cycles, and the cost of completing job i at time
Ci is given by a non-decreasing convex function fi : R+ → R+ of the completion time Ci.
Additionally, we are given arbitrary precedence constraints and the objective is to compute
a schedule that minimizes the total cost
∑
i fi (Ci). Since the jobs do not have release
dates, we can assume, without loss of generality, that the schedule is non-preemptive. For









i as the scheduling metric [Schild and Fredman, 1962], whereas
later Townsend studied a more general cost functions of the form f (Ci) = wiC
2
i + viCi, where
wi and vi are arbitrary weights [Townsend, 1978]. More recently Höhn and Jacobs [Höhn





additional examples can be found in [Alidaee, 1991; Alidaee, 1993; Bagga and Kalra, 1980;
Croce et al., 1995; Gupta and Sen, 1984; Mondal and Sen, 2000; Moore, 1968]. The first
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major breakthrough with general, possible non-convex, cost functions was due to Bansal and
Pruhs [Bansal and Pruhs, 2010], who developed a O(log log nP )-approximation algorithm for
the 1|ri, pmtn|
∑
fi (Ci) problem. For the special case with no release dates (i.e. ri ≡ 0) this
algorithm is a 16-approximation algorithm. Later, Cheung and Shmoys [Cheung and Shmoys,
2011] presented a pseudo-polynomial (2 + ε)-approximation algorithm for the case without
preemption. Note that, to the best of our knowledge, there are no results for problems with
precedence constraints.
Due date related metrics are another set of interesting and widely used scheduling metrics
that satisfy the convexity requirement [Pinedo, 2008]. In these problems each job i has an
associated deadline di and the objective function of the problem is a function of the completion
times Ci and the deadline di. Some typical examples of convex due date related scheduling
metrics are lateness (defined as Li = Ci− di) and tardiness (defined as Ti = max{0, Ci− di}).
Although this problem was first proposed in the early 1960s [McNaughton, 1959; Schild and
Fredman, 1961] it has remained a challenging topic, since the total weighted tardiness problem
is NP-Hard even in the case without release dates or precedence constraints [Lawler, 1977;
Lawler and Moore, 1969].
The weighted tardiness scheduling metric is widely used in many industrial applications,
including e.g. production plants, repair procedures, and routing schedules, etc., where
deadlines are involved; and both scheduling metrics have received much attention in the
scheduling literature [Pinedo, 2008]. Dynamic programming and branch and bound algorithms
are the two main approaches that have been proposed for the total tardiness and total
weighted tardiness problems. In both of these approaches, one adds dominance rules to
reduce the state space and, consequently, speed up the algorithms [Abdul-Razaq et al., 1990;
Sen et al., 2003]. Still, due to the size of the state space, these methods are only able
to solve problems with approximately 50 jobs. Other search heuristics such as simulated
annealing, genetic algorithms, etc. have also been proposed [Crauwels et al., 1998; Potts
and van Wassenhove, 1991]. To the best of our knowledge, only Bansal, et al. [Bansal et al.,
2007a] have addressed the total weighted tardiness from a resource augmentation point of
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view, and no α-point based approximation algorithms have been proposed for this problem.




The tardiness squared T 2i metric severely penalizes large tardiness values, making it a
natural metric for processes where a just-in-time type of approach is needed. Only branch-
and-bound algorithms have been proposed to solve the weighted tardiness squared problem
[Schaller and Valente, 2012]. Furthermore, these approaches can only solve very small
instances.
In this paper we propose an approximation algorithm for the scheduling problem with
job-dependent non-decreasing convex cost functions and arbitrary precedence constraints
that builds on techniques from the α-point and resource augmentation literatures.
The α-point algorithms were introduced by Phillips, Stein, and Wein [Phillips et al.,
1998], and Hall, Schulz, Shmoys, and Wein [Hall et al., 1997; Hall et al., 1996], and have
resulted in small constant factor approximation algorithms for many scheduling problems
[Skutella, 2006]. In this approach, the scheduling problem is formulated as a binary integer
program (IP) in terms of decision variables xit that is set to 1 if job i completes at time t
and 0 otherwise. The α-point of each job is defined as the earliest time at which an α
fraction of the job has been completed in linear relaxation of the IP. The jobs are then
ordered in some fashion according to these α-points. Currently there are many variants
and extensions of these technique including choosing α randomly [Chekuri et al., 2001;
Goemans, 1997] or choosing a different α for each job [Goemans et al., 2002]. A detailed
survey of many of the current α-point algorithms and the approximation ratios achieved by
them can be found in [Skutella, 2006].
Resource augmentation was developed to circumvent the shortcomings of the worst-case
approximation ratio criterion, and has helped explain why some algorithms perform much
better in practice than their worst-case theoretical guarantees. The main idea of this analysis
is that one compares the optimal solution of the original problem with the solution computed
by an algorithm that has access to an augmented set of resources: more machines, more space,
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faster speed, etc. Although the first examples of resource augmentation analysis are almost
three decades old [Sleator and Tarjan, 1985], this technique has become popular only recently.
Kalyanasundaram and Pruhs [Kalyanasundaram and Pruhs, 2000] introduced the idea, by
showing that running the algorithm at a faster speed was equivalent to having clairvoyance
in the total flow time scheduling problem. Although it is known that there are no constant
factor non-clairvoyant on-line algorithm for this scheduling problem, they showed that one
can achieve a constant competitive ratio by speed scaling. The term resource augmentation
analysis was introduced by Philips, Stein, Trong, and Wein [Phillips et al., 2002]. They
defined an s-speed ρ-approximation algorithm, as an algorithm that achieves a ρ worst-case
approximation ratio when jobs run at s times the nominal speed of the machine. A survey
including on-line resource augmentation results can be found in [Pruhs et al., 2004].
7.1.1 Our Results
We make several contributions to the problem of scheduling jobs with non-decreasing convex
cost functions:
(a) We introduce a model that extends the previous models by allowing a more general
non-linear job-dependent function of the completion time as the scheduling metric.
(b) We propose a new approximation algorithm for minimizing the total cost, with arbitrary
precedence constraints.
(c) Our algorithm builds on both the α-point and resource augmentation techniques. We show
that our algorithm has a small constant approximation ratio and a small speed-scaling
ratio for several important scheduling metrics, namely the total weighted tardiness, the
total weighted tardiness squared, and the total completion time squared. The results
of our numerical experiments show that the practical performance of our algorithm is
significantly superior to the theoretical bounds.
(d) We compare the performance of our algorithm with other available methods for the total
weighted tardiness problem by using the test instances from the OR Library [Beasley,
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1990]. We show that our algorithm is capable of computing approximate optimal solutions
for all the available test problems, even those with n = 100 jobs. Thus, we are able
to establish lower bounds on the optimal solutions for instances where the optimal
schedule is currently not known. Our algorithm takes less than a second to solve even
the larger instances. This is at least one order of magnitude faster than current methods.
Furthermore, we show that on average only a 2% speed-up is required to achieve the best
known result; and, in fact, in several cases no speed-up factor is required.
Our main result can be summarized in the following theorem
Theorem 7.1. Given n jobs with arbitrary precedence constraints and convex non-decreasing
cost functions fi (Ci) for each job i, there is a O(1)-speed 1-approximation algorithm for the
problem of minimizing the total non-linear cost
∑
fi (Ci).
The speed scaling constant is relatively small. Given ε > 0 our algorithm is a (4 + ε)-speed
1-approximation algorithm.
7.1.2 Our Methodology
Time-indexed IP formulations for scheduling problems are not typically of polynomial size,
therefore, we extend the polynomial size interval-indexed IP formulation introduced in [Hall
et al., 1997], to handle the non-linear cost functions. The basic idea is to divide time into
geometrically increasing intervals and assign the completion time of each job to one of these
intervals instead of a specific time. In this formulation, variables xit are 1 if job i is completed
in interval t and 0 otherwise. This allows a polynomially sized problem, but since completion
times only belong to an interval and not exactly known, the approximation ratio suffers a
small degradation. In Section 7.2 we describe this interval-indexed formulation in further
detail.
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7.2 Problem Formulation
7.2.1 Problem Setting
The problem setting is as follows. We are given n jobs, where job i has a processing
requirement of ρi ∈ N+ machine cycles, and thus requires pi = ρiσ time units on a machine
that runs at speed of σ cycles per time unit. Without loss of generality, we assume that
ρi > 0, for all i = {1, . . . , n} and σ = 1. Let Ci denote the completion time of job i and
fi (Ci), with fi : R+ → R+, denote a job-dependent non-decreasing convex cost function. Let
Π = {π(1), . . . , π(n)} denote the order in which the jobs are processed, i.e. π(i) = k implies
that the i-th job to be processed is job k. Then Cπ(i) = Cπ(i−1) + pπ(i) is the completion time
of the i-th job, where π(0) = 0 and Cπ(0) = 0, and is completely determined by the order Π
when all jobs are processed at the same speed.
The objective is to compute a feasible schedule, consisting of an order Π that respects









We now modify and extend the interval-indexed formulation proposed in Chapter 3 for the
total non-linear cost setting. The interval-indexed formulation divides the time horizon into
geometrically increasing intervals, and the completion time of each job is assigned to one of
these intervals. The problem formulation is as follows. We divide the time horizon into the
following geometrically increasing intervals: [κ, κ], (κ, (1+ ε)κ], ((1+ ε)κ, (1+ ε)2κ], . . ., where
ε > 0 is an arbitrary small constant, and κ = minj{pj} denotes the smallest interval size that
will hold at least one whole job. We define interval It = (τt−1, τt], with τ0 = κ and τt = κ(1 +
ε)t−1. The interval index ranges over {1, . . . , T}, with T = min {dte : κ(1 + ε)t−1 ≥
∑n
i=1 pi};
and thus, we have a polynomial number of indices t.
Let xit be 1 if job i completes in the time interval It = (τt−1, τt] and 0 otherwise. We
consider the following IP, which is a lower bound on F (Π) since we consider the initial time
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t=1 fi (τt−1)xit (7.1)
s.t.:
∑T
t=1 xit = 1, i = {1, . . . , n}, (7.2)∑n
i=1
∑t
u=1 pixiu ≤ τt, t = {1, . . . , T}, (7.3)
xit = 0, if τt < pi, i = {1, . . . , n}, t = {1, . . . , T}, (7.4)∑t
u=1 xi1u ≥
∑t
u=1 xi2u, if i1 ≺ i2, t = {1, . . . , T}, (7.5)
xit ∈ {0, 1}, i = {1, . . . , n}, t = {1, . . . , T}. (7.6)
We have constraint (7.2) because each job i must finish in a unique time interval; constraint
(7.3) because since only one job can be processed at any given time, the total processing time
of jobs up to time interval It must be at most τt units; constraint (7.4) because each job i
requires pi time units to be processed; and constraint (7.5) because the precedence constraint
i1 ≺ i2 implies that job i2 cannot finish in an interval earlier than i1. Note that, although
the function fi (Ci) is non-linear, the objective in the interval approximation (7.1) is linear
and also note that the error associated with the interval relaxation is controlled through ε.
It is important to note that this integer program only provides a lower bound for F (Π)
but it might not be feasible. This is because the precedence constraints (7.5) do not ensure
that two sequential jobs that finish in the same interval have the right order.
7.3 Approximation Algorithm
We now describe the speed scaling and α-point based algorithm for the total job-dependent
non-linear cost metric, called Schedule by α-intervals and Resource Augmentation
(SAIRA) which is detailed in Algorithm 7.1.
Let x̄it denote the optimal solution of the linear relaxation of the integer program (7.1)
when replacing the constraints (7.6) by xit ≥ 0. In steps 1 and 2 of the algorithm we model
and compute the optimal solution x̄ and in step 3, given 0 ≤ α ≤ 1, we compute the α-interval




u=1 x̄iu ≥ α
}
. Since several jobs may finish in
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Algorithm 7.1 Schedule by α-intervals and Resource Augmentation (SAIRA)
Inputs: set of jobs, functions fi (Ci), α ∈ (0, 1), ε > 0, γ > 1.
1 Divide time into increasing time intervals It = (τt−1, τt], with τt = κ(1 + ε)
t−1.
2 Compute an optimal solution x̄ to the linear relaxation of problem (7.1).
3 Compute the α-intervals Iα and the sets Jt.
4 Compute an order Πα that has the sets Jt ordered in non-decreasing values of t and
the jobs within each set in a manner consistent with the precedence constraints.
5 Run each job i at speed γ.
6 Set the i-th job to start at time Cαπ(i−1), which is the completion time of the previous
job using speeds γ, and Cαπ(0) = 0.
7 return schedule Πα and completion times Cα.
the same interval, let Jt = {i : Iαi = t} denote the set of jobs that finish in interval It. In
step 4 we describe the order Πα that we use to schedule jobs.
Next, in step 5, we speed up each job by γ and finally in steps 6 and 7 we compute the
completion times given the calculated speeds and return the schedule Πα and completion
times Cα. Note that since γ is constant for all jobs, the SAIRA algorithm is a γ-speed
approximation algorithm.
We now analyse this algorithm’s performance. We will assume, without loss of generality,
that Iα1 ≤ Iα2 ≤ . . . Iαn .
First, the following lemma shows that the output of the SAIRA algorithm is indeed
feasible.











where the last inequality follows from the definition of Iαi2 . Since the chain of inequalities implies
that
∑Iαi2
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Since the SAIRA algorithm schedules jobs by first ordering the sets Jt in increasing order
of t and then orders the jobs within each set in a way that is consistent with the precedence
constraints, by Lemma 7.1 it follows that the SAIRA algorithm preserves the precedence
constraints, and, therefore, the output of the algorithm is feasible.
Theorem 7.2. The SAIRA algorithm with α = 1
2
and γ = (4 + ε) is a (4 + ε)-speed,
1-approximation algorithm for the total weighted non-linear cost problem with convex non-
decreasing cost and arbitrary precedence constraints, 1|prec|
∑
fi (Ci).
Proof. Let C∗i be the completion time of job i in the optimal solution, fi (C
∗
i ) denote its cost,
x̂it denote an optimal solution of the integer problem (7.1), and x̄it the fractional optimal
solution of its linear relaxation. Because we consider τt−1 as the completion time for all jobs
that finish in time interval t, and since x̄it is the optimal solution of the linear relaxation and















i ) . (7.7)
Let C̄i =
∑T
t=1 τt−1x̄it denote the optimal fractional completion time of job i, given by
the optimal solution of the relaxed linear program. Because fi (C) is convex and
∑
t x̄it = 1














fi (τt−1) x̄it. (7.8)












i ) . (7.9)
Because there are no release date constraints there is no idle time between jobs and we
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Since it is possible that
∑Iαi
t=1 x̄it > α; we define X
(1)
i = α −
∑Iαi −1
t=1 x̄it and X
(2)
i =∑Iαi








τt−1x̄it + τIαi −1X
(1)






and eliminating the lower terms of the previous sum we get that,










τIαi −1x̄it = τIαi −1(1− α). (7.13)





step is that by setting γ = (1+ε)
α(1−α) , which implies that we have a
(1+ε)
α(1−α) -speed approximation

































i ) , (7.15)







, which minimizes the resource augmentation
requirement, we get the desired speed and approximation ratios.
Regretfully, we are not able to extend this algorithm to the setting where release dates
are present, since we use speed scaling as a method to make sure that jobs are finished in a
certain interval.
Since the tardiness metric to any power d ≥ 1, that is fi (Ci) = T di , is convex and
non-decreasing, we have the following corollary directly from the previous theorem.
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Corollary 7.1. For any d ≥ 1, the SAIRA algorithm with α = 1
2
and γ = (4 + ε) is a (4 + ε)-






For the specific setting where fi (Ci) = wiC
d
i , with d ≥ 1, if no resource augmentation is
allowed, we have the following additional corollary.
Corollary 7.2. For any d ≥ 1, the SAIRA algorithm with α = 1
2
and γ = 1 is a (4 + ε)d-

























































By taking γ = 1, which implies that no resource augmentation is required, and α = 1
2
, we
obtain the corresponding approximation bound.
7.4 Experimental Results
In this section we present a simulation based performance analysis of the SAIRA algorithm.
In our simulations we considered three common scheduling metrics: total weighted tardiness,
where fi (Ci) = wi(Ci − di)+, with di denoting job i’s due date; total weighted tardiness
squared, where fi (Ci) = wi ((Ci − di)+)2; and total weighted completion time squared, where
fi (Ci) = wiC
2
i .
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For each scheduling metric we simulated a large number of randomly generated instances
with ε = 0.1 and following the guidelines in [Hall and Posner, 2001] for deadlines values
and precedence constraints. We used the following distributions: wi ∼ unif{0, . . . , 20},
ρi ∼ unif{1, . . . , 10}, and for the tardiness metrics di ∼ unif{0, . . . , 0.1
∑
ρi}. We also
analysed instances with much larger job sizes (such as ρi ∼ unif{1, . . . , 100}), as well as
ρi drawn from bimodal distributions, which are generally hard for scheduling algorithms,
without observing any significant degradation in the performance of our algorithm.
We compared the output of our algorithm with the integer solution of the interval-
and-speed-indexed formulation (IPi), its linear relaxation (LPi), and when possible to the
integer and relaxed solutions of a time-indexed formulation for this problem (IPt and LPt
respectively). Although we do not explicitly provide these two last formulations in this
paper, we use them to help us understand whether the optimality gap is a consequence of the
rounding in the algorithm or due to the gap in the interval relaxation of the LP. Since the IPt
formulation is non-polynomial in size, it is impractical for large instances, and thus, we have
to use the LPi solution as a proxy to estimate our empirical approximation ratio. Hence, the
real approximation ratio is likely to be better. All simulations were done in Matlab, using




20, 720 10 0.139 0.189 0.205
20, 000 10, bimodal 0.150 0.220 0.222
20, 010 50 0.151∗ 0.179 0.192
20, 010 100 0.148∗ 0.168 0.176






20, 010 10 0.052 0.053 0.055






20, 000 10 0.023 0.036 0.041
20, 000 500 0.028∗ 0.031 0.032
Table 7.1: Experimental Approximation Ratios Summary
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Gurobi [Gurobi Optimization Inc., 2012] and Gurobi MEX [Yin, 2012] to solve the IP and
LP relaxations of each instance. Table 7.1 shows a summary of simulation results for all the
different cases and instance sizes. For large instances (n ≥ 50) the ratios were computed
comparing the algorithm’s output with the LPi and not the IPt solution∗.
Figure 7.1a shows further details for the total weighted tardiness case with instances of
n = 500 jobs. In this figure we display the full histogram of the approximation ratios. We
believe that the full histogram gives a better understanding of how the algorithm performs
as compared to just reporting an average value or a worst case value. In the histogram
we highlight the average value and the 99.5% quantile, and, we also display the 99.99%
confidence intervals using dotted lines.
(a) SAIRA/LPi Ratio for n = 500, 20, 002 instances.
(b) LPi/IPt Ratio for n = 10, 20, 720 instances.
Figure 7.1: SAIRA Experimental Approximation Ratio for 1|prec|
∑
wiTi.
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Figure 7.2: Minimum Speed-Up Required for 1|prec|
∑
wiTi, for n = 10.
Although the performance shown in Figure 7.1a is very good, the real approximation
ratio is likely to be even better since, as shown in Figure 7.1b, the average gap between the
IPt and LPI solutions is 0.8. Additionally, we computed the minimum speed-up required in
each instance so that the schedule determined by the SAIRA algorithm would have the same
cost as the optimal schedule. The results displayed in Figure 7.2 shows that only a small
speed-up is required – the maximum speed-up required over all the instances is only 5.3%.




i problem. Figures 7.3a and 7.3b
show details of some of the simulated settings. Since the cost function is quadratic in Ci,
the performance is even better than in the total weighted tardiness case and the required
speed-up is smaller, with a maximum speed-up of 1.035. As expected, when the T 2i metric
was used the performance was better than when using the Ti metric, as shown in Table 7.1.
Since in both cases the cost functions are quadratic, less speed-up is required to reduce the
cost of the schedule when compared to the linear cost functions.
Next, we report the performance of our algorithm on the weighted tardiness test problems
[Crauwels et al., 1998] in the OR Library [Beasley, 1990], that are widely used in the tardiness
literature to compare algorithm performance and optimal values. The problems consist of
3 sets with n = 40, 50, and 100 jobs per instance, with 125 instances each. The problem
set has the optimal solutions for 124 of the n = 40 problems, and 115 of the n = 50 ones.
For the remaining unsolved instances, the problem set has the best known schedules. Note
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that these test problems do not have any precedence constraints. Just as in our randomly
generated instances the problems where solved in Matlab, using Gurobi 4.6 as LP solver in
a 4-core second generation i3 Intel CPU 550, with 6 Gb in RAM running Windows 7. For
each instance we compared the algorithm’s solution value with the best known solution for
that problem in order to compute the empirical approximation ratio. We also computed the
minimum speed-up required to achieve the best known solution and the CPU time required
to achieve to that solution. Table 7.2 shows average and worst results for each problem set.
As expected from the previous experiments the approximation ratios are very small, but
more importantly the minimum required speed-up is below 2% on average and below 8.6% in
the worst case, i.e. speeding-up the machine by a factor of 2%, on average, ensures that the
(a) SAIRA/LPi Ratio for n = 100, 20, 010 instances.
(b) Minimum Speed-Up Required for n = 10.
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Size (n)
Approx. Ratio Min. Speed-up CPU Time (sec.)
avr. worst avr. worst avr. worst
40 0.077 0.22 1.018 1.079 0.150 0.270
50 0.075 0.22 1.020 1.086 0.202 0.447
100 0.080 0.21 1.011 1.048 0.486 0.885
Table 7.2: Experimental Approximation Ratios Summary
schedule computed by our algorithm has the same value as the best known schedule for that
instance. For 25 instances (7 of which belong to the n = 100 set) the algorithm computed a
schedule that required no speed-up to achieve the current best known solution.
Another important thing to highlight is that our algorithm is able to compute approximate
solutions in under 1 second for all instances; even those with n = 100, some of which cannot
be solved using state-of-the-art brand-and-bound and dynamic programming algorithms.
Even for the smaller instances (n = 40), our algorithm requires about two orders of magnitude
less time to compute approximate solutions; a gap that becomes even larger as the size of the
instance increases [Schaller and Valente, 2012].
132 CHAPTER 7. SCHEDULING WITH CONVEX COSTS
This page is intentionally printed only with this statement.




hroughout this work we have introduced a general model for scheduling jobs with
job-dependent non-renewable resources and we have given a small constant-factor
approximation algorithm for minimizing the sum of weighted completion time and
the total resource cost. We built this algorithm from a simpler setting in which only energy
is the available resource which determines at which speed each job runs.
We further analysed the setting of energy aware scheduling, identifying cases that can
be solved in polynomial time, as well as describing heuristic improvements to our algorithm.
We have also tested the performance of the algorithm through simulations, showing that the
SAIAS algorithm’s output is very close to optimum. Furthermore, we tested the algorithm in
additional settings, such as on-line, using the total weighted flow time as scheduling metric,
and considering multiple machines, showing that the performance is very good in all these
settings as well.
Additionally, we studied the case where job sizes are unknown but drawn from a known
probability distribution. In this setting we present a linear time algorithm, in the number
of jobs, that we proved to be optimal for the two queue setting. We also showed through
simulations that it appears to be optimal for an arbitrary number of queues. Further analysis
is required to prove that this is actually the case.
We have also described how to combine two known and successful techniques (α-points and
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speed-scaling) to construct approximation algorithms for non-linear convex cost scheduling
problems. To the best of our knowledge, our algorithm is the first O(1)-speed 1-approximation
algorithm for the total weighted tardiness problem with arbitrary precedence constraints
and we suspect that the speed-scaling requirement can be further improved. Furthermore,
we showed through experimental analysis and using data from the OR Library, that our
algorithm performs much better than the theoretical results suggest and that the actual
speed-scaling required is very close to 1.
8.1 Future Research Directions
There are several open research directions that extend from the work presented here. For the
resource cost aware scheduling problem, we believe that our methodology, which extends the
idea of α-points to the resource cost aware setting by developing the α-speeds concept, should
have many more applications. For example, by adding minor regularity conditions to the
resource cost R(Ψ(j)) and speed-scaling the resulting output, we can use the SAIAS algorithm
in the setting where there are no release dates and the scheduling metric is a convex function
of the completion time, like weighted tardiness or completion time squared.
We also suspect that, via techniques such as using randomly chosen values of α or
using different α values for different jobs, we could obtain tighter bounds, and that these
techniques could be extended to other settings, such as multiple parallel machines among
others. Furthermore, since the result we obtain for the heuristic speed improvement is the
same as the best known speed policy for the flow time setting, we believe that this result
could help us determine the right speed policy for the weighted flow time setting which
currently has no known approximation algorithms.
Additionally, we leave open the complexity of the energy aware setting in which all
deadlines are the same. Although we observed though simulations that a simple ordering
rule, similar to Smith’s Rule, results in an optimal schedule every time, we need to prove
that this is actually the case. There are no complexity results in this type of energy aware
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scheduling problems, hence, a result like this could lead to determine which problems in the
EAS literature are NP-Hard and which are not.
In the setting where jobs sizes are uncertain but come from a known distribution there are
also several open questions. Although we proved that our algorithm is optimal when only two
queues exist, the method used to prove it is not easily extended to multiple queues. We saw
through simulations that this was always the case, so there might be some other methodology
with which we can prove it and thus, show that our algorithm is optimal for the general case.
Furthermore, we did not explore the use of this algorithm with other scheduling metrics, nor
with more complex energy cost functions. We suspect that, with some modifications, our
results could be applied to other scheduling metrics such as tardiness.
As for the convex cost scheduling problem, there are also several future research directions.
The methodology presented in Chapter 7 could be further extended to other α-point based
algorithms to obtain smaller speed scaling ratios for the scheduling problems presented here, or
even construct new algorithms for other settings such as multiple machines or other scheduling
metrics. Furthermore, we believe that the insights from the structure of the approximate
solutions could be used to design dominance rules for the dynamic programming and/or
branch and bound algorithms that are currently being used for total weighted tardiness and
total weighted tardiness squared.
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