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Abstract
We factorize harmonic maps with values in a semisimple Lie groups in
a product of harmonic maps with values in the components of the Iwasawa
decomposition. In particular, we use this factorization to study the harmonic
maps from Rn into SL(2,R).
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1 Introduction
The study of harmonic maps on Lie groups and Homogeneous space trough factor-
ization has been extensively used. Among all works that used this technic it is well
known those due to K.K. Uhlenbeck [10] and F.E. Burstall and M.A. Guest [4].
Since for Iwasawa decomposition, the work due to V. Balan and J.F. Dorfmeister
in [1] gives a construction of an Iwasawa decomposition for loop groups, which
allows us factorize the harmonic maps in Lie groups and symmetric spaces [2], [3],
[5] and [6].
The purpose of this work is to factorize harmonic maps with values in a
semisimple Lie groups with respect to its Iwasawa decomposition. Let us explain
the idea of our work. Let G be a connected, semisimple Lie groups with finite
center and consider the Iwasawa decomposition gives by a compact Lie group K,
abelian Lie group A and nilpotent Lie group N such that G = K · A · N . Let
M be a Riemannian manifold and F : M → G a smooth map. We may write
F = Fk · Fa · Fn, where Fk, Fa and Fn are projections of F in K, A and N ,
respectively.
The idea is to equip G with a left invariant metric <,> and to restrict it to left
invariant metrics on K,A, N , because the projections πK : G → K, πA : G → A
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and πN : G → N are Riemannian submersion. From this we prove that if F is
a harmonic map, then so are Fk, Fa and Fn. On contrary, which is our main
contribution, we use the structure of semisimple Lie group G to show that if Fk,
Fa and Fn are harmonic maps, then so is F = Fk · Fa · Fn( see Theorem 2.3).
We emphasize that the domain of harmonic maps are general Riemannian
manifolds.
The interest of this result is that it allow us to study the harmonic maps in
structures more simple. Here, as an application, we study the harmonic maps from
R
n into SL(2,R). In fact, we use the fundamental solution of Laplace’s equation
to give the domain and solution of harmonic maps in distinct cases n = 2 and
n ≥ 3. In the case of n = 1 we study the geodesics from a interval I into Sl(2,R).
The author wishes to express his tanks to Prof. Alexandre J. Santana and Prof.
Josiney A. Souza for several helpful comments concerning to real, semisimple Lie
algebra used in this work.
2 A factorization of harmonic maps
From now on we use freely the concepts and notations of A. Knap [9]. For the
convenience of the reader we repeat something about semisimples structure, thus
making our exposition self-contained. Let G be a connected, semisimple Lie group
with finite center and g its semisimple Lie algebra. From Iwasawa decomposition
we know that there are a compact Lie group K, abelian Lie group A and nilpotent
Lie group N such that
G = K ·A ·N.
In correspondence there are Lie subalgebras k, a and n such that g = k⊕ a⊕ n.
In the Lie algebra g there exists a Cartan involution θ : g → g such that
g = k ⊕ p, where k = {X ∈ g : θ(X) = X} and p = {X ∈ g : θ(X) = −X}.
Furthermore, the symmetric bilinear form
Bθ(X,Y ) = −B(X, θ(Y ))
is positive defined.
Let a be a maximal abelian subspace of p. For λ ∈ a∗ we write
gλ = {X ∈ g| ad(H)(X) = λ(H)X for all H ∈ a}.
If gλ 6= 0 and λ 6= 0, we call λ a restrict root of g. Denote by Σ the set of restrict
roots. Then
g = g0 ⊕
⊕
λ∈Σ
gλ,
where g0 = a⊕ Zk(a) and m = Zk(a) = {X ∈ k : [X,H ] = 0 for all H ∈ a}.
From now we assume that G has a left invariant metric <,>. It is well know
that the Levi-Civita connection associated to <,> is given by
α(X,Y ) =
1
2
([X,Y ]− ad∗(X)(Y )− ad∗(Y )(X)) X,Y ∈ g,
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where ad∗ is the adjoint map of ad with respect to metric <,>. Let us denote by
αs the symmetric part of α, namely,
αs(X,Y ) =
1
2
(−ad∗(X)(Y )− ad∗(Y )(X)) X,Y ∈ g.
Using the properties of semisimples Lie algebras we can rewrite the symmetric
part of α in an appropriate way.
Proposition 2.1 If X,Y ∈ g, then
αs(X,Y ) = [X
k, Y p] + [Y k, Xp],
where Xk and Xp are projections of X in k and p, respectively.
Proof: We first observe that in a semisimple Lie algebra is true that ad∗(X) =
−ad(θ(X)) for X ∈ g (see Lemma 6.25 in [9]). Then for X,Y ∈ g we have
αs(X,Y ) =
1
2
(−ad∗(X)(Y )− ad∗(Y )(X))
=
1
2
(ad(θ(X))(Y ) + ad(θ(Y )(X))
=
1
2
([θ(X), Y ] + [θ(Y ), X ]).
Writing X = Xk +Xp and Y = Y k + Y p where Xk, Y k ∈ k and Xp, Y p ∈ p yields
αs(X,Y ) =
1
2
([θ(Xk +Xp), Y k + Y p] + [θ(Y k + Y p), Xk +Xp])
=
1
2
([θ(Xk), Y k] + [θ(Xk), Y p] + [θ(Xp), Y k] + [θ(Xp), Y p]
+ [θ(Y k), Xk] + [θ(Y k), Xp] + [θ(Y p), Xk] + [θ(Y p), Xp]).
By definition of spaces k and p, it follows that
αs(X,Y ) =
1
2
([Xk, Y k] + [Xk, Y p] + [−Xp, Y k] + [−Xp, Y p]
+ [Y k, Xk] + [Y k, Xp] + [−Y p, Xk] + [−Y p, Xp]).
Canceling opposite terms we conclude that
αs(X,Y ) = [X
k, Y p] + [Y k, Xp].
✷
The proposition gain in interest if we realize that
αs(Ad(g)X,Ad(g)Y ) = Ad(g)αs(X,Y )
for X,Y ∈ g and g ∈ G.
In the sequel, we prove a technical lemma. The principal significance of the
next lemma is that some cross terms in product k× a× n vanishes with respect to
symmetric part of α.
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Lemma 2.2 For Xk ∈ k, Xa ∈ a and Xn ∈ n we have
αs(X
k, Ad(a)Xa) = αs(X
k, Ad(an)Xn) = αs(X
a, Ad(n)Xn) = 0,
where a ∈ A and n ∈ N .
Proof: The basic idea is to use the root system associated to Lie algebra g. In
fact, let βa = {H1, . . . , Hm}, βm = {L1, . . . , Ln} and βλ = {ξλ1 , . . . , ξλnλ} be basis
of a,m and gλ, respectively, such that β = βa ∪ βm ∪
⋃
λ∈Σ βλ is a orthogonal
basis of g with respect to Bθ. We begin showing that αs(X
k, Ad(a)Xa) = 0 for
Xk ∈ k, Xa ∈ a. Since [Xk, Ad(a)Xa] ∈ p = a⊕ n, it follows that
Bθ([X
k, Ad(a)Xa], Hi) = −B(Xk, [Xa, θ(Hi)]) = 0,
where we used that Xa, θ(Hi) ∈ a. Also, being n =
∑
λ>0 gλ, for ξ
λ
i ∈ gλ we see
that
Bθ([X
k, Ad(a)Xa], ξλi ) = Bθ(X
k, [Xa, θ(ξλi )]) = 0,
because [Xa, θ(ξλi )] ∈ p. It follows that
αs(X
k, Ad(a)Xa) = 0.
Our next step is to show that α(Xk, Ad(an)Xn) = 0 for Xk ∈ k, Xn ∈ n. As
[Xk, Ad(an)Xn] ∈ p = a⊕ n we have
Bθ([X
k, Ad(an)Xn], Hi) = −Bθ(Xk, [Ad(an)Xn, θ(Hi)]) = 0,
where we used that [Ad(an)Xn, θ(Hi)] ∈ n. For ξλi ∈ gλ we get
Bθ([X
k, Ad(an)Xn], ξλi ) = Bθ(X
k, [Ad(an)Xn, θ(ξλi )]) = 0
because [Ad(an)Xn, θ(ξλi )] ∈ p. In consequence,
αs(X
k, Ad(an)Xn) = 0.
Finally, Proposition 2.1 makes it is obvious that αs(X
a, Ad(n)Xn) = 0 for Xa ∈ a,
Xn ∈ n. ✷
Our main theorem is now stated and proved.
Theorem 2.3 Let G be a semisimple Lie group with a left invariant metric <,>.
Assume that its Iwasawa decomposition is given by G = K · A · N . Furthermore,
let (M, g) be a Riemannian manifold and F : M → G a smooth map such that
F = Fk ·Fa ·Fn, where Fk :M → K, Fa : M → A and Fn : M → N are projections
of F into K, A and N , respectively. Then F is a harmonic map if and only if and
only if Fk, Fa and Fn are harmonic maps.
Proof: Let Bt a Brownian motion in M . Then F (Bt) is a semimartingale in
G and F (Bt) = Fk(Bt) · Fa(Bt) · Fn(Bt), where Fk(Bt), Fa(Bt) and Fn(Bt) are
semimartingales in K,A and N , respectively. For simplicity, we denote Xt =
4
F (Bt), X
k
t = Fk(Bt), X
a
t = Fa(Bt) and X
n
t = Fn(Bt). We also denote by ∇ the
Levi-Civita connection associated with <,>. Suppose now that F is a harmonic
map, then Xt is a ∇-martingale. Since πk, πa and πn are Riemannian submersion,
it follows that Xkt , X
a
t and X
n
t are ∇-martingales. It entails that Fk, Fa and Fn
are harmonic maps.
On the contrary, the idea is to study the decomposition of Itoˆ stochastic log-
arithm L(Xt) in terms of Iwasawa decomposition k ⊕ a ⊕ n. For this end, we use
Proposition 5.1 in [11] that says
L(Xt) = L(Xt) + 1
2
∫ t
0
αs(dL(Xs), dL(Xs)).
Thus it is necessary to study the decomposition of stochastic logarithm L(Xt). In
fact, from Proposition 5 in [8] we deduce that
L(Xt) = L(X
k
t ·Xat ·Xnt )
=
∫ t
0
Ad((Xas ·Xns )−1)dL(Xks ) + L(Xat ·Xnt )
=
∫ t
0
Ad((Xas ·Xns )−1)dL(Xks ) +
∫ t
0
Ad((Xns )
−1)dL(Xas ) + L(X
n
t ).
From this we compute α(dL(Xt), dL(Xt)). In fact, using the Ad-invariance prop-
erty with respect to αs given by Proposition 2.1 we obtain
αs(dL(Xt), dL(Xt)) = Ad((X
a
t ·Xnt )−1)αs(dL(Xkt ), dL(Xkt ))
+ Ad((Xnt )
−1)αs(dL(X
a
t ), dL(X
a
t ))
+ αs(dL(X
n
t ), dL(X
n
t ))
+ 2Ad((Xnt )
−1)Ad((Xat )
−1)αs(dL(X
k
t ), Ad(X
a
t )dL(X
a
t ))
+ 2Ad((Xnt )
−1)αs(Ad(X
n
t )dL(X
n
t ), dL(X
a
t ))
+ 2Ad((Xns )
−1)Ad((Xat )
−1αs(dL(X
k
t ), Ad((X
a
t X
n
t )dL(X
n
t )).
From Lemma 2.2 it follows that L(Xt) is given by
L(Xt) =
∫ t
0
Ad((Xas ·Xns )−1)dL(Xks ) +
∫ t
0
Ad((Xns )
−1)dL(Xas ) + L(X
n
t )
+
1
2
∫ t
0
Ad((Xas ·Xns )−1)αs(dL(Xks ), dL(Xks ))
+
1
2
∫ t
0
Ad((Xns )
−1)αs(dL(X
a
s ), dL(X
a
s ))
+
1
2
∫ t
0
αs(dL(X
n
s ), dL(X
n
s ))
From Proposition 5.1 in [11] we conclude that
L(Xt) =
∫ t
0
Ad((Xas ·Xns )−1)dL((Xks )) +
∫ t
0
Ad((Xns )
−1)dL((Xas )) + L((Xnt )).
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Assume now that Fk, Fa and Fn are harmonic maps. Consequently, X
k
t , X
a
t and
Xnt are ∇-martingales. Hence L(Xt) is a local martingale in g. Now, Corollary
3.8 in [11] shows that Xt is a ∇-martingale in G. This gives that F is a harmonic
map. ✷
As a particular case, since geodesics are harmonic maps, we have the following
Corollary.
Corollary 2.4 Under assumptions of Theorem above, if moreover I is an interval
of R and if γ : I → G is a smooth curve such that γ = γk · γa · γn, then γ is a
geodesic if and only if γk, γa and γn are geodesics.
2.1 Harmonic maps with values in SL(2,R)
In this section, we work with harmonic maps with values in SL(2,R). We begin
by introducing a condition that characterize harmonic maps with a values in a Lie
Group. Let M be a Riemannian manifold and G a Lie group with a left invariant
metric <,>. From Example 5.1 in [11] we see that a smooth map F : M → G is
harmonic if and only if
d∗ωF −
n∑
i=1
ad(ωF (ei))
∗(ωF (ei)) = 0, (1)
where d∗ is the codifferential of the Riemannian manifold M and ω is the Maurer-
Cartan form on G.
We now introduce the Iwasawa decomposition of Sl(2,R). In fact, Sl(2,R) can
be written as the product SO(2,R) ·A ·N where
SO(2,R) =
{(
cos θ − sin θ
sin θ cos θ
)
, θ ∈ [−π, π)
}
A =
{(
r 0
0 1/r
)
, r > 0
}
, and N =
{(
1 x
0 1
)
, x ∈ R
}
.
Thus for each g ∈ SL(2,R) there exist θ ∈ [−π, π), r > 0 and x ∈ R such that
g =
(
cos θ − sin θ
sin θ cos θ
)(
r 0
0 1/r
)(
1 x
0 1
)
=
(
r cos θ xr cos θ − (1/r) sin θ
r sin θ xr sin θ + (1/r) cos θ
)
.
Assume that SL(2,R) is equipped with a left invariant metric <,>. Restricting
the metric <,> to so(n,R), a and n we have left invariant metrics on SO(n,R),
A and N . Since that so(2,R), a and n+ are 1-dimensional, we have that ad∗k =
ad∗a = ad
∗
n = 0, where ad
∗
k, ad
∗
a and ad
∗
n are the adjoint operators of adk, ada and
adn on k, a and n, respectively.
Let F : Rn → SL(2,R) be a smooth map. It is immediate that F = F1 ·F2 ·F3,
where F1 : R
n → SO(2,R), F2 : Rn → A and F3 : Rn → N . Thus there exist
functions f : Rn → [−π, π), g : Rn → (0,∞) and h : Rn → R such that
F1(x) =
(
F 11 (x) −F 21 (x)
F 21 (x) F
1
1 (x)
)
, F2(x) =
(
g(x) 0
0 1
g(x)
)
, F3(x) =
(
1 h(x)
0 1
)
,
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where F 11 (x) = cos(f(x)), F
1
2 (x) = sin(f(x)) and (F
1
1 (x))
2 + (F 21 (x))
2 = 1.
From Theorem 2.3 it follows that F is a harmonic map with respect to metric
<,> if and only if so are F1, F2 and F3. From equation (1) we see that F1, F2
and F3 are harmonic maps if and only if
d∗ωF1 = 0, d
∗ωF2 = 0, and d
∗ωF3 = 0,
respectively. Using the fact that ω(g) = g−1dg we can written, respectively, these
equations as
F1(x)∆F2(x) − F2(x)∆F1(x) = 0, ∆(g(x)g(x)) = 0, and ∆(h(x)h(x)) = 0.
From the first equation we have ∆f(x) = 0. Hence from the fundamental
solution of Laplace’s equation( see page 22 in [7]) we obtain
f(x) = g2(x) = h2(x)
{ − 12pi log(|x|) , n = 2
1
(n(n−2))α(n)
1
|x|n−2 , n ≥ 3
, (2)
where α(n) is the volume of the unit ball in Rn for n ≥ 3.
Our next step is to study the domain of F . Firstly, suppose that n = 2. Since
equation (2) blows up at 0, we need to isolate the singularity inside a small ball.
So fix ǫ > 0. Observing the image of functions f, g and h we deduce that the
domain of F , denoted by DF , is DF = BR2(0, 1) − BR2(0, ǫ). In consequence, a
smooth map F : DF ⊂ R2 → SL(2,R) is harmonic if it is written by
F (x) =


√
t(x) cos(t(x)) t(x)
√
t(x) cos(t(x)) − sin(t(x))√
t(x)√
t(x) sin(t(x)) t(x)
√
t(x) sin(t(x)) + cos(t(x))√
t(x)

 ,
where t : DF → R is a function given by t(x) = − 12pi log(|x|).
In the case of n ≥ 3, we take the domainDF as Rn−BRn(0, 1/(πn(n− 2)α(n))).
Hence a smooth map F : DF → SL(2,R) is harmonic if F is written as
F (x) =


√
s(x) cos(s(x)) s(x)
√
s(x) cos(s(x)) − sin(s(x))√
s(x)√
s(x) sin(s(x)) s(x)
√
s(x) sin(s(x)) + cos(s(x))√
s(x)

 ,
where s : DF → R is a function given by s(x) = 1(n(n−2))α(n) 1|x|n−2 .
In the case of n = 1, geodesics are treat instead of harmonic maps. Let I be
an interval of R and γ : I → SL(2,R) a smooth curve such that γ = γ1 · γ2 · γ3,
where γ1 : I → SO(2,R), γ2 : I → A and γ3 : I → N are smooth curves. From
Corollary 2.4 it follows that γ is geodesic if and only if are so γ1, γ2 and γ3.
Our next step is to found a solution for this problem. Let γ : I → SL(2,R) be
a smooth curve with γ(0) = Id and I an interval. We beginning by writing
γ1(t) =
(
x(t) −y(t)
y(t) x(t)
)
, γ2(t) =
(
a(t) 0
0 1
a(t)
)
, γ3(t) =
(
1 n(t)
0 1
)
,
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where x(t) = cos(η(t)), y(x) = sin(η(t)) and (γ11 (t))
2+(γ21(t))
2 = 1. From equation
(1) we see that γ1, γ2 and γ3 are harmonic maps if and only if
d
dt
(γ−11 γ˙1) = 0,
d
dt
(γ−12 γ˙2) = 0,
d
dt
(γ−13 γ˙3) = 0,
respectively. Using the fact that ω(g) = g−1dg we can written, the first equation
gives the following differential equation system
x˙(t)x˙(t) + x(t)x¨(t) + y˙(t)y˙(t) + y¨(t) = 0
x˙(t)y¨(t)− y˙(t)x¨(t) = 0,
which as solution η¨(t) = 0. Thus under initial conditions γ1(0) = γ2(0) = γ3(0) =
Id we obtain as solutions
γ1(t) =
(
cos(at) − sin(at)
sin(at) cos(at)
)
, γ2(t) =
(
ect 0
0 1
ect
)
, γ3(t) =
(
1 kt
0 1
)
,
which give
γ(t) =
(
ect cos(at) ktect cos(at)− sin(at)
ect
ect sin(at) ktect sin(at) + cos(at)
ect
)
,
where a, c, e ∈ R are constants given by initial condition γ˙(0) and t ∈ R.
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