We propose a method for upper bounding the general adversary bound for certain boolean functions. Due to the the tightness of query complexity and the general adversary bound [5] , this gives an upper bound on the quantum query complexity of those functions. We give an example where this upper bound is smaller than the query complexity of any known quantum algorithm.
Introduction
The general adversary bound has proven to be a powerful concept in quantum computing. It has recently been shown to be tight with respect to the quantum query complexity of any function [5] . However, as a tool for calculating query complexities, it is somewhat limited, as the bound for even simple, few-bit functions must be calculated numerically [3, 7] .
Here we suggest a new way to use the general adversary bound. Since it is tight with respect to quantum query complexity, any upper bound on the general adversary bound is also an upper bound on quantum query complexity. Finding a comprehensive method of upper bounding the general adversary bound is likely very difficult. However, using the composition property of the general adversary bound, we are able to upper bound the general adversary bound of a boolean function w, given an algorithm for the composed function w d . This bound is useful in only limited cases, but we will give an example of a function where this upper bound is smaller than the query complexity of the best known quantum algorithm.
Before we can state the main theorem, we need a few definitions.
Definition 1.1. [3]
The general quantum adversary bound for a function w is
where Γ is a symmetric matrix with Γ[x, y] = 0 if w(x) = w(y), M is the spectral norm of the matrix M , D i is a matrix whose entries are 0 or 1 such that D i [x, y] = 1 if the i th bits of x and y are not equal, and zero otherwise. Γ D i denotes entry-wise multiplication.
A function w is boolean if w : S → {0, 1} with S ⊆ {0, 1}
n . Given a function w : S → {0, 1} with S ⊆ {0, 1}
n , and a natural number 
where Q(w) is the bounded-error quantum query complexity of w.
The proof of Theorem 1.2 appears in Section 2.
One might think that Theorem 1.2 is a bit useless because:
• One is unlikely to have an algorithm for w d without having an algorithm for w.
• If one has an algorithm for w, then the algorithm for w d is likely created by composing the algorithm for w, in which case one expects the query complexity of the new algorithm to be at leastJ d , whereJ is the query complexity of the algorithm for w.
Luckily for us, the second point is not always correct. If there is a quantum algorithm for w that usesJ queries, whereJ is not optimal (i.e. is larger than the bounded error quantum query complexity of w), then the number of queries used when the algorithm is composed d times can be much less thanJ d . If this is the case, and if the non optimal algorithm for w is the best known, Theorem 1.2 promises that there exists an algorithm for w that uses potentially much less thanJ queries, even though no explicit algorithm yet exists. We give an example of such an algorithm in Section 3.
Examples where Theorem 1.2 proves the existence of an algorithm that uses fewer queries than the best known algorithm may not be common; nevertheless, the theorem is interesting as an inspiration for future upper bounds on query complexity obtained by upper bounding the general adversary bound.
Proof of Theorem 1.2
We need two lemmas to prove the Main Theroem: Lemma 2.1. (Høyer, Lee, andŠpalek [3] ) For any boolean function w : S → {0, 1} with S ⊆ {0, 1} n and natural number d,
(This bound can be improved to equality [5] , but we don't require equality for our theorem.) Lemma 2.2. (Lee, Mittal, Reichardt, andŠpalek [5] ) For any function w : S → E, where S ∈ D n , with E and D finite sets, then the bounded-error quantum query complexity of w, Q(w), satisfies
Proof of Main Theorem. Given an algorithm for w d that requires O(Q) queries, by Lemma 2.2,
Combining Eq. 4 and Lemma. 2.1, we have
Raising both sides to the 1/d th power, we obtain
At this point, we have the critical upper bound on the general adversary bound of w. Finally, using Lemma 2.2 again, we have
3 Example for Which Theorem 1.2 is Useful
In this section we will describe a function, called the 1-fault NAND tree, for which Theorem 1.2 gives a better upper bound on query complexity than any known quantum algorithm. The 1-fault NAND tree function was proposed by Zhan et al. [9] as a way of obtaining a superpolynomial speed-up from a boolean formula with a promise on the inputs. We will first define a NAND tree, and then explain the promise of the 1-fault NAND tree problem. The NAND tree is a complete, binary tree of depth n, where each node is assigned a bit value. The leaves are assigned arbitrary values, and any internal node d is given the value NAND(v(d 1 ), v(d 2 )), where d 1 and d 2 are the children of d, and v(d i ) denotes the value of that node. To evaluate the NAND tree, one must find the value of the root given an oracle for the values of the leaves. (The NAND tree is equivalent to solving NAND n , although the composition we will be considering is not the composition of the NAND function, but of the NAND tree as a whole.) For arbitrary inputs, Farhi et al. showed that there exists an optimal algorithm to solve the NAND tree in 2 n/2 queries [1] . Classically, the best algorithm requires 2
.753 queries [8] . However, we will consider the 1-fault NAND tree, for which there is a promise on the form of the inputs. • κ(d) = 0 for leaf nodes.
•
A tree satisfies the 1-fault condition if κ(d) ≤ 1 for all nodes d in the tree. 
The 1-fault condition is a limit on the amount and location of faults within the tree. A 1-fault NAND tree is such that given a path from the root to a leaf, if that path (moving in the direction from the root towards a leaf) encounters a fault node and then passes through the 0-valued child of the fault node, there can be no further fault nodes on the path. For instance, if every path from the root to a leaf contains at most one fault, then the tree is a 1-fault tree. An example of a 1-fault NAND tree is given in Figure 1 . Zhan et al. [9] propose a quantum algorithm for an n-level, 1-fault NAND tree that requires O(n 2 ) queries to an oracle for the leaves. However, when the 1-fault NAND tree is composed log n times, they find an algorithm that requires O(n 3 ) queries. (Here we see an example where the number of queries required by an algorithm composed d times does not scale exponentially in d, which is critical for applying Theorem 1.2.) By applying Theorem 1.2 to the algorithm for the 1-fault NAND tree composed log n times, we find that an upper bound on the query complexity of the 1-fault NAND tree is O(1). Not only is this a large improvement over the O(n 2 ) queries of Zhan et al., but we have not yet found an algorithm that solves for the 1-fault NAND tree in a constant number of queries in all cases. Thus we have a upper bound on the query complexity without an algorithm that achieves that query complexity. Zhan et al. prove Ω(log n) is a lower bound on the classical query complexity of the 1-fault NAND tree.
Actually, Zhan et al. apply their methods to a broader range of "fault" trees, where instead of NAND, the evaluation tree is made up of what they call direct boolean functions. For this more general case, the 1-fault direct boolean tree composed log n times can be solved by a quantum computer in O(n 2 w log n ) = O(n 2+log w ) queries, where w is independent of n and depends only on the specific direct boolean function used in the tree. Applying Theorem 1.2 to this more general case again gives an upper bound of O(1) for the 1-fault direct boolean evaluation tree, while Zhan et al. prove Ω(log n) is a lower bound on the classical query complexity of such trees.
The NAND tree is the simplest case, and so it is here that we will attempt to create an O(1) query quantum algorithm. There are two regimes for which we are able to solve the 1-fault NAND tree in a constant number of queries: when there is exactly one fault on every path from the root to a leaf (quantum regime), and when there is a large majority of leaves with either value 0 or value 1 (classical regime). In the appendix we will give an algorithm which outputs the correct result with bounded error if the input is promised to fall into one of these two regimes. We note that the algorithm for the quantum regime (called the Quantum Haar Transform (QHT) algorithm) is of braoder interest than the use described here, although its usefulness in oracle problems was inspired by the knowledge that there must exist an algorithm that solves the 1-fault NAND tree in a constant number of queries; the QHT algorithm and related oracle problems are described in further detail in [4] .
Conclusions and Future Work
In this paper, we have created a method for upper bounding quantum query complexity using the general adversary bound. Using this method, we show that the 1-fault NAND tree can always be solved in O(1) queries (as well as the 1-fault direct boolean evaluation tree). While we have not yet found an algorithm which matches this bound, we have made partial progress towards an algorithm, and the knowledge that there must exist a constantquery algorithm for the 1-fault NAND tree has inspired a new algorithm and series of oracle problems [4] .
We would like to find other examples where Theorem 1.2 is useful, although we suspect that 1-fault evaluation trees are a somewhat unique case. We hope to find a complete quantum algorithm for the 1-fault NAND tree which can be solved in a constant number of queries. Finally, this work suggests that new ways of upper bounding the general adversary bound could give us a second window into quantum query complexity in addition to creating algorithms.
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A Quantum Regime
We will describe a quantum algorithm for solving the 1-fault NAND tree in a constant number of queries when there is exactly one fault node in each path from the root to a leaf. We say that inputs that satisfy this condition are in the quantum regime. An example of a 1-fault-per-path tree is given in Figure 2b .
This algorithm involves making a measurement in the Haar wavelet basis [2, 6] . The Haar transform is based on the following step-like function:
Then on the 2 n dimensional Hilbert space, with standard basis states {|j }, 0 ≤ j < 2 n , the (un-normalized) Haar basis consists of the states {|φ 0 , |ψ k,l }:
where 1 ≤ k ≤ n, and 0 ≤ l < 2 n−k . Now we suppose that the input to the 1-fault NAND tree is given to us in the form of a phase-flip oracle O such that O|j = (−1) f (j) |j where f (j) is the value of the j th leaf of the tree. Now we can state the algorithm, called the Quantum Haar Transform (QHT) algorithm:
Starting with |0 , apply a Hadamard to all bits, giving |ξ = 1
Apply the phase flip oracle, giving
Measure |ξ f in the Haar basis.
For an in-depth discussion of this algorithm, see [4] . To see why this algorithm works, we need to consider the values of the leaves of a NAND tree with one fault node per path, as shown in Figure 2b . Notice that when there are no faults in a NAND tree, as in Figure 2a , then if the root has value 1, then all even depth nodes have value 1, and all odd depth nodes have value 0. Likewise, if the root has value 1, then all even depth nodes have value 1, and all odd depth nodes have value 0. Further notice that faults can only occur at nodes with value 1 (since NAND(0, 1) = 1). Therefore, on any path with only one fault, that fault must occur at even depth if the root of the tree has value 1 or at odd depth if the root has value 0. This means that determining the depth of a fault in such a tree gives the value of the root. For example, in Figure 2b , all faults occur at odd depth (in particular at depth 1 and depth 3), since the root is 0-valued. Now consider the leaves descending from a fault node d when there are no further faults at any nodes descending from d. If the fault is at height i, then it will have 2 i leaves descending from it. Because one of the children of the fault node has value 0, and one has value 1, the 2 i−1 leaves descending from one child will all have the same value, r, and the next 2 i−1 leaves descending from the other child will have the opposite value ¬r. For example, in Figure 2b , the fault at height i = 3 has 2 i = 2 3 = 8 leaves descending from it. The first 2 i−1 = 2 2 = 4 of these leaves have value 0, while the second four of these leaves have value 1.
Consider the state |ξ f , which is a superposition of all standard basis states, where each standard basis state corresponds to a leaf in the tree, and the phase of the state corresponds to the value of the leaf. For a moment only consider the subset of states in |ξ f corresponding to the leaves descending from a fault node d at height i. In this subset, we have a superposition
(a) NAND tree with no faults 
where b is a fault node with height i b , with position m b (when counting from left to right among all nodes at height i b ), and with r b the value of the first 2 i b −1 leaves descending from b.
By the orthogonality of the Haar basis states, in running the above algorithm, one will always obtain an outcome |ψ i b ,m b −1 , where i b is the height of one of the faults in the tree. But since faults must occur at even depth if the root of the tree is one, or at odd depth if the root of the tree is 0, computing PARITY(n − i b ) gives the value of the root of the tree (after a single quantum query).
B Classical Regime
In this section we will describe inputs to the 1-fault NAND tree such that the root can be evaluated with high probability by classically querying a constant number of leaves. We call these inputs the classical regime. The 1-fault NAND tree reduces to the majority function when there are not an equal number of leaves with value 0 and value 1 (see Lemma B.1 below). Our classical regime will thus be inputs where more than three quarters of the leaves have the same value. In this case, random classical querying of the leaves will with high probability indicate which value has the majority, and hence give the value of the tree.
1
There is a clear separation between the quantum and classical regimes, since in the quantum regime, there are an equal number of leaves with value 0 and value 1. Given the promise that the input is either in the classical or quantum regime, one can distinguish which regime the input is in, with high probability, by running the quantum QHT algorithm several times. This works because the probability of obtaining outcome |φ 0 is related to the extent that one value has the majority among the leaves. If one value has a large majority, then there is a high probability of obtaining outcome |φ 0 .
2 Once it is clear which regime the input falls into, either the results of the QHT algorithm can be read off, if it is in the quantum regime, or the classical algorithm (random querying of leaves) can be run.
First we will prove several lemmas necessary for the algorithm, and then we will describe the algorithm itself.
Lemma B.1. If the majority of the leaves of a 1-fault NAND tree have value g, then an even depth, 1-fault NAND tree has value g, and an odd depth tree has value ¬g.
Proof. We will only prove the case where the tree has a majority of leaves with value 1, but the case for a majority of leaves with value 0 is analagous. Our proof follows by induction. Note that we will treat odd and even depth trees separately. For the odd-depth base case, a depth-1 tree with more than 1/2 of the leaves with value 1 has leaves (1, 1) and has root 0. For the even-depth base case, a depth-2 tree with the majority of leaves having value 1 has leaves that are either (1, 1, 1, 1) or (1, 1, 1, 0) (and permutations). In any case, the root has value 1.
We assume for induction that all trees of depth 2k, (k ≥ 1), with a majority of leaves with value 1, have root value 1. Now consider a depth (2k + 1) tree, T , with more than 1/2 of the leaves having value 1. Suppose for contradiction that T 's root has value 1.
Notice each of the two child nodes of the root of T is the root of a depth 2k tree. We call these two trees subtrees. Suppose one of the subtrees has r 1 · 2 2k leaves with value 1 and the other subtree has r 2 · 2 2k leaves with value 1. We know r 1 + r 2 > 1 because the majority of T 's leaves have value 1. Thus at least one of the subtrees of depth 2k has more than 1/2 of its leaves having value 1, and by our inductive assumption it therefore has a root with value 1. Because the value of the root of T is the NAND of the values of its children, and one of the children has value 1 and the root has value 1, the other child must have value 0.
Therefore the root of T is a fault node (since one of its children is 0-valued, and one is 1-valued). Thus in the subtree rooted at the 0-valued child, there can be no faults, by definition of the 1-fault NAND tree. But if there are no faults in a depth 2k tree with root 0, all leaves in the tree must be 0. Since the subtree rooted at the 0-valued child only has 0-valued leaves, even if the other subtree had only 1-valued leaves, there is no way for there to be a majority of 1-valued leaves in T , contradicting our assumption. Thus a tree of depth-(2k + 1) with a majority of 1-valued leaves must have root with value 0. Now we use the fact that all depth (2k + 1) trees with a majority of 1-valued leaves have root value 0 to prove the result for (2k + 2) = 2(k + 1) level trees. Suppose we have a depth (2k + 2) tree with a majority of leaves having value 1. For contradiction, we assume that this tree has root value 0. Again we can look at the two subtrees rooted at depth 1. Because of the form of the NAND function, both of the subtrees must have roots with value 1. But by the same argument as in the (2k + 1) case, we know that at least one of the subtrees has more than 1/2 of its leaves with value 1. But from the previous paragraph, we know such a subtree must have value 0 at its root, leading to a contradiction.
Lemma B.2. The probability of obtaining outcome |φ 0 is larger than 1/4 when the QHT algorithm is run, if and only if at least 3/4 of the leaves have the same value.
We thus have a bounded error quantum algorithm using a constant number of queries for the 1-fault NAND tree with the promise that the tree is in the classical regime or the quantum regime.
