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Abstract
A priori analysis for a generalized local projection stabilized conforming finite element
approximation of Darcy flow and Stokes problems is presented in this paper. A first-
order conforming Pc1 finite element space is used to approximate both the velocity and the
pressure. It is shown that the stabilized discrete bilinear form satisfy the inf-sup condition
with respect to a generalized local projection norm. Moreover, a priori error estimates are
derived for both problems. Finally, the validation of the proposed stabilization scheme is
demonstrated with appropriate numerical examples.
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1. Introduction
The numerical solution of Darcy equations has considerable practical importance in
civil, petroleum, and electrical engineering, such as flow in porous media, heat transfer,
semiconductor devices, etc. In general, numerical schemes for Darcy equations can be
divided into two categories: (i) primal, a single-field formulation for pressure, and (ii)
mixed two-field formulation in which pressure and velocity are variables.
Eliminate the velocity from mixed two-field formulation results in a scalar second-
order partial differential equation ( PDEs) for the pressure. The construction of finite
element methods based on this kind of formulation is straightforward. However, this direct
approach results in lower-order velocity approximations compared to the pressure. Alter-
native approaches such as mixed methods [15] and post-processing techniques [36] have
been used to improve the approximation of the velocity. The mixed finite element method
based on the Galerkin formulation has increasingly become popular to discretize the Darcy
equations. The classical mixed variational formulation of Darcy equations is posed in the
Sobolev spaces H(div,Ω) and L20(Ω) for the velocity and pressure, respectively. It has
been a challenge to develop finite dimensional subspaces of these spaces that satisfy the
inf-sup stability condition. Indeed, the choice of interpolation spaces is restricted when
imposing this inf-sup stability condition. Nevertheless, a few finite element pairs that
satisfy the inf-sup condition has been proposed. The well-known successful combinations
are the Raviart-Thomas [39] and the Brezzi-Douglas-Marini [14], which requires the con-
tinuity of normal component of the velocity in combination with specific discontinuous
Email addresses: deepika.lpu.pbi@gmail.com, deepikagarg@iisc.ac.in (Deepika Garg),
sashi@iisc.ac.in (Sashikumaar Ganesan)
Preprint submitted to Elsevier September 2, 2020
pressure interpolation. However, such choices result in saddle point problems, which are
more challenging to solve.
In this study, we propose a mixed finite element formulation with a generalized local
projection stabilized conforming finite element method for Darcy equations, which avoids
H(div,Ω) approximation space. It is well-known that the application of standard Galerkin
finite element method (FEM) to the Darcy equations induces spurious oscillations in the
numerical solution. Nevertheless, the stability and accuracy of the standard Galerkin solu-
tion can be enhanced by applying a stabilization technique. Several stabilization methods
such as streamline diffusion methods [40, 41], least-square methods [1, 11, 32], residual-
free bubbles [1, 16, 27], local projection schemes [9, 23, 28, 29, 38], continuous interior
penalty methods [17, 18, 19, 20] and many more have been proposed in the literature. The
basic idea of stabilization is to stabilize the Galerkin variational formulation so that the
discrete approximation is stable and convergent; see, for example, [6, 5, 18, 21, 22, 37].
Stabilization methods for Stokes-like operators are well-studied in the literature, see for
example [3, 28] and a few studies for Darcy equations have also been presented, see for
example [6, 5, 37, 38].
The local projection stabilization (LPS) method has been proposed in [3, 9] for the
Stokes problem and subsequently extended to various other classes of problems [8, 28,
29, 31, 35, 38]. The LPS is based on a projection of the finite element space Yh, which
approximates the unknown to the discontinuous space Dh, see [3, 9]. LPS is very attrac-
tive, mainly because of its commutation properties in optimization problems [7] and similar
stabilization properties to those of residual approaches [34]. A significant benefit of the
local projection method is that the LPS approach uses a symmetric stabilization term and
contains fewer stabilization terms than the residual-based stabilization approach. Gener-
alized local projection stabilization (GLPS) is a more generalized form of LPS that allows
us to define local projection spaces on overlapping sets. GLPS has first been introduced
and studied for the convection-diffusion problem in [25, 33] and for the Oseen problem in
[4, 35], recently, for the advection-reaction equations in [30]. A priori analysis in [33, 35]
is based on an inf-sup condition for Yh and Dh spaces and the existence of orthogonal
projection of Yh into Dh. Further, unlike LPS, GLPS needs neither a macro grid nor an
enrichment of approximation spaces.
The main contributions of this paper are the development of a GLPS conforming fi-
nite element scheme for Darcy equations and the derivation of its stability and convergence
estimates. In the present analysis, we approximate the velocity and pressure with the piece-
wise linear polynomial finite element space. In particular, the use of piecewise linear finite
elements for both the velocities and the pressure results in ill-posed discretizations. There-
fore, GLPS is proposed in this work to suppress the oscillations in the approximations. The
boundary conditions are not used strongly in discrete space; hence, the discrete formulation
is a combination of standard Galerkin formulations, stabilization terms, and weakly im-
posed boundary conditions. The proposed bilinear form satisfies an inf-sup condition with
respect to generalized local projection stabilized norm, which leads to the well-posedness of
the discrete problem. A priori error analysis assures the optimal order of convergence, that
is, O(h3/2) in the case of (Pc1/P
c
1) conforming finite element approximation. Furthermore,
the above approach has also been used to study the Stokes problem. We give an elementary
proof of stability and convergence analysis for the Stokes problem.
The outline of the article is as follows: In Section 2, we introduce the weak formula-
tion of the Darcy flow, notations, and preliminaries, which are used throughout the paper.
Section 3.1 is devoted to an overlapping local projection stabilized conforming finite ele-
ment methods in which we derive the stability analysis with respect to a generalized local
projection norm. In section 3.2, we provide an optimal a priori error estimates with re-
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spect to a generalized local projection norm. In Section 4, we extended the above result
to Stokes problem in the conforming FEM. Section 5 presents some numerical experiments
that confirm the theoretical analysis.
2. The Darcy problem
Let Ω ⊂ R2 be an open bounded polygonal domain with smooth boundary ∂Ω. Consider
the following Darcy flow equations: Find (u, p) such that
u+∇p = f; ∇ · u = φ in Ω, (1)
u · n = 0 on ∂Ω.
Here, u denotes the velocity vector, p is the pressure, f ∈ [L2(Ω)]2 is the source function,
φ is the volumetric flow rate source, and n is the unit outward normal vector to ∂Ω. The
divergence constraint implies that the prescribed data must satisfy the condition∫
Ω
φ dx = 0.
In order to formulate a weak formulation of the Darcy flow equations, we consider the
following Sobolev spaces
V := {v ∈ H(div,Ω)| v · n = 0 on ∂Ω} , Q := L20(Ω) =
{
q ∈ L2(Ω)|
∫
Ω
q dx = 0
}
,
where L2(Ω) is a space of square-integrable measurable function. Moreover, a weak formu-
lation of the model problem (1) reads: Find (u, p) ∈ V×Q such that
a(u,v)− b(p,v) = (f,v); b(u, q) = (φ, q),
for all v ∈ V and q ∈ Q. Here, (·, ·) denotes the L2(Ω) inner product and
a(u,v) :=
∫
Ω
u · v dx; b(p,v) :=
∫
Ω
p∇ · v dx.
An equivalent weak formulation of the model problem can be defined on the product space
V×Q and it reads: Find (u, p) ∈ V×Q such that
A((u, p), (v, q)) = L(v), (2)
for all (v, q) ∈ V×Q, where
A((u, p), (v, q)) := a(u,v)− b(p,v) + b(q,u); L(v) := (f,v) + (φ, q).
Furthermore, Banach-Necˇas-Babusˇka theorem [26, pp. 85] guarantees that the model prob-
lem (1) is well-posed in V×Q, for more details; see [26, pp. 230].
2.1. Finite element formulation
Let Th be a collection of non-overlapping quasi-uniform triangles obtained by a decom-
position of Ω. Let hK = diam(K) for all K ∈ Th and the mesh-size h = maxK∈ThhK . Let
Eh = E
I
h ∪ E
B
h be the set of all edges in Th, where E
I
h and E
B
h are the set of all interior
and boundary edges, respectively, and hE = diam(E) for all E ∈ Eh. Let Vh := V
I
h ∪ V
B
h
be the set of all vertices in Vh, where V
I
h and V
B
h are the set of all interior and boundary
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vertices, respectively. For any a ∈ Vh, we denote by Ma (patch of a) the union of all cells
that share the vertex a. Further, define ha = diam(Ma) for all a ∈ Vh. Moreover, We use
the following norm in the analysis. Let the piecewise constant function hT is defined by
hT |K = hK and s ∈ R and k ≥ 0
‖hsT u‖k =

∑
K∈Th
h2sK ‖u‖
2
Hk(K)


1
2
for all u ∈ Hk(Th).
Suppose I(a) denotes the index set for all Kl elements, so that Kl ⊂ Ma. Then, the
Figure 1: Node patch Ma.
local mesh-size associated to Ma is defined as
ha :=
1
card(I(a))
∑
l∈I(a)
hl, for each a ∈ Vh,
where card(I(a)) denotes the number of elements inMa. Since the mesh Th is assumed to
be locally quasi-uniform [10], there exists a positive ζ ≥ 1 independent of h such that
ζ−1 ≤
ha
hl
≤ ζ for all l ∈ I(a).
For any a ∈ Vh, define the fluctuation operator κa : L
2(Ma)→ L
2(Ma) by
κa(v) = v −
1
|Ma|
∫
Ma
v dx.
We next define a piecewise polynomial space as
Pk(Th) :=
{
v ∈ L2(Ω) : v|K ∈ Pk(K) ∀K ∈ Th
}
,
where Pk(K), k ≥ 0, is the space of polynomials of degree at most k over the element K.
Further, define a conforming finite element space of piecewise linear
Pc1(Th) :=
{
v ∈ H1(Ω) : v|K ∈ P1(K) ∀ K ∈ Th
}
.
Now recall the following technical results of finite element analysis.
Lemma 2.1. Trace inequality [24, pp. 27]: Suppose E denotes an edge of K ∈ Th. For
vh ∈ Pk(Th), there holds
‖vh‖L2(E) ≤ Ch
−1/2
K ‖vh‖L2(K). (3)
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Lemma 2.2. Inverse inequality [24, pp. 26]: Let v ∈ Pk(Th), for all k ≥ 0; then
‖∇v‖K ≤ Ch
−1
K ‖v‖K . (4)
Lemma 2.3. Poincare´ inequality [12, pp. 104]: For a bounded and connected polygonal
domain Ω and for any v ∈ H1(Ω), we have∥∥∥∥v − 1|Ω|
∫
Ω
v dx
∥∥∥∥
L2(Ω)
≤ ChΩ ‖∇v‖L2(Ω) ,
where hΩ and |Ω| denote the diameter and the measure of domain Ω. In particular, for
every vertex a ∈ Vh and every function v ∈ H
1(Ma), it holds∥∥∥∥v − 1|Ma|
∫
Ma
v dx
∥∥∥∥
L2(Ma)
≤ Cha ‖∇v‖L2(Ma) , (5)
where the constant C is independent of the mesh-size ha.
Furthermore, for a locally quasi-uniform and shape-regular triangulation the L2-orthogonal
projection Ih : L
2(Ω) → Pc1(Th) satisfies the following approximation properties, for more
details; see [2, 25].
Lemma 2.4. L2-Orthogonal projections: The L2-projection Ih : L
2(Ω)→ Pc1(Th) satisfies∥∥h−1T (v − Ihv)∥∥+ ‖∇(v − Ihv)‖ ≤ C ‖hT v‖2 , for all v ∈ H2(Ω), (6)
For vector valued functions Ih : [L
2(Ω)]2 → [Pc1(Th)]
2 satisfy∥∥h−1T (v − Ihv)∥∥+ ‖∇(v− Ihv)‖ ≤ C ‖hT v‖2 for all v ∈ [H2(Ω)]2. (7)
Moreover, the trace inequality over each edge imply

∑
E∈Eh
‖v − Ihv‖
2
L2(E)


1/2
≤ C
∥∥∥h3/2T v∥∥∥
2
for all v ∈ [H2(Ω)]2. (8)
The orthogonality relation for all vh ∈ [P
c
1(Th)]
2 imply
(v − Ihv,vh)L2(Ω) = 0, (9)
The following approximation estimates hold for the L2-orthogonal projection operator
‖Ihv‖ ≤ ‖v‖ ,
∥∥h−1T Ihv∥∥ ≤ C ∥∥h−1T v∥∥ , ‖∇(Ihv)‖ ≤ C ‖∇v‖ . (10)
Note that throughout this paper, C (sometimes subscripted) denotes a generic positive
constant, which may depend on the shape-regularity of the triangulation but is independent
of the mesh-size. Further, the notation c . d represents the inequality c ≤ Cd. Moreover,
(·, ·) represents the L2(Ω) inner product; and L2(Ω) and L∞(Ω) norms are respectively
denoted by ‖u‖ and ‖u‖∞. The standard notation of Sobolev space H
s(Ω), for s=1,2
and its norm ‖·‖r respectively, are used. The notation [L
2(Ω)]2 and [H1(Ω)]2, respectively,
abbreviates the vector-valued version of L2(Ω) and H1(Ω) and H10(Ω) is a subspace of H
1(Ω)
with zero trace functions.
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3. An overlapping local projection stabilization for Darcy flow problem
This section describes the overlapping local projection stabilization conforming finite
element methods for the problem (1), where the velocity and the pressure are approximated
with the continuous piecewise linear finite element spaces. The velocity field will be sought
in Vh := [P
c
1(Th)]
2 and the pressure in Qh := L
2
0(Ω)
⋂
Pc1(Th). An overlapping local
projection stabilized conforming finite element method is defined as follows: Find (uh, ph) ∈
Vh ×Qh such that
Ah((uh, ph), (v, q)) = L(v, q), for all (v, q) ∈ Vh ×Qh, (11)
where
Ah((uh, ph), (v, q)) = ah(uh,v)− bh(ph,v) + bh(uh, q) + Sh((uh, ph), (v, q)), (12)
and
ah(uh,v) : =
∑
K∈Th
∫
K
uh · v dx,
bh(ph,v) : = (ph,∇ · v)−
∑
E∈EB
h
∫
E
(v · n)ph ds,
Sh((uh, ph), (v, q)) : = Ssi((uh, ph), (v, q)) + Ssb((uh, ph), (v, q)),
Ssi((uh, ph), (v, q)) : =
∑
a∈Vh
βa
∫
Ma
κa(∇ · uh)κa(∇ · v) dx
+
∑
a∈Vh
βa
∫
Ma
κa(∇ph)κa(∇q) dx,
Ssb((uh, ph), (v, q)) : =
∑
E∈EB
h
∫
E
(uh · n)(v · n) ds,
L(v, q) : = (f,v) + (φ, q).
Further, introduce a generalized local projection norm on Vh ×Qh by
|||(uh, ph)|||
2 := ‖uh‖
2 + ‖h
1
2
T (∇ · uh)‖
2 + ‖ph‖
2 + Sh((uh, ph), (uh, ph)). (13)
3.1. The inf-sup condition
The main result of this section is the following theorem, which ensures that the discrete
bilinear form is well-posed [26, pp. 85].
Theorem 3.1. The discrete bilinear form (11) satisfies the following inf-sup condition for
some positive constant γ, independent of h,
inf
(uh,ph)∈Vh×Qh
sup
(vh,qh)∈Vh×Qh
Ah((uh, ph), (vh, qh))
|||(uh, ph)||| |||(vh, qh)|||
≥ γ.
Proof. In order to prove the stability result, it is enough to choose some (vh, qh) ∈ Vh×Qh
for any arbitrary (uh, ph) ∈ Vh ×Qh, such that
sup
(vh,qh)∈Vh×Qh
Ah((uh, ph), (vh, qh))
|||(vh, qh)|||
≥ γ |||(uh, ph)||| > 0. (14)
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We first consider the bilinear form in (12) with (vh, qh) = (uh, ph).
Ah((uh, ph), (uh, ph)) = ‖uh‖
2 + Sh((uh, ph), (uh, ph)). (15)
The stability of the pair ([H10(Ω)]
2/L20(Ω)) [26, pp. 199] implies that, there exists a constant
µ > 0 such that
inf
qh∈Qh
sup
v∈[H1
0
(Ω)]2
(∇ · v, qh)
‖∇ · v‖ ‖qh‖
≥ µ > 0. (16)
As a consequence of (16), for each ph ∈ Qh, there exists z ∈ [H
1
0(Ω)]
2 such that
− (∇ · z, ph) = ‖ph‖
2 and ‖z‖1,Ω ≤ C1‖ph‖. (17)
Let z ∈ [H10(Ω)]
2 is defined as in (17). Let zh = Ihz ∈ Vh.
‖zh‖1,Ω ≤ ‖z‖1,Ω ≤ C1‖ph‖. (18)
Taking (vh, qh) = (zh, 0) as a test function pair, the bilinear form (12) becomes
Ah((uh, ph), (zh, 0)) = ah(uh, zh)− bh(ph, zh) + Sh((uh, ph), (zh, 0)). (19)
Let us now bound the three contributions. Applying Cauchy-Schwarz inequality, (17) and
the Young’s inequality
ah(uh, zh) ≤ ‖uh‖‖zh‖ ≤ C1‖uh‖‖ph‖ ≤ C‖uh‖
2 +
1
8
‖ph‖
2.
In the second term of (19), add 0 = (ph, ph)− (ph,−∇ · z) to obtain
−bh(ph, zh) = −(ph,∇ · zh) +
∑
E∈EB
h
∫
E
(zh · n)ph ds
= ‖ph‖
2 + (ph,∇ · (z− zh)) +
∑
E∈EB
h
∫
E
(zh · n)ph ds. (20)
Applying an integration by parts to the second term of (20) we get
(ph,∇ · (z− zh)) = −(∇ph, (z − zh)) +
∑
E∈EB
h
∫
E
ph(z− zh) · n dx.
It follows that
−bh(ph, zh) = ‖ph‖
2 − (∇ph, z− zh).
Using the canonical nodal basis-function φa at the node a ∈ Vh over the mesh Th. Since,∑
a∈Vh
φa ≡ 1, we have
(∇ph, z− zh) =
∑
K∈Th
∫
K
∇ph(z− zh)
∑
a∈Vh
φa dx (21)
=
∑
a∈Vh
∫
Ma
(z− zh) ∇phφa dx.
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Using the orthogonality property of L2-projection (9) with the test function Caφa ∈ Vh ,
where Ca =
1
|Ma|
∫
Ma
∇ph dx, and ‖φ‖∞ ≤ 1, we have
(∇ph, z− zh) =
∑
a∈Vh
∫
Ma
(z− zh)
(
∇ph −
1
|Ma|
∫
Ma
∇ph dx
)
φa dx
≤

∑
a∈Vh
∫
Ma
β−1a (z− zh)
2 dx


1
2

∑
a∈Vh
∫
Ma
βaκ
2
a(∇ph) dx


1
2
≤
1
8
‖ph‖
2 + CSh((uh, ph), (uh, ph)).
Using the Cauchy-Schwarz inequality, the boundedness of an overlapping local projection
operator and (17) we obtain
Ssi((uh, ph), (zh, 0)) ≤ [Ssi((uh, ph), (uh, ph))]
1
2 [Ssi((zh, 0), (zh, 0))]
1
2
≤ [Ssi((uh, ph), (uh, ph))]
1
2‖∇ · zh‖
≤
C
2
Sh((uh, ph), (uh, ph)) +
1
8
‖ph‖
2. (22)
Since z = 0 on the boundary edges, using trace inequality over edges and (17), the next
term of stabilization is handled as
Ssb((zh, 0), (zh, 0)) =
∑
E∈EB
h
∫
E
(zh · n)
2 ds =
∑
E∈EB
h
∫
E
((z − zh) · n)
2 ds
≤ C
∥∥∥∥h 12T z
∥∥∥∥
1,Ω
≤
1
8
‖ph‖
2 .
Thus,
Sh((uh, ph), (zh, 0)) ≤
C
2
Sh((uh, ph), (uh, ph)) +
1
4
‖ph‖
2 .
Put together, (19) leads to
Ah((uh, ph), (zh, 0)) ≥
1
2
‖ph‖
2 − C
(
‖uh‖
2 +
1
2
Sh((uh, ph), (uh, ph))
)
. (23)
Finally, the control of
∥∥∥∥h 12T (∇ · uh)
∥∥∥∥
2
can be obtained by choosing (vh, qh) = (0, hT (∇·uh))
in (12), that is,
Ah((uh, ph), (0, Ih(hT (∇ · uh)))) = bh(Ih(hT (∇ · uh)),uh)
+ Sh((uh, ph), (0, Ih(hT (∇ · uh)))). (24)
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By adding and subtracting
∥∥∥∥h 12T (∇ · uh)
∥∥∥∥
2
, the first term of (24) becomes
bh(Ih(hT (∇ · uh)),uh) =
∥∥∥∥h 12T (∇ · uh)
∥∥∥∥
2
+ (Ih(hT (∇ · uh))− hT (∇ · uh),∇ · uh)
−
∑
E∈EB
h
∫
E
(uh · n) Ih(hT (∇ · uh)) ds. (25)
The second term of (25) is estimated as
(Ih(hT (∇ · uh))− hT (∇ · uh),∇ · uh)
=
∑
a∈Ma
∫
Ma
Ih(hK(∇ · uh))− hK(∇ · uh)(∇ · uh)φa dx
=
∑
a∈Ma
∫
Ma
(Ih(hK(∇ · uh))− hK(∇ · uh))
(
∇ · uh −
1
|Ma|
∫
Ma
∇ · uh dx
)
φa dx
≤
( ∑
a∈Ma
β−1a ‖Ih(hT (∇ · uh))− hT (∇ · uh)‖
2
L2(Ma)
) 1
2
[Ssi((uh, 0), (uh, 0))]
1
2
≤
1
6
∥∥∥∥h 12T (∇ · uh)
∥∥∥∥
2
+
C
2
Ssi((uh, ph), (uh, qh)).
In the third term of (25), using the Cauchy-Schwarz inequality, the trace inequality, stability
property of projection operator (10) and the Youngs inequality we get
∑
E∈EB
h
∫
E
(uh · n) Ih(hK(∇ · uh)) ds
≤

 ∑
E∈EB
h
∫
E
(uh · n)
2 ds


1
2

 ∑
E∈EB
h
∫
E
(Ih(hK(∇ · uh))
2 ds


1
2
≤
1
6
∥∥∥∥h 12T (∇ · uh)
∥∥∥∥
2
+
C
4
Ssb((uh, 0), (uh, 0)).
Put together, (24) leads to
Ah((uh, ph), (0, Ih(hT (∇ · uh)))) ≥
1
2
∥∥∥∥h 12T (∇ · uh)
∥∥∥∥
2
−
C
2
Sh((uh, ph), (uh, ph)). (26)
The selection of (vh, qh) is
(vh, qh) = (uh, ph) +
1
C + 1
(zh, 0) +
1
C + 1
(0, Ih(hT∇ · uh)).
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Adding (15), (23) and (26) leads to
Ah((uh, ph), (vh, qh))
≥ ‖uh‖
2 + Sh((uh, ph), (uh, ph)) +
1
2 + 2C
‖ph‖
2
−
C
C + 1
(
‖uh‖
2 +
1
2
Sh((uh, ph), (uh, ph))
)
+
1
2 + 2C
∥∥∥∥h 12T (∇ · uh)
∥∥∥∥
2
−
C
2 + 2C
(Sh((uh, ph), (uh, ph)))
=
1
2 + 2C
‖ph‖
2 +
1
2 + 2C
∥∥∥∥h 12T (∇ · uh)
∥∥∥∥
2
+
(
1−
C
1 + C
)(
‖uh‖
2 + Sh
(
(uh, ph), (uh, ph)
))
=
1
2 + 2C
‖ph‖
2 +
1
2 + 2C
∥∥∥∥h 12T (∇ · uh)
∥∥∥∥
2
+
1
C + 1
(
‖uh‖
2 + Sh
(
(uh, ph), (uh, ph)
))
≥
1
2C + 2
|||(uh, ph)|||
2 . (27)
Applying the triangle inequality
|||(vh, qh)||| ≤ |||(uh, ph)|||+
1
C + 1
|||(zh, 0)|||+
1
C + 1
|||(0, hT (∇ · uh))||| ≤ α |||(uh, ph)||| . (28)
In the second term of (28), applying (17) and a similar technique in (22), we get
|||(zh, 0)||| = ‖zh‖
2 + ‖h
1
2
T (∇ · zh)‖
2 + Sh(zh, zh) ≤ C‖ph‖
2,
and in the third term of (28), an inverse inequality (4) result in
|||(0, hT (∇ · uh))||| = ‖hT (∇ · uh)‖
2 ≤ C‖uh‖
2.
Finally, (27) and (28) lead to (14), and these concludes the proof.
3.2. A priori error estimates
This section presents a priori error estimates for the [Pc1/P
c
1] approximation for velocity-
pressure pair with respect to the |||·||| norm.
Lemma 3.1. Suppose βa = βha; for some β > 0. Let (u, p) ∈ [H
2(Ω)]2 × L20
⋂
H2(Ω).
Then
|||(u− Ihu, p − Ihp)||| ≤ C
(∥∥∥∥h 32T u
∥∥∥∥
2
+
∥∥∥∥h 32T p
∥∥∥∥
2
)
. (29)
Proof. We first consider the terms in |||·||| norm defined in (13)
|||(u− Ihu, p − Ihp)|||
2 := ‖u− Ihu‖
2 + ‖h
1
2
T (∇ · (u− Ihu))‖
2 + ‖p− Ihp‖
2
+Sh((u− Ihu, p− Ihp), (u− Ihu, p− Ihp)).
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Using the projection estimates (6)-(7) we get
‖u− Ihu‖ ≤
∥∥h2T u∥∥2 , ‖h 12T (∇ · (u− Ihu))‖ ≤
∥∥∥∥h 32T u
∥∥∥∥
2
and ‖p− Ihp‖ ≤
∥∥h2T p∥∥2 .
Recall the stabilization term
Sh((u−Ihu, p− Ihp), (u− Ihu, p − Ihp))
=
∑
a∈Vh
βa
∫
Ma
κ2a(∇ · (u− Ihu)) dx+
∑
a∈Vh
βa
∫
Ma
κ2a(∇(p− Ihp)) dx
+
∑
E∈EB
h
∫
E
((u− Ihu) · n)
2 ds. (30)
In the first term of (30), using the boundedness of an overlapping local projection operator,
βa = βha and (7) we obtain
∑
a∈Vh
βa
∫
Ma
κ2a(∇ · (u− Ihu)) dx
=
∑
a∈Vh
βa
∥∥∥∥∇ · (u− Ihu)− 1|Ma|
∫
Ma
∇ · (u− Ihu) dx
∥∥∥∥
2
L2(Ma)
≤
∑
a∈Vh
βa ‖∇ · (u− Ihu)‖
2
L2(Ma)
≤ C
∥∥∥h3/2T u∥∥∥2
2
Similarly,
∑
a∈Vh
βa
∫
Ma
κ2a(∇(q − Ihq)) dx ≤ C
∥∥∥h3/2T q∥∥∥2
2
The boundary term is handled by using the trace inequality over each edges (8)
∑
E∈EB
h
∫
E
((u− Ihu) · n)
2 ds =
∑
E∈EB
h
‖(u− Ihu) · n‖
2
L2(E) ≤
∥∥∥h3/2T u∥∥∥2
2
.
The combination of above estimates leads to (29). This concludes the proof.
Lemma 3.2. Suppose βa = βha; for some β > 0. Let (u, p) ∈ [H
2(Ω)]2 × L20
⋂
H2(Ω) and
for all (vh, qh) ∈ Vh ×Qh. Then
Ah((u− Ihu, p− Ihp), (vh, qh)) ≤ C
(∥∥∥∥h 32T u
∥∥∥∥
2
+
∥∥∥∥h 32T p
∥∥∥∥
2
)
|||(vh, qh)||| . (31)
Proof. Consider the bilinear form in (12)
Ah((u− Ihu, p− Ihp),(vh, qh))
= ah(u− Ihu,vh)− bh(p− Ihp,vh) + bh(u− Ihu, qh)
+ Sh((u− Ihu, p − Ihp), (vh, qh)). (32)
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Applying Cauchy-Schwarz inequality and the L2-projection property (7)
ah(u− Ihu,vh) ≤ ‖u− Ihu‖ ‖vh‖ ≤
∥∥h2T u∥∥2 |||(vh, qh)||| .
Consider the second term of bilinear form (32)
bh(p − Ihp,vh) = (p− Ihp,∇ · vh)−
∑
E∈EB
h
∫
E
(vh · n) (p − Ihp) ds. (33)
Using Cauchy-Schwarz inequality and the L2-projection property in the first term of (33)
we obtain
(p− Ihp,∇ · vh) ≤ ‖p− Ihp‖ ‖∇ · vh‖ ≤
∥∥∥∥h 32T p
∥∥∥∥
∥∥∥∥h 12T (∇ · vh)
∥∥∥∥ ≤
∥∥∥∥h 32T p
∥∥∥∥ |||(vh, qh)||| .
The second term of (33) is handled by using the Cauchy Schwarz inequality and trace
inequality over edges,
∑
E∈EB
h
∫
E
(vh · n) (p− Ihp) ds ≤
( ∑
E∈EB
h
‖vh · n‖
2
L2(E)
) 1
2
( ∑
E∈EB
h
‖p− Ihp‖
2
L2(E)
) 1
2
≤
∥∥∥∥h 32T p
∥∥∥∥ |||(vh, qh)||| .
Applying an integration by parts in the next term of the bilinear form (32)
bh(u− Ihu, qh) = (qh,∇ · (u− Ihu))−
∑
E∈EB
h
∫
E
((u− Ihu) · n) qh ds
= −(∇qh,u− Ihu) +
∑
E∈EB
h
∫
E
((u− Ihu) · n) qh ds
−
∑
E∈EB
h
∫
E
((u− Ihu) · n)qh ds. (34)
Applying the similar techniques as in (21), the first term of (34) is estimated as:
(∇qh,u− Ihu) ≤ C
∥∥∥∥h 32T u
∥∥∥∥
2
|||(vh, qh)||| .
The last term is estimated in a similar way as in (30)
Sh
(
(u− Ihu, p− Ihp), (vh, qh)
)
≤
(∥∥∥∥h 32T u
∥∥∥∥
2
+
∥∥∥∥h 32T p
∥∥∥∥
2
)
|||(vh, qh)||| .
The collection of all above estimates shows (31) and concludes the proof.
Lemma 3.3. Consistency Error: Suppose (u, p) ∈ [H2(Ω)]2 × L20(Ω)
⋂
H2(Ω) and
(uh,ph) ∈ Vh × Qh be the solutions to (2) and (11), respectively. For any (vh, qh) ∈
Vh ×Qh. Then
Ah((u− uh, p − ph), (vh, qh)) ≤ C
(∥∥∥∥h 32T u
∥∥∥∥
2
+
∥∥∥∥h 32T p
∥∥∥∥
2
)
|||(vh, qh)||| . (35)
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Proof. The model problem with the test function (vh, qh) ∈ Vh × Qh and the definition
of the bilinear form and the fact that the normal component u · n = 0 over the boundary
edges
Ah((u− uh, p − ph), (vh, qh)) = Ssi((u, p), (vh, qh)).
Ssi((u, p), (vh, qh)) =
∑
a∈Vh
βa
∫
Ma
κa(∇ · u)κa(∇ · vh) dx
+
∑
a∈Vh
βa
∫
Ma
κa(∇p) · κa(∇qh) dx. (36)
Using the Cauchy-Schwarz inequality, the Poincare´ inequality (5) and βa = βha in the first
term of (36) we have
∑
a∈Vh
βa
∫
Ma
κa(∇ · u)κa(∇ · vh) dx
≤

∑
a∈Vh
βa
∥∥∥∥∇ · u− 1|Ma|
∫
Ma
∇ · u dx
∥∥∥∥
2
L2(Ma)


1/2
S
1/2
h ((u, p), (vh, qh))
≤
∥∥∥h3/2T u∥∥∥
2
|||(vh, qh)||| .
In a similar way, the second term is handled as:
∑
a∈Vh
βa
∫
Ma
κa(∇p)κa(∇qh) dx ≤
∥∥∥h3/2T p∥∥∥
2
|||(vh, qh)||| .
The collection of all above estimates shows (35) and concludes the proof.
Theorem 3.2. Let (u, p) ∈ [H2(Ω)]2×L20
⋂
H2(Ω) and (uh,ph) ∈ Vh× Qh be the solutions
to (2) and (11), respectively. Suppose βa = βha; for some β > 0. Then it holds
|||(u− uh, p− ph)||| ≤ C
(∥∥∥∥h 32T u
∥∥∥∥
2
+
∥∥∥∥h 32T p
∥∥∥∥
2
)
. (37)
Proof. The triangle inequality implies
|||(u− uh, p − ph)||| ≤ |||(u− Ihu, p− Ihp)|||+ |||(Ihu− uh, Ihp− ph)||| . (38)
The first term of (38) follows from Lemma 3.1 i.e.
|||(u− Ihu, p− Ihp)||| ≤ C
(∥∥∥∥h 32T u
∥∥∥∥
2
+
∥∥∥∥h 32T p
∥∥∥∥
2
)
.
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The second of (38) is handled by using Theorem 3.1
|||(Ihu− uh, Ihp− ph)||| ≤ 1/β sup
(vh,qh)∈Vh× Qh
Ah((Ihu− uh, Ihp− ph), (vh, qh))
|||vh, qh|||
≤ 1/β sup
(vh,qh)∈Vh× Qh
Ah(u− uh, p − ph), (vh, qh))
|||vh, qh|||
+ sup
(vh,qh)∈Vh× Qh
Ah((Ihu− u, Ihp− p), (vh, qh))
|||vh, qh|||
. (39)
Finally, the result follows by using Lemma 3.2 and Lemma 3.3 in (39) and this concludes
the proof.
4. The Stokes problem
In this section, we extend the above analysis to the Stokes problem on mixed form.
Consider the following Stokes problem:
−∆u+∇p = f; ∇ · u = 0 in Ω, (40)
u = 0 on ∂Ω.
where Ω ⊂ R2 be an open bounded polygonal domain with smooth boundary ∂Ω. Here, u
denotes the velocities, p denotes the pressure, f ∈ [L2(Ω)]2 is some given data. The weak
form of Stokes problem is obtained by considering the bilinear form
B((u, p), (v, q)) : = a(u,v)− b(p,v) + b(q,u),
where a(u,v) = (∇u,∇v) and b(p,v) = (p,∇ · v). We consider the functional spaces
V = {v ∈ [H10(Ω)]
2}, and Q = H1(Ω) ∩ L20(Ω). The weak formulation of (40) now writes:
Find (u, p) ∈ V ×Q such that
B((u, p), (v, q)) = (f,v).
The existence of a weak solution to this problem follows by the application of the Lax-
Milgram lemma in the divergence free subspace of V and the pressure in Q by the Brezzi
condition [13].
Now, we describe an overlapping local projection stabilization conforming finite element
methods for the problem (40), where we approximate the velocity and the pressure with the
continuous piecewise linear finite element spaces. The velocity field will be sought in Vh :=
[Pc1(Th)]
2 and the pressure in Qh := L
2
0(Ω)
⋂
Pc1(Th). An overlapping local projection
stabilized conforming finite element method is defined as follows: Find (uh, ph) ∈ Vh×Qh
such that
Bh((uh, ph), (v, q)) = L(v, q), for all (v, q) ∈ Vh ×Qh, (41)
where
Bh((uh, ph), (v, q)) = ah(uh,v)− bh(ph,v) + bh(uh, q) + Sh((uh, ph), (v, q)), (42)
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and
ah(uh,v) : = (∇uh,∇v)−
∑
E∈EB
h
∫
E
∂uh
∂n
· v ds−
∑
E∈EB
h
∫
E
∂v
∂n
· uh ds
+
∑
E∈EB
h
∫
E
ζ
hE
uh · v ds,
bh(ph,v) : = (ph,∇ · v)−
∑
E∈EB
h
∫
E
(v · n)ph ds,
Sh((uh, ph), (v, q)) : = Ssi((uh, ph), (v, q)) + Ssb((uh, ph), (v, q)),
Ssi((uh, ph), (v, q)) : =
∑
a∈Vh
βa
∫
Ma
κa(∇ · uh)κa(∇ · v) dx
+
∑
a∈Vh
βa
∫
Ma
κa(∇ph)κa(∇q) dx,
Ssb((uh, ph), (v, q)) : =
∑
E∈EB
h
∫
E
(uh · n)(v · n) ds,
L(v, q) : = (f,v).
Further, introduce the generalized local projection norm for Vh ×Qh by
|||(uh, ph)|||
2 := ‖∇uh‖
2 + ‖ph‖
2 +
∑
E∈EB
h
∫
E
ζ
hE
u2h ds+ Sh((uh, ph), (uh, ph)). (43)
Theorem 4.1. Let ζ be chosen such that ζ > ζ0 > 0 with sufficiently large ζ0 and the dis-
crete bilinear form (41) satisfies the following inf-sup condition for some positive constant
ν, independent of h,
inf
(uh,ph)∈Vh×Qh
sup
(vh,qh)∈Vh×Qh
Bh((uh, ph), (vh, qh))
|||(uh, ph)||| |||(vh, qh)|||
≥ ν.
Proof. In order to prove the stability result, it is enough to choose some (vh, qh) ∈ Vh×Qh
for any arbitrary (uh, ph) ∈ Vh ×Qh, such that
sup
(vh,qh)∈Vh×Qh
Bh((uh, ph), (vh, qh))
|||(vh, qh)|||
≥ ν |||(uh, ph)||| > 0.
We first consider the bilinear form in (42) with (vh, qh) = (uh, ph).
Bh((uh, ph), (uh, ph)) = ‖∇uh‖
2 − 2
∑
E∈EB
h
∫
E
∂uh
∂n
· uh ds+
∑
E∈EB
h
∫
E
ζ
hE
u2h ds
+ Sh((uh, ph), (uh, ph)). (44)
The second term of (44) is handled by using the Cauchy-Schwarz inequality and trace
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inequality (3)
2
∫
E
∂uh
∂n
· uh ds ≤ 2
∥∥∥∥∂uh∂n
∥∥∥∥
L2(E)
‖uh‖L2(E) ≤ 2h
−1/2
E ‖∇uh‖L2(K) ‖uh‖L2(E) . (45)
The sum of all boundary edges of (45) and using the Young’s inequality we have
2
∑
E∈EB
h
∫
E
∂uh
∂n
· uh ds ≤
1
2
‖∇uh‖
2 + 2C2
∑
E∈EB
h
∫
E
1
hE
u2h ds. (46)
Substitution of (46) to (44) and the selection of parameter ζ > ζ0 =: 4C
2 to obtain
Bh((uh, ph),(uh, ph))
≥
1
2
‖∇uh‖
2 +
ζ − 2C2
ζ
∑
E∈EB
h
∫
E
ζ
hE
u2h ds+ Sh((uh, ph), (uh, ph))
≥
1
2

‖∇uh‖2 + ∑
E∈EB
h
∫
E
ζ
hE
u2h ds+ Sh((uh, ph), (uh, ph))

 .
Note that the selection of parameter ζ implies that
ζ − 2C2
ζ
≥
1
2
.
Finally, taking (vh, qh) = (zh, 0) as a test function pair, the bilinear form (42) becomes
Bh((uh, ph), (zh, 0)) = ah(uh, zh)− bh(ph, zh) + Sh((uh, ph), (zh, 0)). (47)
Most of the estimates for the right-hand side terms of (47) follows from (19). Only those
estimates that are new or different from (19) are discussed here. Consider the first term of
(47)
ah(uh, zh) = (∇uh,∇zh)−
∑
E∈EB
h
∫
E
∂uh
∂n
· zh ds−
∑
E∈EB
h
∫
E
∂zh
∂n
· uh ds
+
∑
E∈EB
h
∫
E
ζ
hE
uh · zh ds. (48)
The first term of (48) is handled by using the Cauchy-Schwarz inequality, (18) and the
Young’s inequality
(∇uh,∇zh) ≤ ‖∇uh‖ ‖∇zh‖ ≤ C ‖∇uh‖ ‖ph‖ ≤ C ‖∇uh‖
2 +
‖ph‖
2
5
.
Since ∂uh∂n is constant on the edge E and z = 0 on the boundary edges, using the Cauchy-
Schwarz inequality, the trace inequality, (6) and (18)∫
E
∂uh
∂n
· zh ds =
∫
E
∂uh
∂n
· (zh − z) ds ≤ C
∥∥∥∥∂uh∂n
∥∥∥∥
L2(E)
‖zh − z‖L2(E)
≤ C ‖∇uh‖L2(K) ‖∇zh‖L2(K) .
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and
∫
E
ζ
hE
uh · zh ds =
(∫
E
ζ
hE
u2h ds
) 1
2
(∫
E
ζ
hE
(zh − z)
2 ds
) 1
2
≤ C
(∫
E
ζ
hE
u2h ds
) 1
2
‖∇zh‖L2(K) .
The sum of all boundary edges and using the (18) and Young’s inequality we have
∑
E∈EB
h
∫
E
∂uh
∂n
· zh ds+
∑
E∈EB
h
∫
E
ζ
hE
uh · zh ds
≤ C

‖∇uh‖2 + ∑
E∈EB
h
∫
E
ζ
hE
u2h ds

+ ‖ph‖2
5
.
The second term of (48) is handled as
∑
E∈EB
h
∫
E
∂zh
∂n
· uh ds ≤ ‖∇zh‖
2 + C
∑
E∈EB
h
∫
E
ζ
hE
u2h ds ≤
‖ph‖
2
5
+ C
∑
E∈EB
h
∫
E
ζ
hE
u2h ds.
Put together (47) leads to
Bh((uh,ph), (zh, 0))
≥
1
2
‖ph‖
2 − C

‖∇uh‖2 + ∑
E∈EB
h
∫
E
ζ
hE
u2h ds+ Sh((uh, ph), (uh, ph))

 .
The final selection of (vh, qh) is
(vh, qh) = (uh, ph) +
1
C + 1
(zh, 0),
here Ih is defined in (6). Finally, rest of the proof follows in a similar way as in Theorem
3.1.
Theorem 4.2. Let (u, p) ∈ [H2(Ω)]2×L20
⋂
H1(Ω) and (uh,ph) ∈ Vh× Qh be the solutions
to (2) and (41), respectively. Suppose βa = βha; for some β > 0. Then it holds
|||(u− uh, p − ph)||| ≤ C (‖hT u‖2 + ‖hT p‖1) .
Proof. Identical to the proof of Theorem 3.2.
5. Numerical Results
In this section, we present an array of numerical results to support the derived theoret-
ical estimates and to illustrate the robustness of the proposed scheme. Numerical solutions
of all test examples are computed on an hierarchy of uniformly refined triangular meshes
having 16, 64, 256, 1024, and 4096 cells, respectively, see Figure 2 for the initial and an
uniformly refined mesh of 16 triangles and 64 triangles, respectively.
17
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Figure 2: Triangulations used for computations in section 5
A. Darcy flow problem
We consider the model problem (1) in Ω = (0, 1)2 with a given exact solution
u(x, y) = (−pi sin(2piy) sin2(pix), pi sin(2pix) and p(x, y) = sin(2pix) sin(2piy)
and set a stabilization parameter βa = βha, β = 10. The solution is approximated with
the equal-order interpolation spaces Pc1/P
c
1 using GLPS finite element formulation (11).
Although the velocity and pressure approximation spaces are not inf-sup stable for the
Darcy problem, the GLP stabilization arrests the oscillations effectively. Figure 3 shows the
Pc1/P
c
1 approximations with GLP stabilized finite element solutions at the mesh-size 0.0078.
The errors are computed in L2- norm, H1-seminorm and |||·||| stabilized norm. The computed
errors with the L2−norm and H1−seminorm are presented in Table 1, whereas Table 3
presents the errors measured in GLP stabilized norm as defined in (13). We can observe
a second-order convergence in L2-norm, a first-order convergence in H1-seminorm and
O(h3/2) convergence in |||·|||. Also, the last plot of Figure 3 shows the convergence behavior
of Pc1/P
c
1 approximation of Darcy equations with respect to L
2-norm, H1-seminorm and
the GLP stabilized norm. These numerical results support the estimates derived in the
previous section.
Table 1: Darcy problem: Errors and convergence orders.
Mesh-size ‖u− uh‖ Order |∇(u− uh)| Order ‖p− ph‖ Order
1/16 1.7949 - 13.1479 - 0.1040 -
1/32 0.5847 1.6182 5.1579 1.3500 0.0177 2.5549
1/64 0.1395 2.0669 1.8466 1.4819 0.0027 2.7185
1/128 0.0262 2.4128 0.5405 1.7724 0.0005 2.5674
B. Stokes flow problem
In order to demonstrate the robustness of the method, we consider the Stokes problem
as the second numerical test example. We consider the model problem (40) in Ω = (0, 1)2
with a given exact solution u(x, y) = (− cos(2pix) sin(2piy) + sin(2piy), sin(2pix) cos(2piy)−
sin(2pix)) and p(x, y) = 2pi(cos(2piy) − cos(2pix)). The stabilization parameters for the
discrete variational formulation (42) is chosen as βa = ha with β = 1 and ζ = 2. The
equal-order interpolation spaces, Pc1/P
c
1, are used to approximate the velocity and pres-
sure approximation. The generalized local projection stabilized finite element scheme over-
comes the space incompatibility issue and improves the pressure’s approximation. Figure
18
Figure 3: GLPS discrete solution (uh, ph), and convergence plot of Darcy problem.
4 displays the Pc1/P
c
1 stabilized solution at the mesh-size 0.0078. The quantitative and
qualitative errors and the order of convergence obtained with Pc1/P
c
1 finite element ap-
proximations are summarized in Table 2, Table 3 and in the last plot of Figure 4. Desired
convergence rates, i.e., second-order L2-errors in velocity and pressure, and first-order
H1−approximation error in velocity, are demonstrated.
Table 2: Stokes problem: Errors and convergence orders.
Mesh-size ‖u− uh‖ Order |∇(u− uh)| Order ‖p− ph‖ Order
1/16 0.3360 - 2.7865 - 2.2824 -
1/32 0.0912 1.8806 1.0935 1.3495 0.7719 1.5641
1/64 0.0182 2.3237 0.3933 1.4754 0.2027 1.9289
1/128 0.0030 2.6161 0.1667 1.2384 0.0448 2.1764
Table 3: Error and convergence orders with respect to |||·|||
Mesh-size h 1/4 1/8 1/16 1/32 1/64 1/128
Darcy flow |||·||| 2.7966 2.6309 1.8345 0.6146 0.1470 0.0363
Order - 0.0881 0.5202 1.5777 2.0639 2.0164
Mesh-size h 1/4 1/8 1/16 1/32 1/64 1/128
Stokes flow |||·||| 6.8727 5.7263 2.6194 0.8297 0.2087 0.0470
Order - 0.2633 1.1284 1.6585 1.9910 2.1508
19
Figure 4: GLPS discrete solution (uh, ph) and convergence plot of Stokes problem.
6. Conclusions
In this article, a generalized local projection stabilized (GLPS) conforming finite el-
ement scheme for Darcy flow and Stokes problems with equal-order interpolation spaces
(Pc1/P
c
1), is proposed and analyzed. GLPS allows to use projection spaces on overlapping
sets and avoids the need of a two-level mesh or an enrichment of finite element space. The
partition of unity of the basis functions together with L2-orthogonal projection properties
is used in deriving the stability and convergence estimates. Further, a robust a priori error
analysis is derived for both problems. An array of numerical experiments are presented to
support the derived estimates and to demonstrate the efficiency of the proposed scheme in
suppressing oscillations without compromising the order of convergence.
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