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A cellular model of the primate retina has been developed. Unlike existing models, it incorporates spatial non-uniformities, such as the
random arrangement of L and M cones, and the radial dilation with eccentricity. Based on a population of ganglion cell activities, col-
our-image representation is modelled with the luminance and the R–G opponent channels. The developed model reproduces experimen-
tally known properties in temporal and spatial vision. Furthermore, spatio-temporally coupled properties such as transition from
positive to negative phases in an afterimage, are recapped. In colour vision, the model can explain the insensitivity in our colour percep-
tion to the L/M cone ratio.
 2005 Elsevier Ltd. All rights reserved.
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In this article, a cell-level computational model is devel-
oped for the primate fovea, based on anatomical and phys-
iological knowledge. By using the model, foveal image
processing is studied in time, space and colour dimensions.
Furthermore, afterimages present 10–100 ms after the
stimulus cessation are studied in various stimulus and
post-stimulus conditions. In the rest of this section, retinal
anatomy and physiology are ﬁrst summarised along with
types of mathematical models. The section concludes with
an introduction to afterimages, in which temporal, spatial
and colour properties are coupled.
The primate retina consists of two anatomically distinct
areas, the central fovea and the peripheral retina. The fovea
is of high spatial acuity and is responsible for most visual
tasks requiring high acuity. However, the diameter of the0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.08.031
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E-mail address: h.momiji@imperial.ac.uk (H. Momiji).fovea corresponds only to a few degrees of visual angle.
Our visual percept is, therefore, shaped by a process of ﬁx-
ating the fovea on a patch of a scene in a short time (ﬁxa-
tion) and shifting it ballistically onto another remote patch
(saccade). Furthermore, during ﬁxation the eye is still mov-
ing involuntarily. These ﬁxational eye movements can be
subdivided into microsaccades, drift and tremor from large
to small in amplitude. Drift and tremor may occur simulta-
neously (Martinez-Conde, Macknik, & Hubel, 2004,
Fig. 3).
In a vertical view, the retina is comprised of ﬁve layers of
photoreceptors, horizontal cells, bipolar cells, amacrine
cells, and ganglion cells, from outer to inner (Fig. 1).
Visual function in the retina may be modelled by the
receptive ﬁeld (RF) properties of ganglion cells. A majority
of RFs are known to be well described by the diﬀerence of
Gaussian (DoG) function. However, to investigate, for
example, afterimages, a model that can also describe tem-
poral dynamics is necessary. A simple model was developed
for the ﬁring rate of a ganglion cell attributed to a centre-
surround RF, by combining the DoG function and the
Fig. 1. Schematic illustration of a vertical cross-section of the fovea, with
physiological interactions between cells.
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This model agrees well with physiological data (see Meister
and Berry (1999) for a review with model variations).
At the other extreme, the retinal system may be
modelled by considering ionic-current mechanisms involv-
ing numerous neurons, and sub-neural parts. Ionic current
models were developed, for example, for rods (Ogura,
Satoh, Usui, & Yamada, 2003), horizontal cells
(Fahrenfort, Habets, Spekreijse, & Kamermans, 1999;
Usui, Kamiyama, Ishii, & Ikeno, 1996a) and bipolar cells
(Usui, Ishihara, Kamiyama, & Ishii, 1996b). Numerically
simulated results were compared to physiological data with
good agreement. The network of horizontal cells connected
via gap junctions was also modelled (Usui et al., 1996a).
Cones are known to hyperpolarise at light onset, and to
show characteristic depolarising behaviour with an over-
shoot after light cessation (Schneeweis & Schnapf, 1999).
Such behaviour may inﬂuence receptive ﬁeld properties,
inﬂuencing afterimages. Both hyperpolarisation and over-
shooting depolarisation, the latter showing saturation to
light intensity, were recently explained with a simpliﬁed
ionic-current model (Hennig, Funke, & Wo¨rgo¨tter, 2002).
Alternatively, models may be developed on a physiolog-
ical basis at the cell-level, while details of sub-cellular ionic
mechanisms are largely ignored (Ba´lya, Rekeczky, &
Roska, 2002a; Ba´lya, Roska, Roska, & Werblin, 2002b;
Hennig et al., 2002; Shah & Levine, 1996a, 1996b; Wilson,
1997). These models are computationally much lighter than
ionic-current models, and have succeeded in reproducing,
for example, the retinas adaptivity to light intensity (Shah& Levine, 1996b), and eﬀects of amacrine cell subtypes on
ganglion cell properties (Hennig et al., 2002).
Illusions are essential to understanding our visual pro-
cesses. Two types of afterimage exist, positive and nega-
tive. In a positive afterimage, bright areas remain bright
and dark areas remain dark, while in a negative afterim-
age, bright areas of the image turn dark and vice versa.
Positive afterimages are thought to be associated with ret-
inal latency and last only tens of milliseconds (Brown,
1965). It is employed by television technology, where
the frame interval is about 30 ms, while psychophysical
experiments showed that human visual system is tempo-
rally band-pass to about 20 Hz (=1/50 ms) (Schwartz,
1994, Fig. 8-8). On the other hand, negative afterimages
are usually attributed to photoreceptor fatigue due to
photopigment bleaching, for which people are asked to
gaze at an image for typically 30 s. In such a condition,
negative afterimages last tens of seconds, being consistent
with that it takes minutes for cone pigments to recover
from bleaching, and more for rods (Schwartz, 1994,
Fig. 3-8). However, non-bleaching negative afterimages
also exist (Kelly & Martinez-Uriegas, 1993). Afterimages
are in fact complex phenomena beyond the stereotypical
explanation above. For example, a brief ﬂash of light
may cause a sequence of alternate four positive and three
negative afterimages, although the complete sequence of
this oscillation cannot be seen in any one trial because
the optimal viewing conditions vary between phases
(Brown, 1965; Taya & Ohinata, 2002). Negative after-
images were investigated by Wilson (1997) by using his
1-D cell-level model, with success in reproducing the spa-
tial frequency doubling.
Following the earlier attempts (Ba´lya et al., 2002a,
2002b; Hennig et al., 2002; Shah & Levine, 1996a, 1996b;
Wilson, 1997), this article reports a new cellular model
including the spatial non-uniformity and colour mecha-
nisms. Retinal representation is then modelled in the per-
spective of time-varying population coding, beyond the
application of DoG functions (ﬁlters). In Section 2, model
development will be detailed in views of anatomy (2.1);
physiology (2.2); colour mechanisms (2.3); representation
(2.4); and psychophysical experiments (2.5). In Section 3,
the developed model will be examined numerically on
temporal (3.1) and spatial (3.2) properties; short-term,
non-bleaching afterimages (3.3, 3.4 and 3.5); and colour
properties (3.6 and 3.7).
2. Methods
In this section, a cell-level model is developed for the
primate fovea. The model is formulated as a set of diﬀer-
ential equations. Unlike any of the earlier models, this
model incorporates the spatially irregular structure of
the retina explicitly, which inﬂuences temporal, spatial
and chromatic properties, as will be seen. The proposed
formulation is also applicable to the para-fovea and the
peripheral retina.
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The model consists of ﬁve layers of photoreceptors (pr),
horizontal cells (hc), bipolar cells (bc), amacrine cells (ac),
and ganglion cells (gc), and considers only ON-pathways.
For each layer, a 2-D continuous space is considered. Cells
can be deﬁned anywhere in that space unless they overlap
each other.
Primate retinal organisation and physiology has been
studied mainly in macaques, whose retina is known to have
marked similarities to the human retina, with two main
structural characteristics (Dacey, 2000). First, the primate
fovea is dominated by cones, which are hexagonally
packed. Cone packing is dense at the retinal centre
(160,000/mm2), but becomes sparse with eccentricity
(Wa¨ssle & Boycott, 1991). Furthermore, the central fovea
known as foveola, whose diameter is about 100 cones
(1 in visual angle), is devoid of S cones. L and M cones
are not arranged regularly in the 2-D foveal space, forming
clusters instead (Roorda & Williams, 1999). Second, such a
central area is characterised by the one-to-one connection
of a cone and a ganglion cell via a midget bipolar cell
(Calkins, Schein, Tsukamoto, & Stering, 1994).
There are other aspects to consider. Foveal horizontal
cells contact only 6–7 cones (Wa¨ssle & Boycott, 1991).
Because amacrine cells spatially ﬁne-tune receptive ﬁelds
(Cook & McReynolds, 1998), connections via gap junc-
tions between cones and between amacrine cells are
thought to be weaker than those between horizontal cells.
By considering these features, the central area of the
fovea may be modelled as follows. First, a uniform triangu-
lar grid labeled by (p,q) is deﬁned, to mathematically
describe the hexagonal close packing of cones. Then, each
type of cell and its inter-connections are deﬁned with the
following rules, which are graphically illustrated in Fig. 1:
• Either a M or L cone (PR) is deﬁned randomly on every
lattice site (p,q) (Roorda, Metha, Lennie, & Williams,
2001).Fig. 2. Cone mosaics at 0 (A and C) and 1 (B) eccentricities. All contain the sa
stimulus is indicated for reference. L/M ratios are 1.10 (A and B) and 4.03 (C• A horizontal cell (HC) is deﬁned on every site on the lat-
tice (p,q).
• A bipolar cell (BC) is deﬁned on every site on the lattice
(p,q).
• An amacrine cell (AC) is deﬁned on every site on the lat-
tice (p,q).
• A ganglion cell (GC) is deﬁned on every site on the lat-
tice (p,q).
• Each HC has feedforward connections from the seven
nearest PRs (Wa¨ssle & Boycott, 1991).
• Each PR, say at (p,q), has a feedback connection from
the HC at (p,q) (Shah & Levine, 1996a; Wilson, 1997).
• Each BC, say at (p,q), has a feedforward connection
from the PR at (p,q).
• Each GC, say at (p,q), has a feedforward connection
from the BC at (p,q).
• Each AC has feedforward connections from the seven
nearest BCs.
• Each BC, say at (p,q), has a feedback connection from
the AC at (p,q).
• Each HC has connections to the nearest six HCs via gap
junctions.
Finally, the triangular grid is dilated about the origin
with eccentricity:
x; yð Þ ¼ x0; y0ð Þðx20 þ y20Þ0:1; ð1Þ
where (x0,y0) and (x,y) are the respective lattice site
locations on Cartesian coordinates before and after the
dilation. According to Eq. (1), cone density at the eccen-
tricity of 10 is about 1/16 of the peak value at the fove-
al centre (reasonable agreement with Wa¨ssle & Boycott,
1991, Fig. 2A). Fig. 2 shows the resulting model struc-
tures seen from the cone layer at eccentricities of 0 (A
and C) and 1 (B). The rate of population is
PR:HC:BC:AC:GC = 1:1:1:1:1 as in primates fovea
(Ahmad, Klug, Herr, Sterling, & Schein, 2003, note that
OFF pathways are not considered in this model). Sinceme number of cones, and are displayed in a single scale. Size of the 15 · 15
).
1 There are some typographic errors in their paper. In the present article,
correct equations and parameter values are used (Hennig & Wo¨rgo¨tter,
368 H. Momiji et al. / Vision Research 46 (2006) 365–381cells are sequentially countable for each type, they are
referenced by a single label i in the following. This no-
tion is more generic and applicable to any structure with
defects and/or deformations.
Precisemeasurements andanalysis arediﬃcult for tremor.
Here tremor is modelled as the harmonic oscillation of the
retina over the 2-D image with a period of 10 ms and ampli-
tude of 1 cone distance (Martinez-Conde et al., 2004, Table
1). Oscillation direction is chosen randomly at the beginning
of every period. On the other hand, microsaccades are not
introduced because inter-microsaccadic interval is typically
1 s (Martinez-Conde et al., 2004, Table 3), while in the pres-
ent study of afterimages stimuli are present in 250 ms. If
included, a single microsaccadic event has the same eﬀect as
stimulus onset or cessation. Drift is not modelled explicitly.
However, because its mean speed is about 0.1/s, or equiva-
lently 2.5 cones in250 ms (Martinez-Condeetal., 2004,Table
2), drift path is, largely embedded in thearea coveredby trem-
or for the experiments with the 250-ms light illumination.
2.2. Diﬀerential equations
In the following, superscripts pr, hc, bc, ac, gc, and xx
denote each cell type (see above) and all types, whereas
subscripts i and n identify the speciﬁc cell within each type.
The inter-cellular dynamics are formulated such that
each cell senses the states of connected cells, then changes
its own state. The state of each cell is represented by its
membrane potential (V). For example, a horizontal cell
may change its Vhc depending on the Vpr of a connected
cone (feed forward, Eq. (5), second right term). Likewise,
a cone may change its Vpr depending on the Vhc of a con-
nected horizontal cell (feed back, Eq. (6), second right
term). Furthermore, for cones, simpliﬁed ionic interactions
formulated by Hennig et al. (2002) are also considered.
They involve normalised concentrations ([. . .]) of Ca, H,
cGMP, PDE ions (see Wilson (1997) for a simpler model).
The state of the whole system driven by light (I) at time t
is represented as ðV gci ðtÞ; V aci ðtÞ; V bci ðtÞ; V hci ðtÞ; V pri ðtÞ;
½CaiðtÞ; ½H iðtÞ; ½cGMP iðtÞ; ½PDEiðtÞ; I iðtÞÞ, which follows a
set of ordinary diﬀerential equations (read with Fig. 1):
dV gci
dt
¼ agcdV gci tð Þ þ GgcbcdV bci tð Þ
 þspike generationð Þ; ð2Þ
dV aci
dt
¼ aacdV aci tð Þ þ GacbcXlinks
n
dV bcn tð Þ; ð3Þ
dV bci
dt
¼ abcdV bci tð Þ þ GbcacXlinks
n
dV acn tð Þ þ GbcprV pri tð Þ; ð4Þ
dV hci
dt
¼ ahcdV hci tð Þ þ GhcprXlinks
n
V prn tð Þ þ Ghchc

Xlinks dV hcn tð Þ dV hci tð Þ ; ð5Þ
ndV pri
dt
¼ 1
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 ð8Þ
d

cGMP

i
dt
¼b Ca
i
tð Þ1
 
PDE
i
tð ÞcGMP
i
tð Þ; ð9Þ
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where
dV xxi tð Þ ¼ V xx–max tanh V xxi tð ÞV xx–max
 
. ð11Þ
and Vxx–max, axx, Gxx–yy, Gxx–xx, Cp, qP, qI, c, c, a, kH, AH,
SH, dH, b, s, A
pr, and Ipr are constants. Vxx–max is intro-
duced to represent the limited membrane potential
ðjV xxi ðtÞj < V xx–maxÞ. axx represents the electrically leaky
nature of cells. Gxx–yy and Gxx–xx are the respective synaptic
and gap-junction constants. Type of synaptic coupling,
excitatory or inhibitory, is reﬂected in the sign of Gxx–yy
(see Table 1 with Fig. 1). Sk; i is the sensitivity in a cone
to light, and is dependent on type (k = S, M, L). The full
expression for Sk; i is given in Section 2.3. Light intensity
is normalised by Apr. Other constants of Cp, qP, qI, c, c,
a, kH, AH, SH, dH, b, s and I
pr are used to collectively de-
scribe the intra-cone dynamics in Eqs. (6)–(10) (Hennig
et al., 2002).1 Cp is membrane capacity, and qP and qI are
the amounts of unit charge transported by Ca ion and H
ion currents, respectively. c and c collectively denote the in-
ﬂux rate of cGMP ion, while a denotes the eﬄux rate of Ca
ion. kH and dH denote the rate of increase and decrease of
H ion concentration, respectively, while AH denotes the
activation of the photoreceptor at which the current is
half-activated, and SH denotes the slope of the activation
function. b expresses strength of the resynthesis reaction
of cGMP ion. s is a time constant for PDE ion concentra-
tion, while Ipr represents the photoreceptor fatigue due to
pigment bleaching.
Ganglion cells generate spikes (action potentials). The
ﬁring rate is known to be positively correlated to the sub-
threshold membrane potential of a ganglion cell, while
the subthreshold membrane potential dips for a few ms
after a spike event, which occurs erratically (Meister & Ber-
ry, 1999). Spike generation with such properties may be
modelled with a time-varying ﬁring period as a function
of the membrane potential of a ganglion cell. Spikes are,2004, private communication).
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Fig. 3. The relations between relative absorbance and wavelength
calculated for S, M and L cones in humans (see Eqs. (12)–(17)).
Table 1
The values of parameters used in the simulations
symbol Value Unit Symbol Value Unit
agc 0.1 ms1 ahc 0.1 ms1
Ggc–bc 0.5 ms1 Ghc–pr 0.02 ms1
aac 0.1 ms1 Ghc–hc 1.5 ms1
Gac–bc 0.02 ms1 Gpr–hc 0.02 mV2 ms1
abc 0.1 ms1
Gbc–ac 0.1 ms1
Gbc–pr 0.05 ms1
Vxx–max 100 mV
qP/Cp 100 mV kH 1 —
qI/Cp 600 mV AH 400 mV
c 0.4 ms1 SH 0.01 mV
1
c 0.14 — dH 0.025 ms
1
a 0.4 ms1 b 0.6 ms1
s 10 ms
Apr 104 td1
dt 0.1 ms I 101, 102, 103, 104 or 105 td
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els (Ba´lya et al., 2002a, 2002b; Hennig et al., 2002; Shah &
Levine, 1996a, 1996b; Wilson, 1997). This is suﬃcient to
model the behaviour averaged over trials.
Although the ionic mechanisms for the feedback from a
horizontal cell to a cone has not been fully identiﬁed
amongst three possible candidates (Kamermans & Spe-
kreijse, 1999), it is likely to be nonlinearly dependent on
the horizontal cell membrane potential (Vhc) (Fahrenfort
et al., 1999). By considering symmetry, it is modelled as
proportional to the cube of horizontal cell membrane
potential ððV hci ðtÞÞ3Þ. All other synaptic couplings are line-
arly modelled as the simplest description. Because of Eqs.
(6) and (8)–(11), the system is non-linear.
Cones are modelled to sense (sample) light intensities at
their locations. These intensities are bi-linearly interpolated
values of the image deﬁned on the 2-D square grid. Eqs.
(6 and 10) are diﬀerent from the corresponding equations
in Hennig et al. (2002), with the feedback mechanism from
horizontal cells to a cone in Eq. (6), and the cone pigment
bleaching eﬀect (retinal fatigue) in Eq. (10).
2.3. Colour mechanisms
Colour mechanisms are modelled such that the sensitiv-
ity of each type of cone (Sk; k = S, M, L) varies with the
normalised power spectrum of the incident light (Pi(k)),
where k is wavelength in nm and Pi(k)dk = 1. According
to Govardovskii, Fyhrquist, Reuter, Kuzmin, and Donner
(2000), the relative absorbance (Ak) of A1 pigments, which
humans use, is modelled for each k as:
Ak;a kð Þ¼ 1
exp A akk=kð Þ½ þ exp B bkk=kð Þ½ þ exp C ckk=kð Þ½ þD ;
ð12Þ
a ¼ 0:8795þ 0:0459 exp ðkk  300Þ2=11940
h i
; ð13ÞAk;b kð Þ ¼ Ab exp 

k kmb
 
=bb
2n o
; ð14Þ
kmb ¼ 189þ 0:315kk; ð15Þ
bb ¼ 40:5þ 0:195kk; ð16Þ
Ak kð Þ ¼ Ak;a kð Þ þ Ak;b kð Þ; ð17Þ
where A, B, b, C, c, D, Ab are constants (A = 69.7, B = 28,
b = 0.922, C = 14.9, c = 1.104, D = 0.674, Ab = 0.26).
For humans, kS = 420, kM = 530 and kL = 565 (Tove´e,
1996, Table 3.1) (Fig. 3). Sk is then modelled as
Sk;i ¼
Z
Ak kð ÞP i kð Þdk. ð18Þ
For a monochromatic light of kk, P(k) is represented by the
delta function d (k  kk), and therefore Sk = Ak (kk) = 1.
The model developed here resembles two earlier cell-
level models, Wilsons (1997) and Hennig et al.s (2002).
Like the present model, both these models are formulated
as a set of diﬀerential equations, and incorporate simpliﬁed
ionic interactions only in photorecepotors. However, Wil-
sons and Hennig et al.s models are developed on a uni-
form 1-D and 2-D hexagonal grids, respectively, while
the present model incorporates the hexagonal cone
arrangement with continuous radial dilation. Neither of
these earlier models incorporates eye movements, although
in their recent study on hyperacuity in the peripheral vision
Hennig and Wo¨rgo¨tter (2004) introduced eye movements.
Negative feedback mechanisms between horizontal cells
and cones, and between amacrine cells and bipolar cells
are present in Wilsons model, as in the present model,
but absent in Hennig et al.s model. The intra-cone dynam-
ics in Wilsons model is much simpler than those in Hennig
et al.s model, which quantitatively recap physiological
data (Schneeweis & Schnapf, 1999), and is therefore incor-
porated into the present model. Neither model incorpo-
rates colour mechanisms. All these points raised in this
paragraph will be found to be important to investigate
370 H. Momiji et al. / Vision Research 46 (2006) 365–381afterimages in Section 3. Wilsons model will be discussed
further in Section 3.3.
2.4. Foveal image representation
Retinal representation is usually regarded as the convo-
lution of an image and the DoG function as a model of a
ganglion cell receptive ﬁeld. In the foveola, however, cone
spacing increases at its fastest rate (Wa¨ssle & Boycott,
1991), so that shift-invariance that is necessary for the
use of convolution cannot be assumed there. In the present
study, therefore, retinal representation is modelled in terms
of a population of ganglion cell activities.
For the simpler case of an achromatic image, foveal rep-
resentation is deﬁned on the 2-D square grid as a map of
ganglion cell membrane potentials V gcif gð Þ, and is calculat-
ed by bi-linear interpolation from the dilating hexagonal
arrangement (Fig. 2). By ‘‘afterimages’’ we refer to the
foveal representation after the termination of image
projection.
Human colour vision is considered to be shaped by
luminance, red-green opponent, and blue-yellow opponent
channels (Schwartz, 1994; Tove´e, 1996; Wandell, 1995).
Based on this idea, foveal representation of a colour image
is modelled as follows (read in reference to Fig. 4). First, a
set of ganglion cell membrane potential V gcif gð Þ is divided
into two non-overlapping subsets:	
V gci tð Þ

 ¼ 	V gci tð Þ
L  	V gci tð Þ
M; ð19Þ
where,
	
V gci

L Mð Þ
is a set of membrane potential of a gan-
glion cell that has a direct link to a L(M) cone. Next, red
and green representations (HR, HG) are deﬁned on theFig. 4. Schematic illustration of construsame 2-D square grid as maps of
	
V gci

L
and
	
V gci

M
,
and are calculated by bi-linear interpolation:
HRm nðtÞ  
mapfV gci ðtÞgL; ð20Þ
HGm nðtÞ  
mapfV gci ðtÞgM; ð21Þ
where m and n are lattice indices. Finally, luminance
(HLum) and R–G diﬀerential (HR–G) representations are
constructed:
HLumm n ðtÞ ¼ rHRm nðtÞ þ ð1 rÞHGm nðtÞ; ð22Þ
HR–Gm n ðtÞ ¼ rHRm nðtÞ  ð1 rÞHGm nðtÞ; ð23Þ
where r is the rate of L cone population.
Since the polarity of an afterimage, positive or negative,
is deﬁned by the relative brightness between adjacent
patches in the perceived image, a polarity reversal in the
membrane potential of a single ganglion cell does not nec-
essarily mean a transition between positive and negative
afterimages, although it is suggestive (Taya & Ohinata,
2002). Afterimages should therefore be better investigated
by monitoring a population of ganglion cell activities (will
be revisited in Section 3.4).
2.5. Numerical simulations
Table 1 lists values of parameters used in this study.
Time (t) and membrane potentials (V) are measured in
ms and in mV, respectively. Light intensity (I) is measured
in troland (td), and a normalisation coeﬃcient (Apr) is
determined by an observation that cone response to light
stimulus half saturates at about 103 td (Boynton &
Whitten, 1970; Shah & Levine, 1996a). When grey-scalecting foveal colour representations.
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rons except cones, time constants (1/axx) are set to 10 ms,
as they are of this order of magnitude (Ba´lya et al.,
2002b; Hennig et al., 2002; Shah & Levine, 1996a; Wilson,
1997). As noted by Wilson (1997, pp. 408–409), it is diﬃ-
cult to physiologically determine values for the parameters
concerning coupling strength between neurons. Values are,
therefore, chosen to account for many retinal properties. It
should be noted that only a single identical set of parameter
values are used through out the present paper.
The retina is assumed to be adapted to the dark uniform
background until the light onset at t = t0 = 0 ms. Because
cone pigment bleaching is thought to be a phenomenon
of tens of seconds under usual visual conditions (Schwartz,
1994, Fig. 3-8), its eﬀect is ignored here by assigning
Ipr = +1.
A 1-bit square image is used as light stimulus. Its size is
either 15 cone · 15 cone (0.15 · 0.15) or 3 · 3. The
15 · 15 image is designed to allow to study afterimage
‘‘patterns’’ without diminishing eccentricity eﬀects. In con-
trast, the 3 · 3 image is designed to elucidate properties in a
ganglion cell receptive ﬁeld, whose centre size is compara-
ble to this image size in the presence of tremor (it will be
shown in Experiment 1 how tremor inﬂuences receptive
ﬁeld properties). An image is projected from t = 0 at eccen-
tricity of 0, 1 or 2.5. Each stimulation lasts indeﬁnitely,
or for 250 ms terminated either by complete darkness (dark
post-stimulus) or by the entire-ﬁeld illumination of uniform
light whose intensity is the same as that during image pro-
jection (bright post-stimulus) as in Fig. 5. In addition, the
uniform (diﬀuse) light that covers the entire cone layer is t = 0 → 250 ms
Stimulus
 t = 250 → 500 ms
Dark Post Stimulus
 t = 250 → 500 ms
Bright Post Stimulus
Fig. 5. 1-bit square image used as a light stimulus in the study of
afterimages. Size is 15 cone · 15 cone (0.15 · 0.15) or 3 · 3. Stimulus
lasts 250 ms followed by darkness (dark post-stimulus) or by uniform light
illumination (bright post-stimulus).
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Fig. 6. Experiment 1. Temporal properties. Membrane potential of a ganglion c
light stimulus is temporally modulated by the on-oﬀ square wave (100% contra
50 Hz (D). A dotted line in the 1-Hz panel is calculated without tremor. Noteused to investigate colour properties, and the 8-bit ‘‘Lena’’
image is used to study the eﬀects of contrast.
Before experiments, the following model property is not-
ed here. Despite no explicit delay term, for example, in the
form of V xxi t  sð Þ, the model shows delays in simulated
results between light stimulus (Ij) and ganglion cell mem-
brane potentials V gcið Þ, because the terms involving axx
in Eqs. (2)–(5), which are associated with the ‘‘leaky’’ nat-
ure of neurons, work as temporal low-pass ﬁlters. These
delays are path-dependent, hence spatially varying. In the
classical centre-surround receptive ﬁeld, the response to
the surround illumination is known to be delayed relative
to the response to the centre illumination (Meister & Berry,
1999). This feature is naturally reproduced in the present
model, and will be discussed in Section 3.4.
3. Results and discussion
This section begins with an examination of temporal
(3.1) and spatial properties (3.2). Afterimages are then
intensively investigated in achromatic conditions (3.3, 3.4
and 3.5). Next, colour properties (3.6) are examined, fol-
lowed by a demonstration of a chromatic afterimage
(3.7). Many results are compared to empirical data. Other
results, which concern afterimages, are predictions made
on preceding quantitative model validations.
3.1. Temporal properties
3.1.1. Experiment 1
Membrane potential of a ganglion cell (Vgc) is moni-
tored in the achromatic condition (Si = 1.0 for all cones)
at the retinal centre. The 3 · 3 light stimulus is temporally
modulated by the on-oﬀ square wave (100% contrast and
50% duty) with frequencies of 1, 10, 20, and 50 Hz. Light
intensity is 103 td. Tremor is present as in other Experi-
ments. For 1 Hz, however, the no-tremor condition is also
examined.
Without tremor, receptive ﬁeld centre is small, so that
the eﬀect of lateral inhibition becomes more prominent.
Compared to the control condition, in the absence of trem-
or, ganglion cell membrane potential (Vgc) is weaker during
light stimulation, as in Fig. 6A. Furthermore, the delay in
Vgc to the stimulus cessation is smaller, and the following0 200 400 600 800 1000
0
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6
20 Hz
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50 HzC D
ell is monitored in the achromatic condition at the retinal centre. The 3 · 3
st and 50% duty) with frequencies of 1 Hz (A), 10 Hz (B), 20 Hz (C), and
that spikes are ignored in the present study.
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Fig. 8. Experiment 3. Relation between the inverse of normalised
receptive ﬁeld (RF) size and eccentricity (solid), with experimental data
on normalised acuity (dotted) (Westheimer, 2003).
372 H. Momiji et al. / Vision Research 46 (2006) 365–381undershoot is larger. Tremor is therefore an important fac-
tor that inﬂuences an afterimage.
In psychophysics, it is known that the ﬂickering light of
about 10 Hz is perceived brighter than steady illumination,
and that those of higher frequencies are perceived less
bright (Bru¨cke-Bartley eﬀect) (Schwartz, 1994). These two
features are apparent in Figs. 6A–C. As frequency increas-
es further, oscillation amplitude becomes smaller monoton-
ically (Fig. 6D).
3.1.2. Experiment 2
Flicker fusion frequency (FFF) is studied for light
intensities of 101, 102, 103, and 104 td. Other experimen-
tal conditions are the same as in Experiment 1. FFF is
deﬁned here as the frequency at which the peak-to-peak
height of the ripple in Vgc is equal to 0.05 mV. Fig. 7
shows the relation between calculated FFF and logarith-
mic light intensity, with experimental data obtained by
Kelly (1961, Fig. 9).
Ferry-Porter law states ﬂicker fusion frequency (FFF)
increases linearly with logarithmic light intensity. The law
is generally agreed with model results. Furthermore, the
rate of increase in FFF becomes smaller above 103 td, as
in experimental data (Kelly, 1961).
3.2. Spatial properties
3.2.1. Experiment 3
Receptive ﬁeld (RF) size is estimated at eccentricities of
0, 1, and 2.5. Ganglion cell membrane potential (Vgc) is
monitored for 103-td light stimuli of diﬀerent sizes. At each
eccentricity, RF size is deﬁned as the stimulus size that
makes Vgc at 500 ms 10% of its maximum value. The
inverse of RF size normalised by the value at 0 is plotted
in Fig. 8 with experimental data on normalised acuity
(Westheimer, 2003).101 102 103 104
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Fig. 7. Experiment 2. Relation between ﬂicker fusion frequency and
logarithmic light intensity. Solid: model results. Dotted: experimental data
(Kelly, 1961, Fig. 9).The inverse of receptive ﬁeld (RF) size at the retinal cen-
tre corresponds to 8 cpd (cycles per degree), which is com-
parable to that the experimentally obtained contrast
sensitivity curve peaks near 8 cpd for 900-td illumination
(Lamming, 1991). RF is found to become larger with eccen-
tricity. The pace of increase, however, becomes smaller with
eccentricity. These features are consistent with experimental
data on acuity, and are a reﬂection of that cone density
decreases at the retinal centre in the fastest pace.
3.2.2. Experiment 4
Receptive ﬁeld (RF) size is estimated for light intensities
of 102, 103, 104, and 105 td at the retinal centre. Ganglion
cell membrane potential (Vgc) is monitored with light stim-
uli of diﬀerent sizes. RF size is deﬁned here as twice the
stimulus size that makes Vgc at 500 ms half its maximum
value for each light intensity.
The inverse of receptive ﬁeld size increases with logarith-
mic light intensity, then saturates near 104 td. Experimental
data on acuity also shows an increase with logarithmic light
intensity with saturation, which, however, occurs about
0.7-log-td times dimmer light intensity (Riggs, 1965).
3.3. General properties in afterimages
3.3.1. Experiment 5
At 0 and 1 eccentricities independently, the foveal
representation of the 1-bit 15 · 15 square image is moni-
tored. Light intensity is 103 td during the image projec-
tion, which is terminated by the darkness. Time courses
of afterimages are shown in Fig. 9 for both locations.
All 16 images are displayed in a single grey and a single
spatial scales. 1-D representations are extracted along
the dashed line at 250 (stimulus cessation), 270 and
310 ms and are shown in Fig. 10. Results will be discussed
together with Experiment 6.
 t=250ms  t=260ms  t=270ms  t=280ms
 t=290ms
 t=300ms  t=310ms  t=320ms
 t=250ms
 t=260ms  t=270ms  t=280ms
 t=290ms
 t=300ms  t=310ms  t=320ms
Fig. 9. Experiment 5. Afterimages of the 15 · 15 square image in a time course at two locations of 0 (top two rows) and 1 (bottom two rows) eccentricity.
Image projection from t = 0 ms is terminated at 250 ms with the dark post-stimulus. Light intensity is 103 td. A single grey and a single spatial scales are
used.
250ms
270ms
310ms
Fig. 10. Experiment 5. Afterimages in one dimension. Afterimages of the
15 · 15 square image at the retinal centre (Fig. 9, top two rows)are
extracted at 250, 270 and 310 ms along the dotted lines.
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Foveal representations of the 1-bit 3 · 3 square image
are monitored as in Fig. 11. Conditions other than square
size are the same as in Experiment 5. Temporal proﬁles of
the membrane potential of a ganglion cell and a cone are
shown in Fig. 12 for both locations.
In Figs. 9 and 11, a positive afterimage at the retinal
centre, lasts about 40 ms, and is followed by a negative
afterimage, which lasts indeﬁnitely but fades away. Thisphase reversal corresponds to the ﬁrst of six potential tran-
sitions between positive and negative phases in an afterim-
age that are psychophysically identiﬁed for a brief ﬂash of
light. Although the second and later transitions are not
observed in the present study, the complete sequence of this
oscillation cannot be seen in any one trial also in a psycho-
physical experiment because the optimal viewing condi-
tions vary between phases (Brown, 1965; Taya &
Ohinata, 2002).
For a negative afterimage to appear, a kind on adapta-
tion mechanism such as reduced cone sensitivity due to
photopigment bleaching is necessary. In the present model,
a non-bleaching afterimage is originated with the intra-
cone adaptation mechanism depending on cone membrane
potential (Eq. 8). Because there is no such mechanism in
Wilsons (1997) model, an afterimage did not show a posi-
tive-to-negative transition when the cone part of his model
was incorporated in the present model. In Wilsons model,
a negative afterimage is associated with the feedback from
interplexiform cells to horizontal cells. However, consider-
ing that an afterimage changes from positive to negative
about 50 ms after the stimulus cessation (Brown, 1965),
and that time constant of interplexiform cells is of the order
of 3000 ms (Wilson, 1997), it is thought to be more reason-
able to attribute short-term afterimages to the intra-cone
adaptation mechanism, as in the present study.
 t=250ms  t=260ms  t=270ms  t=280ms
 t=290ms
 t=300ms  t=310ms  t=320ms
 t=250ms
 t=260ms  t=270ms  t=280ms
 t=290ms
 t=300ms  t=310ms  t=320ms
Fig. 11. Experiment 6. Afterimages of the 3 · 3 square image in a time course. Other conditions are the same as in Fig. 9.
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Fig. 12. Experiment 6. Membrane potentials of a ganglion cell (A) and a cone (B) during and after the 3 · 3 stimulus. Dark post-stimulus is used. At each
location of 0 and 1 eccentricity, a ganglion cell and a cone are directly interlinked (see Fig. 1). Note that spikes are ignored.
374 H. Momiji et al. / Vision Research 46 (2006) 365–381In Fig. 9, edges in positive afterimages are strongly rep-
resented, as in the representation during image projection,
while the negative afterimages are more blurred. Fig. 10
provides a clearer view. Edges are most strongly represent-
ed in the positive afterimage (270 ms). However, the fol-
lowing transition from positive to negative is
accompanied by fading edges, and negative afterimages
are spatially low-pass as observed by Kelly and Martinez-
Uriegas (1993). This change in the ﬁlter property is a
spatio-temporally inseparable phenomenon that the con-ventional DoG model mentioned in Section 1 cannot
explain (Meister & Berry, 1999).
The edge-enhancing representations during image pro-
jection and in positive afterimages seen in Experiment 5
(Fig. 9) are thought to be associated with the receptive ﬁeld
properties of ganglion cells. The 3 · 3 square used in
Experiment 6 covers the positive centre of the receptive
ﬁeld at the retinal centre in the presence of the tremor
deﬁned in Section 2.1. The same temporal responses are
apparent in Figs. 9 and 11.
 t=250ms  t=260ms  t=270ms  t=280ms
 t=290ms
 t=300ms  t=310ms  t=320ms
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Fig. 13. Experiment 7. Eﬀects of post-stimulus ﬁeld. Afterimages of 3 · 3
square image is projected at the retinal centre, terminated by darkness (top
two rows) or by uniform light illumination (bottom two rows). Light
intensity is 103 td.
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tive afterimages occurs about 10 ms later at 1 eccentricity
than at the retinal centre. A negative afterimage becomes
blurred more quickly at 1 eccentricity, than at the retinal
centre.
Temporal properties in an afterimage can be related to
membrane potential proﬁles of a cone (Vpr) and a ganglion
cell (Vgc). At each location in the central fovea (foveola), a
ganglion cell and a cone are interlinked directly via a bipo-
lar cell (see Fig. 1). In comparison between Figs. 11 and 12,
the transition between positive and negative afterimages is
found to be associated with the delayed overshooting depo-
larisation in Vpr at the light cessation, with a slight further
delay, which can be seen in that Vgc reaches its minimum
later than Vpr reaches its maximum (see the discussion
about the ‘‘delay’’ in Section 2.5). The later transition at
a distant location seen in Fig. 11 is consistent with the
slower response to the stimulus cessation in Vgc. For this
eccentricity eﬀect, another factor needs to be considered
in addition to the depolarising behaviour in a cone, because
although the delay in Vpr is larger at this distant location
than at the retinal centre, the delay in Vgc becomes more
prominent with eccentricity. According to Eq. (1), cone
spacing is about 2.5 at 1 eccentricity (Fig. 2), and therefore
lateral inhibition is very weak for the 3 · 3 stimulus. In
fact, during light stimulation, Vgc is about twice stronger
at 1 eccentricity than at the retinal centre. It will be seen
in Experiment 8, that the longer positive afterimage dura-
tion at the distant location can be attributed to the weaker
lateral inhibition.
A negative afterimage is about ten times weaker than a
positive one for the 3 · 3 image (Fig. 12), while they are
comparable for the 15 · 15 image (Fig. 10). This is another
observation of that a negative afterimage is spatially low-
pass (Fig. 10).
The later and less acute transition between positive and
negative afterimages at a distant location seen in Fig. 11 is
also consistent with the later and smaller undershoot in the
ganglion cell membrane potential in Fig. 12.
3.4. Eﬀects of post-stimulus ﬁeld and light intensity on
afterimages
3.4.1. Experiment 7
Eﬀects of light intensity are examined for 101, 102, 103,
104, and 105 td. The 1-bit 3 · 3 square image is projected
at the retinal centre with two types of post-stimulus: dark-
ness and uniform light illumination. For 103 td, time
courses of an afterimage are shown in Fig. 13 for both
post-stimuli in a single grey scale. Temporal proﬁles of
the membrane potential of a ganglion cell and a cone are
shown in Fig. 14 for the bright post-stimulus. Positive
afterimage durations are summarised in Table 2.
For the same light intensity, the duration of positive
afterimage is longer with dark post-stimulus than with
bright post-stimulus, being consistent with observations
that ‘‘Positive afterimages are best seen against a darkbackground, or with the eye closed’’ (Burr, Fiorentini, &
Morrone, 1987; see also Brown, 1965). When bright post-
stimulus is applied, an afterimage becomes bright over
the entire ﬁeld for about 20 ms from 20 ms after the stim-
ulus cessation. This is a prominent eﬀect of that the recep-
tive ﬁeld response to the surround illumination is delayed
relative to the response to the centre illumination, as in nat-
ure (see Section 2.5 with Meister & Berry (1999)).
After the stimulus is replaced by the bright post-stimu-
lus, the membrane potential of the ganglion cell changes
in polarity twice: positive! negative! positive, as in
Fig. 14. However, the second positive phase is not present
in a time course of an afterimage in Fig. 13 (bottom two
rows). This discrepancy highlights the importance of popu-
lation coding when investigating afterimages (see Section
2.4, last paragraph).
With the dark post-stimulus, the larger the light intensi-
ty (I), the longer the positive afterimage duration. Positive
relation between afterimage duration and light intensity
has generally been agreed (Brown, 1965; see also Di Lollo,
1984; Taya & Ohinata, 2002), and was also observed for
the rod system (Adelson, 1982). Simulations of an isolated
cone showed that the larger I, the more cones overshooting
depolarisation at the light cessation delays (Hennig et al.,
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Fig. 14. Experiment 7. Membrane potentials of a ganglion cell (A) and a cone (B) during and after the 3 · 3 stimulus. Bright post-stimulus is used. The
ganglion cell and the cone is directly interlinked (see Fig. 1). Note that spikes are ignored.
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duration.
With the bright post-stimulus, however, the positive
afterimage duration becomes shorter as light intensity (I)
increases. With this post-stimulus, cone response at the
light onset is thought to control the duration, because the
cones that the black peripheral area of the image was ini-
tially projected on are begun illuminated at the termination
of image projection. Simulations by Hennig et al. (2002)
showed that a cone responses quicker with lager I at the
light onset, consistent with the decreasing duration with I
in Table 2.
A psychophysical concept that is related to retinal
short-term afterimages is visible persistence: the visual
response lasting after stimulus cessation. Duration of vis-
ible persistence is known to vary directly with light inten-
sity in some studies but inversely in others (Di Lollo,
1984). Although visible persistence is related to memory
and therefore not entirely retinal, Di Lollo and Bischof
(1995) argued that its inverse-intensity eﬀect was basical-
ly a retinal phenomenon. Having examined experimental
data obtained in various conditions, Di Lollo and Bisc-
hof (1995) found that the inverse-intensity eﬀect could
be systematically explained by retinal adaptation mecha-Table 2
Positive after image duration
Post-stimulus Negative feedbacks I Duration
Darkness ON 105 td 70 ms
ON 104 td 50 ms
ON 103 td 40 ms
ON 102 td 40 ms
ON 101 td 40 ms
OFF 103 td 50 ms (NAI unrecognisable)
Uniform light ON 105 td 20 ms
ON 104 td 20 ms
ON 103 td 30 ms
ON 102 td 40 ms
ON 101 td 40 ms
OFF 103 td 40 ms (NAI weak)
NAI: Negative afterimage.nisms that are not of photopigment bleaching, and that
the eﬀect had a close correlation to the Ferry-Porter
law for ﬂicker fusion frequencies. The inverse-intensity
eﬀects in visible persistence were found in mesopic condi-
tions (Di Lollo, 1984), while the present model concerns
photopic conditions. However, by considering that such
adaptation mechanisms exist in the present model as part
of the intra-cone dynamics and negative feedback, and
that the present model reproduces the Ferry-Porter law,
similar mechanisms may be associated with the inverse
intensity relation observed in Experiment 7.
3.5. Eﬀects of other factors on afterimages
3.5.1. Experiment 8
Eﬀects of negative feedback (a horizontal cell to a cone
and an amacrine cell to a bipolar cell) are examined. The 1-
bit 3 · 3 square image is projected at the retinal centre with
two types of post-stimulus: darkness and uniform light illu-
mination. Light intensity is 103 td. Negative feedback is
removed by setting Gbc–ac = Gpr–hc = 0. Positive afterimage
durations are summarised in Table 2. Membrane potential
proﬁles of a ganglion cell and a cone are shown in Fig. 15
for the dark post-stimulus.
By comparing two conditions, negative feedback is
found to enhance the undershooting behaviour in the gan-
glion cell membrane potential (Fig. 15). Therefore, without
the lateral inhibition, a negative afterimage becomes very
weak as in Table 2. Without negative feedback, the dura-
tion of the positive afterimage is 10 ms longer for both
post-stimuli (Table 2). This experiment is free from the
eﬀect of eccentricity. Therefore, very similar membrane
potential proﬁles of a cone and a ganglion cell in Figs. 12
and 15 concludes that the longer positive afterimage dura-
tion at a distant location is a consequence of weaker lateral
inhibition.
3.5.2. Experiment 9
Eﬀects of image contrast are investigated by using the 1-
bit 15 · 15 and the 8-bit ‘‘Lena’’ images, both projected
about the retinal centre. Conditions are the same as in
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Fig. 15. Experiment 8. Eﬀects of negative feedback. Membrane potentials of a ganglion cell (A) and a cone (B) during and after the 3 · 3 stimulus. Dark
post-stimulus is used. The ganglion cell and the cone are directly interlinked (see Fig. 1). Note that spikes are ignored.
H. Momiji et al. / Vision Research 46 (2006) 365–381 377Experiment 5. Two series of afterimage represented in a
single grey and a single spatial scales are shown in Fig. 16.
Unlike the conventional linear-image-ﬁlter processing,
afterimage duration depends on the image contrast. For
the 8-bit image (locally low contrast), eﬀects are more
prominent in the negative afterimage, which is more
blurred and disappears more quickly than in the case of
the 1-bit image (locally high contrast), reﬂecting the low-
pass nature of a negative afterimage. t=250ms  t=260ms  t=270ms  t=280ms
 t=290ms
 t=300ms  t=310ms  t=320ms
 t=250ms
 t=260ms  t=270ms  t=280ms
 t=290ms
 t=300ms  t=310ms  t=320ms
Fig. 16. Experiment 9. An afterimage is dependent on the contrast in the
image. A single grey scale is used.3.6. Colour properties and representations
3.6.1. Experiment 10
Colour sensitivity of ganglion cells is investigated by
using the cone mosaic shown in Fig. 2A, whose L/M ratio
is 1.10. The entire cone layer is illuminated by 103-td mono-
chromatic uniform light with various wavelengths. Mem-
brane potentials of ganglion cells at 500 ms are recorded
for the central 61.6% to exclude the edge eﬀects. Membrane
potentials of three selected ganglion cells are shown in
Fig. 17A. Cone mosaics around three selected ganglion
cells, each being labeled by a blue cross, are shown for
black (B), green (C) and red (D) curves in (A).
Sensitivity to light wavelength is strong for some gangli-
on cells, but weak for others. Sensitivity for a given wave-
length, say 500 nm, changes continuously between cells.
Colour sensitivity is found to be largely inﬂuenced by the
local L/M cone arrangement (Diller et al., 2004). The gan-
glion cell that has a link to a M cone surrounded by L (M)
cones are sensitive (insensitive) to the change in wavelength
(compare green and black curves in (A) in reference to cone
mosaics in (C) and (B)). The reciprocal sensitivity curves
are observed for two ganglion cells: one being linked to a
L cone surrounded by M cones, and the other being linked
to a M cone surrounded by L cones (compare green and
red curves in (A) in reference to cone mosaics in (C) and
(D)) (Abramov & Gordon, 1994). These properties are in
line with empirical knowledge that RF surround sample
several cones, and the widely supported mixed-cone
hypothesis that strength of R–G opponency is determined
by the relative strength of L- and M-cone input (Dacey,
2000 see also Diller et al. (2004) for a recent strong support
for this hypothesis from physiological experiments).2
In psychophysical experiments by using a hue cancel-
ation technique, a zero-crossing point is known to be pres-
ent near 578 nm, and called ‘‘unique yellow.’’ However, in
LGN, the point is found to be much shorter and its mean
value falls between kM and kL. In the present model, this2 A confronting hypothesis is that receptive ﬁeld centre and surround
receive respective cone-type-selective inputs (Reid & Shapley, 1992).
300 350 400 450 500 550 600 650 700
-4
-3
-2
-1
0
1
2
3
4
L/M=1.10
A B C D
Fig. 17. Experiment 10. Colour sensitivity and L/M cone arrangement. The entire cone layer shown in Fig. 2A is illuminated by monochromatic uniform
light with various wavelengths. Membrane potentials of three selected ganglion cells at 500 ms are shown in (A). Local cone mosaics around three selected
ganglion cells, each being labeled by a blue cross, are shown for black (B), green (C) and red (D) curves in (A).
378 H. Momiji et al. / Vision Research 46 (2006) 365–381zero-crossing point varies between cells (min: 513, max:
583, avg: 540, std: 10.1 nm), as estimated from macaque
LGN data (Abramov & Gordon, 1994; Wandell, 1995,
pp. 319–324). Cortical processes are speculated to be
involved in tuning unique yellow wavelength, with its inter-
ocular transfer (Neitz, Carroll, Yamauchi, Neitz, &
Williams, 2002).
3.6.2. Experiment 11
The inﬂuence of the L/M cone ratio to colour sensitivity
is investigated by using two cone mosaics shown in Fig. 2.300 400 500 600 700
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Fig. 18. Experiment 11. R–G channel outputs deﬁned by Eq. (24). A
uniform light is illuminated with various frequencies on two cone mosaics
with L/M ratios of 1.10 and 4.03. (A) The control condition. (B) The no-
feedback condition (i.e., Gpr–hc = Gbc–ac = 0.0). Absolute values on the
vertical axes are not meaningful.
Fig. 19. Experiment 12. Modelled foveal representation of a chromatic im
iso-luminance colours of kL = 565 nm and kM = 530 nm, respectively. A singlThe L/M cone population ratios are 1.10 (A) and 4.03 (C).
A uniform 103-td light is illuminated. General behaviour of
the R–G opponent channel output is characterised by the
sum total of the membrane potential of the ganglion cell
ðV gci Þ that has a direct link to a L cone, minus the sum total
of the membrane potential of the ganglion cell that has a
direct link to a M cone:
/R–GðtÞ ¼
X
i2L
V gci ðtÞ 
X
i2M
V gci ðtÞ; ð24Þ
where summations are taken only over the central 61.6%
portion. The relation between /R–G (500 ms) and light
wavelength is calculated with and without two feedback
mechanisms, from horizontal cells to cones and from ama-
crine cells to bipolar cells. Fig. 18 shows the relations for
the control (A) and the no-feedback (B) (i.e., Gpr–hc =
Gbc–ac = 0.0) conditions. By deﬁnition (Eq. (24)), absolute
values on the vertical axes are not meaningful.
In the control condition, /R–G  k curves are quite sim-
ilar for two cone mosaics with the same two peaks and one
trough positions, whereas in the no-feedback condition,
these positions are about 30 nm apart between two curves.
In reality, two human subjects with the L/M cone ratios in
the fovea of 1.15 and 3.79 were reported to have normal
colour vision (Roorda & Williams, 1999). This insensitivity
to L/M cone ratio is thought to be mediated by negative
feedback mechanisms. Indeed, two /R–G  k curves in
the no-feedback condition can be understood by the fol-
lowing linear model based on absorbance (A) curves of L
and M cones:
rA kð Þ  1 rð ÞA kð Þ; ð25ÞL M
ages at 500 ms. The 15 · 15 square and its surround are composed of
e grey-scale is used.
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 t=290ms
 t=300ms  t=310ms  t=320ms
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Fig. 20. Experiment 13. A chromatic afterimage. Luminance and R–G channel representations (HLum, HR–G) are displayed in top two and bottom two
rows, respectively. A single grey-scale is applied to all pictures.
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dition of 101 td, the curves for L/M of 1.10 and 4.03 sepa-
rate, as in the case of no-feedback condition, because
lateral inhibition works weaker in such an environment
(Atick, 1992).Fig. 21. Experiment 13. Colour reversal in a time course of afterimage. 3-D rep
at 270 ms, in a transient phase at 300 ms, and in a negative phase at 500 ms.Slope of /R–G(k) is a measure for the ability of wave-
length discrimination. The steeper the curve, the more sen-
sitive to wavelength. Therefore, the modelled fovea has the
poorest ability at k = 475 nm, where the slope is zero.
Because there is no S cones in the foveola, the model is bestresentations of R–G channel outputs (HR–G) are shown in a positive phase
380 H. Momiji et al. / Vision Research 46 (2006) 365–381compared to tritanopes, people without S cones. Tritano-
pes are, indeed, known to be poor at wavelength discrimi-
nation in the 460-nm region (430–480 nm), contrary to
trichromats, according to ten investigations (Knoblauch,
1993, Table 1).
3.6.3. Experiment 12
15 · 15 light stimulus is illuminated at the retinal cen-
tre, with intensity of 103 td. The square and its surround
are composed of iso-luminance colours of kL = 565 nm
and kM = 530 nm, respectively. Cone mosaic of L/
M = 1.10 (Fig. 2, A) is used. Its foveal representations
(HR, HG, HLum, and HR–G) at 500 ms are shown in
Fig. 19.
The luminance representation (HLum) is largely ﬂat with
a slightly visible square edges, while in the R–G opponent
channel (HR–G), the square is clearly represented. Both
HLum and HR–G are patchy, reﬂecting L and M cone mosa-
ics. From this experiment, the R–G opponent channel
modelled in Section 2.4 is found to eﬃciently extract colour
information.
3.7. Chromatic short-term afterimages
3.7.1. Experiment 13
The 15 · 15 light stimulus of kL = 565 nm surrounded
by darkness is illuminated at the retinal centre, with the
dark post-stimulus. Light intensity is 103 td. Cone mosaic
of L/M = 1.10 (Fig. 2, A) is used. Fig. 20 shows the time
course of afterimage from stimulus cessation in the lumi-
nance and the R–G opponent channels (HLum, and HR–
G). HR–G is three-dimensionally represented at 270, 300,
and 500 ms in Fig. 21. The same procedure is applied
with the 3 · 3 stimulus at eccentricities of 0 (retinal cen-
tre) and 1.
The change in the luminance representation from posi-
tive to negative phases takes place at about 40 ms after
stimulus cessation (Brown, 1965). In the negative afterim-
age, square edges are not clearly represented (Kelly &
Martinez-Uriegas, 1993), while in the positive afterimage
they are strongly represented, as in the representation
during the stimulation. The positive afterimage of the
3 · 3 stimulus (‘‘edge’’) is found to last 10 ms longer at
1 eccentricity than at the retinal centre. These results
are consistent with those in the achromatic condition
(Experiments 5 and 6). The construction of the luminance
and the R–G opponent channels illustrated in Fig. 4 is,
therefore, a reasonable extension of the achromatic
representation.
The polarity reversal in the R–G opponent representa-
tion cannot clearly be seen in Fig. 20, but becomes
apparent at 500 ms as in Fig. 21 after a gradual and
speckled transition. The fast brightness and the slow col-
our oscillations was observed also in a psychophysical
experiment. Its slow change is thought to be the reason
why ‘‘Colour oscillation has seldom been reported’’
(Taya & Ohinata, 2002).4. General discussion
Based on anatomy and physiology, a cell-level computa-
tional model was developed for human foveal vision, with a
colour-image representation based on the knowledge of
foveal anatomy and colour opponency. The model was
examined with numerical simulations for temporal, spatial,
colour and afterimage properties, with good agreement
with empirical data.
As psychophysically observed, a negative afterimage is
spatially low-pass, while the retinal representation during
light stimulation is widely regarded a band-pass (Kelly
& Martinez-Uriegas, 1993). The time course of retinal
representation across the light stimulus cessation is
therefore a spatio-temporally inseparable phenomenon
that argues against the use of the conventional Diﬀer-
ence-of-Gaussian (DoG) function model. As their dura-
tion is inﬂuenced by light intensity, afterimages are
nonlinear phenomena (Brown, 1965; Di Lollo, 1984;
Taya & Ohinata, 2002). Also, they are sometimes col-
oured. To overcome these diﬃculties, a form of spatially
coupled diﬀerential equations provides a ﬂexible
platform.
To understand such a complex phenomenon from a
physiological view point, the central fovea (foveola) pro-
vides a uniquely good opportunity, due to its simplest
anatomical structure in the retina. In the foveola, only
the midget pathway exists with the simple one-to-one
connection between a cone and a ganglion cell via a
bipolar cell (Wa¨ssle & Boycott, 1991; Calkins et al.,
1994). However, the foveola is the area where cone den-
sity decreases in the sharpest rate with eccentricity (Wa¨s-
sle & Boycott, 1991). Spatial irregularity is also
associated with the co-existence of L and M cones. Con-
sidering that retinal receptive ﬁeld properties are shaped
by the lateral inhibition mediated by horizontal and
amacrine cells, these two types of cell should be consid-
ered as well as L and M cones, bipolar cells and gangli-
on cells. For the same reason, tremor is also important.
Nonlinear behaviour including adaptation in the cone
dynamics inﬂuences an afterimage. Therefore, intra-cone
ionic dynamics needs to be considered.
While the classical concept of receptive ﬁeld is still
important in the study of afterimages as seen in Section
3.3, an afterimage is essentially a phenomenon to be under-
stood by population coding. By considering all these
points, the present model is very close to a minimal one
that can describe properties in the short-term foveal after-
images, quantitatively.
In simulations of colour properties, wavelength sensitiv-
ity in each ganglion cell was inﬂuenced by local arrange-
ment of L and M cones, while general behaviour in R–G
opponent channel was insensitive to L/M cone ratio. Both
properties were found to be mediated by lateral inhibition.
Colour vision is, therefore, strongly coupled with spatial
dynamics, and the present cellular model is very eﬀective
for its study.
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