Time-reversible symplectic methods, which are precisely compatible with Liouville's phasevolume-conservation theorem, are often recommended for computational simulations of Hamiltonian mechanics. Lack of energy drift is an apparent advantage of such methods. But all numerical methods are susceptible to Lyapunov instability, which severely limits the maximum time for which chaotic solutions can be "accurate". The "advantages" of higher-order methods are lost rapidly for typical chaotic Hamiltonians. We illustrate these difficulties for a useful reproducible test case, the two-dimensional one-particle cell model with specially smooth forces. This Hamiltonian problem is chaotic and occurs on a three-dimensional constant-energy shell, the minimum dimension for chaos. We benchmark the problem with quadruple-precision trajectories using the fourth-order Candy-Rozmus, fifth-order Runge-Kutta, and eighth-order SchlierSeiter-Teloy integrators. We compare the last, most-accurate particle trajectories to those from six double-precision algorithms, four symplectic and two Runge-Kutta.
I. INTRODUCTION
The ongoing computational revolution in physics relies on accurate solutions of fundamental equations, Newton's ( or Lagrange's or Hamilton's ) Laws of Motion, in the case of classical mechanics. The determinism of these ordinary differential equations is illusory in many cases, as typically the equations are "Lyapunov unstable". Such instabilities grow exponentially fast, ≃ e λt , where λ is the largest Lyapunov exponent of the solution.
Particle mechanics, our own research interest, provides many examples ranging from one-particle chaos to biomolecule simulations using models with many thousands of atomic degrees of freedom 1 . We consider here the simplest particle model for chaos, a onebody "cell model" with the periodic four-body cell boundaries shown in Figure 1 . The resulting motion, approximated with the simplest possible "leapfrog" integrator, described below, is generally Lyapunov unstable. 2, 3 We simplify the initial conditions by starting the particle trajectory in the field-free cell interior. We benchmark this problem with three quadruple-precision integrators using timesteps chosen to maximize accuracy. We compare the resulting benchmark trajectory to six other trajectories from self-starting double-precision algorithms typical of molecular dynamics simulations. Five of these algorithms are "symplectic", including the justifiably-popular Leapfrog Algorithm. The two others are Runge-Kutta algorithms.
In the following Sections we describe the specially-smooth differential equations governing the motion of the wandering cell-model particle, and then quantify the algorithmic accuracy with which Leapfrog and the six more sophisticated integrators "solve" this same problem. Our conclusions make up the final Summary section.
II. THE CELL MODEL TRAJECTORY IN TWO SPACE DIMENSIONS
Cell models played a role in models of the liquid state long before the development of molecular dynamics. 4 The geometry treated here is shown at the left in Figure 1 . A mass point, the "wanderer" particle, moves in a periodic square cell with a motionless fixed particle at each of the four vertices. Using periodic boundary conditions the equations of motion are :ẋ The force on the wanderer is the gradient of the potential function Φ , a sum over the contributions of the four corner scatterers located at { r i } :
After advancing the coordinates one timestep dt it is convenient to localize the motion to the cell centered on the origin. Whenever the wanderer moves "out", we replace it "in" the basic 2 × 2 unit cell as follows :
We choose initial conditions { x, y, p x , p y } = { 0.0, 0.0, 0.6, 0.8 } and show an accurate benchmark solution of the motion equations for a time of 50 at the righthandside of 
III. SEVEN TYPICAL INTEGRATORS AND THEIR TRAJECTORIES
We consider seven solution algorithms for the wanderer particle trajectory, 
This algorithm is said to be "second order" 10 , with a fixed-time coordinate error of order tdt 2 for t << 2π/dt 2 when applied to the simple harmonic oscillator. It is time reversible in that changing +dt → −dt gives the same trajectory points either forward or backward in time.
How does the simulation begin? Starting out at the origin, with the wanderer speed equal to unity and a fixed timestep dt = 0.001, the first 420 steps leave the momenta unchanged and r 2 becomes 1.0004. During the 421st step the upper right scatterer is contacted and begins to repel the wandering particle with a force :
where x and y are the wanderer coordinates.
After an elapsed time t we reverse the sign of the time so as to integrate backward to see how closely the wanderer returns to its initial location. So long as t < 47 we find that the trajectory reverses to within a distance 0.01 of the origin. We will see that this integrator (with an error of order dt 4 at a fixed not-too-large, time) is a simple example, cited in the very useful summary paper by Gray, Noid, and Sumpter 7 :
Reference 7 gives the analytic forms of all of the coefficients. Notice that the coefficients incrementing the coordinates sum to unity as do also those incrementing the momenta.
Each timestep requires three separate evaluations of the forces.
C. Monte-Carlo Time-Reversible Symplectic Integrator
Although it is usual to provide coefficients in integration algorithms to many signifi- 
The cell model trajectory using this Monte Carlo integrator is illustrated in Figure 4 . The main advantage of Runge-Kutta methods is that they can be applied to arbitrary sets of ordinary differential equations, not just those from Hamiltonian mechanics.
The fourth-order "classic" Runge-Kutta method has been a standard workhorse model for solving sets of coupled ordinary differential equations for 100 years. Applied to the harmonic oscillator the fourth-order algorithm suffers a loss in energy proportional to the fifth power of the timestep. The fifth-order Runge-Kutta integrator behaves in the opposite manner with the energy increasing rather than decreasing.
Hybrid "adaptive" models, incorporating both fourth-and fifth-order algorithms, provide a simple means for the automatic control of integration errors. The harmonic oscillator is an excellent test case of integrator accuracy where Lyapunov instability is absent. here. An additional "satellite" trajectory, separated from the reference by a small length δ 0 , is also followed using the same algorithm. At the end of each timestep the separation is rescaled, maintaining the length of the offset between the trajectories constant, but allowing the direction to vary :
The largest Lyapunov exponent is simply the average value of the growth rates measured at the ends of every timestep prior to rescaling :
Previous studies of this cell model, 3 with the same initial condition, have shown that the largest Lyapunov exponent is about 0.7. This means that an error of the order 10 −16 at the initiation of a run of length 50 will increase by a factor of e λt = e 0.7×50 = e 35 ≃ 10 15 .
This exponential growth rate explains why it is that all of the double-precision integrators fail, from the standpoint of reproducing a reversible trajectory, at about the same time, at about half the time where quadruple-precision trajectories fail. It is because these trajectories are just approximations that the most sophisticated biomolecule simulations are based on the rudimentary leapfrog algorithm rather than more sophisticated algorithms.
Of course, even the slightest difference in the error prior to amplification will yield a different history. Just summing the particle interactions in a different order leads to qualitatively different histories once the Lyapunov instability rises to the level of visibility, an increase of 16 digits for routine double-precision simulations. The phase-shift errors in all of the algorithms discussed here can be measured by choosing the initial velocity
( 1/2, 1/2) for which the roundoff errors in the x and y directions are identical. For us it was illuminating to find that the humble Leapfrog integrator, presumably nearing its 330th anniversary 8 , is nearly as useful as are its more complex relatives, and is certainly far more economical. For higher accuracy there is little distinction between the symplectic and the Runge-Kutta integrators for chaotic problems, because both types lose accuracy at the very same rate, determined by the maximum Lyapunov exponent.
It is significant that all of the integrators used here conserve energy almost perfectly for the benchmark problem. They also reverse back to the initial conditions even when their trajectories are inaccurate. One takeaway message from these simulations is the one to which Joseph Ford devoted much thought and many thought-provoking words, among them these taken from Reference 16 :
"Newtonian determinism assures us that chaotic orbits exist and are unique, but they are nevertheless so complex that they are humanly indistinguishable from realisations of truly random processes."
Liao has confronted the Lyapunov instability problem headon for the Lorenz Attractor. 17 By using 3500-term series expansions coupled with 4180-digit arithmetic he followed the evolution of the Lorenz Model to a time of 10,000. Like the continuing discovery of the digits of π this activity will last as long as mankind.
Lyapunov instability often shows up in peculiar places. Simply changing the order of operations in adding up forces or in computing the weights of contributions to differential equations' righthandsides can provide the seeds from which macroscopic change develops.
We learned this lesson in simulating the collisions of mirror-image manybody drops and crystals. To retain accurate mirror symmetry it was necessary to symmetrize the force calculations at every timestep.
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