Abstract. We consider a class of linear Schrödinger equations in R d , with analytic symbols. We prove a global-in-time integral representation for the corresponding propagator as a generalized Gabor multiplier with a window analytic and decaying exponentially at infinity, which is transported by the Hamiltonian flow. We then provide three applications of the above result: the exponential sparsity in phase space of the corresponding propagator with respect to Gabor wave packets, a wave packet characterization of Fourier integral operators with analytic phases and symbols, and the propagation of analytic singularities.
Introduction
Consider the Cauchy problem (1) D t u + a w (t, x, D)u = 0
where D t = −i∂ t and the real-valued symbol a(t, x, ξ) is continuous in t in some interval [0, T ] and smooth with respect to x, ξ ∈ R d , satisfying
(Weyl quantization is understood). As typical model one can consider the case when a(t, x, ξ) is a quadratic form in x, ξ, which gives rise to metaplectic operators. Equations of this type turned out to be important in spectral theory and in regularization issues for equations with rough coefficients. Depending on the applications, several additional conditions are imposed on the symbol a and its derivatives. In any case a fundamental problem is to obtain some integral representation of the propagator, from which one can then deduce estimates for the solutions. In principle, for small time one expects the propagator to be represented by a Fourier integral operator (FIO) (3) S(t, 0)f = (2π)
e iΦ(t,x,η) σ(t, x, η) f (η) dη with a smooth real-valued phase Φ(t, x, ξ), having quadratic growth with respect to the variables x, ξ, and a symbol σ(t, ·) ∈ S 0 0,0 , i.e. bounded together with its derivatives. This was first proved in [7, 26, 27] for a class of symbols a(t, x, ξ) of polyhomogeneous type, i.e. with an asymptotic expansion in homogeneous terms in z = (x, ξ), of decreasing order. These decay conditions are essential for the symbolic calculus to work and the integral representation was in fact constructed by the WKB method. Recently in [10] the above representation (3) was proved to be true for small time only under the assumption (2) . Such a representation however does no longer keep valid for large time because of the appearance of caustics; in other terms, the space of FIOs is not an algebra. Different approaches have been then proposed by several authors, see e.g. [1, 3, 4, 5, 11, 19, 21, 30, 40, 45, 46] .
In the case of analytic symbols, which is the framework of this paper, there are further technical difficulties and surprisingly, to our knowledge, it is not even known whether the exact integral representation (3) holds for an analytic phase and symbol, at least for small time. We will answer positively this question as a byproduct of more general results.
Namely, consider the analytic symbol classes S (ii) a(t, ·) belongs to a bounded subset of S (2) a for t ∈ [0, T ]; (iii) the map t → a(t, ·) is (weakly) continuous from [0, T ] to S ′ (R d ) (or equivalently pointwise). As a very simple example, one may consider the operator a(t, x, D) = −∆+V (t, x), where the potential V (t, x) is real-valued, continuous with respect to t, and verifying |∂ α x V (t, x)| ≤ C |α|+1 α! for |α| ≥ 2 (cf. [31] ). Under the above hypothesis it is easy to show by the usual energy method that the Cauchy problem (1) is wellposed in S(R d ) (cf. [45] ). More generally, one can consider the strongly continuous propagator
which maps the initial dataum at time s to the solution at time t.
In order to state our main result, ler us fix some notation.
For x, ξ ∈ R d we define the phase space shifts
where T x f (y) = f (y−x) and M ξ f (y) = e iξy f (y) are the translation and modulation operators.
Moreover we consider the Hamiltonian flow (x t , ξ t ), as a function of t ∈ [0, T ], x, ξ ∈ R d , given by the solution of
Further consider the real-valued phase ψ(t, x, ξ) defined by
We also define the Gelfand-Shilov space [20] 
with the inductive limit topology. Functions in S 1 1 (R d ) are analytic and decay exponentially at infinity, and the same holds for their Fourier transform.
The following result gives a global-in-time representation of the corresponding propagator.
Under the above assumptions (i) − (iii), the propagator S(t, s) has the following integral representation: for f ∈ S(R d ),
A similar representation in the smooth category was obtained by Tataru [45] (when the window g is Gaussian, but his argument extends to any g ∈ S(R d )). To be precise, if g ∈ S(R d ) and (ii) is replaced by the weaker condition (2), then the integral representation (8) holds true with a window G(t, s, x, ξ, y) which is Schwartz with respect to y uniformly with respect to t, s, x, ξ (moreover G(t, s, x, ξ, ·) is continuous in S(R d ) as a function of s, t ∈ [0, T ], for fixed x, ξ ∈ R d ; this was not stated explicitly but it follows easily from the proof).
Formally, our result therefore amounts to replacing the Schwartz space
However, to this end we will need much more refined energy estimates in certain analytic function spaces, which will be proved in Section 2. Incidentally, these estimates seem of particular interest in their own right and show that the radius of analyticity of the solution decreases at most exponentially. We plan to carry on this issue elsewhere, in the more general context of nonlinear Schrödinger equations. Instead here we present three applications of the above result which represent, in fact, our main motivation:
(a) the exponential sparsity of the corresponding Gabor matrix; (b) the representation (3) as a classical FIO away from caustics; (c) the propagation of analytic singularities. We now briefly discuss these applications.
(a) Almost diagonalization of pseudodifferential operators via Gabor wave packets [23, 24, 42, 45] represents an important contribution of Time-frequency analysis to PDEs. The case of FIO of the above type was considered in [10, 13, 45] and the Gabor matrix of such an operator was proved to be highly concentrated along the graph of the corresponding canonical transformation. In particular, for smooth symbols and phases one obtains super-polynomial decay. Recently we considered the problem of the exponential sparsity for a large class of constant coefficient evolution operators [14] and of classical FIOs with analytic phases and symbols [15] . Now, it follows from the above representation in Theorem 1.1 that similarly the propagator S(t, s) displays an exponential sparsity. Namely, if g ∈ S 1 1 (R d ), under the above assumptions we have the estimate
for some constants C, ε > 0, where χ t (x, ξ) = (x t , ξ t ) is the corresponding canonical transformation.
An immediate consequence is the continuity of S(t, 0) on a large class of weighted modulation spaces [22, 50] , whose weight may grow even exponentially (which corresponds to analyticity or exponential decay for the functions in those spaces). We refer to Section 4 below for their definition and the precise statement (Corollary 4.3). Here we only mention the papers [2, 10, 11, 12, 13, 31, 36, 43, 47, 48, 49, 50] devoted to the continuity of the propagator e it∆ and generalizations on weighted modulation spaces, in the case of weights with polynomial growth. Incidentally we observe that modulations spaces with exponential weighs were also used with success in [47, 50] to quantify the smoothing effect, of infinite order, of the heat semigroup e t∆ for t > 0 (cf. also [32, 38] ).
(b) As anticipated we can come back to the classical Fourier representation (3) at least for those values of t such that det ∂x t /∂x = 0. In fact, we can prove the following remarkable characterization.
At every instant time when det ∂x t /∂x = 0, the estimate (9) turns out to be equivalent to the integral representation (3) for a phase Φ(t, ·) corresponding to χ t and some symbol σ(t, ·) ∈ S (0) a . Notice that even for the special case of nice symbols, e.g. with a polyhomogeneous expansion, we could not deduce this claim via a WKB construction, because a global symbolic calculus in R d is not available in the analytic category.
(c) The sparsity estimate (9) is definitively a result of propagation of analytic singularities. This will be made explicit in terms of the filter of the singularities
e. the system of neighborhoods at infinity of the analytic spectrum of f in R 2d , cf. [34] and Definitions 7.3, 7.7 in the sequel. Namely we shall prove
The result is optimal in the absence of further assumptions on a(t, x, ξ) and χ t . When a(t, x, ξ) has additional structure, one can rephrase (10) by fixing a compactification of R 2d , having stability with respect to χ t . The simplest and perhaps most natural case is, concerning polyhomogeneous symbols, the compactifications by a sphere at infinity, see [44] and in the global setting [29] . We address to [37] for a rich bibliography on this subject, and we leave to the reader to restate (10) in the polyhomogeneous case.
Briefly, the paper is organized as follows. In Section 2 we prove the above mentioned infinite order energy estimate. In Section 3 we will discuss the integral representation in (8) in the special case when the symbol a(t, x, ξ) in (1) is a second order polynomial. It turns out that the window G is then independent of x, ξ and, in fact, G = S(t, s)g. This also serves as an illustration of the more involved arguments in the subsequent section. Section 4 is devoted to the proof of Theorem 1.1. In Section 5 we prove the above mentioned sparsity result of the Gabor matrix and will deduce, as a consequence, continuity on modulation spaces with exponential growth. In Section 6 we come back to the representation (3) as classical FIO. Finally in Section 7 we study the problem of propagation of analytic singularities.
Notation The Fourier transform is normalized as
We will denote by ·, · the inner product in L 2 (R d ) or the duality bracket (linear in the first factor). We have already defined in the Introduction the phase space
the short-time Fourier transform (STFT), or Bargman transform, of f with window g is defined as
The Weyl quantization of a symbol a(x, ξ) is defined as
We recall that real-valued symbols give rise to formally self-adjoint operators. The symbol classes S (k) a , k ∈ N, were already introduced above in (4).
Infinite order energy estimates
It is clear from the definition in (7) that f ∈ S 
is bounded (cf. [39, Section 6.1]). We prove by induction on N that this is the case for any solution to the problem (1), if
In the following result a certain uniformity of the constants involved is emphasized. This is essential in the applications below.
Theorem 2.1. Let a(t, x, ξ) satisfy conditions (i) and (iii) in the Introduction and also the estimate
Then there exist constants ε 0 , A > 0 depending only on the dimension d and the constants
we have 
This implies in particular (12) for N = 0. Assume therefore N ≥ 1 and let us prove (12) by induction on N. To this end, we apply the above estimate to
We multiply by ε(t) |α|+|β| /(α!β!), |α| + |β| = N, and we obtain, since
Now, we will prove below the following estimate on the integral involved in the right-hand side of (15). Set, for brevity E
There exist constants C ′ > 0 and ε 0 > 0, depending only on the dimension d and the constant C 1 in (ii) ′ such that, for every ε 0 ≤ ε 0 and A ≥ 1 in (13) we have
We can therefore continue the computation in (15) as
We now use the following form of Gronwall inquality, which can be deduced easily from the classical one (see e.g. [41, Lemma 2.1.3]).
, and
Then, with H(t) :
We apply Lemma 2.3 to (17) with
This concludes the proof of (12). 
4]). Hence we can assume that (ii)
′ holds forã as well. Using the inverse Leibniz' formula we can write (cf. e.g. [6, Formula (4.5 
Now, it follows from the continuity properties of pseudodifferential operators on weighted Sobolev spaces (see e.g. [39, Proposition 1.
for some constant C 0 depending only on the dimension d, whereas the constant C 1 is the same which appears in (ii) ′ .
As a consequence we get
where e j denotes the j-th element of the canonical basis of R d and we used
Summing further on |α| + |β| = N the first term in the right-hand side of (28) is dominated by
Since the number of multiindices (γ, δ) satisfying |γ| + |δ| = N − |α| − |β| does not exceed 2 N −|α|−|β|+d−1 this last expression is
for some constant C ′ as in the statement. The same holds for the forth term in the right-hand side of (28). Similary we see that the sum on |α| + |β| = N of the second and third term is dominated by
Summing up we obtain, for a new constant C ′ as above,
Substituting in the left hand side of (16) we see that it is sufficient to prove that
By the inductive hypothesis we have
, and therefore the left-hand side of (19) can be estimated by
The last expression in parenthesis is < (
This concludes the proof of (19) and therefore (16) is proved.
A special case: metaplectic operators
Let us consider the special case when the symbol a(t, x, ξ) in (1) is a second order polynomial. We show that the propagator then admits a representation as in (8) , with a window G(t, s, y) independent of x, ξ. Moreover, it will be evident from the proof that the phase shift ψ(t, x, ξ) in (8) comes from the commutator of the propagator S(t, 0) and the time-frequency shift π(x, ξ).
This result applies, in particular, to metaplectic operators, which arise as propagators for the Cauchy problem (1) when a(t, x, ξ) is in addition time-independent (cf. [18, Chapter 4] 
where
Proof. Without loss of generality we take s = 0 (hence x 0 = x, ξ 0 = ξ, ψ(0, x, ξ) = 0) and we therefore omit the variable s in the notation for G.
We use the inversion formula [22, Corollary 3.2.3]
f, π(x, ξ)g π(x, ξ)g dx dξ to which we apply the propagator S(t, 0). We then obtain the desired formula (20) for a window
We have to prove that this window is independent of x, ξ and that, in fact,
The fact that it still belongs to S 
In other terms, we have to prove that if v(t, y) is a solution of
is still a solution. To this end, by an explicit computation, using (5) and (6), we have
where the last equality follows because a is a polynomial of order at most 2. Hence we get the desired conclusion.
Proof of the main result (Theorem 1.1)
The proof relies on the energy estimate in the relevant function space S
, that is Theorem 2.1, and some ingenious ideas from [45, Theorem 5] (where the smooth counterpart of the present theorem was proved), although the pattern followed below is technically different.
Let g be as in the statement. As in the proof of Theorem 3.1 we take s = 0 and we can also assume g L 2 = 1, so that we get the desired formula (8) with
It remains to prove the estimate
for some constants C α,β > 0 independent of γ and ν. First we prove this for α = β = 0. We can argue as in the proof of Theorem 3.1 and obtain that G verifies the equation
Of course, a 2 depends also on x, ξ but we omit these parameters in the notation, for brevity. Observe that a 2 is still in S
a and moreover vanishes of second order at (y, η) = (0, 0). Therefore by a Taylor expansion at (0, 0) we see that it verifies 
, hence the desired conclusion follows at once from the a priori estimate in Theorem 2.1 ((25) implies the assumption (ii) ′ in that theorem, with a constant C 1 independent of x, ξ; the same uniformity therefore is inherited by the analyticity radius ε(t) in the conclusion). Hence (23) is proved for α = β = 0. The proof of (23) can now be carried on by induction on |α| + |β|. We first compute the gradients ∂ x G and ∂ ξ G.
We observe that the definition (6) implies that
Using the first equation in (26) and the chain rule we get
Similarly, using the second equation in (26) we get
Now, it follows from (ii) that for the Hamiltonian flow the following estimates hold true, for new constants C α,β :
Hence, we see by induction on |α| + |β| and the formulas (27) and (28) 
y g] , |γ + δ + µ + ν| ≤ |α + β|, possibly multiplied by functions of t, x, ξ having bounded derivatives of every order with respect to x, ξ.
Since
is preserved by derivation and multiplication by polynomials, it follows from the result already proved for α = β = 0 that the estimates (23) hold for every α, β. This concludes the proof.
Exponential sparsity
We have the following sparsity result.
, and assume (i) − (iii) in the Introduction. There exist constants C, ε > 0 such that
where χ t (x, ξ) = (x t , ξ t ) is the corresponding canonical transformation.
We need the following estimate from [24] .
Proof of Theorem 5.1. Using the integral representation in Theorem 1.1 we get
By Proposition 5.2 we can continue the estimate as
It follows from the assumption (ii) that the canonical transformation χ t is Lipschitz together with its inverse (uniformly with respect to t). Since |(x t , ξ t ) − w| = |χ t (x, ξ) − w| ≍ |(x, ξ) − χ −1 t (w)|, it is easy to estimate the above convolution of exponentials (cf. [14, Lemma 4.3] ) as
As a consequence we obtain at once continuity results on the so-called modulation spaces. We first recall their definition.
We have given in (11) the definition of the short-time Fourier transform V g f of a distribution f . We then consider a weight v which is continuous, positive, even, submultiplicative function (submultiplicative weight), i.e., v(0) = 1, v(z) = v(−z),
For example, every weight of the form
for parameters a, r, s ≥ 0, 0 ≤ b ≤ 1 satisfies the above conditions. We denote by M v (R d ) the space of v-moderate weights on R d ; these are measurable positive functions m satisfying m(z + ζ) ≤ Cv(z)m(ζ) for every z, ζ ∈ R d . When dealing with possibly exponential weights it is convenient to consider windows in the space Σ
for some C 0 > 0 and every C > 0. We also write Σ 1 1
for the corresponding dual space (ultradistributions).
For f, g ∈ Σ 1 1 (R d ) the above integral is convergent and thus Σ [16] , with dense inclusion when p, q < ∞, cf. [8] . The spaces M p,q m (R d ) are Banach spaces and it worth noticing that every nonzero
. We refer to [17] and [22, Chapter 11] for the details and applications of modulation spaces to Time-frequency Analysis and to [50, Chapter 6 ] for a PDEs perspective.
We deduce from Theorem 5.1 the following continuity result.
) and assume the weight v satisfies
for every ε > 0.
Under the same hypotheses as in Theorem 5.1, the propagator S(t, 0) defines a bounded operator
By the inversion formula (21), we have
It therefore suffices to prove that the map M(σ) defined by
. Now, by Theorem 5.1 we have
Then one performs the change of variable z = χ −1 t (z), whose Jacobian is = 1, and concludes by the convolution relation
is integrable by hypothesis.
Corollary 5.5. Under the hypotheses of Theorem 5.1, the propagator
, holds for some h > 0 (see [25] ). Thus, using (30),
where we used that χ t is a bi-Lipschitz diffeomorphism. This estimate provides the claim.
Corollary 5.6. Under the hypotheses of Theorem 5.1, the propagator S(t, 0) is bounded on the dual space
Proof. This is a consequence of the previous result, by duality. In fact, the prop- 
is a solution of this one). On the other hand this last equation verifies the same assumptions as that in (1).
Representation as classical FIO
Assume now that for a fixed t ∈ R the canonical transformation (x, ξ) = χ t (y, η) satisfies the additional assumption (36) |det ∂x/∂y| > δ, for a suitable δ > 0. Then from the mapping χ t we can construct, as usual in the theory of FIOs (cf. e.g. [35, Theorem 4.3.2.]), a phase function Φ = Φ t ∈ C ∞ (R 2d ) uniquely determined up to a constant, which in the present global framework satisfies the following properties:
The relationships between the map (x, ξ) = χ t (y, η) is expressed by the equations
In fact, by (36) and the global inverse function theorem one can construct the map χ t from Φ. Vice-versa, assuming (37) and (38) and solving with respect to (x, ξ) the above system we come back to the canonical transformation (x, ξ) = χ t (y, η).
The following lemma, proved in [13, Lemma 4.2] clarifies further the relation between the phase Φ and the canonical transformation χ and will be used below.
Lemma 6.1. With Φ and χ as above, we have
We will now show that under the assumption (36) we can represent the propagator S(t, 0) as a Fourier integral operator (FIO) in the so-called type I form
for a suitable symbol σ t satisfying
To present the result in full generality, we recall the following Kernel Theorem for ultra-distributions [33] . 
We also introduce the Gelfand-Shilov space
which will be the right space for window functions.
We have the following characterization.
be a smooth symplectic transformation in R 2d satisfying (36) (with (x, ξ) = χ(y, η)). Moreover assume, for some constant C > 0,
Let Φ ∈ C ∞ (R 2d ) be the corresponding phase function, therefore enjoying (37) and (38) .
Then the following properties are equivalent.
(a) T = T Φ,σ is a FIO of type I for a symbol σ ∈ C ∞ (R 2d ) satisfying, for some constant C > 0,
(b) There exist constants C, ε > 0 such that
Proof. The implication (a) ⇒ (b) is proved in [15, Theorem 3.3] . Hence, we are left to prove the vice-versa. By the Kernel Theorem for ultra-distributions (Theorem 6.2) T can be written as a FIO of type I, with the phase Φ uniquely (up to a constant) constructed from the canonical transformation χ (hence enjoying the conditions (37) and (38) above) and for some symbol σ in (S
. We have to verify that the symbol σ satisfies (45) .
We use some techniques from [9] . To set up notation, let Φ 2,z be the remainder in the second order Taylor expansion of the phase Φ at z ∈ R 2d , i.e.,
and set
We recall the fundamental relation between the Gabor matrix of a FIO and the STFT (see (11) for its definition) of its symbol from [12, Proposition 3.2] and [13, Section 6] :
Now, using (40) , and writing u = (
and then into the estimate (49) sup
, we shall prove that there exist C, k > 0 such that
This is equivalent to saying that σ satisfies (45) (see e.g. [14, Theorem 3.1]). We can write
On the other hand, from [15, Formula (30) ] we have the estimates
which together with the Leibniz' formula and the definition (43) implies that the set {e iΦ 2,u G : u ∈ R 2d } is bounded in S 
Hence (50) is satisfied from some C, k > 0, which concludes the proof.
Propagation of analytic singularities
We want now to localize in R 2d the analytic singularities of a distribution and study the action on them of S(t, 0).
For Γ ⊂ R 2d we define the δ-neighborhood Γ δ , 0 < δ < 1, as (54) Γ δ = {z ∈ R 2d : |z − z 0 | < δ z 0 for some z 0 ∈ Γ}.
For future reference, we begin to list some properties of the δ-neighborhoods.
The proof is straightforward. Consider then the map χ = χ t : R 2d → R 2d , defined in the preceding Sections, for a fixed t. Observe that χ and χ −1 are Lipschitz, and hence χ(z) ≍ z .
Lemma 7.2. For every δ there exists
The constant δ * depends on χ and δ but it is independent of Γ.
Proof. We first prove (57). Let w ∈ χ(Γ δ * ). Then there exists z 0 ∈ Γ such that w = χ(z) for some z with |z − z 0 | < δ * z 0 . On the other hand, taking w 0 = χ(z 0 ) ∈ χ(Γ), we have
Taking δ * sufficiently small, the proof of (57) is concluded. As for (58), applying χ −1 to both sides and writing Λ = χ(Γ), Γ = χ −1 (Λ), we are reduced to prove
so we come back to (57).
In the following we shall argue on f ∈ (S Of course, (60) gives us some nontrivial information about f only when Γ is unbounded. We shall prove later that Definition 7.3 does not depend on the choice of the window g ∈ S for some constant ε ′ > 0. We want to show that S(t, 0)f is regular in χ t (Λ). To this end, using (57) in Lemma 7.2, we take first δ * < δ such that χ t (Γ) δ * ⊂ χ t (Γ δ ) and then using (55) in Lemma 7.1 we fix δ ′ < δ * such that (63) χ t (Γ) δ ′ δ ′ ⊂ χ t (Γ) δ * ⊂ χ t (Γ δ ).
|V g f | * |V h g| (w). Proof. Since |V h g(z)| e −ε ′ |z| , z ∈ R 2d , for some constant ε ′ > 0, Lemma 7.5 gives
We then split the domain of integration into Γ δ and R 2d \ Γ δ , and argue as in the proof of the preceding Theorem 7.4, being now χ t = identity.
Willing to localize of singularities of f in R 2d , we are led to the following definition. F(f ) is a filter since if Λ ∈ F(f ) and Λ ⊂ Λ ′ , then also Λ ′ ∈ F(f ), and moreover if Λ 1 , . . . , Λ n ∈ F(f ) then also ∩ n j=1 Λ j ∈ F(f ). Note that any neighborhood of ∞ i.e. the complementary of a bounded set, belongs to F(f ). We have f ∈ S 1 1 (R d ) if and only if ∅ ∈ F(f ), that is equivalent to saying that there exists Λ 1 , . . . , Λ n ∈ F(f ) such that ∩ n j=1 Λ j = ∅. In this language, Theorem 7.4 can be rephrased as follows. Proof. The inclusion χ t (F(f )) ⊂ F(S(t, 0)f ) is just a restatement of Theorem 7.4. The opposite inclusion is equivalent to χ 
