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Resumen: La tendencia actual a trabajar con documentos cortos (blogs, mensajes
de textos, y otros), ha generado un intere´s creciente en las te´cnicas de procesamiento
automa´ticas de documentos con estas caracter´ısticas. En este contexto, el “cluste-
ring” (agrupamiento) de textos cortos es un a´rea muy importante de investigacio´n,
que puede jugar un rol fundamental en organizar estos grandes volu´menes de textos
cortos, en un nu´mero pequen˜o de grupos significativos. Recientemente, el uso de
me´todos de clustering bio-inspirados iterativos, ha producido resultados muy intere-
santes utilizando representaciones de vector de te´rminos cla´sicas. En este trabajo,
extendemos este enfoque utilizando representaciones de documentos enriquecidas
con informacio´n sema´ntica (conceptos) obtenida con me´todos de desambiguacio´n
basados en conocimiento. Los resultados experimentales, permiten concluir que el
enfoque de clustering iterativo utilizado puede verse beneficiado significativamente
con la incorporacio´n de informacio´n sema´ntica en la representacio´n de documentos,
mostrando un desempen˜o superior al exhibido por varios de los me´todos de cluste-
ring ma´s difundidos en el a´rea, en la mayor´ıa de las instancias experimentales.
Palabras clave: agrupamiento iterativo, desambigu¨acio´n, colecciones de textos cor-
tos
Abstract: The current trend to work with short documents (e.g. blogs, text mes-
saging and others), has produced an increasing interest in automatic processing
techniques of documents with these features. In this context, short-text clustering
is a very important research area, which can play a fundamental role in organizing
these large volumes of short texts in a small number of meaningful groups. Recently,
the use of bio-inspired, iterative clustering methods has produced very interesting
results with standard term-vector representations. In this work, we extend this ap-
proach by using representations of documents that also include semantic information
(concepts) obtained with knowledge-based WSD methods. The experimental results
allow to conclude that our iterative clustering approach can be significantly improved
with the addition of this semantic information in the representation of documents,
showing a better performance than several well-known methods in this area, in most
of the considered experimental instances.
Keywords: iterative clustering, word sense disambiguation, short-text corpora
1. Introduccio´n
Hoy en d´ıa, la enorme cantidad de informa-
cio´n disponible en la Web ofrece un nu´mero
ilimitado de oportunidades para utilizar es-
ta informacio´n en diferentes aplicaciones del
mundo real. Desafortunadamente, las her-
∗ El trabajo del tercer y cuarto autor ha sido sopor-
tado por el proyecto MICINN TEXT-ENTERPRISE
2.0 TIN2009-13391-C04-03 (Plan I+D+i).
ramientas de ana´lisis automa´tico que son re-
queridas para que esta informacio´n sea fa´cil-
mente interpretada y utilizada de manera
efectiva (categorizacio´n, clustering y sistemas
de extraccio´n de informacio´n, entre otras),
deben enfrentar muchas dificultades propias
de las caracter´ısticas de los documentos a ser
procesados. Por ejemplo, la mayor´ıa de los
documentos Web como por ejemplo “blogs”,
“snippets”, “chats”, “FAQs”, evaluaciones en
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l´ınea de productos comerciales, “e-mails”,
noticias, resu´menes cient´ıficos y otros son
“textos cortos”. E´ste es un aspecto central si
consideramos los problemas que los documen-
tos cortos usualmente plantean a las difer-
entes tareas de Procesamiento del Lengua-
je Natural (PLN) (Pinto y Rosso, 2007;
Errecalde, Ingaramo, y Rosso, 2008).
En los u´ltimos tiempos, varios trabajos
han reconocido la importancia y comple-
jidad del procesamiento de textos cortos,
reporta´ndose resultados interesantes en
diversas tareas de clustering de este tipo
de documentos (Pinto y Rosso, 2007;
Errecalde, Ingaramo, y Rosso, 2008;
Ingaramo et al., 2009; Liu et al., 2010;
Banerjee, Ramanathan, y Gupta, 2007a;
Ingaramo, Errecalde, y Rosso, 2010b;
Ingaramo, Errecalde, y Rosso, 2010a).
En particular, un enfoque iterativo llamado
ITSA?, ha demostrado ser muy efectivo en
este tipo de tareas y ha logrado excelentes
resultados con distintas colecciones de textos
cortos (Errecalde, Ingaramo, y Rosso, 2010).
Por otro lado, diferentes trabajos
han analizado las ventajas de incor-
porar informacio´n sema´ntica a la rep-
resentacio´n de textos, obtenie´ndose
resultados positivos en algunos ca-
sos (Banerjee, Ramanathan, y Gupta, 2007b).
Es conveniente destacar, que en general estos
estudios esta´n enfocados en documentos
donde es factible, en la mayor´ıa de los casos,
disponer de una coleccio´n de entrenamiento
para la tarea de desambiguacio´n del sentido
de las palabras (WSD, las siglas en ingle´s
para Word Sense Disambiguation). Este
enfoque basado en corpus no siempre es
factible de ser aplicado en dominios con
las caracter´ısticas planteadas previamente.
Una alternativa para abordar el problema
anterior, es el uso de me´todos de WSD
basados en conocimiento los cuales obtienen
informacio´n desde recursos le´xicos exter-
nos. Si bien este tipo de me´todos suelen
mostrar resultados de menor calidad que
los obtenidos con me´todos basados en cor-
pus, constituyen en muchos casos la u´nica
alternativa realista si se desea hacer uso de
informacio´n sema´ntica en la representacio´n
de documentos (Va´zquez, 2009). Teniendo
en cuenta esto, se puede pensar en el enfoque
basado en conocimiento como una opcio´n
apropiada para el caso que nos ocupa: el
clustering de textos cortos.
El principal objetivo de este trabajo es
analizar, mediante un estudio experimen-
tal, cua´l es el impacto que tiene en el de-
sempen˜o del me´todo iterativo ITSA? en el
clustering de textos cortos, cuando se utiliza
informacio´n sema´ntica (conceptos) obteni-
da mediante te´cnicas de WSD basadas en
conocimiento. A tal fin, el estudio experimen-
tal incluira´ algunos de los algoritmos de clus-
tering que han mostrado ser los ma´s efectivos
en este a´rea, y un conjunto representativo de
colecciones de documentos cortos.
El resto del trabajo esta´ organizado de
la siguiente manera: la Seccio´n 2 presenta
conceptos introductorios relacionados a nue-
stro trabajo; la Seccio´n 3 detalla el disen˜o
experimental, describiendo los conjuntos de
datos utilizados y la representacio´n de los
textos con las distintas variantes en la incor-
poracio´n de informacio´n sema´ntica. Tambie´n
se incluyen aqu´ı, los resultados obtenidos en
el trabajo experimental. Finalmente, la Sec-
cio´n 4 presenta las conclusiones y posibles
trabajos futuros.
2. Conceptos introductorios
El principal aporte de este trabajo es el
ana´lisis del impacto del uso de informacio´n
sema´ntica (conceptos) obtenida mediante
me´todos de WSD basados en conocimiento,
cuando se usa el me´todo iterativo ITSA?. Por
este motivo, y a los fines de hacer este trabajo
tan autocontenido como sea posible, se pre-
sentan en las siguientes dos subsecciones una
breve introduccio´n a cada uno de estos temas.
2.1. Representaciones basadas en
Conceptos
En la mayor´ıa de las tareas de categorizacio´n,
clustering1 y recuperacio´n de la informacio´n,
los documentos son representados mediante
el modelo de espacio vector introducido por
Salton (Salton y Buckley, 1988), para la cod-
ificacio´n de textos. En este enfoque, cada tex-
to es representado por un vector de n-te´rmi-
nos, donde n es el nu´mero de te´rminos que
aparecen en la coleccio´n de documentos, y
cada te´rmino del vector es ponderado con
un peso determinado usualmente en base a
1Al usar el te´rmino clustering (agrupamiento)
hablamos de aquella forma de categorizacio´n no-
supervisada la cual, a diferencia de la categorizacio´n
standard, no dispone de informacio´n sobre las clases
“correctas” ni ejemplos de asignaciones de instancias
a las diferentes clases.
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la frecuencia de ocurrencia del te´rmino en el
documento y en la coleccio´n completa.
En el sistema SMART (Salton, 1971), ca-
da codificacio´n esta´ compuesta por tres le-
tras: las primeras dos letras refieren, respec-
tivamente, a TF (frecuencia de un te´rmi-
no) e IDF (frecuencia inversa del docu-
mento) mientras que el tercer componente
(NORM) indica si se utiliza normalizacio´n
o no. Teniendo en cuenta la nomenclatura
esta´ndar SMART, se consideran cinco alter-
nativas diferentes para la componente TF : n
(natural), b (binario), l (logaritmo), m (max-
norm) y a (promedio-norm); dos alternati-
vas para el componente IDF (n y t) con n
(no aplicacio´n) y t (tfidf) y dos alternativas
para la normalizacio´n: n (no normalizacio´n)
y c (coseno). De esta forma, una codificacio´n
ntc representa la codificacio´n esta´ndar tf -idf
(normalizada).
El uso de informacio´n sema´ntica implica,
en este contexto, la incorporacio´n del sig-
nificado de los te´rminos a la representacio´n.
La determinacio´n de cua´l es el significa-
do que corresponde a los distintos te´rminos
no es una tarea directa debido a los prob-
lemas de polisemia y sinonimia. Por este
motivo, se requieren de me´todos de WSD
que, as´ı como se explico´ previamente, pueden
ser clasificados en te´rminos generales como
basados en corpus o basados en conocimien-
to (Agirre y Edmonds, 2006). En este traba-
jo, nos centraremos en me´todos basados en
conocimiento los cua´les requieren de algu´n
recurso externo que, en primera instancia,
puede ser cualquier base de conocimiento
le´xica que defina los diferentes sentidos de
las palabras y relaciones entre ellas (conocida
como ontolog´ıa). La ontolog´ıa ma´s utilizada
es WordNet (WN) (Miller, 1995), que agru-
pa las palabras en conjuntos de sino´nimos
llamados synsets. Cada synset representa un
“concepto” le´xico u´nico, que en WN puede
estar relacionado sema´nticamente con otros
conceptos a trave´s de relaciones de sinonimia,
hiperonimia, hiponimia, etc., dando origen de
esta manera a una jerarqu´ıa conceptual.
En el presente trabajo se utilizaron tres
enfoques diferentes de WSD basado en
conocimiento:
1. CIAOSENSO : sistema basado en la
idea de densidad conceptual, medida
como la correlacio´n entre el sentido
de una palabra y su contexto. Para
ello, utiliza la longitud del camino
ma´s corto que conecta dos synsets
en la taxonomı´a de sustantivos que
utiliza WordNet. El me´todo utiliza
las relaciones jera´rquicas de hiperon-
imia e hiponimia presentes en WordNet
(Buscaldi, Rosso, y Masulli, 2004).
2. Algoritmo de Lesk : el procedimien-
to determina los sentidos de las pal-
abras que ocurren en un contexto
particular basa´ndose en una medida
de solapamiento entre las definiciones
de un diccionario y dicho contexto
(Lesk, 1986). Una variante, denomina-
da Lesk Mejorado, fue propuesta en
(Banerjee y Pedersen, 2002) que consid-
era no so´lo las definiciones de las pal-
abras a desambiguar, sino tambie´n las
definiciones de aquellos te´rminos rela-
cionados sema´nticamente en la jerarqu´ıa
WordNet.
3. Me´todo heur´ıstico del sentido ma´s fre-
cuente: sistema basado en propiedades
lingu¨´ısticas aprendidas. Esta es la te´cni-
ca ma´s simple de desambiguacio´n asig-
nando a una palabra el sentido que
ocurre ma´s a menudo de todos los posi-
bles sentidos de esa palabra. En este ca-
so, los sentidos han sido obtenidos a par-
tir de las frecuencias de ocurrencia de las
palabras reportadas por WordNet.
El uso de informacio´n sema´ntica plantea
distintas alternativas respecto a la manera en
que esta informacio´n puede ser incorporada
en la representacio´n de los documentos. En
este trabajo, el enfoque tradicional basado en
te´rminos2 sera´ comparado con dos esquemas
sema´nticos diferentes que referenciaremos co-
mo “conceptos” y “te´rminos+conceptos”. En
la primera estrategia denominada “concep-
tos”, se genera un nuevo vector reemplazan-
do todo te´rmino de la representacio´n original
por su concepto en WN (“synset”) y elimi-
nando aquellos te´rminos cuyo synset no ex-
iste o no pudo ser desambiguado. Cuando se
habla de “te´rminos+conceptos”, al vector de
te´rminos original se le incorporan todos los
conceptos de WN obtenidos en la primera es-
trategia.
2Con un proceso previo de eliminacio´n de palabras
de paro (o “stopword”) y lematizado de las palabras.
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2.2. El algoritmo ITSA?
El algoritmo ITSA? (cuyo nombre deriva de
ITerative PAntSA?), es la versio´n iterativa de
PAntSA?, un me´todo bio-inspirado disen˜ado
para mejorar los resultados obtenidos con al-
goritmos de clustering arbitrarios. PAntSA?
es la versio´n particional del algoritmo
AntTree (Azzag et al., 2003) que adema´s in-
corpora informacio´n sobre el Coeficiente de
Silueta3 y el concepto de atraccio´n de un
cluster. En PAntSA?, los datos (en este caso
documentos) son representados por hormigas
que se mueven sobre una estructura de a´rbol
de acuerdo a su similaridad con las otras
hormigas ya conectadas al a´rbol. Cada no-
do en la estructura del a´rbol representa una
u´nica hormiga y cada hormiga representa un
u´nico documento.
La coleccio´n completa de hormigas es
representada inicialmente por una lista L
de hormigas que esperan ser conectadas.
Comenzando desde un soporte artificial a0,
todas las hormigas son conectadas de man-
era incremental ya sea en el soporte o bien
a otra hormiga ya conectada. Este proceso
continu´a hasta que todas las hormigas esta´n
conectadas a la estructura. Las dos compo-
nentes principales de PAntSA? son: 1) la dis-
posicio´n inicial de las hormigas en la lista L,
y 2) el criterio utilizado por una hormiga ar-
bitraria ai ubicada sobre el soporte, para de-
cidir cua´l sera´ la hormiga a+ (conectada al
soporte) hacia la que deber´ıa moverse. Para
el primer paso, PAntSA? toma como entra-
da el agrupamiento obtenido con algu´n algo-
ritmo de clustering arbitrario y usa informa-
cio´n sobre el Coeficiente de Silueta (CS) de
este agrupamiento para determinar el orden
inicial de las hormigas en L. Para el segun-
do proceso, PAntSA? usa un criterio ma´s in-
formado basado en el concepto de atraccio´n.
Aqu´ı, si Ga+ = {a+} ∪ Aa+ es el grupo for-
mado por una hormiga a+ conectada al so-
porte y sus descendientes; esta relacio´n entre
el grupo Ga+ y la hormiga ai es referida como
la atraccio´n de Ga+ sobre ai y sera´ denotada
como att(ai,Ga+).
3El componente fundamental de esta medida es
la fo´rmula usada para determinar el coeficiente de
cualquier objeto i, s(i) y es definido como: s(i) =
b(i)−a(i)
max(a(i),b(i))
con −1 ≤ s(i) ≤ 1. El valor a(i) denota
el promedio de disimilitud del objeto i con el resto
de los objetos en su propio agrupamiento, y b(i) de
disimilitud del objeto i a todos los objetos en el agru-
pamiento ma´s cercano (Rousseeuw, 1987).
PAntSA? se diferencia de AntTree en otro
aspecto importante: no construye estructuras
jera´rquicas con ra´ıces (hormigas) directa-
mente conectadas al soporte. De esta man-
era, se simplifica el algoritmo al suprimirse
algunos para´metros necesarios para la gen-
eracio´n de la jerarqu´ıa. En PAntSA?, cada
hormiga aj conectada al soporte (a0) y sus
descendientes (el grupo Gaj ) es considerado
simplemente como un conjunto. De esta man-
era, cuando una hormiga arbitraria ai debe
ser incorporada en el grupo de la hormiga a+
que ma´s atraccio´n ejerce sobre ai, este paso
es implementado como un simple agregado
de ai al conjunto Ga+ . El algoritmo PAntSA?
resultante es mostrado en la Figura 1, donde
es posible observar que toma un clustering
arbitrario como entrada y lleva a cabo los
siguientes tres pasos para obtener el nuevo
clustering: 1) Coneccio´n al soporte, 2) Gen-
eracio´n de la lista L y 3) Agrupamiento de
las hormigas en L.
En el primer paso, la hormiga ma´s rep-
resentativa de cada grupo del agrupamien-
to recibido como entrada es conectada al so-
porte a0. Esta tarea, consiste en seleccionar
la hormiga ai con el valor de CS ma´s alto de
cada grupo Ci, y conectar cada una de el-
las al soporte, formando un conjunto de un
u´nico elemento Gai . El segundo paso, consiste
en generar la lista L con las hormigas que
no fueron conectadas en el paso previo. Este
proceso tambie´n considera el ordenamiento
basado en el CS obtenido en el paso previo,
y mezcla las hormigas restantes (ordenadas)
de cada grupo tomando, en forma iterativa, la
primera hormiga de cada fila no vac´ıa, hasta
que todas las filas esta´n vac´ıas. En el tercer
paso, el orden en el cual las hormigas sera´n
procesadas es determinado por sus posiciones
en la lista L. El proceso de clustering de cada
hormiga arbitraria ai simplemente determina
cua´l es la hormiga conectada a+ que ejerce
ma´s atraccio´n sobre ai4 y entonces incorpora
a ai en el grupo de a+ (Ga+). El algoritmo
finalmente retorna un agrupamiento formado
por los grupos de las hormigas conectadas al
soporte.
Una vez que el algoritmo PAntSA? es
implementado, su versio´n iterativa llamada
ITSA?, puede ser fa´cilmente lograda. ITSA?
4Actualmente, como medida de atraccio´n usamos
la similitud promedio entre ai y todas las hormigas en
Ga+ pero otras medidas alternativas tambie´n ser´ıan
va´lidas.
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funcio´n PAntSA?(C) retorna un clustering C?
Entrada: C = {C1, . . . , Ck}, un agrupamiento inicial
1. Coneccio´n al soporte
1.a. Crear un conjunto Q = {q1, . . . , qk} de k filas de datos (una fila por cada
grupo Cj ∈ C).
1.b. Ordenar cada fila qj ∈ Q en orden decreciente de acuerdo al Coeficiente
de Silueta de sus elementos. Sea Q′ = {q′1, . . . , q′k} el conjunto de filas
ordenadas que resulta de este proceso.
1.c. Sea GF = {a1, . . . , ak} el conjunto formado por la primer hormiga ai de
cada fila q′i ∈ Q′. Por cada hormiga ai ∈ GF , remover ai de q′i e inicia-
lizar Gai = {ai} (conectar ai al soporte a0).
2. Generacio´n de la lista L
2.a. Sea Q′′ = {q′′1 , . . . , q′′k} el conjunto de filas resultante del proceso previo
de remocio´n de la primer hormiga de cada fila en Q′.
Generar la lista L mezclando las filas en Q′′.
3. Proceso de Clustering
3.a. Repetir
3.a.1 Seleccionar la primer hormiga ai de la lista L.
3.a.2 Sea a+ la hormiga con el valor ma´s alto de att(ai,Ga+ ).
Ga+ ← Ga+ ∪ {ai}
Hasta que L este´ vac´ıa
retornar C? = {Ga1 , . . . ,Gak}
Figura 1: El algoritmo PAntSA?.
so´lo debera´ proveer un agrupamiento inicial a
PAntSA?, luego tomar la salida de PAntSA?
que servira´ como nueva entrada para el
mismo algoritmo en la siguiente iteracio´n, y
repetir este proceso hasta que no se observen
cambios en el agrupamiento generado por
PAntSA? con respecto a la iteracio´n previa.
Es importante notar que tanto PAntSA?
como ITSA? son en realidad me´todos de
mejora que trabajan sobre un agrupamiento
inicial generado por un algoritmo de cluster-
ing separado. Sin embargo, en trabajos re-
cientes (Errecalde, Ingaramo, y Rosso, 2010),
se ha observado que ITSA? puede indepen-
dizarse de este requerimiento y obtener
resultados muy competitivos au´n cuando es
provisto con agrupamientos iniciales aleato-
rios. Esta variante, que sera´ la utilizada en
el trabajo experimental, permite obtener
una versio´n totalmente autocontenida de
ITSA? como algoritmo de clustering, e inde-
pendizarse de esta manera del algoritmo de
clustering particular utilizado para generar
el agrupamiento inicial.
3. Disen˜o Experimental y
Ana´lisis de los Resultados
Para el trabajo experimental se utilizaron
cuatro colecciones con diferentes niveles de
complejidad respecto al taman˜o, longitud
de los documentos y solapamiento de los
vocabularios: CICling-2002, EasyAbstracts, R8+
y R8-. CICling-2002 es una coleccio´n de textos
cortos muy popular que ha sido reconocida
como de alta complejidad debido a que sus
documentos son resu´menes cient´ıficos que
pertenecen a un dominio muy restringido
(lingu¨´ıstica computacional). La coleccio´n
EasyAbstracts esta´ compuesta de documentos
de corta longitud que tambie´n son resu´menes
cient´ıficos, pero que tratan sobre to´picos
bien diferenciados entre s´ı, por lo que es una
coleccio´n considerablemente ma´s fa´cil para
trabajar que CICling-2002. Las colecciones
previas, son colecciones pequen˜as que han
permitido en trabajos previos, realizar un
ana´lisis detallado que ser´ıa dificultoso llevar
a cabo si se trabaja con colecciones de gran
taman˜o. Desafortunadamente, si so´lo estos
conjuntos de datos fueran considerados no
ser´ıa posible determinar si las conclusiones
tambie´n son extensibles a colecciones de
mayor taman˜o. Por esta razo´n, en los ex-
perimentos tambie´n se consideraron otras
dos colecciones, R8+ y R8-, dos subconjuntos
del corpus R8-Test el cual, a su vez, es una
subcoleccio´n muy utilizada de la popular
Reuters-21578. La diferencia entre R8+ y
R8- es que en el primer caso se tomo´ el 20%
de los documentos ma´s largos de cada clase
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mientras que en el segundo se selecciono´ el
20% de los documentos ma´s cortos de cada
una de ellas. De esta manera, la longitud
de los documentos de R8+ es, en promedio,
10 veces la longitud de los documentos
de R8-. Restricciones de espacio nos impi-
den brindar una descripcio´n detallada de
estas colecciones pero es posible obtener
ma´s informacio´n sobre las caracter´ısticas
de las mismas y sus enlaces de acceso
en (Alexandrov, Gelbukh, y Rosso, 2005),
(Makagonov, Alexandrov, y Gelbukh, 2004),
(Pinto, Bened´ı, y Rosso, 2007),
(Ingaramo et al., 2009).
Los documentos fueron representados me-
diante el modelo de espacio vector (Sec-
cio´n 2.1), y la representacio´n utilizada para
codificar cada texto fue enriquecido a partir
de la incorporacio´n de informacio´n sema´nti-
ca, obtenie´ndose los vectores de “concep-
tos” y “te´rminos+conceptos”. Los “concep-
tos” fueron obtenidos mediante los tres en-
foques descriptos previamente: CIAOSEN-
SO (CIAO), Lesk Mejorado (LM) y el
me´todo heur´ıstico del sentido ma´s fre-
cuente (MFS, por sus siglas en ingle´s).
Los documentos fueron representados con
la codificacio´n stantard (normalizada) tf -
idf (codificacio´n SMART ntc) luego de
un proceso de eliminacio´n de palabras de
paro (stop-word). Como vectores de con-
ceptos se utilizaron aquellos que repor-
taron los mejores resultados en trabajos
previos (Rosas, Errecalde, y Rosso, 2010) los
cuales corresponden, en algunos casos, a dis-
tintos me´todos de WSD dependiendo de la
coleccio´n considerada. Para estimar la simil-
itud entre documentos se utilizo´ la popular
medida coseno. La inicializacio´n de para´met-
ros para CLUDIPSO y los restantes algo-
ritmos usados en las comparaciones corre-
sponden a los para´metros derivados emp´ıri-
camente en (Ingaramo et al., 2009).
3.1. Resultados Experimentales
Los resultados of ITSA? fueron comparados
con los resultados de PAntSA? y otros cuatro
algoritmos de clustering: K-means, K-
MajorClust (Stein y Meyer zu Eißen, 2002),
CHAMELEON (Karypis, Han, y Vipin, 1999)
y CLUDIPSO (Ingaramo et al., 2009). To-
dos estos algoritmos han sido usados
en estudios similares y en particular,
CLUDIPSO ha obtenido en trabajos pre-
vios (Ingaramo et al., 2009) los mejores
resultados con dos de las colecciones de
textos cortos que utilizaremos en los ex-
perimentos, CICling-2002 y EasyAbstracts.
La calidad de los resultados fue evaluada
mediante la medida (externa) cla´sica de-
nominada medida F (F -measure) sobre los
agrupamientos que cada algoritmo genero´ en
50 ejecuciones independendientes por colec-
cio´n. Los resultados reportados corresponden
a los valores de medida F mı´nimo (Fmin),
ma´ximo (Fmax) y promedio (Favg). Los
valores resaltados en negrita en la tabla con
los resultados indican los mejores resultados
obtenidos en cada caso.
La Tabla 1 muestra los valores Fmin,
Fmax y Favg que K-means, K-MajorClust,
CHAMELEON y CLUDIPSO obtuvieron
con las cuatro colecciones. Tambie´n se in-
cluyen los resultados obtenidos con PAntSA?
e ITSA? tomando como entrada los agru-
pamientos generados por un proceso simple
(denotado R-Clustering) que determina de
manera aleatoria el grupo de cada documen-
to. Estos resultados de PAntSA? e ITSA? uti-
lizando la representacio´n de te´rminos tradi-
cional son denotados como R-Clust? y R-
Clust?? respectivamente. Los resultados de
ITSA? utilizando vectores de conceptos son
denotados R-Clust??-C mientras que aquel-
los que combinan te´rminos y conceptos son
referenciados como R-Clust??-T+C.
Los resultados obtenidos son concluyentes
respecto al buen desempen˜o de ITSA? con
las colecciones con mayor nu´mero de docu-
mentos (R8+ y R8-) cuando se incorpora in-
formacio´n sema´ntica en la representacio´n de
los textos cortos. En este sentido, se debe
notar que ITSA? obtiene los mejores valores
de Fmin, Fmax y Favg utilizando representa-
ciones que so´lo utilizan conceptos (R-Clust??-
C) en el caso de R8+ y con representaciones
que utilizan conceptos y te´rminos (R-Clust??-
T+C) en el caso de R8-. Los resultados con las
otras dos colecciones ma´s pequen˜as, si bien no
son tan catego´ricos, son altamente competi-
tivos con los obtenidos por los restantes algo-
ritmos. En el caso de CICling-2002 (una colec-
cio´n que ha exhibido una alta complejidad en
trabajos previos) ITSA? obtiene los mejores
valores de Fmax y Favg con representaciones
que so´lo utilizan conceptos, y so´lo es mı´nima-
mente superado en el valor de Fmin por el al-
goritmo CLUDIPSO. Con respecto a EasyAb-
stracts, la variante R-Clust??-T+C obtiene el
mejor valor de Favg, si bien es superada en
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Fmin por CLUDIPSO, y levemente supera-
da por la variante de ITSA? que so´lo utiliza
te´rminos (R-Clust??).
4. Conclusiones y Trabajo Futuro
En este trabajo, se analizo´ el impacto del
uso de informacio´n sema´ntica (conceptos) en
la representacio´n de documentos, combinada
con el uso del algoritmo iterativo ITSA?, en
tareas de clustering de textos cortos. Los re-
sultados obtenidos en el trabajo experimen-
tal, son altamente prometedores respecto a la
efectividad de este enfoque, obtenie´ndose re-
sultados muy competitivos en la mayor´ıa de
las instancias experimentales consideradas y,
en algunos casos, alcanza´ndose los mejores re-
sultados reportados en la literatura espec´ıfi-
ca en el a´rea. Este u´ltimo aspecto, no es
una observacio´n menor, si consideramos que
los me´todos de WSD utilizados para obtener
los conceptos (WSD basado en conocimien-
to) son considerados como me´todos de´biles
en relacio´n a otros me´todos supervisados ma´s
elaborados, por lo que cualquier mejora in-
troducida en el proceso de WSD subyacente
podr´ıa resultar en una mejora del proceso de
clustering completo.
Como posibles extensiones de este traba-
jo nos proponemos, en primer lugar, aplicar
este enfoque combinado (conceptos + ITSA?)
a otras colecciones de documentos cortos y
tambie´n a colecciones con documentos de
mayor longitud. Si bien en este trabajo so´lo
nos concentramos en el uso de clusterings
aleatorios como entrada a ITSA?, tambie´n
ser´ıa interesante analizar las posibilidades
de este algoritmo como me´todo de mejo-
ra general, y tambie´n considerar las mejo-
ras logradas con este esquema utilizando las
salidas generadas por los restantes algorit-
mos, mediante un estudio similar al realiza-
do en (Errecalde, Ingaramo, y Rosso, 2010),
pero utilizando en este caso informacio´n
sema´ntica en la representacio´n de los doc-
umentos. Finalmente, se debe aclarar que,
si bien en el trabajo experimental so´lo
se consideraron los conceptos directamente
obtenidos del proceso de desambiguacio´n,
tambie´n ser´ıa factible analizar el efecto
de considerar aquellos conceptos disponibles
siguiendo la relacio´n de hiperonimia de
WN. Este enfoque ya ha sido consider-
ado en trabajos previos que utilizan in-
formacio´n sema´ntica con resultados favor-
ables (Hotho, Staab, y Stumme, 2003).
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