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Abstract. In this paper positive linear set valued maps defined on the cone are studied. The
representation theorem for positive linear set valued maps is given and Lipschitz continuity of
these maps is proved. The estimations of upper and lower norms of the positive linear set valued
maps are obtained.
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1. INTRODUCTION
It is known that the set valued analogues of continuous linear operators are set
valued maps the graph of which are cones or vector subspaces. These kinds of set
valued maps are called processes or linear processes respectively (see, e.g. [10, 11]).
They provide a good framework for investigation of general homogenous systems
which arise in economics, mechanics and functional analysis (see, e.g. [2, 3, 7, 12]).
Differentials of the set valued maps provide examples of closed convex processes
(see, e.g. [2, 4]). Various properties of the convex processes are investigated in [1–
3, 5, 6, 8–12]. Regularity and continuity of the convex processes are discussed in
[2,3,5,6,8,9,12]. In [1] controllability property of the differential inclusion is studied
where the right hand side of the given differential inclusion is a convex process. In
this paper positive linear set valued maps are defined which satisfy additivity and
positive homogeneity conditions. The paper is organized as follows:
In Section 2 the representation theorem for a positive linear set valued map is given
(Theorem 1). In Section 3 the Lipschitz continuity of the positive linear set valued
maps is proved (Theorem 2). In Section 4 the evaluations of upper and lower norms
of the positive linear set valued maps are obtained (Theorem 3).
Let Rn be the n-dimensional Euclidean space, .X;kkX / and .Y;kkY / be normed
spaces, and ai 2X; i D 1;2; : : : ;n; are nonzero linearly independent vectors. Denote
RnC D f D .1; 2; : : : ; n/ 2 Rn W i  0; i D 1;2; : : : ;ng ;
c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K D
(
x D
nX
iD1
iai W .1; 2; : : : ; n/ 2 RnC
)
; (1.1)
En D
(
x D
nX
iD1
iai W .1; 2; : : : ; n/ 2 Rn
)
; (1.2)
˛ D
 
nX
iD1
kaik2X
! 1
2
: (1.3)
It is obvious that K  X is a cone and every x 2 K has a unique representation in
the form x D
nX
iD1
iai , where  D .1; 2; : : : ; n/ 2 RnC: Similarly, every x 2En also
has a unique representation in the form xD
nX
iD1
iai , where  D .1; 2; : : : ; n/ 2Rn:
For given x 2En we will denote xn D .1; 2; : : : ; n/ 2 Rn and kxnk D
 
nX
iD1
2i
! 1
2
:
For each  D .1; 2; : : : ; n/ 2 Rn we define a function f ./ W Rn! Œ0;1/, setting
f ./D f .1; 2; : : : ; n/D

nX
iD1
iai

X
: (1.4)
Let
Sn D f D .1; 2; : : : ; n/ 2 Rn W kk D 1g ;
SnC D
˚
 D .1; 2; : : : ; n/ 2 RnC W kk D 1
	
:
It is clear that SnC  Rn; Sn  Rn are compact sets, SnC  Sn; f ./ W Rn! Œ0;1/ is
a continuous function and
f ./D

nX
iD1
iai

X
> 0 for every  D .1; 2; : : : ; n/ 2 Sn:
Hence there exist  > 0 and ˇ > 0 such that
minff ./ W  2 Sng D ; (1.5)
min
˚
f ./ W  2 SnC
	D ˇ: (1.6)
It is obvious that ˇ   > 0:
Proposition 1. The inequality
 kxnk  kxkX  ˛ kxnk (1.7)
is satisfied for every x 2En, and the inequality
ˇ kxnk  kxkX  ˛ kxnk (1.8)
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holds for every x 2K, where ˛ > 0;  > 0 and ˇ > 0 are defined by (1.3), (1.5) and
(1.6) respectively.
Proof. Let x 2En: Then xD
nX
iD1
iai , where  D .1; 2; : : : ; n/ 2Rn, and hence
xn D .1; 2; : : : ; n/ 2 Rn: Thus, using Cauchy-Schwarz inequality, we obtain from
(1.3) that
kxkX D

nX
iD1
iai

X

nX
iD1
ji jkaikX 
 
nX
iD1
2i
! 1
2

 
nX
iD1
kaik2X
! 1
2
D ˛ kxnk :
(1.9)
Now, let again x D
nX
iD1
iai 2En be an arbitrarily chosen vector where x ¤ 0: Then
xn D .1; 2; : : : ; n/ 2 Rn; xn ¤ 0 and
kxkX D

nX
iD1
iai

X
D kxnk 

nX
iD1
i
kxnk ai

X
: (1.10)
Since

1
kxnk ;
2
kxnk ; : : : ;
n
kxnk

2 Sn, we have from (1.4) and (1.5) that

nX
iD1
i
kxnk ai

X
 : (1.11)
(1.10) and (1.11) imply
kxkX   kxnk : (1.12)
If x D 0, then inequality (1.12) is satisfied trivially. From (1.9) and (1.12) we obtain
the proof of the inequality (1.7).
Since K En, (1.7) gives
kxkX  ˛ kxnk (1.13)
for every x 2K, where ˛ > 0 is defined by (1.3).
Let, now, x D
nX
iD1
iai 2K be an arbitrarily chosen vector such that x ¤ 0: Then
xn D .1; 2; : : : ; n/ 2 RnC; xn ¤ 0 and
kxkX D

nX
iD1
iai

X
D kxnk 

nX
iD1
i
kxnk ai

X
: (1.14)
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Since

1
kxnk ;
2
kxnk ; : : : ;
n
kxnk

2 SnC, we have from (1.4) and (1.6) that
nX
iD1
i
kxnk ai

X
 ˇ: (1.15)
(1.14) and (1.15) imply
kxkX  ˇ kxnk : (1.16)
The inequality (1.16) is also verified, if x D 0: (1.13) and (1.16) yield the proof of
the inequality (1.8). 
Proposition 2. The coneK X defined by relation (1.1) is a pointed cone, i.e. K
is closed, convex, and K
T
. K/D f0Xg :
Proof. Convexity of the cone K is obvious. Let us prove closedness. Let x.m/ D
nX
iD1

.m/
i ai 2 K for every m D 1;2; : : : and x.m/ ! x as m!1: By virtue of
Proposition 1 we have x.m/n  1ˇ x.m/X (1.17)
for every mD 1;2; : : : where x.m/n D


.m/
1 ; 
.m/
2 ; : : : ; 
.m/
n

:
Since x.m/! x as m!1, then it follows from (1.17) that there exists an r > 0
such that x.m/n  r
for every mD 1;2; : : : , and hence
nX
iD1


.m/
i
2  r2 (1.18)
for every m D 1;2; : : : . (1.18) implies that the sequences
n

.m/
i
o1
mD1 are bounded
for every i D 1;2; : : : ;n: Hence there exists a subsequence
n

.mj /
i
o1
jD1 such that

.mj /
i ! i as j !1 for every i D 1;2; : : : ;n: It is obvious that i  0 for every
i D 1;2; : : : ;n:
Denote y D
nX
iD1
i ai : Then y 2K and x.mj /! y as j !1, where x.mj / D
nX
iD1

.mj /
i ai . Since x
.m/! x as m!1, we get x D y 2K:
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Let us prove the validity of the relation
K
\
. K/D f0Xg :
Let us assume contrary, i.e. let there exists x 2K such that x¤ 0 and  x 2K:
Then there exist unique  D .1; 2; : : : ; n/ 2 RnC and D .1;2; : : : ;n/ 2 RnC such
that
x D
nX
iD1
iai ;  x D
nX
iD1
iai : (1.19)
(1.19) yields
nX
iD1
.i Ci /ai D 0: (1.20)
Since the vectors a1, a2,: : :,an are linearly independent,  D .1; 2; : : : ; n/2RnC and
D .1;2; : : : ;n/ 2RnC , (1.20) implies that i D 0; i D 0 for every i D 1;2; : : : ;n,
and hence x D 0: This contradicts with x ¤ 0: 
The family of all non-empty, compact, and convex subsets of Y is denoted by
Pkc .Y / : The Hausdorff distance between the sets U  Y and V  Y is denoted by
hY .U;V / and defined as
hY .U;V /Dmax

sup
u2U
dY .u;V / ; sup
v2V
dY .v;U /

;
where dY .u;V /D inffku vkY W v 2 V g (see, e.g., [2]). It is known that .Pkc .Y / ;hY .; //
is a metric space.
Now let us formulate some properties of convex sets. For U 2 Pkc.Y /; V 2
Pkc.Y /, and  2 R1 we denote
U CV D fuCv W u 2 U;v 2 V g ; U D fu W u 2 U g :
It is obvious that ifU 2Pkc.Y /; V 2Pkc.Y /; 2R1, then .U CV /D U CV:
If U 2 Pkc.Y /;  2 R1C ;  2 R1C, then .C/U D U CU:
For a given U 2 Pkc.Y / we denote
kU k DmaxfkukY W u 2 U g :
It is not a difficult matter to verify that kU kD 0 iff U D f0Y g ; kU CV k  kU kC
kV k for every U 2 Pkc.Y / and V 2 Pkc.Y /; kU k D jjkU k for every  2 R1 and
U 2 Pkc.Y /. Let
.Pkc.Y //
n D Pkc.Y /Pkc.Y / : : :Pkc.Y /„ ƒ‚ …
n times
:
For  2 R1C;  D .1; 2; : : : ; n/ 2 RnC, UD .U1;U2; : : : ;Un/ 2 .Pkc.Y //n, V D
.V1;V2; : : : ;Vn/ 2 .Pkc.Y //n we denote
UCV D .U1CV1;U2CV2; : : : ;UnCVn/;
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UD .U1;U2; : : : ;Un/;
kUkC D
 
nX
iD1
kUik2
! 1
2
;
< ;U> D
nX
iD1
iUi :
Proposition 3. Let U D .U1;U2; : : : ;Un/ 2 .Pkc.Y //n, V D .V1;V2; : : : ;Vn/ 2
.Pkc.Y //
n ;  2 R1C;  D .1; 2; : : : ; n/ 2 RnC. Then
kUCVkC  kUkC CkVkC ; (1.21)
kUkC D   kUkC ; (1.22)
k< ;U>k  kk  kUkC : (1.23)
Proof. The proofs of (1.21) and (1.22) are obvious. To prove inequality (1.23) it
is enough to use Cauchy-Schwarz inequality. Thus,
k< ;U>k D

nX
iD1
iUi

nX
iD1
i kUik

 
nX
iD1
.i /
2
! 1
2

 
nX
iD1
kUik2
! 1
2
D kk  kUkC :

2. POSITIVE LINEAR SET VALUED MAPS
Definition 1. Let X and Y be normed spaces, K  X be defined by (1.1), F./ W
K! Pkc.Y / be a given set valued map. If
F.x1Cx2/D F.x1/CF.x2/
for every x1 2K; x2 2K;  2 R1C and  2 R1C, then F./ is called a positive linear
set valued map.
Let us give the representation theorem for positive linear set valued maps.
Theorem 1. LetK X be defined by (1.1), F./ WK!Pkc.Y / be a given positive
linear set valued map. Then there exists a unique F D .F1;F2; : : : ;Fn/ 2 .Pkc.Y //n
such that
F.x/D < xn;F > (2.1)
and
kF.x/k  kxnk  kF kC 
1
ˇ
kF kC  kxkX (2.2)
for every x 2K, where ˇ > 0 is defined by (1.6).
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Proof. Denote Fi D F.ai / .i D 1;2; : : : ;n/ and F D .F1;F2; : : : ;Fn/. Since Fi 2
Pkc.Y /, then F 2 .Pkc.Y //n:
Let x 2K: Then there exists a unique .1; 2; : : : ; n/ 2 RnC such that x D
nX
iD1
iai ,
and hence xn D .1; 2; : : : ; n/. Since the set valued map F./ is positive linear, we
obtain
F.x/D F
 
nX
iD1
iai
!
D
nX
iD1
F .iai /D
nX
iD1
iF .ai /D
nX
iD1
iFi D < xn;F > :
The validity of inequality (2.2) follows from Proposition 1 and Proposition 3.
Now let us prove the uniqueness of representation (2.1). Let there exists E D
.E1;E2; : : : ;En/ 2 .Pkc.Y //n such that for every x 2K
F.x/D < xn;E > : (2.3)
From (2.1) and (2.3) it follows that
< xn;F >D < xn;E >
for every x 2K and consequently
nX
iD1
iFi D
nX
iD1
iEi (2.4)
for every .1; 2; : : : ; n/ 2 RnC.
Taking i D 1; i D 0 if i ¤ i, we get from (2.4) that Fi DEi , and hence Fi D
Ei for every i D 1;2; : : : ;n: Thus E D F , and representation (2.1) is unique. 
Theorem 1 implies the validity of the following corollary.
Corollary 1. LetK X be defined by (1.1), F./ WK!Pkc.R1/ be a given posit-
ive linear set valued map. Then there exists a unique
F D .Œ˛1;ˇ1 ; Œ˛2;ˇ2 ; : : : ; Œ˛n;ˇn/ 2 .Pkc.R1//n such that
F.x/D
nX
iD1
i  Œ˛i ;ˇi D
"
nX
iD1
i ˛i ;
nX
iD1
i ˇi
#
for every x 2K, where .1; 2; : : : ; n/D xn and .1; 2; : : : ; n/ 2 RnC :
3. LIPSCHITZ CONTINUITY OF THE POSITIVE LINEAR SET VALUED MAPS
The following proposition characterizes Lipschitz continuity of the positive linear
set valued maps.
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Theorem 2. LetK X be defined by (1.1), F./ WK!Pkc.Y / be a given positive
linear set valued map. Then the set valued map F./ is Lipschitz continuous with
Lipschitz constant
1

kF kC that is
hY

F

x.1/

;F

x.2/

 1

kF kC 
x.1/ x.2/
X
for every x.1/ 2 K; x.2/ 2 K, where  > 0 is defined by (1.5),
F D .F1;F2; : : : ;Fn/2 .Pkc.Y //n; Fi 2Pkc.Y / .i D 1;2; : : : ;n/ are defined in The-
orem 1.
Proof. According to Theorem 1, there exists a unique F D .F1;F2; : : : ;Fn/ 2
.Pkc.Y //
n such that for every x 2K
F.x/D < xn;F > : (3.1)
Let x.1/ 2 K; x.2/ 2 K; x.1/n D


.1/
1 ; 
.1/
2 ; : : : ; 
.1/
n

2 RnC;
x.2/n D


.2/
1 ; 
.2/
2 ; : : : ; 
.2/
n

2 RnC: Then we get from (3.1) that
F.x.1//D < x.1/n ;F >D
nX
iD1

.1/
i Fi ; (3.2)
F.x.2//D < x.2/n ;F >D
nX
iD1

.2/
i Fi : (3.3)
Let u 2 F

x.1/

be an arbitrarily chosen vector. Then by virtue of (3.2) there exist
f1 2 F1; f2 2 F2; : : : , fn 2 Fn such that
u D
nX
iD1

.1/
i fi : (3.4)
Now let
v D
nX
iD1

.2/
i fi : (3.5)
Then according to (3.3) we have v 2 F

x.2/

: From (3.4) and (3.5) it follows that
ku vkY D

nX
iD1


.1/
i fi   .2/i fi

Y

nX
iD1
ˇˇˇ

.1/
i   .2/i
ˇˇˇ
kfikY

nX
iD1
ˇˇˇ

.1/
i   .2/i
ˇˇˇ
kFik : (3.6)
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(3.6) and Cauchy-Schwarz inequality yield
ku vkY 
 
nX
iD1


.1/
i   .2/i
2! 12  nX
iD1
kFik2
! 1
2
D kF kC 
x.1/n  x.2/n  :
(3.7)
Since x.1/ x.2/ 2En, where En is defined by (1.2), Proposition 1 implies thatx.1/n  x.2/n  1 x.1/ x.2/X ; (3.8)
where  > 0 is defined by (1.5). (3.7) and (3.8) yield that
ku vkY 
1

kF kC 
x.1/ x.2/
X
: (3.9)
It follows from (3.9) that
dY

u;F .x.2//

 1

kF kC 
x.1/ x.2/
X
: (3.10)
Since u 2 F.x.1// is an arbitrarily chosen vector, then we get from (3.10) that
sup
n
dY

u;F

x.2/

W u 2 F

x.1/
o
 1

kF kC 
x.1/ x.2/
X
: (3.11)
Analogously it is possible to prove that
sup
n
dY

v;F

x.1/

W v 2 F

x.2/
o
 1

kF kC 
x.1/ x.2/
X
: (3.12)
(3.11) and (3.12) imply the proof of the proposition. 
Proposition 4. Let K  X be defined by (1.1), F./ W K ! Pkc.Y / be a given
positive linear set valued map. Then
gr F./D f.x;y/ 2KY W y 2 F .x/g
is a closed convex cone.
Proof. The proof that gr F./ is a convex cone is obvious. Closedness of gr F./
follows from Theorem 2, asserting that the set valued map F./ W K ! Pkc.Y / is
continuous. 
By virtue of [2], [11], and Proposition 4 we conclude that the positive linear set
valued map F./ WK! Pkc.Y / is a closed convex processes.
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4. THE NORM OF THE POSITIVE LINEAR SET VALUED MAPS
According to [2] and [6] the upper and lower norms of the positive linear set valued
map F./ W K ! Pkc.Y /, where K  X is given by relation (1.1), are respectively
defined as
kF./ku D sup
x2Knf0X g
kF .x/k
kxkX
D sup
x2Knf0X g
supfkf kY W f 2 F .x/g
kxkX
;
kF./kl D sup
x2Knf0X g
dY .0Y ;F .x//
kxkX
D sup
x2Knf0X g
inffkf kY W f 2 F .x/g
kxkX
:
It is obvious that kF./kl  kF./ku : The following theorem gives estimations of
upper and lower norms of the positive linear set valued map F./ WK! Pkc.Y /.
Theorem 3. LetK X be defined by (1.1), F./ WK!Pkc.Y / be a given positive
linear set valued map. Then
max

mi
kaikX
W i D 1;2; : : : ;n

 kF./kl  kF./ku 
1
ˇ
kF kC ;
where ˇ > 0 is defined by (1.6), F D .F1;F2; : : : ;Fn/ 2 .Pkc.Y //n; Fi 2 Pkc.Y /
.i D 1;2; : : : ;n/ are defined in Theorem 1, mi D dY .0Y ;Fi /, ai 2X; i D 1;2; : : : ;n;
are linearly independent vectors given in (1.1).
Proof. Applying Theorem 1 we have
kF./ku D sup
x2Knf0X g
kF .x/k
kxkX
 sup
x2Knf0X g
1
ˇ
kF kC kxkX 
1
kxkX
D 1
ˇ
kF kC : (4.1)
Let us choose an x 2K nf0Xg : Then there exists a unique .1; 2; : : : ; n/ 2 RnC such
that x D
nX
iD1
iai , and hence xn D .1; 2; : : : ; n/ and kxnk D
 
nX
iD1
2i
! 1
2
:
Using Theorem 1 we have
dY .0Y ;F .x//Dminfkf kY W f 2 F.x/g Dminfkf kY W f 2 < xn;F >g
Dmin
(
nX
iD1
ifi

Y
W fi 2 Fi
)
(4.2)
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where F D .F1;F2; : : : ;Fn/ 2 .Pkc.Y //n; Fi 2 Pkc.Y / .i D 1;2; : : : ;n/ are defined
in Theorem 1. Since x D
nX
iD1
iai , we obtain from (4.2) that
dY .0Y ;F .x//
kxkX
D
min
(
nX
iD1
ifi

Y
W fi 2 Fi
)

nX
iD1
iai

X
D
min
(
nX
iD1
i
kxnkfi

Y
W fi 2 Fi
)

nX
iD1
i
kxnkai

X
: (4.3)
Since x 2K nf0Xg is arbitrarily chosen,

1
kxnk ;
2
kxnk ; : : : ;
n
kxnk

2 SnC , (4.3) imp-
lies that
kF./kl D sup
x2Knf0X g
dY .0Y ;F .x//
kxkX
D sup
x2Knf0X g
min
(
nX
iD1
i
kxnkfi

Y
W fi 2 Fi
)

nX
iD1
i
kxnkai

X
D sup
.1;2;:::;n/2SnC
min
(
nX
iD1
ifi

Y
W fi 2 Fi
)

nX
iD1
iai

X
: (4.4)
Let .1 ;2 ; : : : ;n /D .0; : : : ;0;1;0; : : : ;0/ 2 SnC where 1 is i -th coordinate. Then it
follows from (4.4) that
kF./kl D sup
.1;2;:::;n/2SnC
min
(
nX
iD1
ifi

Y
W fi 2 Fi
)

nX
iD1
iai

X
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
min
(
nX
iD1
i fi

Y
W fi 2 Fi
)

nX
iD1
i ai

X
D minfkfikY W fi 2 FigkaikX
D mikaikX
: (4.5)
Since the inequality (4.5) holds for every i D 1;2; : : : ;n, then we have from (4.5) that
kF./kl max

mi
kaikX
W i D 1;2; : : : ;n

: (4.6)
The inequalities (4.1) and (4.6) complete the proof. 
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