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ABSTRACT
Aims. We compared positions of the Gaia first data release (DR1) secondary data set at its faint limit with CCD positions of stars in
20 fields observed with the VLT/FORS2 camera. The FORS2 position uncertainties are smaller than one milli-arcsecond (mas) and
allowed us to perform an independent verification of the DR1 astrometric precision.
Methods. In the fields that we observed with FORS2, we projected the Gaia DR1 positions into the CCD plane, performed a polyno-
mial fit between the two sets of matching stars, and carried out statistical analyses of the residuals in positions.
Results. The residual RMS roughly matches the expectations given by the Gaia DR1 uncertainties, where we identified three regimes
in terms of Gaia DR1 precision: for G ≃ 17 − 20 stars we found that the formal DR1 position uncertainties of stars with DR1 preci-
sions in the range of 0.5–5mas are underestimated by 63 ± 5%, whereas the DR1 uncertainties of stars in the range 7 − 10mas are
overestimated by a factor of two. For the best-measured and generally brighter G ≃ 16 − 18 stars with DR1 positional uncertainties
of < 0.5mas, we detected 0.44 ± 0.13mas excess noise in the residual RMS, whose origin can be in both FORS2 and Gaia DR1. By
adopting Gaia DR1 as the absolute reference frame we refined the pixel scale determination of FORS2, leading to minor updates to
the parallaxes of 20 ultracool dwarfs that we published previously. We also updated the FORS2 absolute parallax of the Luhman 16
binary brown dwarf system to 501.42 ± 0.11mas.
Key words. Astrometry – methods: data analysis – surveys – catalogs–parallaxes–stars: individual: WISE J104915.57-531906.1
1. Introduction
Gaia’s first data release (DR1) provides accurate astromet-
ric and photometric data for about one billion stars in the
magnitude range G ≃ 3 − 20.7 (Gaia Collaboration et al.
2016a,b). Independently of the mission’s own validation ef-
fort (Arenou et al. 2017), several studies found generally ex-
cellent agreement between external measurements and paral-
laxes (e.g. Gaia Collaboration et al. 2017; Casertano et al. 2017)
and proper motions (e.g. van der Marel & Sahlmann 2016;
Watkins & van der Marel 2017) of bright stars in the Gaia DR1
primary data set (Lindegren et al. 2016). The bulk content of
DR1, however, is the secondary data set of generally fainter stars
for which it lists stellar positions at the epoch 2015, but no par-
allax or proper motions.
The DR1 positions were tested with numerous methods, in-
cluding the comparisonwith external catalogs of sufficient preci-
sion (Arenou et al. 2017). The external validation of astrometric
accuracy of positions was made with two catalogs: the URAT1
catalog (Zacharias et al. 2015) with a precision of positions 10–
30 milli-arcsecond (mas), and with positions of quasars in the
catalog ICRF2 QSO (Fey et al. 2015), and no deviations from
the model of uncertainties adopted in DR1 were found.
Mignard et al. (2016) compared ICRF2 positions (Ma et al.
2009; Fey et al. 2015) of G = 16 − 20 sources with the auxil-
iary quasar table of DR1. They reported that if the comparison
⋆ Based on observations made with ESO telescopes at the La Silla
Paranal Observatory under programme IDs 086.C-0680, 087.C-0567,
088.C-0679, 089.C-0397, and 090.C-0786.
is made with the secondary data set of DR1, the dispersion of
the normalised coordinate differences is about 30% higher than
expected for the defining ICRF2 sources, probably because the
positional uncertainties in DR1 are underestimated.
So far, no other validation of the DR1 secondary data set
astrometry was made at the mas-level because most external cat-
alogs have insufficient accuracy. Here, we address this issue us-
ing CCD astrometric data sets obtained with the FORS2 cam-
era installed at the Very Large Telescope (VLT) as described
by Lazorenko et al. (2014a). Our ground-based astrometry has a
typical precision of 0.1–0.5mas for individual stars. Comparison
with DR1 is made by projecting its star positions into CCD
space, computing the residuals of positions, and performing the
statistical analysis of the scatter of these residuals. This investi-
gation concerns only the random component of astrometric er-
rors, because FORS2 astrometry is inherently differential, and is
applied to G ≃ 16 − 20 stars that are towards the faint end of the
DR1 secondary data set.
We also better characterise the distortion of the FORS2 cam-
era which allows us to re-calibrate the pixel scale and to update
the parallaxes of ultracool dwarfs observed in our programs.
2. Differential CCD data sets of FORS2 field stars
In 2010 we started an astrometric planet search targeting 20 ul-
tracool dwarfs and very low-mass stars (Sahlmann et al. 2014,
2015a,b). Observations were obtained with the FORS2/VLT
camera (Appenzeller et al. 1998), whose focal plane is com-
posed of two CCD chips. Images obtained with the high-
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resolution collimator have an approximate pixel scale of s0 =
0.1261′′/px (Lazorenko et al. 2014a). Our observations design
and reduction methods reach precisions of ∼0.05–0.07 mas for
I = 15− 17 mag stars (Lazorenko et al. 2009, 2014a). Our CCD
data set based on observations in 2010–2013 contains images of
I ≃ 16 − 22 mag stars in 20 fields close to the southern galactic
plane, each covering ∼ 4′ × 4′. The list of fields with a number-
ing adopted in (Lazorenko et al. 2014a) is given in Table 1.
Table 1. Sky fields, RMS of the positional differences between
DR1 and FORS2 data sets, and average values of σG and σG for
chip1.
comparison between DR1 and FOV comparison between DR1 and RF
Nr N n RMS 〈σG〉 〈σF〉 N n RMS 〈σG〉 〈σF〉
(mas) (mas) (mas) (mas) (mas) (mas)
1 41 4 3.78 2.50 0.56 43 4 2.72 2.45 0.51
2 35 3 4.69 5.44 0.34 31 4 3.93 5.72 0.31
3 25 3 2.80 4.25 0.70 19 3 3.98 4.86 0.70
4 30 3 6.22 3.73 0.78 31 4 1.89 1.35 0.60
5 55 4 4.05 3.64 0.72 53 4 3.61 3.67 0.67
6 79 6 5.43 4.61 0.83 50 4 4.28 4.74 0.80
7 97 6 4.16 2.91 0.66 33 4 2.09 3.52 0.63
8 74 6 3.35 3.94 0.58 59 4 2.14 4.23 0.54
9 51 5 2.83 2.23 0.32 50 5 2.21 2.24 0.30
10 29 3 5.48 5.49 0.53 27 3 4.35 5.62 0.50
11 130 5 3.54 4.06 0.69 65 4 1.83 3.61 0.67
12 51 4 2.95 4.02 0.48 39 4 2.20 3.43 0.46
13 116 7 4.23 3.88 1.03 67 4 2.64 3.61 0.75
14 168 6 6.17 4.68 0.76 16 3 5.20 4.99 0.84
15 122 6 4.37 2.90 0.67 38 5 3.20 3.13 0.67
16 285 7 7.79 5.54 0.88 71 3 7.87 5.01 0.81
17 274 7 5.96 3.98 0.56 49 3 5.41 3.85 0.52
18 261 7 5.81 4.70 0.57 71 3 4.34 4.56 0.54
19 178 7 10.88 9.16 1.11 42 4 2.81 6.67 0.92
20 115 5 3.92 9.84 0.48 74 3 4.02 10.21 0.47
Notes. N is the number of common stars; n is the power of the fit model
The main application of this data set is the search for reflex
motion of the targets measured relative to surrounding stars in
the plane of the sky. To ensure the best elimination of the at-
mospheric image motion and optical distortion of the telescope,
the positions of the targets were computed relative to a reference
frame formed by the dense grid of reference stars. The refer-
ence areas are circular and centred on the target. The reduction
within each individual CCD image was made using a polyno-
mial model with M = (n + 1)(n + 2)/2 basic functions per each
CCD axis which include full two-dimensional polynomials of x,
y with the maximum power n, removing in this way the most
important low-frequency components of the image motion spec-
trum (Lazorenko et al. 2009). Besides the reduction within the
CCD plane, this model also takes into account the change of po-
sitions due to the proper motion, parallax, and colour effects.
2.1. RF data set of FORS2 field stars
A first supplementary result of the program are the astrometric
parameters of every star measured relative to the reference frame
centred on the target ultracool dwarf: CCD positions x, y given
in epoch 2011.38, proper motions in the CCD system, paral-
laxes, and chromatic parameters. The precision of our stellar po-
sitions σF ∼ 0.1 − 1mas is comparable to that of Gaia DR1 sec-
ondary data set, which is 0.1− 20mas (Gaia Collaboration et al.
2016a), so we use the results of the n = 4 (M = 15) reduction
for the current investigation. We will refer to it as the reference
frame (RF) data set and it contains 6208 stars in 20 fields. There
are two sub-sets, one per CCD chip.
The argumentation in the next sections relies on the fact that
the system of these astrometric parameters is strictly homoge-
neous because it is defined by the same reference frame and ba-
sic functions. It means that for each RF star the differential x,
y and the ’absolute’ xabs, yabs positions in some external catalog
given in ICRF system, e.g. Gaia, are related by the expression
xF − xabs = Fn(x − xdwarf , y − ydwarf) + Fnoise (1)
along the X axis (the equivalent equation holds for the Y axis),
where xF = −s0(x − xdwarf) are the FORS2 positions expressed
in units of arc and measured relative to the approximate position
xdwarf of the target, Fn(x − xdwarf , y − ydwarf) is a sum of M two-
dimensional basic functions of the maximum power n, with free
model coefficients, which describe the transformation between
the coordinate systems (Lazorenko et al. 2009), that is between
the local reference frame in some sky field and Gaia. The term
Fnoise models random noise that is not correlated across the field.
The variance of Fnoise is equal to the quadratic sum of σF and the
positional uncertainty in the external catalog.
2.2. FOV data set of FORS2 field stars
A second result of these FORS2 observations are the astrometric
parameters of stars obtained also with n = 4, but in a slightly
different way. Specifically, each star was reduced with its own
circular reference area. Therefore the locations of the reference
frames are not fixed and move in the CCD plane. These individ-
ual areas cover the whole field of view of the CCD and therefore
we will refer to it as FOV data set.
The system of astrometric parameters in the FOV data set
is not exactly homogeneous because the set of reference stars
is different for every star, thus we are using multiple reference
frames. In comparison to RF, the FOV data set data is larger
and contains about 12 000 stars, because it includes stars out-
side the central reference areas aligned to the program targets.
These data were converted to the ICRF system with use of the
USNO-B catalog (Monet et al. 2003) and are available in the
CDS (Lazorenko et al. 2014b) as a deep catalog of positions,
proper motions, and parallaxes of faint stars in 20 sky fields.
Because that conversion was based on USNO-B, the absolute
precision of the astrometry degraded to ∼0.2′′, which is insuf-
ficient for the comparison with Gaia DR1. Therefore, to take
advantage of the sub-mas precision of FORS2 differential as-
trometry, we instead used the original CCD positions and proper
motions of FOV stars set by the reference frame fixed to the CCD
pixels.
Both FORS2 data sets are based on exactly the same mea-
sured photocentres of star images and an identical reduction
method but differ in the reference frame definition. Although this
difference may appear subtle, the discussion in Sect. 3 demon-
strates that the RF positions are in better agreement with Gaia.
We present the analysis of both data sets because the FOV data
set has a twice larger number of stars and therefore allows for a
more robust comparison with DR1 positions.
3. Data analysis
We compared the positions of stars in Gaia DR1 that are in com-
mon with the RF and FOV data sets, which were converted from
their average epoch 2011.5–2012.1 to the Gaia DR1 epoch
2015.0 using the proper motions measured with FORS2. These
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FORS2 positions refer to the barycentre of the Solar system, be-
cause the proper motions and parallaxes were accounted for and
atmospheric chromaticity parameters were incorporated in the
astrometric model. The position uncertainties σF in 2015 were
computed using the uncertainty and covariance matrix of the as-
trometric parameters of FORS2 stars, and includes input from all
known types of errors. The average value ofσF over all sky fields
is given in Table 1. Because the proper motions of FORS2 cat-
alogs were obtained with a short timebase of about 2 years, the
conversion between epochs significantly degraded the precision
of FORS2 positions. For example, the typical precision for bright
stars is roughly 0.1 mas for positions and 0.07–0.15 mas/yr for
proper motions. After conversion to 2015, the proper motion er-
rors propagated for a 3.5 years difference increase the uncer-
tainty of positions four-fold, to about 0.4 mas.
3.1. Error budget and unbiased RMS of the residuals
We define the residuals, e.g. along the X axis, between FORS2
xF and DR1 positions xabs computed as a tangent projection to
the CCD plane, as ∆ = xF − xabs that indicates the left side of
Eq. (1). The expected variance of the residuals is modeled by
the sum σ2
G
+ σ2
F
which includes the formal uncertainty σG of
DR1 and the uncertainty σF of FORS2 positions at 2015. The
average value of σF is 0.64 mas and small or comparable to σG
for stars cross-identified with DR1. It is reasonable to assume
that the measured variance of ∆ can deviate from this model and
a more realistic error budget is
σ2∆ = σG
2 + σ2F + ν
2, (2)
where we introduced an additional noise component ν to balance
the discrepancy between the observed RMS of the residuals and
the nominal uncertainties in the catalogs. The ν component may
be related to Gaia DR1 or FORS2 or both.
The problem is that the residuals ∆ cannot be measured di-
rectly because xF and xabs are related by the polynomial re-
lation in Eq. (1). While xabs represents a flat coordinate sys-
tem, the FORS2 positions xF are affected by high-order geo-
metric distortion. We therefore considered the corrected posi-
tion residuals and the corrected residual RMS. The corrections
are based on the fact that the unbiased variance of the residuals
∆ˆi = xF − xabs − Fn(x− xdwarf , y− ydwarf) computed with the least
squares fit of i = 1 . . .N measurements per axis for N common
stars is
∑
∆ˆ2
i
wi/(N−M), where M is the number of fit parameters
andwi are the weights which depend on a factor (e.g. onσG). For
a limited sub-sample of N′ < N residuals in a narrow range of
σG where the wi are approximately constant, the unbiased esti-
mate of the variance is 〈∆ˆ2〉N/(N − M), where the angle brack-
ets denote an average taken over N′ measurements. Therefore
the unbiased estimate of the residual RMS is RMS = γ〈∆ˆ2〉1/2
where γ =
√
N/(N − M) is a factor that compensates for the
decrease in the degrees of freedom.
The original residuals ∆ are affected by the least squares fit
and cannot be restored exactly. However, they can be approxi-
mated by the corrected residuals ∆ = γ∆ˆ = γ(xF − xabs − Fn)
with an unbiased variance. In the following discussion we deal
with the bias-corrected RMS and residuals ∆ defined in this way.
3.2. Individual residuals between DR1 and FORS2
Equatorial star positions of DR1 stars were converted to
Cartesian coordinates in the CCD plane using a tangent-plane
projection. The reference point of the projection corresponded to
the position of target objects, i.e. to the geometric centres of the
RF data sets. Then we proceeded with stars whose uncertainty
σG is better than 20 mas, cross-identified DR1 and FORS2 stars,
and applied the polynomial model (Eq. 1) to transform between
these two sets of positions. The data for FORS2 chip1 and chip2
were reduced separately because the relative offset and orien-
tation between the chips are known only approximately. Cross-
matching between catalogs consisted in the initial rough identi-
fication in a 1′′ window and three iteration cycles of fitting the
residuals ∆ by polynomial functions of degree n = 3 and re-
jection of outliers over 60mas. With two concluding iterations,
detailed below, we obtained the final identification and derived
the residuals ∆.
The main parameters of the fitting procedure are shown in
Table 1. We present parameters for chip1 only because those for
chip2 are similar, except for a smaller star number N and poly-
nomial degree n. For every field and chip, we had to choose the
optimal polynomial degree n with number M of fit parameters.
Naturally, an increase of M will lead to smaller residuals be-
cause there are more free parameters. Fitting polynomials with
arbitrarily high degree is undesirable and it is therefore neces-
sary to identify the highest M for a particular dataset. Since our
model is linear and the errors are reasonably well-behaved, we
used the F-test of additional model parameters which yields the
probability that the simpler model is true. This approach is de-
scribed in detail by Sahlmann (2017) who applied it to the com-
parison between Gaia DR1 and Hubble Space Telescope (HST)
observations of the JWST calibration field.
The weights in the system Eq. (1) of the transformation of
FORS2 to DR1 were set to σ−2
∆
initially computed with ν = 0,
which therefore assumes that the uncertainties σG and σF are
good estimates. The stars were considered identified when the
residuals in positions were within 5σ∆. Still, many stars were
rejected as outliers because their residuals were slightly above
the adopted 5-sigma limit. The unusually high rate of outliers
detected at this phase of identification, especially for stars with
σG < 1 mas, indicates that the distribution of the residuals de-
viates from the prediction (2). To obtain a more stable identifi-
cation and to find a reasonable compromise between the number
of identified stars and the RMS of the residuals, we therefore
computed the final weights in most fields with different values
of ν = [0, 0.7, 1]mas.
3.3. RMS of the residuals
The number of stars cross-identified with the RF and FOV
data set is 1421 and 3705, respectively, and the residual scat-
ter is smaller for the comparison of DR1 with RF. To illustrate
the statistics of the residuals, we computed for every field and
FORS2 chip the RMS of the residuals ∆ and the (quadratic)
average value of 〈σG〉, see Table 1. These values are visu-
alised in Fig. 1 and show an approximately linear correlation at
2 < 〈σG〉 < 5 mas where σG dominates over the other error
components, including the FORS2 noise σF that has an ampli-
tude below 1 mas (Table 1). The RMS is systematically higher
for the residuals between DR1 and FOV in comparison to the
residuals between DR1 and RF data set, which is due to the dif-
ference of their construction as discussed in Sect. 2.2. Note that
field No 20 has unexpectedly small residuals at large σG.
We investigated how well the measured RMS matches the
model precision σ∆ along a full range of σG = 0 . . .20 mas. For
this purpose the residuals FORS2−DR1 were binned in 1 mas
intervals of σG and quadratically averaged separately for ev-
ery field and chip. The results presented in Fig. 2 demonstrate
3
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Fig. 1. Average RMS of the residuals ∆ between DR1 and
FORS2 data sets FOV (open circles) and RF (gray circles) ver-
sus average value of σG for each sky field (field No 20 marked
by crosses) and each chip. The circle size is proportional to the
number of stars, from 11 to 285.
significant deviations from the model dependence Eq. (2) com-
puted with ν = 0 and shown by the dashed line, especially for
σG < 0.5 mas. In that region, associated with brighter stars, σG
and σF are much smaller than the measured RMS values. This
allowed us to derive a reliable estimate of ν by fitting the excess
in RMS with the expression Eq. (2). In this way we obtained
ν = 2.04 ± 0.11 mas for the comparison of DR1 with FOV and
ν = 0.66 ± 0.08 mas for the comparison of DR1 with RF. The
significantly smaller excess ν in the latter case is a consequence
of the more homogeneous astrometric system of the RF data set.
The error component ν can be due to unaccounted excess noise
in either DR1 or FORS2 astrometry, and the smaller value of
0.66 ± 0.08 mas can be put forward as an upper limit of ν po-
tentially related to DR1. This estimate is strictly valid only for
stars with G-band photometric magnitudes of 16.0–17.5, and av-
erage values of σG ≃ 0.31 mas and σF ≃ 0.38 mas. The value
ν = 2.04 mas obtained from the comparison of DR1 with FOV
is likely caused by noise related to the multiple reference frames
used in the compilation of the FOV data set (Sect. 2.2).
Since we determined the value of ν, Eq. (2) is fully defined
in the range of σG and for any star sample we can compute σ∆
which models the expected value of the RMS. The functional
dependence of σ∆ on σG is shown by the dashed-dotted lines
in Fig. 2. The measured RMS values now are well fit with the
model at σG <1 mas. However at σG =1–5 mas we note a sys-
tematic positive bias of about a factor 1.5 which remains con-
stant in the logarithmic scale of the plot. Figure 2 suggests that
the model Eq. (2) is not adequate in the σG = 1 − 10 mas range
because here we found RMS > σ∆. In this interval σG is much
larger than the other noise components in Eq. (2), including ν
and σF which typically are 0.5–0.7 mas. Therefore, the discrep-
ancy with the observations is likely due to an underestimated
variance σ2
G
. We laid out the improved error budget
σ2∆ = A
2σG
2
+ σ2F + ν
2 (3)
with an additional parameter A that modulates the DR1 un-
certainties. A > 1 and A < 1 indicate that σG is under- and
over-estimated, respectively. We fitted the complete sample of
all residuals with this model, where we ingested both data sets
of FORS2 and used three fit parameters: νFOV for the residuals
’DR1’-’FOV’, νRF for the residuals ’DR1’-’RF’, and A as a com-
mon parameter. The data were fit in the σG range 0 – 5.5 mas
and produced the model parameters νFOV = 2.13 ± 0.09 mas,
νRF = 0.44 ± 0.13 mas, close to the previous estimate, and
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Fig. 2. RMS of the positional residuals∆ between DR1 and FOV
and between DR1 and RF for chip1 (circles) and chip2 (trian-
gles) in every 1 mas bin of σG. 3-sigma error bars are drawn un-
der the assumption of a normal error distribution. These data are
compared with the model uncertainty σ∆ computed with ν = 0
in Eq. (2) (dashed lines) and with a value of ν that fits the RMS
at σG < 0.5 mas (dashed-dotted lines). Solid lines show the fit
function Eq. (3) .
A = 1.63 ± 0.05. The fit approximates the observed data well
for σG < 5mas. At larger σG in the interval of 7–20 mas, the
measured RMS reaches a ceiling of about 5–8 mas, therefore
Eq. (3) is not applicable there.
The solution of Eq. (3) differs between data sets in the range
of σG < 1mas because there σF is comparable to σG. We fit
the observed RMS in this region separately for both FORS2 data
sets but obtained similar solutions for A. Therefore, we fit the
combined (FOV and RF) data set with Eq. (3) and obtained A =
1.83± 0.07, similar to the above result obtained in a wider range
ofσG. It means that Eq. (3) is applicable at least within a range of
0.5 < σG < 5 mas and our results suggest that in this region the
uncertainties of the DR1 secondary data set are underestimated.
We studied whether there is a difference in the residual RMS
for stars with large and small astrometric excess noise ε, which
indicates the quality of the astrometric fit for every star in DR1
(Lindegren et al. 2016). The stars were divided in two groups
with ‘large‘ and ‘small‘ ε as defined by a threshold value. Using
different thresholds from 0.5 to 2 mas, we found no clear differ-
ence in the RMS value for the subsets of stars, partly due to the
small number of stars with large ε.
We found that Eq.(3) fits well the measured RMS in every
field, except for field No 20 with an RMS significantly below
σ∆ and 3–5 times smaller than σG. This field is unusual in terms
of the stellar brightness and σG distributions. Whereas in most
fields only ∼10% of stars have σG values of 10 – 20 mas, about
half of the stars in field No 20 have such large uncertainties.
This is despite those stars are relatively bright (G ≃ 17 − 19)
and should therefore have σG ≃ 0.5 − 2 mas as typical in the
other fields. The reason for this peculiarity may be that Gaia
observed this field less often, as reported by the average num-
ber of good CCD observations in DR1 (catalog entry astromet-
ric n good obs al), which is the smaller than for the other fields.
Our findings therefore may demonstrate variations of the DR1
uncertainties in different areas in the sky.
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3.4. Distribution of the residuals
The position residuals contain information on the distribution
of DR1 errors, which can deviate from the normal law. Figure 3
shows the observed distribution of the residuals between FORS2
data sets and DR1 normalized to σ∆ computed with the derived
fit parameters. Because the uncertainty σ∆ is correctly modeled
by Eq. (3) only within a limited range of σG, we generated the
histograms for stars in a conservative 1 < σG < 5 mas range.
We rejected residuals with large correction factors γ > 1.3, a
situation usually related to sky fields with insufficient number of
identified stars N. The derived distributions follow a Gaussian
distribution with no excess in the wings.
To demonstrate how the distribution shape depends on the
value of A, we computed the uncertaintiesσ∆ with A = 1 (that is
using the original uncertainties of DR1) and obtained the distri-
butions in the middle panel of Fig. 3 with the best-fit estimates
of νFOV and νRF. The difference relative to the left panel demon-
strates the effect of the bias in the σ∆. Finally, we obtained the
residual distribution for stars with σG > 7 mas (right panel).
The strong concentration at zero indicates an overestimation of
σG by at least a factor of two, as is also seen in Fig. 2.
3.5. Discussion
It is unlikely that the entirety of these results can be caused by
errors in the FORS2 astrometry. For instance, excess noise ν can
also originate if σG is correct but instead our value of σF is un-
derestimated. For stars with σG < 1 mas the average value of σF
is 0.41 mas. Increasing this value quadratically by ν = 0.44 mas
yields a new estimate of σF = 0.73 mas (78% over of its nom-
inal value), which removes the discrepancy between the mea-
sured and model variance of the residuals FORS2−DR1, while
keepingσG untouched in this range. In this scenario, because σF
is dominated by the uncertainty in proper motion, the 78% ex-
cess in our errors would refer almost entirely to FORS2 proper
motions. However, applying the same argument in the range of
σG > 1 mas, the excess noise ν cannot be due to underestimated
FORS2 errors because that would lead to unrealistic manifold
corrections to σF.
Potential sources of unaccounted noise in FORS2 positions
are systematic errors in the measured photocentres of stars
caused by imperfect modeling of the point spread function or
from unmodelled blended light from nearby stars. We investi-
gated other potential sources of the excess noise by looking for
correlations between the residuals and brightness, position on
the CCD, proper motion, chromaticity parameters of individual
stars. We did not find any significant correlation.
4. Update of the FORS2 pixel scale
The conversion of relative to absolute positions on the basis of
Gaia DR1 allows us to derive the coefficients of the function
Fn(x − xdwarf , y − ydwarf), which determine the optical distortions
of the FORS2 camera, the perpendicularity of the CCD axes, the
pixel scale and its variation across the CCD, and the differences
of scales along X and Y directions. It is convenient to present
Eq. (1) in the conventional form s0x
′ − xG = ax′ + by′ + x′0 +
. . . and s0y
′ − yG = cx′ + dy′ + y′0 + . . . where x′ = −(x −
xdwarf), y
′ = y − ydwarf and the high-order terms of the function
Fn were omitted. Here we define the scale s and the coefficients
of geometric distortion as
s = s0 − (a + d)/2, sx − sy = (d − a), skew = (b + c) (4)
where sx − sy characterises the scale difference between the
two axes and the skew term gives information on the non-
perpendicularity of those axes. Above expressions are applica-
ble at the location of the target, where x′ = y′ = 0. In general,
s(x, y) and the other distortion coefficients are functions of field
location and can be computed from the partial derivatives of Fn
including the higher order terms (Sahlmann 2017).
The values of s for each sky field at the position of the tar-
get x = xdwarf , y = ydwarf are given in Table 2 both for RF
and FOV data sets. For comparison, the table contains scales s0
which were previously derived on the basis of the USNO-B cat-
alogue (Lazorenko et al. 2014a). Those were smaller than sFOV
and sRF. This underestimation of the pixel scale was caused by
the small degree of the polynomial transformation Fn that we
used in (Lazorenko et al. 2014a) that was fixed to n = 3 for all
fields, but did not carry the x2y and xy2 terms because of the
insufficient precision of USNO-B. That function Fn allowed for
the transformation to ICRF with a precision of 40–70 mas, how-
ever, the absence of the x2y, xy2, and higher-order terms pre-
vented it to resolve the field distortion. This is evident in Fig. 4
which shows how the scale s(x, y) changes along the X axis of
chip1 at Y = 100 px, close to the chip gap. The figure corre-
sponds to the FOV data set, but it is nearly the same for the RF
set. The function s(x, y) is symmetric and reaches a maximum
value of 126.33 mas at the chip center (column X = 1000 px).
The use of a simpler transformation Fn broadened the peak of
s(x, y) and yielded the lower value of 126.1 mas reported in
(Lazorenko et al. 2014a).
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Table 2. Pixel scales, the skew and rotation parameters, and updated ultracool dwarf parallaxes̟
Nr DENIS-P s0 sFOV sRF ̟0 ̟ skew rotation
(mas/px) (mas/px) (mas/px) (mas) (mas) (mas/px) (mas/px)
1 J0615493-010041 126.17±0.13 126.279±0.006 126.295±0.004 45.700 45.745 ±0.112 0.034± 0.006 0.166 ± 0.013
2 J0630014-184014 126.20±0.11 126.333±0.013 126.329±0.015 51.719 51.772 ±0.099 0.002± 0.024 0.215 ± 0.017
3 J0644143-284141 126.10±0.14 126.330±0.005 126.331±0.003 25.094 25.140 ±0.094 -0.002± 0.004 0.193 ± 0.008
4 J0652197-253450 126.08±0.12 126.265±0.019 126.307±0.006 62.023 62.135 ±0.070 0.008± 0.010 0.206 ± 0.021
5 J0716478-063037 126.45±0.14 126.355±0.008 126.324±0.005 40.918 40.877 ±0.144 0.053± 0.009 0.201 ± 0.010
6 J0751164-253043 126.24±0.12 126.325±0.013 126.327±0.004 56.304 56.343 ±0.085 -0.030± 0.006 0.213 ± 0.015
7 J0805110-315811 126.07±0.11 126.359±0.013 126.337±0.008 42.428 42.518 ±0.083 0.015± 0.012 0.267 ± 0.015
8 J0812316-244442 126.01±0.09 126.332±0.008 126.322±0.003 47.282 47.399 ±0.094 0.048± 0.005 0.188 ± 0.014
9 J0823031-491201 126.26±0.13 126.363±0.018 126.331±0.005 48.160 48.187 ±0.190 -0.032± 0.006 0.203 ± 0.021
10 J0828343-130919 126.18±0.09 126.353±0.008 126.355±0.006 85.838 85.957 ±0.148 0.012± 0.017 0.170 ± 0.018
11 J1048278-525418 126.01±0.08 126.339±0.008 126.345±0.003 36.212 36.308 ±0.077 0.101± 0.005 0.268 ± 0.013
12 J1157480-484442 126.23±0.11 126.344±0.014 126.354±0.005 34.633 34.667 ±0.082 0.009± 0.012 0.223 ± 0.021
13 J1159274-524718 126.32±0.06 126.352±0.010 126.322±0.003 105.538 105.540 ±0.120 -0.012± 0.007 0.202 ± 0.014
14 J1253108-570924 126.00±0.10 126.274±0.026 126.207±0.034 60.064 60.163 ±0.054 -0.093± 0.038 0.128 ± 0.026
15 J1520022-442242 126.08±0.09 126.321±0.017 126.316±0.009 53.995 54.096 ±0.109 0.057± 0.018 0.239 ± 0.023
16 J1705474-544151 126.12±0.07 126.358±0.011 126.293±0.011 37.549 37.601 ±0.087 0.041± 0.017 0.205 ± 0.018
17 J1733423-165449 126.46±0.09 126.355±0.013 126.333±0.010 55.272 55.216 ±0.073 0.037± 0.016 0.174 ± 0.016
18 J1745346-164053 126.09±0.26 126.299±0.010 126.294±0.006 50.871 50.953 ±0.096 0.034± 0.010 0.201 ± 0.018
19 J1756296-451822 125.97±0.12 126.244±0.025 126.318±0.011 43.577 43.697 ±0.064 0.194± 0.018 0.247 ± 0.040
20 J1756561-480509 126.30±0.13 126.292±0.018 126.266±0.008 47.039 47.026 ±0.058 -0.018± 0.012 0.184 ± 0.019
median 126.14±0.11 126.336±0.010 126.323±0.008 ∼ 0 0.202±0.016
Luhman 16 126.10±0.11 126.329±0.010 500.51 501.419 ±0.11
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Fig. 4. The change of FORS2 pixel scale s in chip1 along the
X axis for each sky field at Y = 100 px (open circles) and at
Y = 500 px (crosses). The average scales (solid curves), the scale
obtained by Lazorenko et al. (2014a) (horizontal dashed line),
and the scale s computed with use of distortion coefficients in
chip 2 at Y = 0 (dotted curve) are shown.
The function Fn represents the difference between the lo-
cal reference frame and Gaia, but not directly between the star
positions in the CCD system and Gaia. This induces additional
distortions in the differences x − xdwarf and y − ydwarf and is the
reason why the individual values of s are scattered by over 3-
sigma, see Table 2. In particular, the scatter of points in Fig. 4
is due to this effect. Fig. 4 shows that the scale changes across
the chip and in the outer regions of Y = 500 px it is about 0.5
mas/px lower compared to at Y = 100 px. This confirms that
the conversion from pixel to angular units should be done with a
scale evaluated at the position x = xdwarf , y = ydwarf of the target.
In our observations xdwarf and ydwarf varied by ∼ 100 pixels for
different targets, thus adding additional scatter in the measured
scale (Table 2) because that is a function s(x, y).
The pixel scales in chip 1 and chip 2 of FORS2 cannot be di-
rectly compared because they are modulated by the optical dis-
tortion. To investigate possible scale differences between chips,
we used the coefficients of Fn of chip 2 and computed s(x, y)
at the dividing gap between the chips, where Fn is still applica-
ble. These scales correspond to Y=0 in chip 1 (dotted curve in
Fig. 4) and are in a good agreement with scales at the nearby
location defined by Y = 100 px. Attributing the common curved
shape to the optical distortion, and the offset to the separation in
Y, we find no scale discontinuity between the two chips.
The skew parameter given in Table 2 represents the axes non-
perpendicularity is small (0.01–0.02mas/px) and consistent with
zero. However, it formally varies by over 3-sigma between the
sky fields due to the skew of the local reference frames. The
difference sx− sy shows a similar random scatter with an average
close to zero. This disagrees with our former estimate of −0.37±
0.06 mas/px (Lazorenko et al. 2014a), possibly for the reason
similar to the discussed difference of the pixel scale.
The FITS headers of FORS2 indicate a relative rotation of
0.083◦between the two CCD chips. We verified this by evaluat-
ing the coefficients of the function Fn. For chip 1, we find the
inclination θ1 = (b − c)/2 between the ICRF and the axes of the
FOV reference frames at the position of the target, which approx-
imately corresponds to the inclination between the ICRF and the
the CCD axes. We used the function Fn for chip 2 to determine
the inclination θ2 about 200 px below the target. Instead of b
and c we used their exact local values computed with the partial
derivatives of Fn. The difference θ1 − θ2 between the inclination
angles is the rotation between the chips, which is given in Table 2
for each field. Its median value is (0.202 ± 0.016) mas/px, thus
the Y axis of chip 1 is rotated clock-wise relative to that of chip
2. This corresponds to a rotation of (0.092 ± 0.009)◦ and agrees
with the value given in the FITS headers.
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5. Updated parallaxes of ultracool dwarfs
With the now better-determined pixel scales we corrected the
(absolute) parallaxes ̟0 of 20 ultracool dwarfs reported in
Sahlmann et al. (2014) that were computed with scales s0 given
in Table 2 by applying a multiplicative factor β = s/s0. We used
scales obtained in individual sky fields to take into account vari-
ations related to the local reference frames. We used s = sRF
because of the better internal precision, but the factors β com-
puted with s = sFOV are nearly the same. The applied β factors
vary from 0.9990 to 1.0028, thus the corrections are small and
change the parallaxes ̟ by about 0.1 mas, comparable to the
formal parallax uncertainties.
The effect is more significant for the binary brown dwarf
WISE J104915.57−531906.1 (LUH16, Luhman 2013). By
analysing the FORS2 images obtained by Boffin et al. (2014)
we derived the relative (500.23′′) and absolute parallax ̟ =
500.51 ± 0.11 mas of this system located ∼2 pc from the
Sun (Sahlmann & Lazorenko 2015). Using HST observations in
2014–2016, a pixel scale determined on the basis of Gaia DR1,
and the parallax correction of (Sahlmann & Lazorenko 2015),
Bedin et al. (2017) derived the relative and absolute parallax of
LUH16 of 501.118 mas and 501.398 ± 0.093 mas, respectively,
significantly larger than the values of Sahlmann & Lazorenko
(2015). Applying the correction factor β computed with s0 =
126.1 mas from Sahlmann & Lazorenko (2015) and s =
126.329± 0.010mas, which is the median of the complete set of
sFOV and sRF, we obtained the updated relative 501.139 mas and
absolute̟ = 501.419±0.11mas FORS2 parallax of LUH16, in
agreement with Bedin et al. (2017).
6. Conclusion
We compared the predicted and measured residual RMS in po-
sition between the Gaia DR1 and FORS2 astrometric data sets
of 20 astrometric fields. The relationships between these two
datasets are non-trivial and require the introduction of an auxil-
iary term ν to take into account the excess in the residual scatter.
In addition, the behaviour depends on the Gaia position uncer-
tainty σG and is different in the ranges smaller than 5 mas and
larger than 7 mas. Our study is sensitive to the random compo-
nent of position errors that are uncorrelated on spatial scales of
about 2–4′ because of the limitations of the FORS2 differential
astrometry. Our results apply to the faint end of the Gaia DR1
content, i.e. to stars with G > 16.
In the range of σG = 0.5− 5mas, our results suggest that the
actual value of the DR1 uncertainty is underestimated by 63%
for 80% of stars typically fainter than G = 17. This conclusion
agrees with the finding of Mignard et al. (Appendix A, 2016) on
the uncertainty of the Gaia DR1 secondary data set. In contrast,
we find that for σG > 7 mas, i.e. mostly G > 20 stars, the actual
DR1 uncertainties are overestimated by a factor of two.
The excess noise ν in our model was detected primarily in
the residual RMS of G = 16 − 18 stars with σG < 0.5 mas.
This noise can originate from Gaia DR1 and/or from FORS2.
We cannot pinpoint the likely source, but we determined that the
component related to Gaia DR1 cannot exceed 0.44 ± 0.13 mas,
which corresponds to νRF for the RF data set. We expect that the
situation will be clarified with the second Gaia data release that
will provide us with astrometry of even higher quality.
Finally, the availability of the Gaia astrometry allowed us to
more precisely calibrate the geometric distortions of our exten-
sive FORS2 data sets, to derive a better pixel scale, and conse-
quently update the parallaxes of the 20 ultracool dwarfs in our
planet search program and of the LUH16 binary. Whereas for
most of our targets the correction is smaller than 0.1 mas, the
updated FORS2 parallax of LUH16 system is larger by about
1 mas. This demonstrates the value of the accurate, optically
faint, and dense reference frame that Gaia provides for high-
precision ground-based differential astrometry.
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