Speaker recognition is a crucial bio-identification technology, which is extensively used in our daily life. With the development of deep learning, convolutional neural networks (CNNs) are applied to speaker recognition tasks given their excellent performance. However, in real life, speaker recognition systems are frequently deployed on end-devices. Therefore, while obtaining recognition accuracy, the model of speaker recognition is expected to be as simple as possible. Inspired by 1-max pooling CNN and Gaussian mixture model-universal background model (GMM-UBM), this study proposes a one dimension convolutional neural networks (1D CNN) on the basis of original 2D CNN. The proposed model reduces the computational complexity of ResNet20 by 64% and the amount of parameters by 53%. In comparison with the original ResNet20 models, the recognition accuracy will be reduced by about one percent on the 15s data set. Then, on the basis of the 1D CNN, we propose a pyramid layer-folding pipeline structure and implement it on the Xilinx VC709 platform. According to the time-dimension partition, the proposed pyramid pipeline structure can process speech data of various lengths. Moreover, our accelerator is 5.1× faster on 3s dataset and 6.8× quicker on 15s dataset than those of the CPU platform.
I. INTRODUCTION
Speaker recognition is a crucial bio-identification technology, which can identify a person based on his or her voice. Moreover, the technology is applied to electronic commerce, automatic sector, and access control applications. These applications are generally used in an embedded platform because such a platform is flexible and can satisfy the constraints of these applications.
Through decades of development, researchers have proposed various speaker recognition algorithms, such as Gaussian mixture model -universal background model (GMM-UBM) [1] , [2] , support vector machine (SVM), and front-end factor analysis model [3] . Given that these algorithms are extensively used in the industry, implementing these algorithms on basis of embedded platforms has been proposed frequently. However, these traditional methods generally only work well on small-scale and clean datasets. When the noise of speech increases, the accuracy of these algorithms is degraded considerably.
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Inspired by the satisfactory effect of the deep learning algorithm in speech recognition [4] , [5] , in recent years, researcher have begun to apply deep learning algorithms to speaker recognition. The first deep learning algorithms used in speaker recognition are deep neural networks (DNNs) [6] - [8] . DNNs are constantly used with front-end factor analysis model in speaker recognition [9] . In the system, the DNNs are used to extract the bottleneck (BN) features, which can be used with or replace mel-frequency cepstral coefficient (MFCC). Moreover, the backend model is still front-end factor analysis model. Similar to DNNs, convolution neural networks (CNNs) and recurrent neural networks (RNNs) are outstanding models in the deep learning algorithms [10] - [12] , which can also be applied to speaker recognition. Moreover, CNNs or RNNs can achieve high accuracy when handing large-scale real datasets, such as VoxCeleb1, which is unavailable in traditional algorithms.
However, because CNNs and RNNs are computationally intensive algorithms, the resource of embedded platform becomes a bottleneck restricting its performance in the implementation of embedded platform. This problem will VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ become serious, especially when the networks expand, such as ResNet20. At present, this problem can be solved through many methods, such as pruning, quantization, and model compression. However, few of the existing works resolve this issue is based on the data characteristics of the application. Therefore, inspired by [13] , we try to find solutions from the application itself. Through analysis, we find that the existing speaker recognition models can be classified into two categories from input and training methods. One category includes GMM-UBM, front-end factor analysis and DNNs. In such method, speech utterance must be divided into speech frames, and each frame datum will be used as an input sample for model training. The other category includes CNNs. These approaches also divide speech utterance into speech frames but the spectrogram of the speech utterance will be as a sample to feed to CNNs. [13] indicated that the spectrogram of the speech utterance is different from a common image, which has a rotational invariance and the ''x'' and ''y'' axes have no difference. However, the ''x'' and ''y'' axes of the spectrogram represent time and frequency, respectively. Therefore, to obtain further information, we must distinguish the time and frequency axes. Moreover, by observing the spectrogram of speech data, we find that the distribution of data in the time dimension is non-uniform in different speech fragments given wheezing, pausing and ambient noise. In Fig 2, the two spectra arise from the same speaker. In the time dimension, however, the second distribution has a certain distance, but the first does not. Conversely, in the frequency dimension, the distribution is very similar.
Given the above mentioned considerations, we propose 1D CNN model on the basis of frequency dimension convolution. In this model, complete convolution and pooling operation are performed in the frequency dimension. However, in the time dimension, only pooling is conducted. Through this operation, the data of different frames are averaged to achieve the requirement of obtaining favorable features. Moreover, the proposed CNN model's computational complexity is relatively low and more easy to be distributed on end devices.
Then, on the basis of the 1D CNN, we propose a pyramid layer-folding pipeline structure to implement it on a embedded plateform. When implementing CNNs on embedded platforms, we frequently face the difficult problem that a feature map is too large. Two solutions can address this problem, that is, one solution sacrifices on-chip memory, and the other sacrifices bandwidth. However, considering the resource constraints of the embedded platform, bandwidth is typically sacrificed. This phenomenon involves feature map partitioning. In the traditional 2D CNN model, feature map partitioning will cause the problem of kernel reuse, thereby increasing the bandwidth pressure. This problem will become increasingly difficult in the speaker recognition task because speech is frequently variable in length, which ranges from a few seconds to more than a dozen seconds. Moreover, existing researchs [12] , [14] show that, in many cases, the recognition accuracy is higher in a long speech than in a short speech. We also aim to use a long speech to recognize as much as possible. Therefore, on the basis of our model, we propose a pyramid pipeline structure. In addition, to reduce a peak bandwidth pressure and fully use computing resources, we adopt a pipeline structure. However, a fully pipelined structure requires additional on-chip memory; accordingly, such a structure is not extensively used in most FPGA platforms. On this basis, we propose a layer-folding pipeline structure.
There are two main contributions: 1) inspired by [13] , we propose a new 1D CNN model, which can effectively reduce network parameters and computations with less accuracy loss. 2) According to the characteristics of 1D Resnet 20, we propose a gold tower folding pipeline structure, which can sufficiently uses the limited resource to achieve the designed function. And the performance of the structure is not affected by the change of speech length.
The remainder of this paper is organized as follows: In Section 2, we propose a novel CNN architecture on the basis of 1D convolution. In section 3, we analyze the complexity of 1D Resnet20 model. Section 4 presents the architecture of our proposed accelerator. Section 5 analyzes the performance of the model and architecture. Section 6 discusses the result and comparison. In section 7, we compare our proposed accelerator with existing works. Section 8 provides the conclusions drawn from this study.
II. METHOD
Inspired by 1-max pooling CNN and GMM-UBM, we propose a speaker recognition system on the basis of 2D CNN. While maintaining high accuracy, the proposed model reduces computational complexity. Thus, the model is easy to implement on an embedded platform. 
A. FEATURES
In an existing speaker recognition systems based on CNNs [13] , [14] , the preprocessing method transforms audio data to spectrogram and feds spectrogram as a common image to CNNs. However, a spectrogram is different from a common image. A common image has rotational invariance. In Fig. 1 , the x and y axes of the spectrogram correspond to time and frequency. If we do not distinguish time and frequency axes, then certain details may be lost. Fig. 2 illustrates that the spectrum of the same speaker is different in the time dimension given the different speech speeds and sentences. In addition, this spectrum has the influence of background noise. In Fig. 2a , the speaker talks fast, and the background sound is loud. Thus, an evident energy distribution is found in the whole time dimension. In Fig. 2b , the speaker talks slow and has minimal background noise. Thus, an energy gap is determined in the time dimension. In the speaker recognition task, we consider the voice characteristics that represent identity as mainly reflected in the different frequency axes but are invariable on the time axis. However, traditional CNN architectures include 2D filters, which will mix the time and frequency axes. Such an architecture will bring redundant information, which will affect the accuracy and complexity of the model.
B. NETWORK
The speaker recognition model based on 1D convolution is proposed by reference to the ordinary CNN model. In [14] , the CNN model based on ResNet20 achieves favorable results in VoxCeleb1 [15] dataset. Our proposed model is based on this model. The complete CNN architecture is specified in Fig. 3 . The architecture has 20 convolutional and 2 fully connected layers. To address the variable-length audio inputs, the pooling layer involves global-average pooling only in a time axis.
Inspired by the GMM-UBM and 1-max pooling CNN, we propose a speaker recognition model on the basis of new 1D convolution. In the proposed model, we first divide the original convolution operation into two dimensions, namely, time and frequency dimensions. Then, considering the equality of the different speech frames in the spectrum of speech in the speaker recognition task, the convolution operation is not performed in the time dimension. If the stride of the original convolutional layer is bigger than 1, then we use the pooling operation, rather than the original time axis convolution operation. If the current layer is the pooling layer, then the original calculation method is adopted. The proposed 1D CNN is different from the traditional 1D CNN. The traditional 1D CNN can only be applied to one-dimensional data, but can not be implemented on two-dimensional data, as shown in Fig. 5 . The proposed 1D CNN is inspired by the 2D CNN, and the dimension of time dimension is always set to 1. The dimension of convolution kernel is 1 × k, where k corresponds to the frequency dimension, As shown in the Fig. 5 . In the frequency convolutional layer, the filter size is 1 × k, which means it only convolutes on the frequency axis. In the time axis, the size of the filter is k × 1, and pooling is used, rather than convolution. Fig. 4 presents our proposed 1D CNN. Similar to the traditional CNN network, only the original 2D convolution is decomposed into two operations, namely, new 1D convolution and pooling. If the stride of the convolution layer is 1, then only the frequency-dimensional convolution operation is performed, and no time-dimensional pooling is conducted. We do not make any changes to the fully connected layer in the network. Similarly, no changes are made to the convolution layer of 1 × 1. In comparison with the traditional 2D CNNs, the proposed model specifies the network structure. The structure of the simplified network depends on the size of the convolutional kernel. In Fig 4, if we change the convolutional kernel from 3×3 to 1×3, the number of computation and parameters of the network will be reduced by approximately two-thirds. Thus, the new model will be suitable for embedded platforms with limited computing resources and bandwidths.
III. COMPLEXITY ANALYSIS OF 1D RESNET20
When implementing CNNs on embedded platforms, we frequently face the difficult problem in which the feature map is too large. The following solutions can address this problem: one sacrifices on-chip memory, and the other one sacrifices bandwidth. However, given the resource constraints of the embedded platform, which involves feature map partitioning, bandwidth is typically sacrificed. In the traditional 2D CNN models, feature map partitioning will cause the problem of kernel reuse, thus increasing the bandwidth pressure. Although our proposed 1D CNN model can reduce the number of weights, because the network is too deep, it still needs to store a large number of intermediate results, such as the feature map.
The typical CNN accelerator structures consist of two types, namely, folding and fully pipeline structures [16] - [18] . [16] and [17] described the representatives of the folding structure. The advantage of the structure is that it is versatile and will not be affected by the depth of the network; as such, it is suitable for all kinds of networks. The disadvantage of this structure is that bandwidth utilization is not balanced for a given bandwidth-constrained embedded platform. Moreover, this structure needs to read weights or feature maps many times. The advantage of the fully-pipeline structure is that it can balance the bandwidth requirements of different layers and avoid wasting the instantaneous bandwidth.
The disadvantage of the fully-pipeline structure is that pipeline stacks are needed to cache intermediate results between different layers, which make accelerators occupy a large amount of on-chip memory. Thus, optional platforms will be limited. In the case of sufficient computational and storage resources, when the bandwidth is limited, the full pipeline structure has advantages. Table 1 , when the input speech length is 3s, the total feature map of 1D ResNet20 is 20.6MB. In the table, we use 16-bit to represent the feature map. When the fully-pipeline structure is adopted, the on-chip storage resources will be insufficient on embedded platforms. When using the folding structure, only one layer of feature map is needed to be stored, which can satisfy on-chip storage constraints. But in the speaker recognition task, this problem will become increasingly difficult because speech is variable in length, which ranges from a few seconds to more than a dozen seconds. Moreover, existing research [14] has shown that, in many cases, the recognition accuracy is higher in a long speech than in a short speech. As shown in Table 1 , when the length of speech utterance becomes 15s, the peak feature map of layer is 12.384MB, which cannot be satisfied by most embedded platforms. Therefore, these feature maps need to be sliced. After slicing, bandwidth pressure will increase, as shown in Table 1 . And the bandwidth needs to reach about 3GB. The peak computing performance is estimated by 1800 DSP at 200 MHz. Under such circumstances, the fullypipeline structure is even more impossible to achieve. In order to solve this problem, we propose a pyramid pipeline structure. In ResNet20 model, we design this structure by utilizing the feature map decreasing gradually. According to the uncorrelated characteristics of 1D convolution time frames, we read in 16 frames (0.525 s) at a time, and use a laminar pipeline structure to complete all calculations of the current 16 frames. In the last convolution layer, a 1-D feature vector is generated and cached on the chip. In this way, we do not need to save the 16 frames of data blocks back to off-chip memory, which reduces the bandwidth requirement. At the same time, the fully-pipeline architecture will increase the utilization of on-chip storage resources. To solve this problem, we propose a laminar folding pipeline structure. In this structure, we only need to store eight layers of feature maps on the chip, which reduces the utilization of on-chip resources by more than half.
As shown in

IV. ARCHITECTURE
In this section, we propose a pyramid-folding pipeline structure on the basis of the proposed 1D CNN model and fully use the advantage of the model. First, we design a pyramid pipeline structure to develop time-dimension parallelism and partition the feature maps along the time-dimension. This structure can improve the reuse of parameters and feature maps and make the model suitable for the limited embedded platform. Second, we adopt the folding pipeline structure, which can balance bandwidth and on-chip memory requirements, thereby maintaining the advantages of the folding and pipeline structures.
A. PYRAMID-PIPELINE STRUCTURE
Our proposed 1D CNN has four convolution layers, whose stride is greater than 1. The dimensions of feature maps decrease from 300 × 257 to 19 × 17 successively. Therefore, we propose a pyramidal pipeline structure on the basis of the time dimension in accordance with the change in feature maps. The top of the pyramid, which is Conv4_3 in the network, is set to 1 frame in the time dimension. Then, the time dimension increases consequently. The bottom of the pyramid is set to 16 frames, as depicted in Fig. 6 . For design purposes, the first data block that enters the pipeline is 15 frames. In addition, given that the window size of the pooling layers is 3, a frame of data is duplicated between two adjacent data blocks. Therefore, at the end of the pipeline, except for the first data block, each 16-frame data block after pipeline processing will output a 1-frame result. The first 15-frame data block becomes the start-up overhead and produces no results. Considering the pyramid pipeline structure, we successfully partitioned the input feature map into multiple 16-frame data blocks, which reduce the requirement for on-chip memory. Moreover, given the existence of a pipeline, the proposed structure has scalability when processing a long speech (e.g., 15 s). The calculation time only increases linearly in accordance with the pipeline cycle.
B. LAYER-FOLDING PIPELINE STRUCTURE
To reduce peak bandwidth pressure and fully use computing resources, we adopt a pipeline structure. However, the full pipeline structure requires additional on-chip memory; as such, this structure is not extensively used in most embedded platforms. On this basis, we propose a layer-folding pipeline structure [19] , as shown in Fig. 7 . According to the proposed CNN model, we divide the network into eight layers. The first, third, fifth, and seventh layers are single layers, and their stride is 2. The other layers are folding layers, and the stride is 1. The FSM of single and folding layers is demonstrated in Fig. 8 . The folding layer has one more state (i.e., the Layer_Judge) than the single layer. The Layer_Judge state is used to determine the layer that is currently executed and decide to obtain input data from which buffer. The parallelism of each layer is listed in Table 2 . In particular, the parallelism of the time dimension must be emphasized. Given that the intra-channel of the first layer is 1, we set the time dimension parallelism of the first layer to 1 to reduce the idle computing resources. Then, the time dimension parallelism of the second and third layers is 8. The time dimension parallelism of the fourth and fifth layers is 4. The time dimension parallelism of the sixth and seventh layer is 2. Moreover, the time dimension parallelism of the eighth layer is 1. The parallelism of each layer is designed in accordance with the network, which can minimize the idle time of the computing unit. 
C. CONVOLUTION UNITS
In recent years, many convolutional structures have been proposed, and systolic [17] , [18] and 1D multiplication arrays [16] , [20] , [21] are extensively used. Furthermore, 1D-systolic arrays are utilized in this study. The proposed convolver consists of three multipliers and two adders. The data are computed in a multiplier by a streaming mode. Three multiplier results are outputted simultaneously, and two adders are used to find the sum. Therefore, the convolution results indicate output pipelining. In Fig. 9 , the whole convolution unit consists of the following six parts: FSM, input buffer, convolver array, accumulation tree, batch normalization unit, and ReLu unit. FSM is the control unit of the whole module. The FSM of a single convolutional layer consists of IDLE, READ_DATA, FILL_PIPE, CONV, JUDGE, FLUSH, and OVER. The READ_DATA state is used to read the feature map from the former cache. The FILL_PIPE state is the start-up waiting state of the convolver pipeline. Convolution calculation is finished at the CONV state. The JUDGE state is utilized to determine whether all data calculations are currently completed. The FLUSH state is used to wait for all results to be outputted. We set a counter in the OVER state and start counting from the READ_DATA state. After recording the pipeline cycle Tc, the FSM enters the IDLE state from OVER to start the next cycle. In addition, the ping-pong structure is used to access weights. The first weight access is completed at the READ_DATA state. Others are completed at the CONV state. A ping-pong conversion is performed at the FILL_PIPE state. In the present study, we develop convolution parallelism from four levels, namely, kernel, time dimension, intra channel, and inter channel parallelism. In Table 2 , the time dimension parallelism decreases with the map dimension. Then, to facilitate data organization in the buffer, intra channel parallelism is set to 1/2/4 times of the inter channel parallelism. Sum tree includes sum and accumulation operators. To ensure the pipeline, a cache is added after the sum tree to store the intermediate results.
A batch normalization unit consists of a multiplier and an adder. The batch normalization coefficients are initialized in a ROM.
In a folding convolutional layer, we add the LAYER_ JUDGE state used to determine whether the current layer is the last of the folding convolutional unit. Such a state determines the source of the input feature maps. If the current layer is the first one, then the input feature maps come from the former buffer. However, if the current layer is not the first one, then the input data are provided by the subsequent buffer. In the first layer, we reduce the parallelism of the time dimension and execute the different frames serially to reduce the idle time of the computing units.
In addition, a pooling layer is identified behind every single convolutional unit. However, the pooling operation of the current data block requires the last frame of the previous block. Therefore, a buffer is set in every single convolutional layer to cache the last frame of the previous data block.
D. STATE BUFFER
For the pipeline to run smoothly, we must set up a cache between the two pipelines, as shown in Fig. 10 . After the folding convolutional unit, another function of the state buffer is to store the output of the previous layer. On the basis of the current state, the data will be supplied to the former or latter pipeline. In the state buffer structure, an FSM which contains four states: IDLE, RECV_DATA, WAIT_READ, and RESTART, is designed. In addition, a layer-counting signal is added to the state buffer after the fold convolutional unit to determine in which pipeline the request signal will be received. 
E. GLOBAL AVERAGE POOLING UNIT
A global average pooling layer is added to the network to address the problem of variable speech length. When we design the structure, we implement the global average pooling layer as a data collection unit. The unit is added after the convolution pipeline. Moreover, the unit completes the global average pooling operation and forms blocking, as exhibited in Fig. 6 . After completing a speech utterance, the result is transmitted to a fully connected unit behind it to finish feature extraction, classification, or comparison.
F. FULLY CONNECTED UNIT
The structure of the fully connected unit is similar to the convolution unit. It consists of the input buffer, FSM, multiplication array, sum tree, batch normalization unit, and ReLU unit. Except for the FSM and multiplier arrays, which are slightly different from convolution units, the other elements are identical. The multiplication array consists of 32 multipliers. The FSM is the control of the fully connected unit and includes six states, namely, IDLE, READ_DATA, PRODUCT, JUDGE, FLUSH, LAYER_JUDGE, and OVER. Only PRODUCT is different from the convolution unit. At the PRODUCT state, weight access and multiplier are completed simultaneously.
V. PERFORMANCE ANALYSIS A. COMPUTATIONAL COMPLEXITY ANALYSIS
The most important function of the proposed model is to reduce the computational complexity and parameters to facilitate the implementation of speaker recognition systems on an embedded platform. The effect of reducing the complexity of the model depends on the size of the convolutional kernels. In Table 3 , in ResNet20, if we change the kernels from 3 × 3 to 1 × 3, we can reduce the number of parameters and computation of the convolutional layer by two-thirds. Simultaneously, when the stride is 2, we must add a pooling layer after the convolutional layer. However, given that the pooling operation only requires comparators, the additional computations are limited and the parameters are not added. In Table 3 , in comparison with the original ResNet20, the proposed model reduces parameters by 51% and computation by 64%. It effectively reduces the computational complexity and bandwidth requirements. 
B. SCALABILITY
In speaker recognition tasks, the length of speech data is frequently variable. Moreover, current research shows that the accuracy of speaker recognition increases with the speech length. Therefore, we propose a pyramid pipeline structure on the basis of time-dimension partition to process speech data of various lengths. In Fig. 11 , we partition a long speech into 16-frame blocks and execute them in a pipeline. When the speech is extended, the execution time of the proposed accelerator increases linearly with the pipeline period. Thus, the proposed accelerator has favorable scalability.
VI. IMPLEMENTATION AND RESULTS
A. DATASET
To evaluate the performance of our proposed 1D CNN model in a speaker recognition system, we test the proposed model on VoxCeleb1, a large-scale real-world dataset. For identification, we report top-1 and top-5 accuracies.
VoxCeleb is a dataset extracted from videos uploaded to YouTube, with 1251 speakers and over 100,000 utterances. The dataset is gender balanced, with 55% of the speakers being male. The speakers span various ethnicities, accents, professions, and ages. The acoustic environments are varied and include red carpet, outdoor stadium, quiet studio interviews, and speeches given to large audiences. For identification, the training and testing are performed on the same person of interest. For each speaker, we reserve the speech segments from one video for testing. The test video contains at least five non-overlapping segments of speech, and the testing dataset contains 8251 utterances.
In experiments, all audio data are first converted to single-channel data. Then, data are decomposed into overlapping segments with a window of width of 25 ms and overlap of 10 ms. The FFT point varies with the audio sample rate. After the STFT, the spectrogram is down-sampled to 300 × 257 for 3 s of speech in the VoxCeleb1 dataset. Mean and variance normalization is performed on every frequency bin of the spectrum.
B. EXPERIMENT SET
Our implementation is based on the deep learning toolbox TensorFlow and trained on an NVIDIA TITAN X GPU. The network is trained using batch normalization and optimized using a mini-batch Adam optimizer. The proposed CNN architecture involves various hyper-parameters that are listed in Table 3 . The mini-batch size of the training set is 80. We start training with an initial learning rate of 0.005 and for every 5600 steps, and the training decays with a rate of 0.75. In addition, we use the AM-softmax loss function, rather than the softmax loss function, at the training phase. The other hyper-parameters use the default values provided with the toolbox. Moreover, considering that using a fixed input length is also efficient, we split the utterances to 3 s each in training.
C. ACCURACY
We first compare the recognition accuracy between our proposed model and the original model on the VoxCeleb1 dataset. In the Table 4 , although our model reduces numerous parameters, no significant change in recognition accuracy occurs. This result also confirms our previous assumption that further attention must be paid to the frequency dimension in speaker recognition tasks.
D. RESOURCE UTILIZATION
On the basis of ResNet20, we evaluate the resource utilization of the proposed accelerator. Previous studies have VOLUME 8, 2020 emphasized that high precision is unnecessary in the feedforward prediction phase in CNN classification given the redundancy in the over-parameterized CNN models. We evaluate the CNN classification in MATLAB. When evaluating fixed-point arithmetic, we use fixed operators in the MATLAB fixed-point package to replace an float-point. To the best of our knowledge, 16-bit is sufficient for a common CNN classification. Table 5 summarizes the hardware resource utilization of the entire architecture and each module. In addition, the bandwidth requirement for different pipeline units is presented in the table. The proposed pyramid-folding pipeline structure can effectively balance the bandwidth requirement for the bandwidth pressure that is limited by the fully connected layer to be distributed to all layers, thereby reducing the peak bandwidth requirements. Simultaneously, designing the folding pipeline structure reduces the demand for on-chip memory and achieves an improved balance. 
E. PERFORMANCE
In Table 6 , we compare the proposed accelerator with other platforms. The CPU platform is Intel (R) Core(TM) i7-7700k, and the GPU platform is Titan X. On the CPU platform, we set batch size to 1 based on tensorflow. At the same time, the experiment only uses single thread, and uses the blase library. In GPU testing, we also base on tensorflow-gpu, and set batch size to 1. During the evaluation, we measured the execution time of all test sets and averaged them. The execution time does not include reading data and other time, only refers to the network running time. Therefore, we believe that the experimental settings on CPU and GPU are consistent with those on FPGA. We give the execution time on the basis of 3s and 15s datasets. Considering that speaker recognition is a real-time task in many scenarios, we mainly compare the execution time of a single speech utterance when comparing performances. To evaluate the proposed accelerator, we assess the CNN classification on the basis of tensorflow tool. On the 3s dataset, the execution time of one speech utterance of our accelerator is 16ms, 5.1 times faster than that of the CPU platform. The execution time of the CPU platform is 82ms. And the execution time on the GPU platform is 15ms. On 15s dataset, the execution time of our accelerator is 57ms, which is 6.8 times faster than that of the CPU platform.
VII. RELATED WORKS
Given the wide application of speaker recognition technology, many accelerators are available for speaker recognition. Most existing speaker recognition accelerators are based on traditional algorithms, such as GMM or SVM ( Table 7 ). The execution time of the accelerator according to MFCC and GMM proposed by EhKan in 2011 is 0.8ms per vector for speaker set of size 20 when the main frequency is 48MHz [22] . RamosLara proposed an accelerator on the basis of MFCC and SVM. The execution time is 4.6 ms at 50Hz main frequency [23] . Enrique developed an accelerator on the basis of MFCC and SVM, with a frame execution time dimension of 9.10ms [24] . This kind of algorithm can obtain favorable results on pure datasets with the small data scale but is unsuitable in a real dataset with large data scale. The proposed accelerator is consistent with large-scale real data sets, and achieves satisfactory results. Our accelerator completes 3s speech utterance with an execution time of 16ms and a frame execution time of approximately 0.05ms. Evidently, our accelerator uses far more resources than their accelerator, and the main frequency is nearly 7×. However, in general, our accelerator has an advantage over those of the previous studies.
We compared our accelerators with other accelerators in previous related studies, as shown in Table 8 . The performance of our proposed accelerator can achieve 1613GOPs and This performance is mainly due to the 1D CNN and pyramid folding pipeline structure.Compared with other accelerators or accelerator automatic generation models mentioned in the literature, our design has advantages in bandwidth requirements. As shown in Table 8 , the DSP utilization of [16] is 100%, but the bandwidth utilization of the convolutional layers is only 0.51 GB/s, whereas the bandwidth utilization of the FC layers is 19.76 GB/s. This finding indicates that bandwidth is significantly wasted when executing convolutional layers. Compare with the fully pipeline CNN accelerator of [18] , our accelerator utilizes litter on-chip RAM resource. Meanwhile, we adjusted the structure of our accelerator to accommodate a wide variety of FPGA platforms. [17] proposed the SVD algorithm to compress the weights of the FC layer to reduce the band-width requirements. However, our design does not use any special algorithm, but achieves the same effect. In [25] , Wei et al. implemented CNN on an FPGA using a systolic array architecture, which can achieve a high clock frequency under high resource utilization.
VIII. CONCLUSION
Inspired by 1-max pooling CNN and GMM-UBM, this study proposes a 1D CNN on the basis of the original 2D CNN. The proposed model reduces the computational complexity of ResNet20 by 64% and the number of parameters by 53%. In accordance with the 1D CNN, we propose a pyramid layer-folding pipeline structure and implement it on the Xilinx VC709 platform. The proposed structure can effectively reduce the idle time of computing resources. Moreover, the proposed structure based on time-dimension partition can process speech data of various lengths.
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