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Abstract—We present the architecture and application of the
distributed control in public cluster, a parallel machine which is
open for public access. Following the nature of public cluster, the
integrated distributed control system is fully accessible through
network using a user-friendly web interface. The system is
intended mainly to control the power of each node in a block
of parallel computers provided to certain users. This is especially
important to extend the life-time of related hardwares, and to
reduce the whole running and maintainance costs. The system
consists of two parts : the master- and node-controllers, and
both are connected each other through RS-485 interface. Each
node-controller is assigned with a unique address to distinguish
each of them. We also discuss briefly the implementation of the
system at the LIPI Public Cluster.
Index Terms—distributed control; microcontroller; web-based
control
I. INTRODUCTION
LIPI Public Cluster (LPC) is a cluster-based computing
facility maintained and owned by the Indonesian Institute of
Sciences (Lembaga Ilmu Pengetahuan Indonesia - LIPI) [1].
LPC is already running for full operation since 2007 [2].
Although it is still a small scale cluster in the sense of number
of nodes already installed, it has unique characteristics among
existing clusters around the globe due to its openness. Here
open means everyone can access and use it anonymously for
free to execute any types of parallel programming.
In general a cluster is designed to perform a single (huge)
computational task at certain period. This makes the cluster
system is usually exclusive and not at the level of appropriate
cost for most potential users, neither young beginners nor
small research groups, especially in developing countries like
Indonesia. It is clear that the cluster is in that sense still costly;
although there are certain needs to perform such advanced
computings. No need to say about educating young generations
to be the future users familiar with parallel programming. This
background motivates us to further develop an open and free
cluster environment for public [3].
According to its nature, LPC is in contrast with any
conventional clusters, designed to accommodate multiple users
with their own parallel programming executed independently
at the same period. Therefore an issue on resource allocation
is crucial, not only in the sense of allocating hardware to the
appropriate users but also to prevent any interference among
them [4].
Concerning its main objective as a training field to learn
parallel programming, the public cluster should be accessible
and user-friendly for all users with various level of knowl-
edge on parallel programming. It should also have enough
flexibility regarding various ways of accessing the system in
any platforms as well. This can be achieved by deploying a
web-based interface integrating all aspects [5]. Presently we
have resolved some issues, such as security from anonymous
users to prevent any kinds of interference among different
tasks running simultaneously on multi blocks [4], algorithm
for resource allocation management and the distributed control
over web for both administrators and end-users [6].
In term of the hardware, the LPC consists of several PC
connected each other through high performance TCP/IP net-
work. Further issue is how to keep the whole performance of
cluster during operation especially to control the power supply
for each node, such that only selected nodes are activated
and the rest nodes are in off-condition. This approach can be
accomplished by using the distributed control system. Actually,
we have so far deployed more straightforward solution using
the centralized microcontroller-based control system [7]. In
this approach, the node is fully controlled by a single control
system connected to the power system of each node. This
solution is efficient and easy-to-maintain. On the other hand, it
leads to difficulty when the control system itself needs regular
maintainance, that is we must totally shut down the whole
cluster.
Since the public cluster is running over the time, then it
is difficult to set an appropriate down-period. Obviously the
present control system requires significant improvements. This
is the main reason we are considering the distributed control
system [9]. This requirement is getting more important as now
the LPC is enabling connection between its blocks with global
grids [8].
The paper is organized as follows. First, after this brief
introduction we describe the arhitecture of distributed control
system under consideration in Sec. II. It is then followed with
the implementation in III and the communication protocol in
our approach in Sec. IV. Finally we summarize the paper and
provide some future issues and further development.
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Fig. 1. The architecture of the distributed control system at LPC.
II. ARCHITECTURE
Concerning the problem mentioned before, we consider the
distributed control system with a master-controller and the
slaves for node-controllers in each node of public cluster with
the following features :
1) Each node-controller is able to physically shut down
each node completely.
2) The node-controller for each node is independent each
other, that means installing and removing the control
system would not interupt another ones in any means.
3) The whole system is controllable remotely through in-
ternet.
Therefore, we consider an architecture where the node-
controller is attached directly to the power supply in each
node independently, while the main one is attached to the
master or I/O server. The schematic diagram is given in Fig.
1. Subsequently all node-controllers are connected paralelly to
the main controller. This approach allows more independent
architecture for each sub-control system.
The distributed control system usually consists of master
and several slaves which are connected each other through
communication link such as TCP/IP, RS-232, RS-422 and RS-
485. The master unit controls the flow of the communication
process; and in contrast the slave unit is just receiving any
incoming commands from master unit and executing an ap-
propriate action. In many applications, sometimes each slave
can be a master and vice versa. However the most important
thing is we must deploy the communication protocol with a
capability to avoid data collision in the middle of receiving
and transmitting the data among them. This communication
protocol is very crucial to ensure the master is able to send or
request the data or from desired slaves successfully.
In this paper, we are focused on implementing the dis-
tributed control system for LPC. As can be seen in Fig. 1,
the master controller is attached to the I/O server, while the
slaves are to the nodes. Since the I/O server is equipped with
complete operating system and communication environments
as TCP/IP based networking and web servers, the control
system is accessible through internet, or in particular web by
public. This would fullfil the last requirement above.
III. IMPLEMENTATION
Since both master server and microcontroller are equipped
with serial UART, we can use serial port through UART
for communication media between them. For communication
media between master- and node-controllers, it is better to
use the RS-485 bus as network interface that is suitable for
transmitting and receiving data through serial port over long
distance connection in noisy environment [10].
The slaves consist of microcontroller which has the respon-
sibility for controlling the power supply in each node using
solid state relay. Due to the simple task in each node-controller,
the 8-bit AT89S51 microcontroller is used as slave to reduce
the cost even though the faster microcontroller [11], [12], RISC
microcontroller type might be better. Serial RS-485 interface
is achieved by SN75176 transceiver from Texas Instrument
so that each slave can receive the command sent by master
through RS-485 bus [13].
Of course, the commands sent by master on RS-485 bus
will not always be directed to a desired slave, but will go to
all active slaves at the same bus. Therefore we should define
a unique address for each slave microcontroller to distinguish
the incoming commands broadcasted to all nodes. There are
two alternatives for this purpose, that is :
Fig. 2. The slave microcontroller circuit for a node-controller.
• inserting the address permanently into node-
microcontrollers ROM, or
• using DIP switch as input address for each of them.
We have choosen the later option in our case. The reason is,
DIP switch is more flexible to especially change the addresses.
Because, namely at LPC, the number of active nodes is varying
time by time according to the avalaibility.
At LPC, a 3-digit common anode seven segment LED is
used in each node-controller as a display interface to make
it visually recognizable by administrators. More detail on the
slaves circuit can be seen in Fig. 2.
IV. COMMUNICATION PROTOCOL
Data transfer among master and several slaves are realized
by certain communication protocol. The protocol is designed
in such a way that is sufficient for the master to send the data
to certain slave [13], [14]. In the current distributed control, the
master server executes a program which subsequently send a
flagged command, for instance to turn on or off the power of a
node, through serial port to the master-controller. The master-
controller then redirects the flagged command to all node-
controllers. The flag in a command indicates the address of
certain node-controller. Although all node-controllers receive
the command, only the node-controller with the address fits the
flag will execute it, namely turn the node on or off through
solid state relay.
Fig. 3. The format of communication protocol.
Through the above-mentioned illustration, the flagged mes-
sages or command sent by master server should correctly be
encoded to allow the appropriate node-controller to translate
and execute it. While the rest of node-controllers will do
nothing.
The address of each node-controller is assigned using the
DIP switch attached on the microcontroller input pins. The
address is stored inside the internal memory and is read
whenever the microcontroller receives the messages. Changing
the DIP switch positions or values will automatically change
the address.
Each message or command begins with sync or start bit
which contains the address of desired node-controller [9]. In
Fig. 3 we show an example of the format of communication
protocol. The first byte is Start of Transmission (STX), fol-
lowed by a slave or device number (DN) that specifies the
slave of interest. The next byte is Data Type to Tell (DT)
that is the assigned address of the desired slave. Finally the
message is terminated with End of Transmission (ETX).
We should note here that the above communication protocol
is actually not required for the task presented in this paper,
i.e. turning the nodes on or off. However, we have indeed
deployed the protocol to anticipate a monitoring job through
node-controllers. There will be data acquisition processes to
retrieve some relevant physical observables like actual external
temperature and humidities in each casing.
V. SUMMARY
We have discussed how the distributed control system is
applied at the LPC, and its architecture. The system has proven
a satisfactory performance regarding its original purpose
and to improve the up-time of LPC. We have succeeded in
implementing a totally independent control system for each
node which is very crucial in any cluster machine. However,
the system can be realized at low cost, not only at the initial
development but also for further maintainance.
The whole system is currently running well at LPC, and has
been integrated in a user-friendly web-interface to enable all
LPC’s users a full access to their allocated blocks of parallel
machines [5].
Now the system is expanded to not only control the power,
but also to retrieve and monitor the neighbouring physical
observables like temperature and so forth. However for more
advanced applications like monitoring system where the speed
of data transfer is getting crucial, an RISC type microcontroller
like AVR might be more suitable. This work is still in progress.
ACKNOWLEDGMENT
The work is partially supported by the Riset Kompetitif
LIPI in fiscal year 2009.
REFERENCES
[1] L.T. Handoko,, “Public Cluster : web-based open parallel machine“,
Indonesian Copyright No. B 268487 (2006).
[2] Z. Akbar et.al., ”LIPI Public Cluster“, http://www.cluster.lipi.go.id.
[3] Z. Akbar, Slamet, B.I. Ajinagoro, G.J. Ohara, I. Firmansyah, B. Hermanto
and L.T. Handoko, Open and Free Cluster for Public, Proceeding of
the International Conference on Rural Information and Communication
Technology, 6–7 August 2007.
[4] Z. Akbar, Slamet, B.I. Ajinagoro, G.J. Ohara, I. Firmansyah, B. Her-
manto and L.T. Handoko, Public Cluster : parallel machine with multi-
block approach, Proceeding of the International Conference on Electrical
Engineering and Informatics, 17 June 2007.
[5] Z. Akbar and L.T. Handoko, ”Web-based Interface in Public Cluster“,
Proceeding of the 9th International Conference on Information Integration
and Web-based Applications and Services, 3–5 December 2007.
[6] Z. Akbar and L.T. Handoko, ”Resource Allocation in Public Cluster with
Extended Optimization Algorithm“, Proceeding of the 2007 International
Conference on Instrumentation, Communication and Information Tech-
nology, 8–9 August 2007.
[7] I.Firmansyah, B.Hermanto, Hadiyanto and L.T. Handoko, Real time
control and monitoring system for LIPIs public cluster, Proceeding Of
The International Conference on Instrumentation Communication and
Information Technology, 8–9 August 2007.
[8] Z. Akbar and L.T. Handoko, ”GRID Architecture through a Public
Cluster”, Proceeding of the 2008 International Conference on Computer
and Communication Engineering, 13–19 May 2008.
[9] C. S. Ang Embedded Systems in Distributed Environment, Lecture at First
Regional Worksop on Distributed Laboratory Instrumentations Systems,
2005.
[10] G. K. McMillan, Douglas M. Considine, Process / Industrial Instruments
and Controls Handbook, McGraw-Hill, 1999.
[11] S. Yeralan and A. Ahluwalia, Programming and Interfacing The 8051
Microcontroller, Addison-Wesley, 1995.
[12] A. Bhargav, ”8051 Microcontroller Projects“,
http://www.8051projects.net.
[13] M. Bolic, V. Drndarevic and B. Samardzic, Distributed measurement
and control system based on microcontrollers with automatic program
generation, Physical A90 (2001) 215–221.
[14] V.I. Vinogradov, ”Distributed control systems with virtual engineering
stations and controllers as integrated network nodes with single protocol”,
Proceeding of the International Workshop on Personal Computers and
Particle Accelerator Controls, 14–17 October 2002.
[15] A.S. Poulton and B.J. Andrews, “A simple to program but sophisticated
distributed control system for surface FES applications”, Proceeding of
the 9th Annual Conference of the International Functional Electrical
Stimulation Society, 6–9 September 2004.
