A robust Iterative Learning Control (ILC) design that uses state feedback and output injection for linear time-invariant systems is reintroduced. ILC is a control tool that is used to overcome periodic disturbances in repetitive systems acting on the system input. The design basically depends on the small gain theorem, which suggests isolating a modeled disturbance system and finding the overall transfer function around the delay model. This assures disturbance accommodation if stability conditions are achieved. The reported design has a lack in terms of the uncertainty issue. This study considered the robustness issue by investigating and setting conditions to improve the system performance in the ILC design against a system's unmodeled dynamics. The simulation results obtained for two different systems showed an improvement in the stability margin in the case of system perturbation.
Introduction
Repetitive systems repeatedly perform a predefined task, ( ), with a fixed time duration, 0 ≤ ≤ , with high precision [1] . Iterative Learning Control (ILC) is a control technique inspired by human learning methods that use repetition to improve performance. ILC was developed in the mid 1980s [2] , where the first introduced control law required system stability within the trial time duration as a condition for error convergence from trial to trial. The impact of ILC on industry can be found in many systems such as those used in pickand-place operations. One example is a robot arm used to move cans, one at a time, from one moving belt to another without content spillage for an infinite number of trials. Other applications of the ILC theory can be found in chemical patch processes and automated manufacturing plants.
In repetitive systems, ILC uses information provided from previous executions/trials to update the current control input with the purpose of enhancing the performance and accommodating periodic disturbances from trial-to-trial. Thus, a system performs a predefined task, records the input, measures the output, and uses the error signal ( ( ) = − ) as a forcing term to update the new control signal. After each trial, the system has to reset to its initial position to start the next one. All of the calculations take place in the stoppage time, the time required for the system to reset between trials. One common approach to ILC takes the form +1 = + , where is the input, is the learning gain, is the error signal, and index denotes the trial. For more details on ILC theory and applications, refer to [3, 4] .
Repetitive control (RC) [5] is another technique used to accommodate periodic disturbances and enhance the performance of repetitive systems without the need for reset between trials; the reference to follow is continuous with ( ) = ( + ), where is the number of samples. It has been found that any periodic signal can be generated by an autonomous system containing a delay model along the forward path with a positive feedback loop [6] . An accommodation of this type of signal can be achieved using the internal model principle by duplicating the system inside a feedback loop. The work introduced in [7, 8] gives the appropriate selection of the required controller, RC or ILC, to accommodate the periodic signal depending on the location of the internal model of the disturbance. The designed framework explicitly incorporates the current error feedback, while in [9] a modified framework was introduced 2 Journal of Control Science and Engineering that incorporated the current error feedback as well as feeding forward the previous error with experimental verification. Basically, the idea in both frames was that a solution for one controller, RC or ILC, was the solution for both.
The novelty of this paper lies with setting new robust conditions for different cases in the ILC design within the framework proposed in [9] . The simulation results obtained showed the reliability of the new design that included unmodeled system dynamics. The results obtained showed the advantage of the new robust conditions over the proposed designs in terms of system perturbation and modeling mismatch.
The following section briefly discusses the ILC design in the general case under the framework proposed in [9] . The design robustness and performance against the unmodeled dynamics of the proposed ILC designs are presented in Section 3. Section 4 considers two examples to illustrate the design advantage, where the first is a 7 ℎ -order model of the -axis of a gantry robot and the second is a Nonminimum Phase Plant (NMP). The simulation results obtained are also considered. The conclusion and future work are discussed in Section 5.
State Feedback and Output Injection ILC Background
Let the system to be considered in this paper have outputs, inputs, and states. The discrete linear time-invariant system's overall transfer function in the state space form is given as ( ) = ( − ) −1 + , where the matrices , , , and have appropriate dimensions. If the system output is defined as ( ), with ( ) as the input, the output equation is ( ) = ( ) ( ). Considering a single trial with a finite time duration having samples, the model of the system dynamics can be expressed as follows:
where 0 ≤ ≤ − 1. After each trial, the system resets to its initial position. Thus, there is no loss of generality to set 0 = 0. Many ILC designs rely on expressing the model in trial notation only, rather than using both the time and trial, because the time is fixed for each trial. These designs include the norm optimal ILC [12] and predictive norm optimal ILC [13] . We here introduce the following supervectors:
These allow the dynamics for each trial to be written as follows:
where the matrix elements are the Markov parameters.
In the same manner, the reference can be defined with the following vector form:
Then, the ILC objective is to generate a new input signal for each trial such that the system output follows the reference trajectory with high precision. Many ILC designs can be found in the literature, where one basic choice is to select an input with the form +1 = + Γ , where the error vector of trial is = − and Γ is the learning gain [4, 14] .
A periodic signal with appropriate boundary conditions can be generated by an autonomous system consisting of a positive feedback control loop with a pure time delay in the forward path. Thus, a periodic signal of length samples in discrete-time can be modeled as follows: ( is the time instant of trial )
with matrix of size × given as
and the 1 × row vector as
Then, the control problem can be defined to find a robust controller ( ) (where denotes the discrete-time delay operator) for the robust periodic control problem as follows.
Given an × transfer-function matrix ( ) with an input vector consisting of both plant and disturbance inputs, = + , the output signal is defined as in (3), and reference signal ( ) = ( + ). It is necessary to design ( ) such that the overall closed loop system is asymptotically stable; the tracking error, = − , tends to zero along the trial domain; and the previous two conditions are robust.
The solution considered in [7, 8] uses the internal model principle [15] and small gain theorem to set stability conditions to design both feedback and observer gains using the Linear Quadratic Regulator (LQR) in the current error feedback case, where the periodic disturbances act on the system input (ILC). The study [9] considered a more general case that incorporated both the current error and past error in the designed framework.
The work presented in [9] considered two design schemes for ILC. The first used state feedback, and the second used output injection. Each case had two different stability conditions, which depended on using either the current error feedback or past error feedforward. The following subsection briefly explains the design steps in [9] and the stability condition for each case.
. . State Feedback-Based ILC. For a single channel, consider the system in (6), which also introduces the following × 1 vector: (10) for a more general design. A multi-input multioutput case is considered by defining to be a diagonal matrix consisting of along its diagonal.
The same is true for , , and , where each diagonal block is repeated times (acting on the system input). Thus, when considering the periodic problem proposed in Figure 1 , the transfer function of Φ( ) is given as follows:
The design considered, which uses the state feedback, is found in [9, 16] , where the overall idea is to combine both the plant and internal model in one structure in the following form:
Stabilizing this system guarantees the accommodation of periodic disturbances because the output of the combined system is the error, and its input is the control input difference. Note that , is the internal model system state, Φ( ).
The following can be selected as the control difference input of the combined system: being
An observer is also introduced to estimate the states for the overall system as in [9] [̂, ( + 1)
The difference between the system estimated above and the actual system will lead to a more simplified structure for describing the overall feedback path dynamics:
where ( * = * − * ). The feedback gain can now be designed via the LQR by solving the well-known Recatti equation. Refer to [9] for more details on the design.
Stability conditions can be found by isolating the internal model of the internal model and expressing the overall system in terms of its input and output as ( ). Then, a sufficient condition for stability can be written as follows:
where the ( ) equation differs depending on the error case considered, past error feedforward, or current error feedback. The following can be written for past error feedforward case: (18) and for current error feedback (19) where ( ) in both cases is governed by the following: Figure 1 : ILC as a feedback problem [9] .
Figure 2: RC as a feedback problem [9] .
. . Output Injection-Based ILC. We start from the dual repetitive structure given in [9] with a single internal model and build up a combined system between the plant and internal model for a repetitive feedback problem, as shown in Figure 2 . we define an estimator for the overall system with a periodic disturbance assumed to effect the plant at its input. The structure is manipulated to cancel the disturbance signal via the use of the estimator output as a correction term. This will lead to an ILC dual system in the following form:
Again, this system is derived to form the overall structure, (22), which is used to design the estimator gain for both error cases, past error feedforward, and current error feedback, as follows: * = * − * .
[̃, ( + 1)
The estimator gain design relies on forming the overall structure to fit the LQR design to accommodate the periodic disturbances acting on the system input. This structure was shown in [9] to compromise both current and past error incorporations with a stability condition that suggested isolating the internal model,
−
, and finding the overall system that governs its output to its input, as given earlier in (17) . Here, ( ) differs depending on the error case to include. Thus, the following can be written for the past error feedforward case:
and for current error feedback
where ( ) in both cases is governed by the following
and
The next section investigates the robustness issue and sets the appropriate condition to ensure system stability in the presence of a modeling mismatch for each of the cases reported earlier for the ILC design.
Robust ILC Design with Both State Feedback and Output Injection
This section investigates the robustness property of the two designed ILC controllers found in [9] with past error feedforward and current error feedback using the stability condition assigned in (17) . The previous reported works did not discuss this issue, which forms the main novelty of the work presented in this paper. We start with the stability condition in (17) and consider the following cases:
(i) Past error feedforward in state feedback design.
The starting point is the stability condition given in (17) where the induced norm has to be less than 1 to guarantee system stability. A more conservative restriction is to consider the singular values instead; thus the condition will be as follows:
which clearly indicates that all the eigenvalues of ( ) are inside the unit circle once the maximum singular value is considered. Verifying this condition in the maximum case ensures reference tracking and periodic disturbance accommodation. Now, consider the case where unmodeled system dynamics or system uncertainty defined as (Δ) act on the system in operation. To investigate this, define [ = + Δ ], where , Δ, are the nominal plant, uncertainty, and uncertainty weight, respectively, where each of the defined variables is stable, causal, and linear time invariant for simplicity. In combination with the Journal of Control Science and Engineering 5 definition of ( ) given in (18), we can write the following derivation:
The selection in the previous equation is the only selection that guarantees the maximum possible singular values without violating the condition in (27). Taking the uncertainty part on one side and the other parts to the right side yields the following:
Maintaining that 20 is true and maximizing the left hand side will give the possible variation in the system dynamics on the right hand side and sets the upper bound for the system to avoid unwanted performance through the operation. This can be found if the right hand side is of the form ( ) − ( ) − ( ) as pointed out earlier. To extend the previous property and set a weight for the uncertainty that gives a better upper bound and allows the system to deal with unmodeled dynamics throughout its operation, (29) can be manipulated to have the following form:
Maximizing the left hand side of (30), such that the right hand side is kept to the minimum, can be seen as solving the following:
Now, ( ) ̸ = ( ) unless is a scalar multiplied by the identity, which is not the case. Further investigation of weight ( ) is taken into account and can be expressed, based on the fact that (Δ) < 1, in the following:
The above condition will set the upper limit for the weighting factor such that the uncertainty property is extended.
(ii) Current error feedback in state feedback design.
Start again with the stability condition given in (17) , where the induced norm has to be less than 1. We again consider the system uncertainty to be (Δ) acting on the system in operation. Define [ = + Δ ] as above with the same properties considered in the past-error case. Following the same steps, in combination with the definition of ( ) given in (19), we can write the following derivation in terms of the singular values:
which leads to writing the above after manipulation as follows:
Again, assuming that (34) is true, and because the uncertainty is assumed to be stable ( (Δ) < 1), (34) can be written as follows:
Equation (35) will give the appropriate condition for weighting factor ( ) such that the left hand side is minimized:
Condition (36) is the same as that in (32) to a limit degree. Equation (36) sets the lower limit to the weight selection, whereas (32) sets the upper limit to the uncertainty weight, which has a wider and better range than that of (36). This result supports the experimental results obtained for the past error feedforward case in ILC instead of current error feedback in [9] , where the past error feedforward case has a more reliable design against system perturbation.
(iii) Past error feedforward in output injection design.
As in the two previous robustness analyses, this analysis starts from the stability condition, which should have a norm of less than 1, and the definition given for ( ( )) in (23). Using the singular value properties, we can start by writing the following:
considering the uncertainty (Δ) to be added to the nominal plant such as [ = + Δ ], where is the nominal representation of the combined system that is defined in (25). Thus, we can write (37) as follows: Journal of Control Science and Engineering Now, assuming that (38) is true, this can be derived to give the necessary condition for the uncertainty limit as follows:
Equation (39) can be formed as follows:
Since is a combined system consisting of the internal model and plant, with ( ) ̸ = ( ), then, the uncertainty effect can be maximized such that the upper bound is minimized as in (41)
This will lead to setting the upper boundary for weighting factor ( ) as follows:
Equation (42) is always positive and less than 1. This can extend the robustness of the system against the unmodeled dynamics. The fourth case is expected to have the condition in (42) as a result of extending the system uncertainty range.
(iv) Current error feedback in output injection design.
Following the same starting point and steps to derive the required condition, the resulting equation to set the limit of the weighting factor such that the uncertainty will not drive the system to the instability stage is given by the following:
and This clearly gives the upper limit of the weighting factor, which does not exceed the maximum of 1 and is not less than the limit set in (44).
The next section presents simulation results obtained on two systems that show the performance improvement against the system uncertainty and modeling mismatch when considering the robust design over the previously reported design framework for the ILC case.
ILC Design Simulation Results
In this section, simulation results are obtained for two different examples, where the first is the -axis of a gantry robot and the second is a nonminimum phase plant, to verify the design success in suppressing a dynamic matrix change in systems with difficult mathematical structures.
Example . The gantry robot is a multiaxis test facility that was developed to implement different ILC theories and verify their success in a real experimental environment (see Figure 3) . The benchmark has three axes that are orthogonal to each other, and fixed above one end of a 6m long chain conveyor to simulate a real industrial production line. This represents a real control problem because of the nature of the operation, where the gantry has to perform a pick-and-place operation in synchronization with a moving belt without ripples or sudden movements during the operation. This task is very difficult to control because the synchronization between the conveyor speed and payload placement position has to be made with high precision. Check [17] for more details on the gantry. A sampling frequency of 100 was used to define the gantry axes dynamical response models. In this paper, only the 7 ℎ -order -axis representation is used to verify the robust theory development. The gantry itself has been the benchmark for several reported ILC implementations such as those in [10, 18, 19] .
The -axis was modeled using the data obtained from a frequency response test, which resulted in the following 7 ℎ - 
For a complete system description, refer to [20] .
The -axis is sampled at 100 and a reference of 4 is considered, which generates 400 sample points to deal with in each trial. The design steps considered are those of the output injection case with past error feedforward, where two different cases are considered. In the first, no weighing factor is used. The second uses the weighting factor limit found in (32), which is 0.7820. Thus, one choice is to select a weighting factor that is half of the limit, which is the case in this example. The system had been operated for 50 trials in a simulation, and the obtained results are as follows. Figure 4 shows the mean squared error for the two cases, where the blue line represents the case where no weighting factor is considered, with 10%, 20%, and a 26% changes in the system dynamical matrix applied. The red line is the case where a weighting factor of . . = 0.3910 is applied, which was less than the limit found in (32). Dynamical changes of 20%, 40%, 60%, and 66.5% are considered, and the figure clearly shows the advantage of using the weighting factor to avoid unmodeled dynamics to a better level. Figure 5 shows the case with the maximum allowed change in system dynamics and how the error will start building up after it converges to better levels. The use of the weighting factor extends the The nonminimum phase plant experimental test facility [11] . maximum allowed change in mismodeling compared to the case where no weighting factor is applied.
Example . In this example, a NMP plant was tested against dynamical matrix changes under the absence/presence of the weighting factor. The physical system was constructed to implement both ILC and repetitive controller (RC) schemes, which made it possible to verity reported results such as those in [11, 21] . This paper reports simulation results that support the idea of extending the level of system mismodeling using the weighting factor. The NMP plant has one zero in the right half plane, which makes this system hard to test using the ILC scheme because of the instability associated with plant inversion. As a result, any sudden change in system dynamics would result in an instable response. The mathematical equation that describes the system shown in Figure 6 is given as follows: 
Output with matrix (A) changed to:
11.5% change 10% change 9% change 5% change Ref. 
The facility consists of a rotary mechanical system of inertias, dampers, torsional springs, a timing belt, pulleys, and gears. A further spring-mass-damper system is connected to the input in order to increase the relative degree and complexity of the system. For further details on the test facility, refer to [11] This system was tested using two different cases: one that ignored the weighting factor and one that considered it. A sampling frequency of 100 was selected, and a reference of 4 was applied, generating 400 sample points to record in each trial. Figure 7 shows the two different cases, where the red color shows the mean squared error and normalized error for a change of up to 5% in the system dynamical matrix with the presence of the weighting factor. In the second case, the blue color shows a fast error divergence with a 1% change in the system dynamical matrix without the presence of the weighting factor. As the results show, the weighting factor had a direct impact on the design procedure by providing a better stability region with better level of reference tracking against model mismatching compared to the case where the weighting factor was ignored. Figure 8 shows different output responses with dynamic matrix ( ) variations, where the weighting factor is used, and it can be seen that the output has an extended dynamic matrix change margin compared to the case where no weighting factor applied. Figure 9 shows the mean square error against dynamic matrix ( ) variations with the use of the weighting factor. The figure ensures the advantage of using the weighting factor to enhance model mismatch case.
Conclusions and Future Work
In this paper, conditions were set to extend the range of linear system uncertainty based on the singular value principle. Different cases were discussed, and conditions were found that extended the system robustness against the system unmodeled dynamics. The simulation results obtained verified the success of the weighting factor in extending the range of uncertainty considered with the ILC design via state feedback and output injection. A high level of reference tracking was achieved for a system uncertainty of up to 66.5% for the 7 ℎ -ordered model of a gantry robot and up to 5% for the NMP model. Experimental results are expected to verify the developed conditions to overcome system perturbation in the future. Future work will examine the effect of the new obtained conditions to extend the range of uncertainty on the system performance for a dual repetitive controller. The conditions to suppress the effect of noise on the system performance will also be investigated.
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