In this paper a new adaptive non-linear function for blind complex domain signal processing is presented. It is based on a couple of spline functions, one for the real and one for the imaginary part of the input, whose control points are adaptively changed using gradient-based techniques. B-splines are used, because they allow to impose only simple constraints on the control parameters in order to ensure a monotonously increasing characteristic. This new adaptive function is then applied to the outputs of a onelayer neural network in order to separate complex signals from mixtures by maximizing the entropy of the function outputs. We derive a simple fomi of the adaptation algorithm and present some experimental results that demonstrate the effectiveness of the proposed method.
INTRODUCTION
In the last years the blind source separation problem has raised a great interest in the signal processing community. In particular, information maximization techniques, implemented in neural like architecture, have been particularly studied. In one of the first papers, Bell and Sejnowski [ 11, proposed the use of a one-layer neural network in order to separate linear mixtures of signals. This architecture is composed by an invertible linear transformation followed by bounded, monotonously increasing, nonlinear functions applied to all outputs separately. The adaptation (or learning in neural network contest) is carried-out by maximizing the output entropy. In this case, if the p d f s of the sources are known, the fixed non-linearity's should be taken equal to the cumulative density functions of the sources. Recently, the problem of source separation has been extended also in the complex case (see for example [2,3]), i.e. in the case of mixture of complex-valued signals, which can have several practical applications. In both the real and complex cases, however, the cumulative density functions of the sources are usually unknown. Although simulations often exhibit good results also for non-linearity's that don't exactly match the signals, in the general case a better estimation of the correct non-linear functions can be important.
Therefore several approaches have been proposed in the real case to obtain adaptive non-linearity's (see for example [4, 5] ), which allow to optimize the shape of the functions with respect to the input signals.
Among the different approaches, the case of spline-based nonlinear fiinctions [5] seems to be particularly appealing. It is based on the idea of deriving adjustable non-linear functions by using a spline approximation whose control points are adaptively changed. This idea was firstly proposed in the supervised context for multilayered networks [6] and then proposed in an information maximization scheme [5] .
Recently, a complex-valued adaptive spline neural network has been presented [7] . This architecture is shown to be well suitable for supervised signal processing applications, being based on an efficient Catmul-Rom spline activation function.
Based on the result in [5] and [7] , in this paper a new adaptive non-linear function for blind complex domain signal processing is presented. It is based on a couple of spline functions, one for the real and one for the imaginary part of the input, whose control points are adaptively changed using gradient-based techniques. It uses B-spline functions that allow to impose only simple constraints on the control parameters in order to ensure the needed monotonously increasing characteristic. In particular, the problem of adaptively maximizing the entropy of the outputs of a one-layer neural network is considered, in order to separating complex signals from instantaneous mixtures of them.
In Section 2 the new function is presented, while in Section 3 the blind separation application is described. Some experimental results are reported in Section 4.
THE COMPLEX DOMAIN B-SPLINE NON-LINEAR FUNCTION
For a better understanding, let's briefly introduce the real-valued case. The real spline activation functions (see [6] ) are smooth parametric curves, divided in multiple tracts (spans) each controlled by four control points. Let f(s) be the non-linear function to reproduce, then the spline activation function can be expressed as:
, =I i.e. as a composition of (N-2) spans f, ( U ) i=1, ... 
where AY is the fixed distance between two adjacent control points; the constraints imposed by equation (3) where y , is the complex output of the function and j denotes the imaginary unit. The corresponding structure is shown in Fig. 2 . In order to ensure the monotonously increasing characteristic, we must impose the constraint: Q, <Q, <...<Q,, for both the real and imaginary parts.
BLIND SEPARATION OF COMPLEX SIGNALS
To separate complex input signals from instantaneous mixtures, here we follow an information theoretic approach. The entropy of the outputs y i f ) is maximized with respect to both the parameters of the un-mixing complex matrix W and the control points of the B-spline complex activation functions. The cost function to be maximized is hence defined as: complex domain pdf of the outputs y and J represents the Jacobian. The joint entropy H(y) is defined as:
In the complex domain the adaptation rule for the weights W can be expressed as: where the term h(u), is defined in [SI and implicitly assumed in [I] . Considering the activation function defined in eq. (S), the j-tli element of h(u), assumes the form: where for the sake of simplicity we assume A Z~R equal to AZI,~ (as in practical cases). In order to adapt the control points of the activation functions, first it is possible to show that the maximization of the functional (9) is equivalent to the maximization of the following quantity:
where W is a suitable matrix depending of the un-mixing matrix W which does no depend on the control points. Then, starting from this, it is possible to demonstrate that the adaptation rule for the control points of the real part function can be expressed as:
A similar expression can be derived for the control points of the imaginary part function, so we can write the final adaptation rule as:
where the temi q represents the constant adaptation rate for the Bsplines control points. For the sake of brevity, the two derivations are not reported here. where the arrays QR and Q, indicate respectively the real and imaginary parts of all the B-spline control points, p,. 
EXPERIMENTAL RESULTS
In order to demonstrate the effectiveness of the proposed method, several different experiments have been carried out. As a numerical example of complex signal separation, an input XE c4 formed by a linear mixture of four independent signals arranged in a vector SEC', is choosen. Signal sI is 4QAM, s2 is I6QAM, signal s3 is a uniform random noise while s4 is PSK. Each sample is, also, corrupted by adding white zero-mean uniform noise. The signals length is 1000 samples. The mixture is computed as x = As. where A is defined as: Figure 5 shows the signal to noise ratio vs. the number of samples presented as input to the network, while figure 4 depicts the modulus of one complex activation function at the end of the learning phase.
CONCLUSIONS
In this paper a new adaptive non-linear function for blind complex domain signal processing has been proposed and applied to the problem of separating complex signals from instantaneous mixtures by maximizing the entropy of the outputs. It is based on a couple of spline functions, one for the real and one for the imaginary part of the input, whose control points are adaptively changed. A suitable adaptation algorithm based on information maximization has been derived and some experimental results are presented that demonstrate the effectiveness of the method. The proposed approach allows to obtain good results with a low computational burden, since the complexity, both in forward and adaptive mode, is independent of the number of control parameters. 
