Orbital angular momentum of photons is an intriguing system for the storage and transmission of quantum information, but it is rapidly degraded by atmospheric turbulence. We explore the ability of adaptive optics to compensate for this disturbance by measuring and correcting cumulative phase shifts in the wavefront. These shifts can be represented as a sum of Zernike functions; we analyze the residual errors after correcting up to a certain number of Zernike modes when an orbital angular momentum state is transmitted through a turbulent atmosphere whose density fluctuations have a Kolmogorov spectrum. We approximate the superoperator map that represents these residual errors and find the solution in closed form. We illustrate with numerical examples how this perturbation depends on the the number of Zernike modes corrected and the orbital angular momentum state of the light.
I. INTRODUCTION
Photons are very interesting carriers for quantum information since they are relatively easy to produce and transmit. Most commonly, the polarization of photons-a two dimensional space-is the choice for encoding qubits in free space, though dual-rail and time-bin encodings are also common (particularly for transmission through optical fiber). However, higher dimensional spaces can be obtained with the use of the orbital angular momentum (OAM) of photons [1] [2] [3] , which could potentially allow larger channel capacities and increased key generation rates for protocols such as quantum key distribution.
Unfortunately, OAM of photons is highly sensitive to atmospheric turbulence [4] [5] [6] [7] [8] [9] , and a method to protect quantum information encoded in the OAM of photons while they travel in a turbulent atmosphere remains elusive [10] . If OAM photons are ever to be used in quantum communications, it is imperative to properly understand the processes they undergo in a turbulent atmosphere [4] [5] [6] [7] [8] [9] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] and how to compensate for them.
One possibility to mitigate the effects of turbulence is to use adaptive optics [25] [26] [27] . While this possiblity has been explored for classical communication [28] it still remains to be studied thoroughly in the quantum case. In this paper, we explore the effects of atmospheric turbulence with adaptive optics on both the radial and azimuthal degrees of freedom [29, 30] of OAM photons. For this purpose, we model atmospheric turbulence using the Kolmogorov spectrum, and the correction effects using Zernike functions [25] .
In Sec. II we expand the effects of turbulence in Zernike functions, and we use them in Sec. III to calculate the residual errors after the adaptive optics correction in a first order expansion. We describe these errors as a superoperator acting on the state of the input photons, and derive integral expressions for the matrix elements of this superoperator. In Sec. IV we show how to calculate these integrals, and in Sec. V we illustrate our discussion with numerical examples.
II. ATMOSPHERIC TURBULENCE, ADAPTIVE OPTICS, AND ZERNIKE FUNCTIONS
As a photon propagates through a turbulent atmosphere, it encounters small fluctuations in the density (and hence the index of refraction) of the air. These fluctuations vary across the wavefront of the photons. We model the cumulative effects of turbulence by a spatially-varying phase change ϕ(r, θ), where r and θ are cylindrical coordinates across the wavefront. (A third coordinate, z, represents the distance along the beam, which is generally the distance from the transmitter to the receiver.) The effects of turbulence can be represented semiclasically by a superatorT ϕ such that if r|ψ represents the wavefunction of a state with OAM, then the wavefunction of the state after one realization of the noise is [4, 10] r T ϕ ψ = exp (iϕ(r, θ)) r | ψ .
(
The methods of adaptive optics estimate this phase ϕ(r, θ) and then compensate for its effects. These methods were originally developed for astronomy [27] , but have more recently been applied to classical communication by OAM of photons through free space [28] . Adaptive optics works by sending a bright pulse of light in a standard state through the same volume of air immediately before the communication pulse. Because air moves slowly compared to light, the fluctuations encountered by this probe beam will be very close to that encountered by the communication pulse. By measuring how the probe beam is distorted, the phase function ϕ(r, θ) can estimated, and active optical elements can apply a compensating phase shift to cancel out the distortion.
How is this phase estimated? One approach is to expand ϕ(r, θ) in terms of an orthogonal set of functions that are defined in the receiving aperture of a system. Such a set is given by the Zernike functions {Z k (r/R, θ)} [31] , which are defined on a disk of radius R. In terms of these functions we write the phase as
How do we define the functions {Z k (r/R, θ)}? We assume 0 ≤ r ≤ R. For integers n, m such that n ≥ 0, n ≥ |m| and n − |m| is even, we can define a joint index k using the ordering conventions in [25] . For m = 0 and k even:
For m = 0 and k odd:
Finally, for m = 0:
The polynomials P |m| n are given by
The relationship between the integer parameters m and n and the joint index k is somewhat complicated. Defining
the joint index k as used in [25] is given by
where
If m > 0, then k is even, and if m < 0, then k is odd. In the case where m = 0, the parity of k can be either even or odd. The index k is constructed in such a way that, for a given n, indices with a smaller value of |m| are smaller. In what follows, to maintain clarity in switching back and forth between the integer parameters m and n and the joint index k, we will denote by n k and m k the two integers corresponding to the particular joint index k.
With the definitions (3), (4) , and (5), the Zernike functions form an orthonormal set on the disk of radius R:
Since the Zernike functions form a complete orthonormal set on the disk of radius R, we can always expand the phase change ϕ(r, θ) using them, as in Eq. (2). The main task in adaptive optics is then to estimate the coefficients of the expansion a k up to a certain number of Zernike modes J, and use this information to eliminate the aberrations due to the first J modes. In other words, an experimental procedure yields a correction phase ϕ c given by
which is then subtracted from ϕ(r, θ), leaving a residual phase [25] :
Generally, the coefficients a k are estimated using a procedure such as the Shack-Hartmann wavefront sensing technique [27, 32] . However, because of the helical nature of the wavefronts of OAM states, this must be modified to incorporate a bright probe beam in order to do the wavefront estimation [28] required in the adaptive optics correction procedure. The correction itself is done using fast active optics.
III. CALCULATING THE MATRIX ELEMENTS OF THE SUPEROPERATOR REPRESENTATION OF AO AND TURBULENCE
We are interested in protecting the quantum information initially encoded in an eigenstate of OAM from the effects of turbulence with the help of adaptive optics. We write the input state in terms of basis vectors |l 0 , p 0 :
where r 2 = x 2 + y 2 , θ = arctan y x . We assume the state propagates in the z direction. In what follows, we will use the Laguerre-Gauss functions R l0,p0 (r, z) [1] :
is the radius of wave-front curvature, and z R = 1 2 kw 2 0 is the Rayleigh range. The quantity arctan(z/z R ) is known as the Gouy phase, and the normalization constant A l,p is
The functions L |l| p (x) are generalized Laguerre polynomials:
Similarly to our earlier work in [10] , the combined effects of turbulence and adaptive optics corrections on a basis state (12) are represented by an operatorÂ ϕ A such that
However, this only describes the change of state for a particular realization of the noise. We must make an ensemble average over ϕ A (r, θ) to find the superoperator representing the residual error process after the adaptive optics.
The OAM eigenstates in Eq. (12) form a complete basis. Therefore, we can use them to expand the state after the effects of the turbulent atmosphere and adaptive optics. In general, after averaging over the noise the state will be mixed, so we represent it as a density matrix
We will represent the effects of turbulence and adaptive optics after averaging using an operator, which we will denote byÂ ϕ A , such that its matrix representation A satisfies
In what follows, we describe how to obtain the matrix elements of A by explicitly doing the averaging process and calculating the reqquired integrals. By linearity, it suffices to know how the noise superoperator acts on outer products of the form |l, p l , p |:
Since the atmospheric variations in the refraction index are random, we take the ensemble average E[·] of (18). Because of the linearity of E[·], we need an expression for E [exp{i (ϕ A (r, θ) − ϕ A (r , θ ))}] for us to obtain the ensemble average. Assuming that ϕ A is a Gaussian random variable with zero mean, it is straightforward to show that the ensemble average simplifies to
If we suppose that the residual effects of the uncorrected noise are small, then we consider only terms up to first order in the series expansion of the exponential:
Expanding ϕ A in terms of Zernike functions as in Eq. (11), we can write
The covariance of the expansion coefficients can be calculated explicitly using the Fourier transforms of the Zernike functions. If n k + nk ≥ 2, then E a k ak is given by
and
is called the Fried parameter, which has dimensions of length [11] . (Because of the convention we used in Eqs. (3) (4) (5) , there is an extra factor of πR 2 compared to the expression in Ref. [25] .) In (24), λ is the wavelength, L is the propagation path, is a length element along the propagation path, and C 2 n is called the atmospheric refractive index structure constant and has units of L − 2 3 . In spite of being called a constant, C 2 n depends on altitude, pressure, temperature and may vary along the path [16] . However, for the horizontal path free-space propagation, it may be approximated by a constant [16] . Therefore, in what follows we approximate r 0 ≈ 16.6C 2 n z/λ 2 −3/5 . Finally, we will use that
It is perhaps worth noting that the covariance of the expansion coefficients in Eq. (22) becomes small as n k + nk becomes large. Putting all of the above together, and then taking the ensemble average, the expression in Eq. (18) is approximately
After some work we can obtain exact expressions for all the integrals in Eq. (26).
IV. SOLVING THE INTEGRALS
When doing the integration of the zeroth order term of the expansion (i.e. where no Zernike functions appear), we simply use the orthonormality of the Laguerre-Gauss functions to conclude that this term reduces to δ l,l δ p,p δ l ,l δ p ,p . Calculating the first order term (that is, the one with Zernike functions) of the expansion requires a bit more work.
A. First order term of the expansion: Angular Part of the Integration
First, we note that since the covariance of the expansion coefficients includes δ m k ,mk , then k andk, as well as n k and nk, have the same parity for non-zero terms. Hence, the angular part of the product of functions Z k and Zk will have the same functional form, and the integrals vanish unless m k =m k . Thus, there are only three possible cases for each of the angular forms of each product depending on whether m k is negative, positive, or zero.
All of these angular integrals take exactly the same form:
where the particular functions f (θ) and g(θ ) depend on which product of Zernike functions is being integrated, and also on the value of m k . We have four possible products of Z k and Zk to analyze, which give us three distinct integrals; and for each case the result is different for m k > 0, m k < 0, and m k = 0. We summarize the results of all the angular integrals in the tables below.
1. The first case is Z k r R , θ Zk r R , θ . The results of the angular integrals are given in Table I. 2. The second case is Z k r R , θ Zk r R , θ . The results of the angular integrals are given in Table II. 3. The third case is Z k r R , θ Zk r R , θ , whose integral is equal to that in case 2 because m k = mk. The results of the angular integrals are also given in Table II. 4. The fourth case is Z k r R , θ Zk r R , θ . The results of the angular integrals are given in Table III and they  are similar to those in Table I with the primed and unprimed variables and parameters switched. Now that we have completed the angular part of the integrals, we can proceed with the radial part. The different cases are the same as we used above. For simplicity, we will denote the products of the constants of normalization (and exponentials involving the Gouy phase) in Eqs. (3) (4) (5) and (13) as
In the integrals that follow, we integrate the product of the respective Laguerre and Zernike functions term by term using the substitutions u = Additionally, when possible we have used the conditions that arise from the angular integrals (and the covariance of the expansion coefficients) relating the different indices (since the angular integrals vanish except for certain combinations of indices). To get an exact expression, we integrate the product of all the polynomials involved term by term using Eqs. (6) and (15) .
The integrals all take the following form: where f and g are functions that will depend on which product of Zernike functions is being integrated.
1. The first case is Z k r R , θ Zk r R , θ . All of the angular integrals of this case vanish except when l =l . The functions f and g in this case are
and the result of the integral is
In Eq. (33), we have used the lower incomplete gamma function
to write the result of the term by term integration. 
and after a tedious but straightforward calculation, we find the result of the integral:
This solution also works for the Z k r R , θ Zk r R , θ terms, by using (37) and switching n k ↔ nk. In this case, we call the function G 3 . 
The third case is Zk
We can follow the same procedure we used to obtain (33) to find the result of the integral
C. Putting it all together
Now that we have obtained the results for all of the integrals, we can finally write the result of the first order expansion we did in (26) . To this end, we use the following shorthand for the angular and radial results of the integration. We take the definitions of F 1 from Table I , F 2 and F 3 from Table II , and F 4 from Table III. For the radial part we use the definitions of G 1,2,3,4 from Eqs. (33) (34) (35) (36) (37) (38) (39) (40) (41) . With all of this, we can write the combined effects of the turbulence and the adaptive optics correction as
The indices k,k are such that k ≥ J + 1,k ≥ J + 1 and n k + nk ≥ 2. We use J to denote the highest order of the Zernike functions used in the correction of the turbulence effects (see Eq. (11)). Additionally, all the OAM radial indices are non-negative integers, while the azimuthal indices can take positive or negative integer values.
V. NUMERICAL EXAMPLES
We can see from Eq. (42) that, up to first order, the map that represents the effects of the turbulence and the adaptive optics, which we have calledÂ ϕ A , is a perturbation to the identity map. How small this perturbation is, and how it behaves as we modify some of the parameters used in the description of both the turbulence and the Zernike expansion, is something we will study below using the same procedure we used previously in [10] . Since the map is linear (a superoperator) and completely positive, we can represent it by a Choi matrix [33] . Diagonalizing the Choi matrix of this representation allows us to find a set of Kraus operators for the map.
We can characterize the perturbation by using the dimensionless parameters R/w(z), w(z)/r 0 , and z/z R , and the number J of modes used in the correction. Because we are doing a first order approximation to the map that represents the combined effects of the turbulence and the adaptive optics corrections, we will limit ourselves to values of the parameters that represent weak turbulence and small residual errors.
In what follows, we will illustrate numerically (using the library in [34] ) how changes in the parameters affect the map given by Eq. (42). To facilitate the analysis, we will restrict the sizes of the Hilbert spaces of the OAM states before and after the channel. Specifically, we will consider input states with azimuthal indices that satisfy |l in | ≤ 3 and radial indices such that 0 ≤ p in ≤ 6, and output states with azimuthal indices |l out | ≤ 6 and radial indices 0 ≤ p out ≤ 6.
To ensure the validity of the approximation used to derive Eq. (42), we have considered cases where the turbulence is weak by choosing a small value of C 2 n . Moreover, we also chose parameters in order to ensure that the scintillation (which we neglect) is weak. For the case of Gaussian beams, the scintillation is weak when the Rytov variance [16] 
satisfies the condition [16] 
where t z = z z R . For cases where no adaptive optics correction is applied (i.e. the number of modes corrected is zero), we have used the numerical procedure from our previous work [10] . However, for all the cases in which there are correction being applied, we use Eq. (42) to estimate the final state numerically with the help of the excellent GNU Scientific Library [34] . Just as in [10] , we find that the spectrum of the Choi matrix of the mapÂ ϕ A is dominated by its largest eigenvalue. This eigenvalue corresponds to an error operator that is close to the identity. The remaining nonzero eigenvalues mostly come in degenerate pairs. One of the error operators associated with these degenerate eigenvalues lowers the orbital angular momentum azimuthal number by a given amount, while the other operator raises it by the same amount. As the amount by which the OAM is raised or lowered increases, the magnitude of the eigenvalue decreases (making these errors weaker or less probable). These pairs of error operators can also raise or lower the radial number p. The effects of these errors are more noticeable the larger the values of the azimuthal or radial numbers become.
As an example of this dependence, consider a state that initially has l = l = l 0 and p = p = 0. In Fig. 1 we see that as the value of l 0 increases, the probability that the output state is the same as the initial state decreases. However, as the number of corrected modes increases, the probability that the input state is unchanged also increases, and the differences between these probabilities for different values of l 0 become smaller. (Unsurprisingly, this is also true as the strength of the turbulence decreases.)
We can also study the probability to measure neighboring modes to the initial state after the effects of the channel. In Figs. 2 and 3 we see that if the initial state is |3, 0 , then as we increase the number of modes corrected (or decrease the turbulence strength), the probabilities to observe neighboring states |3 + ∆l, 0 or |3, ∆p diminish, just as the probability to observe the initial state increases. Interestingly, the probabilities to observe neighboring azimuthal modes are greater than the probilities to observe neighboring radial modes.
Furthermore, we can also calculate the minimum channel fidelity [35] for the two turbulence examples we have considered. That is, we calculate
where F is the usual fidelity between quantum states
The results for both turbulence examples are shown in Fig. 4 and Table IV . As can be seen, decreasing the turbulence strength, or increasing the number of modes corrected, increases the channel fidelity. In particular, we can see that increasing the number of modes corrected at first offers a substantial increase in channel fidelity, but later there are diminishing returns with the number of modes used.
VI. CONCLUSIONS
We have derived an approximate map for the effects of Kolmogorov atmospheric turbulence with adaptive optics on orbital angular momentum states of a photon, assuming that the effects of the uncorrected noise are small. Using this result, we numerically explored the dependence on some of the dimensionless parameters used to characterize the noise process, and on the number of modes corrected by adaptive optics. We have seen that adaptive optics may compensate for some of the noise due to weak atmospheric turbulence. However, more research is required to extend this to the case of strong turbulence, or to a case where the first order expansion in the covariance is insufficient. For the case we studied, however, the results seems quite reasonable: increasing the number of modes corrected by adaptive optics increases the probability that the states are transmitted without errors. Moreover, it is possible to find a Kraus map for the residual errors after adaptive optics have been applied. An interesting possibility is to combine adaptive optics (which in a sense reduces the noise in the channel) with quantum error correction (which could be used to protect quantum information from the remaining weak errors). This is an important direction for future work. 
