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We examine a weighted-network multi-agent model with preferential selection such that agents
choose partners with the probability p(w), where w is the number of their past selections. When
p(w) increases sublinearly with the number of past selections (p(w) ∼ wα, α < 1), agents develop
a uniform preference for all other agents. At α = 1, this state looses stability and more complex
structures form. For a superlinear increase (α > 1), strong heterogeneities emerge and agents
make selections mainly within small and sometimes asymmetric clusters. Even in a few-agent case,
formation of such clusters resembles phase transitions with spontaneous symmetry breaking.
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I. INTRODUCTION
The analysis of social networks is a rapidly growing
research field, which draws an interdisciplinary interest
of sociologists and psychologists, but also statisticians,
computer scientists, and many others [1]. Such networks
reflect the nature of social interactions, which are in fact
responsible for many aspects of our life such as, e.g.,
opinion formation [2], disease spreading [3], business or
friendship [4]. Since social networks develop in popula-
tions of interacting individuals, to understand formation
and functioning of these intricate networks, one can use
a statistical-mechanics approach, where global proper-
ties emerge from the behaviour of some basic building
elements [5].
Taking into account that social links are of various na-
ture or strength, and moreover, they often vary in time,
one might expect that an adequate description of social
structures should be provided within the framework of
evolving weighted networks. However, substantial com-
plexity of such models hampers the analysis and their
understanding is still rather poor [6]. One of the basic
questions is whether social structures can be identified as
certain phases or regimes in such weighted-network mod-
els. If so, one can ponder the nature of the transitions
between such regimes and whether some asymmetries in
a social structure (e.g., formation of leadership) could be
related to symmetry breakings, which often accompany
the transitions between phases. Such analysis would cer-
tainly link social networks with concepts of much wider
applicability in studies of interacting systems. However,
the complexity of many network models of social struc-
ture [7] suggests that gaining such a general and basic
understanding might be very difficult. Let us also notice
that evolving weighted networks are examples of complex
networks [8], and some insight in this field might possibly
have broader implications.
The objective of the present paper is to examine a
model of formation of some simple social structures.
We identify regimes related to such structures and
show that in some cases the transitions between these
regimes resemble phase transitions with a spontaneous
symmetry breaking, even in a tiny system of three
individuals. In our model, a continuous transition,
which accompanies the emergence of an asymmetric
leader in a small system, changes into a discontin-
uous transition in larger systems. Since the size of
the system determines its degeneracy, such behaviour
suggests, despite apparent differences, a similarity to
the Potts model [9]. Moreover, at a certain transi-
tion point the behaviour of the model becomes more
complex, corresponding perhaps to real social structures.
II. MODEL AND METHODS
Let us consider N agents, which repeatedly select each
other with the probability that depends on the number
of their previous selections. The dynamics of the model
is defined with the following rules: In each step, an agent
(say i, where i = 1, 2, . . . , N) is selected with the uni-
form probability 1/N . Using the roulette-wheel selection
[10], agent i chooses another one (say j 6= i) with the
probability proportional to wαi,j , where wi,j(= wj,i) is
the (time-dependent) weight associated with each pair of
agents (i, j), and α > 0 is the preference exponent, which
relates weights to the selection probability. After select-
ing, the corresponding link is reinforced and its weight is
increased by one (wi,j → wi,j +1). Initially, unless spec-
ified otherwise, all weights are set to positive and less
than unity random numbers. The reinforcement mecha-
nism implemented in our model suggests a similarity to
Polya urn model [11] and in the final part of our paper
we will discuss this relation with some more details.
Some insight into the behaviour of our model can be
obtained using arguments equivalent to the mean-field
approximation (MFA). In particular, from the dynami-
cal rules, one can deduce that the average evolution of
weights (over independent runs) should approximately
obey the following set of N(N − 1)/2 equations:
〈wi,j〉t+1 = 〈wi,j〉t +N
−1〈wi,j〉αt
(
w−1i + w
−1
j
)
(1)
where t is the number of steps and wi =
∑
k 6=i〈wi,k〉
α
t .
2Factors that contribute to the increase of 〈wi,j〉t are actu-
ally of the form 〈wαi,j/
∑
k 6=i w
α
i,k〉. Replacing the average
of fractions with the fraction of averages and approximat-
ing 〈wα〉 ≈ 〈w〉α, we obtain Eqs. (1). Although they are
difficult to solve in general, it is plausible to assume that
asymptotically (i.e., for large t), 〈wi,j〉t ≈ ai,jt and this
transforms Eqs. (1) into the following set of N(N − 1)/2
nonlinear equations
ai,j = N
−1aαi,j
(
a−1i + a
−1
j
)
(2)
where ai =
∑
k 6=i a
α
i,k. Let us notice that the coefficients
ai,k satisfy
∑
i<k ai,k = 1, which follows from the fact
that at each time step we increase the weight by one.
To supplement the analysis of the model and also
to examine the validity of the above equations, we
used Monte Carlo (MC) simulations implementing the
dynamical rules of the model. Simulating the model for
a large number of steps t, we measured 〈wi,j〉/t, which
could be then compared with ai,j .
III. RESULTS
For N = 2, the model has a trivial solution w1,2 =
w01,2 + t and hence a1,2 = 1. More interesting is the case
N = 3, where Eqs. (2) can be explicitly written as follows
a1,2 =
1
3
(
aα1,2
aα1,2 + a
α
2,3
+
aα1,2
aα1,2 + a
α
3,1
)
a2,3 =
1
3
(
aα2,3
aα2,3 + a
α
3,1
+
aα2,3
aα2,3 + a
α
1,2
)
(3)
a3,1 =
1
3
(
aα3,1
aα3,1 + a
α
1,2
+
aα3,1
aα3,1 + a
α
2,3
)
Some of the solutions of Eqs. (3) can be easily guessed.
In particular, one finds that (i) a1,2 = a2,3 = a3,1 = 1/3
and (ii) a1,2 = a2,3 = 1/2, a3,1 = 0 (plus the other two
permutations) are solutions of Eqs. (3) for any α. Using
numerical methods, one also finds for α > 3 solutions
of the form a1,2 > a2,3 > a3,1 = 0 (plus the other five
permutations). As we will see, solutions of this kind,
where a single agent (say 1) is connected to all other
agents and these are the only links in the system appear
also for N > 3. When a link with one agent (say 2)
is strongest and all other N − 2 links are of the same
strength, one can reduce eqs. (2) to a single equation
a1,2 =
1
N
[
1 +
aα1,2
aα1,2 + (N − 2)
1−α(1− a1,2)α
]
(4)
From the numerical solution of (4), we can calculate the
remaining (nonzero) links a1,3 = . . . = a1,N =
1−a1,2
N−2 .
However, for a solution of Eqs. (3) to be a convergent
solution of Eqs. (1), some stability conditions must be
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FIG. 1. (Color online) The asymptotic coefficients ai,j calcu-
lated for N = 3 using the MFA (3) and MC simulations. We
started simulations from random initial configurations (and
different for each α).
FIG. 2. (Color online) Clusters that might emerge during
the evolution of the model for N = 3 and N = 4. To examine
the stability of a symmetric leader for N = 8 (Fig. 4) we used
the initial configuration with the weights of the 7 indicated
links set to unity (wi,j = 1) and the 21 remaining ones set to
10−2.
satisfied, namely that the modules of all eigenvalues of
the Jacobian are smaller than unity. Omitting simple
calculations, in Fig. 1 we present only the stable solu-
tions of the MFA equations (3). We interpret the solu-
tion a1,2 = a2,3 = a3,1 = 1/3, which is stable for α < 1,
as an egalitarian one, since all agents develop equal pref-
erences for each other (Fig. 2). We call the solution of
the type a1,2 = a2,3 = 1/2, a3,1 = 0 (which is stable
for 1 < α < 3) a symmetric leader. In this case, agents
1 and 3 never select each other (a3,1 = 0), and as a re-
sult agent 2 is selected more often than the other agents.
Moreover, agent 2 has equal preferences towards agents 1
and 3 (a1,2 = a2,3 = 1/2). For α > 3, this symmetry gets
broken and the leader becomes asymmetric, i.e., prefer-
entially selects one of the other agents (e.g., a1,2 > a2,3).
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FIG. 3. (Color online) The asymptotic coefficients ai,j cal-
culated for N = 4 using the MFA (2) and MC simulations.
In the vicinity of α = 4 both ’symmetric’ and ’asymmetric
leader’ solutions are stable (within MFA) and there is also an
unstable branch of solutions (green dashed line).
The comparison with extensive MC simulations
(t = 1013) shows that despite simplifying assumptions,
Eqs. (3) provide an accurate description of the model
(Fig. 1). Some discrepancy with simulations is seen only
in the vicinity of α = 2.5. Let us notice that at α = 2.5
we have a continuous transition between the regimes of
symmetric and asymmetric leader, and the latter one has
a spontaneously broken symmetry. In equilibrium sta-
tistical mechanics, transitions of this kind take place at
critical points, the behaviour of which is known to devi-
ate (in a sufficiently low dimension) from the mean-field
description. Strictly speaking, a broken symmetry in our
model appears only in the limit t → ∞. Only in such
a case, there is a zero probability of a jump that would
change the ’vice-leader’. The limit t→∞ is thus analo-
gous to the thermodynamic limit that is needed to have
a phase transition in equilibrium statistical mechanics.
We made a similar analysis forN = 4 (Fig. 3). Our MC
simulations show that in this case there is also an egali-
tarian solution as well as a symmetric and an asymmetric
leader. Moreover, for α > 1 we often observe formation
of clusters composed of two pairs (Fig. 2). Similar re-
sults are obtained from the solutions of MFA eqs. (2),
that for leader-type solutions simplify to eq. (4). Ex-
cept the vicinity of α = 4, MC simulations are in a very
good agreement with MFA (Fig. 3). Let us notice that
for N = 4 the structure of the MFA solutions is differ-
ent than that for N = 3. In particular, upon reducing α
the stable branch of an asymmetric-leader solution termi-
nates off the symmetric-leader solution (α ≈ 3.9). More-
over, the symmetric leader remains stable up to α = 4
and such behaviour resembles the hysteretic behaviour
accompanying some discontinuous transitions. However,
the simulations for N = 4 show that this is only an arte-
fact of the mean-field approximation and the transition
between a symmetric and an asymmetric leader is actu-
ally continuous and similar to the N = 3 case.
One might expect that a discontinuous transition
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FIG. 4. (Color online) Asymptotic coefficients ai,j calculated
for the N = 8 system that starts as a ’symmetric leader’
(Fig. 2). Only a stable branch of MFA is plotted.
should occur for larger N , however, as we noticed start-
ing from a random initial configuration, there is a very
small probability of formation of clusters like a symmet-
ric leader. A simple way out is to start from a configu-
ration with a symmetric leader (Fig. 2). Our numerical
simulations for N = 8 are in a good agreement with the
MFA (eq.(4) for N = 8) and confirm our expectations
(Fig. 4). Let us notice that a symmetric leader is con-
nected to N − 1 agents and this determines the degener-
acy of the system, which is removed in an asymmetric-
leader regime. It is tempting to speculate that N − 1
corresponds to the degeneracy of the ground state in
systems such as the Potts model [9]. It is known that
when such degeneracy is suffciently large, the symmetry-
breaking transition in the Potts model becomes discon-
tinuous. The above described transitions, which take
place in our model even in a few-agent case and for which
fluctuations in a nontrivial way modify the mean-field de-
scription, are novel and perhaps worth further studies.
A similar analysis for larger N , especially within the
MFA, is rather tedious because of a large number of links.
Using MC simulations, we were able to get some insight
into the overall behaviour of our model. Omitting the
analysis of various symmetry-breaking transitions for dif-
ferent clusters, which are possbile for larger N , we would
like to show that an important change takes place at
α = 1. Already for N = 10 we can see that while for
α < 1 all ai,j are positive, indicating a certain egali-
tarian type of solution, for α > 1 a lot of ai,j vanish,
which indicates formation of some (possibly small) clus-
ters (Fig. 5). Let us notice, that the analysis we have
made for (very) small N is relevant also for larger N . In
particular, for N = 10 and α > 1 we observe for some
runs decompositions into two pairs and two triples. For
α < 2.5 these triples form symmetric leader solutions for
which ai,j =
1
10 +
1
2 ·
1
10 = 0.15 and some accumulation
around this value is seen in our MC data (Fig. 5). For
α > 2.5 (not shown) these triples become asymetric lead-
ers, in agreement with the analysis we made for N = 3.
Clear indication of the transition at α = 1 is seen also
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FIG. 5. (Color online) The asymptotic coefficients ai,j calcu-
lated for the N = 10 system using MC simulations (t = 1010).
Iteration of MFA Eqs. (1) gives similar results.
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FIG. 6. (Color online) The distribution of ai,j calculated
for N = 100 using MC simulations (t = 109). For N = 100,
there are 4950 links, hence in the egalitarian state we have
ai,j =
1
4950
≈ 0.0002, which is in a good agreement with the
peak for α = 0.9.
for larger N . Plotting the distribution of ai,j for α = 0.9,
1.0, and 1.1, we can see that, indeed, α = 1 marks the
transition point between the two regimes of large and
small concentrations of nearly-zero ai,j (Fig. 6). Let us
also notice that the distribution for α = 1 is nearly flat,
which suggests that at this point the structure of clusters
in the system is the most complex. It would be interest-
ing to examine some other characteristics for α = 1 and
check whether our model might describe more realistic
societies.
Drawing complex and in addition weighted networks is
very difficult and requires sophisticated techniques and
software [12]. Using Graphviz [13], we were able to get
some insight into the structure of emerging clusters in the
vicinity of the transition at α = 1. One can notice that
for larger α and in the limit t→∞, the weighted network
becomes sparse and only small clusters form (Fig. 7). For
α closer to 1, the network becomes more dense but still
remains heterogeneous (Fig. 8).
There are also some analytical arguments that α = 1
marks the transition point of our model for arbitrary N .
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FIG. 7. The network structure of our model for N = 50,
α = 1.4 and after simulation time t = 109. The weight of a
link is represented on the greyscale (the larger the weight the
darker the link) and approximately sets the length of a link
(the larger the weight the shorter the link).
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FIG. 8. The network structure of our model for N = 50,
α = 1.2 and after simulation time t = 109. The rules for
drawing the graph are the same here as in Fig. 7.
Let us make a stability analysis of an egalitarian state,
where ai,j = D
−1, and D = N(N−1)2 is the number of
links in the system. Elementary calculations show that
D ×D Jacobian J for Eqs. (2) has elements of the form
Jk,l = α
(
δk,l −
1
N − 1
)
, k, l = 1, 2, . . . , D (5)
where δk,l is the Kronecker delta function. To find
the spectrum of J , one can notice that it is a cir-
culant matrix [14] or one can use the decomposition
J = α(ID −
1
N−1KD), where ID and KD are the D-
dimensional identity matrix and the matrix of ones [15],
respectively. Hence, J has the following spectrum
λ1 = λ2 = . . . = λD−1 = α, λD = α(1 −N/2) (6)
5From the spectrum (6), one obtains that for N = 3 and 4
the egalitarian state looses stability at α = 1. For larger
N , one could expect at first sight that the egalitarian
state looses stability at smaller α (= 2
N−2) due to the
last eigenvalue λD. However, the D-th eigenvector has
the form 1√
D
(1, 1, . . . , 1) and thus any perturbation of
the egalitarian state projected on this eigenvector will
have a zero component (the dynamics of the MFA (2)
keeps
∑
i<j ai,j constant). Consequently, λD is irrelevant
for the stability of the MFA dynamics and the remaining
eigenvalues indicate that the egalitarian state looses
stability at α = 1. Our numerical results for N = 10
show that the egalitarian state remains stable much
beyond α = 210−2 = 1/4 and support such conclusion
(Fig. 5). Even though the numerical simulations (Fig. 5,
Fig. 6) suggest that for α < 1 the egalitarian state is not
the only attractor of the dynamics, it might be a result
of a slow convergence, especially in the vicinity of α = 1.
IV. REMARKS AND CONCLUSIONS
As we have already mentioned, our model might be
considered as a certain version of Polya urn model [11].
In the original formulation of the urn model, one consid-
ers a collection of bins (urns) and balls that are added
to a selected bin. Various forms of the probability of
selection depending on the number of balls in a given
bin were examined, including nonlinear ones, which are
analogous to our wα. In such a case, one finds [16] two
regimes (i) with equal distribution of balls among bins
(α < 1) and (ii) with a condensation of balls in a sin-
gle bin (α > 1). Our model with egalitarian (α < 1) and
clustered (α > 1) phases is clearly related to such nonlin-
ear urn models. Actually, our model would be equivalent
to the latter one if we directly selected a link instead of
randomly selecting first an agent and only then a link
(with preferences). For such link-oriented rules and for
α > 1, we would observe an accumulation of weight on
a certain (single) link. Instead, agent-oriented rules im-
plemented in our model break the equivalence with the
nonlinear urn model as they enforce some distribution of
weights and formation of clusters. In the context of mod-
eling of social structures, such agent-oriented rules seem
to be more relevant. Let us also notice that for agent-
oriented rules, the so-called exchangeability of probabil-
ities fails and such models are much more difficult for
mathematical treatment [17, 18]. Similarly to nonlinear
(link-oriented) urn models, we expect that the transition
in our model takes place at α = 1, but our arguments
are based on the analysis of the mean-field approximation
and more rigorous approach would be certainly desirable.
In conclusion, in the present paper we introduced a
simple urn model of formation of social structures via
a preferential-selection mechanism. Our model predicts
the transition between two phases: (i) the egalitarian
one, where agents select each other with equal probabili-
ties and (ii) the phase, where agents select each other only
within small clusters. Some of the clusters are asymmet-
ric, which suggests that the model might describe more
complex social structures with leaders or vice-leaders.
Formation of asymmetric clusters for a few individuals
proceeds via continuous symmetry-breaking transitions,
which turn into discontinuous ones for larger systems,
suggesting an intriguing similarity to the Potts model.
It is tempting to think of some sociological implications
of this result. In particular, we might expect that in
a large group of people a vice-leader is unlikely to be
weak (she/he emerges via a discontinuous jump with a
large departure from the symmetric leadership), while in
a small group (N = 3, . . . , 7) a weak vice-leadership is
more feasible. Sociology of small groups is an active re-
search area [19], and we hope to check the relevance of
our considerations. The most complex structures form in
our model at α = 1, which is the transition point between
the two phases. Although linearity is usually considered
the simplest, in our model it offers the richest structures,
which might suggest that complex societies also operate
in (or close to) such a regime.
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