Recently there has been growing interest and progress in using total least squares (TLS) methods for solving blind deconvolution problems arising in image restoration. Here, the true image is to be estimated using only partial information about the blurring operator, or point spread function, which is subject to error and noise. In this paper, we present a new iterative, regularized, and constrained TLS image restoration algorithm. Neumann boundary conditions are used to reduce the boundary artifacts that normally occur in restoration processes. Numerical tests are reported on some simulated optical imaging problems in order to illustrate the e ectiveness of the approach, as well as the fast convergence of our iterative scheme.
Introduction
A fundamental issue in image enhancement or restoration is blur removal in the presence of observation noise. Recorded images almost always represent a degraded version of the original scene. A primary example is images taken by an optical instrument recording light that has passed through a turbulent medium, such as the atmosphere. Here, changes in the refractive index at di erent positions in the atmosphere result in a non-planar wavefront 32]. In general, the degradation by noise and blur is caused by uctuations in both the imaging system and the environment.
In the important case where the blurring operation is spatially invariant, then the basic restoration computation involved is a deconvolution process that faces the usual di culties associated with illconditioning in the presence of noise 4]. The image observed from a shift invariant linear blurring process, such as an optical system, is described by how the system blurs a point source of light into a larger image. The image of a point source is called the point spread function PSF, which we denote by h. The observed image g is then the result of convolving the PSF h with the \true" image f, and with noise present in g. The standard deconvolution problem is to recover the image f given the observed image g and the point spread function h.
In classical image restoration, the point spread function is assumed to be known or adequately sampled 1]. However, in practice, one is often faced with imprecise knowledge of the PSF. For instance, in two dimensional deconvolution problems arising in ground-based atmospheric imaging, the problem consists of an image received by a ground-based imaging system, together with an image of a guide star PSF observed under the e ects of atmospheric turbulence. Empirical estimates of the PSF can sometimes be obtained by imaging a relatively bright, isolated point source. The point source might be a natural guide star or a guide star arti cially generated using range-gated laser backscatter, e.g., 3, 14, 25] . Notice here that the PSF as well as the image are degraded by blur and noise.
In the literature, blind deconvolution methods 7, 17, 20, 30, 35] have been developed to estimate both the true image f and the point spread function h from the degraded image g. In order to obtain a reasonable restored image, these methods require one to impose suitable constraints on the PSF and the image. In our image restoration applications, the PSF is not known exactly (e.g., it is corrupted by errors resulting from blur and/or noise). Recently there has been growing interest and progress in using total least squares (TLS) methods for solving these blind deconvolution problems arising in image restoration and reconstruction, see e.g., 10, 18, 26, 36, 37] . It is well-known that the total least squares (TLS) is an e ective technique for solving a set of error contaminated equations 11, 15] . Thus the TLS method is an appropriate method for consideration in our astro-imaging applications. In 18], Kamm and Nagy have proposed the use of the TLS method for solving Toeplitz systems arising from image restoration problems. They applied Newton and Rayleigh quotient iterations to solve the Toeplitz total least squares problems. A possible drawback of their approach is that the point spread function in the TLS formulation is not constrained to be spatiallyinvariant. Mesarovi c, Galatsanos and Katsaggelos 26] have shown that formulating the TLS problem for image restoration with the spatially-invariant constraint simpli es the computations greatly.
Regarding the regularization, Golub, Hansen and O'Leary 10] have shown how Tikhonov regularization methods, for regularized least squares computations, can be recast in a total least squares framework, suited for problems in which both the coe cient matrix and the right-hand side are known only approximately. However, their results do not hold for the constrained total least squares formulation 26]. The determination of f given the recorded data g and knowledge of the PSF h is an ill-posed inverse problem 9]. Deconvolution algorithms can be extremely sensitive to noise. It is necessary to incorporate regularization into deconvolution to stabilize the computations.
In 26], the authors fully addressed the problem of restoring images from noisy measurements in both the PSF and the observed data as a regularized and constrained total least squares problem. It was in 26] that the regularized minimization problem obtained is nonlinear and nonconvex. Thus fast algorithms for solving this nonlinear optimization problem are required. In 26], circulant, or periodic, approximations are used to replace the convolution matrices in subsequent computations. In the Fourier domain, the system of nonlinear equations is decoupled into a set of simpli ed equations and therefore the computational cost can be reduced signi cantly. However, practical signals and images often do not satisfy these periodic assumptions and ringing e ects will appear on the boundary 24].
In the image processing literature, various methods have been proposed to assign boundary values, see Lagendijk and Biemond 21, p.22] and the references therein. For instance, the boundary values may be xed at a local image mean, or they can be obtained by a model-based extrapolation. In this paper, we consider the image formulation model for the regularized constrained TLS problem using the Neumann boundary condition for the image, i.e., we assume that the scene immediately outside is a re ection of the original scene near the boundary. This Neumann boundary condition has been recently studied in image restoration 21, 24, 28] The linear system (2.2) is underdetermined. To recover the vector f c , we assume the data outside f c are re ections of the data inside f c , i.e., 
In 28], it has been shown that the use of this (Neumann) boundary condition can reduce the boundary artifacts and that solving the resulting systems is much faster than using other usual (zero or periodic) boundary conditions.
In this paper, the point spread function is not known exactly. We assume that the \true" PSF can be represented by the following formula: Thus our image restoration problem is to recover the vector f from the given inexact point spread function h and a blurred and noisy signal g. In the next subsection we develop our constrained TLS approach to solving the image restoration problem, using the one dimensional case for simplicity of presentation.
Regularized and Constrained TLS Formulation
Using (2.4) and (2.5), the convolution equation (2.2) where f satis es (2.3).
Recall that image restoration problems are in general ill-conditioned inverse problems and their algorithms can be extremely sensitive to noise 12, p.282]. and regularization can be used to achieve stability. Using classical Tikhonov regularization 9, p.117], stability is attained by introducing a regularization operator D and a regularization parameter to restrict the set of admissible solutions.
More speci cally, the regularized solution f c is computed as the solution to where A is an n-by-n Toeplitz-plus-Hankel matrix A = H c + 0jH r ]J + H l j0]J; (2.12) J is the n-by-n reversal matrix, T(f c ) is an n-by-(2n ? 1) 
By inserting (2.14) into (2.9), we obtain (2.11). The result follows by inserting this constraint into the minimization functional (2.11).
Symmetric Point Spread Functions
We recall that when the L 2 and H 1 regularization functionals are used in the restoration process, The gradient descent scheme, yields A line search can be added to select the step size k in a manner which gives su cient decrease in the objective functional in (2.11) to guarantee convergence to a minimizer. This gives the method of steepest descent, see 8, 19, 27] . While numerical implementation is straightforward, steepest descent has rather undesirable asymptotic convergence properties which can make it very ine cient. Obviously, one can apply other standard unconstrained optimalization methods with better convergence properties, like the nonlinear conjugate gradient method or Newton's method. These methods converge rapidly near a minimizer provided the objective functional depends on smoothly on f c . Since the objective function in (2.11) is nonconvex, this results in a loss of robustness and e ciency for higher order methods like Newton's method. Moreover, implementing Newton's method requires the inversion of an n-by-n unconstructed matrix, clearly an overwhelming task for any reasonable-sized image, for instance, n = 65; 536 for a 256 256 image. Thus, these approaches may all be unsuitable for our image restoration problem. In this paper we develop an alternative approach to minimizing (2.11). At a minimizer, we know that G(f c ) = 0, or equivalently, Note that at each iteration, one must solve a linear system depending on the previous iterate f Hence the iteration is of quasi-Newton form, and existing convergence theory can be applied, see for instance 8, 19] . Since the matrix (A
Cosine Transform Based Preconditioners
We remark that all matrices that can be diagonalized by the discrete cosine transform matrix C must be symmetric 28], so C above can only diagonalize matrices with symmetric point spread functions for our problem. On the other hand, for nonsymmetric point spread functions, we can construct cosine transform based preconditioners to speed up the convergence of the conjugate gradient method.
Given a matrix X, we de ne the optimal cosine transform preconditioner c(X) to be the minimizer of kX ? Qk 2 F over all Q that can diagonalized by C, see 28] . In our case, the cosine transform preconditioner c(A) of A in (2.12) is de ned to be the matrix C C that minimizes kC C ? Ak We note that the objective function is decoupled into n equations, each to be minimized independently with respect to one DCT coe cient off c . It follows that each minimizer can be determined by an one-dimensional search method, see 27].
Two Dimensional Deconvolution Problems
The results of the previous section extend in a natural way to two dimensional image deconvolution. Our main interest concerns optical image enhancement. Applications of image deconvolution in optics can be found in many areas of science and engineering, e.g., see the recent book by Roggemann and Welsh 32] . For example, work to enhance the quality of optical images has important applications in astronomical imaging 14]. Only partial priori knowledge about the degradation phenomena or point spread function in aero-optics is generally known, so here the use of constrained total least squares method is appropriate. In addition, the estimated point spread function is generally degraded in a manner similar to that of the observed image 32].
Let f(x; y) and g(x; y) be the functions of the original and the blurred images respectively. The The convolution operation, as is often the case in optical imaging, acts uniformly (i.e., in a spatially invariant manner) on f. We consider numerical methods for approximating the solution to the linear restoration problem in discretized (matrix) form obtained from (4.21). For notation purposes we assume that the image is n-by-n, and thus contains n 2 pixels. Typically, n is chosen to be a power of 2, such as 256 or larger. Then the number of unknowns grows to at least 65,536. The vectors f and g represent the \true" and observed image pixel values, respectively, unstacked by rows. After discretization of (4.21), the blurring matrix H de ned by h is given by H = being an n-by-n matrix of the form given in (2.12). We note that the A and each subblock T j is a n-by-(2n ? 1) matrix of the form given by (2.7).
For a symmetric point spread function, we have the following theorem. 
Numerical Examples
In this section, we illustrate that the quality of restored image given by using the regularized, constrained TLS method with the Neumann boundary conditions is generally superior to that obtained by the least squares method. All our tests were done in Matlab 5.2. The data source is a photo from the 1964 Gatlinburg Conference on Numerical Algebra taken from Matlab. From (2.2), we see that to construct the right hand side vector g correctly, we need the vectors f l and f r , i.e., we need to know the image outside the given domain. Thus we start with the 480-by-640 image of the photo and cut out a 256-by-256 portion from the image. Figure 1(a) . Gaussian noise with signal-to-noise ratios of 40dB, 30dB and 20dB is then added to the blurred images and the point spread functions to produce our test images. Noisy, blurred images are shown in Figures 2(a) and 3(a) . We note that after the blurring, the cigarette held by Prof. Householder (the rightmost person) is not clearly shown, cf. Figure 1 .
In Table 1 , we present results for the regularized TLS method with PSF symmetry constraints. We denote this method by RCTLS in the table. As a comparison, the results in solving the regularized least squares (RLS) problems with the exact and noisy point spread functions, are also listed. We remark that Tikhonov regularization of the least squares method can be recast as in a total least squares framework, see 10]. In the tests, we used the L 2 norm as the regularization functional. The corresponding regularization parameters are chosen to minimize the relative error of the restored image which is de ned as kf c ? f c ( )k 2 =kf c k 2 , where f c is the original image. In the tests, the regularization parameters are obtained by trial and error.
We see from Table 1 that the relative errors in using our RCTLS method are less than that of using RLS method. However, for some cases, the improvement of using RCTLS method is not signi cant when the SNR ratio is low, that is, the noise level to the blurred image is very high. In and 3, we present the restored images for di erent methods. We see from Figure 2 that the cigarette is better restored by using our RCTLS method than that by using the RLS method. We remark that the corresponding relative error is also signi cantly smaller than that obtained by using the RLS method. When noise with low SNR is added to the blurred image and point spread function, visually, the restored images look similar (cf. Figure 3) . In Figures 2(e) and 3(e), we present the restored images for the periodic boundary condition. More general tests on the boundary conditions for image restoration problems are given in 28]. We see from all the gures that by imposing the Neumann boundary condition, the relative errors and the ringing e ects in the restorations are signi cantly reduced.
Secondly, we illustrate the e ectiveness of our RCTLS iterative method discussed in x3 for solving the minimization problem (2.11) . In this test, we consider restoring the \Gatlinburg Conference" test image blurred by another truncated Gaussian point spread function, h i;j = Gaussian noise with signal-to-noise ratios of 40dB and 20dB are then added to the blurred image and the point spread function, respectively. Figure 4 illustrates the convergence behavior of our method for minimizing (2.11), as measured in the relative error of the computed image. To obtain the restoration, 6 iterations are used. In Figure 5 , we present the restored images at iterations 1 and 6. We see from Figure 5 that the cigarette in Professor Householder's hand is better restored at iteration 6 than that at iteration 1. In summary, we have presented a new approach image restoration by using regularized, constrained total least squares image methods, with Neumann boundary conditions. Preliminary numerical results indicate the e ectiveness of the method. Future work on this project will exploit the constrained total least squares technique in phase diversity-based deconvolution arising from astronomy, extending work by Vogel, Chan and Plemmons 34]. 
