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Abstract
The principle of optimism in the face of uncertainty is prevalent throughout se-
quential decision making problems such as multi-armed bandits and reinforcement
learning (RL), often coming with strong theoretical guarantees. However, it remains
a challenge to scale these approaches to the deep RL paradigm, which has achieved
a great deal of attention in recent years. In this paper, we introduce a tractable
approach to optimism via noise augmented Markov Decision Processes (MDPs),
which we show can obtain a competitive regret bound: O˜(∣S∣H√∣S∣∣A∣T ) when
augmenting using Gaussian noise, where T is the total number of environment
steps. This tractability allows us to apply our approach to the deep RL setting,
where we rigorously evaluate the key factors for success of optimistic model-based
RL algorithms, bridging the gap between theory and practice.
1 Introduction
Reinforcement Learning (RL, [61]) considers the problem of an agent taking sequential actions to
maximize some notion of reward. Model-based reinforcement learning (MBRL) algorithms typically
approach this problem by building a world model [60], which can be used to simulate the true
environment. This requires sufficient exploration, in order to build an effective model [12, 55].
This exploration-exploitation dilemma has been extensively studied in the multi-armed bandits (MAB)
literature [59], which can be considered as a one-step RL problem. Consequently, algorithms with
strong theoretical guarantees in the MAB setting may hold the key to efficient exploration in RL.
Optimism in the face of uncertainty (OFU) [8, 40] in reinforcement learning is one such principle that
has arisen from MAB theory, where arms having large expected rewards and large uncertainty are
prioritized. OFU has been successfully applied to RL with finite state-action MDPs, and is a crucial
component of several state-of-the-art algorithms in this setting [56].
To be successful, an OFU algorithm must both be optimistic enough to upper bound the true value,
while not being too far from the ground truth. UCRL2 [32] is a canonical optimistic RL algorithm,
and strikes this balance through by computing an analytic uncertainty envelope around the MDP.
Despite its many extensions [26, 32, 28, 10, 13, 65], none address generalizing the techniques to
continuous (or even large discrete) MDPs, for which the UCRL2 algorithm becomes intractable.
Separately, the study of deep RL has recently surged in popularity, enjoying success in games
[56, 57, 52] and robotics [64, 38, 33], with model-based approaches becoming increasingly popular
∗Equal contribution.
Preprint. Under review.
ar
X
iv
:2
00
6.
11
91
1v
1 
 [c
s.L
G]
  2
1 J
un
 20
20
[54, 37]. These large-scale successes may be inspired by theory, but typically focus on empirical
results. In this paper we seek to bridge the gap between theoretically grounded algorithms that exploit
optimism in the tabular MDP setting, and deep model-based reinforcement learning algorithms.
Our key observation is that intractable optimistic algorithms, such as UCRL2 [32], can be accurately
approximated by being optimistic with respect to a noise augmented MDP, where the noise is
proportional to the amount of data collected during learning. We introduce a new algorithm: Noise
Augmented Reinforcement Learning (NARL), and prove that it is efficient in the general form.
Unlike previous methods, we show our algorithm is capable of moving from theory to practice. We
propose practical implementations, leveraging techniques such as a statistical bootstrap [25]. Since
bootstrapped ensembles are commonly used in deep reinforcement learning [42, 34, 17, 12], we
have all the ingredients we need to scale NARL to that paradigm. Through rigorous experimental
evaluation, we provide insight into the success of NARL in the deep RL setting, demonstrating the
balance between optimism and over-exploitation of inaccurate models. When this is achieved, we
show that NARL can outperform existing model-based RL methods.
2 Background
In this paper we study a sequential interaction between a learner and a finite horizon MDP M =(S,A, P,H, r, P0), where S denotes the state space, A the actions, P its dynamics, H its episode
horizon, r ∈ R∣S∣×∣A∣ the rewards and P0 the initial state distribution. For any state action pair (s, a),
we call r(s, a) their true reward, which we assume to be a random variable in [0, 1]. Concerning
the dynamics, P defines the distribution over the next states, i.e., s′ ∼ P (s, a) with probability
P (s, a, s′). At the beginning of each of round t, the learner computes a policy pik which it uses to
collect rewards and transition tuples in M, for a total of H steps. We use k to denote the episode
number, whilst we use h to index a timestep within an episode.
Since we do not know the true reward or dynamics, we must instead approximate these through
estimators. For state action pair (s, a) we denote the episode k average reward estimators as
rˆk(s, a) ∈ R and the episode k average dynamics estimator2 as Pˆk(s, a) ∈ ∆∣S∣. Algorithm 1,
is based on the following abstraction: the learner collects rewards and dynamics tuples during
its interactions with M, which in turn it uses during each round t to produce a policy pik and an
approximate MDP Mk = (S,A, P˜ ,H, r˜, P0). In our theoretical results we will allow P˜ (s, a) to be
a signed measure whose entries do not sum to one. This is purely a semantic devise, rendering the
exposition of our work easier and more general, and in no way affects the feasibility of our algorithms
and arguments.
For any policy pi, let V (pi) be the (scalar) value of pi and let V˜k(pi) be the value of pi operating in the
approximate MDP Mk. We define Epi as the expectation under the dynamics of the true MDP M
and using policy pi (analogously E˜pi as the expectation under Mk). The true and approximate value
function for a policy pi are defined as follows:
V (pi) = Epi [H−1∑
h=0
r(sh, ah)] , V˜k(pi) = E˜pi [H−1∑
h=0
r˜k(sh, ah)] .
We will evaluate our method using regret, the difference between the value of the optimal policy and
the value from the policies it executed. Formally, in the episodic RL setting the regret of an agent
using policies {pik}Kk=1 is (where K is number of episodes and T = KH):
R(T ) = K∑
k=1
V (pi∗) − V (pik),
where pi∗ denotes the optimal policy for M, and V (pik) is pik true value function. Fur-
thermore, for each h ∈ {1,⋯, H} we call Vh(pi) ∈ R∣S∣ the value vector satisfying
V
h(pi)[s] = Epi [∑H−1h′=h r(sh′ , ah′)∣sh = s], similarly we define V˜hk(pi) ∈ R∣S∣ as V˜hk(pi)[s] =
E˜pi [∑H−1h′=h r˜(sh′ , ah′)∣sh = s] where VH(pi)[s] = 0. Bold represents a vector-valued quantity.
2We write ∆d to denote the d−dimensional simplex.
2
The principle of optimism in the face of uncertainty (OFU) is used to address the exploration-
exploitation dilemma in sequential decision making processes by performing both simultaneously.
In RL, “model based” OFU algorithms such as [32, 28, 65] take the form of a learner that at the
beginning of each episode k selects an approximate MDP Mk from a model cloud Mk and a policy
pik whose approximate value function V˜k(pik) is optimistic, that is, it overestimates the optimal
policy’s true value function V (pi∗). Our approach follows the same paradigm, but instead of using a
continuum of models as in [32, 11] we allow Mk to be a discrete set (i.e. an ensemble). For OFU
inspired algorithms we add and subtract the sequence of approximate value functions {V˜k(pik)}Kt=1
and re-write R(T ) as:
R(T ) = K∑
k=1
V (pi∗) − V˜k(pik)ÍÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÑÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒ Ï
I
+
K
∑
k=1
V˜k(pik) − V (pik)ÍÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÑ ÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒ Ï
II
. (1)
As we see, OFU algorithms must ensure that: I: the approximate value function is sufficiently
optimistic; and II: the estimated value function is not be too far from the true value function. Next
we introduce NARL, a novel approach for solving RL problems, by considering a noise augmented
MDP, along with a regret analysis for the tabular case. In later sections we also draw connections
between NARL, its regret analysis in the the tabular setting and the deep RL paradigm.
3 Episodic Tractable Optimism
Although we present our results for the case of undiscounted episodic reinforcement learning
problems, our results extend to the average reward setting with bounded diameter MDPs as in
[32, 6]. We are inspired by UCRL, but shift towards noise augmentation rather than an intractable
model cloud. NARL initializes an empty data buffer of rewards and transitions D. We denote by
Nk(s) the number of times state s has been encountered in the algorithm’s run up to the beginning
of episode k (before pik is executed). Similarly we call Nk(s, a) the number of times the pair(s, a) has been encountered up to the beginning of episode k, and let Nk(s) = ∑a∈ANk(s, a).
Algorithm 1 Noise Augmented RL
Input: State space S, action space A, initial state distribution P0, total number of episodes
K, episode horizon H . Initial reward and dynamics augmentation noise distributions{Pr1(s, a)}s,a∈S×A and {PP1 (s, a)}s,a∈S×A, sampling frequencies Mr,MP .
Initialize the transition and rewards data buffer D(s, a) = ∅ for each s, a ∈ S ×A.
for k = 1, . . . ,K − 1 do
(1) For each s, a sample MP noise vectors ξ
(m)
k (s, a) ∼ PPk (s, a).
(2) For each s, a sample Mr noise values ξ
(m)
k (s, a) ∼ Prk(s, a).
(3) Compute policy pik by running Noise Augmented Extended Value iteration as in 2.
(4) Execute policy pik for a length H episode and update D. Produce {Prk+1(s, a)}s,a∈S×A
and {PPk+1(s, a)}s,a∈S×A.
At the beginning of the k−th episode the learner produces Mr reward augmentation noise scalars
ξ
m
k (s, a) ∼ Prk(s, a) and MP dynamics augmentation ∣S∣-dimensional noise vectors ξm(s, a) ∼
PPk (s, a), for each state action pair (s, a) ∈ S × A. This notation will become clearer in the
subsequent discussion. Among others we consider the following noise augmentation distributions:
1. Gaussian noise. Our main theoretical results (Theorem 1) state that in the tabular setting, if we
set Prk(s, a) = N (0, σ2t,r(s, a)) and PPk (s, a) = N (0, I∣S∣σ2t,P (s, a)), for appropriate values of
σ
2
t,r(s, a) and σ2t,P (s, a) we can obtain a regret guarantee of order O˜(∣S∣H√∣S∣∣A∣T ), which is
competitive w.r.t. UCRL that achieves O˜(∣S∣H√∣A∣T ). These results can be extended beyond
Gaussian provided the noise distributions satisfy quantifiable anticoncentration properties. For
example, when using the dynamics noise given by posterior sampling of dynamics vectors, we
recover the results of [6] in the episodic setting. Our results can be easily extended to the bounded
diameter, average reward setting.
3
2. Boostrap sampling. When bootstrappingMP models {P˜ (m)k }MPk=1 , the noise vectors ξ(m)k (s, a) can
be thought of as ξ(m)k = P˜ (m)k (s, a)−Pˆk(s, a). This is commonly used in deep RL [34, 42, 12, 48, 17].
In section 5 for our experiments we effectively set MP =Mr =M .
We explore both of these specific instantiations in our experiments. In addition, it is possible to show
similar results using more sophisticated data dependent noise processes as in [43], which we explore
in Appendix A.1 Noise Augmented Extended Value Iteration (NAVI) proceeds as follows: at the
beginning of episode k we compute a value function V˜k as:
V˜
h
k(pik)[s] = max
a∈A
(rˆk(s, a) + Es′∼Pˆk(s,a) [V˜h+1k (s′)] +maxm ξmk (s, a) +maxm ⟨ξ(m)k (s, a), V˜h+1k ⟩) (2)
where A ∶= maxm ξmk (s, a) and B ∶= maxm⟨ξ(m)k (s, a), V˜h+1k ⟩ represent the optimism bonuses
for the present and future respectively. Many existing deep RL methods such as [14, 62, 16] focus on
adding bonuses that act like term A. By adding term B, Algorithm 1 is able to take into account not
only present but future rewards, and act optimistically according to them. In what follows, and for all
states (s, a) ∈ S ×A, we will combine the noise values ξ(m)k (s, a) and vectors ξ(m)k (s, a) with the
average empirical reward rˆk(s, a) and empirical dynamics Pˆk(s, a) and think of them as forming
sample rewards and sample dynamics vectors:
r˜
(m)
k (s, a) = rˆk(s, a) + ξ(m)k (s, a) and P˜ (m)k (s, a) = Pˆ (m)k (s, a) + ξ(m)k (s, a).
Although P˜ (m)k (s, a) may not be a probability measure, for convenience we still treat it as a signed
measure and write E
s′∼P˜ (m)k (s,a) [⋅] ∶= ⟨Pˆk(s, a)+ ξ(m)k (s, a), ⋅⟩. LetMk = (S,A, P˜ ,H, r˜, P0) be
the approximate MDP resulting from collecting the maximizing rewards r˜(m)k and dynamics vectors
P˜
(m)
k while executing NAVI. In other words, for any state action pair (s, a) ∈ S ×A:
r˜k(s, a) = max
m=1,⋯,Mr
r˜
m
k (s, a) and P˜k(s, a) = arg max{P˜ (m)k (s,a)}MPk=1 ⟨P˜ (m)k (s, a), V˜h+1k ⟩.
Our main result is the following theorem:
Theorem 1. Let  ∈ (0, 1) and δ = 
4T
. The regret R(T ) of Algorithm 1 with Gaussian noise
augmentation satisfies the following bound with probability at least 1 − :
R(T ) ≤ O˜(∣S∣H√∣S∣∣A∣T )
where O˜ hides logarithmic factors in ∣A∣, ∣S∣,  and T .
We remark these bounds are not optimal in H and S, nevertheless, Theorem 1 is the first to show
this simple (and computationally scalable) noise augmented algorithm satisfies a regret guarantee.
Our proof techniques are inspired but not the same as those of [6]. Our proofs proceed in two parts;
returning to Equation 1, we deal with terms I and II in sections 3.1 and 3.2 respectively.
3.1 Optimism
We start by recalling the mean estimators {rˆk(s, a)}(s,a)∈S×A and {Pˆk(s, a)}(s,a)∈S×A concentrate
around their true values. We make use of a time uniform concentration bound that leverages the
theory of self normalization [50, 2] to obtain the following:
Lemma 1 (Lemma 1 of [44]). For all (s, a) ∈ S ×A:
P (∀t ∈ N ∣r(s, a) − rˆk(s, a)∣ ≥ βr(Nk(s, a), δ′)) ≤ δ, with βr(n, δ′) ∶=
√
log (2√n + 1/δ′)
n
P (∀t ∈ N ∥P (s, a) − Pˆk(s, a)∥1 ≥ βP (Nk(s, a), δ′)) ≤ δ, with βP (n, δ′) ∶=
√
4 log(√n + 1 2∣S∣
δ′
)
n .
Equipped with these bounds, for the rest of the paper we condition on the event:
E ∶= {∀k ∈ N,∀(s, a) ∈ S ×A, ∣r(s, a) − rˆk(s, a)∣ ≤ βr(Nk(s, a), δ′),∥P (s, a) − Pˆk(s, a)∥1 ≤ βP (Nk(s, a), δ′)}.
If δ′ = δ
2∣S∣∣A∣ , Lemma 1 implies P(E) ≥ 1 − δ.
4
3.1.1 Rewards Data Augmentation.
We start by showing that whenever the noise is Gaussian and has an appropriate variance, with a
constant probability each of the noise perturbed reward estimators r˜(m)k is at least as large as the
empirical mean, plus the confidence radius βr(Nk(s, a), δ∣S∣∣A∣). We can boost this probability by
setting Mr to be sufficiently large. The main ingredient behind this proof is the following Gaussian
anti-concentration result:
Lemma 2. Lower bound on Gaussian density N (µ, σ2):
P (X − µ > t) ≥ 1√
2pi
σt
t2 + σ2
e
− t
2
2σ2 . (3)
Using Lemma 2 we can show that as long as the standard deviation of ξ(m)k (s, a) is set to the right
value, r˜(m)k (s, a) overestimates the true reward r(s, a) with constant probability.
Lemma 3. Let (s, a) ∈ S ×A. If r˜(m)k (s, a) ∼ rˆk(s, a)+N (0, σ2) for σ = 2βr(Nk(s, a), δ2∣S∣∣A∣)
then:
P(r˜(m)k (s, a) ≥ r(s, a)∣E) ≥ 110 . (4)
Proof. Since we are conditioning on E , it follows that rˆk(s, a) + βr(Nk(s, a), δ2∣S∣∣A∣) ≥ r(s, a).
As a consequence of Lemma 2:
P (r˜(m)k (s, a) ≥ rˆk(s, a) + βr(Nk(s, a), δ2∣S∣∣A∣ )) ≥ 1√2pi ⎛⎜⎝ σβr(Nk(s, a),
δ
2∣S∣∣A∣ )
β2r(Nk(s, a), δ2∣S∣∣A∣ ) + σ2 ⎞⎟⎠ e−
β
2
r (Nk(s,a), δ2∣S∣∣A∣ )
2σ2
Setting σ = 2βr(Nk(s, a), δ2∣S∣∣A∣) yields:
P (r˜(m)k (s, a) ≥ rˆk(s, a) + βr(Nk(s, a), δ2∣S∣∣A∣)) ≥ 110 .
After conditioning on E , the result follows.
Lemma 3 implies that with constant probability the values r˜(m)k (s, a) are an overestimate of the
true rewards. It is also possible to show that despite this property, r˜k(s, a) remain very close to
rˆk(s, a) and therefore to r(s, a). Let σ = 2βr(Nk(s, a), δ2∣S∣∣A∣) as in Lemma 3. Since r˜(m)k (s, a)−
rˆk(s, a) ∼ N (0, σ2), it follows that for all t and all (s, a) ∈ S ×A:
P
⎛⎜⎝∣r˜(m)k (s, a) − rˆk(s, a)∣ ≥ 2
√
log (4∣S∣∣A∣Mr
δ
)βr (Nk(s, a), δ
2∣S∣∣A∣)⎞⎟⎠ ≤ δ∣S∣∣A∣Mr .
(5)
The probability of non-optimism decreases as the number of models increases, albeit at a logarithmic
rate. Recall that while conditioning on E , the confidence intervals are valid, and therefore r˜k(s, a)
must also not be too far away from rˆk(s, a) and therefore from r(s, a). We can summarize the results
of this section in the following Corollary:
Corollary 1. The sampled rewards r˜k(s, a) are optimistic:
P (r˜k(s, a) = max
m=1,⋯,Mr
r˜
(m)
k (s, a) ≥ r(s, a)»»»»»»E) ≥ 1 − ( 110)Mr (6)
while at the same time not being too far from the true rewards:
P
⎛⎜⎝∣r˜k(s, a) − r(s, a)∣ ≥ ⎛⎜⎝2
√
log (4∣S∣∣A∣Mr
δ
) + 1⎞⎟⎠βr (Nk(s, a), δ2∣S∣∣A∣ ) »»»»»»E⎞⎟⎠ ≤ δ∣S∣∣A∣ . (7)
Corollary 1 shows the trade-offs when increasing the number of models in an ensemble: it increases
the amount of optimism, at the expense of greater estimation error of the sample rewards.
5
3.1.2 Dynamics Data Augmentation.
Following the same proof techniques as in Section 3.1.1, we can also show that for appropriate noise
processes {ξ(m)k (s, a)}(s,a)∈S×A, we can obtain an appropriate balance between optimism and estima-
tion error, as we did for the rewards. In the case of a Gaussian noise process {ξ(m)k (s, a)}(s,a)∈S×A,
we can use anti concentration (Lemma 2) to show the following equivalent result to Lemma 3.
Lemma 4. Assume ∣S∣ ≥ 2 and let (s, a) ∈ S ×A×S . If P˜ (m)k (s, a, s′) = Pˆk(s, a, s′)+N (0, σ2)
for all s′ then and for σ = 2βP (Nk(s, a), δ∣S∣∣A∣), then for any fixed vector v ∈ RS :
P (E
s′∼P˜ (m)k (s,a,s′) [v[s′]] ≥ Es′∼P (s,a,s′) [v[s′]] ∣E) ≥ 19∣S∣ .
The proof is in Appendix A.3.1.
Since P˜ (m)k (s, a) − Pˆk(s, a) ∼ N (0, Iσ2), it follows that for all k and all (s, a) ∈ S ×A:
P
⎛⎜⎝∥P˜ (m)k (s, a) − Pˆk(s, a)∥1 ≥ 2
√∣S∣ log (4∣S∣∣A∣MP
δ
)βP (Nk(s, a), δ
2∣S∣∣A∣ )⎞⎟⎠ ≤ δ∣S∣∣A∣MP . (8)
The extra
√∣S∣ not present in 5, comes from bounding the l1 norm of an ∣S∣-dimensional Gaussian
vector and it is akin to the extra
√
d in the regret of linear Thompson sampling [3]. Let v =
V
h+1(pi∗) ∈ R∣S∣, the value vector of pi∗ at h + 1. Lemma 4 and Equation 8 imply:
Corollary 2. The sampled dynamics P˜ (m)k (s, a) are optimistic:
P ( max
m=1,⋯,MP
E
s′∼P˜ (m)k (s,a,s′) [Vh+1(pi∗)(s′)] ≥ Es′∼P (s,a,s′) [Vh+1(pi∗)(s′)]) ≥ 1 − ( 19∣S∣ )MP
while at the same time not being too far from the true dynamics:
P
⎛⎜⎝∥P˜k(s, a) − P (s, a)∥1 ≥ ⎛⎜⎝2
√∣S∣ log (4∣S∣∣A∣MP
δ
) + 1⎞⎟⎠βP (Nk(s, a), δ2∣S∣∣A∣ ) »»»»»»E⎞⎟⎠ ≤ δ∣S∣∣A∣ .
(9)
Now we can proceed to show that as long as MP is chosen appropriately, we can ensure optimism
holds with enough probability:
Theorem 2 (Optimism). If Mr ≥
log( 2∣S∣∣A∣H
δ
)
3
and MP ≥ 3 +
log( 2∣A∣H
δ
)
3
. Then with probability at
least 1 − 2δ:
V˜k(pik) ≥ V (pi∗)
and therefore I ≤ 0 with probability at least 1 − 2δK.
The proof makes use of an inductive argument and can be found in Appendix A.4.
3.2 Estimation Error
The general idea behind bounding the error in term II of Equation 1, is similar to what UCRL does.
See the details in Appendix B. We show that with probability at least 1 − 2δK term II admits the
following bound:
II ≤ O˜(∣S∣H√∣S∣∣A∣T )
where O˜ hides logarithmic factors in ∣A∣, ∣S∣, δ and K. This concludes the proof of Theorem 1.
3.3 A Practical Deep RL Algorithm
We implement our algorithm in deep RL by using an ensemble, as is common in existing state-of-
the-art methods [34, 19, 42, 17, 12]. When moving from the tabular setting to the deep RL setting,
we introduce a significant amount of noise due to function approximation. It has been observed in
practice that this variance is sufficient to induce optimism [48] for term I. As such, to balance Eqn.
1, we must focus on term II by mitigating model errors [34]. For our implementation, we focus on
[34], using probabilistic dynamics models [46] and a Soft Actor Critic (SAC, [30, 31]) agent learning
inside the model. We pass the same state-action tuple through each model, and select the highest
predicted reward for term A, and and assess which ‘hallucinated’ next state delivers the highest
expected return according to the critic of the policy for term B in Eq. 2.
6
Figure 1: Ensemble Member Selec-
tion Frequency under Optimism.
You’re only as good as your worst model: A key consideration
is the tendency for optimism to select the individual model with
highest variance, resulting in over-exploitation of the least accurate
models. In Fig. 1 we demonstrate this phenomenon, by training
an ensemble of models (ordered here in increasing validation
accuracy) and comparing the proportion each model was selected
(blue) against the average distance from the mean of the next state
estimates (orange); we observe that these quantities are positively
correlated. Thus, the optimistic approach selects (and exploits) the
least accurate models. To mitigate this, we introduce a “Model
Radius Constraint”, M . We calculate the empirical mean (µM ) of the expected returns, and exclude
(potentially overly optimistic) models that fall outside the permissible model sphere (defined as
µM ± M ). The introduction of M allows us to balance the trade-off in Eqn. 1. More details are in
the Appendix (Section: E).
4 Related Work
In addition to results mentioned in Sec. 1, the following are also pertinent: [21, 58, 35], all of which
present strong results in the tabular setting. Building on that effort, [23, 36] showed the value of
OFU in a more general scenario, where the underlying MDP satisfies certain linearity properties.
Optimism beyond generalized linear models was studied in [41, 20, 24], but their practical impact
is also limited. Our approach takes inspiration from [6] and [68] and is closely related to [53]. In
fact, the parametric approach to posterior sampling studied in [6] can be easily analyzed under our
framework. Our approach can be seen as a generalization of the the posterior sampling algorithm
presented in [6], with the advantage that our method can also be implemented in the context of deep
reinforcement learning. There has been renewed interest in the theoretical reinforcement learning and
bandits literature in developing non-parametric perturbation or random noise methods with provable
guarantees [66, 43, 53]. The main motivation behind these works, and one shared by ours, is to
develop Thompson sampling like algorithms that do not require a parametric assumption on the
posterior distribution, and instead make use of the existing data and perhaps extra injected noise to
produce a posterior over rewards (in the case of bandits) and models (in the case of RL).
A key challenge in MBRL, especially Dyna-style approaches [60], is model bias [22], leading to
catastrophic failure when policies are trained on inaccurate synthetic data. Many recent works seek
to mitigate this through the use of ensembles: [42] were the first Dyna-style training loop, while [19]
improved upon this by meta-learning over ensemble members. This architecture was extended with
an ensemble of probabilistic neural networks (from [46]) alongside MPC [17], and used alongside the
Soft Actor Critic [30, 31] and shortened horizon rollouts (eschewing the Dyna-approach due to SAC
being off-policy) to achieve the current state-of-the-art [34]. Furthermore, [15, 39] use uncertainty
from ensembles to switch between model-based and model-free methods, while [12, 55] use the
uncertainty from an ensemble to form an acquisition function for exploration.
Bootstrapped DQN [48] is also inspired by a (albeit different) theoretically motivated algorithm
(PSRL). It is well-known that Q-functions generally overestimate the true Q-values [63], which
motivates the use of a conservative estimate for training [29]. In light of this, many methods not using
this lower bound may in fact be optimistic. [18, 51] present model-free approaches using optimistic
policies to explore by shifting Q-values optimistically based on epistemic uncertainty.
5 Experiments
5.1 Tabular Exploration Environments
We compare NARL against UCRL2 [32] and Optimistic Posterior Sampling (OPSRL), with imple-
mentations from an open source implementation3. We use the RiverSwim environment [1], with
6 states and en episode length of 20. For NARL, we consider two implementations: (1) Gaussian,
where we use use one model, but sample M = 10 noise vectors from a Gaussian distribution, with
variance c
Nk(s,a) for a constant c, which we set to 1, and (2) Bootstrap, where we maintain M = 10
models, each having access to 50% of the data. In Fig. 2(a) we see that both versions of NARL exhibit
3https://github.com/iosband/TabulaRL
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strong computational performance. In Fig. 2(b) we plot the approximate value function for UCRL2
and NARL, and see that the weak performance for UCRL2 likely comes from over-estimation, i.e.
being overly optimistic, and it takes much longer to converge to the true value function. See the
following link to run these experiments in a notebook: https://bit.ly/3gVwsQF.
(a) RiverSwim (b) Q-Values (c) Deep Sea
Figure 2: Tabular RL experiments: a) RiverSwim b) Stochastic Chain c) Number of episodes to solve the
Deep Sea task, the x-axis corresponds to increasing dimensionality.
We also explore the choice of noise augmentation, using the Deep Sea environment [47] from bsuite
[49]. This experiment illustrates the ability to scale with increasing problem dimension. We used ten
environments, corresponding to N = {10, . . . , 28}. As we see in Fig. 2(c) NARL solves all ten tasks.
Interestingly, the Gaussian method significantly outperforms, indicating promise for this approach.
5.2 Deep RL for Continuous Control
In this section we evaluate NARL in the deep RL setting, using the approach described in Section 3.3.
We focus on the InvertedPendulum task, as it is the simplest continuous environment considered
in most deep RL work, and allows us to perform rigorous ablation studies. We run ten seeds for a
variety of configurations, selecting the number of models M from {3, 5, 10} and use a model radius
constraint M from {0.1, 1,None}. The results are presented in Table 1.
M 3 5 10
0.1 1850 ±200 2350 ±273 3725 ±517
1 1925 ±404 2465 ±344 3700 ±522
None 1875 ±230 2775 ±467 5850 ±2037
Table 1: The mean number of timesteps
to solve the InvertedPendulum task, with
standard deviations.
Figure 3: Curves show the mean ± one std for
InvertedPendulum (left) and Hopper (right).
Interestingly, we confirm our hypothesis (from the theory) that too much variance is a problem in
the deep RL setting. This results in the phenomenon whereby having fewer models actually gives
better performance, which has an added benefit of reduced computational cost. This is in contrast
to methods based on random ensemble sampling [42, 48], where performance typically increases
with the nymber of models. In addition, when using more models, the smaller model radius (as
controlled by the K parameter) is crucial, as we need to control the optimism-exploitation trade-off
in Secction 3.3. In Fig. 3 we compare NARL against the publicly released data from [34], setting
(M = 3, M = 1) and (M = 5,M = 0.5) for InvertedPendulum and Hopper respectively. With
these settings we are able to perform favorably vs. MBPO, demonstrating the potential for our
approach.
6 Conclusion and Future Work
We introduce NARL, a tractable reinforcement learning algorithm with strong theoretical guarantees.
NARL provides similar regret bounds to existing optimistic algorithms whilst using approximations
that enable tractability. As such, NARL offers the potential for designing scalable optimistic model-
based reinforcement learning algorithms. We explored the key factors for successfully implementing
NARL in the deep RL paradigm, and opened the door for the application of optimistic algorithms to
deep model-based RL.
8
Broader Impact
The techniques and algorithms introduced in this paper aim to improve the ability of autonomous
agents to behave intelligently in complex environments. This can mean either increasing ultimate
performance, or reducing the amount of time required to train such agents. As a result, we believe that
the broader impact of this work will be primarily focused on improving the automation of complex
tasks, be it robotics or generic tasks that involve sequential decision-making. The longer term impacts
of intelligent automation have been well explored [9, 27, 67, 4]. We believe that in the short-term,
improved automation of human-critical tasks, such as hazardous waste disposal [5], protein folding
simulations [7], and robotic surgery [45] is beneficial to society at large.
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Appendix: On Optimism in Model-Based Reinforcement Learning
Throughout Sections A and B we make the following assumption:
Assumption 1. All rewards r(s, a) ∈ [0, 1] and all estimated rewards r˜(s, a) ∈ [0, 1]. A simple
clipping mechanism ensures the rewards r˜(s, a) can be implemented to ensure this holds.
A Optimism
A.1 Optimism from other distributions
Although our proofs are based on injecting Gaussian noise into the rewards and dynamics mean
estimators, it is possible to make use of any distribution or sampling scheme that guarantees enough
optimism in these mean estimators while at the same time ensuring their estimation error converges
to zero. Specifically, taking inspiration from [43] we propose the following reward augmentation
technique. Every time a reward sample rk(s, a) is observed, we add additional fake reward samples{−1, 1} into the buffer of rewards corresponding to state action pair (s, a). For each state action
pair, the number of fake rewards up to episode k equals 2Nk(s, a), while the number of real reward
samples equals Nk(s, a). This constant proportion between fake and real rewards is crucial in
achieving optimism. In this case and while executing NARL we sample with replacement from the
reward buffer corresponding to all state action pairs (s, a) ∈ S ×A. It can be seen, in a similar way
as in [43], this mechanism provides enough optimism for the reward signals. It remains an open
question if the same is true for the dynamics.
A.2 Rewards Data Augmentation.
Dealing with Nk(s, a) = 0. When Nk(s, a) = 0 we declare rˆk(s, a) = 0 and we let ξ(m)k (s, a) ∼N (0, 1). In this case, and by Assumption 1, simply by considering the probability of a sample to
be larger than 1, we conclude that in this edge case an equivalent version of Corollary 3 holds. This
affects only mildly the constants in the definition of Mr.
We state and prove a slightly more general version of Lemma 3:
Lemma 5. Let (s, a) ∈ S×A. If r˜(m)k (s, a) ∼ rˆk(s, a)+N (0, σ2) for σ = γβr(Nk(s, a), δ2∣S∣∣A∣)
then:
P(r˜(m)k (s, a) ≥ rˆ(s, a) + βr(Nk(s, a), δ∣S∣∣A∣)) ≥ 1√2pi γ1 + γ2 e− 12γ2 ≥ 1√2pi γ1 + γ2 (1 − 12γ2 )
(10)
Proof. Since we are conditioning on E , it follows that rˆk(s, a) + βr(Nk(s, a), δ2∣S∣∣A∣) ≥ r(s, a).
As a consequence of Lemma 2:
P (r˜(m)k (s, a) ≥ rˆk(s, a) + βr(Nk(s, a), δ2∣S∣∣A∣ )) ≥ 1√2pi ⎛⎜⎝ σβr(Nk(s, a),
δ
2∣S∣∣A∣ )
β2r(Nk(s, a), δ2∣S∣∣A∣ ) + σ2 ⎞⎟⎠ e−
β
2
r (Nk(s,a), δ2∣S∣∣A∣ )
2σ2
Setting σ = γβr(Nk(s, a), δ2∣S∣∣A∣) yields:
P (r˜(m)k (s, a) ≥ rˆk(s, a) + βr(Nk(s, a), δ2∣S∣∣A∣)) ≥ 1√2pi γ1 + γ2 e− 12γ2 ≥ 1√2pi γ1 + γ2 (1 − 12γ2 )
And of Corollary 1:
Corollary 3. Let p(γ) = 1√
2pi
γ
1+γ2
(1 − 1
2γ2
).
P (r˜k(s, a) = max
m=1,⋯,Mr
r˜
(m)
k (s, a) ≥ r(s, a)) ≥ 1 − (p(γ))Mr (11)
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And conditioned on E and for all (s, a) ∈ S ×A:
P
⎛⎜⎝∣r˜k(s, a) − r(s, a)∣ ≥ ⎛⎜⎝
√
log (4∣S∣∣A∣Mr
δ
)γ + 1⎞⎟⎠βr (Nk(s, a), δ2∣S∣∣A∣)⎞⎟⎠ ≤ δ∣S∣∣A∣
(12)
A.3 Dynamics Data Augmentation.
Dealing with Nk(s, a) = 0. When Nk(s, a) = 0 we declare Pˆk(s, a) = 1∣S∣1 and we let
ξ
(m)
k (s, a) ∼ N (0, I∣S∣). We can also make use of the alternative, Pˆk(s, a) = 0 if we allow
for Pˆk(s, a) to be a signed measure that is not a probability measure. Using these definitions we can
easily derive a version of Corollary 2. Taking this into account only adds a simple adjustment of the
constants for the definition of MP .
A.3.1 Proof of Lemma 4
Proof. Since conditioned on E , ∥P (s, a) − Pˆk(s, a)∥1 ≤ βP (Nk(s, a), δ∣S∣∣A∣) and therefore:∣⟨v, Pˆk(s, a)⟩ − ⟨v, P (s, a)⟩∣ ≤ ∥P (s, a) − Pˆk(s, a)∥1∥v∥∞
≤ βP (Nk(s, a), δ∣S∣∣A∣) ∥v∥∞
Let P˜ (m)k (s, a, s′) − Pˆk(s, a, s′) = ξ ∼ N (0, σ2). Notice that ⟨P˜ (m)k (s, a, s′), v⟩ =⟨P˜ (m)k (s, a, s′), v⟩ + ⟨v, ξ⟩. And therefore ⟨v, ξ⟩ ∼ N (0,∥v∥2σ2). Hence as a consequence of
Lemma 2:
P (⟨v, ξ⟩ ≥ βP (Nk(s, a), δ∣S∣∣A∣) ∥v∥∞) ≥ 1√2pi γ∥v∥2∥v∥∞γ2∥v∥22 + ∥v∥2∞ exp(− ∥v∥2∞2γ2∥v∥22 )(i)
≥ 1√
2pi
γ∥v∥2∥v∥∞
γ2∥v∥22 + ∥v∥2∞ exp (− 12γ2 )(ii)
≥ 1√
2pi
γ
Sγ2 + 1
(1 − 1
2γ2
)
Inequality (i) holds because ∥v∥∞ ≤ ∥v∥2. Inequality (ii) holds as a consequence of:
γ∥v∥2∥v∥∞ ≥ γ∥v∥2∞ = γ
Sγ2 + 1
(Sγ2∥v∥2∞ + ∥v∥2∞) ≥ γ
Sγ2 + 1
(γ2∥v∥22 + ∥v∥2∞) .
A.4 Proof of Theorem 2
Proof. We proceed by induction. Notice that for all s ∈ S:
V
H−1(pi∗)[s] = max
a∈A
r(s, a)
By Corollary 1, if Mr ≥
log( 2∣S∣∣A∣H
δ
)
3
, for each (s, a) ∈ S × A and with probability at least
1 − δ
2∣S∣∣A∣H :
r˜k(s, a) ≥ r(s, a). (13)
Therefore, for any s, with probability at least 1 − δ
2∣S∣H :
V˜
H−1
k (pik)[s] = max
a∈A
r˜k(s, a) ≥ max
a∈A
r(s, a) = VH−1(pi∗)[s]
And therefore it also holds with probability at least 1 − δ
2H
and for all s ∈ S simultaneously.
15
We proceed by induction. Let’s assume that for some h+ 1 ≤ H − 1 and for all s and with probability
at least 1 − δ(h + 1) simultaneously for all s ∈ S it holds that V˜h+1k (pik)[s] ≥ Vh+1(pi∗)[s] for
some value δ(h + 1) dependent on h. Recall that by NAVI (Equation 2):
V˜
h
k(pik)[s] = max
a∈A
(r˜k(s, a) + Es′∼P˜k(s,a) [V˜h+1k (pik)(s′)])
It follows that with probability at least 1 − δ(h + 1) and simultaneously for all s ∈ S:
V˜
h
k(pik)[s] ≥ max
a∈A
(r˜k(s, a) + Es′∼P˜k(s,a) [Vh+1(pi∗)(s′)])
Call this event U(h + 1). Notice that for all h′, the value vector Vh′(pi∗) independent of k. If
MP ≥
log( 2∣S∣∣A∣H
δ
)
log(9∣S∣) , by Corollary 1 and Corollary 2, for each (s, a) ∈ S ×A and with probability at
least 1 − δ∣S∣∣A∣H :
r˜(s, a) ≥ r(s, a) and Es′∼P˜k(s,a) [Vh+1(pi∗)(s′)] ≥ Es′∼P (s,a) [Vh+1(pi∗)(s′)]
Therefore, a union bound implies that with probability at least 1− δ
H
−P(Uc(h+1)) = 1− δ
H
−δ(h+1)
and simultaneously for all s ∈ S:
V˜
h
k(pik)[s] ≥ max
a∈A
(r(s, a) + Es′∼P (s,a) [Vh+1(pi∗)(s′)]) = Vh(pi∗)[s]
The RHS equality holds by optimality of pi∗. This completes the induction step. Notice that we
can set δ(H − 1) = δ
2H
. And that for all other h we can define δ(h) = δ(h) + δ
H
. Unrolling the
induction until h = 0 we can conclude that with probability at least 1 − δ and for all s ∈ S:
V˜
0
k(pik)[s] ≥ V0(pi∗)[s]
Taking expectations w.r.t. P0 concludes the proof by noting V˜k(pik) = Es∼P0[V˜0k(pik)[s]] and
V (pi∗) = Es∼P0[V0(pi∗)[s]].
The second part of the statement follows by a simple union bound.
B Estimation Error
The goal of this section is to bound term II of Equation 1. Let’s define an intermediate MDP Mˆk
corresponding to the MDP having M’s true dynamics and using the rewards {r˜(s, a)}s,a∈S×A.
Similarly let’s define an approximate value function Vˆk(pi) which corresponds to the expected reward
of pi on MDP Mˆk. Throughout this section we use the convention that whenever Nk(s, a) = 0, we
instead use the value 1 in the definition of the relevant confidence intervals.
Term II can be written as:
II =
K
∑
k=1
V˜k(pik) − V (pik)
=
K
∑
k=1
V˜k(pik) − Vˆk(pik)ÍÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÑÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÏ
A
+
K
∑
k=1
Vˆk(pik) − V (pik)ÍÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÑ ÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒ Ï
B
Throughout this section (bounds of terms A and B) we condition on the event E defined as a result of
Lemma 1. Recall P(E) ≥ 1 − δ.
16
B.1 Bounding term B
Observe that the dynamics in M and Mˆk are the same. The bound proceeds in two steps.
First notice that by definition:
Vˆk(pik) = Epik [H−1∑
h=0
r˜k(sh, ah)]
And therefore:
Vˆk(pik) − V (pik) = Epik [r˜k(sh, ah) − r(sh, ah)]
Let {s(k)h , a(k)h }Hh=1 be the (random) states and actions our algorithm executes at time t. Let Ft−1 be
the filtration corresponding to all the randomness in our process up to the beginning of episode t
(before the policy is executed). It follows that:
Vˆk(pik) − V (pik) = E [H−1∑
h=1
r˜k(s(k)h , a(k)h ) − r(s(k)h , a(k)h )∣Ft−1]
Let Xk = Vˆk(pik)−V (pik)− (∑Hh=1 r˜k(s(k)h , a(k)h ) − r(s(k)h , a(k)h )). Let Yk = ∑t`=1Xk for all t ≥ 1
and Y0 = 0 It is easy to see Yk is a martingale satisfying a bonded differences assumption:
∣Xk∣ ≤ 4H
Which holds since r and r˜ are both bounded by 1. A simple application of the Azuma-Hoeffding4
inequality for Martingales yields, for any δ ∈ (0, 1) with probability at least 1 − δ:
YK ≤ H
√
2K log (1
δ
)
This bound implies that with probability at least 1 − δ:
B ≤ H
√
2K log (1
δ
) + K∑
k=1
(H−1∑
h=0
r˜k(s(k)h , a(k)h ) − r(s(k)h , a(k)h ))
Let’s condition event E . In this case:
r˜k(s(k)h , a(k)h ) − r(s(k)h , a(k)h ) ≤
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1 if Nk(s(k)h , a(k)h ) = 0√√√√√⎷ 2 log⎛⎜⎜⎝ 2
√
Nk(s(k)h ,a(k)h )+1
δ
⎞⎟⎟⎠
Nk(s(k)h ,a(k)h ) o.w.
As a consequence of this:
4We use the following version of Azuma-Hoeffding: if Yk, t ≥ 1 is a martingale such that ∣Yk − Yk−1∣ ≤ dk
for all t then for every T ≥ 1 we have P (Yk ≥ r) ≤ exp (− r22∑Kk=1 d2k )
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K∑
k=1
(H−1∑
h=0
r˜k(s(k)h , a(k)h ) − r(s(k)h , a(k)h )) ≤ ∑(s,a)∈S×A
NK(s,a)
∑
`=1
√√√√⎷2 log ( 2√`+1δ )
`
+ ∣S∣∣A∣
≤
√√√√⎷2 log (2√KHδ ) ∑(s,a)∈S×A 2√NK(s, a) + ∣S∣∣A∣
The last inequality holds because for all (s, a), it follows that 2√Nk(s(k)h , a(k)h ) + 1 ≤ 2√KH
Since∑(s,a)∈S×ANK(s, a) = KH , and √⋅ is a concave function:
∑(s,a)∈S×A
√
NK(s, a) ≤ √∣S∣∣A∣KH
Assembling these pieces together we can conclude that:
B ≤ H
√
2K log (1
δ
) + 2√√√√⎷2 log (2√KHδ )SAKH + ∣S∣∣A∣
B.2 Bounding term A
This term is more challenging since although the rewards are the same, the dynamics are different.
We introduce an extra bit of notation:
Let V˜hk(pik) ∈ R∣S∣ be the value function vector when running pik in Mk from step h. It follows
that:
V˜k(pik) = ⟨P0, V˜0k(pik)⟩
Where V˜hk(pik)[s] denotes the s−th entry of V˜hk(pik) and P0 is the initial state distribution.
Let’s also define a family of state action value function vector as Q˜hk(pik), Qˆhk(pik) ∈ R∣S∣×∣A∣ where
Q˜
h
k(pik) is the state value function of pik in Mk from step h. Similarly Qˆhk(pik) is the state value
function of pik in Mˆk from step h.
We denote the (s, a)−th entry of Q˜hk(pik) as Q˜hk(pik)[s, a].
We condition on the following event Uk given by Corollary 2:
Uk ∶={∥P˜k(s, a) − P (s, a)∥1 ≤ ⎛⎜⎝2
√∣S∣ log (4∣S∣∣A∣K
δ
) + 1⎞⎟⎠βP (Nk(s, a), δ2∣S∣∣A∣ )∀(s, a) ∈ S ×A}
We define the following convenient notation for the confidence intervals:
∆s,a,k =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 if Nk(s, a) = 0
min((2√∣S∣ log ( 4∣S∣∣A∣K
δ
) + 1)βP (Nk(s, a), δ2∣S∣∣A∣) , 1) o.w.
Notice that P(Uk) ≥ 1 − δ.
Notice ∆s,a,k ≤ min( CNk(s,a) , 1) forC = O˜(∣S∣). Where O˜ hiddes logarithmic factors in ∣S∣, ∣A∣, δ
and T and independent of t.
We start by showing the following:
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Lemma 6. If V˜h+1k (pik) − Vˆh+1k (pik) = δh+1t (pik) ∈ R∣S∣ then for all (s, a) ∈ S ×A:
Q˜
h
k(pik)[s, a]−Qˆhk(pik)[s, a] ≤ Esh+1∼P (s,a)[δh+1k (pik)[sh+1]∣(s, a)]+min( C√
Nk(s, a) , 1)(H−h)
Proof. Notice that for all (s, a) ∈ S ×A:
Q˜
h
k(pik)[s, a] = r˜(s, a) + ⟨P˜k(s, a), V˜h+1k (pik)⟩ (14)
Qˆ
h
k(pik)[s, a] = r˜(s, a) + ⟨P (s, a), Vˆh+1k (pik)⟩ (15)
Therefore:
Q˜
h
k(pik)[s, a] − Qˆhk(pik)[s, a] = ⟨P˜k(s, a), V˜h+1k (pik)⟩ − ⟨P (s, a), Vˆh+1k (pik)⟩
= ⟨P˜k(s, a), V˜h+1k (pik)⟩ − ⟨P (s, a), V˜h+1k (pik)⟩
+ ⟨P (s, a), V˜h+1k (pik)⟩ − ⟨P (s, a), Vˆh+1k (pik)⟩
= ⟨P˜k(s, a) − P (s, a), V˜h+1k (pik)⟩ + ⟨P (s, a), V˜h+1k (pik) − Vˆh+1k (pik)⟩
≤ ∥P˜k(s, a) − P (s, a)∥1∥V˜h+1k (pik)∥∞ + Esh+1∼P (s,a)[δh+1k (pik)[sh+1]∣(s, a)]
The last inequality follows by conditioning on the event the concentration bounds hold, since in
this case ∥P˜k(s, a) − P (s, a)∥1 ≤ min( C√Nk(a,s) , 1) and ∥Vˆh+1k (pik)∥∞ ≤ H − h. The result
follows.
Notice that V˜hk(pik)[s] = Q˜hk(pik)[s, pik(s)]. This together with Lemma 6 yields:
δ
h
k(pik)[s] = V˜hk(pik)[s] − Vˆhk(pik)[s]
≤ Esh+1∼P (s,pik(s))[δh+1k (pik)[sh+1]∣(s, pik(s))] +min( C√
Nk(s, pik(s)) , 1)(H − h) ∀s ∈ S.
(16)
We further define:
V˜
h
k (pik) = Epik[V˜hk(pik)[s(k)h ]] (17)
Vˆ
h
k (pik) = Epik[Vˆhk(pik)[s(k)h ]] (18)
Where the expectation is taken over the distribution of s(k)h as encountered by policy pik when ran onM. Combining the inequality in 16 and equations 18 and 17 we obtain the following inequality:
V˜
h
k (pik) − Vˆ hk (pik) ≤ V˜ h+1k (pik) − Vˆ h+1k (pik) + Epik ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣min( C√Nk(s(k)h , pik(s(k)h )) , 1)(H − h)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
Applying this formula recursively from h = H − 1 down to h = 0 yields:
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A = V˜k(pik) − Vˆk(pik)
= V˜ 0k (pik) − Vˆ 0k (pik)
≤
H−1
∑
h=0
Epik
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣min( C√Nk(s(k)h , pik(s(k)h )) , 1)(H − h)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= Epik
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H−1
∑
h=0
min( C√
Nk(s(k)h , pik(s(k)h )) , 1)(H − h)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ÍÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÑ ÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒÒ Ï
♠
. (19)
We proceed to bound term ♠. Let:
Zk = Epik
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H−1
∑
h=0
min( C√
Nk(s(k)h , pik(s(k)h )) , 1)(H − h)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦−
H−1
∑
h=0
min( C√
Nk(s(k)h , pik(s(k)h )) , 1)(H−h).
Let Wk = ∑k`=1 Z`. In order to get rid of the uncommon terms that achieve high values in Zk, we
define Xk as:
Xk = Epik [H−1∑
h=0
min(∆
s
(k)
h ,pik(s(k)h ),k, 1H )(H − h)] − H−1∑
h=0
min(∆
s
(k)
h ,pik(s(k)h ),k, 1H )(H − h).
And define Yk = ∑k`=1X` for all k ≥ 1 with Y0 = 0. Notice that:
Wk − Yk ≤ O(∣S∣2∣A∣H) (20)
This bound follows from the observation that whenever a pair (s(k)h , pik(s(k)h ) is encountered during
the execution of policy pik, its counter Nk(s(k)h , pik(s(k)h ) is incremented, thus inside the expectation
Epi1,⋯,piK the occurrence of Nk(s(k)h , pik(s(k)h )) = j can be thought of as happening only for one k.
Therefore, at most for each state action pair we have a difference of∑∣S∣2H2`=1 1` ≈ ∣S∣H .
It is easy to see that Yk is a martingale satisfying the following bounded differences condition:∣Xk∣ ≤ 2H
A simple use of Azuma-Hoeffding yields that for any δ ∈ (0, 1) and with probability at least 1 − δ:
YK ≤
H
2
√
2K log (1
δ
)
Consequently:
WK =
K
∑
k=1
⎛⎜⎜⎜⎝Epik
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H−1
∑
h=0
min( C√
Nk(s(k)h , pik(s(k)h )) , 1)(H − h)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ −
H−1
∑
h=0
min( C√
Nk(s(k)h , pik(s(k)h )) , 1)(H − h)
⎞⎟⎟⎟⎠
≤ H
2
√
2K log (1
δ
) +O(∣S∣2∣A∣H).
And therefore with probability at least 1 − δ:
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T∑
k=1
Epik
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H−1
∑
h=0
min( C√
Nk(s(k)h , pik(s(k)h )) , 1)(H − h)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≤
K
∑
k=1
H−1
∑
h=0
min( C√
Nk(s(k)h , pik(s(k)h )) , 1)(H − h)
+
H
2
√
2K log (1
δ
) +O(∣S∣2∣A∣H)
≤ H
K
∑
k=1
H−1
∑
h=0
min( C√
Nk(s(k)h , pik(s(k)h )) , 1)
+
H
2
√
2K log (1
δ
) +O(∣S∣2∣A∣H)
≤ CH ∑
s,a∈S×A
NK(s,a)
∑
`=1
2√
`
+
H
2
√
2K log (1
δ
)
+O(∣S∣2∣A∣H)
≤ CH
√∣S∣∣A∣KH + H
2
√
2K log (1
δ
)
+O(∣S∣2∣A∣H). (21)
Combining inequalities 19 and 21 with all these results yields the following bound for term A:
A =
K
∑
k=1
V˜k(pik) − Vˆk(pik)
≤ CH
√∣S∣∣A∣KH + H
2
√
2K log (1
δ
) +O(∣S∣2∣A∣H)
= O˜(∣S∣H√∣S∣∣A∣HK +H√K + ∣S∣2∣A∣H)
B.3 Main Theorem
Putting our bounds together for term A and B yields:
R(T ) ≤ O˜(∣S∣H√∣S∣∣A∣HK + ∣S∣2∣A∣H)
= O˜(∣S∣H√∣S∣∣A∣T + ∣S∣2∣A∣H)
C Additional Experimental Results
Delusional World Models In Fig. 4 we show the learning curves from the nine different configu-
rations tested on the InvertedPendulum task, shown in Table 1. In green we show the mean reward
in the environment, and we see that some settings fail to learn. In red we show the reward for the
policy inside the model. This clearly shows that the models are being exploited, as in some cases
the model shows a high reward yet the policy is getting close to zero in the true environment (e.g.
K = 10, K = None).
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Figure 4: Mean policy performance inside the world model (WM, green), and in the true environment (red), for
3000 timesteps in the InvertedPendulum task.
D Implementation Details
We adapt our code from our own PyTorch implementation of MBPO [34]. Most hyperparameters
were chosen as in their paper. The main new hyperparameter is M , where we include all our results
in Table 1. When optimizing the policy inside the model, we use the procedure in E.
E Extended Soft Policy Iteration
For the Deep RL experiments, we need to consider that in MBPO-based approaches, a policy is
learned using soft policy iteration, which aims to maximise not pure cumulative return, but cumulative
return and some total entropy per timestep:
pi
∗ = arg max∑
t
E(st,at)∼ρpi [r(st,at) + αH(pi(⋅∣st))] .
We must therefore integrate the policy iteration used in UCRL2 with this new entropy-dependency in
order to accurately assess optimism over value and entropy.
We first write out soft-policy iteration:
T piQ(s, a) =r(s, a) + γEs′∼p[V (s′)]
V (s) =Ea∼pi[Q(s, a) − αpi(a∣s)]
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where T pi is the modified Bellman operator.
We then note it is possible to write extended policy iteration from UCRL2 using Bellman operator
notation:
T piV (s) = max
a∈A
{r˜(s, a) + max
p∈P (s,a){∑
s′∈S
p(s′)V (s′)}}
Combining these two approaches, one possibility is as follows, which we will term Extended Soft
Policy Iteration (ESPI):
T piQ(s, a) =r˜(s, a) + γ max
p∈P (s,a) {Es′∼p[V (s′)]}
V (s) =max
a∈A
{Q(s, a) − α log pi(a∣s)]}
However this is intractable in a continuous control; we relax this to the tractable SPI approach:
V (s) =Ea∼pi[Q(s, a) − α log pi(a∣s)].
Observing the Bellman operator term in ESPI, we note that there are two key differences to standard
SPI: 1) we take some optimistic reward per state-action pair; 2) we take the most optimistic dynamics
model which maximises the expected return from the next state.
In order to implement the former, we apply the max over the reward predictions from the models
subject to the model radius parameter M .
In order to implement the max over models, we generate next states across all models, pass those
next states through the actor to generate the stochastic action, then calculate the expected ‘soft’ return
across off models by passing the resultant next states and actions through the critic, subject to each
action’s respective entropy. Since action selection is stochastic, it is possible to generate multiple
samples over the policy next actions to acquire a more accurate estimation of the soft expected return,
but we found sampling the actor once was sufficient in practice.
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