Abstract. A crystallographic arrangement is a set of linear hyperplanes satisfying a certain integrality property and decomposing the space into simplicial cones. Crystallographic arrangements were completely classified in a series of papers by Heckenberger and the author. However, this classification is based on two computer proofs checking millions of cases. In the present paper, we prove without using a computer that, up to equivalence, there are only finitely many irreducible crystallographic arrangements in each rank greater than two.
Introduction
A simplicial arrangement is a finite set of linear hyperplanes in a real vector space which decomposes its complement into open simplicial cones, cf. [Mel41] . Simpliciality is thus the extreme case when every chamber in a real hyperplane arrangement has the smallest possible number of walls. It is not surprising that some of the most prominent arrangements, as for example the real reflection arrangements are simplicial. Apart from a catalogue by Grünbaum [Grü09] , some more results such as [Cun12] , and the seminal result by Deligne [Del72] , not much is known about simplicial arrangements in general. Another way to obtain nice results is to restrict to smaller classes of arrangements, as for example in [CM17] where all supersolvable simplicial arrangements are classified, or to consider larger classes as for instance infinite arrangements with similar properties, see [CMW17] .
Motivated by certain quantum groups, Heckenberger and the author classified another smaller class, the so called crystallographic arrangements. These are simplicial arrangements in a lattice with an additional saturation property (see Definition 3.1). For instance, Weyl arrangements are crystallographic. Although this sounds very special, notice that it appears that the class of crystallographic arrangements is not so small compared to the class of all simplicial arrangements: almost all of the known rational simplicial arrangements are crystallographic, and the number of known non-rational sporadic simplicial arrangements is very small. Theorem 1.1 (cf. [CH09b] , [CH09a] , [CH12] , [CH11] , [CH15] , [Cun11] ). There are (up to equivalence) exactly three families of irreducible crystallographic arrangements:
(1) The family of rank two parametrized by triangulations of convex n-gons by nonintersecting diagonals. (2) For each rank r > 2, arrangements of type A r , B r , C r and D r , and a further series of r − 1 arrangements. (3) Another 74 "sporadic" arrangements of rank r, 3 ≤ r ≤ 8.
The proof of this classification relies on enumerations by the computer. In rank three, approximately 60.000.000 cases need to be considered and 55 such arrangements are found, the largest one having 37 hyperplanes (see Figure 1) . A "short" proof would be a great improvement, even if the number of cases was only reduced to several thousands. In this article, we prove the following corollary to the above theorem without the use of a computer: Theorem 1.2 (Theorem 5.8). Let r > 2. Then there are only finitely many equivalence classes of irreducible crystallographic arrangements of rank r.
In other words: we prove that the algorithms presented in [CH12] and [CH15] terminate after finitely many steps without running them. The proof of this finiteness in each rank greater than two relied on these computations in the original proof of Theorem 1.1.
All theorems required for the original classification, as for instance in [CH12] , were formulated and proved in the terminology of Weyl groupoids. This is reasonable since the Weyl groupoid is the structure which appears naturally in the theory of Nichols algebras. However, the axioms of Weyl groupoids and the involved technical details tend to discourage the reader. This is why we give new proofs for some of the "old" theorems in the terminology of arrangements and avoid groupoids almost entirely. Moreover, this allows us to develop further notions and results on simplicial arrangements in general as for example Lemma 2.5 or Definition 2.10 (cf. [CMW17] and [CM17] ).
This article includes all proofs required for our main result (and hence recovers some of the known results), except the proofs of Theorems 4.8 and 4.11 (which are [CH11, Prop. 3 .7] and [CH12, Thm. 2.10]). Section 2 is devoted to arbitrary simplicial arrangements, whereas in Section 3, we recall the definitions of crystallographic arrangements and roots. Section 4 is about the structure of localizations and Section 5 contains the proof of Theorem 1.2.
Reflections and Cartan matrices
We first recall the notions of simplicial and crystallographic arrangements (compare [OT92, 1.2, 5.1] and [Cun11] ).
Definition 2.1. Let r ∈ N, V := R r , and (A, V ) be an arrangement of hyperplanes in V , that is, a finite set of linear hyperplanes A in V . Let K(A) be the set of connected components (chambers) of V \ H∈A H. If every chamber K is an open simplicial cone, i.e. there exist α
Example 2.2. Let W be a real reflection group acting on V , R ⊆ V * the set of roots of W . Then A = {ker α | α ∈ R} is a simplicial arrangement. The reflection arrangement is the most symmetric type of simplicial arrangement, one cannot "distinguish" the chambers, they all look the same.
If an arrangement (A, V ) can be written as a non-trivial product (A,
If A is simplicial then unlike for reflection groups, there are, in general, no linear maps acting as permutations on A. However, the base change maps between adjacent chambers are still reflections, i.e. linear automorphisms of finite order fixing a hyperplane.
Definition 2.4. Let K be a field, r ∈ N, V := K r , and H a hyperplane in V . A reflection on V at H is a σ ∈ GL(V ), σ = id of finite order which fixes H. Notice that the eigenvalues of σ are 1 and ζ for some root of unity ζ ∈ K.
Lemma 2.5. Let A be a simplicial arrangement and K a chamber, i.e. there is a basis
. LetK be the chamber with 
. . , β r } be the dual basis of {β ∨ , α α 1 and β j = − µ j µ 1 α 1 + α j for j > 1. To obtain |B ∩ −B| = 1 we need −α 1 = β 1 ∈B and hence µ 1 = −1, β 1 = −α 1 and β j = µ j α 1 + α j for j > 1. Thus a β ∨ as desired exists and is unique.
Corollary 2.6. Using the notation of the proof of Lemma 2.5, the map
is a reflection. With respect to B = (B ∨ ) * , it becomes the matrix
. The unique reflection σ is
r } a chamber, and B = {α 1 , . . . , α r } be dual to B ∨ . Then by Corollary 2.6, there are reflections σ 1 , . . . , σ r , represented by 
for certain µ i,j ∈ R, i = j with respect to B and uniquely determined by K, B and its adjacent chambers.
to emphasize that σ i depends on K and B.
Example 2.9.
(1) Let A be as in Example 2.7. Then the Cartan matrix of (K, B) is
(2) If W is a Weyl group with root system R, then all Cartan matrices of (K, B) when B is a set of simple roots for the chamber K are equal and coincide with the classical Cartan matrix of W .
Definition 2.10. Let A be a simplicial arrangement in V = R r . We construct a category C(A) with
>0 ∈ K(A)} (where the bases B are ordered).
• morphisms: for each B = (α 1 , . . . , α r ) ∈ Obj(C(A)) and i = 1, . . . , r there is a morphism σ
(α r ))). All other morphisms are compositions of the generators σ
2 is a reflection groupoid for which all Cartan matrices are integral.
Using the so-called gate property, one can prove the existence of a type function for the chamber complex of a simplicial arrangement. In other words:
Proposition 2.11 (cf. [CMW17, Prop. 3.26, Lemma 3.29]). Let A be a simplicial arrangement, W(A) a reflection groupoid, and B 1 = (α 1 , . . . , α r ), B 2 = (β 1 , . . . , β r ) two objects with B * 1 >0 = B * 2 >0 . Then there exist λ 1 , . . . , λ r such that α i = λ i β i for all i = 1, . . . , r.
In particular, for a fixed reflection groupoid we obtain a unique labelling of the walls of each chamber with the labels 1, . . . , r.
Definition 2.12. Let A be a simplicial arrangement, W(A) a reflection groupoid, and K = B * >0 a chamber for B = (α 1 , . . . , α r ) ∈ Obj(C(A)). For i ∈ {1, . . . , r}, let ρ i (K) be the chamber adjacent to K with common wall ker α i . We thus obtain well defined maps
which satisfy ρ 2 i = id by Proposition 2.11.
Crystallographic arrangements
Definition 3.1 ([Cun11, Definition 2.3]). Let A be a simplicial arrangement in V and R ⊆ V * a finite set such that A = {ker α | α ∈ R} and Rα ∩ R = {±α} for all α ∈ R. We call (A, V, R) a crystallographic arrangement if for all chambers K ∈ K(A):
where
corresponds to the set of walls of K.
(1) Let R be the set of roots of the root system of a crystallographic reflection group (i.e. a Weyl group). Then ({ker α | α ∈ R}, V, R) is a crystallographic arrangement.
(2) If R + := {(1, 0), (3, 1), (2, 1), (5, 3), (3, 2), (1, 1), (0, 1)}, then ({α
If A is crystallographic then there is a reflection groupoid W(A) as in Definition 2.10 which is a Weyl groupoid and the notion of root system of a Weyl group may be adapted: Definition 3.3. Let (A, V, R) be a crystallographic arrangement and K a chamber. Fixing an ordering for B K , we obtain a unique reflection groupoid W(A) and thus unique orderings for all B K , K ∈ K(A) by Proposition 2.11. Notice further that the crystallographic property (1) implies that W(A) is a Weyl groupoid and that there is a unique object in W(A) for each chamber of A. Hence we obtain a unique coordinate map
The elements of the standard basis {α 1 , . . . ,
is called the set of roots of A at K. The roots in R
is the Cartan matrix of (K, B K ) as defined in Definition 2.8. Recall that for every i = 1, . . . , r, we have a reflection σ
Remark that ifK is the chamber adjacent to K with To avoid confusion, we use different fonts for the "global" set R and the "local" representations R K . These local representations "are" the objects of the Weyl groupoid. Notice that in the crystallographic case we have
A crystallographic arrangement "lives" in a lattice; the crystallographic property (1) implies a certain "saturation" quantified by the following "volume" function which will play an important role. 
where | · | denotes absolute value, i.e. Vol m (β 1 , . . . , β m ) is the product of the elementary divisors of the matrix with columns β 1 , . . . , β m .
In particular, if m = 1 and β ∈ Z r \ {0}, then Vol 1 (β) is the greatest common divisor of the coordinates of β. Further, if m = r and β 1 , . . . , β r ∈ Z r , then Vol r (β 1 , . . . , β r ) is the absolute value of the determinant of the matrix with columns β 1 , . . . , β r .
Definition 3.4 yields a "volume" for roots:
Hence we have a well-defined map
which does not depend on the choice of K.
Localizations
4.1. Localizations in root systems.
Definition 4.1. Let A be an arrangement and X ≤ V . LetÃ X := {H ∈ A | X ⊆ H}, U := H∈Ã X H, and π : V → V /U be the canonical projection. The localization of A at X is the arrangement (
Remark 4.2. If A is simplicial (resp. crystallographic), then all localizations are simplicial (resp. crystallographic) (cf. [CRT12] or [CMW17] ).
Remark 4.3. It is easy to understand localizations using roots: Let (A, V, R) be a crystallographic arrangement, X ≤ V , without loss of generality X ∈ L(A), and let π : V → V /X be the canonical projection. Consider S := {α ∈ R | X ⊆ ker(α)}. Any α ∈ S defines a linear form
in (V /X) * ; remark that ι : S → (V /X) * is injective. Then (A X , V /X, ι(S)) is the localization and it is a crystallographic arrangement. Moreover, S = R ∩ S R . Thus localizations correspond to subsets of R of all roots contained in a fixed subspace
3
. The set of chambers of A X is
Definition 4.4. Let (A, V, R) be a crystallographic arrangement and K a chamber. For a subspace X ≤ R r , we call S K,X := X ∩ R K a localization of the crystallographic arrangement at K and X. Notice that
Lemma 4.5. Let (A, V, R) be a crystallographic arrangement, K a chamber, and X ≤ R r . Then there is a subset ∆ ⊆ X ∩ R K + which is a set of simple roots for the localization
Proof. Let π : V → V /X be the canonical projection and ι the map defined in Remark 4.3. Let K be the chamber in the localization such that π(K) ⊆ K . If ∆ is the set of simple roots of A X at K , then ∆ :
3 Notice that localizations are related to parabolic subgroupoids of the Weyl groupoid associated to A; we omit these notions because we will not need them.
Rank two.
Definition 4.6. Define F-sequences as finite sequences of length ≥ 2 with entries in N 2 0 given by the following recursion.
(1) ((0, 1), (1, 0)) is an F-sequence.
. . , v n ) are Fsequences for i = 1, . . . , n − 1. (3) Every F-sequence is obtained recursively by (1) and (2).
Remark 4.7. Notice that by definition, the construction of an F-sequence (v 1 , . . . , v n ) produces a triangulation of an n-gon by non-intersecting diagonals: step (1) is the 2-gon, including a sum v i + v i+1 as in (2) corresponds to adding a triangle. It is easy to check that an F-sequence consists of vectors in a pair of diagonals in the Conway-Coxeter frieze pattern associated to this triangulation (cf. [Cun14] ). 
called a quiddity cycle, where n = |A|. Quiddity cycles are built like F-sequences:
(1) (0, 0) is a quiddity cycle.
(2) If (c 1 , . . . , c n ) is a quiddity cycle, then (c 1 , . . . , c i +1, 1, c i+1 +1, . . . , c n ) are quiddity cycles for i = 1, . . . , n − 1. (3) Every quiddity cycle is obtained recursively by (1) and (2). Notice that this construction implies that the only quiddity cycles containing (1, 2, 1) are (1, 2, 1, 2) and (2, 1, 2, 1) since the only quiddity cycle containing (1, 1) is (1, 1, 1) .
From Theorem 4.8 we obtain in particular:
Corollary 4.10. Let (A, V, R) be a crystallographic arrangement of rank two and K a chamber.
(1) Any α ∈ R 
, the chamber ρ 1 (K) is also adjacent to the localization α 2 , α 3 . But then any further β ∈ R K + \{α 1 } is in α 2 , α 3 , thus A is a so-called near pencil arrangement which is reducible. Definition 4.13. Let (A, V, R) be a crystallographic arrangement, K 1 a chamber, 1 ≤ i = j ≤ r, and n := | α i , α j ∩ R K + |. We denote the 2n chambers adjacent to the localization α i , α j by K 1 , . . . , K 2n : for > 1, let
Notice that K 2n+1 = K 1 . This sequence of chambers yields two sequences of integers:
if is even for = 1, . . . , 2n and the unique k / ∈ {i, j} with 1 ≤ k ≤ r = 3. We call (c 1 , . . . , c n ) the quiddity cycle and (d 1 , . . . , d 2n ) the auxiliary cycle of the localization α i , α j .
Remark 4.14. Let (c 1 , . . . , c 2n ) be the above sequence. Then (c 1 , . . . , c n ) = (c n+1 , . . . , c 2n ) and (c 1 , . . . , c n ) is the quiddity cycle of the frieze pattern associated to the localization at α i , α j as presented in Remark 4.9. Figure 2 shows a part of a crystallographic arrangement of rank three on the left. The right picture depicts the roots of the form kα 1 + α 2 + α 3 ∈ R K + , i.e. all roots on the "( * , * , 1)-plane". Here, α 1 and α 2 are simple roots for a chamber of the localization of rank two with eight positive roots on the left. The following proposition explains the "hull" of the convex set on the right: Proposition 4.15. Let (A, V, R) be an irreducible crystallographic arrangement of rank three and K a chamber. Let β 1 = (0, 1, 0), β 2 , . . . , β n−1 , β n = (1, 0, 0) be the roots in the localization α 1 , α 2 ordered in such a way that (β 1 , . . . , β n ) is an F-sequence (ignoring the third coordinate 0). Let (d 1 , . . . , d 2n ) be the auxiliary cycle of the localization α 2 , α 1 .
(1) Then
= 0, . . . , n are positive roots in R K with third coordinate 1. These are the vertices of the convex set in the ( * , * , 1)-plane.
(2) There are no consecutive d 's both equal to 0. (3) |{γ | = 0, . . . , n}| ≥ n/2 and γ +1 − γ ∈ N r 0 = ∅. Then β ∈ R K and α + β ∈ R K for all = 0, . . . , k. Moreover, there exists a chamber K and 1 ≤ i, j ≤ r such that −c
Proof. We consider the localization S K,X := X ∩ R K for X := α, α + kβ . Assume that β / ∈ R K . By Lemma 4.5 there exist roots γ 1 , γ 2 ∈ S K,X + such that S K,X + ⊆ N 0 γ 1 + N 0 γ 2 . Since α, β ∈ X and Vol 2 (α, β) = 1, there exist m 1 , 1 ∈ Z and m 2 , 2 ∈ Z such that
∈ R a , we even have that m 1 ≥ 1 and 1 ≥ 1. Now γ 1 , γ 2 were chosen such that α ∈ N 0 γ 1 + N 0 γ 2 , thus there exist m, ∈ N 0 with α = mγ 1 + γ 2 , hence mm 1 + 1 = 1 and mm 2 + 2 = 0 which implies m = 0 or = 0. If k = 0, then = 1 = 1 and thus 2 = 0 and γ 2 = α. If = 0, then γ 1 = α.
Assume without loss of generality that γ 1 = α. Then there exist m , ∈ N 0 such that α + kβ = m α + γ 2 and hence m + 1 = 1, k = 2 . If m = 1, then = 0 which contradicts k ≥ 2. Thus m = 0, = 1 = 1, and k = 2 ; we get γ 2 = α + kβ. But this is a contradiction, since 1 = Vol 2 (γ 1 , γ 2 ) = Vol 2 (α, α + kβ) = k > 1. Thus β ∈ R K . For the remaining claims, choose a chamber K adjacent to ker(
Then there is a δ ∈ R K + such that β , δ are the simple roots of the localization α , β , and α = k 1 β +k 2 δ for some k 1 , k 2 ∈ N 0 . Now k 2 = 1 because Vol 2 (α , β ) = 1. But then δ, α + kβ = δ + (k + k 1 )β ∈ R K + and thus δ + β ∈ R K for = 0, . . . , k 1 + k by Corollary 4.10. In particular, −c We omit the proof since we do not need this result for our bounds, but notice that this Theorem 4.18 is the one in [CH12] with the most technical proof. We obtain the following corollary which almost states that the ( * , * , 1)-plane is convex (see Example 4.20):
Corollary 4.19 (cf. [CH12, Cor. 3.11]). Let K be a chamber and γ 1 , γ 2 , α ∈ R K . Assume that γ 1 , γ 2 are simple roots and that Vol 3 (γ 1 , γ 2 , α) = 1. Then either α is a simple root or one of α − γ 1 , α − γ 2 is contained in R K . Proof. Up to permuting coordinates, without loss of generality |R
< 0 and thus α 2 + α 3 ∈ R ρ 1 (K) + and σ
K . Therefore α 1 +α 2 +α 3 ∈ R K holds by Lemma 4.16 for α = α 2 +α 3 and β = α 1 .
Assume now that c K 1,3 = 0. By symmetry and the previous paragraph we may also assume that c
b by the previous paragraph. Then
Bounds
Our first goal is to reproduce the bound for the Cartan entries (Theorem 5.2) as in [CH12] . For this, we need the following technical result. We give a proof which is slightly different from the one in [CH12] , in particular, we leave no details to the reader: Notice that there are infinitely many non-equivalent crystallographic arrangements of rank two with Cartan entries greater or equal to −7. However, the number of nonequivalent localizations of rank two in rank three is finite (Corollary 5.5). We first prove: Corollary 5.5. There is a finite set I of equivalence classes of crystallographic arrangements of rank two such that every localization of rank two of an irreducible crystallographic arrangement of rank three belongs to one of the classes in I.
Proof. By Theorem 5.4, a localization of rank two of a crystallographic arrangement of rank three has at most 128 positive roots. Since a crystallographic arrangement (A, V, R) of rank two corresponds to a triangulation of a convex |R|/2-gon by non-intersecting diagonals (see Section 4.2), there are only finitely many non-equivalent such arrangements with at most 128 positive roots.
