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Abstract
We describe a methodology for fast evaluation of multilinear operators that are generated by a rapidly
computable nonlinear operator. We illustrate this idea by developing a simple numerical algorithm for the fast
evaluation of Calder$on commutators of all orders,
Cnf(x) = p:v:
∫ ∞
−∞
(A(x)− A(y))n
(x − y)n+1 f(y) dy;
n= 1; 2; : : : . The method is based on a representation of the commutators as derivatives of a one parameter
family of real-valued versions of Cauchy integrals. We include numerical experiments for the :rst two com-
mutators. Additionally, we consider the Dirichlet problem for the Laplacian in the unbounded region above the
graph of a function. We demonstrate that Calder$on commutators appear as building blocks of the functional
coe=cients of a perturbative solution for this problem.
c© 2003 Elsevier B.V. All rights reserved.
MSC: 42B20; 65T99; 65D25; 45E05; 35J05
Keywords: Calder$on commutators; Cauchy integral; Fast numerical algorithms; Laplace equation; Harmonic functions
∗ Corresponding author.
E-mail addresses: mgoldber@ramapo.edu (M.J. Goldberg), hrycak@math.twsu.edu (T. Hrycak), skim@fdu.edu
(S. Kim).
0377-0427/03/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/S0377-0427(03)00483-7
474 M.J. Goldberg et al. / Journal of Computational and Applied Mathematics 158 (2003) 473–484
1. Introduction
The Calder$on commutators, de:ned as
Cnf(x) = p:v:
∫ ∞
−∞
(A(x)− A(y))n
(x − y)n+1 f(y) dy; (1)
(n= 1; 2; : : :), have a long history in harmonic analysis, both as interesting examples of multilinear
operators and basic building blocks for the Cauchy integral on a curve. In this role, they arise in the
:rst proofs of the boundedness of the Cauchy integral on Lipschitz curves, see [1–3,6–8]. Calder$on
commutators also appear in the functional coe=cients of a perturbative solution of the Dirichlet
boundary value problem for the Laplacian in the unbounded region above the graph of a function,
see the appendix for a detailed description. The connection between a series expansion in surface
parameterization and commutators was proposed by Milder [14,15]. Milder considered functions
satisfying the Helmholtz equation in three dimensions; the commutators in his work are analogous
to the Calder$on ones, see also [5]. Milder’s operator expansion method was later generalized by
Zirilli et al. (see [12]) to time dependent scattering problems.
Milder proposes to evaluate the commutators by splitting them into component parts. However, for
nonsmooth functions A, these components are unbounded in the space of square integrable functions,
and their evaluation seems to lead to increasing instabilities as the commutator order grows. This
apparent instability, and the conceptual motivation that since a Calder$on commutator is bounded as
on operator on L2 (if A is merely Lipschitz) it should be evaluated as a single unit, has led to
attempts to :nd other computational schemes.
Recently, Coppi has proposed a fast and stable method to evaluate Calder$on commutators, see
[10]. His approach is based on the so-called Pt-Qt representation of McIntosh for the commutators
(see [4]). The resulting integral is decomposed via a partition of unity into a sum of operators, which
are bounded in L2, acting over nearly nonoverlapping regions in the frequency space. Each of these
integrals is then discretized by an ingenious quadrature, and the :rst Calder$on commutator is then
approximated by a short sum of products of convolutions. The methods in Coppi’s dissertation can be
extended to higher order commutators, and to higher dimensions as well. These extensions, however,
seem to lead to a rapid increase in the number of terms and would quickly become impractical with
increasing commutator order.
In this paper, we propose a diKerent, and simpler, numerical method for the fast evaluation of
Calder$on commutators of all orders for a smooth function A with a :nite Lipschitz constant ‖A′‖∞.
The method is based on a representation of the commutators in terms of derivatives of a one
parameter family of real-valued versions of Cauchy integrals
Cf = p:v:
∫ ∞
−∞
f(y)(1 + A′(y))
x − y + (A(x)− A(y)) dy; (2)
where A is a smooth function and || ‖A′‖∞¡ 1. Speci:cally,
Cnf =
(−1)n
n!
9n
9n C
(
f
1 + A′
)∣∣∣∣
=0
; (3)
which can be veri:ed by diKerentiating the kernel 1=(x−y+(A(x)−A(y))). Thus, the commutators
can be viewed as the functional coe=cients in the Taylor series expansion of C. In the rest of this
paper, we will refer to integrals such as the one appearing in Eq. (2) as Cauchy integrals, and skip
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“real valued”. For simplicity, we illustrate our method with numerical examples for the :rst- and
second-order commutators only: extensions to higher orders are straightforward.
In our approach, it is crucial to be able to e=ciently apply the Cauchy integral operator. To this
end, we express C as the Hilbert transform conjugated by a Lipschitz mapping. The asymptotic
computational cost on n discretization points is O(n log n), the expense being dominated by the
convolution used for the Hilbert transform. We then approximate the commutators by classical :nite
diKerence schemes for the derivatives.
As pointed out by Ronald Coifman, the Cauchy integral can be computed via the fast multipole
algorithm (FMA), with asymptotically the same operation count. Although well known, the FMA
algorithm is rather complicated, while our method is quite simple and relies for speed only on the
fast Fourier transform.
The paper is organized as follows. We briePy formulate the problem in Section 2. Section 3
contains a derivation of a fundamental factorization of the Cauchy integral operator. We then describe
our algorithm in detail in Section 4. Section 5 presents the results of numerical experiments. Section
6 contains the conclusions and suggestions for future work. In the appendix, we describe in detail
how Calder$on commutators arise in a perturbative formalism for the solution of the Dirichlet problem
for the Laplacian in the unbounded region above the graph of a function.
2. Statement of the problem
We show how to compute Calder$on commutators of the form
Cnf(x) = p:v:
∫ ∞
−∞
(A(x)− A(y))n
(x − y)n+1 f(y) dy; (4)
n = 1; 2; : : : ; where f is a compactly supported smooth function and A is a smooth function with
a :nite Lipschitz constant ‖A′‖∞. The values are sought at equispaced nodes covering the support
of f.
We also present a fast way to calculate the Cauchy integral
Cf = p:v:
∫ ∞
−∞
f(y)(1 + F ′(y))
x − y + F(x)− F(y) dy (5)
for a smooth function F with ‖F ′‖∞¡ 1. Our method for applying the operators Cn relies on
evaluation of C for F = A, where  is a small real parameter.
3. A factorization of the Cauchy integral
In this paper we use a real-valued version of the Cauchy integral operator
Cf = p:v:
∫ ∞
−∞
f(y)(1 + F ′(y))
x − y + F(x)− F(y) dy (6)
de:ned for a smooth function F with ‖F ′‖∞¡ 1. One can think of C as the Cauchy integral on the
Lipschitz curve obtained by parameterizing the real line by the mapping x → x+ F(x). Our goal is
to express C as the Hilbert transform conjugated by a Lipschitz mapping.
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First we de:ne a mapping h by h(x) = x + F(x). Since ‖F ′‖∞¡ 1, h de:nes a homeomorphism
of the real line. We denote by U the induced linear operator
Uf = f ◦ h: (7)
Clearly,
U−1f = f ◦ h−1: (8)
Let H denote the Hilbert transform with the constant factor set to one, i.e.
Hf(x) = p:v:
∫ ∞
−∞
f(y)
x − y dy: (9)
We note that
UHU−1f(x)
= lim
→0+
∫
|h(x)−t|¿
f ◦ h−1(t)
h(x)− t dt = lim→0+
∫
|h(x)−h(y)|¿
f(y)
h(x)− h(y) h
′(y) dy
= lim
→0+
∫
|x−y|¿=(1+F′(x))
f(y)(1+F ′(y))
x−y+F(x)−F(y) dy = p:v:
∫ ∞
−∞
f(y)(1+F ′(y))
x−y + F(x)−F(y) dy = Cf(x):
(10)
Since the Hilbert transform is a convolution, and both U and U−1 can be computed fast, the
factorization gives rise to an algorithm for the fast application of C. This factorization has appeared
in the literature, see [16,13]; we are reproducing the derivation here for the reader’s convenience.
4. Description of the numerical algorithm
We now proceed with a description of our algorithm for the fast application of Calder$on
commutators.
We :rst present our procedure to apply the Cauchy operator C de:ned by
Cf = p:v:
∫ ∞
−∞
f(y)(1 + A′(y))
x − y + (A(x)− A(y)) dy: (11)
If  is a real parameter such that || · ‖A′‖∞¡ 1, the factorization described in the previous section
can be applied to C.
For such , we de:ne h(x) = x + A(x) and the induced operator U by
Uf = f ◦ h: (12)
As demonstrated in the previous section, we can factor C as follows:
C = UHU−1 : (13)
Given a function f, we want to compute the values Cf at given n equispaced nodes x1; : : : ; xn. We
assume here, that the support of f is contained in the interval (x1; xn), to avoid a loss of precision
stemming from truncation of the Cauchy integral.
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Computing U−1 f = f ◦ h−1 amounts to evaluating f at the points h−1 (x1); : : : ; h−1 (xn).
The arguments yk = h−1 (xk) are found by solving
xk = yk + A(yk); (14)
k = 1; 2; : : : ; n. This is done by iterating
y(i+1)k = xk − A(yik); (15)
i = 1; 2; : : : . If || · ‖A′‖∞¡ 12 , each yk can be found to relative precision  in less than |log2 |
iterations. Next, we apply the Hilbert transform. Since the arguments are equispaced, this can be
achieved via convolutions at a cost of O(n log n). In the last step, we are given HU−1 f on the nodes
x1; : : : ; xn. Computing UHU−1 f is equivalent to evaluating HU
−1
 f on the nodes x1+A(x1); : : : ; xn+
A(xn). We accomplish this by interpolation, the value at each point xk+A(xk) being approximated
by the values at a small number of neighboring equispaced nodes. To achieve a good accuracy of
the interpolation, we compute HU−1 f on a small number of additional equispaced nodes on both
sides of the nodes x1; : : : ; xn.
This procedure yields Cf in O(n log n) operations, the expense being dominated by the evaluation
of the Hilbert transform.
We now explain how to utilize the Cauchy integral operators for the fast evaluation of the Calder$on
commutators of order n= 1; 2; : : : ;
Cnf(x) = p:v:
∫ ∞
−∞
(A(x)− A(y))n
(x − y)n+1 f(y) dy: (16)
We :rst observe, that the kernel of Cn can be expressed in terms of the nth derivative of the kernel
1=(x − y + (A(x)− A(y))), namely
(A(x)− A(y))n
(x − y)n+1 =
(−1)n
n!
9n
9n
(
1
x − y + (A(x)− A(y))
)∣∣∣∣
=0
: (17)
Combining this with Eq. (11), we obtain the following representation of the commutator of order n:
Cnf =
(−1)n
n!
9n
9n C
(
f
1 + A′
)∣∣∣∣
=0
: (18)
The derivatives appearing in this formula can be approximated by well-known :nite diKerence
schemes, see [11].
5. Numerical results
The algorithm described in Section 4 has been implemented in MATLAB. We apply the commu-
tators to the :rst few Hermite functions hn de:ned by the relation
hn(x) = Hn(x)e−x
2=2; (19)
where Hn is the Hermite polynomial of order n, (n= 0; 1; : : :). We used the Lipschitz function A of
the form A(x)= (1=!)(sin(!x−)− sin), so that ‖A′‖∞= ‖cos(!x−)‖∞6 1. We present here
the results for  = =4 and ! = 4. The interpolation step in the evaluation of the Cauchy integral
described in Section 4 has been performed with 15 neighboring nodes. Our implementation of the
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Table 1
Relative errors of the second- and fourth-order methods for the
:rst commutator
n  = 2−n Second order Fourth order
5 3.1250e−02 5.0512e−03 3.4312e−04
6 1.5625e−02 1.2446e−03 2.0814e−05
7 7.8125e−03 3.1352e−04 1.2784e−06
8 3.9062e−03 7.8337e−05 7.9723e−08
9 1.9531e−03 1.9582e−05 4.9797e−09
10 9.7656e−04 4.8952e−06 3.1107e−10
11 4.8828e−04 1.2238e−06 1.9813e−11
12 2.4414e−04 3.0595e−07 1.4580e−11
13 1.2207e−04 7.6485e−08 2.8543e−11
14 6.1035e−05 1.9120e−08 5.1390e−11
15 3.0518e−05 4.7683e−09 1.2382e−10
16 1.5259e−05 1.2521e−09 2.5404e−10
17 7.6294e−06 3.9133e−10 3.9825e−10
18 3.8147e−06 7.0647e−10 9.7418e−10
19 1.9073e−06 1.2451e−09 1.7652e−09
20 9.5367e−07 2.6330e−09 3.7052e−09
Cauchy integral by means of a factorization has been validated by comparison with a straightforward
application of the discretized matrix of C.
The derivatives appearing in Eq. (18) are approximated by central :nite diKerence schemes, see
[11]. Speci:cally, let
u() = C
(
f
1 + A′
)
: (20)
We use the following two second-order approximations:
C1f =− 9u9
∣∣∣∣
=0
=−u()− u(−)
2
+O(2); (21)
C2f =
1
2
92u
92
∣∣∣∣
=0
=
1
2
u()− 2u(0) + u(−)
2
+ O(2); (22)
and two fourth-order approximations
C1f =−−u(2) + 8u()− 8u(−) + u(−2)12 +O(
4); (23)
C2f =
1
2
−u(2) + 16u()− 30u(0) + 16u(−)− u(−2)
122
+ O(4): (24)
Tables 1 and 2 show relative errors in l2 norm of the second- and fourth-order methods for the
:rst and second commutator, respectively. We used  = 2−n for some integer values of n. Since
the exact values of the commutator are unknown, we compare the approximations corresponding
to  to that for =2. In those experiments we apply the commutators to the function h0(x) = e−x
2
.
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Table 2
Relative errors of the second- and fourth-order methods for the
second commutator
n  = 2−n Second order Fourth order
5 3.1250e−02 9.2548e−03 5.3385e−04
6 1.5625e−02 2.3092e−03 3.2470e−05
7 7.8125e−03 5.7693e−04 1.9814e−06
8 3.9062e−03 1.4422e−04 1.2360e−07
9 1.9531e−03 3.6053e−05 7.5751e−09
10 9.7656e−04 9.0128e−06 3.2848e−09
11 4.8828e−04 2.2538e−06 1.2003e−08
12 2.4414e−04 5.6888e−07 4.3850e−08
13 1.2207e−04 2.1399e−07 1.9004e−07
14 6.1035e−05 5.6846e−07 7.2821e−07
15 3.0518e−05 2.6918e−06 3.4889e−06
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Fig. 1. The Hermite function h0 and its :rst two commutators.
One observes that in each case there is a value of  which minimizes the error. This is a well-known
phenomenon resulting from balancing of the truncation and the roundoK errors.
More results are presented in Figs. 1–3. For n = 0; 1; 2, we plot the Hermite function hn and its
:rst two commutators C1hn and C2hn.
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Fig. 2. The Hermite function h1 and its :rst two commutators.
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Fig. 3. The Hermite function h2 and its :rst two commutators.
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6. Conclusions
We have developed a simple numerical algorithm for the fast application of the Cauchy integral
operator. The method uses a representation of C as the Hilbert transform conjugated by a homeomor-
phism of the real line. The convolutions used for the Hilbert transform dominate the computational
eKort, thus the values at n equispaced points can be obtained in O(n log n) operations. Subsequently,
we use this algorithm to evaluate Calder$on commutators of all orders, which can be viewed as
derivatives of a one parameter family of Cauchy integrals. We approximate the commutators by
:nite diKerence schemes. We have computed the :rst two commutators to a high precision, which
grows with the order of the :nite diKerence scheme used.
We plan to study how this approach can be applied to other multilinear operators, in one and
several dimensions.
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Appendix
In this appendix we are going to derive a perturbative formalism for the solution of the Dirichlet
problem for the Laplacian in the unbounded region above the graph of a function A. Calder$on
commutators are main building blocks in this approach.
In what follows, X = (x; x2) and Y = (y; y2), where x; x2; y; y2 are real scalars.
Given the boundary data g(x), we want to :nd a function u(X ) such that 92u=9x2 + 92u=9x22 = 0
in the region {x2¿A(x)} and u(x; A(x)) = g(x) for any x∈R. We let
 (X; Y ) =− 1
2
ln |X − Y |=− 1
2
ln |(x; x2)− (y; y2)| (A.1)
and look for u(X ) in the form of a double-layer potential:
u(X ) =
∫
!
9 (X; Y )
9n(Y ) f(y) ds(Y ); (A.2)
where ! is the graph of A, 9=9n is the upward normal derivative, and f is to be determined. (Here,
f(y) is shorthand for a function of the form F(!(y)).) It is well known that u(X ) is harmonic
in the region {x2¿A(x)}, see for example [9]. Letting x2 → A(x) from above, we are led to the
following equation for f:
1
2
f(x) +
∫
!
9 (!(x); Y )
9n(Y ) f(y) ds(Y ) = g(x): (A.3)
482 M.J. Goldberg et al. / Journal of Computational and Applied Mathematics 158 (2003) 473–484
We will now express the solution of Eq. (A.3) for f as a perturbation series in A, which contains
Calder$on commutators. To this end, for t a nonnegative real number, let !t(y) be the curve (y; tA(y)).
Repeating the above derivation, where now u(x; tA(x)) = g(x), we need to solve for f in
1
2
f(x) +
∫
!t
9 (!t(x); Y )
9n(Y ) f(y) ds(Y ) = g(x) (A.4)
(we suppress the dependence of f on t in the notation). Let us denote by Kt the double-layer integral
operator on !t:
Kt(f)(x) =
∫
!t
9 (!t(x); Y )
9n(Y ) f(y) ds(Y ): (A.5)
First, we derive an explicit formula for the kernel of the operator Kt . Let us observe that on the
curve !t ,
n(Y ) ds(Y ) = (−tA′(y); 1) dy: (A.6)
DiKerentiating (A.1), we notice that
9 
9y (X; Y ) =
1
2
x − y
(x − y)2 + (x2 − y2)2 (A.7)
and analogously for (9 =9y2)(X; Y ). Thus we :nd that the kernel of the integral operator Kt is
kt(x; y) =
1
2
A(x)− A(y)− (x − y)A′(y)
(x − y)2 + t2(A(x)− A(y))2 t: (A.8)
To solve (A.4), we consider the (formal) power series of ( 12 I + Kt)
−1 around t = 0:(
1
2
I + Kt
)−1
=
∞∑
m=0
tm
m!
Tm; (A.9)
where, for m= 0; 1; : : : ; the operator Tm is de:ned as
Tm =
dm
dtm
(
1
2
I + Kt
)−1∣∣∣∣∣
t=0
: (A.10)
Similarly, we expand Kt
Kt =
∞∑
m=0
tm
m!
Sm (A.11)
with the operators Sm given by the formula
Sm =
dmKt
dtm
∣∣∣∣
t=0
(A.12)
(m= 0; 1; : : :). From Eq. (A.8) we see that S0 = 0. We now combine (A.9) and (A.11) and obtain( ∞∑
m=0
tm
m!
Tm
)(
1
2
I +
∞∑
m=1
tm
m!
Sm
)
= I: (A.13)
Comparing coe=cients of the powers of t, we get
T0 = 2I (A.14)
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and
Tm =−2
m−1∑
k=0
(
m
k
)
TkSm−k (A.15)
for m¿ 1. After a tedious inductive argument, we :nd that for m¿ 1,
Tm =
m∑
p=1
(−1)p2p+1
∑( m
i1; : : : ; ip
)
Si1 ◦ Si2 ◦ · · · ◦ Sip ; (A.16)
where(
m
i1; : : : ; ip
)
=
m!
i1! : : : ip!
;
and the inner sum is over distinct p-tuples (i1; : : : ; ip) with i1 + · · ·+ ip=m, and all of the i1; : : : ; ip
are positive odd integers (this restriction comes from the fact that the kernel of Kt is odd in t, see
Eq. (A.8)).
Now we are in position to illustrate how to assemble the operators Tm from Calder$on commutators.
From Eq. (A.12) we :nd that the kernel of the operator S1 is
s1(x; y) =
1
2
(
A(x)− A(y)
(x − y)2 −
A′(y)
x − y
)
: (A.17)
Moreover, by (A.16), T1 =−4S1. Thus T1g is a linear combination of the :rst Calder$on commutator
applied to g and of the Hilbert transform applied to the product A′g. From Eq. (A.16), we :nd that
T2 = 16S1 ◦ S1, which again only involves the :rst Calder$on commutator. However,
T3 =−96S1 ◦ S1 ◦ S1 − 4S3: (A.18)
The triple composition of S1 with itself can be written in terms of the :rst Calder$on commutator
and the Hilbert transform. However, S3 requires the third commutator. Using Eq. (A.8), we :nd that
the kernel of S3 is given by
d3
dt3
1
2
(
A(x)− A(y)− (x − y)A′(y)
(x − y)2 + t2(A(x)− A(y))2 t
)∣∣∣∣
t=0
=
d3
dt3
1
2
A(x)− A(y)− (x − y)A′(y)
(x − y)2 t
(
1− t2
(
A(x)− A(y)
x − y
)2
+ · · ·
)∣∣∣∣∣
t=0
=
3

(
−(A(x)− A(y))
3
(x − y)4 +
(A(x)− A(y))2
(x − y)3 A
′(y)
)
: (A.19)
Thus T3g contains a linear combination of the second Calder$on commutator applied to the product
A′g and of the third Calder$on commutator applied to g. It is clear that Tm will always have a constant
multiple of Sm as one of the terms if m is odd (take p= 1 in the outer sum of Eq. (A.16)). From
Eqs. (A.8) and (A.12), expanding the kernel of Kt in a geometric series as in Eq. (A.19) above, we
see that Smg is a linear combination of the (m − 1)th Calder$on commutator applied to the product
A′g and of the mth Calder$on commutator applied to g.
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