bounded nonnegative martingales for X (Section 5). This enables us to show that bounded domains may come to contain no particle in some cases, even when the total number of particles diverges to infinity as time elapses.
Having the above situation in the background, we shall study in this paper the branching diffusion process on the underlying state space S = [0, GO), whose nonbranching part diffusion has the generator
Precise conditions on b(x) as well as boundary conditions will be given in Section 2. The radial part process X mentioned above is contained in our class. Our results are fully described in Section 2. We shall prepare some lemmas on ordinary differential equations in Section 3 and some comparison theorems for stochastic differential equations in Section 4. Sections 5 and 6 are devoted to the proof of Theorems.
The authors would like to express their sincere gratitude to Professor N. Ikeda, who drew their interest to this subject. They would also like to thank the referee for correcting some errors and improving a lot of expressions.
§ 2. Notations and Results
Throughout this paper, we assume that b(x) is a function satisfying the following conditions : (ibid.). Note that the last relation in the braces of (2.6) is automatically satisfied in the case of (E). We denote the transition density for the diffusion X with respect to m(dx) by p(t, x, j/), and the semigroup by T t .
Following [5] , let S" be the /7-fold symmetric product of Hence the solution ^(x) of (3.7) is unique. This means the uniqueness of the solution q>i(x) of (3.1). The existence of the solution cp^(x) of (3.1) is obvious, because it is easy to see that (3.7) has a solution £(*).
2) Clearly, q> 0 (x) = 1 . We divide the proof for the case 0 < A ^ A 0 into two steps.
3) tf(*)-
Step 1. We shall show that <p^(x) is positive and decreasing. It is enough to see that £(x) = cp^(x) > 0 and rj(x) = cp^(x) < 0.
By (3.6) and (3.7), This excludes the possibility that £(x) | 6 0 as x t x x . Hence (3.13) holds in this case also. Now we shall show T=oo. Suppose T<oo. Then rj(T) = Q by (3.13). Since the solution of (3.4) for x^T with the initial condition £(T) = ?/(r) = 0 is unique, we have £(x) = 77(x) = 0 for x^ T. Then, by (3.7), 4) We always consider that the infimum of the empty set is oo. ro This is a contradiction. y e-2 frM du dzdy<Q 9 x>T .
Step 2. We shall show the second assertion. By ( Proof. The outline of the proof is similar to that of Lemma 1. Now the uniqueness follows, since /(£) is Lipschitz continuous.
Step 2 (Existence). Since there is a trivial solution u(x) = 0 (resp. =1) in the case of u 0 = 0 (resp. =1), we assume 0<t; 0 <l. Further, (3.25) has a unique solution £(x). So it is enough to show (3.26) 0<£(x)<! 5 x>0.
By (3.24) and (3.25), there exists a positive 8 such that
Set T= inf {x > 0: £(x) (1 -£(x)) = 0} and C(x) = -fj(x)^(x) for x e (0, T). Then (3.23) gives
It follows from this and (3.27) that CM > 0 for x e (0, T). Hence,
where Now, as in the proof of Lemma 1, we have
Suppose that T< oo. Then, since ^(x) = ?/(x)<0 for x e (0, T), it must hold that £(T) = 7/(r) = 0. But this leads to contradiction by the same argument as in the proof of Lemma 1. Hence T= oo.
Step 3 (Proof of the second assertion). First we shall show 
. Comparison Theorem for Stochastic Differential Equations
A comparison theorem for one-dimensional stochastic differential equations is found in [6] and [18] . Here we shall reformulate it in a form convenient for our use. Let (/?(£), &r> -P) 5) be a one-dimensional Brownian motion and consider a stochastic integral equation The next lemma is a variation of [13] and [19] .
Lemma 3. There is a solution (x(i), \l/(t)) of (4.1), which is pathwise unique.
Proof.
Step 1 (Uniqueness). Suppose that (4.1) has two solutions (x (1) (0, (e.g. [7] ). Now since b(x) is nonincreasing and (4.2) holds, we see that
(s))-^ ( 2) (s))^0 9 5) We assume that gr t contains all P-null sets, and the assertions in this section should be read to hold almost surely (P). 6) /*(*) is the indicator function of a set A.
for some s>0. Similarly, 0^x
(1) (s)<x (2) (s) implies the opposite inequalities.
Hence E\J H (x^(t)-x^2\ty)']^0.
In view of/"(*) t M as n t oo, we obtain £[1x^(0-x< 2 )(0|] = 0. Noting that *<*>(*) i s continuous, we have x< x >(0 = x< 2 >(0 as well as ip>(0 = ^( 2) (0.
Step 2 (Existence in t/ie case o/(E)). Let {xj be a sequence decreasing to 0 and let b< w >(x) = &(xvx B ) 7) for xe(-oo, oo). Since b (w) (x) is bounded and continuous, the equation has a solution ( [14] pp. 76-77). This is unique by the same reason as in Step 1. Now let <ji n) =inf {t>0: x< n) (0^x}. Then, by the uniqueness Hence ff£"* = ff£™* :g (j£*\ Letting a=lim w _ >00 aj^, we can define the inductive limit (x(0: ?<cr} of the processes {x (n) (0 : ^^x^}-^u t cr=oo 9 since = £[6"^°"] (ju>0) is a solution of and such a solution identically vanishes by virtue of (E). The process x(f) is a solution of (4.1) with i/r(0=0.
Step 3 (Existence in the case o/(R)). Let {xj be a sequence decreasing to 0 and let y (w) (x), n = l, 2,..., be nonnegative continuous functions such that 7(«)(x) = l/x(0<x^x B+1 ), ^l/x(x w+1^x^xw ), =0(x n^x ) and 6(x) + y(->(jc) is nonincreasing. Then, since the function fo(x) + y (w) (x) satisfies (2.1)-(2.4) as well as (E), the equation 
Lemma 4. 1) Suppose that, for f=l,2, b^x) satisfies (2.1)-(2.4), and (x t (t), \l/i(t)) is the solution of (4.1) with b(x) and X Q replaced by b t (x) and x ( 0°.
//4 1} g4 2) and b 1 (x)^b 2 (x) 9 then x 1 (t)^x 2 (t) 9 t^Q. Proof. 1) Case 1. When both b^x) and b 2 (x) satisfy (E), the assertion is none other than the standard comparison theorem ( [6] , [18] ). which completes the proof of (5.2). We shall show (5.3). Without loss of generality, we may assume that g(x) is nonnegative and nonincreasing. By [17] , Let X* = (xf, P*) be a diffusion process given in Section 2 with b(x) = b 0 , and denote the corresponding objects by p*(t, x, y) 9 Tf etc. Then we have
2) Let (jc(0, ^(0) be the solution of (4.1) and (x(t) 9 $(i)) be that of (4.1) with E(x) = b(x) -h and x
by Lemma 4. Hence, it is enough to show that
It is easily seen that the transition density p*(t, x, y) of X* is represented as 2) (2.9) will be proved by a similar way. But the conclusion holds in probability since the assertion in (5. 
(t, x) = T?v(x) + c( t T°s{u(t-s, -) 2 }(x)ds.

JO
On the other hand, setting A = c in (6.1), we have
where /(x, a) = exp { -a<p c (x)}. But Lemmas 1 and 2 ensure that, for any sufficiently large a,
Hence, it follows from (6.4) and (6.5) that \l/ t (x, a) g u(t, x) = y(x) , x e S, r^ 0 . Now let r-KX> and then a-+co. We obtain ^(x^lim^^ \j/(x, a)^v(x), xeS. Hence, using Lemmas 2 and 6, we complete the proof, because 0<i? 0 <l is arbitrary.
Now let us make a convenient realization of the BDP X. Let j8 e (f), /=!, 2,..., be one-dimensional Brownian motions, and T f , i = l, 2,..., be random variables with the exponential distribution of mean 1/c on a common probability space (O, J where T n+1 =min {T fcf +T n£ : iVi 0 , l^f^w} A(T 2n +T M ) A(T 2w+1 + T n ). Since T M is increasing in n and P(T n^t ) = (l -e~c f )", lini,,^ T n =ao a.s. Thus we can define x e (t) for all r^O. Finally denote by x t the equivalent class containing x e (i) in the rc-fold (n = £ t ) symmetric product space S n of S. Then the process (x t9 F) is a realization of the BDP X ( [5] , [12] ). {TJ is the sequence of splitting times and ^ is the number of particles at time t .
, and Xi(t:x 0 ) be the solution of (4.1) with
8) The probability that x*(Tj-)=Q is equal to zero. So we can exclude such a case.
9) The probability that more than two T ki J r T ni attain the minimum simultaneously is equal to zero. Hence i" 0 is well-defined. and b(x) in place of j8(f) and b(x), respectively. Then, repeating the above procedure, we can construct on the same probability space a process (x t , F), a realization of the BDP X corresponding to the fundamental system (X, c, n) 9 where X is a diffusion process with the generator L = d 2 
Note that the splitting times T n are common to (x t9 F) and (x t , F), since the common {tj is used. Denote the quantities for X by putting a bar such as 1 0 , 5 0 , a A , and W^. Then, using (2.11) and the inequality a^2c, we have Lemma 7 applied to the BDP X says that F(FF C =0)=0. Hence, noting (6.10) 9 we get (2.10). 
