The theory of stellar atmospheres is reviewed with emphasis on the use of model atmospheres for determining chemical abundances of Population II stars. The effects that uncertainties in the models have on the resulting abundances are illustrated, using a set of "perturbed" models. A more conscious use of very weak spectral lines in abundance analyses is recommended and a stepwise program for establishing criteria for analyzing very distant stars is outlined.
I. Introduction
The theorist's responsibility in the chemical analysis of stars is to provide good models of the atmospheres, to calculate criteria for relating these models to real stars (such as measures of effective temperature, surface gravity, and other fundamental parameters), and in particular to calculate abundance criteria (spectral lines, low-resolution spectra, or even color indices) of these models for direct comparison with the observations. However, the responsibilities of the theorist extend beyond that.
It is well known that these calculations are complicated and still dubious. They rely on some questionable basic assumptions-such as the assumption of planeparallel or spherically symmetric stratification, of Local Thermodynamic Equilibrium, and the assumption that hydrodynamic phenomena may be neglected except for allowing a convective flux according to the mixinglength recipe, an isotropic and usually depth-independent Gaussian micro turbulence, and some turbulent pressure. These three latter phenomena involve at least one extra free parameter each and, still worse, lead to several fundamental theoretical inconsistencies.
Less fundamentally important, but probably as significant, is the lack of accurate determinations of much of the physical data needed for constructing good models. In fact, data for many relevant cross sections are totally missing.
This fundamentally unsatisfactory situation has been known for decades, but it has been tolerated by many scientists with reference to the fact that after all, consistent abundances seem to result from abundance analyses using standard models. If this excuse for using them should have any value, the theorists must always be eager to examine their shaky foundations as soon as inconsistencies show up. One of the aims of this paper is to point out that we can be ambitious and yet constructive in this examination. Moreover, by such studies we can be guided toward choosing abundance criteria as insensitive as possible to the theoretical uncertainties.
The emphasis in this paper will be on the analysis of stars of late spectral types and notably of such stars as have rather low metal abundances. A more general review of the properties of model atmospheres for latetype stars may be found in Carbon (1979) and Gustafsson (1981) . provides a more general discussion of abundance analysis of la te-type stars.
IL Departures from Plane-Parallel Stratification. Convection and Velocity Fields
It is obvious already from solar studies that real stars depart considerably from the idealized assumption of homogeneous plane-parallel stratification. However, even if inhomogeneities were not important, departures occur due to the fact that the thickness of the atmosphere is not totally negligible as compared with the radius of the star. Efficient methods for handling radiative transfer in spherically symmetric media have been developed during the last decade, and the models constructed with these indicate that significant effects occur for late-type stars when the atmospheric thickness exceeds 5%-10% of the total stellar radius (Watanabe and Kodaira 1978, 1979; Schmid-Burgk, Scholz, and Wehrse 1981) . This means that practically all M stars with masses near 1 s Di© and luminosities on the order of 10 3 L© or more should not be analyzed using plane-parallel model atmospheres. Some of the most luminous globular-cluster giants that have been analyzed chemically are also close to this limit, especially if a significant mass loss has taken place and a turbulent pressure adds to the thermal extension of the atmosphere. (Note that, in principle, knowledge about mass and radius, or surface gravity and luminosity, is needed in order to choose a model atmosphere for a star with an extended atmosphere. This, however, opens a future possibility of determining both quantities spectroscopically, cf. Scholz and Wehrse (1982) .
The changes in the atmospheric structure of cool stars caused by extension are fairly complicated, since the molecular equilibrium may change enough to amplify, or counteract, the zero-order extension effect. For an extended extreme Population II star at the tip of the giant branch one would, however, expect a cooling of the outer layers caused by the dilution of the radiative field to be the dominating effect.
The extension effects are relatively smaller in the inner photospheres (for t Ross ^ 0.05) and therefore weak lines and high excitation lines should be preferred in abundance analyses if the extension effects are judged to be important.
Most inhomogeneities in the solar atmosphere are thought to be generated by convective motions, and there are some reasons to believe that convection is still more important for the spectra of metal-poor stars. We are, however, restricted to quite approximate estimates in order to judge the effects of convection and other hydrodynamic phenomena in metal-poor stars, although important theoretical and empirical advances have recently been made in the understanding of these phenomena in stellar atmospheres in general (cf., e.g.. Gray and Linsky 1980) .
From the mixing-length models of Gustafsson et al. (1975) it seems that the visible regions of the atmospheres of red giants are not very much affected by the convective flux. However, penetration of convective motions into the stable layers of the upper photospheres seems to occur, even more efficiently in red giants than in the sun (Gray 1982) . This could affect the mean structures of the atmospheres considerably, or even make the mean-structure concept rather meaningless. In the twostream model of Nordlund (1976) with parameters close to those of Arcturus, there is a temperature difference of about 300 Κ between the two components at τ 5000 = 1, but this difference increases very rapidly inward; at τ 5000 = 10 it amounts to about 1500 K. This result is not very different from a corresponding solar model atmosphere, which agrees quite well with the totally independent empirical model of Allen (1978) . However, the penetrating temperature fluctuations in the outer layers of these Nordlund models depend primarily on the linear size adopted for the fluctuations, which as yet is a rather free parameter for the models. Later, more self-consistent simulations by Nordlund (1980a) for Arcturus, similar to those made for the sun (Nordlund 1980b (Nordlund , 1982 , have been found to produce linear fluctuation scales which seem to scale approximately with the density scale height when compared with the sun. However, the lower densities in Arcturus lead to higher convective velocities. In combination with the low velocity of sound, this makes the effects of the turbulent pressure marginally significant; the effective gravity may be reduced by 0.1-0.2 dex. One may guess that the direct effect of the temperature fluctuations on abundance analysis of Arcturus should not be drastically different from those in the solar case. The still very preliminary basis for this hope must be stressed.
For the late-type dwarfs the nonlocal effects of convection and the temperature fluctuations are probably smaller than in the sun (cf. Nordlund 1976), owing to the increased density at a given optical depth with decreasing effective temperature-while the effects could well be considerably greater for the most luminous stars. Especially for red supergiants it is also possible that the second-order effects due to interaction between convection, extension effects, departures from LTE, and molecular formation may be important and difficult to model.
For the metal-poor stars, including the Population II giants, the convective fluxes reach more shallow optical depths than in the corresponding Population I stars. Also, the inhomogeneities should survive higher up in the atmospheres since the radiative cooling through spectral lines is less efficient. As a result of the higher densities, H 2 formation is important in the outer atmospheres of Population II dwarfs and subgiants at higher effective temperatures than for the corresponding Population I stars. Even if the convective flux in the H 2 dissociation zone is often small, its contribution to the flux derivative may affect the temperature structures of the visible layers significantly (cf. Gustafsson et al. 1975) , even in the mixing-length approximation. However, the temperature inhomogeneities at a given convective flux should be comparatively smaller in Population II stars than in Population I stars as a result of the greater densities. Thus, it is not obvious whether the structural effects due to convection will be greater or smaller than in Population I stars.
The velocity fields in late-type stars also affect the atmospheric structures by affecting the blanketing. However, only a relatively moderate steepening of the temperature gradient was found in the models of metal-poor giants from an increase of the Doppler broadening velocity from 2 km s -1 to 5 km s _1 by Gustafsson et al. (1975) . If systematic velocity gradients are present in the atmospheres, as they are not only in many late-type variables, considerably greater effects may be expected (cf. Carbon (1979) for further references).
The nonthermal motions in the stellar atmospheres are most probably the reason for the "microturbulence" and "macroturbulence" broadening of spectral lines. However, the physical understanding of these phenomena is still unsatisfactory and the question of what systematic errors a standard Gaussian profile with a depth-independent parameter introduces into a stellar chemical analysis is highly relevant and worth investigating. It should be stressed, however, that the necessary empirical attempts to answer the question posed should be made with data of very high quality-since poor data may lead to erroneous, more or less alarming results. An interesting illustration to this is the recent study of calcium in Arcturus by Smith and Lambert (1982) where the use of first-class observational data in a standard analysis is found to give very consistent results.
Further physically sound modeling, with consideration of the hydrodynamic flows and the radiative fields in sufficient detail, and comparisons between these models and detailed observations of line asymmetries and line widths in different types of stars (cf. Gray 1982) are necessary before any reasonably satisfactory description of inhomogeneities, convection and microturbulence can be hoped for and exploited in abundance analysis. While waiting we should try to find features as insensitive to the hydrodynamic uncertainties as possible.
The effects of inhomogeneities on abundance analysis for the sun have been estimated by Hermsen (1982) for the solar case. For iron, uncertainties of 0.1 dex or less are found, while greater errors result for high excitation Ο ι lines if plane parallel stratification is assumed. For other stars than the sun, our present quantitative knowledge of such errors is virtually nonexistent.
A natural way of minimizing the effect of inhomogeneities is to choose criteria which are not very temperature sensitive. This would favor the use of lines with relatively high excitation energies (of the lower level of the transition) for neutral atoms of mainly ionized elements. Most dangerous are strongly temperature-dependent features, especially if they are located far away in wavelength from the maximum of the flux curve. This situation occurs, e.g., for many molecular lines, and could even change the character of some such lines from abundance criteria to diagnostica of inhomogeneities (cf. Kjaergaard et al. 1982) .
The effects of convection are probably most severe for the deeper layers of the atmosphere, where the stellar visual and infrared continuum is formed. However, it is not obvious that lines formed in the outer atmosphere should be chosen in order to minimize the convection uncertainties, since the lines are defined in contrast to the continuum and since the color temperature of the continuum is often used for choosing the proper model atmosphere.
In order to minimize the microturbulence effects, saturated lines should be avoided. However, note that the study of Cram (1981) suggests that even lines on the damping part of the curve of growth and the weakest lines may be affected by the temperature and pressure fluctuations associated with the velocity fields, and in different ways, dependent on the physical nature of the microturbulence phenomenon.
III. Departures from LTE
For cool stars in general, many of the important transitions in atoms and molecules are controlled by radiation and not by collision processes. Moreover, in the metal-poor stars where the spectral blocking effects from metal lines are smaller, the radiative field may be highly nonlocal, even in the ultraviolet. Thus, departures from local thermodynamic equilibrium (LTE) may be serious with regard to the excitation, ionization and dissociation equilibria of atoms and molecules.
Our knowledge concerning the size of the departures from LTE in late-type stars is rather limited.
For iron, Lites and Cowley (1974) found a significant nonthermal ionization of their twelve-level five-transition model atom in a Population II giant model atmosphere. This "overionization" corresponds to an error in the Fe ι abundance deduced from LTE considerations of about 0.2 dex or even more. This should, however, be an overestimate, as Lites and Cowley pointed out, since the line blocking in the ultraviolet is not considered. Detailed kinetic-equilibrium calculations by Saxner (1981) with the model atom of Lites and Cowley but with UV fluxes calculated from synthetic spectra give much less effects. However, note that the vacuum ultraviolet fluxes of late Population II stars are not very well known. Even if Gustafsson et al. (1980) found the flux of HD 122563 to match corresponding theoretical spectra quite well in the wavelength interval 2400 Â-2600 Ä, the most important flux for the Fe ι/Fe π equilibrium is at still shorter wavelengths. Also, the proper inclusion of the multitude of high excitation states in the iron model atom would probably significantly affect the nonthermal ionization in the calculations (cf., e.g., Gehren 1975) . Empirically, Pilachowski, Sneden, and Wallerstein (1982) have traced overionization effects for iron for globular-cluster giants with T eff < 4200 K, effects corresponding to an apparent abundance decrease of about 0.2 dex in Fe ι at 4000 K. Since their effect increases with decreasing temperature, they emphasize the importance of observing the warmest possible stars in globular clusters for the derivation of accurate cluster abundances. However, this interpretation of the effect found in terms of departures from LTE is not the only possible explanation-the stars at the tip of the giant branch may also be affected by extension effects, inhomogeneities and considerable mass loss, diminishing the surface gravities of the stars.
As yet, little is known about the nonthermal ionization of other elements than iron in Population II stars. The relatively small line blocking in the ultraviolet could, however, promote considerable departures from the Saha equation. Auman and Woodrow (1975) found significant departures in the ionization equilibria of electron contributing elements with low ionization energy for models with T eff < 4000 K, and Ramsey (1981) has found some positive evidence for such an effect for Ca operating for Population I supergiants with T e{{ ^ 4250 Κ. However, the study by Auman and Woodrow is preliminary, with very simplified model atoms and with no consideration of the important line blocking in the ultraviolet. Our abundance information derived from lines of neutral elements with low ionization energies in Population II stars must be considered to be rather uncertain, also for less abundant elements with few or no strong spectral lines. Examples of such elements are the "trace'' elements-cf. the study of the solar beryllium by Shipman and Auer (1979) .
The excitation equilibria of atoms may also depart from the Boltzmann equilibrium, as was found by Lites and Cowley (1974) for Fe L In the uppermost layers of a G-giant model their line-source functions are smaller than the Planck function (leading to darker line cores). There is some evidence that the deviation for the source function from the Planck function starts at greater depths the higher the excitation energy for the line. However, these effects seem rather unimportant in terms of abundance errors as long as rather weak lines are used. Empirically, Ruland et al. (1980) found good evidence for departures from LTE in the Population I giant Pollux (KO III) for Fe i, Cr ι, and Ti I, with a tendency for the high-excitation lines to give greater abundances than those from low-excitation lines. The typical amplitude is about 0.2 dex for Fe I and seems even greater for Ti and Cr. Ruland et al., however, ascribe this effect to the combination of overionization in the outer atmosphere and the fact that high-excitation lines are formed at greater depths than lines of low excitation. If this interpretation is correct, high-excitation Fe ι lines should be preferred for abundance analyses of red giants and not least for Population II stars where nonthermal ionization is expected to be more important than for Population I stars.
Interesting examples of departures in the excitation equilibria of atoms in the deeper layers of the solar photosphere have been studied by Rutten and Milkey (1979) and Cram, Rutten, and Lites (1980) . In the former study the source function of the subordinate lines λ5854 and λ6142 of Ba π are shown to fall below the Planck function quite deep in the photosphere, owing to photon loss to the resonance line λ4554. The phenomenon is dependent on the partial redistribution effects in the resonance line. Cram et al. (1980) find that Fe π subordinate lines, such as those of the multiplets 1, 4, and 40, have suprathermal source functions in the photosphere, as a result of pumping by the photons in the wings of the resonance lines in the ultraviolet. This pumping results in a large sensitivity of the subordinate Fe n lines to the deep atmospheric structure. One of these lines, the well-known λ3969.4 which shows up in emission in the wing of Ca π Η in many stellar spectra, is even suggested as a diagnostic of the inhomogeneities in deep photospheres for the sun and for other late-type stars. Departures from LTE of this character ought to be important for Population II stars and should be investigated theoretically and observationally.
Our knowledge about departures from LTE for the molecules is even more fragmentary. The illuminating but necessarily schematic study by Hinkle and Lambert (1975) indicates that the populations of different vibration-rotation states within the ground electronic state are normally collisionally controlled while radiative processes dominate the electronic transitions. In the two-level approximation and the optically thin limit this will weaken the spectral lines for electronic bands located blueward of the flux maximum in the spectrum and strengthen lines located on the red side of the maximum. However, many molecular lines of interest are optically thick, and there the situation is more complicated. Except from studies of the violet system of CN in the sun and Arcturus Mount, Ayres, and Linsky 1975) , demonstrating that significant departures from LTE occur, there are as yet no results on the detailed formation of electronic transitions for late-type stars. One very urgent task is to examine the molecular band systems currently being used for abundance analysis, like the CN red system, the C 2 Swan bands, the A-X systems of NH, CH, and MgH, the a and γ systems of TiO, etc., from this point of view. The molecular physics information necessary for such studies, such as collision excitation cross sections for collisions with atoms, is, however, still depressingly sparse.
Departures from LTE may also affect the atmospheric structures significantly. The cooling of the surface layers by metal lines and by certain molecular lines (notably CO) will decrease considerably if the lines are formed in scattering processes. Surface heating effects by molecular absorption (e.g., by TiO for most M stars) will also decrease correspondingly. Simple numerical experiments have shown that these changes may well be dramatic: almost all the blanketing effects above t Ross = 10 -2 vanish if the strong line absorption (with k Ross >: 10 2 ) is treated as monochromatic scattering. This merely reflects the fact that strong lines are then efficiently decoupled from the local thermal structure of the model. However, in these numerical experiments the backwarming effects on the inner atmospheric structures were practically unchanged, which agrees with conclusions from earlier theoretical work (cf. Carbon (1979) for further references).
Concluding the discussion of departures from LTE we find that weak spectral lines should be less affectedsince they are formed at great depths where the radiative field is more isotropic and Planckian and where pressures are higher and thus collisions are more frequent. High-excitation lines should probably be pre-ferred for the same reason. Moreover, the structural effects of departures from LTE are smaller at greater depths where most of these lines are formed. Certain subordinate lines, like those discussed above of Fe 11, could however be dangerous (and interesting!), not least if the different states of the transition have very different coupling to the ground state. Lines from neutral elements which are mainly ionized should be avoided if possible. Finally, vibration-rotation lines from the molecules are to be preferred to electronic transitions.
IV. The Physical Data
There are many nonnegligible uncertainties in the physical data that go into the calculations of model atmospheres for late-type stars. Even for such basic and physically relatively simple systems as H~ the uncertainties in the data are unsatisfactorily great (cf. Frisk et al. 1982) . Other examples of frustrating uncertainties are dissociation energies for some important molecules and oscillator strengths for many important molecular bands, not to mention the enormous need for accurate oscillator strengths for a great number of metal lines. For the cooler stars, lack of data, or errors in existing data, for molecular absorption is particularly serious, since the structures of the atmospheres are very severely affected by blanketing, and thus quite dependent on the chemical composition (cf., e.g., Gustafsson and Olander (1979) for C stars and Wehrse (1981) for M stars). For the late-type, moderately metal-poor stars, however, one of the most important problems of this character seems to be the difficulty in representing all the relevant opacity for wavelengths shorter than about 5000 Â.
It is well known that the solar ultraviolet flux is difficult to represent accurately with empirical solar model atmospheres and synthetic spectra. With all the identified opacity sources that can presently be included in the calculations, there still seems to be some discrepancies when comparisons are made with solar observations (cf. Dragon and Mutschlecner 1980). Even in the near ultraviolet some more opacity seems to be needed. Gustafsson and found that their synthetic spectra for current solar models are 10%-20% brighter in the near ultraviolet than the sun. They also traced a similar effect for red giants and found the depression needed in the UV flux in magnitudes to be roughly proportional to the logarithmic metal abundance of the star. Although the effect on the flux is considerably greater for the red giants than for the sun, the structural effects due to the increased backwarming were found by Gustafsson et al. (1975) to be smaller for the giants-mainly an extra backwarming of less than 100 Κ for stars with T eff < 5000 K. Recently, Frisk et al. (1982) could trace a similar missing opacity in the blue-violet flux of Arcturus, as well, and Bell and Gustafsson (1982¾) have shown that it is also present in that wavelength interval for other stars of intermediate Population II. This was done by comparing calculated and observed colors of the 13 color intermediate-band photometry of Mitchell and Johnson (1969) and of other color systems. The extreme Population II stars, however, do not seem to show this discrepancy.
It seems probable that the extra opacity is due to a veil or haze of very weak atomic or molecular lines (cf. Holweger 1970), even though several other alternatives seem possible. Magain (1982) has shown that if such a veil is postulated to consist of Fe ι lines with an excitation energy of 3 eV for the lower level, the temperature and metal-abundance sensitivity of the UBV and Geneva photometric systems for solar-type models may be brought into significantly better agreement with observations than was previously obtained. Also, the metalabundance sensitivity of the discrepancy found by Gustafsson and for the giants has been found to be reasonably well reproduced with a postulate of this character.
The errors generated when not considering this extra opacity may be important. For example. Bell and Gustafsson (1982a) have recently found that the much-debated discrepancy between high-dispersion spectroscopic abundance determinations for so-called metal-rich globular clusters and corresponding overall metal abundances from photometry may be reduced if this extra opacity source is considered in the calibration of the photometric system of Searle and Zinn.
In general, it seems clear that the existence of this extra opacity is one of the major obstacles for acquiring satisfactory theoretical calibrations of photometry and spectroscopy at shorter wavelengths. Great efforts should be made to improve this situation and should probably include (a) systematic solar observations, using the limb darkening and Minnaert-Houtgast method (cf. Greve and Zwaan (1980) and references cited therein) and comparing with predictions of very detailed synthetic spectra, (b) systematic spectrophotometry of stars with well-known, but different, fundamental parameters in order to obtain further constraints on the properties of this opacity source, (c) use of improved theoretical calculations of transition probabilities, if possible supported by extended data for Fe ι energy levels, for a multitude of iron lines and of lines from some other atoms and ions in synthetic-spectrum calculations, and (d) attempts to study the properties of this veil in high-temperature laboratory experiments.
In this work, however, it must always be kept in mind that a significant fraction of the discrepancies between the observed and the calculated spectra which could be ascribed to the extra opacity might be due to departures from LTE or structural effects in the atmospheres.
V. Semiempirical Model Atmospheres
Considering the shaky basis on which theoretical model atmospheres are constructed, it is certainly tempting to try more empirical approaches to the problem. It is well known that limb-darkening observations and observations at different wavelengths have been used to construct semiempirical models for the solar photosphere. Such models have been compared with the flux-constant "theoreticar' solar models in papers by Gustafsson et al. (1975) , Kurucz (1979) , Gehren (1979) , and others. These comparisons reveal interesting systematic differences of, at the most 200 Κ in some layers. For example, the Gustafsson et al. solar model is somewhat too cool in the continuum-flux forming region, which is not unexpected since any reasonable way of considering the missing opacity in the ultraviolet would increase the temperature enough (cf. Gustafsson et al. 1975) . Of greater importance is probably the fact that the theoretical models seem to have a steeper temperature gradient in the optical-depth interval 0.1 < t Ross < 1.0. This may be a consequence of convective overshoot in the sun.
It is also possible to construct semiempirical model atmospheres of the upper photosphere (and lower chromosphere) by inverting the profiles of strong spectral lines. Such attempts, based on the Ga π K-line profile, have been made for late-type stars by Linsky and collaborators (cf., e.g., Linsky (1980) and papers cited therein) and by Desikachary and Gray (1978) . These authors have produced models for the upper photosphere of giant stars which are hotter by typically 150 Κ at t Ross = 0.001 than the corresponding theoretical models from the grid of Bell et al. (1976) . The surface heating relative to the theoretical models, which are in radiative equilibrium in these layers, is often explained as a result of nonthermal heating processes, also active in the chromospheres. However, departures from LTE may be invoked, as well. Ruland et al. (1980) have found a converse tendency. These authors have used a similar technique for Pollux, but based on the wings of other strong lines-the Na D lines, the Mg b triplet, the Ga n infrared triplet, and others. The flux in the inner wings of these lines is too bright in the theoretical models, which suggests a semiempirical temperature structure about 100 Κ cooler at T Ro S s = 0.01 than for the corresponding theoretical model. For the same star Desikachary and Gray (1978) derive the opposite tendency from the K-line profile.
This interesting situation might reflect the difficulties in interpreting strong line profiles more than the problem of the temperatures in the upper photospheres of red giants. One possibility is that the conflicting results are caused by thermal inhomogeneities in the upper photospheres, such as has been suggested for the sun by and Ayres and Testerman (1981) to explain the cooler surface structures derived from the vibrationrotation bands of GO as compared with the inner wings of the Κ line. If such inhomogeneities resolve the problem, standard theoretical-model techniques more or less by chance produce reasonable mean structures.
At present, however, we cannot decide whether the upper photospheres of late-type giants are significantly hotter, or cooler, than theoretical model atmospheres. All available methods for determining temperature gradients of these layers should certainly be attempted. Here, we can only conclude that it is possible that the real stars depart from the theoretical models by several hundred degrees Κ for t Ross < 0.01.
A special problem is constituted by the so-called super-metal-rich (SMR) stars, which, it has been proposed, have perturbed atmospheric structures (Strom, Strom, and Garbon 1971; Peterson 1976 ) instead of being significantly metal rich. These Population I stars are mentioned here since it has been suggested (McGlure and Hesser 1982) that the giants in apparently metal-rich globular clusters, such as 47 Tucanae and M 71, are affected by similar phenomena. Desikachary and Gray (1978) compared the K-line wings of two SMR stars with those of normal Κ giants and found indications of rather moderate additional surface cooling of the SMR stars by about 150 Κ at τ ^ 0.001, as compared with normal Population I giants. It is questionable whether such a cooling (or, relative to the radiative equilibrium models, less-efficient heating), for whatever reason, is a primary explanation for the strengthened metal lines in the spectra of the SMR stars (cf. Deming 1980). The cooling effects found by Desikachary and Gray (1978) are not very dramatic-their semiempirical models for the SMR stars are still hotter in the uppermost layers than the theoretical models of Bell et al. (1976) .
VI. Model Uncertainties and Abundance Analyses
It is of great interest to investigate how the abovementioned uncertainties in the model-atmosphere structures may affect the results of abundance analyses. Here, I shall illustrate these effects in analyses of metal-poor stars. I have taken the model from the grid of Bell et al. (1976) with the parameters r eff /log g/[A/H]/DBV = 4500 K/1.5/-1.0/2.0 km s -1 and perturbed it in order to simulate maximal effects of the model uncertainties. The perturbations are illustrated in Figure 1 . The standard model (denoted by a thick line) has been cooled drastically at the surface (dashed line) and alternatively heated (dashed-dotted line). In order to illustrate the effects of changes of the inner layers, e.g., due to convective overshoot, the temperature gradient in the layers 0.1 < τ R oss -1·^ been considerably steepened (dotted) and, alternatively, the temperature gradient of the innermost layers has been diminished considerably. The perturbations introduced are roughly doubled as compared with what one would estimate as realistic from the previous discussion. This was made in order to obtain easily visible effects. Therefore, too, the final errors in abundances are hopefully somewhat overestimated. Also, the temperature-gradient steepening (dotted line) could well have been a converse pertubation instead (cf. § V, above) but this would mainly have led to errors in the abundances of the same magnitude but with reversed sign.
For each perturbed temperature structure the hydrostatic equation was solved and new pressures and absorption coefficients were calculated. Next, the color (R -I) in the Johnson UBVRI system was calculated and the temperature structure of the model was scaled until the final (R -I) agreed with that of the standard model. This was considered essential since the effective temperatures of models chosen in abundance analyses are in most cases determined from the near-infrared-flux gradient, and therefore the judgment of systematic effects on the abundance determinations may be misleading if this gradient is not kept fixed. The particular choice of {R -I) to represent the gradient is not important. After the scaling new pressures were calculated, etc., until convergence between temperatures and pressures was obtained.
Next, curves of growth were calculated for these models for different atomic species and for lines with different excitation energies, chosen to represent typical lines actually used in chemical analyses of globular-cluster giants. The horizontal shifts between the curves calculated for a particular perturbed model and the standard model were read off at different line strengths. This shift may be interpreted as a correction to an abundance derived for a star with a standard model under the assumption that the star should have been represented by the perturbed model. These corrections It is evident from Figure 2 that different lines are affected differently by the model pertubations. In general, however, the abundances from the weak lines ((log W x /A) < -5) are affected least, even by the perturbations of the inner layers. The abundances from lines of relatively high excitation are also less sensitive, both in the case of neutral atoms and of ions. This reflects the decreasing temperature sensitivity of these lines for neutral atoms of elements which are still mainly ionized, and the great depths of formation for high-excitation lines in general. Finally, the model sensitivity of excited ionic lines is astonishingly small.
VII. Conclusions: A Strong Case for Weak Lines and a Strategy for the Future
It is clear from the discussion of the different types of model uncertainties, and the study of their effects on abundance analysis, that the use of weak spectral lines must be very strongly recommended for chemical analysis of stars. A first reason for this is the well-known fact that these lines are unsaturated, which makes their equivalent widths most sensitive to abundance changes. It can easily be seen from the properties of typical curves of growth and elementary statistics that, at a given flux of photons per wavelength interval and with an ideal detector, the weight of one measured weak line at about log(W x /A) = -5.2 for determining an abundance is about three times greater or more than that of one measured line on the flat part of the curve, even if that part were to be perfectly well known theoretically.
A second reason for preferring weak lines is the disturbing lack of understanding of the phenomena which lead to the micro-turbulence broadening of saturated spectral lines.
A third reason is the fact that (at least most) weak lines are formed at great atmospheric depths where the LTE approximation is thought to be valid and extension effects are at a minimum. True enough, the effects of convection may be most severe at great depths, but even if this should be the case, the resulting effects on abundances seem to be smallest for the weak lines.
A fourth reason is the general insensitivity of weak spectral lines to the model uncertainties of other types, as illustrated in Figure 2 .
One problem with the use of weak lines is the high signal-to-noise ratio required, also at the definition of the precise continuum. From this point of view the resolution should be as high as possible. The problems of defining the proper continuum, and of considering all its relevant opacity in calibrating the observations, are as important in terms of abundance errors when stronger lines are being used.
Another problem with the weak lines is that it is sometimes difficult to find enough unblended lines in the right interval of strength for all interesting elements. Moreover, good determinations of gf values for high-excitation weak lines are sparse.
For several reasons lines at rather high excitation should also be preferred. Their formation depths in the atmosphere are still greater (at a given line strength) and effects of departures from LTE and from uncertainties in the temperature structures should be small (as long as the excitation energy is not very great). The recommendation of high-excitation lines as a way of minimizing effects of departures from LTE needs some qualifications, however. If the levels of transition are connected to the ground state by strong transitions, the source function may be severely affected by UV pumping in the wings of the resonance lines, as is the case for many Fe π lines (see § III, above). The recommendation of high-excitation lines also depends on the interpretation of the departures from LTE traced in the spectrum of Pollux by Ruland et al. (1980) and is, anyhow, probably only valid for relatively weak lines.
The use of lines from ions, instead of from neutral species, when the ionization equilibrium is balanced such that the ions dominate, is to be recommended since the overionization effects and the model effects then are small. However, the strengths of the lines are pressure sensitive (reflecting the pressure sensitivity of H~) and therefore the surface gravity has to be known before any precise abundances can be obtained. For Population II giants a change in surface gravity by a factor of two leads to a typical change in the logarithmic abundance from metal ions of 0.1-0.2 dex. However, abundance ratios from ionized species can be determined quite accurately even if the gravity is not well known.
For the molecular lines, indispensable in the analyses of light elements and isotopic ratios, the great disadvantage is the often dramatic temperature sensitivity. This makes the lines sensitive to model uncertainties due to thermal inhomogeneities, etc. Also, departures from LTE may be important for electronic transitions-from this point of view, the vibration-rotation bands are to be preferred.
It is quite clear to the present author that the advice of observing quite faint lines in abundance analyses may sound unrealistic, or even naive, since good observations of these lines require very high signal-to-noise ratios and high resolution. However, it seems probable that if stellar abundance analyses with systematic errors less than 0.2 dex or so are needed, this is the only safe way. For the interesting study of metal-poor stars in distant globular clusters and external galaxies this, then, would lead to the following step-wise recommendations:
1. Observe a rich sample of metal-poor field giants with as high resolution and signal-to-noise ratio as possible. Make enormous efforts to reach weak lines in the red and infrared. Use normal nearby stars as comparison stars in this first step.
2. Calibrate lower-resolution abundance criteria and photometric systems on this sample. Also compare the high-dispersion spectra with detailed synthetic spectra and the low-resolution observations with the corresponding de-graded synthetic spectra. Make every effort to understand the inconsistencies that this program will undoubtedly lead to. (In passing, I would like to stress that I regard the synthetic-spectrum method to be very valuable for many different purposes in analyses of stellar spectra. The method should be used extensively, especially in strictly differential studies. However, at present it cannot substitute high-resolution spectroscopy as the primary method for chemical analysis, provided that really weak lines are observed accurately.) 3. Observe the distant program stars, using the criteria calibrated in step 2. When extrapolation is necessary (and it will be), use the synthetic-spectrum technique. However, keep in mind, and keep reminding the program committees of the largest telescopes, that some very time-consuming observations at truly high resolution of the program stars are very important, too, as checks of the procedure.
Some astronomers may argue that this program is already being carried out, more or less. If so, my feeling is that the stress is more on "less"-I think we should dare to be more ambitious. Whoever will believe in astrophysical abundances if we do not take their determination seriously?
