ABSTRACT The tongue is the only human organ that can stick out of the body. Using the human tongue is considered to be a novel biometrics method because of its rich individual characteristics. How to represent the dynamic shape changes of the tongue is a challenge for identity verification. A new framework for human tongue modeling and recognition based on image sequences is proposed in this paper. In this framework, we exploit appearance manifold learning to obtain a low-dimensional embedding of the sequence of tongue images, and we propose nearest manifold measurement for measuring the similarities in multiple manifolds. Based on the database of tongue image sequences, the results of our experiments showed that the proposed framework not only can effectively perform tongue biometric recognition but can also provide robustness, which is very important for the Internet of medical things platform.
I. INTRODUCTION
It is always attractive to find a reliable automatic identification technology. Biometric recognition has attracted increased attention this year. The relevant biological features include face, fingerprint, iris, hand shape, palm print voice, signature and gait. However, this biometrics also holds the risk of being forged.
The tongue has many features that can be used for identification, and thus, it can solve the above problems. First, the tongue is a very unique organ. It must be extended during inspections, and it is hidden in the mouth at ordinary times. Therefore, it is not easily forged. Second, the tongue is rich in geometric features and physiological texture features, which are very useful for personal identification. Most importantly, the extension and retraction of the tongue can be regarded as a convincing proof of life. Much work has been done already to fully demonstrate the superiority of tongue recognition [1] , [2] . Therefore, it is difficult to counterfeit the human tongue.
Although tongue recognition has many advantages, there are still few studies in this area. The existing work is based on static images of the tongue texture and shape information, and this system has become less robust because the tongue has a deformation property. Since the shape of the human tongue is changeable and instinctively perturbed, this poses great difficulty for the identification of still images. Therefore, it is beneficial to use the intrinsic attributes and deformations of the dynamic shape of the human tongue. The use of this uniqueness has important guiding significance for constructing patient libraries and the internet of medical things platform.
II. BACKGROUND
The purpose of this study is to establish an effective method of identification based on temporal and spatial variation of tongue. The temporal and spatial changes in the pushing process not only reflect the spatial information of the human tongue at a specific time but also display the global information. The deformation of the human tongue is limited by physical and time constraints. In addition, the tongue image can be considered to be a point in a low-dimensional manifold of a high-dimensional image space. Therefore, a lowdimensional subspace can be used to represent the image of a tongue. At present, many studies have extracted the embedded features of data manifolds, such as linear discriminant analysis (LDA) [3] , principal component analysis PCA [4] , locality preserving projections (LPP) [5] , locally linear embedding (LLE) [6] and Isometric Feature Mapping (Isomap) [7] .
Because both the LDA algorithm and PCA algorithm are linear, if the image is located in the nonlinear manifold of a high-dimensional image space, the underlying structure is usually not found. Unless some nonlinear measures have been taken, Isomap is a global embedding algorithm. It assumes that both in the observation space and the intrinsic embedding space, isometric properties should be preserved in the affine sense. Laplacian Eigenmaps (LE) [8] and LLE focus on preserving local neighborhood information. The LPP algorithm is based on linear projection mapping, which is designed to solve the variational problem and thus best preserves the neighborhood structure of the dataset. Although LPP is linear, it can share many nonlinear data representation properties. Additionally, it is computationally easy to handle, and more importantly, LPP can be defined not only at training points but also everywhere. This linear nature will reduce the computational complexity of the algorithm, which enables it to be more effectively applied to practice. In addition, although some nonlinear algorithms have shown good results on some benchmark artificial datasets, this algorithm is only defined in the training points, and thus, it will be difficult to evaluate new test data. Because of the above characteristics of LPP, this article uses this algorithm to obtain low-dimensional embedding. The following provides a brief introduction to LPP.
A. BRIEF INTRODUCTION TO LPP
Linear approximation of the LE algorithm yields LPP. In the LPP algorithm, the local structure of the input data is preserved [9] . It requires a transformation that can map high-dimensional input data X = [x 1 , x 2 , · · · x N ] to lowdimensional subspaces Y . Minimizing the objective function can obtained the linear transformation P, as follows [5] :
where y i = P T x i , and the nearest neighbor graph can be used to construct the weight matrix S (i, j), which is also called the heat kernel. If x i and x j are the l nearest neighbors to each other, then
where the constant t takes a suitable value. Alternatively, when x i and x j are nearest neighbors, the weight matrix S (i, j) can simply be set to 1; otherwise S (i, j) = 0. Solving generalized eigenvalues can solve the minimization problem as follows:
where L = D − S is the Laplacian matrix, and
Assume that the solution of (3) is a column vector p 0 , p 1 · · · , p i−1 and its corresponding eigenvalue is λ 0 < λ 1 < · · · < λ i−1 . Then, the embedded expression for each data point can be expressed as
where
The best linear approximation of the eigenfunctions of the Laplace Beltrami operator [5] on a manifold is actually the projection obtained here. The LPP algorithm constructs a graph that contains the neighborhood structure of the data set. A transformation matrix that maps data points into subspaces can be calculated according to the Laplacian algorithm of the graph. This type of linear transformation can best preserve the local neighborhood information to some extent. This algorithm generates a representation that can be regarded as a linear discrete approximation of continuous mappings. This continuous mapping naturally occurs in geometric manifolds.
B. IMAGE SEQUENCE ANALYSIS
Currently, there are many visual recognition algorithms, such as face recognition. The focus of this research is on still images [10] . There are also algorithms for extracting the 2D or 3D features of a human face from an image sequence. However, these approaches do not use the embedded features that are inherent in the subspace.
Lee et al. proposed a very useful algorithm for recognition and tracking, which entails constructing an imagebased representation from a video sequence [11] , [12] . The dimensionality reduction method used by this method is PCA. Therefore, the correlation information between adjacent pictures in high-dimensional space is not fully utilized. Krueger and Zhou [13] used the online version of the radial basis function to select representative face images as an example of training video for improving on tracking and recognition tasks. Li et al. [14] described the nonlinear global dynamics through local motion and the transformation matrix between these models captured by piecewise linear models. Inspired by the above work, this article presents a framework for validating dynamic biometrics -the human tongue.
III. THE FRAMEWORK FOR TONGUE VERIFICATION
Learning the embedded manifold of tongue image sequences in high-dimensional image space is a large challenge. The idea in this article is to find the manifold of the tongue image sequence on the basis of dimensionality reduction. Figure 1 is a flowchart of the method of this article.
It is very important to express the data effectively in pattern recognition. A basic condition here is to obtain the sequence of regions of interest from the original image sequence. The work on tongue segmentation has been presented by previous work [15] . The LPP algorithm is then used to describe the embedded manifold of the human tongue image sequence to make it more compact. The similarity between the reference manifold model and the test manifold can be used to classify the appearance manifold.
Studies have shown that the image set of the object in different poses can be regarded as a low-dimensional manifold through an appearance manifold [16] or view-based feature space methods [17] . Here is a simple description of this classification problem: M from the test image sequence and the reference manifold M are known; then, validation can be determined according to the following formula:
where d (.) is the distance between M and M in the model, and R represents the final verification result.
A. SIMILARITY MEASUREMENT
It is well known that the essence of a similarity measurement is to calculate the distance between the subjects. However, how to define this distance is difficult work in this area of the literature. This problem is also called a multi-manifold problem in [18] . Illustrated in Fig. 2 , the appearance manifolds M A and M B are represented by two solid lines. Since the test image I t0 , I t1 , I t2 , I t3 has a small Euclidean distance for both M A and M B , it is difficult to determine which manifold the image sequence belongs to, based on only these frames. However, by observing I t4 , · · · , I t9 , it can be clearly inferred that this image sequence belongs to manifold M B . Inspired by Stan Z. Li's work [19] on the nearest manifold approach (NMA) for face recognition and Kuang-Chih Lee's work [11] on appearance manifolds for video-based face recognition, this paper proposed the manifold distance measure for human tongue recognition, which explicitly considers the manifold structure. We call it the nearest manifold measurement (NMM). The essential nature of this measurement is to find the minimum distance between the two data sets in low-dimensional space at different principle directions (PD). It can be described as three steps: the first step is to calculate the principle directions by PCA; the second step is to measure the distance of the data set at each PD; and the last step is to sum the distances at all of the PDs for the conclusion.
B. USING LPP FOR MANIFOLD LEARNING AND CLASSIFICATION
The high-dimensional nature in image space is a difficulty that is encountered when using the LPP algorithm. In such an image space, it is very difficult to implement LPP because the matrix XDX T is always singular. Inspired by [20] , this article uses the PCA algorithm, which is used for data processing to reduce the dimensions. Then, the tongue subspace is obtained by LPP. It should be highlighted in two points. First, do not use neighborhoods to construct adjacency graphs, because in practical applications, choosing an optimal neighborhood is difficult, and the nearest neighbor graph is easier and more stable to obtain. Second, do not use temporal information to determine the neighbors of each shape to avoid additional parameter selection (i.e., for heat kernel function) during learning by preserving the embedding of the manifold geometry. Therefore, here, the weights of the edges between two adjacent images x i and x j are set using a simple 0-1 weighting scheme, i.e., w i,j = 1 the nodes i and j are connected 0 the nodes i and j are not connected (6) Then, the projection matrix P can be solved according to (3) , and (4) gives the embedded result of the original data. Thus, the sequential tongue movement of thrusting out is mapped into a trajectory of the parametric space.
Given a testing image sequenceI ti (i = 1, 2, · · · N ), we obtain its subspace representation M by the projection matrix P. Then, the distance d M i , M between the gallery manifold and the probe manifold M is computed. Once all the d M i , M are computed, according to (5), the human identity verification result is obtained.
IV. EXPERIMENTS AND RESULTS
To verify the effectiveness of the proposed algorithm, we have conducted experiments in this paper. The following is a detailed description of the experiment and the results.
A. EVALUATION DATASET
To the best of our knowledge, there is no database other than TB60 [1] for evaluating tongue recognition. However, TB06 only presents static images, which cannot provide dynamic information on the human tongue. To validate our method, a tongue image database was constructed by the tongue image capture device designed by ourselves. This database contains 219 sets of image sequence of tongues from 73 subjects. Each individual in this database has three image sequences in which everyone in his/her natural way moved out his/her tongue. Each image sequence, which lasts for at least 60 seconds (with 2 frames with the resolution of 1024 * 768 pixels per second), was recorded under a certain environment. Figure 3 shows some of the frames that were selected from the image sequence. Figure 4 is a grayscale cropped image used in this article.
B. TONGUE IMAGES SUBSPACE
As mentioned above, every image in the human tongue image sequence can be regarded as a point of the image space. Therefore, this appearance-based method can directly manipulate the human tongue appearance image and process this image into a two-dimensional global mode. An m * n pixelsize two-dimensional image can be represented as a vector in mn -dimensional space. In this article, all of the images in the sequence are normalized to 128 * 96 pixels. Then, these images are converted into 12288 dimensions to represent the input. According to the LPP algorithm, a tongue image in a training set is used to learn locally saved subspaces. Figure 5 shows a three-dimensional subspace for visualization, where the points of the same color come from the same object. From Fig. 5 , it can be seen that with LPP, the points of the same object can be well clustered, and different objects are also distinguished.
C. VERIFICATION BASED ON APPEARANCE MANIFOLDS
In this article, the human tongue is verified by finding the closest manifold. Measuring the similarity between the test manifold and the reference appearance manifold in a lowdimensional embedding space is used to verify the human tongue. There are two types of distance metrics that can process changes in temporal shifts and duration times when measuring similarity. It is assumed that there are two manifolds for the tongue, A and B.
The first is Hausdorff distance (HD) [21] . D HD describes a measure of the degree of similarity between two sets of points, which examines the fraction of points in a set near a point in another set (and vice versa). The following formula is a representation of HD:
where a is the point in set A, b is the point in set B, and d (a, b) is the distance measure between a and b. For the sake of simplicity, d (a, b) here is the Euclidean distance. The second is improved Mahalanobis distance (IMD) which is a variant of the Mahalanobis metric. The following formula is a description of it:
where R is de correlation matrix of tongue image subspace. In the verification mode, when faced with a new measurement, the pattern classifier needs to distinguish whether this measurement belongs to a certain claimed class. False acceptance rate (FAR ) and False reject rate (FRR ) are estimated for different distance measure. A set of labeled training sets was randomly selected from each individual and the rest was used as a test set. In Fig. 6 , it shows the receiver operating characteristics (ROC ) curves on NMM (with LPP), original LPP and original PCA for verification experiments based on image sequence of tongue. As seen from Fig. 6 , compared with the other two methods, the NMM method with LPP for appearance manifold learning has significant advantages.
The relationship between dimension reduction and recognition rate is another important aspect. Figure 7 shows that if the dimensionality of the manifold is changed, then the classification performance of the classifier will also change. It can be seen from Fig. 7 that the recognition rate rapidly increases with the first few values of the dimension. As the dimensionality increases, the recognition rate is improved as expected and approaches a stable level finally. When the dimensions continue to increase again, there is no noticeable VOLUME 6, 2018 improvement. It is clear that our method can provide 87.5% in a 6-dimensional subspace by the HD measure, which is also much better than those of the other two methods.
V. CONCLUSIONS
The tongue is the only human organ that can stick out of the body. Thus, the tongue can be well protected from being forged. However, compared with other biometric identifications such as fingerprints and palm prints, the study of tongue recognition is still at the basic stage due to its complexity and diversity. In fact, the intrinsic properties of the dynamic shape deformation can be used for verification. This article proposes a new framework for the representation and learning of human tongue images based on appearance manifold learning. The key idea of this framework is to learn the low-dimensional embedding manifolds in the tongue image sequence and make measurements using the NMM. According to our understanding, this paper is the first devoted work on human tongue verification with consideration of its dynamic property. It is of great significance to the internet of medical things platform. These experimental results reveal the following interesting points: 1) The identity verification based on dynamic appearance changes of tongue biometrics is flexible; 2) NMM with LPP is indeed informative for tongue verification (correct verification rate 87.5%). In the future work, how to continue to improve the accuracy of tongue verification is a problem that has always been studied. In addition, we intend to apply this tongue verification to the medical IoT platform. For example, in the medical field, it is very useful to identify diseases based on the tongue and record patient information. 
