The domatic number of a graph G, denoted dom(G), is the maximum possible cardinality of a family of disjoint sets of vertices of G, each set being a dominating set of G. It is well known that every graph without isolated vertices has dom(G) ≥ 2. For every k, it is known that there are graphs with minimum degree at least k and with dom(G) = 2. In this paper we prove that this is not the case if G is k-regular or almost k-regular (by "almost" we mean that the minimum degree is k and the maximum degree is at most Ck for some fixed real number C ≥ 1). In this case we prove that dom(G) ≥ (1 + o k (1))k/(2 ln k). We also prove that the order of magnitude k/ ln k cannot be improved. One cannot replace the constant 2 with a constant smaller than 1. The proof uses the so called semi-random method which means that combinatorial objects are generated via repeated applications of the probabilistic method; in our case iterative applications of the Lovász Local Lemma.
Introduction
All graphs considered here are finite, undirected and simple. For standard graph-theoretic terminology the reader is referred to [3] . A subset D of vertices in a graph G is a dominating set if every vertex not in D has a neighbor in D. The domatic number of a graph G, denoted dom(G), is the maximum number of colors in a (not necessarily proper) vertex coloring of G, where each color class is a dominating set. The theory of domination and the domatic number are well studied areas in graph theory and theoretical computer science. The two books [7, 8] present most of the known results in domination theory. The domatic number was first defined in [4] .
Clearly, every graph has a dominating set. Thus, let γ(G) denote the minimum possible cardinality of a dominating set. It is an easy observation that every graph without isolated vertices has dom(G) ≥ 2. Simply take a dominating set D with |D| = γ(G) and notice that V (G) \ D is also a dominating set. On the other hand, deciding whether dom(G) > 2 is an NP-Complete problem [6] . It is well known [9] that if a graph has high minimum degree, then γ(G) is small. This, however, does not necessarily mean that dom(G) is large. Zelinka [10] proved that for every k, there are graphs with minimum degree k and with dom(G) = 2. In his examples, there are always (relatively) few vertices with very high degree. This is unavoidable. In this paper we show that if we only consider the class of graphs with minimum degree k and maximum degree at most Ck, for some constant C ≥ 1 (in particular, regular graphs), then, in fact, dom(G) is guaranteed to be quite large.
Before we present our main result we need a definition. Let k be a positive integer and let C ≥ 1 be a real number. A graph G is called (k, C)-regular if δ(G) = k and ∆(G) ≤ kC. In particular, a (k, 1)-regular graph is a k-regular graph. Let f (k, C) denote the minimum possible value of dom(G) taken over all (k, C)-regular graphs. For example, f (2, C) = 2 as seen be any cycle whose number of vertices is not divisible by 3. Also, f (3, C) = 2 as seen by the 3-regular graph with 8 vertices consisting of a Hamiltonian cycle and four edges connecting antipodal vertices of the cycle. In general, determining f (k, C) precisely seems to be a very difficult task. Our main result is summarized in the following two theorems:
Although Theorem 1.1 and Theorem 1.2 show, in particular, that the order of magnitude of f (k, C) is k/ ln k for any fixed C > 1, the constants are worthy of investigation. In fact, although the proof of Theorem 1.1 is significantly more difficult than the proof of Theorem 1.2 we conjecture that the latter is the correct answer
In the next two sections we present the proofs of Theorem 1.1 and Theorem 1.2. The proof of theorem 1.1 demonstrates the so called semi-random method (an unofficial term the author heard several times by researchers in the area of probabilistic methods in combinatorics). In this method, combinatorial objects (such as graph colorings) are generated via repeated applications of the probabilistic method; in the case of Theorem 1.1, iterative applications of the Lovász Local Lemma. The proof of Theorem 1.2 is demonstrated by exhibiting an appropriate random graph.
A final note: Proving an analog of Theorem 1.1 with the constant 3 instead of 2 is a significantly easier task. In fact, a naive application of the Local Lemma does the job. Assume you have about t = ⌊k/(3 ln k)⌋ colors. Let each vertex choose a random color independently with uniform distribution. Let A v,i denote the event that the vertex v misses the color i in its closed neighborhood. The probability of A v,i is less than 1/k 3 . But C 2 k 3 / ln k is also an upper bound for the number of events which A v,i depends upon, since if u and v are at distance 3 or more from each other, A v,i is independent of A u,j (they do not have common neighbors). The total number of vertices at distance 2 is at most kC + k 2 C 2 and there are t colors, so the dependency digraph has maximum degree (kC + k 2 C 2 )k/(3 ln k). Now the conditions of the Local Lemma hold, and thus with positive probability no A v,i holds. Hence each color class is a dominating set. This naive approach fails, of course, for any constant smaller than 3, so additional ideas must be sought.
2 Proof of Theorem 1.1
In the proof of Theorem 1.1 we need to use the Lovász Local Lemma [5] . Here it is, following the notations in [2] (which also contains a simple proof of the lemma). Let A 1 , . . . , A n be events in an arbitrary probability space. A directed graph D = (V, E) on the set of vertices V = [n] is called a dependency digraph for the events A 1 , . . . , A n if for each i, i = 1, . . . , n, the event A i is mutually independent of all the events {A j : (i, j) / ∈ E}. Proof of Theorem 1.1: Let C ≥ 1 be fixed, and let ǫ > 0. in order to avoid cluttered computations we shall assume, wherever necessary, that k is sufficiently large as a function of C and ǫ only. Let k be sufficiently large such that there is an integer between k/((2+ǫ) ln k) and k/((2+ǫ/2) ln k).
Assume that we have the set of colors {0, 1, . . . , t}. We call color 0 the transparent color. In the first phase of the proof we color the vertices using all colors such that certain very specific properties hold. In the second phase we recolor the vertices that received the transparent color in the first phase using only the non-transparent colors and show that we can do it carefully enough such that each non-transparent color class (after the second phase) is a dominating set.
We begin with a description of the first phase. Our goal in the first phase is to achieve a coloring with the following properties:
There exists a coloring of G with the colors {0, 1, . . . , t} such that the following conditions hold:
1. Every vertex has at least kγ/(4(2 + γ)) neighbors with transparent color.
Every vertex has at most 4 non-transparent colors missing from its (open) neighborhood.
3. Put z = ⌈12/γ⌉. For each v ∈ V , and for each sequence of z distinct non-transparent colors c 1 , . . . , c z and for each sequence of z distinct neighbors of v denoted u 1 , . . . , u z , at least one u i has a neighbor colored c i .
Proof: We let each vertex v ∈ V choose one color from {0, 1, . . . , t} randomly. The probability to choose color i is p = (2 + γ/2) ln k/k for i = 1, . . . , t and the probability to choose the transparent color is, therefore, q = 1 − pt = γ/(2(2 + γ)). Let A v denote the event that v has less than kq/2 neighbors colored with the transparent color. Let B v denote the event that v has more than 4 nontransparent colors missing from its neighborhood. Let C v denote the event that v has z neighbors u 1 , . . . , u z and there exist z distinct non-transparent colors c 1 , . . . , c z , such that c i is missing from the neighborhood of u i for each i = 1, . . . , z. Thus, we need to show that with positive probability, none of the 3|V | events A v ,B v and C v , for each v ∈ V , hold. The following three claims provide upper bounds for the probabilities of the events A v ,B v and C v , respectively.
Proof: Let X v denote the random variable counting the number of transparent neighbors of v. 
In the final inequality we used the fact that q is a constant depending on γ and that k is sufficiently large).
Proof: Fix 5 distinct non-transparent colors. The probability that none of them appear in the neighborhood of v is precisely (1 − 5p) dv . Now,
As there are t 5 possible sets of 5 distinct non-transparent colors we get that
Proof: For a vertex u and a color c let n(u, c) denote the number of neighbors of u colored c. Fix a set of z distinct non-transparent colors {c 1 , . . . , c z } and z distinct neighbors of v, {u 1 , . . . , u z }. We begin by computing the probability that for each i = 1, . . . , z, c i does not appear in the neighborhood of u i (i.e. n(u i , c i ) = 0). Denoting this probability by ρ = ρ (v, u 1 , . . . , u z , c 1 , . . . , c z ) we clearly have:
For
This is obvious since the knowledge that a color from {c 1 , . . . , c i−1 } does not appear in a neighbor common to u i and some u i ′ for i ′ < i only increases the probability that c i is in the neighborhood of u i , and hence decreases the probability that n(u i , c i ) = 0. To be precise, if w i,1 , . . . , w i,du i are the neighbors of u i , let s(j) denote the size of the intersection of N (w i,j ) with {u 1 , . . . , u i−1 }. Clearly 0 ≤ s(j) ≤ i − 1 < z < t. The probability that w i,j is colored with c i given that n(u l , c l ) = 0 for l = 1, . . . , i−1 is precisely p/(q+(t−s(j))p). Recalling that q+tp = 1 we have p/(q+(t−s(j))p) ≥ p.
Thus,
We therefore have:
There are less than (Ck) z ordered sets of z distinct neighbors of v. There are less than t z ordered sets of z distinct non-transparent colors. Thus,
Having proved Pr[
we claim that we can use the Local Lemma to show that with positive probability none of these events hold. Indeed, fix a vertex v and let U v be the set of all vertices at distance 5 or greater from v. Notice that if u ∈ U v , the neighbors of v and their neighborhoods do not intersect the neighbors of u and their neighborhoods. Since A v only depends on v and its neighbors, B v depends only on v and its neighbors and C v only depends on v, its neighbors and the neighbors of its neighbors, we have that A v is mutually independent of all the 3|U v | events {A u , B u , C u | u ∈ U v }. Similarly B v and C v are mutually independent of all the event {A u , B u , C u | u ∈ U v }. Since there are at most 1 + kC + kC(kC − 1) + kC(kC − 1) 2 + kC(kC − 1) 3 < k 4 C 4 vertices at distance at most 4 from v (including v), we have that the maximum outdegree in the dependency digraph of the 3|V | events is at most 3k 4 C 4 . Since (1/k 5 )·(3k 4 C 4 + 1) < 1/e we get by Lemma 2.1 that with positive probability none of the events hold. We therefore proved Lemma 2.2. We now describe the second phase. We fix a coloring satisfying the three conditions in the statement of Lemma 2.2. For a vertex v, let F (v) denote the set of missing non-transparent colors from its neighborhood. By Lemma 2.2 we know that
We claim that |S(v)| ≤ 4(z − 1). To see this, notice that if |S(v)| > 4(z − 1) this means that there are at least z distinct neighbors of u, each missing a distinct color from their neighborhood, contradicting the third condition in Lemma 2.2. In the second phase we only color the vertices that received transparent colors in the first phase. Let v be a vertex colored with the transparent color. We let v choose a random color from S(v) with uniform distribution. The choices made by distinct vertices are independent (In case S(v) = ∅ we can assign an arbitrary non-transparent color to v). Let v ∈ V be any vertex, and let c ∈ F (v). Let A v,c denote the event that after the second phase, c still does not appear as a color in a neighbor of v. Our goal is to show that with positive probability, none of the events A v,c for v ∈ V and c ∈ F (v) hold. This will complete the proof of Theorem 1.1.
Let T v be the subset of neighbors of v given transparent color in the first phase. By Lemma 2.2 we have |T v | ≥ kγ/(4(2 + γ)). Assuming c does not appear in the neighborhood of v we have that for each u ∈ T v , the color c appears in S(u). Hence,
Now, for v ∈ V , let U v denote the set of all vertices at distance at least 3 from v. Since the event A v,c only depends on v and its (transparent) neighbors, we have that A v,c is mutually independent of all the events A u,c ′ for u ∈ U v and c ′ ∈ F (u). Since the number of neighbors at distance at most 2 from v is at most 1 + kC + kC(kC − 1), including v, and since |F (u)| ≤ 4 for all u ∈ V we have that the outdegree in the dependency digraph of the events is at most 4(1 + kC + kC(kC − 1)) < 5k 2 C 2 . Since (1/k 3 ) · (5k 2 C 2 + 1) < 1/e we get by Lemma 2.1 that with positive probability none of the events of the form A v,c hold. Hence, there is a coloring with the colors {1, . . . , t} such that each color class is a dominating set.
Proof of Theorem 1.2
We shall take the opportunity to prove something slightly stronger than the statement of Theorem 1.2. The random graphs we shall construct to demonstrate the proof of Theorem 1.2 can also have arbitrary large girth. Trivially, dom(G) ≤ |V (G)|/γ(G). Thus, it suffices to prove the following:
Theorem 3.1 Let C > 1 be a fixed real number, and let g ≥ 2. For every ǫ > 0, there exists a k 0 = k 0 (C, g, ǫ) such that for all k > k 0 , there exists a (k, C)-regular graph G with n vertices and
A weaker theorem, in which we only require the graph G to have minimum degree k (i.e. C = ∞) and we do not care about the girth (i.e. g = 2) follows immediately from a result of Alon [1] .
Proof of Theorem 3.1: Put r = 2g + 1. Trivially, we may assume
Let k 0 be the minimal integer satisfying 1.
2.
3. For every k > k 0
4. For every k > k 0
Let k > k 0 and let n = k r . Consider the random graph G(n, p) where p = (1 + ǫ/8)/k r−1 . That is, every edge appears, independently, with probability p. We shall prove the following three lemmas, which, together, supply the required result.
Lemma 3.2 With probability greater than 2/3, G has minimum degree at least k + 1 and maximum degree at most kC.
Lemma 3.3 With probability greater than
Lemma 3.4 With probability greater than 2/3, any two cycles C and C ′ of G having at most g vertices each, are vertex disjoint.
By Lemmas 3.2, 3.3 and 3.4 we know that with positive probability there exists an n-vertex graph G that has minimum degree at least k + 1, maximum degree at most kC, has γ(G) ≥ (1 − ǫ)n ln k/k and any two cycles in G whose lengths are at most g are vertex-disjoint. Thus, we can delete a single edge from each cycle whose length is at most g. The resulting graph is (k, C) − regular (no vertex lost more than one edge), has girth greater than g, and γ(G) cannot decrease when we delete edges. This proves Theorem 3.1 and, consequently, Theorem 1.2.
Proof of Lemma 3.2:
The proof of this lemma is almost trivial, and is based on standard large deviation approximations. For v ∈ V (G), let d v denote its degree in G(n, p). d v is a random variable with the binomial distribution B(n−1, p).
We shall use the large deviation inequality of Chernoff (cf. [2] ) that states that for all a > 0
Using a = kǫ/16 and the last inequality we get, together with (4) , that
As there are n = k r vertices in G we get that with probability greater than 1 − k r /(3k r ) = 2/3, all
Thus, with probability at least 2/3, the minimum degree is at least k + 1 and the maximum degree is at most Ck.
Proof of Lemma 3.3: Let ǫ/2 < α < ǫ be such that t = (1 − α)k r−1 ln k is an integer. By (2) α exists. We must show that with probability greater than 2/3, every subset of t vertices is not a dominating set. Fix X ⊂ V (G) with |X| = t. For v ∈ V (G) \ X, the probability that v is not adjacent to any vertex of X is precisely (1 − p) t . Thus, v is dominated by X with probability 1 − (1 − p) t . Since the edges of G are chosen independently, the probability that |X| is a dominating set is precisely (1 − (1 − p) t ) n−t . As there are
Thus, using the fact that n − t − k r (1 − ǫ) = k r−1 (ǫk − (1 − α) ln k) > 0 that follows from (2), and using (5) and the last inequality we have that
Proof of Lemma 3.4: Let F g be the family of all graphs with at least 4 vertices and at most 2g − 1 vertices, and which have more edges than vertices. Trivially, if a graph G has no element of F g as a subgraph, then all its cycles with lengths g or less are vertex disjoint. Thus, if we can prove that the probability that G(n, p) has an element of F g as a subgraph is less than 1/3, we are done. First, notice that |F g | < 2g · 2 2g 2 as there are at most 2 ( j 2 ) distinct labeled graphs on j vertices. Fix H ∈ F g and let h denote the number of vertices of H and m denote the number of edges of H. Hence, 4 ≤ h ≤ 2g − 1 and m ≥ h + 1. The complete graph on n vertices has less than n h labeled copies of H. For each labeled copy, the probability that it belongs to G(n, p) is precisely p m (1 − p) ( In the last inequality we used the fact that (h + 1)(r − 1) − rh = r − h − 1 = 2g − h ≥ 1. Let n(F g ) denote the number of subgraphs of G isomorphic to an element of F g . By linearity of expectation we get, together with (3) , that
By Markov's inequality, with probability greater than 2/3 we have n(F g ) = 0.
