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WEAK LIMITS IN NON-LINEAR CONDUCTIVITY
PABLO PEDREGAL
Abstract. The problem of characterizing weak limits of sequences of solutions for a
non-linear diffusion equation of p-laplacian type is addressed. It is formulated in terms
of certain moments of underlying Young measures associated with main fields corre-
sponding to the non-linear equation. We show two main results. One is a necessary
condition; the other one a sufficient counterpart. Unlike the linear case, those two
conditions do not match.
1. Introduction
We are concerned here with a typical optimal design problem in conductivity. Such
problems are by now well understood both from an analytical perspective as well as a
practical and computational viewpoints. There is a great amount of literature on this
topic from all important and relevant points of view. Many deep results have been
established in the context of homogenization over the years, particularly in [2], [6],
[11], [12], [13], [19], [20]. From a more applied-oriented viewpoint see for instance [4].
See also [8] for a comprehensive reference to many of the mechanical implications of
homogenization theory. [7] treats the fundamental and difficult gradient constraints.
The situation that we would like to address corresponds to a non-linear conductivity
equation. Although more general situations can be treated under suitable structural
assumptions, to make computations more explicit we will stick to a p(= 4)-laplacian
type equation
(1.1) div [(χ(x)α1 + (1− χ(x))α0)|∇u(x)|
2∇u(x)] = 0 in Ω, u = u0 on ∂Ω.
The design domain Ω ⊂ RN is supposed to be a bounded, Lipschitz domain; u0 furnishes
the boundary datum; αi are two non-negative constants α1 > α0 associated with each
of the non-linear materials at our disposal. The design variable χ(x) is a characteristic
(binary) variable indicating where in Ω to place each of the two materials in fixed global
proportions ∫
Ω
χ(x) dx = r|Ω|, r ∈ (0, 1).
The coefficient χ(x)α1 + (1 − χ(x))α0 yields the non-linear conductivity coefficient of
the mixture. Note that (1.1) admits a unique solution u ∈W 1,4(Ω) if u0 is the trace on
∂Ω of a given u0 ∈W
1,4(Ω).
The choice of χ is made according to a certain functional cost. Since we would like
to focus on the effect of the underlying non-linear state equation (1.1), at this initial
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contribution we will assume the simplest functional cost so that it does not interfere
with the non-linear nature of the state equation in the relaxation process, namely,
I(χ) =
∫
Ω
F(x) · ∇u(x) dx,
where u ∈ W 1,4(Ω) is the solution of (1.1). The field F is also given, and belongs to
L4/3(Ω;RN ). If uj is the corresponding solution of (1.1) for χj , and uj ⇀ u in W
1,4(Ω),
then it is clear that
I(χj)→
∫
Ω
F(x) · ∇u(x) dx.
In this way, relaxation amounts to characterizing possible weak limits of solutions of
(1.1). Understanding these weak limits under the non-linear conductivity law is the
main purpose of this contribution.
More specifically, we would like to address the issue of characterizing weak limits of
sequences of pairs (Uj ,Vj) under the constraints
(1) curlUj = 0, divVj = 0 in Ω for all j;
(2) Vj = (χα1 + (1− χ)α0)|Uj |
2Uj ;
(3) |{χ = 1}| = t|Ω|.
In addition, one can keep in mind to demand uj = u0 on ∂Ω if Uj = ∇uj .
Our two main results provide a necessary, and a sufficient condition that, unfortu-
nately, do not match.
Theorem 1. Suppose (U,V) is a pair of (constant) fields which is a weak limit (in
L2(Ω;R2×R2)) of a sequence as just indicated, corresponding to relative volume fraction
t. Then
γ|U|4 ≤ V ·U,
for
γ =
α1α0
((1− t)α
1/3
1 + tα
1/3
0 )
3
.
For the sufficient condition, consider the function
Ψ(t,U)(x) = (α0|tx+U|
2(tx+U) + α1|(1− t)x−U|
2((1− t)x−U)) · x, x ∈ RN ,
and the related map
Φ(t,U) : R
N 7→ RN , Φ(t,U)(x) = tα1|U−(1−t)x|
2(U−(1−t)x)+(1−t)α0|U+tx|
2(U+tx).
Theorem 2. The triplet (t,U,V) is reachable by lamination if and only if
V ∈ Φ(t,U)(C(t,U)),
where
C(t,U) = {U ∈ RN : Ψ(t,U)(U) ≤ 0}.
For the proof of these two results, we briefly review the linear situation in a way
that can be extended for the non-linear case, at least to derive necessary and sufficient
conditions. This goes directly into formulating the problem in terms of moments of
underlying Young measures ([3], [9], [14], [16], [21], [22]). Our point of view is similar to
the one described in [5], [15]. A fundamental role is played in this regard by the classical
div-curl lemma ([10], [18], [20]).
NON-LINEAR CONDUCTIVITY 3
2. The linear, isotropic, homogenous case revisited
As a preliminary step to introduce the ideas for the non-linear situation, let us consider
the standard problem of the description of weak limits for the linear case, namely
div [(α1χ+ α0(1− χ))∇u] = 0 in Ω, u = u0 on ∂Ω,
where χ ≡ χ(x) is a certain characteristic function in Ω (which is supposed to be a
regular, bounded domain in RN ), further restricted by asking∫
Ω
χ(x) dx = r|Ω|, r ∈ (0, 1).
If we focus on the field
V(x) = (α1χ(x) + α0(1− χ(x)))∇u(x)
and look at the pair (U,V), where U = ∇u, then we know, among other things, that
(1) divV = 0, curlU = 0 in Ω;
(2) (U(x),V(x)) ∈ Λ1 ∪ Λ0 where
Λi = {(u,v) ∈ R
N × RN : v = αiu},
a linear manifold;
(3) the measure of the set
{x ∈ Ω : (U(x),V(x)) ∈ Λ1}
is r|Ω|.
The first two constraints are local in Ω, while the third one, and the Dirichlet boundary
condition for u, are global.
Assume we now have a sequence {χj} of characteristic functions as above. We would
therefore have a sequence of pairs {(Uj ,Vj)} just as we have discussed. We can consider
the corresponding Young measure {νx}x∈Ω. The condition on the manifolds Λi becomes
a condition on the support of each νx, namely
supp (νx) ⊂ Λ1 ∪ Λ0
for a.e. x ∈ Ω, and so we can write
νx = t(x)ν1,x + (1− t(x))ν0,x, t(x) ∈ [0, 1], supp νi,x ⊂ Λi, i = 1, 0.
Since we are going to focus on the local properties, all of our main discussion takes place
around a.e. x ∈ Ω, where x acts as a parameter. To lighten a bit the notation, we are
going to drop the x-dependence, bearing in mind that all objects occurring throughout
our discussion depend on x.
Since the weak limit (in L2(Ω;RN )) (U,V) of (Uj ,Vj) is precisely the first moment
of ν, we have
U = tU1 + (1− t)U0, V = tα1U1 + (1− t)α0U0,
where
Ui =
∫
RN
u dµi(u),
and µi is just the projection of νi onto the first copy of R
N . The differential information
given through the restrictions divVj = 0, curlUj = 0 in Ω, can also be transformed
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into information for the underlying Young measure through the classic div-curl lemma.
Indeed, it is well-known that
U ·V = tα1q1 + (1− t)α0q0, qi =
∫
RN
|u|2 dµi(u), i = 1, 0.
We therefore are led to consider the following first important problem.
Problem 1. Find a characterization of the set of triplets (t,U,V) ∈ [0, 1] × RN × RN
so that
U = tU1 + (1− t)U0, V = tα1U1 + (1− t)α0U0,
U ·V = tα1q1 + (1− t)α0q0,
and there are probability measures µi supported in R
N in such a way that
(2.1)
∫
RN
(u, |u|2) dµi(u) = (Ui, qi), i = 1, 0.
In this particular situation we do know the answer to this problem. It was fully
examined in [5], within this same approach, and it is also a consequence of more general
ideas in homogenization ([19], [20]). We seek to provide a slightly different treatment
that might be extended to the non-linear case. The approach in those other references
cannot be done so. What is true, at any rate, is that qi ≥ |Ui|
2 is the only information
that can be drawn from (2.1).
One of the most striking differences with respect to a non-linear situation relates to
the identity
(2.2) V = tα1U1 + (1− t)α0U0
in the statement of Problem 1. This will, by no means, be so in a non-linear scenario.
In trying to adapt to the difficulties we may encounter in such a non-linear situation, let
us ignore this information, and proceed to use the other pieces of information, namely,
U = tU1 + (1− t)U0, U ·V = tα1q1 + (1− t)α0q0, qi ≥ |Ui|
2.
Instead of using these two equality restrictions, let us introduce two new free variables
U ∈ RN , and c ∈ R, by putting
U1 = U− (1− t)U,U0 = U+ tU, q1 =
1
α1
(U ·V − (1− t)c), q0 =
1
α0
(U ·V + tc),
and then the inequalities become
1
α1
(U ·V − (1− t)c) ≥ |U− (1− t)U|2,
1
α0
(U ·V + tc) ≥ |U+ tU|2.
By eliminating c, we finally have
(2.3) tα1|U− (1− t)U|
2 + (1− t)α0|U+ tU|
2 ≤ U ·V.
What are the conditions on the triplet (t,U,V) so that there is a vector U complying
with this inequality? By considering the function
Φ(U) = tα1|U− (1− t)U|
2 + (1− t)α0|U+ tU|
2
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and computing its absolute minimum at
U =
α1 − α0
(1− t)α1 + tα0
U,
substituting in Φ, we find the condition, after some algebra,
(2.4)
α1α0
(1− t)α1 + tα0
|U|2 ≤ U ·V.
The feasible vectors U are then those in region (2.3) which represents a certain ellipsoid
in RN . The final issue is what among vectors U in this ellipsoid can, in addition, comply
with (2.2) for a given V which together with the pair (t,U) satisfies (2.4). In the linear
situation this is not difficult to check because (2.4) is a linear constraint on U
(2.5) V = tα1(U− (1− t)U) + tα0(U+ tU).
The intersecion of the ellipsoid (2.3) with this linear constraint must be non-empty.
This whole process can be made completely explicit, in this linear situation, if we
incorporate in our discussion from the very beginning the condition (2.5) to eliminate
vector V, and describe everything in terms of (t,U,U). Note that U = U1 − U0 is
related to the direction of lamination, and
U1 = U− (1− t)U, U0 = U+ tU,
V = tα1(U− (1− t)U) + (1− t)α0(U+ tU).
For arbitrary (t,U,U), these formulae provide vectors complying with the two first
equality constraints in Problem (1). Let us focus on the other two conditions. It is clear
that the one involving µi amounts to having qi ≥ |Ui|
2, and the one related to the inner
product can then be expressed as the inequality
U · (tα1(U− (1− t)U) + (1− t)α0(U+ tU) ≥ tα1|U− (1− t)U|
2 + (1− t)α0|U+ tU|
2.
This inequality only involves the three set of variables (t,U,U) knowing that V is given
by the expression above in terms of these three. Going through the algebra in this
inequality with a bit of care, we obtain
(2.6)
(1− t)α1 + tα0
α1 − α0
|U|2 ≤ U · U.
Theorem 3. A triplet (t,U,V) ∈ [0, 1] × RN × RN is a weak limit of a sequence
(χj ,∇uj ,Vj) complying with
uj(x) = U · x on ∂Ω, divVj = 0 in Ω,
Vj(x) = α1χj(x) + α0(1− χj(x))∇uj in Ω,
χj(x) ∈ {1, 0},
∫
Ω
χj(x) dx → |Ω|t.
if and only if
V = tα1(U− (1− t)U) + (1− t)α0(U+ tU)
and (t,U,U) satisfies (2.6).
6 PABLO PEDREGAL
Proof. The necessity part has already been described in the above discussion as a way
to find the constraint (2.6). Let us look at sufficiency.
We proceed in two steps. Suppose first that (2.6) is an exact equality, i.e.
(2.7)
(1− t)α1 + tα0
α1 − α0
|U|2 = U · U.
Set, then, as above
U1 = U− (1− t)U, U0 = U+ tU.
It is elementary to check then that the pairs (U1, α1U1) and (U0, α0U0) are such that
(2.8) (U1 −U0) · (α1U1 − α0U0) = 0.
Indeed, this last identity is another way of writing (2.7). But (2.8) is exactly the re-
quirement to build a first-order laminate with normal direction precisely given by U.
Consider next the general situation. The constraint (2.6) represents a certain ball in
U centered at a multiple of U and radius also depending on U. The important feature
is that, for given (t,U), it represents a convex set for U whose boundary corresponds to
(2.7), i.e. our step one above. In particular, if U lies in the interior of this convex set, it
can be decomposed as a convex combination
(2.9) U = rU1 + (1− r)U0
where each Ui belongs to the boundary of the circle, and r ∈ (0, 1). By step one, each
triplet (t,U,Ui) corresponds to a first-order laminate with volume fraction t, lamination
direction Ui, and corresponding Vi given by
Vi = tα1(U− (1− t)Ui) + (1− t)α0(U+ tUi), i = 1, 0.
But because vectorU is the same for both cases, i = 1, 0, we can further laminate (U,U),
and (V1,V0) with relative volume fraction r, and lamination direction orthogonal to
V1 −V0. This second-order laminate will have a corresponding vector V given by the
convex combination
rV1 + (1− t)V0 = tα1(U− (1− t)U) + (1− t)α0(U+ tU) = V.

Note that because the constraint (2.6) represents a ball through the origen, the de-
composition (2.9) can always be taken as
U = r[(1/r)U] + (1− r)0, U1 ‖ U,U0 = 0.
3. Reformulation and Young measures for the non-linear situation
Consider the problem
div [(α1χ|∇u|
2 + α0(1− χ)|∇u|
2)∇u] = 0 in Ω, u = u0 on ∂Ω,
where χ ≡ χ(x) is a certain characteristic function in Ω, which is supposed to be a
regular, bounded domain in RN , further restricted by asking∫
Ω
χ(x) dx = r|Ω|, r ∈ (0, 1).
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If we focus on the field
V(x) = (α1χ(x)|∇u(x)|
2 + α0(1− χ(x))|∇u(x)|
2)∇u(x)
and look at the pair (U,V), where U = ∇u then we know, among other things, that
(1) divV = 0, curlU = 0 in Ω;
(2) (U(x),V(x)) ∈ Λ1 ∪ Λ0 where
Λi = {(u,v) ∈ R
N × RN : v = αi|u|
2u},
a non-linear manifold;
(3) the measure of the set
{x ∈ Ω : (U(x),V(x)) ∈ Λ1}
is r|Ω|.
The first two constraints are local in Ω, while the third one and the Dirichlet boundary
condition for u, are global just as in the linear counterpart.
Assume we have a sequence {χj} of characteristic functions as above. We would
therefore have a sequence of pairs {(Uj ,Vj)} just as we have discussed. We can consider
the corresponding Young measure {νx}x∈Ω. The condition on the manifolds Λi becomes
a condition on the support of each νx, namely
supp (νx) ⊂ Λ1 ∪ Λ0
for a.e. x ∈ Ω, and so we can write
νx = t(x)ν1,x + (1− t(x))ν0,x, t(x) ∈ [0, 1], supp νi,x ⊂ Λi, i = 1, 0.
As we did earlier, we are going to drop the x-dependence, bearing in mind that all
objects occurring throughout our discussion depend on x. In addition, because of our
definition of the two manifolds, we can also write∫
Λi
Φ(u,v) dνi(u,v) =
∫
RN
Φ(u, |u|2u) dµi(u)
where µi is just the projection of νi onto the first copy of R
N , and Φ is an arbitrary
continuous function.
Since the weak limit (U,V) of (Uj ,Vj) is precisely the first moment of ν, we have
U = tU1 + (1− t)U0, V = tα1V1 + (1− t)α0V0,
where
Ui =
∫
RN
u dµi(u), Vi =
∫
RN
|u|2u dµi(u), i = 1, 0.
The differential information given through the restrictions divVj = 0, curlUj = 0 in Ω,
can also be transformed into information for the underlying Young measure through the
classic div-curl lemma. Indeed, it is well-known that
U ·V = tα1q1 + (1− t)α0q0, qi =
∫
RN
|u|4 dµi(u), i = 1, 0.
We therefore are led to consider the following important problem.
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Problem 2. Find a characterization of the set of triplets (t,U,V) ∈ [0, 1] × RN × RN
so that
U = tU1 + (1− t)U0, V = tα1V1 + (1− t)α0V0,
U ·V = tα1q1 + (1− t)α0q0,
and there are probability measures µi supported in R
N in such a way that∫
RN
(u, |u|2u, |u|4) dµi(u) = (Ui,Vi, qi), i = 1, 0.
To treat this problem, we are naturally led to call to mind the classical algebraic
moment problem.
4. Moment problems
A vector Φ of moments is a finite collections of continuous functions Φ = (φi)i, with
φ1 ≡ 1, defined in a euclidean space R
N (or some other space). The corresponding
matrix Ξ of moments is the tensor product Ξ = Φ⊗Φ with entries Ξij = φiφj . Suppose
µ is a probability measure supported in RN . The vector a and the matrix A defined
through
(4.1) a =
∫
RN
Φ dµ(u), A =
∫
RN
Φ⊗ Φ dµ(u),
are the corresponding vector of moments and Hankel matrix, respectively. Note that a
is the first row and column of A.
Proposition 1. If A and a are the vector of moments and Hankel matrix as in (4.1)
with respect to Φ and a certain probability measure µ, then
(4.2) A ≥ a⊗ a
in the sense of symmetric matrices.
What is quite remarkable is that, sometimes, the condition in this statement is a
characterization of feasible Hankel matrices with respect to probability measures. Most
of the time it is not, and (4.2) is just a necessary condition. See [1], [17].
If we go back to our situation in non-linear conductivity, we take Φ = (1,u, |u|2), and
Ξ = Φ⊗ Φ =

 1 u |u|
2
uT u⊗ u |u|2u
|u|2 |u|2uT |u|4

 .
If µ is a probability measure supported in RN , then we write∫
RN
(1,u, |u|2)⊗ (1,u, |u|2) dµ(u) =
(
1 (U, U)
(U, U)T Q
)
where U ∈ RN , U ∈ R, Q ∈ R(N+1)×(N+1). If µ = µi for i = 1, 0, then we would have∫
RN
(1,u, |u|2)⊗ (1,u, |u|2) dµi(u) =
(
1 (Ui, Ui)
(Ui, Ui)
T Qi
)
.
The conditions on our Problem 2 can be recast in the form
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Problem 3. Find a characterization of the set of triplets (t,U,V) ∈ [0, 1] × RN × RN
so that
U = tU1 + (1− t)U0, V = tα1Q12,1 + (1− t)α0Q12,0,
U ·V = tα1Q22,1 + (1− t)α0Q22,0,
and (
Q11,i Q12,i
QT12,i Q22,i
)
≥
(
Ui Ui
)
⊗
(
Ui Ui
)
, Ui ≥ |Ui|
2, i = 1, 0,
for some Q11,i ∈ R
N×N , Q12,i,Ui ∈ R
N , and Q22,i, Ui ∈ R.
5. Necessary conditions
We can solve explicitly Problem 3. Because the set of triplets in Problem 3 is larger
than those in Problem 2, this will provide necessary conditions that in general will not
be sufficient.
Theorem 4. If (t,U,V) is such that
γ|U|4 ≤ V ·U,
for
γ =
α1α0
((1− t)α
1/3
1 + tα
1/3
0 )
3
,
then matrices Q11,i ∈ R
N×N , vectors Q12,i,Ui ∈ R
N and scalars Q22,i, Ui ∈ R can be
found so that the constraints in Problem 3 hold. The converse is also correct.
Proof. Suppose that the triplet (t,U,V) is given in such a way that
(5.1)
1
α1
(V ·U− (1− t)c) > |U− (1− t)a|4,
1
α0
(V ·U+ tc) > |U+ ta|4,
for a certain vector a and scalar c. Take then U1 and U0, non-negative, so that
|U− (1− t)a|4 ≤ U21 <
1
α1
(V ·U− (1− t)c),
|U+ ta|4 ≤ U20 <
1
α0
(V ·U+ tc).
Take any two vectors u1, u0, in such a way that
V = (1− t)α0[U0(U+ ta) + u0] + tα1[U1(U− (1− t)a) + u1].
Under this identity, there is a vector b such that
1
α1
(V − (1− t)b) = U1(U− (1− t)a) + u1,
1
α0
(V + tb) = U0(U+ ta) + u0.
Finally, take
σ1 =
1
α1
(V ·U− (1− t)c)− U21 > 0, σ0 =
1
α0
(V ·U+ tc)− U20 > 0,
σ1γ1 = |u1|
2, σ0γ0 = |u0|
2, γi > 0.
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and put
Q11,1 = (U− (1− t)a)⊗ (U− (1− t)a) + γ11,
Q11,0 = (U+ ta)⊗ (U+ ta) + γ01,
as well as
U1 = U− (1 − t)a, U0 = U+ ta, a ∈ R
N ,
α1Q12,1 = V − (1− t)b, α0Q12,0 = V + tb, b ∈ R
N ,
α1Q22,1 = V ·U− (1− t)c, α0Q22,0 = V ·U+ tc, c ∈ R.
1 is the identity matrix. It is now elementary to check that, with this choice of matrices,
vectors, and scalars, all of the conditions(
Q11,i Q12,i
QT12,i Q22,i
)
≥
(
Ui Ui
)
⊗
(
Ui Ui
)
, Ui ≥ |Ui|
2, i = 1, 0,
are met. Indeed, by the various choices explained above, we have(
Q11,i Q12,i
QT12,i Q22,i
)
−
(
Ui Ui
)
⊗
(
Ui Ui
)
=
(
γi1 ui
uTi σi
)
,
and this last matrix is positive (non-negative) definite, again by choice of the various
parameters. The other inequality Ui ≥ |Ui|
2 also holds by choice of those values. If
equalities occur in (5.1), by continuity the conclusion is still valid.
On the contrary, it is straightforward to have that Q22,i ≥ U
2
i ≥ |Ui|
4 from the
inequalities. Since we also have
U1 = U− (1− t)a, U0 = U+ ta, for some a ∈ R
N ,
α1Q22,1 = V ·U− (1− t)c, α0Q22,0 = V ·U+ tc, for some c ∈ R,
then (5.1) is correct.
Finally, it is an interesting exercise to conclude that (5.1) is equivalent to the constraint
on (t,U,V) in the statement. Note that (5.1) can be rewritten, upon elimination of c,
in the form
U ·V ≥ tα1|U− (1− t)a|
4 + (1− t)α0|U+ ta|
4.
This process follows the same path as with the linear case. If we consider the function
Φ(U) = tα1|U− (1− t)U|
4 + (1− t)α0|U+ tU|
4,
with the only change on the exponent, the minimum is found to be at
U =
α
1/3
1 − α
1/3
0
(1− t)α
1/3
1 + tα
1/3
0
U.
By substituting this U in Φ, and demanding Φ(U) ≤ U ·V we arrive at the inequality
in the statement. 
This proof also yields an important piece of information. If we recall that vector U
is somehow related to the direction of lamination, once we have that a triplet (t,U,V)
complies with the inequality in the statement, then feasible U’s are those that verify
tα1|U− (1− t)U|
4 + (1− t)α0|U+ tU|
4 ≤ U ·V.
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This is some sort of quartic ellipsoid in RN .
6. Sufficient conditions
For the sufficiency part, let us start by looking at a single, first-order laminate. This
corresponds to taking µi a delta measure µi = δUi . Then the probability measure
µ = tδ(U1,α1|U1|2U1) + (1− t)δ(U0,α0|U0|2U0)
will be a first-order laminate, provided that
(6.1) (α1|U1|
2U1 − α0|U0|
2U0) · (U1 −U0) = 0.
If we let, as above, U = U1 −U0, the direction of lamination, then
U1 = U− (1− t)U, U0 = U+ tU,
and by taking these expressions back into (6.1),
(α1|U− (1− t)U|
2(U− (1− t)U)− α0|U+ tU|
2(U+ tU)) · U = 0.
This is a quartic equation for feasible lamination directions U corresponding to first
moment U with volume fraction t. The associated field V is given by
V = tα1|U− (1− t)U|
2(U− (1− t)U) + (1− t)α0|U+ tU|
2(U+ tU).
Lemma 1. The function
Ψ(t,U)(x) = (α0|tx+U|
2(tx+U) + α1|(1− t)x−U|
2((1− t)x−U)) · x, x ∈ RN
is strictly convex, for arbitrary choices of U ∈ RN , and t ∈ [0, 1].
Proof. Just notice that x = (tx+U) + ((1 − t)x−U), and so
Ψ(t,U)(x) = α0|tx+U|
4 + α1|(1− t)x−U|
4 + (α1 + α0)((1 − t)x−U) · (tx+U).
Each one of these three terms is a strictly convex function of x. 
Lemma 1 ensures that the set Ψ(t,U)(U) ≤ 0 is a strictly convex set for every possible
selection of U and t. So if U is such that Ψ(t,U)(U) < 0, it can be decomposed as a
convex combination (in a non-unique way) U = rU1+ (1− r)U0 for some r ∈ (0, 1), and
in such a way that Ψ(t,U)(Ui) = 0 (for the same values of U and t). In this way, if we
further set
(6.2) Vi = tα1|U− (1− t)Ui|
2(U− (1− t)Ui)+ (1− t)α0|U+ tUi|
2(U+ tUi), i = 1, 0,
then the probability measure
rδ(U,V1) + (1− r)δ(U,V0)
is a laminate, because trivially (U−U) · (V1 −V0) = 0, and for
U(1,i) = U− (1− t)Ui, U(0,i) = U+ tUi, i = 1, 0,
the two probability measures
tδ(U(1,i) ,α1|U(1,i)|2U(1,i)) + (1− t)δ(U(0,i) ,α0|U(0,i)|2U(0,i)),
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can also be laminated precisely because Ψ(t,U)(Ui) = 0. Altogether the probability
measure
rtδ(U(1,1) ,α1|U(1,1)|2U(1,1)) + r(1− t)δ(U(0,1) ,α0|U(0,1)|2U(0,1))
+(1− r)tδ(U(1,0) ,α1|U(1,0)|2U(1,0)) + (1− r)(1− t)δ(U(0,0) ,α0|U(0,0)|2U(0,0))
is a second-order laminate for the triplet (t,U,V) where
V = rV1 + (1− t)V0,
and Vi are given in (2.2).
Theorem 5. Consider the map
Φ(t,U) : x 7→ V = tα1|U− (1− t)x|
2(U− (1− t)x) + (1− t)α0|U+ tx|
2(U+ tx),
and the set
C(t,U) = {U ∈ RN : Ψ(t,U)(U) ≤ 0}.
The triplet (t,U,V) is reachable by lamination if and only if
(6.3) V ∈ Φ(t,U)(C(t,U)).
Moreover, when a triplet satisfies this condition, it can always be reached by a second-
order laminate.
Proof. According to our previous discussion, vector V should belong to the convex hull
of the image under Φ(t,U) of the boundary of C(t,U), i.e. the set of vectors where
Ψ(t,U) = 0. Let us study the structure of the map Φ(t,U) to check that indeed
(1) Φ(t,U)(C(t,U)) is a convex set;
(2) ∂Φ(t,U)(C(t,U)) = Φ(t,U)(∂C(t,U)).
It is immediate to rewrite
Φ(t,U)(x) = (tα1|U−(1−t)x|
2+(1−t)α0|U+tx|
2)U+t(1−t)(α0|U+tx|
2−α1|U−(1−t)x|
2)x.
For a real constant k, the set where
α0|U+ tx|
2 − α1|U− (1− t)x|
2 = k
represent, when they are non-empty, concentric circles with a center depending on U
and the other parameteres of the problem, and a certain radius also depending on these
parameters. For points on these sets, the image under Φ(t,U) is given by
α1|U− (1− t)x|
2U+ k(1 − t)U+ t(1− t)kx.
Without the first term, it would be a translated homotetic circle. That first term changes
the “center” of the image with x according to the factor |U− (1− t)x|2, but the image
will still be a convex, deformed ball. This information, together with the smoothness of
the map, implies both claimed properties above.
Our same discussion prior to the statement of this result, implies that if the triplet
(t,U,V) complies with property (6.3) in the statement, then it can be obtained by a
second-order laminate. On the contrary, the convexity of all sets involved implies that
higher-order laminates cannot produced triplets not verifying that same condition. 
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