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RESUMEN 
Las técnicas de 1-edes ~ietrronales on una de las técnicas objetivas nids utilizo- 
das en el reconocimiento uzrtonidtico de patrones y e11 la clasificación de &tos 
de seizsores remotos. Estos técnicas son zitiles e17 el ariálisis no liizenl de lospro- 
cesos atmosféricos. ,511 este articulo se mostl-crrá elproceso de diseco, C O I ~ S ~ ~ L I C -  
ciórz, erztrei7uniierzto y aplicación de dos t@os de redes con diferente tipo de en- 
tr-eenanf iento (szcpewisado y no supervisado) o u170 imagen procedeiite del saté- 
lite NOAA-TIROS. A cada «pixel» de la imagen se le asigna16 de forma 
autonzdtica tti7 valor que representa: tierra, niar o la clase de izzibe a la qtlepeiA- 
tenece si es tr17 «pixel» nuboso. 
1. Introducción 
Entre las razones de la amplia utilización de las redes neuronales, se pueden destacar las siguientes: 
Teóricamente pueden determinar cualquier función, por lo que son adecuadas en aplicaciones que 
no son fácilmente desciitas analíticamente. 
Excepto los patrones de entrada, no es necesario suministrar informaciói~ adicional. 
Se pueden aplicar a cualquier tipo de patrones y a cualquier tipo de datos. 
* Se obtienen buenos resultados con datos ruidosos, corno los encontrados frecuet~tetnente n meteo- 
rología. 
IV SIMPOSIO NACIONAL DE PREDICCIÓN 
No se hacen hipótesis acerca de la distribución estadística de las variables de entrada. 
Después de entrenadas son extremadamente rápidas y fácilmente implementables en arquitecturas 
paralelas. 
Hay cientos de diferentes modelos de redes neuronales descritos en la literatura. Las redes difieren 
unas de otras en la topología y en el tipo de entsenamiento. De entre todos ellos hemos seleccionado dos re- 
des: una con entrenamiento supervisado (descrita en el apartado 2) y otra con entrenamiento no supervisado 
(descrita en el apartado 3). 
2. Entrenamiento supervisado (Perceptrón Multicapa) 
En el proceso de entrenamiento de las redes de este tipo, se utilizan patrones conocidos y ya clasifíca- 
dos. Dentro de las redes con entrenamiento supervisado, la más utilizada es el Perceptrón Multicapa usando 
en el entrenamiento un algoritino de retropropagación. 
2.1. Topología 
Consta de una capa de entrada, una o varias capas escondidas y una capa de salida. El número de neu- 
ronas que constituyen cada capa debe adaptarse a cada problema. 
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Fig. l .  Diagralna de la topología del Perceptrón Mtrlticnpn 
Cada neurona de la capa escondida (x'J o de la capa de salida (y$ tiene como entradas las neuronas de 
la capa anterior. E1 valor de salida de cada neurona esta representado por las siguientes funciones: 
donde w, y w 'k, son los pesos, que se determinarán en el proceso de entrenamiento y f () es la función de acti- 
vación. 
2.2. - Función de activación 
Como función de activación se emplean nor- 
malmente funciones continuas, crecientes, diferen- 
ciables y no lineales. La más utilizada es la función 
sigmoide binaria, debido a que la relación existente 
entre el valor de la función en un punto y su deriva- 
da, evita el cálculo de la derivada. 
La función sigmoide binaria tiene como sali- 
da valores entre O y 1. 
f ( 4  = gf (x) [ 1 -f (x)] í41 Fig. 2. Fz~nción sigmoide binaria con o = 1 
En algunos casos puede ser más adecuado utilizar la función sigmoide bipolar, cuyo rango de salida 
esta comprendido entre -1 y 1. 
2.3. Algoritmo de  entrenamiento (BACKPROPAGATION) 
El algoritmo de entrenamiento por retropropagación, es un algoritmo iterativo por descenso del gra- 
diente diseñado para minimizar el error cuadrhtico inedio entre la salida real del Perceptrón Multicapa y la 
salida deseada. Consta de los siguientes pasos (asumireinos una función de activación sigmoide binaria que 
simplifica el cálculo de las derivadas): 
Paso l.-Inicializar Pesos y Umbrales 
Todos los pesos y umbrales de los nodos se inicializan con valores aleatorios pequeños. 
Paso 2.-Presentar la entrada y las salidas deseadas 
Se presenta un vector de entrada (xo, x l ,  ......, XN-I) y la salida deseada (do, d l ,  ...., dWI).  Si la red se usa 
como un clasificador, todas las componentes de cada vector salida son O excepto la componente (o compo- 
nentes) que corresponde al patrón de entrada que se fija a 1. 
Paso 3.-Cálculo d e  las salidas reales 
Usando las funciones sigmoides para cada neurona y a través de la topología de la red se calculan las 
salidas b o , y i ,  .....,y,,,-,) 
Paso 4.-Adaptación de  los pesos 
Se utiliza un algoritmo recursivo empezando en los nodos de salida y trabajando hacia atrás hasta lle- 
gar a la primera capa escondida. 
Se ajustan los pesos mediante la siguiente fórmula (descenso del gradiente): 
wli ( t  + 1) = iv, ( t )  + ~/r)2~;  
donde: 
w,(t): es el peso desde el nodo i-ésiino escondido en el instante t (o el peso desde una entrada) al nodo j-ési- 
mo. 
x :  es la salida del nodo i-ésiino (o es una entrada). 
7: es un término de ganancia comprendido entre O y 1. Normalmente se usan valores pequeños, siendo 
conveniente hacer pruebas de convergencia y estabilidad con varios valores. 
6,: es un término de elror para el nodo j :  
a) Si el nodo j es un nodo de salida, entonces: 
donde 4 es la salida deseada del nodo j ej3 es la salida real obtenida por la red. En la fórmula [8] )?(l-yj) es 
la derivada de la función de activación, si se desea emplear otra f~~nc ión  de activación sería necesario susti- 
tuir este factor por la derivada de la función de activación empleada. El uso de funciones como la sigmoide, 
en las cuales el valor de la función y su derivada están relacionados, permite acelerar el algoritmo de entrena- 
miento evitando hacer cálculos adicionales. 
b) Si el nodo j es un nodo interno escondido, entonces: 
donde k es el índice que recorre todos los nodos de la capa por encima del nodo j. 
Cuando hay problemas de convergencia es conveniente añadir un término de momento (efecto de me- 
moria del cambio en el paso anterior) que evite que el proceso quede atrapado en algún mínimo local de la 
fi~nción de eiror. En este caso la actualización de los pesos se realiza mediante la fórmula: 
donde O<a< 1. 
Paso 5.- Repetir el proceso desde el paso 2 Iiasta que el error o los cambios en los pesos sean despre- 
ciables 
2.4. Procedimiento operativo d e  entrenamiento del Perceptrón Miilticapa 
El esquema operativo para la construcción de la red, constará de las siguientes fases: 
Fase l.-Selección de los patrones de entrenamiento 
Se seleccionan un conjunto de patrones de entrada (xo,xl, ......, X,V-1) y SUS correspondientes salidas de- 
seadas (do, dl ,  ...., d,,,-,). Este conjunto de patrones disponibles se divide en un conjunto de entrenamiento y 
un conjunto de test. 
Fase 2.-Aplicar iterativamente el algoritmo de entrenamiento («BACKPROPAGATZON))) a to- 
dos los patrones 
Se aplica el algoritmo de entrenamiento a cada uno de los patrones del conjunto de entrenamiento. Una 
vez pasado el algoritmo a todos los patrones del conjunto de entrenamiento, se calcula el eil-or total corres- 
pondiente a esa iteración pasa el conjunto de entrenamiento. El proceso de iteración se repite hasta que el 
error total de una iteración es menor que una cantidad prefijada, o hasta que éste se estabiliza. En este mo- 
mento se salvan los pesos. 
Con los pesos obtenidos en el paso anterior se aplica la red al conjunto de patrones que resewamos 
como conjunto de  test. Si el error cometido al aplicar la red al conjunto de test es del orden del que obtuvimos 
al aplicar el algoritmo de entrenamiento al conjunto de patrones de entrenamiento, se considera que la red 
tiene un comportamiento adecuado. Si no, sería necesario repetir el proceso variando la topología, la función 
de activación, el algoritmo de entrenamiento o el tipo de red. 
2.5. Aplicación a una imagen TIROS 
La topología utilizada consta de una capa de entrada con 5 neuronas (brillo bandas 1 y 2, y temperatura 
bandas 3 ,4  y 5), una capa escondida de 5 neuronas y una capa de salida con 6 neuronas (mar, tierra, nubosi- 
dad, nubes medias, nubes bajas y nubes de desarrollo). 
Fig. 3. Inzager~ del satélite TIROS 01-iginal 
El conjunto de entrenamiento se construyó capturando para cada «pixel» los valores de brillo de las 
bandas 1,2 y de las temperaturas de las bandas 3 ,4  y 5 sobre una zona pequeña (situada en la costa de Astu- 
rias que contenía todo tipo de patrones) de una imagen TIROS. Los valores de las correspondientes neuronas 
de salida se fijaron utilizando los valores asignados a la nubosidad por una máscara nubosa desarrollada en la 
Sección de Satélites, en el caso de que el «pixel» fuera despejado se le aporto información adicional sobre si 
ese punto era tierra o mar. Una vez entrenada la red se aplicó al área global con los resultados mostrados en la 
Fig. 4; cada una de las imágenes que constituyen dicha figura es el resultado de aplicar un realce a cada una 
de las neuronas de salida. Por ejemplo, en la Fig. 4.a) cuando la neurona de tierra despejada tiene un valor su- 
perior a 0,94 se le asigna el valor de brillo 250 y O en el resto de los casos. 
IV SIMPOSIO NACIONAL DE PREDICCION 
Fig. 4. I~nhge~zes resultantes de asigllnr* valores de brillo a las d(fere11tes ~iecrrorzas. a) Tierra despejada, 
b) nt~bosidad, c) nz~bes de desarrollo, d) iizrbes medias 
3. Entrenamiento no supervisado. Mapas Topológicos Autoorganizativos (Mapas de Kohonen) 
En este tipo de redes, en el proceso de entrenamiento no es necesario disponer de información «a prio- 
ri» o tener clasificados los patrones del conjunto de entrenamiento, siendo el propio proceso de entrenamien- 
to el que produce la clasificación. 
3.1. Algoritmo para prodiicir Mapas 
Topológicos Ai~toorganizativos 
(Mapas de Kohonen) 
La Topología de los Mapas de Kohonen pue- 
de verse en la Fig. 5. 
Consta de una capa de entrada y una capa de 
salida. En la capa de entrada se introducen los va- 
lores de los datos y se calcula la salida de cada neu- 
rona como producto escalar de los pesos de cada 
neurona por los valores de la capa de entrada. Des- 
pués de entrenada, la salida para cada patrón es una 
matriz de distancias del patrón de entrada a los 
vectores peso de cada neurona. La disposición del 
mapa topológico como matriz permite fijar el cri- 
Fig. 5. Topologíci de 1/11 Mnya de Kohonell terio de vecindad, ya que las salidas (distancias) de 
una neurona y las neuronas cercanas son silnilares. La interpretación de la matriz de salida puede ser todo 
lo coinpleja y exhaustiva que se desee, teniendo siempre en mente la interpretación geométrica de la red 
como conjunto de distancias del patrón de entrada a los vectores de peso de las neuronas; éstos tienen la 
propiedad de hacer mínimo el error total sobre el conjunto de entrenamiento. El algoritmo de entrenamien- 
, 
to es el siguiente: 
Paso l.-Inicializar los pesos 
Se inicializan los pesos desde las N entradas a los Mnodos de salida con valores aleatorios pequeños. 
Se establece el radio inicial de vecindad. 
Paso 2.-Presentar nuevo patrón d e  entrada 
Paso 3.-Cálculo d e  la distancia a todos los nodos 
Se calculan las distancias 4 entre la entrada y cada nodo j de salida usando 
donde 
xi(t) es la entrada al nodo i en el instante t y 
wv(t) es el peso desde el nodo de entrada i al nodo de salida j en el instante t. 
Paso 4.-Seleccionar el nodo d e  salida con mínima distancia 
Se selecciona el nodoj* con 4 mínima. 
Paso 5.-Actrializar los pesos del nodo j* y sus vecinos 
Se actualizan los' pesos para el nodo j* y todos los nodos dentro del radio de vecindad definido por 
NEj*(t) (disminuye al iterar). 
Los nuevos pesos son: 
para cadaJ E NEj*(t) y para cada componente O I i I N-  1 
Los términos ~ ( t )  y NE,*(t) disminuyen con el tiempo; q(t) es un término de ganancia (O < ~ ( t )  < 1) 
Paso 6:  Repetir desde el paso 2, hasta que q(t) y NEj*(t) sean próximos a cero 
3.3. Aplicación a una imagen TIROS 
Se escogió como conjunto de entrenamiento la imagen TIROS utilizada en el apartado 2.5 con resolu- 
ción -1 0 (extraer un «pixel» de cada 10 de la imagen original); utilizando los valores de las cinco bandas de 
la imagen como componentes de los vectores de entrada. Se aplicó el algoritino de la red de Kolionen al con- 
junto de entrenamiento y se salvaron los pesos resultantes (vectores de la red). La Fig. 6 lia sido generada 
asignando como valor de brillo a cada «pixel» de la imagen el índice del vector con distancia mínima, y apli- 
cando posteriormente un realce de color que 110s permita diferenciar los patrones. 
Tanto este apartado coino el 2.5 han sido iniplementados en entorno McIDAS. 
4. Conclusiones 
Fig. 6. Irnc~gen TIROS clc~~sificacl~~ 111 ediarlte un mapa de Kohorie~i 
Los resultados obtenidos iiidican que las redes neuroi-iales son adecuadas para clasificar cada «pixel» 
de la iinagen, teniendo de esta forma una aplicación ininediata en teledetección. Además, estas técnicas son 
un posible camino para integrar iiiforinacióii procedente de distintos sistemas de observacióil y obtener in- 
forinación adicional. 
Las redes neuronales son generalizables a otro tipo de clasificaciones de patrones meteorológicos. 
El Iiecho de usar funciones de activación 110 lineales nos perinitirá aplicarlas en la descripción de pro- 
cesos no lineales. 
Su aplicacióil requiere un conocimie~~to adecuado del problema físico bajo estudio, para evitar que 
probleinas asociados a este tipo de técnicas coino pueden ser la existencia de iníniinos locales, efectos de pa- 
rálisis, etc.; nos inipidan obtener los resultados óptirnos. 
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