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Contributions to Theory of Few and Many-Body Systems in Lower Dimensions
Tianhao Ren
Few and many-body systems usually feature interesting and novel behaviors com-
pared with their counterparts in three dimensions. On one hand, low dimensional
physics presents challenges due to strong interactions and divergences in the pertur-
bation theory; On the other hand, there exist powerful theoretical tools such as the
renormalization group and the Bethe ansatz. In this thesis, I discuss two examples:
three interacting bosons in two dimensions and interacting bosons/fermions in one
dimension. In both examples, there are intraspecies repulsion as well as interspecies
attraction, producing a rich spectrum of phenomena. In the former example, a univer-
sal curve of three-body binding energies versus scattering lengths is obtained efficiently
by evolving a matrix renormalization group equation. In the latter example, exact so-
lutions for the BCS-BEC crossover are obtained and the unexpected robust features in
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Life in lower dimensions is qualitatively different from that in three dimensions. From the few-body
aspect, there is no threshold for attractive interaction to produce a bound state out of two particles.
There is no Efimov effect [27, 26] for three resonantly interacting particles, thus a single quantity such
as the binding energy of the shallow dimer is sufficient for the description of the few-body universality.
From the many-body aspect, thermal fluctuations are enhanced since the reduced dimensionality
makes the integration over the Bogoliubov 1/k2 law logarithmically or linearly divergent. This rules
out spontaneously broken continuous symmetry for systems with short-ranged interactions in lower
dimensions, known as the Hohenberg-Mermin-Wagner theorem [70, 46]. Likewise, perturbation theory
breaks down in lower dimensions, and electronic transport is blocked by random disorder, both are
result of similar divergences. Density wave states are favored in lower dimensions since Fermi surface
nesting is more prominent. Landau theory of Fermi liquids breaks down in lower dimensions since
electronic degree of freedom fractionalizes into charge and spin degrees of freedom with different
velocity of propagation, giving rise to a new universality class of quantum liquid known as Tomonaga-
Luttinger liquid [43]. The novel features of low dimensional physics have attracted a great deal of
research interest and become one of the central topics in condensed matter physics.
Although the theory of few and many-body systems in lower dimensions poses challenges due to
strong interactions and divergences, there are powerful theoretical tools to deal with a number of
interesting model systems. For few-body theory, effective field theory and nonperturbative renormal-
ization have supplemented the conventional approach of directly solving the Schro¨dinger equation; For
many-body theory, bosonization is developed to describe the universality class of Tomonaga-Luttinger
liquid, Bethe ansatz technique is extensively generalized and applied to a wide range of one dimensional
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models, and numerical techniques such as quantum Monte-Carlo and density matrix renormalization
group are successfully implemented to give out low energy properties with high accuracy. Nowadays,
theoreticians are equipped with numerous results and tools to explore the world of low dimensional
physics. Also the situation of model systems in lower dimensions as a playground for theoreticians to
test ideas and gain insights has been changed recently, due to experimental realizations of quasi-one
and two dimensional systems in semiconductor quantum well structures, confined cold atom gases and
organic compounds. As a result, the theory of low dimensional systems has gained reignited interest
and been confronted with real-world tests and applications.
In this thesis, we make several contributions to the theory of few and many-body systems in lower
dimensions. In chapter 2 we investigate the few body physics of three interacting bosons in two
dimensions. The bosons are classified in two species, where the interaction between same species is
repulsive and between different species is attractive. Instead of solving variants of the Schro¨dinger
equation or integral equations for the scattering amplitude, a matrix renormalization group equation
is derived and efficiently evolved to search for possible three-body bound states for the system under
study. Only one trimer is found and its binding energy 
(3)
b is determined for a wide range of scattering







b is the binding energy of the shallow dimer) is found, which depends only on the
scattering lengths but not on the microscopic details of the interactions.
In chapter 3, we introduce a new type of models for two-component systems in one dimension
subject to Bethe ansatz analysis. The intraspecies interaction c1 is repulsive and the interspecies
interaction c2 is attractive, and they are tunable via Feshbach resonances. This type of models
interpolates between the Lieb-Liniger model and the Yang-Gaudin model, and its integrability is
obtained by fine-tuning the resonant energies. There are two interesting regimes of this type of
models, showing different behaviors. In the regime with c1 > c2, the ground state is a Fermi sea of
two-strings, where the Fermi momentum Q is constrained to be smaller than a certain value Q∗, and
it provides an exactly solvable model of BCS-BEC crossover in one dimension. In the other regime
with c1 < c2, the ground state is a single bright soliton even for fermionic atoms, which reveals itself
as an embedded string solution.
In chapter 4, we develop a comprehensive semiclassical theory of solitons in one dimensional
systems at BCS-BEC crossover. The exact solutions in chapter 3 show robust features of the low
energy excitation spectra along the whole crossover, for example, the minimum energy of the S = 1/2
excitation remains exactly at kF = pin/2, where nmF (mF is the mass of the fermionic atom) is
the total mass density of the system. Our semiclassical theory explains them as a result of a special
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feature of one dimensional systems that the conventional quasiparticle is not stable with respect to
soliton formation, thus their validity is beyond integrability. The proposed semiclassical theory agrees
quantitatively with the exact solutions on both the deep BCS and deep BEC side and describes
qualitatively the smooth crossover. Besides, it resolves the inconsistency of existing semiclassical
theory with the exact solution of soliton-like S = 0 excitations on the deep BCS side by a new
proposal of soliton configuration.
3
Chapter 2
Three-Boson Bound States in Two
Dimensions
2.1 Introduction
The conventional approach to the quantum three-body problem in three dimensions is introduced
by Skorniakov and Ter-Martirosian for three fermions in the zero-range-interaction limit [96]. They
derived an integral equation for the scattering matrix between an atom and a weakly bound dimer














where T3 and T2 are the T -matrix for atom-dimer and atom-atom scatterings respectively. It was
then recognized by Danilov [17] that the Skorniakov-Ter-Martirosian equation gives a spectrum that
is not bounded from below if applied to the case of three identical bosons. This pathology was then
resolved by Efimov [27, 26]. He showed that in the resonant limit that the two-particle scattering
length a → ±∞, there is a condensation of three-particle bound states at the scattering threshold,








, n→ +∞, (2.2)
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where the consecutive binding energies have a universal ratio e−2pi/s0 ≈ 1/515. This shows that in
addition to the two-body parameter such as the scattering length a, we need to introduce yet another
three-body parameter, which can be taken as the scale κ∗. More surprisingly, there are three-particle
bound states even in the absence of two-particle bound state, which are referred to as the Borromean
halos. These and other related three-body phenomena are collectively referred to as the Efimov
physics, and they can be understood naturally from a renormalization group perspective [9, 45, 5].
In two dimensions, it is now known that there is no Efimov effect in the sense that there is no
condensation of three-particle bound states or any Borromean halo [5]. As a result, there is no need to
introduce any three-body parameter and the binding energy of any possible few-particle bound state is
proportional to the binding energy of the shallow dimer. For example, there are only two three-particle
bound states with binding energies 
(3)




b (2) = 1.27
(2)
b for identical bosons with
zero-ranged potential [13, 12]. It is then worthwhile to generalize the scheme to more complicated
systems with possible new universal features. In fact, the universal properties of three-body systems
in two dimensions are readily explored in mass-imbalanced systems [6, 7, 8] and for charged particles
[14, 34]. Furthermore, it is of particular interest to study systems with interspecies attraction as well
as intraspecies repulsion, where few-body bound states plays an important role in determining the
nature of the ground state. A primary example is provided by the exciton Bose-Einstein condensates
in GaAs-based quantum well structures [18, 102, 54, 19], where there are two kinds of bright excitons
with spin projection Jz = ±1 to the structural axis. The same spin projections repel each other and
the opposite spin projections attract each other [72, 73, 15], as shown in Fig (2.1).
Figure 2.1: Excitons in GaAs-based quantum well structures. The excitons with spin projection
Jz = ±1 are optically active, thus they are referred to as the bright excitons. The coupling between
opposite spins is attractive, leading to a shallow dimer, and the coupling between like spins is repulsive.
For these bright excitons in quantum wells, formation of few-body bound states is the possible
route to the instability of the condensates. A similar instability in three dimensions is resolved by
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Petrov [79], whereas such instability in two dimensions is only approached from the condensation
side on the mean-field level [80]. To gain a more quantitative understanding, analysis of the fate of
few-body bound states is inevitable. As a first step toward such analysis, we consider three interacting
bosons in two dimensions [87]. The interactions between particles are short-ranged, and we model







This is suitable for excitonic systems in quantum well structures, where the short-ranged exchange
interaction is much stronger than the direct dipole-dipole interaction [101]. We then label the three
particles with numbers - particle 1 and particle 2 are of species a and repel each other; while particle
3 is of species b and attracts the other two particles. To avoid unnecessary complications, we choose













where the two-dimensional δ-function is understood to have a finite radius r0 as in Eq. (2.3). λ1 > 0
and λ2 > 0 represent the repulsive and attractive couplings, whose low energy scattering lengths are














where C = 0.577 · · · is the Euler constant and we have the relation that α<  r0  α>.
Short-ranged interactions in two dimensions is well-known to present logarithmic poles in the












2 is the momentum associated with the two-particle energy. The binding energy 
(2)
b of
the two-particle bound state can be determined from Eq. (2.6) as the point at which the scattering














The corresponding pole for the repulsive potential occurs at momentum |k|  1/r0, which is beyond
the logarithmic pole approximation, and must be disregarded in the calculation as a spurious solution.
In this chapter, we will show that the system under consideration support at most one three-
particle bound state. We will also determine the three-particle bound state energies 
(3)
b for a wide




b with no reference
to microscopic details. This chapter is organized as follows. In Sec. 2.2 we introduce the parameteriza-
tion scheme of the problem, and give the formal solution to the resulting one-dimensional Schro¨dinger
equation via a boundary-matching-matrix technique. We also introduce a convenient running basis
to the problem, which is suited for numerical implementations. In Sec. 2.3 we give out the explicit
solutions for zero and nonzero angular momenta separately. Large scale behaviors are analyzed analyt-
ically and three-particle binding energies are calculated numerically. Finally in Sec. 2.4 we summarize
the results and compare our methods with existing ones. Some technical details are relegated to the
appendices.
2.2 Formalism
2.2.1 Parameterization of the Configuration Space
For the configuration space of the system under consideration, we use the Faddeev parameterization
with Jacobi coordinates [29] (see Fig. 2.2)
r12 = r1 − r2, ρ3 = (r1 + r2 − 2r3)/
√
3. (2.8)




 = rN , N2 = 1. (2.9)
This spherical separation enables us to assign a discrete set of angular level labels j for the wave
function Φ = (Φ0,Φ1, · · · )T , due to the fact that the angular momentum operator is compact [24, 22].
Usually, the angular part of four dimensional vector is represented in terms of hyperspherical
coordinate Ω in the literature [53, 21, 20, 90], where Ω is a set of three hyperangular coordinates needed
to describe the surface of a four dimensional hypersphere. With the hyperspherical coordinates, the
7
Figure 2.2: Faddeev parameterization of the configuration space of the system under consideration.
(2j + 1) states of the level labeled by j are all subject to influence of the interaction potential. As
a result, for inclusion of N levels in the numerical calculation, the number of states needed scales as
N2, which results in slow convergence and is a serious numerical burden for large value of N . Here














With the Hopf coordinates, as will be shown later, out of the (2j + 1) states of level labeled by j at
most two states are affected by the interaction potential. This changes the square dependence to a
linear dependence on the number of included levels, resulting in a faster convergence and making the
numerical procedure more reliable.
Substituting the above parameterization of the configuration space into Eq. (2.4), the full Laplacian
operator can be calculated using the covariant form
∇2 = 1√
g
∇i√ggij∇j , g = det gˆ, (2.11)













The result is a sum of the radial term and the angular momentum term











where the angular momentum operator is











Figure 2.3: Projecting the configuration space onto the three-dimensional sphere. The north pole n1
corresponds to the repulsion and the other two poles n2,3 correspond to the attraction.
For the interaction terms, we first project the configuration space onto the three-dimensional unit
















(1− n · n1), |ri3|2 = r
2
2
(1− n · ni+1), i = 1, 2. (2.16)
The short-ranged interactions are modeled as contact interaction with finite radius r0, thus the δ




















δr(1− n · n′) (2.17)
In fact, this particular form of the cut-off via finite radius is not unique, but only observable values








µiδr(1− n · ni), (2.18)
where µ1 = λ1 and µ2,3 = −λ2 are the repulsive and attractive coupling constants respectively, and
the scale dependent δ-function defined in Eq. (2.17) takes care of the finite radius. Finally, we obtain














Φ = Φ, (2.19)
where the effective potential operator Uˆ(r) is a sum of the angular momentum operator defined in
Eq. (2.14) and the interaction term defined in Eq. (2.18):
Uˆ(r) = 4Lˆ2 + r2Vˆr(n). (2.20)
Under the Hopf coordinates, the separation of variable for an angular function F (x, φ1, φ2) with
desired symmetry is
F (x, φ1, φ2) = f(x)e
im1φ1+im2φ2 , (2.21)
For free motions, the eigenstates are labeled by the quantum number set (j,m1,m2), where j(j+1) is
the eigenvalue of operator Lˆ2, and m1,2 are integer numbers. The interaction term makes the states
deviate from free motion, we then replace the operator 4Lˆ2 with the effective potential operator
Uˆ(r) = 4Lˆ2 + r2Vˆ (r) in Eq. (2.20). Consequently, we replace the quantum number j with effective
potential u(r), where u(r) is the eigenvalue of operator Uˆ(r), while keeping the quantum numbers
m1,2 intact. The rotation on the four dimensional sphere will mix states with different set of (m1,m2),
but the total angular momentum m = m1 +m2 is a good quantum number because its corresponding













For each m the Hilbert state is characterized by the three-dimensional angular momentum j (integer
for even m and half-integer for odd m). Also the bosonic symmetry of the system require the following
symmetry property of the eigenfunction Φ(n):
Φ(nx, ny, nz) = Φ(−nx, ny, nz). (2.23)
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The separation of variable scheme in accordance with Hopf coordinates described above enables
us to consider different angular momentum m separately. For each fixed m, the three δ-functions
in the interaction potential can affect at most three states for each level labeled by j. Because we
are considering a bosonic system, only symmetric states are physical, which leaves us at most two
affected states for each level labeled by j, all the other states can be ignored because they belong to
the space orthogonal to the possible physical bound states (see Fig. 2.4 for an illustration). In short,
Hopf coordinates is such a choice that enables us to identify the relevant states directly, instead of
representing them as a sum of many hyperspherical harmonics, thus it greatly reduces the numerical
effort. Also, as we will show in later sections, only the sector with zero angular momentum hosts the
possible bound state.
Figure 2.4: Schematic diagram for eigenstates of several low-lying levels within the zero angular
momentum sector, where ui = 4νi(νi+ 1) is the eigenvalue of the effective potential operator Uˆ(r). In
(a) with νi = i, it is just the eigenvalue of angular momentum operator Lˆ
2; In (b), only attraction is
included and only one state is altered for each level, the other unaltered states are denoted as dashed
lines; In (c), both attraction and repulsion is included, and unaltered states are still denoted as dashed
lines.
2.2.2 Solution of the One-Dimensional Schro¨dinger Equation
After the effective potential operator Uˆ(r) is obtained, we are left with the problem of solving the
one-dimensional matrix Schro¨dinger equation (2.19). Naive approach to this radial equation is to
numerically solve Eq. (2.19) by limiting the basis to N functions, but it is practically inaccessible
due to the exponential instability of the wave function even if one of the N boundary conditions or
energies is not chosen correctly. Thus we choose another approach [34], converting the Schro¨dinger
equation (2.19) into a first order nonlinear differential equation for the boundary-matching-matrix








Then the differential equation of Λˆ(r) is obtained by requiring the invariance of Eq. (2.24) with respect









































Finally refer back to definition of Λˆ, which is Eq. (2.24), and we obtain the radial equation, which is
a matrix renormalization equation:
dΛˆ
d ln r
= r2− Uˆ(r)− 2Λˆ + Λˆ2. (2.28)
The advantage of the boundary-matching-matrix method is its numerical stability, meaning that even
if the original wave function is subject to exponential growth with respect to r, our newly defined
matrix Λˆ(r) is subject to at most linear growth:
||Φ(r)|| ∼ exp(r)⇒ ||Λˆ(r)|| . r. (2.29)
The initial condition for Eq. (2.28) is obtained as a solution in the region r0  r  1, where only












then the initial matrix Λˆ(r → 0) is diagonal:
Λij(r → 0) = −2liδij , (2.31)
where li(li + 1) is the eigenvalue of angular momentum operator Lˆ
2 for level i.
The large scale (r → ∞) behavior of Eq. (2.28) is determined by setting Uij(r) ' −r2(2)b δi0δj0,
where 
(2)
b is the two-particle threshold in application to the Hamiltonian defined in Eq. (2.19). The
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equation has a stable trajectory for  < 0 and j 6= 0:
Λij = −δij
√
||r (j 6= 0). (2.32)
While for  > 0 and j 6= 0, the trajectory shows periodic divergence jumps, typical for a spherical
wave. For the lowest level j = 0, there are also two situations: If  < −(2)b , then the solution will also
goes to a stable trajectory as
Λ0 = −
√
|+ (2)b |r. (2.33)
If  > −(2)b , the solution again corresponds to a spherical wave, which has periodical divergence jumps
at the position that are zeros of the wave function (see Fig. 2.5). These divergent solutions actually
form the continuum of the states of one bound biexciton and one exciton far away.
Figure 2.5: Schematic diagram for large scale behavior of Eq. (2.28), where (a) and (b) are shown
for levels j 6= 0, (c) and (d) are shown for the lowest level j = 0. Left is shown for energy slightly
below (a) zero for j 6= 0 (c) −(2)b for j = 0. Right is shown for energy well above (b) zero for j 6= 0
(d) −(2)b for j = 0.
In the intermediate region, we solve for the possible three-particle bound states. The bound state
is determined by the way Λ0 approaches the stable trajectory defined in Eq. (2.33), and two typical
situations are shown in Fig. 2.6: (1) There is only one three-particle bound state with binding energy

(3)
b . If the energy is between the three-particle binding energy −(3)b and the two-particle threshold
−(2)b , the evolution of Λ0 will show a single jump before attracted to the stable trajectory; If the
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energy is smaller than −(3)b , Λ0 will be directly attracted to the stable trajectory; The evolution of
Λ0 will diverge only when the energy is tuned exactly at the three-particle binding energy. (2) There
are two three-particle bound states with binding energies −(3)b,1 < −(3)b,2 . The evolution of Λ0 with
different energies is similar to the previous case, but it will show two jumps before attracted to the
stable trajectory if the energy is tuned to lie between −(3)b,2 and −(2)b . Following this line of reasoning,
we can see the fact that the number of three-particle bound states is determined by the number of
infinite jumps of Λ0 at  . −(2)b , which is exactly the content of the Levinson theorem [68, 31].
Figure 2.6: Schematic diagram for intermediate scale behavior of Eq. (2.28). Above: There is only
one bound state. Below: There is two bound states, where we have −(3)b,1 < −(3)b,2 . Note that if only
(c) or (f) is realized, bound state does not exist.
2.2.3 Running Basis
Sometimes, the following running basis that diagonalizes matrix Uˆ(r) is most convenient for both
analytic and numerical calculations:
Oˆ =
(
|χ0〉 , |χ1〉 , · · ·
)
, Uˆ(r) |χj〉 = uj(r) |χj〉 , (2.34)
where |χj〉 is the angular part of the j-th component of the normalized wave function vector Φ(r),
whose expression will be derived latter in Sec. 2.3 via the Green’s function method. This set of basis is
called running basis because it changes with the length scale r. Then we do an unitary transformation
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to bring Eq. (2.28) to the running basis:
Uˆ = OˆU˜Oˆ−1, U˜ij = δijui(r), Λˆ = OˆΛ˜Oˆ−1, (2.35)
then the radial renormalization equation under the running basis reads (hereinafter we will drop the
tilde symbol for simplicity):
dΛˆ
d ln r
+ [Λˆ, Dˆ] = r2− Uˆ − 2Λˆ + Λˆ2, (2.36)








∣∣∣∣ χj〉 . (2.37)
It is very tempting (at least at large length scales) to neglect Dˆ altogether, which corresponds
to the adiabatic approximation with a diagonal matrix Λˆ. However it is not correct because of the
following reason. Consider the lowest order correction δΛij to the adiabatic result Λ
(0)
ij = Λiδij for
the lowest level (i = 0), then the renormalization group equation for Λ0(r) reads:
dΛ0
d ln r







where δΛ0j can be obtained from the first order correction to the adiabatic approximation of Eq. (2.36):
Λ0D0j −D0jΛj = −2δΛ0j + Λ0δΛ0j + δΛ0jΛj , (2.39)
which gives us the expression for δΛ0j as:
δΛ0j =
Λ0 − Λj
Λ0 + Λj − 2D0j . (2.40)
Substituting the expression for δΛ0j into Eq. (2.38) and using the anti-symmetry of the Berry con-


























If γ > 1, the solution is unstable at  = −(2)b , it has infinite number of jumps, which would correspond
to infinite number of three-particle bound states. If γ < 1, the solution is stable, it corresponds to
the power law decay of the wave function. Only for the marginal value γ = 1, should the situation
correspond to the non-interacting particle (one exciton and one biexciton) in two dimensions. On the
physical ground we should have γ = 1, thus it is important to check for the consistency by direct
calculation of the quantity γ, taking into account the Berry connection as in Eq. (2.42). We will show
this calculation in later sections, see Eq. (2.69).
In summary, we have shown in this section that the running basis is a convenient choice, whose
leading order is the usual adiabatic approximation [90, 21] and the correction to it is the Berry
connection. we have also argued that the Berry connection must be included for a physically consistent
calculation, thus we will use the exact formalism in our numerical calculation shown later.
2.3 Eigenstates and Eigenvalue of Operator Uˆ(r)
To obtain the full solution of the problem, we need to solve for the eigenvalues and eigenfunctions
(which define our running basis) of operator Uˆ(r). We define the following Green’s function for the








δr(1− n · n′). (2.43)
We first solve the Green’s function with n′ along the north pole (n′ = n1), then perform SO(4)
rotations to obtain the Green’s functions near the other two poles. After that we can use the obtained
Green’s function to make the following ansatz for eigenfunctions of operator Uˆ(r), taking into account
the bosonic symmetry:
χj(n) = αjGj(n,n1) + βj [Gj(n,n2) +Gj(n,n3)], (2.44a)
Uˆ(r)χj(n) = uj(r)χj(n). (2.44b)
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Once the eigen-problem of operator Uˆ(r) is solved, then it is straightforward to solve Eq. (2.36)
analytically or numerically.




















In expansion of the Green’s function in terms of eigenfunctions of Lˆ2, we only need to consider
those that are connected to the δ function, so we require m1 = 0 such that the eigenfunctions are
regular around x = −1. Those with nonzero m1, although present in the general solution, are scale-
independent and have no contribution to the renormalization group equation.
As discussed in Sec. 2.2.1, total angular momentum m = m1 + m2 is a good quantum number,
therefore we can consider different angular momentum separately. We will first discuss the case with
zero angular momentum, where three-particle bound state is possible; then we will show that no
three-particle bound state exists for non-zero angular momentum.
2.3.1 Zero Angular Momentum: Analytics
In this section, we will analyze the large scale behavior of the case with zero angular momentum. It
can be solved in two limiting cases, one of which agrees with the perturbative result and the other
one shows the importance of including the Berry connection for the system to have physical marginal
value γ = 1.












This is just the Legendre equation of degree νj (except near point x = 1) if we make the following
substitution:
uj = 4νj(νj + 1). (2.47)
Then the solution can be obtained by comparing the singularities [37] near point x = 1, which gives
us the following expression for the Green’s function (here we use subscript νj instead of j for Green’s
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function to emphasize the dependence on degree νj):
Gνj (x) =
1
4 cos [(νj + 1/2)pi]
Pνj (−x), (2.48)














where δ = r20/r
2 and Ψ(x) is the digamma function.
In the sector of zero angular momentum, only scalar-like combinations will enter the wave function,
thus the specification of Eq. (2.44a) to zero angular momentum is
χj(n) = αjGνj (n · n1) + βj
[
Gνj (n · n2) +Gνj (n · n3)
]
. (2.50)
Substitute this ansatz into Eq. (2.44b), we will obtain the following constraints on the coefficients:
 1λ1 +Gνj (1); 2Gνj (− 12)
−Gνj




 = 0. (2.51)







































Here α>,< are the scattering lengths for attractive and repulsive coupling respectively, see Eq. (2.5).
The solution to the equation of spectrum can be solved analytically in the following two limiting
cases: u0 → 0 and |u0| = −u0 → ∞; while for general cases we will solve it numerically. In case of
u0 → 0, we have u0 ∼ 4ν0 → 0 from Eq. (2.47). We first rewrite Eq. (2.52) into a more convenient
form:
2
ln rα> − F (νj)
+
1
ln rα< − F (νj)
= − 1
2piGνj (− 12 )
, (2.54)
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then we substitute the following behaviors for relevant functions into the above equation:


















Finally, we obtain the following solution:
u0
2
∼ 2ν0 = 2
ln rα> − F (0)
+
1
ln rα< − F (0)
, (2.56)
that is just the perturbative result of the effective potential u0(r).
In the case of |u0| → ∞, we have the following asymptotic behaviors:
ν0 = −1
2




|u0 + 1| → ∞, (2.57a)































ln |u0| − ln 2− 2
3|u0| . (2.58)
The other solution associated with α< corresponds to the spurious state discussed previously in the
introduction section and should be dropped. Solving Eq. (2.58) iteratively we will obtain the large
scale behavior of the effective potential:





> is the two-particle threshold. According to the discussion at the end of Sec. 2.2.3,
this result will give us γ = 43 > 1 in the adiabatic approximation, which leads to an infinite number
of bound states and is physically inconsistent. In this sense, it is necessary to include the Berry
connection Dij [see Eq. (2.37)].
















Using the ansatz for χi(n) of Eq. (2.50) and the Green’s function in Eq. (2.48), we will find that the





NiNj(νi − νj)(νi + νj + 1)
, (2.61)





i )∂νiGνi(1) + [2β
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The details of the derivation of these results can be found in Appendix A. According to Eq. (2.41),





This can be calculated using the following trick. Firstly, Eq. (2.51) for the eigenstate coefficients (α, β)
can be rewritten in a more compact form:




where the 2× 2 matrix Hamiltonian Hˆ(ν) is
Hˆ(ν) = 2pi
 1λ1 +Gν(1); √2Gν (− 12)√
2Gν
(− 12) ; Gν(1) +Gν (− 12)− 1λ2
 . (2.65)
From Eq. (2.47) and the fact that uj is real, it is easy to verify that Hˆ(ν) is a real, symmetric two by
two matrix. Then we must have
det Hˆ · Hˆ−1 = σyHˆσy. (2.66)





ν − hj , (2.67)
where hj is the j-th pole and ~αj is the properly normalized eigenvector of Hˆ(ν) corresponding to the
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j-th pole. As a result, the normalization condition for the eigenstate ~α can be chosen as:
~α⊗ ~αT = σyHˆσy = det Hˆ · Hˆ−1. (2.68)
Using the matrix Hamiltonian Hˆ(ν) and the normalization condition defined above, we can express
the righthand side of Eq. (2.63) as a contour integration on the complex plane of variable ν:
∑
j 6=0








Tr[Res Kˆ(ν0) · Kˆ(ν)]










where the matrix function Kˆ(ν) is formally defined as Kˆ(ν) = Hˆ−1(ν). It has poles at where the
matrix Hamiltonian has zeros, and decays rapidly enough when |ν| goes to infinity. The derivation of









Figure 2.7: Integration contour for the calculation of ∆u0. The contour is along real axis, where the
first order poles reside. There are four extra poles far off the real axis, which correspond to true bound
state (ν0) and spurious bound state (νs) respectively. The physical meaning of true bound state and
spurious bound state is discussed at the end of the Sec. 2.1
The integration contour can be deformed to enclose the other four poles off the real axis and the




|D0j |2 = 1
3
, (2.70)
which combined with Eq. (2.59) gives us the marginal result γ = 1. This shows the importance of
including Berry connection matrix Dˆ and the physical consistency. With this marginal situation, the
existence and property of the three-particle bound state must be handled numerically.
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Figure 2.8: Eigenvalues of matrix Λˆ, calculated for energy slightly above (+) and below (−) the
binding energy 
(3)
b . Inset shows result for energy well above 
(3)
b , which is the typical behavior for
spherical waves.
2.3.2 Zero Angular Momentum: Numerics
The numerical implementation of the renormalization group equation (2.36) is simple, it is just a set
of first-order ordinary differential equations and the second-order numerical integration algorithm is
efficient enough for our purpose. The initial matrix Eq. (2.30) is diagonal, the first-order correction
matrix Dˆ is anti-symmetric and the effective potential matrix uˆ is diagonal, these conditions guarantee
that during the evolution all eigenvalues of matrix Λˆ are real as they should be. The algorithm is
divided into two steps: firstly we run the renormalization process at energy slightly below the two-
particle threshold, the existence of three-particle bound state is reflected in the divergence of the
highest eigenvalue of Λˆ and the number of bound states equals to the number of jumps of the highest
eigenvalue 1 by Levinson’s theorem [68, 31], as discussed at the end of Sec. 2.2.2. Secondly, if the
bound state exists, we further run the renormalization process with varying energies to determine the
binding energy of the three-particle bound state. Typical behaviors of different energies are shown in
Fig. 2.8, where energy slightly above the three-particle binding energy shows a single jump and energy
slightly below the three-particle binding energy shows no divergence. If the energy is well above the
three-particle binding energy, the situation corresponds to a spherical wave, where periodic jumps will
occur at the zeros of the wave function.
The calculation is carried out using MATLAB [69] on a laptop with number of levels included
N = 40. Each run of the renormalization process takes less than 10 minutes 2 and inclusion of more
1Mathematically the divergence is positive on one side of the vertical asymptote and negative on the other side, thus
there is jump from one side to the other side. These jumps are numerically realized by inverting the highest eigenvalue
while keep the other eigenvalues intact when the former hits a sufficiently large value.
2In the numerical calculation we need to carefully exclude the spurious level as discussed in the introduction section.
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Table 2.1: Critical values of α> corresponding to different α< when the three-particle bound state
disappear into the two-particle threshold.
α< 0.80 0.82 0.85 0.90 0.95
αc> 1.82 1.85 1.90 1.99 2.09
levels only changes the result by less than 1%. For zero angular momentum, there exists at most one
three-particle bound state. At large α>/α< ratio, the ratio between three-particle binding energy
and the two-particle threshold versus α>/α< falls on a universal curve, as illustrated in Fig. 2.9. A
similar universal curve also appears in the case of three-boson all interacting attractively [6, 7, 8].
According to the result for vanishing intraspecies interaction [6, 12], the universal curve in Fig. 2.9
should approach 1.39 asymptotically at infinite α>/α< ratio. Curiously, the convergence to 1.39 is
extremely slow: it only reaches 0.4 for α>/α< = 250, the largest scattering length ratio shown in
Fig. 2.9. In fact, the curve reaches ∼ 1 only for α>/α< ∼ 108 and the correction to 1.39 in the large
α>/α< limit scales as 1/ ln(α>/α<). This curious fact can be partially understood from the first
order perturbation theory with respect to the small parameter f< from Eq. (2.6). It seems that the
result (
(3)
b − (2)b )/(2)b = 1.39 is practically inaccessible due to the logarithmic slow convergence. Into
the region with small α>/α< ratio, universality breaks and the three-particle binding energy merges
into the two-particle threshold at critical values, we listed several critical values in Table 2.1. It’s
notable that our calculation only takes the two scattering lengths α< and α> as input parameters
(see Eq. (2.52)). The microscopic cut-off r0 only appears in the initial condition, where the kinetic
energy dominates and the limit r → 0 can be safely taken (see Eq. (2.30)). These indicate that the
property of the three-particle bound state depends only on the scattering lengths α>, α<, but not on




































































































Figure 2.9: The universal curve of (
(3)
b − (2)b )/(2)b versus α>/α< at large scattering length ratios.
Data points are collected in the region α>/α< > 10, and with three different values of α<. They fall
on the same curve within the numerical accuracy.
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2.3.3 Non-Zero Angular Momentum
For the solution to Eq. (2.43) with total angular momentum m 6= 0, we first solve for the north pole
n′ = n1 and then rotate the solution to the other two poles. The construction of the Green’s function
can be carried out following the standard procedure of separation of variables:















In expansion of Green’s function in terms of eigenfunctions of Lˆ2, we only need to consider those that
are connected to the δ-function, thus we require m1 = 0 and the eigenfunctions to be regular around


































j (x) = 2F1(−j, j +m+ 1;m+ 1;x),
(2.72)






(−)j(2j +m+ 1)Γ(j +m+ 1)




we immediately obtain the expression for Green’s function:







) Γ(νj +m+ 1)
Γ(νj + 1)Γ(m+ 1)
R(m)νj (1−NT Aˆ1N) (2.74)








, B1 = (0, 0, 1, i)
T , (2.75)
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where φ′ is an arbitrary phase. To obtain the Green’s function with n′ along the other two poles, we
rotate vector B1 and matrix Aˆ1 by 2pi/3 on three-dimensional unit sphere, which corresponds to pi/3


























Applying the rotation matrices to the four-dimensional vector B1 and 4× 4 matrix Aˆ1 we get:







































Substituting the ansatz for eigenfunctions in Eq. (2.44a) with the above specification into Eq. (2.44b),
we will obtain the following constraints on the coefficients (here we add the superscript to emphasize
the dependence on the angular momentum m):
 1λ1 +G(m)νj (11); G(m)νj (12) +G(m)νj (13)






 = 0, (2.79)
where we have used the shortened notation G
(m)
νj (lm) ≡ G(m)νj (nl,nm). Still the equation of spectrum
is obtained via setting the determinant to zero. In order to calculate the involved quantities G
(m)
νj (lm),
we need to put the three-dimensional unit vectors in Eq. (2.15) back on the four-dimensional unit
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sphere. This can be done using the following correspondence:
























































































] Γ(ν +m+ 1)


















where δ = r20/r
2 and the Ψ(x) is the digamma function [37]. Putting all these results together, we





















with the following definition of the relevant quantities:










] Γ(ν +m+ 1)








where C = 0.577 · · · is the Euler constant. Specification of Eq. (2.83) to the case m = 0 is just what
we got previously in Eq. (2.52).
We then analyze the large scale behavior of the lowest level. With increasing length scale r, the
angular eigenvalue u0 becomes more and more negative, and the imaginary part of ν0 becomes larger.
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In the limit |u0| = −u0 →∞, the asymptotic behaviors of the relevant functions [37] are:
M(ν0,m) ∼ ln |u0| − 2 ln 2− 4− 3m
2













ln |u0| − ln 2− 4− 3m
2
6|u0| , (2.86)
where only the solution associated with α> is chosen because the other solution associated with
α< corresponds to the spurious state discussed previously in the introduction section. Solving this
equation iteratively we will get the large scale behavior of the effective potential:
u
(m)





> is the two-particle threshold binding energy. This is the result under adiabatic
approximation.
By performing the asymptotic analysis similar to those for zero angular momentum, we will obtain
the following solution to the effective potential u
(m)
0 (r) up to first order correction (Appendix B):
u
(m)
0 (r →∞) = −r2(2)b + (m2 − 1) +O(r−2) (2.88)
thus for non-zero angular momentum, the wave function we will obtain is subject to power-law decay,
and no three-particle bound state is guaranteed at large length scale. To confirm the absence of
three-particle bound state, we need the calculation not only at large length scale, but also in the
intermediate region, which we will still investigate numerically.
The numerical implementation for nonzero angular momentum is essentially the same as that for
zero angular momentum, if we substitute the proper angular eigenfunctions into the corresponding
formulas. Result shows that there is no three-particle bound state for nonzero angular momentum. To
get a sense of what is happening among different m values, we also calculated the effective potential
u0(r)/r
2 for the lowest level, the curve has minimum in case of m = 0 while for m > 0 the potential is
monotonously decreasing with increasing r (Fig. 2.10), then it is straightforward to see the possibility
of getting three-particle system bounded for m = 0 and its unlikeness for m > 0.
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Figure 2.10: Effective Potential u0(r)/r
2 for m = 0, 1 with input parameters α> = 20 and α< = 0.5.
The dashed line indicates the position of the two-particle threshold.
2.4 Conclusion
In summary, we investigated the existence of three-particle bound states in a two-species, interacting
bosonic system in two dimensions where coupling between like bosons is repulsive and otherwise
attractive. We developed a simple and efficient algorithm via choice of proper parameterization and
base functions. Large scale behavior of the system is handled analytically and interaction region
is handled numerically. Our result shows that there is only one three-particle bound state for zero
angular momentum, and it will merge into the two-particle threshold at small ratio between scattering
lengths (the critical ratio αc>/α< is about 2.2 ∼ 2.3). In contrast, there exist two three-particle bound
states when the couplings between all the three bosons with equal masses are attractive, as investigated
in the literature [13, 6, 7, 8, 12]. For non-zero angular momentum, there is no three-particle bound
state. The two scattering lengths provide enough information to determine the three-particle binding
energy, while the microscopic cut-off r0 and the interaction constants λ1,2 do not enter any way other
than through the scattering lenghts. Our result is in agreement with the previous investigations [6, 64]
in the sense that there are only finite number of three-particle bound states in two dimensions, in
contrast to the condensation of infinite number of three-particle bound states in three dimensions,
and we showed this fact both analytically (the parameter γ define in Eq. (2.42) is equal to or smaller
than unity, which excludes the possibility of infinite number of bound states) and numerically.
Existing approaches for this kind of quantum three-body problem in the literature are mainly
different variations of the Skorniakov-Ter-Martirosian methods. It can be implemented in real space
and solved via the integral equations for the scattering amplitude [78, 81]; or be implemented in
momentum space and solved via the diagrammatic techniques for scattering matrix [12, 63, 52]. It
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can also be converted into a series of solvable differential equations [77]. All these approaches involve
several numerical integrations over unbounded spaces or kernel inversion, some of them are limited
to s-wave resonant scattering. Here we provide an alternative approach to the quantum three-body
problems, simple and efficient, involving only direct root finding and evolving of a first-order ordinary
differential equation to an intermediate length scale (for example, the divergence behavior showing
the existence of bound state is already clear at a relatively small length scale r ∼ 20 in Fig. 2.8, and
there is no need to evolve the equation further to any larger length scale). It is capable of handling
both short- and long- range physics, free of numerical instability and converges fast enough to avoid
parallelism on clusters. Also our choice of basis via Hopf coordinates reduces the squared proliferation
of hyperspherical harmonics to a linear one with increasing number of included levels, which saves
greatly in numerical endeavor.
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Chapter 3
Exact Solutions to Two-Component
Many-Body Systems in One
Dimension
3.1 Introduction
In the previous chapter, we have investigated the instability of the condensation in a two-component
system with interspecies attraction and intraspecies repulsion in two dimensions, which is from a
few-body aspect. To gain more insight from the complementary many-body aspect, especially beyond
mean-field and perturbative results, it is worthwhile to construct corresponding models in one di-
mension that is subject to exact solutions. Apart from the theoretical interest, these exactly solvable
models are also of practical value due to the tremendous advances in the experimental realization of
quasi-one dimensional interacting quantum systems using confined cold atoms.
The prototype of one-dimensional exactly solvable models is the famous Lieb-Liniger model [67, 66],
which is now accessible to experimentalists [74, 56, 83, 106]. The two-component models we shall
discuss in the current chapter are multicomponent extensions of the Lieb-Liniger type system [88],
which host a rich spectrum of many-body physics. On the experimental side, such systems have been
realized using different hyperfine states of cold atoms, which provide us with the desired pseudospin
degrees of freedom [108, 71, 3, 65]. The intra- and inter-species interactions can then be tuned via
the Feshbach resonances [16, 28] or external potentials confining the system in one dimension [23, 44].
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On the theoretical side, the study of exactly solvable models for multicomponent systems begins with
spin 1/2 fermions, which is now known as the Yang-Gaudin model [35, 109, 110]. Sutherland [98] and
Schlottmann [93, 92] then made the generalization to arbitrary spins. The bosonic counterpart was
also studied by various groups [38, 57].
In spite of extensive studies of two-component exactly solvable models in the literature, they
are all limited to the case with a single type of coupling. This is probably due to the fact that
models of simple δ-contact interactions with two different coupling constants fail to fulfill the Yang-
Baxter equation. Here we propose a new type of models for two-component systems with tunable
interspecies interactions, where the Yang-Baxter equation can be fulfilled by fine-tuning the resonant
energies. Although the strict exact solvability beyond the level of two-body scatterings would require
the introduction of extra singular counterterms, the models proposed here can still be well described
by the Bethe ansatz, at least for relatively small densities. It is of relevance not only to experimentally
accessible systems such as bosonic 87Rb quantum gases but also to fundamental theoretical problems
such as BCS-BEC crossover, since, unlike the Yang-Gaudin model, it connects regimes of weakly
attractive atoms to weakly repulsive molecules. Besides, it presents exotic many-body physics of
which in one case the solution is a Fermi sea of two-strings. The remarkable feature is that the
Fermi momentum Q characterizing this sea is limited by the value Q∗, as the increase of the mass
density at fixed interaction is accommodated by the growing density of states of two-strings. A similar
phenomenon was noticed by Gurarie [42] for a single component model with Feshbach resonance, where
the system becomes unstable for small or large interactions. In the other case, an embedded string
solution emerges, which means that the uniform system is unstable and it collapses into a bright
soliton. This collapsing instability happens for fermionic atoms, which is contrary to the intuition
that fermions won’t collapse due to the Pauli exclusion principle.
The remainder of this chapter is organized as follows: In Sec. 3.2 we present the models and
discuss their integrability, then their exact solutions are worked out via the quantum inverse scattering
method [105, 58]. Both bosonic and fermionic cases are considered and we will discover two different
regimes, depending on the competition between inter- and intra-species couplings. In Sec. 3.3 we
discuss the uniform regime with repulsion overcoming attraction, where the ground state properties
and low energy excitations are derived. We also analyze the system with an external magnetic field
in this regime, where a considerable portion of the phase diagram is occupied by the Fulde-Ferrel-
Larkin-Ovchinnikov (FFLO) state [33, 62] and a lower critical magnetic field is found even for large
densities. In Sec. 3.4 we turn to the other regime where the ground state is a bright soliton. Finally,
we summarize the results and discuss possible experimental realizations and extensions.
31
3.2 Models and Their Integrability
3.2.1 Models
Firstly, we review two famous examples of integrable models, which are relevant in our subsequent
discussion of BCS-BEC crossover in one dimension. One of them, the prototype for spin 1/2 fermions,












 represents the spin-1/2 fermions with mass mF = 1/2, and we have made the
choice that cF > 0 corresponds to the attraction between particles. We also adopt the convention
that ~ = 1 in this paper. It is well known that the ground state configuration of this attractive Yang-
Gaudin model is a Fermi sea of singlet bound pairs, where the effective interaction between these
bound pairs is still characterized by the attractive coupling cF . In the limit cF → 0, the Yang-Gaudin
model describes weakly bound pairs within BCS mechanism, while in the limit cF →∞, it describes
hardcore bosons instead of weakly interacting bosons.
The second example of integrable models, the prototype for spinless bosons, is the Lieb-Liniger









where ϕˆ represents the spinless bosons with mass mB = 1/2, and we have the opposite choice that
cB > 0 corresponds to repulsion between particles, contrary to the Yang-Gaudin model. Now there is
an interesting connection between the Yang-Gaudin model and the Lieb-Liniger model - If we identify
the spinless boson as the singlet bound state of two fermions (accordingly we need to impose the
mass relation such that mB = 2mF ), then the Yang-Gaudin model and the Lieb-Liniger model can
be formally connected by just a change of sign of the coupling constant c. This seemingly artificial
construction was proposed to be an exactly solvable model for BCS-BEC crossover in one dimension,
where the connection between the two models is realized by geometric resonances [32, 103]. The
Lieb-Liniger model is necessarily needed for the BEC side, because the strong coupling limit of the
Yang-Gaudin model is a gas of hardcore bosons (which is also known as the fermionic super Tonks-
Girardeau gas [39]) instead of weakly interacting bosons. Although this provides a smooth crossover
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between the two pairing schemes, it is not satisfactory because there is no single Hamiltonian governing
the behavior of the system from Eq. (3.1) with cF  1 to Eq. (3.2) with cB  1. Moreover, the
molecule on the BEC side is unbreakable due to the quasi-1D confinement, thus the information of
spin excitations is lost.
To connect the Lieb-Liniger model and the Yang-Gaudin model by a single Hamiltonian, we con-
sider two-component interacting bosons and fermions with tunable interspecies interactions, which will
provide an ideal scenario for one dimensional BCS-BEC crossover without the drawbacks mentioned
above. Generally, the tunable interspecies interaction is realized via Feshbach resonances, where atoms
are bound into molecules. Exact solutions to models with Feshbach resonances are studied in the liter-
ature for one-component interacting particles [42, 51] and for noninteracting fermions in the so-called
quantum three-wave interaction model [107, 85]. Here we make a further step to two-component
interacting systems, where the applicability of Bethe ansatz is obtained by fine-tuning the resonant
energies.
We start by introducing the bosonic model, where the resonance can be viewed as a singlet bound
























 represents the two-component bosons and Πˆ represents the molecules with binding
energy 0. The matrix σy is the y component of the Pauli matrix σ = (σx, σy, σz). The introduction
of spatial derivatives into the resonant coupling is due to the fact that the spatial part of the bosonic
wave function in the singlet channel has odd parity. Also, we have adopted the convention that
mψ = 1/2, and we have left mΠ unspecified. In fact, the relation between mΠ and mψ is dictated by
Galilean invariance: Under the Galilean transformation






















− ∫ dt Hˆ of the system will remain unchanged apart from
a constant shift, provided we impose the relation that mΠ = 2mψ. Thus we can simply substitute
mΠ = 1 into Eq. (3.3). There is one more point that we need to pay attention to, which is the









, [Nˆ , Hˆ] = 0. (3.5)
The definition of Nˆ takes into account the resonant coupling processes where two bosons with opposite
pseudospin transform into one molecule or vice versa. This commutability can be achieved by imposing




′)] = δσσ′δ(x− x′), σ, σ′ =↑, ↓
[Πˆ(x), Πˆ†(x′)] = δ(x− x′),
(3.6)
and all the other commutators give out zero.
The fermionic model can be constructed similarly, with the introduction of both scalar and vector










† · ∂xΞˆ + 1
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 represents the spin-1/2 fermions, Ξˆ represents the vector resonances with binding
energy Ξ and Πˆ represents the scalar resonances with binding energy Π. Also we adopt the convention
that mψ = 1/2, then mΞ = mΠ = 1 is required by the Galilean invariance, just as what we have





ψ†ψ + 2Ξˆ† · Ξˆ + 2Πˆ†Πˆ
)
, [Nˆ , Hˆ] = 0. (3.8)
This can be achieved by imposing the following commutation and anticommutation relations:
{ψˆσ(x), ψˆ†σ′(x′)} = δσσ′δ(x− x′),




′)] = δµµ′δ(x− x′),
[Πˆ(x), Πˆ†(x′)] = δ(x− x′),
(3.9)
and all the other commutators give out zero. In the above equations, the spin labels σ, σ′ take values
of ↑, ↓, and the polarization labels µ, µ′ take values of +,−, z. The relation between polarization labels
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(Ξˆx + iΞˆy), Ξˆ− =
1√
2
(Ξˆx − iΞˆy). (3.10)
The bosonic and fermionic models introduced here can be solved via Bethe ansatz if we fine tune the
resonant energies 0, Ξ, Π, and both of them can be effectively described as a two-component system
with intraspecies repulsion and interspecies attraction. By tuning the strength of attraction from
vanishingly small toward the strength of repulsion, the system first shows BCS-type pairing behavior,
then it develops toward the fermionic super Tonks-Girardeau gas regime, and finally, it turns into the
weakly interacting bosons regime and shows BEC-type pairing behavior. Thus we can have a single
Hamiltonian governing the whole range of BCS-BEC crossover, and there is no geometric confinement
preventing the breaking of bound pairs. What is more, if we tune the strength of attraction beyond
repulsion, we will enter into a new regime where the uniform configuration is unstable and the system
collapses into a bright soliton. Now let us discuss these interesting physics one by one, starting from
the integrability.
3.2.2 Integrability
Figure 3.1: Illustration of the Yang-Baxter equation. It is essentially a requirement of consistency
such that the two different scattering paths in (1) and (2) give out the same result.
Integrable models with internal degrees of freedom can be solved using the quantum inverse scat-
tering method [105, 58]. The essential point is to construct the two-body S-matrix which fulfills the
Yang-Baxter equation (see Fig. 3.1 for an illustration). For a time inversion and space inversion
invariant and species-conserving model in free space, the two-body S-matrix in pseudospin subspace
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{↑, ↓} assumes the following general form:
S(k) =

a(k) 0 0 0
0 b(k) c(k) 0
0 c(k) b(k) 0
0 0 0 a(k)

, (3.11)
where the relative momentum k = k2 − k1 is the difference in momentum between the two scattering
particles. The requirement of unitarity
S†(k)S(−k) = S(k)S†(−k) = I (3.12)











































(k1 − k2) (3.13)
then put severe constraints on the S-matrix elements:






b(k2 − k1) =
c(k1)c(k2)
c(k2 − k1) .
(3.14)
As a result, the integrability can be checked by identifying the S-matrix elements in Eq. (3.11) and
checking the validity of Eq. (3.14). Then the exact solutions can be explicitly constructed using the
algebraic Bethe ansatz [105, 58], and the resulting Bethe ansatz equations for an eigenstate with M









a(Λα − Λβ)b(Λβ − Λα)








b(Λα − kj) , j = 1, 2, · · · , N,
(3.15)
where L is the size of the system, the charge rapidities kn, n = 1, 2, · · · , N are the physical momenta,
and the spin rapidities Λα, α = 1, 2, · · · ,M are auxiliary parameters (thus the ansatz is also called
nested Bethe ansatz). Also in the second set of equations, the upper sign is for bosons, and the lower
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sign is for fermions.
We first review the Bethe ansatz equations for the Yang-Gaudin model and the Lieb-Liniger model
and then turn to the present models defined in Eqs. (3.3) and (3.7). The S-matrix elements for the
Yang-Gaudin model described in Eq. (3.1) are [105, 58]:
a(k) = 1, b(k) =
k
k − icF , c(k) =
−icF
k − icF . (3.16)
This clearly fulfills the integrability criterion as specified in Eq. (3.14). Then it is straightforward to




Λα − kj − ic′F






Λα − Λβ − icF







kj − Λα − ic′F




where c′F = cF /2 and we have made the conventional shift Λα → Λα + ic′F . The ground state
configuration of this attractive Yang-Gaudin model (with even number of particles) is known to be a
Fermi sea of two-string solutions with the structure:
kα,1 = Λα + ic
′
F , kα,2 = Λα − ic′F , (3.18)






Λα − Λβ − icF
Λα − Λβ + icF
)
. (3.19)
Because the center momenta Λα in the ground state configuration are all real, we can take the
logarithm of the above equations:
2ΛαL = 2piJα −
M∑
β=1
θ(Λα − Λβ), (3.20)
where Jαs are consecutive integers or half-odd integers depending on:
Jα =
M + 1− 2α
2
, α = 1, 2, · · · ,M. (3.21)
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The phase-shift function θ(Λ− Λ′) is defined as:






In the thermodynamic limit where N →∞, L→∞ with fixed density nF = N/L, Eq. (3.20) can be






















After solving the above integral equation, the physical quantities of the ground state can then be
calculated in terms of the density of states σ(Λ).
The Lieb-Liniger model as described in Eq. (3.2) in fact has simpler structure compared with the
Yang-Gaudin model, because it is a single-component model. The resulting ground state configuration
with N particles fulfills the Bethe ansatz equations:
kjL = 2piIj −
N∑
n=1
θ(kj − kn), (3.25)
where Ijs are consecutive integers or half-odd integers depending on:
Ij =
N + 1− 2j
2
, j = 1, 2, · · · , N. (3.26)
The corresponding phase-shift function is defined as


























Now it is clear from Eqs. (3.23) and (3.28) that we can formally connect the Yang-Gaudin model and
the Lieb-Liniger model by just a change of sign of the coupling constant c, where the spinless boson
in the Lieb-Liniger model is identified with the singlet bound pair in the Yang-Gaudin model (thus
the requirement that mB = 2mF and nB = 2nF ).
Now we consider the model defined in Eq. (3.3). It can be intuitively understood as follows: The
two-component bosonic atoms denoted by ψˆ live on hyperplanes corresponding to different ordering
sectors X, where xX1 < xX2 < · · · < xXN . Without resonant couplings as in the case of the Yang-
Gaudin and the Lieb-Liniger model, we only need to require the continuity of wave functions when
these hyperplanes intersect. With Feshbach resonances as in our model, the molecules denoted by
Πˆ can be viewed as living on the intersections of the hyperplanes, which play the role of boundary
conditions. As a result, we can describe the system with atomic S-matrices, where the molecules
only enter as appropriate boundary conditions for the atomic wave functions. Next, we calculate the
corresponding S-matrix elements to check the integrability of the present model.
In the triplet channel for ψ-bosons, the Π-boson is not excited, and we have both configuration





















By acting the S-matrix in Eq. (3.11) on both wave functions, we obtain
S(k) |two atom〉tri,1 = a(k) |two atom〉tri,1 ,






which leads to the result that a(k) = b(k) + c(k). Taking into account that the spatial part of the
wave functions has even parity, we can make the ansatz for φ(x1, x2) = φtri(x2 − x1) such that:
φtri(x) = cos(kx/2 + δtrisgnx), (3.32)
1Interacting one dimensional system has the interesting properties that both bosons and fermions obey the exclusion
principle: identical particles cannot have the same momentum, otherwise the wave function will vanish. For a detailed
discussion, see Ref. [58].
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where δtri is the scattering phase shift. The corresponding Schro¨dinger equation for φtri(x) can then
be derived from the model Hamiltonian in Eq. (3.3):
(−2∂2x − k2/2)φtri(x) + 2gδ(x)φtri(0) = 0, (3.33)
where φtri(0) ≡ [φtri(0+) + φtri(0−)]/2 = cos δtri. Integration of Eq. (3.33) around x = 0 gives out




In the singlet channel for ψ-bosons, the Π-boson is also excited. The general form of the two-atom











Based on symmetry considerations, the following ansatz for φ(x1, x2) and Φ(y) is appropriate:
φ(x1, x2) = φsin(x2 − x1)eiK(x1+x2), Φ(y) = Φ e2iKy, (3.36)
where K is the momentum of the mass center and the singlet wave function has odd parity
φsin(x) = sin(kx/2 + δsinsgnx). (3.37)
Then the corresponding Schro¨dinger equation is:






which gives the expression for the S-matrix element in the singlet channel
b(k)− c(k) = e2iδsin = 4(k
2 + 20)− i|t|2k
4(k2 + 20) + i|t|2k . (3.39)
Equation (3.39) together with Eq. (3.34) give us the expression of matrix elements specified in
Eq. (3.11). Substituting them into the requirement in Eq. (3.14), we finally arrive at the follow-
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ing condition for integrability of the present model defined in Eq. (3.3):
20 = g(g − |t|2/4). (3.40)
This can be achieved by fine tuning the resonant energy 0. We further introduce new coupling
constants c1, c2 as:
c1 = g, c2 = 20/g, (3.41)









k − ic2 . (3.42)
In the case with repulsive intraspecies coupling c1 > 0, the sign of c2 is controlled by the resonant
energy 0. The choice c2 > 0 introduces a interspecies attraction resulting a physical pole in the
singlet channel, which is exactly the singlet bound state with binding energy 0 > 0 that we have in
mind when proposing the model. Furthermore from Eq. (3.40) we can infer the competition between
the two coupling constants:
c1 − c2 = |t|2/4 > 0. (3.43)
Above we only considered two-body scatterings defined by the Hamiltonian in Eq. (3.3) and we
showed that the model can be made integrable by fine-tuning the resonant energy if only two-body
scatterings are important. Strictly speaking, this is not sufficient for the integrability when we consider
three-body and four-body scatterings (in particular, the resulting wave functions for the three-atom
sector have discontinuities when a Π particle sits right on top of a ψ particle). In another word, the
Π-ψ and Π-Π scatterings cannot be factorized into successive two-body scatterings. Practically, at
least for relatively small densities of the system, the effect of three-body and four-body scatterings is
negligible compared with two-body scatterings, since Π particles live only on the intersections of the
hyperplanes and their scatterings are of measure zero. This is in the spirit of the so-called asymptotic
Bethe ansatz [98, 42, 51]. It is also possible to save the factorizability by introducing counterterms
to the quadratic spectrum, as what has been done for the exact solution to the multichannel Kondo
model [91, 4]. This recipe can be made local and Galilean invariant, for example, the counter terms































Although these counterterms save the factorizability when the resonance is turned on (t 6= 0), they
pose the problem of producing a continuum of bound states when the resonance is turned off (t = 0),
and we don’t know what will become of these bound states once the resonance is turned on. Here we
disregard all these complexities and use the S-matrix specified in Eq. (3.42) to construct the Bethe
ansatz. We believe this captures the essential features of the model as the corresponding Bethe ansatz
equations give out physically sensible results.
Before entering into the standard process of quantum inverse scattering method of solving the
bosonic model, we also check the integrability of the fermionic model described in Eq. (3.7) on the
two-body scattering level, disregarding the complexities discussed above. Then the same S-matrix
elements in Eq. (3.42) are obtained for the fermionic model but with the possibility of c1 < c2. We
follow the same procedure as the bosonic case. The corresponding Schro¨dinger equation in the triplet
channel is then
(−2∂2x − k2/2)φtri(x) + t∗Ξδ′(x)ΦΞ = 0,
− ΞΦΞ − tΞ∂xφtri(x)x→0+ = k2ΦΞ/2,
(3.46)
where φtri(x) = sin(kx/2 + δtrisgnx) is the spatial part of the triplet wave function and ΦΞ is the
amplitude of the vector resonance wave function. We then obtain the S-matrix element in the triplet
channel:
a(k) = b(k) + c(k) = e2iδtri =
4(k2 + 2Ξ)− i|tΞ|2k
4(k2 + 2Ξ) + i|tΞ|2k . (3.47)
Similarly, in the singlet channel we have the following Schro¨dinger equation:
(−2∂2x − k2/2)φsin(x) + [2gφsin(0) + t∗ΠΦΠ]δ(x) = 0,
− ΠΦΠ + tΠφsin(0) = k2ΦΠ/2,
(3.48)
where φsin(x) = cos(kx/2 + δsinsgnx) is the spatial part of the singlet wave function and ΦΠ is the
amplitude of the scalar resonance wave function. We then obtain the S-matrix element in the singlet
channel:
b(k)− c(k) = e2iδsin = k(k
2 + 2Π)− i[gk2 + 2gΠ + |tΠ|2]
k(k2 + 2Π) + i[gk2 + 2gΠ + |tΠ|2] . (3.49)
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Equation (3.47) together with Eq. (3.49) produce the same S-matrix elements in Eq. (3.42) if the












and the coupling constants c1, c2 are defined as:
c1 = |tΞ|2/4, c1 − c2 = −|tΠ|2/(2Π). (3.51)
If the scalar resonance is made a singlet bound state with binding energy Π > 0, then we realize the
possibility of c1 < c2 mentioned above.
Since both the bosonic and fermionic model present the same form of S-matrix elements in
Eq. (3.42), we can discuss their exact solutions together by substituting Eq. (3.42) into Eq. (3.15).





Λα − kn − ic′2




Λα − Λβ − ic2




kj − kn − ic1
kj − kn + ic1
M∏
α=1
Λα − kj − ic′2
Λα − kj + ic′2
,
(3.52)
where L is the size of the system, c′2 = c2/2, j, n = 1, 2, · · · , N and α, β = 1, 2, · · · ,M . The conven-
tional shift Λα → Λα + ic′2 is introduced. Also the upper sign is for bosons, and the lower sign is
for fermions. In the following sections we discuss the two cases with c1 > c2 > 0 and c2 > c1 > 0
respectively.
3.3 Uniform Regime with c1 > c2 > 0
In this section, we discuss the present model in the parameter regime c1 > c2 > 0, where the ground
state is a Fermi sea of the two-atom bound pair. Firstly, we derive the equation for the density of
states in the thermodynamic limit, where we analyze its singular behavior due to level condensation
and find that the Fermi momentum is bounded from above. Then we discuss the physics of BCS-BEC
crossover in the context of the present model, where we find that the extremes of the excitation spectra
have robust features and the system develops a collapsing instability in the limit c2 → c1. After that,
we discuss the zero temperature phase diagram of the present model with an external magnetic field,
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of which a considerable part is occupied by the one dimensional analog of the FFLO state. Besides, a
critical magnetic field arises due to the presence of the upper bound for the Fermi momentum. This is
in contrast to the situation for the Yang-Gaudin model, where an arbitrarily small external magnetic
field can polarize the ground state as long as the particle density of the system is large enough.
3.3.1 Level Condensation and Limiting Fermi Momentum Q∗
Let us start with the system with even number of atoms. Then the ground state is a Fermi sea of
two-strings with the same structure as in the Yang-Gaudin model:
kα,1 = Λα + ic
′
2, kα,2 = Λα − ic′2, (3.53)
where α = 1, 2, · · · ,M = N/2 and the Bethe ansatz equations in Eq. (3.52) reduce to the equations





Λα − Λβ − ic2
Λα − Λβ + ic2
)(
Λα − Λβ + ic1
Λα − Λβ − ic1
)2
(
Λα − Λβ + i(c1 + c2)
Λα − Λβ − i(c1 + c2)
)(
Λα − Λβ + i(c1 − c2)




Because the center momenta Λα in the ground state are all real, we can take the logarithm of the
above equations:
2ΛαL = 2piJα −
M∑
β=1
θ(Λα − Λβ), (3.55)
where Jαs are consecutive integers or half-odd integers depending on:
Jα =
M + 1− 2α
2
, α = 1, 2, · · · ,M. (3.56)
The phase-shift function θ(Λ− Λ′) is defined as:






















We can see that Eq. (3.57) reduces to Eq. (3.22) in the limit c2  1  c1, and to Eq. (3.27) in the
limit 0 < c1 − c2  1  c1, so the present model has the Yang-Gaudin model and the Lieb-Liniger




















In the thermodynamic limit, Eq. (3.55) can be replaced by an integral equation for the density of




dΛ′ K(Λ− Λ′)σ(Λ′) = 1
pi
, K(Λ− Λ′) = 1
2pi
θ′(Λ− Λ′), (3.59)








Also the total energy and momentum of the system in the thermodynamic limit can be expressed















For further analysis of Eq. (3.59), it is useful to rescale the parameters with respect to Q:
x ≡ Λ
Q
, λ ≡ c1
Q
, ξ ≡ c2
c1
. (3.62)




dx′ K(x− x′)σ(x′) = 1
pi
, (3.63)












x2 + (1 + ξ)2λ2
+
(1− ξ)λ
x2 + (1− ξ)2λ2)
)
, (3.64)






By construction, the density of states σ(x) > 0 for x ∈ [−1, 1]. Correspondingly, the kernel
L(x, x′) = δ(x− x′)−K(x− x′) (3.66)
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in Eq. (3.63) must also be a positive definite operator, with its smallest eigenvalue bigger than
1/(piσmax), where σmax is the maximum value of σ(x) on the interval x ∈ [−1, 1] [58]. This is in-
deed the case in the Lieb-Liniger model and the Yang-Gaudin model for any coupling strength.
However, in the present model, the kernel L(x, x′) in Eq. (3.66) is positive definite only for λ >
λ∗ = λ∗(ξ), where λ∗(ξ) will be found later. Equivalently, Eq. (3.62) yields an upper bound for the
Fermi momentum:
Q < Q∗ = c1/λ∗. (3.67)
Then, the apparent conflict appears: How do we satisfy the conservation of the mass density of the
system in Eqs. (3.60) and (3.65) while the Fermi momentum Q is limited by Q∗? Solution of this
problem is to have σ(x)→∞ at n→∞ while keeping Q∗ fixed. The only way to have such a result
is to require the operator L(x, x′) to have an almost zero mode at λ→ λ∗ + 0:
∫ 1
−1
dx′Lλ∗(x, x′)σ0(x) = 0. (3.68)
This phenomenon reminds us the condensation of levels which is characteristic for weakly interacting
bosons (see Fig. 3.2).
Figure 3.2: Condensation of levels for weakly interacting bosons in one dimension. Left pane is drawn
for strong coupling and right pane is draw for weak coupling.
For a fixed value of ξ and different values of λ, we solve Eq. (3.63) numerically using the modified
quadrature method [86], where the usual quadrature approximation to the integral is modified to give
more accurate result for a weakly singular kernel. The critical value λ∗(ξ) is determined by the point
at which the value of the solution σ(x) to Eq. (3.63) changes from positive to negative. Accordingly, for
a fixed value of ξ, the zero mode σ0(x) for Lλ∗(x, x′) can be approximated by the singular part of the
solution σ(x) that grows with increasing density n when λ→ λ∗(ξ) + 0. The numerically determined
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critical curve λ∗(ξ) is shown in Fig. 3.3, which has the limiting behavior that λ∗(ξ → 0) ≈ 0.88 and
λ∗(ξ → 1) → ∞. In the latter limit, the upper bound Q∗ goes to zero and the system develops a
collapsing instability which we will discuss in Sec. 3.4. Also the critical curve λ∗(ξ) can be fitted by









Figure 3.3: The critical value λ∗ as a function of ξ = c2/c1. The dots are obtained numerically and
the thick line is the curve of the fitting function in Eq. (3.69). We can see that as ξ → 1, λ∗ → ∞,





1− ξ + 0.015 + 0.045ξ + 0.50ξ
2, ξ ∈ (0, 1), (3.69)
The solution σ(x) to Eq. (3.63) at λ → λ∗ + 0 for several values of ξ is shown in Fig. 3.4, and it
consists of a regular and a singular part:
σ(x) = σreg(x) + σ
0(x), (3.70)
where the singular part σ0(x) can be viewed as the approximated zero mode defined in Eq. (3.68),
thus we use the same symbol for them.
In the limit ξ → 1, we can extract the analytical expression for the zero mode from Eq. (3.63).
For ξ → 1, we have (1− ξ)λ∗(ξ)→ 0 from Eq. (3.69), then K(x− x′) in Eq. (3.64) at λ→ λ∗ + 0 can
be approximated as



















where the symbol P represents the Cauchy principle part. As a result, Eq. (3.63) can be reduced to
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Figure 3.4: The solution σ(x) to Eq. (3.63) for λ→ λ∗(ξ) + 0. σ(x) can be separated into the regular
part σreg(x) and the singular part σ
0(x), where the latter grows with increasing n and is seen in the
figure as the part near x = 0.


























1− x′2 = pix, (3.73)





4(1− ξ)λ2 − 3
√
1− x2, (3.74)















4(1− ξ) , (3.76)
which agrees with the fitting formula in Eq. (3.69) in the limit ξ → 1. Using Eq. (3.76), we can rewrite











Q∗ −Q , (3.77)
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where Q = c1/λ and Q
∗ = c1/λ∗. This square root singularity in σ0(x) also appears in the Lieb-Liniger
model when the coupling constant cB approaches zero from the positive side [67, 49]. Here it appears
in the limit ξ → 1 when Q approaches Q∗ from below. The difference is that in the Lieb-Liniger
model, the Fermi momentum Q grows with increasing density n, while in the present model the Fermi
momentum is bounded from above with increasing density n, so the present model provides a more
proper realization for BEC in one dimension.
For ξ smaller than 1, the zero mode σ0(x) acquires correction to the form in Eq. (3.77) near the
boundaries x = ±1 (see Fig. 3.4). Numerical calculation shows that this correction is negligible up to
the point ξ = 0.4, so the functional form in Eq. (3.77) provides a good description of the zero mode
σ0(x) in the range 0.4 < ξ < 1, and we only need to replace the prefactor 2c1/(3pi) with a positive
function F (Q∗) that depends on Q∗.
Far away from the lower bound λ∗, asymptotic behaviors for the density of state σ(x) can be
extracted from Eq. (3.63) in the limit λ → ∞ with limξ→0 ξλ → 0 and limξ→1(1 − ξ)λ → 0. For













which coincides Eq. (3.23) for the Yang-Gaudin model if we rescale the parameters there accordingly.
The asymptotic behavior for the solution σ(x) to Eq. (3.78) in the limit ξλ → 0 has already been









1− x2 + · · ·
)
. (3.79)












which coincides Eq. (3.28) for the Lieb-Liniger model if we rescale the parameters there accordingly.
The asymptotic behavior for the solution σ(x) to Eq. (3.80) in the limit (1 − ξ)λ → 0 has also been



















+ · · · . (3.81)
The two asymptotic behaviors in Eqs. (3.79) and (3.81) will be of use in the next section when we
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calculate the asymptotic behaviors of physical observables in the BCS and BEC limits of the present
model.
3.3.2 BCS-BEC Crossover without External Magnetic Field
We will now show that the present model can provide an ideal scenario for BCS-BEC crossover in one
dimension, without the drawbacks of simply connecting Yang-Gaudin model with Lieb-Liniger model.
The behavior of the system is controlled by two dimensionless coupling constants:
γ1 = c1/n, γ2 = c2/n, (3.82)
where mψn = mψN/L is the total mass density of the system with mψ being the mass of the atom.
The ratio between the two dimensionless coupling constants is γ2/γ1 = ξ.
We consider the situation that γ1  1 is kept fixed at a large value and γ2 is varied such that ξ
goes from 0 to 1. In the limit ξ → 0, the dominant term in Eq. (3.57) is:






which coincides with the Yang-Gaudin model (see Eq. (3.22)). Thus the BCS limit can be realized by
tuning γ2 to the limit ξ → 0, where the system is weakly coupled with small dimensionless coupling
γ2. As we tune the coupling γ2 larger, the system evolves toward the fermionic super Tonks-Girardeau
gas, where the Yang-Gaudin model terminates. If we tune the coupling γ2 even larger, the system can
overcome this strong coupling limit and develop bosonic behaviors. In the limit ξ → 1, the dominant
term in Eq. (3.57) is:






which coincides with the Lieb-Liniger model (see Eq. (3.27)). Thus the BEC limit is realized by tuning
γ2 to the limit ξ → 1, where the system is again weakly coupled with small dimensionless coupling
δγ = γ1−γ2. We can see that the present model describes the BCS-BEC crossover in a unified fashion,
with a single Hamiltonian governing the evolution.
The crossover between fermionic and bosonic behaviors can be demonstrated by the evolution
of density of states σ(x) with varying γ2. The asymptotic behaviors of σ(x) in the BCS and BEC
limits are shown in Eqs. (3.79) and (3.81), and a typical result of σ(x) obtained by solving Eq. (3.63)
together with Eq. (3.65) numerically is shown in Fig. 3.5, where the crossover between flat distribution
in BCS limit and level condensation in BEC limit is transparent. Next, we discuss the ground state
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Figure 3.5: Density of states σ(x) with fixed γ1 and varying γ2, where γ1,2 ≡ c1,2/n. By tuning
γ2 toward γ1, the behavior of the system changes from weakly attractive fermions (nearly fat at the
center and sharp increase near the boundary) to fermionic super Tonks-Girardeau gas and finally to
weakly interacting bosons (condensation at the center).
properties and low energy excitations of the present model at BCS-BEC crossover respectively.
3.3.2.1 Ground State Properties and Instability
We analyze the ground state energy and further the compressibility of the system. The ground state













































The asymptotic behaviors of  and κ in the BCS (ξ → 0) and BEC (ξ → 1) limits are obtained by
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Figure 3.6: Numerical result for compressibility, where we have made it dimensionless by multiplying
by n3. Left panel is plotted for the present model with γ1 = 5, where κn
3 changes with ξ = c2/c1.
Right panel is plotted for the Yang-Gaudin model by varying dimensionless coupling constant γ =
cF /n. The difference is apparent: for the present model, there is divergence for compressibility, while
for the Yang-Gaudin model, the compressibility saturates at a finite value.















































where F = pi
2n2/4 is the Fermi energy for the noninteracting Fermi gas and c22/4 is the binding energy
per atom. The results in Eq. (3.87) agree with those for the Yang-Gaudin model and the Lieb-Liniger
model in the weak coupling limit respectively [67, 59, 32].
For general values of ξ, we numerically solve Eq. (3.63) for the density of states σ(x) and numer-
ically calculate the ground state energy and compressibility. A typical result for the compressibility
is shown in Fig. 3.6, together with the result for the Yang-Gaudin model for a comparison. From
Fig. 3.6, we can see that instead of saturating at a finite value as in the Yang-Gaudin model, the
compressibility of the system in the present model diverges in the limit ξ → 1, just as shown by
the asymptotic behavior in Eq. (3.87). This means that the system becomes infinitely compressible
and the spatially uniform ground state becomes unstable. In the meantime, the upper bound Q∗ for
the Fermi momentum goes to zero in the same limit (see Fig. 3.3). These facts signal a collapsing
instability in the system, which we will discuss in the Sec. 3.4.
3.3.2.2 Excitations and Robustness of Their Extremes
We analyze the low energy excitations of the present model. There are two types of them, classified
according to the spin quantum number - the S = 0 excitations and the S = 1/2 excitations. We first
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summarize their features and then present the detailed analysis.
The spectrum of the S = 0 excitations in the present model has two branches, one of them is
the usual Bogoliubov quasiparticle branch and the other is similar to the type-II branch in the Lieb-
Liniger model [66]. Physically, the former can be identified as the particle branch and the latter can
be identified as the hole branch (see Fig. 3.7), a classification due to the fact that the structure
of the ground state is the same as that of a Fermi system. There are two robust features for the
second branch: The maximum energy is achieved at kmax = kF = pin/2 and there is a periodicity of
2kF = pin, where kF is the Fermi momentum for the noninteracting Fermi gas. These two features
are robust against the variations of the dimensionless coupling strength γ1 and γ2.
particle type
hole type
ϵ=vck k=π nk=π n2







Figure 3.7: A typical spectrum for the S = 0 excitations. There are two branches, one for hole type
and one for particle type. At long wavelength, they both reduce to the phonon branch. The maximum
of the hole branch is fixed at kmax = kF = pin/2 and there is a periodicity of 2kF = pin in the hole
branch.
The spectrum of the S = 1/2 excitations in the present model is similar to that in the Yang-Gaudin
model (see Fig. 3.8). It is gapped and also has a robust extreme: The minimum energy is achieved
at kmin = kF = pin/2, robust against variations of the dimensionless coupling strength γ1 and γ2.
This is in sharp contrast to the situation in higher dimensions, where the momentum of the minimum
energy can be shifted from kF on the deep BCS side to zero on the deep BEC side [76]. This is also
counterintuitive in the sense that there is no conservation law to guarantee this robustness as in the
Luttinger theorem, since there is tunneling between atoms and molecules back and forth.
The calculation of low energy excitations for exactly solvable models follows a standard procedure
[105, 58]. The idea is as follows: The low energy excitations can be excited by various perturbations
to the ground state. Since in the thermodynamic limit, the integral equations for the perturbations











Figure 3.8: A typical spectrum for the S = 1/2 excitations. It is similar to that in the Yang-Gaudin
model. The minimum energy is fixed at kmin = kF = pin/2.
ical relevant elementary excitations, according to their quantum numbers. Below we carry out this
procedure for both S = 0 excitations and S = 1/2 excitations.
As in the Lieb-Liniger model, the S = 0 excitations can be classified into two categories: the hole
type and the particle type. For the hole type excitation, a two-string with center momentum |Λh| < Q
is moved to Q. This hole type perturbation introduces a shift in the center momentum of the ground
state Λ → Λ + ∆(Λ). We then define a new function ωh(Λ) ≡ σ(Λ)∆(Λ)L, the integral equation for





dΛ′ θ′(Λ− Λ′)ωh(Λ′) = − 1
2pi
[−θ(Λ− Λh) + θ(Λ−Q)] . (3.88)








dΛ′ 2ωh(Λ′) + 2Q− 2Λh.
(3.89)
For the particle type excitation, a two-string with center momentum Q is moved to Λp > Q. Similarly





dΛ′ θ′(Λ− Λ′)ωp(Λ′) = − 1
2pi








dΛ′ 2ωp(Λ′)− 2Q+ 2Λp.
(3.90)
These integral equations and dispersion relations can be generally worked out numerically, and a
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Figure 3.9: Numerical result for sound velocity scaled with vF . Left panel is plotted for the present
model with γ1 = 5, where vc/vF changes with ξ = c2/c1. Right panel is plotted for the Yang-Gaudin
model by varying dimensionless coupling constant γ = cF /n. They are different in the following
aspect: The present model has vanishing sound velocity at ξ → 1, while the Yang-Gaudin model has
a finite lower bound for the sound velocity: vc/vF > 0.5.
typical result is shown in Fig. 3.7. Just as pointed out at the beginning of this subsection, the
features of the S = 0 spectrum are (1) There is a hole branch as well as a particle branch. (2) Both
branches are gapless, and at long wavelength they are just phonons with linear dispersion  = vck,
where vc is the sound velocity. (3) There are two robust points, the momentum kmax = kF of the
maximum energy and the periodicity 2kF .
In fact, the robustness of the periodicity and kmax can be proved from Eqs. (3.55) and (3.58) in
the thermodynamic limit. Firstly, the periodicity is fixed by the translational invariance: If we shift
each Λ with the same amount pi/L, then this operation will change the total energy by the amount
NL−2 → 0, while it will change the total momentum by the amount (N/2)(2pi/L) = pin. Secondly,
the momentum kmax is fixed by the reflection invariance: If we replace each Λ with pi/L − Λ, then
this operation will also change the total energy by the amount NL−2 → 0, such that the spectrum
has a reflection symmetry about the total momentum pin/2.
After we obtain the spectrum of the S = 0 excitations, we calculate the sound velocity by linearizing
the dispersion (k) in the long wavelength limit k → 0. Since in the BCS (ξ → 0) and BEC (ξ → 1)
limits the present model reduces to the Yang-Gaudin model and the Lieb-Liniger model respectively
(see Eqs. (3.78) and (3.80)), the asymptotic behavior of the sound velocity in these two limits can be
















+ · · ·
)
, (3.91)
where vF = pin is the Fermi velocity for the noninteracting Fermi gas. The sound velocity for general
values of ξ is numerically calculated and presented in Fig. 3.9. We can see that the sound velocity is
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monotonously decreasing with ξ, as the system goes from the BCS (ξ → 0) limit to the BEC (ξ → 1)
limit. Also the vanishing of sound velocity in the limit ξ → 1 is consistent with the divergence of
compressibility in the same limit. This is in sharp contrast to the Yang-Gaudin model, where the
system can never reach the weakly interacting BEC limit.
Let us turn to the analysis of the gapped S = 1/2 excitations. Unlike the S = 0 excitations, the
lowest spin excited state is a triplet state, described by the continuum of two S = 1/2 excitations
and one S = 0 hole excitation. In this triplet state, we break a two-string with center momentum
|Λh| < Q and add two unpaired atoms with momentum k1,2 into the system. The corresponding









[−θ(Λ− Λh) + θs(Λ− k1) + θs(Λ− k2)] , (3.92)
where the newly defined phase-shift function θs(Λ−k) corresponds to the scattering between a molecule
and an unpaired atom:
















The extra term 1/2 on the righthand side of Eq. (3.92) comes from the fact that the Jα in Eq. (3.55)
will change from integer to half-odd integer (or from half-odd integer to integer) if an odd number of
two-strings or an odd number of unpaired atoms is added into the system (see Fig. 3.10).
Figure 3.10: The schematic picture for the distribution of the roots k. For two-strings with center
momentum Λα, the two roots kα,1 and kα,2 are separated by a distance c2 along the imaginary axis.
For unpaired atoms, the roots lie on the real axis. We can see that when a single two-string or a single
unpaired atom is added into the system, the Jα in Eq. (3.55) will be shifted by half of unity.
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dΛ′ 2ωtri(Λ′)− 2Λh + k1 + k2.
(3.94)
As we discussed before, Eqs. (3.92) and (3.94) are all linear, and this triplet state in fact includes three
elementary excitations - one hole type S = 0 excitation and two S = 1/2 excitations. By subtracting
the S = 0 component, we are left with the sum of two S = 1/2 components. There are two ways to





















































For the first definition, we remove a two-string and add an unpaired atom, so the net result corresponds
to subtraction of one atom. For the second definition, we only add an unpaired atom (the extra term
1/2 in the equation for ω
(2)
s (Λ) comes from the shift of Jα in Eq. (3.55), see Fig. 3.10), so it corresponds
to addition of one atom. Both of them change the number of atoms by one, thus we need to shift their
energies by the chemical potential µ, such that the minimum of the two spectra coincides to ensure
the particle-hole symmetry of the S = 1/2 excitations.
Solving the above sets of integral equations numerically we will obtain the spectrum for the S =
1/2 excitations. Typical results are shown in Fig. 3.11, where the notable features are: (1) The
S = 1/2 excitations have their lowest energy at momentum kmin = kF , robust against variations of
the dimensionless coupling strength γ1 and γ2. (2) The S = 1/2 excitations are gapped, where the
gap ∆(ξ) grows with increasing ξ (see Fig. 3.12 for ∆(ξ) with general values of ξ). (3) In the limit
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ξ → 0, the spectrum is of BCS type, where a small region of quadratic dispersion is followed by an
intermediate region of linear dispersion, before the dispersion reaches another quadratic region of large
momentum. (4) In the limit ξ → 1, the spectrum is of BEC type, where the dispersion is quadratic
all the way.
Figure 3.11: Typical spectra for the S = 1/2 excitations, where the momentum is shifted by kF .
Three different choices of ξ are shown. Right panel is obtained from left panel by offsetting the spin
gap. For very small ξ, the dispersion curve has three parts: a narrow quadratic region near the
minimum, a intermediate linear region and finally a quadratic region at large energy. For ξ close to
1, the dispersion is purely quadratic.
Figure 3.12: Numerical result for spin gap scaled with F . Left panel is plotted for the present model
with γ1 = 5, and right panel is plotted for the Yang-Gaudin model. They appear practically the same,
but with the following difference: the present model terminates at ξ = 1, while the Yang-Gaudin model
will continue the logarithmic behavior with ever growing γ = cF /n.
The robustness of kmin can be verified analytically. For addition of one atom, we can determine








This can by solved by variation of the function ω
(2)
s with respect to parameter k, and the result is
quite simple: kmin = 0. Now we can calculate the corresponding momentum by substitute k = 0 into
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The second term −θs(Λ)/2pi on righthand side of Eq. (3.98) is odd in Λ, which has no contribution
to the momentum k
(2)















This alternative function ω˜s(Λ) fulfills the same integral equation as the density of states σ(Λ), if we











which means that the minimum of the S = 1/2 spectrum resides at k
(2)
s = pin/2 = kF in the case of
addition of one atom.
Usually, the fixed momentum kF appears in the context of Luttinger theorem, which contributes the
robustness even in presence of interactions to the conservation of the particle number. In contrast, our
result that the minimum of the S = 1/2 spectrum is fixed at momentum kF is somewhat surprising,
in the sense that the non-conserving nature of the operator Nˆψ ≡
∫
dx ψˆ†ψˆ (see Eqs. (3.5) and
(3.8)) would in principle lead to a changing minimum position in momentum. In fact, the robustness
discussed here is due to a special feature of the one dimensional system that the quasiparticle excitation
is not stable with respect to soliton formation. A full explanation from a comprehensive semiclassical
analysis is presented in the next chapter [89].
Now we discuss the asymptotic behaviors of the S = 1/2 excitations in the BCS (ξ → 0) and
BEC (ξ → 1) limits. In the BCS limit, the present model reduces to the Yang-Gaudin model (see
Eq. (3.78)), where the asymptotic behaviors of the spin gap ∆ and the dispersion s(k) near its











∆2 + [vF (k − kF )]2. (3.101)
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We can see that these results are consistent with the conventional BCS mean field results.
In the BEC limit, the present model reduces to the Lieb-Liniger model with weak dimensionless
coupling δγ = γ1 − γ2 → 0. In this limit we have c2 ≈ c1  1, which makes the second term on the
righthand side of Eq. (3.95) for ω
(2)
s (Λ) negligible compared with the first term. As a result, we have
ω(2)(Λ) = piσ(Λ)/2 in the leading approximation, obtained by comparing Eq. (3.95) for ω(2)(Λ) and
Eq. (3.63) for σ(Λ). Then the asymptotic behaviors of the spin gap ∆ and the dispersion s(k) near







, s ≈ ∆ + (k − kF )2, (3.102)
where the leading term for the spin gap is just the binding energy for the two-strings and the dispersion
reduces to free particle form near the minimum of the spectrum. These results are consistent with
the usual physical picture of the BEC limit.
Since the presence of the upper bound Q∗ for the Fermi momentum has no effect on the low energy
excitation spectra, this completes our investigation of the present model in the context of BCS-BEC
crossover.
3.3.3 Phase Diagram in Presence of External Magnetic Field
Without an external magnetic field, the ground state of the present model is a Fermi sea of two-strings.
By applying external magnetic field above certain threshold depending on the density n = N/L, we
can polarize the system. Then the ground state will be either fully polarized or mixed with both two-
strings and polarized atoms. By varying the magnetic field H and the density n, we can explore the
phase diagram at zero temperature and observe quantum phase transitions between three different
phases: the fully paired ground state (P), the fully polarized ground state (FP) and the partially
polarized ground state (PP). This kind of analysis has already been done for the Yang-Gaudin model
in the literature [75, 47, 40, 41]. It is pointed out that the PP phase is gapless, and the power-
law decay of the pair correlation 〈ψ†↑(x)ψ†↓(x)ψ↑(0)ψ↓(0)〉 ∝ cos (kFFLO|x|) /|x|α is accompanied by
a spatial oscillation. The wave vector of this oscillation was numerically found to depend on the
mismatch of the Fermi points kFFLO ' pi(n↑ − n↓). Thus the PP phase serves as the one dimensional
analog of the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state, and it provides an ideal place to find
and explore the superfluid phase with inhomogeneity.
In this section, we calculate the zero temperature phase diagram of the present model. For technical
convenience, we start from the grand canonical ensemble, where the chemical potential µ is introduced
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as an auxiliary parameter to establish the phase boundaries in the H −n space. Also for definiteness,
we choose the case H > 0.
We introduce two density of states, one for the unpaired atoms, which is denoted as ρ(k) and one
for the molecules, which is denoted as σ(Λ). Then we have












where mψ(n↑ + n↓) is the total mass density, (n↑ − n↓) is the total spin density, q is the Fermi
momentum of the unpaired atoms and Q is the Fermi momentum of the molecules. Following the































where the phase-shift functions θ(Λ−Λ′) and θs(Λ− k) are defined in Eqs. (3.57) and (3.93) respec-
tively, and the new phase-shift function






corresponds to the scattering between two unpaired atoms with the same spin direction. The ground


















Performing variation of  with respect to σ(Λ) and ρ(k) under the constraint in Eq. (3.103) and
making use of Eq. (3.104), we obtain









dΛ θ′s(k − Λ)b(Λ),
b(Λ) =2
(

















where the chemical potential µ and the reduced magnetic field h = H/2 are the two Lagrange multi-
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pliers. The two introduced functions u(k) and b(Λ) are referred to as the dressed energy functions
for the unpaired atoms and molecules respectively [99, 40]. The dressed energy function is introduced
in the grand canonical ensemble such that it gives out negative value when the momentum is within
the Fermi sea and positive value when the momentum is outside the Fermi sea. Equivalently, we have
the condition that
u(±q) = 0, b(±Q) = 0. (3.108)
In terms of the dressed energies, the zero temperature phase diagram can be calculated as follows.
The boundary from fully polarized to partially polarized ground state is determined by the condition
u(±q) = 0, b(0) 6 0. (3.109)
Then the phase boundary FP-PP can be obtained as the solution n = n1(h) to the coupled integral
equations:





























The boundary from fully paired to partially polarized ground state is determined by the condition
u(0) 6 0, b(±Q) = 0. (3.111)



































The functions n1(h) and n2(h) cannot be expressed in closed forms, they can only be obtained by
directly dealing with the corresponding coupled integral equations, generally through numerical cal-
culations. Typical phase diagrams are presented in Fig. 3.13, where n and h are scaled by
√
b and b
respectively, with b = c
2
2/4 being the binding energy per atom. Comparison is made between ξ  1
and ξ ∼ 1 - The phase diagram at small ξ is essentially the same as that in the Yang-Gaudin model.
When ξ goes near 1, the phase diagram develops a new feature: there arises a critical strength hc for
the magnetic field, below which the ground state is always a Fermi sea of two-strings and cannot be
polarized.
Figure 3.13: Phase diagram in the h − n space at zero temperature, where n and h are scaled by
b = c
2
2/4. Left panel is plotted for ξ = 0.1, and right panel is plotted for ξ = 0.8. The case with
ξ = 0.1 is essentially the same as that in the Yang-Gaudin model, while in the case with ξ = 0.8,
the mixed phase region (PP) is reduced. The phase boundary P-PP actually has an asymptote
corresponding to the critical magnetic field h = hc.
The critical magnetic field can be shown to come about due to the presence of upper bound Q∗
on the Fermi momentum of the system. For fixed c1 and c2, when we increase the chemical potential
or the mass density, we will finally get close to the upper bound Q∗. In the range 0.4 < ξ < 1, the
density of states σ(x) is then dominated by square root singular term σ0(x) in Eq. (3.74). We then use
it together with Eq. (3.85) to calculate the leading order contribution to the energy density  ≡ E/L




























where ξ = c2/c1, λ
∗ = c1/Q∗, and the relation between λ∗ and ξ can be read off from Eq. (3.69) or
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Fig. 3.3. This shows that the leading order contribution to the energy density is linear in n = N/L:




For fixed number of particles n = n↑ + n↓ with small varying polarization δn = n↑ − n↓, the energy
of the system can be expressed as
(δn) = B(ξ)n− (h+B(ξ))δn. (3.115)
When ξ is small, the coefficient B(ξ) is positive, which means that an infinitesimal magnetic field will
polarize the system as long as the mass density of the system is large enough, and there is no critical
magnetic field hc. When ξ goes to 1, λ
∗ tends to diverge, then we have B(ξ) < 0, which means that
we need a finite strength of magnetic field hc = −B(ξ) to polarize the system. The critical ξ∗ is then
determined by
B(ξ∗) = 0⇒ λ∗(ξ∗)ξ∗ = 1⇒ ξ∗ = 0.61. (3.116)
The value of ξ∗ falls in the range 0.4 < ξ < 1, so the usage of the square root singular form in
Eq. (3.74) for the density of states when Q approaches Q∗ from below is justified.
As a result, we have hc = 0 for ξ < ξ
∗ and hc = −B(ξ) for ξ > ξ∗. If we approach the critical
value ξ∗ from above, the critical magnetic field will display the following critical behavior:
hc ∼ (ξ − ξ∗)αh for ξ = ξ∗ + 0, (3.117)
where the critical exponent αh can be calculated from the functional form of B(ξ) with the result
αh = 1. This result comes from the fact that the system can be viewed as a collection of noninteracting
particles in the leading approximation according to Eq. (3.114). Since Eq. (3.114) is obtained by
keeping only the singular part σ0(x) from the density of states σ(x) = σreg(x) +σ
0(x), the interaction
effect comes from the regular part σreg(x), which produces higher order corrections to the result
αh = 1.
3.4 Bright Solitons with c1 < c2
In the previous section, we have touched the issue that a collapsing instability appears when we tune
c2 close to c1, see Figs. (3.3), (3.6) and (3.9). In this section, we focus on the regime 0 < c1 < c2, the
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instability discussed in the previous section implies we would have a collapsing solution in this regime
for fermionic atoms (see Eq. (3.51)). This counterintuitive result is due to the fact that the fermionic
atoms are tightly bound into bosonic molecules with residual attraction before collapsing. In this
section, we confirm this claim. Firstly we still make the two-string ansatz like that in Eq. (3.53)
kα,1 = Λα + iv, kα,2 = Λα − iv, v > 0, (3.118)
where α = 1, 2, · · · ,M = N/2. But this time we leave the reality of the center momentum Λα for the







For a macroscopic system where L→∞, this fixes the value v = c′2, and Eq. (3.54) still follows. This





Λα − Λβ − ic3
Λα − Λβ + ic3
)
, (3.120)
where we have omitted other factors which have no effect on the subsequent derivations 2. Now
Eq. (3.120) has the same form as that appearing in the attractive Lieb-Liniger model, whose ground
state is a single string solution encompassing all particles [67, 105]. Subsequently, unlike the uniform
regime, we now have a single M -string solution for center momentum Λα:
Λα = u+ ic
′
3(M + 1− 2α), c′3 = c3/2, (3.121)
where u is a real number and α = 1, 2, · · · ,M = N/2. We now have an embedded string solution of
the following structure
kα,1 = Λα + ic
′
2, kα,2 = Λα − ic′2,
Λα = u+ ic
′
3(M + 1− 2α),
(3.122)
where the label α runs from 1 to M = N/2. The physical picture of this embedded string solution is a
bound state encompassing all particles: Firstly, atoms with opposite spins are bound into molecules,
2The second and the third terms in Eq. (3.54) cannot produce physical poles; The first term in Eq. (3.54) can produce
physical poles, but it won’t lead to a valid string solution, because it will lead to repeating values in original momentum
k, then the exclusion principle in one dimension tells us that the wave function would vanish.
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then the molecules are bound together as a single bright soliton due to the residual attraction (see
Fig. 3.14).
Figure 3.14: The embedded string solution. The two-string (the one in the enlarged circle) with
inter-root separation c2 is embedded in the M -string with inter-root separation c3 = c2 − c1.
The above physical picture can be better understood by writing down the corresponding wave
functions directly. This can be done through the nested coordinate Bethe ansatz:








[X,P ] = sgn(X)sgn(P )AσX1σX2 ···σXN (kP1 , kP2 , · · · , kPN ),
(3.123)
where σi =↑, ↓ denotes the spin directions, X denotes the ordering sector with xX1 < xX2 < · · · < xXN
and P denotes the permutation among the wave numbers. The sign function equals 1 for even
permutations and −1 for odd permutations. For M down-spins sitting at integer positions 1 6 y1 <
y2 < · · · < yM 6 N , we denote the function AσX1 ···σXN (kP1 , · · · , kPN ) as AP (y1, y2, · · · , yM ). This
function is obtained by generalizing the result for the Yang-Gaudin model [35, 109] from a single
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coupling constant cF to two coupling constants c1 and c2:


















(kPj − Λ− ic′2)
N∏
l=y+1
(kPl − Λ + ic′2).
(3.124)
For a concrete illustration, we substitute Eq. (3.122) into Eqs. (3.123) and (3.124) in the case with
N = 4, then in the basic sector I : x1 < x2 < x3 < x4, we have:
ΨI(↑, x1; ↓, x2; ↑, x3; ↓, x4) ∼ e−c′2(x2+x4−x1−x3)−c′3(x3+x4−x1−x2),
ΨI(↑, x1; ↑, x2; ↓, x3; ↓, x4) = 0,
ΨI(↑, x1; ↓, x2; ↓, x3; ↑, x4) ∼ e−c′2(x2+x4−x1−x3)−c′3(x3+x4−x1−x2),
(3.125)
where we have set u = 0 for simplicity. The expression for other ordering sectors then follows from the
symmetry of the system. Through the explicit wave function, the physical picture of the embedded
string solution is transparent, where the exponential decay on the length scale of 1/c′2 represents the
molecule structure and the exponential decay on the length scale of 1/c′3 binds all the M molecules
together.
3.5 Conclusion
In this chapter, we introduced models of two-component bosons and fermions with tunable inter-
species interactions in one dimension, where the Yang-Baxter equation for exact solvability can be
fulfilled by fine-tuning the model parameters. The tunable interactions are realized by Feshbach
resonances of two antiparallel pseudospins. The N atoms in this model can be imagined to live
on hyperplanes corresponding to different ordering sectors X : xX1 < xX2 , < · · · < xXN . Without
reaction that converts atoms and molecules back and forth, we only need to require the continuity of
wave function when hyperplanes intersect. With Feshbach resonances, the molecules can be viewed as
living on the intersections of the hyperplanes, which play the role of the boundary conditions. Although
the strict exact solvability beyond the level of two-body scatterings would require the introduction
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of extra singular counterterms, the present models can still be well described by the Bethe ansatz
for relatively small densities. The resulting Bethe ansatz equations admit two types of ground state
solutions, depending on the relation between the two coupling constants c1, c2. In the regime c1 > c2,
the ground state is a Fermi sea of two-strings, where the Fermi wave vector Q is under constraint:
there is a limiting Q∗ which Q cannot exceed, and near Q∗ the distribution of the center momentum
presents a square root singularity. As c2 approach c1 from below we come close to a diverging
compressibility, which leads us into the other regime c2 > c1 with a single N particle bound state for
the ground state. In the Bethe ansatz approach, this bound state reveals itself as an embedded string
solution. Our model is experimentally accessible by using two hyperfine states of 87Rb quantum gases
with tunable couplings via Feshbach resonance. Furthermore, the uniform regime c1 > c2 provides
a new scenario for investigating the physics of BCS-BEC crossover, where the system is governed by
a single Hamiltonian and the behavior of the spin excitations is accessible along the whole range of
the crossover. Also, we have explored the zero temperature phase diagram in presence of external
magnetic field, where a critical magnetic field below which the ground state cannot be polarized is
caused by the presence of the upper bound Q∗ for the Fermi momentum.
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Chapter 4
Solitons in One Dimensional
Systems at BCS-BEC Crossover
4.1 Introduction
In the previous chapter, we constructed an exactly solvable model for BCS-BEC crossover in one
dimension, where we have obtained several robust features of low energy excitation spectra along the
whole crossover (see Fig. 3.7 and Fig. 3.8). In this chapter, we will explain these robust features in
terms of solitons from a semiclassical point of view.
Soliton formation is an important and rich nonlinear phenomenon in various branches of physics.
In many exactly solvable models, both classical and quantum mechanical ones, soliton plays a unique
role. It is well known that the interacting bosons in one dimension (the Lieb-Liniger model) show an
unexpected branch in its excitation spectrum, usually referred to as the type-II excitations [67, 66].
Later it was found that the interacting fermions in one dimension (the Yang-Gaudin model) have a
similar phenomenon [39, 95]. The fact that they originate from solitons can be clearly seen in the
semiclassical analysis, where solitons serve as an alternative solution to the semiclassical equation of
motion apart from the spatially homogeneous solution [60, 25].
It is even more interesting, as we have seen in the previous chapter, that these soliton-like solutions
can further affect the spin excitations in a striking way that they will fix the minimum energy of the
spin excitations exactly at momentum kF = pin/2, where nmF (mF is the mass of the fermionic atom)
is the conserved total mass density of the system and it remains unchanged along the whole crossover.
This is in sharp contrast to the situation in higher dimensions, whereby tuning interaction along
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the BCS-BEC crossover we can move this momentum from kF on the deep BCS side to zero on the
deep BEC side [76]. In this chapter, we present a comprehensive semiclassical theory of solitons in
one dimensional systems at BCS-BEC crossover, where we explain the soliton interpretation of the
type-II excitations and the fixing of the momentum for the minimum energy of spin excitations. Our
theory gives the semiclassical interpretation of the excitation spectrum of the Yang-Gaudin model,
where existing semiclassical proposals fail to reconcile with the exact solutions [25, 95]. Our theory
also serves as yet another example of the dramatic effect solitons can have on low dimensional physics.
In the next section, we will review the exact solutions of the Lieb-Linger model, the Yang-Gaudin
model and the model of BCS-BEC crossover in one dimension. We then further analyze them in the
sections to follow. We first outline the general formalism of the semiclassical analysis in presence of
solitons across the BCS-BEC crossover. We then apply it to the S = 1/2 and S = 0 excitations
respectively, where we present analytic analysis on both deep BCS and deep BEC side and qualitative
analysis for the crossover. Finally, we summarize the main results and make the conclusion.
4.2 Review of Exact Solutions and their Relation to Solitons
In Sec. 3.2.1, we have reviewed the Lieb-Liniger model for interacting bosons and the Yang-Gaudin
model for interacting fermions, and we have constructed the exactly solvable models for BCS-BEC
crossover in one dimension. The low energy excitation spectra for the latter are worked out in Sec.
3.3.2. In this section, we summarize the excitation spectra of these exactly solvable models. In
the gapless S = 0 excitations spectrum (where S is the total spin) for all these models, there is
an extra soliton-like branch apart from the usual Bogoliubov quasiparticle branch. In the gapped
S = 1/2 excitations, one finds the minimum of the energy lying exactly at the Fermi momentum kF =
pin/2. These are the key features we would like to explain when later developing the corresponding
semiclassical theory.









where ϕˆ represents the spinless bosons with mass mB = 1/2, and cB > 0 corresponds to the repulsion
between bosons. A typical excitation spectrum of Lieb-Liniger model is shown in Fig. 4.1. It is
composed of two branches, the usual Bogoliubov quasiparticle (Lieb-Liniger type-I) branch, and the












Figure 4.1: The typical excitation spectrum of the Lieb-Liniger model, calculated for coupling strength
γ = cB/ns = 0.43. There are two branches, type-I for Bogoliubov quasiparticles and type-II for
soliton-like excitations. Also shown in the figure is the sound velocity vc, which scale as
√
cBn.
phonons, with the same sound velocity vc =
√
cBn, whose magnitude decreases with the coupling
strength. The key features of the type-II excitations are that it has (2pins) → 0 as the system size
goes to infinity, L → ∞, and it has its maximum energy achieved at momentum k = pins. This
periodicity of the type-II branch is a consequence of the discrete translational invariance, where the
shift of momentum for each boson by the amount of 2pi/L costs (nsL)(2pi/L)
2 → 0 in energy but
changes the total momentum by (nsL)(2pi/L) = 2pins [88]. Similarly, the total energy also remains
invariant under the momentum reflection k → 2pi/L−k for each boson, which means the spectrum has
an additional symmetry of reflection about total momentum pins. As a result, the maximum of the
spectrum is fixed at momentum pins. It is known that this point corresponds to a motionless (dark)
soliton, and the entire Lieb-Liniger type-II branch has the physical interpretation as the dispersion
relation E(P ) for the moving (grey) soliton with velocity vs = ∂E(P )/∂P [60, 55].













 represents the S = 1/2 fermions with mass mF = 1/2, and cF > 0 corresponds
to the attraction between fermions. This attraction, however weak, produces bound pairs in one
dimension. A typical spectrum of S = 0 excitations of the Yang-Gaudin model is shown in Fig.
4.2, which is pretty similar to the one we obtain in the Lieb-Liniger model. The notable differences
here are the scale of the maximum energy of type-II excitations and the sound velocity. In the weak
coupling limit cF /n  1, the maximum energy is on the scale of the Fermi energy F = pi2n2/4 and














Figure 4.2: The typical S = 0 excitation spectrum of the Yang-Gaudin model, calculated for coupling
strength γ = cF /n = 0.15. There are also two branches, type-I for Bogoliubov quasiparticles and
type-II for soliton-like excitations. Also shown in the figure is the sound velocity and the Fermi
energy F , we can see in the weak coupling limit, the dark soliton has an energy on the scale of F
and the sound velocity is on the scale of vF .
k → 0, there is no semiclassical description for the dispersion relation, but near the maximum of the
spectrum where the velocity is small, a semiclassical description is still possible. The recent attempt
by [25] to develop such a description led to incorrect energy scale and curvature near the maximum
of the spectrum [95]. We are going to reconcile this discrepancy in this chapter.
In the strong coupling limit cF /n 1 where the fermions are tightly bound, instead of behaving
like a system of weakly coupled bosons, the Yang-Gaudin model produces a system of hardcore bosons
know as the fermionic super Tonks-Girardeau gas [39]. As a result, the sound velocity is still on the
scale of the Fermi velocity, and the spectrum of Fig. 4.2 preserves qualitative shape for any value of
cF .
A typical spectrum of S = 1/2 excitations of the Yang-Gaudin model is shown in Fig. 4.3,
where the minimum energy is achieved exactly at the Fermi momentum kF = pin/2, irrespective of
the coupling strength. This exactness is unusual, since it is without the correction on the scale of
δk ∼ ∆0/vF that would be introduced by the conventional BCS theory in the weak coupling limit
(where ∆0 is the gap width), and it is contrary to the usual conclusion that the minimum energy
should be achieved at zero momentum in deep BEC regime in higher dimensions [76]. At first sight,
this could be caused by the fact that the strong coupling limit cF /n 1 of Yang-Gaudin model is not
a system of weakly coupled bosons, which invalidates it as a proper model for BCS-BEC crossover.













Figure 4.3: The typical S = 1/2 excitation spectrum of the Yang-Gaudin model, calculated for
coupling strength γ = cF /n = 1.13. The minimum energy is obtained at the Fermi momentum
kF = pin/2, with a small region of quadratic spectrum around it. Also shown in the figure is the
binding energy b for the singlet pairs, which is bigger than the spin gap.
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 represents the spin-1/2 fermions with mass mF = 1/2, Ξˆ represents the vector
resonances with binding energy Ξ and Πˆ represents the scalar resonances with binding energy Π.
Both resonances are of mass mΞ = mΠ = 1. The behavior of this model is then controlled by two
parameters:
c1 = |tΞ|2/4, c2 = c1 + |tΠ|2/(2Π). (4.4)
This model has the Lieb-Liniger model and the Yang-Gaudin model as its two limits in the parameter
range c1 ∼ c2 and c1  c2 respectively, thus providing a model of BCS-BEC crossover in one dimension
that is subject to exact solutions. On the side where it reduces to the Yang-Gaudin model with cF = c2,
the excitation spectrum is basically the same as shown in Fig. 4.2 and Fig. 4.3; On the side where
it reduces to the Lieb-Liniger model with cB = c1 − c2, the S = 0 spectrum is basically the same as
shown in Fig. 4.1. In addition to that, we also have S = 1/2 excitations now, whose typical behavior
is shown in Fig. 4.4. We can see that the spectrum has the same feature as that on the BCS side,
with the minimum energy still obtained exactly at the Fermi momentum kF = pin/2. even though
the S = 0 sector corresponds to weakly interacting bosons with vc  vF .
In all the exactly solvable models presented above, the fixing of minimum spin excitation energy













Figure 4.4: The typical S = 1/2 excitation spectrum on the BEC side, calculated for coupling strength
γ1 = c1/n = 0.34 and γ2 = c2/n = 0.27. In the plotting scale we have used ns = n/2. The minimum
energy is again obtained at the Fermi momentum kF = pin/2. Also shown in the figure is the binding
energy b for the singlet pair, which is bigger than the spin gap.
is in sharp contrast to the situation in higher dimensions [76]. It leads us to the conclusion that this
is most probably a general feature not limited to exact solvability. One may suspect that the fixing
is a consequence of the Luttinger theorem, but this is not true due to the fact that the system here
is gapped and there is no conservation of the number of fermions (since there is tunneling between
atoms and molecules back and forth). On the other hand, the maximum of the S = 0 excitations can
be interpreted as a dark soliton, with the spectrum near it as a moving grey soliton. We propose that
the minimum of the S = 1/2 excitations is also a dark soliton with one extra fermion bounded on it
and kF is just the momentum of this dark soliton, whereas the fermion sitting bounded on top of it
doesn’t bring any new momentum. This will be done in the next sections.
4.3 General Formalism
For the purpose of semiclassical analysis, let’s consider the following simplified model of BCS-BEC






































 represents the S = 1/2 fermions with mass mF = 1/2, bˆ with mass mb = 1
represents a scalar resonance with resonant energy −b when b < 0 or a molecule with binding energy
b when b > 0. The coupling constant tb is chosen to be real. Operator Nˆ is a conserved quantity
and the expectation value of mF Nˆ = Nˆ/2 gives the total mass of the system. Although not subject
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to exact solutions, this model grasps the essence of the BCS-BEC crossover and is more friendly to
semiclassical analysis.
A conventional way to analyze the semiclassical origin of the excitations is to treat the operators as
classical fields and to solve the semiclassical equations of motion for them. Its validity can be justified
in the narrow resonance limit and via the saddle point approximation in the path integral formalism.





b0, where b0 is a constant, and the excitations are represented by a space-time varying expectation




, where we use the periodic boundary condition such that b(x, t) = b(x+ L, t). As
we treat the operator bˆ as a classical field b(x, t), the part of Hˆ that involves fermionic operators can




























where we have defined ∆(x, t) ≡ tbb(x, t) and the classical fields un(x, t), vn(x, t) satisfy the Bogoliubov-
de Gennes equation [94] with periodic boundary conditions:
−∂2x − µ ∆









un(x+ L, t) = un(x, t)
vn(x+ L, t) = vn(x, t)
.
(4.8)
Using these classical fields b(x, t), un(x, t) and vn(x, t), the energy and momentum of the system under


























































where Eψ is the eigenvalue of the mean field Hamiltonian Hˆψ in Eq. (4.7) under this particular filling
configuration, and the double arrow derivative is defined as
f
←→
∂x g ≡ f(∂xg)− (∂xf)g. (4.10)
The solutions to Eq. (4.8) have a special particle-hole symmetry that if (un, vn)
T is a solution
with eigenvalue n, then (−v∗n, u∗n)T must be a solution with eigenvalue −n. As a result, nonzero
eigenvalues appear in pairs. Moreover, if Eq. (4.8) possesses zero eigenvalue, it must be degenerate,







T is the solution to Eq. (4.8) for  = 0 and c is constant complex number of modulus one
|c| = 1. Equation (4.11) would then lead to |c|2u0 = −u0, which cannot be true unless u0 is trivially
zero (This argument is analogous to that for Kramers degeneracy). In later sections where ∆(x, t) is
identified as a soliton, we find that the degenerate zero modes appear only in the deep BCS limit,
where the spectrum is linearized around the Fermi points. But this turns out to be an artifact of the
linearization, and there will be no zero mode when the nonlinear effect of the spectrum is taken into
account.
It is clear from the above analysis that the solutions to Eq. (4.8) always appear in pairs, the state
S = 0 then corresponds to a zero (or even) occupation of Bogoliubov fermions γˆnσ and the state
S = 1/2 is made out of odd occupation. Also as we will see in later sections, the state of the S = 0
soliton corresponding to the exact solution is not necessarily a ground state of Hˆψ.
4.3.1 Dark Soliton
The dark soliton is characterized by a twist in the configuration of b(x) where its value changes sign
rapidly from x < 0 to x > 0. Taking into consideration the periodic boundary condition, b(x) then
has the following asymptotic behavior at spatial boundaries:
b(x→ ±L/2) ∼ eipix/L, (4.12)
where we are taking the infinite system limit that L→∞. It would be helpful to perform the following
gauge transformation:
b(x) = eipix/Lb˜(x), (4.13)
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where ls  L is the size of the soliton sitting at x = 0, the constant number b0 is chosen to be real,
and the shape function f(x) has the asymptotic behavior that f(x → ±∞) = ±1. Under this gauge
transformation, the periodic boundary condition of b(x) becomes b˜(x+L) = −b˜(x). As a result, b˜(x)
can be chosen purely imaginary, or equivalently, f(x) can be chosen purely real.
To get rid of the phase in Eq. (4.13), we perform the following gauge transformation on the classical





then Eq. (4.8) is transformed into
−∂2x − µ tbb˜
(tbb˜)









u˜n(x+ L, t) = −u˜n(x, t)
v˜n(x+ L, t) = v˜n(x, t)
, (4.16)
where we have neglected both L−1 and L−2 correction to the eigenenergy n. The former can be
neglected because it contributes to the total energy in Eq. (4.9) a term proportional to P/L, which
goes to zero in the limit L → ∞ for finite momentum P . The latter can be neglected because it
contributes to the total energy a term proportional to NL−2, which also goes to zero in the limit
L → ∞. Using these gauge transformed classical fields, the energy E, the momentum P and the

































































where the effect of gauge transformation is taken into account in the limit L→∞. The contribution
to the energy is vanishingly small (∼ NL−2) while the contribution to the momentum remains finite,
which appears in the expression for P as the last term proportional to n = N/L.
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To be consistent with the choice that b˜(x) is purely imaginary, u˜n(x) and v˜n(x) can be chosen purely
real and purely imaginary respectively. Since the classical fields b˜(x), u˜n(x) and v˜n(x) are chosen to
be either purely real or purely imaginary, the contribution from the integral for the momentum P in
Eq. (4.17) is zero, then we arrive at the result that the momentum of the dark soliton is exactly the
Fermi momentum:
P = kF = pin/2, (4.18)
whether it is for a S = 0 state or a S = 1/2 state.
Now we have to determine the actual form of the dark soliton profile f(x). It is obtained by solving
the equation of motion for the classical field b˜(x). Because the dark soliton corresponds to a local
minimum or a local maximum of the energy for S = 0 or S = 1/2 spectrum respectively, the desired
equation of motion for b˜(x) can be derived by extremizing the energy E in Eq. (4.17):
− 1
2




Together with Eq. (4.16), we now have a complete set of equations to determine all the relevant
classical fields.
As mentioned at the end of Sec. 4.2, our proposal for S = 1/2 excitations is based upon the
assumption that one extra fermion can be bounded on the dark soliton, which is equivalent to the
assumption that there is at least one localized state solution to Eq. (4.16), so we present below a
simple one-parameter variational approach to verify this assumption.
The Hamiltonian operator corresponding to Eq. (4.16) is as follows:
Hˆb =
−∂2x − µ tbb˜
(tbb˜)
∗ ∂2x + µ
 , (4.20)
and it has a positive as well as a negative sector, due to the particle-hole symmetry discussed after
Eq. (4.8). Accordingly, the existence of the localized state can be proved by the fact that the ex-
pectation value I(κ) of Hˆ2b on a normalized trial wave function ψκ(x) is below the boundary of the





dx ψ∗κ(x)ψκ(x) = 1. (4.21)
Here we make the choice that I(0) corresponds to the boundary of the continuous spectrum and κ > 0
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corresponds to the localized state. Then the existence of localized state corresponds to I ′(0) < 0.
For µ > 0, the boundary of the continuous spectrum for Hˆ2b is ∆20 = (tbb0)2, and the normalized







where k2F = µ. Then we have
I(κ) = ∆20 + κ
4 + 4κ2k2F −∆20κls
∫
e−2κls|y|f2(y)dy, (4.23)
which has the required property that
I(0) = ∆20, I
′(0) < 0. (4.24)
For µ 6 0, the boundary of the continuous spectrum for Hˆ2b is ∆20 + µ2, and the following normalized








I(κ) = (−κ2+ |µ|)2 + ∆20 −∆20κls
∫
e−2κls|y|f2(y)dy, (4.26)
which again has the required property that
I(0) = ∆20 + µ
2, I ′(0) < 0. (4.27)
Taking also into consideration that the solutions to Eq. (4.16) always appear in pairs and belong to
the negative and positive sectors respectively, we then proved here that there is at least one localized
state for each sector for the whole range of µ across the BCS-BEC crossover.
In later sections, we will show that the number of localized states is exactly one for each sector in
both the deep BCS and the deep BEC limit, and we didn’t find any evidence for the existence of a
second localized state (though appearance of such state would not violate any further consideration).
79
4.3.2 Grey Soliton
In order to transform the dark soliton into a moving grey soliton, we need to generalize the above
construction to the following asymptotic behavior at spatial boundaries:
b(x→ ±L/2, t) ∼ eiθsx/L, (4.28)
where the phase parameter θs ∈ [0, 2pi) and we take the limit L→∞. We will show in later sections
that the moving grey soliton can be presented in the following form:













where vs is the velocity of the grey soliton. The velocity vs and phase parameter θs are not independent
variational variables. As we will show now, they are related to each other via the semiclassical velocity
formula vs = ∂E(θs)/∂P (θs).
Considering the transformation of the variables from (x, t) to (z, t) such that z = x− vst, we will
have























where we have variable x on the lefthand side and variable z on the righthand side. We can see
that in Eq. (4.30) new terms are added to the Hamiltonian operator, while the momentum operator
remains unchanged. This implies that the variable transformation introduced here is not a Galilean
transformation, for which the momentum would have been changed by the amount proportional to
vsN →∞. From Eq. (4.30) we obtain the following operator relations:
∂Ωˆ
∂vs
= −Pˆ, Ωˆ = Hˆ − vsPˆ. (4.31)
By taking the expectation values of both sides on the soliton with phase parameter θs, we can see
that the change of variables from x to z is equivalent to a Legendre transformation:
∂Ω(θs)
∂vs
= −P (θs), Ω(θs) = E(θs)− vsP (θs). (4.32)
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P − vs ∂P
∂θs
. (4.33)



















When the soliton is interpreted as a proper excitation, Eq. (4.35) is just the semiclassical velocity
formula mentioned above, which determines the soliton velocity vs as a function of θs. Then the fact
that the dark soliton corresponds to either the maximum (S = 0) or minimum energy (S = 1/2)
follows from the condition that vs(θs = pi) = 0.
As in derivation for the dark soliton, it would be helpful to do the following gauge transformation
of the classical fields: 
b(x, t) = ei
θsx
L b˜(z),
un(x, t) = e
i θsxL u˜n(z),
vn(x, t) = v˜n(z),
(4.36)
where z = x − vst. This leaves us with the analysis of classical fields b˜(z) or ∆˜(z) = tbb˜(z), u˜n(z)
and v˜n(z), for which we will omit the tilde in the following whenever there is no confusion. Also, the
gauge transformation modifies the boundary conditions of the classical fields:

b(z + L) = e−iθsb(z),
un(z + L) = e
−iθsun(z),
vn(z + L) = vn(z).
(4.37)
Using these classical fields, again we can write down the expressions for the energy E, momentum P
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where the energy and momentum are understood by taking the reference point that E(θs = 0) = 0
and P (θs = 0) = 0. Also, the chemical potential is determined by the usual thermodynamic relation
that µ = ∂E/∂N .
For a particular filling configuration of the mean field Hamiltonian Hˆψ in Eq. (4.7), we now derive
the semiclassical equations of motion for the classical fields b(z), un(z) and vn(z). Unlike the dark
soliton, the grey soliton only extremizes the energy E under certain constraints. Usually we would
extremize the energy E under the constraint of fixed momentum P , but this approach may not
respect the desired boundary condition in Eq. (4.37). To overcome this difficulty, we use a modified
extremization process. Firstly, we partition the momentum P in Eq. (4.38) into two parts: the














, Pψ = P − Pb (4.39)
Then instead of keeping P fixed, we keep both Pψ and Pb fixed, and this introduces two Lagrangian
multiplier vψ and vb into the free energy F we want to extremize:
E → F = E − vψPψ − vbPb. (4.40)
We can visualize this modified extremization in the functional space spanned by Pψ and Pb (see Fig.
4.5). Each point on the hyperline Pψ + Pb = P corresponds to an extreme of the free energy F ,
and one point among them (the starred point in Fig. 4.5) is picked out by adjusting the Lagrangian
multiplier pair (vψ, vb) to satisfy the boundary condition in Eq. (4.37). This modified extremization
process is morally equivalent to the method of constrained instanton used in field theories [2]. Also,
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following the derivation from Eq. (4.32) to Eq. (4.35), we obtain
dE = vψdPψ + vbdPb = vs(dPψ + dPb). (4.41)
This allows a trivial solution that vψ = vb = vs or a nontrivial solution such that
vs − vψ




We will see in later sections that the nontrivial solution is crucial on the deep BCS side.
Figure 4.5: The functional space for the extremization spanned by Pψ and Pb. The thick line is
the collection of extreme points and the starred point is the one that satisfies the required boundary
condition in Eq. (4.37).
Applying the modified extremization process, we obtain the following equations of motion for the
classical fields in the limit L→∞:
− 1
2




−∂2z − µ+ ivψ∂z ∆(z)








where ∆(z) field is related to b(z) field through the definition ∆(z) = tbb(z) and the eigenvalue ¯n
differs from n in Eq. (4.7) and Eq. (4.8) in that ¯n contributes to the free energy F in Eq. (4.40)
while n contributes to the energy E in Eq. (4.9). We should keep this in mind when later calculating
the energy E. Also, the proof of the existence of the localized state for a dark soliton can be easily
generalized here to Eq. (4.44) for a grey soliton.
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4.4 Theory of S = 1/2 Soliton
In this section, we apply the general formalism outlined above to the S = 1/2 soliton, which turns
out to be simpler than the S = 0 soliton. The two weak coupling limits - the deep BCS side and the
deep BEC side - permit analytical treatment, because on either side, one of the degrees of freedom
lies high in energy compared to the other such that we are left with a decoupled theory with weak
interaction.
4.4.1 Deep BCS Side
On the deep BCS side, we tune the resonant level of b field far above the Fermi sea such that
b < 0, |b|  µ. Since the b field now only acts as a virtual state to effect the low energy physics, we















where λ = |tb|
2
−(2µ+b) > 0 serves as the effective coupling constant and τ = vb/(2µ + b). Also for the
dark soliton, we should bear in mind that we need to set vψ = vb = 0 and τ = 0. Combined with the






















This is just the BCS mean field Hamiltonian for the conventional superconductivity and the ∆ field
is just the gap parameter. Thus, our semiclassical analysis on the deep BCS side can be equally well
applied to the Yang-Gaudin model in the weak coupling limit. The system is made out of loosely
bounded Cooper pairs, and we have a large chemical potential µ = k2F , where kF = pin/2 and n = N/L.







 eiαkF z, (4.47)
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where α = −1 and α = 1 denotes the left and right moving modes respectively. Correspondingly,
Eq. (4.44) can be linearized to the following form:
−iαvF∂z − αvψkF ∆(z)








where the bar notation of the eigenvalue again reminds us that ¯αn contributes to the free energy F
instead of the energy E. Moreover, due to the linearization made here, we can further determine the




n + αvψkF .
The solution to this linearized Bogoliubov-de Gennes equation under soliton profile in the context of
polyacetylene and charge density waves is well established in the literature [97, 100, 10, 11]. Essentially,
the solvability comes from the fact that Eq. (4.48) has the form of Dirac equation in one dimension
and it can be associated with a nonlinear Schro¨dinger equation for the ∆(z) field via the inverse




















/vF . The eigenmodes of Eq. (4.48) can be classified
into two categories. The first category includes the delocalized states labelled by left-right moving


































∆1 = ∆0 cos
θs
2





ιk − α∆1 .
(4.50)
The corresponding eigenvalues are






so the band ι = + corresponds to the excitations defined in Eq. (4.7). The second category is the
















and the corresponding eigenvalues are:
¯α0 = 
α




According to the above expression for the eigenvalues, the localized states corresponding to the dark
soliton (θs = pi, vψ = 0) are degenerate zero modes, but this degeneracy is an artifact of the lineariza-

















The actual localized states are linear combinations of the left and right moving localized states, so the
superscript α = ± in Eq. (4.54) labels positive and negative modes instead of left and right moving
modes.
To complete the construction of the soliton, we still need to satisfy the self-consistent requirement















































= 1, then the




















) + τ(i∂z∆). (4.56)
For the dark soliton, the second part on the righthand side vanishes and we need to set τ = 0, then














where ν(F ) is the density of states on the Fermi level.
For the moving grey soliton, the second part on the righthand side of Eq. (4.56) has a finite value,




















Figure 4.6: The typical S = 1/2 excitation spectrum in the semiclassical result and exact solution.
The latter is plotted for γ = cF /n = 1.13, and correspondingly the former is plotted taking the spin
gap at the same coupling strength as the input parameter.










We can see that determination of parameters τ, vb in the above equation is consistent with τ = 0, vb = 0
for θs = pi in the case of dark soliton.
Having specified the S = 1/2 soliton, we can proceed to calculate its energy and momentum near
the dark soliton up to leading order in ξ = θs − pi using the formula in Eq. (4.38) and Eq. (4.7). The
calculation consists of first determining the phase shift δ(k) for the continuous spectrum from the
boundary conditions in Eq. (4.37) and then changing the summations over k into integrations while
taking into account the correction due to the phase shift δ(k) in the limit L→∞ [100, 25]. Also, we
need to keep in mind that we should use αn instead of ¯
α






























It is clear that the minimum energy is achieved exactly at the Fermi momentum kF = pin/2, as
observed in the exact solutions. Also, the soliton velocity now is characterized by the Fermi velocity
vF , which is also consistent with the exact solutions. A comparison of the current semiclassical result
with the exact solution is shown in Fig. 4.6, where the agreement is good in the vicinity of the dark
soliton.
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To complete the analysis, we still need to determine vψ and vb from Eq. (4.42). In order to do
that, we need the expressions for Pψ and Pb respectively:
Pb =
∆20
|tb|2 (pi + 2ξ), Pψ = P
BCS
1/2 (θs)− Pb. (4.62)








1 + |tb|2/(4∆0vF ) ≈ v
BCS
s , (4.63)
where the expression for vψ will be of use in later section when we analyze the S = 0 soliton. This
closes our analysis of the S = 1/2 soliton on the deep BCS side.
4.4.2 Deep BEC Side
On the BEC side, we tune the resonant level to a tightly bounded molecule with binding energy b > 0.
Then we have a negative chemical potential µ < 0 characterizing the absence of a Fermi sea, and we
need to consider the quadratic Bogoliubov-de Gennes equation in Eq. (4.44). For delocalized states
characterized by momentum k, we formally obtain the spectrum of Bogoliubov quasiparticles as:
k =
√
(k2 − µ)2 + |∆|2. (4.64)
For large negative chemical potential µ, we can expand the spectrum as
k = (k
2 − µ) + |∆|
2
2(k2 − µ) −
|∆|4
8(k2 − µ)3 + · · · . (4.65)
Substituting this into Eq. (4.43), we can bring the equation of motion for b = ∆/tb to the following
form known as the Gross-Pitaevskii equation:
− 1
2
∂2zb+ ivb∂zb+ 2g(|b|2 − ns)b = 0, (4.66)
where the parameters are defined via
g =
3|tb|4
128|µ|5/2 , ns =
|tb|2




The Gross-Pitaevskii equation as a nonlinear Schro¨dinger equation has been extensively studied
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Figure 4.7: The Feynman diagrams (left) for leading contribution to the scattering process ψb→ ψb
(right), where the solid line denotes the fermion propagator, the wiggled line denotes the boson
propagator, the fermion-boson vertex denotes the resonant coupling tb, and the dotted vertex on the
right denotes the effective coupling g′.















where the size of the soliton is ls = [vc sin(θs/2)]
−1, the Lagrangian multiplier is vb = vc cos(θs/2) and
vc =
√
gn is the sound velocity. By calculating the total mass of the system we can also determine
ns = n/2.
The S = 1/2 soliton is constructed by adding an extra fermion into the system, then we can
effectively describe the system as follows: There is a weakly interacting background (the bound pairs)
with the effective coupling constant g. The extra fermion added into the system interacts with the
background locally by an effective coupling constant g′, which can be calculated perturbatively from
Eq. (4.5) in the narrow resonance limit. For this purpose, we consider the scattering process ψb→ ψb,
whose Feynman diagrams are shown in Fig. 4.7. The scattering amplitude up to leading order is then
g′(ω, k) = − |tb|
2
ω − k ≈
|tb|2
−2µ > 0. (4.69)
As a result, the added fermion ψ can be described as a quantum particle moving in the potential
created by the background:
(−∂2z − µ+ ivψ∂z)ψ + g′(|b|2 − ns)ψ = ¯ψ, (4.70)
where in the second term on the lefthand side, we have adjusted for the interaction of the fermion
with the uniform background (the constant term g′ns), since it can be incorporated into the chemical
89
potential. Performing the gauge transformation ψ → ψeivψz/2 which shifts the momentum by vψ/2,
and substituting Eq. (4.68) into Eq. (4.70), we end up with a Schro¨dinger equation for a particle
moving in the Po¨schl-Teller potential [84]:










where the two parameter α and ζ > 1 are determined by
α = vc sin(θs/2), α
2ζ(ζ − 1) = g′ns sin2(θs/2). (4.72)
The Po¨schl-Teller potential produces a bound state with the following energy:
¯0 = −α2(ζ − 1)2 −
v2ψ
4












Also the momentum of this bound state is simply k0 = vψ/2, and we can determine the eigenvalue 0
that contributes to the energy E as
0 = ¯0 + vψk0. (4.74)








|∂zb|2 + g(|b|2 − ns)2
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 1 in the narrow resonance limit. Thus the minimum of EBEC1/2 (θs)
is at θs = pi with the following minimum energy:







so EBEC1/2 (θs = pi) is lower than the energy of adding one particle with zero momentum to the uniform
background of bound pairs. Again, we arrive at the conclusion that the minimum energy is achieved
exactly at the Fermi momentum kF = pins = pin/2.













Figure 4.8: The typical S = 1/2 excitation spectrum in the semiclassical result and the exact solution.
The former is plotted for γ = g/n = 0.07, and correspondingly the latter is plotted for δγ = γ1−γ2 =
0.07.
which should be obtained by solving Eq. (4.41). Here the trivial solution will do the work:
vψ = vb = v
BEC




A comparison of the current semiclassical result and the exact solution is shown in Fig. 4.8, they
agree well in the vicinity of P = kF .
In between the deep BCS and BEC sides, the physical picture of the S = 1/2 excitations remain
the same - they are moving solitons with one extra fermion bounded on the soliton core (see Fig.
4.9). This explains what we observed in exact solutions: instead of adding one particle on the uniform
background, the more energy-favorable excitation is the addition of one particle on the dark soliton.
The energy cost in the creation of the dark soliton is offset by the energy gain of trapping the particle
inside the dip of the density profile. The fact that the minimum energy is achieved exactly at the
Fermi momentum is then a consequence of the soliton formation.
Figure 4.9: The physical picture of the S = 1/2 excitations along the BCS-BEC crossover - they are
one extra spin trapped in the density dip produced by the dark or grey soliton configuration.
4.5 Theory of S = 0 Soliton
In this section, we apply the general formalism to the S = 0 soliton, where we will find a crossover
between the two weak coupling limits of the soliton structure.
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4.5.1 Deep BEC Side
The analysis on the deep BEC side is simpler, since we have only the Gross-Pitaevskii equation for
the classic field b(z) presented in Eq. (4.66), and we don’t need to worry about the self-consistency












with is just the Lieb-Liniger model defined in Eq. (3.2) but with the mass mb = 1. As mentioned
previously, the fact that S = 0 (type-II) excitations of the Lieb-Liniger model have the physical
interpretation as moving solitons is well understood [60, 55]. The energy and momentum can be




















(b∗∂zb− b∂zb∗) + nsθs = ns(θs − sin θs),
(4.79)
then the soliton velocity is determined as vBECs = ∂E0/∂P0 = vc cos(θs/2), which is consistent with
the result in Eq. (4.77). A comparison of the semiclassical result with the exact solution is shown in
Fig. 4.10, where in the weak coupling limit, we will obtain a next to perfect match [60].
--: Exact—: Semiclassic
E=vcP







Figure 4.10: The typical S = 0 excitation spectrum in the semiclassical result and the exact solution,
The former is plotted for γ = g/n = 0.06, and correspondingly the latter is plotted for δγ = γ1−γ2 =
0.06.
4.5.2 Deep BCS Side
Now we move on to the deep BCS side, where the situation is complicated by the requirement of the






































) + τ(i∂z∆). (4.80)
Compared with Eq. (4.56) for the S = 1/2 soliton, the self-consistent equation here differs in the
second term on the righthand side: it is now proportional to θs instead of (θs − pi) as in Eq. (4.56).
Since the dark soliton corresponds to the parameterization that θs = pi and τ = 0, this means that
we cannot fulfill the self-consistent equation for the S = 0 soliton thus constructed, and the ground
state of Hˆψ in Eq. (4.7) does not correspond to a proper S = 0 excitation, as mentioned in Sec. 4.3.
A solution of the above problem was conjectured by [25] and consisted in the assumption that
both negative and positive energy localized states are occupied with fractional occupation number.
We found this solution to be incorrect for the following reasons: (1) Only positive energy states of
the BCS Hamiltonian are meaningful and including the negative energy ones, in fact, describes the
same states by different variables; (2) Even if this mistake is rectified, the fractional occupation of
the localized state is forbidden on the mean field level as this state is not connected to the continuum
(unlike Fano resonance); (3) It gives the value of the energy and of the curvature at P = kF inconsistent
with the exact solution [95].
Here, inspired by the fact that the maximum energy is on the scale of the Fermi energy, we propose
that the proper construction of a S = 0 soliton is as follows. We break the weakly bounded pair at
the bottom of the Fermi sea, which leaves us with two fermions. We then put one of them on the
localized level to produce a S = 1/2 soliton. This is possible because the breaking of the bound pair
at the bottom of the Fermi sea has no effect on the linearized spectrum. After that, we can form a
singlet from the other fermion and the S = 1/2 soliton, which gives us the desired S = 0 soliton. To
carry out such a construction, we need to go beyond the present mean field analysis and include the
Fock potential produced by the spin density on fermion of the opposite spin (see Fig. 4.11). Hartree
potential is not considered here since it is not sensitive to spin.
By including the Fock potential, the equation of motion for the fermionic fields is modified as:
−iαvF∂z − αvψkF ∆(z)
























, where we have incorporated the constant part λn/2
of VF into the chemical potential. Also from Eq. (4.63) we have vψ ≈ vBCSs . The first term in VF
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Figure 4.11: The diagrammatic representation of the mean field potential (left) and the Fock potential
(right) experienced by fermions. The solid line denotes the fermion propagator, the wiggled line
denotes the boson propagator, and the fermion-boson vertex denotes the resonant coupling tb. The
thin arrow on the fermion propagator denotes the spin direction of the fermion.
comes from the fermions in the continuous spectrum and the second term comes from the fermion in
the localized state. For states with momentum near kF , the Fock potential VF only acts as a small
correction to the chemical potential, while for states near zero momentum, VF has a more dramatic
effect of producing an extra localized state. In the latter case, we can ignore the small off-diagonal
components in Eq. (4.81), and the hole excitation near zero momentum is described by the Schro¨dinger
equation without linearization:
(
∂2z + µ+ ivψ∂z
)
ψ(z) + VFψ(z) = ¯ψ(z). (4.82)
As usual, we perform the gauge transformation that ψ(z)→ ψ(z)e−ivψz/2 with a shift in momentum
as −vψ/2, and again we are led to the Schro¨dinger equation for a particle moving in Po¨schl-Teller
potential:








where α = ∆2vF , α













Also the momentum of this bound hole state is simply k1 = −vψ/2, and we can determine the
eigenvalue 1 that contributes to the energy E as
1 = ¯1 + vψk1. (4.85)
This localized state then combines with the S = 1/2 soliton to form a singlet, which is the desired
S = 0 soliton (see Fig. 4.12).
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Figure 4.12: a) The spectrum in the Fock approximation, where ±0 represents the two localized states
in Eq. (4.54). They are linear combinations of the left and right moving localized states in Eq. (4.52)
and Eq. (4.53) once nonlinear effects are taken into consideration. 1 represents the extra localized
state produced by the Fock potential. b) The configuration of the S = 0 soliton, which is formed as
a singlet of the two localized states with energies 1 and 
+
0 .
We can now determine the energy and the momentum of the S = 0 soliton as
EBCS0 (θs) = E
BCS





















PBCS0 (θs) = P
BCS









where we have used the expression for vψ ≈ vBCSs in Eq. (4.61). In the weak coupling limit, we have
v2F  ∆0, then the energy does conform to what we observed in exact solutions that it is on the scale
of the Fermi energy µ = F , and the dispersion of the S = 0 soliton can be approximated as
E0(P0) ≈ E0 − (P0 − kF )2. (4.87)
which agrees with the exact solutions and reduces to the noninteracting fermion result. A comparison
of the current semiclassical result with the exact solution is shown in Fig. 4.13, where the former
grasps the basic features of the latter.
4.5.3 Crossover Problem
Here we argue that the crossover region of the S = 0 soliton is not described by a simple mean field











Figure 4.13: The typical S = 0 excitation spectrum in the semiclassical result and the exact solution.
The latter is plotted for γ = cF /n = 0.15, and correspondingly the former is plotted taking the spin
gap at the same coupling strength as the input parameter.
4.5.2.
Unlike the S = 1/2 soliton, the S = 0 soliton on the BEC side and BCS side have different natures.
The former is just the usual soliton formed in the condensed bound pairs, while the latter is a singlet
formed by two localized spins (one is trapped by the Fock potential of the other, see Fig. 4.14 for an
illustration). We refer to the latter as a dressed soliton. The dressed soliton can tunnel into the usual
soliton configuration since the state localized by the Fock potential lies in the continuous spectrum
(see Fig. 4.12). On the deep BCS side, the tunneling is negligible. When we tune the resonant level
to leave the deep BCS side, the tunneling between the dressed soliton and the usual soliton becomes
stronger, and the physical soliton will be a linear combination of them. Till on the deep BEC side,
the usual soliton dominates. The two localized spins we have on the BCS side then bound together to
become one of the bound pairs on the BEC side. There is no abrupt change happening in the soliton
formation along the crossover, just as what we have observed in the excitation spectra of the exactly
solvable models.
Figure 4.14: The physical picture of the S = 0 excitations on the BCS side and BEC side. They have
different natures on different sides - on the BCS side, it is a singlet formed by two localized spins;
on the BEC side, it is the usual soliton formed in the condensed bound pairs. Along the crossover
from BCS side to the BEC side, the singlet becomes more and more tightly bounded, and eventually
evolves into the condensate.
The above qualitative argument can be made more rigorous by analyzing the tunneling of the state
localized by the Fock potential into the quasiparticle continuum. The desired analysis is performed
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for Eq. (4.81) in the regime where the chemical potential µ is the largest energy scale near the BCS
side, so the off-diagonal part can be treated perturbatively. We have both electron-like eigenstate |Ψe〉
and hole-like eigenstates
∣∣Ψh〉 at zeroth-order, and in each sector we will get a localized state ∣∣∣Ψe,h0 〉.
Here we focus on the state
∣∣Ψh0〉 with energy h0 on the scale of µ, which will tunnel into the continuum
of the electron-like state |Ψek〉 as the off-diagonal perturbation sets in. The resonance width due to
this tunneling can be calculated using the Fermi golden rule:
Γ = 2piν↑,↓(2F )|M|2 = 1√
2vF
|M|2, (4.88)
where we have taken the density of states ν↑,↓() = ν()/2 for each spin to be the one at 2F since
the localized level is close to the chemical potential µ, and M = 〈Ψek|
 0 ∆
∆∗ 0
∣∣Ψh0〉 is the matrix
element between the continuum and the localized state. It can be estimated by the Fourier component
∆˜(
√























For the large chemical potential near the BCS side, the ratio between the resonance width Γ and
the energy h0 is exponentially small and the localized state remains well-defined. This is equivalent
to the statement that the tunneling to the usual soliton is negligible. As we tune the system away
from the BCS side, up to the point where the chemical potential is comparable to the gap parameter
∆0, the velocity of the particle and the Fermi momentum are also tuned to be on the order of
magnitude comparable to ∆0. At that point, the resonance width Γ becomes comparable to the
energy h0 . With further tuning toward the BEC side, we then encounter a large resonance width
Γ h0 , and the localized state ceases to be well defined and merges into the quasiparticle continuum.
Correspondingly, we have the spin-singlet described on the BCS side develop into a normal bound
pair on the BEC side. As a result, we have a smooth crossover from the soliton of BCS type into the
one of BEC type.
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4.6 Conclusion
In this chapter, we developed a semiclassical theory of moving solitons in one dimensional BCS-BEC
crossover, where on both the deep BCS and deep BEC side, our results grasp the essential features
of the exact solutions. Our theory also resolves the inconsistency between the semiclassical analysis
and the exact solutions in the attractive Yang-Gaudin model. In the meantime, we revealed the
mechanism of a striking phenomenon discussed in the previous chapter that the minimum energy of
the spin excitation is fixed at the Fermi momentum along the whole range of BCS-BEC crossover in
one dimension. Conventionally in higher dimensions, we would expect this momentum to be shifted
from kF on the BCS side to zero somewhere on the way to the BEC side, and it is believed that
this is the only sharp change that could happen in a BCS-BEC crossover [76]. We then show that
the counterintuitive fixing comes about as a special feature of the one dimensional systems, that
the conventional quasiparticle is not stable with respect to soliton formation. Our theory serves as
yet another example of the important role solitons can play in low dimensional physical systems, in
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Appendix A
Calculation of the Matrix Elements
of the Berry Connection
Here we calculate the matrix elements of the Berry connection for the case with zero angular momen-
tum m = 0. Firstly we verify the orthogonality of the eigenstates χi(n) in Eq. (2.50) and calculate
the normalization factor Ni in Eq. (2.62) via the overlap integral:








Substituting the expression in Eq. (2.50) into the above integral, we will get
〈χi| χj〉 = (αiαj + 2βiβj)I1 + 2(αiβj + αjβi + βiβj)I2, (A.2)
















dφ1φ2 Gνi(n · n1)Gνj (n · n2).
(A.3)






















Substitute these back into the overlap integral in Eq. (A.1), and apply the constraint on coefficients
(αi, βi) in Eq. (2.51), we finally arrived at
〈χi| χj〉 =











Secondly we try to calculate the matrix element of the Berry connection in Eq. (2.37). The scale
dependence only appears in the regularized Green’s function Gνi(1), thus the relevant quantity that











+ (· · · ), (A.6)
where we have used the expression for Gνi(1) in Eq. (2.49), and the scale r is equipped with subscript
to differentiate between |χi〉 and |χj〉. The derivative involved in Eq. (2.37) is then performed with





NiNj(νi − νj)(νi + νj + 1)
, (A.7)
with the normalization factor Ni given by 〈χi| χi〉.
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Appendix B
First Order Correction to
Adiabatics
In this section we present the detail of calculation of the first order correction to the effective potential
u0 in Eq. (2.63) and obtain the result in Eq. (2.69). Using the matrix Hamiltonian Hˆ(ν) in Eq. (2.65)
and normalization condition in Eq. (2.68), together with the expression for the first order correction
in Eq. (2.61), we arrive at the following expression:
|D0j |2 = (2ν0 + 1)(2νj + 1)
[ν0(ν0 + 1)− νj(νj + 1)]2
Tr[~α0 · ~αT0 · ~αj · ~αTj ]
∂ν0 det Hˆ ∂νj det Hˆ
=
(2ν0 + 1)(2νj + 1)
[ν0(ν0 + 1)− νj(νj + 1)]2
Tr[det Hˆ0 · Hˆ−10 det Hˆj · Hˆ−1j ]
∂ν0 det Hˆ ∂νj det Hˆ
.
(B.1)
The last line can be further simplified to the following form using the residuals of Kˆ = Hˆ−1:
|D0j |2 = (2ν0 + 1)(2νj + 1)
[ν0(ν0 + 1)− νj(νj + 1)]2 Tr[Res Kˆ(ν0) · Res Kˆ(νj)]. (B.2)
The total correction ∆u0 in Eq. (2.63) can then be converted into a contour integration on the complex
plane of variable ν, where the integration contour is along the real axis. On that complex plane, each
νj is a first-order pole along the positive real axis, and each have its counterpart on the negative real
axis. There are four extra poles off real axis, corresponding to true bound state (ν0) and spurious
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(2ν0 + 1)(2νj + 1)








ν0 − νj +
1
ν0 + νj + 1
]










Tr[Res Kˆ(ν0) · Kˆ(ν)]






Tr[Res Kˆ(ν0) · Kˆ(ν)]











Tr[Res Kˆ(ν0) · Kˆ(ν)]











where we have used the fact that Res Kˆ(ν0) = −Res Kˆ(ν∗0 ) and the factor 1/2 appears because we
are only summing over positive real poles. This is nothing but Eq. (2.69) in the main text.
To evaluate the resulting contour integrals in Eq. (2.69), we only care about the behavior of the




















[ψ(−ν) + ψ(ν + 1)].
(B.4)
The poles off the real axis are given by zeros of the diagonal functions A(ν) and B(ν). Near the poles,
taking ν0 as an example, we have A(ν0) 6= 0 and
B(ν) = B′(ν − ν0) + 1
2
B′′(ν − ν0)2 + 1
6

















(ν − ν0) + · · · ,
(B.5)
where the coefficients B′, B′′, B′′′ are
B′ =
2i
(|u0| − 1)1/2 , B
′′ = − 4|u0| − 1 , B
′′′ = − 16i
(|u0| − 1)3/2 . (B.6)




 , Kˆreg,ν0(ν) =
 1A(ν) 0









(ν − ν0) + · · ·
 . (B.7)
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Tr[Res Kˆ(ν0) · Kˆ(ν)]










Tr[Res Kˆ(ν0) · Kˆreg,ν0(ν)]
∣∣∣
ν=ν0
− Tr[Res Kˆ(ν0) · Res Kˆ(ν
∗
0 )]
(ν0 − ν∗0 )2
− Tr[Res Kˆ(ν
∗











where the contribution from the unphysical poles ν = νs, ν
∗
s is zero because they reside at different
corner along the diagonal, which makes the trace of the matrix product zero. Finally, the first order


















which combined with Eq. (2.59) gives us the marginal result γ = 1.
Similarly we can calculate the same first order correction to adiabatics for the case of non-zero
angular momentum m. By direct calculation similar to the case of zero angular momentum we obtain




























(νi − νj)(νi + νj +m+ 1) ,
(B.10)























where the functions f(ν,m) and R
(m)
ν (x) are defined in Eq. (2.82) and Eq. (2.72). For the correction
to the effective potential of the lowest level, we still have
∆u
(m)





This can be calculated exactly the same way as the case m = 0. The only change is the expression
for the matrix Hamiltonian Hˆ(ν):
Hˆ(ν) = 2pi




(− 12) ; G(m)ν (1) + (−)mG(m)ν (− 12)− 1λ2
 . (B.14)
The rest of the calculation is essentially the same as the case m = 0, and the contour integration trick
eventually gives us the following result:
∆u
(m)
0 (r →∞) = 1/3,
u
(m)
0 (r →∞) = −r2(2)b + (m2 − 1) +O(r−2).
(B.15)
This shows that the marginal value γ = 1 is only realized when m = 0; for non-zero angular momen-
tum, no bound state is guaranteed for the system.
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Appendix C
Algebraic Bethe Ansatz for
Two-Component Systems
This appendix closely follows the derivation presented in [105]. For a time inversion and space inversion
invariant and species-conserving model in free space, the two-body S-matrix in pseudospin subspace
{↑, ↓} assumes the general form in Eq. (3.11), which is repeated here:
S(k) =

a(k) 0 0 0
0 b(k) c(k) 0
0 c(k) b(k) 0
0 0 0 a(k)

, (C.1)
where the relative momentum k = k2 − k1 is the difference in momentum between the two scattering
particles. The wave functions of the eigenstates then assumes the general form of the nested coordinate
Bethe ansatz in Eq. (3.123), which is also repeated here:








[X,P ] = sgn(X)sgn(P )AσX1σX2 ···σXN (kP1 , kP2 , · · · , kPN ),
(C.2)
where X denotes the ordering sector with xX1 < xX2 < · · · < xXN and P denotes the permutation
among the wave numbers. The sign function equals 1 for even permutations and −1 for odd permu-
tations. We impose the periodic boundary condition for the wave functions, so the wave functions are
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invariant under the following shift of coordinates:
x˜X1 = xX1 + L, x˜X2 = xX2 , . . . , x˜XN = xXN . (C.3)
This shift brings the ordering sector X : xX1 < xX2 < · · · < xXN to X˜ : x˜X2 < x˜X3 < · · · < x˜XN <
X˜X1 , and the invariance of the wave functions is equivalent to the relation
AσX2 ···σXN σX1 (kP2 , · · · , kPN , kP1) = (∓1)N−1 exp (−ikP1L)AσX1 ···σXN (kP1 , · · · , kPN ) , (C.4)
where the upper minus sign is for bosons, and the lower plus sign is for fermions. The A-coefficients
can be related to each other via the two-body S-matrix:










(ku, kv)A···σ′iσ′j ··· (· · · , ku, kv, · · · ) . (C.5)
Using Eq. (C.5), we can transform the condition in Eq. (C.4) into an eigenvalue problem:
TjA = (∓1)N−1 exp (−ikjL)A, (C.6)
where the transfer matrix Tj is defined as
Tj = T (k = kj ; k1, · · · , kN ) ,




(k − kN )SσN−1γ2σ′N−1γ3 (k − kN−1) · · ·S
σ2γN−1
σ′2γN
(k − k2)Sσ1γNσ′1γ1 (k − k1) .
(C.7)
The transfer matrix T (k; k1, · · · , kN ) is usually referred to as the inhomogeneous transfer matrix, and
it can be obtained as the trace of the monodromy matrix T in the auxiliary ξ-space:
T (k; k1, · · · , kN ) = Trξ Tξ (k; k1, · · · , kN ) , (C.8)
where the monodromy matrix T is the product of Lax matrices Lξn:













(k)δσ1σ′1 · · · δσn−1σ′n−1δσn+1σ′n+1 · · · δσNσ′N .
(C.9)
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Using the above definitions, we can express the monodromy matrix in the auxiliary ξ-space:
T (k; k1, · · · , kN ) =
 A (k; k1, · · · , kN ) B (k; k1, · · · , kN )
C (k; k1, · · · , kN ) D (k; k1, . . . , kN )
 . (C.10)
The matrices A,B,C and D fulfills the following commutation relations as a result of the Yang-Baxter
equation:
















where a, b and c are the matrix elements of the two-body S-matrix. The inhomogeneous transfer
matrix can be expressed as the trace of T in the auxiliary ξ-space:
T (k; k1, · · · , kN ) = A (k; k1, · · · , kN ) +D (k; k1, · · · , kN ) . (C.12)
Next, we want to diagonalize the inhomogeneous matrix T . We first construct a generating vector of


















a (λ− λn) Ω, CΩ = 0, DΩ =
N∏
n=1
b (λ− λn) Ω. (C.14)
The eigenvectors of the inhomogeneous transfer matrix with M spins down are assumed to be in the
following form:
ψ (k1, · · · , kN ; Λ1, · · · ,ΛM ) =
M∏
α=1
B (Λα; k1, · · · , kN ) Ω, (C.15)
where the parameters Λ1, · · · ,ΛM are yet to be determined. Using the commutation relations in
Eq. (C.11) and the results in Eq. (C.14), we can obtain the conditions for the ansatz in Eq. (C.15) to
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a(Λα − Λβ)b(Λβ − Λα)
a(Λβ − Λα)b(Λα − Λβ) , α = 1, 2 · · · ,M. (C.16)








b(Λα − kj) , j = 1, 2, · · · , N. (C.17)
The M + N coupled equations in Eq. (C.16) and Eq. (C.17) are those specified in Eq. (3.15) of the
main text, which are referred to as the Bethe ansatz equations.
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