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Abstract 
 
 
 
The present thesis is concerned with applications of a standard high Reynolds number k-ε 
model in coastal, marine and offshore engineering and a stochastic scour prediction model on 
marine structures. 
 
Part I – Computational Fluid Dynamic Work 
 
The rough turbulent oscillatory boundary layer flows with suspended sediments are studied 
by using a standard high Reynolds number k-ε model with a sediment suspension model. The 
boundary layer flow under sinusoidal waves over a rough bed is considered. For intermediate 
and shallow water depths, the trajectories of the wave orbital velocities are ellipses that 
flatten as the bottom is approached. Hence, a boundary layer approximation applies, and the 
sea bed boundary layer flow is assumed horizontally uniform. The predicted mean velocity, 
turbulent kinetic energy, shear stress and bed friction velocity yield good agreements with the 
published experimental data. The magnitude of the mean sediment concentration profile is 
overall under-predicted by a factor of 2.5 as compared with the published experimental data. 
This is considered to be a good result within the modeling of sediment transport. 
 
Numerical simulations of high Reynolds number flows (covering the supercritical to upper-
transition flow regimes) around a two-dimensional (2D) smooth circular cylinder have been 
performed by using 2D Unsteady Reynolds-Averaged Navier-Stokes (URANS) equations 
with the standard high Reynolds number k-ε model. The objective of this study is to evaluate 
the applicability of the model for engineering design within these flow regimes. The results 
are compared with published experimental data and numerical results. Satisfactory results for 
engineering design purposes are obtained in these flow regimes (i.e. Re > 106) as compared 
with the published experimental data and numerical results, although the model is known to 
yield less accurate predictions of flow with strong anisotropic turbulence. 
 
Flows around a 2D circular cylinder close to a non-movable flat seabed at Reynolds number 
ranging from 1×104 to 4.8×104 (in the subcritical flow regime) and at 3.6×106 (in the upper-
transition flow regime) are investigated. This study is useful for the engineering design of 
marine pipelines and risers which are often subject to very high Reynolds number flows in 
 ii
the open sea environment. The flows are investigated numerically using 2D URANS 
equations with the standard high Reynolds number k-ε model. The results are compared with 
published experimental data and numerical results by considering effects of gap ratios, 
incident boundary layer thicknesses, Reynolds numbers and bed roughness. The suppression 
and development of the vortex shedding are studied. Under-predictions of the essential 
hydrodynamic quantities of the cylinder are observed in the subcritical flow regime due to the 
limitation of the turbulence model. However, satisfactory results are obtained for the flows at 
Re = 3.6×106 (in the upper-transition flow regime). The mean pressure distribution and the 
friction velocity distribution along the bed are predicted reasonably well as compared with 
the published experimental and numerical results in the subcritical flow regime. Reasonable 
results are also obtained in the upper-transition flow regime although experimental data are 
required for validation.  An example of bedload transport estimation is included in this study 
for demonstrating the influence of bed friction velocity on the sediment transport along the 
movable seabed. 
 
Overall it appears that the standard high Reynolds number k-ε model is able to predict near-
bed high Reynolds number flows in open sea environment reasonably well for engineering 
design purposes. However, more relevant experimental data are required in order to perform 
more detailed validation for very high Reynolds number flows. In the meantime the model 
should be useful as an engineering assessment tool for design work.  
 
Part II – Stochastic Approach for Predictions of Random Wave-Induced Scour 
 
Two analytical studies have been carried out for scour predictions around marine pipelines in 
shoaling conditions and at the trunk section of breakwaters under the effect of random waves 
by using a stochastic approach.  
 
So far, no studies are available in the open literature dealing with the random wave-induced 
scour below pipelines in shoaling conditions. In this study, the random wave-induced scour 
depth is estimated by using the proposed stochastic model.  It appears that the model gives 
reasonable scour predictions.  
 
In the case of random wave-induced scour at the trunk section of breakwaters, scarce 
experimental data and scour prediction formulas are available in the open literature. A similar 
stochastic approach to that mentioned above is also used to quantify the random wave-
induced scour depth at the trunk section of vertical-wall and rubble-mound breakwaters. 
Satisfactory predictions are obtained by comparing the results with two sets of published 
experimental data. 
 
 iii
Generally the stochastic method gives reasonable random wave-induced scour predictions for 
these marine structures. However, more experimental data are required before a conclusion 
regarding the validity of this approach can be given. In the meantime, the method should be 
useful as an engineering tool for design purpose beneath random waves.  
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Chapter 1 
 
Introduction 
 
 
 
1.1.   Background and Motivation 
 
The rapid developments of offshore oil and gas industry for drilling, well intervention, 
production and storage at sea, aquaculture industry and the exploitation of renewable energy 
from wind, waves and current have increased the importance of flow-structure interactions 
and sediment transport around marine structures such as platform legs/columns, pipelines and 
risers. These marine structures are often subject to very high Reynolds number flows, 
especially in the open sea environment. The flow mechanisms and the near-bed sediment 
transport around these structures are complex. Hence, more research of the high Reynolds 
number flows in the ocean is necessary in order to gain a better understanding of the flow 
characteristics and dynamic responses of these structures. Furthermore, very high Reynolds 
number flows related to marine structures are hard and expensive to measure. Therefore an 
attractive alternative is to use Computational Fluid Dynamics (CFD) to obtain the essential 
hydrodynamic quantities needed for engineering design.   
 
One interesting and complicated dynamic process in the ocean is the seabed boundary layer 
flow. This topic has gained intense international attention from different research areas 
during the past decades. Coastal engineers, offshore engineers and naval architects use the 
knowledge in studying near-shore sediment transport, coastal contaminant transport, scour 
around marine structures, and interaction between ships and the seabed. Physical 
understanding of the seabed boundary layer flow is therefore required. 
 
The seabed boundary layers are generally in the rough turbulent flow regime, and this 
provides a challenge both in mathematical and physical modelling. Moreover, the non-linear 
wave-current interaction near the seabed further complicates the flow mechanism. A variety 
of mathematical models have been developed for this engineering challenge, ranging from 
simple parametric models via dynamic eddy viscosity models and Reynolds-Averaged 
Navier-Stokes (RANS) models, to Large Eddy Simulation (LES) and Direct Numerical 
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Simulation (DNS). These models have many corresponding applications ranging from 
engineering modelling to pure physics.  In this thesis, dynamic rough turbulent oscillatory 
flows with suspended sediments have been studied using unsteady RANS (URANS) 
equations with a standard high Reynolds number k-ε model. Details of the research work are 
presented in Chapter 5.  
 
Many marine structures have circular cylindrical shapes, such as marine pipelines, marine 
risers and offshore platform legs. With their typical diameter ranging from 0.2m to 4m, they 
are often subject to flow conditions corresponding to very high Reynolds number (Re = 
U∞D/ν) flows with typical values of O(105) - O(107). This covers the supercritical (3.5×105 < 
Re < 1.5×106) to transcritical (Re > 4×106) flow regimes. Here U∞ is the free stream velocity; 
D is the cylinder diameter; and ν is the kinematic viscosity. Zdravkovich (1997) and Sumer 
and Fredsøe (1997) have provided a detailed summary on the flows around circular cylinders; 
these flows have different characteristics in different Reynolds number flow regimes. So far, 
not many numerical studies have been carried out to predict the flows around an isolated 
circular cylinder at such very high Reynolds numbers. In this thesis two-dimensional (2D) 
URANS equations with the standard high Reynolds number k-ε model have been used to 
evaluate its applicability in engineering design within the high Reynolds number flow 
regimes (Re > 106). Details of the study are presented in Chapter 6.  
 
Some circular marine structures are located near the seabed, for example marine pipelines 
and marine risers.  They are subject to seabed boundary layer flows, which affect the flow 
around the cylinders. For example, a marine pipeline is normally laid on the seabed or buried 
in the seabed. Free span may occur due to scour, leading to a gap (G) between the pipeline 
and the seabed usually in the range 0.1D to 1D.  The seabed boundary layer flow and the gap 
complicate the flow around the pipelines. The hydrodynamic characteristics of steady flow 
around a horizontal smooth circular cylinder near a non-movable flat bed represent an 
idealized situation of a pipeline near the seabed. Hence, it is essential to understand the flow 
mechanisms around the pipeline and along the flat seabed. In the present study, high 
Reynolds number flows, ranging from Re = O(104) to O(106), around a circular cylinder close 
to the seabed has been investigated using the 2D URANS with the standard high Reynolds 
number k-ε model. Effects of gap ratio, incident boundary layer flow thickness, Reynolds 
number and roughness of the bed have been considered. Chapters 7 and 8 give the details of 
the study. 
 
The present research work referred to above is related to CFD work. In addition, two 
analytical studies have been carried out for scour predictions around marine pipelines under 
shoaling conditions and at the trunk section of breakwaters under the effect of random waves. 
These analytical studies will provide useful validation information for CFD simulations. 
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Scour hole around marine structures often affects the safety and the stability of the structures. 
Sumer and Fredsøe (2002) have summarized the scour mechanisms around various marine 
structures in great details. Useful semi-empirical models for predictions of the scour depth 
under current and regular/random waves have been proposed by various researchers. 
However, only a few studies have been performed for the random wave-induced scour. 
 
Marine pipelines on sandy seabed in the coastal zone are exposed to random waves under 
shoaling and breaking conditions, and consequently it leads to scour around the pipelines. So 
far, no studies are available in the open literature dealing with the random wave-induced 
scour below pipelines under shoaling conditions. In this thesis, the random wave-induced 
scour depth is estimated by using a stochastic approach described in Section 9.5. Chapter 10 
shows the details of the study.  
 
Wave-induced scour is one of the major failure modes of breakwaters. In the case of random 
wave-induced scour at the trunk section of breakwaters, scarce experimental data and scour 
prediction formulas are available in the open literature. Hughes and Fowler (1991) presented 
the scour depth data and formula for vertical breakwater; and Sumer and Fredsøe (2000) 
presented the scour depth data for rubble-mound breakwater. In the present study, a similar 
stochastic approach to that mentioned above is used to quantify the random wave-induced 
scour depth at the trunk section of vertical-wall and rubble-mound breakwaters. Details of the 
study are presented in Chapter 11.  
 
 
1.2.   Objectives and Outline of the Thesis 
 
The objectives of the present study are: 
 
(i) To assess the applicability of a standard high Reynolds number k-ε model in flows 
around circular marine structures in very high Reynolds number flow regimes.  
 
(ii) To predict the random wave-induced scour at marine structures by using a 
stochastic approach 
 
 
Basically the thesis comprises two main parts: The first part shows the CFD work for the 1st 
objective; and the second part shows the analytical work for the 2nd objective.  
 
Outline of the thesis is stated as follows: 
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Chapter 1 gives the introduction of this thesis which gives the overall background and 
motivation, the objectives of the study and the content of the thesis. 
 
Part I – CFD Work 
 
Chapter 2 gives a brief review of turbulent oscillatory boundary layer flows with suspension 
of sand at high Reynolds numbers 
 
Chapter 3 gives a brief review of flows around a circular cylinder and the development of 
vortex shedding. 
 
Chapter 4 describes the governing equations – URANS, the standard high Reynolds number 
k-ε model and the algorithm of Segregated Implicit Projection Method.   
 
Chapter 5 gives the results of a validation study of a standard high Reynolds number k-ε 
model for rough turbulent oscillatory flows with suspended sediment. The numerical results 
are compared with published experimental data. 
 
Chapter 6 presents the numerical simulation of flows around a smooth circular cylinder at 
very high Reynolds numbers (Re > 106), covering supercritical to upper-transition flow 
regimes. The objective of this study is to evaluate whether the 2D URANS equations with a 
standard high Reynolds number k-ε  model is applicable for marine engineering design at 
Reynolds numbers ranging from 1×106 to 3.6×106.  
 
Chapter 7 presents the numerical simulation of flow around a marine pipeline close to the 
seabed. The Reynolds number ranges from 1×104 to 4.8×104. The 2D URANS equations with 
a standard high Reynolds number k-ε model are solved to study the flow mechanisms. Effects 
of gap ratios, incident boundary layer thickness and Reynolds numbers are considered. 
Suppression and development of vortex-shedding are investigated numerically. Note that 
detailed convergence studies are given in Chapter 8. 
 
Chapter 8 presents the numerical simulation of flows around a circular cylinder close to the 
flat seabed at high Reynolds numbers, i.e. Re = 3.6×106 and Re = 1×104- 4.8×104. The 2D 
URANS equations with a standard high Reynolds number k-ε model are solved to study the 
flow mechanisms by considering effects of gap ratios, Reynolds numbers and roughness of 
the seabed. Development of vortex-shedding are investigated numerically.  Bedload sediment 
transport along the bed for small gap ratios is discussed together with the pressure and 
friction velocity along the bed.  
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Part II – Stochastic Approach for Predictions of Random Wave-Induced Scour 
 
Chapter 9 gives a literature review of scour around marine pipelines and breakwaters. The 
theoretical basis of a stochastic approach is also given. 
 
Chapter 10 presents the stochastic approach by which the scour depth below pipelines in 
shoaling conditions beneath non-breaking and breaking random waves can be derived. An 
example of calculation is also presented. 
 
Chapter 11 presents the prediction of random wave-induced scour depth at the trunk section 
of vertical-wall and rubble-mound breakwaters by using the stochastic approach. 
Comparisons are made between the present predictions, published empirical formulas and 
published experimental data. 
 
Recommendations for future work are given at the end of the thesis. 
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Chapter 2 
 
Turbulent Oscillatory Boundary Layer Flows with 
Suspension of Sand at High Reynolds Numbers  
 
 
 
2.1.   Introduction 
 
High Reynolds number flows in the open sea environment are often a challenge for coastal, 
offshore and marine engineers. In order to design coastal protections and marine/offshore 
structures safely, the knowledge of both near-bed hydraulics and hydrodynamics is essential. 
The textbooks by Fredsøe and Deigaard (1992) and Nielsen (1992) provide an overview over 
the seabed boundary layers as well as sediment-transport and bedforms induced by the near-
bed flow. 
 
 In this chapter, turbulent oscillatory boundary layer flows induced by ocean surface waves 
with suspension of sands at high Reynolds numbers will be discussed in the following three 
sections. These sections will also give a brief literature review for the present CFD work in 
Chapter 5.  
 
 
2.2.   Laboratory Experiments of Turbulent Oscillatory Boundary 
Layer Flows 
 
Beneath a progressive linear wave, the amplitudes of the particle orbits vary hyperbolically 
with the distance from the seabed (Fig. 2.1). For intermediate and shallow water depths, the 
trajectories of the wave orbital velocities are ellipses that flatten as the seabed is approached. 
Therefore, measurements in an oscillating water tunnel can represent the seabed boundary 
layer flow fairly well. 
 
Bagnold (1946) studied the mechanisms of the formation of sand ripples and water vortices 
on a sandy bed by oscillating a section of bed with sand in still water. Wave friction factors 
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for small values of A/KN in the rough turbulent regime were obtained. Here A is the near-bed 
wave excursion amplitude and KN  is the Nikuradse equivalent roughness. The same approach 
was also used by Kalkanis (1957, 1964) who measured the velocity profiles. Jonsson (1963) 
carried out the first extensive experimental measurements in the turbulent wave boundary 
layer. He measured the velocity distributions over a hydraulically rough boundary and 
computed the shear stress distributions from the velocity profiles using the momentum-
integral equation. Jonsson and Carlsen (1976) carried out supplementary tests to Jonsson 
(1963). Tanaka et al. (1983) measured the smooth turbulent wave boundary layer in a wind 
tunnel using a hot wire anemometer. Hino et al. (1983), Sleath (1987) and Jensen et al. (1989) 
provided comprehensive experimental measurements consisting of the mean and the 
turbulence properties of smooth-bed and rough-bed oscillatory boundary layer flows using a 
laser-Doppler anemometer. Dohmen-Janssen (1999) investigated experimentally the phase 
lag between the Reynolds stress and velocity in rough turbulent oscillatory flows.  
 
  
 
Figure 2.1. Wave particle motion at different depths between water surface and seabed. 
 
 
2.2.1. Smooth bed 
 
Hino et al. (1983) and Jensen et al. (1989) carried out their experiments in the Reynolds 
number ReA (=UmA/ν) range of 7.5×103 to 6×106, covering laminar to fully turbulent flow 
regimes. Here Um is the near-bed velocity amplitude. Figure 2.2 shows a chart given by 
Jensen et al. (1989) to determine the corresponding flow regimes at different phases within a 
wave cycle. In the figure, the normalized friction coefficient is defined by  
 
( )
2
*
2
cos 4
o
m
w
U
f
t
τ
ρ
ω π
=
−
  (2.1) 
Wave propagating 
direction 
Wave 
Height 
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where oτ  is the mean bed shear stress; ω is the frequency of the wave motion; ρ is the density 
of the fluid and t is the time. The friction coefficient is normalized with the factor cos(ωt-π/4)  
so that the laminar flow data will fall onto one common line. This is because the laminar flow 
solution is known to satisfy the relation (Batchelor, 1967): 
 
( )
2
cos 4mo 1/2
A
U t
Re
ρ
τ ω π= −   (2.2) 
 
Figure 2.2 shows that three distinct flow regimes, i.e. the laminar, the transitional and the 
turbulent regimes, are experienced by every individual phase of flows as ReA increases. The 
figure also indicates that the transitional regime occurs over a range of ReA, from 1.5×105 to 
1×106. The flow becomes fully turbulent when ReA >1×106.  
 
  
 
Figure 2.2. Normalized friction coefficient versus ReA at different phase values for the smooth 
bed (reproduced from Jensen et al. (1989)). 
 
 
Figure 2.3 gives the velocity profiles for four different Reynolds numbers (ReA = 2.8×105, 
5×105, 1.6×106 and 6×106) reported by Jensen et al. (1989) (experiments), Hino et al. (1983) 
(experiments) and Spalart and Baldwin (1987) (Direct Numerical Simulation (DNS)). The 
characteristic features of the flows are described by Jensen et al. (1989) as follows:  
 
(i)   The velocity profile eventually reaches a state where the logarithmic layer exists. 
(ii)  The logarithmic layer grows in thickness, as the flow proceeds further in the phase space. 
(iii) The phenomenon continues until the point of flow reversal near the bed is reached. 
fw* 
ReA 
fw*=2/(ReA)1/2
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Figure 2.3. Mean velocity distributions in semi-log plot  for various ReA for the smooth bed. (    , 
ReA= 6×106, Test 10;      , ReA= 1.6×106, Test 8;       , ReA= 5×105, Test 6) by Jensen et al. (1989); 
Dashed lines, ReA= 5×105 by Spalart and Baldwin’s (1987) DNS;       , ReA= 2.8×105 by Hino et al. 
(1983). */u u u
+
=   where u  is the mean velocity and *u  is the bed friction velocity . * /y yu ν+ =  
where y is the normal direction away from the bed (from Jensen et al. (1989)). 
 
 
Furthermore, it is observed that the logarithmic layer exists earlier at the higher Reynolds 
numbers. This behaviour can also be explained by Fig. 2.2 which shows that the flow has to 
reach the fully developed turbulent state for the establishment of the logarithmic layer. More 
details of discussions are given in Jensen et al. (1989) and Hino et al. (1983). 
 
 
2.2.2. Rough bed 
 
Under storm conditions the boundary layer flow near the seabed covered by sand is usually in 
the rough turbulent flow regime. At large values of the Shields parameter (i.e. the non-
y+
 
u +
y+
 
u +
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dimensional bed shear stress), the moving bed is flat, and A/KN is in the range 103-104 (Jensen 
et al., 1989). KN+ is the roughness Reynolds number defined by 
 
*N m
N
K uK
ν
+
=
  (2.3) 
where *mu  is the maximum value of bed friction velocity within a wave cycle. The flow is 
rough if KN+ > 70, transitional smooth-to-rough turbulent if 5 < KN+ < 70, and smooth 
turbulent if KN+ < 5 (Schlichting, 1979). The bed roughness is due to the individual sand 
grains. By considering this, the rough bed oscillatory boundary layer flow experiments with 
large A/KN, i.e. A/KN =1114 reported by Sleath (1987) and A/KN  = 3700 reported by Jensen et 
al.(1989), are more realistic representations of the wave boundary layer flows which occur 
near the seabed under storm conditions. They found that the flow quantities for fully 
developed turbulent flows over a completely rough boundary are dependent on A/KN only.  
 
Figure 2.4 shows the velocity profiles at various phases for three different values of A/KN 
(124, 730 and 3700) reported by Jensen et al. (1989) and Jonsson and Carlsen (1976). It is 
seen that the logarithmic layer is established very early in the acceleration stage (at ωt = 30o) 
in all the three cases. The thickness of the logarithmic layer is the largest for A/KN =3700, and 
thus larger A/KN corresponds to thicker boundary layers. 
 
Sleath (1987) and Jensen et al. (1989) reported that the turbulence quantities are also 
dependent on A/KN in fully rough turbulent flow. The effect of A/KN is strong near the bed 
and slowly diminishes at locations away from the bed.  
 
 
 
Figure 2.4. Mean velocity distributions in semi-log plot for various A/KN. Rough bed. (    , A/KN = 
3700, Test 13;  × , A/KN = 730, Test 15) by Jensen et al. (1989);      , A/KN = 124, Jonsson and 
Carlsen (1976)  (from Jensen et al. (1989)). 
N
y
K
 
u +
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2.3.   Computational Models for Turbulent Oscillatory Boundary 
Layer Flows 
 
The earliest computational approaches on turbulent oscillatory boundary layer flows applied 
zero-equation models, mainly eddy viscosity models, Prandtl’s mixing length models and the 
von Kármán momentum integral method.  
 
Kaijura (1968) applied an eddy viscosity model by assuming the eddy viscosity (νΤ ) to be 
independent of time and dividing the oscillatory boundary layer flow into three layers, which 
are the inner layer with constant νΤ , the overlap layer with νΤ varying linearly with depth, 
and the outer layer with constant νΤ. Brevik (1981) obtained an analytical solution of the pure 
oscillatory boundary layer specifying the eddy viscosity to be linear in the inner layer and 
constant in the outer layer. Myrhaug (1982) used a parabolic distribution of the eddy 
viscosity in the inner layer and a constant eddy viscosity in the outer layer, and obtained an 
analytical solution for the oscillatory boundary layer. Trowbridge and Madsen (1984) used a 
time and depth dependent eddy viscosity of the form 
( ){ }20 Re 1 i tT T a z e ων ν= +  (2.4) 
where z is the elevation from the bed; νΤ 0 is linear in z in the inner layer and constant in the 
outer layer; Re{} denotes the real part; and a(z) is a function of z. An analytical solution of 
the velocity profile within the boundary layer was obtained. However, the comparisons with 
the experimental data by Jonsson and Carlsen (1976) revealed that the results did not differ 
significantly from those using time invariant eddy viscosity. Davies (1986a) developed a 
similar model as Trowbridge and Madsen (1984), but with their νΤ 0 being constant.  
 
Bakker (1974) applied the Prantdtl’s mixing length model for wave boundary layer with the 
application of the finite difference method.  Bakker and van Doorn (1978, 1981) further 
improved this method and provided experimental results. Their predictions yielded a 
reasonable agreement with their experimental results. Their model was then extended to 
predict three-dimensional boundary layers by van Kesteren and Bakker (1984). 
 
von Kármán (1930) found that the wall shear stress could be obtained by assuming a 
reasonable velocity profile within the boundary layer and integrating the boundary layer 
equations vertically over the boundary layer. This approach is generally known as von 
Kármán momentum integral method. Fredsøe (1984) based his model on this method. He 
realized that the instantaneous velocities within the wave boundary layer and current 
boundary layer could be modelled with separate time dependent logarithmic velocity profiles, 
respectively. The time-averaged velocity profile was also assumed to be logarithmic with 
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respect to z. This model has proved to predict shear stresses in good agreement with the 
experimental data by Jensen et al. (1989) for both smooth and rough oscillatory boundary 
layer flows. 
 
Davies (1986b) and Justesen (1988) investigated the pure oscillatory boundary layer using a 
one-equation model. Their comparisons with the measurements by Jonsson and Carlsen 
(1976) showed that not all the details of the flow were captured. Justesen (1991) and 
Holmedal (2002) used a standard high Reynolds number k-ε model to predict the rough 
turbulent oscillatory flow. Their predictions were compared with the experimental data by 
Jensen et al. (1989, Test No. 13). Mean velocity profiles and bed shear stress variation 
predicted by the model show good agreement with the experimental data. Brørs and Eidsvik 
(1994) predicted the experimental results by Jensen et al. (1989) to a great detail using a 
Reynolds stress model. Thais et al. (1999) applied the low Reynolds number k-ε model of 
Chien (1982) to study the Reynolds number variation in oscillatory boundary layers. Their 
model was able to capture the variation of the main flow variables (time-average velocity, 
shear stress and turbulent kinetic energy) through the wave cycle compared with the 
experimental data by Sleath (1987) and Jensen et al. (1989). Puleo et al. (2004) and Foti and 
Scandura (2004) used the k-ω model and compared its predictions with the Jensen et al. 
(1989, Test No.13) data. They found that the k-ω model yielded good predictions of the 
turbulent kinetic energy and the bed shear stress. Sana et al. (2009) applied a blended k-ω/k-ε 
model proposed by Menter (1994) to a rough oscillatory boundary layer. The model generally 
showed a reasonable agreement with the Jensen et al. (1989, Test No. 12) data. However, a 
few discrepancies in velocity and turbulent kinetic energy were observed during the 
deceleration phase. 
 
It is difficult to apply Large Eddy Simulation (LES) on the seabed boundary layer, especially 
for the case of rough seabed, although wall laws can be applied in simulations using e.g. a 
Smagorisky model (Holmedal, 2002). For DNS it is not possible to resolve the geometry of 
e.g. sand grains on a rough bed (Holmedal, 2002). Spalart and Baldwin (1987) carried out 
DNS simulation of smooth oscillatory boundary layer flows. Their numerical results are in 
good agreement with the experimental data of Jensen et al. (1989) (see Fig. 2.3). Vittori and 
Verzicco (1998) performed a DNS of oscillatory boundary layer flow over a smooth plate 
with infinitesimal 3D imperfections. These imperfections were found to influence the 
turbulent flow structure for a sufficiently large Reynolds number. Lu (1999) and Hsu et al. 
(2000) used LES with a dynamic Smagorisky model of Germano et al. (1991) to study the 
oscillatory flow over a smooth flat plate. Their numerical results were in reasonable 
agreement with the experimental data of Hino et al. (1983), but no detailed description of the 
turbulence was provided. Lohman et al. (2006) investigated the smooth turbulent wave 
boundary layer by applying LES with the classical Smagorinsky model. Their results are in 
satisfactory agreement with the Jensen et al. (1989, Test No. 10) data. They also commented 
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that Hsu et al.’s (2000) dynamic Smagorinsky model showed no improvement compared to 
their results.      
 
The main objective of the present CFD work is to assess the applicability of the standard high 
Reynolds number k-ε model for engineering design at high Reynolds numbers. Hence, similar 
to Justesen (1991) and Holmedal et al. (2003), the standard high Reynolds number k-ε model 
is used to investigate rough turbulent oscillatory flows. The predictions of mean velocity, 
turbulent kinetic energy, shear stress and bed friction velocity are compared with the Jensen 
et al. (1989, Test no. 13) data. Details of this numerical work are given in Chapter 5. 
 
 
2.4.  Suspension of Sand in Turbulent Oscillatory Flows 
 
The understanding of the physical processes of the near-bed sediment dynamics under the 
influence of waves and currents is of great importance for predictions of seabed and coast-
line changes.  Near the seabed, the wave-induced water motion (horizontal oscillatory flow) 
is forcing the bottom boundary layer which results from the friction at the seabed. Due to the 
roughness of the seabed, the boundary layer is often rough turbulent. Inside this boundary 
layer, the turbulent oscillatory flow is responsible for the inception of seabed sediment 
motions, for bringing the sediments into suspension, and for the transport of the sediments.  
In more extreme wave conditions or more shallow water, the seabed becomes plane and sheet 
flow becomes the dominant transport mode.   
 
Horikawa et al. (1982), Staub et al. (1983) and Ribberink and Al-Salem (1995) measured 
instantaneous sediment concentrations and velocities under sinusoidal waves (regular waves) 
with sheet flow conditions in oscillating water tunnels. Dohmen-Janssen and Hanes (2002) 
conducted their experiments in a large scale wave flume. They found that the mean 
suspended sediment concentration under gravity waves is much higher than those found in 
oscillating water tunnels under similar conditions.  O’Donoghue and Wright (2004) presented 
detailed suspended sediment concentration measurements under oscillatory sheet flow 
conditions. Their experiments covered a wide range of sand beds and included study of 
graded sands systematically linked to the study of well-sorted sands.  
 
A number of numerical investigations, on predicting the concentration of suspended 
sediments under sheet flow conditions for regular waves, have been carried out. The sediment 
diffusivity has been typically taken equal to, or proportional to, the eddy viscosity. Bakker 
(1974) applied a mixing length model to predict the time and space variations of suspended 
sediments during a wave cycle. Ribberink and Al-Salem (1991) further developed the 
approach by using a reference concentration obtained from the instantaneous bottom shear 
stress by the Engelund and Fredsøe (1976) formula.  Hagatun and Eidsvik (1986) used a 
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standard high Reynolds number k-ε model with a sediment diffusion equation to investigate 
the seabed boundary layer as well as the time-dependent vertical distribution of sediment 
concentrations below large sinusoidal waves, as well as waves plus current. The sediment 
diffusivity was set equal to the eddy viscosity obtained from the k-ε model. A simplified 
version of the Engelund and Fredsøe (1976) formula was used together with the 
instantaneous bottom shear stress to obtain the reference sediment concentration near the bed. 
They predicted the experimental data by Staub et al. (1983) and the field measurements by 
Madsen and Grant (1977) reasonably well. Davies and Li (1997) used a one-equation model 
combined with the diffusion equation for suspended sediments to investigate the sediment 
transport beneath large symmetric and asymmetric regular waves, as well as beneath co-
directional waves plus current. Their predictions yielded a fair agreement with the 
experimental data reported by Ribberink and Al-Salem (1995) for both regular symmetric and 
asymmetric waves. Holmedal et al. (2004) investigated the suspended sediment concentration 
under sheet flow conditions beneath random waves alone as well as under random waves plus 
current by using the standard high Reynolds number k-ε model based on linearized boundary 
layer equations with horizontal forcing. The sediment diffusivity was set equal to the eddy 
viscosity plus the laminar viscosity obtained from the k-ε  model. The reference sediment 
concentration is obtained from the instantaneous bottom shear stress by using Zyserman and 
Fredsøe (1994) formula. Their model was also validated by comparing their predicted 
suspended sediment concentration with the experimental data by Staub et al. (1983),   
Ribberink and Al-Salem (1995) and Katopodi et al. (1994) beneath regular waves alone and 
regular waves plus current. Their comparisons between the predicted and measured 
suspended sediment concentrations show that the sediment diffusion model gives a fair 
prediction within the inner suspension layer. Numerical results of Holmedal et al. (2004) and 
the experimental results of Ribberink and Al-Salem (1994) also indicate that the irregularity 
of the flow does not severely affect the time-averaged suspended concentration profiles. This 
finding is useful for complicated coastal sediment transport problems under random waves.  
 
It appears that the standard high Reynolds number k-ε  model performs reasonably well in 
predicting the suspended sediment concentration under turbulent oscillatory flow conditions. 
A similar approach to that by Holmedal et al. (2004) is used in the present study. The 
predictions are compared with the experimental data reported by Ribberink and Al-Salem 
(1995). Details of the numerical work are given in Chapter 5. 
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Chapter 3 
 
Flow around a Circular Cylinder at High Reynolds 
Numbers 
 
 
 
3.1.   Introduction 
 
Flow around a circular cylinder represents an idealized bluff body flow which is of great 
interest for a wide range of engineering applications. This thesis focuses on the coastal and 
marine applications.  Marine pipelines, risers, offshore platform support legs, etc, are 
typically circular cylinders. In open sea environments, they are often subject to high 
Reynolds number flows (i.e. higher than 106). In this chapter, a brief review of flow around a 
circular cylinder is given.  
 
3.2.   Regimes of Flow around a Smooth Circular Cylinder  
 
The Reynolds number is a governing parameter for the flow around a two-dimensional 
smooth circular cylinder.  
 
U DRe
ν
∞
=
  (3.1) 
As Re increases from zero, the flow mechanism undergoes large changes. Figure 3.1 shows 
the regimes of flow around a smooth circular cylinder in steady current. The definition sketch 
of the regions of wake and boundary layer is shown in Fig. 3.2. In the case of laminar 
boundary layer, the boundary layer thickness δ is (Schlichting,1979) 
 
1O
D Re
δ ⎛ ⎞
= ⎜ ⎟⎝ ⎠
 (3.2) 
 
It is observed that δ/D << 1 for Re larger than O(102).  
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Figure 3.1. Regimes of flow around a smooth circular cylinder in steady current (from Sumer 
and Fredsøe (1997)). 
 
 
 
 
 
Figure 3.2. Definition sketch of the regions of wake and boundary layer (from Sumer and 
Fredsøe (1997)). 
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For Re < 5 (Fig. 3.1a), creeping flow is firmly attached to the surface of the cylinder. The 
steady and symmetric laminar shear layers do not form any visible wake, and no separation 
occurs. Separation of flow begins to happen at Re~5 when a distinct, steady, symmetric, and 
closed near-wake is formed behind the cylinder, as seen in Figs. 3.1b and 3.3.  The free shear 
layers meet at the end of the near-wake at the confluence point. For 5< Re <40, the length of 
this vortex formation increases with Re (Batchelor, 1967). 
 
 
Figure 3.3. Steady closed near wake, Re = 23 (from Thom (1933)). 
 
The elongated closed near-wake becomes unstable for Re > 30-48 and a sinusoidal oscillation 
of shear layers starts at the confluence point, as observed in Fig. 3.4b. This is considered as 
the initiation of vortex shedding, in which vortices are shed alternately at either side of the 
cylinder at a certain frequency. The amplitude of the oscillation increases with the increase of 
Re (see Fig. 3.4). Consequently, an appearance of a vortex street is formed downstream of the 
cylinder. For the range of the Reynolds number 40< Re <200 (Fig. 3.1c), the vortex street is 
laminar (Sumer and Fredsøe, 1997). Williamson (1989) found that the shedding is essentially 
two-dimensional and does not vary in spanwise direction.   
 
Transition to turbulence occurs in the wake region (Fig. 3.1d) and the region of transition to 
turbulence moves towards the back of the cylinder as Re increases in the range 200 < Re < 
300 (Bloor, 1964). Bloor (1964) found that the vortices formed in the near wake of the 
cylinder are turbulent at Re = 400.  The vortex shedding mechanism in this range of Re 
becomes three-dimensional, and the vortices are shed in cells in the spanwise direction 
(Williamson, 1988).  Although the wake is completely turbulent for Re > 300, the boundary 
layer over the cylinder surface remains laminar for a wide range of Re, i.e. 300 < Re < 3×105. 
This regime is known as subcritical flow regime (Fig. 3.1e).  
 
Transition to turbulence occurs in the boundary layer for Re > 3×105. Figs. 3.1f-3.1i show 
that the region of transition to turbulence first happens at the separation point, and then it 
moves upstream towards the stagnation point as Re increases (Sumer and Fredsøe, 1997). For 
3×105 < Re < 3.5×105 (Fig. 3.1f) the boundary layer becomes turbulent at the separation point; 
however, it occurs only at one side of the cylinder.  The boundary layer at the separation 
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point is turbulent at one side of the cylinder and laminar at the other side. The turbulent 
boundary layer switches from one side to the other occasionally. This flow asymmetry causes 
a non-zero mean lift on the cylinder (Schewe, 1983). This flow regime is known as the 
critical flow regime.  
 
 
 
 
Figure 3.4. Development of vortex shedding behind a circular cylinder in a stream of oil with 
increasing Re. 32 ≤ Re ≤161 (from Homann (1936)). 
 
 
The boundary layer at the separation point is turbulent on both sides of the cylinder for 
3.5×105 < Re < 1.5×106. The region of transition to turbulence is located between the 
stagnation point and the separation point. This flow regime is called supercritical flow regime. 
The boundary layer on one side becomes fully turbulent and partly laminar and partly 
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turbulent on the other side when Re > 1.5×106. This flow regime, known as the upper-
transition flow regime, is in the range of Re, 1.5×106 < Re < 4.5×106.  
 
For Re > 4.5×106, the boundary layer around the cylinder surface is completely turbulent, and 
is referred to as the transcritical regime. 
 
In the present study, applications of flow around a circular cylinder in marine and offshore 
engineering are investigated numerically in Chapter 6. These engineering applications are 
often subject to flow conditions corresponding to very high Reynolds number, Re ~ O(106) to 
O(107), covering the supercritical to the transcritical flow regimes. This is because the 
diameters of circular marine structures are large (i.e. 0.3m to 1m for marine pipelines, 0.2m 
to 1m for marine risers, and 1m to 3.5m for offshore platform legs) and the flow velocity are 
often high in the ocean.  
 
 
3.3. Vortex Shedding  
 
Vortex shedding is the dominating flow feature for Re > 40.  The boundary layer around the 
cylinder surface separates due to the adverse pressure gradient which reduces the skin friction 
to zero. As a result of this, a shear layer is formed, as shown in Fig. 3.5.  The boundary layer 
around the cylinder contains a significant amount of vorticity, and this vorticity is fed into the 
shear layer formed downstream of the separation point. The shear layer rolls up into a vortex 
with a sign identical to that of fed-in vorticity (Vortex A, Fig. 3.5a). Similarly, Vortex B 
which rotates in the opposite direction is formed on the other side of the cylinder.  The pair 
formed by these two vortices is unstable when exposed to small disturbances. Consequently, 
one vortex grows larger than the other and it leads to vortex shedding (Sumer and Fredsøe, 
1997). 
 
According to Gerrard (1966) and Sumer and Fredsøe (1997), the development of vortex 
shedding (Fig. 3.6) is described in the following way.  In the present context, the vorticity in 
Vortex A is in the clockwise direction whereas Vortex B is in counter-clockwise direction. 
The larger vortex (Vortex A) becomes strong enough to draw the other vortex (Vortex B) 
across the wake as observed in Fig. 3.6a. The Vortex B with the opposite sign of vorticity 
approaches Vortex A and then cuts off the supply of vorticity to Vortex A from its shear layer. 
Vortex A is then shed as a free vortex which is convected downstream by the flow. After the 
shedding of Vortex A, a new vortex (Vortex C) is formed at the same side of the cylinder. 
Now, Vortex B will play the same role as Vortex A. It will grow in size and strength to draw 
Vortex C across the wake and then be shed (Fig. 3.6b). The shedding will continue to occur 
in an alternate manner between the two sides of the cylinder.  
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Figure 3.5. The shear layer. The shear layers roll up to form lee-wake vortices, A and B (from 
Sumer and Fredsøe (1997)). 
 
 
 
 
Figure 3.6. Development of vortex shedding (from Sumer and Fredsøe (1997)). 
 
 
Hence, vortex shedding occurs due to the interaction of the two shear layers. No vortex 
shedding will occur if this interaction is prevented. For example, when the cylinder is placed 
close to a flat bed, the wall reduces the strength of the shear layer at the side of the cylinder 
close to the bed; this will lead to a weak interaction between the two shear layers at both sides 
of the cylinder. In this case, the vortex shedding will be suppressed. The understanding of this 
 
a) 
b) 
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flow feature is important for marine applications, e.g. for horizontal marine pipelines or risers 
close to the seabed. The significant variation of hydrodynamic data, such as drag force, lift 
force, vortex shedding frequency, etc, are observed by varying the gap size between the 
cylinder and the bed, especially in high Reynolds number flow regimes, i.e. Re > 106.   
Therefore, numerical studies of flow around a circular cylinder close to a flat bed at high 
Reynolds numbers, covering Reynolds number ranging from 1×104 to 4.8×104 (in the 
subcritical flow regime) and 3.6×106 (in the upper-transition regime) are presented in 
Chapters 7 and 8, respectively.         
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Chapter 4 
 
Computational Method 
             
 
             
4.1.   Introduction 
 
Computational Fluid Dynamics (CFD) is an increasingly important tool for analyzing flows 
around marine structures. In operating conditions, marine structures are often subject to high 
Reynolds number flow conditions. At high Reynolds numbers, flows are turbulent. Turbulent 
flows are highly irregular; however, they are governed by the exact Navier-Stokes equations. 
Efficient numerical algorithms solving the Navier-Stokes equations and the turbulence 
models for high Reynolds number flows are still considered as a major challenge although 
many numerical methods (e.g. SIMPLE-like class of algorithms and projection methods) 
have been developed. Furthermore, the appropriateness of turbulence models for the targeted 
engineering applications should be considered carefully.  The computer and cost efficiency of 
the computational method is also important, especially for engineering applications.   
 
There are numerous approaches available for simulating turbulent flows, such as Direct 
Numerical Simulation (DNS), turbulent-viscosity models (e.g. the k-ε model, the k-ω model, 
etc), Reynolds-stress models and Large Eddy Simulation (LES). However, the standard high 
Reynolds number k-ε model has been incorporated into most commercial CFD codes. When 
used in conjunction with wall functions, it is generally taken as being computationally less 
expensive than DNS and LES. In this thesis, the applicability of this turbulence model in 
simulating the high Reynolds number flows for marine applications is investigated.  
 
By taking high Reynolds turbulent flows as a motivating factor, Utnes (2008) proposed a 
segregated implicit projection numerical algorithm for solving the incompressible Unsteady 
Reynolds-Averaged Navier-Stokes (URANS) equations and the standard high Reynolds 
number k-ε model by using a Galerkin finite element method. This numerical method is 
1st/2nd order in time and 2nd order in spatial discretization. This method has proved to be 
robust and stable in applications of high Reynolds number flows (Ong et al. (2007), Utnes 
(2008), Ong et al. (2008, 2009)).  
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By using this computational method (Utnes, 2008), numerical studies on rough turbulent 
oscillatory flows with suspended sediments (e.g. wave boundary layer flows with suspended 
sediments), flows around an isolated smooth circular cylinder at very high Reynolds numbers 
(e.g. flows around marine pipelines and risers), flows around a circular cylinder close to the 
seabed at very high Reynolds number (e.g. flows around marine pipelines and risers close to 
the seabed) are presented in Chapter 5, 6, 7 and 8, respectively.  
 
The governing equations (URANS), the standard high Reynolds number k-ε model and the 
segregated implicit projection numerical algorithm will be described briefly in the following 
sections. 
 
 
4.2.   Governing Equations and the Standard High Reynolds 
Number k-ε Model 
  
The Reynolds-averaged equations for conservation of mass and momentum are given by 
 
0i
i
u
x
∂
=
∂
            (4.1) 
 
' '2
2
1 i ji i i
j
j i j j
u uu u uPu v
t x x x xρ
∂⎛ ⎞∂ ∂ ∂∂
+ = − + −⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
             (4.2) 
 
where i, j = 1, 2. Here x1 and x2 denote the horizontal and vertical directions, respectively; u1 
and u2 are the corresponding mean velocity components; ' 'i ju u  is the Reynolds stress 
component where 'iu  denotes the fluctuating part of the velocity; ν is the kinematic viscosity; 
and P is the dynamic pressure. 
 
The Reynolds stress component, ' '
i ju u , is expressed in terms of a turbulent viscosity νT and 
the mean flow gradients using the Boussinesq approximation, 
 
' ' 2
3
ji
i j T ij
j i
uuu u k
x x
ν δ
⎛ ⎞∂∂
− = + −⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
            (4.3) 
 
where k is the turbulent kinetic energy and δij is the kronecker delta function. 
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A standard high Reynolds number k-ε turbulence model (see e.g. Launder and Spalding 
(1972); Rodi (1993)) is used in the present study. This model has been applied previously on 
vortex shedding flow by Majumdar and Rodi (1985). The k and ε equations are given by: 
 
ji iT
j T
j j k j j i j
uu uk k ku v
t x x x x x x
ν εσ
⎛ ⎞ ⎛ ⎞∂∂ ∂∂ ∂ ∂ ∂+ = + + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
  (4.4) 
 
2
1 2
ji iT
j T
j j j j i j
uu uu C v C
t x x x k x x x kε
νε ε ε ε ε
σ
⎛ ⎞ ⎛ ⎞∂∂ ∂∂ ∂ ∂ ∂+ = + + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
(4.5) 
 
where ε is the rate of viscous dissipation and  
2
T
kCµν ε= . The following standard model 
coefficients have been adopted: (C1 = 1.44, C2 = 1.92, Cµ = 0.09, σk  = 1.0, σε  = 1.3). 
 
The governing equations (4.1) to (4.5) are discretized in space by use of a mixed finite 
element method, and these semi-discretized equations may be written in compressed form as  
 
( )Mu A u u Gp f+ + =&  (4.6) 
0TG u =  (4.7) 
( )M A u sθ θθ θ+ =&  (4.8) 
 
Here M represents the mass matrix, A(u) = K + N(u) is the sum of diffusion and advection 
matrices, G is the gradient matrix, and (f , s) represent source terms. u and p are defined here 
as nodal vectors for velocity and pressure, θ  represents the nodal vector for scalar variables 
(e.g. kinetic energy (k), rate of viscous dissipation (ε), suspended sediment concentration (C), 
etc) and Mθ  represents the mass matrix for scalar variables. The matrices involved in the 
equations are given below as an element by element integration, as follows: 
 
( )
; ;
;
e e
e e
e T e T
ee T T
M d K d
G d N u u d
φ φ ν φ φ
φψ φ φ
Ω Ω
Ω Ω
= Ω = ∇ ⋅ ∇ Ω
= − ∇ Ω = ⋅ ∇ Ω
∫ ∫
∫ ∫
 
(4.9) 
      
where Ω is the computational domain. Subscript e denotes that the integration is performed 
over each element. The global interactions are obtained by summing (assembling) the 
element contributions into the system matrix. Test/basic functions (φ, ψ) are associated with 
velocity and pressure, respectively.  
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The time integration is performed using a semi-implicit two-level formulation (Utnes, 2008), 
and the discretized equation system may then be written in the following form: 
 
( )1 11n n n n n nM A u M A u Gp fα α αα α+ + + + +⎡ ⎤ ⎡ ⎤+ = − − − +⎣ ⎦ ⎣ ⎦% %                      (4.10) 
  
1 0
T
nG u + =  (4.11) 
  
( ), 1 ,1n n n n nM A M A sθ θ α θ θ α αα θ α θ+ + + +⎡ ⎤ ⎡ ⎤+ = − − +⎣ ⎦ ⎣ ⎦% %  (4.12) 
 
where M% = M /∆t  and Mθ% = Mθ / ∆t.  Subscripts n, n+1 and n+α  indicate time levels. The 
implicit parameter α is chosen in the interval 1/2 ≤ α ≤ 1. The fully implicit case, α =1, is 
suitable for steady state computation, and the time-centered case, α =1/2 is suitable for time-
accurate computations. The notation fn+α =α fn+α  + (1−α) fn  is used, and same for s.  
             
 
4.3.   Segregated Implicit Projection Algorithm 
            
A segregated implicit projection method proposed by Utnes (2008) is adopted for all the 
numerical simulations in this thesis. This numerical algorithm is non-iterative, with 
corrections within each time-step.  
 
The proposed algorithm is given by the following steps: 
 
1) Predict the pressure and advection velocity via a pseudo-velocity prediction from the   
system 
 
* * *;
T
n n nM u A u f Lp G u∆ = + =%   (4.13) 
 
where  ∆u* = u* - un, and Laplacian operator L=∆t GTML-1G, where ML is the lumped mass 
matrix.  
 
2) Compute the velocity field from the (semi) implicit momentum equation 
 
1 *n n n n nM A u A u Gp fα α αα + + + +⎡ ⎤+ ∆ = − − +⎣ ⎦% %   (4.14) 
 
where  1 1n n nu u u+ +∆ = −% % , and the advection velocity is given by extrapolation as 
( ) 1ˆ 1n n nu u uα α α+ −= + − . 
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3) Correct the velocity and pressure fields by use of the projection step  
   
( )1 1 1 1 1;Tn n n n nL p G u M u u G p+ + + + +∆ = − = − ∆%% %   (4.15) 
    
where the updated pressure is 1 * 1n np p p+ += + ∆ . 
 
4) Compute (semi) implicit equations for other scalar quantities: 
 
, 1 ,n n n n nM A A sθ θ α θ α αα θ θ+ + + +⎡ ⎤+ ∆ = − +⎣ ⎦%   (4.16) 
 
where   1 1n n nθ θ θ+ +∆ = − . 
 
The implementation is used based on Q1Q0 mixed elements, i.e. multilinear velocity and 
constant pressure on the element niveau. The analyses of consistency and time accuracy are 
given in Utnes (2008).  
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Summary# This paper presents a validation study of a standard high Reynolds number k-ε 
model for rough turbulent oscillatory flows with suspended sediments. The predicted mean 
velocity, turbulent kinetic energy, shear stress and bed friction velocity yield good 
agreements with experimental results. The magnitude of the mean sediment concentration 
profile is overall under-predicted by an averaged factor of 2.5 as compared to the 
experimental results; this is considered to be a good result within the modelling of sediment 
transport. 
 
 
Introduction 
 
The rapid development of offshore oil fields has increased the importance of submarine 
pipelines for transport of oil and gas. Interactions between the pipelines and erodible seabed 
under wave-current conditions tend to cause scouring around the pipelines, which might lead 
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to structural failure of the pipelines due to vortex-induced vibrations. Our long-term goal is to 
develop a robust numerical scour predictive model to assist designing the pipelines. 
 
The understanding of the near-bed sediment dynamics under the influence of waves is of 
great importance for predictions of seabed changes. In order to simulate the sediment 
suspension in the bottom wave boundary layer, the near-bed flows outside the bottom 
boundary is specified from potential theory. Sleath [10] and Jensen et al. [6] presented 
detailed experimental investigations on the wave boundary layer, including measurements of 
mean velocity profiles, profiles of turbulence quantities and bottom shear stresses. The sea 
bed boundary layer has been investigated by a number of researchers ([1], [3], [7], [8]), using 
turbulence models. Justesen [7], [8] used a standard high Reynolds number k-ε model; the 
predicted velocities and turbulence quantities were in good agreement with the experimental 
results by Jensen et al. [6] and Sleath [10]. Brørs and Eidsvik [1] predicted the experimental 
results by Jensen et al. [6] to a great detail using a Reynolds stress model. 
 
Horikawa et al. [5], Staub et al. [11] and Ribberink and Al-Salem [9] measured instantaneous 
sediment concentrations and velocities under sinusoidal waves in an oscillating water tunnel. 
Davies and Li [2] and Holmedal et al. [4] applied one-equation and two-equation models, 
respectively, in conjunction with a diffusion equation for suspended sediments, to investigate 
the sediment transport beneath regular waves. The predicted sediment concentration profiles 
were in good agreement with the experimental measurements by Ribberink and Al-Salem [9]. 
This paper presents a validation study of a standard high Reynolds number k-ε model for 
rough turbulent oscillatory flows with suspended sediments. Predictions of the turbulent 
mean velocity profiles, turbulent kinetic energy profiles, Reynolds stress profiles and bed 
friction velocities are compared with the experimental results (Test no. 13) reported by 
Jensen et al. [6]. Moreover, the sediment diffusion model is verified against the experimental 
results by Ribberink and Al-Salem [9]. 
 
 
Mathematical Formulation 
 
(i) Flow model 
 
The boundary layer flow under sinusoidal waves over a rough flat bed is considered. The 
horizontal coordinate at the bed and the vertical coordinate away from the bed are given as x 
and y, respectively. 
 
The near-bed velocity outside the boundary layer is 
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( ) ( )sinmU t U tω∞ =      (1) 
 
where Um is the near-bed velocity amplitude, and ω is the angular frequency of the oscillation. 
 
For intermediate and shallow water depths, the trajectories of the wave orbital velocities are 
ellipses that flatten as the bottom is approached. Hence, a boundary layer approximation 
applies, and the sea bed boundary layer flow is assumed horizontally uniform (consequently 
the convective terms disappear). The Reynolds-averaged equation for fluid momentum is 
simplified as 
 
1
T
u p u
t x y y
ν
ρ
⎛ ⎞∂ ∂ ∂ ∂
= − + ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
     (2) 
 
where u is the horizontal velocity component, p is the pressure, ρ is the density of water, and 
νT is the turbulent viscosity. A turbulence model is required throughout the flow field; in the 
present study, a standard high Reynolds number k-ε model has been applied. Since the flow is 
considered horizontally uniform, the convective terms are neglected in the transport equations 
for the turbulent quantities, i.e. 
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The turbulent viscosity is given by νT = Cμ k2/ε. The following standard model coefficients 
have been adopted: (C1 = 1.44, C2 = 1.92, Cμ = 0.09, σk = 1.0, σε = 1.3). 
 
The equation for the sediment concentration, C, is given as: 
 
s T
C C Cw
t y y y
ν
⎛ ⎞∂ ∂ ∂ ∂
= + ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
      (5) 
 
where ws is the constant settling velocity of sediment in still water. 
 
 
(ii) Boundary conditions 
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(a)Bottom boundary conditions 
 
The sea bed is assumed to be hydraulically rough. No-slip condition is applied at the 
theoretical bed level, yo = KN /30, i.e. 
 
0u =      (6) 
 
KN is the Nikuradse roughness (= 2.5d50) and d50 is the median grain size diameter. 
 
The bottom boundary conditions for k and ε are given in a standard manner, i.e. 
 
3
32 2
* 4,
p
u kk C
yC μμ
ε
κ
= =
     (7) 
 
where yp is the distance of the first node away from wall; κ = 0:41 is the von Karman 
constant and *u is the bed friction velocity. 
 
The reference sediment concentration Ca near the sea bed is obtained from the Zyserman and 
Fredsøe [13] formula: 
 
( )
( )
1.75
501.75
0.331
at   2
1 0.720
c
a a
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C y y d
θ θ
θ θ
−
= = =
+ −
 
              (8) 
 
where θ is the instantaneous Shields parameter given by 
 
( ) 501
w
g S d
τθ
ρ
=
−
 
    (9) 
 
Here θc is the critical Shields parameter which must be exceeded for sediment movements to 
take place, taken as 0.045. Moreover, τw is the instantaneous wall shear stress, g is the 
acceleration of gravity and S = 2.65 is the density ratio between the sediments and the water. 
 
(b)Top boundary conditions 
 
At the upper boundary (in the free stream), the Neumann condition is applied on the velocity 
(implying no shear stress), i.e., 
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0u
y
∂
=
∂
     (10) 
 
Zero flux conditions are imposed for k and ε, expressed as 
 
0k
y y
ε∂ ∂
= =
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     (11) 
 
A no-flux condition is imposed for the sediment concentration, 
 
0T s
C w C
y
ν
∂
+ =
∂
     (12) 
 
 
(iii) Forcing function 
 
Since the boundary layer approximation applies, the horizontal pressure gradient is constant 
throughout the boundary layer. The horizontal pressure gradient, ∂p/∂x is given from the free 
stream velocity as 
 
1 Up
x tρ
∞
∂∂
− =
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     (13) 
 
 
(iv) Numerical solution procedure and initial conditions 
 
Equations 2 to 5 are solved using a Galerkin finite element method using a Segregated 
Implicit Projection (SIP) solution algorithm proposed by Utnes [12]. This method is 1st order 
in time and 2nd order in spatial discretization. Stretching of the mesh is performed to achieve 
a fine resolution close to the bed. Small positive values of the mean turbulence, sediment and 
flow quantities are initially introduced, and the equations are integrated in time until a steady 
state is achieved. 
 
 
Results and Discussions 
 
(i) Rough turbulent oscillatory flow 
 
One of the most detailed measurements of the rough turbulent wave boundary layer flow is 
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Test no.13 from Jensen et al. [6] measured in a U-shaped oscillatory flow water tunnel. In the 
following, a comparison between prediction and these measurements is presented. Such 
comparisons have been published earlier by, among others, Justesen [8] and Holmedal [3]; 
the purpose of reproducing these results is to show the capability of the present model to 
predict the wave boundary layer over a rough bed. 
 
The test conditions are given by Um = 2m/s, a wave period of T = 9.72s, and a ratio between 
the near-bed wave excursion amplitude and the Nikuradse roughness, A/KN = 3700, where A 
= Um /ω. The computation has been carried out with a total of 136 elements and a time step of 
Δt = T/720. Both grid and time-step convergence studies have been performed to ensure a 
sufficient numerical accuracy. 
 
Figure 1 shows the characteristics of the mean velocity profiles in the wave boundary layer; 
Figure 1(a) shows three profiles in the acceleration phase, whereas Figure 1(b) shows three 
profiles in the deceleration phase. Both figures indicate that the present model is capable of 
predicting the overshoot at zero free stream velocity as well as the distinct differences of the 
shape in the acceleration and decelerating phases. The predicted velocity follows the 
logarithmic wall law close to the bed. 
 
Figure 2 presents the predicted and measured turbulent kinetic energy profiles at four 
different phases during a half wave cycle. The turbulent kinetic energy profiles are overall 
slightly under-predicted as compared to the experimental results. 
 
The shear stress, τ, in the boundary layer is related to the turbulent viscosity and the velocity 
gradient, i.e. 
 
T
u
y
τ
ν
ρ
∂
=
∂
     (14) 
 
The prediction of shear stress profiles at four different phases over a half wave cycle is in 
good agreement with the measurements as shown in Figure 3. 
 
The bed shear stress, τb, is the key quantity that drives the sediment transport. The friction 
velocity, *u , is defined by 
 
*
bu τ
ρ
=
     (15) 
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Figure 4 shows the predicted and measured friction velocity during one wave cycle. It is 
observed that the friction velocity is slightly under-predicted compared to the experimental 
results. 
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Figure 1: Comparisons of predicted and measured velocity profiles from Jensen et al. [6], Test 
No. 13 at different phases in a wave cycle. (a) Three profiles in the acceleration phase; (b) three 
profiles in the deceleration phase. 
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Figure 2: Comparisons of predicted and measured turbulence kinetic energy profiles from 
Jensen et al. [6], Test No. 13 at different phases in a wave cycle. 
 * The figure (180 Degrees) in the conference paper was misprinted. The correct version is 
updated here. 
43
-3 -2 -1 0 1 2 3
x 10
-3
0
20
40
60
80
100
120
140
160
180
τ/ρUm
2
y/
K
N
0 Degrees
-2 -1 0 1 2 3 4
x 10
-3
0
20
40
60
80
100
120
140
160
180
τ/ρUm
2
y/
K
N
60 Degrees
-3 -2 -1 0 1 2 3
x 10
-3
0
20
40
60
80
100
120
140
160
180
τ/ρUm
2
y/
K
N
120 Degrees
-3 -2 -1 0 1 2 3
x 10
-3
0
20
40
60
80
100
120
140
160
180
τ/ρUm
2
y/
K
N
180 Degrees
 
 
Figure 3: Comparisons of predicted and measured shear stress profiles from Jensen et al. [6], 
Test No. 13 at different phases in a wave cycle. 
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Figure 4: Comparisons of predicted and measured bed friction velocity from Jensen et al. [6], 
Test No. 13 within a wave cycle. 
 
 
(ii) Rough turbulent oscillatory flow with suspended sediments 
 
The suspended sediment concentration measured in an oscillating water tunnel (sheet flow 
condition) by Ribberink and Al-Salem [9], is used for comparison. The sinusoidal wave used 
in the experiment has a velocity amplitude of Um = 1.7m/s and a wave period of T = 7.2s. The 
median grain diameter of the sediments is 0.21mm, and the settling velocity is 0.026m/s. The 
computation has been carried out with a total of 110 elements and a time step of Δt = T/ 2880. 
Both grid and time-step convergence studies have been performed to ensure a sufficient 
numerical accuracy. 
 
As shown in Figure 5, the mean sediment concentration profile, Caverage (averaged over a 
wave period), is in reasonable agreement with the experimental results, although it is overall 
under-predicted by a factor of 2.5. For sediment transport, a prediction of the measured 
sediment concentration within a factor of 2-3 is considered as a good result. 
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Figure 5: Comparisons of the predicted and measured mean sediment concentration profile; 
measurements by Ribberink and Al-Salem [9]. 
 
 
Conclusions 
 
A standard high Reynolds number k-ε model with a sediment suspension model has been 
validated for rough turbulent oscillatory boundary layer flow. The predicted mean velocity, 
turbulent kinetic energy, shear stress and bed friction velocity yield an overall good 
agreement with experimental results; although the mean sediment concentration profile is 
under-predicted by an averaged factor of 2.5. 
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Abstract# 
High Reynolds number flows (Re = 1×106, 2×106 and 3.6×106, based on the free stream 
velocity and cylinder diameter) covering the supercritical to upper-transition flow regimes 
around a two-dimensional (2D) smooth circular cylinder, have been investigated numerically 
using 2D Unsteady Reynolds-Averaged Navier-Stokes (URANS) equations with a standard 
high Reynolds number k-ε turbulence model. The objective of the present study is to evaluate 
whether the model is applicable for engineering design within these flow regimes. The results 
are compared with published experimental data and numerical results. Although the k-ε 
model is known to yield less accurate predictions of flows with strong anisotropic turbulence, 
satisfactory results for engineering design purposes are obtained for high Reynolds number 
flows around a smooth circular cylinder in the supercritical and upper-transition flow regimes, 
i.e. Re > 106. This is based on the comparison with published experimental data and 
numerical results.  
Keywords: Numerical models; Cylinder; Turbulent flow; High Reynolds number. 
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1.      Introduction 
 
One of the classical problems in fluid mechanics is the flow around a circular cylinder. This 
represents an idealized bluff body flow which is of great interest for a wide range of 
engineering applications, such as hydrodynamic loading on marine pipelines, risers, offshore 
platform support legs, etc. Many of these engineering applications are often subject to flow 
conditions corresponding to very high Reynolds number (Re = U∞D/ν) flows with typical 
values of O(106) - O(107). This covers the supercritical (3.5×105 < Re < 1.5×106) to 
transcritical (Re > 4×106) flow regimes. A detailed definition of the flow regimes is given in 
by Sumer and Fredsøe (1997). Here U∞ is the free stream velocity; D is the cylinder diameter; 
and ν is the kinematic viscosity. These very high Reynolds number flow conditions are hard 
and expensive to achieve in an experimental setup requiring appropriate experimental 
facilities, minimizing human and instrument errors during measuring hydrodynamic 
quantities etc. Therefore an attractive alternative is to use Computational Fluid Dynamics 
(CFD) to obtain the essential hydrodynamic quantities needed for engineering design.  For 
example, Schulz and Meling (2004) used a multi-strip method to analyze the flow-structure 
interaction of long flexible risers. This was achieved by solving the two-dimensional (2D) 
Unsteady Reynolds-Averaged Navier-Stokes (URANS) equations (using a Spalart-Allmaras 
turbulence model) in conjunction with a finite element structural dynamic response model. A 
number of individual 2D CFD simulations of cross sections along the riser were combined 
with a full 3D structural analysis to predict overall vortex-induced vibration (VIV) loads and 
displacement of the riser. They showed that a relatively modest number of sections could be 
used to capture multi-modal VIV responses in long risers. Chaplin et al. (2005) compared 
laboratory measurements of the VIV of a vertical model riser in a stepped current with 
predictions obtained with 11 different numerical models. It was shown that empirical-based 
models were better in predicting cross-flow displacements than the CFD-based models. This 
might be due to uncertainties in CFD turbulence modeling and the modeling technique of the 
vortex-shedding interacting with dynamic response of the structure (see Chaplin et al. (2005)). 
Thus, more computational and experimental research on high Reynolds number flows over a 
rigid cylinder section is necessary in order to gain better understanding on dynamic responses 
of slender marine structures.   
 
To date, not many numerical simulations have been performed to predict very high Reynolds 
number flows (Re > 106) around a smooth circular cylinder due to the complexity of the flow. 
Direct Numerical Simulation (DNS) of flows at such very high Reynolds numbers is not 
presently possible because of the high demand on the computational resources. Among the 
few numerical results reported in the open literature (for Re > 106) are those of Catalano et al. 
(2003) and Singh and Mittal (2005). Catalano et al. (2003) applied 3D Large Eddy 
Simulation (LES) with wall modeling as well as URANS using the standard high Reynolds 
number k-ε model of Launder and Spalding (1972) with wall functions, for 0.5×106 < Re < 
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4×106. Singh and Mittal (2005) performed their studies for 100 < Re < 1×107 using a 2D LES 
method. Catalano et al. (2003) mainly focused on the cases of Re = 0.5×106 and 1×106 when 
the drag coefficient is recovering from the drag crisis (sudden loss of drag at Re ~ 2×105). 
Their numerical results captured the delayed boundary layer separation and reduced drag 
coefficients correctly right after the drag crisis. They concluded that the LES results were 
considerably more accurate than the URANS results at Re = 1×106. However, they also 
commented that the LES results became less accurate compared with the experimental data at 
higher Reynolds numbers due to their insufficient grid resolution. Singh and Mittal’s (2005) 
main objective was to investigate a possible relationship between the drag crisis and the 
instability of the separated shear layer. Their computations were able to capture the sudden 
reduction in drag coefficient close to the critical Re. Even though their study primarily 
focuses on the flow in the subcritical regime (300 < Re < 3×105), they also presented some 
results for the flow beyond the supercritical flow regime, i.e. Re > 106.  
 
The standard high Reynolds number k-ε model has been incorporated into most commercial 
CFD codes. When used in conjunction with wall functions, it is generally taken as being 
computationally less expensive than LES and DNS. Nevertheless, the model has been well-
documented for several shortcomings, especially in the subcritical flow regime where the 
drag crisis occurs. Franke et al. (1989) and Tutar and Holdø (2001) evaluated numerically the 
detailed experiments of Cantwell and Coles (1983) at Re = 1.4×105. Franke et al. (1989) 
applied URANS with the standard high Reynolds number k-ε model of Launder and Spalding 
(1972); Tutar and Holdø (2001) used both the standard high Reynolds number k-ε model and 
non-linear k-ε models. Their results were mainly obtained for the flow in the subcritical flow 
regime at the start of the drag crisis. Both studies concluded that the k-ε models give an 
inaccurate prediction of flows with strong anisotropic turbulence. Catalano et al. (2003) 
presented time-averaged drag coefficients for Re = 1×106, 2×106 and 4×106, Strouhal number 
for Re = 1×106 and mean pressure distribution for Re = 1×106 using URANS with a standard 
high Reynolds number k-ε model. Most of their results were given for Re = 1×106, but for Re 
= 2×106 and 4×106 (in the upper-transition regime) they only presented the time-averaged 
drag coefficients without discussing the applicability of the model in this upper-transition 
flow regime. Their results appear to yield satisfactory agreements with experimental data.  
 
The main objective of the present study is to evaluate whether the standard high Reynolds 
number k-ε  model is applicable for engineering applications in the supercritical and upper-
transition flow regimes (after the drag crisis). The flows around a 2D smooth circular 
cylinder at Re = 1×106, 2×106 and 3.6×106 are investigated numerically, and these results are 
compared with available experimental data and the numerical results reported by Catalano et 
al. (2003) and Singh and Mittal (2005).   
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2. Mathematical Formulation 
 
2.1.    Flow model 
 
The Reynolds-averaged equations for conservation of mass and momentum are given by 
 
0i
i
u
x
∂
=
∂
     (1) 
 
' '2
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1 i ji i i
j
j i j j
u uu u uPu v
t x x x xρ
∂⎛ ⎞∂ ∂ ∂∂
+ = − + −⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
      (2) 
 
where i, j = 1, 2. Here x1 and x2 denote the horizontal and vertical directions, respectively; u1 
and u2 are the corresponding mean velocity components; ' 'i ju u  is the Reynolds stress 
component where 'iu  denotes the fluctuating part of the velocity; P is the dynamic pressure; 
and ρ is the density of the fluid. 
 
The Reynolds stress component, ' '
i ju u , is expressed in terms of a turbulent viscosity νT and 
the mean flow gradients using the Boussinesq approximation, 
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where k is the turbulent kinetic energy and δij is the kronecker delta function. 
 
A standard high Reynolds number k-ε turbulence model (see e.g. Launder and Spalding 
(1972); Rodi (1993)) is used in the present study. This model has been applied previously on 
vortex-shedding flow by Majumdar and Rodi (1985). The k and ε equations are given by: 
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where 
2
T
kCμν ε
= . The following standard model coefficients have been adopted: (C1 = 1.44, 
C2 = 1.92, Cμ = 0.09, σk  = 1.0, σε  = 1.3). 
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2.2.  Numerical solution procedure, computational domain and boundary 
conditions 
 
The Reynolds-averaged equations for conservation of mass and momentum, in conjunction 
with a standard high Reynolds number k-ε  model, are solved by using a Galerkin finite 
element method. A Segregated Implicit Projection (SIP) solution algorithm proposed by 
Utnes (2008) is used for the time-step solution. Here this numerical method is 1st order in 
time and 2nd order in spatial discretization. A detailed description of the method is given by 
Utnes (2008).  
 
The geometric size of the rectangular computational domain and the boundary conditions 
imposed for all simulations are shown in Fig. 1. The size of the whole computational domain 
is 27D × 14D with the cylinder in the centre of the vertical plane. The upper and lower 
boundaries are located at a distance 7D from the centre of the cylinder; this ensures that these 
boundaries have no effect on the flow around the cylinder. The flow inlet is located 7D 
upstream from the centre of the cylinder, and the flow outlet is located 20D downstream from 
the centre of the cylinder. These distances are sufficient to eliminate the far field effects on 
the flow upstream and downstream of the cylinder. The boundary conditions used for the 
numerical simulations are as follows: 
 
(i) Uniform flow is specified at the inlet with u1 = U∞, u2 = 0. The free stream inlet 
turbulence values for kinetic energy (k =(3/2)(IuU∞)2 ) and turbulent dissipation ( ε 
= (Cμ k3/2)/(0.1L)), proposed by Tutar and Holdø (2001), have been imposed based 
on a turbulent intensity (Iu = u1’/U∞) of 0.8% and a non-dimensional turbulent 
length scale (L/D) of 0.0045. 
 
(ii) Along the outflow boundary, u1, u2, k and ε are specified as free boundary 
conditions in a finite element context. This means that a traction-free velocity-
pressure boundary condition is applied for u1, u2 and P (see Gresho and Sani 
(1999) and Utnes (1988) for details), while the flux is set equal to zero for k and ε. 
Along the upper and lower boundaries, u1, k and ε are free, while u2 is set equal to 
zero. 
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Fig. 1. The size of the computational domain and the imposed boundary conditions. 
 
(iii) No-slip condition is applied on the cylinder surface with u1 = u2 = 0. 
 
(iv) Standard near-wall conditions are applied for k and ε near the cylinder wall (see 
e.g.  Rodi (1993)) as 
 
3
32 2
* 4,
p
u kk C
hC μμ
ε
κ
= =
 
   (6) 
 
where hp is the radial distance between the first node and the wall, κ = 0.41 is the 
von Karman constant, and u* is the wall friction velocity obtained from the 
logarithmic (log) law. It is well known that the log law 
 
( )1 ln 9u δ
κ
+ +
= ⋅
  
           (7) 
 
                  is applicable for  δ+≥30, where δ+ = hpu*/ν , u+ = utan/u*, and utan = tangential 
velocity to the wall. In the viscous sublayer  
 
for 5u δ δ+ + += ≤              (8) 
 
It is not possible to know δ+ at the first node normal to the cylinder wall a priori. 
Therefore the wall law is given by the log law for δ+≥30, by u+= δ+ for δ+≤5, and 
by a weighted average (linear interpolation) of these two wall laws in the buffer 
zone, i.e. 5 < δ+ <30  (see e.g. Davies (1972)):  
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where w = (δ+-5)/25. One should note that this blending method is sometimes 
sensitive to the grid resolution; hence, trial and error of grid adjustment is required 
in order to avoid non-realistic results. 
 
Stretching of the mesh is performed to achieve a fine resolution of the region close to the 
cylinder surface. A grid convergence study has been performed for the flow at Re = 3.6×106 
with 4 sets of meshes as shown in Table 1. Fig. 2 shows that the computations with the 
meshes M3 (48706 nodes) and M4 (67034 nodes) yield insignificant changes of results in 
terms of time-averaged drag coefficient (CD) and root-mean-square value of fluctuating lift 
coefficient (CLrms), i.e. the same result for CD up to the fourth decimal and 0.13% difference 
in CLrms. Therefore, mesh M3 is considered to give sufficient grid resolution. Fig. 3 shows the 
computational mesh M3. For mesh M3, the radial distance to the first node from the cylinder 
surface is 0.044% of the cylinder diameter. A non-dimensional time step (∆t) of 0.001D/U∞ is 
used; and the simulation is run for 250 non-dimensional time units (D /U∞). δ+ varies from 0 
to 87 depending on the local skin friction, as shown in Fig. 4. Furthermore, in order to ensure 
the time step convergence, the flow has also been computed with a reduced ∆t of 0.0005D/U∞ 
using mesh M3. The deviation of CD and CLrms from the simulation with ∆t = 0.001D/U∞, 
which are 0.04% for CD and 0.39% for CLrms. Hence it is concluded that Mesh M3 with ∆t = 
0.001D/U∞ gives a sufficient numerical accuracy. This is also used for the present 
computations at Re = 1×106 and 2×106. 
 
Table 1. Details of the finite element mesh used and the results of grid convergence study. 
 
Mesh Nodes Elements Nc Nt CD CLrms St 
M1 27874 27512 304 76 0.4594 0.0806 0.2823 
M2 38766 38340 360 90 0.4586 0.0767 0.2899 
M3 48706 47600 400 100 0.4573 0.0766 0.3052 
M4 67034 66480 480 120 0.4573 0.0765 0.3052 
 
Note: Nc = Number of nodes in the cylinder circumferential direction; and Nt = Number of nodes in cylinder 
wall normal direction. 
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Fig. 2.  Grid convergence study for CD and CLrms with respect to the number of nodes in the 
computational domain, see also Table 1. 
 
 
(a)  
Fig. 3. The computational mesh M3 with 48706 nodes and 47600 elements. 
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(b)  
Fig. 3. The computational mesh M3 with 48706 nodes and 47600 elements. 
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Fig. 4. The variation of δ+ around the cylinder. θ is the peripheral angle of the cylinder 
measured clockwise from the stagnation point. 
 
 
3. Results and Discussion 
 
The computations have been performed at Re = 1×106, 2×106 and 3.6×106, covering the 
supercritical to upper-transition flow regimes. The objective is to evaluate the applicability of 
using a standard high Reynolds number k-ε  model for engineering computations of flow 
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around a smooth circular cylinder in the supercritical and the upper-transition flow regimes. 
Therefore, essential hydrodynamic quantities, such as CD, CLrms and St, have been predicted 
and compared with published experimental data (Fung (1960); Roshko (1961); Achenbach 
(1968); Jones (1968); James et al. (1980), Schewe (1983); Zdravkovich (1997)) and 
numerical results (Catalano et al. (2003); Singh and Mittal (2005)).  Here St = fD/U∞ is the 
Strouhal number, where f is the vortex-shedding frequency. The comparisons are shown in 
Table 2 for Re = 1×106 and 3.6×106. Generally the present predictions are within the range of 
the experimental data and in reasonable agreement with the published numerical results. For 
Re = 1×106, the predicted CD  is 0.5174; and it lies between those predicted by 3D LES: CD = 
0.31 (Catalano et al. 2003) and 2D LES: CD = 0.591 (Singh and Mittal 2005). Fig. 5 shows 
the values of CD as a function of Reynolds number. Small discrepancies between the present 
results and the URANS results reported by Catalano et al. (2003) are seen. The present 
computed CD decreases slightly as the Reynolds number increases, whereas the URANS 
results reported by Catalano et al. (2003) exhibit a slight increase of CD. This might be caused 
by different implementations of the wall function.  The numerical results (except those by 
Singh and Mittal (2005)) exhibit a smaller variation with Reynolds number for Re > 106 than 
the experimental data that generally shows an obvious increase of CD in the supercritical flow 
regime.  However, it appears that URANS with the standard high Reynolds number k-ε  
model is able to give satisfactory predictions of commonly-used hydrodynamic quantities in 
engineering design (i.e. CD, CLrms and St) in the supercritical and the upper-transition flow 
regimes, i.e.  Re > 106. 
  
 
Table 2. Numerical and experimental results at Re = 1×106 and 3.6×106. 
Re  CD CLrms St 
Present simulation 0.5174 0.0901 0.2823 
 Catalano et al. (2003) 3D LES 0.31 - 0.35 
Catalano et al. (2003) URANS 0.41 - - 
Singh and Mittal (2005) 2D LES  0.591 - - 
1×106 
(supercritical 
regime) 
Published experimental data   0.21-0.63 0.03-0.15 0.18-0.50
Present simulation 0.4573 0.0766 0.3052 
Catalano et al.(2003) URANS    
Re = 4×106 0.46 - - 
3.6×106 
(Upper-
transition 
regime) Published experimental data   0.36-0.75 0.06-0.14 0.17-0.29
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Fig. 5. Time-averaged drag coefficient as a function of Reynolds number. 
 
 
Relf (1921) and Wieselsberger (1923) inferred that the periodic vortex shedding should cease 
due to the chaotic state of free shear layers when the flow becomes turbulent upstream of the 
separation. This was indeed noted by Cincotta et al. (1966), Loiseau and Szechenyi (1972) 
and Schewe (1983) in the supercritical regime. Roshko (1961), Cincotta et al. (1966) and 
Schewe (1983) measured the frequency of vortex-shedding beyond the supercritical regime, 
i.e. Re = 3.5×106 to 6×106. In this range of Reynolds number, they discovered a narrow 
spectral peak of vortex-shedding frequency, showing that the periodic vortex-shedding 
motion reappeared. Fig. 6 shows an example of contours of the non-dimensional vorticity 
magnitude (ωD/U∞) for Re = 3.6×106 at the non-dimensional time of 250 D/U∞, predicted by 
the present numerical model. It appears that the present model is able to produce the vortex- 
shedding motion with a periodic vortex street qualitatively.  
 
 
Fig. 6. Instantaneous non-dimensional vorticity contour of flow around a smooth circular 
cylinder for Re = 3.6 × 106 at the non-dimensional time of 250 D/U∞. 40 contour levels from 
ωD/U∞= -520 to ωD/U∞= 520 are plotted. 
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Fig. 7 shows the predicted mean pressure distribution (Cp = [pc-pc∞]/[0.5ρU∞2] ) at Re = 
1×106 compared with the experimental data (Re = 1.2×106) from Warschauer and Leene 
(1971), the 3D LES results and the URANS results by Catalano et al. (2003), and the 2D LES 
results by Singh and Mittal (2005) . Here pc is the static pressure at the peripherical angle of 
the cylinder, θ, measured clockwise from the stagnation point; and pc∞ is the static pressure of 
the flow at infinity. The present URANS results qualitatively capture the trend of the 
experimental data and the LES results reported by both Catalano et al. (2003) and Singh and 
Mittal (2005), but the discrepancy with the experimental data is larger. The discrepancy 
between the present URANS results and the URANS results by Catalano et al. (2003) might 
be due to the different implementations of the wall function. The present URANS results, the 
URANS results by Catalano et al. (2003) and the 2D LES results by Singh and Mittal (2005) 
show a moderate over-prediction of the negative Cp at the back half of the cylinder. It is well 
known that the flow in the separation point region has strong pressure gradients, and that it is 
very difficult to model accurately. Fig. 7 also shows that the 3D LES results by Catalano et 
al. (2003) agree well with the measurements around the entire cylinder surface. This may 
show the limitation of using 2D URANS models for turbulent flow, as effects from the 
spanwise secondary flow are not considered in the 2D simulation (see e.g. Mittal and 
Balachandar (1995)). It is interesting to observe that for the higher Reynolds number flow at 
Re = 3.6×106, the predicted Cp in Fig. 8 shows a better agreement with the experimental data 
from Achenbach (1968) than for Re = 1×106 shown in Fig. 7. The reason might be that at Re 
= 3.6×106 the boundary layer ahead of the separation point at one side of the cylinder is 
completely turbulent, while at Re = 1×106 the boundary layers at both sides of the cylinder 
are partly laminar and partly turbulent; see e.g. Sumer and Fredsøe (1997, Fig. 1.1) for a 
detailed description of the flow around a circular cylinder in steady flow. Hence the URANS 
with the standard high Reynolds number k-ε  model, for which a fully developed turbulent 
flow is assumed, is expected to be more capable of predicting the flow at Re = 3.6×106 
(upper-transition flow regime) than at Re = 1×106 (supercritical flow regime). From Fig. 8 an 
approximate 30% under-prediction of the negative Cp is observed at the back half of the 
cylinder due to the difficulty in modeling the strong pressure gradient accurately. 
 
The predictions of the skin friction coefficient (Cf = τ/[0.5ρU∞2], where τ is the tangential 
wall shear stress) are shown in Fig. 9 for Re = 1×106, 2×106 and 3.6×106. In the same figure, 
the 3D LES results by Catalano et al. (2003), obtained at Re = 0.5×106, 1×106 and 2×106, are 
plotted for comparison. The present predictions show a similar shape of the Cf distribution 
around the cylinder surface as the 3D LES results; the maximum magnitude of Cf decreases 
as the Reynolds number increases, which agrees qualitatively with the 3D LES results by 
Catalano et al. (2003). It is observed that the present predictions yield a lower maximum 
magnitude of Cf than the 3D LES results for the same Reynolds number. Further discussion 
of this discrepancy of results is given in the next paragraph. 
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Fig. 7. Mean pressure distribution on the cylinder at Re = 1×106. 
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Fig. 8. Mean pressure distribution on the cylinder at Re = 3.6×106. 
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Fig. 9. Comparison of skin friction distribution around the cylinder between the present 
computations and the 3D LES simulations by Catalano et al. (2003). 
 
 
Fig. 10 shows the predicted Cf at Re = 2×106 and 3.6×106 together with the 3D LES results at 
Re = 2×106 and the experimental data by Achenbach (1968) at Re = 3.6×106. Even though the 
3D LES results are not for the same Reynolds number as the experimental data, Fig. 9 shows 
that the predicted Cf distributions do not change significantly with Reynolds number neither 
for the present simulations nor for the 3D LES simulations by Catalano et al. (2003). 
Therefore, the comparison shown in Fig. 10 seems reasonable. Based on these observations, 
it appears that the Cf distribution obtained from the present simulations agrees better with the 
experimental data than those by Catalano et al. (2003). However, Catalano et al. (2003) 
commented that their grid resolution was not sufficient in their work when they compared 
their results with the experimental data in the high Reynolds number regimes. This might 
explain that the present predictions show a better agreement with the experimental data.  It is 
also noted that both the present model and the 3D LES model by Catalano et al. (2003) over-
predict Cf on the front half of the cylinder (i.e. before the separation) compared with the 
experimental data. The Cf distribution on the back half of the cylinder is generally under-
predicted by the present model compared with the experimental data. Furthermore, it is also 
observed that the predicted time-averaged separation angle (θs) at Re = 3.6×106 is 114o, 
which is in good agreement with the measured of 115o reported by Achenbach (1968). 
 
Overall, the URANS with the standard high Reynolds number k-ε model appears to give 
satisfactory predictions of the flow around a 2D smooth circular cylinder in the range Re = 
1×106 to 3.6×106 . This is based on comparing the results with the published experimental 
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data and numerical results. The results of the present study are encouraging for CFD-based 
engineering applications, e.g. modeling of vortex-induced vibration responses of marine 
pipelines and risers together with a strip theory approach to obtain 3D hydrodynamic loads, 
because the URANS with the standard high Reynolds number k-ε model requires less 
computational effort compared with LES and DNS for Re > 1×106 (beyond the supercritical 
flow regime). Furthermore, its accessibility is high as it is available in most of the 
commercial CFD software packages.   
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Fig. 10. Distribution of the skin friction coefficient on the cylinder in the upper-transition 
regime. 
 
 
4. Conclusions 
 
The flow around a 2D smooth circular cylinder has been computed for very high Reynolds 
numbers, covering the supercritical to upper-transition flow regime, using the 2D URANS in 
conjunction with a standard high Reynolds number k-ε model.  Although it has been shown 
earlier that this model gives less accurate predictions of flow with strong anisotropic 
turbulence, the present study shows that for engineering design purposes it gives satisfactory 
qualitative agreements with the published experimental data and numerical results in the 
supercritical and upper-transition flow regimes, i.e. Re > 106. However, more experimental 
data are required beyond the supercritical flow regime, especially velocity and Reynolds 
stress profile measurements, in order to perform a more detailed validation study of the 
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model. In the meantime the present study should be reliable and useful as an engineering 
assessment tool for design work. 
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Numerical Simulation of Flow around a Marine 
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Abstract# 
The flows, at Reynolds number (Re, based on the free stream velocity and cylinder 
diameter) ranging from 1×104 to 4.8×104 in the subcritical flow regime, around a two-
dimensional (2D) circular cylinder close to a non-movable flat bed have been investigated 
numerically using 2D Unsteady Reynolds-Averaged Navier Stokes (URANS) equations 
with a standard high Reynolds number k-ε model. The results are compared with 
published experimental data and numerical results by considering effects of gap ratios, 
incident boundary layer thicknesses, Reynolds numbers and roughness of the flat bed. 
Studies on the suppression and the development of the vortex shedding are performed and 
reasonable flow mechanisms are observed. Under-predictions of the essential 
hydrodynamic quantities of the cylinder are seen due to the limitation of the turbulence 
model. The mean pressure distribution along the flat bed is predicted reasonably well as 
compared with the published experimental and numerical results. 
 
Keywords: Numerical models; Marine pipeline; Flat bed; High Reynolds number; Circular 
cylinder. 
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Chapter 8 
 
Numerical Simulation of Flow around a Circular 
Cylinder Close to a Flat Seabed at High Reynolds 
Numbers  
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Abstract# 
High Reynolds number flows around a circular cylinder close to a flat seabed have been 
computed using a two-dimensional standard high Reynolds number k-ε turbulence model. 
The effects of gap to diameter ratio, Reynolds number and flat seabed roughness for a given 
boundary layer thickness of the inlet flow upstream of the cylinder have been investigated. 
Hydrodynamic quantities and the resulting bedload transport have been predicted, and the 
vortex shedding mechanisms have been investigated. Predictions of hydrodynamic quantities 
around a cylinder located far away from the bed (so that the effect of the bed is negligible) 
are in satisfactory agreement with published experimental data and numerical results obtained 
for the flow around an isolated cylinder. Results for lower Reynolds number flows have also 
been computed for comparison with the high Reynolds number flow results. Overall it 
appears that the present approach is suitable for design purposes at high Reynolds numbers 
which are present near the seabed in the real ocean.  
Keywords: Numerical models; Flat bed; High Reynolds number; Circular cylinder; 
Turbulent flow. 
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1.      Introduction 
 
Marine pipelines and risers are widely used for transporting oil and gas from offshore fields. 
They are often subject to high Reynolds numbers flow with typical values of O(104) – O(107), 
covering subcritical (300 < Re < 3×105) to trancritical (Re > 4×106) flow regimes. Here Re = 
U∞D/ν where D is the cylinder diameter; U∞ is the free stream velocity; and ν is the kinematic 
viscosity. Detailed information on the flow around these cylindrical marine structures is 
essential for engineering applications, e.g. predictions of scour and structural response. The 
hydrodynamic characteristics of steady flow around a horizontal smooth circular cylinder 
near a fixed flat bed represent an idealized situation of a pipeline or a riser near the seabed. 
The proximity of the cylinder to the seabed affects the flows around the cylinder and along 
the bed. Consequently it alters the magnitude and direction of forces exerted on the cylinder. 
The flow mechanism is complex and depends on governing parameters such as the Reynolds 
number (Re), the gap to diameter ratio (G/D) and the incident boundary layer thickness to 
diameter ratio (δ/D). Here G is the minimum distance between the bottom of the cylinder and 
the seabed, and δ is the boundary layer thickness of the inlet flow upstream of the cylinder 
(see Fig. 1 for definitions). 
 
Several experimental studies have been carried out to investigate flow cases at high Reynolds 
numbers which ranges from O(104) to O(105) in the subcritical flow regime (see e.g. Bearman 
and Zdravkovich (1978), Zdravkovich (1985), Jensen et al. (1990), Taniguchi and Miyakoshi 
(1990), Lei et al. (1999), Wang and Tan (2008)). Bearman and Zdravkovich (1978) 
investigated the influence of G/D on the vortex shedding and its spectral behaviour with an 
upstream flow of δ/D = 0.8 at Re ranging from 2.5×104 to 4.8×104. They measured the 
distribution of mean pressure around the cylinder and along the bed at Re = 4.8×104, and 
showed that the vortex shedding motion behind a circular cylinder close to a wall is 
suppressed at G/D < 0.3. Here the G/D corresponding to the onset of vortex shedding is 
defined as the critical ratio, G/Dc. Zdravkovich (1985) measured the drag and lift force on 
circular cylinders near a bed for  4.8×104 ≤ Re ≤ 3×105 and 0.12 < δ/D < 0.97. He found that 
the lift coefficient is governed by G/D, while the drag coefficient is dominated by G/δ. Lei et 
al. (1999) studied the flow around a smooth circular cylinder immersed in different boundary 
layer thicknesses (δ/D = 0.14 - 2.89) at Re ranging from 1.31×104 to 1.45×104. Their 
experimental results showed that both drag and lift coefficients strongly depend on G/D, and 
are affected by δ/D. They found that the variation of the root-mean-square (rms) fluctuating 
lift coefficient (CLrms) can be used to determine the suppression and onset of the vortex 
shedding. Their observations also showed that the vortex shedding is suppressed at G/D of 
0.2-0.3, depending on different δ/D. Taniguchi and Miyakoshi (1990) studied fluctuations of 
lift and drag forces on the cylinder and the bed interference effects in terms of G/D and δ/D at 
Re = 9.4×104. They found that the fluctuating lift force increases sharply and that the regular 
vortex shedding starts to form beyond G/Dc. Jensen et al. (1990) carried out experiments in 
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an open water flume to study the flow around and forces on a pipeline near a fixed scoured 
bed in steady current. They presented the time-averaged drag coefficient (CD), the time-
averaged lift coefficient (CL), CLrms and the Strouhal number (St = fD/U∞) for the case of a 
cylinder over a flat bed at Re = 1×104 with δ/D = 2; here f is the vortex shedding frequency. 
Wang and Tan (2008) studied the near-wake flow characteristics of a circular cylinder close 
to a flat bed for Re = 1.2×104 and δ/D = 0.4. Their results showed that instantaneous flow 
fields depend strongly on G/D, and that the flow is characterized by a periodic vortex 
shedding for G/D ≥ 0.3.  
 
Few numerical studies have been performed for flows around a circular cylinder near a flat 
bed at Re >104. Brørs (1999) and Zhao et al. (2007) applied a standard high Reynolds number 
k-ε model at Re = 1.5×104 and a k-ω model at Re = 2×104, respectively. Their results yielded 
a good qualitative agreement with published experimental data. However, detailed 
comparisons with experimental results for G/D < 0.4 are not made. Recently Ong et al. (2008) 
applied the standard high Reynolds number k-ε model at Re = 1×104 - 4.8×104 with δ/D = 
0.14 - 2. Comparisons of numerical results with published experimental data were provided 
for G/D < 0.4. They found that under-predictions of the essential hydrodynamic quantities 
(such as CD, CL, St, CLrms and Cp) were observed in the subcritical flow regime due to the 
well-known limited capacity of the k-ε model (and similar two-equation turbulence closures) 
to capture the vortex shedding correctly. Here Cp is the mean pressure coefficient around the 
cylinder. There is also a limitation of using two-dimensional (2D) models for three-
dimensional (3D) flow, as effects from the spanwise secondary flow are not considered in the 
2D simulation (see e.g. Mittal and Balachandar (1995)). However, the mean pressure and the 
friction velocity along the bed were predicted reasonably well as compared with published 
experimental and numerical results in the subcritical flow regime. For lower Reynolds 
number flows, Lei et al. (2000) investigated the suppression of the vortex shedding by 
solving Navier-Stokes equations for 2D viscous flows (without using any turbulence model) 
in the Re range 80 - 1000. They showed that G/Dc, at which the vortex shedding is suppressed, 
depends on Re.  
 
Ong et al. (2009) and Catalano et al. (2003) presented numerical results on flow around an 
isolated smooth circular cylinder subject to a steady current at Re ranging from 0.5×106 to 
4×106 by using the standard high Reynolds number k-ε model. Overall, their results are in 
satisfactory agreement with published experimental data. To our knowledge, neither 
numerical nor experimental studies are available in the open literature for flows around a 
circular cylinder close to a flat bed beyond the supercritical flow regime (Re > 1×106).   
 
In the present study, flows at Re = 3.6×106 and δ/D = 0.48 with two different bed roughnesses 
(zw = 1×10-6m and 2×10-5m) are investigated numerically by using the 2D Unsteady 
Reynolds-Averaged Navier-Stokes (URANS) equations with a standard high Reynolds 
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number k-ε model. Here zw = d50/12 where d50 is the median grain size diameter. Furthermore, 
flows at lower Reynolds numbers, Re = 1×104 - 4.8×104 and δ/D = 0.14 – 2, have been 
predicted (see also Ong et al. (2008)). These predictions are included for comparison with the 
high Reynolds number results. Effects of gap to diameter ratio, Reynolds number, flat seabed 
roughness for a given boundary layer thickness of the inlet flow upstream of the cylinder are 
investigated. Hydrodynamic quantities and the resulting bedload sediment transport are 
predicted. Mechanisms of vortex shedding are also investigated. 
 
 
2.      Mathematical Formulation 
 
2.1.    Flow model 
 
The equations to be solved are the Reynolds-averaged equations for conservation of mass and 
momentum, given by 
 
0i
i
u
x
∂
=
∂
                                 (1) 
 
' '2
2
1 i ji i i
j
j i j j
u uu u uPu v
t x x x xρ
∂⎛ ⎞∂ ∂ ∂∂
+ = − + −⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
                                 (2) 
 
where i, j = 1, 2. Here x1 and x2 denote the streamwise and wall-normal directions; u1 and u2 
are the corresponding mean velocity components; ' '
i ju u  is the Reynolds stress component; P is 
the dynamic pressure; and ρ is the density of the fluid. 
 
The Reynolds stress component, ' '
i ju u , which appears in Eq.(2), is expressed in terms of a 
turbulent viscosity, νT, and the mean flow gradients using the Boussinesq approximation, 
 
' ' 2
3
ji
i j T ij
j i
uuu u k
x x
ν δ
⎛ ⎞∂∂
− = + −⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
                                 (3) 
 
where k is the turbulent kinetic energy and δij is the kronecker delta. 
 
A standard high Reynolds number k-ε turbulence model (see e.g. Launder and Spalding 
(1972); Rodi (1993)) is used in the present study; the model has been applied previously on 
vortex shedding flow by Majumdar and Rodi (1985). The k and ε equations are given by: 
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where ε is the rate of viscous dissipation and 
2
T
kCμν ε
= . The following standard model 
coefficients have been adopted: (C1 = 1.44, C2 = 1.92, Cμ = 0.09, σk  = 1.0, σε  = 1.3). 
 
 
2.2.  Numerical solution procedure, computational domain and boundary 
conditions 
 
The Reynolds-averaged equations for conservation of mass and momentum, in conjunction 
with a standard high Reynolds number k-ε  model, are solved by using a Galerkin finite 
element method. A segregated implicit projection solution algorithm proposed by Utnes 
(2008) is used for the time-step solution. This numerical method is 2nd order both in time and 
spatial discretization. A detailed description of the method is given in Utnes (2008). 
  
The size of the rectangular computational domain and the boundary conditions imposed for 
the present simulations are shown in Fig. 1. The size of the whole computational domain is 
30D by 10D.  The upper boundary is located at a distance varying from 8.5D to 9.4D from 
the center of the cylinder depending on the corresponding gap to diameter ratio; this ensures 
that the boundary have no effect on the flow around the cylinder and the flat bed. The flow 
inlet is located 10D upstream from the center of the cylinder, and the flow outlet is located 
20D downstream from the center of the cylinder. These distances are sufficient to eliminate 
far field effects from the flow upstream and downstream of the cylinder. The boundary 
conditions used for the numerical simulations are as follows:  
 
(i) A boundary layer flow is specified at the inlet (see Fig. 1) 
 
( ) *1 min ln ,
w
u Yu Y U
zκ ∞
⎧ ⎫⎛ ⎞⎪ ⎪
= ⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭
 
(6)                            
( )2 0u Y =  (7)                            
( )
2
1 / 2 2 2
*max 1 , 0.0001
Yk Y C u Uμ δ
−
∞
⎧ ⎫⎪ ⎪⎛ ⎞
= −⎨ ⎬⎜ ⎟⎝ ⎠⎪ ⎪⎩ ⎭
 
(8)                              
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 (9) 
1
min 1 3.5 ,YY Cµκ δδ
−⎧ ⎫⎪ ⎪⎛ ⎞= +⎨ ⎬⎜ ⎟⎝ ⎠⎪ ⎪⎩ ⎭
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Here Y denotes the wall normal direction starting from the flat bed (see Fig. 1). 
The friction velocity is evaluated as ( )* / ln / wu U zκ δ∞= , and κ = 0.41 is the von 
Kármán constant. l is an estimate of the turbulent length scale (see e.g. 
Brørs(1999)).  
 
(ii) Along the outlet boundary, u1, u2, k and ε are specified as free boundary conditions 
in a finite element context. This means that a traction-free velocity-pressure 
boundary condition is applied for u1, u2 and P (see Gresho and Sani (1999) and 
Utnes (1988) for details), while the flux is set equal to zero for k and ε. Along the 
upper and lower boundaries, u1, k and ε are free, while u2 is set equal to zero. 
 
(iii) No-slip condition is applied on the cylinder surface and the flat bed with u1 = u2  = 
0. 
 
(iv) Standard near-wall conditions are applied for k and ε  near the cylinder wall and 
the flat bed (see e.g.  Rodi (1993)) as 
 
3
32 2
* 4,
p
u kk C
hC µµ
ε κ= =
 (11)                            
 
where hp is the radial distance from the wall to the first node away from the wall, 
and u* is the wall friction velocity obtained from the logarithmic (log) law.  
 
* *
1 ln ptan
hu
u zκ
⎛ ⎞= ⎜ ⎟⎝ ⎠
          where    ( )* 0 , wz z z=  (12)                            
Here utan is the tangential velocity to the wall, z0 is the roughness parameter of the 
cylinder surface and z* is a switch parameter for the wall roughness. A small 
roughness with z0 = 1×10-6m (i.e. d50 = 12z0  = 0.012mm)  is used for the cylinder 
for all the present simulations. This small roughness leads to almost the same 
results as a smooth logarithmic wall function, but is preferred because of 
enhanced numerical stability of the simulations. 
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Figure 1.  Definition sketch for flow around a circular cylinder close to a flat bed. The origin of 
(x1, x2) is at the center of the cylinder. 
 
 
Stretching of the mesh is performed to achieve a fine resolution of the region close to the 
cylinder surface and the bed. When the grid is refined, the symmetrical grid elements nearest 
to the cylinder surface are kept constant. The beds with small roughness zw = 1×10-6m and 
higher roughness zw = 2×10-5m (i.e. d50 = 12zw = 0.24mm) are used for the simulations at Re = 
3.6×106, whereas the bed with small roughness zw = 1×10-6m is used for the simulations at 
Re~O(104).  
 
 
2.3.    Convergence studies 
 
Both grid and time-step convergence studies have been performed for flows at Re = 1.31x104 
(the subcritical flow regime) and Re = 3.6×106 (the upper-transition flow regime) for cases of 
δ/D = 0.48 and G/D = (0.1, 0.2, 0.3, 0.4, 0.6, 0.8, 1). The variations of CD and CL are 
considered in both grid and time-step convergence studies.  Here CD and CL are calculated 
based on the definitions FD = 0.5 ρDCD U∞2 and FL = 0.5 ρDCL U∞2, where FD and FL are the 
time-averaged integrated horizontal and vertical forces per unit length, respectively, acting on 
the cylinder. The variation of CD and CL between two consecutive meshes should be kept 
within 5%. The results are shown in Fig. 2 for Re = 1.31×104 and δ/D = 0.48 with zw =    
1×10-6m, Fig. 3 for Re = 3.6×106 and δ/D = 0.48 with zw  = 1×10-6m, and Fig. 4 for Re = 
3.6×106 and δ/D = 0.48 with zw  = 2×10-5m. 
 
For the case of Re = 1.31×104 and δ/D = 0.48 with zw = 1×10-6m, three meshes with 
approximately 10000, 15000 and 20000 elements are used to perform the grid convergence 
studies.  By comparing the results of the meshes with approximately 15000 and 20000 
elements, CD varies from 0.08% to 0.49% and CL varies from 0.90% and 4.28% for G/D = 
U∞ 
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(0.1, 0.2, 0.3, 0.4, 0.6, 0.8, 1) (see Fig. 2). Therefore, the meshes with approximately 20000 
elements are considered to give a sufficient grid resolution. An example of the mesh with 
20480 elements for G/D = 0.4 is shown in Fig. 5. The radial distance to the first node from 
the cylinder surface is 0.0005D. A non-dimensional time step (∆t) of 0.001D/U∞ is used; and 
the simulations are run for 200 non-dimensional time units (D/U∞) to obtain a developed flow. 
These cases have also been computed with a reduced ∆t of 0.0005D/U∞ using the 
corresponding mesh for the cases of different G/D. The maximum deviations of CD and CL 
from the simulations with ∆t = 0.001D/U∞ are 0.04% and 3.86%, respectively. Hence, 
meshes with ∆t = 0.001D/U∞ are considered to give a sufficient numerical accuracy. These 
meshes are also used for the present computations at Re = 1.36×104 with δ/D = 0.14, Re = 
1×104 with δ/D = 2 and Re = 4.8×104 with δ/D = 0.8. 
 
Similarly, for the cases of Re = 3.6×106 and δ/D = 0.48 with zw  = 1×10-6m, grid and time-step 
convergence studies have been performed for the cases of G/D = (0.1, 0.2, 0.3, 0.4, 0.6, 0.8, 
1). Denser meshes with approximately 20000, 31000 and 40000 elements have been used for 
the grid convergence studies. Here CD varies from 0.091% to 1.22% and CL varies from 
1.31% and 3.50% for G/D = (0.1, 0.2, 0.3, 0.4, 0.6, 0.8, 1) (see Fig. 3) by comparing the 
results of the meshes with approximately 31000 and 40000 elements. Therefore, the meshes 
with approximately 40000 elements are considered to give a sufficient grid resolution. The 
radial distance to the first node from the cylinder surface is 0.0005D. A non-dimensional time 
step (∆t) of 0.001D/U∞ is used; and the simulations are run for 200 non-dimensional time 
units (D/U∞). Also, these cases have been computed with a reduced ∆t of 0.0005D/U∞ using 
the meshes from the grid convergence studies. The maximum deviations of CD and CL from 
the simulations with ∆t = 0.001D/U∞ are 0.054% for CD and 2.75% for CL. Hence, meshes 
with ∆t = 0.001D/U∞ are considered to give a sufficient numerical accuracy.  
 
The same sets of meshes are used to check the grid and time-step convergence for the flow 
cases of Re = 3.6×106 and δ/D = 0.48 with zw = 2×10-5m. Figure 4 shows that the maximum 
deviations of CD and CL between the meshes with approximately 31000 and 40000 elements 
are 0.94% and 2.87%, respectively. Thus, they fall within the convergence criteria in the 
present study, i.e. within 5%. Hence, meshes with approximately 40000 elements are 
considered to give sufficient grid resolution. Also here the flows have been computed with a 
reduced ∆t of 0.0005D/U∞. The maximum deviations of CD and CL from the simulations with 
∆t = 0.001D/U∞ are 0.022% for CD and 2.95% for CL.  
 
One should note that CL is the crucial parameter for the convergence studies because it is 
observed to be more sensitive to the variations of mesh and time-step than CD.  
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Figure 2. Grid convergence study for CD and CL with respect to the number of elements in the 
computational domain at Re = 1.31×104 with δ/D = 0.48 and zw = 1×10-6m. 
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Figure 3. Grid convergence study for CD and CL with respect to the number of elements in the 
computational domain for Re = 3.6×106 with δ/D = 0.48 and zw = 1×10-6m. 
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Figure 4. Grid convergence study for CD and CL with respect to the number of elements in the 
computational domain for Re = 3.6×106 with δ/D = 0.48 and zw = 2×10-5m. 
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Figure 5.  An example of the mesh (G/D = 0.4) with 20480 elements and 20816 nodes for the 
simulations at Re ~ O(104).   
                 
 
3.      Results and Discussion 
 
The discussion will be focused on high Reynolds number flows at Re = 3.6×106 with δ/D = 
0.48 and zw = (1×10-6m, 2×10-5m). In this flow regime, there are neither experimental nor 
numerical results available in the open literature. However, the present results will be 
validated by comparing the present numerical results for G/D = 1 with both published 
experimental data and numerical results for an isolated cylinder subject to a steady current in 
the same flow regime, since the effect of the bed on the flow around the cylinder is 
A 
A 
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insignificant for G/D = 1. Results for lower Reynolds number flows (Re = 1×104 - 4.8×104 
and δ/D = 0.14 - 2) will also be computed and compared with published numerical results and 
experimental data. These results are compared with the high Reynolds number flow results. 
Further discussions of the lower Reynolds number flows are given in Ong et al. (2008). The 
present results also include discussion of the observed flow features related to the 
development of vortex-shedding and the estimation of bedload sediment transport. 
 
 
3.1     Hydrodynamic quantities of the cylinder for engineering design 
 
Figure 6 shows the values of CD versus G/D at Re = 3.6×106 with δ/D = 0.48 for zw = 1×10-6m 
and 2×10-5m. It appears that CD increases as G/D increases for G/D ≤ 0.3. This is because the 
cylinder is subject to higher inflow velocity in the boundary layer when it is farther away 
from the bed. The feature is similar to that observed for Re ~ O(104) (including Jensen et al.’s 
(1990) experimental data, Lei et al.’s (1999) experimental data and Zhao et al.’s (2007) k-ω 
results), as shown in Fig. 7.  For G/D > 0.3, CD decreases as G/D increases, approaching a 
constant, which means that the influence of the bed becomes negligible. The CD value for 
G/D = 1 and zw = 1×10-6m is within the range of the published experimental data and 
numerical results for steady flow around an isolated circular cylinder, see Table 1. For G/D ≤ 
0.4, Fig. 6 shows that the higher bed roughness reduces the drag force on the cylinder. This is 
because, for the same δ/D and Re, an increased bed roughness reduces the velocity within the 
boundary layer; see e.g. Eq. (12).  
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Figure 6. Time-averaged drag coefficient versus gap to diameter ratio for the given values of Re, 
δ/D and zw. 
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Figure 7. Time-averaged drag coefficient versus gap to diameter ratio for Re ~ O(104). 
 
 
 
Table 1. Numerical results and experimental data at Re = 3.6×106. 
 
Re Description CD CLrms St 
G/D = 1 Present simulation with zw = 1×10-6m 
0.4608 0.0857 0.3052 
Ong et al. (2009) 0.4573 0.0766 0.3052 
Catalano et al.(2003) 
URANS    Re = 4×106 0.46 - - 
3.6×106 
(Upper-
transition 
regime) 
Flow 
around an 
isolated 
cylinder 
Published experimental 
data (summarized by 
Zdravkovich (1997)) 
0.36-0.75 0.06-0.14 0.17-0.29
 
 
 
Figure 8 shows CL versus G/D at Re = 3.6×106 with δ/D = 0.48 for zw = 1×10-6m and 2×10-5m. 
It appears that CL becomes negative for 0.15 < G/D < 0.3 for both roughnesses. Moreover, CL 
is more negative for the roughest bed. The negative CL will be discussed later in conjunction 
with the mean pressure around the cylinder shown in Fig. 12. 
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Figure 8. Time-averaged lift coefficient versus gap to diameter ratio for the given values of Re, 
δ/D and zw. 
 
 
Figure 9 shows St versus G/D at Re = 3.6×106 with δ/D = 0.48 for zw = 1×10-6m and 2×10-5m. 
It appears that the bed roughness does not affect St; higher bed roughness might be needed in 
order to see any effect on St.  For G/D < 0.6, St increases slightly as G/D increases, 
suggesting that the vortex shedding is developing from a suppressed stage to a fully-
developed stage as the influence of the bed is diminishing. This feature is similar to the 
present numerical results and the Jensen et al. (1990) experimental data for Re ~ O(104)  as 
shown in Fig. 10. However, this is not the case neither for Lei et al. (1999) nor for Wang and 
Tan (2008). The value St = 0.3052 at G/D = 1.0 for zw = 1×10-6m  agrees fairly well with the 
published experimental and numerical results for the flow around an isolated smooth circular 
cylinder in the same flow regime as shown in Table 1. 
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Figure 9. Strouhal number versus gap to diameter ratio for the given values of Re, δ/D and zw. 
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Figure 10. Strouhal number versus gap to diameter ratio for Re ~ O(104). 
 
 
Figure 11 shows the predicted mean pressure distribution (Cp = [pc-p∞]/[0.5ρU∞2]) around the 
cylinder close to a bed with zw  = 1×10-6m  for Re = 3.6×106, δ/D = 0.48 and G/D = 1. Here pc 
is the pressure at the peripheral angle of the cylinder, θ, measured clockwise from the front 
point on the horizontal axis of the cylinder (see Fig. 1); and p∞ is the pressure of the flow at 
infinity. Comparisons are made with Ong et al.’s (2009) numerical results and Achenbach’s 
(1968) experimental data; both are for an isolated smooth cylinder. It appears that Cp around 
the cylinder is symmetric about the horizontal centerline of the cylinder. The present results 
agree well with the results by Ong et al. (2009) and Achenbach (1968), although there is an 
under-prediction of the negative Cp observed at the back half of the cylinder. This might be 
due to that it is difficult to model the strong pressure gradient accurately as mentioned by 
Ong et al. (2009). 
 
Figure 12 shows Cp around the cylinder for Re = 3.6×106, δ/D = 0.48 and G/D = (0.1, 0.25, 
0.8) close to the bed with zw  = 1×10-6m. For G/D = 0.1, Cp is asymmetric about the horizontal 
centerline of the cylinder; the positive zone of Cp is skewed and located in the area upstream 
near the gap. This skewed Cp gives a net upward lift force on the cylinder, making CL positive 
as shown in Fig. 8. The negative lift force is observed for 0.15 < G/D < 0.3 (Fig. 8), and the 
existence of the downward lift force can be explained by looking at the variation of Cp for 
different G/D.  Figure 12 shows that for G/D = 0.25, the positive pressure zone moves 
clockwise towards θ = 0o. This means that the strength of the upward force is reduced when 
G/D becomes larger. However, the negative Cp (suction) at the gap (θ = 270o) remains large, 
and eventually causes a net downward force exerted on the cylinder.  When the gap becomes 
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larger, the velocity at the gap slows down and the suction at the gap becomes less negative. 
This changes the net downward force to a net upward lift force as shown in Fig. 8. As G/D 
increases, the influence of the bed decreases, and consequently Cp becomes symmetric as 
shown in Fig. 12 for G/D = 0.8. The strength of the net upward lift force is reduced and 
approaches zero as G/D approaches infinity. 
 
 
Figure 11.  Mean pressure coefficient around the cylinder at Re = 3.6×106. 
 
 
 
Figure 12. Mean pressure coefficient around the cylinder for Re = 3.6×106, δ/D = 0.48, zw =  
1×10-6m and G/D = (0.1, 0.25, 0.8). 
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Figure 13 shows Cp around the cylinder for G/D = 0.1, 0.25 and 0.8 near a flat rough bed with 
zw  = 2×10-5m, including comparisons with the results for zw  = 1×10-6m. It appears that the 
effect of the roughness is small for G/D = 0.1 and 0.8, corresponding to the results for CD in 
Fig. 6 and CL in Fig. 8. However, for G/D = 0.25, the magnitude of negative Cp at θ = 270o is 
higher for the case of the rougher bed (zw  = 2×10-5m) than for the case of zw  = 1×10-6m. This 
causes CL to become more negative at G/D = 0.25 for zw = 2×10-5m than for zw  = 1×10-6m, as 
shown in Fig. 8. 
 
 
 
 
  
 
Figure 13. Mean pressure 
coefficient around the 
cylinder for Re = 3.6×106, 
δ/D = 0.48, zw = (1×10-6m, 
2×10-5m) and G/D = (0.1, 
0.25, 0.8). 
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3.2     Vortex shedding and suppression 
 
Figure 14 shows CLrms versus G/D for δ/D = 0.48 and the beds with zw  = 1×10-6m and     
2×10-5m. It appears that CLrms versus G/D has the same qualitative behaviour for both cases, 
but CLrms is generally lower for zw  = 2×10-5m (rougher bed) than for zw  = 1×10-6m for 0.15 < 
G/D < 0.8. The critical value for onset of vortex shedding, G/Dc (i.e. where the curve will 
intersect the horizontal axis), is between 0.1 and 0.15 in both cases, but it has not been 
calculated exactly here. Figure 15 shows CLrms versus G/D for the lower Reynolds number 
regime (Re ~ O(104)) for various δ/D.  By comparing Fig. 15 (the lower Reynolds number 
results) with Fig. 14 (the high Reynolds number results), it is observed that G/Dc decreases 
when Re increases. This indicates that the initiation of the vortex shedding occurs earlier 
when Re is larger.  Lei et al. (2000) found a similar relation between G/Dc and Re for their 
simulations at Re = 80 - 1000.  In Fig. 14, CLrms = 0 at G/D = 0.1, suggesting no vortex 
shedding. For G/D > G/Dc, the magnitude of CLrms exhibits a rapid initial increase as G/D 
increases. Figure 14 also shows that there is a transitional trough of CLrms for 0.2 < G/D < 0.4. 
This might be caused by the transition of vortex shedding development which cannot be 
captured correctly by the present turbulence model. For G/D > 0.4, CLrms decreases smoothly 
as G/D increases, suggesting that the behaviour of the vortex shedding is rather stable. 
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Figure 14. RMS value of the fluctuating lift coefficient versus gap to diameter ratio for the given  
values of Re, δ/D and zw. 
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Figure 15. RMS value of the fluctuating lift coefficient versus gap to diameter ratio for Re ~ 
O(104). 
 
 
Figure 16 shows the instantaneous non-dimensional vorticity (ωD/U∞) contour plots for flows 
at Re = 3.6×106 with δ/D = 0.48 and G/D = (0.1, 0.15, 0.3, 0.8) near a bed with zw  = 1×10-6m 
at the non-dimensional time of 200D/U∞. Here ω is the vorticity. The solid contour lines 
indicate the positive vorticity (counter-clockwise) and the dashed lines indicate the negative 
vorticity (clockwise). There are three shear layers; two in the vicinity of the cylinder and one 
at the bed. The suppression and formation of the vortex shedding are also influenced by the 
interaction between these three shear layers.  
 
It appears that there is no mutual interaction between the two shear layers from the cylinder 
to form any Kármán-like vortex shedding for G/D = 0.1 (Fig. 16a). Both shear layers 
continue to grow and advect downstream without forming any vortices in the near wake of 
the cylinder.  The flow pattern remains steady.  For G/D = 0.15 (Fig. 16b), the two shear 
layers have begun to interact with each other and form Kármán-like vortices in the near wake 
of the cylinder. The bottom shear layer with positive vorticity interacts with the shear layer 
(negative vorticity) from the flat bed. A counter-clockwise vortex shed from the lower side of 
the cylinder clearly destabilizes the wall boundary layer, and it is accompanied by a 
clockwise vortex in the near-flat-bed region. For G/D = 0.3 (Fig. 16c), the vortex shedding 
behind the cylinder continues to develop. The vortex with negative vorticity (clockwise) shed 
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from the upper shear layer, interacts with the clockwise vortex formed by the shear layer 
from the bed. These two groups of vortices interact and form a larger vortex. The evolvement 
of the vortex shedding during one vortex-shedding period will be shown in Fig. 18 and 
discussed in the following paragraph with greater details.  For G/D = 1.0 (Fig. 16d), the 
vortices shed from the cylinder are not influenced by the shear layer at the bed. The vortex 
shedding is similar to the case for flow around an isolated circular cylinder (see Ong et al. 
(2009), Fig. 6). Figure 17 shows that the development of the vortex shedding for the lower 
Reynolds number flow regime (Re = 1.31×104) is qualitatively similar to that for the high 
Reynolds number flow regime (Re = 3.6×106), except that the dependency of G/Dc is 
different. Wang and Tan (2008) and Lei et al. (2000) have observed a similar development of 
vortex shedding in both their experimental and numerical results at lower Reynolds numbers 
(i.e. Re < 105). 
 
Figure 18 shows the non-dimensional vorticity (ωD/U∞) contour plots at eight time instants 
within one cycle of vortex shedding for the case of Re = 3.6×106, δ/D = 0.48, G/D = 0.3 and 
zw  = 1×10-6m (i.e. for the same conditions as shown in Fig. 16). The vortex shedding period T 
is computed to be 6.552s based on St = 0.3052 (see Table 1). Figure 18(a) shows that the 
upper shear layer from the cylinder interacts with the lower shear layer from the cylinder. At 
time = T/8, it is clearly seen that the lower shear layer is going to be shed as a counter-
clockwise discrete vortex (C2) .The clockwise vortex with negative vorticity (B) contributed 
from the flat bed is interacting with the clockwise vortex shed from the upper shear layer of 
the cylinder (C1), and they are forming an agglomerated clockwise vortex (M) (see also Fig. 
18b at time = 7T/8 and T). At time = 3T/8, the counter-clockwise vortex (C2) is fully shed 
from the lower shear layer. This vortex is advecting and pushing the agglomerated vortex (M) 
downstream. These two vortices do not mix due to different signs of vorticity. The vortex C2 
is moving downstream and suppressing the development of the agglomerated vortex M. The 
energy carried by the vortices diminishes as they are travelling downstream. Due to the 
continuous interference with the vortex C2, the vortex M is eventually separated into two 
vortices at time = 4T/8. They are then transported downstream individually. The whole 
process of this vortex shedding will repeat itself in the next vortex shedding period, see Fig. 
18b. 
 
 
3.3    Mean pressure coefficient and friction force along the flat seabed 
 
This section discusses the flow mechanisms and hydrodynamic quantities along the flat 
seabed. For the flows in the upper-transition flow regime (i.e. Re = 3.6×106 in the present 
study), to our knowledge, no such results have been published in the open literature. These 
results have been compared with numerical and experimental results for lower Reynolds 
numbers (Re ~ O(104)). 
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Figure 16. The development of vortex shedding shown by instantaneous non-dimensional 
vorticity contour plots for Re = 3.6×106, δ/D = 0.48 and zw =1×10-6m at the non-dimensional time 
of 200D/U∞. 46 contour levels of ωD/U∞ from -540 to 540 are plotted. 
 
(a) G/D=0.1  
Vortex-shedding suppressed 
(b) G/D=0.15  
Vortex shedding formed and starts the interaction with the flat bed 
(c) G/D=0.3 
Vortex shedding formed and interacting with the flat bed 
(d) G/D=1 
Vortex shedding developed and interacting less with the flat bed 
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Figure 17.  Instantaneous non-dimensional vorticity contours of flow around a smooth circular 
cylinder for Re = 1.31 × 104 and δ/D = 0.48 at the dimensionless time of 200 D/U∞. 40 contour 
levels of ωD/U∞ from -240 to 240 are plotted. 
(a) G/D=0.1  
Vortex shedding suppressed 
(b) G/D=0.3  
Initiation of vortex shedding 
(c) G/D=0.4 
Vortex shedding formed and interacting with the flat bed 
(d) G/D=1 
Vortex shedding developed and interacting less with the flat bed 
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Figure 18a. Time-history of non-dimensional vorticity contour plots for Re =3.6×106, δ/D = 0.48, 
zw = 1×10-6m and G/D = 0.3 from time = T/8 to time = T/2. 46 contour levels of ωD/U∞ from -540 
to 540 are plotted.  
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B 
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Figure 18b. Time-history of non-dimensional vorticity contour plots for Re =3.6×106, δ/D = 0.48, 
zw = 1×10-6m and G/D = 0.3 from time = 5T/8 to time = T. 46 contour levels of ωD/U∞ from -540 
to 540 are plotted.  
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Figure 19 shows the mean pressure coefficient along the bed (Cpw = [pw-p∞]/[0.5ρU∞2]) for Re 
= 3.6×106, δ/D = 0.48, zw  = 1×10-6m and G/D = (0.1, 0.4, 0.8). Here pw is the pressure along 
the bed. Cpw is substantially influenced by the existence of the cylinder. For a small gap, i.e. 
G/D = 0.1, it appears that the pressure suction is large compared with those for G/D = 0.4 and 
0.8. This is mainly due to the higher magnitude of the velocity at the gap. Figure 20 shows 
that the predicted Cpw along the bed for low Reynolds numbers is in good agreement with the 
experimental data reported by Bearman and Zdravkovich (1978) for G/D = (0.1, 0.4, 0.8) at 
Re = 4.8×104 and δ/D = 0.8. It should be noted that Cpw exhibits a quantitatively similar 
behavior for low and high Reynolds numbers. Figure 21 shows that the effect of the bed 
roughness (with zw = 2×10-5m) on Cpw is insignificant as compared with the results of zw = 
1×10-6m. 
 
By comparing Figs. 19 and 20, the magnitude of the negative Cpw at the gap for Re = 3.6×106 
is much larger than that for Re = 4.8×104. Figure 22 shows comparisons of Cp around the 
cylinder for high and low Reynolds numbers (i.e. Re = 3.6×106 and 1.31×104), δ/D = 0.48, zw 
= 1×10-6m and G/D= (0.1, 0.8). It is observed that the values of Cp around the cylinder at θ = 
270o for both Re = 1.31×104 and Re = 3.6×106 show that the magnitude of the negative Cp 
increases as Re increases. These two observations suggest that the higher Reynolds number 
flow leads to the stronger suction at the gap. 
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Figure 19. Mean pressure coefficient along the flat bed for the given values of Re, δ/D and G/D. 
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Figure 20. Mean pressure coefficient along the flat bed for Re = 4.8×104, δ/D = 0.8 and G/D = 
(0.1, 0.4, 0.8). 
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Figure 21. Mean pressure coefficient along the flat bed for the given values of Re, δ/D, zw and 
G/D. 
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Figure 22. Mean pressure coefficient around the cylinder for high and low Reynolds numbers 
(Re = 3.6×106 and 1.31×104), δ/D = 0.48, zw = 1×10-6m and G/D = (0.1, 0.8). 
 
 
Figure 23 shows the instantaneous friction velocity along the flat bed (u*w) at four time 
instants within one cycle of vortex shedding for Re = 3.6×106, δ/D=0.48, zw = 1×10-6m and 
G/D = (0.1, 0.4, 0.8). It is observed that there is no variation of u*w along the flat bed with 
time for G/D = 0.1 (Fig. 23a). This is reasonable because there is no periodic vortex shedding 
in the near wake of the cylinder. Hence, the effect of the cylinder on the flat bed is steady. 
For G/D = 0.4 (Fig. 23b), the existence of the vortex shedding causes u*w to vary with time.  
For 0 < X/D < 5, the temporal variation of u*w is substantial (here X is the horizontal 
coordinate along the flat bed where X = 0 is located at the center of the gap; see Fig. 1). It 
appears that the temporal variation of u*w becomes weaker as G/D increases. This is 
physically sound because the effect of the cylinder is reduced when the cylinder is farther 
away from the bed.  Figure 24 shows the mean friction velocity (u*wm) for Re = 3.6×106, δ/D 
= 0.48, G/D = (0.1, 0.8) and zw = (1×10-6m, 2×10-5m). It is observed that u*wm is higher for the 
rougher bed (zw =2×10-5m) than that for the less rough bed (zw = 1×10-6m), as expected. 
Figure 25 shows u*wm for Re = 1×104- 4.8×104, δ/D = 0.14 - 2, zw = 1×10-6m and G/D = (0.1, 
0.4, 0.6, 0.8) together with Brørs’ (1999) numerical results for Re = 1.5×104, δ/D = 1, zw = 
1.7×10-5m and G/D = 0.6. It is observed in Fig. 25c that Brørs’ (1999) results, in which a 
higher bed roughness was used (zw = 1.7×10-5m), generally show higher value of u*wm along 
the bed compared with the present results (zw = 1×10-6m). This is physically sound, given the 
results in Fig. 24. Figure 24 also shows that u*wm at the gap is much higher for G/D = 0.1 than 
that for G/D = 0.8. This is mainly due to the higher velocity at the gap when G/D is small as 
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shown in Fig. 26 (which shows the velocity profile at the center of the gap for G/D = 0.1, 0.4 
and 0.8). The same feature is also observed in Fig. 25 for Re ~ O(104). 
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Figure 23. Effect of the vortex shedding on the instantaneous friction velocity along the bed for 
Re = 3.6×106, δ/D = 0.48,  zw = 1×10-6m and G/D = (0.1, 0.4, 0.8). 
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Figure 24.  Mean friction velocity along the bed for Re = 3.6×106, δ/D = 0.48, zw = (1×10-6m,  
2×10-5m) and G/D = (0.1, 0.8). 
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Figure 25. Mean friction velocity distribution along the flat bed for Re = 1×104 - 4.8×104, δ/D= 
0.14 - 0.8 and G/D= (0.1, 0.4, 0.6, 0.8). 
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Figure 25. Continued. 
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Figure 26. Instantaneous horizontal velocity profile in the gap for Re = 3.6×106, δ/D = 0.48, zw = 
1×10-6m and G/D = (0.1, 0.4, 0.8) at the non-dimensional time of 200D/U∞. 
Cylinder 
Seabed 
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3.2.4.   An Example of Bedload Sediment Transport Calculation 
 
The calculation of the bedload sediment transport along the flat bed is demonstrated in this 
section. The instantaneous non-dimension bedload sediment transport Φ  is a function of the 
instantaneous non-dimensional seabed shear stress (Shields parameter) θs and is given by 
(Nielsen, 1992)   
 
( )1 / 212 ss s sc
s
θΦ θ θ θ
θ
= −
                                 (13) 
where 
( )1 / 2350( 1)
bq
g s d
Φ =
−
 
                                (14) 
  
2
*
s
50( 1)
wu
g s d
θ =
−
        (15) 
 
Here qb is the instantaneous dimensional bedload sediment transport, g = 9.81m/s2 is the 
gravitational acceleration and s = 2.65 is the density ratio between the bottom sediments and 
the water (taken as for quartz sand). The critical Shields parameter θsc = 0.05 must be 
exceeded for bedload transport to occur. 
 
Figures 27 shows θs along the flat bed for Re = 3.6×106, δ/D = 0.48, zw = 2×10-5m (i.e. d50 = 
12zw = 0.24mm, fine sand) and G/D = 0.1.  The locations where the sediment transport takes 
place for θs > θsc can be determined from the figure. Figure 28 shows Φm (the mean non-
dimensional bedload transport) along the bed for Re = 3.6×106, δ/D = 0.48, zw = 2×10-5m and 
G/D = (0.1, 0.4, 0.8). It is observed that the bedload sediment transport is significantly 
amplified at the location of the gap (X/D = 0) for G/D = 0.1 compared with those for G/D = 
0.4 and 0.8. If the flat bed is movable, scouring around the cylinder will take place. The 
scouring process will not be investigated here. Detailed explanations of the flow mechanisms 
and the development of the scour can be found in Sumer and Fredsøe (2002).  
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Figure 27. Instantaneous Shields parameter along the bed for Re = 3.6×106, δ/D = 0.48, zw  = 
2×10-5m and G/D = 0.1. 
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Figure 28. Mean non-dimensional bedload sediment transport along the bed for Re = 3.6×106, 
δ/D = 0.48, zw = 2×10-5m and G/D = (0.1, 0.4, 0.8). 
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4.      Conclusions                                                                                                     
 
High Reynolds number flows around a circular cylinder close to a flat seabed have been 
computed using a two-dimensional standard high Reynolds number k-ε model. The effects of  
gap to diameter ratio, Reynolds number, flat seabed roughness for a given boundary layer 
thickness of the inlet flow upstream of the cylinder have been investigated. Hydrodynamic 
quantities and the resulting bedload transport have been predicted, and the vortex shedding 
mechanisms have been investigated. Predictions of hydrodynamic quantities around a 
cylinder located far away from the bed (so that the effect of the bed is negligible) are in 
satisfactory agreement with published experimental data and numerical results obtained for 
the flow around an isolated cylinder. Results for lower Reynolds number flows have also 
been computed for comparison with the high Reynolds number flow results. The main results 
are summarized as follows: 
 
1. The time-averaged drag coefficient (CD) of the cylinder increases as the gap to 
diameter ratio (G/D) increases for small G/D. This is qualitatively the same behaviour 
as for lower Reynolds numbers. CD reaches a maximum value when the gap is 
substantially large. Then, it decreases approaching a constant. The higher bed 
roughness reduces CD for the same Reynolds number and boundary layer thickness of 
the inlet flow.  
 
2. For a small gap (G/D = 0.1, without vortex shedding), the mean pressure coefficient 
(Cp) around the cylinder is asymmetric about the horizontal centerline of the cylinder. 
The positive zone of Cp is skewed upstream near the gap, and consequently a net 
upward lift force is exerted on the cylinder. For an intermediate gap (G/D = 0.25, with 
vortex shedding), the positive pressure zone becomes symmetric at the front of the 
cylinder, but the suction at the gap is large, and causes a negative mean lift force on 
the cylinder. For large gaps, Cp becomes symmetric, and the mean lift force 
approaches zero. 
 
3. Suppression and formation of the vortex shedding are influenced by the interaction 
between three shear layers; two from the top and the bottom of the cylinder and one at 
the bed. The vortex shedding is suppressed when the gap is smaller than the critical 
gap (i.e. corresponding to the onset of vortex shedding). Beyond the critical gap, 
vortex shedding develops as the gap increases, and becomes fully developed as the 
influence of the bed diminishes.  
 
4. For the same Reynolds number (Re), inlet boundary layer thickness (δ), bed 
roughness (zw) and cylinder, the magnitude of negative pressure coefficient at the bed 
at the location of the gap increases as the gap (G) becomes smaller; and it increases as 
Re increases for the same δ, G and zw.    
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5. There is no variation of the instantaneous friction velocity (u*w) with time along the 
flat bed downstream of the gap for gaps smaller than the critical gap. The temporal 
variation of u*w is substantial for the gap slightly larger than the critical gap; and it 
becomes weaker as the gap increases. The mean friction velocity at the gap (at the bed) 
is much larger for small gaps than for large gaps. This is due to the higher velocities 
within the gap when the gap is small. As a consequence, the bedload sediment 
transport is much larger for small gaps than for large gaps. 
 
Overall it appears that the present approach is suitable for design purposes at high Reynolds 
numbers which are present near the seabed in the real ocean. However, experimental data are 
required in order to perform a more detailed validation study of the model.  
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Chapter 9 
 
Scour at Marine Structures and Stochastic 
Approach 
 
 
            
9.1.   Introduction 
 
When a marine structure is placed in open sea environments, the flow field will be changed 
due to the presence of the structure. This may result in contraction of flow, formation of lee-
wake vortices behind the structure, formation of a horseshoe vortex in front of the structure, 
generation of turbulence, occurrence of reflection and diffraction of waves, etc. (Sumer and 
Fredsøe, 2002).  These changes will cause an increase of the local sediment transport rate and 
thus lead to scour. Scour is defined as the erosion of sediments caused by the presence of a 
structure (Coastal Engineering Manual, 2001). 
 
Excessive scour gives threats to the stability of marine structures and may further lead to 
failure of the structures. The type of structures, where such local scour is involved, vary from 
simple structures, such as a pipeline, a pile or a trunk section of vertical-wall breakwater, to 
complex structures such as a group of piles, a sub-sea template, or an offshore platform. 
These structures are exposed to currents, waves and combined waves and currents. This 
causes high complexity of the flow mechanisms around the structures.   
 
This chapter will describe the basic concepts of scour, such as amplification factor in the bed 
shear stress near a structure, equilibrium of scour and time scale of scour, difference between 
clear-water scour and live-bed scour, and difference between local scour and global scour.  
 
Effects of random waves on the scour below marine pipelines and the scour at the trunk 
section of breakwaters will be discussed in Chapters 10 and 11, respectively. Hence, brief 
literature reviews on mechanisms of the scour below the pipelines (Section 9.3) and the scour 
around the breakwaters (Section 9.4) will be given.  
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Section 9.5 describes the stochastic approach proposed by Myrhaug and Rue (2003), which is 
used in the present analytical studies of random-wave induced scour.  
 
 
9.2.   Basic Concepts of Scour 
 
The presence of the structure will change the flow in its neighborhood.  This local change 
usually causes an increase of the bed shear stress and the degree of turbulence level close to 
the structure.  It is well-known that the seabed shear stress is the governing parameter for the 
amount of sediment transport. Hence the change in the flow will lead to an increase in the 
local sediment transport rate.   
 
The increase in the bed shear stress is expressed by the amplification factor β, defined by    
 
τβ
τ
∞
=
  (9.1) 
 
where τ is the bed shear stress and τ∞ is the bed shear stress for the undisturbed flow. For β 
> 1, the sediment transport rate will increase as the bed load is proportional to τ3/2, and scour 
occurs. This process will continue until the scouring reaches a situation where β = Ο(1) for 
the bed shear stress around the structure. When the scour process ceases, the stage is called 
the equilibrium stage.  
 
Figure 9.1 shows a general time development of scour depth. It is observed that a substantial 
amount of scour needs a certain amount of time to develop. This time T is called the time 
scale of the scour process and defined as (Sumer and Fredsøe, 2002)   
 
1 expt
tS S
T
⎛ ⎞⎛ ⎞
= − ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
  (9.2) 
 
where S is the equilibrium scour depth, i.e. the scour depth corresponding to the equilibrium 
stage; St is the instantaneous scour depth; and t is the time. 
 
The scour depth is an important parameter because it indicates the degree of scour potential. 
Hence engineers require this information essentially in designing foundations of marine 
structures and scour protections. Furthermore, scour often happens during storms. In order to 
check whether the storm lasts longer than the time needed for a substantial amount of scour to 
occur, the time scale becomes an essential parameter for this engineering assessment. The 
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time scale of the scour around marine structures may vary from hours to years (Smith and 
Foster, 2002). 
 
Figure 9.1. Time development of scour depth (reproduced from Sumer and Fredsøe (2002)). 
 
 
Moreover, scour may be classified in two categories, which are clear-water scour and live-
bed scour. The category can be determined by judging the Shields parameter, θs, defined as  
 
( ) 501s g s d
τθ
ρ
∞
=
−
  (9.3) 
 
where s = ρs/ρ is the sediment density to fluid density ratio; ρs is the sediment density;  d50 is 
the median grain size of the sediments; g is the gravitational acceleration. Note that τ∞ should 
be replaced by the maximum value of undisturbed shear stress, τ∞,max, in the case of waves. 
The incipient motion of sediments on the seabed will occur when θs is larger than a critical 
value, θscr, of the inception of sediment motion. More details on the basic concepts of 
sediment transport are given in Fredsøe and Deigaard (1992, Ch. 7).  
 
In clear-water scour, no sediment motion take places far from the structure (θs < θscr), 
whereas the sediment transport prevails over the entire bed in live-bed scour (θs > θscr) 
(Sumer and Fredsøe, 2002). 
 
Scour can appear as both local scour and global scour. Figure 9.2 shows these two kinds of 
scour at a piled steel platform when exposed to a flow action (Angus and Moore, 1982). The 
local scour holes are seen around the individual supporting piles, and the global scour hole is 
observed beneath and around the structure in the form of a saucer-shaped depression (Sumer 
and Fredsøe, 2002). The global scour is generally caused by the combined action of all the 
flow effects generated by the individual structural elements.  
Scour 
Depth  St 
Time, t 
T
0 
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Figure 9.2. Scour around a piled steel platform. Angus and Moore (1982)  
 
 
 
9.3.   Scour below Marine Pipelines 
             
Marine pipelines are installed in open sea environments for transportation of crude oil and 
gas from offshore platforms or disposals of industrial and municipal wastewater. Typically, 
the size of the pipeline varies from 0.3m to more than 1.0m in diameter, and the length may 
be up to a few hundred kilometers. Normally the pipeline is laid on the seabed or buried in 
the seabed. However, scour may lead to a free span with a gap (G) between the pipeline and 
the seabed usually in the range 0.1D to 1D. Here the process of scour and the two-
dimensional (2D) scour under the effects of currents, waves, waves plus current and shoaling 
conditions are described.  
 
          
9.3.1 Process of scour         
     
A whole scour process can usually be divided into four stages which are onset of scour, 
followed by tunnel erosion, lee-wake erosion, and finally the equilibrium state.    
 
9.3.1.1 Onset of scour           
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The onset of scour is related to the seepage flow in the sand beneath the pipeline, which is 
driven by the pressure difference between the upstream and downstream sides of the pipeline 
(Fig. 9.3 and Fig. 9.4) when it is subject to a current (Sumer and Fredsøe, 2002). When the 
current velocity is increased, a critical point is reached where the discharge of the seepage 
flow will be increased more rapidly than the driving pressure difference.  At location A (Fig. 
9.4), the surface of the sand will rise, and then a mixture of sand and water will break through 
the space beneath the pipeline. This process is called piping (Sumer and Fredsøe, 2002).  
 
Figure 9.3. Pressure distributions for bottom-seated pipe (from Sumer and Fredsøe (2002)). 
 
 
 
Figure 9.4. Seepage flow underneath the pipe. Here W is the submerged weight of the sand. e is 
the burial depth (from Sumer and Fredsøe (2002)). 
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Cevik and Yüksel (1999) described the undisturbed flow around the pipeline by three vortices 
(A, B and C) in the neighbourhood of the pipeline in Fig. 9.5. Vortex A is at the upstream 
side of the pipeline; Vortex C is at the downstream side of the pipeline; and there is one 
larger vortex, Vortex B, behind Vortex C. Vortex A and C move sediments away from the 
footing in opposite directions. Vortex B moves sediments towards the pipe. The scour 
process in close vicinity downstream of the pipeline (i.e. close to A in Fig. 9.4) is enhanced 
by the pressure difference driven seepage flow beneath the pipeline. The seepage flow 
reduces the submerged weight of sediments at the immediate downstream side of the pipeline 
and causes the sediments to be more easily entrained by Vortex C. Eventually a small gap 
will be formed beneath the pipeline and the scour process has reached the next stage, tunnel 
erosion. 
 
 
Figure 9.5. Sketch of the three vortices (reproduced from Cevik and Yüksel (1999)). 
 
 
It should also be noted that visual observations made by Sumer et al. (2001) showed that 
vortices generated downstream and upstream sides of the pipeline (corresponding to vortices 
C and A, respectively, in Fig. 9.5) did not undermine the pipeline prior to the onset of scour. 
This is contrary to the generally accepted view by Mao (1986), Chiew (1990), Sumer and 
Fredsøe (1991) and Cevik and Yuksel (1999). 
 
Sumer and Fredsøe (2002) studied the onset of scour in both current and waves. 
Breakthrough at the critical condition and piping occurs in both current and waves. However, 
the exposure time of the critical pressure gradient in the two cases is different and therefore it 
gives different breakthrough processes. In the case of current, the onset of scour and the 
piping are the same as described earlier. In the case of waves, the varying wave height affects 
the breakthrough process. According to Sumer and Fredsøe (2002), the onset of scour takes 
place in a crest-half period, while the trough-half periods do not have large enough pressure 
difference to onset the scour. A detailed explanation on this phenomenon is given in Sumer 
and Fredsøe (2002).  
 
 
9.3.1.2. Tunnel erosion           
 
After the onset of scour has occurred and the piping has started, the next stage in the scour 
process is tunnel erosion. In this stage the gap between the pipeline and the bed, G, remain 
Flow 
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small, i.e. G<<D. As shown in Fig. 9.6, a substantial amount of water is diverted through the 
gap, leading to very large velocities in the gap.  This results in very large shear stresses on the 
bed just below the pipeline. Similar flow phenomenon is observed in the present numerical 
work – flow around a circular cylinder close to a flat bed, as shown in Chapters 7 and 8. 
 
 
Figure 9.6. Tunnel erosion below a pipeline (from Sumer and Fredsøe (2002)). 
 
 
The large increase in the bed shear stress below the pipeline results in a significant increase in 
the sediment transport. For example, by considering qb~τ3/2 in which qb is the sediment 
transport rate , a factor of 4 increase in the bed shear stress causes a factor of 8 increase in the 
sediment transport. Hence, the scour below the pipeline occurs violently, and a mixture of 
sand and water flows as a violent “jet” (Mao (1986), Sumer and Fredsøe (2002)). As the gap 
becomes larger due to the scour, the flow velocity in the gap decreases. The scour process 
moves to the next stage, lee wake erosion.  
 
 
9.3.1.3. Lee-wake erosion   
 
This stage of the scour process is governed by the vortex-shedding behind the pipeline. 
Vortex shedding will occur when the gap between the pipeline and the bed reaches a critical 
value due to scour (Sumer et al., 1988). This flow mechanism has also been discussed in 
Chapters 7 and 8. The vortices shed from the downstream side of the pipeline sweep the bed, 
as they are transported downstream (Fig. 9.7). According to Sumer et al. (2003), bed shear 
stress measurements show that the Shields parameter can easily be increased up to O(4) times 
during the vortex shedding period. This will result in significant increase of sediment 
transport at the lee side of the pipeline.  
 
 
 
Figure 9.7. Sediment motion caused by vortex shedding (from Sumer et al. (1988)). 
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9.3.1.4. Equilibrium stage            
 
Beyond the lee-wake erosion, the scour process finally reaches a steady state, called the 
equilibrium stage. The equilibrium stage is reached when the bed shear stress along the bed 
underneath the pipeline becomes constant and equal to its undisturbed value, τ = τ∞. The 
sediment transport is the same over the reach of the scour hole. It means that the amount of 
sediment which enters the scour hole is identical to that leaving the scour hole in this stage.  
 
 
9.3.2. Two-dimensional scour depth 
 
The scour process can be considered as a two-dimensional (2D) process or a three-
dimensional (3D) process. The scour development at the cross-section of the pipeline is 
considered for a 2D process. For a 3D process, the scour development along the length of the 
pipeline is also taken into consideration.  In this thesis only 2D scour is considered. The scour 
depth corresponding to the fully developed stage is called the equilibrium scour depth. This 
section focuses on the equilibrium scour depth.  
 
The scour depth in steady current has been studied extensively by e.g. Chao and Hennessy 
(1972), Kjeldsen et al. (1973), Bijker and Leeuwenstein (1984), Lucassen (1984), Herbich 
(1985), Mao (1986), and Kristiansen and Tørum (1989). An illustration of this scour process 
is shown in Fig. 9.7. The non-dimensional scour depth S/D is found to depend on the 
following parameters: 
 
, Re,N s
KS f
D D
θ⎛ ⎞= ⎜ ⎟⎝ ⎠
  (9.4) 
 
The influence of Reynolds number (Re) and relative roughness (KN /D) appears through their 
effects on the downstream flow of the pipe. If the pipe is hydraulically rough, the wake flow 
is almost unaffected by Re, but for a hydraulically smooth pipe, the influence of Re is 
expected in the downstream of vortex shedding pattern (Sumer and Fredsøe, 2002). 
Regarding the influence of the Shields parameter (θs), clear-water scour (θs < θscr) and live-
bed scour (θs > θscr) should be considered. In the clear-water case, the variation in scour depth 
with θs is more pronounced than that in the live-bed case.  As the variation of scour depth 
with θs in the case of live bed is very small, this weak variation is often neglected (Sumer and 
Fredsøe, 2002). Details of the scour depth formulas are given in Sumer and Fredsøe (2002). 
 
In the ocean, the pipe is also exposed to the flow from both sides due to the near-bed 
oscillatory flow induced by waves. The main difference between the wave case and the 
steady current case is that the downstream wake system now occurs on the both sides of the 
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pipe. Figure 9.9 shows the scour process in waves. In this case the flow is governed by the 
Keulegan-Carpenter number (KC) defined as (Sumer and Fredsøe, 2002)  
 
m wU TKC
D
=
  (9.5) 
 
where Tw is the wave period.  
 
 
 Figure 9.9. The scour process in waves (from Sumer and Fredsøe (2002)). 
 
 
In the case of random waves, Sumer and Fredsøe (1996) determined the properties of the 
random variables wave height H and wave period Tw to be used to represent the scour depth 
below pipelines. By trial and error they found that the use of the root-mean-square (rms) 
wave height, Hrms, and the peak period of wave spectrum, Tp, in an otherwise deterministic 
approach gave the best agreement with data. Hence the scour depth in the case of random 
waves can be predicted using the regular wave expression provided that KC is calculated by   
 
2 U P
SF
TKC
D
σ
=
  (9.6) 
 
where σu is the rms value of the orbital velocity at the bed. 
 
The scour depth in combined waves and current has been studied by Lucassen (1984), 
Hansen (1992) and Sumer and Fredsøe (1996). Sumer and Fredsøe (1996) presented their 
experimental data under combined irregular waves and current with KCSF  ranging from 5 to 
about 50 and the full range of Uc/(Uc+Um) (from 0 to 1) in live-bed conditions. Their 
experimental data shows that the scour depth may increase or decrease depending on the 
values of KC and Uc/(Uc+Um). Sumer and Fredsøe (1996) also found that their empirical 
formula for the scour depth for regular waves (Sumer and Fredsøe (1990)) can be used for 
random waves provided that the governing parameter, such as KC, in the regular wave 
Waves 
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equations are represented by Hrms and Tp. Details of the scour depth formulas are given in 
Sumer and Fredsøe (1996, 2002).  
 
Cevik and Yüksel (1999) studied the effect of shoaling conditions on the scour depth below 
pipelines beneath non-breaking and breaking regular waves using three kinds of bottom 
slopes, which are the horizontal bottom, and two beach profiles with slopes 1/5 and 1/10. 
They found that the scour depth in the case of the shoaling condition is always larger than 
that in the case of the horizontal bottom under the same incident wave conditions. This is 
important to consider in engineering design, i.e. scour protection measures should be assessed 
in areas where shoaling conditions prevails. Chapter 10 presents the study of random wave-
induced scour below marine pipelines in shoaling conditions by using a stochastic approach 
(see Section 9.5).  
 
Sumer and Fredsøe (1990, 1996) measured the scour width for the cases of waves alone and 
combined waves plus current.  The net effect of a current on waves is to make the scour 
width at the downstream side of the pipe larger than that at the upstream side due to the effect 
of the lee-wake (Sumer and Fredsøe, 1996). The scour width formulas are given in Sumer 
and Fredsøe (1990, 1996, 2002). 
 
 
9.4.   Scour around Breakwaters 
 
A shore area, a harbour, or a basin is vulnerable to wave action. Breakwaters are needed to 
protect these areas from damages created by waves. However, scour is one of the failure 
modes of breakwaters. According to Fredsøe and Sumer (1997) it is not unusual to observe 
scour holes with depths larger than 10m at the head of a breakwater at an exposed location. 
Oumeraci (1994) reported vertical-wall breakwater failures due to scour. Lillycrop and 
Hughes (1993) gave many examples of scour hole formations at the toe and along the sides of 
rubble-mound breakwaters and jetties, and the resulting failures monitored.  According to 
them, the repair cost is usually at the level of $2-10 million.  Günbak et al. (1990) reported 
damage to the “bend” section of the main rubble-mound breakwater of Samandag Fishing 
Port near Iskenderm, Turkey, due to a scour depth of 4-5m at the toe. Silvester and Hsu (1997) 
presented field evidences of scour from Europe, Japan, United States and Africa. 
 
A definition sketch of a breakwater is illustrated in Fig. 9.10. There are two kinds of scour 
processes for the breakwater. One is the scour process around the head of the breakwater (A, 
in Fig. 9.10) and the other is that in front of the structure along the length of the trunk section 
(B, in Fig. 9.10). When the waves attack at normal incidence angle to the breakwater, the 
scour in front of the trunk section is 2D, and that at the head is 3D.  
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Figure 9.10. Definition sketch of a breakwater. A: Head. B: Trunk section (reproduced from 
Sumer and Fredsøe (2002)). 
 
 
Sumer and Fredsøe (1997) and Fredsøe and Sumer (1997) performed experimental studies on 
scour around the heads of a vertical-wall breakwater and a rubble-mound breakwater, 
respectively. In the case of scour at the head of a vertical-wall breakwater where the waves 
are propagating in the direction perpendicular to the breakwater, separation vortices form at 
the lee side during each half period of the waves. Sumer and Fredsøe (1997) commented that 
these lee-wake vortices mainly cause the scour occur. In the case of scour around the round 
head of a rubble-mound breakwater, two key mechanisms have been identified in the study of 
Fredsøe and Sumer (1997): (1) the wave-induced steady streaming around the head; and (2) 
the plunging breaker occurring locally at the head. A detailed summary of these scour 
mechanisms is given in Sumer and Fredsøe (2002). Moreover, the empirical formulas for the 
scour depth and the protection layer width are given in Sumer and Fredsøe (1997), Fredsøe 
and Sumer (1997) and Sumer and Fredsøe (2002). 
 
Myrhaug et al. (2004) proposed a stochastic approach by which the scour depth and 
protection layer width around the head of a vertical breakwater in random waves can be 
derived. The formulas for scour depth and protection layer width by Sumer and Fredsøe 
(1997) and Fredsøe and Sumer (1997) are used together with describing the waves as a 
stationary Gaussian narrow-band random process to derive the formulas for scour depth and 
protection layer width in random waves. They suggested that the scour variable formulas for 
regular waves can be applied for random waves if the random waves are represented by the 
mean of the 1/n’th highest waves. The value of n should be chosen based on the real wave 
conditions at the location where the breakwater will be located.   
 
Chapter 10 will present scour depth predictions at the trunk section of breakwaters for 
random waves. Hence, descriptions of the scour mechanisms at the trunk section of vertical-
wall breakwaters and rubble-mound breakwaters are given in the following subsections, 
respectively. 
Waves
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9.4.1. Scour mechanism at the trunk section of a vertical-wall breakwater 
  
When a vertical, rigid wall (Fig. 9.11) is subject to a incident progressive wave, a reflected 
wave will move in the offshore direction. This results in a superposition of these two waves 
and leads to occurrence of a standing wave. The height of the standing wave is twice the 
wave height (H) of each of the two progressive waves forming the standing wave (see Dean 
and Dalrymple (1984)).  
 
The standing wave generates a field of steady streaming, i.e. a system of recirculating cells 
consisting of bottom and top cells (Sumer and Fredsøe (2002), Carter et al.(1973)). If the 
sediment grain size is relatively small, the sediments will be stirred up by the wave-induced 
flow and brought up into the suspension. They will be carried to a higher elevation, mostly to 
the top cells. Figure 9.12a shows the corresponding scour and deposition pattern as 
demonstrated experimentally by Xie (1981). If the sediment grain size is relatively coarse, the 
sediments will be transported in no-suspension mode. Sediment transport activity will mainly 
remain in the bottom cells. The scour and deposition pattern are shown in Fig. 9.12b. 
 
 
 
Figure 9.11. Steady streaming in the vertical plane in front of a breakwater. Here Lw is the wave 
length (from Sumer and Fredsøe (2002)). 
  
129
 
Figure 9.12. Scour/deposition pattern at the trunk section of a vertical-wall breakwater.             
(a) Suspension mode (b) No-suspension mode (from Xie (1981)). Here h is the water depth. 
 
 
9.4.2.  Scour mechanism at the trunk section of a rubble-mound breakwater 
 
A rubble-mound breakwater has two differences in structural aspect as compared with a 
vertical-wall breakwater. Firstly the breakwater is made of rubble; and secondly it has a 
sloping wall, usually in the range 1:1.3 to 1:2. These differences will cause the reduction of 
reflection coefficient and affect the steady streaming. Consequently, the scour processes will 
be different (Sumer and Fredsøe, 2002).  
 
In order to study the differences in the two scour processes clearly, Sumer and Fredsøe (2000) 
made 2D breakwater models with three slopes, i.e. 1:1.75, 1:1.2 and one with a vertical-wall. 
The sand transport in their tests was in the no-suspension mode.  
 
Figure 9.13 shows the scour/deposition profiles from the Sumer and Fredsøe (2000) study for 
two breakwater slopes; the vertical-wall (Fig. 9.13a) and the slope 1:1.2 (Fig. 9.13b). They 
observed that the scour/deposition of the rubble-mound breakwater occurs mostly in the same 
way as in the case of the vertical-wall breakwater, but there are several differences between 
these two cases: 
 
i)   The scour at the toe of the rubble-mound breakwater has a non-zero value (Fig. 9.13b) 
while it is zero in the vertical-wall breakwater case (Fig. 9.13a). This is because the 
a) 
b) 
  
Lw/4 Lw/4 
Lw/4 Lw/4 
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steady streaming at the toe of the rubble-mound breakwater is significant, while it is 
practically nonexistent in the vertical-wall breakwater case. This is evidently related to 
the sloping surface of the breakwater. It should be noted that there may be a flow from 
inside the rubble-mound breakwater towards the sand layer, and it will enhance the scour 
at the toe. 
 
ii)  A substantial amount of scour occurs below the antinode point in the case of the rubble-
mound breakwater, but no signicant scour is observed at the same location for the 
vertical-wall breakwater. Sumer and Fredsøe (2000) commented that no clear explanation 
has been found for this behaviour. 
 
iii)  Due to the smaller reflection, the streaming in the case of the rubble-mound breakwater is 
weaker than that for the vertical-wall breakwater. It therefore results in smaller scour for 
the rubble-mound breakwater than that for the vertical-wall breakwater. 
 
 
Figure 9.13. Scour/deposition in front of (a) a vertical-wall breakwater and (b) a rubble-mound 
breakwater (from Sumer and Fredsøe (2000)). 
Lw/4 Lw/4 Lw/4 
Lw/4 Lw/4 Lw/4 Lw/4 
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iv)  It is observed that the precise location of the maximum deposition for the rubble-mound 
breakwater appears to be shifted slightly in the onshore direction (Figs. 9.13a and 9.13b). 
This shift may be caused by the phase shift on the reflected waves in the case of a sloping 
structure (Hughes and Fowler, 1995). This will lead to a change in the locations of nodes 
and antinodes as seen in Figs. 9.13a and 9.13b. 
 
 
9.5.   Outline of Stochastic Approach  
 
For scour below pipelines and around vertical piles in random waves Sumer and Fredsøe 
(1996, 2001) determined the characteristics of the random variables wave height and wave 
period to be used to represent the scour depth and width below pipelines and scour depth 
around slender vertical piles. By trial and error they found that use of rmsH  and pT  in an 
otherwise deterministic approach gave the best agreement with data. Here a stochastic 
approach is outlined. The highest among random waves in a stationary narrow-band sea state 
are considered, as it is reasonable to assume that it is mainly the highest waves which are 
responsible for the scour response. It is also assumed that the sea state has lasted long enough 
to develop the equilibrium scour depth. Let x represent A, Um or H. The highest waves 
considered here are those which cause the random variable x to be exceeded by the 
probability 1/ n , 1/ nx . The quantity of interest here is the expected (mean) scour response 
caused by the highest waves, which is given as 
  
( ) ( ) ( )
1/
1/|
n
n
x
E S x x x n S x p x dx
∞
> =⎡ ⎤⎣ ⎦ ∫        (9.7) 
   
where ( )p x  is the probability density function (pdf). More specifically, the present method is 
based on the following assumptions: (1) the free surface elevation ( )tζ  is a stationary 
Gaussian narrow-band random process with zero expectation described by the single-sided 
spectral density ( )Sζζ ω , and (2) the scour depth formulas for regular waves are valid for 
irregular waves as well. These assumptions are essentially the same as those given in 
Myrhaug and Rue (2003, 2005), Myrhaug et al. (2004, 2007) and Myrhaug and Ong (2009), 
where further details are found. 
 
Based on the present assumptions, the time-dependent near-bed orbital displacement ( )a t  and 
the velocity ( )u t  are both stationary Gaussian narrow-band processes with zero expectations 
and with single-sided spectral densities 
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It follows from the narrow-band assumption that the near-bed orbital displacement amplitude, 
A, the near-bed orbital velocity amplitude, Um, and the linear wave height, H, are Rayleigh-
distributed with the cumulative distribution function (cdf) given by 
  
( ) ( )ˆ ˆ ˆexp ; / rmsP x x x x x= − − = ≥21 0        (9.10) 
 
where x represents A, U or H, and rmsx  is the rms-value of x representing rmsA , rmsU  or rmsH . 
         
Now rmsA , rmsU  and rmsH   are related to the zeroth moments of the amplitude, velocity and 
free surface elevation spectra  aam0 , uum0  and m ζζ0 , respectively, given by 
 
( )rms aa aa aaA m S dσ ω ω
∞
= = = ∫2 20
0
2 2 2        (9.11) 
( )rms uu uu uuU m S dσ ω ω
∞
= = = ∫2 20
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2 2 2  (9.12) 
( )rmsH m S dζζ ζζ ζζσ ω ω
∞
= = = ∫2 20
0
8 8 8        (9.13) 
 
From Eqs. (9.11) and (9.12), it also appears that uu aam m=0 2 , where aam2  is the second 
moment of the amplitude spectrum. The wave frequency ω  is taken as the mean zero-
crossing frequency for the near-bed orbital displacement, zω , which is obtained from the 
spectral moments of ( )a t , giving  
 
1/ 2 1/ 2
2 0
0 0
aa uu rms
z
aa aa rms
m m U
m m A
ω ω
⎛ ⎞ ⎛ ⎞
= = = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
       (9.14) 
 
where Eqs. (9.11) and (9.12) have been used. This result is valid for a stationary Gaussian 
random process. 
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This stochastic approach is used in the study of scour below marine pipelines in shoaling 
conditions for random waves (Chapter 10) and the study of random wave-induced scour at 
the trunk section of a breakwater (Chapter 11). This approach has also been applied on scour 
around marine structures, e.g. Myrhaug and Rue (2003, 2005), Myrhaug et al. (2004, 2007) 
and Myrhaug and Ong (2009). These publications commented that more experimental data 
are required before a conclusion regarding the validity of this approach can be given. In the 
meantime, the method should be useful as an engineering tool for design purpose beneath 
random wave conditions.  
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Abstract# 
This paper provides an approach by which the scour depth below pipelines in shoaling 
conditions beneath non-breaking and breaking random waves can be derived. Here the scour 
depth formula in shoaling conditions for regular non-breaking and breaking waves with 
normal incidence to the pipeline presented by Cevik and Yüksel (1999) combined with the 
wave height distribution including shoaling and breaking waves presented by Mendez et al. 
(2004) are used. Moreover, the approach is based on describing the wave motion as a 
stationary Gaussian narrow-band random process. An example of calculation is also 
presented. 
 
Keywords: Scour depth; Pipeline; Shear stress; Shoaling; Breaking; Random waves; 
                        Stochastic approach. 
 
 
1.    Introduction 
 
Pipelines on sandy seabeds in the coastal zone are exposed to random waves under shoaling 
and breaking conditions, and consequently the pipelines are exposed to scour. The assessment 
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of scour below pipelines is essential in design of marine pipelines and in scour protection 
work. 
 
A pipeline originally installed on a plane bed consisting of fine sand may experience a range 
of seabed conditions, i.e., the bed may be flat or rippled; the pipeline may be partly or fully 
buried or in free spans. This is caused by the complicated flow generated by the interaction 
between the incoming flow, the pipeline and the seabed. The result will depend on the 
incoming flow velocity (e.g., the relative magnitude between waves and current), the 
geometry of the bed and the bed material, as well as the ratio between the near-bed 
oscillatory fluid particle excursion amplitude and the diameter of the pipeline. The flow is in 
the rough turbulent regime; therefore, an essential part of the flow modelling even in the 
simplest case of, e.g., a pipeline resting on a flat seabed exposed to steady flow is the 
turbulence modelling. Furthermore, real waves are stochastic, and e.g., pipelines in free span 
will behave as a hydroelastic structure and thereby interact with the ambient flow, making the 
problem more complex. Further details on the background and complexity as well as reviews 
of the problem are given in, e.g., Whitehouse (1998), Sumer and Fredsøe (2002). Cevik and 
Yüksel (1999) presented results from a laboratory study on the effect of shoaling conditions 
on the scour depth below pipelines. The pipeline was exposed to non-breaking and breaking 
regular waves with normal incidence to the pipeline using three bed slopes, i.e. horizontal bed 
and two beaches with slopes 1/5 and 1/10. To our knowledge no studies are available in the 
open literature dealing with random wave scour under shoaling conditions. 
 
The purpose of this paper is to provide a practical approach for estimating the scour depth 
below pipelines in shoaling conditions beneath non-breaking and breaking random waves 
with normal incidence to the pipeline. This is achieved by using the scour depth formula for 
non-breaking and breaking regular waves in shoaling conditions presented by Cevik and 
Yüksel (1999) combined with the wave height distribution including shoaling and breaking 
waves presented by Mendez et al. (2004), and the scour depth is derived. The wave motion is 
assumed to be a stationary Gaussian narrow-band random process. An example of calculation 
is also given to demonstrate the application of the method. 
 
 
2. Scour in Regular Waves 
 
The scour below pipelines in shoaling conditions for non-breaking and breaking regular 
waves was investigated in laboratory tests by Cevik and Yüksel (1999) for horizontal bed and 
for sloping beds with the two beach slopes 1/5 and 1/10. The experiments were carried out 
for spilling and plunging breakers, from intermediate water depth to the plunging point 
(Yüksel, 2008). They obtained the following empirical formula for the equilibrium scour 
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depth, S, below a pipeline with diameter D with normal incidence of waves to the pipeline 
(see Fig. 1) 
 
   forbRP RP
S aU U
D
= 2 3000ˆ ˆ             (1) 
 
where a and b are coefficients given by the following values 
 
   ( , ) ( . , . )a b = 0 042 0 41                (2) 
 
The modified Ursell number is defined as 
 
  RP
HU
h D
λ
=
3 2
3 2                 (3) 
 
where H is the wave height, / kλ π= 2  is the wave length, k is the wave number determined 
from the dispersion relationship tanhgk khω =2 , /Tω π= 2  is the angular wave frequency, 
T is the wave period, g is the acceleration of gravity, and h is the water depth. This modified 
Ursell number is the product of the Ursell number, /RU H hλ= 2 3 ,  and ( / )H D 2 , as 
introduced by Cevik and Yüksel (1999). Equation (1) is valid for live-bed scour, for which 
crθ θ> , where θ  is the undisturbed Shields parameter defined by 
 
 
( )
w
g s d
τθ
ρ
=
− 501
                                                                   (4) 
 
 
 
 
 
Fig. 1. Definition sketch of scour depth (S) below a pipeline in shoaling conditions. 
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Here wτ  is the maximum bottom shear stress under the waves, ρ  is the density of the fluid, 
/ss ρ ρ=  is the sediment grain density to the fluid density ratio, sρ  is the sediment grain 
density, d50  is the median grain size diameter, and crθ  is the critical value of the Shields 
parameter corresponding to the initiation of motion at the bed, i.e. .crθ ≈ 0 05 .  
 
When the bed is sloping, the gravity gives a force component on the grain which may 
increase or decrease the threshold shear stress required from the flow. The threshold Shields 
parameter, crδθ , for initiation of motion of the grains at a bed sloping at an angle δ  to the 
horizontal in upsloping  flows is related to the value crθ  for the same grains on a horizontal 
bed by (see e.g. Soulsby (1997, Section 6.4)) 
 
  tancos
tan
cr
cr i
δθ δδ
θ φ
⎛ ⎞
= +⎜ ⎟⎝ ⎠
1                                                         (5) 
 
where iφ  is the angle of repose of the sediment. 
 
One should note that the scour process attains its equilibrium stage through a transition period. 
Cevik and Yüksel (1999) considered a minimum of 1000 waves for the equilibrium scour 
depth, since they found no significant changes in the equilibrium scour depth with waves 
more than 1000. Thus the approach is valid when it is assumed that the storm has lasted 
longer than the time scale of the scour. More details on the time scale for scour below 
pipelines are given in Sumer and Fredsøe (2002). 
 
It should also be noted that since Eq. (1) appears to be physically sound for RPU ≥ 0 , i.e. S 
equals zero for RPU = 0 , the formula can be taken to be valid from  RPU = 0 . This extension 
of Eq. (1) relies on the threshold of motion being exceeded, which for small values of the 
modified Ursell number may not be the case. 
 
The main results found by Cevik and Yüksel (1999) were that the scour depth in shoaling 
conditions is always larger than that for a horizontal bed for the same incident wave 
conditions. Moreover, the maximum scour depth occurs at the offshore side of the breaking 
depth. More discussion is given in Section 4. 
 
 
3. Scour in Random Waves      
 
3.1. Stochastic method 
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For scour below pipelines and around vertical piles in random waves Sumer and Fredsøe 
(1996, 2001) determined the properties of the random variables wave height H and wave 
period T to be used to represent the scour depth and width below pipelines and scour depth 
around slender vertical piles. By trial and error they found that the use of rmsH  (= root-mean-
square (rms) wave height) and pT  (= peak period of wave spectrum) in an otherwise 
deterministic approach gave the best agreement with data. Here a tentative stochastic 
approach will be outlined. The highest among random waves in a stationary narrow-band sea 
state is considered, as it is reasonable to assume that it is mainly the highest waves which are 
responsible for the scour response. It is also assumed that the sea state has lasted long enough 
to develop the equilibrium scour depth. The highest waves considered here are those 
exceeding the probability / n1 , / nH1 . The quantity of interest is the expected (mean) scour 
depth caused by the highest waves, which is given as 
 
  [ ]
/
/( ) | ( ) ( )
n
n
H
E S H H H n S H p H dH
∞
> = ∫
1
1                           (6) 
 
where ( )p H  is the probability density function (pdf) of H. More specifically, the present 
approach is based on the following assumptions: (1) the free surface elevation, ( )tζ , is a 
stationary Gaussian narrow-band process with zero expectation, and (2) the scour depth 
formulas for regular waves given in the previous section (Eqs. (1) to (3)), are valid for 
irregular waves as well. These assumptions are essentially the same as those given in 
Myrhaug and Rue (2003, 2005) and Myrhaug et al. (2004, 2007), where further details are 
found. 
 
Here the wave height distribution including shoaling and breaking on planar beaches given 
by Mendez et al. (2004) is adopted, given by the cumulative distribution function (cdf) 
 
  
ˆ( )ˆ ˆ( ) exp ;ˆ
HP H H
H
φ κ
κκ
⎡ ⎤⎛ ⎞⎢ ⎥= − − ≤ <⎜ ⎟
−⎢ ⎥⎝ ⎠⎣ ⎦
2
11 0
1
                      (7) 
 
where ˆ / rmsH H H=  is the dimensionless wave height , and max/rmsH Hκ =  is a shape 
parameter where maxH  is the maximum wave height; κ  depends on the shoaling coefficient 
and a breaking-wave decay coefficient, and 
 
  ( ) ..( ) ;φ κ κ κ= − ≤ ≤1 1870 9441 0 1                                      (8) 
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It should be noted that κ = 0  corresponds to the seaward conditions, i.e. before shoaling, 
where Eq. (7) reduces to the Rayleigh distribution. The waves are assumed to be narrow-
banded in frequency seaward the breaking zone, which is consistent with the Rayleigh pdf for 
the wave height distribution. Moreover, for the asymptotic case of κ = 1 , Eq. (7) reduces to 
the Dirac delta distribution. More details are given in Mendez et al. (2004). 
 
It should also be noted that rmsH  represents a local value, which in the Mendez et al. (2004) 
distribution is at a between the seaward value ,rmsH 0  at the location where initiation of 
breaking occurs, and the shoreline value. It is also assumed that the shallow water assumption 
applies at the seaward boundary. Mendez et al. (2004) give the following relationship 
between the local and seaward values 
 
  
/
,( )rms rms
hH H
h
φ κ⎛ ⎞= ⎜ ⎟⎝ ⎠
1 4
0
0                                                      (9) 
 
where /( / )h h 1 40  is the shoaling coefficient for shallow water waves, h0  is the water depth at 
the seaward location, h h mx= −0 , m is the bed slope, and x is the horizontal coordinate with 
x = 0  at the seaward location and positive towards the shoreline. Thus, if κ = 0  (and 
consequently that ( )φ κ = 1 ) between the seaward location and the shoreline, it means that κ  
only depends on the shoaling coefficient, and that wave breaking is neglected. It should be 
noted that there are restrictions on κ  for a given water depth; a tentative relationship based 
on wave parameters within a limited range is given in Mendez et al. (2004, Section 4.1). 
  
For a narrow-band process zω ω=  where zω  is the mean zero-crossing wave frequency, and 
Eq. (1) can be re-arranged to 
 
  /ˆ ˆ bb
RP rms
S DS H
aU
≡ = 3                                                               (10) 
where 
  ;rmsRPrms RPrms
HU U
h D
λ=
3 2
3 2 2 30001 1                               (11) 
 
Here / kλ π= 2  is the wave length based on the wave number corresponding to zω , 
determined from tanhz gk khω =2 . 
 
Now the mean scour depth caused by the / n1 ’th highest waves follows from Eq. (6) as 
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ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( )
n
b
n
H
E S H H H n H p H dH
κ⎡ ⎤> =⎣ ⎦ ∫
1
1
3
1                              (12) 
 
where ˆ ˆ ˆ( ) ( ) /p H dP H dH=  with ˆ( )P H  as given in Eq. (7), and /ˆ nH1  is given in Mendez et al. 
(2004) as 
 
  ( )/
lnˆ
lnn
nH
nφ κ κ= +1                                                          (13) 
  
For κ = 0 , i.e. at the seaward location, the result of Eq. (12) is 
 
  ( ) /ˆ ˆ ˆ ˆ| , ln
( . , . ) ; ( , ), .
nE S H H H n b n
n b
⎛ ⎞⎡ ⎤> = Γ +⎜ ⎟⎣ ⎦ ⎝ ⎠
= = =
1
31
2
1 54 2 07 3 10 0 41
        (14) 
 
where ( , )Γ gg  is the incomplete gamma function, and with /ˆ lnnH n=1  from Eq. (13). 
 
The local value of RPrmsU  in Eq. (11) can also be expressed in terms of the seaward value 
,RPrmsU 0 , as elaborated in the following. In shallow water tanh kh kh≈ ; thus z gk hω =
2 2 . 
Since zω  is constant, it follows that /h hλ λ=2 20 0  where λ0  refers to the seaward location. 
By using this together with Eq. (9), Eq. (11) can be re-arranged to 
 
  
/
,( )RP rms RP rms
hU U
h
φ κ⎛ ⎞= ⎜ ⎟⎝ ⎠
11 4
30
0                                              (15) 
where 
  ,,
rms
RP rms
H
U
h D
λ
=
3 2
0 0
0 3 2
0
                                                              (16) 
 
 
3.2.  Alternative view of scour process. Approximate method 
 
An alternative pragmatic view of the scour process below pipelines and around a single 
vertical pile under random waves is that of Sumer and Fredsøe (1996, 2001) referred to in 
Section 3.1. They looked for which parameters of the random waves to represent the scour 
variable, finding by trial and error that the use of rmsH  and pT  in an otherwise deterministic 
approach gave the best agreement with data. 
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This alternative view of the scour process will now be considered using the results of the 
present stochastic method. The question is how well the mean scour depth caused by the 
/ n1 ’th highest waves, [ ]/( ) | nE S H H H> 1  (see Eq. (6)), can be represented by using the 
mean of the / n1 ’th highest waves in the scour depth formula for regular waves, i.e. 
[ ]( )/ nS E H1 .  
 
An alternative modified Ursell number for random waves is defined as 
 
  
[ ]( )/
/
n
RP n
E H
U
h D
λ
=
3 2
1
1 3 2                                                        (17) 
 
which can be re-arranged to 
 
  ( )/ /ˆRP n RP rms nU U E H⎡ ⎤= ⎣ ⎦ 31 1                                                   (18) 
 
where RPrmsU  is given in Eq. (11) and 
 
  ( )
/
/
/
ˆ
ˆ ˆ ˆ ˆ
n
n
H
E H n Hp H dH
κ
⎡ ⎤ =⎣ ⎦ ∫
1
1
1                                                 (19) 
 
Now the results of the alternative view of the scour process are obtained by replacing RPU  
with /RP nU 1  in the regular wave formula in Eq. (1), giving 
 
  ( )/ˆ bbRP rms nS aU E HD ⎡ ⎤= ⎣ ⎦ 31                                                    (20) 
 
The following polynomial functions for /ˆ nE H⎡ ⎤⎣ ⎦1  for ( , )n = 3 10  are given by Mendez et al. 
(2004, Table 1) 
 
 /
. . . . .ˆ ;
. . . . .n
E H nκ κ κ κ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎡ ⎤ = − − + − =⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎣ ⎦ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
2 3 4
1
1 416 0 140 0 749 0 887 0 413 3
1 800 0 830 0 477 0 985 0 478 10
  
                                                                                                                        
                                                                                                                     (21) 
 
For κ = 0  (at the seaward location x = 0 ), Eq. (20) gives (as a consequence of Eqs. (15) and 
(19)) 
 
  ( ), / ,ˆ bbRP rms nS aU E HD ⎡ ⎤= ⎣ ⎦ 30 1 0                                                 (22) 
 
  
145
where / ,ˆ nE H⎡ ⎤⎣ ⎦1 0  is based on the results for the Rayleigh distribution given in Eq. (21) with 
κ = 0  for ( , )n = 3 10 . 
 
 
 
3.3.  Shields parameter 
 
Following Myrhaug (1995) it can be shown that the bottom shear stress maxima for 
individual narrow-band random waves are Weibull distributed with the cdf 
 
  ( ) ( )ˆ ˆ ˆexp ; , .P βτ τ τ β= − − ≥ =1 0 1 35                           (23) 
 
where ˆ /w wrmsτ τ τ=  is the non-dimensional shear stress, and, by definition 
 
  
.
.wrms rms rms
A U
z
τ
ρ
−⎛ ⎞
= ⎜ ⎟⎝ ⎠
0 52
2
0
11 39
2
                                              (24) 
Here /z d=0 50 12  is the bed roughness, rmsA  is the rms value of the near-bed orbital 
displacement amplitude related to rmsH  by 
 
  
sinh
rms
rms
HA
kh
=
2
                                                                  (25) 
 
and rms z rmsU Aω=  is the rms value of the near-bed orbital velocity amplitude. By taking 
ˆ / rmsθ θ θ=  and defining a Shields parameter, where the wave-related quantities are replaced 
by their rms-values in Eq. (4), i.e. 
 
  /
( )
wrms
rms g s d
τ ρθ =
− 501
                                                                (26) 
 
it follows that ˆ ˆθ τ= , and thus θˆ  is distributed as τˆ , i.e. with the cdf 
 
  ( )ˆ ˆ ˆ( ) exp ; , .P βθ θ θ β= − − ≥ =1 0 1 35                             (27) 
 
For random waves it is not obvious which value of the Shields parameter to use to determine 
the conditions corresponding to live-bed scour. However, it seems to be consistent to use 
corresponding statistical values of the scour depth and the Shields parameter, e.g. /ˆ nE θ⎡ ⎤⎣ ⎦1 , 
which for the cdf in Eq. (27) is given by 
 
 ( ) ( ) ( )/ˆ , ln . , ln . , . for ,nE n n n n nθ β
⎛ ⎞⎡ ⎤ = Γ + = Γ = =⎜ ⎟⎣ ⎦ ⎝ ⎠1
11 1 74 1 70 2 40 3 10  
  
                                                                                                                     (28) 
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Moreover 
  
/
ˆ .rmsθ β
⎡ ⎤⎛ ⎞
= Γ + =⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
1 2
21 1 14                                                  (29) 
 
        ( ) ( ) ( ) ( )/ ./ˆ ln ln . , . for ,n n n nβθ = = = =1 0 741 1 07 1 85 3 10           (30) 
 
This is used in conjunction with Eq. (5) when the bed is sloping. 
 
 
4. Results and Discussion 
 
For the scour depth below pipelines in shoaling conditions no data exist for random waves in 
the open literature. Therefore the results in this section should be taken as tentative, and data 
for comparisons are required before any conclusion can be made regarding the validity of the 
approach. However, in the meantime the method should be useful as an engineering approach; 
an example is given to demonstrate the use of the method. 
 
 
4.1.  Main results 
 
Figure 2 shows /S D  versus RPrmsU  for values of κ  in the range 0 to 0.8 according to the 
stochastic method in Eq. (12) exemplified by n = 3  and n = 10 . It should be noted that the 
effect of shoaling including breaking increases as κ  increases. From Fig. 2 it appears that: 
/S D  increases as RP rmsU  increases for a given value of κ  , i.e. /S D  increases as the wave 
activity increases at a given location at the sloping bed; and /S D  decreases as κ  increases 
for a given value of RPrmsU , i.e. which overall means that /S D  decreases as the effect of 
shoaling including breaking increases. Both these effects are physically sound. It should be 
noted that 
/
,RP rms RP rms
hU U
h
⎛ ⎞
= ⎜ ⎟⎝ ⎠
11 4
0
0  for κ = 0 (see Eq. (15)), i.e. in this case shoaling does not 
include breaking. 
 
Figure 3 shows the ratio between the approximate and the stochastic method versus κ  for 
n = 3  and n = 10 , i.e. 
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Fig. 2. Scour depth in shoaling conditions versus RPrmsU  and κ ; here /S D  represents 
( ) /ˆ ˆ/ | nE S D H H⎡ ⎤>⎣ ⎦1  for n = 3  (left figure) and n = 10  (right figure), respectively. 
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Fig. 3. Ratio between approximate method and stochastic method according to Eq. (31) versus 
κ  for n = 3  and n = 10 . 
 
 
It appears that this ratio is very close to 1 for all κ  values, suggesting that the scour depth 
formula for regular waves can be applied for random waves if the random waves are 
represented by the mean of the / n1 ’th highest waves; exemplified here for n = 3  and n = 10 . 
Thus this justifies that the approximate method can replace the stochastic method in 
engineering applications. 
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However, the most appropriate statistical value of the scour depth to use is not conclusive; it 
will depend on the problem considered, and it is subject to the designer’s judgment. 
 
 
4.2.  Example of calculation 
 
This example is included to demonstrate the application of the approach. The given flow 
conditions are: 
 
Water depth at seaward location, h =0 3m 
Local water depth, .h = 1 5m 
Significant wave height at seaward location, , .sH =0 0 28m 
Mean wave period, .zT = 9 1 s, corresponding to .zω = 0 690 rad/s 
Median grain diameter (very fine sand according to Soulsby, 1997, Fig. 4), .d =50 0 1mm 
Pipe diameter, .D = 0 2m 
Bed slope, /m = 1 10 ; corresponding to .δ = 5 7 degrees 
Angle of repose of sediment (Soulsby, 1997, Section 2.3), iφ = 32degrees 
Shape parameter, .κ = 0 4  
.s = 2 65  (as for quartz sand) 
Critical Shields parameter of sloping bed for .crθ = 0 05  (Eq. (5)), .crδθ = 0 058  
 
The calculated quantities are given in Table 1. Here the rms wave height at the seaward 
location is given according to the Rayleigh distribution of the seaward wave height, i.e. 
, , /rms sH H=0 0 2 ; k0  is the wave number determined from the shallow water dispersion 
relationship z gk hω =2 20 0  (which is a good approximation for the value ' .k =0 0 130 rad/m 
determined from ' tanh 'z gk k hω =2 0 0 0 ). The Ursell number ,R rmsU 0  is calculated to check if 
linear wave theory is applicable; for regular waves it is required that RU 151  (Skovgaard et 
al., 1974); here the value is 18 which is only slightly larger than 15; therefore linear wave 
theory is assumed to be applicable. ,rmsA 0  is determined from Eq. (25) for shallow water, i.e. 
, , / , , /
ˆ/ ;rms rms n rms nA H k h E Eθ θ θ⎡ ⎤⎡ ⎤= =⎣ ⎦ ⎣ ⎦0 0 0 0 1 0 0 12  by using Eq. (28), noticing that the values 
for ( , )n = 3 10  exceed the critical Shields parameter .crδθ = 0 058 . 
 
As shown in Fig. 3, Eq. (20) can be used to calculate the scour depth for n = 3  and n = 10 . 
The results in Table 1 are obtained by substituting /ˆ nE H⎡ ⎤⎣ ⎦1  for ( , )n = 3 10  and κ = 0  from 
Eq. (21) in Eq. (20). Thus, it appears that the scour depth at the seaward location is given by 
4.2 cm and 5.6 cm for the random waves represented by [ ]/E H1 3  and [ ]/E H1 10 , respectively. 
  
149
 
First, consider .κ = 0 4 , meaning that shoaling includes breaking. At the local water depth it 
appears that the Ursell number is significantly larger than 15 (i.e. RrmsU = 44 ), suggesting that 
linear wave theory is not applicable, and that an appropriate wave theory should be used. 
However, in the present example linear wave theory is used to serve the purpose of 
demonstrating the use of the method. It is noted that [ ]/ nE θ1  for ( , )n = 3 10  exceed 
.crδθ = 0 058 . The scour depth results in Table 1 are obtained by substituting /ˆ nE H⎡ ⎤⎣ ⎦1  for 
( , )n = 3 10  and .κ = 0 4  from Eq. (21) in Eq. (20). It appears that the scour depth at the local 
water depth is given by 3.6 cm and 4.0 cm based on using [ ]/E H1 3  or [ ]/E H1 10 , respectively, 
i.e. giving the reasonable result that both values are smaller than the corresponding values at 
the seaward location. 
 
 
Table 1.  Example of calculation at the seaward location and at a local water depth 
At the seaward location ;   h =0 3 m, κ = 0  
.rmsH 0 (m) 0.20 
k0 (rad/m) 0.127 
λ0 (m) 49.5 
, , /Rrms rmsU H hλ= 2 30 0 0 0  18 
,rmsA 0 (m) 0.26 
,rmsU 0 (m/s) 0.18 
, /rmsA z0 0  31 200 
,rmsθ 0 , Eqs. (24) and (26) 0.064 
/ , , ( , )nE nθ⎡ ⎤ =⎣ ⎦1 0 3 10  0.11, 0.15 
,RP rmsU 0 , Eq. (16) 18 
(m), ( , )S n = 3 10 , Eq. (20) 0.042, 0.056 
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 Local water depth; 
.h = 1 5 m, .κ = 0 4  
(i.e. shoaling 
including breaking) 
Local water depth; 
.h = 1 5 m, κ = 0   
(i.e. shoaling without 
breaking) 
rmsH (m), Eqs. (8) and (9) 0.12 0.24 
/(m) ( / )h hλ λ= 1 20 0  35 35 
/Rrms rmsU H hλ= 2 3  44 88 
rmsA (m) 0.22 0.44 
rmsU (m/s) 0.15 0.30 
/rmsA z0  26 400 52800 
rmsθ , Eqs. (24) and (26) 0.049 0.135 
[ ]/ , ( , )nE nθ =1 3 10  0.083, 0.11 0.23, 0.32 
RP rmsU , Eq. (11) 16 125 
( ), ( , )S m n = 3 10 , Eq. (20) 0.036, 0.040 0.093, 0.125 
 
 
Second, consider κ = 0 , meaning that the waves are shoaling without breaking. At the local 
water depth it appears that the Ursell number is even larger than in the first case with .κ = 0 4 , 
but linear wave theory is still used to demonstrate the use of the method. It  appears that the 
scour depth at the local water depth is given by 9.3 cm and 12.5 cm based on the two 
statistical values considered, i.e. giving the reasonable results that both values are larger than 
the corresponding values at the seaward location. 
 
Thus this example demonstrates the features shown in Fig. 2. That is; first, for shoaling 
including breaking the scour depth is reduced compared with that at the seaward location; and 
second, for shoaling without breaking the scour depth increases compared with that at the 
seaward location. 
 
 
5. Summary 
 
1. A practical approach for estimating the scour depth below a pipeline exposed to random 
waves with normal incidence to the pipeline in shoaling conditions is provided. The 
approach is valid for non-breaking and breaking waves. Moreover, it is valid for 
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RP rmsU2 30001 1 , provided that the threshold of motion of sand grains is exceeded. 
 
2. The present results suggest that the scour depth formula for regular waves can be applied 
for random waves if the random waves are represented by the mean of the / n1 ’th 
highest waves; exemplified here for n = 3  and n = 10 . 
 
Although simple, the present approach should be useful as a first approximation to represent 
the stochastic properties of the scour depth below pipelines in shoaling conditions under non-
breaking and breaking random waves. However, comparisons with data are required before a 
conclusion regarding the validity of this approach can be given. In the meantime the method 
should be useful as an engineering tool for the assessment of scour and in scour protection 
work. 
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Abstract# 
This paper provides a stochastic method by which the random wave-induced scour depth at 
the trunk section of vertical-wall and rubble-mound breakwaters can be derived. Here the 
formulas for regular wave-induced scour depth provided by Xie (1981) for vertical-wall 
breakwater and Sumer and Fredsøe (2000) for rubble-mound breakwater are used. These 
formulas are combined with describing the waves as a stationary Gaussian narrow-band 
random process to derive the random wave-induced scour depth. Comparisons are made 
between the present method and the Sumer and Fredsøe (2000) random wave scour data for 
rubble-mound breakwater, as well as the Hughes and Fowler (1991) random wave scour data 
and formula for vertical-wall breakwater. A tentative approach to random wave-induced 
scour at a vertical impermeable submerged breakwater is also suggested. 
 
Keywords: Breakwater; Rubble-mound; Vertical-wall; Vertical impermeable submerged               
breakwater; Scour depth; Random waves; Stochastic method 
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1. Introduction 
 
The occurrence of scour around breakwaters is one of the major failure modes of these 
structures (see e.g. Sumer and Fredsøe (2002)). During the lifetime of a breakwater, it may 
experience a range of seabed conditions, i.e. the bed may be flat or rippled; the structure may 
be surrounded by scour holes. This is caused by the complicated flow generated by the 
interaction between the incoming flow, the structure and the seabed. The results will depend 
on the incoming flow velocity (e.g. the relative magnitude between waves and current), the 
geometry of the seabed and the bed material, as well as the ratio between the oscillatory fluid 
particle excursion amplitude and a characteristic length of the structure. Furthermore, real 
waves are stochastic, making the problem more complex. Further details on the background 
and complexity as well as reviews of the problem are given in e.g. Whitehouse (1998) as well 
as Sumer and Fredsøe (2002). 
 
The purpose of the present paper is to provide a tentative engineering approach by which the 
random wave-induced scour depth at the trunk section of a breakwater can be derived. Both 
vertical-wall and rubble-mound breakwaters are considered. Here the formulas for regular 
wave-induced scour depth given by Xie (1981) for vertical-wall breakwaters and by Sumer 
and Fredsøe (2000) for rubble-mound breakwaters are used. The wave motion is assumed to 
be a stationary Gaussian narrow-band random process, and the random wave-induced scour 
depth is derived. Comparisons are made between the present approach predictions and the 
Sumer and Fredsøe (2000) random wave-induced scour data for rubble-mound breakwater, as 
well as the Hughes and Fowler (1991) random wave-induced scour data and formula for 
vertical-wall breakwater. A similar approach was applied by Myrhaug et al. (2004), where the 
scour depth and protection layer width around the head of vertical-wall breakwaters, the 
scour and deposition depths as well as the protection layer widths at the round head of rubble-
mound breakwaters in random waves were derived. The results in Hughes and Fowler (1991) 
and Sumer and Fredsøe (2000) show that the maximum scour depth for random waves is 
generally reduced compared with that for regular waves; it is typically reduced by a factor 2. 
A tentative approach to random wave-induced scour at a vertical impermeable submerged 
breakwater based on a formula for regular waves presented by Lee and Mizutani (2008) is 
also suggested. 
 
 
2. Scour in Regular Waves 
 
The maximum scour depth at the trunk section of a vertical-wall breakwater exposed to 
normally incident regular waves was investigated in laboratory tests by Xie (1981). Data 
were obtained for suspension mode transport of fine sediments with the median grain size 
diameter 50d = 0.106 mm (and one test with 50d = 0.20 mm). The following empirical formula 
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for the maximum scour depth S for regular waves with incident wave height H and wave 
length L at a water depth h (see Fig. 1) was obtained 
 
   1.35
0.4
(sinh )
S
H kh
=                (1) 
 
Here 2 /k Lπ=  is the wave number determined from the dispersion relationship 
2 tanhgk khω = , where 2 /Tω π=  is the angular wave frequency, and T is the wave period. 
 
Sumer and Fredsøe (2000) found a similar empirical formula for the maximum scour depth at 
the trunk section of a vertical-wall breakwater corresponding to no-suspension mode 
transport of coarse sand with 50d = 0.20 mm: 
 
   1.35
0.3
(sinh )
S
H kh
=                (2) 
 
Sumer and Fredsøe (2000) also investigated the maximum scour depth at the trunk section of 
a rubble-mound breakwater under regular and irregular waves. Data were obtained for no-
suspension mode transport of coarse sand with 50d = 0.20 mm for breakwater slopes 
o30α =  
and 40o for regular waves and o40α =  for irregular waves. For regular waves they found that 
the data can be represented by the empirical formula (see Fig. 2) 
 
   1.35
( )
(sinh )
S f
H kh
α=                (3) 
 
where 
   o o( ) 0.3 1.77exp ; 30 90
15
f αα α⎛ ⎞= − −⎜ ⎟⎝ ⎠ 1 1            (4) 
 
Thus Eqs. (1) to (4) can be represented by Eq. (3) with 
 
   ( ) 1.77exp
15
f c αα ⎛ ⎞= − −⎜ ⎟⎝ ⎠               (5) 
where 
   o o0.3 ; 30 90c α= 1 1  for coarse sand            (6) 
   o0.4 ; 90c α= =  for fine sand             (7) 
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Figure 1. Definition sketch of scour depth (S) at the trunk section of a vertical-wall breakwater, 
where H is the incident wave height and L is the incident wave length. 
 
 
 
Figure 2. Definition sketch of scour depth (S) at the trunk section of a rubble-mound 
breakwater, where H is the incident wave height and L is the incident wave length. 
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All these equations are valid for live-bed scour, for which crθ θ> , and θ  is the undisturbed 
Shields parameter defined by 
 
   
50( 1)
w
g s d
τθ
ρ
=
−
               (8) 
 
where wτ  is the maximum bottom shear stress under waves, ρ  is the density of the fluid, g  
is the acceleration of gravity, /ss ρ ρ=  is the sediment grain density to fluid density ratio, sρ  
is the sediment grain density, and crθ  is the critical value of motion at the bed, i.e. 0.05crθ ≈ . 
In addition to θ , the mode of sand transport is governed by the fall velocity parameter */w u  
where w  is the fall velocity of sand grains, and 1/ 2* ( / )wu τ ρ=  is the friction velocity. The 
sand transport will be in the suspension mode if sθ θ>  and */ 1w u < ; otherwise the sand 
transport is in the no-suspension mode. Here sθ  is the critical value for initiation of 
suspension from the bed, depending on the grain Reynolds number * 50u d ν  where ν is the 
kinematic viscosity of the fluid. According to Sumer and Fredsøe (2002, Eq. (7.7)) sθ  is 
given by 
 
 
0.05
* 50 * 50 * 500.7exp 0.04 0.26 1 exp 0.025s
u d u d u dθ
ν ν ν
− ⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞
= − + − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦
          (9) 
 
It should be noted that this relationship is strictly only valid for the initiation of suspension 
from the bed in the case of steady currents, but to a first approximation it can be used for 
waves (see Sumer and Fredsøe (2002) for more details). 
 
One should note that the scour process attains its equilibrium stage through a transition period. 
Thus the approach is valid when it is assumed that the storm has lasted longer than the time 
scale of the scour. 
 
A vertical-wall breakwater exposed to normally incident regular waves will cause the waves 
to be reflected, and the superposition of these waves results in a standing wave. The standing 
wave generates a steady streaming field, i.e. a system of bottom and top recirculating cells. 
The bottom cells are related to the bottom boundary layer flow, which cause the sediments to 
respond; the response depends on the Shields parameter and the fall velocity parameter. Thus 
the scour process is a consequence of this response. For a rubble-mound breakwater there are 
two changes; the breakwater is made of rubble, and it has a sloping wall meaning that the 
reflection coefficient is reduced. However, the standing wave-induced steady streaming is 
also the main mechanism causing the scour at the trunk of a rubble-mound breakwater. More 
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details on the time scale of the scour process as well as the mechanisms of the scour are given 
in Sumer and Fredsøe (2000, 2002). 
 
In the following it is assumed that the bottom shear stresses can be calculated from the 
progressive wave boundary layer rather than from the standing wave boundary layer. Thus 
the maximum bottom shear stress within a wave cycle is taken as 
 
   21
2
w
wf U
τ
ρ =                (10) 
 
where U is the near-bed orbital velocity amplitude, and wf  is the wave friction factor, which 
here is taken as (Soulsby, 1997, Eq. (62a)) 
 
   
0.52
0
1.39w
Af
z
−⎛ ⎞= ⎜ ⎟⎝ ⎠
              (11) 
 
Here /A U ω=  is the near-bed orbital displacement amplitude, and 0 50 /12z d=  is the bed 
roughness. Eq. (11) is valid for rough turbulent flow under sinusoidal waves and is obtained 
as best fit to data in the range 5010 / 10A z1 1  . Moreover, A is related to the linear wave 
height by 
 
   
2sinh
HA
kh
=                (12) 
 
 
3. Scour in Random Waves 
 
3.1.   Stochastic method 
 
For scour below pipelines and around vertical piles in random waves Sumer and Fredsøe 
(1996, 2001) determined the properties of the random variables wave height H and wave 
period T to be used to represent the scour depth and width below pipelines and scour depth 
around slender vertical piles. By trial and error they found that the use of rmsH  (= root-mean-
square (rms) wave height) and pT  (= spectral peak period) in an otherwise deterministic 
approach gave the best agreement with data. Here a tentative stochastic approach is outlined. 
The highest among random waves in a stationary narrow-band sea state are considered, as it 
is reasonable to assume that it is mainly the highest waves which are responsible for the scour 
response. It is also assumed that the sea state has lasted long enough to develop the 
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equilibrium scour depth S. The highest incident waves considered here are those with the 
random wave heights H exceeding the probability / n1 , / nH1 . The quantity of interest here is 
the expected (mean) scour depth caused by the highest waves, which is given as 
 
   ( ) ( ) ( )
/
/|
n
n
H
E S H H H n S H p H dH
∞
> =⎡ ⎤⎣ ⎦ ∫
1
1
           (13) 
 
where ( )p H  is the probability density function (pdf). More specifically, the present approach 
is based on the following assumptions: (1) the free surface elevation ( )tζ of the incident 
waves is a stationary Gaussian narrow-band random process with zero expectation described 
by the single-sided spectral density ( )Sζζ ω , and (2) the scour depth formulas for regular 
waves given in the previous section (Eqs. (1) to (7)), are valid for irregular waves as well. 
These assumptions are essentially the same as those given in Myrhaug et al. (2004), where 
further details are found. 
 
Based on the present assumptions, the time-dependent near-bed orbital displacement ( )a t  and 
the velocity ( )u t  are both stationary Gaussian narrow-band processes with zero expectations 
and with single-sided spectral densities 
 
   ( ) ( )
sinhaa
S
S
kh
ζζ ωω = 2               (14) 
 
   ( ) ( ) ( )
sinhuu aa
S
S S
kh
ζζω ωω ω ω= =
2
2
2                        (15) 
 
It follows from the narrow-band assumption that the near-bed orbital displacement amplitude, 
A, the near-bed orbital velocity amplitude, U, and the linear wave height, H, are Rayleigh-
distributed with the cumulative distribution function (cdf) given by 
 
   ( ) ( )ˆ ˆ ˆexp ; / rmsP x x x x x= − − = ≥21 0           (16) 
 
where x represents A, U or H, and rmsx  is the rms-value of x representing rmsA , rmsU  or rmsH . 
 
Now rmsA , rmsU  and rmsH   are related to the zeroth moments of the amplitude, velocity and 
free surface elevation spectra  aam0 , uum0  and m ζζ0 , respectively, given by 
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   ( )rms aa aa aaA m S dσ ω ω
∞
= = = ∫2 20
0
2 2 2             (17) 
   ( )rms uu uu uuU m S dσ ω ω
∞
= = = ∫2 20
0
2 2 2             (18) 
   ( )rmsH m S dζζ ζζ ζζσ ω ω
∞
= = = ∫2 20
0
8 8 8             (19) 
 
From Eqs. (17) and (18), it also appears that uu aam m=0 2 , where aam2  is the second moment 
of the amplitude spectrum. The wave frequency ω  is taken as the mean zero-crossing 
frequency for near-bed orbital displacement, zω , which is obtained from the spectral 
moments of ( )a t , giving  
 
   
/ /
aa uu rms
z
aa aa rms
m m U
m m A
ω ω
⎛ ⎞ ⎛ ⎞
= = = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
1 2 1 2
2 0
0 0
           (20) 
 
where Eqs. (17) and (18) have been used. This result is valid for a stationary Gaussian 
random process. 
 
For a narrow-band process zT T=  where 2 / 2 /z z rms rmsT A Uπ ω π= =  is the mean zero-
crossing wave period, and where Eq. (20) has been used. Eq. (3) can be re-arranged to 
 
   1.35
/ ˆ
( ) /(sinh )
rmsS Hs H
f khα
≡ =              (21) 
 
 where ˆ / rmsH H H= , and k  is the wave number corresponding to zω  from 
2 tanhz gk khω = . 
Since s is distributed as Hˆ , i.e. given by the Rayleigh cdf in Eq. (16), it follows from Eq. (13) 
that 
 
   
[ ] ( )
( ) ( ) ( )
1/ 1/ 1/ 1/
ˆ ˆ ˆ ˆ ˆ ˆ ˆ| |
1.5, ln 1.42,1.80 for 3,10
n n n nE s E s H H H E H H H E H
n n n
⎡ ⎤ ⎡ ⎤ ⎡ ⎤≡ > = > ≡⎣ ⎦ ⎣ ⎦⎣ ⎦
= Γ = =
          (22) 
                                                                                                                      
 
where ( ),Γ ⋅ ⋅  is the incomplete gamma function, and by using that 1/ˆ lnnH n= . Moreover, 
 
   ˆ 1rms rmss H= =                (23) 
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Thus it follows that the random wave-induced scour depth is obtained by using the regular 
wave-induced scour depth formula if the random waves is represented by zT T=  and H  by a 
characteristic statistical value, i.e. [ ]1/ nE H  or rmsH .  
 
 
3.2.  Scour prediction at vertical walls by Hughes and Fowler (1991) 
 
The maximum scour depth at the foot of a vertical wall exposed to normally incident 
irregular waves was investigated in laboratory tests by Hughes and Fowler (1991). Data were 
obtained for fine sand with 50 0.13d = mm, and the following empirical formula for the 
maximum scour depth mS : 
 
   ( ) ( )0.35
0.05
sinh
m
rms pm p
S
U T k h
=              (24) 
 
Here pk  is the wave number determined from the dispersion relationship 
2 tanhp p pgk k hω = , 
where 2 /p pTω π=  is the spectral peak frequency, and ( )rms mU  is given by the empirical 
formula 
 
   
( )
0
1.52 0.54cosh
4 cosh 2.8
rms pm
p p m p
U k h
gk T H k hπ
⎡ − ⎤⎛ ⎞
= ⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
          (25) 
 
Eq. (25) is valid in the range 0.05 3.0pk h< < , and 0mH  is the significant wave height of the 
incident waves, which is related to rmsH  by 0 2m rmsH H=  when H is Rayleigh-distributed. 
Moreover, there is also a relationship between pT  and zT  , i.e. p zT bT=  where b is a 
coefficient, which will be further discussed in Section 4. 
 
In order to compare the results of the predictions in this section and in Section 4.1, a 
relationship between pk  and k  is required, which is obtained from 
 
   2 tanh tanhp pb k h k h kh kh=              (26) 
 
This determines pk h  for given kh , or vice versa. 
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3.3.  Shields parameter, fall velocity parameter and grain Reynolds number 
 
Following Myrhaug (1995), it can be shown that the bottom shear stress maxima for 
individual narrow-band progressive random waves are Weibull-distributed with the cdf  
 
   ( ) ( )ˆ ˆ ˆ1 exp ; 0, 1.35P βτ τ τ β= − − ≥ =             (27) 
 
where ˆ /w wrmsτ τ τ=  is the non-dimensional shear stress and by definition 
 
   
0.52
2
0
11.39
2
wrms rms
rms
A U
z
τ
ρ
−⎛ ⎞
= ⎜ ⎟⎝ ⎠
             (28) 
 
By taking ˆ / rmsθ θ θ=  and defining a Shields parameter where the wave-related quantities are 
replaced by their rms-values in Eq. (8), i.e. 
 
   
50
/
( 1)
wrms
rms g s d
τ ρθ =
−
              (29)  
 
 
it follows that ˆ ˆθ τ= , and thus θˆ  is distributed as τˆ , i.e. with the cdf 
 
   ( ) ( )ˆ ˆ ˆ1 exp ; 0, 1.35P βθ θ θ β= − − ≥ =            (30) 
 
Moreover, the fall velocity parameter */w u  and the grain Reynolds number * 50u d ν  are 
obtained by using that 
 
   2* ˆ wrmsu
τθ
ρ
=                (31) 
 
 
 
4.  Results and Discussion 
 
Comparisons will now be made between predictions and measurements for rubble-mound 
breakwater (Sumer and Fredsøe, 2000) and for a vertical wall (Hughes and Fowler, 1991), 
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representing random wave conditions. Finally, the Shields parameter, the fall velocity 
parameter and the grain Reynolds number are discussed. 
 
 
4.1.  Rubble-mound breakwater 
 
As referred to in Section 2, Sumer and Fredsøe (2000) made tests with irregular waves, and it 
should be noted that these waves were generated using the same procedure as for the irregular 
wave tests for scour below pipeline (Sumer and Fredsøe, 1996) and around vertical circular 
pile (Sumer and Fredsøe, 2001). Based on the results presented in Sumer and Fredsøe (1996, 
Table 1 and Fig. 3), it is found that the ratio between the peak period and the mean zero-
crossing period is about / 1.5p zT T = . Thus Eq. (26) with 1.5b =  is used to compare the Sumer 
and Fredsøe (2000) data with the present stochastic method predictions. In this paper the 
irregular wave data for the scour depth given in Sumer and Fredsøe (2000, Table 1) (i.e. the 
five data sets referred to as Run 15 to 19) are used for comparison. The slope of the 
breakwater is o40α = , and the data represent coarse sand conditions ( 50 0.20d = mm). 
 
Figure 3 shows comparison between prediction and measured data of  / rmsS H  versus /h L , 
where 2 /L kπ=  is the wave length corresponding to the wave number k  (i.e. related to the 
mean zero-crossing wave period). The predictions correspond to using Eq. (5) with 0.3c =  
(coarse sand) and represented by the values [ ]1/3E s , [ ]1/10E s  and rmss  given in Eqs. (21) to 
(23). Overall, although the data basis used for comparison is limited, the results in Fig. 3 
suggest that the present stochastic method represented by rmss  can be taken to represent an 
upper value of the data, and that this value can be used for design purposes. However, 
comparison with more data is required to support this. 
 
 
4.2.  Vertical-wall breakwater 
 
Figure 4 shows comparison between predictions and measured data of  / rmsS H  versus /h L . 
The data used here represent the vertical wall data for fine sand ( 50 0.13d = mm) presented by 
Hughes and Fowler (1991, Fig. 6). The Hughes and Fowler (1991) model given in Eqs. (24) 
and (25) is shown together with the present stochastic method predictions with 0.4c =  (fine 
sand) and o90α =  in Eq. (5).  It should be noted that Eq. (26) with 1.5b =  is used to compare 
the present stochastic method predictions with the data as well as the predictions by the 
Hughes and Fowler model. This value of b is used because the relationship between pT  and 
zT  is not available in Hughes and Fowler (1991). From Fig. 4 it appears that the Hughes and 
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Fowler model gives the best representation of the data. Moreover, the present stochastic 
method represented by rmss  gives larger values than the data and the Hughes and Fowler 
model for lower values of /h L , while it agrees well with the data and the Hughes and 
Fowler model for higher values of /h L . The other model predictions representing [ ]1/3E s  
and [ ]1/10E s  give larger values than those represented by rmss . Overall, although the data 
basis used for comparison is limited, this suggests that the present stochastic method 
represented by rmss  can be taken to represent an upper value of the data, and that it can be 
used for design purposes. However, comparison with more data is required to support this. 
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Figure 3. Maximum scour depth ( )/ rmsS H  at the trunk section of a rubble-mound breakwater 
with slope o40α =  versus /h L . The results represent the present stochastic method by rmss  
and [ ]1/ nE s  for 3n =  and 10n = ; the Sumer and Fredsøe (2000) data. 
 
 
 
 
Slope = 1: 1.2, α = 40o 
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Figure 4. Maximum scour depth ( )/ rmsS H  at the trunk section of a vertical-wall breakwater 
versus /h L . The results represent the present stochastic method by rmss  and [ ]1/ nE s  for 3n =  
and 10n = ; the Hughes and Fowler (1991) data and empirical model. 
 
 
4.3.  Shields parameter, fall velocity parameter and grain Reynolds number 
 
For random waves it is not obvious which value of the Shields parameter, the fall velocity 
parameter and the grain Reynolds number to use to determine the conditions corresponding to 
live-bed scour. However, it seems to be most consistent to use corresponding statistical 
values of the scour depth, the Shields parameter, the fall velocity parameter and the grain 
Reynolds number. That is, consistent with the results in Sections 4.1 and 4.2 where the 
present stochastic method is compared with data, it appears that rˆmsθ  is the most appropriate 
value to use related to the random wave-induced scour depth. Consequently, */ rmsw u  and   
* 50rmsu d ν  are the corresponding fall velocity parameter and the grain Reynolds number, 
respectively, where it follows from Eq. (31) that 2* ˆ /rms rms wrmsu θ τ ρ= . For the cdf in Eq. (30) it 
follows that (see e.g. Bury (1975)) 
 
   
1/ 2
2ˆ 1 1.14 for 1.35rmsθ ββ
⎡ ⎤⎛ ⎞
= Γ + = =⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
           (32) 
 
where Γ  is the gamma function. 
Vertical wall, α = 90o
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4.4.   Tentative approach to random wave-induced scour at a vertical 
impermeable submerged breakwater  
 
The maximum scour depth in the front of a vertical impermeable submerged breakwater 
exposed to normally incident waves was recently investigated in laboratory tests by Lee and 
Mizutani (2008). Data were obtained for bedload transport (i.e. no-suspension mode) of 
coarse sand with d50 = 0.2 mm. The following empirical formula for the maximum scour 
depth S for regular waves with incident wave height H (see Fig. 5) was obtained 
 
                         ( )( )2.04
0.06 for 1
1 sinh
r
r
S C
H C kh
= <
−
                    (33) 
 
Here Cr is the reflection coefficient, which in these experiments ranged from 0.28 to 0.68, 
and Eq. (33) is valid for live-bed scour. It was found that the scour depth of the submerged 
breakwater was clearly smaller than in the case of the vertical-wall breakwater. The reason is 
that the incident waves are partly reflected and partly transmitted in the case of a submerged 
breakwater. More details are given in Lee and Mizutani (2008). 
 
For narrow-band random incident waves Eq. (33) can be re-arranged to 
 
                       ( )( )2.04
ˆ
0.06 1 sinh
rms
r
S Hs H
C k h
≡ =⎡ ⎤
−⎢ ⎥⎣ ⎦
                         (34) 
 
Thus all the results given for the scour depth in random incident waves given in Section 3.1 
can be used in this case as well, i.e. [ ]1/ nE s and rmss  are given in Eqs. (22) and (23), 
respectively. No experimental data exist for scour in random waves in this case. 
 
 
 
Figure 5. Definition sketch of the scour depth (S) at a vertical impermeable submerged 
breakwater, where H is the incident wave height and L is the incident wave length. 
S 
H 
h 
L 
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5.  Conclusions 
 
1. The paper provides a stochastic method by which the random wave-induced scour depth 
at the trunk section of vertical-wall and rubble-mound breakwaters can be derived. 
 
2. The random wave-induced scour depth is obtained by using the regular wave-induced 
scour depth formulas if the incident random waves are represented by the mean zero-
crossing wave period zT  and a characteristic statistical value of the wave height, i. e. 
rmsH  or [ ]1/ nE H . 
 
3. It is recommended to use rmsH  to represent the wave height of the incident random waves 
in the regular wave-induced scour depth formulas. This is based on comparisons with the 
Sumer and Fredsøe (2000) random wave-induced scour depth data for rubble-mound 
breakwater, as well as the Hughes and Fowler (1991) random wave-induced scour data 
and empirical formula for vertical-wall breakwater. 
 
4. This suggests that zT  and rmsH  can be used to represent incident random waves for design 
purposes, although the data basis used for comparison is limited. The results should be 
taken as tentative as comparison with more data is required to support this. 
 
5. A tentative approach to random wave-induced scour at a vertical impermeable submerged 
breakwater based on a formula for regular waves presented by Lee and Mizutani (2008) is 
also suggested.  
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Recommendations for Future Work 
 
 
 
In this thesis, the following two topics are covered: 1) Applications of the standard high 
Reynolds number k-ε model in coastal, marine and offshore engineering, and 2) A stochastic 
scour prediction model for marine structures.  In general, satisfactory results and conclusions 
have been obtained based on both numerical and analytical research work discussed in 
Chapters 5, 6, 7, 8, 10 and 11. 
 
At the end of this thesis, it is feasible to point out some possible areas of future research, and 
they are listed as follows: 
 
• Some marine structures have a square or a rectangular shape. Thus, it is of interesting 
to study the flow mechanisms around a 2D square/rectangular cylinder at high 
Reynolds numbers by using the present CFD codes. 
 
• Chapters 5 - 8 show detailed numerical studies of rough turbulent oscillatory 
boundary layer flows with suspended sediments and flows around a circular cylinder 
at high Reynolds numbers. Based on these results, the present CFD codes can be 
extended to perform numerical simulations of scour around a marine pipeline for 
current and waves. 
 
• There are not many published numerical work of LES on the rough turbulent 
oscillatory boundary layer flows. Although the near-bed conditions and the bed 
roughness are difficult to model numerically, LES might be a useful tool for gaining 
more physical insight on this topic. 
 
• Based on Chapters 10 and 11, it appears that the proposed stochastic approach gives 
reasonable results for random wave-induced scour predictions for marine structures. 
However, more experimental data are required for comparisons before a conclusion 
regarding the validity of this approach can be given. Moreover, CFD work on the 
random wave-induced scour around these marine structures can be carried out to 
cross-validate the results obtained from the stochastic approach. 
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