Abstract-The lamina cribrosa (LC) is a connective tissue in the posterior eye with a complex mesh-like trabecular microstructure, through which all the retinal ganglion cell axons and central retinal vessels pass. Recent studies have demonstrated that changes in the structure of the LC correlate with glaucomatous damage. Thus, accurate segmentation and reconstruction of the LC is of utmost importance. This paper presents a new automated method for segmenting the microstructure of the anterior LC in the images obtained via multiphoton microscopy using a combination of ideas. In order to reduce noise, we first smooth the input image using a 4-D collaborative filtering scheme. Next, we enhance the beam-like trabecular microstructure of the LC using wavelet multiresolution analysis. The enhanced LC microstructure is then automatically extracted using a combination of histogram thresholding and graph-cut binarization. Finally, we use morphological area opening as a postprocessing step to remove the small and unconnected 3-D regions in the binarized images. The performance of the proposed method is evaluated using mutual overlap accuracy, Tanimoto index, F-score, and Rand index. Quantitative and qualitative results show that the proposed algorithm provides improved segmentation accuracy and computational efficiency compared to the other recent algorithms.
cells (RGC) that leads to excavation of the optic nerve head (ONH), thinning of the retinal nerve fiber layer, loss of peripheral vision and, in an advanced state, irreversible blindness [1] , [2] . With glaucoma being the second leading cause of blindness worldwide [3] , there is a need for development of a sophisticated system that may allow for early glaucoma diagnosis and disease monitoring, as well as fundamental studies of the disease mechanism. This could allow clinicians to slow down the progression of the disease and potentially avoid permanent damage to the ONH. Imaging technologies such as Heidelberg retinal tomography (HRT, Heidelberg Engineering, Heidelberg, Germany) and optical coherence tomography (OCT) implemented in clinical eye care are used to examine the tissue structure and used in early glaucoma detection [4] , [5] . This is accomplished by measuring the retinal nerve fiber layer thickness [6] [7] [8] and loss of retinal pigment epithelial cells [5] , [9] , [10] , as well as thickness of other retinal layers [11] [12] [13] . Despite these advances, the aforementioned imaging technologies are limited in their ability to image tissue structure while being largely unable to elucidate tissue function [5] .
Recent studies have shown that the lamina cribrosa (LC) is another potential location to identify the glaucomatous condition of the eye [8] , [14] . The LC is a mesh-like connective tissue in the posterior of the eye, through which bundles of RGC axons carrying visual information from the retina to the brain pass. It forms a barrier between the intraocular space with intraocular pressure and the retrobulbar space with retrolaminar pressure. Although the pathogenesis of glaucoma remains incompletely understood, studies suggest that the LC is the principle site of RGC vulnerability and the location of RGC axonal injury [15] [16] [17] , potentially leading to activation of the surrounding mechanosensitive astrocytes [18] , constriction of blood flow through the capillaries [19] , or even direct blockage of retrograde and anterograde axonal transport [20] . Therefore, understanding the properties and characterizing the biomechanics of the LC is essential for understanding the mechanisms leading to vision loss in glaucoma.
Due to the complex mesh-like trabecular microstructure of the LC and also because of the difficulty of accessing the tissue experimentally due to its location deep within the ONH, the biomechanics of the LC remain poorly understood. Hence, for many years researchers have used histological techniques 0018-9294 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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to elucidate the details of the LC structure. With the recent advances in imaging technology, OCT and MPM have emerged as nondestructive imaging techniques to visualize the LC structure in detail. These imaging technologies in tandem with computer modeling act as an alternative approach for studying LC biomechanics, particularly its deformation response to various magnitudes of intraocular pressure (IOP). In order to study the LC biomechanics and understand the deformations they undergo due to the IOP, there is a need to first segment the LC microstructure made up of a mesh-like array of interlocking "beams", each of which is essentially a collagen-rich connective tissue sheath surrounding a capillary. Manual segmentation of the LC microstructure is tedious, time consuming, varies from person-to-person, and is not reproducible. Currently, there is a lack of automated methods for performing LC microstructure segmentation.
Recently multiphoton microscopy (MPM) has found increasing use in laboratory-based biomedical imaging due to its ability to achieve subcellular resolution and simultaneously obtain structural and functional information. MPM however suffers from relatively limited penetration depth compared to some other commonly used imaging technologies. Despite this drawback, accurate segmentation and reconstruction of the anterior LC observed from the ex-vivo MPM images is of importance for several reasons. First, it will allow future comparisons to LC images generated from existing in-vivo imaging modalities (e.g., OCT). For example, data that can only be generated by nonlinear optical microscopy (e.g., relative fibrillar collagen and elastin content) can be compared and combined with common features such as skeletonized beam diameter/length, pore size, shape, and orientation available in both MPM and other modalities. Second, accurate segmentation of the anterior LC will be critical in establishing boundary conditions for computational simulations aimed at better understanding LC biomechanics. Lastly, it will greatly aid in co-registering the spatiotemporal distribution of cell type and response in ex-vivo experiments (e.g., location of cells with respect to the surrounding extracellular matrix). All of these will be important for future mechanobiological investigations [21] .
Grau et al. [22] developed a 3-D image segmentation algorithm to segment and reconstruct the LC microstructure from 3-D datasets of monkey eyes. Their approach uses the expectationmaximization (EM) framework, incorporating an anisotropic Markov random field (MRF) to introduce prior knowledge about the geometry of the structure. In addition, they use a structure tensor to characterize the predominant structure direction and the spatial coherence at each point within the 3-D dataset. This method performs well when the datasets have less noise and the inter-and intra-image intensity variations are less, i.e., when the 3-D dataset is more uniformly illuminated within and across 2-D images. In addition, the exact maximum-a-posteriori (MAP) estimates are not easy to compute, and the approximate MAP estimates are computationally expensive to calculate, leading to a large time to compute the 3-D segmentation result.
Nadler et al. [8] proposed an automated method to segment the LC microstructure in OCT images. Their method uses a 3-D Gaussian smoothing filter as a pre-processing step to reduce the high-frequency noise, followed by contrast-limited adaptive histogram equalization to equalize the local differences in pixel intensity values. Next, they employ a local thresholding technique to binarize the image. Finally, a 3-D median filter is applied as a post-processing step to remove the unconnected LC beams. This method fails to accurately segment the LC because of the smoothing operation, and it produces erroneous holes within the LC beams due to the inhomogeneous pixel intensities even after histogram equalization. Also, the algorithm is sensitive to the window size used in adaptive histogram equalization and median filtering.
Campbell et al. [23] developed a general algorithm for the segmentation of LC beams, making use of the 3-D orientation information of the beams that could be used either with OCT or SHG microscopy images. Their method uses a modified version of the Frangi vesselness filter [24] using a Hessian matrix to enhance the higher-order structures like plates and sheaths present within the image. The enhanced image is then binarized using a thresholding technique. This method works well when the images have a high signal-to-noise ratio (SNR) and there is a uniform illumination across the images, but does not achieve good segmentation results when the images are noisy. Also, the parameters used in the modified Frangi filter are not easily optimizable for new datasets and thus require careful tuning for each dataset to be segmented.
In this paper, we present a new automated technique for the segmentation of the anterior LC microstructure in images obtained from ex-vivo MPM, acquired in a laboratory setting, that overcomes the limitations of the aforementioned segmentation methods. We use block matching and collaborative filtering (BM4D), a non-local transform domain filter proposed by Maggioni et al. [25] , as a first step to reduce the background clutter and noise in the 3-D dataset. Next, we make use of multiscale wavelet decomposition with adaptive scale selection to enhance the beams of the LC microstructure in the images. We then binarize the enhanced dataset using a combination of histogram thresholding and a graph-cuts algorithm. Finally, the unwanted and unconnected 3-D regions within the binarized dataset are removed using the morphological area opening operation as a postprocessing step. Fig. 1 shows a flowchart illustrating the various steps of our algorithm. The main contributions of this paper are as follows: 1) Prior automated segmentation algorithms for LC segmentation have been developed mostly for OCT images. We propose a novel and computationally efficient automated algorithm for LC segmentation for MPM images in this work, exploiting the tubular structure of the LC using multiscale wavelet decomposition with adaptive scale selection. 2) We present a segmentation framework capable of successfully segmenting the complex interlocking beams in the LC microstructure, even in areas where they are densely packed. The algorithm is tested on a large number of donor eyes using a range of different tissues and stain preparations.
3) The algorithm is novel in the sense that it can efficiently handle segmentation of highly inhomogeneous LC beams, a scenario where the prior developed methods do not perform well. Mutual overlap accuracy [26] , Tanimoto coefficient [27] , F-score [28] , and Rand index [29] are used to measure the performance of the proposed algorithm and several existing automated algorithms for LC segmentation.
II. MATERIALS

A. Sample Preparation
Pairs of human donor poles were acquired within 48 hours post-mortem from four different eye banks: Alabama Eye Bank, Banner Health Donor Network of Arizona, San Diego Eye Bank, and Eversight Eye Bank. The exterior scleral surface of each eye was cleaned of any remaining adipose, connective, and muscular tissue, and bisected along its equatorial plane using a scalpel and surgical scissors. With the aid of a dissecting microscope, a gentle microdissection procedure was performed to remove the choroid, retina, and prelaminar tissue from the ONH. The posterior poles then underwent the following procedure to remove any prelaminar tissue that could not be removed mechanically: submersion in 0.25% ethylenediaminetetraacetic acid (EDTA) trypsin for 10 minutes at 37°C with gentle agitation, three washes in fresh 1x phosphate buffered saline (PBS) solution, and a 5-minute submersion in a 1:1 0.25% EDTA-trypsin and 100 mM NaOH mixture at 37°C with gentle agitation. The digestion was halted by adding an equal volume of 10% fetal bovine serum (FBS) to the solution and gently agitating for 1 minute. Finally, samples were washed in fresh 1x PBS solution three times. The mechanical microdissection procedure was repeated again to clean off any of the remaining prelaminar tissue. All specimens were kept moist throughout the entirety of the preparation procedure and stored in 1x PBS at 4°C to prevent tissue dehydration and/or degradation prior to imaging. All samples regardless of age, gender, or race/ethnicity received identical digestion treatment.
We confirm that our research adhered to the tenets of the Declaration of Helsinki, that all subjects consented to donate tissue for research purposes, and that all ethical approval to use the specimens for research purposes was obtained by the aforementioned eye banks.
B. Image Acquisition
Prepared samples were placed in a novel microoptomechanical device consisting of an acrylic base with a cavity allowing for uninhibited posterior deformation and a metal pressure plate with a Corning No. 1 cover glass functioning as the imaging window. The cover glass was adhered over a circular opening whose diameter was 400% larger than the average maximum diameter of the human lamina cribrosa as reported by Jonas et al. [30] . Four diagonal cuts along the borders of the physiological regions were made from the edge of the sclera towards the ONH to allow the sample to be effectively sealed via six 6-32 machine screws. Samples were then pressurized to physiologically relevant pressures. Pressure was regulated in a closed-loop system via feedback from a digital pressure transducer to custom software in LabVIEW 2012 (National Instruments, Austin, TX) actuating a syringe pump.
The samples were imaged using an Olympus BX51 upright laser-scanning microscope coupled to a coherent 120-fs tunable pulsed titanium-sapphire laser (Mira 900, Coherent Inc., Santa Clara, CA). The laser was centered at λ = 780 nm to efficiently visualize collagen via SHG and elastin via fluorescence emission. Power was held constant at 320.86 ± 92.45 mW. Power was not ramped as a function of depth and no visible tissue damage was observed at this power. Digital images were acquired with a plan-apochromat lens with a magnification of 4X, numerical aperture = 0.28, working distance of 29.5 mm, and a pixel size of 2.5 μm in the x-and y-direction and 5 μm in the z-direction with automatic focusing. Signals were collected simultaneously in an epifluorescence configuration, separated with a dichroic mirror (405 nm), and passed through a 377/50 nm bandpass filter (SHG) and a 460/80 nm bandpass filter onto Hamamatsu photomultiplier (PMT) detectors. The PMT tube absorbed these signals and transformed them into intensity images according to the light absorbed. The sequential 2-D images at each 5-μm-spaced optical section were then stacked to form a volumetric dataset. The dimension of each 2-D image is 1039 × 1039 pixels, and the gray scale dynamic range of each dataset is 16 bits per pixel. A volume-rendered view of the stacked images for an example 3-D dataset is shown in Fig. 2 .
In this study, we considered a total of eighteen 3-D datasets, each from a different donor, consisting of between 110 and 205 z-stacked 2-D images. Variability is due to the fact that imaging was stopped after the tissue no longer produced sufficient signal to be detected by the PMTs. This occurred at a depth of 201.84 ± 55.21 μm.
III. METHODS
As our data is anisotropic, with lower resolution in the zdirection than in the x-, and y-directions, we make it isotropic by interpolating 2-D images between the original data using bicubic interpolation. In the reminder of this paper, we refer to the interpolated data as the original 3-D dataset unless stated otherwise. As the 3-D dataset is acquired as a collection of time-sequenced 2-D images in microscopy, factors such as drift in the field of view, occasional spells of focal plane changes, motion of a living subject in in-vivo imaging, and very long image sequences could lead to local deformation and misalignment between the 2-D images. Such misalignment need to corrected before any further processing of the data. There are many methods available in the literature that could be used to align such 3-D datasets [31] , [32] . Since our images are acquired ex-vivo, under controlled settings without changes to the field of view and for short periods of time, we do not see such misalignment between the 2-D images in our 3-D dataset and hence skip the computationally expensive image alignment procedure.
A. Denoising
The clutter and noise in the MPM images make it hard to distinguish the borders of the LC beams, as observed in Fig. 3(a) . In addition, the background clutter in the data, especially toward the end z-slices, get enhanced by the subsequent structure enhancement step in Section III-B, as if they were LC beams, leading to erroneous segmentation results. Thus, clutter and noise reduction are necessary in order to achieve a more accurate and smooth segmentation. We used the BM4D denoising method proposed by Maggioni et al. [25] to reduce the noise. Generally, image data obtained via microscopy is modeled as a mixed-Poisson-Gaussian process [33] [34] [35] [36] . Specifically, the noisy volumetric observation p : X → R is modeled as a mixedPoisson-Gaussian process given by
where q(r) is the original, unknown volumetric signal that is a random Poisson variable with an underlying intensity value λ modeling the photon counting scaled by the overall gain of the detector α > 0, r is a 3-D coordinate belonging to the signal domain X ⊂ Z 3 , and η(r) is an i.i.d. white Gaussian noise with mean μ and standard deviation σ representing the readout noise, also known as "dark current" [37] . Furthermore, the variance σ 2 of the additive white Gaussian noise η depends on the signal q [38] . The BM4D approach is specifically used to remove the additive Gaussian noise associated with the data. We use the generalized Anscombe transform (GAT) [39] , which is a variance stabilizing transformation (VST),
to stabilize the variance of the process in (1) to unity, i.e., Var {VST(p)|q, σ} ≈ 1. The purpose of VST is to remove the dependency of the noise variance on the underlying signal before the denoising and compensate for the bias in the filtered estimate. The above transformation produces a random (nonscaled) Poisson variable q corrupted by additive Gaussian noise η VST of mean 0 and standard deviation σ VST :
where
The BM4D 1 denoising method [25] is then applied to this VST transformed data. The BM4D algorithm is implemented in two stages, namely a hard-thresholding stage and a Wienerfiltering stage, each comprising three steps: forming a 4-D set by grouping similar 3-D sub-datasets, collaborative filtering, and aggregation.
1) Hard-Thresholding Stage:
In this stage, a set S 1 of overlapping cubes of dimension N × N × N is first extracted from VST(p). Next, a four-dimensional group G 1 of similar cubes are chosen from the set S 1 . A 4-D transform denoted by T 1 (1-D decorrelating linear transform applied to each dimension) is then applied to G 1 , and the coefficients are shrunk using a hard-thresholding operator Υ 1 with a threshold value ζ 1 . The filtered group is then produced by taking the inverse of the 4-D transform denoted by T −1 1 . Finally, since each voxel can have multiple, and, in general, different estimates as it can belong to different cubes, the final volumetric estimateq is produced by aggregating the multiple estimate values of each voxel using an adaptive convex combination [25] . Once we obtain the estimateq after denoising using BM4D, we have to invert the VST transform. Due to the nonlinearity of VST in (1), applying the algebraic inverse to the denoised data will, in general, produce a biased estimate. Leveraging the results from a recently proposed method for optimal inversion of GAT [40] for the Poisson-Gaussian distribution, we invert the denoised estimateq using the closed-from approximation of the exact unbiased inverse of the GAT from [40] as
After the above inversion we return to the original range of values by setting the estimatep aŝ
The result of denoising for a cropped region within an example image is shown in Fig. 3(c) .
B. Curvilinear Structure Enhancement
The gray-level intensity distribution within the LC beam area is inhomogeneous, and the contrast varies throughout the dataset. Also, the intensity edges along the LC beam borders are not very strong. Using existing region-based or edge-based image segmentation algorithms on the denoised LC images will result in inaccurate segmentation. Therefore, there is a need to enhance these images in order to obtain a good segmentation of the LC beams. Enhancement of curvilinear structures for the purpose of detection or segmentation has been proposed in a number of clinical applications, such as for extracting individual filaments in confocal and total internal reflectance fluorescence (TIRF) microscopy images [41] , blood vessel extraction in retinal fundus images [42] [43] [44] , segmentation of intracranial vessels in phase-contrast magnetic resonance angiographic (PC-MRA) images [45] , detection and tracking of vehicles in wide area aerial images [46] , and neuron detection and segmentation in microscopy images [47] [48] [49] . In this work, we use the isotropic undecimated wavelet transform (IUWT), which has been used for astronomical [50] and biological [51] applications.
The IUWT uses an analysis filter bank (h, g) to decompose a signal a 0 into a coefficient set S = {d 1 , . . . , d J , a J }, where d j is the wavelet (detail) coefficients at scale j and a J is the approximation (scaling) coefficients at the coarsest resolution level J . The scaling coefficients preserve the mean of the original signal, whereas the wavelet coefficients have zero mean and encode the information corresponding to the different spatial scales present within the signal. The passage from one resolution to the next one is obtained using the "á trous" algorithm [52] :
, and " " denotes convolution. The reconstruction is given by
where (h,g) are the synthesis filters. Here, the filter bank (h, g,h,g) needs to satisfy the exact reconstruction condition [53] . We use the filter bank (h,
where h is typically a symmetric low-pass filter such as the β 3 -spline filter. Applied to a signal a 0 , subsequent scaling coefficients can be calculated by convolving the signal with a filterh ↑j −1 . If the original signal a 0 is multidimensional, the filtering can be applied separably along all dimensions. The detail coefficients are then simply the difference between two adjacent sets of scaling coefficients. This particular structure of the analysis filters (h, g) leads to the iterative decomposition scheme,
The reconstruction then becomes trivial, i.e.,
Applying the IUWT algorithm on our images and choosing the detail coefficients from a single scale would be naive, since our images consist of a heterogeneous population of the LC beams with different sizes and thickness levels. Thus, we extend the IUWT approach to incorporate automatic scale selection on each 2-D image of the 3-D dataset. We compute the scaling and detail coefficients at multiple scales j = [1, . . . , J] in steps of 1. We then use the determinant of the Hessian matrix to constrain the maximum scale values and compute a response image R from the detail coefficients across different scales as follows:
where J = argmax m =1,...,M {det(H)}, and H is the 2-D Hessian matrix of the intensity function of the pixel located at (x, y) at scale m given by
Once we have computed the response image R for every 2-D image within the 3-D dataset, we stack these images and normalize them in the range [0, 1] to produce an enhanced 3-D dataset, where the LC beam regions have greater intensity than their surroundings. The entire curvilinear structure enhancement step is summarized in Algorithm 1. The effect of applying the IUWT with automatic scale selection to an example 2-D image from the 3-D dataset is shown in Fig. 4 . From Fig. 4 we can observe that larger features and structures appear with higher contrast as we increase the wavelet levels.
C. Image Binarization
The next step in our algorithm is to segment LC beam voxels from the image background voxels on the enhanced images obtained from Section III-B. Image thresholding or binarization is a well-researched topic with numerous approaches described in the literature for various types of images. A survey of image thresholding techniques can be found in [54] . Common methods include histogram-based [55] , clustering-based [56] [57] [58] and entropy-based algorithms [59] . More advanced techniques use graph-cuts [60] and level-set algorithms [61] , but they require a good initialization. Keeping this in mind, we propose a hybrid approach, where we initially binarize the enhanced image using a histogram-based thresholding approach and feed it as an initialization to a graph-cuts algorithm for final binarization.
We compute the normalized histogram of the enhanced 3-D dataset obtained from Section III-B. Fig. 5 shows the histogram of an example enhanced dataset. From Fig. 5 we see that the histogram has a single peak; i.e., it is unimodal with a steep monotonic increase till the peak is reached, followed by an exponential-like decay. It consists of two populations, one that produces the dominant peak corresponding to the background region and another corresponding to the foreground LC beam region, present within the decay part of the histogram. Thus, we use the method proposed by Rosin in [62] to find a threshold to separate these two regions within the 3-D dataset. According to this method we draw a straight line l from the most populated bin of the histogram to the first empty bin of the histogram following the final occupied bin. Let h(i) denote the histogram, where i denotes the intensity of a voxel in the range {0, . . . , I max }, where I max is the maximum intensity value of the enhanced 3-D dataset. We construct a straight line through the following two points:
We select the histogram index i that maximizes the perpendicular distance between the straight line and the point (i, h(i)) as the threshold. This forms our initial binarization.
Since there is not a discernible peak within the foreground LC beam region of the normalized histogram, selecting a single threshold value for the entire 3-D dataset may lead to some errors, such as missing some parts of the foreground, which is more prominent towards the deep z-slices. Also, the histogram-based thresholding does not take into account the spatial contiguity of the data. Thus, the results of initial binarization are refined using the graph-cuts algorithm incorporating the spatial continuity constraints. We seek the voxel labeling L(r) that minimizes the energy function,
where N (r) is a 3-D spatial neighborhood around the voxel r andp e is the 3-D enhanced dataset. The optimal labeling is computed using the widely used graph-cuts algorithm [60] , [63] , [64] . The first term in (11) is the data term representing the cost of assigning a label to a voxel. It can be expressed as
where Pr(p e (r)|L(r) = 0) and Pr(p e (r)|L(r) = 1) are the empirical/observed distribution of the background and the foreground LC beams, respectively. The data term in (11) ensures that the labeling L(r) is consistent with the observed datap e (r).
It penalizes a label L(r) to a voxel r if it is very different from the observed datap e (r).
The second term in (11) is a smoothness term or voxel continuity term that ensures that the labeling L(r) is smooth. From [65] , the smoothness term is expressed as where
and σ L is the scale factor. The smoothness term V (L(r), L(r )) penalizes different labels for neighboring voxels r and r . We set the lower and upper bound of the scale factor σ L as [5, 15] voxels. Lower values are used when the image is smooth and higher values are used in highly textured image areas using the fast max-flow/min-cut graph-cuts algorithm [60] . Fig. 6 shows the results of image binarization described above on the representative 2-D slice of the 3-D image in Fig. 4(a) . The initial binarization output is shown in Fig. 6(a) , while the refinement using graph cuts is shown in Fig. 6(b) . Fig. 6 shows that there is a significant improvement after applying the graph-cuts refinement.
D. Postprocessing
As shown in Fig. 7(a) , there is typically poor contrast between the foreground LC beams and the surrounding background in the deep z-slices. This may cause the binarization to lead to errors in segmenting the background as shown in Fig. 7(b) . In addition, the inhomogeneous intensities and textures within the LC microstructure leads to errors in the segmentation, especially at the LC beam borders, as shown in Fig. 6(b) . It is necessary to discard the background voxels wrongly labeled as foreground and to further smooth the LC beam borders to obtain a complete segmentation. Since the number of these wrongly labeled background voxels in 3-D is small relative to the size of the whole LC microstructure in 3-D, we employ a 3-D morphological area opening filter [66] to discard the false foreground voxels. This operator removes any connected component with a volume less than a threshold δ from the binarized 3-D dataset. We use a fast implementation of this filter by Meijster and Wilkinson [67] . The associated code snippets of this algorithm can be found in [68] . Fig. 7(c) shows the result of applying morphological area opening on a representative 2-D binarized image in Fig. 7(b) . We observe that the false foreground regions has been mostly removed, color coded with different colors, while the valid image foreground remains shown in white color.
IV. RESULTS AND VALIDATION
The proposed algorithm for segmentation of LC microstructure in 3-D has been applied to a number of real datasets obtained from MPM. We compare our algorithm with three other current LC microstructure segmentation algorithms: Grau's EM algorithm using the anisotropic MRF (EM-A-MRF) [22] , Nadler's contrast limited adaptive histogram equalization and adaptive thresholding (CLAHE-Thresh) [8] , and Campbell's modified Frangi filter for enhancement and segmentation (mFfilter) [23] . The eighteen volumes were carefully segmented by an expert in 3-D using the Seg3D software [69] to generate ground-truth LC microstructure datasets. All algorithm parameters were optimized for our data by varying one parameter at a time and choosing the value that maximized the mutual overlap between the automated method and the manual segmentation.
A. Algorithm Parameter Settings
For the BM4D algorithm, we use separable 4-D transforms similar to those used in [25] . In the hard-thresholding stage, T 1 is a composition of a 3-D biorthogonal spline wavelet in the cube dimensions and a 1-D Haar wavelet in the grouping dimension; in the Wiener-filtering stage, T 2 is made up of a 3-D discrete cosine transform in the cube dimensions and, again, a 1-D Haar wavelet in the grouping dimension. We restrict the number of grouped cubes to be the largest power of 2 less than or equal to a predefined value of 16. The computational complexity of the algorithm is reduced, in a manner similar to [25] , by performing groupings within a 3-D window of size N s × N s × N s voxels centered at the coordinate of every reference cube, and all such reference cubes are separated by a step of N step voxels in each spatial dimension. We choose N step = 4 and N s = 12 for our experiments. In addition, we set the cube size to be N = 8 in both the hard-thresholding and Wiener-filtering stages of the algorithm. In the hard-thresholding stage the cube similarity threshold is set to τ 1 = 25.8, and the shrinkage threshold is set to ζ 1 = 2.9. For the Wiener-filtering stage, the cube similarity is set to τ 2 = 5.8. In the LC beam enhancement, we set the maximum scale for the Hessian matrix computation as M = 10. In the graph-cuts algorithm in the image binarization step, we choose the neighborhood N (r) to be the 26 immediate spatial neighbors of the voxel r under examination. In the post-processing stage, we set the area threshold value as δ = 3500 voxels.
B. LC Microstructure Segmentation Evaluation
We use a variety of segmentation evaluation metrics to demonstrate the performance of the proposed algorithm and the three other segmentation algorithms.
1) Mutual Overlap:
This metric, also known as Dice evaluation [26] , is based on the mutual overlap between the automated segmentation algorithms and the manual segmentation. Specifically, the mutual overlap is calculated using the automatically segmented region R 1 and the manually segmented region R 2 as follows:
where | · | represents the number of voxels in a region. The mutual overlap value is bounded between zero (no overlap) and one (exact overlap).
2) Tanimoto Coefficient:
The Tanimoto coefficient [27] measures the similarity between the automatically segmented region, R 1 , and the manually segmented region, R 2 . The Tanimoto coefficient is the number of voxels that regions R 1 and R 2 have in common, divided by the total number of voxels belonging to either region. It is computed as
The value is bounded between zero (no overlap) and one (exact overlap).
3) F-Score: Precision (P) and recall (R) are two common measures for evaluating the quality of results of segmentation (amongst other applications). Using the automatically segmented region, R 1 , and the manually segmented region, R 2 , they are defined as
The F-score [28] is a statistical measure of a test's accuracy that combines both precision (P) and recall (R) into a single measure by taking their harmonic mean:
The F-score is bounded between zero (bad segmentation) and one (perfect segmentation).
4) Rand Index:
The Rand index is a well-known measure of similarity between two data clusterings [29] . The Rand index is defined as a measure of agreement. Given the automatically segmented region, R 1 , and manually segmented region, R 2 , of a 3-D volume I with n voxels, let p denote the number of (unordered) pairs of voxels in I that are in the same region in R 1 and also in the same region in R 2 , and let q denote the number of pairs of voxels in I that are in different regions in R 1 and in different regions in R 2 . The Rand index is then defined as the frequency with which two segmentations agree on whether a pair of voxels belongs to the same or different regions:
The value is bounded between zero (bad segmentation) and one (perfect segmentation). Fig. 8 we observe that the proposed method performs better in comparison to the other three automated methods, as it matches the manual segmentation better. Fig. 9 shows a 3-D rendering of the segmentation on a whole 3-D dataset using our proposed method.
C. Speed
We compared the proposed automated algorithm to the other three automated methods in terms of speed. All algorithms were run on every one of the eighteen datasets. Our proposed automated method, Grau's EM-A-MRF method [22] , and Nadler's CLAHE-Thresh method [8] were coded in MATLAB. Campbell's mF-filter research source code [23] was made available online by the authors and was implemented in MATLAB. All algorithms were run on a Windows PC with a 3.06 GHz Intel Core Duo processor and 6 GB of RAM.
V. DISCUSSION
Accurate segmentation of the ex-vivo anterior LC will be critical for future studies investigating the intravital response of the resident cells responsible for remodeling this structure. In this paper, we have proposed a new automated technique for the segmentation of anterior LC microstructure in ex-vivo MPM images of the ONH. Our method comprises four steps: image denoising, curvilinear structure enhancement, binarization, and post-processing using mathematical morphology. We compared the proposed algorithm with three other techniques with respect to 3-D segmentation with ex-vivo MPM data from 18 human eye volumes that contain a variety of beam diameters and geometries, along with varying levels of noise, using a variety of performance metrics. We show that our proposed algorithm is tolerant to varying beam thickness and geometry of the LC microstructure, has good noise immunity, and can effectively and efficiently segment the anterior LC microstructure in 3-D. Table I shows the segmentation accuracy for all the automated segmentation algorithms compared for the 18 datasets of human eye volumes acquired using ex-vivo MPM.
Evaluation of LC microstructure segmentation was based on four different metrics. As shown in Table I , the mutual overlap accuracy of the proposed algorithm is 12.88 percentage points greater than that of CLAHE-Thresh method [8] , 5.84 percentage points greater than that of mF-filter method [23] , and 4.52 percentage points greater than that of EM-A-MRF method [22] . The Tanimoto coefficient of the proposed algorithm is 12.79 percentage points greater than that of the CLAHE-Thresh method, 6.31 percentage points greater than that of the EM-A-MRF method, and 4.63 percentage points greater than that of the mF-filter method. The performance of all of the automated algorithms with regard to oversegmentation errors (i.e., excessive splitting) and undersegmentation errors (i.e., a failure to split a region into the correct number of LC beams) can be described in terms of precision and recall measures. We calculate the overall F-score for these data as shown in Table I . From Table I we observe that F-score of the proposed algorithm is 12.92 percentage points greater than that of the CLAHE-Thresh method, 6.99 percentage points greater than that of the mF-filter method, and 6.95 percentage points greater than that of the EM-A-MRF method. We also evaluate the segmentation performance as a measure of clustering similarity between the manually segmented LC microstructure and each automated segmentation algorithm. We use the Rand index in order to evaluate this clustering similarity. Table I shows that the Rand index of the proposed algorithm is 10.67 percentage points greater than that of the CLAHE- In addition, the proposed algorithm was also evaluated with respect to computation time. Table II shows the mean computation time (and standard deviation) for the four methods under comparison. From Table II we observe that on average the proposed algorithm runs 11 minutes slower than the CLAHEThresh method, 33 seconds faster than the mF-filter method, and 27 minutes and 13 seconds faster than the EM-A-MRF method. Nadler's CLAHE-Thresh method has fewer computations and therefore runs faster than the proposed method since it uses simple Gaussian smoothing for filtering the noise in the data followed by adaptively equalizing the 3-D histogram of the whole image once and adaptive 3-D thresholding. Campbell's mFfilter method involves the calculation of the 3-D Hessian and the curvilinear structure enhancement function at each voxel and thus takes more time to execute than to our proposed approach. Grau's EM-A-MRF method takes more time to execute because of the MAP estimation problem it solves to classify each voxel as foreground or background and also because the anisotropic MRF incorporates a structure tensor calculation which takes time. Although the proposed algorithm runs slower than the CLAHE-Thresh method, marginally faster than the mF-filter method and much faster than the EM-A-MRF, it performs better both qualitatively and quantitatively in comparison to all of them.
Although the proposed algorithm has been developed specifically for segmentation of anterior LC microstructure in ex-vivo MPM images, other applications which require segmentation of curvilinear structures like our LC beams could benefit from the ideas that we have presented in this work. As mentioned earlier in Section III-B, our proposed framework could also be applied to detection of individual filaments in confocal and TIRF microscopy images, blood vessel extraction in retinal fundus images, segmentation of intracranial vessels in PC-MRA images, and neuron segmentation in microscopy images.
Current clinical techniques for imaging the LC within the eye include OCT and confocal reflectance microscopy. In comparison with MPM imaging, OCT has poorer spatial resolution and is not able to reveal subcellular structures. While confocal reflectance microscopy allows one to capture subcellular structures, it does not include functional information as can be done in MPM. At present, MPM imaging is being used by many research groups for imaging various regions of the eye, ex-vivo, to study a variety of disease pathologies [5] . While MPM is not currently available for imaging the LC microstructure invivo, the advantages of using MPM in the laboratory ex-vivo are important due to the reasons mentioned earlier in Section I, thereby warranting the need for automated methods such as the segmentation method proposed in this paper.
VI. CONCLUSIONS AND FUTURE WORK
Accurate segmentation of the anterior LC microstructure in MPM volumes is a challenging task for an expert to perform manually, as well as for any automated segmentation algorithm. Prior methods include Grau's EM-A-MRF method, Campbell's mF-filter approach, and Nadler's CLAHE-Tresh technique. Our approach differs from these earlier methods. We do not assume local structure direction or choose a fixed radial range, nor do we omit the structural information altogether. The key idea of the work presented in this paper is to be able to segment LC beams of varying thickness and high texture or fluctuating intensities, which was not a focus of the earlier studies. Our proposed method combines BM4D filtering to suppress the noise, a new curvilinear structure enhancement step to enhance the contrast between the LC beams and the background, a two-step binarization procedure, and morphology-based post-processing to find and segment the foreground LC beams. The results demonstrate the improved performance of our algorithm, according to both quantitative and qualitative studies.
The proposed segmentation algorithm is implemented using isotropic (interpolated) data. However, our algorithm can be modified to handle anisotropic data by modifying the smoothness term in (13) and associating different weights to each neighboring voxels' contribution. Making this change could further accelerate the algorithm, making it more efficient.
