Abstract: For t ≥ 0, let X(t) = (X 0 (t), . . . , X p (t))
Introduction and results
In his seminal paper, Albin (1990) studied the extremal behavior of general stationary stochastic processes. While the mainly theoretical results were subsequently refined and extended in several articles such as Albin (1992 Albin ( , 2001 , research concerned about the detection of breaks in the parameters of underlying linear and polynomial models utilized the afore mentioned limit theorems in an applied environment (Jarušková 1998 (Jarušková , 1999 . Testing procedures can usually be written down as maxima of quadratic forms and the asymptotic analysis hence often reduces to determining the asymptotics of suprema of quadratic forms of Gaussian processes. More precisely, the object of study here will be the supremum of multivariate stochastic integrals (with respect to standard Brownian motion) involving Legendre polynomial transforms as coordinatewise integrands. It turns out that, in order to derive the extreme value asymptotics, one has to establish sharp estimates for the eigenvalues of the covariance matrix corresponding to these stochastic integrals. However, the computations involved are complex and delicate, and have so far been carried out only in the one-dimensional case with the help of mathematical software (see Albin and Jarušková, 2003) .
The main aim of this paper is thus to fill in this gap and to provide a rigorous mathematical analysis that will consequently lead to the limiting extreme value behavior. Before introducing the quantities of interest and the main results, we would like to refer to Leadbetter et al. (1983) for comprehensive background information on extreme value theory, and to Finkenstaedt and Rootzén (2003) for a summary of recent developments in the field. The connection between the processes to be defined below and testing procedures in polynomial regression models is subject of Section 2, while all proofs are relegated to Section 3.
To begin with, for j ≥ 0, let p j (x) denote the jth order Legendre polynomial on [−1, 1] , that is p j (x) = 2j + 1 2
Recall that the sequence of functions {p j (x) : j ≥ 0} forms an orthonormal basis for the Hilbert space L 2 [−1, 1]. Since p j (x) is a polynomial of order j, its leading coefficient, say, a j (assigned to x j ) is nonzero and we can assume that it is strictly positive. We are interested in the following transformation of the Legendre polynomials onto the interval [0, t] given by
Let {W (s) : s ≥ 0} be a standard Brownian motion and set
Next, for j ≥ 0 and t ≥ 0, we introduce the standardized variables
As usual in the study of standardized variables, we shall work with the exponentially transformed processes
It will be shown in Section 3 (see Lemma 3.1) that the processes {X j (t)} have a simpler covariance structure than {Q j (t)}. As a consequence of the exponential, we obtain, for example, that the vector-valued process
is stationary. Therein, x T denotes the transpose of a vector x. In this paper, we are interested in the asymptotic behavior (as T → ∞) of sup 0≤t≤T |X(t)|, and also in the tail behavior of sup 0≤t≤h |X(t)| for a fixed h > 0. To derive the limits, we shall apply the general method developed in Albin (1990) , which relies heavily on properties of the covariance matrix, say, A(t) of the random vector (X(0), X(t)), t > 0. The structure of A(t) will be subject of Lemma 3.2 below. We would like to mention that Albin and Jarušková (2003) considered the case p = 1 in which they computed eigenvalues and eigenfunctions of A(t) using the computer software Mathematica. This technique, however, is not applicable in case of general p.
Our first result provides the tail behavior of sup 0≤t≤h |X(t)| for any given h > 0. Denote by Γ(t) = ∞ 0 e −y y t−1 dy the Gamma function. 
The result for global extremes is provided in the following theorem. Theorem 1.2 It holds, for any real x,
Both theorems are based on a series of lemmas which are given in Section 3 below. A sketch of the proofs can be given as follows. To obtain Theorem 1.1, we are going to verify the assumptions made in Lemma A of Albin and Jarušková (2003) in Lemmas 3.4, 3.6 and 3.7. Although their main results are restricted to the case p = 1, Lemma A is restated in its general form from Albin (1990, Theorem 1; 1992, Proposition 2). Theorem 1.2, on the other hand, is a consequence of Lemma B in Albin and Jarušková (2003) , which is given, again, in the original general version in Albin (1990, Theorems 2c and 5). Lemmas 3.9 and 3.10 show that the assumptions of Lemma B are indeed satisfied.
Next, however, we will show how Theorems 1.1 and 1.2 can be used to resolve problems that occur while studying polynomial regression models.
An application: polynomial regression models
The presentation in this section follows Aue et al. (2007) , who also give all details which are suppressed in the sequel. Consider the nonlinear polynomial regression model
Work in the area is for example due to MacNeil (1978), Jandhyala (1993) , and Jandhyala and MacNeil (1989, 1997) . For further references, we refer to the literature cited in these articles. In this setting, we wish to distinguish between the null hypothesis of structural stability, H 0 : β i = β 0 for i = 1, . . . , n, against the alternative H A of a regime switch at an unknown time k * with different regression parameters β 0 and β A before the change and after the change, respectively. A natural maximum-type test statistic, which is asymptotically equivalent to the maximally selected likelihood ratio (see Andrews, 1993; Csörgő and Horváth, 1997) is then given by,
assuming that Var ε i = 1 and with
Its limiting distribution, derived under the assumption that the error sequence {ε i } consists of uncorrelated variables and satisfies strong invariance principles, is of extreme value type. More precisely, it can be shown that under H 0 (see Aue et al., 2007) lim n→∞ P T n ≤ x + 2 log log n + (p + 1) log log log n − 2 log
for all x. The proof of (2.2) is based on the fact that, after a transformation that uses only the range of those time lags k contributing asymptotically and a continuous-time modification, an asymptotic equivalent expression of T n is the supremum of a quadratic form similar to |X(t)| 2 . Hence, Theorem 1.2 provides a powerful tool that yields the limit result stated in display (2.2).
Proofs
The proof section is organized as follows. After proving the elementary Lemma 3.1, we turn our attention to investigating properties of the covariance matrix of the random vector (X(0), X(t)) in Subsection 3.1. In Subsection 3.2, we prove Theorem 1.1, the final Subsection 3.3 establishes the validity of Theorem 1.2.
The processes {Z j (s) : s ≥ 0} introduced in display (1.1) are clearly Gaussian and their second order behavior is established in the following lemma. Denote by I{A} the indicator function of a set A.
Lemma 3.1 For every j ≥ 0, let the stochastic processes {Z j (t) : t ≥ 0} be given by display (1.1). Then, the following statements hold true.
(i) EZ j (t) = 0.
(ii) For any j ≥ 0,
Proof. (i) Clearly, EZ j (t) = 0. Furthermore, using the transformation u = 2x/t − 1, we obtain that
(ii) For t ≤ s,
The order of the polynomial ϕ j,s (x) − ϕ j,t (x) is not greater than j − 1. Therefore,
finishing the proof of the second part.
(ii) If j < k and s ≤ t, then
is orthogonal to all polynomials of lower order. If j < k and s > t, then
which proves the final part of the lemma.
Note that the variance of Z j (t) can be obtained from part (ii) of the lemma on setting s = t. It can also be seen from this part that the dependence structure is relatively simple as long as the variables are based on the same polynomial of order j. If the orders differ, then the third part of the lemma shows that the involved variables Z j (t) and Z k (s) exhibit a more complex second order behavior.
Utilizing display (1.1) and the definition of the Legendre polynomials p j (x), we arrive at the equalities
Then, using Lemma 3.1, we can compute the covariance structure of X 0 (t), X 1 (t), . . . , X p (t). Clearly, from part (ii), EX j (t)X j (s) = e −|t−s|c j with c j = (2j + 1)/2. If j < k, then similarly from part (iii) of the lemma,
implying that the process {X(t)} is second-order stationary.
The Eigenvalues of the Covariance Matrix A(t).
In this subsection, we study properties of the covariance matrix A(t) of the vector (X(0), X(t)). According to previous calculations,
Also,
For t > 0, denote by C(t) the correlation matrix of the vectors X(0) and X(t), and let I p+1 be the (p + 1) × (p + 1) identity matrix. Then, we can decompose
allowing for an easier computation of the eigenvalues. Note that C T (t)C(t) is a positive definite matrix that is nonsingular, since the variables X 0 (0),
Therefore, the eigenvalues of A(t) are given by 1 ± µ i (t). Since all of them are nonnegative, we get that 0 < µ i (t) < 1 for all t > 0 and 0 ≤ i ≤ p. Note that C T (t)C(t) is a differentiable function of t which implies that the ordered eigenvalues
of A(t) are also differentiable functions of t. Lemma 3.2 establishes a (uniform) bound for the p + 1 largest eigenvalues λ 0 (t), . . . , λ p (t).
Lemma 3.2 For any
Proof. Let h > 0 and 0
is differentiable in any positive argument t and, also, λ i (t) < 2, there is a constant h * such that λ i (t) < 0 for all 0 < t ≤ h * . This implies the existence of a constant
If h ≤ h * , the proof is complete. So assume h > h * . Due to the continuity of
and the fact that it is, for all t > 0, bounded by 2, we obtain that also sup h * ≤t≤h λ i (t) = c 0 < 2 and, thus, there is a constant c 2 < 2/h, such that
On choosing C = min{c 1 , c 2 }, Lemma 3.2 is readily proved.
The Tail Behavior of sup
Recall the definition of X(t) above. We obtain the following result for these vectors, which shows that the joint tail probability of |X(0)| 2 and |X(t/u)| 2 can be controlled by the tail probability of the first quantity multiplied by a factor decreasing exponentially fast to 0 with growing time index t.
Lemma 3.3
For any h > 0, there are constants K 1 and K 2 such that, for all t ∈ (0, uh],
Proof. First note that, by Lemma 3.2,
where N 0 , . . . , N 2p+1 are independent, identically distributed standard normal random variables. According to Lemma C of Albin and Jarušková (2003) (after correcting a misprint), we can estimate
where g * is the density of (2 − Ct/u)c(t)
Clearly,
and 0 < sup 0≤t≤uh c(t) < ∞. Since, moreover, λ p+1 (t/u) < 1 and 2 − Ch > 0, we get that
for all 0 ≤ t ≤ uh. Thus, we arrive at
completing the proof.
The following result can be obtained as consequence of Lemma 3.3. Proof. Immediate from Lemma 3.3.
Define the auxiliary quantitieŝ
where
so that, since they are Gaussian random vectors, X(t) andX(t) are independent. Also, Cov(X(t)) = I p+1 − C −1 (t)(C −1 (t)) T . The vectorsX(t) will help to determine an upper bound for the joint probabilities given in the following lemma.
Lemma 3.5 There are constants K 3 and K 4 such that
Proof. Using properties of C(t), it holds that
with some matrix C * . It follows that there are constants c 1 and c 2 such that
After another application of (3.4) we obtain also that
Hence,
if |X(0)| 2 ≤ u. Let now η < u. By the triangle inequality,
on the event {|X(t/u)| 2 ≥ u + 2η, |X(0)| 2 ≤ u}. Therein, we have applied that, for η < u,
Thus,
Observe that
since the random variablesX(t/u) and X(t/u) are independent. On choosing η ≤ 1/(4c 3 ) < 1 and t ≤ η 2 , it follows that
and we can further estimate, applying (3.5) to obtain the second inequality sign,
on using Markov's inequality. Therein, N (0, 1) denotes a standard normal random variable. The proof is complete.
Lemma 3.6 There are constants K 5 , K 6 and K 7 such that
for 0 < t 2 < η < K 6 and K 7 ≤ u.
Proof. It follows immediately from Lemma 3.5
Indicate by f dd −→ convergence in finite dimensional distributions and introduce the vector ϕ(θ) = (ϕ 0 (θ), . . . , ϕ p (θ)) T which is defined by its components
where {W (t) : t ≥ 0} denotes a standard Brownian motion, S a uniformly distributed random variable over the (p + 1)-dimensional unit sphere, and E * an exponentially distributed random variable with parameter 1. It is assumed that all three random quantities are mutually independent. Then, we arrive at the following result.
Lemma 3.7 As u → ∞,
so thatX(t) and X(0) are independent. Clearly,
where c ij (t) = EX i (0)X j (t). Also,
We show that the finite dimensional distributions of √ uX(t/u) converge. Since
it is enough to prove convergence for X(t/u) − X(0). Recall that
where p k denotes the kth order Legendre polynomial. Let
Obviously,
as u → ∞. Now write
Hence, it suffices to show that the finite dimensional distributions of the process given by
converge. Using (3.7), this can be furthermore reduced to investigating
where we have used the transformation x = e s/u . As u → ∞,
Now the assumptions of Theorem 2 of Kurtz and Protter (1991) are satisfied and, hence, follows that
It follows from the definition of the Legendre polynomials that p k (1) = 1 for all k ≥ 0. The next step consists of writing the event (|X(0)| − u)/2 using polar coordinates. To this end note that
where ϕ i (θ) are defined before the lemma. On the event (3.8) holds, we can express the quantity |X(t/u)| 2 as
Using (3.6), we get
Otherwise, if i and are both different from i,
The mean-value theorem implies
while integration by parts additionally gives that
Substituting back into equation (3.9) we obtain
Thus, we arrive at
where we have used that ϕ
with c i = (2i + 1)/2 and p i = √ c i .
We have so far shown that, under condition (3.8),
which completes the proof of Lemma 3.7 after an application of the polar representation of the normal distribution.
Proof. It is proved in Jarušková (19).
Proof of Theorem 1.1. Our main tool in the proof will be Lemma A of Albin and Jarušková (2003) , who restate earlier work of Albin (1990, Theorem 1; 1992, Proposition 2). Note that, for any t ≥ 0, |X(t)| 2 is a χ 2 -random variable with p + 1 degrees of freedom. Thus,
The latter equation (3.10) implies that
Combining (3.11) with Lemmas 3.4, 3.6 and 3.7, we conclude that the conditions of Lemma A in Albin and Jarušková (2003) are satisfied and, therefore,
On applying Lemma 3.8 and (3.10), the assertion is readily proved. hu/a +1 12) where P (u) = P {|X(0)| 2 > u}.
Proof. Recall thatX(t) = X(t) − C T (t)X(0) and X(0) are independent. Also, since
Recall that µ 0 (t), . . . , µ p (t) are the eigenvalues of C T (t)C(t). Consequently, the eigenvalues of the matrix I p+1 − C T (t)C(t) are e i (t) = 1 − µ i (t), where, as shown earlier, 0 < µ i (t) < 1 for all t > 0. Clearly, e i (t) < 1 for all t > 0. It follows from the structure of C(t) that µ i (t) ≤ c 1 e −t if t ≥ t 0 , and, therefore, 1 − c 1 e −t ≤ e i (t) if t ≥ t 0 . Standard arguments imply that
Applying the triangle inequality, we obtain
and, hence,
Hence, for t ≥ t 0 and t ≥ t 1 so large that 1 − √ c 1 e −t/2 > 0, we get
Choose h such that h ≥ t 2 . Then,
as u → ∞. Thus, we arrive at the assertion of Lemma 3.9 if h ≥ h 0 . Referring back to equation (3. 3), we get that (3.12) holds indeed for all h.
Lemma 3.10 Let a > 0 and 0 < λ < τ < ∞. For any points s 1 < . . . < s N < t 1 < . . . < t M which are elements of the set
and which satisfy t 1 − s N ≥ λ/(uP (u)), P (u) = P {|X(0)| 2 > u}, it holds that
Proof. For any r < t define the vector X(r, t) = (X 0 (r, t), . . . , X p (r, t)) T by letting
{X(s N , t 1 ), . . . , X(s N , t M )} and {X(s 1 ), . . . , X(s N )} are independent, since the increments of a Brownian motion are independent. LetX(r, t) = X(t) − X(r, t). Then, X k (r, t) = √ 2e 
On account of M ≤ P (u)τ /a, we have 
