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The Spectrum of the SchrUdinger Operator 
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The distribution of the eigenvalues of the Schrijdinger Operator is studied. It is 
found that when the underlying manifold is non-compact hese eigenvalues can be 
generated asymptotically at the same rate as the primes. 0 1985 Academic Press, Inc. 
1. INTRODUCTION 
From time to time there are tantalising appearances of number theory in 
problems formulated by physicists. For some recent examples compare the 
first two papers cited in Refs. [l, 21.’ The purpose of this paper is to 
establish a link between the eigenvalues A, of the Schriidinger operator and 
the primes p,, and also to introduce some useful techniques which can be 
combined to study this link. More precisely it is demonstrated that, for a 
certain S&r&linger operator -A/2 + V, the eigenvalues h, as n + cc are 
distributed asymptotically in the same way as the primes p, as n + cc. 
The organization of this paper is as follows. In Section 2, the necessary 
techniques are introduced. This material covers three topics: zeta functions, 
the heat equation, and Tauberian analysis. In Section 3 these techniques are 
applied to the spectrum of the Schrodinger operator -A/2 + V and linked 
to the distribution of primes. Finally, Section 4 contains our concluding 
remarks. 
2. TECHNIQUES 
In this section, A is the Schrodinger operator -A/2 + V acting on an 
n-dimensional manifold M, M not necessarily compact. The central object 
‘We also study only those potentials V which result in an A bounded from below by 0; i.e., 
A is a positive operator. 
436 
0196-8858/85 $7.50 
Copyright 8 1985 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
PRIMES 431 
of study is the growth of the eigenvalues A, of A as A, becomes large.2 This 
study is made by examining the properties of the function N(x), where 
N(x) is defined as the number of eigenvalues A,, of A which are less than or 
equal to x. Knowledge of N(x) is equivalent to knowledge of the A,. 
Suppose A, is the nth eigenvalue of A, i.e., 
N(X”) = n; 
then if N-‘(x) is the function inverse to N(x) we have 
(2.1) 
A,, = N-‘(n). (2.2) 
In practice we shall only be able to compute N(x) for x large and we devote 
the rest of this section to the study of N(x) for x large. 
Now we restrict ourselves to begin with, to M compact and introduce the 
zeta function [l-12] SA(s) of A. The definition of SA(s) is (I,, is the 
multiplicity of the eigenvalue A,,) 
This zeta function is defined in analogy with the classical Riemann zeta 
function 
(2.4) 
If one chooses A to be the operator -d2/dx2 operating on the circle sl, 
then one finds, after deleting the zero eigenvalue, that 
SAW = xm. (2.5) 
In general it is known [12] that lA(s) is a meromorphic function of s, and 
that SA(s) is analytic in the right-half plane Res > n/2. The possible poles 
of S,(s) are all simple poles and we indicate below where they occur and 
how to find them. There is a simple connection between N(x) and l”(s). 
Note that N(x) is a step function which jumps by the integer I, when x 
passes through the eigenvalue A,. This means that we can connect SA(s) 
and N(x) via a Stieltjes integral: 
S/,(s) = ~ax-SdN(x) 
E f g. 
n-l n 
(2.6) 
*For some background material on the function t”(s) one can consult the necessarily 
incomplete list of Refs. [3-111. 
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If we proceed formally and regard (2.6) as the Mellin transform of the 
function xN’(x), then the inversion formula gives 
(2.7) 
where c is an infinite contour placed to the right of the poles in lA(~) and 
parallel to the imaginary axis. It is now necessary to locate the possible 
poles in S”(s). In fact this information is more easily given in terms of the 
function &(s) where 
(2.8) 
(I?(S) is the usual gamma function.) The function &(s) has simple poles at 
the points sj = (n - j)/2, j = 0, 1,2,. . . , thus we see that if I(s) already 
has a pole at one of the sj, then SA(si) will be finite-an example of this is 
the point s = 0 at which I(s) has a simple pole so that S,(O) is always 
finite. The residue of these poles at sj we denote by cj. To calculate these 
residues we make use of another Mellin transform formula for lA(s). 
1 -- lA(s) - r(s) emt-S-ltr(e-fA) dt. 
$ 
[Equation (2.9) comes from the standard heat equation for A : au/at = Au. 
If K(x, y, t) is the kernel of this equation, i.e., a solution to the heat 
equation satisfying K(x, y, t) = 6(x - y) at t = 0, then 
K(x, y, t) = 2 eehn’un(x)un(y) 
n-1 
where U”(X) are orthonormal eigenfunctions of A. Thus 
K(x, y, t) = e--%(x - y) 
and 
trK(x, y, t) = IMdxK(x, x, t) = tr(e-“‘) = f e-‘J 
n-l 
from which (2.9) follows.] The poles in l”(s), or more accurately &(s), 
come from the behaviour of tr(emfA) for small t. For t + O+ it is known 
[l-12] that there is an asymptotic expansion for tr(eefA): 
(2.10) 
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Thus the residues cj came from the asymptotic expansion of the trace of the 
heat kernel. 
The calculation of the large x behaviour N(x) can be effected by inserting 
Eq. (2.9) (supplemented by the information in (2.10)) into Eq. (2.7) for 
N(x). It is at this point that a Tauberian theorem is required. Let us 
therefore put together (2.7), (2.9), (2.10); in doing this it will become clear 
that we need a further theorem, a Tauberian theorem, to obtain the large x 
behaviour of N(x). 
To this end define nA(s) by deleting the pole at s = n/2 from la(s), 
sJs) = r(n/2)y- n/2) + T4(4 
so that ~~(3) is regular at s = n/2. From (2.7) we thus obtain 
s 
xw’(x) = r(n,$2*i) & -Z,2) J ds + &J %W dJ ‘” 
C-,Xn/2 
=- 
rW4 
+ & JxST4(s) h. 
c 
(2.11) 
(2.12) 
Now because of the regularity of q”(s) at s = n/2 we are free to displace 
the contour c to the left of s = n/2 and, if s = (I + ip, write 
where 
(n - 1) - c a < n/2. 
2 
(2.13) 
Thus, provided the integral over p converges, then because u < n/2 we have 
shown that (1/2ai)j,q,(s) ds is smaller than ~-~x”/~/I’(n/2) for large x. 
Thus we have 
lim x~-~/~N’(X) = - 
x-m T[ry2) ’ 
(2.14) 
from which we have 
n/2 N(x) + c-nx 
r(n/2 + 1) * 
(2.15) 
.x+00 
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It is to put the result (2.15) on a firm footing that a Tauberian theorem is 
needed. We provide an appendix in which a short general descriptive 
account of Tauberian theorems is given together with their relevance to the 
large x behaviour of N(x). The Tauberian theorem that we need [13] can 
now be quoted: if 
f(s) = Jom~-~dM(x); s = u + ip, u > 1 (2.16) 
with M(x) monotonic increasing, and if further 
A constant (2.17) 
then 
lim Mb) 
-SC 
7 c constant. .x+00 x 
(2.18) 
To make use of this we need to identify f(s) with l,(s) and N(x) with 
M(x). This identification is made by changing variables from x to y and 
from s to s’ where 
y = x2/* 
(2.19) 
s’ = m/2. 
Now we may choose f(s’) = lA(s’) and M(x) = N(y) so that we obtain 
lim NY) c-n 
- + r(n/2 + 1) Y-+W Y n/2 
(2.20) 
as required. 
Now let A4 be non-compact. In this case our result (2.20) no longer holds. 
Let us make the choice it4 = R” for some n. In this situation the analyticity 
properties of S,(s) are in general completely different to the compact case. 
It is therefore more direct to get at the large x behaviour of N(x) by first 
computing the small t behaviour of tr(eefA). This requires a new technique 
-the Wiener integral [14-171. We cannot describe the Wiener integral in 
detail here and refer the reader to Refs. [14-171. The Wiener integral is an 
infinite-dimensional integral which has its origins in the theory of Brownian 
motion. It is important for probability theory and has close conceptual 
connections with the functional integral of quantum theory [16]. The use of 
the Wiener integral for our present purposes is that the heat kernel of A, 
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i.e., eerA6(x - v), can be written as a Wiener integral: 
e-‘%(X - y) = K(x, y, t) 
(2.21) 
In (2.21) the x(r) occurring in the argument of the potential V is a member 
of the (infinite-dimensional) space of paths on which the Wiener measure 
dW is defined. We do not explain further Eq. (2.21), since this would 
require a knowledge of the Wiener integral, we simply quote it and refer the 
reader again to Refs. [14-171. We now pass on to Section 3. 
3. THE DISTRIBUTION OF PRIMES 
Our first task is to evaluate tr(ePtA) = /K(x, x, t). To help us here is the 
paper of Ray [18]. With this reference we have that starting with (2.21) 
where 
and 
(3.1) 
p(x) = vol{ y: V(y) < x} (3.2) 
v(x) + 00 
(3.3) 
X-+00 
and the growth of p(x) is restricted by the requirement hat 
CL(x) --) x”fb>, CUP-0 
where 
fW --) 1 
f(x) ’ 
a constant. (3.4) 
The Karamata Tauberian theorems [18] previously used may be im- 
mediately applied to prove that (3.1-3.4) induce for N(x) the result that 
(2n)“‘*r(OL + n/2 + 1) N(x) 
l-ylx + 1) Xa+“/*f (x) -+ I. (3.5) 
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Notice that the polynomial growth of N(x) valid for the compact case given 
in Eq. (2.20) need no longer be the case. 
EXAMPLE 1. We can now provide an example of this result in action. Let 
us choose 
V(x) = exp[r] = [exp(x: + ... +x:)~‘~]. 
One easily calculates that (Y = 0 and that 
(3.6) 
(In x) * 
f(x) = Qn- n 
so that 
Qn x”12(ln x)” 
N(x) + p nl?(n/2 + 1) ’ 
(3.7) 
(3.8) 
In (3.7) and (3.8) the constant P, is n-dimensional solid angle: Q,, = 
2nn12/r( n/2). 
EXAMPLE 2. Choose 
V(x) = exp[(xf + x:)/2]. 
This gives a = 0 and 
f(x) = 2~ In x 
from which we deduce that 
(3.9) 
(3.10) 
N(x) + xlnx (3.11) 
x-+00 
so that the eigenvalues of - A + IJ grow asymptotically like the x th prime, 
or, apart from a factor of 1/27r, like the zeroes [19] of S(s) with 0 < Res < 1, 
Ims=x. 
EXAMPLE 3. It is known [19] that if T(X) denotes the number of primes 
less than or equal to x then 
In x 
T(X) *- + 1. 
X 
x+m 
If set M = R, and choose 
v(x) = Gln2(x/JZ) (3.13) 
PRIMES 443 
then V(X) -C X implies, for large X, that 
x/J?I -c fi/lnfi. (3.14) 
This is because the function W(X) = fi/lnfi is asymptotically inverse to 
V(x). The formula that results for N(x) is 
(3.15) 
Thus the distribution of the eigenvalues of -A/2 + Y is asymptotically 
that of the primes. 
4. CONCLUDINGREMARKS 
We have seen that for non-compact manifolds M = R” for various n the 
growth of the spectrum of -A/2 + V(x) has a rich structure. This is in 
contrast to the compact case where N(x) is polynomially bounded. It is 
possible (i) to choose M and the operator -A/2 + V so as to make N(x) 
grow asymptotically like the zeroes at height x above the critical strip for 
the Riemann zeta function c(s) and (ii) to choose N(x) to grow asymptoti- 
cally like a(x) and thus follow the distribution of primes. Other related 
examples can readily be constructed along these lines. The precise nature of 
the connection between N(x) and a(x) is unclear as yet to the present 
author. The result above should perhaps be kept in mind as indicating a 
possible link between differential equations and the techniques of analytic 
number theory. In particular, as regards the Riemann hypothesis, and its 
formulation as the size of the correction term to m(x), the situation is far 
from clear: Hardy and Littlewood showed a long time ago [13, 201 that the 
prime number theorem followed from a Tauberian theorem about Lambert 
series. The question of corrections to r(x) seems to require a tool more 
powerful [13] than the Tauberian theorems. Since Tauberian theorems are 
also used here it may be that (even though correction terms to N(x) may be 
obtainable without much trouble), a superior tool to Tauberian theorems 
would be necessary to make further progress. It is also tantalising to 
compare the connection between N(x) and CA(s) with that between n(x) 
and T(s). It should be pointed out here though that the function in number 
theory that is more closely allied to IA(s) in Schriidinger theory is {‘(s)/{(s) 
rather than l(s) itself. The poles of [‘(s)/{(s), i.e., the zeroes of c(s), then 
correspond more closely to the poles of lA(s). 
Finally, the availability of a quantum mechanical laboratory in which to 
study questions related to, or in, analytic theory, is perhaps to be welcomed. 
444 CHARLES NASH 
APPENDIX 
Tauberian Theorems 
An example of a classical Tauberian result is that if 
liiy fJ ant” = L; IanI 5 k/n 
n=l 
then 
lim f a, = L. 
ndm i-1 
(A4 
(A-2) 
To improve our understanding of the statement (A.l) and to prepare for our 
discussion of the subsequent generalisations we rewrite (A.1). To do this 
define 
O(x) = C a, (A.31 
n5.x 
thus 
f a,,t” = 
n-l 
p~dO( 24) 
=- 
J 
Octu(ln t)@(u) du. (A.4 
0 
Further, we introduce the variables x and y given by 
t = exp[ -exp[ -xl] 
u = exp[y]. 
(A.9 
Using x and y gives 
~ant”=/_~mexp[-exp[-(x-y)lex~l-(x-~)l~(ex~~)dy 
n=l 
64.6) 
and A.1 may be stated as 
where 
h-n jm K(x -.MY) dy = L (A.7) .x+03 -m 
K(x) = exp[ -exp[ -x]]exp[ -x] 
f(r) = @(exw). 
64.8) 
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The result (A.2) is then given in terms of f(x) as 
limf(x) = L. (A.9) 
x+m 
In other words we have reformulated the statement (A.l) as a convolution 
and the result (A.2) as the large-x limit of a, the function f. It is this 
formulation of Tauberian theorems as convolutions that was used by 
Wiener [13] for obtaining really general results. The convolution (A.7) 
should be thought of as an averaging of f by the kernel K, this kernel K 
has weight 1, since, 
/ 
O” K(x) dx = 1. 
--oo 
(A.lO) 
The theorem of Wiener which brings out this averaging action is the 
following one [13]: 
Let f(x) be a function satisfying 
and let K,(x) and 
j" IK(x) Idx < -CO 
IfW~ MY -co~X~< 
K*(x) be two kernels both satisfying 
(A.ll) 
00, jm K(x)exp[ipx] # 0, 
-CC 
jm K(x) dx = 1, 
-CO 
(A.12) 
then 
lim j X’CG -mKI(X -dfb) 4 = ,‘iym j  K,(x - y)fb) 4. -CO 
(A.13) 
In other words, we can average f with the kernel K, or the kernel K, 
whichever suits us best. The behaviour of N(x) for large x rests on the 
equation 
tr( e-IA) = /me-rx dN( x). 
0 
(A.14) 
It is the small 1 behaviour of tr(e-lA) that is linked to the large x behaviour 
of N(x) in the Laplace transform. If we make the change of variables 
x = e” 
t = e-“, 
(A.15) 
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then the RHS of (A.14) becomes 
J 
O” K(u - u) dM(u) 
--oo 
(A.16) 
where 
K(z) = exp[ -exp[ -z]] 
and 
dM( u) = m(x) (A.17) 
so that the small t behaviour of tr( ePzA) is rephrased as the u + cc limit of 
(A-16). A Tauberian analysis can now be brought to bear on the problem 
yielding a result phrased as a property of N(x) for large x. This concludes 
our brief background on Tauberian theorems. Many further details and 
applications can be found in Wiener [13]. 
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