INTRODUCTION
Because of its versatility and favorable large sample asymptotic properties, the method of maximum likelihood (ML) is probably the most widely used method of estimation for parametric statistical models. Applications extend to important areas like time series, survival analysis, categorical data analysis, variance components, spatial data analysis, errors in variables, and so on. Also, linear and nonlinear least squares estimators are equivalent to ML estimators based on an assumed normal distribution for the residual term. The standard textbooks in these areas (e.g., Agresti 1990; Bates Many mathematical statistics textbooks do not give a sense of the wide range of areas where ML methods are used. Also, because students at this level are only exposed to first-order asymptotic results, they leave their theory courses with the incorrect impression that there is little difference between the asymptotically equivalent Wald and likelihood-based methods of setting confidence regions/intervals. It is clear, however, that the likelihoodbased methods have important advantages. We suggest an approach for teaching this material that we feel is more interesting, more useful, and more in line with today's computational capabilities. In situations where the number of model parameters increases with sample size, ML estimators may not even be consistent (the standard regularity conditions assume that the number of parameters is fixed). As discussed by Kalbfleisch and Sprott (1970) , this "incidental parameters" problem is an indication that asymptotic approximations may not be adequate when the number of parameters is large relative to the number of observations.
OVERVIEW OF STANDARD

Confidence Regions/Intervals Based on Asymptotic Sampling Distribution Theory
The asymptotic distributional results in Section 2.1 provide approximate tests of hypotheses, and these tests can be inverted to obtain (approximate) confidence regions/intervals (e.g., Lehmann 1986 ). These approximate confidence regions have the usual frequentist interpretation: The probability that a random confidence region/interval will cover the true value of ol is, in large samples, approximately 1 -a. is the 1 -a quantile of the chi-square distribution with k, degrees of freedom. Cox and Hinkley (1974, p. 321) provided an explicit proof that Wald and likelihood-ratio confidence regions are asymptotically equivalent. In the Appendix we show that the Wald confidence region (interval) can be interpreted as a confidence region (interval) based using a quadratic approximation to the log likelihood. Similar ideas were presented for estimation problems with a single parameter in Sprott (1973) and for estimation problems with nuisance parameters in Sprott (1980) . In certain special cases (particularly when the log likelihood function is quadratic in the unknown parameters), the Wald and the likelihood ratio statistics are equivalent and there is exact distribution theory.
A third alternative, the so-called score statistic, also has the same asymptotic distribution, and can also be viewed as a quadratic approximation to the log likelihood (e.g., Sprott 1980).
Using Transformations to Improve the Wald Approximation
The accuracy of the Wald approximation depends on parameterization. Sprott (1973 Sprott ( , 1975 suggested that the normality of the relative likelihood (or quadratic shape of the log-likelihood) be used as a criterion to judge the adequacy of the large sample approximation. Cook and Weisberg (1990) , in the context of nonlinear regression, gave examples and a method of plotting the profile likelihood that allows assessment of the Wald approximation. Anscombe (1964) and Sprott (1973 Sprott ( , 1975 , for example, showed how reparameterization can, to some degree, be used to improve the asymptotic approximation. The basic idea is to find a parameterization that will, as much as possible, make the log-likelihood approximately quadratic. Of course, finding a good parameterization may be nearly as difficult as using the likelihood ratio method (but once determined for a class of problems, an appropriate reparameterization could save computational time for that class of problems). Sprott (1973) also indicated and gave an example of a situation where finding such a transformation will not be possible (also see Example 3 in Section 4.2).
Likelihood-based confidence regions/intervals are invariant to such transformations, and generally do as well or better than the best transformation. This is closely related to the "parameter effects" ideas described, for example, in Bates and Watts (1988).
CHOOSING BETWEEN LIKELIHOOD AND WALD APPROACHES
Particularly when the focus is on theory, students are often left with the mistaken impression that the Wald and likelihood approaches provide equally accurate approximations (e.g., Rao 1973, p. 418). In fact, most commercial statistical computer packages use the inferior Wald approach (SAS JMP's nonlinear regression procedure is a notable exception) with nonlinear estimation. The reason for this is some combination of (a) lack of knowledge among statisticians about the advantages of likelihoodbased methods, and (b) more complicated computations are required for the likelihood-based approach. 
Advantages of Likelihood-Based Methods
Computational Issues
Likelihood-based regions/intervals are more difficult to compute than the corresponding Wald regions/intervals. In a problem with nuisance parameters, finding a likelihood-based region/interval involves finding the roots of a function where each function evaluation requires a constrained maximum likelihood estimation. Venzon and Moolgavkar (1988) and Cook and Weisberg (1990) described useful algorithms for the process. With improvements in computing technology, this is less of a problem today than in the past, and the direction for the future is clear; lack of appropriate easy-to-use software is the main problem.
EDUCATIONAL ISSUES
Outline of Lecture Material
When teaching this material, we suggest, instead of the traditional approach, something similar to the following outline for the presentation of these important results. Emphasis given to the different points will depend on whether the presentation is for a theory or for a methods course.
. Present asymptotic distributional results and applications to hypothesis testing for both the Wald and the likelihood ratio methods.
. Show how to invert the hypothesis tests to construct confidence regions/intervals for both methods. Indicate computational differences, noting that, in general, the inversion of the likelihood ratio test must be done numerically.
e Use the simple proof in the Appendix to show that the region/interval given by the Wald approach is based on a quadratic approximation to the log-likelihood.
. Show, by example, that the quadratic approximation for the log-likelihood could give inaccurate and, in extreme cases, nonsensical intervals (e.g., negative lower limits for scale parameters or limits for probabilities that are outside of the range of [0-1]) in situations where the likelihood is far from quadratic. * As discussed in Section 2.3, show that the accuracy of the Wald approach depends on parameterization, and describe and illustrate how transformations of parameters can, to some degree, be used to improve the adequacy of the Wald approach.
. For fixed a, the value of At that maximizes R(At, a) is ,u = ,u.
Substituting this for At in (2) gives a simple expression for R(cr). For fixed ,u, the value of a that maximizes R(A, a) iS of = &02 + (i-
At)2. Substituting this for a in (2) gives a simple expression for R(A).
We now consider the lognormal P quantile Tp = exp(,u + Zpr) where Zp is the standard normal P quantile. To do this, we reparameterize in terms of Tp and a by substituting log(Tp) -Zpcr for At on the right-hand side of (2), giving the relative likelihood Table 1 . These show that the likelihood-based intervals provide the best approximation to the exact-theory interval (obtained by using Table A in T results in a nonsensical negative lower confidence interval endpoint. The commonly used quadratic approximation in log(T. ) corrects this problem but still does relatively poorly for the upper endpoint of the confidence interval.
Example 2. Figure 3 , computed from the model used in Arnold, Beaver, Groeneveld, and Meeker (1993), provides another, quite different example where the quadratic approximation to the log-likelihood profile is also inadequate. In their model and this particular set of data, the matrix of second partial derivatives of the log-likelihood with respect to the model parameters, evaluated at the maximum likelihood estimates of the parameters, is nearly singular. This gives an indication that one cannot obtain a Wald-based confidence interval for A. The log-likelihood profile, however, gives a more accurate picture of the information that the data provide about A. 
DISCUSSION
We have attempted to build a case for the use of likelihood-based confidence intervals and regions and for giving these methods a more prominent place in the statistics curricula. We would, however, like to reiterate an important point made by Casella and Berger (1990, p. 416), among others. In general, there is no guarantee that likelihood-based methods are optimum, although they will seldom be too bad. Also, for some problems, even today, the computational effort will be substantial and, for specific problems, there may be other, simpler methods that one can or should use.
APPENDIX: WALD CONFIDENCE REGIONS APPROXIMATE PROFILE LIKELIHOOD CONFIDENCE REGIONS
In this Appendix we show that the Wald confidence region can be viewed as an approximation to the likelihood-based region.
The approximation is based on quadratic approximation to the loglikelihood profile. We again use the partition o = (ol, 02) in order to obtain a confidence region for ol and 02 denotes the nuisance parameters. Minus 2 times the log likelihood profile for 0o is 
INTRODUCTION
This article focuses on the connection between the variance inflation factor (VIF) and two diagnostic plots for least squares regression, partial regression plots, and partial residual plots (added-variable plots and componentplus-residual plots). To help students master regression diagnostics, I have found it useful to point out explicitly the connections among them. Introductions to regression diagnostics at the level of Chatterjee and Price (1991) or Fox (1991) offer the student a variety of numerical and graphical diagnostics for judging the adequacy of a regression model. There are diagnostics for specification error, outliers, multicollinearity, nonlinearity, heteroscedasticity, and other faults. Rather than present each diagnostic individually, I find it useful to describe the connections among them, much as one needs to do in presenting the various types of random variables in an introductory course.
The presentation offered here is relatively elementary. The level is appropriate for students who do not know linear algebra, and I have found it useful in more advanced courses as well. The presentation relies upon imbedding the three diagnostics in a single dynamic plot. At one extreme of a slider control, this plot is the partial residual plot, which shows none of the effects of collinearity. As the control moves to the other extreme, it becomes the partial regression plot, which conveys the effects of multicollinearity. The plot dynamically updates its coordinates to suggest the effects of intermediate levels of multicollinearity.
THE DIAGNOSTICS
The VIF measures how much multicollinearity has increased the variance of a slope estimate. Suppose that we write the full-rank regression model for n independent observations as 
