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Abstract
We present an example of the quantum system with higher deriva-
tives in the Lagrangian, which is ghost-free: the spectrum of the
Hamiltonian is bounded from below and unitarity is preserved.
1 Introduction.
Since the classical paper of Pais and Uhlenbeck [1] it was generally believed
that field theories with higher derivatives (HD) in the Lagrangian are intrin-
sically sick — the spectrum of such a theory necessarily involves ghost states,
which break unitarity and/or causality.
To understand the nature of this problem, one need not to study field
theories. It is clearly seen in toy models with finite number of degrees of
freedom. Consider e.g. the Lagrangian
L =
1
2
q¨2 − Ω
4
2
q2 . (1)
It is straightforward to see that four independent solutions of the corre-
sponding classical equations of motion are q1,2(t) = e
±iΩt, q3(t) = e
−Ωt and
q4(t) = e
Ωt. The exponentially rising solution q4(t) displays instability of the
classical vacuum q = 0. The quantum Hamiltonian of such a system is not
hermitian and the evolution operator e−iHˆt is not unitary.
1On leave of absence from ITEP, Moscow, Russia.
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This vacuum instability is characteristic for all massive HD field theo-
ries — the dispersive equation has complex solutions in this case for small
enough momenta. But for intrinsically massless (conformal) field theories
the situation is different. Consider the Lagrangian
L =
1
2
(q¨ + Ω2q)2 − α
4
q4 − β
2
q2q˙2 . (2)
Its quadratic part can be obtained from the HD field theory Lagrangian
L = (1/2)φ2φ involving massless scalar field, when restricting it on the
modes with a definite momentum k (Ω2 = k2). If neglecting the nonlinear
terms in (2), the solutions of the classical equations of motion q(t) ∼ e±iΩt
and q(t) ∼ te±iΩt do not involve exponential instability, but include only
comparatively “benign” oscillatory solutions with linearly rising amplitude.
We showed in [2] that, when nonlinear terms in Eq.(2) are included, an
island of stability in the neighbourhood of the classical vacuum 2
q = q˙ = q¨ = q(3) = 0 (3)
exists in a certain range of the parameters α, β. In other words, when initial
conditions are chosen at the vicinity of this point, the classical trajectories
q(t) do not grow, but display a decent oscillatory behaviour. This island is
surrounded by the sea of instability, however. For generic initial conditions,
the trajectories become singular — q(t) and its derivatives reach infinity in
a finite time.
Such a singular behaviour of classical trajectories often means trouble also
in the quantum case. A well-known example when it does is the problem of
3D motion in the potential
V (r) = − γ
r2
. (4)
The classical trajectories where the particle falls to the centre (reach the
singularity r = 0 in a finite time) are abundant. This occurs when L >√
2mγ, where L is the classical angular momentum. And it is also well
known that, if mγ > 1/4, the quantum problem is not very well defined: the
2Usually, the term classical vacuum is reserved for the point in the configuration (or
phase) space with minimal energy. For HD theories and in particular for the theory (2)
the classical energy functional is not bounded from below and by “classical vacuum” we
mean simply a stationary solution to the classical equations of motion.
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eigenstates with arbitrary negative energies exist and the Hamiltonian does
not have a ground state.
The bottomlessness of the Hamiltonian is not, however, a necessary con-
sequence of the fact that the classical problem involves singular trajectories.
In the problem (4), the latter are present for all positive γ, but the quantum
ground state disappears only when γ exceeds the boundary value 1/(4m).
The main statement of this paper is that the system (2) exhibits a similar
behaviour. If both α and β are nonnegative (and at least one of them is
nonzero), the quantum Hamiltonian has a bottom and the quantum problem
is perfectly well defined even though some classical trajectories are singular.
2 Free theory
Consider the Lagrangian (q¨ + Ω2q)2/2 obtained from (2) by suppressing the
interaction terms. The quantum dynamics of such a theory was studied in [3].
It is instructive to consider first the Lagrangian
L =
1
2
[
q¨2 − (Ω21 + Ω22)q˙2 + Ω21Ω22q2
]
(5)
and look what happens in the limit Ω1 → Ω2. The main observation of
Ref. [3] was that this limit is singular. When Ω1 > Ω2, the spectrum of the
theory (5) is
Enm =
(
n+
1
2
)
Ω1 −
(
m+
1
2
)
Ω2 (6)
with nonnegative integer n,m. On the other hand, when Ω1 = Ω2 = Ω, the
spectrum is
En = nΩ (7)
with generic integer n. In both cases, the quantum Hamiltonian has no
ground state, but in the limit of equal frequencies the number of degrees of
freedom is reduced in a remarkable way: instead of two quantum numbers
n,m (The presence of two quantum numbers is natural — the phase space
of the system (5) is 4–dimensional giving two pairs (p1,2, q1,2) of canonic
variables.), we are left with only one quantum number n.
This deficiency of the number of eigenstates compared to natural expec-
tations would not surprise a mathematician. A generic 2× 2 matrix has two
3
different eigenvectors. But the Jordan cell
(
1 1
0 1
)
has only one eigenvec-
tor ∝
(
1
0
)
. The statement is therefore that in the limit Ω1 = Ω2 our
Hamiltonian represents a kind of generalized Jordan cell. In what follows we
partially repeat the analysis of [3], but make it much more explicit. This will
allow us to understand this “Jordanization” phenomenon in very clear terms
and prepare us to the analysis of the interacting theory (2).
To begin with, let us construct the canonical Hamiltonian corresponding
to the Lagrangian (5). This can be done using the general Ostrogradsky for-
malism [4] 3. For a Lagrangian like (5) involving q, q˙, and q¨, it consists in in-
troducing the new variable x = q˙ and writing the Hamiltonian H(q, x; pq, px)
in such a way that the classical Hamilton equations of motion would coincide
after excluding the variables x, px, pq with the equations of motion
q(4) + (Ω21 + Ω
2
2)q¨ + Ω
2
1Ω
2
2q = 0 (8)
derived from the Lagrangian (5). This Hamiltonian has the following form
H = pqx+
p2x
2
+
(Ω21 + Ω
2
2)x
2
2
− Ω
2
1Ω
2
2q
2
2
. (9)
For example, the equation ∂H/∂pq = q˙ gives the constraint x = q˙ , etc.
Assume for definiteness Ω1 > Ω2. The Hamiltonian (9) can then be
brought into diagonal form by the following canonical transformation
q =
a1√
2Ω1(Ω
2
1 − Ω22)
+
a2√
2Ω2(Ω
2
1 − Ω22)
+ h.c. ,
x = − iΩ1a1√
2Ω1(Ω21 − Ω22)
+
iΩ2a2√
2Ω2(Ω21 − Ω22)
+ h.c. ,
px = − Ω
2
1a1√
2Ω1(Ω21 − Ω22)
− Ω
2
2a2√
2Ω2(Ω21 − Ω22)
+ h.c. ,
pq =
iΩ1Ω
2
2a1√
2Ω1(Ω21 − Ω22)
− iΩ2Ω
2
1a2√
2Ω2(Ω21 − Ω22)
+ h.c. . (10)
We obtain
H = Ω1a
∗
1a1 − Ω2a∗2a2 . (11)
3See e.g. [5] for its detailed pedagogical description.
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The classical dinamics of the Hamiltonian (11) is simply a1 ∝ e−iΩ1t, a2 ∝
eiΩ2t. Quantization of this Hamiltonian gives the spectrum (6). The negative
sign of the second term in (11) implies the negative sign of the corresponding
kinetic term, which is usually interpreted as the presence of the ghost states
(the states with negative norm) in the spectrum. We prefer to keep the norm
positive definite, with the creation and annihilation operators a1,2, a
†
1,2 (that
correspond to the classical variables a1,2, a
∗
1,2) satisfying the usual commuta-
tion relations
[a1, a
†
1] = [a2, a
†
2] = 1 . (12)
However, irrespectively of whether the metric is kept positive definite or not
and the world “ghost” is used or not, the spectrum (6) does not have a
ground state and, though the spectral problem for the free Hamiltonian (11)
is perfectly well defined, the absence of the ground state leads to a trouble,
the falling to the centre phenomenon when switching on the interactions. 4
We are interested, however, not in the system (5) as such, but rather in
this system in the limit Ω1 = Ω2. The latter is not so trivial because we are
not allowed to simply set Ω1 = Ω2 in (11) — the canonical transformation
(10) is singular at this point. The best way to see what happens in this limit
is the explicit one. We will write down the expressions for the wave functions
of the states (6) and explore their behaviour in the equal frequency limit.
This can be done by starting from the oscillator wave functions in the
basis (11) and performing the canonical transformation (10). An alternative,
the most direct way is substitute the operators −i∂/∂x, −i∂/∂q for px and
pq in Eq. (9) and to search for the solutions of the Schro¨dinger equation in
the form
Ψ(q, x) = e−iΩ1Ω2qx exp
{
−∆
2
(
x2 + Ω1Ω2q
2
)}
φ(q, x) , (13)
where ∆ = Ω1 − Ω2. Then the operator acting on φ(q, x) is
H˜ = −1
2
∂2
∂x2
+ (∆x+ iΩ1Ω2q)
∂
∂x
− ix ∂
∂q
+
∆
2
. (14)
4A characteristic feature of this phenomenon is that classically trajectories reach sin-
gularity in a finite time while the quantum spectrum involves a continuum of states with
arbitrary low energies [6]. In our case, the “centre” is not a particular point in the config-
uration (phase) space, but rather its boundary at infinity, but the physics is basically the
same.
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It is convenient to introduce
z = Ω1q + ix , u = Ω2q − ix , (15)
after which the operator (14) acquires the form
H˜(z, u) =
1
2
(
∂
∂z
− ∂
∂u
)2
+ Ω1u
∂
∂u
− Ω2z ∂
∂z
+
∆
2
. (16)
The holomorphicity of H˜(z, u) means that its eigenstates are holomorphic
functions φ(z, u). An obvious eigenfunction with the eigenvalue ∆/2 is
φ(z, u) = const. Further, if assuming φ to be the function of only one holo-
morphic variable u or z, the equation H˜φ = Eφ acquires the same form as for
the equation for the preexponential factor in the standard oscillator problem.
Its solutions are Hermit polynomials,
φn(u) = Hn(i
√
Ω1u) ≡ H+n , En =
∆
2
+ nΩ1 ,
φm(z) = Hm(
√
Ω2z) ≡ H−m, Em =
∆
2
−mΩ2 . (17)
The solutions (17) correspond to excitations of only one of the oscillators
while another one is in its ground state. For sure, there are also the states
where both oscillators are excited. One can be directly convinced that the
functions
φnm(u, z) =
m∑
k=0
(
i∆
4
√
Ω1Ω2
)k
(n−m+ k + 1)!
(m− k)!k! H
+
n−m+kH
−
k , m ≤ n ,
φnm(u, z) =
n∑
k=0
(
i∆
4
√
Ω1Ω2
)k
(m− n+ k + 1)!
(n− k)!k! H
+
k H
−
m−n+k, m > n
(18)
are the eigenfunctions of the operator (16) with the eigenvalues (6). Multi-
plying the polynomials (18) by the exponential factors as distated by Eq.(13),
we arrive at the normalizable wave functions of the Hamiltonian (9).
We are ready now to see what happens in the limit Ω1 → Ω2 (∆ → 0).
Two important observations are in order.
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• The second exponential factor in (13) disappears and the wave functions
cease to be normalizable. This is unexpected and rather unusual. In-
deed, we do not know any other physical quantum system with discrete
spectrum where wave function would not be normalizable. On the other
hand, it is not so surprising from mathematical viewpoint. Indeed, the
operator (16) has discrete spectrum and polynomial, not normalizable
eigenfunctions even if the frequencies are not equal 5 The same concerns
the familiar one-dimentional Hermit operator (1/2)∂2/∂z2 − Ω z∂/∂z
and many its Fuchs relatives. Actually, nothing forbids the original
Hamiltonian (9) to have the same nature and, in the equal frequencies
limit, it has it.
• We see that in the limit ∆→ 0, only the first terms survive in the sums
(18) and we obtain
lim
∆→0
φnm ∼ H+n−m , m ≤ n
lim
∆→0
φnm ∼ H−m−n , m > n . (19)
In other words, the wave functions depend only on the difference n−m,
which is the only relevant quantum number in the limit Ω1 = Ω2.
As this phenomenon is rather unusual and very important for us, let us
spend few more words to clarify it. Suppose Ω1 is very close to Ω2, but still
not equal. Then the spectrum includes the sets of nearly degenerate states.
For example, the states Ψ00,Ψ11,Ψ22, etc have the energies ∆/2, 3∆/2, 5∆/2,
etc, which are very close. In the limit ∆ → 0, the energy of all these states
coincides, but rather than having an infinite number of degenerate states,
we have only one state: the wave functions Ψ00,Ψ11,Ψ22, etc simply coincide
in this limit by the same token as the eigenvectors of the matrix
(
1 1
∆ 1
)
coincide in the limit ∆→ 0.
The fact that some matrices have a reduced number of eigenvectors com-
pared to a generic case is very well known. One of the reasons why it was
never considered relevant for physical spectral problems is that the Jordan
matrix is not symmetric and seems not to be a viable model for a physical
5The boundary condition leading to discretization of the spectrum is in this case not
the requirement of normalizability of the wave function, but the requirement that it grows
not faster than a polynomial.
7
Hermitian Hamiltonian. However, it was recently understood [7] that any
matrix (and any Hamiltonian) with real eigenvalues can be rendered Hermi-
tian if defining the norm in an appropriate way. Indeed, the Hamiltonian (9)
in the equal frequencies limit can be represented as a Jordan matrix in the
basis with a special non-diagonal metric [3].
3 Interacting theory.
When Ω1 = Ω2, u = z¯ and the operator (16) acquires the form
H˜(z, z¯) =
1
2
(
∂
∂z¯
− ∂
∂z
)2
+ Ω
(
z
∂
∂z¯
− z¯ ∂
∂z
)
. (20)
Its eigenfunctions are either holomorphic or antiholomorphic Hermit poly-
nomials. Let us deform (20) by adding there the quartic term αz2z¯2 with
positive α. Note first of all that it cannot be treated as a perturbation,
however small α is: the wave functions are not normalizable and the matrix
elements of αz2z¯2 diverge. But one can use the variational approach. Let us
take the Ansatz
|var〉 = zne−Azz¯ , (21)
where A, n are the variational parameters. The matrix element of the unper-
turbed quadratic Hamiltonian (20) over the state (21) is
〈var|H˜|var〉 = A(n + 1)
2
− Ωn . (22)
Obviously, by choosing n large enough and A small enough, one can make it
as close to −∞ as one wishes. The bottom is absent and one cannot reach it.
For the deformed Hamiltonian, the situation is different, however. We have
Evar(n.A) = 〈var|H˜ + αz2z¯2|var〉 = A(n + 1)
2
− Ωn + α(n+ 1)(n+ 2)
4A2
.(23)
This function has a global minimum. It is reached when
A− Ω− α
4A2
= 0 (24)
and n = A3/α− 2.
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For small α≪ Ω3,
A ≈ Ω, n ≈ Ω
3
α
, and Evar ≈ −Ω
4
4α
. (25)
The smaller is α, the lower is the variational estimate for the ground state
energy and the ground state energy itself. In the limit α→ 0, the spectrum
becomes bottomless. But for a finite α, the bottom exists.
Bearing in mind that z = Ωq + ix = Ωq + iq˙, the deformation αz2z¯2
amounts to a particular combination of the terms ∼ q4, ∼ q2q˙2, and ∼ q˙4
in the Hamiltonian. For the theory (2) with generic α, β, the algebra is
somewhat more complicated, but the conclusion is the same: in the case
when the form αq4/4+ βq2x2/2 is positive definite, the system has a ground
state.
The requirement of positive definiteness of the deformation is necessary.
In the opposite case, choosing the Ansatz
|var〉 ∼ (Ωq + ix)n exp{−Aq2 − Bx2}
and playing with A,B, one can always make the matrix element 〈 var |
deformation | var 〉 negative, which would add to the negative contribution
−Ωn in the variational energy, rather than compensate it. The bottom is
absent in this case.
Combining this with the findings of Ref. [2], we conclude that the whole
plane (α, β) is divided into 3 regions (see Fig. 1). In the region I, the
stationary point q = q˙ = q¨ = q(3) = 0 of classical phase space (the would-be
classical vacuum) is unstable with respect to small perturbations. In the
region II, the island of stability appears in the classical problem, but some
classical trajectories hit the singularity. Speaking of the quantum problem,
the Hamiltonian does not have a ground state and we are in the falling to the
centre situation. In both cases, unitarity is not preserved. Finally, the region
III is not distinguished from the region II as far as the classical problem
is concerned (there are singular trajectories), but the quantum problem is
perfectly well defined: the spectrum has the bottom, the Hamiltonian is
Hermitian, and the evolution operator is unitary. 6
6In [2], we dubbed the ghosts appearing in region I “malicious” and the (classical) ghosts
appearing in regions II and III “benign”. We see, however, that the relevant (quantum)
watershed passes between the regions I and II on one hand and the region III on the other
hand.
9
α
1
−1
1
−1
I
II
II
III
βΩ 
Figure 1: Ghost and no-ghost regions. I — perturbative instability. II — falling
to the centre. III - Nice Hermitian Hamiltonian endowed with a bottom.
4 Discussion
What are the implications of the analysis of our toy model (2) for field theories
? Is it possible to find a HD field theory with a well-defined ground state ?
We believe that the answer to this question is positive though cannot justify
it at the moment. Our faith is based on the fact that we do not see any other
way to construct a viable theory of quantum gravity. The argumentation is
the following (see [2, 8] for more detailed discussion).
• The main conceptional difficulty which has not allowed us up to the
present to construct a decent quantum counterpart to Einstein’s general
relativity is its geometric nature. Time is intertwined there with other
coordinates of a curved manifold and no notion of universal flat time
exists. Standard quantum mechanics (either with finite or with infinite
number of degrees of freedom) is based on this notion, however. When
we write the Schro¨dinger operator and define the evolution operator,
we imply this.7
7Contrary to what most people think, general relativity has conceptional difficulties
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• That is why we suggested [2] that the fundamental Theory of Ev-
erything is formulated in flat space-time. To explain gravity, this
bulk should have more than 4 dimensions. Then our curved (3+1)–
dimensional Universe may appear as a classical solution (3-brane) in
the bulk and gravity would have the status of effective theory on this
brane.
Our other assumption is that the TOE is not a version of string theory,
but rather a conventional field theory. It is simply because string the-
ory does not have today a consistent nonperturbative formulation and
one may doubt that such a formulation could be given. A field theory
formulated in more that four dimensions should involve higher deriva-
tives - otherwise it is not renormalizable. If one believes that such HD
TOE exists, one should also believe that it is free from ghost-driven
paradoxes.
What can one say about the form of this theory ? As was argued above,
one can only hope to tame the ghosts if the theory is conformal. If not,
vacuum is perturbatively unstable at the classical level. We also want it to
be supersymmetric. Otherwise, the cosmological term — the energy density
of our brane≡Universe cannot be expected to vanish. The requirement of
superconformal invariance imposes stringent constraints on the theory. For
example, it restricts the number of dimensions of the flat space-time where
the theory is formulated by D ≤ 6. Indeed, all superconformal algebras
(involving the super-Poincare algebra as a subalgebra) are classified [11].
The highest possible dimension is six, which allows for the minimal conformal
superagebra (1,0) and the extended chiral conformal superalgebra (2,0).
In [12], we construct and study the minimal superconformal 6D gauge
theory. Unfortunately, it cannot be considered as a viable candidate for the
TOE. It is not viable phenomenologically (the required 3-brane solutions are
absent there) and not internally self–consistent by two reasons:
• The Lagrangian involves among other things certain scalar fields of
canonical dimension 2 with nontrivial cubic potential. It is not positive
even at the classical level. The matter is that Einstein’s equations of motion cannot
always be presented in the Cauchy form and, as a result, causality is not always preserved.
There are some exotic solutions involving closed time loops [9]. Even though they are
unstable and are not realized macroscopically, their presence leads to difficulties at the
foundational level. These difficulties become overwhelming when attempting to construct
quantum theory [10].
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definite and the vacuum is not classicaly stable.
• Conformal symmetry is broken by anomaly in this theory. We have
directly calculated the 1–loop β function there and obtained a non-
vanishing answer.
Our hope is that the extended 6D (2,0) theory is much better in this
respect. We anticipate that β function vanishes there to all orders (like it
does in 4D N = 4 SYM) and that the quantum spectrum of this theory has
a bottom. Maybe the mechanism by which the bottom (well-defined ground
state) appears is similar to the mechanism unravelled in the present paper.
Then supersymmetry will distate as usual that the vacuum energy is zero if
supersymmetry is not broken and positive if it is.
Unfortunately, no field theory with this symmetry group (the highest pos-
sible of all superconformal groups) is actually known now. The corresponding
Lagrangian is not constructed, and only indirect results concerning scaling
behavior of certain operators have been obtained so far using duality argu-
ments [13]. Further studies of this very interesting question are necessary.
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