We analyze clouds in the earth's atmosphere using ground-based sky cameras. An accurate segmentation of clouds in the captured sky/cloud image is difficult, owing to the fuzzy boundaries of clouds. Several techniques have been proposed, which use color as the discriminatory feature for cloud detection. In the existing literature, however, analysis of daytime and nighttime images is considered separately, mainly because of differences in image characteristics and applications. In this letter, we propose a lightweight deep-learning architecture called CloudSegNet. It is the first that integrates daytime and nighttime (also known as nychthemeron) image segmentation in a single framework and achieves state-of-the-art results on public databases.
I. INTRODUCTION
C LOUDS play an important role for understanding the hydrological balance of nature and various events in the earth's atmosphere. Such studies are done mainly using satellite images, however, which generally suffer from low temporal and/or spatial resolution. Recently, with increasing demands from applications such as solar energy generation, high-resolution ground-based sky cameras are increasingly used in addition to satellite and hyperspectral images. These ground-based cameras, popularly known as whole sky imagers (WSIs), are able to collect much more frequent and more localized information about the clouds. Images captured by sky cameras provide a plethora of information to remote sensing analysts. Subsequently, a number of popular machine learning techniques [1] can be used on these images to understand different phenomena of cloud dynamics in the atmosphere. Similarly, deep-learning techniques are now extensively used in remote sensing for this purpose, e.g., for scene classification [2] or geospatial object detection [3] .
However, detecting clouds in the images are challenging because of the nonrigid structure of the cloud mass. As such, image segmentation techniques involving shape prior information are not applicable for this task. Existing techniques in the literature use color as the discriminatory feature for cloud detection [4] - [7] .
Most of the related works in cloud segmentation work on daytime images and use a combination of red and blue color channels. We have previously conducted a thorough analysis of color spaces and components used in cloud detection [8] . A few techniques for nighttime sky/cloud image segmentation techniques have also been developed [9] , [10] . However, none of them have been designed for or tested on sky/cloud images taken during both daytime and nighttime. This poses an engineering problem when implementing a time-agnostic imaging solution in the on-board hardware of the sky camera. Therefore, it is important to develop a sky/cloud segmentation method that achieves competitive performance for both daytime and nighttime sky/cloud images. We attempt to address this gap in the literature by proposing a cloud image segmentation framework for nychthemeron (i.e., the 24-h timespan that includes a night and a day).
In this letter, we propose a deep-learning architecture called CloudSegNet for efficient cloud segmentation. It is essentially an encoder-decoder architecture-consisting of convolution, deconvolution, and pooling layers. It provides a pixel-based semantic segmentation of sky/cloud images, either in the form of a probability map or as pixel-level binary labels, which identify each point as either sky or cloud.
The main contributions of this letter are the following. 1) A lightweight deep-learning architecture for efficient cloud segmentation. 2) A common framework for both daytime and nighttime sky/cloud images outperforming current methods on either image type.
II. ARCHITECTURE
Our CloudSegNet architecture consists of an encoder-decoder combination, as shown in Fig. 1 . It is similar to the convolution layers in VGG16 [11] and SegNet [12] networks. The motivation for using such an encoder-decoder architecture is that it helps in aggregating discriminatory image features from different levels and generating a semantic segmentation mask at the same resolution as the input image. Moreover, it contains significantly fewer trainable parameters as compared to other deep neural network architectures. The CloudSegNet architecture does not employ any fully connected layers. Also, it does not use any skip architecture 1545-598X © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. combining deep information with shallow information of the network, as done in [13] . Instead, we propose a minimalist version of the encoder-decoder architecture for cloud segmentation.
A. Encoder
The encoder block of CloudSegNet consists of three convolution layers and three max-pooling layers. We feed an RGB image of a fixed input size (300 × 300 pixels) into the CloudSegNet model. In case, the input RGB images are of a different resolution, the images need to be resized to 300 × 300. The images are generally normalized using mean subtraction beforehand. We know from [11] and [14] that the lower convolution layers compute the primitive image cues, namely, color, texture. The upper layers compute more complex features using these lower layer features. In the encoder block, we use 16 filters of dimension 3 × 3 for the first convolution layers and eight filters of dimension 3 × 3 for the second and third convolution layers. The resulting encoder output is of dimension 38 × 38 × 8.
B. Decoder
The decoder block consists of four deconvolution layers and three upsampling layers. The output of the encoder block (having dimension 38 × 38 × 8) is fed into the decoder block. In the decoder layers, the first and second deconvolution layers consist of eight filters with the dimension of 3 × 3, and the third deconvolution consists of 16 filters with the dimension of 3 × 3. The final deconvolution layer consists of a single filter with the dimension of 5 × 5.
C. Implementation
The output of CloudSegNet is a probability mask, assigning a probabilistic value to each pixel, which represents its likelihood of belonging to the cloud category. We then convert the probability mask into a binary map using a simple thresholding process. The labeling threshold is determined from the receiver operating curve (ROC) of CloudSegNet.
We implement the CloudSegNet architecture in the Ten-sorFlow framework. 1 We train the CloudSegNet model from scratch with a data set of 1128 images captured by a ground-based sky camera. Our model is trained over 10 000 epochs, using Adadelta optimizer. We use a batch size of 16, a learning rate of 1.0, using binary cross-entropy loss function. We choose the CloudSegNet model with the lowest validation loss.
III. EXPERIMENTS AND RESULTS

A. Data Set
We combine images from two publicly available sky/cloud image segmentation data sets-Singapore whole sky IMaging SEGmentation data set (SWIMSEG) [15] and Singapore whole sky nighttime imaging SEGmentation database (SWINSEG) [16] -to create a composite data set of nychthemeron images. These images are undistorted from the original fisheye lens obtained from the sky camera using the camera calibration function. More details about this calibration process can be found in [17] .
The SWIMSEG data set consists of 1013 daytime sky/cloud images, along with manually annotated ground-truth maps. The SWINSEG data set consists of 115 diverse nighttime sky/cloud images, along with the corresponding ground-truth maps. All these images were captured on the rooftop of a building on the campus of Nanyang Technological University (NTU), Singapore, by a high-resolution sky camera [17] .
Note that the composite data set is intrinsically unbalanced, as there are more daytime than nighttime images. More discussion on this aspect can be found later in Section III-E. In order to reduce the impact of imbalance nature of the two data sets, we perform image augmentation techniques for both SWIMSEG and SWINSEG data sets. Such augmentation techniques also help the users to train the neural network with varying types of sky/cloud images. We increase the number of images by an additional 5× order of magnitude. We refer to this augmented composite data set as Singapore Whole sky Nychthemeron Imaging SEGmentation Database (SWINySeg). 2 We use several image-based operations on the original images for the task of image augmentation. We include five types of operations-rotate, shear, flip, shift, and zoom. Each augmented image is generated as a result of these five distinct operations (applied in sequence), to an original image. All the operations are performed with a random degree of magnitude. We use random magnitude of rotation within a range of ±20 • and a resolution of 0.5 • . We use a random magnitude of shear within the range of ±0.5 and a resolution of 0.5. The shifting operation is also performed within a ratio of ±0.1 in both width and height directions and a resolution of 0.05. Finally, the zoom operation is performed within a range of [0.8, 1] and the resolution of 0.05. We do not perform any transformation in the color, hue, or saturation of the sky/cloud image. This is because color is a discriminatory feature for clouds [8] and altering it would adversely impact the segmentation performance.
The total number of augmented daytime and nighttime images is 5065 and 575, respectively. The total number of images in the extended composite SWINySeg data set (inclusive of original and augmented) images is 6768. Post the augmentation process, we visually inspect all the generated sky/cloud images to make sure that the augmented images look realistic and natural. As all the parameters in the image augmentation process are changed in moderation, our augmented images closely resemble actual sky/cloud images.
B. Loss Trend of CloudSegNet
We use this augmented composite SWINySeg data set of 6768 images to train the CloudSegNet model. We perform a random sampling on this composite data set and divide the training and testing sets in the ratio of 80% : 20%, respectively. The trend of binary cross-entropy loss for training and testing sets is shown in Fig. 2 . We observe that the loss saturates after a few thousand iterations, and the model exhibits comparable loss performance for both training and testing sets. We choose the CloudSegNet model with the lowest validation loss for our subsequent experiments.
C. Receiver Operating Curve
As discussed above, the output of CloudSegNet is a probability mask, wherein each pixel indicates the degree of belongingness to the cloud category. Since the ground-truth maps are binary in nature, it is necessary to convert the probabilistic output into binary maps as well. We employ an ROC technique to understand the impact of the threshold on the performance. We vary the threshold from 0 to 1 in steps of 0.01 and record the false positive rate (FPR) and true positive rate (TPR) 2 The SWINySeg data set is available for download at http://vintage.winklerbros.net/swinyseg.html of cloud detection. Fig. 3 shows the resulting ROC curve. The area under the ROC curve (AUC) is 0.97, indicating the competitive performance of CloudSegNet.
The ROC curve provides an opportunity to choose a threshold, based on the tradeoff between FPR and TPR. In our experiments, we choose the threshold of 0.5 to convert the probabilistic map into a binary sky/cloud image, which is very close to equal true and FPRs. Of course, this threshold can be further adjusted by the user, based on the specific requirements for TPR and/or FPR. Fig. 4 shows some sample outputs of our proposed approach. Visual inspection of additional images from our SWINySeg data set confirms that CloudSegNet can successfully identify cloud pixels from nychthemeron images.
D. Benchmarking
We benchmark the performance of CloudSegNet with current state-of-the-art cloud detection algorithms. In the literature, there are no algorithms or frameworks that can simultaneously work for both daytime and nighttime; they are intended for either day-only or night-only sky/cloud images. Li et al. [4] use a set of fixed and adaptive thresholds in the ratio color channel of red and blue color channels, to generate [20] analyzed clouds in the Philippines and proposed a threshold in the gray color channel of the image. Yang et al. [9] used Otsu thresholding approach on the difference of red and blue channels to generate the binary image. Yang et al. [10] used efficient adaptive thresholds on subimages to generate the binary cloud image. Dev et al. [16] used a superpixel-based technique for nighttime cloud segmentation.
We benchmark our CloudSegNet approach with these various daytime and nighttime image segmentation approaches.
In order to provide a quantitative evaluation of our proposed method, we report Precision, Recall, F-score, and These metrics are calculated on the testing images of our SWINySeg data set. Since the existing algorithms are tested on day-only or night-only sky/cloud images, we measure these metrics separately, based on the image type. However, it is important to note that CloudSegNet is trained only once on the composite data set (consisting of both daytime-and nighttimeimages), even though the benchmarking is done separately.
We present our benchmarking results in Table I . For daytime images, Souza-Echer et al. [5] achieve a very high precision, while Li et al. [4] have a high recall. However, CloudSegNet achieves the best overall performance with highest F-score and lowest Error Rate. Similarly, for nighttime images, Yang et al. [9] obtain the highest precision, while Gacal et al. [20] exhibit the highest recall. Our proposed CloudSegNet method again achieves the best performance with respect to F-score and Error Rate, despite the imbalance in the composite data set. CloudSegNet is able to maintain this competitive performance on the SWINySeg data set of daytime and nighttime testing images.
E. Discussion
Our composite SWINySeg data set consisting of daytime and nighttime sky/cloud images is unbalanced in nature. It contains 5065 daytime images, and only 575 nighttime images, along with their corresponding binary ground-truth labels. In this section, we analyze the impact of this unbalanced nature on the classification metric. We perform random downsampling, such that the ratio of number of nighttime and the number of daytime images is 50% : 50%. In this experiment, we consider all the 575 nighttime images of the SWINSEG data set. In addition to it, we randomly select 575 daytime images of the SWIMSEG data set to create a balanced data set of sky/cloud images. This balanced data set of nychthemeron sky/cloud images contains an equal number of daytime and nighttime images. We train CloudSegNet model from scratch on this balanced data set, containing 575 daytime and 575 nighttime images. In each experiment, we consider all the nighttime images and perform a random selection of 575 daytime images. The CloudSegNet model is then subsequently trained on a random 80% subset of the balanced data set while tested on the remaining 20% of the images. After training, we evaluate the performance of the trained model on daytime, nighttime, and nychthemeron sky/cloud images. We perform ten such experiments with uniform downsampling strategy to remove any sample bias. We use the same hyperparameter values to train on this balanced data set for all experiments. Table II summarizes the performance of CloudSegNet in the balanced data set, with respect to 200 distinct experiments. We observe that the performance of the CloudSegNet model is competitive in the balanced data set too-the F-score value for daytime, nighttime, and nychthemeron sky/cloud images is 0.90, 0.93, and 0.92. This indicates that the unbalanced nature of the composite data set does not have any adverse impact on segmentation accuracy. Although the CloudSegNet model is trained on the composite data set of nychthemeron sky/cloud images, we achieve good segmentation accuracy on both daytime and nighttime images individually.
IV. CONCLUSION
We presented the first deep-learning architecture for nychthemeron (day and night) cloud image segmentation. We exhibited the competitive performance of our proposed method on a combination of two publicly available sky/cloud image segmentation data sets. We use image-based augmentation techniques to increase the size of training and testing sets. Our method does not need a careful selection of color channels for discriminatory input feature-CloudSegNet learns the most discriminatory color and texture features for efficient cloud segmentation. Our future work includes using such deep neural networks in solving other imaging problems, from ground-based sky/cloud images. We also intend to release a larger data set of sky/cloud images with manually annotated labels to the remote sensing community.
