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Abstract
Motivated by the problem of filtering candidate pairs in inner product similarity joins
we study the following problem: Given parameters d ∈ N, α > β ≥ 0 and unit vectors
x, y ∈ Rd consider the task of distinguishing between the cases 〈x, y〉 ≤ β and 〈x, y〉 ≥ α
where 〈x, y〉 =∑di=1 xiyi is the inner product of vectors x and y. The goal is to distinguish
these cases with information on each vector encoded independently in a bit string of the
shortest length possible. This problem can be solved in general via estimating 〈x, y〉
with an additive error bounded by ε = α−β. We show that d log2
(√
1−β
ε
)
±Θ(d) bits of
information about each vector is necessary and sufficient. Our upper bound is constructive
and improves a known upper bound of d log2(1/ε) + O(d) by up to a factor of 2 when β
is close to 1. The lower bound holds even in a stronger model where one of the vectors is
known exactly, and an arbitrary estimation function is allowed.
1 Introduction
Modern data sets increasingly consist of noisy or incomplete information, which means
that traditional ways of matching database records often fall short. One approach to
dealing with this in database systems is to provide similarity join operators that find
pairs of tuples satisfying a similarity predicate. We refer to the book of Augsten and
Bo¨hlen [5] for a survey of similarity joins in relational database systems, and to [28] for
an overview of theoretical results in the area. Note that joins can be implemented using
similarity search indexes that allow searching a relation for tuples that satisfy a similarity
predicate with a given query q. Thus we include works on similarity search indexes in
discussion of previous work on similarity join.
In this paper we consider inner product similarity predicates of the form 〈x, y〉 > α,
where x, y ∈ Rd are real-valued vectors, i.e., the predicate is true for vectors whose
inner product
∑d
i=1 xiyi exceeds a user-specified threshold α. Inner product similarity
generalizes cosine similarity, which has been studied for more than a decade (see e.g. the
influential papers [8, 11] and more recent works such as [4, 7, 13, 33]). In recent years the
general inner product similarity join problem has attracted increasing attention (see e.g. [2,
32, 35, 36, 39]). Recently proposed practical inner product similarity join algorithms work
by reducing the general problem to a number of instances with unit length vectors, which
is equivalent to join under cosine similarity [39].
Candidate generation approach. State-of-the-art algorithms computing similarity
joins on high-dimensional vectors use a two-phase approach:
1. Generate a set of candidate pairs (xi, yi) that contains all pairs satisfying the pred-
icate (keeping track of the corresponding tuples in the relations).
2. Iterate over the candidate pairs to check which ones satisfy the predicate.
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Suppose for simplicity that both relations in the similarity join contain n tuples. A na¨ıve
candidate generation phase would output all n2 corresponding pairs of vectors. For many
data sets it is possible to reduce the number of candidate pairs significantly below n2, but
the check phase remains a bottleneck. A direct implementation of the check phase would
require full information about the vectors (xi, yi), in practice d floating point numbers
per vector. Though the inner product computation is trivial, for high-dimensional vectors
the cost of transfering data from memory can be a bottleneck.
Filtering candidate pairs using approximation. An approach to reducing com-
munication is to approximate inner products, which is enough to handle those candidate
pairs that do not have inner product close to the threshold α. The exact inner product
is computed only for the remaining pairs, often a small fraction of the set of all candi-
dates. We stress that globally, the join computation we consider is not approximate, but
approximations are used to speed parts of the algorithm. (Note that under common as-
sumptions in fine-grained complexity, the inner product similarity join problem is difficult
in the worst case, even with approximation [2, 1].)
Such additional filtering of candidate pairs has been successfully used in “Monte Carlo”
style randomized algorithms that allow the algorithm to sometimes fail to identify a pair
satisfying the predicate, e.g. [33, 6]. In this paper we study what kind of approximation is
possible without randomization, targeting settings where false negatives are not permitted.
This is particularly relevant in a database setting where a similarity join may be part of
a complex query, and the effect of errors on the query semantics can be problematic.
We seek to efficiently eliminate all candidate pairs that have inner product less than β,
for some β smaller than the threshold α, so that the number of remaining candidate pairs
(for which an expensive inner product computation must be done) may be significantly
reduced. In order to not eliminate any candidate pair passing the threshold it is necessary
and sufficient that the approximation is strong enough to distinguish the cases 〈x, y〉 ≤ β
and 〈x, y〉 ≥ α.
Similarity join memory bottlenecks. The complexity of similarity joins in the I/O
model was studied in [29], which assumes that a block transfer moves B vectors from or
to external memory, and that internal memory can holdM vectors. Reducing the amount
of data that needs to be transferred to evaluate a similarity predicate leads to a larger
capacity of blocks as well as internal memory, leading to a reduction in I/O complexity
that is roughly proportional to the reduction in size. The exact improvement is a bit more
complicated because additional I/Os are needed to evaluate the exact inner products of
pairs with similarity above β. McCauley and Silvestri [27] studied the related problem
of similarity joins in MapReduce where considerations similar to the I/O model can be
made.
1.1 Our results
Without loss of generality we can consider unit vectors, since the general estimation
problem can be reduced to this case by storing an (approximate) norm of each vector in
space independent of the number of dimensions. Similarly, lower bounds shown for unit
vectors imply lower bounds for arbitrary vector lengths by a scaling argument
We study a promise version of the inner product estimation problem for unit vectors.
Specifically we look at distinguishing inner products smaller than β from inner products
larger than α, for threshold parameters α and β. This problem can of course be solved
by estimating the inner product with additive error less than α− β. However, we will see
that the number of bits needed is not a function of α − β, and that guarantees can be
improved when these parameters have values close to 1.
Let x and y be vectors from the d-dimensional Euclidean unit sphere Sd−1. When
represented in a computer with limited precision floating or fixed-point numbers, the
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precision we can obtain when computing the inner product 〈x, y〉 will of course depend
on the precision of the representation of x and y. Suppose we round coordinates x and y
to the nearest integer multiple of ε/d, for some parameter ε > 0, to produce “quantized”
vectors x′ and y′. Then it is easy to see that the difference between 〈x, y〉 and 〈x′, y′〉 is at
most ε The space required to store each coordinate x′i, y
′
i ∈ [−1,+1] is ⌈log2(2d/ε)⌉, so we
get d log2(d/ε) + O(d) bits in total using standard, uniform quantization. On the upper
bound side we know that the number of bits per dimension can be made independent of d.
The following lemma appears to be folklore — a proof can be found in [3, Theorem 4.1].
Lemma 1. For every ε > 0 there exists a mapping E : Sd−1 → {0, 1}ℓ, where ℓ =
d log2(1/ε) + O(d) such that 〈x, y〉 can be estimated from E(x) and E(y) with additive
error at most ε.
In this paper we ask if this space usage is optimal for the problem of estimating inner
products. We consider the decision problem of distinguishing between two specific inner
product values.
Definition 1 ((α, β)-InnerProduct). For every choice of α, β ∈ [0, 1] with α > β
the (α, β)-InnerProduct problem is to construct mappings E : Sd−1 → {0, 1}ℓ and
D : {0, 1}ℓ → Sd−1 and choose t ∈ R, such that for every choice of unit vectors x, y ∈ Sd−1
we have:
〈x, y〉 ≥ α =⇒ 〈D(E(x)),D(E(y))〉 ≥ t and
〈x, y〉 ≤ β =⇒ 〈D(E(x)),D(E(y))〉 < t.
We refer to the parameter ℓ as the space usage of a construction.
On the upper bound side our main technical lemma is the following:
Theorem 2. (α, β)-InnerProduct can be solved using space ℓ = d log2
(√
1−β
α−β
)
+O(d).
Theorem 2 bounds the space needed to approximate inner products between unit
vectors. For example we can distinguish pairs with inner product α = 1 − ε from pairs
with inner product less than β = 1 − 2ε using space d2 log2 1ε + O(d). The problem is
closely linked to estimation, it is unsurprising that it matches the bound in Lemma 1 for
α − β = ε in the worst case of β = 0, what is interesting is that for β close to 1 we get
improved constants.
Our proof uses a variant of pyramid vector quantization [14] and the technique is
essentially an implementation of a grid-based ε-net as described in [3], though the analysis
is different.
Next we show a tight lower bound. We consider a communication protocol where
Alice is given x ∈ Sd−1 and Bob is given y ∈ Sd−1. For parameters α, β ∈ (0, 1), with
α = β + ε, known to both parties, how many bits of information does Alice need to send
to Bob in order for Bob to be able to distinguish the cases 〈x, y〉 ≥ α and 〈x, y〉 ≤ β?
Specifically, how many bits must Alice send, in the worst case over all vectors x, to allow
Bob to answer correctly for every vector y?
Theorem 3. For each choice of α, β ∈ (0, 1) with α > β, suppose that there exists a
mapping E : Sd−1 → {0, 1}ℓ such that for all x, y ∈ Sd−1 we can determine from E(x)
and E(y) whether 〈x, y〉 ≤ β or 〈x, y〉 ≥ α (or output anything if 〈x, y〉 ∈ (β, α)). Then
ℓ ≥ d log2
(√
1−β
α−β
)
−O(d).
This matches the upper bound up to the additive term of O(d) bits.
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2 Further related work
Motivating applications. Calculating the inner product of two vectors is a fre-
quently used sub-routine in linear algebra, and many machine learning algorithms rely
heavily on inner product calculation. For example, the inner loop of algorithms for train-
ing of complex neural network uses millions and millions of inner product computations.
Often what is ultimately learned is an embedding onto a high dimensional unit sphere
where the inner product can be used directly as a similarity measure.
In such large scale computations the bottleneck is often the limited bandwidth of the
hardware in question, and having slightly smaller vector representations can massively
improve the execution time. This gives rise to the idea of computing inner products with
reduced precision. Recently, several studies showed that deep neural networks can be
trained using low precision arithmetic, see e.g. [12, 17, 18]. This has led to a new gen-
eration of software and reduced-precision hardware for machine learning algorithms, e.g.
NVIDIA’s TensorRT GPU framework and Google’s Tensorflow and Tensor Processing
Unit, that operate with 8- or 16-bit fixed point number representations. Reduced pre-
cision inner products have also been employed in knowledge discovery [9] and similarity
search [16, 24].
Dimensionality reduction. There is a large literature on the space complexity
of estimating Euclidean distances, usually studied in the setting where a certain failure
probability δ > 0 is allowed, and with number of dimensions (rather than bits) as the
measure of space. For certain “random projection” mappings f : Rd → RD one can
estimate the Euclidean distance ||x− y||2 from f(x) and f(y) up to a multiplicative error
of 1 + ε, with failure probability δ. It is known that D = O(log(δ−1ε−2)) dimensions is
necessary [23, 26] and sufficient [25]. For unit vectors this implies an approximation of
inner products with O(ε) additive error through the identity
〈x, y〉 = 12 (||x||22 + ||y||22 − ||x− y||22) . (1)
Using (a specific type of) random projections to estimate inner products, with an additive
error guarantee, is known as “feature hashing” [38].
Indyk et al. [19, 20] considered the bit complexity of representing all distances, up to
a given relative error 1 + ε, within a given set S of n vectors in Rd. For this problem one
can assume without loss of generality that d = O(ε−2 logn), using dimension reduction.
Suppose that we only need to preserve distances of unit vectors up to an additive ε, which
implies that inner products are preserved up to O(ε). Then for d = ε−2 logn the space
usage per point of the method described in [20] is O(d log(1/ε)). This is within a constant
factor of our upper bound, but not directly comparable to our result which works for all
unit vectors. Recently, Indyk and Wagner [21] studied the space required to solve the d-
dimensional Euclidean (1+ε)-approximate nearest neighbor problem in the setting where
vector coordinates are integers in a bounded range (e.g. of size nO(1)). While this method
gives guarantees for new vectors outside of S their method is randomized and can fail to
correctly determine an approximate nearest neighbor, while our method is deterministic.
Vector quantization. In a nutshell, vector quantization [15] is the process of
mapping vectors in a space (usually a bounded subset of Euclidean space) to the nearest
in a finite set of vectors Q. The goal is to minimize the size of Q and the distance between
vectors and their quantized versions, often with respect to a certain distribution of source
(or input) vectors. Fischer first described pyramid vector quantization [14], showing that
it is near-optimal for Laplacian sources. Since high-dimensional Laplacian vectors have
lenghts that are tightly concentrated around the expectation, it is natural to speculate
if the method is also near-optimal for fixed-length (or unit) vectors. It turns out to be
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easier to analyze a variant of pyramid vector quantization for which we can show that
this is indeed the case. This is described in section 3.
Quantization methods have previously been used to speed up nearest neighbor search.
The technique of product quantization [24] has been particularly successful for this appli-
cation. Product quantization uses an initial random rotation of input vectors followed by
application of an optimal quantization method on low-dimensional blocks. Since the size
of the codebook is fixed for each block the resulting quantization error cannot be bounded
with probability 1.
Quantization of the unit sphere has been studied in complexity theory as ε-nets for
spherical caps. Rabani and Shpilka [31] give a construction in which |Q| is polynomially
related to the best size possible with a given quantization error. Along and Klartag [3]
use such nets to achieves |Q| that is within a factor exp(O(d)) of optimal, improving [31]
whenever the quantization error is o(1), such that |Q| must be superexponential in d.
In the literature on machine learning (and its application areas) there is a myriad of
methods for learning a data-dependent quantization mapping that exploits structure in
a data set to decrease quantization error. We refer to the survey of Wang et al. [37] for
details. In contrast to such methods, we seek guarantees for all vectors, not just vectors
from a given data set or distribution.
Communication complexity. Consider a communication protocol in which Al-
ice and Bob are given unit vectors x, y ∈
{
± 1√
d
}d
and need to approximate 〈x, y〉. The
gap hamming problem is the special case where the task is to distinguish between cases
of weak positive and negative correlation: Is 〈x, y〉 > 1/
√
d or is 〈x, y〉 < −1/
√
d? This
problem is known to require Ω(d) bits of communication [10, 22, 34], even for randomized
protocols with error probability, say, 1/3. In turn, this implies a lower bound for the the
space complexity of estimating inner products, since a space complexity of ℓ bits implies
a (one-way) communication protocol using ℓ bits of communication. The lower bound
extends to arbitrary thresholds α and β with α − β = Θ(1/
√
d) by translation. In this
paper we consider general unit vectors x, y ∈ Rd and are able to show a higher lower
bound of 12d log2 d−O(d) bits for distinguishing inner products of distance Θ(1/
√
d).
3 Upper bound
We use a well-known grid-based rounding method to construct our representation, see
e.g. [3, 14]. For completeness we provide a simple, self-contained description of a repre-
sentation and show that it has the properties described in Theorem 2. The grid resolution
is controlled by the parameter δ ∈ [0, 1]. For every vector x ∈ Rd let f(x) ∈ Rd be defined
by
f(x) = x′/||x′||2, where x′i =
⌊
xi
√
d
δ +
1
2
⌋ δ√
d
for i = 1, . . . , d . (2)
It is clear that the number of bits for storing a single coordinate x′i can be large in high
dimensions, up to log2(2
√
d/δ) bits, but we can give a much better bound on the average
number of bits per coordinate. If ‖x‖ ≤ 1 we can store f(x) using ℓ = d log2(1/δ) +O(d)
bits of space. To compute x′ it suffices to know the integers zi = ⌊xi
√
d
δ +
1
2⌋. We first
allocate d bits to store the set {i | zi < 0}, such that it only remains to store the sequence
of absolute values |z1|, . . . , |zd|. Next, using ‖x‖2 ≤ 1 we observe that
d∑
i=1
|zi| ≤ ‖x‖1
√
d
δ + d/2 ≤
√
d ‖x‖2
√
d
δ + d/2 ≤ d/δ + d/2 .
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Thus if we set s = ⌊d/δ + d/2⌋ we can encode |z1|, . . . , |zd| by specifying a partitioning
of s elements into d + 1 parts. There are
(
s+d
d
)
such partitionings so we can assign each
vector a unique representation of ℓ =
⌈
log2
(
s+d
d
)⌉
+ d = d log2 (1/δ) +O(d) bits.
Before proving Theorem 2 we give a simple space bound for distance distortion which
is useful in it own right.
Lemma 4. For δ ≤ 1 and every choice of x, y ∈ Rd, defining f according to (2) we have:
‖x− y‖2 − δ ≤ ‖f(x)− f(y)‖2 ≤ ‖x− y‖2 + δ .
Proof. Oberserve that |xi − x′i| ≤ δ2√d . That is,
‖x− x′‖2 =
√√√√ d∑
i=1
(xi − x′i)2 ≤
√√√√ d∑
i=1
δ2
4d
=
δ
2
.
Since δ ≤ 1 the angle between x and x′ is bounded by π/3, and hence ‖x − f(x)‖2 ≤ 1.
This implies that ‖x−f(x)‖22 = 2−2 〈x, x′/||x′||2〉 ≤ 1+‖x′‖2−2 〈x, x′〉 = ‖x−x′‖22, and
in particular we get ‖x− f(x)‖2 ≤ ‖x− x′‖2 ≤ δ/2. Finally, using the triangle inequality:
‖f(x)− f(y)‖2 ≤ ‖x− f(x)‖2 + ‖x− y‖2 + ‖y − f(y)‖2 ≤ ‖x− y‖2 + δ, and
‖f(x)− f(y)‖2 ≥ ‖x− y‖2 − ‖x− f(x)‖2 − ‖y − f(y)‖2 ≥ ‖x− y‖2 − δ .
We are now ready to prove Theorem 2.
Proof of Theorem 2. Let the encoding function E(·) map a vector x to the ℓ-bit rep-
resentation of x′ as defined in (2). The decoding function D(·) is defined such that
D(E(x)) = f(x).
By Lemma 4 we have:
max{0, ‖x− y‖ − δ} ≤ ‖f(x)− f(y)‖ ≤ ‖x− y‖+ δ .
Using the distance bounds and the identity (1) several times we get:
〈f(x), f(y)〉 = 12 (‖f(x)‖2 + ‖f(y)‖2 − ‖f(x)− f(y)‖2)
≤ min{1, 12 (2 + 2‖x− y‖δ − ‖x− y‖2 − δ2)}
= min{1, 〈x, y〉+ ‖x− y‖δ − δ2/2}, and
〈f(x), f(y)〉 ≥ 12 (2− 2‖x− y‖δ − ‖x− y‖2 − δ2)
= 〈x, y〉 − ‖x− y‖δ − δ2/2 .
We can then see
〈x, y〉 ≥ α =⇒ 〈D(E(x)),D(E(y))〉 ≥ α− δ√2− 2α− δ2/2 and
〈x, y〉 ≤ β =⇒ 〈D(E(x)),D(E(y))〉 ≤ min{1, β + δ
√
2− 2β − δ2/2}
Setting δ = α−β
2
√
2−2β and t = α − δ
√
2− 2α − δ2/2 we get a valid solution to the (α, β)-
InnerProduct problem.
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The same grid, as specified by δ, works for every (α′, β′)-InnerProduct instance
(with a suitable choice of threshold t) as long as
δ <
α′ − β′√
2− 2α′ +√2− 2β′ . (3)
Note that Lemma 1 also follows from Theorem 2: For a given inner product value p
consider α′ = p+ ε/2 and β′ = p− ε/2. Setting δ = ε/4, we satisfy (3) for all p and get
that for every choice of unit vectors x, y ∈ Sd−1:
〈x, y〉 − ε ≤ 〈D(E(x)),D(E(x))〉 ≤ 〈x, y〉+ ε .
4 Lower bound
Formally, we seek a one-way communication protocol solving the (α, β)-InnerProduct
problem where Alice sends a string E(x) to Bob, and Bob must be able to output a real
number p(E(x), y) and a threshold t ∈ R such that
〈x, y〉 ≥ α =⇒ p(E(x), y) ≥ t, and
〈x, y〉 ≤ β =⇒ p(E(x), y) < t .
Note that there is no requirement on p(E(x), y) whenever 〈x, y〉 ∈ (β, α). We wish to
answer the following question: How many bits must Alice send, in the worst case over all
vectors x, to allow Bob to answer correctly for every vector y?
Let d > 1 be an integer. For ε > 0 and x ∈ Rd let Bε(x) = {y ∈ Rd | ||x− y||2 ≤ ε} be
the ball of radius ε centered at x, let B1 = B1(0) be the unit ball centered at the origin,
and denote by capΘ(x) = {y ∈ Sd−1 | 〈x, y〉 ≥ cosΘ} the unit spherical cap around x
with polar angle Θ.
4.1 Preliminaries
Lemma 5. Let Γ be the gamma function, cd =
πd/2
Γ(d/2+1) , r > 0, and δ ∈ (0, 1). Then:
1. The volume of Bdr , the d-dimensional ball of radius r, is cd r
d.
2. The surface area of Sd−1r , the d-dimensional sphere of radius r, is cd d r
d−1.
3. The surface area of capdΘ(x), a unit spherical cap with polar angle Θ, is at most
cd−1 d (2(1− cosΘ))(d−1)/2 .
Proof. Volume bound 1. is standard, see e.g. [30, page 11]. Differentiating with respect
to r gives the surface area in line 2. For the upper bound 3. we express the surface area as
an integral. Let r(h) =
√
h(2 − h) <
√
2h be the radius of the d − 1-dimensional sphere
at the base of the cap of height h. Note that the sphere has surface area cd−1 d r(x)d−1.
Integrating over cap heights from 0 to 1− cosΘ we bound the surface area:
∫ 1−cosΘ
0
cd−1 d r(x)d−1dx ≤ (1− cosΘ)cd−1 d (2(1− cosΘ))(d−1)/2 .
The inequality uses that r(x) ≤ r(1 − cosΘ) ≤
√
2(1− cosΘ) for x ∈ [0, 1− cosΘ].
Lemma 6. For every Θ ∈ (0, π/2) there exists a code CΘ ⊂ Sd−1 of size
|CΘ| ≥
√
4/d (2(1− cosΘ))(d−1)/2
such that for all x, y ∈ CΘ with x 6= y we have 〈x, y〉 ≥ cosΘ.
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Proof. We follow the outline of the standard non-constructive proof of the Gilbert-Varshamov
bound. That is, we argue that CΘ can be constructed in a greedy manner by adding an
additional point from
S
d−1\
⋃
x∈CΘ
capdΘ(x)
until this set is empty. Clearly this construction produces a set CΘ with the property that
every pair of points have angle greater than Θ. We observe that the procedure can stop
only when the area of
⋃
x∈CΘ capΘ(x) exceeds that of S
d−1. The number of iterations, and
thus the size of CΘ is at least the ratio between the surface area of the unit sphere and a
spherical cap capΘ(·). In turn, this is lower bounded by the ratio of bound number 2 (with
r = 1) and 3 of Lemma 5:
cd d
cd−1 d (2(1 − cosΘ))(d−1)/2 ≥
√
4/d (2(1− cosΘ))−(d−1)/2,
using that cd/cd−1 =
√
π Γ(d/2 + 1/2)/Γ(d/2 + 1) > 2/
√
d, for d > 1.
4.2 Space complexity
Define Θ = arccosβ−arccosα. We claim that for every pair of vectors x1, x2 ∈ Sd−1 with
angle θ = arccos 〈x1, x2〉 ≥ Θ there exists a vector y ∈ Sd−1 such that 〈x1, y〉 = β and
〈x2, y〉 ≥ α. Specifically, let
y = y(x1, x2) =
(
β −
√
1− β2 cos θsin θ
)
x1 +
√
1−β2
sin θ x2 . (4)
To see that y is indeed a unit vector we compute, using 〈x1, x2〉 = cos θ and ||x1|| =
||x2|| = 1:
〈y, y〉 =
(
β −
√
1− β2 cos θsin θ
)2
+
(√
1−β2
sin θ
)2
+ 2
(
β −
√
1− β2 cos θsin θ
)(√
1−β2
sin θ
)
cos θ
= β2 + 1−β
2
sin2 θ
(1 − cos2 θ) = β2 + (1 − β2) = 1 .
Next, we check that y has the claimed inner products with x1 and x2:
〈x1, y〉 =
(
β −
√
1− β2 cos θsin θ
)
+
√
1− β2 cos θsin θ = β,
〈x2, y〉 =
(
β −
√
1− β2 cos θsin θ
)
cos θ +
√
1−β2
sin θ
= 〈(β,
√
1− β2), (cos θ, 1−cos2 θsin θ )〉
= 〈(β,
√
1− β2), (cos θ, sin θ)〉 ≥ α .
The final inequality follows since the angle between the vectors (β,
√
1− β2) and (cos θ, sin θ)
is at most arccos(β)− θ ≤ arccos(β) −Θ = arccosα.
Now consider the code CΘ. For distinct x1, x2 ∈ CΘ we must have, for y = y(x1, x2)
as defined in (4), p(e(x1), y) < t ≤ p(e(x2), y), which means that e(x1) 6= e(x2). Hence
R = {E(x) | x ∈ Sd−1} must contain at least |CΘ| binary strings, and in particular
ℓ ≥ log2 |CΘ| ≥ log2
(√
4/d (2(1− cosΘ))−(d−1)/2
)
≥ d2 log2
(
1
1− cosΘ
)
−O (d)
≥ d log2(1/Θ)−O (d) .
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Dataset d ε median 90th pct. max
MNIST 784 0.1 0.0215 0.0283 0.0367
SIFT 128 0.1 0.0147 0.0277 0.0380
DLIB 128 0.1 0.0026 0.0062 0.0129
MNIST 784 0.05 0.0100 0.0132 0.0180
SIFT 128 0.05 0.0061 0.0126 0.0191
DLIB 128 0.05 0.0014 0.0033 0.0074
MNIST 784 0.01 0.0018 0.0026 0.0036
SIFT 128 0.01 0.0012 0.0027 0.0036
DLIB 128 0.01 0.0002 0.0006 0.0016
Table 1: Absolute inner product error using the method of Theorem 1 on pairs of vectors sampled
from various real-life data sets. In practice errors are smaller than the worst-case bounds, probably
due to cancellation effects.
For the final inequality we use that 1 − cosΘ ≤ Θ2, which holds when Θ ∈ (0, π/2). To
finish the proof we will show that whenever 0 ≤ β ≤ α ≤ 1:
Θ = arccosβ − arccosα ≤ π2 α−β√1−β . (5)
For each fixed β ∈ [0, 1] we must show that arccosα ≥ arccosβ− π2 α−β√1−β for all α ∈ [β, 1].
Since α 7→ arccosα is concave for α ∈ [0, 1], and the function α 7→ arccosβ − π2 α−β√1−β is
linear, it suffices to check the inequality at the endpoints where α = β and α = 1. In the
former case we clearly get equality. In the latter we use the fact arccosβ − π2
√
1− β ≤ 0
for β ∈ [0, 1] to see that the inequality (5) holds.
This proves that ℓ ≥ d log2
(√
1−β
α−β
)
−O(d) bits are needed, establishing Theorem 3.
5 Experiments
Since the encoding in our upper bound is potentially practical, we evaluated the accuracy
of the method experimentally on several data sets. The results are shown in Table 1.
Assuming uniformly distributed mass across the vector entries the probability that the
worst case rounding occurs for every entry in a vector drops exponentially in d and
we would expect observed error to be significantly smaller than the worst case error.
Real-world data should display more structure which could generate errors closer to the
bound. For example if vectors are very sparse since a zero entry always gets decoded with
maximal error. We considered three data sets, MNIST, SIFT and DLIB-FACES (neural
net embeddings of faces on a 128-dimensional unit sphere). As the first two datasets are
not natively unit vectors we normalized the vectors prior to encoding. Table 1 shows
the maximum absolute error observed when calculating inner products using the decoded
vectors compared to using the original vectors. It also shows the median absolute error
and the error at the 90th percentile. In all cases the observed errors are well below the
worst case bound ε.
6 Conclusion
We have established tight upper and lower bounds for the problem of representing unit
vectors such that inner products can be estimated within a given additive error (with
probability 1). An interesting possibility would be to consider relative error estimates of
Euclidean distances (as in the recent work [21]) while not allowing any failure probability.
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