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Abstract—We present a new visual descriptor that combines
a multi-scale Laplacian Profile with a Radial Discrete Fourier
Transform. This descriptor exists at every position and scale
in an image and provides a local feature vector that is both
discriminant and robust to changes in orientation and scale. It
has a variable description length, and thus can be easily adapted
for a variety of applications, ranging from simple detection tasks
on low power computing platforms to complex tasks requiring
highly discriminant detectors.
To demonstrate the discriminant power of this descriptor we
employ it in its most compact form to construct a cascade of
linear classifiers for detecting people in images. We compare this
detector to cascades classifiers constructed using Haar wavelets,
Gaussian derivatives and variable size block HOG descriptors.
Our experiments show that a cascade with this descriptor
performs well against the other three detectors when tested using
a common publicly available data set. We examine the stability
of the descriptor to changes in image rotation and scaling for
different description lengths.
Keywords—robust image description; detection; matching;
I. INTRODUCTION
In this paper we describe a visual descriptor with variable
vector length that can be adapted to a variety of detection
problems. The approach used in building this descriptor is to
project the overall appearance of an image neighborhood at
multiple scales onto a feature vector based on mathematical
functions that are equivariant to changes in rotation and scale.
While equivariance is somewhat degraded by sampling, the
resulting descriptor provides detection that is robust to changes
in scale and rotation. The resulting description expresses the
local image neighborhood in a manner that separates appear-
ance from orientation and scale and thus can be used to detect
local orientation and scale or to describe local appearance
independently of rotation and scale.
We demonstrate the discriminant power of this descriptor
using the problem of detecting people in images. This is a
difficult task because of the large variety of appearances that
can result from variations in pose, clothing and illumination.
We employ the proposed descriptor to construct a cascade of
linear classifiers for detecting people. We compare the resulting
detector to three cascade classifiers constructed using Haar
wavelets, Gaussian derivatives and variable block-size HOG.
Our experiments show that a cascade with this descriptor
outperforms the competing detectors when applied to the
INRIA Person dataset [13].
This image descriptor can be used both for detection and
for image matching. We explore robustness of this descriptor
for keypoint detection under changes in scale and orientation,
and compare the results with the SIFT descriptor. The results
show that this descriptor can be used to provide robust detec-
tion of keypoints under such transformations, comparable to
those provided by SIFT.
Chapter II discusses the problems of detection and keypoint
matching. Chapter III describes a new approach for description
of local appearance in images using Laplacian Profile and the
Radial Discrete Fourier Transform. Details of the performance
evaluation are presented in Chapter IV for detection, followed
by Chapter V with experiments on robustness. Chapter VI
provides a summary of the technique.
II. IMAGE DESCRIPTION FOR HUMAN DETECTION AND
KEYPOINT MATCHING
In this section, we will review popular techniques for
people detection and keypoint matching that can provide a
baseline for comparison with the proposed technique. The
problem of detecting people in images was chosen for its very
difficult nature. The human body can have a large variety of
configurations in orientations and appearance and occur with
a large variety of backgrounds. The aim of the paper is not
to demonstrate that the proposed descriptor is best for people
detection, but to demonstrate that it can work for visually-
difficult vision problems. We used a cascade classifier to
construct our comparisons, and thus our comparison is limited
to descriptors that can be used with such a classifier.
The proposed approach provides a very general descriptor
that can be used for a large variety of visual tasks. Therefore,
the selection of suitable experiments is a more challenging
than the evaluation of most other state of the art descriptors
that have been designed for a limited set of tasks.
A. People detection
Haar features [28] are widely used for detecting people,
faces and other visual classes. These features resemble dif-
ferences of boxes and can be easily computed at very low
computational cost using integral images [34]. Haar features
can be unstable when used to detect forms that are not aligned
with the rows and columns of the image. Nonetheless, Haar
features are widely used for detecting visual classes in real
time applications.
Gaussian derivatives have long been popular because they
can provide scale and rotation invariant description [15], [26].
A Gaussian Pyramid [12] provides a fast algorithm for creating
Gaussian derivatives at multiple scales. Gaussian derivatives
are widely used to detect edges [8] and interest points [22],
[24] as well as for multidimensional histograms of appear-
ance [32]. They have been used with Log Polar Histograms
for face detection [17]. More recently, Ruiz [31] has shown
that Gaussian derivatives can be used with a cascade classifier
to provide a robust real time detector for faces in images. Low
order Gaussian derivatives capture visual structures such as
bars, blobs and corners, while higher order derivatives can be
useful for more complicated patterns but tend to be sensitive
to image noise.
Local histograms of image derivatives [32], [33] provide
an effective image description for indexing and recognizing
visual classes. This approach has been made popular by Dalal
and Triggs [13] under the name Histogram of Oriented Gra-
dients (HOG). HOG descriptors are computed as histograms
of gradient orientations from a grid of cells. The resulting
histograms are concatenated to form a feature vector. Several
variants of HOG have been developed to address problems
with the original formulation, including the polar-HOG [21]
and HOG-LBP [35]. radius and angles
An alternative form of HOG is used to construct a cascade
classifier [39]. Zhu et al. employ vectors corresponding to
smaller blocks of different sizes and let the cascade training
procedure select the most significant ones. They show that
although this approach is less discriminant than competing
methods, it is faster to compute and can detect a larger
variety of human forms. Larger blocks capture information
about larger portions of the human form while small blocks
cover parts such as legs or arms, providing an improved
robustness [5], [39]. Their approach exhibits an accuracy that
is similar to the original technique by Dalal and Triggs.
We include this technique in our comparisons because of its
robustness and lower cost compared to other variants of HOG.
B. Keypoint matching
Invariance to image transformations is very important for
keypoint matching. The Scale Invariant Feature Transform
(SIFT) descriptor [24], [25] uses local histograms of the
orientation of image derivatives over a grid of small windows.
Mikolajczyk and Schmid [27] provide a comparison of local
descriptors, and show that SIFT like descriptors perform the
best, for repeatabililty, followed by Shape Context [4]. More
recently, other local descriptors have been proposed including
SID [19], LBP-HF [1], ORB [30], LIOP [36], BRISK [20],
CARD [3], FREAK [2] and BRIEF [7]. Nevertheless, the most
standard comparison test in the literature is with SIFT due to
its high state of the art performance and availability of source
code. For these reasons, we use SIFT as a baseline to compare
the proposed method on rotation and scaling robustness.
III. CREATING A NEW ROBUST DESCRIPTOR
A. Laplacian profile
Gaussian derivatives can be easily computed as weighted
differences of adjacent pixels within a half-octave Gaussian
pyramid [6], [10], [12]. The Gaussian filter is a sampled form
of a normalized Gaussian function:







where x and y correspond to the integer values of the pixel
addresses and σ determines the size (or scale) of visual forms
that are described at each image of the pyramid. The term
WN (x, y) corresponds to a window of size N ×N that limits
the spacial extent of the sampled Gaussian, where N should be
greater than or equal to 8σ + 1. The constant A corresponds
to the sum of the coefficients, of the Gaussian. This terms
normalizes the gain of the filter to 1, and is necessary to assure
a scale invariant impulse response.
The half-octave Gaussian pyramid is composed of K re-
sampled images (pyramid levels), P (i, j, k), each of which
has been convolved with a Gaussian filter G(x, y, 2k/2) and
resampled with a sample distance of
sk = 2
(k−1)/2 (2)
In this paper we will use (x,y) to refer to the original image
coordinates of pyramid samples, so that P(x,y,k) is the pyramid
sample of level k that corresponds to the pixel (x,y) in the
original image. The sampling algorithm for pyramid with
√
2
sampling of the even levels, and the formulae for converting
(i,j,k) coordinates to (x,y,k) coordinates may be found in [31].
The number of pyramid levels depends on the size of
the original image. For an image composed of H rows
of W columns, the pyramid is composed of K = 2 ×
Log2(min(W,H)) levels, P (x, y, k), for k = 1 to K and will
have at most P = 2 × N samples where N = W × H . The
actual number of samples will be slightly smaller, because for
the top levels of the pyramid, the impulse response is larger
than the original image. Image descriptions at these levels are
dominated by boundary effects and can be discarded.
The Laplacian of the image ∇2p(x, y) is the sum of
the second derivatives in the row and column. When the
image derivatives are computed using Gaussian derivatives,
this function exists over a range of Sigmas:
LPxy(σk) =< ∇2G(x, y, σk), P (x, y) > (3)
where ”< −,− >” refers to the inner product operator. We
refer to the function LPxy(σk) as the ”Laplacian Profile”
(LP), see figures 1 and 2. The LP is invariant to rotation
and exists at every pixel in an image. When computed over a
logarithmic scale axis, such as σk = 2
k/2, the Laplacian profile
is equivariant with image scale [23]. Equivariance refers to the
fact that a change in scale of a pattern in an image will result
in a shift of the LP along the σk axis. Thus a sampled LP
provides a rotation invariant feature vector that can be used
to recognize patterns independent of scale and also used to
determine local characteristic scale.
It is well known that a close approximation to the Laplacian
can be provided the difference of samples from adjacent
pyramid levels in a half-octave Gaussian pyramid. For each
pyramid sample at levels k = 2 to K, a Laplacian can be
computed by subtracting the pyramid sample at the same image
position in level k − 1.
LP (x, y, k) = P (x, y, k)− P (x, y, k − 1) (4)
The samples in this vector can be interpolated to provide a
continuous LP for each sample if desired [11].
A Gaussian pyramid composed of P = 2×N samples will
provide N overlapping LP vectors, with lengths ranging from
1 to K − 1. The LP is the spine of the proposed descriptor.
The length of the LP defines the number of scales from which
a descriptor vector will use information. A LP of five elements
takes information from five scales on the pyramid. The length
of the LP defines the set of possible heights in the pyramid
where the LP can be sampled, e.g. LP of length three can be
sampled in a five level pyramid at levels two-three-four and at
levels three-four-five.
Fig. 1: An example of a LP vector. Laplacian values are collected in
a vector at every scale σ.
Fig. 2: Left: A sample at a lower resolution corresponds to a larger
region in higher resolutions. Its Laplacian inherits this property. Right:
A LP vector describes visual appearance simultaneously in several
ranges.
These N LP vectors provide a set of variable sized
image descriptions. While these descriptors are invariant to
rotation and equivariant to scale, they provide only limited
discrimination for visual patterns. To make this descriptor
more discriminant, we add information from a radial Fourier
Transform of a neighborhood around each Laplacian, the
size of which can be variable according the requirements of
different applications.
B. Radial Discrete Fourier Transform
The most compact version of the proposed descriptor can
be acquired by the exploiting the Fourier coefficients of the im-
mediate neighborhoods around a LP. To describe the immediate
neighborhood around a Laplacian value, we form a vector from
the 4 nearest neighbors from the Laplacian Pyramid for each
sample in the LP and perform a Discrete Fourier Transform on
these sample. Because these samples are taken from a circle
around the LP, this is a Radial Discrete Fourier transform or
RDFT. The people detector described below uses RDFT of
samples drawn from the Laplacian Pyramid. In the keypoint
matching experiments, the RDFT is over samples taken from
a Gaussian Pyramid. Our experiments have shown that for
a small area, the pixels from Laplacian pyramid are more
discriminant.
To provide a description that is equivariant to rotation, we
express this RDFT as a magnitude and phase. For the four
nearest neighbors Laplacian values, x0, x1, x2 and x3, around
the LP values, we have four coefficients from the 1D DFT:
X0, X1, X2 and X3. The X0 coefficient corresponds to the
average neighborhood value and can be discarded to maintain
robustness to illumination intensity. X1 and X3 have equal
real part and opposite imaginary part, and are thus highly
correlated. Thus we use the real and imaginary parts of X1
to provide a magnitude and phase. The magnitude describes
local radial variation for this scale of Laplacian, while the
phase gives dominant orientation. So we keep the magnitude
that gives a description of appearance that is equivariant to
rotation and the phase angle of the X1 component that tells
the dominant orientation of the local neighborhood. We use
Fig. 3: The central red dots represent the LP. The surrounding green
dots represent possible areas for sampling for the RDFT. Left: Four
neighbors collected linearly around a LP value for the 1D RDFT (LP-
RDFT for cascade) and a disk of samples is taken around a LP value
for the 2D RDFT (LP-RDFT for matching). Right: Example of the
two steps for extracting a descriptor on an image pyramid. The way
is the same for LP-RDFT with either 1D or 2D RDFT.
the sign and absolute value of the X2 coefficient to provide
additional information on appearance. We refer to the final
vector as the LP-RDFT.
The LP-RDFT can be extended to cover a larger neighbor-
hood by increasing the radius of the neighbor disk. In this case,
the neighborhood disk is mapped onto a 2D grid whose axes
are radius and angles. Our experiments show that the resulting
descriptor is more discriminant when the samples are drawn
from a disc on the original Gaussian pyramid. A 2D DFT
is performed over the polar coordinate grid of samples from
the Gaussian pyramid. Using polar coordinates is known in
image description for achieving rotation invariance [38], [21].
We note that the size of the radii cannot exceed the limits
set by the boundaries of the pyramid levels. The resulting 2D
RDFT can be expressed using magnitude and phase, where the
phase in the rotation direction indicates the dominant direction,
and the magnitude signal gives a rotation invariant signature
of appearance. Local appearance is best described by lower
frequencies while higher frequencies are usually dominated by
image noise. Thus we retain only a part of the magnitudes that
correspond to lower frequencies. If the size of the 2D RDFT
is M ×N , then we keep magnitudes from 0 to M/2 and 0 to
N/2. We also normalize the energy (L2-norm) of the resulting
vector to obtain robustness to illumination changes.
IV. EXPERIMENTS ON DETECTION
Two popular approaches for building detectors are Support
Vector Machines (SVM) [9] and cascades of linear classi-
fiers [34]. An important disadvantage of SVM is that the trade-
off between ”false positive” and ”false negative” detections is
difficult to control. As demonstrated by Viola and Jones [34],
Adaboost [16] can be used to construct a cascade of weak
linear classifiers for detecting visual patterns that can provide
a high true positive detection rate (e.g. 95%) with only a small
(e.g. 10−7%) false positive rate. In recent years, a number of
improvements have been proposed that provide shorter and
more effective cascades. For example, the Linear Asymmetric
Classifier (LAC) [37], provides a method that respects the
asymmetry in the number of positive and negative training
images. In our experiments we have used cascade detectors
as described in [34] enhanced with LAC to train on the
INRIA Person dataset. Our focus has been to compare the
effectiveness of our descriptor with Haar wavelets, Gaussian
derivative features and variable block-size HOG.
HOG with variable size blocks was chosen because we use
a cascade classifier and this descriptor is published as suitable
for a cascade. It is claimed by its authors that this variant
of HOG is robust and has less computational cost, though
it was still costly for our experiments. We were obliged to
use fewer images for this method, considering the fact that
the time limit we had to set for training all four cascades
is one month and training the cascades with HOG and LP-
RDFT occupy almost equally most of this time. In [5] they
used fewer images than we did and obtained reasonable results.
Though this may sound unfair, the power of this approach is
compensated by the qualities of the cascade algorithm which
tend to provide a desired false negative and false positive
result. In addition, admitting that less images where used for
it, actually demonstrates that HOG is a truly strong descriptor
that is hard to beat rather that undermining it.
For the LP-RDFT features, we compute a half-octave
Gaussian pyramid of the training images and use this to
compute a Laplacian pyramid. The training image size 64×128
pixels gives Gaussian pyramids up to seven levels. We discard
the highest level because it is dominated by boundary effects
and lacks information. We use combinations of the remaining
levels to provide LP vectors of different sizes with up to 5
elements. We append neighborhood information at radius 1
pixel for each Laplacian using the magnitude and phase of
the X1 component and the sign and absolute value of X2 of
the RDFT of these neighborhoods to obtain weak classifiers
to build our cascade. The final descriptor vectors have up to
25 elements.
The detection cascades for each of the image description
methods has a different number of stages. For the Haar
cascade, the learning algorithm required 32 stages. For variable
size block HOG and the Gaussian derivative cascades, learning
resulted in 17 stages. Finally, the LP-RDFT cascade, was
constructed using 14 stages. Although the number of levels
in each cascade is different, the comparison is fair because we
depend on the Receiver Operating Characteristic (ROC) [14]
curves to compare the performance of each approach, as seen
in figure 4. Testing was performed with the 133 image from
the test set that contain only a single human. The ROC curves
were made by successively removing stages in the cascade.
We used a 64×128 sliding window with a step of 8 pixels.
When a window is identified as positive, it is compared to the
groundtruth data and if the overlap at least 60%, it is recorded
as a true positive. Otherwise, it is recorded as false positive. We
ensure that all windows covering the same person are counted
only once. For all except the Gaussian derivatives cascade, we
slide the window on the resized image while for the Gaussian
derivatives cascade we slide the window on the levels of the
Gaussian pyramid of the resized image.
Figure 4 reveals that the Haar feature cascade performs the
worst, followed by the Gaussian Derivative cascade. The LP-
RDFT cascade and variable size block HOG cascade provide
similar results, LP-RDFT providing slightly better performance
over most of the range, while variable size block HOG
provides better true positive rates at very low false positive
rates. The two curves cross on false positive rate 7.873e-05
and detection rate 0.5188. Additionally to the curves, there
are two facts that also attest to the superior quality of the
proposed descriptor. The one is that the LP-RDFT cascade has
up to 14 stages while the variable size block HOG cascade
has up to 17 stages. A shorter cascade shows the use of a
more powerful description method. The second fact is that
the descriptor vectors of the proposed method used in the
Fig. 4: ROC for the detection task. This figure shows that the LP-
RDFT performs better than the other methods. While the improve-
ment over HOG is relatively small, the LP-RDFT offfers an additional
advantage in that it relies on a more compact description vector, and
results in a detector with fewer stages.
cascade have variable length up to 25 elements, according
to the subset of pyramid levels used, while the variable size
block HOG descriptor vectors have always 36 elements [39].
Another important aspect of this figure, is that the ROC of Haar
features seems as the less efficient. But taking into account
computational time, the Haar features we extract from an
image of size 64×128 are computed extremely fast compared
to the other three methods. In fact it takes 0.04 sec on a Ubuntu
10.04 LTS computer with 11.8 GiB RAM and Intel Xeon dual
core hyperthreading CPU where every processor unit works
with 2.33GHz. On the same computer the proposed features
for the same image need 0.1 sec to be computed.
V. TESTING ROBUSTNESS ON ROTATION AND SCALING
A common measure to test robustness for image descriptors
is the repeatability of matched keypoints. This measure is de-
fined as the ratio of correctly matched keypoints to the mean of
keypoints found in both images [18]. We will use this measure
to test different possible versions of our descriptor in order to
show how repeatability is affected by the neighborhood size
(radius) of the Radial Discrete Fourier Transform. For each of
the two image transformations that we test, we take the average
results for a set of images.We compare this the repeatability
of the SIFT detector for the same task, noting that SIFT is
computed using a different form of DoG pyramid. For SIFT we
used the usual method for keypoint detection based on maxima
in the Difference of Gaussian from three smoothed images with
the same sample size. Our descriptor uses a slightly different
form of Laplacian pyramid, in which successive layers are
resampled by
√
2 by eliminating every second sample [31].
For the proposed descriptor, we test different description
lengths ranging from LP vectors without RDFT to descriptors
made with larger neighborhoods; we test the descriptor vector
as it is used in the cascade in the previous experiments, with
the 1D RDFT of the four closest neighbors at radius 1 pixel
and descriptor vectors for 2D RDFT at radii of 2, 4, 8 and
10 pixels. For rotation, the descriptor vectors were created
by using as many levels as possible from the pyramid with
respect to the limits set by the pyramid boundaries and the radii
sizes for the RDFT neighborhoods. Therefore, for a particular
radius the descriptor vectors’ length is fixed to the maximum
possible given the created pyramid, using as much information
as possible. For scaling, the vectors were created from a fixed
number of five pyramid levels starting on different scales on
the pyramid, again with respect to the limits set by the pyramid
boundaries and the radii sizes. This way, descriptors sampled
on different scales of two pyramids can be matched, making
the technique invariant to scale.
For proving the rotation and scale robustness of the pro-
posed method, we use two datasets. For rotation, we use 50
normalized frontal face images of size 128 × 128 from the
FERET face dataset [29]. We selected this dataset because the
images are rectangular which helps to determine a circular area
of radius 50 pixels within which the matching takes place. This
way the keypoints found in the corners of the images which
are lost due to rotation are not taken into account. Their small
size, 128× 128, allows us to test many of them so as to have
more accurate results. These images were rotated every 15◦
around the circle until 360◦ and with rotation center the center
of the image. For scaling, we use another testset with larger
images that can be reduced in scale for a larger range of scales.
We use four images from the Affine Covariant Features test
dataset [27], which are the first image from subsets graf, bikes,
ubc and boat. These images were scaled to half their size, four
times smaller to their size and eight times smaller to their size.
Each time matching was performed between the original and
the transformed image and the set of images was always fixed.
We use SIFT from the VLFeat open source library and the
calculation time for one SIFT feature is less than 1 ms. All
test were run on the same computer mentioned at the end of
the previous subsection.
Figure 5 show the results for rotation. The averaged curves
of the 50 face images for rotation show that the LP alone is
relatively robust with rotation. The version of LP-RDFT used
in the cascade of the previous chapter, performs poorly under
rotation because of the inclusion of the phase (or orientation)
information. The most repeatable version of LP-RDFT under
rotation is for the 2D RDFT of a neighborhood with radius
2 pixels. This performs the best against all versions of the
proposed descriptor. For a single feature of radius 2, the
computation time is around 1 ms. Finally, we can see in the
figure for rotation that the proposed method performs signifi-
cantly better than SIFT for small rotations either clockwise or
counterclockwise, while SIFT remains repeatable under larger
rotations. This difference can be attributed to the way local
maxima in the Laplacian are detected in the DoG in the SIFT
compared to the way the Laplacian profile is detected in the
uniform
√
2 sampled pyramid with our method.
Figure 6 shows the results for scaling. The version of LP-
RDFT used in the cascade of the previous chapter does not
perform well for scaling. We observe that a larger the radius
of the RDFT provides better performance of the LP-RDFT.
LP-RDFT with a 2D RDFT of radius 10 performs the best
under changes in image scale followed that of radius 8. For
a single feature of radius 10, the computation time is around
38 ms and for a feature of radius 8 the time is around 23 ms.
Unfortunatelly, these times are too much. The peaks of the
plots of LP-RDFT, when the image size correspond to scale
factors where the image scale factor coincides with the scale
of a level in the image pyramid. We note that the number of
detected keypoints decreases with scale, resulting in a decrease
Fig. 5: Repeatability with image rotation. The letter r stands for the
neighborhood radius for the RDFT. We note that SIFT provides the
most repeatable description, followed by the LP and LP-RDFT with
a 2D RDFT of radius 2. The plots are clearer in color.
TABLE I: Computational time for the different versions of the local
descriptors. The time is for the computation of one descriptor vector.
For the rotation tests, LP-RDFT uses 7 pyramid levels for radius 2
and radius 4, and 5 levels for radius 8 and radius 10. For scaling
tests, LP-RDFT uses 5 levels for all radii. Below, the letter r stands
for radius used for the RDFT and k for the used pyramid levels (LP
length).
SIFT < 1 ms
LP < 1 ms
LP-RDFT r=1, k=5 1 ms
LP-RDFT r=1, k=7 1 ms
LP-RDFT r=2, k=5 2 ms
LP-RDFT r=2, k=7 3 ms
LP-RDFT r=4, k=5 9 ms
LP-RDFT r=4, k=7 13 ms
LP-RDFT r=8, k=5 23 ms
LP-RDFT r=10, k=5 38 ms
in repeatability score. This is because there are fewer keypoints
to detect in smaller (lower resolution) images.
As it is described in [18], the suitability of a method
depends on the requirements of an application. The high
repeatability under small changes in rotation and certain scales
can be exploited in applications where the parameters of data
collection is controlled. Additionally, applications usually need
a small number of correspondences to work compared to the
number of the correspondences than can be found. LP-RDFT
for small radii has a much smaller vector length than SIFT,
and is thus much easier to store, and is computed in similar
time, providing an efficient alternative to SIFT. On the other
hand, if storage and speed are not important, long LP-RDFT
vectors can perform provide additional discrimination, and thus
provides a trade off of efficiency against computational cost.
With these experiments, we want to demonstrate that
though there is space for improvement, robustness to scale and
rotation are evident. These shows that the proposed method can
compete in detection tasks where dense descriptors are suitable
and in the same time be able to be adjusted (without changing
its theory) and used as a local descriptor for keypoint matching.
Most descriptors in order to be adjusted to very different tasks,
usually need extensive alterations to their theoretical basis.
Fig. 6: Repeatability under changes in image scale. The horizontal
axis shows the scale factor for smaller scaled images. The letter r
stands for the neighborhood radius for the RDFT. LP-RDFT with a
2D RDFT of radius 10 is the most repeatable under changes in image
scale followed by LP-RDFT with a 2D RDFT of radius 8. Relative
peaks appear when the scale factor of the test data corresponds to the
scale of the pyramid levels. The plots are clearer in color.
VI. CONCLUSIONS
In this paper we have described a new visual descriptor
composed of Laplacian Profiles augmented with a Radial Dis-
crete Fourier Transform. We have evaluated the discriminant
power of this descriptor using the problem of people detection
in images and explored its robustness on keypoint matching.
The experiments showed that this descriptor can provide state
of the art performance on detection with significantly smaller
description length while providing robustness and equivariance
to changes in rotation and scale.
More generally, this descriptor is an example of a new
class of image descriptors that combine the scale invariance
of a Laplacian Profile with the rotation invariance of a Radial
Fourier Transform, and provide a description of local image
neighborhoods that can be made robust and adjustable to a
variety of applications.
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