In this paper, we study the split equality feasibility problem and present two algorithms for solving the problem with special structure. We prove the weak convergence of these algorithms under mild conditions. Especially, the selection of stepsize is only dependent on the information of current iterative points, but independent from the prior knowledge of operator norms. These algorithms provide new ideas for solving the split equality feasibility problem. Numerical results demonstrate the feasibility and effectiveness of these algorithms.
Introduction
Let H 1 , H 2 , and H 3 be real Hilbert spaces with inner product ·, · and norm · , and C and Q be nonempty closed convex subsets of H 1 and H 2 , respectively. Assume that A : H 1 → H 3 and B : H 2 → H 3 be two bounded linear operators. The split equality feasibility problem (SEFP) is to find x ∈ C, y ∈ Q such that Ax = By, (
which allows asymmetric and partial relations between the variables x and y. The problem can be used in many situations, for instance applications in decomposition methods for PDE's, in game theory and in intensity-modulated radiation therapy. In recent years, the SEFP attracted many researchers to study its algorithms and applications. Especially, when SEFP (1.1) has at least one solution, it can be converted to the following fixed point equation system x = P C (x − γA * (Ax − By)), y = P Q (y + γB * (Ax − By)), (1.2) where γ is a positive constant. According to (1.2), Byrne and Moudafi [2] proposed and proved the convergence of the following projection gradient algorithm
where γ k ∈ ( , min(
) − ), is a small enough positive constant, and λ A , λ B are the spectral radiuses of A * A and B * B, respectively. Then, Moudifi [15] presented and studied the convergence of the following alternating CQ-algorithm
where it is needed that γ k be positive no-decreasing sequence except for the above conditions. Further, a lot of researchers studied the algorithms for solving SEFP (1.1) and proved their convergence, for details see [6, 7, 15] and references therein. Note that, by taking B = I in (1.1), the problem is converted to convex feasibility problem (CFP) , that is to find
x ∈ C such that Ax ∈ Q, (1.3) which is originally introduced by Censor and Elfving [4] and has broad applications in many fields such as image reconstruction problem [3, 13] , approximation theory [10] , control [12] , and so on. About the study of algorithm and theory for solving CFP (1.3), readers can see [17, [19] [20] [21] [22] , etc.. Recently, Dang et al. [9] proposed two inertial accelerated algorithms to solve CFP (1.3) and proved their asymptotical convergence under some conditions, for example, the selection of stepsize is dependent on the spectral radius of A * A. Inspired by the related references, we study SEFP (1.1) and propose two algorithms for the special structure of C and Q. We prove that the sequences generated by these algorithms weakly converge to the solution of (1.1) under suitable conditions. Especially, the selection of stepsize is only determined by the information of current iterative points, without the prior knowledge of operator norms. Numerical results illustrate the feasibility and effectiveness of these algorithms. At the same time, these algorithms provide new ideas for solving the split equality feasibility problem.
The rest of this paper is organized as follows. In Section 2, we review some basic concepts and lemmas. In Section 3, we present two algorithms, denoted by the relaxed inertial accelerated algorithm and the modified relaxed inertial accelerated algorithm, and prove their convergence. In Section 4, we demonstrate the feasibility and effectiveness of these algorithms through some numerical examples.
Preliminaries
In this section, we introduce some concepts and conclusions which are needed in the following. Let H be a Hilbert space. A mapping T : H → H is called contraction, if there exists a constant α ∈ (0, 1) such that T x − T y α x − y , ∀x, y ∈ H.
A mapping P C is said to be metric projection of H onto C if for every point x ∈ H, there exists a unique nearest point in C denoted by P C x such that
It is well-known that P C is a nonexpansive mapping and is characterized by the following properties
1)
and
Definition 2.1 ([8])
. Let f : H → R be appropriate convex. The subdifferential of f at x is defined as
Then, the sequence {ϕ k } is convergent with
Main results
In this section, we give the main results of this paper. First, we describe the algorithm for solving SEFP (1.1).
Throughout the rest of this paper, we assume that C and Q are denoted as
where c : H 1 → R and q : H 2 → R are appropriate convex and C, Q are nonempty. We denote and assume
where C, Q are defined as (3.1) and (3.2), respectively. Furthermore, we assume that there exists at least one subgradient ξ ∈ ∂c(x) for any x ∈ H 1 and one subgradient η ∈ ∂q(y) for any y ∈ H 2 such that they all can be calculated. And all ξ ∈ ∂c(x) for any x ∈ H 1 and all η ∈ ∂q(y) for any y ∈ H 2 are bounded in any bounded subsets of H 1 and H 2 , respectively. Define two sets at point x k and y k , respectively,
where ξ k ∈ ∂c(x k ), and
where η k ∈ ∂q(y k ).
It is easy to see that the halfspaces C k and Q k contain C and Q, respectively, according to the definition of subgradient. And the orthogonal projections onto C k and Q k can be easily determined, for details see [1, 11, 16] . Now we state the relaxed inertial accelerated algorithm.
where θ k ∈ [0, 1), γ k is positive stepsize, and C k , Q k are defined as (3.3) and (3.4), respectively.
As follows, we give the convergence theorem of Algorithm 3.1.
where > 0 is small enough, σ ∈ (0, 1), and δ > . Then the sequence {(x k , y k )} generated by Algorithm 3.1 converges weakly to a solution (x, y) of (1.1).
Proof. If θ k ≡ 0, the conclusion is true from [2] . Now, we assume that
Define two auxiliary real sequences
According to the nonexpansive property of the operators P C , P Q and (3.5), one has
Combining (3.8) with (3.9), we obtain
From (3.10) and (3.7), one has
Analogous to the proof of (3.7)-(3.11), we can obtain
which implies that
Combining (3.13) with (3.14), we have
From (3.12) and (3.15), we obtain
According to (3.11) and (3.16) as well as Ax * = By * , one has
(3.17)
From (3.6), we have
According to the definition of θ k , we know that
From (3.17)-(3.19), we can deduce that
From Lemma 2.2, the sequence {ϕ k + ψ k } is convergent with
where [t] + = max{t, 0} for any t ∈ R. Therefore, {x k } and {y k } are bounded, so are {u k } and {v k }. By (3.17), (3.18), and θ 2
Thus, lim
Next, we show that
In fact,
Combining (3.10), (3.23) with the definition of ϕ k , we have
Similarly, we can lead to
By (3.24) and (3.25), one has
On the other hand, from (3.5) and (2.1), we obtain
Therefore,
which, combining with (3.22), implies that
Likewise, lim 
Hence lim
and lim
According to the definition of θ k , we have
It follows from (3.29), (3.30), and the triangle inequality
one has lim
Analogous to the above proof, we can deduce
Because {x k } and {y k } are bounded sequences, there exist some weakly convergent subsequences, say {x k i } ⊂ {x k } and {y k i } ⊂ {y k } such that x k i x and y k i ȳ. According to (3.5), (3.30), and (3.31), we know that u k i x and v k i ȳ. Furthermore, from (3.5), we have x k i +1 ∈ C k i . Therefore, by the definition of C k i , one has c(x
where
where ξ satisfies ξ k ξ for all k. By the lower semicontinuity of c(x), (3.32) and (3.33), we obtain
Similarly, we can deduce thatȳ ∈ Q. Now, we show that Ax = Bȳ. In fact, the lower semicontinuity of the norm and (3.22) imply that
that is, Ax = Bȳ. Hence (x,ȳ) ∈ Γ . Finally, we prove the uniqueness of the weak cluster points of {x k } and {y k }. Assume that (x,ŷ) are the other weak cluster points of {x k } and {y k }, respectively. Without loss of generality, we assume that x k x, y k ȳ, and x k x, y k ŷ, as well as (x,ȳ) = (x,ŷ).
(3.34)
Taking limit on the two sides of (3.34) and according to x k x, y k ŷ, we have
Reversing the role of (x,ȳ) and (x,ŷ), we have
From (3.35) and (3.36), one has x −x 2 + ȳ −ŷ 2 = 0, which implies thatx =x andȳ =ŷ. This completes the proof.
In the following, we modify Algorithm 3.1 and present a new algorithm, denoted by the modified relaxed inertial accelerated algorithm.
Algorithm 3.3.
Initialization: Take x 0 , x 1 ∈ H 1 , y 0 , y 1 ∈ H 2 arbitrarily. Iterative step: For k 1, given the points x k , x k−1 , y k , y k−1 , the next iterative points x k+1 , y k+1 are generated by
where θ k ∈ [0, 1), α k ∈ (0, 1), γ k is positive stepsize, and C k , Q k are defined as (3.3) and (3.4), respectively. Now, we give the convergence theorem of Algorithm 3.3.
where > 0 is small enough, σ ∈ (0, 1), and δ > . Then the sequence {(x k , y k )} generated by Algorithm 3.3 converges weakly to a solution (x, y) of (1.1).
Proof. Following the proof of Theorem 3.2 and combining with Lemma 2.3, we can easily complete the proof, which is omitted here.
Numerical examples
In this section, we verify the feasibility and efficiency of Algorithms 3.1 and 3.3 through two examples. The whole codes are written in Matlab R2012a. All the numerical results are carried out on a personal Lenovo Thinkpad computer with Intel(R) Core(TM) i7-6500U CPU 2.50GHz and RAM 8.00GB. 
25 0}, and Q = {x ∈ R 4 |x 1 + x 2 + x 3 + x 4 + 0.6 0}. Find x ∈ C, y ∈ Q such that Ax = By.
In the experiments, we take θ = 0.2, σ = 0.8,
. And the stopping criterion is x k+1 − x k 10 −5 . The calculation of projection and subdifferential depends on the following two lemmas.
Lemma 4.3 ([11, 16]).
For every k 0, let x k ∈ R n , C k , and Q k be defined as in (3.3) and (3.4), respectively. Then for any x ∈ R n , we have
otherwise, and
otherwise.
Lemma 4.4 ([18]
). Suppose h : R n → R is a finite convex function, then it is subdifferentiable everywhere and its subdifferentials are uniformly bounded on any bounded subset of R n .
In the following tables and figures, we denote the relaxed CQ algorithm, the relaxed inertial accelerated algorithm, and the modified relaxed inertial accelerated algorithm by "RCQA", "RIAA", and "MRIAA", respectively. And we set "k", "s", and "x * " and "y * " to express the number of iteration, CPU time in seconds, and the final solution, respectively. Init. denote the initial points. The numerical results can be seen from Tables 1-3 and Figures 1-6 .
From Tables 1-3 , we can see that the iterative number and CPU time of the relaxed inertial accelerated algorithm and the modified relaxed inertial accelerated algorithm are less than that of the relaxed CQ algorithm.
Furthermore, for testing the stationary property of iterative number, we carry out 500 experiments for different initial points which are presented randomly, such as
separately in Example 4.1, the results can be found in Figures 1-3 . In the same way, we also perform 500 experiments for different initial points which are randomly presented in the following two cases From Figures 1-6 , we know that the iterative number of the three algorithms is stationary. Furthermore, we can see that the relaxed inertial accelerated algorithm and the modified relaxed inertial accelerated algorithm are superior than the relaxed CQ algorithm from the aspect of iterative number.
