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1 Introduction
The most important concepts introduced in fundamental physics in this half
century are renormalizability and gauge principle. Various experimental ver-
ifications of the standard model of elementary particles have marked their
success. However, there remains one important field which is not encom-
passed by these ideas: the gravitational interaction.
Of course general relativity, the most successful classical theory of gravity,
is a gauge field theory in the sense that gravity is described by a SO(3, 1)
connection. However, the requirement of the general covariance has made
it quite different from ordinary gauge theories: the local gauge symmetry
is intimately connected with space-time diffeomorphisms. Actually it is this
feature that makes general relativity work as a theory of gravity.
This difference gives rise to the serious problem of unrenormalizable di-
vergences when one tries to construct a quantum theory of general relativity.
It implies that the dynamics becomes more and more intricate as one goes
to smaller scales. In the classical theory this does not cause any trouble
because one can suppress local excitations. In contrast such a suppression
is not possible in the quantum regime due to the existence of uncontrollable
quantum fluctuations.
Though various approaches have been tried to attack this problem histori-
cally, they are now converging to three main streams. The first is to construct
a new theory of gravity which does not suffer from the above difficulty. The
most successful approach along these lines is the superstring theory. Sec-
ond is the canonical approach in which one tries to find a new framework to
handle the nonperturbative nature of quantum gravity by starting from the
conventional canonical quantization of general relativity. The third is the
path-integral approach which differs from the second in that it formulates
the theory in terms of sums over histories.
Superstring theory appears to be quite elegant in its formulation and fas-
cinating in that it gives a unified treatment of all the interactions. In spite of
these nice features it is yet at a premature stage as a theory of quantum grav-
ity since it can treat gravity only perturbatively[1]. The spacetime structure
is built into the theory just as a classical object and its quantum dynamics
cannot be studied. Two entities of completely different nature coexist. Fur-
ther, since no satisfactory mechanism of dimensional reduction is found yet,
there remains a significant ambiguity in its prediction for low energy physics.
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In contrast, the canonical approach is far from being elegant and cannot
restrict the structure of interactions other than gravity. Further there exists
no justification for assuming that gravity is described by general relativity on
small scales. The path-integral approach shares these features except that it
utilizes the path-integral which is conceptually powerful but technically ill-
defined. The main reason why people follow these approaches in spite of these
limitations is in that they are currently the only approaches in which one can
address the problem of the quantum dynamics of four-dimensional spacetimes
directly without introducing extra ambiguities. This point is reflected in
the historical development that the canonical approach was awakened from
its long sleep relatively recently by the interesting work of Hawking and
others[2, 3, 4, 5, 6] on quantum cosmology.
It is quite interesting that these approaches are now coming closer and
closer in spite of the differences in their starting points and features. It is
the introduction of new canonical variables by Ashtekar[7, 8] that has played
a very important role in this development.
Ashtekar’s theory was proposed as a rewriting of the traditional canonical
theory of general relativity in terms of new variables and has two fascinating
but one embarrassing feature: all the fundamental equations in the canonical
theory are polynomial and the takes a form of a SO(3,C) gauge theory, but
the new variables are complex.
Soon after its proposal Samuel[9] and Jacobson and Smolin[10, 11] showed
that Ashtekar’s complex canonical theory can be derived from the first-order
Palatini action by its (anti-)self-dual decomposition. They also clarified that
the above three features are intimately related. Further with the help of this
elegant reformulation gravity systems coupled with matter were rewritten in
the same form by several authors[12, 13, 14].
Almost at the same time Jacobson and Smolin[15] revealed that Ashtekar’s
complex canonical theory when the above three features are fully utilized
may provide a new breakthrough for the study of canonical quantum grav-
ity. They found an infinite family of solutions to the quantum Hamiltonian
constraint equation which is the central equation in the canonical gravity.
This was astonishing because no exact solution had been found in the con-
ventional ADM-WD formulation since its first detailed study by DeWitt[16].
The essential ingredients were the introduction of a holomorphic connection
representation[17, 7] and loop integral variables. The former was a natural
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consequence of adopting the complex connection as the fundamental variable
and the latter of the gauge theoretical structure of the formulation.
There were, however, a few unpleasant aspects in these solutions. First
they appeared to be unphysical since they represent spacetimes with spa-
tial metrics everywhere degenerate[18, 19]. Second they do not satisfy the
diffeomorphism constraint. Since the diffeomorphism invariance is the most
important feature of general relativity, the latter was regarded as a crucial
defect.
Resolution was brought about by the introduction of the loop space rep-
resentation by Rovelli and Smolin[20, 21], which is in a sense a natural devel-
opment provoked by the introduction of loop variables but is quite foreign to
the conventional framework of canonical quantum gravity. There all the op-
erators and the fundamental equations are transferred into the space of loops
in a three-dimensional base manifold, and the problem of diffeomorphism in-
variance is reduced to the task of finding the knot or link invariants. Actually
a solution to all the constraint equations which is nondegenerate at a point
is found[22] and is extended to a series of solutions[23, 24] with the help of an
exact solution of non-loop-integral type in the connection representation[25]
and the link between the Jones Polynomial and the Chern-Simons topological
field theory found by Witten[26]. Stimulated by these successes, a program
has started to reformulate the other conventional gauge theories in terms of
the loop space language in order to transfer all the physics onto the loop space
and find physical interpretations of the loop space objects[27, 28, 29, 28].
In spite of these exciting developments there remain lots of important
problems yet to be solved in this approach to quantum gravity based on
the complex canonical theory. Some of them are common to the traditional
ADM-WD approach, such as the extraction of dynamics, the construction of
diffeomorphism invariant operators and the interpretation. Though some in-
vestigations have been made on these problems by specializing the formalism
to the Bianchi minisuperspace models[30, 25, 31, 32] or the space-times with
one or two Killing vectors[33, 34], all of them are of a preliminary nature
except for the recent construction of some finite geometrical operators on
the loop space[28]. The other problems are specific to the complex canonical
theory. In particular the treatment of the reality condition, which is closely
connected with the definition of the inner product of quantum states, is left
as a quite difficult problem.
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In the present paper I review the basic formulation of this complex canon-
ical theory and the achievements and the problems in its application to quan-
tum gravity. Since several good reviews[35, 36, 37, 29] including the excellent
book by Ashtekar himself[38] already exist, I have tried to make this paper
complementary to them keeping the exposition self-contained. In particular
I have inserted a long section explaining the general structure of the canon-
ical quantization program and its difficulties in order to help the readers to
look at the present status of the theory objectively. A large fraction of the
discussion in this section is original and in particular includes an important
criticism on the conventional treatment of the quantum Hamiltonian con-
straint and its interpretation. Further as a technical point I avoid the use of
the spinorial notation and describe the theory in the vector language as far
as possible because the spinorial notation seems to be cumbersome for non-
specialists. Since the main interest is in quantum gravity, I will not touch on
some of the topics which are not directly relevant to it.
The main body of the paper consists of three sections. We begin in
the next section by examining the basic structures and the characteristic
features of the three main formulations of the classical canonical gravity, the
metric approach, the real triad approach and the chiral approach(the complex
canonical formulation), in order to see the similarities and the differences of
them. In particular I explain in some detail how the latter two formulations
are derived from the covariant actions to make clear the origin of the new
features of the complex canonical theory and examine the correspondence
among the three formulations.
In §3 I outline the generic structure of the canonical quantization pro-
gram of gravity, and discuss its difficulty associated with the specification
of dynamics and its origin, as a preliminary to the next section. In particu-
lar, by analyzing the physical meanings and roles of the three invariances in
general relativity, the ordinary gauge invariance, the spatial diffeomorphism
invariance and the time coordinate transformation invariance, I criticize the
conventional treatment of the Hamiltonian constraint and quantum states,
and propose a new treatment which I call the probability amplitude func-
tional formalism. Some simple examples are given to illustrate how this
formalism works.
In the light of the general framework given in §3, I describe in §4 what
has been achieved and what to be done yet in the quantum gravity program
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based on the complex canonical formulation. The exposition is limited to the
basic aspects and technical details are often omitted since they are described
in the reviews cited above. Section 5 is devoted to summary and discussion.
Finally I comment on the notation used in this paper. I adopt the nat-
ural units c = h¯ = 1 and use κ2 = 8πG in stead of G. The signature of
the spacetime metric gµν is [−,+,+,+], and the completely antisymmetric
symbols always denote tensor densities normalized by ǫ0123 = 1, ǫ
0123 = −1
and ǫ123 = ǫ
123 = 1. The spacetime coordinate and spatial coordinate indices
are denoted by the greek letters and the Latin letters starting from j, re-
spectively, and the four- and three- dimensional internal indices by the Latin
letters between a and h, and the capital letters starting from I, respectively.
The zeroth component of the spacetime coordinate indices is denoted by t
instead of 0 where it is necessary to distinguish it from that of the internal
indices. Of course these letters are sometimes used in other senses due to the
limited amount of symbols.
2 Canonical Formulation of General Relativ-
ity
In this first part of the paper we first summarize the basic structures and the
characteristic features of two conventional real canonical formulations of the
classical theory of general relativity, the metric approach and the real triad
approach. Then we derive the complex canonical formulation and look at its
structures and relation to the conventional ones.
2.1 Metric Approach
In the metric approach one starts from the action which is expressed in terms
of the space-time metric gµν and the material field variables as
S = SG + SM, (2.1.1)
where SG is the Einstein-Hilbert action
SG =
∫
M
d4x
1
2κ2
√−gR +
∫
∂M
dΣµ
1
κ2
kµ, (2.1.2)
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and SM is the action for matter. The second term in the right-hand side of
Eq.(2.1.2) is the surface term to cancel the second derivative terms in the
first term, where kµ is the vector density defined in terms of an appropriate
tetrad eµa as
kµ := −√−gηab(∇eaeb)µ, (2.1.3)
and dΣµ is the three-dimensional volume element
dΣµ =
1
3!
ǫµνλσdx
ν ∧ dxλ ∧ dxσ. (2.1.4)
In the present subsection we only consider a three-component real scalar
field Φ coupled with a SO(3) gauge field Aµ for simplicity. For this system
SM is given by
SM =
∫
M
d4x
√−g[−1
4
F µν · F µν − 1
2
DµΦ ·DµΦ− V (Φ)], (2.1.5)
where
F µν = ∂µAν − ∂νAµ − eAµ ×Aν , (2.1.6)
DµΦ = (∂µ − eAµ×)Φ. (2.1.7)
In order to construct a canonical theory of this system, we must foliate
the spacetime into a family of space-like slices with constant time t, and
decompose the fundamental variables to three dimensional tensors on each
slice. In the present paper we assume that the spacetime manifold M has
the structure R×Σ after this time slicing where R and Σ correspond to the
curves with constant spatial coordinates and the time slices, respectively.
First, by expressing the future-directed unit normal vector n to each slice
in terms of the lapse function N and the shift vector N j as
n = N−1(∂t −N j∂j) (2.1.8)
the space-time metric is written in terms of N , N j and the intrinsic metric
qjk of each slice as
ds2 = −N2dt2 + qjk(dxj +N jdt)(dxk +Nkdt). (2.1.9)
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This (3+1)-decomposition leads to the following expression for the gravita-
tional Lagrangian density:
√−gR = N√q(3R +KjkKjk −K2)− ∂0(2√qK) + ∂j [2√q(N jK − 3∇jN)],
(2.1.10)
where 3∇j is the three-dimensional Riemannian covariant derivative with
respect to qjk, all the spatial-coordinate indices are raised and lowered by
qjk, and Kjk is the extrinsic curvature of each slice defined by
Kjk := −∇jnk = 1
2N
(−q˙jk + 3∇jNk + 3∇kNj), (2.1.11)
K := Kjj = q
jkKjk. (2.1.12)
In order to decompose the boundary term, we choose the tetrad such that
e0 = n. Then, since k
0 =
√
qK on each time slice and kj = −√q[KN j −
3∇jN + N( 3∇eIeI)j] on R × ∂Σ, the total derivative terms in (2.1.10) are
canceled out by the boundary term.
Under the (3+1)-decomposition the action is written in terms of qjk, N ,
N j , Aµ, and Φ. However, since no time derivatives of N
µ(N t := N) and A0
are contained in the action as is seen from the expressions for
√−gR and
F µν , we can introduce the canonical momentums only for qjk, Aj and Φ:
pjk :=
δL
δq˙jk
= −
√
q
2κ2
(Kjk − qjkK), (2.1.13)
Ej :=
δL
δA˙j
=
√
q
N
qjk(F 0k −N lF lk), (2.1.14)
Π :=
δL
δΦ˙
=
√
q
N
(D0Φ−N jDjΦ). (2.1.15)
In terms of these variables the Lagrangian is written in the canonical form
as
L =
∫
Σ
d3x(q˙jkp
jk +Ej · A˙j +Π · Φ˙)−H, (2.1.16)
H =
∫
Σ
d3x(NµHµ +A0 ·CA) +H∞, (2.1.17)
where
CA = −DjEj + eΦ× Π, (2.1.18)
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H0 = 2κ
2
√
q
(pjkpjk − 1
2
p2)−
√
q
2κ2
3R +
√
qTµνn
µnν , (2.1.19)
Hj = −2 3∇kpkj +
√
qTjµn
µ, (2.1.20)
√
qTµνn
µnν =
Π2
2
√
q
+
√
q(
1
2
DjΦ ·DjΦ+ V ) + 1
2
√
q
Ej ·Ej
+
√
q
2
qjkqlmF jlF lm, (2.1.21)
√
qTjµn
µ = Π ·DjΦ+Ek · F jk, (2.1.22)
H∞ =
∫
∂Σ
dSj[
1
κ2
√
qN( 3∇eIeI)j +A0 ·Ej]. (2.1.23)
In the last expression dSj = (1/2)ǫjkldx
k ∧ dxl. For asymptotically flat
spacetimes eI should be taken so that it approaches some fixed Descartian
frame at infinity in order for H∞ to be finite. Of course H∞ vanishes for the
spatially compact case.
Thus by setting the Poisson brackets among the fundamental canonical
variables as
{qjk(x), plm(y)} = δl(jδmk)δ3(x− y), (2.1.24)
{AIj (x),EkJ(y)} = δIJδkj δ3(x− y), (2.1.25)
{ΦI(x),ΠJ(y)} = δIJδ3(x− y), (2.1.26)
others are zero, (2.1.27)
the variation of the action with respect to these variables yields the canonical
equation of motion for the canonical quantity f(q, p,A,E,Φ,Π)
f˙ = {f,H}. (2.1.28)
On the other hand the variation with respect to the non-canonical variables
Nµ and A0 yields the constraint equations
Hµ = 0, (2.1.29)
CA = 0. (2.1.30)
These constraints are shown to be of the first-class, that is, weakly closed
under the Poisson bracket. Actually the classical commutation relations
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among them are given by
{CA(Λ1), CA(Λ2)} = eCA(Λ1 × Λ2), (2.1.31)
{CM(L1), CM(L2)} = CM([L1, L2]) + CA(Lj1Lk2F jk), (2.1.32)
{CM(L), CH(T )} = CH(L−LT )− CA(q−1/2TLjEj), (2.1.33)
{CH(T1), CH(T2)} = CM(T1 3∇T2 − T2 3∇T1), (2.1.34)
others = 0, (2.1.35)
where CH(T ), CM(L) and CA(Λ) are defined in terms of smooth functions or
vectors T , Lj and Λ with compact supports as
CH(T ) :=
∫
Σ
d3xTH0, (2.1.36)
CM(L) :=
∫
Σ
d3xLjHj, (2.1.37)
CA(Λ) :=
∫
Σ
d3xΛ ·CA. (2.1.38)
Since the Hamiltonian is written as a linear combination of these constraint
functions apart from the term H∞ which does not affect the local dynamics,
this first-class nature guarantees the consistency of the constraints with the
canonical evolution equation.
Thus the general relativity theory can be consistently put in the canonical
form. In the classical region this canonical formalism works well. Actually
it is utilized successfully in practical problems such as numerically solving
the Einstein equations. However, when regarded as the starting point of the
quantum gravity program, it has some difficulties.
First, though the momentum constraint functional CM has a rather simple
structure ( linear both in qjk and p
jk), the Hamiltonian constraint functional
CH is non-polynomial in qjk and includes
√
q. Of course, if one redefines N to
N¯ = N/(
√
qq2), the new Hamiltonian constraint functional becomes a poly-
nomial in qjk. However, the resultant polynomial is at least of 8th degree (
of 9th degree if the scalar field has a non-vanishing potential), and its struc-
ture is quite complicated. This complicated structure makes it difficult to
find appropriate operator orderings and regularization of operator products
in constructing the operator corresponding to the Hamiltonian constraint
functional as well as to solve the constraint equation.
The second difficulty is associated with the constraint algebra. In general
the appearance of first-class constraints is closely connected with the gauge
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invariance of the original Lagrangian[39]. In the present case the constraint
Hµ = 0 is related with the general covariance and the constraint CA = 0 with
the SO(3) gauge invariance. In fact the variation of the canonical variables
under the infinitesimal coordinate transformation
δt = T, δxj = Lj , (2.1.39)
and the infinitesimal gauge transformation
δΦ = −eΛ × Φ, δΠ = −eΛ ×Π, (2.1.40)
δAµ = −DµΛ, δE = −eΛ×E, (2.1.41)
(2.1.42)
is expressed as the canonical transformation
δf = {G, δf} ; f = f(q, p,Φ,Π,A,E), (2.1.43)
with the generator
G =
∫
Σ
d3x[T (NµHµ +A0 ·CA) + Lj(Hj +Aj ·CA) + Λ ·CA]. (2.1.44)
Here Eq.(2.1.43) is valid for T 6= 0 only when the canonical variables satisfy
the equation of motion.
Thus the constraint function CA is the generator of the gauge transfor-
mation and the canonical quantity CD defined by a linear combination of the
constraint functions as
CD(L) := CM(L) + CA(L
jAj), (2.1.45)
is the generator of the spatial coordinate transformation(or the spatial dif-
feomorphism). Further, the Poisson bracket algebra generated by these con-
straint functions,
{CA(Λ1), CA(Λ2)} = eCA(Λ1 × Λ2), (2.1.46)
{CD(L), CA(Λ)} = CA(L−LΛ), (2.1.47)
{CD(L1), CD(L2)} = CD([L1, L2]), (2.1.48)
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is completely isomorphic to the Lie algebra of the spatial coordinate trans-
formation group and the SO(3) gauge transformation group
[L(ξ1), L(ξ2)] = L([ξ1, ξ2]), (2.1.49)
[L(ξ), L(Λ)] = L(L−ξΛ), (2.1.50)
[L(Λ1), L(Λ2)] = eL(Λ1 × Λ2), (2.1.51)
Hence the constraints CA = 0 and CD = 0 are purely kinematical ones. This
point is also confirmed from the structure of their Poisson brackets with CH
given by
{CA, CH(T )} = 0, (2.1.52)
{CD(L), CH(T )} = CH(L−LT ). (2.1.53)
In contrast, though the generator of the time-coordinate transformation
is written as a linear combination of the constraint functions, it is not a
canonical quantity since it contains the noncanonical variables Nµ and A0.
This implies that the group of canonical transformations generated by all the
constraint functions is not isomorphic to the group of the four-dimensional
diffeomorphisms and the gauge transformations. This point is reflected in
the fact that the structure coefficients in Eq.(2.1.34) depend on the canoni-
cal variables. This peculiarity occurs because in contrast to the other trans-
formations the time-coordinate transformations can be represented on the
phase space only by eliminating the time derivatives appearing in the trans-
formation formula with the aid of the evolution equation. This implies that
the Hamiltonian constraint is of a dynamical nature unlike the other con-
straints(cf. [40]).
Classically this Poisson bracket structure of the constraint functions causes
no problem. However, if one tries to quantize the theory, it introduces a non-
trivial ambiguity in the operator ordering for the constraint operators. This
ambiguity is common to all the canonical approaches. This problem will be
discussed in more detail in §4.
2.2 Real Triad Approach
If one would like to describe the interactions of spinor fields with the grav-
itational field, one must introduce the local pseud-orthonormal frame, the
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so-called tetrad. The Einstein-Hilbert action can be easily rewritten in terms
of the tetrad.
Let ea = e
µ
a∂µ be a tetrad field and θ
a = θaµdx
µ be its dual 1-form basis:
θa(eb) = θ
a
µe
µ
b = δ
a
b . (2.2.1)
The metric tensor g is written in terms of θa as
gµν = ηabθ
a
µθ
b
ν , (2.2.2)
where ηab is the flat metric. Though the gravitational action for the tetrad
is obtained simply by substituting this expression into Eq.(2.1.2), it is better
to introduce the connection form to make clear the structure of the action.
In general the connection form for the covariant derivative ∇ with respect
to a given vector frame ea and its dual 1-form basis θ
a is a set of 1-form ωab
defined by[41]
∇Xea = ebωba(X), ∇Xθa = −ωab(X)θb. (2.2.3)
The curvature tensor Rλσµν of this covariant derivative is related to the cur-
vature 2-form defined by
Rab = dωab + ωac ∧ ωcb (2.2.4)
as
Rabµν = θaλeσbRλσµν . (2.2.5)
Hence the Lagrangian density of the Einstein-Hilbert action is written in
terms of the tetrad and the connection form as
√−gR = |θ|eaµebνRabµν , (2.2.6)
where |θ| = det(θaµ) =
√−g and the tetrad indices a, b, . . . are lowered and
raised by ηab.
Thus in terms of the tetrad and the connection form the Einstein theory
can be put in a form similar to the gauge field theory. Actually the action
obtained from the Lagrangian density (2.2.6) is invariant under the local
Lorentz transformations as well as the general coordinate transformations.
The theory in the present form, however, cannot be regarded as a genuine
gauge theory since the connection form is not an independent field but is
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assumed to be expressed in terms of the tetrad through the condition that it
corresponds to the Riemannian connection. This condition is expressed by
the following two equations:
Θa := dθa + ωab ∧ θb = 0 (Torsion free), (2.2.7)
(∇g)ab = ωab + ωba = 0 (Metricity). (2.2.8)
Apparently, if one would like to treat the connection form as an independent
field, one should impose these equations as the extra constraints. Interest-
ingly, however, it is not the case: if we only require the metricity condition,
the torsion free condition is obtained from the action. Thus the Einstein
theory can be formulated as a gauge theory for the proper Lorentz group
SO+(3, 1). This point will play an important role in putting the theory into
the complex canonical form.
Before proving the above statement and its generalization to the case in
which the interactions with matter fields are included, we must make some
comments on the SO+(3, 1) connection.
2.2.1 SO+(3, 1) connection
From now on we denote the connection form by Aab = A
a
bµdx
µ and reserve
the symbol ωab to denote the Riemannian connection form expressed in terms
of the tetrad. Further the latin indices a, b, . . . are always raised or lowered
by ηab and A
a
b is assumed to satisfy
Aab = −Aba, (2.2.9)
which corresponds to the metricity condition.
In the above argument the connection form is regarded as defining an
linear connection in the tangent bundle T (M). From this standpoint, for
example, the covariant derivative of a vector field V = V aea is expressed in
terms of the connection form Aab as
∇XV = ea(dV a(X) + Aab(X)V b). (2.2.10)
This expression consists of two parts: the part defining a derivative of the
component fields V a and the tetrad which maps the component fields to a
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vector field. Since ∇XV is invariant under the local Lorentz transformation
Λ ∈ SO+(3, 1) of the tetrad
ea → e′a = eb(Λ−1)ba = Λabeb, (2.2.11)
θa → θ′a = Λabθb (2.2.12)
the connection form transforms under this transformation as
A→ A′ = ΛAΛ−1 − dΛΛ−1. (2.2.13)
Thus the connection form can be regarded as a SO+(3, 1) gauge field. Mathe-
matically speaking this implies that the connection formAab defines a connec-
tion in a principal fiber bundle P (M,SO+(3, 1)) or vector bundles associated
with it[42].
Conversely, if a connection A in the principal fiber bundle P (M,SO+(3, 1))
is given, we can define an linear connection ∇ in the tangent bundle T (M)
with the aid of a quantity eµa which transforms as a covector under the local
SO+(3, 1) transformations and a contravariant vector under the general co-
ordinate transformation simultaneously. If we define a metric by Eq.(2.2.2),
the linear connection satisfies the metricity condition and ea = e
µ
a∂µ becomes
a pseud-orthonormal tetrad with respect to this metric.
Thus Aab can be regarded either as the connection form defining an linear
connection in the tangent bundle T (M) or as the SO+(3, 1) gauge field.
Though both the view points are mathematically equivalent, the second view
point turns out to be more natural and convenient if one would like to treat
the connection form as an independent gauge field. Hence we adopt the
second view point and regard the connection form as defining a connection
in a principal fiber bundle P (M,SO+(3, 1)) throughout this paper.
Let the covariant derivative in this sense be denoted by D. Then in
general the covariant derivative of a quantity φ which transforms under the
local SO+(3, 1) transformation Λ(x) as
φ→ ρ(Λ)φ (2.2.14)
with some representation ρ : SO+(3, 1)→ GL(Rm) is given by
DXφ = dφ(X) + dρ(A(x))φ. (2.2.15)
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For example, the covariant derivative of a vector field V a as a section of
SO+(3, 1) vector bundle is given by
DµV
a = ∂µV
a + AabµV
b. (2.2.16)
Similarly the covariant derivative of a 2-component spinor field ξ as a section
of a spinor bundle is given by
Dµξ = ∂µξ +
±A0IµσIξ, (2.2.17)
where σI is the Pauli matrix and
±A is defined by
±A0I := 1
2
(
A0I ± i
2
ǫIJKAJK
)
. (2.2.18)
Here + sign and − sign corresponds to the left chiral and the right chiral
field spinors, respectively. For a Dirac spinor field ψ these formulas are put
together in the form
Dµψ = ∂µψ − 1
8
Aabµ[γ
a, γb]ψ. (2.2.19)
ηab can be regarded as a natural metric of each fiber of the vector bundle,
and the metricity condition Eq.(2.2.9) is expressed as
Dηab = 0. (2.2.20)
From this condition it follows that the covariant derivative of ǫabcd also van-
ishes:
Dǫabcd = 0 (2.2.21)
One important point to be noted here is that tensor fields expressed in
the coordinate basis are regarded as scalar with respect to the derivative D.
For example
DµV
ν = ∂µV
ν . (2.2.22)
Thus DT does not behave as a tensor under the coordinate transformations
even if T is a tensor in general. However, restricted to the tensorial forms,
that is, differential forms whose values transform under the local SO+(3, 1)
transformation Λ as in Eq.(2.2.14), we can define a covariant derivative from
D, so called the covariant exterior derivative, by
Dχ := dχ+ dρ(A) ∧ χ. (2.2.23)
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Like the ordinary exterior derivative the equation
D(χ ∧ φ) = Dχ ∧ φ+ (−1)pχ ∧Dφ (χ : p−form) (2.2.24)
holds, but D2 does not vanish in general.
For example, the exterior covariant derivative of an ordinary 1-form,
DµVν −DνVµ, behaves as a 2nd-rank covariant tensor under the coordinate
transformations. In particular the dual tetrad basis θa is a tensorial 1-form,
and its covariant exterior derivative coincides with the torsion form of the
corresponding linear connection:
Θa := Dθa = dθa + Aab ∧ θb. (2.2.25)
Taking the covariant exterior derivative of the torsion form, we get the first
Bianchi identity
DΘa = F ab ∧ θb, (2.2.26)
where F ab is the curvature form defined by
F ab := dA
a
b + A
a
c ∧ Acb. (2.2.27)
Further the covariant exterior derivative of the curvature form yields the
second Bianchi identity:
DF ab = 0. (2.2.28)
Finally since the identity
|θ|eµa =
1
4!
ǫµνλσǫabcdθ
c
νθ
d
λθ
e
σ (2.2.29)
yields the equation
D(ǫabcdθ
c ∧ θd ∧ θe) = 4!Dµ(|θ|eµa)d4x, (2.2.30)
Dµ(|θ|eµa) behaves as a scalar density under the coordinate transformation.
2.2.2 1st-order Palatini action
Now we prove that the second-order action given by Eq.(2.2.6) is equivalent
to the first-order Palatini action obtained from it by treating the connection
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form as the independent variable:
SG(e, A) :=
1
2κ2
∫
M
d4x|θ|eaµebνFabµν − 1
κ2
∫
∂M
dΣµ|θ|eaµebνAabν
=
1
2κ2
∫
M
[Σab ∧ ∗Fab − d(Σab ∧ ∗Aab)], (2.2.31)
where
Σab := θa ∧ θb, (2.2.32)
∗Fab := 1
2
ǫabcdF
cd. (2.2.33)
First varying A in SG(e, A) we obtain
2κ2δASG(e, A) = −2
∫
M
Θa ∧ θb ∧ ∗δAab. (2.2.34)
Hence δASG(e, A) = 0 yields
Θ[a ∧ θb] = 0 ⇔ Θa = 0. (2.2.35)
Since the Riemannian connection is specified by the metricity and the torsion
free conditions, this equation determines Aab to be A
a
b = ω
a
b(e). Therefore
the total variational equation δSG(e, A) = 0 is equivalent to the variational
equation for the 2nd-order action δSG(e) = 0.
This equivalence is easily extended to the case in which matter fields are
included. For simplicity we consider as matter fields a Yang-Mills field A =
(AP ), a real scalar field multiplet Φ and a left-chiral spinor field multiplet ξ
coupled with the gravitational field minimally. We do not lose any generality
by restricting to left chiral spinors since right chiral spinors can be converted
to left chiral spinors by the charge conjugation
ξ → ξc = ±iσ2ξ∗. (2.2.36)
The action for the Yang-Mills field is given by
SYM = −1
4
∫
M
Ω4g
µνgλσF µλ · F νσ, (2.2.37)
where the field strength F = (F P ) = (1
2
F P µνdx
µ∧dxν) is expressed in terms
of the gauge field A and the structure constant fPQR as
F P = dAP + fPQRA
Q ∧AR, (2.2.38)
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and
Ω4 =
√−gd4x = θ0 ∧ θ1 ∧ θ2 ∧ θ3, (2.2.39)
The action for the scalar field is given by
SS = −
∫
M
Ω4[
1
2
gµνDµΦ ·DνΦ+ V (Φ)], (2.2.40)
where Dµ is the covariant derivative with respect to the gauge field A and
expressed in terms of the representation matrix T = (TP ) satisfying
[TP , TQ] = f
R
PQTR, (2.2.41)
as
DµΦ = ∂µΦ+ eAµ · TΦ. (2.2.42)
Finally the action for the left-chiral spinor field is given by
SF =
∫
M
Ω4[− i
2
ξ†σaDaξ +
i
2
(Daξ)
†σaξ − ξ†cM(Φ)ξ], (2.2.43)
where σ0 = 1 and Da is expressed as
Daξ = e
µ
a(∂µ +
+A0IµσI + eA · T )ξ. (2.2.44)
The total 1st-order action S1 is given by the sum of these actions and
SG(e, A):
S1 = SG(e, A) + SYM(A, e) + SS(Φ,A, e) + SF(ξ,A, e, A). (2.2.45)
Since the connection form appears in SF as well as in SG, the variational
equation δAS1 = 0 is modified from Eq.(2.2.35) to
Θ[a ∧ θb] = −κ
2
12
ǫ[acdeS
b]θc ∧ θd ∧ θe, (2.2.46)
where
Sa := ξ†σaξ. (2.2.47)
This equation can be solved with respect to Θa to yield
Θa = −κ
2
4
ǫabcdS
bθc ∧ θd. (2.2.48)
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Thus the torsion does not vanish and the connection form A is not Rie-
mannian when the gravitational field is coupled with spinor fields. In spite
of this we can prove that the first-order action S1 is equivalent to the second-
order action obtained from S1 by replacing A with the Riemannian con-
nection form ω. First from the definition of the torsion form (2.2.25) and
Eq.(2.2.48) the connection form is expressed in terms of the Riemannian
connection form and the spinor current Sa as
Aab = ω
a
b − κ
2
4
ǫabcdS
cθd. (2.2.49)
Putting this expression into SG and SF, we get
SG(e, A) = SG(e, ω) +
3κ2
16
∫
M
Ω4SaS
a, (2.2.50)
SF(ξ,A, e, A) = SF(ξ,A, e, ω)− 3κ
2
16
∫
M
Ω4SaS
a. (2.2.51)
Thus the contributions of the spinor current to SG and SF cancels:
S1(e, A,A,Φ, ξ) = S1(e, ω,A,Φ, ξ) = S2(e,A,Φ, ξ). (2.2.52)
This proves the equivalence of the first-order Palatini action and the mini-
mally coupled second-order action.
2.2.3 (3 + 1)-decomposition
Now we put the action into the canonical form. It is a rather easy job if we
start from the first-order action. For simplicity we neglect the material fields
here. Further we restrict the freedom of the local Lorentz transformation of
the tetrad so that e0 is orthogonal to the t=const hypersurfaces. We call this
gauge the spatial gauge. This partial gauge fixing does not affect the physical
content of the theory.
Under the spatial gauge e0 is expressed in terms of the lapse function N
and the shift vector N j as
e0 = N
−1(∂t −N j∂j), (2.2.53)
and eI is tangential to the t=const hypersurfaces:
eI = e
j
I∂j . (2.2.54)
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Accordingly the dual basis is written as
θ0 = Ndt, θI = θIj (dx
j +N jdt), (2.2.55)
and the intrinsic three dimensional metric qjk of the constant-time hypersur-
faces is expressed in terms of θIj as
qjk = θ
I
j θ
I
k. (2.2.56)
Since Σab is expressed as
Σ0I = NθIj dt ∧ dxj , (2.2.57)
ΣIJ = θIj θ
J
k
[
dxj ∧ dxk + dt ∧ (N jdxk −Nkdxj)
]
, (2.2.58)
the first-order Lagrangian density is written as
Σab ∧ ∗Fab = ǫIJK
(
1
2
NθIjFJKkl + θ
I
j θ
J
mN
mF0Kkl
−θIkθJl F0Ktj
)
dt ∧ dxj ∧ dxk ∧ dxl. (2.2.59)
In order to make this expression simpler, let us introduce the following
three dimensional vectors whose components are labeled by the internal index
I, J, . . .:
e˜j := (e˜jI) := (
√
qeIj), (2.2.60)
Pµ := (PIµ) := (
1
2κ2
A0Iµ), (2.2.61)
Qµ := (QIµ) := (
1
2
ǫIJKAJKµ). (2.2.62)
The components of Fabµν appearing in the above equation are expressed in
terms of Pµ and Qµ as
1
2
ǫIJKFJKjk = (Fjk + 4κ
4Pj × Pk)I , (2.2.63)
F0Ijk = 2κ
2(DjPk −DkPj)I , (2.2.64)
F0Itj = 2κ
2(∂tPj −DjPt −Qt × Pj)I , (2.2.65)
where
Fjk := ∂jQk − ∂kQj −Qj ×Qk, (2.2.66)
DjPk := ∂jPk −Qj × Pk. (2.2.67)
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Further from the identity
ǫjklθIj θ
J
k θ
K
l = ǫ
IJK√q, (2.2.68)
ǫIJKθ
I
j θ
J
l θ
K
l = ǫjkl
√
q (2.2.69)
we get
ǫIJKθ
J
j θ
K
k = ǫjkle˜
Il, (2.2.70)
ǫjklθIj =
1√
q
ǫIJK e˜jJ e˜
k
K . (2.2.71)
Putting these expressions into the above Lagrangian density, we finally
obtain the following gravitational Lagrangian in the canonical form:
LG =
∫
Σ
d3x[2 ˙˜ej · Pj − (Pt · CB +Qt · CR +N jCMj + N
˜
CH)]
+
∫
∂Σ
dSj[
1
κ2
N
˜
(e˜k × e˜j) ·Qk + 2(e˜jNk − e˜kN j) · Pk], (2.2.72)
where N
˜
= N/
√
q and
CB := 2Dj e˜
j , (2.2.73)
CR := 2e˜
j × Pj, (2.2.74)
CMj := −2e˜k · (DjPk −DkPj), (2.2.75)
CH := −(e˜j × e˜k) ·
[
1
2κ2
Fjk + 2κ
2Pj × Pk
]
. (2.2.76)
From this expression we see that only the quantities (e˜j , Pj) are dynamical
canonical variables, and the others are non-dynamical. Among these non-
dynamical variables, Pt, Qt, N
j and N
˜
play the role of Lagrange multipliers
and the variation of the action with respect to them yield the four sets of
constraints on the canonical variables,
CB = 0, (2.2.77)
CR = 0, (2.2.78)
CMj = 0, (2.2.79)
CH = 0. (2.2.80)
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The third and the fourth of these correspond to the momentum and the
Hamiltonian constraints in the metric approach, respectively. On the other
hand the first and the second ones are new constraints arising from the local
Lorentz invariance of the theory, and represent the generators of the Lorentz
boost and the spatial rotation of the tetrad, respectively.
In contrast to these variables, the variation of the action with respect to
Qj does not lead to a constraint but yields equations determining Qj itself
and Pt. In fact the variation with respect to Qj yields
0 = δLG
δQj
= 2e˜j × (Pt −NkPk + N
4κ2
CB +
1
2κ2
∂kNe˜
k)
+N jCR +
N
κ2
Dke
j × e˜k, (2.2.81)
which is equivalent under the constraints CB = CR = 0 to the two equations
φjk :=
(
e(j ×Dlek)
)
· el = 0, (2.2.82)
Pt = N
kPk − 1
2κ2
∂kNe˜
k − 1
4κ2
Nemǫmjk(e
j ×Dlek) · e˜l. (2.2.83)
Since Qj is non-dynamical, we must eliminate them to obtain a consistent
canonical formalism. This is achieved with the help of the constraint CB = 0
and the equation φjk = 0. To show this, let us calculate the torsion form of
the three-dimensional SO(3) connection
DjVI = ∂jVI − ǫIJKQJj × VK . (2.2.84)
Since the torsion form is given by the covariant exterior derivative of the
three dimensional dual basis θIj as
3ΘIjk = 2D[jθ
I
k], we obtain the following
relation with the help of the identity equation (2.2.68):
3Θpq :=
1
2
epIǫ
qjk 3ΘIjk
=
1
4
(ep × eq) · CB + φpq. (2.2.85)
Thus the equations CB = φ
jk = 0 are equivalent to the torsion free condi-
tion on the metric connection Dj , which implies that the connection is the
Riemannian connection with respect to the triad ejI :
QjI =
1
2
ǫIJKωJKj(e). (2.2.86)
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Thus, although the canonical Lagrangian (2.2.72) appears to be a simple
polynomial, it is really a complicated rational function after the elimination of
Qj . In fact the momentum and the Hamiltonian constraint functions coincide
with those in the metric approach modulo the constraint CR. To see this,
let us examine the relation between PIj and the momentum variable p
jk in
the metric approach. First note that for the three-dimensional Riemannian
connection Dje
k
I is related to the Christoffel symbol Γ
j
kl by
Dje
k
I = ∂je
k
I + ω
I
Jje
k
J = ∂je
k
I − ( 3∇jeI)k = −Γ kjlelI . (2.2.87)
From this it follows that
(DjPk)I = (
3∇jPkl + ΓmjkPml)elI , (2.2.88)
where
Pjk = PIjθ
I
k. (2.2.89)
Hence the momentum constraint function is expressed as
CMj = −2√qqkl( 3∇jPkl − 3∇kPjl). (2.2.90)
Now let us define pjk by
pjk := −√q(P(jk) − qjkPlmqlm). (2.2.91)
Then from the relation
P[jk] =
1
4
ǫjkl(CR · el), (2.2.92)
we get
CMj = Hj + 1
2
√
qǫjkl
3∇k(CR · el). (2.2.93)
Similarly the Hamiltonian constraint function is written as
CH =
√
qH0 − κ
2
4
CR · CR. (2.2.94)
Since the Poisson brackets of qjk = ej ·ek and pjk with CR vanishes, it follows
from these equations that qjk and pjk defined above satisfy the same evolution
equations as in the metric approach. This implies that pjk here coincides with
the momentum variable defined in the metric approach. In particular from
Eq.(2.1.13) P(jk) is expressed in terms of the extrinsic curvature Kjk as
P(jk) =
1
2κ2
Kjk, Pj · e˜j = 1
2κ2
√
qK. (2.2.95)
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2.3 Chiral 1st-Order Formalism
As we have seen in the previous section, the Hamiltonian becomes a com-
plicated rational functions of the canonical variables in the canonical theory
obtained from the 1st-order Palatini action in spite of its apparent simple
structure at the start. The origin of this complexity was that the spatial
part AIJ of the connection form is not dynamical and should be eliminated.
The main point of the complex canonical theory is that this elimination pro-
cedure can be avoided if the momentum variable is modified to a complex
quantity to include AIJ as its imaginary part.
2.3.1 Chiral representation of the proper Lorentz group
LetXab be a quantity antisymmetric with respect to the indices, Xba = −Xab,
and ∗Xab be its dual defined by
∗Xab := 1
2
ǫab
cdXcd. (2.3.1)
This dual operation satisfies the identity equations
∗ ∗Xab = −Xab, (2.3.2)
∗Xac ◦ ∗Ycb = 1
2
ηabXcd ◦ Y cd +Xbc ◦ Y ca, (2.3.3)
where ◦ is any binary bilinear operation such as the exterior product of
differential forms. From this it follows that
∗Xab ◦ Y ab = Xab ◦ ∗Y ab. (2.3.4)
With the help of this operation let us define the pair of complex chiral
combinations of Xab by
±Xab :=
1
2
(Xab ± i ∗Xab). (2.3.5)
These quantities are eigen quantities of the dual operation:
∗ ±Xab = ∓i±Xab. (2.3.6)
As we saw in §2.2, the connection form Aab is coupled with the left(right)
chiral spinor in the chiral combination +Aab(−Aab). This is the reason why
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we call ±X the chiral combination. Accordingly we call +Xab and
−Xab the
left chiral and the right chiral combination, respectively. In the literature
these quantities are often called the anti-dual and the dual variables as well,
respectively.
Owing to the self-duality of the chiral combination, only the half of the
components of ±Xab are independent:
±X0I = ± i
2
ǫIJK
±XJK . (2.3.7)
This implies that the Lorentz group can be linearly represented on the three-
dimensional complex space C3. In fact the chiral combinations yield natural
isomorphisms between the proper Lorentz group SO+(3, 1) and the complex
orthogonal group SO(3,C). To be explicit, for Λ ∈ SO+(3, 1) under which
Xab transforms
Xab → ΛacΛbdXcd, (2.3.8)
±X0I transforms as
±X0I → ±X0J±OJI (2.3.9)
where ±OIJ is matrix defined by
±OIJ = 2Λ
0
[0Λ
J
I] ∓ iǫJKLΛK [0ΛLI]. (2.3.10)
Since ±OIJ is shown to belong to SO(3,C) and the correspondence is one-
to-one, it gives the isomorphism.
Another way to look at this isomorphism is to utilize the spinor represen-
tation of SO+(3, 1) to SL(2,C). For example the right chiral representation
is the double-valued correspondence Λ ∈ SO+(3, 1) → V ∈ SL(2,C) deter-
mined by
V σaV
† = σbΛ
b
a. (2.3.11)
If we parametrize V as V = zaσa by a four-dimensional complex time-like
vector za satisfying ηabz
azb = −1, Λ is expressed as
Λab = η
ab(|z0|2 − zI z¯I) + 2z(az¯b) + iǫabcdzcz¯d. (2.3.12)
On the other hand the matrix O defined by
V σIV
−1 = OIJσJ (2.3.13)
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belongs to SO(3,C) and gives a two-to-one representation of SL(2,C) to
SO(3,C) as is seen from its expression in terms of za:
OIJ = (1 + 2z
IzI)δIJ − 2zIzJ + 2iǫIJKz0zK . (2.3.14)
Combination of these representations yields the above isomorphism based on
the right chiral combination. Similarly using the left chiral representation
which is obtained by assigning (V †)−1 to Λ with V defined by Eq.(2.3.11) we
obtain the isomorphism based on the left chiral combination.
As we will see soon, the fact that the chiral combination makes it possible
to represent the Lorentz group on the three dimensional complex space plays
an important role in the complex canonical theory.
2.3.2 Chiral action
As shown by Jacobson[10, 11], the most elegant way to arrive at the complex
canonical theory is to use the chiral decomposition of the first-order Palatini
action written in terms of the tetrad and the connection form.
Let us define the chiral connection by
±Aab := 1
2
(Aab ± i ∗ Aab), (2.3.15)
and the chiral gravitational action ±SG in terms of the first-order Palatini
action by
±SG = SG(e,
±A). (2.3.16)
Then since the curvature form Fab[
±A] constructed from ±Aab coincides with
the chiral combination of the curvature form Fab[A],
±Fab := 1
2
(Fab ± i ∗ Fab) = Fab[±A], (2.3.17)
the chiral Lagrangian density ±LG corresponding to ±SG is expressed as
±LG = 1
2κ2
[Σab ∧ ∗±Fab − d(Σab ∧ ∗±Aab)]
= ∓ i
2κ2
[Σab ∧ ±Fab − d(Σab ∧ ±Aab)]
=
1
2
LG ∓ i
4κ2
[Σab ∧ Fab − d(Σab ∧Aab)]. (2.3.18)
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From the definition of the torsion form the second term in the second line of
this equation is rewritten as
Σab ∧ Fab − d(Σab ∧Aab) = −d(θa ∧ dθa) + Θa ∧Θa. (2.3.19)
Next we define the left-chiral action +SF for the left chiral spinor multiplet
by
+SF := −
∫
M
Ω4[iξ
†σaDaξ + ξ
†
cM(Φ)ξ], (2.3.20)
and the right-chiral action −SF by its complex conjugate. Then the corre-
sponding chiral Lagrangian density is written as
±LF = LF ± i
2
[−d(1
2
ǫabcdS
aθb ∧ θc ∧ θd) + Sa ∗ Σab ∧Θb]. (2.3.21)
From these equations, if we define the total chiral action ±S by
±S := 2±SG + SYM + SS +
±SF, (2.3.22)
the real part of the total chiral Lagrangian density ±L coincides with the first-
order Lagrangian density L written in terms of the tetrad, the real connection
form and the matter fields:
±L = L ± i
2
d(
1
κ2
θa ∧ dθa − 1
2
ǫabcdS
aθb ∧ θc ∧ θd)
∓ i
2κ2
(Θa +
κ2
2
∗ ΣabSb) ∧ (Θa + κ
2
2
∗ ΣacSc), (2.3.23)
where we have used the identity Σac ∧ Σcb = 0.
The variational equations obtained from the chiral action splits into two
sets of equations corresponding to the real and the imaginary part of the
action. Hence the chiral action appears to only admit a more restricted class
of solutions than the real first-order action. However, it is not the case. In
fact, as was shown in §2.2, the variation of the real action with respect to
the connection form yields Eq.(2.2.48), but the variation of the imaginary
part of the action vanishes under this equation. Therefore the chiral action
is equivalent to the original real first-order action.
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2.3.3 (3 + 1)-decomposition
Now let us rewrite the complex chiral action in the canonical form. First
note that the chiral gravitational Lagrangian density (2.3.18) is written from
Eq.(2.3.4) and the self-duality of the chiral combinations as
±LG = ± 2i
κ2
[±Σ0I ∧ ±F0I − d(±Σ0I ∧ ±A0I)]. (2.3.24)
This equation shows that we only have to calculate the (0I) components.
In order to decompose the curvature form, let us introduce the vector-type
notation as in §2.2:
±Aµ := (±AIµ) := ( 1
κ2
±A0Iµ), (2.3.25)
±Bµ := (±BIµ) := (ǫIJK±AJKµ). (2.3.26)
In contrast to the real connection, ±Aµ and ±Bµ are not independent but are
related owing to the self-duality as
±Bµ = ∓2iκ2±Aµ, (2.3.27)
which will play a crucial role later. In terms of these quantities the relevant
curvature form is expressed as
±F0I = κ2[∂t±Aj −Dj±At]Idt ∧ dxj ± i
4
±FIjkdxj ∧ dxk, (2.3.28)
where
Dj±At := ∂j±At − ±Bj × ±At, (2.3.29)
±Fjk := ∂j±Bk − ∂k±Bj − ±Bj × ±Bk. (2.3.30)
Next to rewrite ±Σ0I let us rotate the tetrad ea by some appropriate
proper Lorentz transformation so that e0 is orthogonal to the constant-time
hypersurfaces. We denote this new tetrad by eˆa and define e˜
j , qjk, N j and
N
˜
from this tetrad as in §2.2. There we had to restrict the tetrad variable to
this special one in order to arrive at the canonical formalism. In the present
case we do not have to do such a gauge fixing. This is because ±Σ0I for the
general tetrad is related to ±Σˆ0I for the special tetrad by
±Σ0I =
±Σˆ0J
±OJI
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with some matrix O ∈ SO(3,C) as was shown in §2.3.1. With the help of
this relation, if we use the chirally rotated quantity E j defined by
±E j := (±E Ij) := (e˜Jj±OJI) (2.3.31)
in stead of e˜j , ±Σ0I is simply written from Eqs.(2.2.57) and (2.2.58) as
±Σ0I = ± i
4
ǫjkl
±E Ildxj ∧dxk∓ i
2
ǫjkl[N
k±E l∓ i
2
N
˜
±Ek×±E l]Idt∧dxj . (2.3.32)
From these equations ±LG is put into the following canonical form:
2±LG = 2±E˙ j · ±Aj − 2±At · Dj±E j
± i
κ2
N j±Ek · ±Fjk + 1
2κ2
N
˜
(±E j × ±Ek) · ±Fjk
+∂j [(N
k±E j −N j±Ek ∓ iN
˜
±Ek × ±E j) · ±Ak]. (2.3.33)
Next we rewrite the Lagrangian densities of the matter fields. First for
the scalar field, introducing the momentum Π conjugate to Φ by Eq.(2.1.15),
LS is written as
LS = Π · Φ˙ + eΠ ·APt T PΦ−N jΠ ·DjΦ
−N
˜
[
1
2
Π2 +
1
2
qqjk(DjΦ) · (DkΦ) + qV (Φ)]. (2.3.34)
Here, since ±O ∈ SO(3,C), qjk and q are expressed in terms of ±E j as
qqjk = e˜j · e˜k = ±E j · ±Ek, (2.3.35)
q =
1
3!
ǫjkl(e˜
j × e˜k) · e˜l = 1
3!
ǫjkl(
±E j × ±Ek) · ±E l. (2.3.36)
Next for the gauge field only Aj has the conjugate momentum E
j defined
by Eq.(2.1.14) and the Lagrangian density is written as
LYM = Ej · A˙j − ∂j(At ·Ej) +At ·DjEj +N jF jk ·Ek
−N
˜
(
1
2
qjkE
j ·Ek + 1
4
qqjkqlmF jl · F km
)
, (2.3.37)
where
DjE
Pj = ∂EPj + efPQRA
Q
j E
Rj . (2.3.38)
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Finally in order to rewrite the Lagrangian density for the spinor field, we
recall the argument on the relation of the chiral representation of SO+(3, 1) to
SL(2,C) and to SO(3,C) in §2.3.1. From the equations there V ∈ SL(2,C)
and +OIJ are related for the left-chiral representation by
(V †)−1σIV
† = +OIJσJ . (2.3.39)
With the aid of this relation and Eq.(2.3.11) we can express σaea in Eq.(2.3.20)
in terms of N , N j , ±E j and V . Putting this expression into the chiral La-
grangian density for the spinor field yields
+LF = η(∂t + κ2 +AItσI + eAt · T )ξ −N jη(∂j + κ2 +AIjσI + eAj · T )ξ
−N
˜
[±E jIησI(∂j + κ2+AIjσI +Aj)ξ + qξ†cMξ], (2.3.40)
where
η := i
√
qξ†V V †. (2.3.41)
With these equations altogether, we finally obtain the following canonical
Lagrangian for the total system:
±L =
∫
Σ
d3x[2E˙ j · Aj +Π · Φ˙ +Ej · A˙j + ηξ˙
−(At ·CA +At · CA +N jCMj + N
˜
CH)]
+
∫
∂Σ
dSj(N
kE j −N jEk ∓ iN
˜
Ek × E j) · Ak, (2.3.42)
where
CA := −eΠ · TΦ−DjEj + eηT ξ, (2.3.43)
CA := 2DjE j ∓ κ2ησξ, (2.3.44)
CMj := ∓ i
κ2
Ek · Fjk +Π ·DjΦ− F jk ·Ek + ηDjξ, (2.3.45)
CH := − 1
2κ2
(E j × Ek) · Fjk + 1
2
(Π2 + E j · EkDjΦ ·DkΦ) + qV (Φ)
+
1
4q
(E j · Ek)(E l · Em)[ǫpjlǫpkmEp ·Eq + F jk · F lm]
±E j · (ησDjξ) + q tξM(Φ)ξ. (2.3.46)
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Here in the expression for −L, ξ should be replaced by the right chiral field
ξc, η by ηc := −i√qξ†c(V V †)−1, and the covariant derivative Djξ by
Djξc = (∂j − κ2 −Aj · σ + eAj · T )ξc. (2.3.47)
In these equations we have omitted the suffix ± to distinguish the left
and the right chiral variables. We will adopt this simplification throughout
the paper from now on unless it is necessary to distinguish the left and the
right chiral variables. The ± or ∓ signs in the equations are always to be
understood that the upper sign corresponds to the left chiral variables and
the lower sign to the right chiral ones.
In contrast to the real tetrad approach, Bj which corresponds to Qj is
not independent from Aj, and its elimination does not lead to any new con-
straint. Hence by treating the complex variables E j and Aj as the funda-
mental canonical variables for the gravitational field and setting the Poisson
brackets among them as
{E Ij(x),AJk(y)} = 1
2
δIJδ
j
kδ
3(x− y), (2.3.48)
{E Ij(x), EJk(y)} = 0, {AIj(x),AJk(y)} = 0, (2.3.49)
the time evolution of a functional of the canonical variables is given by the
canonical equation of motion
F˙ = {F,H}; F = F (E ,A,Φ,Π,A,E, ξ, η) (2.3.50)
with the complex Hamiltonian
H := CA(At) + CA(At) + CM(N) + CH(N
˜
). (2.3.51)
This Hamiltonian is a differential polynomial of E j and Aj which is of
degree three in E j and two in Aj if the material gauge fields do not exist.
Including the material gauge fields breaks this polynomiality. If one makes
it polynomial by rescaling N
˜
to include 1/q, the degree of the Hamiltonian
in E j increases by three. Hence as far as the degree of the polynomialized
Hamiltonian is concerned, the gain of introducing the complex chiral vari-
able is small: it decreases the degree only by three compared to the metric
approach. However, if we inspect the expression in detail, we find that its
structure is much simplified: qqjk which is a complicated combination of qjk
in the metric approach is replaced by a simple expression E j · Ek, and the
cumbersome term ωIJj in the real triad approach does not appear.
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2.3.4 Gauge invariance
In the real triad approach we had to fix the local SO+(3, 1) gauge freedom
of the tetrad partially in order to put the theory in the canonical form.
As a result the gauge symmetry of the theory was reduced from SO+(3, 1)
to SO(3). In the chiral canonical theory this reduction of symmetry does
not occur because the original local SO+(3, 1) transformation is faithfully
represented as the local SO(3,C) transformation on the canonical variables.
In fact it is easily checked that the chiral canonical Lagrangian (2.3.42) is
invariant under the local SO(3,C) transformation by noting that Dj is the
connection with respect to this gauge symmetry and Fjk is its curvature
form.
As in the metric approach and the real triad approach, the constraint
functionals CA(Λ), CA(λ) and CD(L) defined by
CD(L) := CM(L) + CA(LjAj) + CA(LjAj), (2.3.52)
are the generators of the infinitesimal canonical transformations correspond-
ing to the material gauge, the local SO(3,C) and the spatial coordinate
transformations, respectively. In particular the local SO(3,C) and the spa-
tial coordinate transformations of the complex canonical variables E j and Aj
are given by
δλE(φ) = {CA(λ), E(φ)} = ∓2iκ2E(λ× φ), (2.3.53)
δλA(α) = {CA(λ),A(α)} = −Dλ(α), (2.3.54)
δLE(φ) = {CD(L), E(φ)} = E(L−Lφ), (2.3.55)
δLA(α) = {CD(L),A(α)} = A(L−Lα), (2.3.56)
where
E(φ) :=
∫
Σ
d3xE j · φj, A(α) :=
∫
Σ
d3xAj · αj. (2.3.57)
Due to this group theoretical property these constraint functionals form an
algebra isomorphic to the Lie algebra of the corresponding groups with re-
spect to the Poisson brackets as in the real canonical theories:
{CA(Λ1), CA(Λ2)} = eCA([Λ1,Λ2]); [Λ1,Λ2]α = fαβγΛβ1Λγ2 ,(2.3.58)
{CA(λ1), CA(λ2)} = ∓2κ2iCA(λ1 × λ2), (2.3.59)
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{CA(λ), CA(Λ)} = 0, (2.3.60)
{CD(L), CA(Λ)} = CA(L−LΛ), (2.3.61)
{CD(L), CA(λ)} = CA(L−Lλ), (2.3.62)
{CD(L1), CD(L2)} = CD([L1, L2]). (2.3.63)
For the same reason the Poisson brackets of these constraints with the Hamil-
tonian constraint are given by
{CA(Λ), CH(T
˜
)} = {CA(λ), CH(T
˜
)} = 0, (2.3.64)
{CD(L), CH(T
˜
)} = CH(L−LT
˜
), (2.3.65)
where T
˜
implies that it behaves as a scalar density of weight −1. Finally
the Poisson bracket of CH is given by
{CH(T
˜
1), CH(T
˜
2)} = CM(E · E(T
˜
1∂T
˜
2 − T
˜
2∂T
˜
1))
=
∫
Σ
d3xE j · Ek(T
˜
1∂j T
˜
2 − T
˜
2∂j T
˜
1)CMj .(2.3.66)
2.3.5 Reality condition
In the complex canonical theory the dynamical degrees of freedom for the
gravitational fields are doubled compared with the real triad formalism.
Hence in order for the theory to be equivalent to the original Einstein theory,
some additional constraints should be imposed. These constraints are obtain
from the requirement that the spatial metric calculated from E j is real and
its consistency with the time evolution equations.
First from the relation qqjk = E j · Ek the reality condition for the spatial
metric is written as
(E j · Ek) = (E j · Ek). (2.3.67)
Since the time evolution of E j · Ek is given by
(E j · Ek)˙ = −2∂lN (j(Ek) · E l) + 2∂lN l(E j · Ek) +N l∂l(E j · Ek)
−κ2(N jEk +NkE j) · CA + 2iN
˜
ψjk, (2.3.68)
where
ψjk := (E (j ×DlEk)) · E l ∓ i
2
κ2(E j · Ek)ηξ, (2.3.69)
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the consistency of the condition (2.3.67) with the time evolution equations
yields a further constraint
ψjk = −ψjk. (2.3.70)
It can be shown that the time derivative of this constraint yields no new
constraint.
Though the second condition contains the spinor fields, their contribution
is trivial. In order to see this, recall the relation (2.2.49). This relation implies
that the connection form consists of a geometrical part and a spinor current
part. As was shown in §2.2, the terms arising from the latter spinor part
cancels in the total action. Thus it is expected that if we decompose the
connection form as
Aab = A
′
ab ∓
κ2
4
ǫabcdS
cθd, (2.3.71)
the spinor contribution in Eq.(2.3.69) will be separated. This expectation is
true. Actually by noting that this decomposition is written in terms of the
chiral connection as
Bj = B′j ±
κ2
4
O−1(Sˆ0θˆj ± iSˆ × θˆj)
= B′j ∓ i
κ2
4q
ǫjkl[(ηξ)Ek × E l ± i(ησξ)× (Ek × E l)], (2.3.72)
we can show that ψjk is written as
ψjk = (E (j ×D′lEk)) · E l, (2.3.73)
where D′j is the chiral covariant derivative with Bj replaced by B′j . Further
in the same way we can show that the constraint function CA is written as
D′jE j = 0. (2.3.74)
With this separation of the spinorial contribution we can find the geomet-
rical meaning of the reality condition. First note that the condition (2.3.67)
implies that with some appropriate SO(3,C) rotation E j can be made real,
which is equivalent to take the spatial gauge for the tetrad E j = e˜j . In this
gauge if we decompose A′µ and B′µ as
A′µ = Pµ ±
i
2κ2
Qµ, B′µ = Qµ ∓ 2κ2iPµ, (2.3.75)
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the real part of ψjk is proportional to φjk defined in Eq.(2.2.82):
Reψjk = q3/2φjk. (2.3.76)
Further from Eq.(2.3.74) the constraint function CA is decomposed as
CA = CB ∓ 2κ2iCR. (2.3.77)
Hence from the argument in §2.2 it follows that the constraint (2.3.70) sup-
plemented with the constraint CA = 0 is equivalent in the spatial gauge to the
condition that Qj is given by the Riemannian three-dimensional connection
determined from ej.
Thus the reality condition reduces the dynamical degree of freedom of the
gravitational fields to the correct one at the level of the equation of motion.
However, if one tries to impose the reality condition within the framework
of the canonical theory, one meets a difficulty. To see this, neglecting the
spinor contribution for the moment for simplicity, let us decompose the chiral
variables into their real parts and the imaginary parts as
E j = E j1 ∓ iE j2 , Aj = Pj ±
i
2κ2
Qj. (2.3.78)
Putting this decomposition into the canonical Lagrangian, its kinetic part
for the gravitational field is written as
− 2E j · A˙j = −2(E j1 · P˙ j +
1
2κ2
E j2 · Q˙j)± 2i(E j2 · P˙j −
1
2κ2
E j1 · Q˙j). (2.3.79)
Hence if the real and the imaginary parts of the variables were regarded as
independent dynamical freedoms, one would get two sets of canonical systems
with different canonical structures after decomposing the Lagrangian into its
real part and imaginary part. This implies that one cannot treat the real and
imaginary parts of the complex variables as independent canonical degrees
of freedom in the complex canonical theory, and that the reality condition is
not a constraint in the dynamical complex phase space but exact relations
among the complex variables to be satisfied on the image of embedding of a
dynamical real phase space into the formal complex phase space.
For example, in the spatial gauge E j = e˜j , from the argument above, the
expression
Aj = Pj ± i
2κ2
Qj(e) (2.3.80)
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with Qj(e) given by Eq.(2.2.86) and the real Pj yields a natural embedding,
consistent with the reality condition, of the canonical variables in the real
triad approach into the complex phase space. The real canonical theory
induced by this embedding from the complex canonical theory is equivalent to
the one given in §2.2. Actually Ashtekar constructed the complex canonical
theory by this embedding when he first proposed the theory[7, 8]. Here we
give a rough sketch of the proof for the pure gravity case since some equations
appearing in the course of the proof will be utilized later.
First note that from the relation
F Ijk = F Ijk + 4κ4(Pj × Pk)I ∓ 2κ2i(DjPk −DkPj)I , (2.3.81)
the constraint functions CM and CH are decomposed into real parts and imag-
inary parts as
CMj = CMj ± 2κ2iPj · CR ∓ i
κ2
e˜k · Fjk, (2.3.82)
CH = CH ± i∂j(e˜j · CR)∓ 2iDj(e˜j × e˜k) · Pk. (2.3.83)
For Qj given by Eq.(2.2.86), the last term on the right-hand side of the first
equation e˜j · Fjk vanishes due to the first Bianchi identity and the last term
on the right-hand side of the second equation is written from Eq.(2.2.87) as
Dj(e˜
j × e˜k) · Pk = 1
2
(∂j
√
q)ej · CR. (2.3.84)
Hence together with Eq.(2.3.77) the constraint functions are written as linear
combinations of those in the real tetrad approach:
CA = ∓2κ2iCR, (2.3.85)
CMj = CMj ± 2κ2iPj · CR, (2.3.86)
CH = CH ± i∂j(e˜j · CR)∓ i(∂j√q)ej · CR. (2.3.87)
Putting these expressions into the chiral canonical Lagrangian (2.3.42),
and setting the value of the arbitrary function Pt(the real part of At) to be
the one given in Eq.(2.2.83), the chiral canonical Lagrangian reduces to
±L = L±
∫
d3x
i
κ2
˙˜ej ·Qj. (2.3.88)
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Due to the identity equation
2˙˜ej ·Qj(e) = (√qǫIJKθIj∂keJjeKk)˙ + ∂k(√qǫIJK θ˙IjeJjeKk), (2.3.89)
the imaginary part of the chiral Lagrangian reduces to a total time derivative.
This proves the equivalence.
Finally note that there exist an infinite number of embeddings consistent
with the reality condition. They are all obtained from the above embedding
by some appropriate local SO(3,C) gauge transformations and are mutually
equivalent. What is important here is that the dynamics is always described
by the same complex theory irrespective of the embedding. Actually the
detail of the embedding becomes relevant only when the correspondence be-
tween the theory and observations is concerned. In particular, when we are
concerned only with the quantities invariant under the local SO(3,C) gauge
transformations, we do not even have to fix the embedding. This point be-
comes important in quantizing the theory.
3 Quantum Theory of Totally Constrained
Systems
As we have seen in the previous section, the Hamiltonian in the canonical
theory of general relativity is written as a linear combination of the first-class
constraint functions, irrespective of the approaches to construct the canonical
theory. We call such a canonical system a totally constrained system. Clas-
sically this special structure of the theory does not give rise to any serious
problem, and can be treated like ordinary canonical systems with constraints.
In contrast, however, when one tries to quantize such a system, some serious
problems arise.
The first problem is the formulation of dynamics, i.e., the time evolution
in the quantum theory. For example, let us consider a totally constrained
system with a Hamiltonian
H =
∑
α
λαCα, (3.0.1)
where Cα are constraint functions and λ
α are arbitrary function of time. If
one quantizes this system by the Dirac method, classical constraints Cα = 0
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are translated to a set of constraints on physical states:
Cˆα|Ψ >= 0, (3.0.2)
where Cˆα are the operators corresponding to Cα. However, since the Hamil-
tonian operator Hˆ is written as a linear combination of Cˆα, these quantum
constraints yield
Hˆ|Ψ >= 0, (3.0.3)
which implies that the Schro¨dinger equation becomes trivial for the physical
states. Hence one loses dynamics in this formal quantization method. This
difficulty arises due to the time-reparametrization invariance of the theory
which implies that the formal time variable of the system has no observa-
tional meaning[43]. Therefore it is closely connected with the following set of
problems: Is it possible to find natural time variables expressed in terms of
the canonical variables? Are the time variables to be included among observ-
ables? Are the time variables represented as operators? and so on. These
problems constitute the issue of time in quantum gravity.
The second problem is concerned with observables. In ordinary gauge
field theories observables are restricted to the gauge-invariant quantities. The
same restriction formally applies to totally constrained systems since it can
be generally shown that each of the first-class constraints corresponds to a
generator of some generalized gauge transformation[39]. However, in totally
constrained systems, some subtle problems arise.
First, as was stated above, totally constrained systems have the time-
reparametrization invariance, which is a generalized gauge invariance gen-
erated by the constraint function Ct whose Poisson bracket with the time
variable t does not vanish. Since time-reparametrization invariant quantities
are essentially constant of motion as we will see later, one would lose the
chance to extract dynamics in the Dirac quantization method if one restricts
observables to those invariant under the time-reparametrization.
Second as we have seen in §2, a part of the constraint functions are the
generators of the spatial coordinate transformation or the spatial diffeomor-
phism. Though this is a kind of gauge transformation in a generalized sense,
invariance under this transformation has a meaning which is quite different
from the usual gauge invariance. In particular the observational meaning
of quantities invariant under the spatial coordinate transformation is not a
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priori clear since all the observational information of physical quantities are
expressed in a coordinate dependent fashion.
These problems have a long history and a lot of work has been done on
them ( see [43] on the early history and the difficulty in finding the internal
time variables, and [44] on the recent arguments). Nevertheless, no resolution
which satisfies most of people has not been found yet. If technical difficulties
are neglected, the main controversial point is whether operators should be
assigned to the time variables or not. The formulation of canonical quan-
tum gravity, in particular the treatment of observables and states, changes
significantly depending on which standpoint is taken.
Though this is a review article, we adopt the standpoint that the time
variables should be included into the observables represented by operators
since the other standpoint seems to be unsatisfactory to the author. In the
subsequent part of this section we explain the reason for that by analyzing
the above problems in detail both from the classical and the quantum points
of view. Then from this standpoint we summarize the formal structure of the
canonical quantization program of gravity. Further, after critical comments
on the approaches proposed so far we propose one possible new approach on
the treatment of the quantum hamiltonian constraint.
Finally we should remark the reader that, although there exist some re-
searchers who take standpoints similar to ours( for example, see Kucharˇ’s
comment in the discussion part of Rovelli’s article in [44]), our argument
may not be convincing enough for people taking different standpoints( in-
cluding C. Rovelli).
3.1 Gauge-invariant Quantities and Dynamics
Since most of the difficulties associated with quantization of a totally con-
strained system are caused by the gauge invariance of the system, we expect
that a part of them are eliminated if we can separate the gauge invariant
freedoms and extract the true physical freedoms at the classical level. How-
ever, in general, this separation procedure provokes various problems which
do not arise in the ordinary gauge field theories. In this subsection we look
at these problems and discuss how they should be handled in the classical
framework.
41
3.1.1 Gauge-fixing method vs. gauge invariant formalism
There are in general two approaches to eliminate the gauge freedom. The
first is the gauge-fixing method. In this method one imposes a set of addi-
tional constraints, the gauge fixing condition, by fixing the values of some
canonical quantities as ψα = fα(t). If ψα is selected so that {Cα, ψβ} is a
regular matrix, the consistency of the gauge condition with the canonical
time evolution equation,
f˙α = λβ{Cα, ψβ}, (3.1.1)
completely determines the arbitrary functions λα. The only feature specific to
the totally constrained system is that fα should be explicitly time-dependent
since all the λα should not vanish simultaneously.
The gauge fixing constraints with the original constraints are of the second
class. Thus in general they should be solved explicitly before quantization.
In realistic theories such as general relativity this is practically impossible.
Of course if one modifies the canonical structure by the Dirac method or re-
formulates the theory by introducing ghost fields so that it is BRS-invariant,
one does not need to solve the constraints. However, even in these methods,
one needs the inverse of the matrix {Cα, ψβ}. Since this inversion is to solve
non-linear partial differential equations, it is also practically quite difficult.
Besides this technical difficulty there exits a more fundamental problem
specific to general relativity. In general relativity practical coordinate-fixing
conditions are always local and can not be applied to the whole spacetime.
Furthermore whether a given coordinate condition is appropriate or not de-
pends on a solution of the Einstein equation. This feature makes it difficult
to formulate the quantum theory.
The second approach is to find all the gauge-invariant quantities in the
classical canonical theory and construct quantum theory based only on them.
Since the constraint functions are the generators of the gauge transforma-
tions, the condition for a function F on the canonical phase space Γ to be
gauge invariant is expressed as
{Cα, F} = 0 ∀α. (3.1.2)
Here for the generators which exactly form a Lie algebra the equations should
hold strongly, but those for the others such as the Hamiltonian constraint are
required to hold only modulo the constraints. Since the Hamiltonian is writ-
ten as a linear combination of the constraint functions, this condition implies
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that F is a constant of motion. Conversely any canonical quantity which is
conserved for any choice of the arbitrary functions λα is gauge invariant.
In general finding all the constants of motion is equivalent to solving the
canonical equation of motion. This also holds for the present case. To see
this, let Γ∗ be the subspace of the original phase space Γ determined by the
constraints, O be the set of all the function on Γ, Ocons be its subset consist-
ing of the constants of motion, and Xj be a maximal subset of functions in
Ocons which are independent on Γ∗. Since Γ∗ is invariant under the canoni-
cal transformations generated by the constraint functions, Γ∗ is decomposed
to a set of orbits each of which has the same dimension as the number of
independent constraint functions, and one orbit is picked up if the values of
all Xj are specified. Hence, if we select a set of functions ψ
α in O such that
∆αβ := {ψα, Cβ} is a regular matrix, Xj and ψα defines a local coordinate
system of Γ∗. Now let S be a gauge orbit in Γ∗ and γ be an arbitrary curve
parametrized by t in S. Then, since Xj is constant along γ, we can find
functions gα(ψ) such that along γ ψ satisfies the differential equation
dψα
dt
= gα(ψ). (3.1.3)
Hence, if λa is a function on Γ determined by
gα(ψ) = ∆αβ(ψ,X)λ
β(ψ,X), (3.1.4)
any function F in O satisfies the equation
dF
dt
=
∂F
∂ψα
gα(ψ) = {F, λαCα} (3.1.5)
along γ. This implies that the curve γ is a solution of the canonical equations
of motion.
3.1.2 Physical meaning of the general covariance
The argument above shows that the gauge-invariant quantities carries all
the dynamical information in the classical totally constrained systems. In
particular the dynamics is determined only by the canonical structure and
the constraint functions. If we assign operators only to the gauge-invariant
quantities in quantization, however, we meet a difficulty of losing dynam-
ics as stated at the beginning of this section. In order to find out what is
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wrong with this approach, let us analyze the meaning of the three types of
gauge invariances which appear in general relativity: the usual internal gauge
invariance associated with the gauge fields and the tetrad field, the spatial co-
ordinate transformation invariance, and the time coordinate transformation
invariance.
In the usual gauge field theories gauge-dependent quantities are intro-
duced to express the relations among directly measurable quantities in terms
of equations local in the space-time coordinates. Thus they are genuinely
theoretical entities and the restriction of observables to gauge-invariant quan-
tities or relations is the fundamental postulate of the formulation. The spon-
taneous symmetry breaking does not change the situation: it is essentially
breaking of a global symmetry at the phenomenological level and can be
described only in terms of the gauge-invariant quantities. The freedom of
the tetrad rotation in general relativity is of the same nature as the internal
gauge transformation.
In contrast to the gauge field theories some of the quantities represented
by space-time-coordinate dependent fields are measurable in general relativ-
ity. For example, let us consider the phase φ of electromagnetic fields which
is a scalar quantity in general relativity, and an apparatus which measures
the value of φ at the space-time location of the apparatus. Clearly the appa-
ratus yields a definite value of φ by measurement. Of course the collection of
the measurements at various spacetime points is just a set of real or complex
numbers and is not described by a field.
However, if one performs similar measurements of other independent
scalar quantities φ1, . . . , φn(n ≥ 4), each measurement yields a definite set
of values (φ, φ1, . . . , φn), and the collection of the results at various space-
time points will form a definite four-dimensional submanifold of the (n +
1)-dimensional linear space. Let us select four quantities x0, . . . , x3 from
φ1, . . . , φn. If the projection of an open subset of this submanifold to a
four-dimensional space (x0, . . . , x3) is one-to-one, then the observational data
corresponding to this subset is represented by a function φ(x0, . . . , x3). If an-
other choice of four scalar fields y0, . . . , y3 has the same property, one will
obtain another expression for the data, φ(y0, . . . , y3). Clearly these func-
tions behave as a scalar field if x0, . . . , x3 and y0, . . . , y3 are regarded as local
coordinate systems of space-time.
This observation shows that a scalar field φ(x0, . . . , x3) in general relativ-
ity is a symbol to represent the set of relations of a measurable quantity φ to
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four other independent scalar quantities describing the whole observational
data of a spacetime phenomenon, and that the space-time coordinate trans-
formations are just the change of the choice of scalar quantities to which φ
is related. Thus if one denotes the set of all possible configurations of the
scalar field by U , the coordinate transformations induce transformations of
U and to each orbit of the transformation group corresponds one space-time
phenomenon as a whole. Since the gauge-invariant functions on U take con-
stant values on each orbit, they yield a set of label to classify the orbits or
the space-time phenomena.
There appear of course much more complicated quantities such as tensors
or tensor densities in general relativity. However, since they all are concepts
theoretically derived from scalar fields or introduced to describe the structure
of the manifold formed by the set of values of scalar quantities, the above
argument can be essentially extended to the whole theory. Thus as in the
gauge field theories it is true that only the values of the gauge-invariant
quantities or functionals are determined by observations, but their meaning
is different: the gauge-invariant quantities are not directly measurable ones
in general but are abstract objects to describe the relations of the measurable
quantities in each space-time phenomenon.
3.1.3 Dynamics in the invariant formalism
With the arguments so far in mind, let us analyze the problem of time evo-
lution. This problem is intimately connected with the fundamental nature
of the canonical approach as a framework to describe the physical law. In
the canonical theories one decomposes the set of measured relations among
physical quantities describing each spacetime phenomenon as a whole to a
one-dimensional sequence of subsets, and formulate the physical law as the
relations among the subsets independent of the phenomena. Usually this
decomposition is done in terms of a special measurable quantity t called the
time variable, and by slicing the four-dimensional data set to subsets on each
of which the value of t is constant. Hence the quantities which are invariant
under the space-time coordinate transformations and describe a space-time
phenomenon as a whole are not sufficient to describe the law. One needs
quantities to describe the relations in each data set with constant time.
Taking account of the arguments above on what are determined by obser-
vations, the most natural quantities to describe the information at each time
45
slice are the functions on the phase space Γ which are invariant under the
internal gauge transformations and the spatial coordinate transformations.
In fact we can write the canonical gravity theory only in terms of such in-
variant functions. Let Oinv be the set of all such functions on Γ. F ∈ Oinv is
characterized by the conditions
{CG(Λ), F} = 0 ∀Λ, (3.1.6)
{CD(L), F} = 0 ∀Lj , (3.1.7)
where CG represents the constraint functions corresponding to the material
gauge transformations and the tetrad rotations. Oinv can be regarded as
functions on the orbit space Γinv of the gauge transformation group acting
on Γ. Each point of Γinv represent a state of the system on a time slice.
Due to the first-class nature of CG and CD, {F1, F2} is again invariant if
F1, F2 ∈ Oinv. Hence the Poisson brackets in Oinv is naturally determined
from that in O.
The constraint functions CG(Λ) and CD(L) do not belong to Oinv. How-
ever, if we replace the smoothing functions Λ and L by functionals Λˆ and Lˆ
which are expressed only in terms of the canonical quantities and have the
same transformation behavior as Λ and L respectively, they can be made
invariant:
{CG(Λ′), CG(Λˆ)} = {CD(L′), CG(Λˆ)} = 0, (3.1.8)
{CG(Λ′), CD(Lˆ)} = {CD(L′), CD(Lˆ)} = 0. (3.1.9)
Hence the gauge and diffeomorphism constraints are translated to the con-
straints in Γinv, which determines a subspace Γ
∗
inv. Each point of Γ
∗
inv deter-
mines a physical state( for the parametrization of Γ∗inv see [45]). Points in Γ
∗
inv
are distinguished by the functions in Oinv that does not vanish identically on
Γ∗inv,
O∗inv := Oinv/Oinv[CG, CD]. (3.1.10)
Like CG and CD the Hamiltonian constraint function CH(T ) can be made
invariant by replacing the smoothing function T by an invariant functional
Tˆ :
{CG(Λ), CH(Tˆ )} = {CD(L), CH(Tˆ )} = 0. (3.1.11)
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Hence the canonical equation of motion in Γ can be rewritten as the canonical
equation for F in Oinv = O(Γinv),
dF
dt
= {F,CH(Nˆ)}, (3.1.12)
with the constraints
CG(Λˆ) = 0, CD(Lˆ) = 0, CH(Tˆ ) = 0. (3.1.13)
If the states are restricted to Γ∗inv, the first two of these constraints become
redundant.
So far we have implicitly assumed that some time-slicing is given, but
we did not have to specify the slicing. As a result of this, Γinv contains all
the states obtained by all possible time slicings of the whole space-time phe-
nomena. Actually, since the condition to specify a time slice, t =const, is by
itself a gauge and spatial diffeomorphism invariant relation of the measured
quantities, the time-slicing condition can be expressed in terms of functions
in Oinv. To be precise, corresponding to the freedom of the lapse function, we
need formally ∞3 numbers of the invariant functions to completely specify
a time slicing within the framework of the canonical gravity. This point is
reflected in Eq.(3.1.12) as the freedom of the invariant canonical function Nˆ .
Solutions to this equation obtained by changing the choice of Nˆ with a fixed
initial condition correspond to different time slicing of a single space-time
solution.
Of course Ocons is a subset of Oinv and the space-time solutions are com-
pletely classified by the functions in Ocons. But as we have stated, we cannot
restrict the variables to Ocons to treat dynamics in the canonical approach.
3.2 Quantization
On the basis of the analysis on classical totally constrained systems in the
previous subsection, we describe the framework of the quantum gravity pro-
gram and discuss the difficulties associated with it.
3.2.1 Program
As explained in the previous subsection, a state on each time slice is specified
by the values of the gauge and the spatial-diffeomorphism invariant function-
als Oinv which is closed with respect to the Poisson brackets in the phase
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space Γ, and the constraints are represented by a special set of functionals in
Oinv, CG(Λˆ), CD(Lˆ), and CH(Tˆ ). Thus ideally the process to construct the
canonical quantum gravity theory is summarized as follows:
1) Find all the invariant functionals Oinv among the gauge-dependent
functionals on the phase space Γ consisting of the triad fields and their
conjugate momentums, or its chiral version ΓC .
2) Select a set of fundamental invariant variables from which Oinv is gen-
erated.
3) Construct an operator algebra Oˆinv by defining the commutation rela-
tions among the operators corresponding to the classical fundamental
variables based on their Poisson bracket structure.
4) Assign a set of operators CˆαG, Cˆ
β
D and Cˆ
γ
H in Oˆinv to the classical con-
straint functionals CG(Λˆ), CD(Lˆ) and CH(Tˆ ).
5) Construct a representation of Oˆinv on a linear space Vinv.
6) Define the involutive anti-linear operation Fˆ → Fˆ ⋆ in Oˆinv which cor-
responds to the complex conjugation in Oinv.
7) Construct a Hilbert space H from a subset of Vinv by defining an inner
product such that Fˆ ⋆ becomes the hermitian conjugation of Fˆ .
8) Define the dynamics by the constraint operators and find the interpre-
tation.
There are however lots of problems in this simple-minded program. First
no one has succeeded even in clearing the step 1) so far. Thus one would not
be able to discuss any aspect of quantum gravity for a rather long while in
the future if one exactly follows this program. Fortunately, however, there
are several ways to study some partial aspects of the quantum gravity theory
in advance of its full construction.
One is to start from a subset of functions in O which are invariant under
a subgroup of the full gauge and diffeomorphism group. Since the steps 2)
to 5) are easily passed if the step 1) are cleared, one can construct a formal
quantum theory by replacing Oinv by the subset. Then it becomes possible
to seek for the path to reach the final goal staying within the quantum
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framework, or to investigate a part of the problems which can be discussed
without the full knowledge of the final theory.
Thus various approaches are possible depending on at which stage of
the classical theory one proceeds to the quantum framework, as is shown in
Table1. There OG in the classical framework denotes the set of functionals
which are gauge invariant, and OˆG in the quantum framework denotes the
subalgebra of Oˆ formed by the operators which commute with CˆG:
OˆG := {Fˆ ∈ Oˆ | [CˆG(Λ), Fˆ ] = 0 ∀Λ}. (3.2.1)
Similarly Oˆinv is defined as
Oˆinv := {Fˆ ∈ OˆG | [CˆD(L), Fˆ ] = 0 ∀L}. (3.2.2)
∗ on the functional algebra means that it is restricted to the subspace of
Γ determined by the constraints relevant at each stage. This restriction
corresponds in the quantum framework to restricting the state vectors to the
subspaces of V, VG or Vinv defined by
VG := {|Φ >∈ V | CˆG(Λˆ)|Φ >= 0 ∀Λˆ}, (3.2.3)
Vinv := {|Φ >∈ VG | CˆD(Lˆ)|Φ >= 0 ∀Lˆ}. (3.2.4)
For example, in the classical canonical theory obtained in the metric ap-
proach in §2.1, the fundamental variables qjk and pjk for the pure gravity
case do not depend on the tetrad, hence are already gauge-invariant. There-
fore one can move to the quantum framework at the stage IIC to get the
Wheeler-DeWitt theory[16]. Actually a large fraction of the work done on
the canonical quantum gravity so far has followed this approach. At present,
however, there exists no practical method to proceed to the next stage IIIQ
in this approach.
Another example is the loop space quantization of the chiral canonical
theory, which starts from the stage IC , proceeds to the stage II
∗
C by construct-
ing the gauge-invariant functionals in terms of the Wilson loop integrals, and
then moves to II∗Q. The future prospect of this approach is brighter than the
Wheeler-DeWitt approach as we will see in detail in §4.
The second way to bypass the step 1) is to restrict the considerations to
minisuperspace models. Since they are finite-dimensional, it is easy to go to
the stage IIIQ and to study how to get to the final step corresponding to 8) in
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Classical Stages Quantum Stages
(IC) O,Γ; CG, CD, CH =⇒ (IQ) Oˆ,V; CˆG, CˆD, CˆH
↓ ↓
(IIC) OG,ΓG; CG(Λˆ), CD, CH =⇒ (IIQ) OˆG,V; CˆG(Λˆ), CˆD, CˆH
↓ ↓
(II∗C) O∗G,Γ∗G; CD, CH =⇒ (II∗Q) OˆG,VG; CˆD, CˆH
↓ ↓
(IIIC) Oinv,Γinv; CD(Lˆ), CH(Tˆ ) =⇒ (IIIQ) Oˆinv,VG; CˆD(Lˆ), CˆH(Tˆ )
↓ ↓
(III∗C) O∗inv,Γ∗inv; CH(Tˆ ) =⇒ (III∗Q) Oˆinv,Vinv; CˆH(Tˆ )
↓ ↓
(IV∗C) O∗cons,Γ∗inv (IV∗Q) Oˆinv, (H∗,H); CˆH(Tˆ )
Table 1: Flow of Quantization Program
the above program. Lots of interesting results are obtained in this approach
centered around the work by Hawking, Hartle, and Vilenkin[3, 4, 46, 5, 6].
Unfortunately, however, study in this approach is largely hampered at present
because it cannot discuss any realistic problem for its oversimplicity.
The third way is to jump from the stage IC to the final goal corresponding
to the step 8) by constructing the quantum theory in terms of the path
integral[47, 39]. A lot of work in this approach has been done stimulated by
the no-boundary proposal for the wavefunction of the Universe based on the
Euclidean path-integral by Hartle and Hawking[3]. The present status of this
approach is not good either. The most serious obstacle is the bad behavior of
the Euclidean path integral specific to the general relativity theory. Detailed
investigations of its behavior for mini-superspace models[48, 49, 50, 51] have
revealed that the integration should be done along complex paths which are
along the Lorentzian path to make the path integral well-defined. Further
it is also shown that there remain large ambiguities in the choice of the
integration contour even if one requires that the path integral converges.
Thus it is difficult to give a sound basis to the Hartle-Hawking proposal.
The fourth way is to study the quantization of the lower dimensional
versions of the general relativity as a preliminary step. For example, in the
(2 + 1)-dimensional space-times, the pure gravity has only a finite degrees
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of freedom which are all topological because the space-time solutions are all
isometric to Minkowski space-time locally. Hence the exact quantum theory
can be formulated if one can find an appropriate parametrization of the
topological freedom[52]. Some interesting work has be done on the possibility
of quantum topology changes following this approach[53, 54, 55]. However,
for the cases in which the spatial slices are compact surfaces with genus
higher than 2, the good parametrization of the freedom, which corresponds
to constructing Γinv, is not found. Hence the relation of the low-dimensional
theories to the four-dimensional quantum gravity is not clear at present.
3.2.2 Hamiltonian constraint and dynamics
In the previous subsection we have not touched upon the treatment of the
hamiltonian constraint in the quantum theory. Since all the dynamical in-
formation is contained in the constraint functions and the constraints other
than the hamiltonian constraint are purely group-theoretical, this problem
constitutes the central part of constructing the physical quantum gravity
theory.
Usually the hamiltonian constraint is treated like the other constraints,
and in the quantum framework it is assumed to be represented as the quan-
tum constraint on the physical state vectors,
CˆH|Ψ >= 0. (3.2.5)
However, this treatment leads to a theory with no dynamics as stated at the
beginning of this section.
Various approaches have been proposed to resolve this difficulty so far.
First is theWKB approach proposed in the context of quantum cosmology[56, 57].
In this approach one first classifies the canonical variables into two classes,
macroscopic variables (QA, P
A) and quantum variables (qI , p
I), and assumes
that CH has the structure
CH = C
1
H(Q,P ) + C
2
H(q, p, Q) (3.2.6)
with
C1H(Q,P ) =
1
2
GAB(Q)PAPB + VA(Q)PA + U(Q). (3.2.7)
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According to this classification one decomposes the state space as Vinv =
V1 ⊗ V2, and expands the state vector |Ψ > in terms of the eigenstates of Qˆ
in V1 as
|Ψ >=
∫
dQ |Q >⊗|Φ(Q) > . (3.2.8)
Here the criterion for (Q,P ) to be regarded as macroscopic is that |Φ(Q) >∈
V2 can be decomposed into a rapidly changing phase eiS(Q) expressed in terms
of a solution S(Q) to the Hamilton-Jacobi equation
C1H(Q, ∂QS) = 0, (3.2.9)
and a vector |Φ′(Q) > changing slowly with Q, as
|Φ(Q) >= eiS(Q)|Φ′(Q) > . (3.2.10)
The solution to the Hamilton-Jacobi equation yields an ensemble of solutions
to the classical equation of motion determined by C1H , which foliate the Q-
configuration space into a family of trajectories. Along each trajectory one
can introduce a time variable by
Q˙ = {Q,C1H(Nˆ)}. (3.2.11)
Then, owing to the Hamilton-Jacobi equation and the assumption on |Φ′(Q) >,
one can show that |Φ′(Q) > approximately satisfies the Schro¨dinger equation
along each trajectory:
i∂t|Φ′(Q) >≃ Cˆ2H(Nˆ)|Φ′(Q) > . (3.2.12)
Apart from the problem of the unitarity, this approach has some intrinsic
ambiguities. First it is not clear how to separate the macroscopic variables
in the realistic situations in which the vector |Ψ > or the wavefunction has a
quite complicated structure. Second it does not give the information which
trajectory should be taken. These two ambiguities are intimately connected
because there exists no variable which behaves always classically. Though a
couple of proposals based on the idea of decoherence of history have been
proposed so far to resolve these ambiguities[58], they are far from satisfactory.
The second approach to extract dynamics from Eq.(3.2.5) is based on
the deparametrization of the theory[43]. In this approach one tries to find a
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canonical transformation of the original variables QA and P
A to tµ, π
µ, qI
and pI , where tµ’s are the time variables which specify a time slicing and
πµ’s are their conjugates(the index µ includes the freedom of the spatial
coordinates). The requirement on the canonical transformation is that CH
can been written as
CH(N) = Nµ[π
µ + hµ(q, p, t)]. (3.2.13)
If this requirement is satisfied, the vector |Φ(t) > obtained by the decom-
position of |Ψ > as in Eq.(3.2.8) with Q replaced by tµ exactly satisfies the
functional Schro¨dinger equation
i
δ
δtµ
|Φ(t) >= hˆµ(t)|Φ(t) > . (3.2.14)
Since the time variables are introduced in the classical level, this ap-
proach is essentially of the gauge-fixing type. Hence it is expected to share
the same difficulties with the gauge-fixing method. In fact it is shown[43]
that, though one can find good time variables in the class of variables whose
conjugates are written as linear combinations of PA if CH has the same struc-
ture as C1H in the WKB approach and there exists a conformal Killing vector
to the super metric GAB which keeps VA and U invariant, it cannot be ex-
tended to the generic case. Of course this does not exclude the possibility
of good time variables existing in the generic case. For example, it is shown
by Ashtekar[44] within the framework of the complex canonical theory that
in the weak field approximation the variables conjugate to the term corre-
sponding to the superpotential U can be taken as good time variables in the
above sense. However, it is not clear whether the same method applies to
the generic case.
In these two approaches the vector |Φ′(Q) > or |Φ(t) > obtained by the
decomposition of |Ψ > is to be regarded as the quantum state vector. Hence
the hamiltonian constraint is not imposed on the state vectors in the genuine
sense. In contrast to these, in the third approach called the frozen approach,
the hamiltonian constraint is imposed strictly on state vectors. Since the
operators consistent with this quantum constraint in general commute with
CˆH weakly, i.e., satisfy the condition
[CˆH(Tˆ ), Fˆ ] = CˆH(Tˆ
′), (3.2.15)
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they correspond to the constants of motion Ocons in the classical theory.
Hence in this approach the observables are limited to the constants of motion
Oˆcons. In particular the time variables cannot be included in the observables
because the classical time variables tµ must satisfy the condition
δT tµ = {CH(Tˆ ), tµ} 6= 0 ∃µ ∀Tˆ , (3.2.16)
which implies that the corresponding operators tˆµ does not commute with
CˆH(Tˆ ).
Thus the only way to introduce the time evolution concept into the theory
in this approach is to regard the time as the parameter of a special unitary
transformation U(t) in the space of the solutions to Eq.(3.2.5), Vcons. Of
course there exists no principle to select U(t) within the frozen formalism.
However, if one can find good time variables in the deparametrization ap-
proach explained above, it is possible to construct a natural one-parameter
family of unitary transformations, U(t).
To see this, first note that the set of functions on the classical phase
space (qI , p
I) in the deparametrization approach is isomorphic Ocons. This
isomorphism induces a one-to-one correspondence between |Ψ >∈ Vcons and
the initial state |Φ >∈ V1 of |Φ(t) >. Hence through this correspondence the
time evolution operator U(t) in V1, which is formally expressed as
U(t) = T exp[−i
∫
dtµhˆ
µ(t)], (3.2.17)
is transferred to the operator on Vcons. For example for the minisuperspace
models of class A Bianchi type I, II, VI0 and VII0, Ashtekar and others
[32]
have succeeded in defining an inner product in Vcons and constructing a nat-
ural unitary operator U(t).
In canonical quantum gravity theory we cannot assume in general that
there is something like spacetime. Nevertheless, it is natural assume that
there exist a set of observable quantities which can be regarded as time
variables in a given set of phenomena, since otherwise we lose the possibility
of discussing dynamics. Under this assumption the whole observational data
of phenomena are divided into subsets for each of which an appropriate set
of time variables take specific values, and the relations among each subset is
represented by a quantum state. We call this decomposition into subsets a
time slicing in analogy with the classical theory.
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Thus we must give a special role to the time variables in the canonical
quantum gravity. However, this does not mean that quantities chosen as the
time variables in a given situation have any special intrinsic nature compared
with the other quantities. In fact almost any local quantity can be used as
a time variable in a certain situation. This consideration suggests that all
the observational quantities should be treated at equal footing in the formu-
lation and that which quantities should be regarded as the time variables is
determined by the observational data.
In the above three approaches on the treatment of the time variables this
point is not realized. The time variables are treated differently from the other
variables at the basic level of formulation. In particular they are regarded
as classical variables. This feature seems to be quite unsatisfactory to the
author. For example the above approaches cannot deal with the situations in
which different sets of time variables are measured at the state setting and at
its observation. Further, if there does not exist a universal set of good time
variables, which seems to be the case in the generic situation, the formalism
itself breaks down.
If we include the time variables into observables represented by operators,
we cannot impose the hamiltonian constraint on the state vectors since the
operators corresponding to the time variables do not commute with CˆH .
Then how should we implement the hamiltonian constraint into the quantum
theory? Here we give one possible formulation which is not mathematically
well-defined yet but formally answers to this question.
First note that in the quantum framework the dynamics is eventually
represented by the probability for each possible result of measurements. In
the conventional quantum mechanics this probability is expressed in terms
of some time-dependent state vector |Ψ(t) > as
Pr(Aˆα → aα) = | < Ψ(t)|aα > |2. (3.2.18)
In this equation, though |Ψ(t) > and |aα > both belong to the state space H,
they can be regarded as playing different roles:|aα > is an object to represent
the observational data, while |Ψ(t) > is an object to assign the probability
amplitude to each possible observational data represented by |aα >. If we
look at this equation in this fashion, the most natural way to assign the
probability to the state vectors which carry information on the time t is to
replace the bra < Ψ(t)| by a linear functional Ψ[Φ] on the state space H and
55
express the probability as
Pr(Aˆα → aα) = |Ψ[|aα >]|2. (3.2.19)
Since this expression yields the probabilistic prediction on the results of mea-
surements on arbitrary time slice and since Ψ does not carry an information
on the time slicing any longer, Ψ represents the quantum counterpart of the
complete data on a space-time phenomenon as a whole in the classical theory.
Hence it cannot be a state vector unlike in the quantum mechanics. In par-
ticular it cannot be a continuous functional on H since from Riesz’s theorem
each continuous linear functional on the Hilbert space H is in one-to-one cor-
respondence to a vector in H. We do not even require it to be defined on the
whole H. As a result, Ψ is not normalizable in general, and Pr in the above
expression should be understood to represent only the relative probability.
In spite of these properties we formally write the functional Ψ[Φ] from
now on as
Ψ[Φ] =< Ψ|Φ >, (3.2.20)
for the notational simplicity, and call < Ψ| the probability amplitude func-
tional.
Since the dynamical information is carried by < Ψ| in this formulation,
it is the most natural to translate the classical hamiltonian constraint to the
constraint on < Ψ| as
< Ψ|CˆH(Tˆ ) = 0 ∀Tˆ ∈ Oˆ. (3.2.21)
The exact meaning of this formal expression is
< Ψ|CˆH(Tˆ )|Φ >= 0 ∀|Φ >∈ H, ∀Tˆ ∈ Oˆ. (3.2.22)
We call this condition the weak quantum hamiltonian constraint.
In the limit the Planck constant h¯ vanishes the weak quantum hamiltonian
constraint reduces to the classical one. To see this, let us represent the
constraint in terms of the coherent representation. Let |Q,P > be the basis
of the coherent representation of H, and assume that the generalized version
of the completeness condition on |Q,P >,
< Ψ|Φ >=
∫
DQDP < Ψ|Q,P >< Q,P |Φ >, (3.2.23)
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holds. Further let CˆµH be the generating operators for CˆH(Tˆ ) such that
CˆH(Tˆ ) = Cˆ
µ
HTˆµ ∃Tˆµ ∈ Oinv. (3.2.24)
Then the weak quantum hamiltonian constraint is represented as
< Ψ|CˆµH|Q,P > =
∫
DQ′DP ′ < Ψ|Q′P ′ >< Q′P ′|CˆµH|Q,P >
≃< Ψ|Q,P > CµH(Q,P ), (3.2.25)
where ≃ means that it becomes the exact equality in the limit h¯→ 0. From
this equation it follows that for < Ψ|QP > 6= 0, CµH(Q,P ) ≃ 0, which im-
plies that the hamiltonian constraint holds in the classical limit. The ori-
gin of this result is the fact that the weak hamiltonian constraint in the
configuration-space representation Ψ(Q) = < Ψ|Q > is nothing but the gen-
eralized Wheeler-DeWitt equation
C¯µH(Q,−i
∂
∂Q
)Ψ(Q) = 0. (3.2.26)
Further, since the hermitian operators in Oˆcons commute weakly with CˆµH,
there exist a class of probability amplitude functionals each of which satisfies
the equation
< Ψ|Fˆ |Φ >≃ f < Ψ|Φ > ∀|Φ >∈ H, (3.2.27)
for any hermitian operator Fˆ in Oˆcons where f is a real number depend on
the operator Fˆ . In the coherent representation this equation is written as
< Ψ|QP > (F (Q,P )− f) ≃ 0. (3.2.28)
This implies that < Ψ|QP > does not vanish only around a subspace of
Γ corresponding to the classical solution specified by the conditions on the
constants of motion, F (Q,P ) = f , provided the condition (3.2.27) is satisfied.
Thus at least in the sense of the word used in the quantum mechanics
the above formulation reduces to the classical general relativity theory in the
limit h¯ → 0. Further, though its appearance is largely different from the
conventional quantum mechanics, it can be shown that the above formalism
is an extension of the latter in the sense that the quantum mechanics can be
rewritten in the same form, as will be illustrated in the next subsection.
57
In order to complete the above formalism, we must give the procedure
to determine < Ψ| from the observational data. This problem is intimately
connected with the choice of the time operators tˆµ. To see this, let us assume
that the observational data determine the eigenvalues of a maximal commut-
ing set qˆI and tˆµ of Oˆinv. Then if one can find a decomposition CˆµH = hˆµ+ πˆµ
and a set of operators nˆµ such that πˆ := πˆ
µnˆµ and hˆ := hˆ
µnˆµ are represented
as
< Ψ|hˆ|q, t(τ) >= h(q, i ∂
∂q
, t)Ψ(q, t(τ)), (3.2.29)
< Ψ|πˆ|q, t(τ) >= i ∂
∂τ
Ψ(q, t(τ)) (3.2.30)
for some one-parameter family tµ(τ) where
Ψ(q, t) := < Ψ|q, t >, (3.2.31)
then the weak hamiltonian constraint is expressed as
i∂τΨ(q, t(τ)) = h(q,−i ∂
∂q
, t)Ψ(q, t(τ)). (3.2.32)
Thus Ψ(q, t(τ)) satisfies the Schro¨dinger equation with the time variable τ
and is determined if the value at τ = 0 is given. In particular if the mea-
surements give data (q0I , tµ(0)), the weak hamiltonian constraint determines
< Ψ| at least on the subset |q, t(τ) >.
Here the reader will notice that this argument to derive the Schro¨dinger
equation is quite similar to that in the deparametrization approach. Actu-
ally the above condition on the structure of CˆH is the quantum analogue of
the condition for the good time variables to exist in the deparametrization
approach. Further, if we expand < Ψ| formally as
< Ψ| =
∫
dt < t|⊗< Φ(t)|, (3.2.33)
the ket |Φ(t) > dual to the bra < Φ(t)| given by
|Φ(t) >=
∫
dqΨ(q, t)|q > (3.2.34)
satisfies the same functional Schro¨dinger equation as in the deparametriza-
tion approach.
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Our formalism, however, is not completely equivalent to the deparametriza-
tion approach. It is because it does not depend on a special choice of the time
variables and hence is more flexible. In particular it is potentially applicable
to cases in which no universal set of good time variables exists. Of course
in such cases a large ambiguity comes into the formulation in determining
< Ψ| by measurements. To cope with such a situation, we must impose
some additional constraints on < Ψ| to remove the ambiguity in < Ψ| which
remains even if the initial data are given, or limit the predictions to those
insensitive to it. At present it is not clear which prescription is better. More
detailed studies of variety of examples should be done to make complete the
formulation.
3.3 Examples
In the previous subsection we proposed a new implementation of the hamil-
tonian constraint into the quantum framework and discussed its potential
problems associated with the time variable and dynamics. In this subsection
we will see how the formalism work in some simple examples and analyze the
problems in more detail.
3.3.1 Quantum mechanics
As is well-known, the equation of motion of non-relativistic particles can be
always written in a time-reparametrization invariant form[43]. For example,
the variational equation for a non-relativistic particle
δS = δ
∫
dt

1
2
m
(
dx
dt
)2
− V (x)

 = 0 (3.3.1)
is equivalent to
δS ′ = δ
∫
dτ(px˙+ πt˙−NCH), (3.3.2)
where the dot denotes the derivative with respect to the parameter time τ
and
CH = π + h(x, p); h =
p2
2m
+ V (x). (3.3.3)
The system described by the action S ′ is a totally constrained system with
a single constraint function CH.
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Since there exists no symmetry corresponding to the gauge or the spatial
diffeomorphism, Γinv and Oinv are given by Γ = {(x, p, t, π)} and O = O(Γ)
in the present case. Hence Oˆ = Oˆinv is constructed from the fundamental
operators xˆ, pˆ, tˆ and πˆ satisfying the commutation relations
[xˆ, pˆ] = i, [tˆ, πˆ] = i, others = 0. (3.3.4)
From the structure of CH, in the standard coordinate representation for
which xˆ and tˆ are diagonal, the weak quantum hamiltonian constraint is
written as
< Ψ|CˆH|x, t > = −i∂tΨ(x, t) + hˆΨ(x, t) = 0, (3.3.5)
where
Ψ(x, t) = < Ψ|x, t >. (3.3.6)
Hence in the present case the weak hamiltonian constraint is exactly identical
to the Schro¨dinger equation if Ψ(x, t) is interpreted as the wavefunction. This
interpretation is consistent with the role of < Ψ| as the probability amplitude
functional in our formalism. From the Schro¨dinger equation, the norm of
Ψ(x, t) calculated by formally regarding it as the state vector is divergent:
< Ψ|Ψ >:=
∫
dxdt|Ψ(x, t)|2 =
∫
dt|Ψ(x, 0)|2 = +∞. (3.3.7)
Thus < Ψ| is not continuous functional on the state space H as discussed in
the previous subsection in a general setting.
In the present case the dynamics is treated as follows. First let us assume
that the measurements of two commuting observables Aˆ(x, p) and tˆ gave the
results a0 and t0. This result of measurements is represented by the eigen
state vector |a0, t0 >∈ H,
Aˆ|a0, t0 >= a0|a0, t0 >, tˆ|a0, t0 >= t0|a0, t0 > . (3.3.8)
Then the probability amplitude functional < Ψ| is determined as a solution
to the weak hamiltonian constraint satisfying the condition
< Ψ|a, t0 >= 0 ∀a 6= a0. (3.3.9)
Since this condition is equivalent to fixing Ψ(x, t0) as Ψ(x, t0) = Φa0(x) with
the eigenfunction Φa0(x) of the operator Aˆ, the equivalence of the weak
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hamiltonian constraint with the Schro¨dinger equation guarantees that < Ψ|
is uniquely determined by this condition apart from the total normaliza-
tion. This unique probability vector yields the probabilistic prediction on
the results of measurements on other commuting operators including the
time variable.
Thus the conventional quantum mechanics can be rewritten with our
formalism. Of course the conventional one will be more convenient to solve
practical standard problems. However, our formalism is much more flexible
in treating dynamics than the conventional one as noted in the previous
subsection. For example, the time variable used in prediction can be different
from the one used to fix the probability amplitude functional. This feature
seems to become important in quantum gravity since there exists in general
no global time variable in general relativity.
3.3.2 Relativistic free particle
The classical action of a relativistic free particle
S = −m
∫
ds = −m
∫
dτ [−ηµν x˙µx˙ν ]1/2 (3.3.10)
is invariant under the reparametrization of τ , and is equivalent to the action
with a structure similar to the previous example:
S =
∫
dτ
(
1
2N
x˙µx˙ν − N
2
m2
)
. (3.3.11)
Hence in the canonical form it becomes a totally constrained system:
L = x˙µpµ −NCH, (3.3.12)
CH =
1
2
(pµpµ +m
2). (3.3.13)
This classical system can be easily quantized like the previous example.
The operator algebra is generated from the fundamental operators xˆµ and pˆµ
with the commutation relations
[xˆµ, pˆν ] = iδ
µ
ν , [xˆ
µ, xˆν ] = [pˆµ, pˆν ] = 0, (3.3.14)
and the Hilbert space H as its irreducible representation space is uniquely
determined modulo the unitary equivalence.
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In contrast to the example of non-relativistic particles, the constraint
function of this system is quadratic in all of the momentum variables. Hence
the difficulty associated with the time variable and dynamics discussed in
§3.2 is expected to occur. Actually, since in the coordinate representation the
weak quantum hamiltonian constraint becomes the Klein-Gordon equation
for the wavefunction Ψ(x):
(∂2 −m2)Ψ(x) = 0, (3.3.15)
the probability amplitude functional < Ψ| is not uniquely determined by its
value on a spacelike time slice.
In the present case, however, this difficulty is easily eliminated by impos-
ing a natural additional constraint on the probability amplitude functionals.
To see this, first note that the solutions of the hamiltonian constraint in the
classical theory consist of two disconnected submanifolds p0 = ±ω(p)(ω(p) =
(p2 + m2)1/2). Since the two solutions passing through (xµ, ω(p),p) and
(xµ,−ω(p),−p) in these submanifolds correspond to the same trajectory in
x-space, two points connected by the transformation pµ → −pµ represent the
same classical state.
This degeneracy of the classical phase space should be taken into account
in quantum theory. Since it is not consistent with the commutation relation
to require the observables to be invariant under the transformation, the only
possible way is to impose the constraint p0 > 0 (or p0 < 0). In the probability
vector formalism this constraint is expressed as
< Ψ|P+ =< Ψ|, (3.3.16)
where P+ is the projection operator defined by
P+ :=
∫
dp
∫ ∞
0
dp0|p >< p|. (3.3.17)
Under this constraint the general solution to Eq.(3.3.15) is written as
Ψ(x) =
∫
dpΨ+(p)e
−iωt+ip·x, (3.3.18)
where t = x0. Since this solution obeys the Schro¨dinger equation
i∂tΨ(x) = ω(pˆ)Ψ(x), (3.3.19)
62
the probability vector is uniquely fixed by its value on the states with a fixed
value of t. Thus t = x0 becomes a good time variable under the constraint
(3.3.16).
As explained in §3.2 the treatment in this and the previous example is
essentially equivalent to the deparametrization approach. Hence the same
treatment is possible for the cases in which the latter approach works. For
such examples see [43] and [32].
3.3.3 Minisuperspace model
As the final example, we consider the system of a spatially homogeneous
real scalar field φ coupled to a closed Robertson-Walker geometry. We
parametrize the Robertson-Walker metric as
ds2 =
2κ2
Ω
[−N2dt2 + σχIχI ], (3.3.20)
where χI is the basis of the invariant forms on the Euclidean sphere normal-
ized as
dχI =
1
2
ǫIJKχ
J ∧ χK , (3.3.21)
and Ω is the coordinate volume defined by
Ω =
∫
|χ|d3x = 16π2. (3.3.22)
Then the Lagrangian of the system is written as
L = pσ˙ + πφ˙−NCH, (3.3.23)
CH =
√
σ
[
−1
6
p2 − 3
2
+
1
2σ2
π2 + σV (φ)
]
. (3.3.24)
In contrast to the previous examples quantization of this system is not
so straightforward. First it is not obvious which quantities should be taken
as the fundamental variables: we can use, for example, a =
√
σ and 2ap, or
α = 1
2
ln σ and 2pσ in place of σ and p. Classically they are all equivalent, but
after quantization they may lead to different theories. For example, since a
should be positive, its conjugate momentum cannot be hermitian, while the
momentum conjugate to α can be represented as a hermitian operator. A
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similar problem occurs for the choice σ and p depending on whether we
restrict the range of σ to σ > 0 or not.
Second we can always multiply CH by any non-degenerate quantity by
rescaling N . For example, in the chiral canonical theory, N is rescaled to
N
˜
= N/σ3/2, hence the expression with
√
σ replaced by σ2 in Eq.(3.3.24)
should be used as CH.
Third there is a large ambiguity in the operator ordering for CˆH. In
quantum mechanics the ambiguity in operator ordering is often reduced by
the requirement of hermiticity. However, this does not apply to the present
case since CˆH need not be observable.
These ambiguities may be partly eliminated from some consistency con-
ditions in the general quantum gravity theory, as we will see in §4. However,
in the present case, they remain as the freedom in quantization. In the rest
of this subsection we adopt σ and p as the fundamental variables and rescale
N so that
√
σ in Eq.(3.3.24) is eliminated for simplicity.
Let us first consider the case in which the scalar field contribution is
neglected except for its constant potential energy acting as the cosmological
constant. In this case the weak quantum hamiltonian constraint in the σ
representation, Ψ(σ) = < Ψ|CˆH|σ >, is written under the natural ordering
as (
d2
dσ2
− 9 + λσ
)
Ψ(σ) = 0. (3.3.25)
Since this equation is of second-order, the same problem as in the relativistic
free particle system occurs if σ is taken as the time variable. In contrast to
that case, however, there exists no natural constraint on Ψ(σ) to eliminate
this problem in the present case since there exists no degeneracy in the phase
space. This does not imply no good time variable exists in this system. In
fact since the hamiltonian constraint is written in the p-representation as
i
d
dp
Ψ(p) = −1
λ
(
p2 +
3
2
λ
)
Ψ(p), (3.3.26)
−p can be taken as a good time variable. Classically this corresponds to
taking the expansion rate of the universe as time. Obviously the quantum
theory becomes trivial for this choice.
Unfortunately this success is specific to this simple case. The situation
changes significantly if we take account of the scalar field dynamics. For
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example let us consider the operator ordering of CˆH given by
CˆH = −1
6
σˆ−1/2pˆσˆpˆσˆ−1/2 − 3
2
+
πˆ2
2σˆ2
+ σˆV (φˆ). (3.3.27)
Then for the potential of the form
V (φ) =
√
3
(
a cosh(φ/
√
3) + b sinh(φ/
√
3)
)
(3.3.28)
the hamiltonian constraint is exactly soluble[51]. In fact in terms of the
operators
xˆ =
√
3σˆ cosh(φˆ/
√
3), (3.3.29)
yˆ =
√
3σˆ sinh(φˆ/
√
3), (3.3.30)
pˆx =
1√
3
(
pˆ− i
2σˆ
)
cosh
φˆ√
3
− πˆ
σˆ
sinh
φˆ√
3
, (3.3.31)
pˆy = − 1√
3
(
pˆ− i
2σˆ
)
sinh
φˆ√
3
+
πˆ
σˆ
cosh
φˆ√
3
, (3.3.32)
which satisfy the standard commutation relations
[xˆ, pˆx] = i, [yˆ, pˆy] = i, others = 0, (3.3.33)
CˆH is written as
CˆH =
1
2
(−pˆ2x + pˆ2y)−
3
2
+ axˆ+ byˆ, (3.3.34)
which is a sum of two simple decoupled systems.
The last equation suggests that, if a 6= 0, pˆx can be a good time variable
as in the pure gravity case above. However, it is not the case. The trouble
is caused by the fact that pˆx is symmetric but not hermitian. Due to this
property the (px, y)-representation and (σ, p)-representation are not unitary
equivalent.
This analysis of the simple example suggests that there exists no quantity
which can be used as a good time variable universally. One should probably
impose some constraint on the wavefunctions as a fundamental postulate
such as the Hartle-Hawking ansatz, or restrict the observables. In the former
case the choice of good time variables depends on the constraint, while in
the latter case what can be predicted depends on the time variable chosen.
At present we can say nothing about which approach is better.
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4 Quantization of the Complex Canonical The-
ory
As noted in §3.2.1, in the ADM-WD theory based on the canonical theory in
the metric approach, there is no gauge symmetry associated with the tetrad
rotation in the phase space ΓADM = {(qjk, pjk, . . .)}. Hence as far as the
gravitational fields are concerned one can start from the stage II∗C in Table
1, and easily proceeds to the stage II∗Q in the quantum framework at least
formally. However, it is quite difficult to go to the next stage either in the
classical framework or in the quantum framework.
Mathematically one can define an abstract space, called a superspace, as
the set of diffeomorphism equivalent classes of metrics and fields on some
three-dimensional manifold. If the superspace is constructed explicitly, then
the cotangent bundle of the superspace will play the role of Γinv in the classical
framework. This has been widely accepted as the ideal program to build the
canonical quantum gravity since its proposal by Wheeler. However, little
progress has so far been made on the quantum aspect of this program.
In the quantum framework the construction of the superspace is replaced
by solving the spatial diffeomorphism constraint
CˆD(L)|Φ >= 0, (4.0.1)
and the construction of its cotangent bundle by finding the diffeomorphism
invariant operators Oˆinv ⊂ Oˆ. For the pure gravity case, in the representation
in which qˆjk is diagonal, Eq.(4.0.1) is written as
iδLΦ[q] = −i
∫
d3xL−Lqjk(x) δ
δqjk(x)
Φ[q] = 0. (4.0.2)
Thus the former problem is to find all the functionals on the space of metrics
which are invariant under the spatial diffeomorphism transformations. Since
this is almost equivalent to constructing the superspace and find a projection
to it from the space of metrics, it is intractable like the corresponding clas-
sical problem. Thus, a generic class of solutions to Eq.(4.0.1) has not been
constructed explicitly so far.
On the other hand the latter problem appears to be easily solved once the
former problem is solved since Oˆinv modulo the operators which vanish on
Vinv is in one-to-one correspondence with the operators in the subspace Vinv.
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However, this is not sufficient since one needs to know this correspondence
explicitly to find the physical interpretation of the invariant operators.
In contrast to the ADM-WD theory the chiral canonical theory is formu-
lated on the complex phase space ΓC = {(E j,Aj, . . .)} which is not gauge
invariant. Hence one may suspect that it would be much more difficult to
construct the quantum gravity theory starting from it than the ADM theory.
However, it is not the case. One reason is that quite different constructions of
the gauge-invariant quantities become possible in the chiral canonical theory.
Another reason is the much simpler structure of equations. Owing to these
features one can go at least to the same stage as in the ADM-WD approach
and sometimes can go further.
In this section we will see these points in greater detail by constructing the
quantum theory of the chiral canonical theory following the scheme presented
in the previous section. We limit the consideration to the case of pure gravity
with the cosmological constant since the cases in which material fields are
coupled have not been studied well yet. Further we should remind the reader
that most considerations in this section are formal and much is still to be
done to make them mathematically well-defined.
4.1 Operator Algebra
First we follow the path which goes to the quantum framework at the stage
I in Table 1. In this path we take E j and Aj as the fundamental variables
and assign to them the operators Eˆ j and Aˆj with the commutation relations
[Eˆ Ij(x), AˆJk(y)] = i
2
δIJδ
j
kδ
3(x− y),
[Eˆ Ij(x), EˆJk(y)] = [AˆIj(x), AˆJk(y)] = 0. (4.1.1)
The full operator algebra Oˆ is easily constructed from them. Thus apart from
the regularization problem the remaining algebraic problem is to embed the
constraint functions into this operator algebra by fixing the operator ordering.
4.1.1 Constraint operators
First there is no ordering ambiguity in the gauge constraint operator CˆG := CˆA
since
[Aˆ[J |j|(x), Eˆ jK](y)] = 0. (4.1.2)
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Further it is easily checked that CˆG yields the generator of the SO(3,C)
gauge transformation in Oˆ:
−i[CˆG(λ), Eˆ(φ)] = ∓2iκ2Eˆ(λ× φ) = δλEˆ(φ), (4.1.3)
−i[CˆG(λ), Aˆ(α)] = −Dˆλ(α) = δλAˆ(α). (4.1.4)
In contrast there are some ordering ambiguities in CˆD due to the commu-
tation relations
[EˆkI(x), FˆIjk(y)] = ∓3κ2∂jδ3(x− y), (4.1.5)
[CˆIG(x), AˆIj(y)] = −3κ2∂jδ3(x− y). (4.1.6)
However, this type of ambiguities can be easily eliminated by defining the
products of operators at the same spatial point by
Xˆ(x)Yˆ (x) := lim
1
2
(
Xˆ(α)Yˆ (β) + Xˆ(β)Yˆ (α)
)
, (4.1.7)
where Xˆ(α) denotes
∫
d3xα(x)Xˆ(x), and lim implies the limit α(y)→ δ3(y−
x) and β(y) → δ3(y − x). Since this definition is quite natural, we adopt it
throughout this paper and call it the symmetric regularization. Under the
symmetric regularization there remains no ordering ambiguity in CˆD as far
as one does not decompose the combinations Fˆjk and CˆG, and it generates
the infinitesimal coordinate transformation in Oˆ:
−i[CˆD(L), Eˆ(φ)] = Eˆ(L−Lφ) = δLEˆ(φ), (4.1.8)
−i[CˆD(L), Aˆ(α)] = Aˆ(L−Lα) = δLAˆ(α). (4.1.9)
Since CˆG and CˆD are the generators of the transformations in Oˆ, their
commutation relations are isomorphic to the corresponding Lie algebra as in
the classical theory and given by
[CˆG(λ1), CˆG(λ2)] = ±2κ2CˆG(λ1 × λ2), (4.1.10)
[CˆD(L), CˆG(λ)] = iCˆG(L−Lλ), (4.1.11)
[CˆD(L1), CˆD(L2)] = iCˆD([L1, L2]). (4.1.12)
For the same reason the commutation relations of them with the Hamiltonian
constraint operator CˆH have the same structure as in the classical theory
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regardless of the ordering in CˆH:
[CˆG(λ), CˆH(T
˜
)] = 0, (4.1.13)
[CˆD(L), CˆH(T
˜
)] = iCˆH(L−LT
˜
). (4.1.14)
Unlike CˆD the ordering ambiguities in CˆH cannot be removed by the sym-
metric regularization since
[(Eˆ j×Eˆk)I(x), FˆIjk(y)] = 8iκ4(Eˆ j(x)·Aˆj(y)+Aˆj(y)·Eˆ j(x))δ3(x−y). (4.1.15)
In this paper we only consider two orderings: the one in which all the Eˆ ’s are
located at the left to Aˆ and the reversed one Eˆ · · · Aˆ · · ·. For these orderings
the commutation relations among CˆH are given by
[CˆH(T
˜
1), CˆH(T
˜
2)] = iCˆM(Lˆ) = i(CˆD(Lˆ)− CˆG(Lˆ · Aˆ)), (4.1.16)
where Lˆ is given by
Lˆj = (Eˆ j · Eˆk)(T
˜
2∂kT
˜
1 − T
˜
1∂kT
˜
2), (4.1.17)
and the same ordering as in CˆH is supposed to be taken in CˆM(Lˆ).
4.1.2 Reality condition
As explained in §2.3.5, in order for the complex canonical theory to be equiv-
alent to the general relativity theory, the reality condition must be satisfied.
In the classical theory this condition had to to be imposed not as a constraint
on states but as a condition to reduce the freedom to the physical one and
cut out a physical phase space from the formal complex phase space. Accord-
ingly in the quantum theory it must be implemented as operator equations.
Since the complex conjugation is replaced by the star operation in the quan-
tum theory, from Eqs.(2.3.67) and (2.3.70), they are expressed at the formal
algebraic level as the polynomial relations
(Eˆ j · Eˆk)⋆ = Eˆ j · Eˆk, (4.1.18)
(ψˆjk)⋆ = −ψˆjk. (4.1.19)
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Though these conditions are not expressed in terms of the invariant oper-
ators, the conditions themselves are invariant under the gauge and the spatial
diffeomorphism transformations. Hence they are expected to be consistently
translated to conditions on the star operation on the invariant operators.
Then by requiring the star operation to be realized as the hermitian conju-
gation, they yield the conditions on the inner product to be constructed in
Vˆinv.
Thus the reality condition can be consistently built into the operator
formalism formally. However, it is expected to be highly non-trivial task to
construct the inner product consistent with it. To see this, let us consider
the case in which the spatial gauge is imposed before quantization. In this
gauge E j = e˜j is restricted to be real, and the second reality condition is
explicitly solved to be expressed by Eq.(2.3.80) with the real quantity Pj
in the classical theory. Hence after quantization the reality conditions are
expressed as
(Eˆ j)⋆ = Eˆ j, (4.1.20)
(Aˆj)⋆ = Aˆj ∓ i
κ2
Qj(Eˆ). (4.1.21)
Since the gauge freedom of the tetrad is restricted to the local SO(3) rotation
in this gauge, these conditions are gauge and spatial diffeomorphism invariant
again.
Here note that from the identity equation (2.3.89) Qj(e) is expressed as
Qj(e) = κ
2 δW (e˜)
δe˜j
, (4.1.22)
where W is the functional
W (E) := 1
2κ2
∫
d3x (E j × Ek) · ∂jEk. (4.1.23)
Here Ej = (EIj) is the inverse of E j = (E Ij). W is a homogeneous functional
of degree one, spatial diffeomorphism invariant, and transforms under the
infinitesimal triad rotation
δe˜j = 2κ2λ× e˜j (λ : real), (4.1.24)
as
δW (e˜) = 2
∫
d3x e˜j · ∂jλ. (4.1.25)
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From these properties it follows that the quantity Z defined by
Z(A, E) := 2
∫
d3x E j · Aj ∓ iW (E) (4.1.26)
is a functional invariant under the gauge and spatial diffeomorphism trans-
formations as well as the star operation. This quantity will be used in the
formal construction of the inner product in the next section.
4.2 Connection Representation
In order to construct a definite quantum theory, we must construct a repre-
sentation of the operator algebra on a linear vector space where some inner
product is eventually introduced. In contrast to the quantum mechanics of
systems with finite degrees of freedom the explicit construction of represen-
tation is quite important in systems with infinite degrees of freedom since
different representations in general lead to different quantum theories.
In the ADM or the real canonical theories the most natural representation
at the stage IQ is the one in which the operator corresponding to the metric
or the triad is diagonal. In contrast in the complex canonical theory another
representation in which the connection operator is diagonal is possible and
may be much better than the triad representation at least as far as we start
from the stage IQ. Since this representation corresponds to a kind of the
Bargmann representation or the coherent state representation of the real
canonical theory, we first recapitulate some basic facts of the Bargmann
representation in a somewhat generalized form.
4.2.1 Bargmann representation
For a quantum mechanical system with the fundamental canonical variables
qˆ and pˆ let us consider the operator αˆ defined by
αˆ := pˆ+ i∂qw(qˆ) = e
w(qˆ)pˆe−w(qˆ). (4.2.1)
Though in the standard Bargmann theory w(q) is given by a positive def-
inite quadratic functions, we do not impose such restriction here with the
application to the gravity theory in mind.
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Since αˆ is not hermitian, the eigenvalues of its hermitian conjugate αˆ†
are complex. Let us label the corresponding eigenvectors as
αˆ†|α >= α¯|α > . (4.2.2)
We normalize them in terms of their q representation as
< q|α >= eiα¯q−w(q). (4.2.3)
These eigenvectors are not mutually orthogonal:
< α′|α >=
∫
dq ei(α¯−α
′)q−2w(q). (4.2.4)
However, they are overcomplete and satisfy the simple completeness relation
1 =
∫
dαdα¯
4π2
µ(2Imα)|α >< α|, (4.2.5)
where dαdα¯ = 2dα1dα2 for α = α1 + iα2 and µ is given by
µ(x) :=
∫
dq e−ixq+2w(iq). (4.2.6)
In terms of these eigenvectors let us assign a function Φ(α) on the complex
space to each state vector |Φ > by
Φ(α) :=< α|Φ >=
∫
dqe−iαq−w(q)Φ˜(q), (4.2.7)
where Φ˜(q) is a wavefunction in the q-representation. Then in the represen-
tation defined by this assignment the operators are represented as
αˆ|Φ > → αΦ(α), (4.2.8)
qˆ|Φ > → i ∂
∂α
Φ(α). (4.2.9)
If w(q) is chosen so that the integrand in Eq.(4.2.7) is square integrable
for any value of α and any square integrable function Φ˜(q), Φ(α) yields a
representation of the state vector by a holomorphic function. This is the
most important features of the Bargmann representation.
72
From the completeness relation (4.2.5) the inner product is expressed as
< Φ1|Φ2 >=
∫
dαdα¯
4π2
µ(2Imα)Φ1(α)Φ2(α). (4.2.10)
The completeness relation also yields the inversion formula of Eq.(4.2.7):
Φ˜(q) = e−w(q)
∫
dαdα¯
4π2
µ(2Imα)eiα¯qΦ(α). (4.2.11)
In the case Φ(α) is holomorphic, it is completely determined from its values
on the real axis. As a result the inversion formula can be also expressed in
terms of a contour integral
Φ˜(q) = ew(q)
∫
C
dα eiαqΦ(α), (4.2.12)
where the integration contour C is the real axis.
Some comments are in order here. First, though we have considered a one-
dimensional system so far, this restriction is not essential and the extension of
the formulation to multi-dimensional cases are straightforward. Second the
transformation (4.2.7) in general yields holomorphic functions for a wider
class of functional space V than L2(R
n). In this extension the holomorphic
functions corresponding to the normalizable states are characterized by the
condition that the inner product Eq.(4.2.10) is finite. Third we can regard
Eqs.(4.2.8) and (4.2.9) as defining a representation of the operator algebra
on the space of holomorphic functions. In this case, we can show that if
we require that the hermitian conjugate operator to αˆ is given by αˆ† =
αˆ − 2iw(qˆ) and the inner product is expressed in the form (4.2.10), µ is
uniquely determined to be given by Eq.(4.2.6). We call this representation
the holomorphic representation.
4.2.2 Holomorphic connection representation
The chiral connection Aj is a complex quantity, and has an expression similar
to the variable α in Eq(4.2.1) in the spatial gauge as explained in §4.1.2. This
suggests that it is natural to consider the holomorphic representation of the
chiral canonical theory[15].
Let us define a holomorphic functional Φ[A] as a functional on the space C
of chiral connection Aj such that Φ[A+∑Aa=1 zaφa] is a holomorphic function
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of (za) ∈ CA for any set of smooth field φaIj(x) and any number A. Then the
holomorphic representation of the chiral operators Aˆj and Eˆ j on the space
Cω of holomorphic functional Φ[A] is defined by
Aˆ(α)|Φ > → A(α)Φ[A], (4.2.13)
Eˆ(φ)|Φ > → i
2
∫
d3xφIj(x)
δ
δAIj(x)Φ[A] :=
d
dz
Φ[A + zφ]
∣∣∣∣∣
z=0
.(4.2.14)
It is easily checked that the commutation relations (4.1.1) are corrected rep-
resented. We call this the holomorphic connection representation.
By extending the correspondence between Φ(α) and Φ˜(q) in the Bargmann
representation, we can formally construct a transformation between the holo-
morphic functional Φ[A] and the wavefunctional Φ˜[e˜] in the triad represen-
tation of the real canonical formalism defined by
Eˆ(φ)|Φ > → e˜(φ)Φ˜[e˜], (4.2.15)
Pˆ (χ)|Φ > → 1
2i
∫
d3xχIj(x)
δ
δe˜Ij(x)
Φ˜[e˜], (4.2.16)
as
Φ[A] =
∫
[De˜]e−2iA(e˜)∓W (e˜)Φ˜[e˜] =
∫
[De˜]e−iZ(A,e˜)Φ˜[e˜]. (4.2.17)
Further we can define the formal inner product in Cω by
< Φ1|Φ2 >:=
∫
[DADA¯]∆[A]µ[4ImA]Φ1[A]Φ2[A], (4.2.18)
where, by noting that W [e˜] is a homogeneous functional of e˜j of degree one,
µ[A] is expressed as
µ[X ] :=
∫
[De˜]e−ie˜(X)±2iW (e˜). (4.2.19)
This inner product respects the reality condition formally at least if ∆[A] is
taken to be unity.
As we will see soon, |Φ >∈ Vinv is represented by a gauge and spatial dif-
feomorphism invariant functional. If the measure [De˜] is invariant under the
gauge and the spatial-diffeomorphism, this invariance of the wavefunction is
respected by the transform (4.2.17) since Z(A, E) is an invariant functional
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as shown in §4.1.2. For the same reason µ[4ImA] is also an invariant func-
tional. This invariance, however, makes the definition of the inner product
ill-defined since the functional integration along the noncompact gauge-orbits
will diverge if the measure [DADA¯]∆[A] is invariant. Thus in order to make
the inner product (4.2.18) well-defined for the invariant states, we must take
a gauge-variant functional or distribution as ∆[A].
For real SO(3) gauge fields it is shown by Ashtekar and Isham[59] us-
ing the Gel’fand spectral theory that there exists a natural measure which
leads to a well-defined inner product for the gauge-invariant wavefunctions.
However, nothing definite is known in the cases in which the symmetry is
extended to the gauge theories with non-compact groups or to the spatial
diffeomorphism. Thus at present we can say nothing about whether we can
find an appropriate measure ∆[A].
4.2.3 Invariant states
In the holomorphic connection representation the action of the gauge con-
straint operator is expressed as
CˆG(λ)Φ[A] = −i
∫
d3xDjλ · δ
δAjΦ[A]
= i
d
dz
Φ[A− zDjλ]
∣∣∣∣∣
z=0
= iδλΦ[A]. (4.2.20)
Hence the gauge constraint is equivalent to the condition that Φ[A] is gauge
invariant. Similarly, since the action of the diffeomorphism constraint oper-
ator is expressed as
CˆD(L)Φ[A] = −i
∫
d3xL−LAj · δ
δAjΦ[A]
= i
d
dz
Φ[A− zL−LA]
∣∣∣∣∣
z=0
= iδLΦ[A], (4.2.21)
the diffeomorphism constraint implies that Φ[A] is spatial-diffeomorphism
invariant.
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Thus Vinv is characterized as the linear space of gauge and spatial-diffeo-
morphism invariant holomorphic functionals in the holomorphic connection
representation. Though this characterization is mathematically clear enough,
it is too implicit to get a clear image of the structure of the state space and
find the physical interpretation of states, like the superspace construction of
Vinv in the ADM-WD approach. We need a more explicit parametrization
of the states. One of the most important features of the complex canonical
theory is that we can construct such a parametrization with the help of the
Wilson-loop type integral[15].
Let γ be a closed curve γ(s) = (xj(s))(γ(0) = γ(1)) and define the matrix
representing the parallel transport with respect to the SL(2,C) connection
Aj along γ from γ(s0) to γ(s) by
Uγ(s0, s) := Pγ exp
[
−κ2
∫ γ(s)
γ(s0)
dxjAj · σ
]
= Pγ exp
[
∓ i
2
∫ γ(s)
γ(s0)
dxjBj · σ
]
, (4.2.22)
where σ = (σI) is the Pauli matrix and Pγ is the path-ordered product whose
precise definition is given by the differential equation for Uγ(s0, s),
d
ds
Uγ(s0, s) = −κ2Uγ(s0, s)x˙jAj · σ, (4.2.23)
Uγ(s0, s0) = 1. (4.2.24)
Since Aj · σ transforms by the gauge transformation V (x) ∈ SL(2,C) as
Aj · σ → VAj · σV −1 − κ−2∂jV V −1, (4.2.25)
it is shown from the above differential equation that Uγ(s0, s) transforms as
Uγ(s0, s)→ V (γ(s0))Uγ(s0, s)V (γ(s))−1. (4.2.26)
Hence the quantity defined by
Tγ [A] := TrUγ(0, 1) (4.2.27)
is gauge invariant.
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An important property of these gauge invariant functionals is that if the
values of Tγ[(i/2κ
2)Q] for all the closed loops are given, the SO(3) gauge-
equivalent class of the real connection Q is uniquely specified. An elegant
proof is given by Ashtekar and Isham[59] using a general theory of embedding
the holonomy group into a compact group. Here we give a more direct proof.
Let Ω(x0) be the space of loops which pass through x0, and Uγ be the
SU(2) matrix obtained from Uγ(0, 1) with Aj replaced by (i/2κ2)Qj . Then
Uγ and its trace Tγ are expressed in terms of some vector θγ = (θ
I
γ) as
Uγ = e
i
2
θγ ·σ = cos
θγ
2
+ iθˆγ · σ sin θγ
2
, (4.2.28)
Tγ = 2 cos
θγ
2
, (4.2.29)
where θγ = |θγ | and θˆγ = θγ/θγ . Since two connections are equivalent if Uγ
coincides for all closed loops in Ω(x0) apart from the inner automorphism by
a constant SU(2) matrix, the statement is proved if we can show that θγ is
completely determined by the values of Tγ apart from its rotational freedom
independent of γ.
First for the case Tγ = ±2 for any loop γ, Uγ is determined to be Uγ =
Tγ/2, which implies the connection is trivial apart from the possible Z2
representations of the fundamental group π1 of the space. Next for the case
Tγ takes values different from ±2 for some loops, let us take one such loop α
and fix it. By an appropriate SU(2) transformation we can put θˆα to (0, 0, 1).
Then since Tγα is expressed as
Tγα = TrUγUα = 2 cos
θγ
2
cos
θα
2
− 2θˆγ · θˆα sin θγ
2
sin
θα
2
, (4.2.30)
we can determine θ3γ by the values of Tγ , Tα and Tγα. If θˆ
3
γ = ±1 for any
loop γ, the connection is reducible to U(1)-connection and Uγ is completely
determined from Tγ. On the other hand if there exists a loop β for which
θˆ3β 6= ±1, by an appropriate SU(2) rotation which leaves θˆα invariant, we can
put θˆβ to be (0, θˆ
2
β, θˆ
3
β). Since θˆ
3
β is known, the value of θˆ
2
β( 6= 0) is also fixed.
Hence by the same argument as on θˆα, we can determine θ
2
γ by the values of
Tγ , Tβ and Tγβ . Since the angle θγ is determined only by Tγ , this completes
the proof.
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This property of the gauge-invariant functionals Tγ [A] implies that any
holomorphic gauge-invariant functional Φ[A] can be expressed as some func-
tional on the set of Tγ [A], since Φ[A] is determined by Φ[iImA]. This in
turn implies that a holomorphic functional Φ[A] which is invariant under the
SO(3) gauge transformations is automatically SO(3,C) gauge invariant.
Another important property of Tγ is that they are not independent. First
from its definition the relation
Tγαα−1 = Tγ (4.2.31)
holds for any loops γ and α. Second from the relation for U ∈ SL(2,C),
σ2Uσ2 =
tU−1, (4.2.32)
it follows that
σ2Uγ(0, 1)σ2 =
tUγ−1(0, 1). (4.2.33)
Hence Tγ is independent of the orientation of the loop:
Tγ = Tγ−1 . (4.2.34)
Third from the equation
Tαβ =
1
2
TαTβ − 2θˆα · θˆβ sin θα
2
sin
θβ
2
, (4.2.35)
noting that θˆβ−1 = −θˆβ , we obtain the relations
Tαβ = Tβα, (4.2.36)
Tαβ + Tαβ−1 = TαTβ. (4.2.37)
The final relation shows that any product of a finite number of Tγ’s is
expressed as a linear combination of Tγ ’s. Thus together with the gauge-orbit
separating property of Tγ proved above, it is expected that a wide class of
holomorphic gauge-invariant functionals Φ[A] are expressed formally as
Φ[A] =
∫
γ∈Ω
µ(γ)Φ[γ]Tγ [A], (4.2.38)
where µ(γ) is some fixed measure in the loop space Ω of loops with no fixed
point and Φ[γ] is a functional on Ω.
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For the class of functionals of this form, the requirement of diffeomor-
phism invariance is translated to a condition on the measure µ(γ)Φ[γ]. To
see this, first note that from the differential equation (4.2.23) the change
of Uγ(s0, s) by an infinitesimal coordinate transformation x
j → xj + Lj is
represented as
Uγ(s0, s;A− L−LA) = Uγ−L(s0, s;A). (4.2.39)
From this equation it follows that the action of a spatial diffeomorphism g
on Tγ is expressed as
gTγ[A] := Tγ [g−1A] = Tgγ [A]. (4.2.40)
Hence Φ[A] is diffeomorphism invariant if the measure µ(γ)Φ[γ] is diffeomor-
phism invariant:
µ(gγ)Φ[gγ] = µ(γ)Φ[γ]. (4.2.41)
Since any diffeomorphism invariant functional on the loop space depends
on loops only through the knot invariants of them, this implies that each
diffeomorphism functional in the class represented by Eq.(4.2.38) is expressed
formally in terms of a functional Φ[L] = Φ(L1, L2, . . .) on the knot invariants
and a fixed measure µ(L) of the space of knot invariants as
Φ[A] =
∫
Ω
µ(L(γ))Φ[L(γ)]Tγ [A]. (4.2.42)
Thus if we restrict the states to those expressed as in Eq.(4.2.38), the
construction of the explicit parametrization of the invariant states is reduced
to the following two problems:
i) Determination of all the knot invariants,
ii) Construction of the measure µ[L] on the space of knot invariants.
However, there exist some hidden difficulties in this parametrization.
First it is not clear whether the states of the form (4.2.38) are dense in
the physical state space H. Second, as Tγ [A]’s are not independent, Φ[A]
is not in one-to-one correspondence with Φ[γ], but is parametrized by some
equivalent class of loop space functionals. We cannot determine this equiva-
lent class explicitly at present since we do not know the full linear relations
among Tγ ’s.
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4.2.4 Invariant operators
In order to give the correspondence between the theory and observations, one
must construct the invariant operators Oˆinv from the gauge-variant quantities
and determine their operation on the invariant state space Vinv.
As for the gauge-invariant operators one possible generating set can be
constructed with the help of the Wilson-loop type integrals. To see this, we
first show that the set of gauge-invariant functionals on the complex phase
space, Tγ[A] defined by Eq.(4.2.27) and T (n)γ [A, E ] = T j1,···,jnγ (s1, . . . , sn)[A, E ]
defined by
T j1,···,jnγ (s1, . . . , sn)[A, E ] := Tr
[
Uγ(0, s1)E j1(γ(s1)) · σUγ(s1, s2) · · ·
· · · E jn(γ(sn)) · σUγ(sn, 1)
]
(4.2.43)
generate the holomorphic subset of OG(ΓC). Due to the holomorphic re-
quirement we can restrict the consideration to the subspace of ΓC = {(E ,A)}
such that A is a pure imaginary SO(3) connection, and the gauge group to
SO(3). Under this restriction Tγ[A] separates the gauge equivalent class of
A. Hence what we have to prove is that we can determine E from the val-
ues of T (1)γ , T
(2)
γ , . . ., for a fixed A modulo the SO(3) gauge transformations
which leave A invariant.
We only need to consider the case in which the base manifold M is con-
nected. Let us fix a point x0 ∈M and assign to each point x ∈M a path γx
connecting x0 and x. Then E j(x) is completely determined by the values of
E˜ j(x) defined by
E˜ j(x) · σ := Uγ−1x E j(x) · σUγx , (4.2.44)
which transforms under the gauge transformation V (x) ∈ SU(2) as
E˜ j(x) · σ → V (x0)E˜ j(x) · σV (x0)−1. (4.2.45)
In terms of Uα used in the previous subsection T
(1)
γxαγ
−1
x
with E inserted at x
is expressed as
TrE˜ j(x) · σUα = E˜ j · θˆα sin θα
2
. (4.2.46)
Hence if the vector space spanned by {θˆα|α ∈ Ωx0} is three-dimensional,
T
(1)
γxαγ
−1
x
determines E j completely.
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On the other hand if the dimension of the vector space is smaller than 3,
the connection A is reducible to a U(1) or trivial one. First for the case U(1)
reductive, Uα can be put in a form Uα = cos
θα
2
+ iσ3 sin
θα
2
. Hence E˜3j is
determined by T
(1)
γxαγ
−1
x
. Further in this gauge the residual gauge transforma-
tion V is written as V = cos θ
2
+ iσ3 sin
θ
2
with a constant θ. The independent
combinations of E˜ j(x) invariant under this constant rotation are given by E˜3j
and
∑
I=1,2 E˜ Ij(x)E˜ Ik(x′). The latter can be replaced by Tr[E˜ j(x) ·σ E˜k(x′) ·σ ]
which is of the type T (2)γ . Hence the gauge equivalent class of E j is completely
determined by T (1)γ and T
(2)
γ in this case. Finally for the case the connection
is trivial, the residual gauge freedom is represented by an arbitrary constant
matrix of SU(2) under the gauge A = 0. The independent combinations of
E˜ j invariant under this residual gauge freedom is given by E˜ j · E˜k. Hence the
gauge equivalent class is determined by T (2)γ . T
(1)
γ vanishes in this case. This
completes the proof of the statement.
Thus we can take Tγ[A] and T (1)γ [A, E ] as fundamental gauge-invariant
variables in the classical theory since the reductive connections form a subset
of measure zero(for a more detailed treatment on the completeness of the loop
variables, see [60]). This suggests that Tγ [Aˆ] and T (1)γ [Aˆ, Eˆ ] can be taken as
the fundamental operators in OˆG.
In contrast to the construction of the invariant state, there is a serious
problem in constructing a generating set of diffeomorphism invariant opera-
tors from these loop-integral-type operators. Of course as for the operators
depending only on Aˆ, a formal construction is possible with the help of the
loop space integration introduced in the previous subsection as
TˆΦ =
∫
Ω
µ(L(γ))Φ[L(γ)]Tγ [Aˆ]. (4.2.47)
However, this formal prescription does not work in constructing invariant
operators depending on Eˆ j from T (n)γ [Aˆ, Eˆ ] since we need covariant tensor
densities to make them scalar. The only covariant tensor density which does
not include the inverse of Eˆ j is ǫjkl. However, this is not sufficient to produce
all the invariant operators(cf. [29]).
For example let us consider the gauge and diffeomorphism invariant quan-
tity Z introduced in §4.1.2. This quantity has a clear physical meaning. In
fact from Eq.(2.2.95) Z is expressed in terms of the ADM variables as
Z(A, e˜) = 2
∫
d3x e˜j · Pj = 1
κ2
∫
d3x
√
qK. (4.2.48)
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Hence noting that
√
qK is written from Eq.(2.1.11) as
√
qK =
1
N
(
−√˙q + ∂j(√qN j)
)
, (4.2.49)
we see that Z represents the expansion rate of the total spatial volume in
the spatially compact cases.
Since the definition of Z can be rewritten as
Z = ± i
2κ2
∫
d3x q−1qjk(E j ×DlEk) · E l
= ± i
2κ2
∫
d3x (E · E)−1jk ψjk, (4.2.50)
where (E · E)−1jk is the inverse matrix of E j · Ek, Z is guaranteed to be real
by the generic reality conditions in the classical framework. This expression,
however, causes a problem in the quantum framework since it contains the
inverse of E j. In particular it seems to be quite hard to give Z a regular
expression in terms of the loop variables. Nevertheless, as it is a natural
physical quantity, it should not be excluded from Oinv. This simple exam-
ple suggests that we should allow quantities with some singularities to be
included in Oˆinv, though all the expressions are simple polynomials at the
stage where the spatial diffeomorphism invariance is not respected.
Beside this there occurs another subtle problem if we take the loop vari-
ables as the fundamental operators. To see this, let us consider the problem
to express in terms of the loop variables the local gauge-invariant quanti-
ties written in terms of E j and Aj. Due to the local nature of the gauge
transformation, most of them are written as products of fields at the same
spatial point. This implies that the local gauge-invariant quantities can be
constructed only as a limit. For example qqjk is expressed as
q(x)qjk(x) = E j(x) · Ek(x) = 1
2
lim
γ→x
T jkγ , (4.2.51)
where γ → x implies to shrink the loop to a point x.
The expressions for the constraint functions become much more intricate
because they contain the curvature tensor. To derive them, consider a one-
parameter-family of loops γτ (s) = (x
j(s, τ)) with a common base point γτ (0).
Then by differentiating Eq.(4.2.23) by τ , we obtain the following differential
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equation for U = Uγτ (s0, s):
∂s
[
(∂τU + κ
2Uσ · Aj∂τxj)U−1
]
=
i
2
Uσ · FjkU−1∂sxj∂τxk. (4.2.52)
If the curves γτ differ only within an interval s0 < s < s1, integration of this
equation yields
∂τU(s0, s1) =
i
2
∫ s1
s0
dsU(s0, s)σ · FjkU(s, s1)∂sxj∂τxk. (4.2.53)
From this equation we find that the variation of T (n)γ by an infinitesimal
deformation to the k-coordinate direction of the curve γ at a point γ(s),
when divided by the area swept by the deformation, yields T (n+1)γ obtained
by inserting ±(i/2)γ˙jFjk ·σ to T (n)γ at γ(s). Let us denote this area derivative
by γ˙j(s)∆jk(s)T
(n)
γ . Then the momentum and the hamiltonian constraint
functions are expressed in terms of the loop variables as
CMj(x) = − 1
κ2
lim
γj→x
∆jk(s)T
k
γ (s), (4.2.54)
CH(x) = ± 1
κ2
∑
j
lim
γj→x
∆jk(s)T
jk
γ (s, s), (4.2.55)
where the loop γj is chosen so that γ˙
k
j (s) = δ
k
j .
4.3 Loop Space Representation
In the previous subsection we have seen that the classical loop variables
Tγ [A] and T (1)γ [A, E ] are complete at least in the space of the holomorphic
functionals on the complex phase space and that a family of gauge-invariant
operators can be constructed from them. We have also seen that a wide
class of gauge-invariant states are represented by functionals on loop space
at least formally. These results strongly suggest that one may construct a
quantum theory at the stage IIQ by directly quantizing the loop variables
and representing them on the space of functionals on the loop space without
referring to the connection or the tetrad. Actually Rovelli and Smolin showed
that this observation is correct and proposed a new quantization program of
the chiral canonical theory called the loop space representation[20]. Since lots
of excellent reviews have been published on this approach[36, 37, 38, 29], we
present here only its basic features and potential problems.
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4.3.1 Algebra of loop variables
In order to construct a quantum theory based only on the loop variables, we
must first show that they form a closed algebra under the Poisson bracket
in the classical framework. It is easy to see that this requirement is satisfied
at least formally. In fact the Poisson brackets among Tγ [A] and T jγ [A, E ] can
be calculated from Eqs.(2.3.48) and (2.3.49) as
{Tα, Tβ} = 0, (4.3.1)
{Tα, T jβ(s)} = κ2∆j [β, α](s)(Tαβ − Tαβ−1), (4.3.2)
{T jα(s), T kβ (t)} = κ2∆k[β, α](t)(T jα#tβ − T jα#tβ−1)(u(s))
−κ2∆j [α, β](s)(T kβ#sα − T kβ#sα−1)(u(t)), (4.3.3)
where α#tβ denotes a loop formed from α and β by cutting both and recon-
necting at β(t) respecting the orientations, u(s) is the value of the parameter
u at the point α(s) of the curve α#tβ normalized to the range 0 ≤ u ≤ 1,
and ∆j is defined by
∆j [β, α](s) :=
1
2
∫ 1
0
dtα˙jδ3(β(s)− α(t)). (4.3.4)
Since these equations do not contain Aj or E j explicitly, they guarantee
that Tγ and T
(1)
γ form a closed algebra with respect to the Poisson bracket.
However, they have one uncomfortable feature: they are not mathematically
well-defined since the coefficient ∆j is singular. This implies that we must
introduce some regularization in order to make them well-defined. A similar
situation occurs in the field theories when local fields are taken as the funda-
mental variables as in the connection representation. There the expressions
can be made well-defined by smoothing the local variables by smooth test
functions. In the present case this method cannot be applied because the
loop variables has no explicit dependence on the spatial coordinate.
One solution to this difficulty is to replace the loop variable T (1)γ by the
strip variable which depends only on a one-parameter family of loops Σ =
{γτ(s) = (xj(s, τ))|0 ≤ s, τ ≤ 1} and defined by
T
(1)
Σ :=
∫ 1
0
ds
∫ 1
0
dτ ∂sx
j∂τx
kǫjklT
l
γτ (s). (4.3.5)
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Since the two-dimensional smoothing completely eliminates the δ-function
singularity, the Poisson brackets of the strip variables are given by regular
expressions:
{Tα, T (1)Σ } =
1
2
κ2
∑
Σ∩α
sign(α : Σ)(TΣ#α − TΣ#α−1), (4.3.6)
{T (1)Σ1 , T (1)Σ2 } = κ2
∑
Σ1∩Σ2
sign(Σ1 : Σ2 : Σ1#Σ2)
(
T
(1)
Σ1#Σ2
− T (1)
Σ1#Σ
−1
2
)
.
(4.3.7)
In the first equation sign(α : Σ) denotes the orientation of the three vectors
{∂sα, ∂tγ, ∂τγ} at each intersection point of α and Σ = {γτ(t)}, Σ#α rep-
resents a curve γ#α formed from γ ∈ Σ passing through the intersection
point, and the summation is taken over all the intersection points. In the
second equation Σ1#Σ2 represents a strip formed from one-parameter family
of the pairs of curves crossing at each connected segment in Σ1 ∩ Σ2, and
sign(Σ1 : Σ2 : Σ1#Σ2) is a sign determined as follows: first fix the τ -direction
of the intersection segment to form Σ1#Σ2; then the relative direction of this
and the corresponding original τ -directions of Σ1 and Σ2 at the segment de-
termines signs, sign(Σ1 : Σ1#Σ2) and sign(Σ2 : Σ1#Σ2); finally multiply
these two signs and the sign corresponding to the orientation of the triplet
of the segment vector and the tangent vectors to curves in Σ1 and Σ2.
We can construct smoothened strip variables from the higher-order vari-
ables T (n) in a similar way. In particular the momentum and the hamiltonian
constraint functions can be expressed as some limits of these quantities start-
ing from Eqs.(4.2.54) and (4.2.55). However, we do not give their explicit
expressions here because they are complicated and we do not need them
later.
4.3.2 Representation on the multi-loop space
Since the Poisson brackets among Tγ and T
j
γ (s)(or T
(1)
Σ ) are written by their
linear combination, we can determine the commutation relations among the
operators Tˆ [γ] and Tˆ j[γ](s)(Tˆ (1)[Σ]) corresponding them without ambigu-
ity and construct the operator algebra OˆG. Thus the remaining task in
constructing the quantum theory at the stage IIQ is to find an appropriate
representation of them on the loop space functionals.
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For that purpose let us recall Eq.(4.2.38) which connects the holomorphic
functionals to loop space functionals. Of course this expression cannot be
used to find the required representation since it does not fix Φ[γ] due to over-
completeness of Tγ [A]’s. However, this situation reminds us of the relation of
the wavefunctions in the q-representation, Φ˜(q), and in the Bargmann repre-
sentation, Φ(α). If we compare the equations in §4.2.1 with the equations in
the present case, we find that Φ˜(q), Φ(α) and < q|α > correspond to Φ[A],
Φ[γ] and Tγ[A], respectively. These correspondences and Eq.(4.2.7) suggests
the transform
Φ[γ] =
∫
[DADA¯]∆[A]µ[4ImA]Tγ[A]Φ[A]
=< 0|Tˆ [γ]†|Φ > . (4.3.8)
This formal expression is called the Rovelli-Smolin Transform(cf. [59]).
As shown in §4.2.3, the products of Tγ ’s are expressed as a linear com-
bination of them. Since the proof given there can be applied even if E j · σ
is inserted into the loop integral, this property holds also for T
(n)
γ . Hence
this transform can be used to find a representation of the loop variables on
the functional space on Ω. There exists, however, one subtle problem in
this method: an arbitrary functional Φ[γ] cannot be taken as representing
a state since Tγ’s are not linearly independent. This situation is similar to
the Bargmann representation: there the wavefunctions were required to be
holomorphic. In the present case, however, the constraints to be satisfied by
the functionals are not fully known since the relations among Tγ ’s are not
fully determined yet.
The method adopted by Rovelli and Smolin to deal with this problem was
to utilize a functional Φ on the multi-loop space defined as a set of functionals
Φ = {Φ0,Φ1[α],Φ2[β1, β2], . . .}, (4.3.9)
where Φn[γ1, . . . , γn] is a functional on Ω
n invariant under the permutations
of γ1, . . ., γn. Let VML be a linear space consisting of functionals of this type.
Then by assigning to Φn[γ1, . . . , γn] the expression obtained from Eq.(4.3.8)
by replacing Tˆ [γ] by Tˆ [γ1] . . . Tˆ [γn] we find that Tˆ [α] and Tˆ
(1)[Σ] are naturally
represented on VML as
Tˆ [α]Φ[γ1, · · · , γn] := Φ[α, γ1, · · · , γn], (4.3.10)
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Tˆ (1)[Σ]Φ[γ1, · · · , γn] := −iκ
2
2
n∑
a=1
∑
Σ∩γa
sign(γa : Σ)
×(Φ[γ1, . . . ,Σ#γa, · · ·]− Φ[γ1, . . . ,Σ#γ−1a , · · ·]).(4.3.11)
It is easily checked that the commutation relations corresponding to Eqs.(4.3.1)-
(4.3.3) are satisfied.
As stated above, the loop variables are not independent but related at
least by Eqs.(4.2.31), (4.2.34), (4.2.36) and (4.2.37). The operation defined
above are consistent with them only if the functional Φ satisfies the following
equations:
Φ[γ, · · ·] = Φ[γ−1, · · ·], (4.3.12)
Φ[αβ, · · ·] = Φ[βα, · · ·], (4.3.13)
Φ[α, β, · · ·] = Φ[αβ, · · ·] + Φ[αβ−1, · · ·], (4.3.14)
Φ[αγγ−1, · · ·] = Φ[α, · · ·]. (4.3.15)
Of course these do not exhaust all the relations. Further relations are ob-
tained from the consistency of the operations of Tˆ and Tˆ (1) on these relations.
Besides there may exist others derived from relations among the loop vari-
ables presently unknown. The true representation space VG is given by the
quotient space of VML by the linear subspace RML spanned by these full
relations.
From the relation (4.3.14) it follows that each multi-loop functional Φ is
completely determined by its single-loop component(and null-loop compo-
nent) as noted above. However, the full reduction to it is not possible until
the complete knowledge on RML are obtained. Thus in the multi-loops space
approach the construction of a representation is divided to two steps: the
construction of the formal representation of the operators and the determi-
nation of RML. In this approach problems independent of the structure of
RML can be studied before the complete construction. This is the advantage
of the multi-loop approach over the single-loop approach.
In order to complete the quantization program, one must construct in-
variant operators Oˆinv and an invariant state space Vinv ⊂ VG, and introduce
an inner product into the latter. As is expected from the argument in §4.2.4,
the diffeomorphism invariant states are represented by the loop-space func-
tionals which depend only on the link invariants. Hence the second problem
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is reduced to finding all the link invariants L = (L1, L2, . . .) and one invari-
ant measure µ(γ) on the loop space. On the other hand the full construction
of the diffeomorphism invariant operators cannot be reduced to such a well-
defined problem. Of course, as for the operators corresponding to the vari-
ables expressed only in terms of Aj’s, the invariant operators are constructed
by taking the average of products of loop variables Tˆ [γ] with diffeomorphism
invariant measures on the loop space. However, as for those containing E j’s,
we need additional covariant tensors to make scalar quantities. The only
such tensor we have at hand is ǫjkl. Though a few interesting geometrical
invariants have been constructed with the help of ǫjkl
[29], it is obvious that
such quantities do not exhaust the full set of invariant operators as was dis-
cussed in §4.1.2. Finally the construction of the inner product is extremely
difficult in this approach, since we do not know how to express the reality
condition in terms of the loop variables. On this point the approach based on
the connection representation appears to be more hopeful since the formal
expression satisfying the reality condition can be given at least as explained
in §4.2.
4.4 Solutions to the Hamiltonian Constraint
As explained in §3, all the dynamical information of the theory is contained
in the quantum Hamiltonian constraint in the canonical quantum gravity.
In the ADM-WD approach or the real tetrad approach no exact solutions
to it has been so far obtained except for the minisuperspace models. In
contrast an infinite number of exact solutions have been found in the chiral
canonical approach. This point is one of the most fascinating features of the
quantization program based on the chiral canonical theory. In this subsection
we briefly summarize the present status of the problem in this approach.
4.4.1 Loop integral solutions
As discussed in §3.2, the Hamiltonian constraint cannot be applied to the
quantum states. In order to resolve this difficulty, we proposed there the
probability amplitude functional formalism in which the constraint is im-
posed on the probability functionals on the state space. Though this formal-
ism is apparently different from the conventional one, there exists no differ-
ence between them at least as far as the problem of solving the constraint is
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concerned, as noticed in §3.2.2.
In order to apply this formalism to the quantum theory in the holomor-
phic connection representation, however, we must eliminate some ambiguities
concerned with the explicit expression of the constraint. To see this, let us
assume that the probability amplitude < Ψ|Φ > is expressed in terms of a
holomorphic functional Ψ[A] as
< Ψ|Φ >=
∫
C
[DADA¯]µ[4ImA]∆[A]Ψ[A]Φ[A]. (4.4.1)
Since the functional ∆[A] should have a gauge-fixing nature, it is expected
that the right-hand-side of this equation depends not on the values of Ψ[A]
on the whole connection space C but in the neighborhood of a subspace C0
transversal to all the gauge and diffeomorphism orbits. Hence holomorphic
functionals which coincide with each other around C0 will give the same
probability amplitude functional. This ambiguity is removed if we require
that Ψ[A] is gauge and diffeomorphism invariant like Φ[A].
Another ambiguity arises from the non-hermitian nature of the Hamilto-
nian constraint operator: we can formulate the constraint either as < Ψ|CˆH =
0 or as < Ψ|Cˆ†H = 0. For the second choice, from the above integral expres-
sion, the weak quantum Hamiltonian constraint is written as
CˆHΨ[A] = 0, (4.4.2)
while for the first choice we get an expression with CˆH replaced by Cˆ†H. Clearly
the former equation, which is the one commonly used, is much more tractable
than the latter choice in the connection representation.
Finally there is an ambiguity associated with the operator ordering. As
shown in §4.1, [CˆH, CˆH] is written in the form CˆDkEˆ j · Eˆk for the ordering
Aˆ · · · Eˆ · · ·. Thus for this ordering the consistency of the Hamiltonian con-
straint yields a new constraint. This problem does not occur for the reversed
ordering.
In most of the work on the Hamiltonian constraint the ordering Aˆ · · · Eˆ · · ·
is adopted. In this ordering it is quite easy to find an infinite family of
solutions by taking linear combinations of the functionals
Ψ[A; γ1, · · · , γn] = Tγ1 [A] · · ·Tγn [A]. (4.4.3)
It is because this functional itself is a solution provided that the loops γ1,
. . . , γn are smooth and do not intersect with each other. In fact, since this
89
functional has a form Ψ[A] = f [XIa ] (XIa(x) = AIj(x)V ja (x)) where V ja is a
tangent vector to the loop passing through x, the operation of CˆH on it is
written as
8κ2CˆH(x)Ψ[A] =
∑
a,b
V ja (x)V
k
b (x)ǫ
IJKF Ijk(x)
δ2f
δXaJ(x)δX
b
K(x)
, (4.4.4)
where the summation is taken over all the tangent vectors to curves pass-
ing through x. The right-hand side of this equation vanishes for the non-
intersecting case for which a = b. To be precise, this proof is too rough in
that the functional derivatives of the loop variables produce distributional
singular terms. For the exact proof taking account of the regularization see
[15].
In the cases the loops have intersections one must take linear combinations
of Φ[A; γ1, · · · , γn] because the right-hand side of the above equation does not
vanish any longer. Fortunately the condition for its cancellation can be shown
to be expressed by algebraic relations among the coefficients. So far solutions
containing up to 5 intersecting loops have been explicitly constructed and a
general algorithm to find a general n-loop solutions is found[18, 19].
Though this family of solutions appear to be quite generic, they have a few
unpleasant features. First they are obviously not diffeomorphism invariant.
It is often stated that this is a difficulty of them. In our formalism, however,
this is not a difficulty because Ψ[A] as a holomorphic representation of the
probability amplitude functional need not be diffeomorphism invariant. Sec-
ond it is shown that < Ψ|qˆ(x) vanishes for all the known solutions in this
family[19]. This is not an obvious result since qˆ(x)Ψ[A] which is expressed
in the relevant cases as
qˆ(x)Ψ[A] = − i
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ǫjkl
∑
a,b,c
V ja (x)V
k
b (x)V
l
c (x)ǫIJK
δ3f
δXIa(x)δX
J
b (x)δX
K
c (x)
(4.4.5)
is not expected to vanish for the cases where more than two loops intersect
at a points. One possible reason of this unexpected result is the existence of
an additional constraint for the ordering Aˆ · · · Eˆ · · · noticed above.
Though the latter feature apparently suggests that the solutions represent
spacetimes with degenerate spatial metrics, it is not really clear whether it
implies that the solutions are unphysical, since qˆ(x) is not a diffeomorphism-
invariant operator. Some authors argue that the local operators such as qˆ(x)
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are not good operators because, when one tries to construct finite opera-
tors corresponding to them from the loop variables by the point-splitting
regularization, the results depend on the background metric used in the
regularization[29]. They instead propose some finite geometrical operators
which can be utilized to extract information on spacetime structures for the
above solutions under the assumption that the classical spacetimes are de-
fined only on scales which contain lots of loops.
Finally we comment on the exact solutions in the loop space represen-
tation found by Bru¨gmann, Gambini and Pullin[22, 23, 24]. They first con-
structed an exact solution to all the quantum constraints in terms of two
knot invariants, for which (det q)1/2(x)Ψ[γ1γ2γ3] does not vanish at a point
x where the three loops intersect non-degenerately. Later, by taking the
Rovelli-Smolin transform of the non-degenerate solution for the pure grav-
ity with non-vanishing cosmological constant Λ given in the next subsection
and by expanding it in terms of Λ, they found that their first solution is a
member of an infinite series of exact solutions to the constraints with Λ = 0,
all of which are intimately connected with the Jones polynomial. Though
their results are quite interesting, it is not clear at present whether they are
genuine solutions because they are expressed by the single-loop functional on
which the constraints are not fully known at present as stated in §4.3.
4.4.2 Non-degenerate solution in the connection representation
In the holomorphic connection representation only one exact non-degenerate
solution to the quantum Hamiltonian constraint has been found so far[25]. It
is a solution in the case of the pure gravity with non-vanishing cosmological
constant Λ and given by
ΨΛ[A] = e−iSΛ ; (4.4.6)
SΛ =
2κ2
Λ
∫
d3x ǫjkl
[
∓3iAj · ∂kAl + 2κ2Aj · (Ak ×Al)
]
. (4.4.7)
Since SΛ is the Chern-Simons functional, its functional derivative with re-
spect to Aj is proportional to the curvature:
δSΛ
δA =
3
Λ
ǫjklFkl. (4.4.8)
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Hence from the Bianchi identity ǫjklDjFkl ≡ 0, it satisfies the gauge con-
straint. Further it is obviously diffeomorphism invariant. Finally since
Eq.(4.4.8) is written as
Eˆ jΨΛ[A] = 3
2Λ
ǫjklFjkΨΛ[A], (4.4.9)
the Hamiltonian constraint which is expressed in the present case as
CˆHΨ = − 1
2κ2
(Eˆ j × Eˆk) ·
(
Fˆjk − Λ
3
ǫjklEˆ l
)
Ψ, (4.4.10)
is trivially satisfied for the ordering Eˆ · · · Aˆ · · ·.
Since we do not have the full knowledge on the structure of the state space
and the invariant operators, we cannot explore the physical interpretation of
this solution exactly. However, we can get some insights by studying the
behavior WKB orbits corresponding to the wavefunction since the WKB
structure is a gauge and spatial diffeomorphism invariant property of the
wavefunction.
As is seen from the above proof , SΛ[A] is an exact solution to the classical
Hamilton-Jacobi equation. Hence the WKB orbits corresponding to ΨΛ[A]
are given by the solutions to the equations
Fjk = Λ
3
ǫjklE l, (4.4.11)
A˙j = {Aj, H}. (4.4.12)
From Eq.(2.3.42) the latter equation is written as
Ftj = NkFkj ± iN
˜
Ek × Fjk. (4.4.13)
Comparing the expression for ±F0I calculated from these equations taking
account of Eq.(4.4.11) with Eq.(2.3.32), we find that the WKB equations are
equivalent to the equation
±F0I = Λ
6
±Σ0I . (4.4.14)
If we require that θa is real and ±F0I is the chiral combination obtained
from the real curvature form Fab, this equation is further rewritten as
Fab =
Λ
6
Σab. (4.4.15)
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By applying the second Bianchi identity (2.2.28) to this equation we obtain
Θ[a ∧ θb] = 0 which is equivalent to Θa = 0. Hence this equation guarantees
that the four-dimensional connection is Riemannian. On the other hand for
the Riemannian connection the curvature formRab for the constant curvature
spacetime with sectional curvature K is expressed as
Rab = Kθa ∧ θb = KΣab. (4.4.16)
Hence the solution to Eq.(4.4.15) represents the constant curvature space
time with the sectional curvature Λ
6
. Since all the constant curvature space-
times with the same sectional curvature are locally isometric, this implies that
there exists only one Lorentzian WKB orbit for the wavefunction ΨΛ[A]. It
is the de Sitter spacetime for Λ > 0, and the anti-de Sitter spacetime for
Λ < 0. Thus the solution is a quantum counter part of the classical (anti-)de
Sitter spacetime, and may be regarded as representing the ground state for
the quantum vacuum spacetime with non-vanishing cosmological constant.
We have so far assumed that θa is real. However, this assumption is to
restrictive in the complex canonical theory. In fact if we only require the
reality condition on E j · Ek, a wider possibility is allowed. For example for
the case E j, N j and N
˜
are real but q = det(E Ij) is negative, θa becomes pure
imaginary since N is pure imaginary. The spacetime metric signature for this
case is totally reversed and given by [+,−,−.−]. Though this case is usually
excluded, there exists no a priori reason to regard it as unphysical because
the causal structure is normal. Further this case occurs as a special sector of
the single wavefunction in the complex canonical theory. Of course this does
not mean that the two sectors with the different signatures are equivalent.
The reality condition also allows Euclidean WKB orbits. Such orbits
correspond to the case q < 0 and N j and N are real or the case q > 0
and N j are real but N is pure imaginary. For these cases, since ±F0I and
±Σ0I are pure imaginary and the left and the right chiral variables become
independent, Eq.(4.4.14) does not lead to Eq.(4.4.15). Hence there exist an
infinite number of WKB solutions[25, 61, 62, 63].
In order to see these points explicitly, let us examine the behavior of the
solution in the spatially homogeneous and isotropic sector. In this sector the
chiral variables are expressed as
E Ij = κ
2
Ω
σ|χ|XjI , (4.4.17)
93
AIj = 1
6κ2
AχIj , (4.4.18)
where XjI is the basis of the invariant vectors dual to χ
I
j introduced in §3.3.3,
and σ and A are variables independent of the space coordinates. The Poisson
bracket between σ and A is given by
{σ,A} = 1, (4.4.19)
and the spacetime metric is expressed in terms of σ and N as
ds2 = [−N2dt2 + κ
2
Ω
σχIχI ]. (4.4.20)
Since SΛ in this sector is simply given by
SΛ =
Ω
18κ2Λ
(2A3 ∓ 9iA2), (4.4.21)
the WKB equations are reduced to
σ =
Ω
3κ2Λ
(A2 ∓ 3iA), (4.4.22)
A˙ = −(Nσ−3/2) κ
Ω1/2
Λσ2. (4.4.23)
In the present case q is expressed as q = (κ2/Ω)3σ3|χ|2. Hence q > 0 cor-
responds to σ > 0. In the gauge N = 1 the solution to these equations for
σ > 0 and Λ > 0 is given by the de Sitter solution dS4 as is expected:
A = −3
2
sinh ξ, (4.4.24)
σ =
3Ω
4κ2Λ
cosh2 ξ, (4.4.25)
ξ =
(
Λ
3
)1/2
t. (4.4.26)
The Euclidean solutions are obtained from this solution by the analytic con-
tinuation of the time t or ξ to the imaginary region. For example, by replacing
ξ by iξ, we obtain the four dimensional Euclidean sphere S4 for which σ > 0
and N is pure imaginary. On the other hand by the replacement ξ → ξ+iπ/2
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we get the four-dimensional hyperbolic spacetime H4 for which σ < 0. In the
present case these exhaust the Euclidean WKB orbits for the wavefunction
ΨΛ with Λ > 0. Thus in the WKB picture the wavefunction represents a
sequence of two Euclidean spacetimes H4 and S4, and one Lorentzian space-
time dS4.
This WKB picture for the wavefunction is slightly different from the one
proposed by Hawking, Vilenkin and others. This difference comes from the
difference in the range of the variable σ. To see this, let us apply the general
formula (4.2.17) to the present case to find the corresponding wavefunction
Ψ˜(σ) in the ADM-type representation:
Ψ(A) = C
∫
dσe−iAσ∓3σ/2Ψ˜(σ). (4.4.27)
For the solution ΨΛ(A) the inversion of this transform yields
Ψ˜(σ) = C ′
∫
γ
dz exp
[
i
(
z3
3
+ xz
)]
, (4.4.28)
where
x =
(
9Ω
8κ2Λ
)2/3 (
1− 4κ
2Λ
3Ω
σ
)
. (4.4.29)
This is the integral expression for the Airy function as is expected. The
important point here is that Eq.(4.4.27) yields the original solution ΨΛ only
when Ai(x) is taken as Ψ˜(σ) and the integration range in Eq.(4.4.27) is
taken to be −∞ < σ < ∞[25], while in the ADM theory σ is limited to
the range σ > 0. Thus in the ADM-type representation the present solution
corresponds to the Hartle-Hawking wavefunction extended to the classically
forbidden region q < 0. Though this is just an analytic continuation in the
spatially homogeneous and isotropic case, the wavefunction itself is not such
a simple mathematical extension of any wavefunction in the ADM theory for
the generic spacetime. Actually for such generic case in the ADM theory
no exact solution is found and the Hartle-Hawking proposal has no well-
defined formulation. Thus the quantum gravity theory based on the complex
canonical theory yields a picture on the quantum behavior of the universe
different from that based on the ADM theory if the universe can be described
by a single wavefunction.
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Figure 1: ADM-wavefunction Ψ˜(E) in the Bianchi IX sector
The behavior of Ψ˜(E) on the E1 = E2 section is shown. The high peak at
E1 = E2 = E3 = 0 is truncated.
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The above WKB analysis of the wavefunction can be easily extended to
the generic Bianchi sector, and the characteristic behavior of the solution
and the structure of the WKB orbits are similar to the one in the isotropic
case except that much more abundant Euclidean spacetimes appear. For
example, in the Bianchi IX sector, if we parametrize the chiral variables as
E Ij = κ
2
Ω
EI |χ|XjI , (4.4.30)
AIj = AIχIj , (4.4.31)
the wavefunction Ψ˜(E) in the ADM-type representation corresponding to
ΨΛ[A] with Λ > 0 is given by
e−W Ψ˜(E) = C
∫ ∞
−∞
dz√
1 + z2
exp
[
λ
2
−(E21 + E22) + 2iE1E2z
1 + z2
+ iE3z − z
2
2λ
]
,
(4.4.32)
where
W =
1
2
(
E2E3
E1
+
E3E1
E2
+
E1E2
E3
)
, (4.4.33)
λ =
κ2Ω
3Λ
. (4.4.34)
Though Ψ˜(E) is singular at the surfaces E1 = 0 or E2 = 0 or E3 = 0 from
the structure of W , the spatial metric qIJ does not become degenerate on
these surfaces because qIJ = qIδIJ is expressed as qI = EJEK/EI(I 6= J 6=
K). Thus the relation between the regions q > 0 and q < 0 is not simple
and the wavefunctions in these two regions are not connected by a simple
analytic continuation. Outside these singular surfaces the behavior of the
wavefunction is simple. It rapidly oscillates in the region q > 0 as q increases
and falls off exponentially in the classically forbidden region q < 0 as in the
isotropic case, as shown in Fig.1.
Finally, in connection with the extension of the solution to region q <
0, we comment on the difference of the right and the left chiral theories.
By inspecting the structure of the chiral Lagrangian (2.3.42), we find that
under the transformation E j → −E j and Aj → −Aj only the terms such
as V (Φ) which explicitly contain q change sign if we simultaneously reverse
the signs depending on the chirality. In particular for the present case the
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region q > 0 for the right chiral theory with Λ > 0 is mapped by this
transformation to the region q < 0 for the left one with Λ < 0. Since
there exists no symmetry between the two regions qΛ > 0 and qΛ < 0 for a
fixed chirality except for the spatially homogeneous and isotropic sector, this
implies that the physical contents of the left and the right chiral theories are
different in the quantum framework unlike in the classical framework. For
example it is shown that in the spatially anisotropic cases there exists no
ADM wavefunction corresponding to the solution ΨΛ[A] for the right chiral
theory with Λ > 0 though one can find one for the left chiral theory with
Λ > 0[25].
5 Summary and Discussion
To construct a quantum gravity theory one must find a way to reconcile the
general covariance of the classical gravity theory with the quantum frame-
work. As explained in §3, the canonical approach which respects the structure
of the conventional classical theories divides this task to the two problems:
the construction of spatial-diffeomorphism invariant states and observables,
and the formulation of dynamics in terms of them.
In the conventional approach based on the ADM formulation most of the
work done so far is limited to the study of the minisuperspace models and
is concerned mainly with the latter problem. Since the essential features
of the general covariance appears only in systems with infinite degrees of
freedom, this limitation is severe. Some aspects such as the hyperbolicity of
the Hamiltonian constraint have been studied using superspace. However,
the treatment is too formal to be useful in the explicit construction of the
invariant states and observables.
In contrast, in the approach based on the complex canonical formula-
tion, we could go beyond the minisuperspace models and directly attack the
generic situations. The essential points were the introduction of the addi-
tional gauge freedom corresponding to the tetrad rotation and the chiral
decomposition. They enabled us to express the fundamental equations by
simple differential polynomials and gave a gauge field theoretical structure
to the theory. In particular the introduction of loop integral variables based
on the latter feature has reduced the problem of constructing the invari-
ant states to finding and classifying the knot or the link invariant of three
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manifolds. Further we could find an infinite number of exact solutions to
the quantum Hamiltonian constraint owing to the simple structure of the
equations.
In order to complete the quantization program in this approach, however,
we must solve the following three problems at least.
First of all, though significant progress has been made in the construction
and the parametrization of the invariant states, our knowledge about the
structure of the invariant operators is still quite poor. Since the physical
interpretation of the states is found only with the aid of the operators whose
relation to the classical geometrical variables is known, this situation is quite
unsatisfactory.
In connection with this problem we comment on the recent work by the
Syracuse group[29]. They succeeded in constructing finite operators which
represent the spatial area of minimal surfaces and the total volume of the
space in the loop space representation, and found that their eigenvalues are
discrete and integer multiples of constants of order unity in the Planck units
when acted on the so-called weave states which forms a sparse subset of the
whole loop-functional space. Though these results are quite fascinating, the
type of the operators constructed so far is too restrictive to be used as the
basis of generic arguments. The origin of this limitation exists in the fact
that we have no regular covariant tensor densities other than ǫjkl as noted in
§4.2.4. The technique developed by the Syracuse group cannot be applied,
for example, to the quantity Z representing the expansion rate of the space
introduced in §4.1.2.
Second is the problem of the reality condition. Since the complex canon-
ical theory is equivalent to the Einstein theory only under this condition,
one may be studying a theory quite different from the Einstein theory if
one neglects the condition. In the holomorphic connection representation
this condition can be translated to the problem of finding a measure which
makes the formal expression for the inner product well-defined. However, at
the present stage, no such translation is possible in the loop space represen-
tation since we do not yet know how to express the reality condition only in
terms of the loop language. The study of the relation between the left and
the right chiral variables may shed light on this problem.
Finally we are far from being able to discuss dynamical problems in realis-
tic situations. This is partly because of our poor knowledge on the invariant
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operators touched upon above. However, it is not the whole reason. The
main obstacle lies in the fact that there exists no consensus on the treatment
of the time variables in the quantum framework. In order to settle this is-
sue of time, detailed studies of realistic systems beyond the minisuperspace
models are needed.
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