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We consider semi-online scheduling of an unbounded parallel batch machine to minimize
the makespan where, at the present time instant t , information on the first longest job
arriving after t is known. In this paper onlinemeans that jobs arrive over time, J∗(t) denotes
the first longest job arriving after t , and p∗(t) and r∗(t) denote the processing time and
arrival time of J∗(t), respectively. Given information p∗(t), we present an online algorithm
with a competitive ratio (5 − √5)/2 ≈ 1.382, and show that the algorithm is the best
possible; furthermore, this algorithm generates at most two batches. This algorithm is
also the best possible given information J∗(t). Given information r∗(t), we present an
online algorithm with a competitive ratio 3/2, and show that any online algorithm cannot
have a competitive ratio less than 3
√
3 ≈ 1.442; furthermore, this algorithm generates at
most three batches. Given information r∗(t) with the restriction that an online algorithm
generates at most two batches, we present an online algorithm with a competitive ratio
(
√
5+ 1)/2 ≈ 1.618, and show that the algorithm is the best possible.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Online scheduling is a relatively new topic of scheduling research and has been extensively studied in the last decade.
While there are different meanings of online scheduling, the term ‘‘online’’ in this paper means that jobs arrive over time.
The quality of an online algorithm is measured by its competitive ratio. Suppose that we are considering an online
scheduling problem to minimize a certain objective function. Let Con(L) and Copt(L) denote, respectively, the objective value
of an online Algorithm H and an optimal offline algorithm for an input job list L. The competitive ratio RH of Algorithm H is
defined as
RH = sup
L
{Con(L)/Copt(L)}.
Some examples of studies on online scheduling problems (with jobs arriving over time) are [1,6,9,10,18], among others.
Intuitively, the competitive ratio of an online algorithmwill improve if some information on the jobs is known in advance.
This scenario is described as ‘‘semi-online’’ in the literature. In the literature there is a vast amount of research concerning
semi-online scheduling with jobs arriving over a list. For example, Cheng et al. [5] studied the semi-online scheduling on
parallelmachineswith given total processing time. Seiden et al. [15] studied the semi-online scheduling onparallelmachines
with decreasing job sizes. Tan and He [16] studied semi-online scheduling on two parallel machines with combined partial
information. In contrast, there are only a few research concerning semi-online scheduling with jobs arriving over time.
The representative publication is given by Hall et al. [8]. They studied the semi-online scheduling on a single machine to
minimize the sum of weighted completion time with known arrival times of the jobs.
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In this paper we assume that, at any time instant t , we are provided with some information about the first longest job
arriving after t . We use J∗(t) to denote the first longest job arriving after t . The arrival time and processing time of J∗(t) are
denoted by r∗(t) and p∗(t), respectively. Here, the first longest job arriving after t means that r∗(t) > t; furthermore, for
every job Jj with rj > t , we have p∗(t) ≥ pj, and when t < rj < r∗(t), we have p∗(t) > pj.
Let β(t) ∈ {J∗(t), r∗(t), p∗(t)}. If information β(t) is given at every time instant t , we say that we study the scheduling
situation where information β(t) is given. Throughout this paper, we adopt the assumption that at time 0, we know the
information on the first longest job. Such an assumption has the benefit that the online algorithm can start from time r0 (the
release date of the first longest job) directly.
Parallel batch scheduling is one of the simultaneous processing models. In a parallel batch processing system, several
jobs can be processed on a machine as a batch at the same time. The starting times and completion times of the jobs in a
batch are equal, respectively. The processing time of a batch is given by the longest processing time of the jobs in the batch.
The objective of the problem considered in this paper is to minimize the time by which all the jobs are completed, i.e., the
makespan, Cmax, the maximum completion time of the jobs. Such a scheduling problem is denoted by 1|p-batch, b|Cmax.
Here, ‘‘p-batch’’ means parallel batch scheduling, and ‘‘b’’ means that the capacity of each batch is b, i.e., the number of jobs
in each batch cannot exceed b. When b = ∞, the problem is called unbounded parallel batch scheduling and is denoted by
1|p-batch, b = ∞, rj|Cmax, where rj is the release date of job Jj, j = 1, 2, . . . , n, and n is the number of jobs. Wewill consider
unbounded parallel batch scheduling in this paper.
There has been extensive research on parallel batch scheduling. The fundamental model for bounded parallel batch
scheduling was first introduced by Lee et al. [12]. For problem 1|p-batch, b < n|Cmax, it was reported by Lee and Uzsoy [11]
that the optimal schedule is given by the full batch longest processing time (FBLPT ) rule proposed first by Bartholdi.
An extensive discussion of the unbounded parallel batch scheduling problem was provided by Brucker et al. [3]. Recent
developments on this topic can be found in [2,4]. With dynamic job arrivals and the capacity b being infinite, Lee and
Uzsoy [11] presented a dynamic programming algorithm to solve problem 1|p-batch, b = ∞, rj|Cmax in O(n2) time. For
the same problem, Poon and Zhang [14] presented an improved O(n log n)-time algorithm. Online scheduling of a parallel
batchmachinewas first studied by Zhang et al. [18] and Deng et al. [6]. They independently provided online algorithmswith
a competitive ratio (
√
5+ 1)/2 for 1|p-batch, b = ∞; online|Cmax, and proved that it is the best possible. Poon and Yu [13]
showed that, for problem 1|p-batch, b < n; online|Cmax, any FBLPT -based algorithm is 2-competitive, and when b = 2,
there exists an online algorithm with a competitive ratio 7/4. Up until now, the best competitive ratio of online algorithms
for problem 1|p-batch, b < n; online|Cmax is still open. Fu et al. [7] and Yuan et al. [17] studied some online parallel batch
scheduling problems with restarts, meaning that a running task may be interrupted, losing all the work done on it, and the
jobs in the interrupted task are then released and become independently unscheduled jobs. Allowing restarts reduces the
impact of a wrong decision. When restarts are allowed, Fu et al. [7] presented an online algorithm with a competitive ratio
3/2, and Yuan et al. [17] presented a best online algorithm with a competitive ratio (5−√5)/2.
In this paper we consider the problem of online scheduling of an unbounded parallel batch machine given information
β(t) ∈ {J∗(t), r∗(t), p∗(t)} to minimize the makespan. The problem under consideration is denoted by
1|p-batch; b = ∞; online; β(t)|Cmax.
For a job Jj, we use rj and pj to denote the ready (arrival) time and processing time of Jj, respectively. The information
β(t) ∈ {J∗(t), r∗(t), p∗(t)} allows us to consider only the job list arranged in the longest processing time (LPT) order, i.e., if
ri < rj, then pi ≥ pj. The reason for such an assumption is that the capacity of each batch is unbounded, and, at time t , the
next longest job is known to be J∗(t). Hence, any jobs arriving at the time period (t, r∗(t)) can share a common batch with
J∗(t)without affecting the discussion, and so can be omitted from the job list.
One of our objectives is to create as few batches as possible under some guaranteed competitive ratio. Given information
p∗(t), we present an online algorithm with a competitive ratio (5 − √5)/2 ≈ 1.382, and show that the algorithm is the
best possible; furthermore, this algorithm generates at most two batches. This algorithm is also the best possible given
information J∗(t). Given information r∗(t), we present an online algorithm with a competitive ratio 3/2, and show that any
online algorithm cannot have a competitive ratio less than 3
√
3 ≈ 1.442; furthermore, this algorithm generates atmost three
batches. Given information r∗(t)with the restriction that an online algorithm generates at most two batches, we present an
online algorithm with a competitive ratio (
√
5+ 1)/2 ≈ 1.618, and show that this algorithm is the best possible.
2. Preliminaries
The completion time of a job Jj under a scheduleπ is denoted by Cj(π). The following two lemmaswill be used repeatedly
in this paper.
Lemma 2.1. There is an optimal schedule π for the offline version of 1|p-batch, b = ∞, rj|Cmax such that π has the earliest
release date (ERD) property, i.e., ri ≤ rj implies that Ci(π) ≤ Cj(π).
Proof. Let π be an optimal schedule. Suppose the batches in π are B1, . . . , Bk and are processed in this order. We use p(Bx)
to denote the processing time of a batch Bx. If there are two batches Bx and By such that x < y and p(Bx) ≤ p(By), then
we shift all the jobs in Bx to batch By. This does not change the optimality of the new schedule. Hence, we suppose that
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p(B1) > p(B2) > · · · > p(Bk) in π . If π does not satisfy the conclusion of Lemma 2.1, there are two batches Bx and By with
x < y and two jobs Ji and Jj such that ri ≤ rj but Ji ∈ By and Jj ∈ Bx. Note that p(Bx) > p(By) ≥ pi and the starting time of Bx
is at least rj ≥ ri. Hence, we can shift Ji from By to Bx without changing the optimality of the new schedule. This procedure
can be repeated until we obtain the required optimal schedule. 
Based on Lemma 2.1, we assume that all the schedules studied in this paper have the ERD property.
Lemma 2.2. Let Ja and Jb be two jobs in an instance L of 1|p-batch, b = ∞, rj|Cmax with ra ≤ rb and pa ≥ pb. Then Copt(L) ≥
min{rb + pa, ra + pa + pb}.
Proof. This is a trivial result that can be established by considering two possibilities: Ja and Jb belong to a common batch or
two distinct batches. 
3. The best online algorithm given information p∗(t)
3.1. A lower bound
We consider the online scheduling problem 1|p-batch; b = ∞; online; J∗(t)|Cmax. Let x = (
√
5 − 1)/2 ≈ 0.618. Let
α = 1 − x ≈ 0.382. For i ≥ 0, define f (i) = ∑0≤j≤i−1 xj with f (0) = 0. Let k be a positive integer that can be arbitrarily
large. The job arriving at time t will be denoted by J(t), and its processing time is denoted by p(t). Note that x2 + x −
1 = 0.
To find a lower bound for any heuristic H , we construct a special instance as follows:
The adversary has prepared a list of jobs J(t(i, j))with arrival times t(i, j) = f (i)+ jxi+1/k, 0 ≤ i ≤ k and 0 ≤ j ≤ k. The
processing time of these jobs are defined by p(t(i, j)) = xi if j = 0, and p(t(i, j)) = xi+1 if j > 0.
So, at time instant 0, the adversary releases job J(0)with processing time 1, and informs that job J(x/k)with processing
time xwill be released at time instant x/k.
If H starts processing J(0) before time x/k, the adversary does not release any job after time x/k. Then Con ≥ 1 + x and
Copt ≤ 1 + x/k by scheduling J(0) and J(x/k) in a common batch starting at time x/k. Thus, Con/Copt > 1 + α. Hence, we
suppose that H waits for the time instant x/k without any action. Then, at time instant x/k, job J(x/k) is released, together
with information on the next longest job J(2x/k).
Generally, suppose H does not schedule any job before time t(i, j) (0 ≤ i, j ≤ k). Then, at time t(i, j), job J(t(i, j)) is
released, togetherwith information on the next longest job. There are three possibilities thatwewill discuss in the following.
Case 1.0 ≤ i ≤ k and 0 ≤ j ≤ k− 1.
If H starts processing the available jobs before time t(i, j + 1), then the adversary does not release any job after time
t(i, j + 1). So, Con ≥ t(i, j) + 1 + p(t(i, j + 1)) = f (i) + jxi+1/k + 1 + xi+1. But we have Copt ≤ t(i, j + 1) + p(t(i, 0)) =
f (i)+(j+1)xi+1/k+xi ≤ 1+x+· · ·+xi+1, which is obtained by generating i+1 batches with processing times 1, x, . . . , xi,
respectively, in this order with the last batch starting at t(i, j+1). Then, Con−Copt ≥ 1+ xi+1− xi−1/k = 1− xi+2−1/k ≥
(1 − x)Copt − 1/k = αCopt − 1/k, which tends to αCopt when k tends to∞. Hence, we suppose that H waits for the time
instant t(i, j+ 1)without any action. Then, at time instant t(i, j+ 1), job J(t(i, j+ 1)) is released, together with information
on the next longest job, and so the procedure continues.
Case 2. 0 ≤ i ≤ k− 1 and j = k.
If H starts processing the available jobs before time t(i + 1, 0), then the adversary does not release any job after time
t(i + 1, 0). So, Con ≥ t(i, k) + 1 + p(t(i + 1, 0)) = f (i) + xi+1 + 1 + xi+1. But we have Copt ≤ f (i) + xi + xi+1 = 1 +
x + · · · + xi+1, which is obtained by generating i + 2 batches with processing times 1, x, . . . , xi+1 in this order. Then,
Con− Copt ≥ 1+ xi+1− xi = 1− xi+2 ≥ (1− x)Copt = αCopt. Hence, we suppose that H waits for the time instant t(i+ 1, 0)
without any action. Then, at time instant t(i + 1, 0), job J(t(i + 1, 0)) is released, together with information on the next
longest job, and so the procedure continues.
Case 3. i = k and j = k.
At time t(k, k), the adversary informs that there is no other unreleased job. H starts processing the available jobs at least
at time t(k, k). Then Con ≥ t(k, k)+ 1 = f (k)+ xk+1 + 1 and Copt ≤ f (k)+ xk + xk+1 = 1+ x+ · · · + xk+1. It follows that
Con − Copt ≥ 1− xk = (1− xk+2)− xk+1 ≥ αCopt − xk+1, which tends to αCopt when k tends to∞.
Consequently, we have the following theorem.
Theorem 3.1. Any online algorithm for 1|p-batch; b = ∞; online; J∗(t)|Cmax cannot have a competitive ratio less than
(5−√5)/2 ≈ 1.382.
As a corollary, we have
Corollary 3.2. Any online algorithm for 1|p-batch; b = ∞; online; p∗(t)|Cmax cannot have a competitive ratio less than
(5−√5)/2 ≈ 1.382.
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3.2. The best online algorithm given information p∗(t)
Now we offer an online algorithm for problem 1|p-batch; b = ∞; online; p∗(t)|Cmax. Since we will show that the online
algorithm has a competitive ratio at most (5 −√5)/2 ≈ 1.382, by Theorem 3.1 and Corollary 3.2, this online algorithm is
the best possible given information either J∗(t) or p∗(t). The notation used in this section is as follows:
• r0 is the release date of the first longest job.• U(t) is the set of unprocessed jobs available at time instant t .
• J(t) is the first longest job in U(t). The arrival time and processing time of J(t) are denoted by r(t) and p(t), respectively.
• J∗(t) is the first longest job arriving after time instant t . The arrival time and processing time of J∗(t) are denoted by r∗(t)
and p∗(t), respectively. If no job arrives after t , we set p∗(t) = 0.
• pmax is the maximum processing time of all the jobs. Then pmax = p(r0).
• α = (3−√5)/2 ≈ 0.382. Note that α2 − 3α + 1 = 0.
• x = 1− α ≈ 0.618. Note that x2 + x− 1 = 0 and α = x/(1+ x) = 1/(2+ x).
• For i ≥ 0, f (i) =∑0≤j≤i−1 xj. Note that f (0) = 0.
• f (∞) =∑∞j=0 xj = 1/(1− x) = 1/α.• For a time instant t with p(t) > 0, i(t) = max{i : f (i)p(t) ≤ t}. We define i(t) = ∞ if t ≥ f (∞)p(t).
Note that when t < f (∞)p(t) = p(t)/α (equivalently, i(t) <∞), we have f (i(t))p(t) ≤ t < f (i(t)+ 1)p(t).
We provide the intuition of the following algorithm as follows:
IfU(t) = ∅, then,when p∗(t) = 0,we terminate the algorithmsince all the jobs have been scheduled andwhen p∗(t) > 0,
we do nothing but wait for the arrival of job J∗(t).
If U(t) ≠ ∅ and p∗(t) = 0, then no jobs will arrive after time t , so we schedule U(t) as a single batch starting at time t
and terminate the algorithm.
Suppose that U(t) ≠ ∅ and p∗(t) > 0. If i(t) = ∞, then the value Copt is sufficiently large, so by putting all the
unscheduled jobs in a batch, the resulting schedule still has a better performance.
Suppose that i(t) <∞. Then f (i(t))p(t) ≤ t < f (i(t)+1)p(t). So, either f (i(t))p(t)+xi(t)+1p(t) ≤ t < f (i(t)+1)p(t) or
f (i(t))p(t) ≤ t < f (i(t))p(t)+ xi(t)+1p(t). In the former case, we do nothing but wait for the time instant f (i(t)+ 1)p(t). In
the latter case, the scheduling strategy will be determined by the size of p∗(t). If t− f (i(t))p(t) < p∗(t) < xi(t)+1p(t), we do
nothing but wait for the time instant min{f (i(t))p(t)+ p∗(t), r∗(t)}. If t − f (i(t))p(t) < xi(t)+1p(t) ≤ p∗(t), we do nothing
but wait for the time instant r∗(t). If p∗(t) ≤ t − f (i(t))p(t) < xi(t)+1p(t), we schedule U(t) as a single batch starting at
time t .
Algorithm H . Step 0. Set t := r0, D := {r0} and J := {J(r0)}.
Step 1. If U(t) = ∅, do the following.
(1.1) If p∗(t) = 0, terminate the algorithm.
(1.2) If p∗(t) > 0, reset D := D ∪ {r∗(t)}, J := J ∪ {J∗(t)} and t := r∗(t).
Step 2. If i(t) = ∞, then go to Step 6.
Step 3. If t ≥ f (i(t))p(t)+ xi(t)+1p(t), reset D := D ∪ {f (i(t)+ 1)p(t)} and t := f (i(t)+ 1)p(t).
Step 4. If p∗(t) = 0, then schedule U(t) as a single batch starting at time t and terminate the algorithm.
Step 5. Do the following.
(5.1) If t − f (i(t))p(t) < p∗(t) < xi(t)+1p(t), then wait for the first time instant t∗ ∈ (t, f (i(t))p(t)+ p∗(t)] such that either
t∗ = f (i(t))p(t) + p∗(t) or job J∗(t) arrives at time t∗. Reset D := D ∪ {t∗}. In the later case, reset J := J ∪ {J∗(t)}.
Reset t := t∗ and go back to Step 4.
(5.2) If t − f (i(t))p(t) < xi(t)+1p(t) ≤ p∗(t), then reset D := D ∪ {r∗(t)}, J := J ∪ {J∗(t)} and t := r∗(t). Return to Step 2.
(5.3) If p∗(t) ≤ t− f (i(t))p(t) < xi(t)+1p(t), then schedule U(t) as a single batch starting at time t . ResetD := D∪{t+p(t)},
t := t + p(t), and go to Step 6. (Note that, after updating, if U(t) ≠ ∅, we have i(t) = ∞.)
Step 6. Reset t as the first time instant t∗ ≥ t with p∗(t∗) = 0. Reset D := D ∪ {t∗}. Then schedule U(t) as a single batch
starting at time t and terminate the algorithm. 
When the algorithm terminates, we obtain a schedule (still denoted by H) and two sets D and J. The time instants in D
are called the decision points in H , and the jobs in J are called the valid jobs in H .
Note that the first decision point r0 in D is the release date of the first longest job. So, the first job in J is the longest job
among all jobs. Given information p∗(t) at time t , we can see that the jobs in J are added to J in the LPT order in H . So, we
say that J has the LPT property. We remind the readers that the notation J will not appear in the following discussion, but
the LPT property is potentially used.
To have a better understanding of Algorithm H , we first give a lemma about the starting times of the batches in H .
Lemma 3.3. Suppose that t ∈ D is a time instant such that U(t) is not empty. Then Algorithm H schedules U(t) as a single batch
starting at time t if and only if one of the following two cases occurs:
(1) i(t) = ∞ and p∗(t) = 0;
(2) i(t) <∞ and 0 ≤ p∗(t) ≤ t − f (i(t))p(t) < xi(t)+1p(t).
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Proof. Consider the design of Algorithm H . H may form a batch in Step 4, Step 5(5.3) and Step 6. Before invoking the
procedure of Step 4, one of Step 3 and Step 5(5.1) is executed. Hence, in Step 4, we have f (i(t))p(t) ≤ t < f (i(t))p(t) +
xi(t)+1p(t). If Step 4 forms a batch, then we have i(t) <∞ and 0 = p∗(t) ≤ t − f (i(t))p(t) < xi(t)+1p(t), and so (2) occurs.
If Step 5(5.3) forms a batch, then we have i(t) <∞ and 0 < p∗(t) ≤ t − f (i(t))p(t) < xi(t)+1p(t), and so (2) occurs. At the
end of Step 6, we have i(t) = ∞ and p∗(t) = 0, and so (1) occurs.
Conversely, suppose that one of the above two cases occurs. If (1) occurs, then i(t) = ∞ and there are no jobs arriving
after time t . Then Algorithm H schedules U(t) as a single batch starting at time t and the algorithm terminates. Such a case
may occur in Step 6.
If (2) occurs, then there are two possibilities for p∗(t): either p∗(t) = 0 or p∗(t) > 0. If p∗(t) = 0, then the batch U(t) is
formed in Step 4. If p∗(t) > 0, then the batch U(t) is formed in Step 5(5.3).
There are no other possibilities for the starting times of the batches in H . Hence, the result follows. 
According to Algorithm H , we consider an arbitrary job list L. Let Copt(L) be the offline optimal objective value of job
system L. Let Con(L) be the objective value of L obtained by Algorithm H . When no confusion may arise, we write Copt and
Con for Copt(L) and Con(L), respectively. Our goal is to show that Con/Copt ≤ 1+ α, or equivalently, (Con − Copt)/Copt ≤ α.
The following lemma gives an explanation for the action of Step 5(5.3).
Lemma 3.4. Let t ∈ D be a decision point of H such that U(t) ≠ ∅, i(t) < ∞ and p∗(t) > 0. If p∗(t) ≤ t − f (i(t))p(t) <
xi(t)+1p(t), then t + p(t) ≥ p∗(t)/α = f (∞)p∗(t).
Proof. By the condition p∗(t) ≤ t − f (i(t))p(t) < xi(t)+1p(t), we have p∗(t) ≤ xi(t)+1p(t) ≤ xp(t), and so p(t) ≥ p∗(t)/x.
Hence, we have t + p(t) ≥ f (i(t))p(t)+ p∗(t)+ p(t) ≥ p∗(t)+ p(t) ≥ p∗(t)(1+ 1/x) = p∗(t)/α = f (∞)p∗(t). 
By Lemma 3.4, at the end of Step 5(5.3), after Algorithm H resets t := t+p(t), wemust have i(t) = ∞. This is the reason
why Algorithm H goes to Step 6 from the end of Step 5(5.3).
Lemma 3.5. For each decision point t ∈ D of H with U(t) ≠ ∅ and i(t) <∞, we have p(t) = pmax.
Proof. Since pmax is the longest processing time of all the jobs, we have p(t) ≤ pmax. Suppose, to the contrary, that
p(t) < pmax. Let t ′ ∈ D be the maximum decision point in H such that p(t ′) = pmax. Then t ′ + pmax ≤ t and Algorithm H
schedules U(t ′) as a single batch starting at time t ′. Note that p∗(t ′) ≥ p(t) > 0. Since i(t) < ∞, we have t ′ + pmax ≤ t <
f (∞)p(t) < f (∞)p(t ′), and so i(t ′) <∞.
Now U(t ′) ≠ ∅, i(t ′) < ∞ and p∗(t ′) > 0, but Algorithm H schedules U(t ′) as a single batch starting at time t ′. By
the design of Algorithm H , such an event can only happen in Step 5(5.3). Hence, by the condition of Step 5(5.3), we have
f (i(t ′))p(t ′) ≤ t ′ < f (i(t ′))p(t ′)+xi(t ′)+1p(t ′) and p∗(t ′) < t ′− f (i(t ′))p(t ′). By Lemma 3.4, we have t ′+pmax ≥ f (∞)p∗(t ′).
Combining the facts that t ≥ t ′ + pmax and p∗(t ′) ≥ p(t), we conclude that t ≥ f (∞)p(t). This contradicts the assumption
that i(t) <∞ and completes the proof of Lemma 3.5. 
Corollary 3.6. For each decision point t ∈ D of H with U(t) ≠ ∅ and i(t) <∞, we have r(t) = r0 ∈ D and there are no batches
processed before time t.
Proof. By Lemma 3.5, we have p(t) = pmax. By Lemma 3.3 and the design of Step 5(5.3), the starting time of the first batch
is at least t . Hence, r(t) = r0 ∈ D. 
Remark. Corollary 3.6 implies that Algorithm H generates at most two batches.
The following lemma is used to estimate the optimal value of the job list L.
Lemma 3.7. Let t ∈ D be a decision point of H such that U(t) ≠ ∅, i(t) <∞, f (i(t))p(t) ≤ t < f (i(t))p(t)+ xi(t)+1p(t) and
p∗(t) > 0. Let L(t) be the set of jobs arriving at time r∗(t), i.e., L(t) = {Jj ∈ L : rj ≤ r∗(t)}. Then the optimal value Copt(L(t)) for
the jobs in L(t) can be estimated by
Copt(L(t)) ≥ f (i(t)+ 1)p(t)+min{p∗(t), r∗(t)− f (i(t))p(t)}.
Proof. We first give the following claim.
Claim 1. If there is a job Jj ∈ U(t) such that rj + pj ≥ f (i(t)+ 1)p(t) and pj ≥ xi(t)p(t), then the result holds.
Proof of Claim 1. By using Lemma 2.2 on Jj and J∗(t), we have
Copt(L(t)) ≥ min{rj + pj + p∗(t), r∗(t)+ pj}
≥ min{f (i(t)+ 1)p(t)+ p∗(t), r∗(t)+ xi(t)p(t)}
= f (i(t)+ 1)p(t)+min{p∗(t), r∗(t)− f (i(t))p(t)}.
This completes the proof of Claim 1. 
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Define
D∗ = {t∗ ∈ D : J(t) = J(t∗), f (i(t∗))p(t) ≤ t∗ < f (i(t∗))p(t)+ xi(t∗)+1p(t), p∗(t∗) > 0}.
Then t ∈ D∗. Write D∗ = {t1, t2, . . . , tm} such that t1 < t2 < · · · < tm. We prove by induction on k = 1, 2, . . . ,m that the
result is true for each possibility t = tk.
When i(t) = i(t1), by Corollary 3.6 and the design of Step 3 in Algorithm H , either t = r(t) ≥ f (i(t))p(t), or i(t) ≥ 1 and
f (i(t)−1)p(t)+xi(t)p(t) ≤ r(t) < f (i(t))p(t) = t . Then r(t) ≥ f (i(t)−1)p(t)+xi(t)p(t) and so r(t)+p(t) ≥ f (i(t)+1)p(t).
By Claim 1, the result holds.
Inductively, we suppose that t = tk, i(t) ≥ i(t1)+ 1, k ≥ 2 and the result holds up to k− 1. Then we have i(t) ≥ 1 and
r(t) < f (i(t)− 1)p(t)+ xi(t)p(t) < t . By Corollary 3.6, the time period [r(t), t) is idle in H .
Consider the decision point tv ∈ D∗ before t = tk such that tv < f (i(t)− 1)p(t)+ xi(t)p(t) and tv+1 ≥ f (i(t))p(t). Such a
decision point v exists, since t1 < f (i(t)− 1)p(t)+ xi(t)p(t) and t ≥ f (i(t))p(t). Clearly, we have 1 ≤ v ≤ k− 1.
Now i(tv) ≤ i(t) − 1 and i(tv+1) = i(t). At the time instant tv , such a case cannot occur in Step 5(5.1), since otherwise
tv+1 < f (i(tv))p(t)+ xi(tv)+1p(t) ≤ f (i(t)− 1)p(t)+ xi(t)p(t) < f (i(t))p(t). Such a case cannot occur in Step 5(5.3) either,
since otherwise Algorithm H starts the processing of job J(tv) = J(t) at time tv . Hence, this case occurs in Step 5(5.2).
Consequently, we have p∗(tv) ≥ xi(tv)+1p(t) ≥ xi(t)p(t).
There are twopossibilities for the arrival time r∗(tv) of job J∗(tv): either f (i(t)−1)p(t)+xi(t)p(t) ≤ r∗(tv) < f (i(t))p(t) ≤
t or f (i(t))p(t) ≤ r∗(tv) ≤ t < f (i(t))p(t) + xi(t)+1p(t). In the former possibility, we have t = f (i(t))p(t) due to Step 3 in
Algorithm H . In both possibilities, we have r∗(tv) ≥ f (i(t)− 1)p(t)+ xi(t)p(t).
If i(tv) = i(t) − 1, then, by the induction hypothesis, we have Copt(L(tv)) ≥ f (i(t))p(t) +min{p∗(tv), r∗(tv) − f (i(t) −
1)p(t)} ≥ f (i(t))p(t) + xi(t)p(t) = f (i(t) + 1)p(t). If J∗(tv) and J∗(t) belong to a common batch in a certain optimal
schedule for L(t), then Copt(L(t)) ≥ r∗(t) + p∗(tv) ≥ r∗(t) + xi(t)p(t) = f (i(t) + 1)p(t) + r∗(t) − f (i(t))p(t), as required.
If J∗(tv) and J∗(t) belong to two distinct batches in every optimal schedule for L(t), then Copt(L(t)) ≥ Copt(L(tv))+ p∗(t) ≥
f (i(t)+ 1)p(t)+ p∗(t), as required again.
If i(tv) ≤ i(t)− 2, then p∗(tv) ≥ xi(tv)+1p(t) ≥ xi(t)−1p(t). Hence, we have r∗(tv)+ p∗(tv) ≥ f (i(t)+ 1)p(t). By Claim 1,
the result holds. 
Theorem 3.8. Con/Copt ≤ 1+ α.
Proof. Let t be the starting time of the last batch in H . Then Con = t + p(t). If t = r(t), then Con = Copt. Hence, we suppose
in the following that r(t) < t . We consider the following two cases.
Case 1. t is the completion time of another batch B in H .
Let t ′ be the starting time of B. Since r(t) < t , by the design of Algorithm H , such an event can only occur in Step 5(5.3)
at the time instant t ′. Then, by the condition of Step 5(5.3), we have p(t) ≤ t ′− f (i(t ′))p(t ′) < xi(t ′)+1p(t ′). Hence, p(t) ≤ t ′
and p(t) < xp(t ′).
If t ′ = r(t ′), then Copt ≥ t ′ + p(t ′). Since Con = t ′ + p(t ′) + p(t), t ′ ≥ p(t) and p(t) < xp(t ′), we deduce that
Con/Copt ≤ 1+ p(t)/(t ′ + p(t ′)) < 1+ p(t)/(p(t)+ p(t ′)) ≤ 1+ x/(1+ x) = 1+ α, as required.
We suppose in the following that t ′ > r(t ′). By Corollary 3.6, t ′ is not the first decision point in H . Let tv ∈ D be the
last decision point before t ′. Then i(tv) = i(t ′) and p(tv) = p(t ′). The decision point t ′ is added in D either at the end
of Step 5(5.1) or at the end of Step 5(5.2). By the design of Steps 5(5.1) and 5(5.2), we see that t ′ = r∗(tv) and p∗(tv) ≥
t ′ − f (i(t ′))p(t ′). By using Lemma 3.7 on tv , we have Copt ≥ f (i(t ′) + 1)p(t ′) + t ′ − f (i(t ′))p(t ′) = t ′ + xi(t ′)p(t ′). Hence,
Con − Copt ≤ p(t ′) − xi(t ′)p(t ′) + p(t). Note that r(t) > t ′ and so r(t) − f (i(t ′))p(t ′) > p(t). By using Lemma 3.7 on t ′, we
also have Copt ≥ f (i(t ′)+ 1)p(t ′)+ p(t). Since p(t) < xi(t ′)+1p(t ′) and 1− x = x2, we deduce that
(Con − Copt)/Copt ≤ (p(t ′)− xi(t ′)p(t ′)+ p(t))/(f (i(t ′)+ 1)p(t ′)+ p(t))
< (p(t ′)− xi(t ′)p(t ′)+ xi(t ′)+1p(t ′))/(f (i(t ′)+ 1)p(t ′)+ xi(t ′)+1p(t ′))
= (1− xi(t ′)+2)/(1+ x+ · · · + xi(t ′)+1)
= 1− x = α,
as required.
Case 2. t is not the completion time of any batch in H .
If i(t) = ∞, by the design of Step 6 in Algorithm H , there is a job J ∈ U(t) arriving at time t . Then Copt ≥ t ≥ f (∞)p(t).
Since Con = t + p(t), we have Con/Copt ≤ (t + p(t))/t ≤ (f (∞)+ 1)/f (∞) = 1+ α.
Suppose i(t) <∞. By Lemma 3.3, we have f (i(t))p(t) ≤ t < f (i(t))p(t)+ xi(t)+1p(t). Note that, by Lemma 3.5, for every
decision point tv ∈ D, we have p(tv) = p(t). We consider the following two subcases.
Case 2.1. t > f (i(t))p(t).
Let t ′ ∈ D be the last decision point before t . Then f (i(t))p(t) ≤ t ′ < t , and so i(t ′) = i(t). Since i(t) < ∞, t is
added in D either at the end of Step 5(5.1) or at the end of Step 5(5.2). Since p∗(t) = 0 in both cases, the job J∗(t ′) arrives
at r∗(t ′) = t such that p∗(t ′) ≥ t − f (i(t))p(t). By Lemma 3.7, we have Copt ≥ f (i(t) + 1)p(t) + t − f (i(t))p(t) =
t + xi(t)p(t) > f (i(t) + 1)p(t). Since Con = t + p(t), we have Con − Copt ≤ p(t) − xi(t)p(t) < p(t) − xi(t)+1p(t). It follows
that (Con − Copt)/Copt < (1− xi(t)+1)/f (i(t)+ 1) = 1− x = α, as required.
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Case 2.2. t = f (i(t))p(t).
Since r(t) < t , we have i(t) ≥ 1. If r(t) ≥ f (i(t)− 1)p(t)+ xi(t)p(t), then Copt ≥ f (i(t)− 1)p(t)+ xi(t)p(t)+ p(t), and
so Con − Copt = xi(t)−1p(t)− xi(t)p(t) ≤ (1− x)p(t) = αp(t) < αCopt, as required.
Suppose that r(t) < f (i(t)− 1)p(t)+ xi(t)p(t). Let t ′ ∈ D be the last decision point before t such that f (i(t ′))p(t) ≤ t ′ <
f (i(t ′))p(t)+ xi(t ′)+1p(t). Then i(t ′) ≤ i(t)− 1. Since the decision points t and t ′ satisfy t > t ′, t ′ is the starting point of Step
5(5.2). Hence, we have p∗(t ′) ≥ xi(t ′)+1p(t) ≥ xi(t)p(t). We also have r∗(t ′) ≥ f (i(t)−1)p(t)+xi(t)p(t), since t = f (i(t))p(t).
When r∗(t ′) < f (i(t))p(t) = t , we have Copt ≥ r∗(t ′)+ p∗(t ′) ≥ f (i(t)− 1)p(t)+ xi(t)p(t)+ xi(t ′)+1p(t), which is at least
f (i(t)+ 1)p(t)when i(t ′) ≤ i(t)− 2. By Lemma 3.7, we also have Copt ≥ f (i(t ′)+ 1)p(t)+min{p∗(t ′), r∗(t ′)− f (i(t ′))p(t)},
which is also at least f (i(t) + 1)p(t) when i(t ′) = i(t) − 1. Hence, we always have Copt ≥ f (i(t) + 1)p(t). Note that Con =
t+p(t) = f (i(t))p(t)+p(t). Thenwe have Con−Copt ≤ p(t)−xi(t)p(t) = (1−x)f (i(t))p(t) < (1−x)f (i(t)+1)p(t) ≤ αCopt,
as required.
When r∗(t ′) = f (i(t))p(t) = t , we have Copt ≥ t + p∗(t ′) ≥ f (i(t))p(t) + xi(t)p(t) = f (i(t) + 1)p(t), and so
Con − Copt ≤ p(t)− xi(t)p(t). Hence, we still have Con − Copt ≤ αCopt. The result follows. 
4. Online algorithms given information r∗(t)
4.1. The lower bounds
We consider the online scheduling problem 1|p-batch; b = ∞; online; r∗(t)|Cmax. The lower bound established in
Theorem 4.1 is for general online algorithms, and the lower bound established in Theorem 4.2 is for online algorithms
generating at most two batches.
Theorem 4.1. Any online algorithm for 1|p-batch; b = ∞; online; r∗(t)|Cmax cannot have a competitive ratio less than 3
√
3 ≈
1.442.
Proof. To find a lower bound for any heuristic H , we construct a special instance as follows: Let ε be a sufficiently small
positive number. Denote by Con and Copt, respectively, the objective value of an online AlgorithmH and of an optimal (offline)
algorithm.
At time 0, one job J0 with processing time 1 arrives, and we are informed that J1 = J∗(0)will arrive at time a = 3
√
3− 1.
If H does not schedule J0 before time a, then, at time a, p1 = ε is released and we are informed that there are no jobs
arriving after time a. We have Con ≥ 1+ a and Copt = 1+ ε. Then, Con/Copt ≥ (1+ a)/(1+ ε)→ 1+ a = 3
√
3 as ε→ 0.
If H schedules J0 as a single batch starting at time S < a, then we distinguish two cases.
Case 1. S ≥ 3√9− 2. Then p1 = 1 is released at time a and we are informed that there are no jobs arriving after time a. We
have Con ≥ S + 1+ 1 ≥ 3
√
9 and Copt = 3
√
3. Then, Con/Copt ≥ 3
√
9/ 3
√
3 = 3√3.
Case 2. S < 3
√
9 − 2. Then p1 = 1 is released at time a and we are informed that J2 = J∗(a) will arrive at time
b = 3√9− 1 > S + 1.
If H does not schedule J1 before time b, then, at time b, p2 = ε is released and we are informed that there are no jobs
arriving after time b. We have Con ≥ b+ 1 = 3
√
9 and Copt = a+ 1+ ε = 3
√
3+ ε. Then, Con/Copt ≥ 3
√
9/( 3
√
3+ ε)→ 3√3
as ε→ 0.
If H schedules J1 as a single batch starting at time S1 ∈ [S + 1, b), then p2 = 1 is released at time b and we are
informed that there are no jobs arriving after time b. We have Con ≥ S1 + 2 ≥ S + 3 ≥ 3 and Copt = b + p1 = 3
√
9.
Then Con/Copt ≥ 3/ 3
√
9 = 3√3. The result follows. 
Theorem 4.2. Any online algorithm for 1|p-batch; b = ∞; online; r∗(t)|Cmax that uses at most two batches cannot have a
competitive ratio less than (
√
5+ 1)/2 ≈ 1.618.
Proof. Let α = (√5− 1)/2. To find a lower bound for any heuristic H , we construct a special instance as follows:
At time 0, one job J0 with processing time 1 arrives, and we are informed that J1 = J∗(0)will arrive at time instant α.
If H does not schedule J0 before time α, then, at time α, p1 = ε > 0 is released and we are informed that there are no
jobs arriving after time α. We have Con ≥ 1+ α and Copt = 1+ ε. Then, Con/Copt ≥ (1+ α)/(1+ ε)→ 1+ α as ε→ 0.
If H schedules J0 as a single batch starting at time S < α, then p1 = 1 is released at time α and we are informed that
J2 = J∗(α)will arrive at time instant 1+ α. Since it is required that at most two batches are generated, H must wait for the
time instant 1+α. At time 1+α, we are informed that p2 = ε and there are no jobs arriving after time 1+α. The second batch
starts at a time instant no less 1+α. We have Con ≥ 2+α and Copt = 1+α+ε. Then, Con/Copt ≥ (2+α)/(1+α+ε)→ 1+α
as ε→ 0. The result follows. 
4.2. An online algorithm using at most three batches
Now we offer an online algorithm by using at most three batches for the scheduling problem 1|p-batch; b = ∞;
online; r∗(t)|Cmax. We assume that the first longest job arrives at time 0, since otherwise we can shift the time horizon
to the right for a suitable length without affecting the discussion. The notation used in this section is as follows:
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• U(t) is the set of unprocessed jobs available at time t .
• J∗(t) is the first longest job arriving after t . The arrival time of J∗(t) is denoted by r∗(t). If no job arrives after t , then we
set r∗(t) = ∞.
• Jt is the job arriving at time instant t , if any. The processing time of Jt is denoted by pt .• α = 1/2 = 0.5.
Algorithm Hr . Step 1. Set t := 0, and D := {0}. Define r0 = 0. Here we assume that the first longest job arrives at time 0.
Step 2. If r∗(t) = ∞, then schedule U(t) as the first batch starting at time t and terminate the algorithm.
Step 3. If r∗(t) < t + αp0 and pt > α(r∗(t)+ p0), then wait for time instant r∗(t). Reset t := r∗(t). Reset D := D ∪ {t} and
go back to Step 2.
Step 4. If either r∗(t) ≥ t + αp0 or pt ≤ α(r∗(t)+ p0), then schedule U(t) as the first batch starting at time t . Define t0 = t
and r1 = r∗(t). Reset t := max{r∗(t), t + p0}. Reset D := D ∪ {t}.
Step 5. Schedule U(t) as the second batch starting at time t . If r∗(t) = ∞, then terminate the algorithm. Otherwise, reset
D := D ∪ {t + pr1} and t := t + pr1 .
Step 6. Wait for the latest time instant t∗ ≥ t such that r∗(t∗) = ∞, schedule U(t∗) as the third batch starting at time t∗,
and terminate the algorithm. 
Let the batches generated by Algorithm Hr be B0, B1, . . . , Bk in this order. By the design of Algorithm Hr , we have
Observation 1. Algorithm Hr generates at most three batches, i.e., 0 ≤ k ≤ 2. Furthermore, for 0 ≤ i ≤ k, ti is the starting
time of Bi, and ri is the arrival time of the first longest job in Bi.
Observation 2. The completion time of Bi (0 ≤ i ≤ 2) is calculated by ti + pri .
Since the first longest job arrives at time 0, we have r0 = 0. If rk = tk, then Con = Copt = rk + prk . Hence, we assume in
what follows that rk < tk.
Lemma 4.3. If k = 0, then Con/Copt ≤ 1+ α.
Proof. By the assumption of tk > rk, we have t0 > 0. Let t ∈ D be the last decision point before t0. By the design of Step 3 in
Algorithm Hr , job pt arrives at time t such that t0 < t + αp0 and pt > α(t0+ p0). This means that t0+ p0 < (1+ α)(t + p0)
and pt + p0 ≥ 2pt > 2α(t0 + p0) = t0 + p0 > t + p0.
If t = 0, then we have Copt ≥ t + p0. If t > 0, by using Lemma 2.2 on jobs J0 and Jt , then we have Copt ≥ min{p0 + pt ,
t + p0} = t + p0. Hence, we always have Copt ≥ t + p0. Consequently, Con = t0 + p0 < (1+ α)(t + p0) ≤ (1+ α)Copt, as
required. 
Lemma 4.4. If k = 1, then Con/Copt ≤ 1+ α.
Proof. By the assumption of tk > rk, we have t1 > r1. By the design of Step 5 in Algorithm Hr , we have t1 = t0 + p0 and
Con = t1 + pr1 = t0 + p0 + pr1 . By the design of Step 4 in Algorithm Hr , either r1 ≥ t0 + αp0 or pt0 ≤ α(r1 + p0).
If r1 ≥ t0 + αp0, then Copt ≥ r1 + pr1 ≥ t0 + αp0 + pr1 . Hence, Con − Copt ≤ (1− α)p0 = αp0 ≤ αCopt, as required. Note
that t0 = 0 implies that r1 ≥ αp0.
Suppose in the following that t0 > 0 and pt0 ≤ α(r1 + p0). We consider the following two cases.
Case 1. 0 < t0 ≤ αp0.
By Lemma 2.2, we have Copt ≥ min{r1 + p0, pr1 + p0}. If Copt ≥ r1 + p0, then Con = t0 + p0 + pr1 < r1 + p0 + pt0 ≤
(1+α)(r1+p0) ≤ (1+α)Copt. If Copt ≥ pr1+p0, then Con = t0+p0+pr1 ≤ αp0+p0+pr1 < (1+α)(pr1+p0) ≤ (1+α)Copt,
as required.
Case 2. t0 > αp0.
Let t ∈ D be the last decision point before t0. By the design of Algorithm Hr , 0 < t < t0, job Jt arrives at time t , pt >
α(t0 + p0) and t0 < t + αp0. Let π be an (offline) optimal schedule for the job list L. We consider the following three cases
for the scheduling of jobs J0, Jt and Jr1 in π .
Case 2.1. J0, Jt and Jr1 are scheduled in the same batch in π .
We have Copt ≥ r1 + p0, and so Con = t0 + p0 + pr1 < r1 + p0 + pt0 ≤ (1+ α)(r1 + p0) ≤ (1+ α)Copt, as required.
Case 2.2. J0 and Jt are scheduled in the same batch not including Jr1 in π .
Then Copt ≥ t+p0+pr1 . Note that t0 < t+αp0.We have Con = t0+p0+pr1 ≤ t+(1+α)p0+pr1 < (1+α)(t+p0+pr1) ≤
(1+ α)Copt, as required.
Case 2.3. J0 and Jt are scheduled in distinct batches in π .
We have Copt ≥ p0 + pt > p0 + α(t0 + p0) = (1+ α)p0 + αt0. So, Con − Copt ≤ t0 + pr1 − pt ≤ t0.
Note that we also have Copt ≥ r1 + pr1 > t0 + pr1 . Hence, we also have Con − Copt < p0.
Now Con − Copt < α1+2α × t0 + 1+α1+2α × p0 = 11+2α × ((1+ α)p0 + αt0) ≤ 11+2α × Copt = αCopt. The result follows. 
Lemma 4.5. If k = 2, then Con/Copt ≤ 1+ α.
Proof. There are two possibilities for t2: either t2 > t1 + pr1 or t2 = t1 + pr1 . If t2 > t1 + pr1 , then t2 is the arrival time of
job Jt2 , and so Copt > t2 > pr0 + pr1 ≥ 2pr2 . Hence, we have Con − Copt ≤ pr2 < αCopt, as required.
846 J. Yuan et al. / Discrete Applied Mathematics 159 (2011) 838–847
Suppose t2 = t1+ pr1 . By the assumption of r2 < t2, we have t1 < r2 < t1+ pr1 . If there is an optimal schedule such that
Jr1 and Jr2 belong to the same batch, then Copt = r2 + pr1 ≥ t1 + pr1 = t0 + p0 + pr1 ≥ 2pr1 . We also have Copt ≥ r2. Hence,
Con − Copt ≤ (t1 + pr1 + pr2)− (r2 + pr2) < pr1 ≤ αCopt, as required.
Now suppose that Jr1 and Jr2 belong to two distinct batches in every optimal schedule. Let L(r1) be the set of jobs arriving
at time r1. Then, Copt ≥ Copt(L(r1)) + pr2 . Lemma 4.4 implies that t1 + pr1 ≤ (1 + α)Copt(L(r1)). Consequently, we have
Con = t1 + pr1 + pr2 ≤ (1+ α)Copt(L(r1))+ pr2 < (1+ α)Copt. The result follows. 
The above discussion leads to the following result.
Theorem 4.6. Con/Copt ≤ 1+ α = 3/2.
By Theorems 4.1 and 4.6, there is still a gap between 3
√
3 ≈ 1.442 and 3/2 for the competitive ratio of online algorithms
for the scheduling problem 1|p-batch; b = ∞; online; r∗(t)|Cmax.
4.3. A best online algorithm using at most two batches
Now we offer an online algorithm by using at most two batches for the scheduling problem 1|p-batch; b = ∞;
online; r∗(t)|Cmax. As before, we use the following notation:
• U(t) is the set of unprocessed jobs available at time t .
• J(t) is the first longest job in U(t). The arrival time and processing time of J(t) are denoted by r(t) and p(t), respectively.
• J∗(t) is the first longest job arriving after t . The arrival time of J∗(t) is denoted by r∗(t). If no job arrives after t , then we
set r∗(t) = ∞.
• α = (√5− 1)/2 ≈ 0.618.
Algorithm H(2)r . Step 0. Set t as the arrival time of the first longest job.
Step 1. Reset t := max{t, αp(t)}.
Step 2. Schedule U(t) as the first batch starting at time t .
Step 3. If r∗(t) = ∞, then terminate the algorithm.
Step 4. Wait for the first time instant t∗ ≥ t + p(t) such that r∗(t∗) = ∞. Schedule U(t∗) as the second batch starting at
time t∗, and terminate the algorithm. 
Theorem 4.7. Con/Copt ≤ 1+ α = (
√
5+ 1)/2 ≈ 1.618.
Proof. Let t0 be the starting time of the first batch B0, and t1 the starting time of the second batch B1 (if any). Then,
t0 = max{r(t0), αp(t0)} ≤ r(t0)+ αp(t0).
If H(2)r generates only one batch B0, then Con = t0 + p(t0). Since Copt ≥ r(t0) + p(t0), we deduce that Con ≤ r(t0) +
αp(t0)+ p(t0) ≤ (1+ α)Copt, as required.
Suppose that H(2)r generates two batches B0 and B1. Then Con = t1 + p(t1). If t1 is the arrival time of a job in B1, then
Copt ≥ t1 ≥ t0 + p(t0) ≥ (1+ α)p(t0) and so Con − Copt ≤ p(t1) ≤ p(t0) = α(1+ α)p(t0) ≤ αCopt, as required. Otherwise,
no job arrives at time t1. Then the only possibility is that t1 = t0 + p(t0), and so Con = t0 + p(t0) + p(t1). Note that
r(t1) > t0 ≥ αp(t0). Hence, Copt ≥ t0 + p(t1) ≥ (1+ α)p(t1). By Lemma 2.2, we also have Copt ≥ min{r(t1)+ p(t0), p(t0)+
p(t1)} ≥ min{t0 + p(t0), p(t0)+ p(t1)}. If Copt ≥ t0 + p(t0), then Con − Copt ≤ p(t1) = α(1+ α)p(t1) ≤ Copt, as required. If
Copt < t0 + p(t0), then Copt ≥ p(t0) + p(t1) and t0 = αp(t0) since t0 is not the arrival time r(t0) of J(t0). Consequently, we
have Con − Copt ≤ t0 = αp(t0) ≤ αCopt. The result follows. 
5. Conclusion
We have studied the semi-online scheduling of an unbounded parallel batch machine to minimize the makespan where,
at the present time instant t , information on the first longest job arriving after t is known. At time t , we use J∗(t) to denote the
first longest job arriving after t , and use p∗(t) and r∗(t) to denote the processing time and arrival time of J∗(t), respectively.
Given information p∗(t), we presented an online algorithm with a competitive ratio (5−√5)/2 ≈ 1.382, and showed that
the algorithm is the best possible; furthermore, this algorithm generates at most two batches. This algorithm is also the best
possible given information J∗(t). Given information r∗(t), we presented an online algorithm with a competitive ratio 3/2,
and showed that any online algorithm cannot have a competitive ratio less than 3
√
3 ≈ 1.442; furthermore, this algorithm
generates atmost three batches. Given information r∗(t)with the restriction that an online algorithm generates atmost two
batches, we presented an online algorithmwith a competitive ratio (
√
5+ 1)/2 ≈ 1.618, and showed that the algorithm is
the best possible.
Comparedwith the research on the corresponding problemwhen no future information of jobs is given, the best possible
online algorithms have a competitive ratio of (
√
5+ 1)/2 ≈ 1.618, and generally may generate sufficiently many batches.
This means that the information of J∗(t) at the present time t helps us to improve the performance of the online algorithms.
J. Yuan et al. / Discrete Applied Mathematics 159 (2011) 838–847 847
For further research, the first target is to close the gap from 3
√
3 to 3/2 given information r∗(t). Furthermore, the
generalization of the problem to multiple machines with each machine being an unbounded parallel batch machine is the
most important research topic to be addressed.
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