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COMPLEX GEOMETRIC OPTICS FOR SYMMETRIC
HYPERBOLIC SYSTEMS II: NONLINEAR THEORY IN ONE
SPACE DIMENSION
OMAR MAJ
Abstract. This is the second part of a work aimed to study complex-phase
oscillatory solutions of nonlinear symmetric hyperbolic systems. We consider,
in particular, the case of one space dimension. That is a remarkable case,
since one can always satisfy the naive coherence condition on the complex
phases, which is required in the construction of the approximate solution.
Formally the theory applies also in several space dimensions, but the naive
coherence condition appears to be too restrictive; the identification of the
optimal coherence condition is still an open problem.
1. Introduction
This paper constitutes the second part of a work dedicated to the analysis of
oscillatory waves with complex phases, the theory of which is usually referred to
as complex geometric optics in the applied literature. More specifically, in the first
part ([1], referred to as Part I throughout the paper), complex geometric optics for
linear symmetric hyperbolic systems have been put forward as a preparatory study
for nonlinear systems; now we move to the case of quasilinear first-order systems in
a single spatial dimension. The general problem in several space dimensions is still
open. The reason is that a coherence hypothesis on the complex phases is needed in
order to control the resonance of waves, but the naive condition, obtained naturally
from the formal analysis, appears to be too strong; the identification of the optimal
coherence hypothesis is closely connected to the formulation of the appropriate class
of profiles, cf., section 3.
When resonances occur, coherence conditions are crucial even for real-phase os-
cillatory waves, i.e., in the standard nonlinear geometric optics. Resonances have
been clearly identified by Hunter and Keller [2] and the theory for resonantly inter-
acting waves with real phases has been achieved by Majda and Rosales in one space
dimension, [3], and by Hunter, Majda and Rosales for several space dimensions, [4].
An important result of such works is that, in several space dimensions, a strong
coherence hypothesis on the phases is required in order to avoid hidden focusing,
i.e., focusing of phases generated through resonant interactions; then, these results
have been further developed and refined in the rigorous analysis of Joly, Me´tivier
and Rauch, both in one [5] and several space dimensions [6]. A careful analysis
of the coherence and focusing, including a number of clarifying examples, is also
given by Joly, Me´tivier and Rauch [7]. An account of the main developments of the
theory can be found in the lectures by Rauch [8] and in the review by Dumas [9].
Key words and phrases. Symmetric hyperbolic systems; Geometric optics; Complex phases.
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In our case, the main simplification in one single spatial dimension is that no
diffraction effects are present in the following sense. In complex geometric optics,
diffraction is described as a coupling between the equations for the real and the
imaginary part of the complex phase; in one space dimension such equations are
decoupled. This allows us to make use of the naive coherence condition which, in
addition, turns out to be always satisfied.
In several space dimensions, diffraction sets in; when the naive coherence hy-
pothesis is satisfied, the theory developed here is still applicable (after a straight-
forward generalization). However, one can readily recognize that such a hypothesis
is violated even in very simple cases.
2. Assumptions and Main Results
Let us consider the quasilinear system,
L(t, x, u, ∂u) = ∂tu+A(t, x, u)∂xu+ F (t, x, u) = 0, (2.1)
for u(t, x) ∈ CN and (t, x) ∈ R2. Here, A(t, x, u) and F (t, x, u) are smooth functions
of (t, x, u) with values in the space End(CN ) of N × N complex matrices and in
CN , respectively; particularly, smoothness with respect to the complex variables
u means that the functions are real-differentiable with respect to (u, u), with the
dependence on the complex conjugate u being always implied. We shall consider
solutions in a bounded open set Ω ⊂ R2 taking values in an compact set K ⊂ CN .
To some extent, we shall address the semilinear case separately; we recall that
(2.1) is called semilinear when the matrix A is independent on the unknown u.
Assumption 1. If the system (2.1) is semilinear, F (t, x, u) is a polynomial in
(u, u) with F (t, x, 0) = 0.
Assumption 2. The system (2.1) is symmetric and strictly hyperbolic in Ω×K,
that is, the matrix A(t, x, u) is Hermitian in a neighbourhood of Ω × K and its
eigenvalues λl(t, x, u) are distinct with a uniform bound on the distance.
In the quasilinear case we consider solutions that are small perturbation of
a known exact solution u0 ∈ C∞(Ω;K) and we define the matrix A0(t, x) =
A(t, x, u0(t, x)). Then, the principal symbol of the differential operator (2.1) lin-
earized around u = u0 is
σL0(t, x, τ, ξ) = i(τ +A0(t, x)ξ), (τ, ξ) ∈ R
2 \ {0}, (2.2)
where L0(t, x, ∂) = ∂t+A0(t, x)∂x denotes the principal part of the linearized oper-
ator; the same principal part is found for the semilinear case without linearization
and with A0(t, x) = A(t, x).
Over Ω, the characteristic variety of L0, i.e., the locus of detσL0(t, x, τ, ξ) = 0,
amounts to a set of smooth disjoint submanifolds of T ∗R2 \0 (the cotangent bundle
without the zero section) given by
fl(t, x, τ, ξ) = τ + λl,0(t, x)ξ = 0,
where fl are the distinct eigenvalues of σL0 and λl,0(t, x) = λl(t, x, u0(t, x)). More-
over, we note that the eigenspaces of σL0 are exactly the same as the eigenspaces
of A0, thus, in particular, they do not depend on ξ. Let us denote by πl(t, x) be
the projector on the l-th eigenspace.
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As in the linear complex geometric optics [1], for T > 0 and x ∈ R, we shall
address the Cauchy problem for (2.1) on the domain of determinacy
Ω = {(t, x) ∈ R2; 0 ≤ t ≤ T, |x− x| ≤ ρ− ct},
where ρ > cT and c is the finite propagation speed for the system (2.1) so that
cI + A(t, x, u)x/|x| ≥ 0, (t, x, u) ∈ Ω×K,
I being the identity matrix. We shall denote Xt′ = Ω∩{t = t′} the space-like slices
and by Xt the interior of the closed interval Xt. Data are given at t = 0 in the
form
uε|t=0(x) = u0(0, x) + εh
ε(x), x ∈ Xo, (2.3)
in the quasilinear case and
uε|t=0(x) = h
ε(x), x ∈ Xo, (2.4)
in the semilinear case with
hε(x) =
m∑
µ=1
hµ(x)e
iψµ(x)/ε, ε ∈ R+.
Here, ψ = (ψµ) ∈ C∞(Xo;Cm) is a complex phase in Cm and hµ ∈ C∞(Xo;CN )
are the amplitudes. As in the linear theory we have the following definitions and
assumptions.
Definition 2.1 (Complex phase). For m ≥ 0 integer, φ ∈ C∞(O;Cm) in a bounded
open set O ⊂ Rn is a complex phase iff, for each component φµ = ϕµ + χµ, one
has dϕµ 6= 0 and χµ ≥ 0 in O.
Assumption 3. The locus of Imψµ(x) = 0 amounts to the set of points x
o
µ,ℓ ∈ X
o,
ℓ = 1, 2, . . ., xoµ,ℓ = x
o
µ′,ℓ′ iff (µ, ℓ) = (µ
′, ℓ′) and d2Imψµ(x
o
µ,ℓ) > 0.
After splitting the amplitudes as appropriate, we can always write the initial
datum so that the following condition is satisfied.
Condition 1. For every µ there is l = l(µ) such that πl(0, x)hµ(x) = hµ(x).
The standard nonlinear geometric optics [8] applies when Imψµ ≡ 0; then, one
looks for asymptotic solutions to (2.1) in the form
uε(t, x) ∼ u0(t, x) +
+∞∑
j=1
εjUj
(
t, x, ϕ(t, x)/ε
)
, ε→ 0,
where u0 ∈ C∞(Ω;K) and Uj ∈ C∞(Ω × Rm;CN ) are 2π-periodic in the last
variable, i.e., Uj(t, x, θ + 2πg) = Uj(t, x, θ) for g ∈ Zm, whereas ϕ ∈ C∞(Ω;Rm)
is the vector of the m real-valued phases ϕµ(t, x), with dϕµ 6= 0. In the semilinear
case, one can set u0 = 0 and let the sum start from j = 0, thus, getting a fully
nonlinear geometric optics solution. The functions Uj(t, x, θ), in particular, are
called profiles, and, in view of the periodicity, they are better defined as functions
of class C∞(Ω × Tm;CN ) where T = R/2πZ is the torus; on representing such
profiles by means of the Fourier series, one can see that they are generalization of
the purely exponential profiles of the linear geometric optics,
uε(t, x) =
∑
aεµ(t, x)e
iϕµ(t,x)/ε,
with the main nonlinear effects accounted for, namely,
4 OMAR MAJ
1. generation of harmonics : in addition to the fundamental harmonic eiθµ , all
the other harmonics eigµθµ , gµ ∈ Z are accounted for;
2. resonance of phases : the m phases ϕµ are dealt with all together so that
the interaction among them can occur through terms of the form 〈g, ϕ〉 =∑
µ gµϕµ.
Analogously, we have to address the proper nonlinear generalization of the com-
plex geometric optics ansatz, [1, and references therein],
uε(t, x) =
∑
aεµ(t, x)e
iφµ(t,x)/ε.
Here, φ = (φµ)µ is a vector of complex-valued phases, cf., definition 2.1.
In section 3, we shall define the space PC∞osc(Ω;C
N ) of oscillatory complex geo-
metric optics profiles U(t, x, z); roughly speaking those are smooth functions of
(t, x) ∈ Ω and z = θ+ ir ∈ Cm, with θ ∈ Tm and r ∈ R
m
+ , that can be written as a
superposition of harmonics of the form ei〈g,θ〉−〈γ,r〉 for (g, γ) ∈ Zm×Nm satisfying
the conditions g 6= 0 (oscillatory profiles) and |gµ| ≤ γµ.
For p ≥ 0, we search for approximate solutions in the form
vε(t, x) = u0(t, x) + ε
pUε(t, x, φ/ε), Uε = U (0) + εU (1), (2.5)
where U (i) ∈ PC∞osc(Ω;C
N ), i = 1, 2, and where φ ∈ C∞(Ω;Cm) is a complex phase.
We put p = 1 in the quasilinear case and u0 = 0, p = 0 in the semilinear case.
We shall see in section 3 that the space of oscillatory profiles PC∞osc is a subspace
of the algebra PC∞ of generic complex geometric optics profiles, but it is not a
subalgebra: oscillatory profiles exclude all the cases in which rectification effects [10]
are present, that is, when the nonlinear interaction of two oscillatory waves gives
rise to a non-oscillatory wave that sums up to the background field u0. This leads
to a technical assumption on the nonlinear operators derived in the next section
2.1.
2.1. Formal expansion and rectification. Upon substituting (2.5) into (2.1),
straightforward calculations show that
L(t, x, vε, ∂vε) = εp−1P (t, x, ∂z , ∂z)U
(0)(t, x, φ/ε)
+ εp
[
P (t, x, ∂z , ∂z)U
(1)(t, x, φ/ε) +N(U (0))(t, x, φ/ε)
]
+O(εp+1),
(2.6)
for ε→ 0. Here, p = 1 andN(U) = B0(U) in the quasilinear case whereas p = 0 and
N(U) = L(t, x,U , ∂U) in the semilinear case. The foregoing expansion is obtained
by the same formal calculations as in [6] with only two differences: we restrict our
analysis to finite order accuracy and we find the derivatives (∂z , ∂z) instead of ∂θ.
The linear and nonlinear operators occurring in equation (2.6) are
P (t, x, ∂z , ∂z) =
m∑
µ=1
[(
∂tφµ +A0(t, x)∂xφµ
)
∂zµ +
(
∂tφµ +A0(t, x)∂xφµ
)
∂zµ
]
,
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and
B0(U) = L0(t, x, ∂)U +
m∑
µ=1
[(
∂uA(t, x, u0)U
∂φµ
∂x
)
∂zµU
+
(
∂uA(t, x, u0)U
∂φµ
∂x
)
∂zµU +
(
∂uA(t, x, u0)U
∂φµ
∂x
)
∂zµU
+
(
∂uA(t, x, u0)U
∂φµ
∂x
)
∂zµU
]
+
(
∂uF (t, x, u0)U + ∂uF (t, x, u0)U
)
+
(
∂uA(t, x, u0)U + ∂uA(t, x, u0)U
)
∂xu0.
We note that B0 exhibits a non-linearity of Burgers type due to the differentials
(∂uAj , ∂uAj). The nonlinear terms in N(U) are polynomials in U ,U (in the semi-
linear case this follows from assumption 1), thence N(U) maps the algebra PC∞
into itself; we assume that the nonlinear terms are such that rectification does not
occur, i.e., the oscillatory character of profiles is preserved.
Assumption 4. The nonlinear operator N : PC∞ → PC∞ restricts to an operator
: PC∞osc → PC
∞
osc still denoted by N .
In the present context, rectification behaves exactly in the same way as for
periodic profiles of standard geometric optics; we refer to the paper by Joly, Me´tivier
and Rauch [10] for further details and examples.
2.2. Complex phases. The complex phase φ(t, x) is obtained as follows. Let us
consider the smooth vector fields,
Vl(t, x) = ∂t + λl,0(t, x)∂x, Vµ(t, x) = Vl(µ)(t, x),
where l(µ) is defined in condition 1. The integral lines of Vl are just the standard
geometric optics rays.
Assumption 5. For every µ ∈ {1, . . . ,m}, the integral line of Vµ passing through
xoµ,ℓ is defined in a neighbourhood of [0, T ] and crosses transversally at X
T the
lateral boundary ∂Ω \ Xo. We denote by Rµ,ℓ the intersection of the integral line
with Ω, then {Rµ,ℓ}µ,ℓ is a family of disjoint one-dimensional submanifolds of Ω.
It is worth noting that integral curves of Vµ are always transversal to the space-
like sections Xt, hence, Rµ,ℓ is of the form (t, xµ,ℓ(t)). Upon defining s = x−xµ,ℓ(t)
we obtain a coordinate patch κ : Oµ,ℓ ∋ (t, x) 7→ (t, s) ∈ [0, T ] × Is, with Oµ,ℓ a
relatively open neighbourhood of Rµ,ℓ in Ω and Is an open interval in R containing
zero. Such coordinates have the submanifold property for Rµ,ℓ, i.e., Rµ,ℓ ∩ Oµ,ℓ is
mapped into {s = 0}, and, since the curves Rµ,ℓ do not cross each other, we can
take the sets Oµ,ℓ pairwise disjoint. Let us define the complex phase φµ in each
relatively open Oµ,ℓ by
φµ(t, x) = ϕµ,ℓ(t) + ξµ,ℓ(t)s+Φµ,ℓ(t)s
2/2, s = x− xµ,ℓ(t), (2.7)
where ϕµ,ℓ, ξµ,ℓ ∈ C∞([0, T ];R) and Φ ∈ C∞([0, T ];C) are unknown functions,
cf., section 4 of Part I. We set ϕ0(t) = ψ(x
o
µ,ℓ) which is real because of assump-
tion 3. The remaining unknowns are determined by the system of linear ordinary
differential equations{
ξ′µ,ℓ(t) + α(t)ξµ,ℓ(t) = 0,
Φ′µ,ℓ(t) + 2α(t)Φµ,ℓ(t) + β(t)ξµ,ℓ(t) = 0,
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with initial values
ξµ,ℓ(0) = dψµ(x
o
µ,ℓ), Φµ,ℓ(0) = d
2ψµ(x
o
µ,ℓ).
where dψµ(x
o
µ,ℓ) is real and d
2Imψµ(x
o
µ,ℓ) > 0. The coefficients are given by
α(t) = ∂λl(µ),0/∂x|Rµ,ℓ , β(t) = ∂
2λl(µ),0/∂x
2|Rµ,ℓ .
The foregoing construction of the complex phase φ is a special case of the more
general procedure addressed in section 4 of Part I, cf., in particular, remark 4.2 of
Part I. Here, it is worth noting that the nonlinear coupling between the real and
imaginary parts of the phases is no longer present: this entails the fact that in one
space dimension diffraction does not exists.
The solution is global on [0, T ] and one can see that ImΦµ,ℓ(t) > 0 in [0, T ], cf.,
also, remark 4.3 of Part I. The following result can be proved either directly or by
proposition 4.4 of Part I.
Proposition 2.2. Let assumptions 3 and 5 be satisfied together with condition 1
and let φµ, µ ∈ {1, . . . ,m}, be complex phases satisfying (2.7) in each Oµ,ℓ. Then,
Vµ(t, x)φµ(t, x) = O(|s|
3), φµ|t=0(x)− ψµ(x) = O(|s|
3),
in Oµ,ℓ and Ooµ,ℓ = Oµ,ℓ ∩X
o, respectively.
However, we see that the expansion (2.7) does not determine the phases globally
on Ω. Hence, we define an equivalence relation in C∞(Ω;Cm), cf., also Part I,
φ, φ′ ∈ C∞(Ω;Cm) are equivalent iff the components φµ, φ
′
µ have the
same Taylor polynomial of degree k in the variable s near Rµ,ℓ for all ℓ.
(2.8)
Then, (2.7) characterizes an unique equivalence class (with k = 2) and any rep-
resentative element φ satisfies Imφµ = 0 on Rµ,ℓ for every ℓ; we pick φ so that
Imφµ = 0 only on
⋃
ℓRµ,ℓ. The union Rµ =
⋃
ℓRµ,ℓ is a closed one-dimensional
submanifold in Ω called reference manifold for φµ; analogously, R =
⋃
µRµ is the
reference manifold for φ.
2.3. Profiles. The oscillatory profiles of complex geometric optics are superposi-
tion of harmonics ei〈g,θ〉−〈γ,r〉 with (g, γ) ∈ Σosc and
Σosc = {(g, γ) ∈ Z˙
m × N˙m; g = (gµ), γ = (γµ), |gµ| ≤ γµ}, (2.9)
is their spectrum, Z˙m = Zm \ {0} and N˙m = Nm \ {0}. This very specific form of
the spectrum is motivated in section 3.
Let φ(t, x) be a representative for the equivalence class characterized by (2.7),
and let us define the following sets,
R
φ = {(t, x, g, γ) ∈ Ω× Σosc; ImΨ(g, γ;φ) = 0}, (2.10)
C
φ = {(t, x, g, γ) ∈ Rφ; detσL0(t, x, dΨ(g, γ;φ)) = 0}, (2.11)
where Ψ(g, γ;φ) = 〈g, ϕ〉+ i〈γ, χ〉, ϕ = Reφ and χ = Imφ. We have, in particular,
ImΨ(g, γ;φ) = 〈γ, χ〉 = 0; since γµ ∈ N and χµ vanishes only on the disjoint curves
Rµ,ℓ, R
φ is constant over each reference manifold Rµ, namely,
R
φ =
m⋃
µ=1
Rµ × Σµ,
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where
Σµ = {(g, γ) ∈ Σosc; γ = (γν)ν with γν = 0 for ν 6= µ},
is independent on φ; when (g, γ) ∈ Σµ, the imaginary part of the complex phase
Ψ(g, γ;φ) = gµϕµ + iγµχµ vanishes on Rµ only. The crucial point is that, in one
spatial dimension, also C φ is constant over each Rµ and this, roughly speaking, is
the coherence property we need, cf., section 1.
Proposition 2.3. With assumption 3 and 5 and condition 1 satisfied, let φ ∈
C∞(Ω;Cm) be a complex phase satisfying (2.7) near R, then C φ = Rφ.
Proof. By definition C φ ⊆ Rφ. The converse can be proved on noting that, for
(t, x, g, γ) ∈ Rφ, there is µ ∈ {1, . . . ,m} such that (t, x) ∈ Rµ and Ψ(g, γ;φ) =
gµϕµ + iγµχµ which solves the equation
Vµ(t, x)Ψ(g, γ;φ) = O(|s|
3),
near Rµ. From the identity detσL0(t, x, dΨ) =
∏
l
[
Vl(t, x)Ψ(g, γ;φ)
]ml , the prod-
uct being over all the eigenvalues λl with the corresponding multiplicity ml, we
have detσL0(t, x, dΨ) = 0 on Rµ. 
Proposition 2.4. Under the same hypothesis of proposition 2.3, for every (g, γ) ∈
Σµ and l 6= l(µ) one has
|Vl(t, x)Ψ(g, γ;φ)| ≥ C > 0,
near the one-dimensional submanifold Rµ.
Proof. If there would be an l such that, for every C > 0, |VlΨ(g, γ;φ)| ≤ C in a
point on Rµ, then, in that point, |λl,0 − λl(µ),0||∂xϕµ| ≤ C against the hypothesis
of strict hyperbolicity for which λl should be distinct with a uniform bound on the
distance. 
Let us now define the cut-off functions ωµ,ℓ(t, x) as in section 6 of Part I: we pick
ωoµ,ℓ ∈ C
∞
0 (O
o
µ,ℓ), O
o
µ,ℓ = Oµ,ℓ ∩X
o, such that ωoµ,ℓ ≡ 1 in a neighbourhood of the
point xoµ,ℓ and we make use of the coordinates (t, s) in order to extend ω
o
µ,ℓ to the
relatively open Oµ,ℓ ⊆ Ω, namely, we set ωµ,ℓ(t, s) = ωoµ,ℓ(s).
By using the series representation for oscillatory profiles, cf., section 3,
U(t, x, z) =
∑
(g,γ)∈Σosc
Û(t, x, g, γ)eiΨ(g,γ;z),
and the functions ωµ,ℓ(t, x), we define the operator
EU(t, x, z) =
∑
(g,γ)∈Σosc
π(t, x, g, γ)Uˆ(t, x, g, γ)eiΨ(g,γ;z), (2.12)
where π(t, x, g, γ) =
∑
ℓ ωµ,ℓ(t, x)πl(µ)(t, x) when (g, γ) ∈ Σµ, otherwise we set
arbitrarily π(t, x, g, γ) = I. Analogously, we set
QU(t, x, z) = −i
∑
(g,γ)∈Σosc
Q
φ(t, x, g, γ)Uˆ(t, x, g, γ)eiΨ(g,γ;z), (2.13)
whereQφ(t, x, g, γ) is a smooth extension (e.g., obtained by using ωµ,ℓ) to a compact
neighbourhood of Rµ of∑
l 6=l(µ)
(Vl(t, x)Ψ(g, γ;φ)〉)
−1πl′(t, x), (t, x) ∈ Rµ,
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when (g, γ) ∈ Σµ and we set arbitrarily Qφ(t, x, g, γ) = 0 otherwise. The operator
Q is well defined in virtue of proposition 2.4. Let us define the equivalence relation
two Fourier multipliers A1, A2 : PC
∞
osc → PC
∞
osc are equivalent iff
for every µ their coefficients with (g, γ) ∈ Σµ have the same Taylor
polynomial of degree k ≥ 0 in the variable s near Rµ.
(2.14)
Then, we can take any other pair of Fourier multipliers that are equivalent to (2.12)
and (2.13) with k = 2 and k = 0, respectively, cf., also propositions 5.1 and 5.2.
The profiles in (2.5) are given iteratively by
U (0)(t, x, z) = EU(t, x, z), U (1)(t, x, z) = −QN(U (0))(t, x, z),
where U ∈ PC∞osc(Ω;C
N ) is a smooth extension to a compact neighbourhood of R
in Ω of the solution U ∈ PC∞osc(R;C
N ) of the following Cauchy problem. First, let
us write z = θ + ir and define
B(t, x,U)∂θU =
m∑
µ=1
[
∂xϕµ∂uAU + ∂xϕµ∂uAU
]
∂θµU ,
C(t, x,U)U = (∂uAU + ∂uAU)∂xu0 + (∂uFU + ∂uFU),
in the quasilinear case and B = 0, C(t, x,U)U = F (t, x,U) in the semilinear case;
the latter definition of C is consistent since F (t, x, 0) = 0 in view of assumption
1. Finally, let E0 be the restriction of E to the reference manifold R. Then,
U ∈ PC∞osc(R;C
N) is determined by the transport equation on R
(I − E0)U = 0,
E0
[
L0 +B(t, x,U)∂θ + C(t, x,U)
]
U = 0, (t, x) ∈ R,
U|t=0(x, z) = H(x, z), x ∈ R
o = R ∩Xo,
(2.15)
where the initial datum is defined by the condition
hε(x) = H
(
x, ψ(x)/ε
)
.
The profile H ∈ PC∞osc(X
o;CN ) is obtained by defining its Fourier coefficients
Ĥ(t, x, g, γ) = hµ(x), for g = γ = (0, . . . , 0, 1, 0, . . .0), with the unit in the µ-th
entry, and Ĥ = 0 otherwise. Condition 1 implies (I − E0)H|Ro = 0, thus, H is
admissible as initial condition for equation (2.15). The well-posedness of (2.15) is
addressed in section 6.
2.4. Main result. With the equivalence classes of complex phases and profiles,
the ansatz (2.5) yields an equivalence class of approximate solutions. We note that,
from one hand, the equivalence class of phases is readily determined by solving a
set of ordinary differential equations; on the other hand, the existence of profiles is
subordinated to the well-posedness of the Cauchy problem (2.15) which is proved
in section 6.
Proposition 2.5. Let assumptions 1-5 be satisfied and let us write the initial datum
so that condition 1 holds true. Then, there exists an equivalence class of functions
vε ∈ C∞(Ω;CN ) such that, for ε ∈ (0, ε0], 0 < ε0 < 1,
a) |uε|t=0 − v
ε
|t=0| ≤ C1ε
p+ 1
2 uniformly in Xo;
a) |L(t, x, vε, ∂vε)| ≤ C2ε
p+ 1
2 uniformly in Ω.
Here, p = 1 in the quasilinear case and p = 0 in the semilinear case.
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As for the existence of the exact solutions uε, the pointwise argument used in Part
I for the linear theory fails for nonlinear equations as the lifespan of each solution
depends on ε. In order to obtain a family of exact solutions {uε}ε bounded in
L∞, we need to control higher order derivatives so that we can apply the Sobolev’s
embedding theorem; on the other hand, applying ∂ks with k large enough leads to
terms of order ε−h, h > 0, that are unbounded when ε ∈ (0, ε0]. Therefore, it is
natural to work with conormal distributions [11, 12, and references therein] as in
the approach of Alterman and Rauch to short pulses [13, 14]. The development of
this ideas is left for future work.
3. Complex Geometric Optics Profiles
In this section, Ω denotes a generic smooth complex manifold with boundary ∂Ω;
we shall define complex geometric optics profiles over Ω, that is, functions U(y, z)
of y ∈ Ω and z = (zµ) ∈ Cm with Imzµ ≥ 0 and with the following properties:
(i) smoothness with respect to all the variables;
(ii) periodicity in Rez, that is, U(t, x, z) = U(t, x, z + 2πg), for any g ∈ Zm;
(iii) closure of their space with respect to nonlinear partial differential operators
with polynomial nonlinearity and coefficients in C∞(Ω).
Let us recall that, in standard geometric optics, periodic profiles are functions
that belong to C∞(Ω×Tm;CN ). We shall replace the torus T with Tc = C+/2πZ,
where the action of the group 2πZ on the “upper-half” complex plane C+ = {w ∈
C; Imw ≥ 0} is w 7→ w+2πn, w ∈ C+ and n ∈ Z. We see that T
m
c
∼= Tm×R
m
+ since
any z ∈ Tmc can be written in the form z = θ+ir with θ ∈ T
m and r ∈ R
m
+ ; the torus
Tm is identified with Tm × {r = 0}. Now, a function U of class C∞(Ω×Tmc ;C
N )
satisfies conditions (i) and (ii) automatically.
Definition 3.1. The spectrum of a generic complex geometric optics profile is
Σ = {(g, γ) ∈ Zm ×Nm; g = (gµ), γ = (γµ), |gµ| ≤ γµ}. (3.1)
Then, the algebra PC∞(Ω) is the subspace of C∞(Ω×Tmc ) of series
U(y, z) =
∑
Û(y, g, γ)eiΨ(g,γ;z), (g, γ) ∈ Σ, (3.2)
where Û(·, g, γ) ∈ C∞(Ω) and |X1 · · ·XM Û(y, g, γ)| ≤ Cα|(g, γ)|−k for every set of
smooth tangent fields X1, . . . , XM in Ω and for every k ∈ N.
Remark 3.2. If not specified the target space of profiles U is the tensor algebra of
CN and PC∞(Ω) is an algebra with respect to the pointwise tensor product.
Remark 3.3. One may define profiles with the spectrum being the whole Zm×Nm.
The particular choice of the spectrum Σ is motivated as follows. In the linear com-
plex geometric optics one considers harmonics u±(z) = ae
±iθ−r; on starting from
these functions, a polynomial nonlinearity generates a profile with the spectrum con-
tained in Σ. The choice of such a minimal spectrum greatly simplifies the analysis
of the characteristic set C φ and, thus, of the coherence for complex phases.
For every function U ∈ PC∞, X1 · · ·XM∂
β
z,z¯U is bounded on Ω×T
m
c and PC
∞
is a Fre´chet space with seminorms
‖U‖k =
∑
|α|+|β|≤k
sup |(X1, . . . , Xn)
α∂βz,z¯U(y, z)|
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with X1, X2, . . . , Xn being the generators of the Lie algebra of smooth vector fields
on Ω: this is the C∞-topology on Ω × Tmc . Particularly, that PC
∞ is closed can
be proved by using the following expression for the coefficients Û . As a function of
(θ = Rez, r = Imz), the profile U(y, z) = U(y, θ, r) can be extended to a function
of (y, θ, w) with w ∈ Cm rµ = Re(wµ) ≥ 0; then, we have
Û(y, g, γ) =
( −i
4π2
)m ∫
iTm
( ∫
Tm
U(y, θ, w)e−i〈g,θ〉dθ
)
e−〈γ,w〉dw,
where iTm = {w ∈ Cm;w = iθ′, θ′ ∈ Tm}. The foregoing representation of
the coefficients is continuous : PC∞(Ω) → C∞(Ω) with both spaces equipped by
the C∞-topology; a Cauchy sequence in PC∞ corresponds to a family of Cauchy
sequences for the coefficients that are, therefore, convergent in C∞(Ω); then their
limit satisfies the estimate of definition 3.1 and it defines a function which is the
limit of the Cauchy sequence in PC∞ we started from.
Through straightforward calculation we get
∂zµU(y, z) =
∑
(g,γ)
i
2
(gµ + γµ)Û(y, g, γ)e
iΨ(g,γ;z), (3.3a)
∂zµU(y, z) =
∑
(g,γ)
i
2
(gµ − γµ)Û(y, g, γ)e
iΨ(g,γ;z), (3.3b)
hence, PC∞ is closed for constant coefficients partial differential operators. In
particular, U(y, z) is holomorphic in z iff Û(y, g, γ) = 0 when g 6= γ. In addition,
PC∞ yields an algebra with respect to pointwise tensor multiplication as envisaged
in remark 3.2. In order to see this, one can write the product of any U1,U2 ∈ PC∞,
U1(y, z)U2(y, z) =
∑
(g1,γ1)
∑
(g2,γ2)
Û1(y, g1, γ1)Û2(y, g2, γ2)e
iΨ(g1+g2,γ1+γ2;z)
=
∑
(g,γ)
( ∑
g′,γ′≤γ
Û1(t, x, g − g
′, γ − γ′)Û2(t, x, g
′, γ′)
)
eiΨ(g,γ;z),
where g = g1 + g2, γ = γ1 + γ2, g
′ = g2 and γ
′ = γ2 and one can see that the
series between brackets converges to Û3(y, g, γ) in C
∞; we see that (g, γ) ∈ Σ since
|gµ| ≤ |g1,µ|+ |g2,µ| ≤ γ1,µ + γ2,µ = γµ and Û3(y, g, γ) satisfies the requirements of
definition 3.1.
Proposition 3.4. The algebra PC∞(Ω) constitutes a C∞(Ω)-module closed with
respect to nonlinear differential operators with polynomial nonlinearity and coeffi-
cients in C∞(Ω).
Proof. We have already shown that PC∞ is an algebra closed with respect to con-
stant coefficient partial differential operators. For any f ∈ C∞(Ω) and U ∈ PC∞,
the product f(y)U(y, z) is again of the form (3.2) with coefficients f(y)Û(y, g, γ)
satisfying the requirements of definition 3.1, hence, fU ∈ PC∞. This means that
PC∞ is a C∞(Ω)-module, thus, it is closed with respect to any partial differential
operators with coefficients in C∞(Ω) and, being an algebra, we can also account
for polynomial nonlinearities. 
Let us now introduce the subspace of oscillatory profiles which is used in the
formulation of the ansatz (2.5).
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Definition 3.5. The space PC∞osc(Ω) is subspace of profiles U ∈ PC
∞(Ω) with
coefficients Û(t, x, g, γ) = 0 when g = 0.
The subspace PC∞osc is closed in the C
∞-topology discussed above, but it is not
closed for the pointwise tensor multiplication as rectification occurs [10]. According
to definition 3.5 the spectrum of U ∈ PC∞osc is contained in Σosc defined in (2.9).
4. Solution in the Space of Formal Oscillatory Series
According to the formal expansion of section 2.1, the unknown functions should
be determined so that
P (t, x, ∂z , ∂z)U
(0)(t, x, φ/ε) = O(ε
3
2 ), (4.1)
P (t, x, ∂z, ∂z)U
(1)(t, x, φ/ε) +N(U (0))(t, x, φ/ε) = O(ε
1
2 ), (4.2)
with the operators defined in section 2.1.
If equations (4.1) and (4.2) are uniformly satisfied in Ω and the remainders in
equation (2.6) are continuous in the compact domain Ω and bounded for ε ∈ (0, ε0],
we can conclude that L(t, x, vε, ∂vε) = O(ε
3
2 ) in the quasilinear case (p = 1), with
the fully nonlinear estimate L(t, x, vε, ∂vε) = O(ε
1
2 ) for the semilinear case (p = 0).
First, we consider the operator P (t, x, ∂z , ∂z) acting on formal oscillatory series,
U(t, x, z) =
∑
(g,γ)∈Σosc
Û(t, x, g, γ)eiΨ(g,γ;z).
By using equations (3.3) we readily get
PU(t, x, z) =
∑
(g,γ)∈Σosc
σL0
(
t, x, dΨ(g, γ;φ)
)
Û(t, x, g, γ)eiΨ(g,γ;z).
where σL0 is the principal symbol of the linearized operator. Hence, P amounts to a
Fourier multiplier with coefficients σL0
(
t, x, dΨ(g, γ;φ)
)
. Equation (4.1) is formally
satisfied if each term of the series evaluated at z = φ/ε is O(ε
3
2 ) uniformly in Ω.
Here is where the coherence of complex phases comes into play: we have to fulfill
an infinite set of complex eikonal equations by using combinations Ψ(g, γ;φ) of a
finite number of complex phases. In several spatial dimensions this is a very strong
condition, but in a single space dimension and with the spectrum of profiles defined
in section 3, the complex phases determined in section 2.2 are always coherent as
shown in proposition 2.3.
First, let us consider two formal Fourier multipliers equivalent to (2.12) and
(2.13) modulo the equivalence relation (2.14) with k = 2 and k = 0, respectively;
we still denote such operators E and Q. We want to prove that E amounts to the
projector onto the approximate kernel of P and Q amounts to approximate partial
inverse of P in the space of formal series.
As in the linear theory, the key argument is based on the following estimates
proved in Part I.
Lemma 4.1. Let k ≥ 0 be an integer, φ = ϕ+ iχ ∈ C∞(Ω;C), f ∈ C∞(Ω) and let
S ⊂ Ω be any (non-empty) set such that S ∩ {χ(t, x) = 0} = ∅. Then,
ε−k|feiφ/ε| ≤ Ck, for every (t, x) ∈ S, ε ∈ R+,
where Ck = k
ke−k sup(t,x)∈S |f(t, x)/χ
k(t, x)|.
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Lemma 4.2. Let φ and f be as in lemma 4.1 and let R = {Imφ = χ = 0} be a one-
dimensional submanifold admitting coordinates (t, s) = κ(t, x) on a neighbourhood
O ⊂ Ω as discussed in section 2.2. We assume χ(t, s) ≥ c|s|q in [0, T ]× Is, with
c > 0 and q > 0 an even integer. For every k ∈ N, t ∈ [0, T ] and s1, s2 ∈ Is with
s1 < 0 < s2, there are constants Ck such that∣∣(f(t, s)−∑
n<k
cn(t)s
n
)
eiφ(t,s)/ε
∣∣ ≤ ε kq sup
s1≤s≤s2
|∂ns f(t, s)|Ck,
uniformly s ∈ [s1, s2], ε ∈ R+, and this estimate can be made uniform in [0, T ]×
[s1, s2]; here, f(t, s) = f ◦κ−1(t, s) and analogously for the other functions, whereas
cn(t) = ∂
n
s f(t, 0)/n!.
Remark 4.3. It is worth noting that the complex phases φµ obtained in section 2.2
are such that χµ(t, s) ≥ c|s|2, then we can apply lemma 4.2 with q = 2.
Let us recall that a Fourier multiplier applied to formal series is O(εh), h ∈ R,
when all the Fourier components of its image evaluated at z = φ/ε are O(εh)
uniformly in Ω, ε ∈ (0, ε0] where 0 < ε0 < 1.
Proposition 4.4. Any formal Fourier multipliers E and Q equivalent to (2.12)
and (2.13) defined in section 2.3 satisfy
E
2 − E = O(ε
3
2 ), (E is an approximate projector),
PE = EP = O(ε
3
2 ), (E projects into the approximate kernel of P ),
PQ = QP = I − E+O(ε
1
2 ), (Q is an approximate partial inverse of P ).
Proof. Let ωµ,ℓ be functions defined in section 2.3, cf., also the proof of proposition
2.5 of Part I. The Fourier components of E2 − E are estimated by∣∣(π2 − π)ÛeiΨ/ε∣∣ ≤ ∣∣(1−∑ωµ,ℓ)(π2 − π)ÛeiΨ/ε∣∣+∑∣∣ωµ,ℓ(π2 − π)ÛeiΨ/ε∣∣,
the sum being on both µ and ℓ. In the first term ImΨ never vanishes in the support
of (1−
∑
ℓ ωµ,ℓ); thus, we can apply lemma 4.1 and we get the estimate∣∣(1 −∑ωµ,ℓ)(π2 − π)ÛeiΨ/ε∣∣
≤ εk sup
S
[
|(1−
∑
ωµ,ℓ)(π
2 − π)Û |/(ImΨ)k
]
Ck, (4.3a)
for every k ∈ N and uniformly in Ω; here, S = Ω ∩ supp(1 −
∑
ωµ,ℓ). As for the
remaining terms, we have to distinguish each case, according to the definition of π.
If (g, γ) ∈ Σµ, we have
π2 − π = π2l(µ) − πl(µ) +O(|s|
3) = O(|s|3);
we can apply lemma 4.2, with k = 3 and q = 2, and get∣∣ωµ,ℓ(π2 − π)ÛeiΨ/ε∣∣ ≤ ε 32 sup ∣∣∂3s(ωµ,ℓ(π2 − π)Û)∣∣C, (4.3b)
in Ω. If (g, γ) ∈ Σν with ν 6= µ or (g, γ) 6∈ Σ1 ∪ · · · ∪ Σm, we have ImΨ > 0 in
supp(ωµ,ℓ) and we can apply again lemma 4.1 with the result that∣∣ωµ,ℓ(π2 − π)Û eiΨ/ε∣∣ ≤ εk sup
S
[
|ωµ,ℓ(π
2 − π)Û |/(ImΨ)k
]
Ck, (4.3c)
for every k ∈ N, uniformly in Ω and, here, S = Ω ∩ supp(ωµ,ℓ).
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Analogously we estimate the Fourier components of PE on noting that when
(g, γ) ∈ Σµ we have
−iσL0(t, x, dΨ)π(t, x, g, γ) = Vµ(t, x)Ψ(g, γ;φ)πl(µ)(t, x) = O(|s|
3),
in view of proposition 2.2 and the same holds for π(−iσL0).
The argument is repeated also for the last assertion, on noting that,
σL0(t, x, dΨ)Q
φ(t, x, g, γ) =
∑
l′ 6=l(µ)
−iσL0(t, x, d〈g, ϕ〉)πl′ (t, x)
〈g, Vl′(t, x)ϕ(t, x)〉
∣∣∣∣∣
Rµ
+O(|s|)
=
∑
l′ 6=l(µ)
πl′ (t, x)|Rµ +O(|s|)
= (I − π(t, x, g, γ)) +O(|s|),
when (g, γ) ∈ Σµ. The same also holds for QφσL0 . 
We can now go back to equations (4.1) and (4.2). Let us simplify the notation
by writing Uj instead of U (j) for j = 0, 1. Equation (4.1) reads
PU0 = PEU0 + P (I − E)U0 = O(ε
3
2 ),
which is equivalent to
P (I − E)U0 = O(ε
3
2 ). (4.4)
Upon multiplication by the partial inverse Q, this yields (I − E)U0 = O(ε
1
2 ), but
this is not sharp as we shall see in corollary 4.5 below. Moreover, on multiplying
equation (4.2) by E we find the necessary condition
EN = O(ε
1
2 ), (4.5)
whereas, on multiplying by I − E and on setting EU1 = 0, we get
(I − E)P (I − E)U1 + (I − E)N = O(ε
1
2 ). (4.6)
Corollary 4.5. Let U0, U1, V = N(U0) and W be formal oscillatory series with
EV = O(ε
1
2 ) and (I − E)W = O(ε
1
2 ). Then,
a) equation (4.1) is equivalent to (I − E)U0 = O(ε
3
2 ),
b) the formal solution of equation (4.2) is U1 = −QV +W.
Proof. a) We have just shown that equation (4.1) is formally equivalent to (4.4)
which is implied by (I − E)U0 = O(ε
3
2 ). We have to show that this is a necessary
condition too. It is enough to look at the Fourier coefficients of P (I − E)U0 with
(g, γ) ∈ Σµ in the support of ωµ,ℓ that are∑
l 6=l(µ)
(Vl(t, x)Ψ)πl(t, x)Û (t, x, g, γ) +O(|s|
3).
In view of proposition 2.4, |Vl(t, x)Ψ| ≥ C > 0 in the support of ωµ,ℓ, at least after
shrinking the open sets Oµ,ℓ in the s direction, thus, equation (4.4) entails∑
l 6=l(µ)
πl(t, x)Û(t, x, g, γ)e
iΨ/ε = O(ε
3
2 ),
and on the left-hand side there are just the coefficients of (I − E)U0.
b) Let us note that, PQV = (I − E)V + O(ε
1
2 ) = V + O(ε
1
2 ), whereas PW =
P (I − E)W +O(ε
3
2 ), with P (I − E)W = O(ε
1
2 ) by hypothesis. 
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5. Solution in PC∞osc and the Transport Equation
In this section, we shall deal with the convergence of the formal series addressed
in section 4.
By definition 3.1, we know that |Û(t, x, g, γ)| ≤ Ck|(g, γ)|−k for every k ∈ N
uniformly in Ω, and the same holds for any derivative ∂nt ∂
m
x Û(t, x, g, γ). On
the other hand, σL0(t, x, dΨ(g, γ;φ)) is homogeneous of degree 1 in (g, γ) so that
σL0Û = O(|(g, γ)|
−k) for every k, hence, the series of such coefficients is uni-
formly convergent in Ω × Tmc . Moreover, the same holds for the coefficients of
∂nt ∂
m
x PU(t, x, z), hence, P is continuous : PC
∞ → PC∞ and restricts to a con-
tinuous operator : PC∞osc → PC
∞
osc still denoted P . This is easy because P is a
first-order differential operator, thus, it is clearly well defined on C∞ functions. On
the other hand, the case of E and Q requires some efforts.
Proposition 5.1. The formal operators (2.12) and (2.13) are continuous Fourier
multipliers : PC∞osc → PC
∞
osc for which the formal estimates proved in proposition
4.4 and corollary 4.5 are rigorously valid in PC∞osc.
Proof. If U ∈ PC∞ and α ∈ N2,
∣∣∂αt,x(π(t, x, g, γ)Û(t, x, g, γ))∣∣ ≤ C|(g, γ)|−k for
every k ∈ N since the coefficients π(t, x, g, γ) and all their derivatives are bounded
for (t, x) ∈ Ω and (g, γ) ∈ Σ. Therefore, E is continuous : PC∞osc → PC
∞
osc.
As for (2.13), if (g, γ) ∈ Σµ, for every k ∈ N,
|Qφ(t, x, g, γ)| ≤
∑
l′ 6=l
∣∣∣∣ πl′ (t, x)Vl′(t, x)〈g, ϕ(t, x)〉
∣∣∣∣ ,
in a compact near Rµ, hence, |Qφ| ≤ C|(g, γ)|−1 in virtue of proposition 2.4. We
need to control the derivative ∂tQ
φ only. We have
∂tQ
φ(t, x, g, γ) =
∑
l′ 6=l
[
∂tπl′(t, x)
Vl′ (t, x)〈g, ϕ〉
−
∂t(Vl′(t, x)〈g, ϕ〉)
(Vl′ (t, x)〈g, ϕ〉)2
πl′(t, x)
]
, (t, x) ∈ Rµ,
thus, |∂tQφ| ≤ C|(g, γ)|−1, again because of proposition 2.4 and this extends to
higher orders, i.e., |∂nt Q
φ| ≤ Cn|(g, γ)|−1. Then, Q is continuous : PC∞osc → PC
∞
osc.
As for the formal estimate in proposition 4.4, it is enough noting that the coef-
ficients in the right-hand sides of estimates (4.3) and analogous are all as rapidly
decreasing as Û , hence, the corresponding series are absolutely convergent. The
same holds also for corollary 4.5. 
Now we prove that the estimate of proposition 4.4 and corollary 4.5 hold for any
pair Fourier multiplier E andQ that are equivalent to (2.12) and (2.13), respectively.
More generally, the next result shows what happens when one varies a Fourier
multiplier : PC∞osc → PC
∞
osc within a fixed equivalence class.
Proposition 5.2. If A1 and A2 are Fourier multipliers : PC
∞
osc → PC
∞
osc equivalent
modulo the relation (2.14), then A1 −A2 = O(ε
k+1
2 ) uniformly in Ω.
Proof. Let Aj(t, x, g, γ) be the coefficients of Aj . We apply our usual argument of
propositions 4.4 and 5.1, and we write∣∣(A1−A2)Û eiΨ/ε∣∣ ≤ ∣∣(1−∑ωµ,ℓ)(A1−A2)ÛeiΨ/ε∣∣+∑∣∣ωµ,ℓ(A1−A2)ÛeiΨ/ε∣∣,
with the sum being over both µ and ℓ. For the first term we apply lemma 4.1
and show that it is O(ε∞). The remaining terms are estimated again by lemma
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4.1 if (g, γ) ∈ Σν with ν 6= µ or (g, γ) 6∈ Σ1 ∪ · · · ∪ Σm and by lemma 4.2 if
(g, γ) ∈ Σµ which, in particular, gives the O(ε
k+1
q ) estimate with q = 2. Moreover,
as in proposition 5.1, the series are convergent. 
On the basis of proposition 4.5, strengthened in proposition 5.1, we have to find
U0 such that (I−E)U0 = O(ε
3
2 ) and EN(U0) = O(ε
1
2 ). We start with the analogous
of proposition 5.1 of Part I. We shall denote by E0 the restriction of E to a Fourier
multiplier : PC∞osc(R;C
N )→ PC∞osc(R;C
N ).
Proposition 5.3. Let U ∈ PC∞osc(R;C
N ) be such that (I − E0)U = 0 and let
U ∈ PC∞osc(Ω;C
N) be a smooth extension of U to a compact neighbourhood of R.
Then, on defining U0(t, x, z) = EU(t, x, z), E being any operator that belongs to the
class of (2.12), we have
(I − E)U0(t, x, φ/ε) = O(ε
3
2 ), and U0(t, x, φ/ε)− U(t, x, φ/ε) = O(ε
1
2 ),
the estimates being uniform in Ω.
Proof. The first claim is a consequence of the first estimate in proposition 4.4
strengthened in proposition 5.1; the second one comes from (I − E0)U = 0 upon
Taylor expanding the Fourier coefficients of E in a neighbourhood of R in the
expression for U0. 
Let us, now, consider the solvability condition EN(U0)(t, x, φ/ε) = O(ε
1
2 ) which
is well-posed since the image of N belongs to the domain of the approximate pro-
jector E in view of assumption 4.
Proposition 5.4. If U ∈ PC∞osc(R;C
N) solves the system (2.15) and U is defined as
in proposition 5.3, then U0 = EU fulfills the estimates (I −E)U0(t, x, φ/ε) = O(ε
3
2 )
and EN(U0)(t, x, φ/ε) = O(ε
1
2 ).
Proof. By proposition 5.3 we already know that (I − E)U0 = O(ε
3
2 ), for every
solution U . As for the remaining estimate, we look at the Fourier coefficients of
EN(U0) and note that, when they are evaluated on R, they amount exactly to the
coefficients of
E0
[
L0 +B(t, x,U)∂θ + C(t, x,U)
]
U ,
and, thus, when U is a solution of (2.15), the coefficients of EN(U0) are O(|s|) near
R. The nonlinear terms in B0(U0), in particular, amounts to
B(t, x,U0)∂θU0 +
∑
µ
(∂uAU0 + ∂uAU0)∂xχµ∂yµU0,
and the coefficients of the differential operator
∑
µ dxχµ∂yµ are −
∑
µ dxχµγµ =
dxImΨ = O(|s|) near R. Then the estimate is proved via usual arguments. 
Therefore, one can construct the extended profiles by solving the Cauchy problem
for the system (2.15); specifically, one has the following result.
Proposition 5.5. Let us assume that the Cauchy problem (2.15) is well-posed in
PC∞osc(R;C
N ) and define the profiles as in section 2.3. Then, equations (4.1) and
(4.2) are satisfied and U0|t=0(x, φ|t=0/ε) = H(x, φ|t=0/ε) +O(ε
1
2 ).
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Proof. Let U ∈ PC∞osc(R;C
N ) be the solution of the Cauchy problem (2.15). In
virtue of propositions 5.1 and 5.4, U0 = EU is such that PU0 = O(ε
3
2 ) and
EN(U0) = O(ε
1
2 ), uniformly in Ω. Corollary 4.5 and proposition 5.1 ensure that
the profile U1 = −QN(U0) satisfies equation (4.2) in the compact domain Ω.
Finally, we have U0|t=0(x, φ|t=0/ε) = E|t=0H(x, φ|t=0/ε) + O(ε
1
2 ), and (I −
E|t=0)H = 0 in virtue of condition 1. 
6. Existence of Profiles
In this section we shall address the well-posedness of the Cauchy problem for the
nonlinear transport equation (2.15). The strategy is to reduce the system (2.15)
to the transport equation for periodic profiles and apply the classical results of
standard nonlinear geometric optics.
As in section 3, for every compact manifold Ω, we can argue that an element
of PC∞osc(Ω), regarded as a function U(t, x, θ, r), θ = Re(z) and r = Im(z), can be
extended to U(t, x, θ, w) with w ∈ Cm and Re(wµ) = rµ ≥ 0. On evaluating the
extended function for w = −iθ′, θ′ ∈ Tm, we obtain the periodic profile
U(t, x, θ, θ′) = U(t, x, θ,−iθ′) ∈ C∞(Ω×Tm ×Tm), (6.1)
which has been used in section 3 in order to represent the coefficients Û(t, x, g, γ).
The argument can clearly be inverted: any periodic profile U(t, x, θ, θ′) ∈ C∞(Ω×
Tm×Tm) such that Û(t, x, g, h) = 0 when (g, h) 6∈ Σosc (the spectrum of oscillatory
profiles) can be extended to a smooth function U(t, x, θ, w) with w ∈ Cm and
Im(wµ) = rµ ≥ 0; then, we can set
U(t, x, z) = U(t, x, θ, ir), z = θ + ir, (6.2)
and this belongs to PC∞osc. The mappings (6.1) and (6.2) are one the inverse of the
other, therefore, we have an injective linear map
j : U(t, x, z) 7→ U(t, x, θ, θ′), (6.3)
which is continuous in the C∞-topology and the image jPC∞osc is a closed subspace
of C∞(Ω × Tm × Tm). The projector P into the image jPC∞osc of the injection
amounts to the Fourier multiplier with coefficients
P(g, h) =
{
I, when (g, h) = (g, γ) ∈ Σosc,
0, otherwise.
(6.4)
Proposition 6.1. The complex profile U ∈ PC∞osc(R;C
N) satisfies the system
(2.15) iff U = jU ∈ C∞(R×Tm ×Tm;CN ) satisfies
(I − F)U = 0,
F
[
L0 +B(t, x, U)∂θ + C(t, x, U)
]
U = 0, (t, x) ∈ R,
U|t=0(x, θ, θ
′) = H(x, θ, θ′), x ∈ R ∩Xo,
(6.5)
where F = PE0 = E0P and H = jH.
Proof. Let N1(U) = L0U + B(t, x,U)∂θU + C(t, x,U)U and N2(U) = P[L0 +
B(t, x, U)∂θ + C(t, x, U)]U . First, we note that N1 and N2 are conjugated by
j, that is, jN1(U) = N2(jU) and, when U belongs to the range of j, j−1N2(U) =
N1(j
−1U). In addition, j, j−1 and the projector P commute with E0. Therefore,
by acting with j on the system (2.15) and recalling that jU = PjU one finds (6.5)
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with U = jU . Vice versa, by acting on (6.5) by j−1 and, on recalling that a solution
U must belong to jPC∞osc, one finds the system (2.15). 
The transport equation (6.5) is the restriction to R of the classical transport
equation for periodic profiles on Ω studied by Joly, Me´tivier and Rauch [6] with
few slight modifications. This gives the existence of the solution. In what follows
we give a somewhat concise discussion of the well-posedness for (6.5), based on the
work of Joly, Me´tivier and Rauch [6, 7] on the existence of periodic profiles.
Let us consider (6.5) on each connected component Rµ,ℓ of R. For (t, x) ∈ Rµ,ℓ,
the coefficients of F are equal to πl(µ)(t, x) when (g, γ) ∈ Σµ and equal to zero
otherwise (π(t, x, g, γ) is supported away fromRµ if (g, γ) ∈ Σosc\Σµ and P(g, γ) =
0 if (g, γ) 6= Σosc); hence, F evaluated on Rµ,ℓ is a projector. As a consequence,
(I − F)U = 0 implies that Û(t, x, g, γ) = 0 when (t, x) ∈ Rµ,ℓ, (g, γ) 6∈ Σµ and
(I − πl(µ)(t, x))Û (t, x, g, γ) = 0 when (t, x) ∈ Rµ,ℓ and (g, γ) ∈ Σµ. It follows that
the non-zero coefficients of FL0U are
πl(µ)(t, x)
(
∂t +A0(t, x)∂x
)
πl(µ)(t, x)Û(t, x, g, γ)
= πl(µ)(t, x)Vµ(t, x)Û + lower order terms,
where (t, x) ∈ Rµ,ℓ and the smooth vector field Vµ(t, x) = ∂t + λl(µ),0(t, x)∂x is
tangent to Rµ,ℓ.
By using the time coordinate t ∈ [0, T ] to parametrize each Rµ,ℓ, the nonlin-
ear transport equation (6.5) splits into a set of initial value problems for U ∈
C∞([0, T ];Tn) of the form
(I − F)U(t, θ) = 0,
F
[
∂t +B(t, U)∂θ + C(t, U)
]
U(t, θ) = 0,
U|t=0(θ) = H(θ) ∈ C
∞(Tn).
The only difference, here, with respect to the standard theory of hyperbolic sym-
metric systems on the torus Tn, [15], is the presence of the projector F. On the
other hand, with respect to the systems considered by Joly, Me´tivier and Rauch
[6, 7], the restriction to the reference manifold R has eliminated the spatial degree
of freedom.
For this simple case, the space E s(T ) of periodic profiles [6, 7] can be taken to
be C([0, T ];Hs(Tn)), Hs(Tn) being the standard Sobolev distributions on Tn with
index s ∈ R. With the norm
‖U‖E s(T ) = sup
0≤t≤T
‖U(t)‖Hs(Tn),
E s(T ) is a Banach space. In addition, the properties of Hs imply that, for s > n/2,
E
s(T ) is a Banach algebra embedded in L∞([0, T ]×Tn) in which the composition
with smooth functions F (t, x, U) is continuous and bounded, [6-8, 15].
The projector F is continuous on E s(T ) and for every t ∈ [0, T ] the operator
F(t) obtained by freezing the time coordinate in the coefficients is a projector in
Hs(Tn) orthogonal with respect to the L2(Tn) product. The range of F in E s(T )
is denoted N s(T ) and the condition (I − F)U = 0, U ∈ E s(T ) is equivalent to
U ∈ N s(T ).
The well-posedness of such systems can be proved by means of Picard iterates
along the usual lines. For sake of completeness we outline the main points without
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proofs: details can be found in [6-8]. First, one considers the linearized system
U ∈ N s(T ),
F
[
∂t +B(t, V )∂θ + C(t, V )
]
U = 0,
U|t=0 = H ∈ N
s(0) = Hs(Tn),
(6.6)
with V,G ∈ E s(T ) being given.
Theorem 6.2. If V ∈ E s(T ) and H ∈ N s(0), with s > n/2+1, then the linearized
system (6.6) has a unique solution U ∈ N s(T ) with
‖U(t)‖2
Hs′
≤ eCt‖H‖2
Hs′
, (6.7)
for every t ∈ [0, T ], s′ ≤ s; here C = 1 + ‖∂x · A‖ +M(‖V ‖ + ‖∂θV ‖) with norms
taken in L∞([0, T ]×Tn).
Then, one construct the solution of (6.5) as the limit of a sequence U1, U2, . . .,
Uν , . . . of Picard’s iterates: let us set U1(t, θ) = H(θ) ∈ E s(T ), with H ∈ N s(0)
and s > n/2 + 1, then let Uν ∈ E s(T ) for ν ≥ 2 be the solution of
Uν ∈ N
s(T ),
F
[
∂t +B(t, Uν−1)∂θ + C(t, Uν−1)
]
Uν = 0,
Uν|t=0 = H ∈ N
s(0).
(6.8)
Iterative use of theorem 6.2 yields a sequence Uν ∈ N s(T ), ν ≥ 1.
Theorem 6.3. Let H ∈ N s(0) and s > n/2 + 1. Then, there exists t∗ ∈ [0, T ],
such that the sequence Uν is bounded in N
s(t∗) and converges in N
s−1(t∗) to U
which is the unique solution of the considered Cauchy problem. Moreover, t∗ can
be made independent on s, so that, if H ∈ N ∞(0), U ∈ C∞(Ω×Tm).
Let us redefine T to be the maximum between the existence time t∗ for the
profiles and the old T , then, theorem 6.3, proposition 6.1 and proposition (5.5)
imply the existence of complex geometric optics profiles in Ω×Tmc .
Corollary 6.4. There exists a class of equivalence of complex geometric optics
profiles U0 and U1 satisfying the conditions stated in proposition (5.5).
7. Proof of the Main Results
With respect to the corresponding result in the linear theory, proposition 2.5 of
Part I, the proof is shorter as all the detail on the local structure of the wave field
around the reference manifold R have been already accounted for in proposition 4.4
and its strengthened version, proposition 5.1.
Proof of proposition 2.5. First, we address the initial values. The lowest-order non-
linear complex geometric optics solution vε restricted to t = 0 is such that
uε|t=0(x)− v
ε
|t=0(x) = ε
p
[∑
hµ(x)e
iψµ(x)/ε −H
(
x, φ|t=0(x)/ε
)]
+O(εp+
1
2 )
= εp
∑
hµ(x)
[
eiψµ(x)/ε − eiφµ|t=0(x)/ε
]
+O(εp+
1
2 ),
uniformly in Xo, with p = 1 and p = 0 in the quasilinear and semilinear case,
respectively. We can apply to each term in the sum the same argument used in the
proof of assertion a) of proposition 2.5 in Part I and we readily obtain the claimed
estimate.
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As for assertion b), we note that the remainders in equation (2.6) are smooth
on Ω, thus, in particular, they are bounded in Ω and yields a contribution of
order O(εp+1). Then, by a straightforward application of corollary 6.4 and propo-
sition (5.5), we can find a solution of equation (4.1) and (4.2), with the result that
L(t, x, vε, ∂vε) = O(εp+
1
2 ). 
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