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SHARP DEVIATION INEQUALITIES FOR THE 2D COULOMB GAS AND
QUANTUM HALL STATES, I
ROBERT J. BERMAN
Abstract. We establish sharp deviation inequalities for the linear statistics of the 2D
Coulomb gas at inverse temperature β ≤ 1. These imply sub-Gaussian inequalities, where the
variance is given by the Dirichlet H1−norm. The proofs use complex geometry and potential
theory on Riemann surfaces and apply more generally to β−ensembles, which also include
integer Quantum Hall states on Riemann surfaces. In a sequel of the paper we give applica-
tions to large and moderate deviation principles, local laws at mesoscopic scales, quantitative
Bergman kernel asymptotics. In a series of companion papers applications to concentration
of measure, Monte-Carlo methods for numerical integration and random matrices are given
and relations to Kähler geometry are explored.
1. Introduction
We start by recalling the general setup in statistical mechanics describing the equilibrium
state, at inverse temperature β, of N particles interacting by a pair interaction and subject
to an exterior potential. Let X be a Riemannian manifold and denote by dV the correspond-
ing volume form. Given a symmetric lower semi-continuous (lsc) function W (x, y) on X2
(the pair interaction potential) and a lower semi-continuous V (x) (the exterior potential) the
corresponding N−particle Hamiltonian is the function on XN defined by
(1.1) H(N)(x1, ..., xN ) :=
1
2
∑
i 6=j≤N
W (xi, xj) +
∑
i≤1
V (xi)
and the corresponding Gibbs measure at inverse temperature β ∈]0,∞[ is the following sym-
metric probability measure
dPN,β := e
−βH(N)dV ⊗N/ZN,β
on XN , where the normalizing constant
ZN,β :=
∫
XN
e−βH
(N)
dV ⊗N
is called the (N−particle) partition function and is assumed to be finite.
The ensemble (XN , dPN,β) defines a random point process with N particles on X. The
corresponding empirical measure is the random measure
(1.2) δN : X
N → P(X), (x1, . . . , xN ) 7→ δN (x1, . . . , xN ) :=
1
N
N∑
i=1
δxi
taking values in the space P(X) of all probability measures on X. Given a bounded continuous
function u ∈ Cb(X) the associated (normalized) linear statistic is the real-valued random
variable
(1.3) UN (x1, ..., xN ) := 〈δN , u〉 =
1
N
N∑
i=1
u(xi).
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Assuming that the random measure δN converges in probability to a deterministic measure
µeq, in the many particle limit N → ∞ (the “equilibrium measure”) a classical problem is to
study the deviations around µeq. More precisely, assuming that
UN → u¯ :=
∫
X
uµeq, N →∞
in probability, the problem is to quantify - on a logarithmic scale - the probability P (|UN − u¯| > δ)
that UN deviates by more than δ ∈ R+ from its deterministic limit u¯. More precisely, a large
deviation upper bound at a speed RN →∞ and with a rate functional Iu(δ) holds if
(1.4) PN,β (|UN − u¯| > δ) ≤ e
−RN (Iu(δ)+o(1))
as N → ∞. We will be particularly interested in the case when Iu(δ) is quadratic in δ, i.e.
Iu(δ) = δ
2/2σ2u for a positive constant σ
2
u called the variance proxy. Then it follows from
Chebishev’s inequality that 1.4 is implied by the following stronger sub-Gaussian bound for
the moment generating function of UN − u¯
(1.5) EN,β
(
et(UN−u)
)
≤ eRN (
1
2
σ2ut
2+o(1))
In what follows we will often simplify the notation by leaving out the subscript (N,β) in
the notation for the probability measure PN,β and the corresponding expectation EN,β(·) :=∫
(·)dPN,β .
1.1. The 2D Coulomb gas and Quantum Hall states on Riemann surfaces. The
main aim of the present work is to establish sharp quantitative non-asymptotic versions of
the large deviation bound 1.4 and the sub-Gaussian bound 1.5 for the 2D Coulomb gas of
unit charge particles (aka the One Component Plasma or Jellium in the physics literature)
and Quantum Hall states. An important feature of the sub-Gaussian deviation inequalities is
their universality; they are not sensitive to the precise form of the exterior potential, up to
a lower-order error term. But it should be stressed that the inequalities in question are also
new in the case of the complex Ginibre ensemble, where very precise error estimates can be
obtained (as will be detailed in a separate publication [20]). Applications of the inequalities
shown in the present paper are given in the sequel [18], including large deviation principles for
singular data, moderate deviation principles, local laws at mesoscopic scales and quantitative
Bergman kernel asymptotics. Various elaborations are also given in the companion papers
[19, 20, 21] (see Section 8 for precise statements).
1.1.1. The 2D Coulomb gas. We recall that the 2D Coulomb gas is the N−particle random
point process on Euclidean R2, identified with C, is defined by a repulsive logarithmic pair
interaction
W (z, w) := − log |z − w|2
In other words, fixing an exterior potential V, the corresponding N−particle Hamiltonian is
given by
(1.6) H(N)(z1, ..., zN ) := −
1
2
∑
i 6=j≤n
log |zi − zj |
2 +
∑
i≤N
V (zi)
In order to get a well-defined many particle limit (of mean field type) it is usually assumed
that the potential V depends on N in the following way:
V = Nφ,
2
where the function φ has sufficient growth at infinity to ensure that the corresponding partition
functions
ZN,β[Nφ] :=
∫
CN
∏
i<j≤N
|zi − zj |
2β
∏
i≤N
e−Nβφ(zi)dλ⊗N
are non-zero (cf. [73, 74, 25]). More precisely, it is usually assumed that φ has strictly super
logarithmic growth, in the following sense: there exist strictly positive constants ǫ and C such
that
(1.7) φ(z) ≥ (1 + ǫ) log((1 + |z|2)− C,
Then ZN,β is finite for any N and β > 0. The corresponding Gibbs measure may be expressed
as
(1.8) dPNk,β =
1
ZN,β
|D(N)|2β
(
e−Nβφdλ
)⊗N
, D(N) := det(Ψi(xj))i,j≤N ,
where Ψ1, ...,ΨN is the standard monomial base in the space HN of all holomorphic polynomi-
als of degree at most N − 1 on R2, identified with C. The particular case β = 1 is singled out
by the fact that the corresponding random point process is determinantal [63]. If moreover
φ(z) = |z|2 then the corresponding Coulomb gas ensemble is the complex Ginibre ensemble
appearing as the law on the spaces of eigenvalues of random complex matrices of rank N with
centered normally distributed entries of variance 1/N [47]. The case β = 1 with a general
confining potential φ also admits a random matrix interpretation in terms of normal rank N
matrices [38]. 1
In the present paper it will also be important to allow ǫ = 0 in the growth condition 1.7,
i.e. to consider potentials φ with super logarithmic growth
(1.9) φ(z) ≥ ψ0(z)− C, ψ0(z) := log(1 + |z|
2)
Then we will, for a given inverse temperature β, take
V = (N + p)φ, p := 2/β − 1
which ensures that the corresponding partition function ZN,β[V ] is finite for any N and β > 0.
The present results will mainly be shown to hold under the assumption that β ≤ 1. In
fact, the proofs reduce to the determinantal case β = 1. Moreover, by a scaling argument
the proofs reduce to the setting where V = (N + 1)φ and φ has logarithmic growth, which
turns out to be the most natural one from the complex geometric point of view that we shall
adopt. In fact, the proofs of the main results in the present paper are inspired by a circle of
ideas originating in the study of Kähler metrics with constant scalar curvature on complex
manifolds (in particular, [44, 14, 22]; see also the survey [40]). Accordingly, a privileged role
will be played by the potential ψ0 in formula 1.9, which, from the complex-geometric point of
view, appears as the Kähler potential of the constant curvature metric on the Riemann sphere.
The corresponding determinantal point process is usually called the spherical ensemble in the
probability literature. 2
1A rescaling by two of H(N) is often used in the literature (for example [74]) and then β coincides with the
Dyson index in the random matrix litterature so that β = 2 in the determinantal setting.
2Interestingly, this ensemble can be realized as the eigenvalues of AB−1 where A and B are random Ginibre
matrices [70].
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1.1.2. Quantum Hall states on a compact Riemann surface X. The results for the Coulomb
gas in the plane will appear as special cases of the corresponding results for random point
processes defined by Quantum Hall states on a compact Riemann surfaceX, which is polarized,
i.e. X is endowed with a positive holomorphic line bundle L. Then the role of the functions
Ψi appearing in the determinantal expression is played by a basis in the space of all global
holomorphic sections of an appropriate tensor power of L (see Section 4.1 for the precise
setup). We recall that from a physical point of view Ψi represent single particle states on X
and the corresponding Gibbs measure represents the corresponding collective Quantum Hall
state. When β = 1 this is the ground state of a gas of free fermions (electrons) confined
to X and subject to a magnetic field whose strength is proportional to |∆φ|. This is the
multi-particle state which accounts for the integer Quantum Hall effect (i.e. the quantization
of the Hall conductance observed in a two-dimensional electron gas a strong magnetic field;
see section Section 1.3.2).
In the case of a general polarized Riemann surface (X,L) the role of the spherical ensemble
will be played by the canonical determinantal point processes introduced in [11], which are
induced from the constant scalar curvature metric on X. These ensembles turn out to minimize
the error terms which appear in the estimates in the main results (when β = 1).
1.2. Main results for the Coulomb gas in the plane. In this section we will, for the sake
of concreteness, state the main results in the case of the Coulomb gas in the plane (see Section
4.4 for the corresponding results for general β−ensembles on compact a Riemann surface X).
Given β > 0 we set
p := 2/β − 1
1.2.1. Assumptions on the exterior potential V and the test function u. Main Assumption on
V : we always assume (unless otherwise specified) that the exterior potentials V is of the form
V = Nφ for a function φ with strictly super logarithmic growth (formula 1.7) or V = (N+p)φ
for a function φ with super logarithmic growth (formula 1.9). Moreover, φ is assumed lsc and
{φ <∞} is assumed to not be polar.
In the case when φ has strictly super-logarithmic growth it then follows from classical
potential theory [83] that the equilibrium measure µφ associated to φ is well-defined and has
compact support: µφ is defined as the unique minimizer of the weighted logarithmic energy
Eφ, viewed as a functional on the space P(C) of probability measures on C,
Eφ(µ) := −
1
2
∫
log |z − w|2µ⊗ µ+
∫
φµ
The corresponding free energy F(φ) is defined by
(1.10) F(φ) := inf
P(C)
Eφ(µ)
In the more general case when φ merely has super logarithmic growth µφ is still well-
defined (as shown in [61]; a more general complex-geometric setting is considered in Section
3.2, specialized to C in Section 5.1.2). However, in general, the support of µφ, that we shall
denote by S, is not compact.
From place to place we will use the following additional regularity assumptions.
• (A0) φ is continuous on the complement of a closed polar subset.
• (A1) A0 holds and there exists a constant λ such that ∆φ ≤ λe−ψ0 on a neighborhood
of S
4
The assumption A1 implies that
(1.11) µφ =
1
4π
1S∆φdλ
(but is should be stressed that we do not make any regularity assumptions on the set S, which
can be extremely irregular, even if φ is smooth; see the discussion in [18]).
Main assumption on u : We always assume (unless otherwise specified) that the test
function u is in the space H1(C) of all u ∈ L2loc(C) such that ∇u ∈ L
2(C, dλ) holds in the
sense of distributions. The corresponding (Dirichlet) H1−norm will be normalized as follows:
‖u‖2H1 :=
1
4π
∫
C
|∇u|2dλ
Note that since u ∈ L2loc(C) and the Gibbs measure dPN,β (formula 1.8) is absolutely contin-
uous wrt dλ⊗N the random variable UN (formula 1.3) is well-defined. Moreover, as explained
in Section 5.1.2 F(φ + u) is well-defined if φ and u satisfy the main assumptions above. In
fact, by the approximation result in Theorem 5.12, there is no loss of generality in assuming
that φ is smooth and u ∈ C∞c in the results stated below.
1.2.2. Motivation. In order to motivate the main result first assume that φ is a continuous func-
tion on C with strictly super logarithmic growth and consider the corresponding N−particle
Coulomb gas ensemble with exterior potential V = Nφ. It is then well-known that the corre-
sponding partition function ZN [Nφ] has the following asymptotics as N →∞ :
β−1N−2 logZN [Nφ] = −F(φ) + o(1)
(which holds, more generally, if V = (N + o(N)φ. As a consequence, the moment gener-
ating function of a given linear statistic UN corresponding to u ∈ Cb(C) has the following
asymptotics:
N−2 logE(e−N
2UN ) = N−2 log
ZN [N(φ+ u)]
ZN [Nφ]
= −F(φ+ u) + F(φ) + o(1)
where E denotes expectations wrt the Gibbs measure 1.8 on CN induced by φ at inverse
temperature β. The error term o(1) above tends to zero as N → ∞, but depends on u. The
core of the present work is an inequality which yields a quantitative refinement of the upper
bound in the previous asymptotics.
1.2.3. The case when V = (N + p)φ. The inequality in question turns out to be cleanest in
the case when the exterior potential φ is of the form V = (N + p)φ, for φ of super logarithmic
growth:
Theorem 1.1. Assume that β ≤ 1. For any N ≥ 1 and u ∈ H1(C)
1
β
1
N(N + p)
logE(e−β(N+p)NUN ) ≤ −F(φ+ u) + F(φ) + ǫN,β[φ]
where ǫN,β[φ] is a sequence, which only depends on φ (and β).
When β = 1 the error sequence ǫN,β[φ] is minimized and vanishes for the spherical ensemble,
i.e. for φ = ψ0 (formula 1.9). It is explicitly given by
(1.12)
ǫN,1[φ] := −
1
βN(N + 1)
logZN,β[(N + 1)φ]−F(φ) +
1
N(N + 1)
logZN,1[(N + 1)ψ0] +F(ψ0),
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(see formula 5.10 for the expression for general β). An important feature of the error term
ǫN,β[φ] is that it only depends on a lower bound on ZN,β[(N+p)φ], which can be estimated ex-
plicitly. In particular, we have the following bounds, depending on the regularity assumptions
on φ (see Section 5.4):
• If A0 holds then ǫN,β[φ]→ 0 as N →∞
• If A1 holds then ǫN,β[φ] ≤
logN
2 N
−1 + β−1CφN
−1 for an explicit constant Cφ.
• If S is a domain with piece-wise C1−boundary, φ ∈ C5(S) and ∆φ > 0 on C, then
ǫN,β[φ] ≤ AN
−1 for a (non-explicit) constant A (by [73, 25]; see Section 6)
The previous theorem implies the following sharp sub-Gaussian bound
Theorem 1.2. (sub-Gaussian inequality) Assume that β ≤ 1. For any N ≥ 1 and u ∈ H1(C)
E(e(N+p)Nβt(UN−u¯)) ≤ e
N(N+p)β
(
t2
2
‖u‖2
H1
+ǫN,β [φ]
)
This can be viewed as a Coulomb gas generalization of the sharp Moser-Trudinger inequality
on the two-sphere. Indeed, when φ = ψ0 and β = 1 the inequality is equivalent, under
stereographic projection, to the N−particular generalization of the Moser-Trudinger inequality
for the Coulomb gas on the two-sphere established in [11]. In this case the corresponding
equilibrium measure µφ identifies with the uniform measure on the two-sphere and the error
ǫN,1[φ] vanishes, as discussed above. In general, as explained in [18], the previous theorem
may be interpreted as a sub-Gaussian property wrt the Laplacian of the Gaussian free field.
Corollary 1.3. Assume that β ≤ 1. For any N ≥ 1 and u ∈ H1(C)
P (|UN − u¯| > δ) ≤ 2e
−βN(N+1)
(
δ2
2
‖u‖−2
H1
+ǫN,β
)
1.2.4. The case when V = Nφ. We next turn to the case when the exterior potential is given
by V = Nφ for φ with strictly super logarithmic growth. This amounts to considering the
previous setting with φ replaced by
φN =
Nφ
N + p
.
Applying Theorem 1.1 to φN we then arrive at the following inequality formulated in terms
of the rescaled error sequence
(1.13) ǫ˜N,β[φ] := (1 +N
−1p)ǫN,β[φN ]
(which satisfies estimates analogous to the estimates on ǫN,β[φ]; see Section 5.4).
Theorem 1.4. Assume that β ≤ 1. For any N ≥ 1 and u ∈ H1(C) satisfying the following
integrability property
∫
ψ0µφN+uN <∞ we have
(1.14)
1
βN2
logE(e−βN
2u) ≤ −F(φ+ u) + F(φ) +N−1aN (φ, u) + ǫ˜N,β,
where
aN (φ, u) := p (−E0(µφN+uN ) + E0(µφ)) ,
which finite
Theorem 1.1 also implies the following
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Theorem 1.5. (Sub-Gaussian inequality). Assume that β ≤ 1. Then for any N ≥ 1 and
u ∈ H1(C)
E(eβN
2t(UN−u¯)) ≤ e
βN2
(
t2
2
‖u‖2
H1
+ p
N
B+ǫ˜N,β
)
,
where the constant B only depends on φ.
The analog of the deviation inequality in Corollary 1.3 then follows as before.
1.2.5. Sharpness. The leading term (of the order O(N2)) of the inequalities in Theorem 1.1
and Theorem 1.2 is, in general, sharp. Indeed, as discussed above the inequality in Theorem
1.2 is an asymptotic equality, as N → ∞ and so is the inequality in Theorem 1.1 for any
sufficiently small u supported in the interior of S. Moreover, for φ sufficiently regular we show
in Section 6 that the order of magnitude O(N−1) of the error terms is also sharp. This is
shown by making contact with the asymptotic expansions of the corresponding Coulomb gas
partition functions in [73, 25]. In the general setting of a compact Riemann surface X we
also show that the corresponding error term O(N−1) is of the lower order o(N−1) iff φ is the
Kähler potential of a metric on X with constant scalar curvature iff the error term is, in fact,
exponentially small.
In another direction is is shown Section 6.2 that the inequalities in Theorem 1.1 and Theorem
1.2 fail rather drastically when β > 2. The study of the range β ∈]1, 2[ is left as an intriguing
open problem for the future (on the other hand, as shown in [18], the inequalities can be
extended to all β > 0 at the price of adding an error term involving ‖∇u‖L∞(C)). In the
case of the 2D Coulomb gas restricted to the real line it is shown in [20] that the inequalities
corresponding to the ones in Theorem 1.1 and Theorem 1.2 hold precisely for β ≤ 1.
It should be stressed that in case of the Coulomb gas in Rd, for d > 2, the analog of the
inequalities in Theorem 1.2 and Corollary 1.3 fail drastically (even though the inequalities are
still asymptotic equalities when u is smooth [36, 73]). There are, in fact, basic examples of
functions u such that the right hand side in the inequality in 1.2 is finite, while the left hand
side is infinite (for any N ≥ 1). Indeed, by Trudinger’s embedding [90] the critical exponent
in the implication |∇u|p ∈ L1(Rd) =⇒ eu ∈ L1loc(R
d) is p = d and hence any u which
violates the previous implication for p = d > 2 also violates the corresponding inequality in
Theorem 1.12 when d > 2 (and by a standard approximation argument this also implies that
the inequalities in question cannot hold for all smooth test functions u either when d > 2).
1.3. Comparison with previous results. Finally, we make some comparisons with previ-
ous result, starting with the Coulomb gas in the plane (there is also an extensive literature
concerning the restriction of the Coulomb gas to the real line that we only briefly touch on).
1.3.1. Deviation inequalities for the 2D Coulomb gas. Recently, the following concentration
of measure inequality was obtained in [37, Thm 1.5, Thm 1.9] for any β > 0, assuming that
φ has strictly super logarithmic growth and under a growth assumption on ∆φ there exists
positive constants a and c, depending on φ, such that
(1.15) P (dBL(δN , µφ) ≥ δ)) ≤ e
−aβδ2N2+N
2
logN+c(β)N
where dBL is the bounded Lipschitz distance, i.e. dBL(µ, ν) is the sup of 〈u, µ − ν〉 over all
Lipschitz continuous functions on Csuch that u such that ‖u‖2Lip ≤ 1 and ‖u‖L∞ ≤ 1. A similar
inequality was also established for higher dimensional Coulomb gases. The inequalities were
generalized to Coulomb gases on compact Riemannian manifolds in [54] (see also [43] for a
related inequality for β−ensembles on polarized compact complex manifolds). The proof in
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[37] is based on a Coulomb analog of the usual transport inequality between the Wasserstein
distance and the relative entropy. As discussed in the introduction of [37] the inequality
can be viewed as a global analog of a previous inequality in [82], proved using the notion of
renormalized energy. The concentration inequality 1.15 implies, in particular, the following
deviation inequality for linear statistics defined by a Lipschitz continuous function u such that
‖u‖L∞(C) ≤ 1 :
(1.16) P (|UN − u¯| > δ)) ≤ e
−‖u‖−2
Lip
δ2aβN2+N
2
logN+c(β)N
This inequality is analogous to the inequality in Corollary 1.3, but with the H1−norm
replaced by the Lipschitz norm. Accordingly, the inequality1.16 is not sharp in the limit
N → ∞. On the other hand the analog of the concentration inequality 1.15 drastically fails
for the H1−norm, since the H1−distance between and µφ and any discrete measure is infinite
(see however [19] for concentration inequalities valid for dual H(1+ǫ)−Sobolev norms and
applications to Monte-Carlo integration).
We also recall that deviation inequalities for general determinantal point-processes have
been established in [53] and for projectional determinantal point processes in [32]. However,
the inequalities in [53, 32] concern deviations from the mean E(UN ) rather than its limit
u¯. Moreover, the speed in the general setting of [53] is of the order N (defined as expected
number of particles) in contrast to the optimal speed N2, arises in the present setting. Also
note that the inequalities in [53] involve the Lipschitz norm of u, while those in [32] involve
the L∞−norm of u.
1.3.2. Quantum Hall states on Riemann surfaces. We recall that the collective description of
the fractional Quantum Hall effect (QHE) in terms of powers of a Slater determinant - aka a
Quantum Hall state - was originally introduced by Laughlin in the case of the plane [72] and has
given rise to an extensive physics literature. The corresponding set S is then usually referred
to as “the droplet” in the plasma analogy of the Quantum Hall state. The power β = m for
an integer m correspond to the fractional Hall conductance 1/m (in fundamental units e2/h)
observed in experiments. Considering Riemann surfaces X with non-trivial topology is crucial
in the standard explanation of the quantization of the Hall conductance, introduced in [88]
in the case when X is a torus. There is a recent and rapidly expanding literature concerning
Quantum Hall states on general compact Riemann surfaces X (see the survey [66]). In the case
when the corresponding metric φ on the line bundle L → X has globally positive curvature
and β = 1 asymptotic expansions of the corresponding partition functions ZN is given in [65,
Thm 1] and related to global anomalies and adiabatic transport on the moduli space of (X,L)
(expressed in terms of universal transport coefficients in the QHE). The strict positivity of the
curvature of φ corresponds, in physical terms, to a magnetic field with a definite orientation.
Here we follow the general setup of determinantal point process on a compact complex manifold
X endowed with a positive line bundle L introduced in the series of papers [10, 8, 11]. The
main new feature, compared to [65] and [10, 8, 11], respectively, is that we allow metrics φ with
non-positive curvature and singularities, respectively. As a consequence, in our situation the
“droplet” S does not cover all of X (unless φ has strictly positive curvature). In particular, our
results apply to the setup of quasi-holes located at points p1, ..., pm (or magnetic impurities)
in Quantum Hall states (see Section 4.1.3), where “edge effects”, i.e. contributions from the
boundary of Sc are important.
1.4. Acknowledgments. This work was supported by grants from the KAW foundation, the
Göran Gustafsson foundation and the Swedish Research Council.
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1.5. Organization. To fix ideas we start in Section 2 by outlining the proof of Theorem
1.1 in the particular case of the Coulomb gas in C. Then in Section 3 we setup the complex
geometric and potential theoretic framework in the general setting of a polarized compact
Riemann surface (X,L). In Section 4 the main results for general β−ensembles on X are
stated and proved. The main results about Coulomb gases in C, stated in the introduction
above, are proved in the following section by compactifying C with the Riemann sphere X
and using the results proved in Section 4. We also provide explicit estimate of the error terms
appearing in the main results in C. Then in section 6 we make contact with the asymptotic
expansions for Coulomb gases in [73, 25] in order to show that the main results in C are
essentially sharp. In Section 7 an outlook on relations to Kähler geometry is provided. In the
last section we state the main results proved in the sequel [18] of the present paper and in the
companion papers [19, 20, 21].
The length of the paper is, at least partly, a result of an effort to make the paper readable
both to readers with background in mathematical physics as well as in complex geometry.
2. Outline of the proof of Theorem 1.1 in the special case of C
Theorem 1.1 will be deduced from a more general result on a polarized compact Riemann
surface X applied to the Riemann sphere, viewed as the one-point compactification of C.
But it may be illuminating to outline the main ingredients of the proof in the setting of C
considered above. First, by an approximation argument, it is enough to consider the case when
φ is continuous (and has super logarithmic growth) and u ∈ Cb(C). Moreover, using Jensen’s
inequality, it turns out to be enough to consider the case when β = 1. Now, introducing the
“error functional” ǫN [Φ]
(2.1) ǫN [Φ] := −
1
N(N + 1)
logZN,1[(N + 1)Φ]−F(Φ)
on the space of all functions Φ in C with super logarithmic growth, we can rewrite
1
N(N + 1)
logE(e−(N+1)NUN ) = −F(φ+ u) + F(φ)− ǫN [φ+ u] + ǫN [φ]
(in the notation of formula 1.12, ǫN [Φ] := ǫN,1[Φ]+ ǫN,1[ψ0]). It is essentially well-known that
ǫN [Φ] = o(1)
as N → ∞ for Φ fixed, but the crux of the matter is to obtained a uniform lower bound on
ǫN [Φ] as N →∞. More precisely, it is enough to show that for any N the functional ǫN [Φ] is
minimized for Φ = ψ0 i.e.
(2.2) ǫN [Φ] ≥ ǫN [ψ0], ψ0(z) := log(1 + |z|
2)
Indeed, taking Φ := φ + u for a given u ∈ Cb(C), then proves Theorem 1.1. To prove the
minimization property 2.2 one first observes that
F(Φ) = E(PΦ), 4πE(ψ) = −
1
2
∫
C
|∇(ψ − ψ0)|
2dλ+
∫
C
(ψ − ψ0)∆ψ0dλ+ C0
for a constant C0 ∈ R, where P is the operator defined by the following Perron type envelope:
PΦ(z) := sup
ψ∈H(C)
{ψ(z) : ψ ≤ Φ onC},
9
where H(C) denotes the space of all subharmonic functions ψ in C such that ψ − ψ0 extends
to a continuous function on the Riemann sphere X. 3 The function PΦ is in H(C) and hence
P is a projection operator: P (PΦ) = PΦ. Now, using also that, by construction, PΦ ≤ Φ,
gives
ǫN [Φ] ≥ ǫN [PΦ]
This means that it is enough to show that, for any N, the function ψ0(z) := log(1 + |z|
2)
minimizes the functional ǫN [ψ] on the space H(C) :
(2.3) inf
ψ∈H(C)
ǫN [ψ] = ǫN [ψ0].
But this follows from results in [11] applied to the Riemann sphere X. The result that we shall
need is stated in Prop 4.4 in the general setting of a compact Riemann surface (X,L) endowed
with a positive line bundle L. In the present setting L is given by the the (N + 1)th tensor
power of the hyperplane line bundle O(1) on X, i.e. the unique holomorphic line bundle on
X of unit degree. Moreover, H(C) may be identified with the space H(X,L) of continuous
metrics ‖·‖ on O(1) → X with positive curvature current ω. The correspondence is made so
that
ω|C :=
i
2
∂∂¯ψ =
1
4π
∆ψ0dλ
for ψ ∈ H(C). A simplifying feature in the case when X is the Riemann sphere X is that
X is homogeneous under the action of the group of biholomorphisms of X that lifts to L.
As a consequence, if the metric ‖·‖ on L is homogeneous - which equivalently means that ω
defines a metric on X with constant scalar curvature - then the corresponding function ψ is a
critical point of the functional ǫN [ψ] on H(C). As shown in [11] , the corresponding minimizing
property 2.3 then follows from the convexity of the functional ǫN along, so called, weak Kähler
geodesics in the space H(X,O(1)).
Remark 2.1. Even if Φ(z) is assumed smooth and subharmonic in C (for example, Φ(z) = |z|2)
the corresponding metric on O(1) → X is not, in general, locally bounded over X and its
curvature current is not positive (see Example 5.3). This is one of the reasons that we will
work with a general setup of metrics on a line bundle L→ X which (in our additive notation)
are merely lower semi-continuous and may take the value +∞. Another good reason to work
with lsc metrics is that they also naturally appear in geometric, as well-as physical situations
(see Section 4.1.3).
2.1. The convexity of the functional ǫN along weak Kähler geodesics. For the conve-
nience of the reader we outline the proof of the convexity in question from [11] in the present
setting of C. The weak Kähler geodesic ψt ∈ H(C) connecting given ψ0 and ψ1 in H(C) may
be expressed as ψt(z) = Ψ(t, z) where Ψ(τ, z) is the continuous plurisubharmonic function on
the strip ([0, 1] + iR)× C defined as the following envelope:
Ψ(τ, z) = sup
{
Ψ˜(τ, z) : Ψ˜(0, z) = ψ0(z) Ψ˜(1, z) = ψ1(z)
}
,
where the sup runs over all continuous plurisubharmonic functions Ψ˜(τ, z) on [0, 1] + iR)×C
such that Ψ˜ is independent of the imaginary part of τ. It follows from well-known results in
3In fact, up to this point the function ψ0 could be taken as any function in H(C) (for example, ψ0(z) :=
logmax{1, |z|} gives C0 = 0).
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Kähler geometry that ǫN [ψt] is affine and all that remains is to verify that
LN (ψt) := −
1
N(N + 1)
logZN,1[(N + 1)ψt]
is convex in t. To this end one first uses β = 1 to rewrite ZN,1[(N + 1)ψ] as the determinant
of Gram matrix:
ZN,1[(N + 1)ψ] = N ! det
1,i,j≤N
(∫
C
Ψi(z)Ψj(z)e
−(N+1)ψdλ
)
,
where Ψi(z) = z
i−1 is the standard base of monomials in the space PN−1(C) of all polynomials
of degree at most N − 1. The convexity of LN (ψt) then follows from general positivity results
in [22] for direct images of adjoint line bundles, using that PN−1(C) may be identified with
the space H0(X, (N +1)O(1) +KX) of all global holomorphic one-forms on X with values in
the N + 1th tensor power of O(1).
3. Complex geometry and potential theory on compact Riemann surfaces
In this section we provide preliminary material on the complex geometry and potential
theory on a polarized Riemann surface (X,L). We will mainly follow the notation in [13]
(which concerns the considerably more involved case of an n−dimensional complex manifold).
The main new feature compared to [13] (and [10]) is that we allow non-continuous metrics φ
on L : first lower semi-continuous (lsc) metrics and then H1−metrics i.e. metrics whose local
gradient is in L2. For the latter we exploit the link to the intrinsic Hilbert space H1(X)/R
and its dual, which is specific for the case n = 1. This link also underlies the inequality 3.15
that will be used to obtain sub-Gaussian estimates.
3.1. The complex geometric setup. Let (X,L) be a polarized compact Riemann surface,
i.e. a compact complex manifold X of complex dimension n = 1 endowed with a holomorphic
line bundle of positive degree:
degL :=
∫
X
c1(L) > 0,
where L is the first Chern class of L in the integral part of the second de Rham cohomology
group H2(X,R).We will use additive notation for tensor powers and Hermitian metrics on line
bundles. We recall that a holomorphic line bundle L over X is determined by fixing a covering
of X by a finite number of open sets Ui and trivializing (i.e. non-vanishing) holomorphic
sections eUi of L over Ui. We denote by tij the corresponding transition functions, i.e. the
holomorphic invertible functions on Ui ∩ Uj defined by tij = eUi/eUj .
3.1.1. Metrics on L. In our additive notation a metric ‖·‖ on L (that will be assumed to be
smooth to start with) will be denoted by the symbol φ, where φ may be locally represented
by a smooth function. More precisely, given a covering of X and local trivializations of L as
above, a metric ‖·‖ on L is represented by the collection φ := {φUi} of functions φUi on Ui
defined by
‖eUi‖
2 := e−φUi
Hence, φUi = φUj − log |tij |
2 . The object φ is often called a weight (cf. [13]), but will here,
abusing notation slightly, be identified with the corresponding metric on L. The (normalized)
curvature form of a metric φ on L is the globally well-defined two-form on X defined on U by
ωφ :=
i
2π
∂ ¯∂φUi =: dd
cφUi ,
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where d is the exterior derivative and dc is the real operator defined by dc := − 14πJ
∗d in terms
of the complex structure J on the real tangent bundle TX. Accordingly, the curvature form
of a metric φ is usually symbolically written as ddcφ (abusing notation slightly).
Remark 3.1. The normalizations have been chosen so that in C ddcφ = 14π∆φdλ and hence
ddc log |z|2 = δ0 where δ0 denotes the Dirac mass at 0 in C. Also note that compared with
standard notation in gauge theory ddcφ = i2πFA where FA denotes the curvature two-form
of the Chern connection A on the principle U(1)−bundle corresponding to the Hermitian
holomorphic line bundle (L, φ).
The induced metric on the k th tensor powers of L, written as kL, in our additive notation,
is represented by kφ. Taking the difference between two metrics φ1 and φ2 on L yields a
globally well-defined function on X (i.e. the space of metrics on L is an affine space modeled
on C∞(X)). We will denote by H(L) the space of all smooth metrics ψ with strictly positive
curvature:
H(L) := {ψ : ddcψ > 0}
We denote by ψ0 a fixed reference element H(L), which in the present Riemann surface case
can (and will) be taken so that the Riemann metric defined by the curvature form
(3.1) ω0 := dd
cψ0
has constant scalar curvature, when identified with an Hermitian metric on X. The probability
measure
µ0 :=
ω0∫
ω0
(=
ω0
degL
)
will be referred to as the canonical volume form on X and the corresponding metric ψ0 on
L will be referred to as the canonical reference metric on L (abusing notation slightly, since
ψ0 is only determined up to an additive constant when X has genus at least one and up to
automorphisms when X is the Riemann sphere). Anyway, in the case when X is the Riemann
sphere we will make a particular choice of constant.
3.1.2. Holomorphic sections of L. The complex vector space of all global holomorphic sections
of L is denoted by H0(X,L) and its dimension by NL :
NL := dimH
0(X,L)
Given an element Ψ and a metric φ on L the squared point-wise norm of ‖Ψ‖2φ is a global
function on X, symbolically expressed as |Ψ|2e−φ. More precisely, fixing a covering Ui and
local trivializations ei of L, as above, an element Ψ ∈ H
0(X,L) may be locally written as
Ψ = ΨUieUi
for a holomorphic function ΨUi on Ui and
‖Ψ‖2φ := |Ψ|
2e−φ := |ΨUi |
2e−φUi
on Ui. Fixing a continuous volume form dV onX we will denote by 〈·, ·〉(dV,φ) the corresponding
scalar product on H0(X,L), i.e.
〈Ψ,Ψ〉(dV,φ) :=
∫
X
ΨΨ¯e−φdV.
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3.1.3. The asymptotic setting and the canonical reference basis. We will be interested in the
limit where L is replaced by
Lk := kL+ F
and k → ∞ for fixed line bundles L and F. By the Riemann-Roch theorem on a Riemann
surface this corresponds to the limit where the dimension NLk tends to infinity. Indeed, for k
sufficently large (so that dimH1(X, kL + F ) = 0),
Nk := NkL+F = deg(L)k − (g(X) − 1) + deg(F ),
where g(X) is the genus of X. In general, a subindex k will indicate that the object in question
is defined with respect to the line bundle kL+F and a metric on kL+F of the form kφ+φF .
We fix, once and for all, a “reference basis” Ψ
(k)
1 , ...Ψ
(k)
Nk
in H0(X, kL+F ) which is orthonor-
mal wrt the scalar product determined by the reference volume form µ0 on X, the reference
metric ψ0 on L and a fixed continuous reference metric φF on F. In the particular case when
F = KX , the canonical line bundle, there is a canonical choice of metric φF , as explained in
the next section.
3.1.4. The adjoint setting. In the special case when F = KX there is a natural L
2−norm on
H0(X, kL+KX) induced by a metric φ on L :
(3.2) 〈Ψ,Ψ〉kφ :=
i
2
∫
X
Ψ ∧ Ψ¯e−kφ
identifying the elements of H0(X, kL + KX) with holomorphic 1−forms with values in kL.
Equivalently, in terms of the general setting above, this corresponds to fixing any volume
form dV on X and taking φF as the metric on F = KX induced by dV. Indeed, fixing
local coordinates z = (z1, ..., zn) induces a trivialization dz := dz1 ∧ · · · ∧ dzn. By definition
φF := − log(i
n2dz ∧ dz¯/dV ) and hence
i
2
Ψ ∧ Ψ¯e−kφ = |Ψ|2e−kφe−φF dV
This will be called the “adjoint setting” (in the algebraic geometry literature the line bundle
kL+KX is usually said to be the line bundle which is adjoint to the line bundle kL). We will
3.2. Potential-theoretic setup.
3.2.1. Admissible singular metrics on L and the spaces PSH(L) and PSH(X,ω0). It will be
important to allow metrics φ on L which are singular, i.e. the local weights of φ take values in
[−∞,∞]. The corresponding point-wise norm of a given section Ψ in H0(X,L) thus defines a
function X → [0,∞]. To simplify the notation we will drop the adjective singular and simply
call φ a metric.
Definition 3.2. A metric φ on L will be said to be admissible if φ is lsc, taking values in
]−∞,∞] and {φ < ∞} is not polar. Equivalently, this means that we can write φ = ψ0 + v
where v is a globally defined function on X taking values in ]−∞,∞] such that {v < ∞} is
not polar.
We will denote by PSH(L) the space of metrics ψ on L→ X such that ψ is locally plurisub-
harmonic (psh). In other worst, ψ is locally represented by a plurisubharmonic function, i.e. a
function in L1locwhich is strongly upper semi-continuous function and whose curvature defines
a positive current on X. In the present Riemann surface setting this simply means that ψ is
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locally subharmonic. The subspace of all locally bounded metrics in PSH(L) will be denoted
by PSH(L)b.
Remark 3.3. ψ ∈ PSH(L) is not admissible, unless ψ is continuous.
In general, the map
ψ 7→ ϕ := ψ − ψ0, PSH(L)→ PSH(X,ω0)
yields a bijection between the space PSH(L) and the space PSH(X,ω0) of all ω0−psh func-
tions, i.e. all strongly usc functions ϕ such that ddcϕ+ω0 ≥ 0 holds in the sense of currents. In
the present Riemann surface setting the latter condition simply means that − 14π∆ω0ϕ ≥ −1,
in the sense of distributions, where ∆ω0 denotes the “positive Laplacian” determined by ω0,
i.e. ∆ω0v := −dd
cv/ω0.
Lemma 3.4. Suppose that degL = 1 and let µ be a probability measure on X of the form
µ := ddcϕ+ ω0 for ϕ ∈ L
∞(X). Then, for any v ∈ PSH(X,ω0) we have
sup
X
v ≤
∫
X
vµ+ sup
X
ϕ− inf
X
ϕ+ C0, C0 := sup
X×X
(−G0),
where G0 denotes the Green functions of ∆ω0 (see formula 3.20).
Proof. By approximation we may as well assume that v is smooth. Integrating by parts then
gives ∫
X
vµ =
∫
X
vω0 +
∫
ϕ(ddcv + ω0 − ω0) ≥
∫
X
vω0 + (inf
X
ϕ− sup
X
ϕ)
Finally, we have sup v ≤
∫
X vω0 ≤ C0. Indeed, we may as well assume that
∫
vω0 = 0 and
then v(x) = −
∫
G0(x, ·)(dd
cv + ω0) ≤ C0. 
3.2.2. The projection operator P and the equilibrium measure µφ.
Definition 3.5. Let φ be a metric on L. Then Pφ is the metric on L defined as the upper
semi-continuous regularization of a Perron type envelope:
(3.3) Pφ := {supψ ∈ PSH(L) : ψ ≤ φ},
where we use (the non-standard) notation f for the upper semi-continuous regularization of a
function f on X and similarly for a metric on L. 4
Lemma 3.6. Assume that {φ <∞} is not polar.
• Pφ is in PSH(X,L) and Pφ ≤ φ quasi-everywhere, i.e. on the complement of a polar
subset.
• If φ is admissible, then Pφ ∈ PSH(X,L)b.
• If φj is a sequence of metrics decreasing to φ then P (φj) decreases to P (φ).
• If φj is a sequence of admissible metrics increasing to the admissible metric φ then
P (φj) increases quasi-everywhere to P (φ) in PSH(X,L)b
Proof. This is proved in essentially the same was as in [56, Prop 2.2]. 
Definition 3.7. Let φ be an admissible metric on L. The corresponding equilibrium measure
µφ is the probability measure on X defined by
(3.4) µφ := dd
c(Pφ)/deg L
4The notation f∗ is usually used in the complex analysis literature, but we will reserves the upper star for
the Legendre-Fenchel transform, introduced below]
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Note that the measure µφ does not charge polar subsets (since its potential Pφ is bounded).
We will denote by S the support of µφ.
Proposition 3.8. Let φ be an admissible metric. Then the support S of the corresponding
equilibrium measure µφ is contained in the coincidence set D, i.e. the closed subset of X
defined by
(3.5) D = {Pφ = φ}
In particular, the Laplacian ∆ vanishes on the open set {Pφ < φ} and hence the following
“orthogonality relation” holds
(3.6)
∫
X
(φ− Pφ)ddc(Pφ) = 0
Proof. First note that D is indeed closed as Pφ − φ is usc. In the case when φ is continuous
the orthogonality relation 3.6 is a special case of [13, Prop 2.10]. In the general case we take
a sequence of continuous φj increasing to φ. By Lemma 3.6 ψj := P (φj) increases a.e. to
ψ := Pφ and hence
∫
X(φj − ψj)dd
cψj(= 0) converges towards
∫
X(φ− ψ)dd
cψ (as follows, for
example, from Prop 3.12 below). 
Even if φ is assumed smooth, Pφ is not smooth, in general, but only only C1,1−smooth. In
general, we have the following
Proposition 3.9. Let φ be a metric on L satisfying the assumptions A0 and A1 appearing in
the beginning of Section 4 below. Then ∆(Pφ) ∈ L∞loc. As a consequence,
(3.7) ∆(Pφ) = 1{Pφ=φ}∆φ
locally, and
(3.8) µφ = 1Sdd
cφ
where S denotes the support of µφ.
Proof. In the setting where φ corresponds to a function φ in C with strictly super logarithmic
growth (which, as explained in Section 5, is a special case of the general complex geometric
setup) a simple proof was given in [7]. In the case when φ is in C2loc the case of a Riemann
surface X is the one-dimensional case of [12, Thm 1.1] and a straight-forward modification of
the proof of [12, Thm 1.1] also applies to φ satisfying A0 and A1. 
3.2.3. The functional E on PSH(L) and the free energy functional F on C(X). The functional
E
E : PSH(L)b → R
is defined as the primitive of the operator ψ 7→ ddcψ/degL taking values in the space of
probability measures on X, i.e. the differential of E on the convex space PSH(L)b is given by
(3.9) dE|ψ := dd
cψ/deg(L)
Accordingly, the functional E is only defined up to an additive constant. The constant will
be fixed by the normalization condition
E(ψ0) = 0
on the reference element ψ0 in PSH(L)b. Integrating along the affine line in PSH(L)b con-
necting ψ and ψ0 reveals that we may equivalently make the following
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Definition 3.10. The functional E on PSH(L)b is defined by
(3.10) E(ψ) =
1
2deg(L)
∫
X
(ψ − ψ0)(dd
cψ + ddcψ0),
(formula 3.9 then follows from integrating by parts). More generally, the functional E may be
extended to all of PSH(L) as the smallest upper semi-continuous extension from PSH(L)b.
Remark 3.11. Occasionally, when emphasizing the dependence of E on a fixed reference element
ψ0 we will write Eψ0 . By the property 3.9 the following cocycle relation holds
(3.11) Eψ1 = Eψ0 + Eψ1(ψ0)
and differences E(φ1)− E(φ0) are independent of the choice of reference.
It follows immediately from the defining relation 3.9 that E is increasing on PSH(L)b and
satisfies the scaling relation
(3.12) E(ψ + C) = E(ψ) + C
Moreover, the functional E has the following basic continuity properties [13, Prop 4.3]:
Proposition 3.12. Let ψj be a sequence in PSH(X,L) decreasing (increasing almost every-
where) to ψ ∈ PSH(X,L). Then E(ψj) decreases (increases) to E(ψ).
Integrating by parts reveals that, when ψ is smooth,
(3.13) − E(ψ) = J(ψ − ψ0)−
∫
(ψ − ψ0)dd
cψ0/degL,
where J denotes the half of the normalized squared Dirichlet norm:
J(u) :=
1
2degL
∫
du ∧ dcu
The following proposition shows that the previous formula still holds when ψ is singular or
more precisely when u := ψ − ψ0 has a gradient in L
2(X), i.e. when u is an element of the
intrinsic Hilbert space H10 (X), whose definition is recalled in Section 3.2.5.
Proposition 3.13. Let X be a compact Riemann surface. Then ψ ∈ PSH(X,L) satisfies
−E(ψ) <∞ iff the ω0−psh function u := ψ − ψ0 has a gradient in L
2, i.e.
H1(X) ∩ PSH(X,ω0) = {u ∈ PSH(X,ω) : E(ψ0 + u) > −∞}.
Moreover, formula 3.13 holds for any ψ ∈ PSH(X,L) such that E(ψ) > −∞, when J is
interpreted as the (normalized) L2−norm of du.
Proof. This is well-known and can, for example, be shown using Prop 3.12 together with the
basic fact that H1(X)/R is the completion of C∞(X)/R wrt the L2−norm defined by the
functional J (the proof is similar to the proof of the first point in Prop 3.19). 
Next, we consider the free energy functional F on C(X) defined by
(3.14) Fφ(u) := E(P (φ + u))
(that we will occasionally identify as a functional on the space of all metrics on L and then
write Fφ(u) = F(φ+ u))
Proposition 3.14. Let φ be an admissible metric on L. Then the free energy functional F
is Gateaux differentiable on C0(X) and its differential at u ∈ C0(X) is represented by the
measure ddcP (φ+ u)(:= µφ+u).
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Proof. When φ is continuous this is a special case of [13, Thm B]. We recall that the proof
is based on the the orthogonality relation 3.6 and the same proof thus applies when φ is
admissible.
The following inequality is specific for the case of one complex dimension: 
Lemma 3.15. Let φ a smooth metric on L. Then
E(P (φ)) − E(P (φ+ u) ≤ J(u) −
∫
X
uddc(Pφ)/degL
and, equivalently,
J (P (φ+ u)− P (φ)) ≤ J(u)
Proof. First observe that setting ψ := Pφ we have
(3.15) E(P (φ)) − E(P (φ + u) ≤ E(ψ) − E(P (ψ + u)
Indeed, since ψ ≤ φ we get
P (ψ + u) ≤ P (φ+ u)
Since E is increasing on the space PSH(X,L) it follows that
E(P (ψ + u) ≤ E(P (φ+ u)
proving the inequality 3.15 Hence, the lemma follows from the inequality
E(ψ) − E(P (ψ + u) ≤ J(u)−
∫
X
uddcψ/degL
for any locally bounded psh-metric ψ on L. The latter inequality is equivalent to [11, Prop 2.3]
applied to ω := ddcψ. For the conveniens of the reader we recall the proof (where, to simplify
the notation, we have assumed that degL = 1).
E(ψ) − E(P (ψ + u) +
∫
X
uddcψ =
∫
(ψ + u− P (ψ + u))(ddcψ + ddc(P (ψ + u)) =
=
∫
(ψ + u− P (ψ + u))(ddcψ − ddc(P (ψ + u))
using the orthogonality relation 3.6 applied to ψ + u in the last equality. But the latter
expression is nothing but the Dirichlet norm of ψ + u − P (ψ + u) and hence non-negative,
which concludes the proof of the first inequality. The second one the follows from the cocycle
property 3.11 together with formula 3.13. 
3.2.4. The energy functional Eφ on P(X) as a Legendre-Fenchel transform. We first recall
that if f is a function on a topological vector space V, then its Legendre-Fenchel transform is
defined as following convex lower semi-continuous function f∗ on the topological dual V ∗
f∗(w) := sup
v∈V
〈v,w〉 − f(v)
in terms of the canonical pairing between V and V ∗. In the present setting we will, to start
with, take V = C0(X), endowed with the sup norm. Then V ∗ = M(X) is the space of all
signed Borel measures on X.
Definition 3.16. Given a continuous metric φ on L → X the corresponding energy func-
tional Eφ on the space of signed measures M(X) is defined as the (convex) Legendre-Fenchel
transform of the functional u 7→ −Fφ(−u) := −E ◦ P (φ− u) on C
0(X) :
Eφ(µ) := sup
u∈C0(X)
Fφ(u)− 〈u, µ〉
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A probability measure µ on X is said to have finite energy if Eφ(µ) < ∞ for some (or
equivalently any) continuous metric φ on L.
Remark 3.17. Occasionally, when emphasizing the dependence of Eφ on the fixed reference
element ψ0 we will write Eψ0,φ. By the cocycle property 3.11
Eψ1,φ(µ) = Eψ0,φ(µ) + E(ψ1)− E(ψ2)
It follows directly from the definition that, for any given function v
Eφ+v(µ) = Eφ(µ) +
∫
X
vµ
Applying the standard duality theory on locally convex topological vector spaces gives the
following result (see [9, Prop 2.10]):
Proposition 3.18. Let φ be a continuous metric on L.
• If µ is a signed measure on X, i.e. µ ∈ M(X), then Eφ(µ) =∞ unless µ is in P(X).
• The functional u 7→ −Fφ(−u) on C
0(X) is the Legendre-Fenchel transform of Eφ :
(3.16) Fφ(u) = −E
∗
φ(−u) := inf
µ∈M(X)
(Eφ(µ) + 〈u, µ〉)
• The equilibrium measure µφ (Definition 3.7) is the unique minimizer of Eφ on P(X).
3.2.5. The intrinsic Hilbert space H1(X)/R and H−10 (X). Denote byH
1(X) the Sobolev space
of all functions u ∈ L2loc(X) such that ∇u ∈ L
2
loc (in the sense of distributions). The quadratic
form
‖u‖2H1 :=
∫
X
du ∧ dcu
induces an intrinsic Hilbert space structure on the quotient space H1(X)/R (only depending
on the complex structure on X). By standard Sobolev space theory C∞(X)/R is dense in
H1(X)/R. Fixing a Riemannian metric g compatible with the complex structure on X we
have
‖u‖2H1 :=
1
4π
∫
|∇gu|
2dVg,
We denote by H1(X, g) the vector space H1(X) endowed with the Hilbert norm
‖u‖2H1(X,g) :=
∫
X
|u|2dVg +
1
4π
∫
|∇gu|
2dVg,
(where only the first term depends on g). We endow H1(X) with the corresponding topology
(which is independent of the choice of g). In the following we will usually take g to be the
metric with volume (area) form dVg := dd
cψ0, where ψ0 is a fixed reference element in the
space PSH(X,L). Then H1(X)/R may be identified with subspace H10 (X) of H
1(X, g) of
all functions u such that
∫
X udVg = 0. We endow H
1
0 (X) with the topology induced by the
Hilbert norm. This is also called the strong topology on H10 (X), while the weak topology on
H10 (X) is defined as the weak topology in the sense of of Hilbert spaces, i.e. uj converges to
u∞ weakly in H
1
0 (X) iff 〈uj, u〉 → 〈u∞, u〉 for any u ∈ H
1
0 (X).
We denote byH−1(X) the Sobolev space of distributions on X which is dual to H1(X)
and by H−10 (X) the subspace consisting of all distributions ν in H
−1(X) with zero mean, i.e.
〈ν, 1〉 = 0.5 We endow H−10 (X) with the intrinsic Hilbert norm which is dual to H
1(X)/R :
5We view a distribution ν on the two-dimensional manifold X as a current of dimension 0, i.e. of degree 2,
so that the pairing 〈ν, u〉 is intrinsically defined for any u ∈ C∞(X).
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(3.17) ‖ν‖2H−1(X) := sup
u∈C∞(X)
|
∫
νu|2
‖u‖2H1
,
which, by definition, is finite precisely on H−1(X) (if ‖ν‖2H−1(X) <∞ the sup may as well be
taken over H1(X)). It follows from basic Sobolev space theory that the operator ddc induces
a canonical isometry between H1(X)/R and H−10 (X) :
(3.18) u 7→ ν := ddcu, H1(X)→ H−10 (X)
We will write ν 7→ uν for the inverse map. In particular, if ‖ν‖
2
H−1(X) <∞, then
‖ν‖2H−1(X) =
∫
duν ∧ d
cuν
Proposition 3.19. Let φ be a continuous metric on L.
• Assume that µ ∈ P(X). Then Eφ(µ) <∞ iff µ− µ0 ∈ H
−1(X) and then
Eφ(µ) = Eψ0(µ) + 〈φ− ψ0, µ〉 =
1
2
‖µ− µ0‖
2
H−1(X) + 〈φ− ψ0, µ〉
In particular, if µ ∈ P(X) then
(3.19) Eψ0(µ) =
1
2
‖µ− µ0‖
2
H−1(X) =
1
2
∫
G(x, y)µ ⊗ µ,
where G is the integral kernel of the “positive Laplacian” −ddc/µ0 restricted to the
orthogonal complement of the constants in L2(X,µ0), i.e. G is the Green function
determined by the property that G is symmetric and
(3.20) (i) − ddcxG(x, y) = δx − µ0, (ii)
∫
X
G(x, y)µ0(y) = 0
• If u ∈ H1(X) is normalized so that
∫
uµ0 = 0, then∣∣∣∣∫
X
uµ
∣∣∣∣ ≤ ‖u‖H1 Eψ0(µ)
and u acts continuously on the sublevelsets {µ ∈ P(X) : Eψ0(µ) ≤ C} endowed with
the weak topology on P(X).
• The following formula holds for any u ∈ C0(X) :
(3.21) Fφ(u) = inf
µ∈P(X)∩H−1(X)
(Eφ(µ) + 〈u, µ〉)
and the right hand side above is finite for any u ∈ H1(X).
Proof. First assume that µ is a volume form in P(X). Then
Eψ0(µ) = E(ψµ)− 〈ψµ − ψ0, µ〉 ,
where ψµ ∈ PSH(L) solves dd
cψµ = µ (as follows, for example, from the concavity of the
functional E ; see [14]). Using formula 3.13 this means that
Eψ0(µ) = −J(ψµ − ψ0) + 〈ψµ − ψ0, µ− µ0〉 = J(ψµ − ψ0),
using integration by parts in the last equality. This proves formula 3.19 when µ is a volume
form. In the general case we take a sequence of smooth metrics ψj ∈ PSH(L) decreasing to ψµ
and set µj := dd
cψj. Letting j →∞ and using the previous case then proves formula 3.19 in
the case when φ = ψ0, using that both E and J are continuous along such sequences (as follows
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from Prop 3.12).The case of a general continuous φ then follows immediately by linearity, which
concludes the proof of the first point in the proposition. The inequality in the second point
now follows immediately from replacing µ with the signed measure ν := µ − µ0 ∈ H
−1(X)
and using that | 〈u, ν〉 | ≤ ‖u‖H1 ‖ν‖H−1 , since H
−1(X) is the Hilbert space dual of H1(X).
Moreover, if Eψ0(µj) ≤ C and µj → µ weakly in P(X). Then, by the compactness of the
unit-ball in H−1(X) endowed with the weak (Hilbert) topology, µj −µ0 → µ−µ0 in the weak
topology on H−1(X) and hence 〈u, µj − µ0〉 → 〈u, µ − µ0〉 , concluding the proof of the second
point. The last point now follows immediately from the definitions. 
Next we turn to the singular setting where φ is an admissible metric on L and u ∈ H1(X).
We then define Eφ+u(µ) by imposing linearity wrt u :
Definition 3.20. Let φ be an admissible metric on L and u ∈ H1(X). Then
(3.22) Eφ+u(µ) := Eψ0(µ) + 〈(φ− ψ0), µ〉+ 〈u, µ〉
when µ ∈ P(X) has finite energy and otherwise we set Eφ+u(µ) = ∞. We also define Fφ(u)
by formula 3.21.
Accordingly, we define the equilibrium measure µφ+u as the unique minimizer of Eφ+u on
P(X). The existence and uniqueness is guaranteed by the first point in the next theorem.
Theorem 3.21. Let φ be an admissible metric on L and u ∈ H1(X). Then
• The functional µ 7→ Eφ+u(µ) is lsc and convex on P(X) and strictly convex on the set
where it is finite.
• Let φN be a sequence of admissible metrics on L increasing to an admissible metric φ
and uN a sequence in H
1 converging to u ∈ H1 in the H1−topology. Then FφN (uN )→
Fφ(u).
Proof. Without loss of generality we may as well assume that uN and u are normalized in
the sense that their integral against µψ0 vanishes. Set vN := φN − ψ0, defining a sequence of
increasing lsc functions on X. Let us first observe that the functionals
IN (µ) := (EφN+uN )(µ) := (Eψ0)(µ) +
∫
X
vNµ+
∫
X
uNµ
on P(X) are uniformly coercive on H−1(X) in the sense that there exist positive constant ǫ
and C such that
(3.23) IN (µ) ≥ ǫEψ0(µ)− C.
Indeed, since v1 is lower-semicontinuous there is a constant C1 such that∫
X
vNµ ≥
∫
X
v1µ ≥ −C1
by the weak compactness of P(X). Moreover, using the Cauchy-Schwartz inequality on nor-
malized functions in H1 gives (by the second point in the previous proposition)∣∣∣∣∫
X
uNµ
∣∣∣∣ ≤ ‖uN‖H1 Eψ0(µ)1/2 ≤ C2Eψ0(µ)1/2
Combining the previous two inequalities thus proves the uniform coercivity 3.23. The same
argument shows that the functional I := Eφ+u is coercive on on H
−1(X) :
I(µ) ≥ ǫEψ0(µ)− C
Now, to prove the first point in the lemma we let µj be a sequence converging to µ weakly
in P(X). We may as well assume that I(µj) is uniformly bounded from above (otherwise
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there is nothing to prove). But then the previous coercivity bound implies that Eψ0(µj) is
uniformly bounded from above, i.e. ‖µj − µ0‖H−1(X) is uniformly bounded from above (using
the previous proposition). By the compactness of the unit-ball in the H−1(X) wrt the weak
topology we may thus assume that the convergence of µj holds in the weak topology on
H−1(X). In particular,
(3.24) lim
j→∞
〈u, µj〉 = 〈u, µ〉
Moreover, since vN is increasing we have that vN ≥ vN0 for any fixed index N0 for N ≥ N0
and hence I(µ) ≥ (EφN0+u)(µ) so that
(EφN0+u)(µ) ≤ lim infj→∞
I(µj)
using 3.24 and the lower semi-continuity of vN0 . Finally, letting N0 → ∞ and using the
monotone convergence theorem of integration theory concludes the proof of the lower semi-
continuity stated in the first point in the lemma. Next, in order to establish the convexity of
Eφ+u on P(X) it is, by linearity, enough to consider the case when φ = ψ0 and u = 0. But,
by definition, the functional Eψ0 on P(X) is the restriction to P(X) of the Legendre-Fenchel
transform of the functional −(E ◦P )(φ−·) which is Gateaux differentiable on C0(X) (by Prop
3.18). In particular, Eψ0 is convex and moreover its strict convexity, on the subset where it is
finite, as follows from basic convex duality.
To prove the second point we fix a sequence µN realizing the inf of IN on P(X) (whose
existence follows from the lsc of IN and the compactness of P(X)). By construction
IN (µN ) := inf
µ
IN ≤ IN (µ)
for any fixed measure µ on X. Hence, using the Cauchy-Schwartz inequality and the monotone
convergence theorem again and then taking the inf over all µ in P(X) we get
lim sup
N→∞
IN (µN ) ≤ inf
µ∈P(X)
I(µ)
In particular, by the uniform coercivity 3.23 we have that Eψ0(µN ) ≤ C
′. Since uN is assumed
to converges to u strongly in H1 the Cauchy-Schwartz inequality thus gives
lim
N→∞
〈uN , µN 〉 = lim
N→∞
〈u, µ∞〉 .
Hence we get, using that vN ≥ vN0 as before, that
(EφN0+u)(µ∞) ≤ lim infN→∞
IN (µN )
for any fixed index N0. Finally, letting N0 →∞ gives
I(µ∞) ≤ lim inf
N→∞
IN (µN ) ≤ lim sup
N→∞
IN (µN ) ≤ inf
µ∈P(X)
I(µ)
But then all inequalities above have to be equalities showing that
lim
N→∞
inf
µ∈P(X)
IN = inf
µ∈P(X)
I(µ),
which concludes the proof of the second point. 
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4. β−ensembles on Riemann surfaces
In this section we start by specializing the general setup of determinantal point processes
on a polarized complex manifold X introduced in [8, 10] to the case when X is a compact
Riemann surface. From place to place we will use the following regularity assumptions on a
given singular metric φ on L, where S denotes the support of the equilibrium measure µφ and
dV is a fixed volume form on X :
• (A0) φ is continuous on the complement of a closed polar subset.
• (A1) A0 holds and there exists a constant C such that dd
cφ ≤ CdV on a neighborhood
of S
4.1. Determinantal point process on polarized Riemann surfaces and β−ensembles.
Let L → X be a positive line bundle over compact Riemann surface X. The geometric data
(dV, φ) of a continuous volume form dV on X and an admissible metric φ on L induces a
determinantal random point process on X with N := NL particles, defined by the following
symmetric probability measure on the N−fold product XN :
dPN,L :=
|Ψ(x1, ..., xN )|
2e−(φ(x1)+...+φ(xN ))
ZN [dV, φ]
dV ⊗N ,
where Ψ(x1, ..., xN ) is a generator of the top exterior power Λ
NH0(X,L), viewed as a one-
dimensional subspace of H0(XN , L⊠N ) under the usual isomorphism between H0(XN , L⊠N )
and the N fold tensor product of H0(X,L). The number ZN [dV, φ], called the partition func-
tion, is the normalizing constant ensuring that dPN,L is a probability measure:
ZN := ZN [dV, φ] :=
∫
XN
|Ψ|2φdV
⊗N , |Ψ|2φ := |Ψ(x1, ..., xN )|
2e−(φ(x1)+...+φ(xN ))
Since Ψ(x1, ..., xN ) is determined up to multiplication by a non-zero complex number the
probability measure dPN,L is canonically attached to the geometric data (dV, φ). Concretely,
fixing a basis Ψ1, ...,ΨN in H
0(X,L) we can (and will) take Ψ(x1, ..., xN ) to be
(4.1) Ψ(x1, ..., xN ) := det(Ψi(xj)) :=
∑
σ∈SN
(−1)sign(σ)Ψ1(xσ(1)) · · ·ΨN (xσ(N))
which we will call the Slater determinant, following the terminology used in the physics liter-
ature.
Remark 4.1. If Ψ˜i denotes another basis in in H
0(X,L) then
(4.2) Ψ˜(x1, ..., xN ) = CΨ(x1, ..., xN ) C ∈ C
∗
where C is the determinant of the corresponding change of basis matrix.
In the adjoint setting (Section 3.1.4) the probability measure dPN,L only depends on φ and
can be expressed as
dPN,L = (
i
2
)N
Ψ(x1, ..., xN ) ∧Ψ(x1, ..., xN )e
−(φ(x1)+...+φ(xN ))
ZN
,
by identifying Ψ with a holomorphic top form on XN with values in L⊠N
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4.1.1. β−ensembles and Quantum Hall states on X. Given a pair (dV, φ) as above and β > 0
and the corresponding β−ensemble is the random point process with NL particles on X
corresponding to the following symmetric probability measure µ
(N)
β on X
N :
(4.3) dPN,Lβ :=
|Ψ|2βφ
ZN,β[dV, φ]
dV ⊗N , ZN,β[dV, φ] :=
∫
XN
|Ψ|2βφ dV
⊗N
As recalled in Section 1.3.2 for β = 1 this point processes represents an integer Quantum Hall
state, while β = m > 0 represents a fractional Quantum Hall state with “filling fraction” 1/m.
Moreover, the curvature form ddcφ coincides with the magnetic two-form corresponding to an
exterior magnetic field.
4.1.2. The asymptotic setting of a sequence of β−ensembles on X. Assume given (φ, dV, φF ),
where φ is an admissible metric on the positive line bundle L, dV is a continuous volume form
on X and φF is a continuous metric on a line bundle F. To this data we attach, for any given
β > 0, a sequence of β−ensembles obtained by replacing (L, φ) in the previous section with
(Lk, φk) := (kL+ F, kφ+ φF ).
We then take Ψ(k)(x1, ..., xNk ) to be the Slater determinant 4.1 defined wrt the reference
bases Ψ
(k)
1 , ...Ψ
(k)
Nk
in H0(X, kL + F ).
Lemma 4.2. The probability measure dPNk,β may be expressed as the following Gibbs measure:
dPNk,β =
e−βH
(Nk)
φ dV ⊗Nk∫
XNk e
−βH
(Nk)
φ dV ⊗Nk
, H
(N)
φ = H
(N)
ψ0
+ k
Nk∑
i=1
(φ− ψ0)(xi),
where H
(N)
ψ0
(x1, ..., xNk ) = − log |Ψ
(k)(x1, ..., xNk)|
2e−k(ψ0+φF ) + logNk! (using the reference
φF0 = φF on F in the definition of Ψ
(k)).
Proof. This follows directly from the basic observation that, in general,
(4.4)
∫
XN
|det(Ψi(xj))|
2e−φdV = N !
if Ψ1, ...,ΨN is a bases in H
0(X,L) which is orthonormal wrt the L2−norm induced by (φ, dV ).
Indeed, this follows from integrating the sum in formula 4.1 and using that all N ! terms are
equal to one, by permutation symmetry. 
Remark 4.3. In the literature on the Quantum Hall effect the “twisting bundle” F is usually
taken as sKX for s a given non-negative number in Z/2 (when s is not an integer the definition
of sKX depends on the choice of a spin structure on X i.e. a square root of KX [65, 66]).
4.1.3. Quasi-holes, magnetic impurities and Hele-Shaw flow. Given a polarized Riemann sur-
face (X,L) and (dV, φ) as above fix the additional data of an effective divisor Z on X, i.e. Z
is the formal weighted sum
∑m
i=1 aiPi for given points Pi in X and positive integers ai > 0.
Following [10, Secion 5.5] another determinantal point process is obtained by replacing the
space H(X,L) in section 4.1 with its sub-space HZ of sections vanishing to order at least ai at
the points Pi. Denote by dimension N the dimension of HZ and by µ
(N)
(L,Z) the corresponding
probability measure on XN . In Laughlin’s terminology [72] µ
(N)
(L,Z) represents a quasi-hole ex-
cited Quantum Hall state (see also [34, Section 9]). In the asymptotic situation L is replaced
by kL (or more generally by kL+ F ) and Z by kZ, assuming that deg(L) > deg(Z) :=
∑
i ai
(which ensures that Nk →∞ as k →∞).
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The probability measure µ
(N)
(L,Z) can also be described from an alternative point of view.
Denote by LZ the line bundle on X determined by Z and by φZ the corresponding singular
metric on L (which is uniquely determined up to scaling). This means that there exists
sZ ∈ H(X,LZ) vanishing to order ai at Pi and φZ is the metric locally represented by the
weight log |sZ |
2. As explained in [10, Secion 5.5] the probability measure µ
(N)
(L,Z) coincides with
the probability measure µ
(N)
(L−LZ )
obtained by replacing the line bundle L in Section 4.1 with
the line bundle L − LZ and φ with the metric φ − φZ on L − LZ . Since the curvature form
of φ − φZ is given by dd
cφ −
∑
aiδpi the corresponding point process represents a Quantum
Hall state on X subject to an external magnetic field ddcφ and a singular magnetic field of
opposite direction created by magnetic impurities (or vortices) of charge ai inserted at the
points Pi. The analytic advantage of this point of view is that φ− φZ is a lsc metric which is
continuous on the complement of a closed polar set so that the all the results proven in the
present paper apply. Moreover, it follows readily from the definitions that the support SZ of
the corresponding equilibrium measure µφ−φZ is compactly supported in the complement of
Z. Hence, by Prop 3.9, the corresponding equilibrium measure is given by
µφ−φZ = 1SZdd
cφ
and if φ is smooth then the assumption A1 holds.
For a given positive integer k the previous setup applies more generally when the coefficients
ai of Z are taken to be non-negative real numbers. Then HkZ is defined by sections vanishing
at the points Pi to order at least the round down of kai. It follows from [81, Thm 1.10] that if
the coefficients ai are sufficiently small then X−S is diffeomorphic to a disjoint union of discs
centered at the points Pi. However, when ai is increased singularities of S are typically formed
and the topology of S changes. Indeed, fixing a divisor Z the map t 7→ X − StZ describes an
evolution of increasing domains coinciding with the Hele-Shaw flow on X with sources at pi
and injection rates ai [50, 80], which is known to typically become singular in a finite time.
4.2. Upper bounds on partition functions. The key ingredient in the upper bounds on
the partition functions is the following result from [11] :
Proposition 4.4. Let ψ be a continuous metric on L with positive curvature current and ψ0
a metric on L such that ddcψ0 defines a Riemannian metric on the Riemann surface X with
constant scalar curvature. Then
1
N
logZN,1[ψ]−
1
N
logZN,1[ψ0] ≤ −EL(ψ) + EL(ψ0)− δL
(
EL(ψ)− EL(ψ0)− sup
X
(ψ − ψ0)
)
where δL is a non-negative constant such that δ = 0 when X is the Riemann sphere and in the
case when X has genus at least one, δkL ≤ Ce
−k/C for an explicit positive constant C.
Proof. This follows directly from combining [11, Prop 2.1, Prop 2.2]. 
We also have the following result, which follows from [13, 10]:
Proposition 4.5. Fix a continuous volume form dV on X and let L and F be line bundles
over X endowed with continuous metrics φ and φF , respectively and assume that L is positive.
Then
lim
k→∞
1
kNk
logZNk,β[(dV, kφ + φF )] = −E(P (φ)) =: F(φ)
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More generally, for any lower semi-continuous φ such that {φ <∞} is not polar
(4.5) lim sup
k→∞
1
kNk
logZNk,β(dV, kφ + φF ) ≤ −E(P (φ)) <∞
Proof. When F is the trivial line bundle the first convergence in the proposition is shown in
[10, Equation 4.23] in any dimension (the proof reduces to the case β = 1 which is covered by
[13, Thm A]). The general case is proved in essentially the same way (moreover, in the present
Riemann surface case a different proof can be given; see Theorem 4.8). In the case when φ is
merely assumed to be lsc we take a sequence φj increasing to φ. Then logZN,β[(dV, kφ+φF ] ≤
logZN,β[dV, kφj + φF )] and hence the left hand side in formula 4.5 is bounded from above by
−E(P (φj)) for any fixed j. The proof is thus concluded by letting letting j → ∞ and using
Lemma 3.6 and Prop 3.12. 
4.3. Lower bounds on partition functions and relative entropy. We will denote by
Dµ0(µ) the entropy (aka the information divergence) of a measure µ on X relative a measure
µ0, i.e.
(4.6) Dµ0(µ) :=
∫
log
µ
µ0
µ
if µ is absolutely continuous wrt µ0 and otherwise Dµ0(µ) := ∞. For the lower bound on the
partition function we will use Gibbs variational principle in the following form (which is a
simple consequence of Jensen’s inequality):
Lemma 4.6. Let (X, dV ) be a measure space andH(N) be a symmetric function in L1(XN ).
Then
1
β
log
∫
e−βH
(N)
dV ⊗N ≥ −
∫
H(N)ν⊗N − β−1DdV (ν)
for any for any ν ∈ P(X) such that the integrals above are well-defined and finite.
We will also use the following lemma, which is elementary when X is the Riemann sphere
(the proof for general X is given in the companion paper [21]):
Lemma 4.7. Let H
(N)
ψ0
be the Hamiltonian defined in Lemma 4.2. Then
(4.7) lim
Nk→∞
k−1N−1k
∫
XN
H
(Nk)
ψ0
ν⊗Nk = Eψ0(ν)
for any volume form ν in P(X). Moreover, there exists a constant C(X,L) only depending on
X and L such that
−k−1N−1k
∫
XN
H
(Nk)
ψ0
ν⊗Nk ≥ −Eψ0(ν)− C(X,L)
1
Nk
logNk
where C(X,L) = 1/2 when (X,L) = (P
1,O(1)).
Proof. Consider the case when X is the Riemann sphere and L is the line bundle of degree
one and assume for simplicity that F and φF are trivial (a similar proof applies in the general
case). Then we have N = k + 1 and the corresponding Hamiltonian may be expressed as
follows on C ⊂ X (using the identifications in Section 5.1):
(4.8)
H
(N)
ψ0
(z1, ..., zN ) =
1
2
∑
i 6=j
w(zi, zj)+F (N+1)+logN ! −w(z, z
′) := log |z−z′|2−ψ0(z)−ψ0(z
′)
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(see Lemma 5.4). Fubini’s theorem thus gives
k−1N−1k
∫
XN
H(Nk)ν⊗Nk =
1
2
∫
X
wν⊗2+
F (N + 1) + logN !
N(N − 1)
= Eψ0(ν)+
(
C0 +
F (N + 1) + logN !
N(N − 1)
)
)
using that (w −G) := 2C0 is constant in the last equality (see the proof of Lemma 5.8). By
the asymptotic expansion in Lemma 5.7 this means that there exists a constant C1 such that
k−1N−1k
∫
XN
H(Nk)ν⊗Nk = Eψ0(ν) + C1 +
1
2
N−1 logN +O(N−1)
All that remains is to verify that
(4.9) C1 = 0
This is essentially well-known and can be checked by explicit calculation, but here we instead
provide the following “high-brow proof”. By general results [15] about large deviation principles
for Hamiltonians H
(N)
W of the form 1.1 (with V = 0)
− lim
N→∞
1
N2
log
∫
X
e−H
(N)
W µ⊗N0 = inf
ν∈P (X)
EW (ν), EW (ν) := lim
N→∞
N−2
∫
XN
H
(N)
W ν
⊗N
But in the present case
∫
X e
−H
(N)
W µ⊗N0 = N ! (by the orthonormality condition) and hence the
infimum of the corresponding functional EW vanishes. Since the infimum of Eψ0 vanishes this
forces the equality 4.9. The case when X has genus at least one is shown in the companion
paper [21], using the bosonization formula as a replacement for formula 4.8. 
Proposition 4.8. Let (X,L) be a polarized Riemann surface, φ a metric on L satisfying A0
and u ∈ H1(X). Then, for any β > 0,
lim inf
N→∞
1
βkNk
logZNk,β[dV, k(φ+ u)] ≥ −F(φ+ u)
Proof. We need to show that
(4.10) lim inf
N→∞
1
βkNk
logZNk,β[µ0, k(φ+ u)] ≥ −Eφ+u(µφ+u),
To prove 4.12 we decompose φ = ψ0 + v. We can then write and
(4.11) ZN := ZNk,β[dV, k(φ+ u)] :=
∫
e−βH
(N)
µ⊗N0 , H
(N) := H
(N)
ψ0
+
N∑
i=1
k(v(xi) + u(xi)),
where H
(N)
ψ0
is the Hamiltonian defined in Lemma 4.2. For any fixed volume form ν ∈ P(X)
combining Lemmas 4.6 and 4.7 gives
(4.12) lim sup
N→∞
−
1
βkN
logZN ≤
∫
X2
Eψ0(µ) +
∫
X
vν +
∫
X
uν = Eφ+u(ν)
Next, we recall that for any measure µ ∈ P(X) such that Eψ0(µ) < ∞, i.e. µ ∈ H
−1(X),
there exists a family νǫ of volume forms in P(X) such that νǫ → µ in H
−1(X) as ǫ→ 0 (this
follows, for example, from properties of the heat-kernel, as in [95, Lemma 33]). In particular,
Eψ0(νǫ)→ Eψ0(µ),
∫
X
uνǫ →
∫
X
uµ,
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using that u ∈ H1(X). In case when when v ∈ C(X) the corresponding convergence trivially
also holds when integrating against v. Taking the inf over all volume forms ν in the inequality
4.12 thus proves the desired lower bound on ZN in the case when v ∈ C(X).
In the case when v is merely continuous on U := X−K, where K is a compact polar subset
of X, the previous argument gives
lim sup
N→∞
−
1
βkN
logZN ≤ inf
ν∈P(U)∩H−1
∫
X2
Eψ0(µ) +
∫
X
vν +
∫
X
uν.
But since K is polar we have that µ(K) = 0 for any measure such that Eψ0(µ) < ∞. In
particular, this is the case for the the minimizer µφ+u of Eφ+u and we can thus identify µφ+u
with an element in P(U) showing that the inf in the right hand side in formula 4.12 may as
well be taken over P(X) ∩H−1(X). 
Remark 4.9. Even if the equilibrium measure µφ is well-defined for a general lsc φ with the
property that {φ < ∞} is non-polar, the lower bound in the previous theorem does not hold
in this generality, as opposed to the upper bound 4.5 (a concrete example is provided in [18]).
4.4. Main results for β−ensembles. In this section we fix the geometric data (φ, dV, φF ) as
in Section 4.1.2 and consider, for a given β ∈]0, 1] the corresponding sequence of β−ensembles
on X. Given a function u ∈ H1(X) we will denote by UNk the corresponding random variable
on the β−ensemble with Nk particles, defined by formula 1.3. We will obtain bounds on
the corresponding moment generating function E(e−βkNkUNk ), involving the “error sequence”
defined by
(4.13) ǫNk,β[φ, dV, φF ] := −
1
βNkk
logZNk,β[dV, kφ + φF ]−F(φ)
(where the dependence on dV and φF has been suppressed in the left hand side). We recall
that in the adjoint setting ǫNk,β[φ, dV, φF ] only depends on the metric φ on L and β = 1.
Accordingly, the corresponding error sequence will then be denoted by ǫNk [φ]. It follows directly
from the definition ǫNk,β[φ] = 0 if φ = ψ0, i.e. if the curvature form ω
φ defines a metric on
X with constant scalar curvature. In the statements of the main results below below we will
suppress the explicit dependence on the geometric data from the notation for the corresponding
error sequences.
The starting point of the proofs is the basic formula
E(e−βkNkUNk ) =
ZNk,β[dV, k(φ + u) + φF ]
ZNk,β[dV, kφ + φF ]
We start with the adjoint setting, which gives the cleanest inequality:
Theorem 4.10. If φ is an admissible metric on L and the following inequalities hold in the
adjoint setting (in particular, β = 1) :
1
kNk
logE(e−kNkUNk ) ≤ −F(φ+ u) + F(φ) + ǫNk + δk(J(u) + C0)
where δkL is the exponentially small sequence appearing in Prop 4.4 (which only depends on
(X, kL) and vanishes if X is the Riemann sphere) and
C0 := sup
X×X
(−G0)
where G0 is the Green function of the canonical metric on X.
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Proof. First assume that φ and u are smooth. Given a metric Φ on L we we will write
Lk(Φ) = −
1
kNk
logZN,1[kΦ]
in terms of the partition function appearing in the adjoint setting.
Step one: let δk := δ(X, kL) be as in the statement of Prop 4.4, then
Lk(φ+ u)−Lk(φ) ≥ (−E(ψ)− E(ψ0))− (E(Pφ)− E(ψ0))− δkR(φ, u),
R(φ, u) := EL(ψ0)− EL(P (φ+ u)) + sup
X
(P (φ+ u)− ψ0)
The inequality to be proved may be rewritten as
(4.14) k−1LkL+KX(kφ+u)−k
−1LkL+KX (φ) ≥ −k
−1EkL(P (k(φ+u)))+k
−1EkL(P (kφ))−o(1),
using that Fφ(u) := E(P (φ + u) and k
−1EkL(kψ) = EL(ψ), as follows immediately from the
definition. Setting Lk(ψ) := k
−1LkL+KX (kψ) we rewriting the left hand side in the inequality
above as
Lk(φ+ u)− Lk(φ) = (Lk(φ+ u)− Lk(ψ0))− (Lk(φ)− Lk(ψ0))
Next, we observe that since
ψ := P (φ+ u) ≤ φ+ u
and φ 7→ Lk(φ) is increasing we get
Lk(φ+ u)− Lk(φ) ≥ (Lk(ψ) −Lk(ψ0))− (Lk(φ)− Lk(ψ0))
Hence, applying the lower and upper bounds in Prop 4.4 and Prop 4.5 to the first and second
term above, respectively, concludes the proof of Step one.
Step two: the following inequality holds:
R(φ, u) ≤ J(u) + C
for a constant C only depending on φ.
To prove this first note that it for any v ∈ PSH(X,µ0)
sup
X
v ≤
∫
X
v(ddcPφ) + C1, C1 := − sup
X
(Pφ− ψ0)− inf
X
(Pφ− ψ0) + C0,
as follows from Lemma 3.4. In particular taking v := P (φ+ u)− ψ0 gives
sup
X
(P (φ+ u)− ψ0) ≤
∫
X
P (φ+ u)− ψ0)dd
c(Pφ) + C1 ≤∫
X
P (φ+ u)− Pφ)ddc(Pφ) +Bφ, C2 := C0 + inf
X
(Pφ− ψ0)
Hence,
R(φ, u) ≤ EL(Pφ)− EL(P (φ+ u)) +
∫
X
P (φ+ u)− Pφ)ddc(Pφ) + Cφ,
where
Cφ := C0 + inf
X
(Pφ− ψ0)− (E(Pφ) − E(ψ0)) ≤ C0,
using that, in general, if ψ ∈ PSH(X,L) is locally bounded, then it follows readily from the
definition of the functional E that
inf
X
(ψ − ψ0) ≤ E(ψ)− E(ψ0) ≤ sup
X
(ψ − ψ0)
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Now, using that P (φ + u) ≤ φ + u and applying the orthogonality relation 3.6 to replace
Pφ in the second term above with φ gives
R(φ, u) ≤ EL(Pφ)− EL(P (φ+ u)) +
∫
X
uddc(Pφ) + C0
and applying Lemma 3.15 thus proves the inequality 4.14 in the case when φ and u are
smooth. The general case now follows by approximation, writing φ as a decreasing limit of
smooth metrics and u as a strong limit in H1(X) of smooth functions (and then using Theorem
3.21). 
Next, we turn to the general setting in β−ensembles on polarized Riemann surfaces. This
can be viewed as a special case of the previous setting, but with L replaced by a Q−line
bundle Lk depending on k. Accordingly, one can get an inequality as in the previous theorem
with φ replaced by φk, coinciding with the right hand side in the inequality in question, to the
leading order. Here we content ourselves with an asymptotic result which will be sufficient for
the applications in [18].
Theorem 4.11. Assume given an admissible metrics φ on L and a sequence u(k) ∈ H1(X)
such that u(k) → u strongly in H1(X). Denote by U
(k)
Nk
the corresponding normalized linear
statistics. If β ≤ 1, then
lim sup
k→∞
1
kNk
logE(e
−kNkU
(k)
Nk ) ≤ −F(φ+ u) + F(φ)
Proof. Step 1: The case β = 1:
We can rewrite
kL+ F = kLk +KX , Lk = L+ k
−1(F −KX)
where E = F −KX (the equality above holds in the usual sense of Q−line bundles). Hence,
we are in the previous adjoint setting with L replaced by Lk and φ replaced by
φk := φ+ k
−1φE ,
where φE depends on φF and the volume form dV. We thus get
1
kNk
log
ZNk [dV, k(φ + u)]
ZNk [dV, kφ]
≤ −Eφ+u(µφ+u) +Eφ(µφ) + ǫk + δkJ(u),
where ǫk → 0 and δk is exponentially small (and vanishes when X is the Riemann sphere).
Letting k →∞ then concludes the proof of Step one (using a simple variant of Theorem 3.21
to replace φk with φ).
Step 2: The case β ≤ 1
By Jensen’s inequality we have, when β ≤ 1, that
1
βkNk
log
ZNk,β[dV, k(φ + u)]
ZNk [dV, kφ]
≤
1
kNk
logZNk ,1[µ0, k(φ+ u)]−
1
βkNk
logZNk [µ0, kφ]
Hence, we can use the same upper bound on ZNk,1[µ0, k(φ + u)] as in the previous step and
conclude exactly as before.
The next theorem gives a sub-Gaussian bound: 
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Theorem 4.12. Let φ be an admissible metric on L and u ∈ H1(X). In the adjoint setting
with β = 1 the following inequalities hold:
(4.15)
1
kNk
logE(ekNk(u−u¯)) ≤
1
2 degL
∫
X
du ∧ dcu(1 + δk) + δkC0 + ǫNk
For general β−ensembles the following inequality holds when β ≤ 1 :
1
βkNk
logE(eβkNk(u−u¯)) ≤
1
2 degL
∫
X
du ∧ dcu(1 + k−1B) + k−1B + ǫNk,β,
for a constant B not depending on u.
Proof. The first inequality follows directly from Theorem 4.10 combined with Lemma 3.15.
Next consider the general setting. Using Jensen’s inequality as in the proof of Theorem 4.11 it
is enough to consider the case when β = 1. Then we can apply Theorem 4.10 with L replaced
by Lk (using the notation in the proof of Theorem 4.11). This gives the same right hand side
as in the inequality 4.15 up to an extra error term∫
(ddcP (φk)− dd
cP (φ)) u
which comes from computing the mean u¯ with respect to φk and φ, respectively. To estimate
this term we rewrite P (φk) =
(
P (φk)− k
−1φE
)
+ k−1φE so that the term in question may be
expressed as
(4.16) k−1
(∫
ddcvku+
∫
uddcφE
)
, vk := k
((
P (φk)− k
−1φE
)
− P (φ)
)
Since vk defines a bona fide function on X integrating by parts and using the Cauchy-Schwartz
inequality and the inequality ab ≤ a2/2 + b2/2 gives∣∣∣∣∫ ddcvku∣∣∣∣ ≤ 12
∫
dvk ∧ d
cvk +
1
2
∫
X
du ∧ dcu
Now decompose
−
∫
dvk ∧ d
cvk =
∫
vkdd
cvk =
∫
vkdd
cP (φk)−
∫
vkdd
cP (φ)− k−1
∫
vkdd
cφE
Using that φE is locally bounded it is not hard to see that |vk| ≤ C1 (depending on φ) and
hence ∫
dvk ∧ d
cvk ≤ C12 degL+ k
−1C1C2
Finally, to estimate the second term in the left hand side of formula 4.16, we first trivially
estimate ∫
uddcφE ≤ C2
∫
|u|µ0 ≤ C2(
∫
u2µ0)
1/2.
Next, by scaling invariance we may as well assume that
∫
uµ0 = 0. Then
(
∫
u2µ0)
1/2 ≤ C
1/2
3 (
∫
du ∧ dcu)1/2 ≤ C3/2 +
1
2
∫
X
du ∧ dcu,
where 1/C3 is the smallest strictly positive eigenvalue of the “positive Laplacian” ∆ :=
−ddc/µ0, which concludes the proof. 
Finally, we show that the inequality in Theorem 4.11 is, in fact, an asymptotic equality, in
the following sense:
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Theorem 4.13. Assume that φ satisfies A0. If u ∈ H1(X) and β ≤ 1 then
lim
N→∞
1
βkNk
logE(e−kNkUNk ) = −F(φ+ u) +F(φ)
If u ∈ C(X) then the convergence holds for any β > 0.
Proof. By Prop4.8 the lower bound holds for any u ∈ H1(X) and β > 0. Moreover, if if
u ∈ H1(X) then the upper bound also holds, by Theorem 4.11. Finally, if u ∈ C(X) then
Φ := φ+u is lsc and hence the upper bound follows from the inequality 4.5. As a consequence,
if u ∈ C(X) then the equality holds above as a true limit (using the inequality 4.5) and if
u ∈ H1(X) this is the case if β ≤ 1 
4.5. Quantitative upper bounds on the error sequence ǫN,β. If φ satisfies A0, then the
error sequence ǫNk,β[φ, φF , dV ] (defined by formula 4.13) tends to zero, as Nk → ∞. Indeed,
this follows from Theorem 4.13 with (φ+ u, φ) replaced by (φ,ψ0). If moreover A1 holds then
a quantitative upper bound on ǫNk,β[φ, φF , dV ] is provided by the following
Proposition 4.14. Let L be a positive line bundle over a compact Riemann surface X and φ a
lsc metric on L such that µφ has finite entropy. Then there exists a constant C only depending
on an upper bound on the entropy Dµ0(µφ) and (φF , dV ) and a constant C(X,L) only depending
on X and L such that
1
βNkk
logZNk ,β[dV, kφ + φF ] ≥ −NkEφ(µφ)− C(X,L)N logN −Nβ
−1C
(C(X,L) = 1/2 when (X,L) = (P
1,O(1)). As a consequence,
ǫNk,β[φ, φF , dV ] ≤ C(X,L)N logN +Nβ
−1C
The assumptions on φ are, in particular, satisfied if A1 holds.
Proof. This is a direct consequence of Gibbs variational principle (Lemma 4.6) combined with
Lemma 4.7.
In the case when β = 1, φ is smooth on X and ddcφ > 0 it follows from Bergman kernel
asymptotics that ǫNk admits a complete asymptotics expansion
ǫNk = C1N
−1
k + C2N
−2
k + ...,
(see [65] and the companion paper [21]). Hence, there exists a constant Aφ such that ǫN ≤
AφN
−1. However, it appears to be non-trivial to estimate Aφ explicitly in terms of φ (and Aφ
appears to depend on more than two derivatives of φ). 
5. The Coulomb gas in the plane
Consider R2 identified with C with complex coordinate z. We will use the notation intro-
duced in Section 1.1. Given a function V on C, called the exterior potential, the corresponding
N−particle Hamiltonian is defined by
H
(N)
V (z1, ..., zN ) := −
1
2
∑
i 6=j≤n
log |zi − zj |
2 +
∑
i≤N
V (zi)
We will denote by µ
(N)
β,V and ZN,β[V ] the corresponding Gibbs measure and partition function
at inverse temperature β :
(5.1) dPN,β :=
e−βH
(N)
dλ⊗N
Zβ,N [V ]
, ZN,β[V ] :=
∫
CN
e−βH
(N)
V dλ⊗N =
∫
CN
|D(N)|2(e−V dλ)⊗N ,
31
where D(N) is the corresponding Vandermonde determinant appearing in formula 1.8. In order
to ensure that ZN,β[V ] is finite and non-zero we introduce the following
Definition 5.1. A function φ(z) on C will be said to be strongly admissible if it is (a) is
lower-semi continuous (b) has the property that {φ < ∞} is non-polar and (c) has strictly
super logarithmic growth in the sense that there exist strictly positive constants ǫ and C such
that
φ(z) ≥ (1 + ǫ) log((1 + |z|2)− C
More generally, φwill be said to be admissible if ǫ is allowed to vanish.
If N = V φ for a strongly admissible function or V = (N + p)φ for an admissible function
φ and p = 2/β − 1, then ZN,β[V ] is non-zero and finite (see Lemma 5.2).
5.1. Compactification of C by the Riemann sphere. In the following X will denote the
Riemann sphere and L the line bundle over X of degree one. We identify C with a open set
U0 of X in the usual way, so that X = C ∪ {∞} and fix the standard trivialization eU0 of
L over C ⊂ X. For further background we refer to the survey [17], where the general case of
Cn and its compactification by the n−dimensional projective space Pn is recalled and where
the role of L is played by the hyperplane line bundle O(1) over Pn. Concretely, in the present
one-dimensional setting X is covered by two charts U0 and U∞ biholomorphic to C. Denoting
by z the coordinate on U0 the coordinate on U∞ is given by z
−1 on U0 ∩U∞. The line bundle
L is defined by the transition function
(5.2) t∞0 = z
on U0 ∩U∞. With these identifications the space H
0(X, kL) of all holomorphic sections Ψk of
L gets identified with the space of all polynomials pk(z) on C of degree at most k :
Ψk = pkeU0
Moreover, the space of all locally bounded metrics φ on L gets identified with the space of
functions φ(z) in L∞loc(C) on C with logarithmic growth, i.e. such that
(5.3) sup
C
∣∣φ(z)− log(1 + |z|2)∣∣ ≤ C
for some constant C (see [17, Lemma 3.13]). The squared point-wise norm ‖Ψk‖
2 of an element
Ψk ∈ H
0(X, kL) may be expressed as follows over C :
‖Ψk‖
2 (x) = |pk(z)|
2e−kφ(z),
where pk is the polynomial pk(z) representing Ψk and φ(z) is the function representing the
metric ‖·‖ . Note that, since pk is a polynomial of degree k the growth property 5.3 ensures
that the point-wise norm ‖Ψk‖
2 is globally bounded on C, as it should (since it, a priori,
defines a bounded function on X).
We will denote by ψ0 the Fubini-Study metric, which defines a canonical reference metric
‖·‖FS on L → X in the sense of Section 3.1.1. Its curvature form coincides with the usual
invariant probability measure on X that we shall denote by µ0 (as in Section 3.1.1). In the
standard trivialization over C we have the representation
ψ0(z) := − log ‖eU0‖
2
FS (z) = log(1 + |z|
2)
The corresponding probability µ0 may be expressed as
µ0 = dd
cψ0 =
1
π
e−2ψ0dλ
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Lemma 5.2. Under the identifications above the following holds:
• A lsc function φ(z) on C with the growth property
inf
C
(φ− ψ0) > −∞
corresponds to a lsc metric φ on L→ X. Moreover, if u ∈ Cb(C), then φ+ u defines a
lsc metric on L→ X.
• Set Nk := k + 1. Under the standard trivializations of L and KX over C ⋐ X an
element Ψk in H
0(X, (Nk + 1)L + KX) corresponds to a polynomial pk of degree at
most k and the squared adjoint L2−norm of Ψk, for a metric φ on L as in the previous
point, is given by
(5.4)
∫
C
|pk(z)|
2e−(Nk+1)φ(z)dλ
In particular, the latter norm is always finite and non-zero if φ is admissible and pk
does not vanish identically.
• If φ(z) has strictly super logarithmic growth then
∫
C
|pk(z)|
2βe−Nβφ(z)dλ is finite for
any polynomial pk of degree at most k and β > 0.
Proof. The first point about φ is a special case of [17, Lemma 3.13] and is shown by noting that
v := φ−ψ0 is a lsc function on the dense subset U0 of X which is bounded from below. Hence,
identifying v with its greatest lower semi-continuous extension to X concludes the proof. If
u ∈ Cb(C) then φ+u is lsc and has the same growth as φ and thus defines a lsc metric on L→ X,
by the previous argument. The second point follows from the fact that KX is isomorphic to
−2L and hence H0(X, kL) may be identified with the space H0(X, (k+2)L+KX ). For readers
lacking background in complex geometry we provide the following proof. First to see that KX
is isomorphic to −2L note that the holomorphic one-form dz trivializes KX over U0, since z
is a holomorphic coordinate on U0. Similarly, since z
−1 is a holomorphic coordinate on U∞
d(z−1) trivializes KX over U1. But
d(z−1) = −z−2dz
which proves the isomorphism in question (using that L is defined by the transition function in
formula 5.2). Since, as recalled above, H0(X, kL) identifies with the space of all polynomials
pk of degree at most k this means that Ψk ∈ H
0(X, (Nk + 1)L +KX iff there exists pk such
that
Ψk = pke
⊗(Nk+1)
U0
⊗ dz
over U0. Hence, the squared adjoint L
2−norm of Ψk is given by
i
2
∫
pkdz ∧ pkdze
−(Nk+1)φ
which coincides with the weighted norm in formula 5.4. The finiteness stated in the lemma
then follows directly from the fact that the adjoint norm defined by a lsc metric is always
bounded (just using that the function ψ0 − φ is bounded from below). Moreover, since the
local density |pk(z)|
2e−(N+1)φN vanishes on a polar subset (which in particular has vanishing
Lebesgue measure) the norm in question is non-degenerate. To prove the last point observe
that
|pk(z)|
2e−Nφ =
(
|pk(z)|
2e−kφ
)
e−φ ≤ Ae−(1+ǫ)ψ0
for a constant A and ǫ > 0. Since the right hand side above is integrable this shows that
(|pk(z)|
2e−Nφ)β is integrable for β ≥ 1. For β < 1 we can instead apply Hölder’s inequality to
reduce the integrability to the case β = 1. 
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Example 5.3. Consider a subharmonic function φ(z) on C such that φ(z)− (1 + ǫ) log(|z|2)
is bounded for some ǫ > 0 when |z| is sufficiently large. Then the curvature current of the
corresponding lsc metric on L → X is non-negative on C ⊂ X, but has a negative Dirac
mass (of mass −ǫ) at the point x∞ at infinity in X. Indeed, in the standard trivialization
of L centered at x∞ the metric on L is represented by φ + log |w|
2 which grows like (1 +
ǫ) log |w|−2 + log |w|2 = −ǫ log |w|2 as w = 1/z → 0.
Lemma 5.4. Let Ψ(x1, ..., xN ) be the Slater determinant induced by the standard multinomial
basis in H0(X, kL), where N = k + 1. Then the zero locus of Ψ in XN is given by the set
of all (x1, ..., xN ) such that there exists i and j such that xi = xj . Moreover, in the standard
trivialization of L over C the section Ψ is represented by the Vandermonde determinant
D(N)(z) :=
∏
i<j≤N
(zi − zj) = det
0≤i,j≤N−1
(zji )
In particular, given a lsc metric φ on L the squared point-wise norm of Ψ may be expressed as
follows over CN :
|Ψ(z1, ..., zN )|
2e−(kφ(z1)+...+kφ(zN)) =
∏
i<j≤N
|zi − zj|
2
∏
i≤N
e−kφ(zi)
on CN . As a consequence, the N−particle Coulomb gas on C with exterior potential (N +1)φ
at inverse temperature β = 1 coincides with the adjoint determinantal point process on X
associated to the lsc metric φ on L→ X.
Proof. In the standard trivialization of L over C ⊂ P1 the multinomial base Ψi is represented
by the monomials zi. Hence, the corresponding Slater determinant on CN may be identified
with the Vandermonde determinant D(N)(z1, ..., zN ), which satisfies the following classical
identity:
(5.5) D(N)(z1, ..., zN ) := det
1≤i,j≤N−1
(zN−1i ) =
∏
1≤i<j≤N
(zi − zj)
The right hand side vanishes precisely when zi = zj for some pair (i, j), which proves the
statement about the zero locus of Ψ in the subset CN ⋐ XN . Repeating the same argument in
the standard chart U∞ around x∞ identifies Ψ with D
(N)(w1, ..., wN ) over U∞, which shows
that vanishing locus of Ψ in UN∞ also has the desired form.
It follows from Lemma 5.2, applied to each factor of CN , that ZN,1[(N + 1)φ] is finite if φ
has logarithmic growth. In fact, a similar argument shows that ZN,1[(N + ǫ)φ] is finite for any
ǫ > 0. 
Remark 5.5. Using the identifications above it is not hard to see that ZN,1[Nφ] =∞ as soon
as φ has logarithmic growth, i.e. 15.3 holds. Indeed, we can rewrite
(5.6) dPN := |Ψ(z1, ..., zN )|
2e−((Nφ(z1)+...+Nφ(zN ))dλ⊗N = |Ψ|2kφν
⊗N
where ν = 1Ce
−φ i
2dz ∧ dz¯ defines a measure on X and
|Ψ|2kφ(z1, ..., zN ) := |Ψ(z1, ..., zN )|
2e−(kφ(z1)+...+kφ(zN ))
is the squared point-wise norm of the section Ψ wrt the metric induced by φ. In particular,
|Ψ|2kφ is globally bounded. But, ν gives infinity volume to any neighborhood of the point x∞
at infinity in X (indeed, in local coordinates w(= 1/z) centered at x∞ the density of ν is
comparable to 1/|w|2). The integral of dPN will thus be equal to infinity on the neighborhood
of any configuration (x1, x2, ..., xN ) ∈ X
N such that x1 is the point at infinity and xi 6= xj for
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any j (using that |Ψ|2kφ 6= 0 there, by Lemma 5.6). Concretely, making the change of variables
w = 1/z on C − {0} the measure µ(N) in formula 5.6 becomes, for example when N = 2,
comparable to
|w1 − w2|
2 1
|w1|2|w2|2
idw1 ∧ dw¯1 ∧ idw2 ∧ dw¯2
on the region of all (w1, w2) such that |w1| and |w2− 1| are sufficiently small (say bounded by
1/4). But the integral over the w1− variable, for any fixed w2 6= 0, clearly diverges.
5.1.1. Partition functions in C vs partition functions on the Riemann sphere X. By Lemma
5.4 we can write
ZN,1[(N + 1)φ] = (
i
2
)N
∫
XN
Ψ(x1, ..., xN ) ∧Ψ(x1, ..., xN )e
−(N+1)(φ(x1)+...+φ(xN ))
where Ψ is the Slater determinant defined wrt the monomial base in H0(X, (N + 1)L+KX),
identified with the space of polynomials on C ⊂ X of degree at most N − 1. This bases is
different then the fixed reference bases used in Section 3.1.3. We will denote by ΨFS the latter
Slater determinant, since it is defined wrt the Fubini-Study metric. However, by the scaling
relation 4.2, variations wrt φ of the correponding partition functions are independent of the
choice of bases. Accordingly, differences of the form
logZN [(φ+ u)]− logZN [φ]
may as well be computed with respect to the reference basis used in Section 3.1.3. Accordingly,
abusing notation slightly, we shall occasionally use the same symbol ZN for the partition
function in C (formula 5.1) and the partition function on the Riemann sphere X (formula 4.3).
The precise constant linking the different Slater determinants is provided by the following
Lemma 5.6. Let Ψ
(N)
FS be the Slater determinant for the N−dimensional space H
0(X, kO(1)
(where N = k + 1) induced by the basis Ψ
(N)
i which is orthonormal wrt the L
2−norm induced
by the adjoint L2−norm corresponding to the Fubini-Study metric ψ0. Then
− log |Ψ
(N)
FS |
2 = − log |D(N)|2 + F (N + 1),
where F (k) is defined in Lemma 5.7 below. Moreover, given any admissible function φ and
measure dV we have, for any β > 0,
1
N !
(∫ (
|Ψ
(N)
FS |
2e−kφ
)β
dV ⊗N
)1/β
=
(∫ (
|D(N)|2e−kφ
)β
dV
)1/β∫
|D(N)|2e−(N+1)ψ0dλ
Proof. Making a change of bases gives that |Ψ
(N)
FS |
2 det
〈∫
ziz¯je−(N+1)ψ0dλ
〉
= |D(N)|2. Since
the corresponding matrix is diagonal we have
det
〈∫
ziz¯je−(N+1)ψ0dλ
〉
=
N−1∏
j=0
cj , cj :=
∫
C
|z|2je−(N+1)ψ0dλ,
which proves the first formula. To prove the second formula it will, by the scaling relation 4.2,
be enough to show that
N ! =
∫
XN
|Ψ
(N)
FS |
2e−(N+1)ψ0dλ⊗N
But this follows from formula 4.4. 
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Lemma 5.7. Set cj :=
∫
C
|z|2je−(k+2)ψ0dλ for j = 0, 1, ...k. Then
F (k) :=
k∑
j=0
log cj = −
1
2
k2 −
k
2
log k +O(k)
and hence setting N := k + 1
log
∫
CN
|D(N)|2e−(N+1)ψ0dλ⊗N = logN ! + F (N + 1) = −
1
2
N2 +
N
2
logN +O(N)
Proof. This follows from the results in [48, Section 3.2]. In fact, an explicit estimate for the
error term O(N) can be given [20]. 
5.1.2. Energies in C vs energies on the Riemann sphere X. Let µ be a probability measure
on C and assume first that µ has compact support in C. We then denote by E0(µ) the usual
logarithmic energy in C
E0(µ) := −
1
2
∫
log |z − w|2µ⊗ µ ∈]−∞,∞]
More generally, if φ is an admissible function on C we define the weighted logarithmic energy
E0,φ(µ) := E0(µ) +
∫
φµ ∈]−∞,∞]
For a general probability measure we define
E0,φ(µ) := −
1
2
∫ (
log |z − w|2 − ψ0(z)− ψ0(w)
)
µ⊗ µ+
∫
(φ− ψ0)µ ∈]−∞,∞]
which is well-defined since both terms in the right hand side above take values in ]−∞,∞].
Next, identifying µ with a probability measure on the Riemann sphere X and φ with a
metric on O(1)→ X we also get the energy Eφ(µ), defined in Section 3.2.4 wrt the reference
metric ψ0 defined by the Fubini-Study metric (which has the property that Eψ0(µ0) = 0).
Lemma 5.8. There exists a constant C such that, for any admissible function φ on C,
(5.7) Eφ = Eφ,0 + C
In particular, if u is a bounded continuous function on C, then
(5.8) inf
µ∈P(C)
E0,φ+u(µ)− inf
µ∈P(C)
E0,φ(µ) = inf
µ∈P(X)
Eφ+u(µ)− inf
µ∈P(X)
Eφ(µ)
where u has been identified with the lsc function on the Riemann sphere X obtained as the
greatest lsc extension of u from C.
Proof. First observe that the Green function G on X, defined by formula 3.20, may be ex-
pressed as
G(z, w) = G0(z, w) + 2C, −G0(z, w) = log |z − w|
2 − ψ0(z)− ψ0(w)
Indeed, function G0(z, w) satisfies (i) in formula 3.20 and hence (ii) also holds if
(5.9) C := −
1
2
∫
X
G0(x, ·)ω0 = −
1
2
∫
X×X
G0ω0 ⊗ ω0
Thus
Eψ0(µ) = −
1
2
∫ (
log |z − w|2 − ψ0(z)− ψ0(w)
)
µ⊗ µ+ C = E0,ψ0(µ) + C
and hence formula 5.7 follows. Next, take u ∈ Cb(C). Then the functions Φ := φ+u and φ are
admissible on C and may hence, by Lemma 5.2, be identified with admissible metrics on L.
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Now take µ ∈ P(X). If µ charges the point at infinity in X then it has infinite energy (since
any point defines a polar subset of X). Hence, when considering the infima in the right hand
side of formula 5.8 we may as well assume that µ ∈ P(C). But then 5.8 follows from formula
5.7.
Note that in Section 1.2 the notation Eφ was used for the functional E0,φ, but this abuse of
notation should be harmless as we will mainly consider differences as in the previous lemma.

Remark 5.9. The constant C defined by formula 5.9 is, in fact, given by −1/2, as revealed by
an explicit calculation. Alternatively, by Lemma 5.7
1
2
= lim
N→∞
N−2 log
∫
CN
|D(N)|2e−(N+1)ψ0dλ⊗N = inf
P(C)
E0,ψ0 ,
using the large deviation results in [10] in the last equality. But the right hand side above
coincides with −C.
Denote by H1(C) the space of all u ∈ L2loc(C) such that ∇u ∈ L
2(C) in the sense of
distributions and set
‖u‖2H1(C) :=
∫
C
du ∧ dcu =
1
4π
∫
C
|∇u|2dλ
We will say that uj → u in the H
1−topology if uj → u in L
2
loc and ‖uj − u‖H1(C) → 0. The
space H1(C) may be identified with the corresponding space H1(X) on the Riemann sphere
according to the following basic
Lemma 5.10. The restriction map H1(X)→ H1(C) is a homeomorphism.
Proof. Injectivity is immediate. To see that surjectivity holds take u ∈ H1(C), i.e. u ∈ L2loc
and
∫
C
du∧dcu <∞. Consider the linear operator on H1(X)/R defined by Λ[v] :=
∫
C
du∧dcv.
By the Cauchy-Schwartz inequality Λ is continuous on H1(X)/R and hence there exists u˜ ∈
H1(X) such that Λ[v] =
∫
X du˜∧ d
cv. It follows that d(u˜− u) = 0 in the sense of distributions
on C and hence u˜−u is constant, showing surjectivity of the restriction map. All that remains
is to show that it is continuous. To this end assume that uj → u in H
1(C). By the previous
steps we may identify uj and u with elements in H
1(X). Hence, uj and u ∈ L
2(µ0), where
µ0 = dVg for the standard metric g on X. Set vj := uj −
∫
ujµ0 and v := v −
∫
uµ0. By
assumption
∫
X dvj ∧ d
cv → 0 and hence it it follows from the Poincaré inequality for ∆g on X
that vj → v in L
2(X, g). Since both uj → u and vj → v as distributions on C it follows that∫
ujµ0 →
∫
uµ0 and hence uj → u in L
2(X, dVg), as desired. 
Remark 5.11. It follows from the previous lemma that if u ∈ H1(C), then u/(1 + |z|2) ∈
L2(C, dλ), but, in general, u is not in L2(C, dλ). It also follows from the proof that it is
enough to assume that u is a distribution such that ∇u ∈ L2(C) and that uj → u in the sense
of distributions on C in the definition of the H1(C)−topology.
If φ is an admissible function on C and u ∈ H1(C) we define the corresponding free energy
F(φ+ u) := inf
µ
(
E0,φ(µ) +
∫
C
uµ
)
where the infimum runs over all µ ∈ P(C) such that E0,φ(µ) < ∞. Combining Lemma 5.10
and Theorem 3.21 then gives the following
Theorem 5.12. Let φ be an admissible function in C and u ∈ H1(C). Then
• F(φ+ u) is finite
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• Let φN be a sequence of admissible functions in C increasing to an admissible function
φ and uN a sequence in H
1(C) converging to u ∈ H1(C) in the H1−topology. Then
F(φN + uN )→ F(φ+ u).
5.2. The case when V = (N + p)φ. Given β > 0 we set
p :=
2
β
− 1
In this section we will assume that β ≤ 1, i.e. p ≥ 1. Given a function φ in C with super
logarithmic growth we define the an error sequence ǫN,β[φ] :
ǫN,β[φ] = ǫ
(s)
N,β[φ]− ǫ
(u)
N,β,
decomposed in the specific error ǫ
(s)
N [φ] and the universal error ǫ
(u)
N (which independent of φ),
where
(5.10) ǫ
(s)
N,β[φ] := −
(
1
βN(N + p)
logZN,β[(N + p)φ] + F(φ)
)
ǫ
(u)
N,β := −
N + 1
N + p
(
1
N(N + 1)
logZN,1[(N + 1)ψ0] + F(ψ0)
)
−
1
β − 1
N + p
(
log
∫
e−2ψ0dλ+ 2F(ψ0)
)
Rearranging the terms gives the following alternative expression:
ǫN,β[φ] := −
(
1
N(N + p)
log
(ZN,β[(N + p)φ])
1/β
ZN,1[(N + 1)ψ0]
+ F(φ)−F(ψ0)
)
+
1
β − 1
N + p
log π
Remark 5.13. When β = 1 we have ǫN,β[φ] = ǫ
(s)
N,β[φ]−ǫ
(s)
N,β [ψ0], which is minimal and vanishes
for φ = ψ0 (by the proof of Theorem 4.10). More generally, ǫN,β[φ] = 0 if dd
cφ = F (ddcψ0)
for some Möbius transformation F (i.e. a biholomorphism of the Riemann sphere). Indeed,
Theorem 4.10 only requires that ddcφ has constant scalar curvature, viewed as a Kähler metric
on the Riemann sphere.
5.2.1. Proof of Theorem 1.1. Step 1: the case β = 1.
Set N := k + 1 and identify H0(X, kL) with H0(X, (N + 1)L + KX) as in Lemma 5.2.
Thanks to the identifications used in Lemma 5.2 and the discussions in Sections 5.1.2 and
5.1.1 we can apply Theorem 4.10 and deduce that
1
N(N + 1)
log
ZN [(N + 1)(φ + u)]
ZN [(N + 1)φ]
≤ −F(φ+ u)) + F(φ) + ǫ[(N + 1)φ],
Step 2: the case β ≤ 1.
Set Φ := φ+ u. First observe that
(5.11)
1
β
logZN,β[(N + p)Φ] ≤ logZN [(N + 1)Φ] + (1/β − 1)N log
∫
e−2Φ
To this end rewrite the adjoint norm in formula 5.4 as∫
|pk|
2e−(N+1)φdλ =
∫
|pk|
2e−kφdV, dV = e−2φdλ
Since φ has super logarithmic growth the measure dV has finite mass. Hence, by Hölder’s
inequality(∫ (
|pk|
2e−(k+2β
−1)φ
)β
dλ
)1/β
=
(∫
(|pk|
2e−kφ)βdV
)1/β
≤
(∫
|pk|
2e−kφdV
)
(
∫
dV )(1/β−1)
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Hence, replacing pk with D
(Nk) and φ with Φ and using the previous inequality on each factor
of CN proves the inequality 5.11. As a consequence,
1
βN(N + p)
logZN,β[(N+p)Φ] ≤
N + 1
N + p
1
N(N + 1)
logZN [(N+1)Φ]+
1
N + p
(1/β−1) log
∫
e−2Φ
Hence, applying Step one, i.e. the case when β = 1, for N and N = 1 (see Remark 5.14) gives
1
βN(N + p)
logZN,β[(N + p)Φ] ≤
≤
N + 1
N + p
(−F(Φ))+
N + 1
N + p
(logZN,1[(N + 1)ψ0] + F(ψ0))+
1
N + p
(1/β−1) (−2F(Φ) + logZ1,1[2ψ0] + 2F(ψ0))
But N+1N+p +
2
N+p(1/β − 1) = 1 and hence
1
βN(N + p)
logZN,β[(N+p)Φ] ≤ −F(Φ)+
N + 1
N + p
(logZN,1[(N + 1)ψ0] + F(ψ0))+
1
N + p
(1/β−1) (logZ1,1[2ψ0] + 2F(ψ0))
By the very definition of the error sequence 5.10 this concludes the proof.
Remark 5.14. Note that Theorem 1.1 is (for β = 1) equivalent to the upper bound
1
N(N + 1)
log
ZN [(N + 1)Φ]
ZN [(N + 1)ψ0]
≤ −F(Φ) + F(ψ0)
for any admissible Φ. Indeed, the error term ǫ[(N + 1)φ] is defined so that the previous
inequality translates into an upper bound on 1N(N+1) logE(
−(N+1)Φ)/E(−(N+1)φ) for Φ = φ+u.
5.2.2. Proof of Theorem 1.2. Theorem 1.2 follows directly from applying Theorem 1.1 to u− u¯
and using Lemma 3.15.
5.2.3. Proof of Corollary 1.3. The corollary follows from Theorem 1.1 using the following
standard observation: let Y be a, say continuous, function on a topological space X endowed
with a (Borel) measure ν such that
∫
e−λtY ν ≤ CeλBt
2/2. Then
∫
{Y≥s} ν ≤ Ce
−λB−1s2/2.
Indeed, for any fixed t we have
∫
{Y≥s} ν =
∫
{Y≥s} e
tY e−tY ν ≤ esY
∫
e−tY ν ≤ CeBt
2/2−st.
Hence, taking the inf over all t and completing the square proves the observation when λ = 1
and the general case when follows from rescaling t.
5.3. The setting where V = Nφ for φ with strictly logarithmic growth. Given β ∈]0, 1]
and φ with strictly super logarithmic growth we set
φN =
N
N + p
, p := 2/β − 1.
We can then rewrite
(5.12) ZN,β[Nφ] = ZN,β[N(φN + 2/β − 1)]
Remark 5.15. In order to ensure that φN has logarithmic growth N has to be taken sufficiently
large. But, in fact, it is not hard to see that all the arguments below are valid for any N. The
point is that, in the adjoint setting (and hence also the setting where V = (N+p)φ) one could
more generally work with metrics which are locally of the form φ+ ck log |z|
2 for φ lsc as long
as ckk < 1 (which ensures that e
−kφ is locally integrable).
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Lemma 5.16. Assume that φ is strongly admissible. Then
−N(N + p)EφN (µφN ) ≤ −N
2Eφ(µφ)−NpE0(µφN )
and
N(N + p)EφN (µφN ) ≤ N
2Eφ(µφ) +NpE0(µφ)
As a consequence, E0(µφN ) ≤ E0(µφ).
Proof. Step 1: The first inequality
Since µφ minimizes Eφ we have Eφ(µφ) ≤ Eφ(µφN ) and hence
−EφN (µφN ) ≤ −Eφ(µφ) +
∫
(φ− φN )µφN
Multiplying both sides with N2 thus gives
−N(N + p)EφN (µφN ) ≤ −N
2Eφ(µφ)− pNEφN (µφN ) +N
∫
N(φ− φN )µφN
Since N(φ− φN ) = pφN the last integral above may be expressed as∫
N(φ− φN )µφN = p
∫
φNµφN = p(EφN (µφN )− E(µφN )),
which proves the first inequality.
Step 2: The second inequality
By Prop 3.14 the function f(t) := F(tφ) := Etφ(µtφ) is differentiable. Moreover, since
it can be realized as the infimum of affine functionals it is also concave. Hence, f(t) ≤
f(1) + f ′(1)(t− 1) which, applied to t = N/(N + p) translates into
EφN (µφN ) ≤ Eφ(µφ)+(
N
N + p
−1)
∫
µφφ = E(µφ)+
N
N + p
∫
µφφ =
N
N + p
Eφ(µφ)+
p
N + p
E(µφ)

5.3.1. Proof of Theorem 1.4. Applying Theorem 1.1 to φN := φN/(N+p) and uN := uN/(N+
p) gives
(5.13)
1
β
log
ZN [N(φ+ u)]
ZN [Nφ]
≤ N(N + p) (−EΦN (µΦN )) + EφN (µφN )) +N(N + p)ǫN,β[φN ]
Applying Lemma 5.16 thus gives
1
N2
1
β
log
ZN [N(φ+ u)]
ZN [Nφ]
≤ (−EΦ(µΦ) + EφN (µφN ))+pN
−1 (−E0(µΦN ) + E0(µφ))+(1+N
−1p)ǫN,β[φN ]
5.3.2. Proof of Theorem 1.5. By definition we can express ENφ(e
N2βtU ) = E(N+p)φN (e
N(N+p)βtUN ,
where UN is the linear statistic of uN := u(N + p)/N. Hence, applying the inequality in The-
orem 1.2 to φN and uN gives
β−1N−2 logE(eN
2tβ(U−u¯)) ≤
1
2
N
N + p
t2J(uN ) + |t
∫
u(µφN − µφ)|+ (1 +N
−1p)ǫN,β[φN ]
Now, N+pN J(uN ) =
N
N+pJ(u) and the Cauchy-Schwartz inequality gives,
|
∫
u(µφN − µφ)| ≤ ‖u‖H1 ‖P (φN )− P (φ)‖H1 ≤
p
N + p
bφ ‖u‖H1
using Prop 5.19 in the last step. Finally, decomposing NN+pJ(uN ) = J−Jp/N+p and using the
inequality ab ≤ a2/2+ b/2 with a = ‖u‖H1 and b = bφ concludes the proof (with Bφ := b
2
φ/2).
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5.4. Estimates of the error terms. In this section we show how to explicitly estimate the
error terms, in terms of φ, appearing in the main results.
5.4.1. The case when V = (N + p)φ.
Proposition 5.17. Assume that φ has logarithmic growth. Then
1
N(N + p)
log
(ZN,β[(N + p)φ])
1/β
ZN,1[(N + 1)ψ0]
+ Eφ(µφ) ≥
p+ 1
N + p
inf
S
(φ− ψ0)−N
−1β−1 log sup
S
ddcφ
e−2φ
As a consequence,
ǫN,β[φ] ≤ β
−1N−1Cφ +
1
2
N−1 logN +O(N)
where Cφ only depends on a lower bound on infS(φ − ψ0) and an upper bound on supS
ddcφ
e−2φ
(which in turn only depends on upper bounds on ddcφ/ω0 and sup(φ− ψ0))
Proof. Applying Lemma 4.6 with µ0 = e
−2φdλ and ν = µφ together with Lemma 4.7 with
k = N − 1 gives
1
N(N − 1)
log
(ZN,β[(N + p)φ])
1/β
ZN,1[(N + 1)ψ0]
+Eφ(µφ) ≥ −N
−1β−1DdV (µφ)
Hence,
1
βN(N + p)
log
(ZN,β[(N + p)φ])
1/β
ZN,1[(N + 1)ψ0]
+ Eφ(µφ) ≥
p+ 1
N + p
Eφ(µφ)−N
−1β−1DdV (µφ))
Note that Eφ(µφ) ≥ infS(φ− ψ0) and p+ 1 = 2/β. Moreover, DdV (µφ) ≤ log supS
ddcφ
dV . This
proves proves the proposition (also using the expansion in Lemma 5.7). 
5.4.2. The case when V = Nφ. We recall that the error term ǫ˜N appearing in Theorem 1.4 is
defined in terms of tφ for t = N/N + p. Since we are assuming that β ≤ 1 we have t ≤ 1.
The following lemma shows how to estimate the outer radius R(tφ) of the support Stφ in
terms of 1− t and parameters quantifying the growth of φ :
Lemma 5.18. Suppose that φ satisfies φ ≥ (1 + ǫ) log+ |z|2 + C1 for ǫ > 0 and φ is locally
bounded, where log+ t := logmax{1, t}. Then the outer radius R of Dφ satisfies
2 logR ≤ ǫ−1(C2 − C1) C2 = sup
|z|=1
φ
More generally, if t = 1− δ for δ > 0 then the outer radius R(φt) of Dtφ satisfies
2 logR(φt) ≤ (1− δ)
C2 − C1
ǫ− δ(1 + ǫ)
C2 = sup
|z|=1
φ
Proof. First observe that Pφ ≤ log+ |z|2+C2. Indeed, let ψ be a candidate for the sup defining
Pφ. Then ψ ≤ log+ |z|2 + C2 almost everywhere wrt ∆(log
+ |z|2). Hence, by the domination
principle, ψ ≤ log+ |z|2 + C2 on all of C, as desired. This means that on Dφ we have
(1 + ǫ) log+ |z|2 + C1 ≤ φ ≤ Pφ ≤ log
+ |z|2 + C2
Hence, ǫ log+R2 ≤ C2 − C1, which concludes the proof of the first inequality in the lemma.
The second one then follows from the observation that Ci(t) = tCi and ǫ(t) = 1− δ(1 + ǫ).
Next, we establish an explicit upper bound on the term Bφ appearing in Theorem 1.5
(applied to t = N/(N + p)). 
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Proposition 5.19. Suppose that φ has strictly logarithmic growth and satisfies A0. Then
J(vt) ≤ (1− t)
∣∣∣∣∣supStφ φ− infStφ φ
∣∣∣∣∣ ≤ 2(1− t)
∣∣∣∣∣ supDR(φt) φ− infDR(φt) φ
∣∣∣∣∣
∫
DR(φt)
ddcφ,
where DR(tφ) is the disc centered at 0 of radius R(tφ) appearing in Lemma 5.18.
Proof. Set ψt := P (tφ) for t > 0. Integration by parts gives
J(vt) =
∫
ddc(ψt − ψ1)(ψ1 − ψt) =
∫
(µtφ − µφ)(ψ1 − ψt).
Next, we may, after perhaps replacing φ with φ − inf φ, assume that φ ≥ 0. Then ψt is
increasing in t and, in particular, ψ1−ψt ≥ 0. Moreover, rewriting φ = tφ+(1− t)φ and using
the domination principle for the Laplacian gives
P (φ) ≤ P (tφ) + (1− t) sup
Stφ
φ
which concludes the proof. 
The following bound on the error term a(φ, u) appearing in Theorem 1.4 is far from optimal,
but will be adequate for the applications to moderate deviation principles in [18, Lemma 3.13]:
Proposition 5.20. Assume that u is bounded on C and β ≤ 1. Then
−E0(µφN+uN ) + E0(µφ) ≤ 2 ‖u‖L∞
Proof. First by the last claim in Lemma 5.16 we have E0(µφ) ≤ E0(µφN ). Since −E is a
concave functional it follows that
−E0(µφN+uN ) + E0(µφ) ≤
∫
PφN (µφN+uN − µφN ) =
∫
PφNdd
c (P (φN + uN )− P (φN ))
Now, ψ := PφN can be viewed as a lsc function on the Riemann sphere X which is equal to
+∞ at the point at the point x∞ at infinity. Since ψ− log |z|
2 is bounded close to x∞ we get
ddcψ = 1CµφN − δx∞ . Hence, integrating by parts,∫
PφNdd
c (P (φN + uN )− P (φN )) =
∫
(P (φN + uN )− P (φN ))µφN−(P (φN + uN )− P (φN )) (x∞).
(this is a special case of f [6, formula 1.2]]. All that remains is to verify that |P (φN + uN )− P (φN )| ≤
‖uN‖L∞ . But this follows readily from the fact that P is increasing and P (φ+C) = P (φ)+C
for any C ∈ R. 
Proposition 5.21. Assume that φ has strictly logarithmic growth, Then
ǫ˜N ≤ β
−1N−1Cφ +
1
2β
N−1 logN +O(N).
where Cφ only depends on upper bounds on φ and ∆φ and a lower bound on φ on the disc
DR(tφ) centered at 0 of radius R(tφ) as in Lemma 5.18 with t = N/N + p.
Proof. This follows from combining Proposition 5.17 with Lemma 5.18. 
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6. Sharpness
In this section we consider the N−particle Coulomb gas in the plane with V = Nφ for φ a
function with strictly super logarithmic growth satisfying the following regularity assumption:
there exists a neighborhood U of Sφ such that
(6.1) φ ∈ C5(U), Sφ is a domain withC
1 − boundary, ∆φ > 0 onSφ
Then it follows from [73, Cor 1.5] and [25, Thm 1.1] that the following expansion holds
(6.2) −
1
N2β
logZN [Nφ] = F(φ) −
N
2
logN +N
(
(
1
β
−
1
2
)Ddλ(µφ)− ξβ
)
+ o(N),
where ξβ denotes a constant only depending on β (by [25, Thm 1.1] the expansion above holds
if the boundary of Sφ is only assumed to be a finite union of C
1−curves).
In particular, under the regularity assumption 6.1 the following bound on the error ǫ˜N (φ)
(formula 1.13) holds for N large:
ǫ˜N (φ) ≤ Cφ/N
for a constant Cφ only depending on φ. Hence, Theorem 1.4 then implies that
(6.3)
1
βN2
logE(e−N
2βU ) ≤ −F(φ+ u) + F(φ) +O(N−1)
where the term O(N−1) denotes a sequence of functionals gN of u ∈ Cc(C) (for φ and β fixed)
such that
lim sup
N→∞
N−1gN (u) <∞
In fact, we have
lim sup
N→∞
N−1gN (u) = −pE(µφ+u) + Cφ, p :=
2
β
− 1
6.1. Sharpness of the error term in the inequality in Theorem 1.4. The following
result says that the order O(N−1) in the inequality 6.3 can not be improved, in general:
Proposition 6.1. Let φ be a function satisfying the regularity assumption 6.1 and assume
β ≤ 1. Let gN (u) be a functional defined for any u ∈ C(C) such that φ+u has super logarithmic
growth. If,
1
N2
logE(e−N
2U ) ≤ −F(φ+ u) + F(φ) + gN (u),
then lim supN→∞N
−1gN (u) > 0.
Proof. Assume to get a contradiction that
(6.4) lim inf
N→∞
N−1gN (u) = 0.
Step 1: There exists a positive constant a such that
(6.5) µφ = a1Sdλ
To prove this fix v ∈ C∞c (intS) and set u = tv. Then φt := φ + u satisfies the regularity
assumption 6.1 for t sufficiently small. Indeed, P (φt) = P (φ) for t sufficiently small and hence
Sφt = Sφ. Accordingly, the asymptotic expansion 6.2 yields
(6.6)
1
N2
logE(e−N
2U ) + F(φ+ u) + F(φ) = −N−1
p
2
((Ddλ(µφ+u)−Ddλ(µφ))) + o(N
−1)
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But then the assumption 6.4 forces the entropy inequality
(6.7) (Ddλ(µφ+tv)−Ddλ(µφ)) ≥ 0
for any t sufficiently small. Differentiating wrt t we conclude that log(µφ/dλ) has to be
constant, as desired.
Step 2: The contradiction
Next, take v to be a function in C5c (C) such that v = φ on a neighborhood of Sφ. Then
it follows from the main result in [85] that φ + tv satisfies the regularity assumption 6.1 for
t sufficiently small and that St is contained in a fixed neighborhood of S0 for |t| sufficiently
small. Hence, as before we conclude that the entropy inequality 6.7 holds. But, by 6.5,
Ddλ(µφ+tv) = log(a(1 + t)) = log a+ log(1 + t)
and hence the entropy inequality 6.7 is violated when then t < 0, which gives the desired
contradiction. 
In fact, we have the following more precise result showing that Theorem 1.4 is, in terms of
energy terms, sharp up to an error of the order o(N−1) :
Proposition 6.2. Let φ be a function satisfying the regularity assumption 6.1 and assume
β < 2. If
1
N2
logE(e−N
2U ) ≤ −F(φ+ u) + F(φ) +N−1 (−AφE0(µφ+u) + Cφ)
then Aφ ≤ p := 2/β − 1.
Proof. Write Aφ = p(1 + δ) and assume to get a contradiction that δ > 0. Assume that
Φ := φ+ u satisfies the regularity assumption 6.1. Then the expansion 6.2 implies that
−pE0(µΦ) +
p
2
D(µΦ) ≥ δpE0(µΦ)− C
where C ′ is a constant independent of u. Since β < 2 this equivalently means that
(6.8) − E0(µΦ) +
1
2
D(µΦ) ≥ δE0(µΦ)−C
It is well-known that such an inequality cannot hold for all probability measure µ of finite
energy, as can shown by letting µ converge towards a Dirac mass, in an appropriate way. Here
we will exhibit a particular family µΦt violating the inequality 6.8 and such that Φt satisfies
the regularity assumption 6.1. Fix t ∈ R and set
Ft(z) := e
tz, Φt := (F−t)
∗φ
so that φ = Φ0. Since Ft is a holomorphic automorphism of C of degree one it follows, by
symmetry, that
µΦt = (Ft)∗µφ
Hence,
E0(µΦt) = −
∫
log |Ft(z)− Ft(w)|µφ(z)µφ(w) = −t+ E0(µφ),
Ddλ(µΦt) =
∫
log
µφ
(Ft)∗dλ
µφ = −2t+Ddλ(µΦ0)
But this means that the inequality 6.8 is violated for µΦt when t → −∞ and that gives the
desired contradiction 
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6.2. The inequality in Theorem 1.4 fails drastically for β > 2.
Proposition 6.3. Let φ(z) = λ|z|2 for λ > 0. 6.1. For β > 2 there exists no strictly positive
continuous function f(t).
1
βN2
logE(e−N
2βU ) ≤ −F(φ+ u) + F(φ) +N−1f(E(µφ+u)), N >> 1
Proof. Assume that Φ := φ + u satisfies the regularity assumption 6.1. Then the expansion
6.2 implies that
−(
1
β
−
1
2
)(Ddλ(µΦ) ≤ C + f(E(µΦ))
for a constant C only depending on φ (but not on u). When β > 2 this means that, after
perhaps changing f,
(Ddλ(µΦ) ≤ f(E(µΦ))
Note that if µΦ is replaced by, for example, the uniform measure µS1 on a circle then the
inequality above fails since the right hand side is finite while the left hand side is equal to
infinity. Thus, since D is lower semi-continuous in the weak topology it will be enough to show
that there exists a sequence uj such that Φj := φ+ uj satisfies the regularity assumption 6.1,
µΦj → µS1 weakly and E(µΦj ) → E(µS1). To this end we may by a simple scaling argument
assume that λ = 1. We then set uj = −(1 − 1/j) log |z|
2. Then it follows from Prop 3.9
and the radial symmetry of Φj that µΦj is the uniform probability measure supported on the
annulus with outer and inner radius 1 and 1 − j−1, respectively. Hence, µΦj has the desired
properties. 
Most likely the previous argument applies to all φ satisfying the regularity assumption
6.1. But the question what happens for β ∈]1, 2], even for φ(z) = |z|2 appears to be rather
intriguing and is left for the future.
7. Outlook on relations to Kähler geometry
In this last section we briefly discuss some relations to Kähler geometry that will be elab-
orated on in the companion paper [21]. Let (X,L) be a polarized compact Riemann surface.
Fix a metric φ ∈ H(L), i.e. a smooth metric on L with strictly positive curvature form ωφ and
consider the corresponding setting of adjoint determinantal point processes on X. It follows
from well-known Bergman kernel expansions that the corresponding error sequence ǫNk,1[φ]
satisfies ǫNk,1[φ] = O(N
−1). Hence, by Theorem 4.10, for any u ∈ H1(X)
(7.1)
1
kNk
logE(e−kNkUNk ) ≤ −F(φ+ u) + F(φ) +O(N−1),
where the error term only depends on φ. In general, the order of the error term can not be
improved to o(N−1). In fact, as will be detailed in [21] we have the following
Theorem 7.1. The order of the error in the inequality 7.1 can be improved to o(N−1) iff the
Riemannian metric defined by ωφ has constant scalar curvature.
The “if direction” is the content of [11, Thm 1.1] and the “only if direction” is shown as
follows. First, if φ+ u ∈ H(L), then
(7.2)
1
kNk
logE(e−kNkUNk ) = −F(φ+ u) + F(φ)−N−1k (M(φ+ u)−M(φ)) + o(N
−1
k ),
whereM is Mabuchi’s K-energy functional on H(L), which has the property that φ is a critical
points ofM iff ωφ has constant scalar curvature. In particular, if the inequality 7.1 holds with
45
a smaller error term of the order o(N−1), then the expansion 7.2 forcesM(φ+u) ≥M(φ) for
any u such that φ+u ∈ H(L). Since H(L) is an open subset of the space of all smooth metrics
on L it follows that φ is a critical point of M and hence ωφ defines a metric with constant
scalar curvature.
The previous argument is analogous to the proof of Step one in Prop 6.1, where the role of
the expansion 7.2 is played by the expansion 6.6. Accordingly, one is led to make the following
Conjecture 7.2. Let (X,L) be a polarized compact Riemann surface endowed. Given a metric
φ on L and a function u on X the weak form of the conjecture says that
lim
k→∞
(
1
k
logE(e−kNkUNk ) +Nk (F(φ+ u)−F(φ))
)
= −M(P (φ+ u)) +M(Pφ)
if φ and u are smooth and Sφ and Sφ+u are domains with smooth boundaries with µφ+u and
µφ strictly positive on their supports. The stronger form says that the convergence holds under
the assumption that µφ+u and µφ have L
∞−densities and the strongest form of the conjecture
says that the convergence holds when µφ+u and µφ have finite entropy.
The original definition of M(ψ) requires that ψ be in H(L), but, as observed in [9] M(ψ)
is well-defined as soon as ddcψ has finite entropy. As will be explained in [21] the previous
conjecture naturally extends to the higher dimensional case when (X,L) is a polarized compact
complex manifold, as well as to certain β−ensembles. In the case when X is the Riemann
sphere P1 the general conjecture for β−ensembles case is equivalent to the following conjecture,
in its strongest form:
Conjecture 7.3. Let φ be a function on C with logarithmic growth such that Dµ0(µφ) < ∞,
where µ0 := e
−2ψ0/π corresponds to the standard probability measure on the Riemann sphere
P1. Then, setting p := 2/β − 1,
(7.3)
1
N(N + p)β
log
∫
CN
(
|D(N)|2e−(N+p)φ
)β
dλ⊗N = −F(φ)+
logN
2
N−1−N−1
(
(
1
β
−
1
2
)M(Pφ) − ξβ
)
+o(1)
where M is Mabuchi’s K-energy functional for O(1)→ P1.
In general, M(ψ) is only defined up to an additive constant, but in the case when (X,L) =
(P1,O(1)) the constant can be fixed by defining
(7.4) M(ψ) := F (ddcψ), F (µ) = −2E0(µ) +Ddλ(µ)
Proposition 7.4. Let φ be a function on C which has strictly super logarithmic growth. As-
suming that Sφ is a domain with C
2,1−boundary, µφ/dλ ∈ C
2,α(Sφ) for some α ∈]0, 1] and
µφ/dλ > 0 on Sφ, the expansion in the previous conjecture does hold.
Proof. By [73, Cor 1.5] the expansion 6.2 for ZN,β[Nφ] holds. Setting u := pφ it will be enough
to show that
(7.5) lim
N→∞
N−1 log
ZN,β[Nφ+ u− u¯]
ZN,β[Nφ]
= 0, u¯ :=
∫
uµφ
Indeed, accepting this for the moment we then get
(7.6) logZN,β[Nφ+ u] = logZN,β[Nφ]−Nu¯+ o(N)
and hence the expansion 6.2 for ZN,β[Nφ] gives
β−1 logZN,β[Nφ+ u] = −N
2F(φ) +
N
2
logN +N
(
−
p
2
Ddλ(µφ)− p
∫
φµφ + ξβ
)
+ o(N)
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Finally, the expansion 7.3 follows by rewriting
−N2F(φ) = −N(N + p)F(φ) +NpF(φ) = −N(N + p)F(φ) +Np(E0(µφ) +
∫
φµφ)
All that remains is to prove formula 7.5. To this end first observe that after replacing u with
u− u¯ we may as well assume that u¯ = 0. Set
fN (t) := N
−1 log
ZN,β[Nφ+ tu]
ZN,β[Nφ]
, t ∈ [0, 1]
Then fN(0) = 0 and
(7.7)
dfN (t)
dt
= 〈Et(δN ), u〉 ,
where Et denotes expectations of the N−particle Coulomb gas with exterior potential Vt :=
Nφ+ tu. It follows from essentially well-known results that, for any fixed t,
lim
N→∞
〈Et(δN ), u〉 = 〈µφ, u〉 = 0
(see for example [10, Cor 1.2]; which applies even though u is not bounded using that φ+tu has
strictly super logarithmic growth). By the dominated convergence theorem all that remains
is to show that the right hand side in formula 7.7 is uniformly bounded for t ∈ [0, 1]. When
β = 1 this follows form the Bergman kernel estimates in [7] and the proof in the case of a
general β is given in [21]. 
8. Main results in Part II and companion papers
Applications of the results in the present paper are deferred to the sequel [18] and various
elaborations are given in the companion papers [19, 20, 21]. Here we will only state the main
results in [18] in the case of the Coulomb gas in the plane (a discussion about relations to
previous results is given in [18]).
We first introduce the following assumption which is stronger than the assumption A1 in
Section 8:
• (A2) A0 holds and there exists a constant C such that C−1 ≤ ∆φ ≤ C on S and
φ ∈ C2(S)
We will first show that the main inequalities can be extended to β > 1 if additional error
terms are included
Theorem 8.1. Assume that φ and are Lipschitz continuous in a neighborhood of S and that
u is bounded in C. Then, for any β > 1 the inequalities in Theorem 1.1 and Theorem 1.4 are
still valid if the following term is added to the right hand side:
N−1 ‖du‖L∞(C) +N
−1C + 2N−1 logN,
where the constant C only depends on φ.
8.1. Large deviations for singular potentials and linear statitistics. The following
result extends the well-known LDPs for continuous exterior potentials and linear statistics to
a singular setting:
Theorem 8.2. Consider the N−particle Coulomb gas in C at inverse temperature β ≤ 1 with
exterior potential V. Assume that φ satisfies the assumption A0 and that u is a function in
H1(C).
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• If V = (N +p)(φ+u) (or V = N(φ+u) if φ has strictly super logarithmic growth) the
laws of the empirical measures δN satisfy a LDP with speed N
2β and rate functional
Eφ+u(µ)−F(φ+ u) on P(C)
• If V = (N + p)φ (or V = Nφ if φ has strictly super logarithmic growth) the laws
of the linear statistics UN := 〈u, δN 〉 satisfy a LDP speed N
2β and rate functional
I(s)− infR I, where
I(s) = inf
µ∈P(X)∩H−1(C)
{Eφ(µ) : 〈u, µ〉 = s} ,
If u ∈ Cb(C) the LDPs above hold for any β > 0.
In particular, by the first point in the previous theorem, if φ has strictly super logarithmic
growth and u ∈ H1(C), then
(8.1) lim
N→∞
1
N2
logZN,β[(N(φ+ u)] = −F(φ+ u).
for β ≤ 1.
8.2. Moderate deviations. The LDP in the previous section yields, in particular, a LDP
for the random variable YN defined by the deviation UN − u¯. However, the corresponding rate
functional is, in general, not quadratic. We next establish a Moderate Deviation Principle
(MDP) for YN with a quadratic rate functional. Recall that the general notion of a Moderate
Deviation Principle (MDP) interpolates between the notion of a Large Deviation Principle and
a Central Limit Theorem (CLT) by introducing a sequence of positive numbers sN tending to
zero, that we will refer to as the deviation scale (since it measures the order of the deviations).
Briefly, in our setting the MDP is said to hold at the deviation scale sN if the random variable
defined by the scaled deviations
YsN := s
−1
N (UN − u¯) := s
−1
N 〈δN − µφ, u〉
satisfies a LDP. In what follows we will use the standard notation aN ≫ bN if aN and bN are
sequences of positive numbers such that aN/bN →∞ as N →∞.
Theorem 8.3. Consider the Coulomb gas in C at inverse temperature β > 0. Assume that A2
holds and that the support S is a topological domain (i.e. S coincides with the closure of its
interior) and the complement Sc of S is regular for the Dirichlet problem (i.e. the Dirichlet
problem for the Laplacian on Sc preserves continuity). Given u such that ∆u is bounded in a
neighborhood of S we have
(8.2) lim
N→∞
1
N2s2N
logE(e−tN
2s2
N
YsN ) =
β
2
σ2t2/2
where σ2 is the Dirichlet H1−norm of the bounded harmonic extension uS of u from S :
σ2 =
1
4π
∫
X
|∇uS |2,
As a consequence, the random variable YSN satisfies a MDP at speed N
2s2N for a quadratic
rate functional with variance σ2. The same result also holds when the deviation YsN is replaced
by the “fluctuation”
(8.3) Y˜sN := s
−1
N 〈δN − E(δN ), u〉
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CLTs have previously been established with the same variance σ2 and are equivalent to the
asymptotics 8.2 for sN = N, when YsN has been replaced by the fluctuation Y˜sN [4, 74, 25].
However, it should be stressed that, in contrast to the MDP in the previous theorem, the CLT
does not hold, in general, when S has several components. On the other hand the CLT is
known to always hold when u is supported in the “bulk”, i.e. in the interior of S. We will prove
the MDP in the bulk, down to the CLT-scale, both globally and at mesoscopic scales (further
discussed in the next section):
Theorem 8.4. Fix a deviation scale sN such that sN ≥ N
−1. Assume that β = 1, φ is
C2−smooth on a neighborhood of S and that u is a C2−smooth function compactly supported
in the interior of S. Consider the corresponding fluctuation Y˜sN . Then
(8.4) lim
N→∞
1
N2s2N
logE(e−tN
2s2
N
Y˜sN ) = σ2t2/2, σ2 :=
1
4π
∫
S
|∇u|2dλ
As a consequence, when sN ≫ N
−1 the random variable Y˜sN satisfies a MDP at the scale sN
and with rate functional σ−2t2/2 and Y˜sN satisfies when sN = N
−1 a CLT with variance σ2.
• If instead φ is assumed to be C4−smooth the same results hold for YsN
• The same results hold in the mesoscopic setting where u is replaced by u(z0+l
−1
N (z−z0))
for any sequence lN → 0 such that l
2
N ≫ sN . In case when sN = N
−1 the regularity
assumption on u can be weakened to u Lipschitz continuous.
8.3. Local laws at mesoscopic scales. Given a positive sequence lN → 0 of “length scales”
and a fixed point z0 in C, consider the corresponding “blow-up map” FN on C defined by
z 7→ FN (z) = z0 + l
−1
N (z − z0)
The case when lN = N
−b for b = 1/2 is usually called the microscopic scale (since it cor-
responds to the typical particle distances) while the cases when b ∈]1/2, 1[ are called the
mesoscopic scales. The induced map on measures
µ 7→ µz0 := l
−2
N (FN )∗µ
probes the measure µ closed to z0 at the length scale lN .
Theorem 8.5. Consider the Coulomb gas in C at inverse temperature β ≤ 1 and the length
scale lN = N
−b for a fixed b ∈]0, 1/4[. If A1 holds, then
(8.5) l−2N (FN )∗(δN − µφ)→ 0
exponentially in probability in the following sense: for any u ∈ H1(C), not identically zero,
there exists a positive constant C such that
(8.6) P|
(〈
l−2N (FN )∗(δN − µφ), u
〉
| ≥ δ
)
≤ e−CN ,
where C depends on u, φ and δ. As a consequence, if p0 is point in S which is a Lebesgue point
for µφ, then
l−2N (FN )∗(δN )→ ρ(z0)dλ
exponentially in probability. In particular, this is the case if φ is assumed to be C2−smooth
close to p0 and p0 is in the interior of S and then ρ(z0) =
1
4π∆φ(z0). If moreover ∆φ > 0
close to p0 then the following dichotomy holds for points p0 in the boundary of the complement
Sc :
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• If ∂Sc is C1−smooth close to p0, then
l−2N (FN )∗(δN )→ 1T
1
4π
∆φ(z0)dλ(> 0)
exponentially in probability, where T is a halfplane defined by the tangent line of ∂S
passing through p0.
• If ∂Sc is not C1−smooth close to p0, then
l−2N (FN )∗(δN )→ 0
exponentially in probability.
It should be stressed that in the previous theorem no assumptions are made on the structure
of the set S of as opposed to Theorem 8.3. The set S may be extremely irregular even if A1
holds, i.e. ∆φ is strictly positive close to S. The dichotomy above provides a probabilistic
interpretation of Cafarelli’s dichotomy theorem for free boundaries: the singular points p0 in
the free boundary are precisely those points where no particles are seen - with overwhelming
probability - when zooming in at mesoscopic scales.
In the “bulk case” we show that the local laws hold down to the optimal length-scale:
Theorem 8.6. Assume that β ≤ 1, that φ is C2−smooth close to p0 that u is compactly
supported in the interior of S and ∆u ∈ L∞. Suppose that lN ≫ N
−1/2. Then there exists a
constant C (only depending on an upper bound on ‖∆u‖L∞) such that
P (|〈(δN − E(δN )) , uz0〉| ≥ δ) ≤ e
−β(l2NN)
2δ2/C
If it is moreover assumed that φ is C4−smooth close to p0, then l
−2
N (FN )∗(δN − µφ) → 0
exponentially in probability. As a consequence,
(8.7) l−2N (FN )∗δN →
1
4π
∆φ(z0)dλ
exponentially in probability.
8.4. Bergman kernels and orthogonal polynomials. Denote byHN (C) theN−dimensional
space of all polynomials in C of degree at most N − 1. Given a function φ of strictly super
logarithmic growth such that A0 holds we endow HN (C) with the Hilbert space structure
defined by the weighted norm
‖f‖2Nφ :=
∫
C
|f |2e−Nφdλ
Denote by BN the corresponding normalized Bergman measure:
BN :=
1
N
(
N∑
i=1
|Ψ
(N)
i |
2
)
e−Nφdλ,
where (Ψ
(N)
i )
N
i=1 is a fixed orthonormal bases in the Hilbert space HN (C). In classical terms,
the density of NBN is the restriction to the Christofel-Darboux kernel for the corresponding
space of weighted orthogonal polynomials. The connection to Coulomb gases stems from the
following well-known formula:
BN = E(δN ), β = 1 V = Nφ
As a consequence, BN converges, as N →∞, towards the equilibrium measure µφ, in the weak
topology of measures. The following result provides a quantitative rate of convergence:
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Theorem 8.7. Assume that β ≤ 1 and that φ satisfies A1 (or more generally, that µφ has
finite entropy). Then there exists an explicit constant C such that
(8.8) ‖E(δN )− µφ‖H−1(C) ≤ C
√
logN
N
Moreover, if φ satisfies the regularity assumption 6.1, then the factor logN above can be
removed (if the constant C is also changed).
For φ with H1−singularities we obtain the following qualitative convergence result:
Theorem 8.8. Assume that β ≤ 1 and that there exists a function φ0 satisfying A0 such that
φ− φ0 ∈ H
1(C). Then
lim
N→∞
‖E(δN )− µφ‖H−1(C) = 0.
Note that, in general, µφ does not have better regularity than H
−1(C) and hence the
previous theorem appears to be rather optimal.
8.5. Concentration of measure, Monte-Carlo integration and the Gaussian Free
Field. Let X be the Riemann sphere, viewed as the one-point compactification of C. We
endow X with the standard invariant metric g and denote by ∆g the corresponding Laplace
operator, with the sign convention which makes it positive, viewed as a symmetric densely
defined operator on L2(X, dVg) and normalized so that on C ⊂ X
∆gdVg = −
1
4π
∆dλ, ∆ := ∂2x + ∂
2
y
We will use the following notion for Sobolev spaces of fractional order:
• Hs(X) is the Sobolev space of all distributions u on X such that∆s/2u ∈ L2(X, dVg).
The scalar product defined by
〈u, u〉s :=
∫
X
∆s/2u∆s/2udVg
induces a Hilbert space structure on Hs(X)/R.
• The dual of Hs(X)/R is denoted by H−s0 (X) and is endowed with the dual Hilbert
structure
〈ν, ν〉−s :=
∫
X
∆−s/2ν∆−s/2νdVg = sup
u∈C∞(X)
〈ν, u〉
〈u, u〉s
By the Sobolev embedding theorem, for s > 1 the space H−s0 (X) contains all Dirac masses.
As a consequence, we have a map
δN − µφ : C
N → H−s0 (X).
Accordingly, we can view δN − µφ as a H
−s
0 (X)−valued random variable on the N−particle
Coulomb gas ensemble corresponding to a given function φ and inverse temperature β.
Theorem 1.2 implies the following concentration of measure inequality for the law of δN−µφ
wrt the H−s−norm, for s > 2 [19]:
Theorem 8.9. Consider the N−particle Coulomb gas in C at inverse temperature β ≤ 1 with
exterior potential V := (N + p)φ for a given function φ on C of super logarithmic growth.
Given s > 2 there exists an explicit positive constant C (independent of φ) such that for any
β ∈]0, 1]
PN,β
(
‖δN − µφ‖
2
H−s > δ
)
≤ e
−βN(N+1)( 12C δ
2+ǫN,β)+ C(s−2)+C ,
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The error sequence ǫN,β vanishes for the spherical ensemble, i.e. when β = 1 and V =
(N + 1) log(1 + |z|2).
As will be next explained the previous result, specialized to the spherical ensemble, fits
naturally into the setup of (Quasi-)Monte-Carlo integration on the two-sphere X endowed
with its invariant measure dVg. Following [31], given a configuration xN ∈ X
N of N points
on X the worst-case error for the integration rule on X with node set xN wrt the smoothness
parameter s ∈]1,∞[ is defined by
wce (xN ; s) := sup
u: ‖u‖Hs(X)≤1
〈u, (δN (xN )− dVg)〉
(also called the generalized discrepancy [33] because of the similarity with the Koksma-Hlawka
inequality for numerical integration on Euclidean cubes). In other words,
wce (xN ; s) = ‖δN (xN )− dVg‖H−s
We will say that a sequence xN ∈ X
N is of convergence order O(N−κ) wrt the smoothness
parameter s if
wce (xN ; s) ≤
Cκ,s
Nκ
By the previous theorem a random sequence xN in the spherical ensemble is, with high prob-
ability, of convergence order O(N−1) wrt any smoothness parameter s > 2.
As shown in [31] the optimal convergence order wrt a smoothness parameter s ∈]1,∞[ is
s/2, i.e. there exists a constant A(s) such that for any sequence xN ∈ X
N
(8.9) wce (xN ; s) ≥ A(s)/N
s/2,
and the bound is saturated for a sequence of spherical designs [31]. Thus, by the previous
corollary, a random sequence xN in the spherical ensemble has - with high probability - nearly
optimal convergence order for smoothness parameters s close to 2. Note that the lower bound
8.9 implies that Theorem 8.9 does not hold when s ∈]1, 2[, in the case of the spherical ensemble.
On the other hand, combining Theorem 8.9 with [31, Lemma 26], which says that, if s0 < s1
and wce (xN ; s1) < 1 then
wce (xN ; s0) ≤ Cs0,s1(wce (xN ; s1)
s0/s1 ,
reveals that the concentration inequality in Theorem 8.9 generalizes to s ∈]1, 2[ if δ2 is replaced
by δq(s) for an exponent q(s) which can be taken arbitrarily close to s.More precisely, exploiting
the explicit form of the constants in Theorem 8.9 gives the following
Corollary 8.10. Consider the spherical ensemble with N particles and fix s ∈]1, 2]. Then
there exists a constant C such that for any R in the inverval C1/2 ≤ R ≤ N/(logN)1/2
P
(
wce (xN ;H
s(X)) ≤ Rs/2
(logN)s/4
N s/2
)
≥ 1−
1
NR
2/C
As a consequence, a random sequence xN in the spherical ensemble has, with very high
probability, nearly optimal convergence order for any smoothness parameter s ∈]1, 2].
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8.5.1. The Laplacian of the Gaussian free field. The concentration inequality in Theorem 8.9 is
deduced from Theorem 1.2, using some Gaussian measure theory. Briefly, the point is that for
any s > 2 there exists a unique Gaussian measure γ onH−s0 (X) whose Cameron-Martin Hilbert
space is given by the intrinsic Hilbert space H−10 (X), viewed as a dense subspace of H
−s
0 (X).
In other words, γ is the unique Gaussian measure on H−s0 (X) with the following property:
if u and v are in C∞(X), the covariance C(u, v) of the corresponding linear functionals on
H−s(X) is given by
C(u, v) :=
∫
H−s(X)
〈u, ν〉 〈v, ν〉 γ(ν) = 〈u, v〉H1
The existence of γ is essentially well-known. Indeed, denoting by G the Gaussian random
variable defined by a random element in (H−s0 (X), γ) we have
G =
1
4π
∆u
where u is the Gaussian Free Field on the Riemann sphere X, viewed as a random element in
H−(s−2)(X)/R (see [86]).
Now, Theorem 1.2 implies the following inequality for the moment generating function of
the H−s0 (X)−valued random variable
YN := N(δN − dVg)
defined wrt the corresponding Coulomb gas ensemble with N−particles:
(8.10) E(e〈YN ,·〉) ≤ eβN(N+1)ǫN,βE(e〈G,·〉)
viewed as functions on Hs(X)/R, identified with the topological dual of H−s0 (X). Using some
Gaussian measure theory this implies Theorem 8.9.
Remark 8.11. For the spherical ensemble, which satisfies ǫN,β = 0, the inequality 8.10 says
that the random variable YN taking values in the space (H
−s
0 (X), γ) is sub-Gaussian.
8.6. Sharp deviation inequality for the 2D Coulomb restricted to R. The 2D Coulomb
gas restricted to R, subject to the exterior potential V, is defined by i.e. the ensemble
(RN , dPN,β) obtained by replacing the Lebesgue measure dλ on C in formula1.8 with the
Lebesgue measure dx on R. In the case when V = Nx2/2 and β = 1 this ensemble is known as
the Gaussian Unitary Ensemble (GUE) since it coincides with the eigenvalue law of a random
Hermitian rank N matrix with independent Gaussian entries of variance 1/N [47].
Now fix a lsc function φ on R of super logarithmic growth which is continuous on the
complement of a closed polar set. The corresponding free energy functional FR(φ) is defined
as in formula 1.10 with P(C) replaced by P(R). Set
p := 1/β − 1
(which differs from the previous notation used in the setting of C) and define the error sequence
ǫN,β[φ] := −
1
β
1
N(N + p)
logZN,β[(N + p)φ]R + FR(φ) + logN !
It follows from essentially well-known results that ǫN,β[φ] = o(1) as N →∞.
In this one-dimensional setting the following analogs of Theorem 1.1 and Theorem 1.2 are
established in [20]:
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Theorem 8.12. Consider the N−particle 2D Coulomb gas restricted to R. For any β ≤ 1 the
following inequalities hold:
1
β
1
N(N + p)
logE(e−β(N+p)NUN ) ≤ −FR(φ+ u) + FR(φ) + ǫN,β[φ]
and
1
β
1
N(N + p)
logE(e−β(N+p)N(UN−u¯)) ≤
1
8π
∫
C
|∇uR|2dλ+ ǫN,β[φ],
where uR denotes the bounded harmonic extension of u to C.
Moreover, it is shown in [20] that the corresponding inequalities drastically fail when β > 1
(in the sense of Prop 6.3). This stems from the fact that in the one-dimensional setting the
constant ( 1β −
1
2) in front of the entropy term in formula 6.2 is replaced by (
1
β − 1) (see [73,
Cor 1.5] ).
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