Beitrag zur Systemsicherheit durch kurative Maßnahmen von HGÜ-Systemen by Sass, Florian
Florian Sass 
 
Beitrag zur Systemsicherheit durch kurative Maßnahmen von 
HGÜ-Systemen 
 
Ilmenauer Beiträge zur elektrischen Energiesystem-, 
Geräte- und Anlagentechnik (IBEGA) 
 
Herausgegeben von  
Univ.-Prof. Dr.-Ing. Dirk Westermann  
(Fachgebiet Elektrische Energieversorgung) und  
Univ.-Prof. Dr.-Ing. Frank Berger  
(Fachgebiet Elektrische Geräte und Anlagen) 
an der Technischen Universität Ilmenau. 
 
Band 24 
 
 
 
Florian Sass 
 
 
Beitrag zur Systemsicherheit 
durch kurative Maßnahmen  
von HGÜ-Systemen 
 
 
 
Universitätsverlag Ilmenau 
2019 
Impressum 
Bibliografische Information der Deutschen Nationalbibliothek 
Die Deutsche Nationalbibliothek verzeichnet diese Publikation in der Deutschen 
Nationalbibliografie; detaillierte bibliografische Angaben sind im Internet über 
http://dnb.d-nb.de abrufbar. 
Diese Arbeit hat der Fakultät für Elektrotechnik und Informationstechnik der 
Technischen Universität Ilmenau als Dissertation vorgelegen. 
Tag der Einreichung: 7. Mai 2018
1. Gutachter: Univ.-Prof. Dr.-Ing. Dirk Westermann 
(Technische Universität Ilmenau) 
2. Gutachter: Univ.-Prof. Dr.-Ing. Matthias Luther 
(Friedrich-Alexander-Universität Erlangen-Nürnberg) 
3. Gutachter: Hon.-Prof. Dr.-Ing. Rainer Krebs 
(Siemens AG) 
Tag der Verteidigung: 23. November 2018
Technische Universität Ilmenau/Universitätsbibliothek 
Universitätsverlag Ilmenau 
Postfach 10 05 65 
98684 Ilmenau 
http://www.tu-ilmenau.de/universitaetsverlag 
readbox unipress 
in der readbox publishing GmbH 
Am Hawerkamp 31 
48155 Münster 
http://unipress.readbox.net/ 
ISSN 2194-2838 
ISBN 978-3-86360-195-9 (Druckausgabe) 
URN urn:nbn:de:gbv:ilm1-2018000511 
Titelfotos:  
© iStockphoto.com : JLGutierre ; timmy ; 3alexd ; Elxeneize ; tap10 
yuyang/Bigstock.com  
M. Streck, FG EGA | F. Nothnagel, FG EGA | D. Westermann, FG EEV
Danksagung V 
Danksagung 
Mein besonderer Dank gilt zunächst meinem Doktorvater Herrn Univ.-Prof. Dr.-Ing. Dirk 
Westermann für die vergangenen Jahre, die von persönlicher Betreuung, entgegengebrach-
tem Vertrauen und einem hohen Maß an Freiheit geprägt waren. Herrn Univ.-Prof. Dr.-
Ing. Matthias Luther und Herrn Hon.-Prof. Dr.-Ing. Rainer Krebs danke ich ebenfalls für 
die Übernahme des Koreferats und für ihre wertvollen Hinweise. 
Für meine fachliche und persönliche Entwicklung war die Phase der Promotion von sehr 
großer Bedeutung. Dies habe ich insbesondere meinem Kollegium, aber auch allen Part-
nern aus Industrie und Wissenschaft zu verdanken. Vielen Dank für den intensiven Aus-
tausch, der mich bei der Anfertigung dieser Arbeit unterstützt hat. 
Nicht zuletzt bedanke ich mich bei meiner Familie, meiner Partnerin und meinen Freunden 
für die Unterstützung in den zurückliegenden Jahren, sowie für all ihre großen und kleinen, 
offensichtlichen und versteckten Beiträge. 
VI Kurzfassung 
Kurzfassung 
Das europäische Energiesystem unterliegt derzeit einem strukturellen Wandel. Auslöser 
sind der verstärkte Zubau erneuerbarer Energieträger und ein sinkender Einsatz der kon-
ventionellen verbrauchernahen Kraftwerke. Um den steigenden Leistungstransiten begeg-
nen zu können, sind Netzausbaumaßnahmen geplant, die auch den Einsatz der Hochspan-
nungs-Gleichstrom-Übertragung (HGÜ) umfassen. Diese basieren auf der Technologie 
selbstgeführter Umrichter, sog. Voltage Source Converter (VSC). Da der erforderliche 
Netzausbau nicht ausreichend schnell erfolgen kann, erreichen einige Netzabschnitte einen 
hohen Wert der Auslastung. Um Überlastungen, Verletzungen der Systemsicherheit und 
einer Gefährdung der Versorgungssicherheit vorzubeugen, müssen die Übertragungsnetz-
betreiber im Rahmen des Engpassmanagements zunehmend auf kostenintensive Redis-
patch-Maßnahmen zurückgreifen. 
Ein koordinierter Einsatz kurativer Maßnahmen innerhalb des Netzbetriebs stellt derzeit 
einen relevanten Untersuchungsgegenstand dar, da kurative Maßnahmen eine senkende 
Wirkung auf den Redispatch-Aufwand versprechen. Das zukünftige Vorhandensein von 
HGÜ-Systemen – zunächst als Einzelverbindungen, perspektivisch auch als Overlay-Netz 
– bietet neue Freiheitsgrade innerhalb der Netzbetriebsführung, die auch zur Erbringung
kurativer Maßnahmen genutzt werden können. Wie diese den unterschiedlichen Phänome-
nen der Systemsicherheit zugeordnet werden können, wird in dieser Arbeit beschrieben.
Der Hauptbeitrag liegt im Entwurf eines Verfahrens zur automatisierten Ausführung
eventbasierter kurativer Arbeitspunktanpassungen von HGÜ-Systemen zur Behebung un-
zulässiger Betriebszustände durch Verletzungen der Betriebsmittelauslastungen und Kno-
tenspannungen. In Anlehnung an existierende Ansätze zur automatisierten Ausführung ku-
rativer Maßnahmen, sog. Remedial Action Schemes, wird das in dieser Arbeit vorgestellte
Verfahren als HGÜ-RAS betitelt.
Die Umsetzung erfordert eine Identifikation kritischer Events, eine systemweite Koordi-
nation der Arbeitspunktänderungen, sowie einen geeigneten Ansatz zur netzverträglichen 
Ausführung dieser. Die Anforderungen werden durch drei Komponenten (Identifikation, 
Berechnung und Aktivierung) umgesetzt, die auch außerhalb des HGÜ-RAS in ähnlichen 
Problemstellungen Anwendung finden können. Der Methodenentwurf erfolgt unter steti-
ger Berücksichtigung von – aus Sicht der Übertragungsnetzbetreiber – interessanten As-
pekten, um eine mögliche Einbindung in den bestehenden Netzbetrieb zu ermöglichen. 
Die Realisierbarkeit und Umsetzung der einzelnen Komponenten, sowie des gesamten 
HGÜ-RAS werden durch stationäre und dynamische Betrachtungen bewiesen. Dazu wird 
ein geeignetes AC-HGÜ-Benchmarknetz entworfen. Alle Betrachtungen erfolgen zu-
nächst für ein vermaschtes HGÜ-Netz, können aber, wie in einem zusätzlichen Fallbeispiel 
gezeigt, auf einzelne HGÜ-Verbindungen übertragen werden. Die vorgestellte Methode 
schafft ein Werkzeug zur Erweiterung der bestehenden Netzbetriebsführung.
Abstract VII 
Abstract 
Europe's electrical energy system is currently undergoing a structural change. This is trig-
gered by the increased expansion of renewable energy sources and a decline in the use of 
conventional power plants nearby to consumers. Grid expansion measures which apply 
high-voltage direct current (HVDC) transmission, based on VSC technology, can be taken 
to counter rising power transits. Since the required network expansion is not able to be 
realized in due time, some network sections experience a high load factor. Transmission 
system operators increasingly have to apply cost-intensive redispatch measures to prevent 
congestion, system security violations and threats to supply security.  
A coordinated use of corrective measures within the network operation is currently a rele-
vant object of investigation, since this promises to reduce the redispatch volume. The fu-
ture existence of VSC-based HVDC systems – initially applied as individual connections, 
but which can also, in time, form part of its own network– offers a new degree of freedom, 
as well as to provide corrective measures How these can be assigned to the different phe-
nomena of system security is taken up in this work. This work’s main contribution lies in 
the design of a method for the execution of event-based corrective operating point adjust-
ments of a VSC-HVDC system to eliminate impermissible AC equipment load level and 
node voltages.  
The proposed HVDC-RAS method is considered an innovative approach in transmission 
system operation. Implementing this approach relies on the identification of critical events, 
system-wide coordination of operating point adaptation, and a suitable approach for their 
execution respecting system stability. The requirements are addressed by three components 
(identification, calculation and execution), which can also be applied more broadly, outside 
of the HVDC-RAS framework. For this approach to be effectively realised and integrated 
into an existing grid operation, the method design is carried out under constant considera-
tion of key aspects for transmission system operators.  
The feasibility of the individual components as well as the entire HVDC-RAS is deter-
mined by steady-state and dynamic simulations. For this purpose, a suitable AC HVDC 
benchmark network is designed. All considerations are initially made for a meshed HVDC 
network superimposed on the AC network, but can, as shown in a case study, be transferred 
to individual HVDC links. The presented method provides corrective measures and can be 
considered a tool for the extension of the existing system operation. 
.
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1 Einleitung und Motivation 1 
1 Einleitung und Motivation 
Das elektrische Energieversorgungssystem in Europa ist in seiner jetzigen Struktur das 
Produkt einer historischen Entwicklung. Ausgehend von der zunehmenden Elektrifizie-
rung der Gesellschaft, bildeten zunächst einzelne Kraftwerke die Versorgungsmittelpunkte 
unabhängiger Netzinseln. Der stetig zunehmende Verbrauch gepaart mit neuen techni-
schen Entwicklungen resultierte im weiteren Verlauf zu einer schrittweisen Kopplung der 
einzelnen Versorgungsgebiete. Das existierende Transportnetz (Netzebene 1: 380 kV/ 
220 kV) diente somit zunächst der Bereitstellung von Regelleistung zwischen einzelnen 
Regelzonen und nicht einem ausgeprägten Leistungstransit über große Distanzen [1]. 
In den zurückliegenden Jahren führten der globale Klimawandel, schwindende fossile Res-
sourcen und wachsende Zweifel an der Kernenergie zu einem Umdenken der politischen 
Entscheidungsträger [2–5]. Dies mündet in einer Transformation des elektrischen Energie-
systems. So erfolgt sowohl auf europäischer Ebene [6, 7], als auch auf nationaler Ebene 
[8] einen signifikant steigenden Einsatz erneuerbarer Energieträger (EE). Abb. 1.1 zeigt
die wachsende EE-Erzeugung in Deutschland. Bei gleichbleibendem Bedarf nimmt diese
einen wachsenden Anteil an der Gesamterzeugung ein. Die on- und offshore Windenergie
stellt dabei mit einer installierten Leistung von 59,5 GW im Jahr 2018 [9] einen wesentli-
chen Anteil dar.
Abb. 1.1:  Stromerzeugung in Mrd. kWh in Deutschland [8] 
Die in Abb. 1.1 gezeigte Entwicklung führt zu einem regionalen Ungleichgewicht zwi-
schen Erzeugung und Verbrauch, da die konventionellen Kraftwerke in Erzeugernähe, ein 
Großteil der EE-Potentiale aber in verbrauchsarmen Regionen zu finden sind (vgl. auch 
[10]). Dieser Umstand führt in Kombination mit der beschriebenen Netzstruktur vermehrt 
zu Engpässen innerhalb des Transportnetzes. Der im Rahmen des Bundesbedarfsplans [11] 
festgestellte Bedarf von Netzverstärkungs- bzw. Netzausbaumaßnahmen wird im sog. 
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Netzentwicklungsplan (NEP, [12]) beschrieben. Auf europäischer Ebene geschieht Ähnli-
ches in Form des Ten-Year-Network-Development-Plan (TYNDP [13]). Trotz mehrerer 
Gesetzesinitiativen, darunter das Energieleitungsausbau- (EnLAG, [14]) und des Netzaus-
baubeschleunigungs-Gesetz (NABEG, [15]), wird die Umsetzung der geplanten Maßnah-
men zur Steigerung der Transportkapazität verzögert [12, 16]. Die Verzögerungen führen 
dazu, dass der Ausbau der EE zu einem kritischen Faktor im Netzbetrieb wird. Um die 
Versorgungssicherheit zu gewährleisten und Netzengpässe zu vermeiden, greifen die 
Übertragungsnetzbetreiber vermehrt auf Redispatch-Maßnahmen zurück. Sowohl die Häu-
figkeit, als auch das Volumen der resultierenden Eingriffe in die Wirkleistungsarbeits-
punkte nahmen in den letzten Jahren deutlich zu (siehe Abb. 1.2). Daraus erwächst ein 
Kostenaufwand, der über das Netzentgeld auf den Strompreis umgelegt wird. So beziffert 
beispielsweise die TenneT TSO GmbH den Kostenaufwand für Redispatch-Maßnahmen 
innerhalb der eigenen Regelzonen im Jahr 2017 auf über 1 Mrd. € [17].1 
Abb. 1.2: Historische Entwicklung des Redispatch-Aufwandes (Einspeisemanagement, 
Strom- und Spannungsbedingter Redispatch) in Deutschland nach [18–20] 
Um den Netzausbaubedarf innerhalb Deutschlands auf ein Mindestmaß zu begrenzen, wird 
das sog. NOVA-Prinzip (Netz-Optimierung vor -Ausbau, [12]) angewandt. Dieses priori-
siert zur Erhöhung der Transportkapazität die Verstärkung und Optimierung bestehender 
Trassen gegenüber Neubaumaßnahmen. Mögliche Maßnahmen umfassen u. a. Leiterseil-
Monitoring, oder den Umbau bestehender Wechselspannungs- zu Gleichspannungs-Ver-
bindungen (siehe Abb. 1.3)  
Die Auswirkung des NOVA-Prinzips, auf den Netzausbaubedarf und den Redispatch-Auf-
wand werden u. a. in einer von TenneT beauftragten Studie [21] untersucht und als positiv, 
jedoch nicht ausreichend bewertet. Das in Abb. 1.3 markierte Schlagwort Erweiterung des 
Netzbetriebs ist nach [12, 21] kein Teil des NOVA-Prinzips, kann aber aus der Perspektive 
der Netzbetriebsführung als logische Fortführung dessen angesehen werden. 
1 Aufgrund der geographischen Ausprägung des Verantwortungsbereichs der TenneT TSO GmbH (von 
Nord- bis Süddeutschland) entfällt auf diesen der größte Redispatch-Aufwand, weshalb TenneT derzeit einer 
besonderen Aufmerksamkeit ausgesetzt ist. Zahlen für alle vier ÜNB existieren dagegen leider nicht. 
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Abb. 1.3: Maßnahmen zur Erhöhung der nutzbaren Übertragungskapazität [22] 
Neben einer Überschreitung der zulässigen Betriebsmittelauslastungen des Netzes führen 
das beschriebene regionale Erzeugungsungleichgewicht und der Wegfall rotierender Mas-
sen zu Stabilitäts- und Spannungshaltungsproblemen [23, 24]. Diese stellen ebenfalls eine 
Begrenzung der zulässigen Netzauslastung dar, die in manchen Fällen die Einschränkun-
gen durch thermische Betriebsmittelgrenzen übersteigen [25]. Auch in diesen Fällen kann 
eine Erweiterung der Netzbetriebsführung den Redispatch-Aufwand zur Wahrung der Sta-
bilität und Systemsicherheit reduzieren. 
1.1 Erweiterung der Netzbetriebsführung um kurative Maßnahmen 
Derzeit folgt der Netzbetrieb entsprechend der (n-1)-Sicherheit (siehe Abschnitt 2.2) einem 
präventiven Ansatz zur Wahrung der Systemsicherheit: Das System wird so betrieben, dass 
kein Ereignis zu einem Verlassen des zulässigen Zustands führt. Ein Abweichen davon 
erscheint möglich, wenn die beschriebene Wiederherstellung des zulässigen Systemzu-
standes innerhalb eines zu definierenden Zeitraums durch eine kurative Maßnahme si-
chergestellt wird. Der Begriff korrektive Maßnahmen wird häufig gleichwertig verwen-
det. Eine ENTSO-E Arbeitsgruppe kommt in [26] zu dem Schluss, dass der derzeitige An-
satz einer vollständigen (n-1)-Sicherheit unwirtschaftlich ist, wenn durch kurative Maß-
nahmen ein neues Instrument zur Wahrung der Balance von Wirtschaftlichkeit und Sicher-
heit eingeführt wird. Der regulatorische Rahmen nach ENTSO-E lässt eine derartige Er-
weiterung bereits jetzt zu (siehe Abschnitt 2.2). Auch auf Seiten der Netzbetreiber ist man 
sich der zukünftigen Relevanz kurativer Maßnahmen bewusst. So sieht beispielsweise 
TenneT diese zwar „noch nicht als Stand der Technik“ an, stuft die Vorgehensweise aller-
dings als „grundsätzlich interessante Option für die mittelfristige Zukunft“ ein [21]. Die 
vorangestellten Überlegungen gehen zurück bis in das Jahr 1997 [27]. 
Abbildung 1.4 beschreibt das Prinzip kurativer Maßnahmen anhand des Systemzustandes. 
Das Eintreten bestimmter Ereignisse führt zu einem Verlassen des zulässigen Systemzu-
standes, da definierte Kriterien (z. B. Bereiche der Frequenz, Spannung oder Betriebsmit-
telauslastung) verletzt werden. Das Ausführen einer geeigneten kurativen Maßnahme er-
laubt eine Überführung des Systems zurück in einen zulässigen Zustand. In dieser Arbeit 
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erfolgt eine Gliederung kurativer Maßnahmen in kontinuierliche und eventbasierte Vor-
gänge. Die Gruppe der kontinuierlichen Maßnahmen umfasst vereinfachend den erweiter-
ten Einsatz von Reglern und Steuerungen, die eine kontinuierliche und automatisierte Un-
terstützung des betrachteten AC-Systems gewährleisten. So ermöglichen beispielsweise 
leistungselektronische Betriebsmittel aufgrund ihrer kurzen Antwortzeiten durch den Ein-
satz geeigneter Regler eine aktive Adressierung unterschiedlicher Stabilitäts-Phänomene. 
 
Abb. 1.4: Zustandsraumdarstellung a) vor und b) nach Eintritt eines Betriebsmittel-
ausfalles inkl. Ausführung der kurativen Maßnahme; c) Zustandsgraph  
Die Gruppe der eventbasierten kurativen Maßnahmen beschreibt dagegen einen gezielten 
Eingriff in das System nach Eintritt von bestimmten Ereignissen, wie Betriebsmittelaus-
fälle und/oder signifikanten Änderungen von Erzeugung und Verbrauch. Sie umfassen 
nach [28, 29] prinzipiell alle Stellmöglichkeiten innerhalb des Systems, darunter Topolo-
gie-Änderungen, das Schalten von Shunt- und Serienkompensation, Last- und Erzeugungs-
abwurf oder Arbeitspunktänderungen von leistungsflusssteuernden Betriebsmitteln, wie 
Phase Shifting Transformer (PST) oder der Hochspannungs-Gleichstrom-Übertragung 
(HGÜ, Abschnitt 1.2). Ein automatisiertes Ausführen kurativer Maßnahmen firmiert nach 
bisheriger ENTSO-E Definition unter dem Begriff Special Protection Schemes (SPS, 
[26]). Die North American Reliability Coorperation (NERC) verwendet dagegen den Be-
griff der Remedial Action Schemes (RAS [30]). Bisher zur Anwendung kommende An-
sätze umfassen dabei sämtliche Freiheitsgrade der Betriebsführung, darunter:  
 Automatisierter Lastabwurf und Einspeisemanagement zur Engpassvermeidung 
[31–33]; 
 Automatisierter Lastabwurf [34] und Einspeisemanagement [35] zur Frequenzhal-
tung; 
 Automatischer Lastabwurf zur Spannungshaltung [36]; 
 STATCOM-Arbeitspunktanpassung [37];  
 Koordination von HGÜ-Arbeitspunkten [38–40]; 
 Schalten von Kompensationsanlagen [38, 41] und  
 Topologie-Änderungen [39]. 
x
y
x
y
unzulässig
zulässig
a)
E
ve
nt
zulässig
unzulässig
ku
ra
tiv
e 
M
aß
na
hm
e
c)
1 3
2
unzulässig
b)
1
zulässig
2
3
1 Einleitung und Motivation 5 
 
Der Einsatz kurativer Maßnahmen innerhalb der Netzbetriebsführung zur Erweiterung des 
präventiven Betriebsführungsregimes ist aktuell Gegenstand der Forschung. Durch eine 
geeignete Koordination muss klar sein, bei welchen Ereignissen die vorgesehenen 
RAS/SPS wirken und, ob sie geeignet sind, das System rechtzeitig in einen zulässigen Zu-
stand zurückzuführen. Für alle nichtzutreffenden Fälle bleiben präventive Anpassungen 
(u. a. Redispatch) erforderlich. Zudem ist zur Gewährleistung der Systemsicherheit ein 
erfolgreiches Auslösen der vorgesehenen SPS/RAS sicherzustellen. 
1.2 HGÜ-Overlay-Netze als Zukunftsperspektive 
Der durch den in Deutschland eingeführten Netzentwicklungsplan Strom (NEP) beschrie-
bene Ausbau des Übertragungsnetzes wird zukünftig nicht nur durch die konventionelle 
AC-Technologie erfolgen, sondern auch durch HGÜ-Verbindung auf Basis selbstgeführter 
Umrichter. Die dabei eingesetzte Technik der Voltage Source Converter (VSC) erlaubt 
eine getrennten Bereitstellung von Wirk- und Blindleistung (siehe u. a. [42]). In Deutsch-
land befinden sich, neben den bereits bestehenden offshore HGÜ-Anbindungen zur In-
tegration von Windenergie, derzeit die ersten onshore Verbindungen entweder in der Um-
setzung (Ultranet) oder in der Planung (Südlink). Diese und weitere geplante Verbindun-
gen sind in Abb. 1.5 abgebildet.  
 
Abb. 1.5: HGÜ-basierter Netzausbau nach a) NEP 2030, Stand 2017 (DC-Szenarien I) 
[12] und b) ENTSO-E TYNDP, Stand 2018 [13] 
a) b)
HGÜ-Netz-
verstärkung
HGÜ-Netz-
neubau
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Die einzelnen HGÜ-Verbindungen können perspektivisch zu einem vermaschten HGÜ-
Netz zusammengeführt werden. Die Perspektive eines dem bestehenden AC-Netz überla-
gerten HGÜ-Netz wird in mehreren Studien erwähnt (z. B. [21, 43, 44]). Eine Betrachtung 
der Betreibbarkeit eines solchen HGÜ-Overlay-Netzes wird u. a. in [45] durchgeführt. 
Abb. 1.6 zeigt die beschriebene Erweiterung der Netzebene 1 auf AC-Seite (380/220 kV) 
um eine neue, durch das HGÜ-Overlay-Netz gebildete, Netzebene 0. 
Durch ihre Wirkleistungsarbeitspunkte (PVSC) bestimmen die Umrichter den Wirkleis-
tungsaustausch zwischen AC- und HGÜ-Overlay-Netz. Innerhalb der Netzebene 0 können 
somit die Wirkleistungsflüsse direkt gesteuert werden. Entsprechend der Standorte der 
Umrichter und der Sensitivität des AC-Netzes, können auch die Leistungsflüsse innerhalb 
Netzebene 1 durch eine Koordination von PVSC gezielt beeinflusst werden. Dieser Effekt 
wird beim Betrieb hybrider AC-HGÜ-Netze zur Entlastung des AC-Netzes genutzt. Zu-
sätzlich können die Umrichter durch die jeweils lokale Bereitstellung von Blindleistung 
(QVSC) eine aktive Rolle in der AC-Spannungshaltung übernehmen. 
 
Abb. 1.6: Beispielhafte Struktur eines AC-Netzes mit überlagertem HGÜ-Netz 
Ein perspektivisches HGÜ-Overlay-Netz umfasst aufgrund seiner geographischen Aus-
dehnung mehrere bestehende Regelzonen (vgl. [43], [44]). Eine Koordination der Umrich-
ter-Arbeitspunkte umfasst somit immer mehrere Übertragungsnetzbetreiber und erfordert 
eine Erweiterung bisheriger Vorgänge der Netzbetriebsführung. Zusätzlich erlaubt die Fä-
higkeit der VSCs ihre Wirk- und Blindleistung dynamisch zu modulieren einen aktiven 
Beitrag zur Wahrung der AC-Stabilität zu leisten (vgl. [42]). 
Netzebene 1
AC-Netz
Netzebene 0
HGÜ-Overlay-Netz
 PVSC
 QVSC
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Der geschilderte Einfluss des HGÜ-Overlay-Netzes auf das bestehende AC-Netz wird in 
dieser Arbeit zur Erbringung kurativer Maßnahmen eingesetzt. Alle in dieser Arbeit be-
handelten Inhalte werden mit dem Hintergrund eines existierenden HGÜ-Overlay-Netzes 
erarbeitet. Die Ergebnisse können im Anschluss auf ein AC-Netz mit HGÜ-Punkt-zu-
Punkt bzw. Multiterminal-Verbindungen übertragen und skaliert werden.  
1.3 Struktur der Arbeit und Forschungsfragen 
Um eine fundierte Grundlage für die in dieser Arbeit angestellten Betrachtungen zu schaf-
fen, werden die bestehenden Prinzipien des Europäischen Netzbetriebs nach ENTSO-E in 
Abschnitt 2.2 aufgearbeitet. Der darauffolgende Abschnitt beschreibt das derzeit bereits 
genutzte Potential der VSC-basierten HGÜ-Technik im Kontext des Netzbetriebs. Dies 
umfasst die Koordination der stationären Arbeitspunkte und die Spannungshaltung. Aus 
den in Abschnitt 1.2 angestellten Überlegungen kurativer Maßnahmen zur Wahrung der 
AC-Sicherheit einzusetzen resultiert die erste Forschungsfrage F1. Diese bildet die Grund-
lage für weitere Betrachtungen. 
F1:  Welchen Beitrag zur AC-Systemsicherheit kann die VSC-basierte 
HGÜ-Technologie leisten? 
Zur Beantwortung dieser Fragestellung wird der aktuelle Stand der Forschung unter Be-
rücksichtigung stationärer Kriterien und der für AC-Betrachtungen gültigen Stabilitäts-
klassen aufgearbeitet. Es erfolgt eine Gliederung der identifizierten Methoden nach Zeit-
bereich und Wirkungsweise. Die dafür in Abschnitt 2.3 durchgeführte Gap-Analyse zeigt, 
dass in der Gruppe der kontinuierlichen kurativen Maßnahmen bereits eine Vielzahl unter-
schiedlicher Methoden zur Wahrung der AC-Stabilität durch VSC-basierte HGÜ-Systeme 
existiert. Der Einsatz eventbasierter kurativer Maßnahmen beschränkt sich dagegen auf 
wenige Sonderfälle. Ein Verfahren, das den direkten Einfluss von HGÜ-Verbindungen auf 
die AC-Leistungsflusssituation zur Behebung möglicher Systemsicherheitsverletzungen 
nutzt, existiert nicht. Somit lautet die zentrale Forschungsfrage dieser Arbeit: 
F2:  Wie können HGÜ-basierte kurative Maßnahmen als SPS/RAS um-
gesetzt werden? 
Die Beantwortung der Forschungsfrage F2 erfolgt in Kapitel 3 durch den Entwurf eines 
Verfahrens, das ein automatisiertes Ausführen geeigneter Arbeitspunktanpassungen der 
HGÜ-Umrichter bei AC-seitigen Betriebsmittelausfällen ermöglicht. Dabei erfolgt eine 
Beschränkung auf die Einhaltung der stationären Netzsicherheit (Betriebsmittelauslastun-
gen, Knotenspannungen). Das vorgestellte Verfahren ist in die drei Komponenten Koordi-
nation, Identifikation und Aktivierung gegliedert. Gegenseitige Abhängigkeiten, Schnitt-
stellen und Restriktionen der Einzelkomponenten werden im Gesamtansatz berücksichtigt. 
Der entstehende systemische und ganzheitliche RAS-Ansatz zur Ausführung kurativer 
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Maßnahmen durch die Umrichter eines vermaschten HGÜ-Netzes wird im weiteren Ver-
lauf dieser Arbeit verkürzt als HGÜ-RAS bezeichnet. 
Der Betrieb eines vermaschten HGÜ-Systems erfordert eine Koordination aller Umrichter-
Arbeitspunkte. Dementsprechend sind auch die kurativen Arbeitspunktanpassungen zu ko-
ordinieren. Aus dieser Anforderung resultiert die Forschungsfrage F2-1, die in die Ent-
wicklung eines erweiterten Optimal Power Flow Ansatzes mündet (Abschnitt 3.2). 
F2-1: Wie können HGÜ-basierte kurative Maßnahmen koordiniert be-
stimmt werden? 
Innerhalb des kontinentaleuropäischen Übertragungsnetz ist eine große Anzahl unter-
schiedlicher Betriebsmittelausfälle (Events) zu erwarten, die jeweils eine geeignete und 
individuelle kurative Arbeitspunktanpassung erfordern. Zur Unterscheidung dieser wird 
eine Identifikation eintretender Events benötigt. Die damit verbundenen Erkenntnisse kön-
nen auch außerhalb des vorgestellten HGÜ-RAS genutzt werden. Aus dieser Anforderung 
resultiert die Forschungsfrage F2-2. Zu deren Beantwortung wird zunächst der aktuelle 
Stand der Forschung analysiert (Abschnitt 2.3) und darauf aufbauend ein vereinfachter 
Ansatz der Feature Extraction entworfen und eingesetzt (Abschnitt 3.2). 
F2-2: Wie können auftretende Events identifiziert werden, um geeignete 
kurative Maßnahmen zu aktivieren? 
Eine Aktivierung kurativer Maßnahmen als Teil des in dieser Arbeit entworfenen HGÜ-
RAS hat eine ausreichend schnelle und synchronisierte Anpassung der Wirk- und Blind-
leistungsarbeitspunkte durch die beteiligten Umrichter zum Ziel. Derartige Vorgänge kön-
nen auf Seite des HGÜ-Systems Wechselwirkungen mit der vorhandenen DC-Spannungs-
regelung hervorrufen. Weiterhin erlaubt die eingesetzte VSC-Technologie Leistungsgra-
dienten von bis zu 100 GW/s2. Mögliche Auswirkungen auf das AC-Netz und dessen Sta-
bilität sind bisher nur unzureichend untersucht. Deshalb werden diese Aspekte und daraus 
abzuleitende Restriktionen für die Aktivierung in Abschnitt 3.4 entsprechend Forschungs-
frage F2-3 adressiert. 
F2-3: Welche Restriktionen sind bei der Aktivierung HGÜ-basierter ku-
rativer Maßnahmen zu berücksichtigen? 
Der Nachweis der Funktionsfähigkeit des entwickelten HGÜ-RAS erfolgt in Kapitel 5 zu-
nächst individuell für die einzelnen Komponenten und wird im Anschluss durch eine Er-
probung des HGÜ-RAS in Fallstudien erbracht. Um die Legitimität der erfolgten Untersu-
chungen zu gewährleisten, basieren alle Untersuchungen auf einem in Kapitel 4 vorgestell-
ten AC-HGÜ-Benchmarknetz. 
                                                     
2 Der angegebene Leistungsgradient resultiert aus der Leistungselektronischen Machbarkeit und nicht aus 
tatsächlich eingesetzten Gradienten. 
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Kapitel 6 schließt die Arbeit mit einer Zusammenfassung der erzielten Erkenntnisse zur 
Beantwortung der Forschungsfragen ab. Das vorgestellte HGÜ-RAS ist, neben anderen 
Methoden, als ein Werkzeug für die zukünftige Netzbetriebsführung anzusehen. Erste 
Schritte und Überlegungen zu einer erfolgreichen Implementierung und Reduktion des Re-
dispatch-Aufwandes werden ebenfalls behandelt. Abb. 1.7 fasst die in dieser Arbeit behan-
delten Themenkomplexe zunächst ungeordnet zusammen. 
 
Abb. 1.7: Übersicht der in dieser Arbeit behandelten Themenkomplexe 
1.4 Begrifflichkeiten und Annahmen 
Zur besseren Lesbarkeit dieser Arbeit werden an dieser Stelle häufig verwendete Fachbe-
griffe eingeführt und für den weiteren Gebrauch definiert. Die enthaltenen Anglizismen 
werden nicht durch deutsche Ersatzbegriffe ausgetauscht, um den internationalen Sprach-
gebrauch beizubehalten. Der Abschnitt greift in manchen Fällen Kapitel 2 vor. 
AC-Netz und AC-System: Nach IEC 60050-601 [46] beinhaltet der Begriff AC-Netz alle 
Betriebsmittel, Schaltstationen, Kabel oder Freileitungen, zur Übertragung der elektri-
schen Energie. Das AC-System umschließt dagegen zusätzlich auch die Erzeugungsanla-
gen und Verbraucher.  
HGÜ-Netz und HGÜ-System: Analog zu den Definitionen für AC-Netz bzw. -System, 
beinhaltet das HGÜ-System auch die HGÜ-Umrichter, die im Begriff des HGÜ-Netzes 
nicht enthalten sind. Zusätzlich wird für ein HGÜ-Netz mindestens eine Masche als Kenn-
zeichen der Topologie angenommen. In allen anderen Fällen wird der Begriff der HGÜ-
Verbindung gewählt. Diese kann sowohl als Punkt-zu-Punkt-, als auch als Multiterminal-
Verbindung ausgeführt sein. 
Operational Security Limits: Die definierten Grenzwerte für die thermische Auslastung 
von Betriebsmitteln und die zulässigen Knotenspannungen werden in dieser Arbeit mit 
dem Anglizismus Operationl Security Limits zusammengefasst. Ein Verlassen dieser stellt 
eine Verletzung der Systemsicherheit dar (siehe auch Abschnitt 2.2). 
Event: Vereinfachend werden unerwartet eintretende Ereignisse im Zeitverlauf, deren Ur-
sache klar benannt werden können, in dieser Arbeit als Event bezeichnet. Dazu zählen z. B. 
Ausfälle von Übertragungsleitungen oder anderen Netzbetriebsmitteln. 
Kritische Contingency: ungeplante Betriebsmittelausfälle, die zu einem Verletzen der 
Operational Security Limits führen, werden als kritische Contingency bezeichnet.   
Netzbetriebsplanung
SPS / RAS
Kurative Maßnahmen
Netzbetriebsführung
Netzsicherheit
Stabilität
Event-Identifikation
Situation Awareness
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2 Stand der Forschung und Technik 
Dieses Kapitel dient einer Darstellung des aktuellen Stands von Forschung und Technik, 
der für diese Arbeit relevanten Themenkomplexe. Nach einer Vorstellung themenver-
wandter Forschungsprojekte im deutschen und europäischen Rahmen, wird in Abschnitt 
2.2 der geltende Standard des Netzbetriebs nach ENTSO-E beschrieben. Dies umfasst eine 
Aufarbeitung und Erläuterung grundlegender Begrifflichkeiten, darunter die Systemsi-
cherheit. In Abschnitt 2.3 werden die Betrachtungen der Betriebsführung um den Einsatz 
VSC-basierter HGÜ-Systeme und deren potentiellen Einfluss auf die Systemsicherheit er-
weitert. Im Anschluss werden in Abschnitt 2.4 Verfahren zur Detektion und Identifikation 
von Events im Netzbetrieb eruiert. 
2.1 Verwandte Forschungsaktivitäten  
Dieser Abschnitt dient der Einordnung der in der vorliegenden Arbeit behandelten The-
menkomplexe in gegenwärtige Forschungsvorhaben auf nationaler und europäischer 
Ebene. Projekte, in die Ergebnisse dieser Arbeit einflossen (OVANET, DynaGridCon-
trolCenter), werden an dieser Stelle nicht ausgeführt. 
Das Projekt Zukunftsfähiges Engpass Management (ZEM) betrachtet einen Agenten-ba-
sierten Ansatz zur Erkennung und Behebung von entstehenden Netzengpässen. Dieser soll 
zunächst als Unterstützung der manuellen Netzbetriebsführung dienen, danach als vollau-
tomatisiertes Engpassmanagement weiterentwickelt werden. Werkzeuge zur Engpassbe-
handlung sind PSTs, HGÜ-Punkt-zu-Punkt-Verbindungen und Redispatch. In Abschnitt 
2.3.2 erfolgt eine Abgrenzung des HGÜ-RAS von einem Einsatz von Agenten. 
Auf europäischer Ebene beinhaltete das UMBRELLA Project die Entwicklung einer Tool-
box zur überregionalen Koordination von präventiven und kurativen Maßnahmen zum 
Leistungsflussmanagement, insbesondere durch Topologie-Änderungen, zwischen mehre-
ren ÜNB. Dabei wird zwischen unterschiedlichen Zeithorizonten und den damit verbun-
denen Prognosefehlern, unterschieden.  
Das Projekt iTesla adressiert die durch den EE-Zubau sinkende Prognosegenauigkeit im 
Netzbetrieb. Um eine Evaluierung des Systemzustandes zu gewährleisten, mögliche Sys-
temsicherheitsgefährdungen zu identifizieren, sowie die Wirksamkeit kurativer Maßnah-
men zu verifizieren, wird eine Toolsammlung erstellt. Die eingesetzten kurativen Maßnah-
men beinhalten insbesondere Schalthandlungen im AC-Netz. 
Das ebenfalls europäische Verbundvorhaben GARPUR erarbeitet einen alternativen An-
satz zur bestehenden präventiven (n-1)-Sicherheit. Bei der vorgestellten probabilistischen 
Systemsicherheit steht allerdings nicht der Einsatz kurativer Maßnahmen, sondern eine 
Risikobewertung möglicher kritischer Contingencies im Vordergrund. 
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2.2 Netzbetrieb nach ENTSO-E 
Die Regeln für den Betrieb des kontinentaleuropäischen Verbundnetzes (ENTSO-E Con-
tinental Europe (CE)) werden u. a. durch den ENTSO-E Network Code on Operational 
Security (NC-OS) [29] vorgegeben. Detaillierte Ausführungen bietet das ENTSO-E Con-
tinental Europe Operation Handbook [28]. Die Integration von HGÜ-Systemen und deren 
Betrieb wird zusätzlich durch den Network Code on HVDC Connections (HVDC-NC) [47] 
adressiert. Wie in Abb. 2.1 beschrieben, setzt sich der Netzbetrieb für die Übertragungs-
netzbetreiber (ÜNB) aus der Netzbetriebsplanung (Operational Planning), der Netzbe-
triebsführung (System Operation) und dem nachgelegten Reporting zusammen (vgl. 
[48]). 
 
Abb. 2.1: Zeitbereiche des Netzbetriebs nach [48, 49] 
Entsprechend NC-OS Artikel 8 lassen sich die in Abb. 2.2 aufgeführten Netzzustände un-
terscheiden. Ziel der Netzbetriebsführung ist es, das betrachtete System im sicheren Zu-
stand (normal state) zu betreiben, bzw. diesen Zustand nach Störung wiederherzustellen. 
Als Störung werden entsprechend NC-OS, Artikel 2, alle Kurzschlüsse bezeichnet, die zu 
einem Ausfall des betroffenen Betriebsmittels und möglicher weiterer Betriebsmittel füh-
ren. Entsprechend Abb. 2.2 sind die Operational Security Limits (NC-OS, Artikel 10 und 
12), die (n-1)-Sicherheit sowie eine zulässige Netzfrequenz (NC-OS, Artikel 9) einzuhal-
ten. Weiterhin ist die Wahrung der Stabilität des Systems im Falle einer Störung zu ge-
währleisten (NC-OS, Artikel 15). Ein Erfüllen dieser Anforderungen wird als Systemsi-
cherheit (Operational Security, NC-OS, Artikel 2) definiert. Eine detaillierte Betrachtung 
erfolgt in Abschnitt 2.2.2. 
Die (n-1)-Sicherheit ist im Netzbetrieb dann gegeben, wenn der Ausfall eines Betriebsmit-
tels nicht zu einer Verletzung der Operational Security Limits führt (NC-OS, Artikel 2). 
Im Rahmen der Netzbetriebsplanung ist durch eine Netzsicherheitsrechnung (NC-OS, Ar-
tikel 13) das Einhalten der (n-1)-Sicherheit zu überprüfen. Dafür werden die in der sog. 
Contingency Liste aufgeführten Störungen nacheinander hinsichtlich ihrer Auswirkungen 
auf die Systemsicherheit untersucht (NC-OS, Artikel 15). Störungen, die zu einer Verlet-
zung der Operational Security Limits führen, werden als kritische Contingencies bezeich-
net. Eine Contingency Liste ist von jedem ÜNB für seinen Verantwortungs- und Beobach-
tungsbereich anzufertigen und enthält alle Störungen mit signifikantem Einfluss. Perspek-
tivisch erfolgt eine Erweiterung der Netzsicherheitsrechnung von rein stationären Betrach-
tungen zu Aspekten der AC-Stabilität [25, 28]. 
post festum
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Abb. 2.2: Übersicht der Systemzustände entsprechend ENTSO-E NC-OS und CE-OH 
Aufbauend auf der Netzsicherheitsrechnung ist das Vorhalten von Remedial Actions für 
die identifizierten kritischen Contingencies erforderlich (NC-OS, Artikel 2 und Artikel 
13). Diese umfassen alle durch den ÜNB unternommenen Maßnahmen, um die (n-1)-Si-
cherheit zu wahren bzw. diese wieder herzustellen (siehe auch [25]). Es erfolgt eine Dif-
ferenzierung zwischen den Begriffen präventiv und kurativ. Präventive Maßnahmen be-
schreiben Anpassungen während der Netzbetriebsplanung, die für den betrachteten Ar-
beitspunkt eine (n-1)-Sicherheit herstellen. Sie umfassen Redispatch bzw. Countertrading 
der Erzeugung, Schaltmaßnahmen oder manuelle Anpassung von Leistungsfluss- und 
Blindleistungs-beeinflussenden Betriebsmitteln. 
Der derzeitige Stand des NC-OS beinhaltet auch den Einsatz kurativer Maßnahmen und 
erlaubt somit bereits grundsätzlich das in Kapitel 1 angesprochene Abweichen von einer 
reinen präventiven (n-1)-Sicherheit. Nach NC-OS Artikel 2 kann der zulässige Zustand bei 
ausgewählten kritische Contingencies nach deren Eintritt durch kurative Remedial Actions 
wiederhergestellt werden (vgl. Abb. 2.2). Diese Maßnahmen umfassen Redispatch bzw. 
Countertrading, Blindleistungsregelung, Emergency Power Control durch HGÜ-Systeme, 
sowie die Aktivierung von Special Protection Schemes (siehe Abschnitt 2.2.1). Eine aus-
führliche Betrachtung möglicher Remedial Actions für Deutschland wird in [48] durchge-
führt.  
2.2.1 Special Protection Schemes und Remedial Action Schemes 
Eine Definition von Special Protection Schemes (SPS) findet sich in einem Bericht der 
ENTSO-E Subgroup Protection and Dynamics [26]. Die SPS umfassen automatisiert aus-
geführte Maßnahmen, die der Einhaltung der (n-1)-Sicherheit dienen und einen zulässigen 
Systemzustand nach dem Eintritt von Störungen sicherstellen. Häufig sind die SPS auf den 
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Eintritt eines oder mehrerer ähnlicher Events und deren Auswirkung auf die Systemsicher-
heit ausgelegt. Deshalb fordert [26] eine vorherige Evaluierung dieser eventbasierten Maß-
nahmen durch offline Studien. Die bestehenden Regularien erlauben den grundsätzlichen 
Einsatz kontinuierlicher Arbeitspunktanpassungen von Netzbetriebsmitteln durch ein SPS, 
ohne Beispiele zu nennen. Der Eingriff kann auf dynamische und stationäre Aspekte der 
Systemsicherheit abzielen. Bisherige Anwendungen sind (nach ENTSO-E) Systemen mit 
niedriger Kurzschlussleistung oder hoher Netzauslastung. vorbehalten  [26]. Mögliche 
Maßnahmen beinhalten kontrollierten und koordinierten Lastabwurf oder Generatorab-
schaltungen, sind allerdings nicht explizit auf diese beschränkt. SPS werden entsprechend 
NC-OS als Teil der Remedial Actions aufgeführt. 
Abweichend von der europäischen Definition nach ENTSO-E, beschreiben der NERC Re-
liability Standard [30] und ein zugehöriges Glossar [50] alle automatisiert ausgeführten 
kurativen Remedial Actions als sog. Remedial Action Schemes (RAS). Ziel ist die Wah-
rung eines zulässigen Systemzustandes hinsichtlich Stabilität, Spannungen und Leistungs-
flüssen nach Erkennung eines vorherbestimmten unzulässigen Systemzustandes durch eine 
Störung. Der zuvor ebenfalls durch die NERC verwendete Begriff der SPS wurde 2015 
vollständig durch RAS ersetzt. Es besteht eine gewisse Übereinstimmung mit dem 
ENTSO-E Begriff (SPS), allerdings fällt die NERC-Definition mit Blick auf die konkreten 
Anforderungen an ein RAS präziser aus. Nach der NERC-Definition beinhalten die Maß-
nahmen einerseits das eventbasierte Schalten von Erzeugung und Last, Topologie-Ände-
rungen und das Anpassen von HGÜ-Sollwerten. Explizit nicht enthalten sind dagegen u. 
a. ein frequenzabhängiger Last-/Erzeugungsabwurf oder eine temporäre Modulation der 
HGÜ-Arbeitspunkte.  
Im weiteren Verlauf dieser Arbeit wird der NERC-geprägte Begriff des RAS eingesetzt. 
Eine detaillierte Aufarbeitung erfolgt in Abschnitt 3.1, da dort eine RAS-orientierte Spe-
zifizierung des vorgestellten Verfahrens zur Erbringung kurativer Maßnahmen durch 
HGÜ-Systeme erfolgt. 
2.2.2 Systemsicherheit 
Die Operational Security Limits setzen sich aus einem durch Spannungsregelung und 
Blindleistungsmanagement einzuhaltenden Spannungsbereich (NC-OH, Artikel 10) und 
den durch die jeweiligen ÜNBs zu definierenden Sicherheitslimits für den Leistungsfluss 
über alle Übertragungselemente innerhalb ihres Verantwortungsbereiches (NC-OH, Arti-
kel 12) zusammen. Diese sind zur Wahrung der (n-1)-Sicherheit sowohl im Normalbetrieb, 
als auch nach Eintreten einer Störung zu respektieren. 
Die Betrachtung der Stabilität im Rahmen der Netzbetriebsführung rückt in den letzten 
Jahren stärker in den Fokus der Betrachtungen (vgl. u. a. [25, 51]). Die Untersuchung der 
AC-Stabilität durch Studien oder den Einsatz sog. Dynamic Security Assessment Systeme 
(DSA, siehe auch [51, 52]) wird nach NC-OH Artikel 15 für Netze gefordert, bei denen 
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eine Gefährdung der Stabilität nach Störungen erwartet wird, ohne dass die Operational 
Security Limits verletzt werden [28]. Die ÜNBs sind nach NC-OH, Artikel 6 aufgefordert, 
Maßnahmen zur Sicherstellung der Stabilität zu implementieren. Abb. 2.3 zeigt die gän-
gige Gliederung der AC-seitigen Stabilität in drei Kategorien (vgl. [53, 54]).  
 
Abb. 2.3: Einteilung und Gliederung der AC-Stabiltät nach CIGRÉ Study Committee 38 
und IEEE Power System Dynamic Performance Committee 
a) Rotorwinkel-Stabilität 
Die Rotorwinkelstabilität beschreibt die Fähigkeit der Synchronmaschinen, ihren Synchro-
nismus nach einer Störung beizubehalten. Die Betrachtung gliedert sich in Kleinsignal- 
und Großsignal-Stabilität. Aus Sicht des heutigen Netzbetriebs umfasst die Kleinsignalsta-
bilität vor allem die unzureichende Dämpfung lokaler Schwingungsmoden und das Auf-
treten von Leistungspendelungen. Durch das zunehmende Einbringen neuer leistungs-
elektronischer Betriebsmittel nimmt die Bedeutung der Kleinsignal-Stabilität zu. Der Fo-
kus richtet sich auf die Parametrierung der schnellen Regelungsinstanzen im System (vgl. 
[55, 56]).  
Die Großsignal bzw. transiente Stabilität adressiert das Verhalten der Synchronmaschinen 
nach Eintritt großer Störungen, u. a. generatornaher Kurzschlüsse, hinsichtlich der sog. 
first swing stability und der Ausbreitung nachgelagerten Schwingungen in ausgedehnten 
Netzen [54]. 
b) Frequenz-Stabilität 
Frequenzstabilität besteht, wenn das System nach Eintritt einer Störung des Wirkleistungs-
gleichgewichts eine konstante Frequenz einnimmt. Einzuhaltende Frequenzbänder sind 
durch NC-OS, Artikel 9 vorgegeben und liegen für die statische Frequenzabweichung im 
Bereich zwischen 49,0 und 51,0 Hz. Die Frequenzstabilität umfasst auch die Gefahr von 
Inselnetzbildungen: Innerhalb der resultierenden Netzinseln muss eine ausreichende Re-
gelungsreserve zur Einhaltung der Frequenzstabilität bereitstehen. 
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c) Spannungs-Stabilität  
Unter Spannungsstabilität versteht man die Eigenschaft des AC-Systems nach einer Stö-
rung, eine stetige Spannung an allen Knoten zu wahren und somit den resultierenden Blind-
leistungsbedarf zu decken. Es erfolgt ebenfalls eine Gliederung in Kleinsignal- und Groß-
signal-Stabilität. Zusätzlich unterscheidet man zwischen Kurzzeit- und Langzeitbetrach-
tungen, die durch unterschiedliche Berücksichtigung von Reglern und Betriebsmitteln cha-
rakterisiert werden (vgl. [53]). 
2.2.3 Netzbetriebsführung 
In diesem Abschnitt wird die Netzbetriebsführung in ihrem derzeitigen Stand und unter 
Berücksichtigung der ENTSO-E Regularien beschrieben. Die Betrachtung beschränkt sich 
dabei nicht allein auf das AC-System, sondern wird um HGÜ-Verbindungen und Anfor-
derungen an diese erweitert. Die in einem derartigen System bereits jetzt sichergestellten 
Beiträge zur Systemsicherheit werden dabei berücksichtigt. Dazu bietet Renner in [57] 
eine Übersicht möglicher Beiträge eines HGÜ-Systems und dessen einzelne Umrichter 
durch sog. Ancillary Services. 
Die zur Bewertung der Systemsicherheit zu berücksichtigenden Kriterien werden in Abb. 
2.4 getrennt für AC- und HGÜ-seitige Phänomene im Zeitbereich aufgetragen. So sind auf 
Seiten des AC-Systems die drei zuvor beschriebenen Stabilitätsarten (Winkel, Frequenz 
und Spannung) sowie die Grenzwerte von Betriebsmittelauslastungen und Knotenspan-
nungen zu berücksichtigen. Auf Seiten der HGÜ-Systeme ist ebenfalls das Einhalten der 
Betriebsmittel- und Spannungsgrenzen zu gewährleisten. Stabilitätsbetrachtungen kon-
zentrieren sich auf die DC-Spannungsstabilität. Diese beschreibt die Fähigkeit des HGÜ-
Systems, nach Eintritt von Störungen, eine zulässige und konstante Spannung an den DC-
Knoten einzunehmen. In Anhang A.1 erfolgt eine Aufarbeitung bestehender Literaturquel-
len zum Thema der DC-seitigen Stabilität. 
Abb. 2.4 nimmt eine Zuordnung der existierenden Instanzen und der innerhalb der Netz-
betriebsführung auftretenden Phänomene vor. Deren Einordung erfolgt in einer zeitlichen 
Auflösung ausgehend vom Eintritt einer Störung: Das existierende AC-Schutzsystem stellt 
eine Begrenzung der Auswirkungen auftretender Kurzschlüsse durch Trennung der fehler-
haften Betriebsmittel sicher. Nach NC-OS, Artikel 14 muss jeder ÜNB ein Schutzsystem 
so installieren und in ein geeignetes Gesamtkonzept integrieren, dass ein Betriebsmittel-
schutz für alle Betriebsmittel gewährleistet wird. Im weiteren Verlauf schließen sich AC-
seitig die Prozesse der Erregung der Synchronmaschinen zur Spannungsregelung an. Diese 
kann zur Dämpfung von etwaigen Pendelungen um sog. Power System Stabiliser (PSS) 
erweitert werden. Zur Wahrung der Frequenzstabilität schließen sich die ersten beiden In-
stanzen der Leistungs-Frequenzregelung (Primär und Sekundär-Regelung) an. Diese In-
stanzen arbeiten ebenfalls automatisiert und ohne Eingriffe seitens des Bedienpersonals. 
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Aufgrund der Ausbildung einer geschlossenen Regelschleife werden sie als closed loop 
Instanzen bezeichnet. 
 
Abb. 2.4: Übersicht der Netzbetriebsführung unter Berücksichtigung AC- und HGÜ-
seitiger Phänomene, Instanzen und systemübergreifender Funktionen im Zeit-
bereich 
Nach aktuellem Stand der Technik beschränkt sich der Beitrag der HGÜ-Umrichter auf 
die Wahrung der DC-Spannungsstabilität (u. a. [58–60]) und eine Beteiligung an der AC-
Spannungsregelung. So verlangt der HVDC-NC die Möglichkeit einer flexiblen Abgabe 
von Blindleistung in einem vergebenem U-Q/Pmax-Diagramm durch verschiedene Rege-
lungsmodi (HVDC-NC Artikel 20-22). Weiterhin werden eine Blindstromeinspeisung bei 
3-phasigen Fehlern (HVDC-NC, Artikel 19), sowie ein Weiterbetrieb der Umrichter im 
Verlauf des Kurzschlusses (Fault Ride Through, FRT), bei dessen Klärung und nach der 
Störung (HVDC-NC, Artikel 25) gefordert. Deren genaue Ausprägung in Abhängigkeit 
der Kurzschlussart erfolgt durch die individuellen ÜNBs. Somit wird durch das HGÜ-Sys-
tem ebenfalls ein aktiver Beitrag zur Wahrung der Spannungsstabilität erbracht. 
Neben den beschriebenen closed loop Instanzen existieren im Rahmen der Netzbetriebs-
führung auch Maßnahmen, die das Bedienpersonal miteinschließen. Diese als open loop 
bezeichneten Prozesse münden erst mehrere 100 Sekunden nach Eintritt eines Ereignisses 
in Eingriffe in das System (vgl, Abb. 2.4). Das Eingreifen des Bedienpersonals beinhaltet 
auch das Ausführen kurativer Maßnahmen. Im 15-Minuten-Intervall der Netzbetriebsfüh-
rung erfolgen bspw. Arbeitspunktanpassungen und Schalthandlungen, die den Betrieb in 
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einem optimalen und (n-1)-sicheren Zustand ermöglichen. Eine Bestimmung des optima-
len stationären Systemarbeitspunkt erfordert den Einsatz von Optimal Power Flow (OPF) 
Berechnungen. Neben Schalterstellungen und Arbeitspunkten der Erzeuger umfassen die 
OPF-Berechnungen auch die Bestimmung der Umrichter-Arbeitspunkte. Diese setzen sich 
aus Werten für Wirk- und Blindleistung und einer Sollspannung der DC-Spannungsrege-
lung zusammen. Die Arbeitspunkte der einzelnen Umrichter eines HGÜ-Systems sind hin-
sichtlich Wirkleistung und DC-Spannung aufeinander abzustimmen [61]. Der unterstüt-
zende Effekt des HGÜ-Systems auf das AC-System wurde in Abschnitt 1.3 und der dazu-
gehörigen Abb. 1.6 gezeigt. Der Einfluss eines HGÜ-Overlay-Netzes auf die Leistungs-
flüsse des unterlagerten AC-Netzes werden zusätzlich in [62] bestätigt. 
Es wird deutlich, dass zwischen den vorgestellten automatisierten Instanzen und den ma-
nuellen Eingriffen des Bedienpersonals eine signifikante Lücke besteht, die in Abb. 2.4 
(rote Umrandung) illustriert wird. Während auf Seiten des AC-Systems mehrere Rege-
lungsinstanzen der Einhaltung der einzelnen AC-Stabilitätsklassen dienen, bleibt die Be-
teiligung der HGÜ-Systeme auf den Aspekt der Blindstrombereitstellung nach Kurzschlüs-
sen beschränkt. Zusätzliche closed-loop Instanzen der HGÜ in der Netzbetriebsführung 
zur Wahrung der AC-Stabilität sind dagegen nicht als Standard vorauszusetzen. 
2.3 Unterstützung der Netzbetriebsführung durch HGÜ-Systeme 
Durch den Einsatz moderner VSC-basierten Umrichter, bieten HGÜ-Systeme die Mög-
lichkeit schnelle Anpassungen und Modulationen der Wirk- und Blindleistung im Bereich 
von Millisekunden zu realisieren. Die Dynamik der Leistungselektronischen Betriebsmit-
tel übersteigt die von Synchronmaschinen deutlich. Dadurch eröffnen sich neue Möglich-
keiten in der Anwendung kurativer Maßnahmen zur Sicherstellung der Systemsicherheit. 
Dies beinhaltet sowohl das Einhalten von Operational Security Limits durch Beeinflussung 
der AC-Leistungsflüsse (vgl. Abschnitt 1.3), als auch die Wahrung der Stabilität durch 
dynamische Arbeitspunktanpassungen bzw. Modulationen. 
In den folgenden Abschnitten erfolgt eine Darstellung bisheriger Forschungsergebnisse 
zur Nutzung bislang ungenutzter Potentiale der Umrichter, um einen Beitrag zur Netzbe-
triebsführung zu leisten. Zusätzliche zentrale und lokale Instanzen ermöglichen eine aktive 
Rolle der HGÜ-Systeme bei der Erbringung kurativer Maßnahmen. Es erfolgt eine Glie-
derung in kontinuierliche und Event-bezogenen Arbeitspunktanpassungen und Arbeits-
punktmodulationen. In einer abschließenden Gap-Analyse (Abschnitt 2.3.4) werden diese 
zusammengefasst und in den Kontext der Netzbetriebsführung eingeordnet. 
2.3.1 Kontinuierliche Anpassungen der Umrichter-Arbeitspunkte 
Falls nicht anders vorgegeben behalten die Umrichter der HGÜ-Systeme ihre vorgegebe-
nen Arbeitspunkte unabhängig von den Vorgängen innerhalb des AC-Systems bei. Um im 
Falle ungeplanter Änderungen der AC-Leistungsflüsse weiterhin eine Unterstützung durch 
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das HGÜ-System zu ermöglichen, ist eine Arbeitspunktanpassung erforderlich. Soll diese 
nicht von dem Bedienpersonal abhängen, erlaubt eine kontinuierliche Anpassung der 
Wirkleistungs-Arbeitspunkte eine ständige Beteiligung des HGÜ-Systems an ungeplanten 
AC-Leistungsflussänderungen. Unter Voraussetzung einer ausreichenden Koordination 
kann das AC-System in seinen Transportaufgaben so unterstützt werden, dass kritische 
Betriebsmittelbelastungen vermieden werden. Für die Umsetzung einer derartigen Unter-
stützung des AC-Netzes gibt es unterschiedliche Ansätze. 
Der von Häger et al. in [63] vorgestellte Agenten-basierte Ansatz ermöglicht auf Basis 
dezentraler Messungen koordinierte Leistungsflussanpassungen. Allerdings bleibt der An-
satz auf eine Punkt-zu-Punkt-Verbindung beschränkt. Eine Erweiterung auf den Einsatz 
für Multi-Terminal-Systeme wird als kritisch angesehen, da der Aspekt der DC-Span-
nungsregelung und die Auswirkungen dieser auf das Gesamtsystem bisher nicht berück-
sichtigt werden. 
Das sog. Winkelgradientenverfahren nach [64] sieht eine Beteiligung des HGÜ-Systems 
an allen Sollwert-Abweichungen der AC-Leistungsflüsse vor. Diese Abweichungen wer-
den unter Einsatz eines Wide Area Monitoring Systems (WAMS) bestimmt, die jeweiligen 
Umrichter passen ihre Wirkleistungsarbeitspunkte kontinuierlich an, um der auftretenden 
Abweichung entgegenzuwirken. Das Verfahren eignet sich sowohl für Punkt-zu-Punkt-
Verbindungen, als auch für vermaschte HGÜ-Netze. Allerdings erlaubt die kontinuierliche 
Anpassung keine systemweite Koordination. Partielle Leitungsüberlastungen oder eine un-
zureichende Anpassung der Wirkleistungsarbeitspunkte sind nicht zu vermeiden. In [65] 
wird eine ähnliche Methode vorgestellt, die sich aber auf den Einsatz von Punkt-zu-Punkt-
Verbindungen beschränkt. Die durch die Methode mögliche Emulation von AC-Leitungen 
durch eine HGÜ-Verbindung wird im INELFE Projekt zwischen Spanien und Frankreich 
als Betriebsmodus eingesetzt [66]. Ein dadurch ermöglichter Beitrag zur Systemsicherheit 
und dessen Berücksichtigung in der Netzbetriebsführung ist nicht dokumentiert. 
2.3.2 Eventbasierte Anpassungen der Umrichter-Arbeitspunkte 
Der direkte Einfluss der HGÜ-Systeme auf AC-Leistungsflüsse und Knotenspannungen, 
gepaart mit der hohen Geschwindigkeit möglicher Arbeitspunktanpassungen, kann zur 
Ausführung eventbasierter kurativer Maßnahmen genutzt werden, um unzulässigen Be-
triebsmittelauslastungen bzw. Betriebszuständen zu begegnen. Ein Ausführen kurativer 
HGÜ-Arbeitspunkte durch das Bedienpersonal wird bereits in [67] beschrieben. Dieses 
unterliegt allerdings zeitlichen Restriktionen. Ein automatisiertes Ausführen kurativer 
Maßnahmen in Verbindung mit HGÜ-Systemen ist derzeit noch auf wenige Ausnahmen 
beschränkt. Diese fallen alle in die in Abschnitt 2.2.1 eingeführten Begriffe SPS bzw. RAS 
und werden nachfolgend vorgestellt. 
Seit 2003 wird ein Konzept zum vorgegebenen Lastabwurf bei Ausfall der HGÜ-Verbin-
dung Kolar (Indien) betrieben [32]. [40] beschreibt einen zentralistischen Ansatz als Teil 
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der Betriebsführung der Manitoba HGÜ-Verbindung (Kanada). Ausgehend von AC-Lei-
tungsausfällen und der Detektion von Unterspannungen werden sowohl die Wirkleistungs-
arbeitspunkt der Umrichter reduziert, als auch Maßnahmen zum koordinierten Last- und 
Erzeugungsabwurf ausgeführt. Die Itaipu-Wasserkraftwerke (Brasilien) und die angebun-
denen LCC-HGÜ-Verbindung verfügen ebenfalls über ein RAS, das sowohl Lastabwurf 
als auch eine Reduktion des Wirkleistungstransfers bei Ausfalls von AC-Leitungen vor-
sieht [39]. 
Um Spannungshaltungsproblemen zu begegnen, setzt das in [38] vorgestellte Verfahren 
SCADA-basierte Identifikationen von AC-seitigen Ausfällen zu einer systemweiten Ko-
ordination von Shunt-Schaltungen, schnellen Einspeisemanagementmaßnahmen und ei-
nem Anpassen der Wirkleistungsbereitstellung durch eine HGÜ-Verbindung ein. [31] be-
schreibt das eventbasierte Zuschalten von Shunt-Elementen und das Aktivieren einer 
Dämpfungsregelung für die HGÜ-Verbindung zwischen Schottland und England ebenfalls 
als SPS/RAS. Da der Dämpfungsregler allerdings eine Modulation der Wirkleistung und 
nicht eine reine Änderung des Arbeitspunktes bewirkt, ist diese Zuordnung aus definitori-
scher Sicht unzulässig. 
Die gezeigten SPS/RAS, die auch die Betriebsführung von HGÜ-Systemen involvieren, 
berücksichtigen vor allem Betriebsmittelausfälle in direkter Nähe zu den Umrichtern. Wei-
terhin sind diese auf Punkt-zu-Punkt Verbindungen beschränkt. Die Freiheitsgrade, die 
Multi-Terminal-Verbindungen oder Netze bieten, sowie deren steuernder und koordinie-
render Einfluss auf die Gesamtleistungsflüsse des AC-Systems, bleibt bisher unerschlos-
sen. Der bei HGÜ-Netzen signifikant steigende Koordinationsaufwand bleibt somit eben-
falls unberücksichtigt. 
2.3.3 Modulation der Umrichter-Arbeitspunkte 
Eine Modulation der Umrichter-Arbeitspunkte ermöglicht einen aktiven Beitrag zur Wah-
rung der Systemstabilität nach dem Eintritt von Störungen bzw. eine Erhöhung vorhande-
ner Stabilitätsmargen. Untenstehend werden dafür vorgesehene Methoden getrennt nach 
den drei AC-Stabilitätsklassen erläutert. Ein Beitrag durch Parameter-Optimierungen der 
Umrichter-nahen Regler (siehe u. a. [68–71]) wird an dieser Stelle nicht aufgegriffen. 
a) Rotorwinkel-Stabilität 
Entsprechend der Unterteilung in Kleinsignal- und transiente Stabilität erfolgt die Zuord-
nung möglicher Erweiterungen der Umrichter-Regelung getrennt nach den Funktionen 
Schwingungsdämpfung und Wahrung der transienten Stabilität. 
So beschreiben Lu et al. In [72] den Einsatz einer Punkt-zu-Punkt VSC-basierten HGÜ-
Verbindung zur Dämpfung von Leistungspendelungen. Die Eingangssignale der vorgese-
henen PSS-ähnlichen Regler sind auf lokale Größen beschränkt. Abweichend von einem 
lokalen Ansatz, stellt [73] den Einsatz einer WAMS-basierten Regelungsstruktur vor. 
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Diese zeigt gegenüber PSS-basierten Reglern eine bessere Performanz bei der Dämpfung 
kritischer inter-area Schwingungsmoden. Der Ansatz bleibt zunächst auf den Einsatz von 
Punkt-zu-Punkt-Verbindungen beschränkt, wird allerdings in [74] auf den Einsatz eines 
mit dem synchronen AC-Netz verbundenen Multiterminal-Systems erweitert. [75] stellt 
ein streng lokales Regelungskonzept für vermaschte HGÜ-Netze vor. Lokale Frequenz-
messungen reichen dabei aus, die Wirkleistung entsprechend der detektierten Schwingun-
gen zu variieren. Gleichzeitig wird dabei die DC-Spannungsregelung der anderen Umrich-
ter berücksichtigt und genutzt. 
Die Arbeiten [76, 77] beschreiben den erfolgreichen Einsatz einer Wirkleistungsmodula-
tion der HGÜ-Umrichter, die auf dem Ansatz der Model Predictive Control (MPC) auf-
baut. Diese ermöglicht ein aktives Dämpfen auftretender inter-area Schwingungen. Aller-
dings bleibt der Ansatz bisher auf Punkt-zu-Punkt-Verbindungen beschränkt. Nachteilig 
im Konzept der MPC ist die Forderung nach einer ausreichenden Beobachtbarkeit des Sys-
tems und die damit verbundene Anfälligkeit gegenüber unvollständigen oder fehlerbehaf-
teten Messwerten. 
Die transiente Stabilität wird aus dem Verhalten der Synchronmaschinen nach Eintritt ei-
nes Fehlers abgeleitet. Eine schnelle und koordinierte Anpassung der VSC-Arbeitspunkte 
kann diese positiv beeinflussen. So wird in [78] der Einsatz der Control Lyapunov Funk-
tion (kurz CLP) für eine VSC-basierte HGÜ Verbindung beschrieben. Diese bildet die 
Nichtlinearität des Netzes auf Basis einer sog. Energy Function ab und ermöglicht eine 
Steigerung der Rotorwinkelstabilitätsmarge im Falle kritischer Betriebsmittelausfälle. 
Eine Weiterentwicklung des Ansatzes erfolgt durch [79]. Die CLP Funktion dient als zent-
raler Regler, der mittels WAMS-basierte Signale der Spannungswinkel, die dynamischen 
Sollwertkorrekturen für die VSCs generiert. Die Ergebnisse umfassen den Einsatz eines 3-
Terminal-HGÜ-Systems und ermöglichen durch die Wirkleistungs-Modulation eine Re-
duktion der auftretenden Rotorwinkelabweichung zwischen relevanten Generatoren. Wäh-
rend das Verhalten der first-swing stability nur mäßig verbessert wird, erfahren vor allem 
die nachgelagerten Schwingungen eine starke Dämpfung. Da der eingesetzte Regler das 
Verhalten der DC-Spannung vernachlässigt, ist der Einsatz in HGÜ-Netzen als kritisch 
anzusehen. 
Ein in [80] vorgestellter lokaler und der DC-Spannungsregelung nachgelagerter Regler 
koordiniert die Wirkleistungsabgabe einer 3-Terminal-HGÜ-Verbindung in Abhängigkeit 
zur gemessenen Frequenz. Der Wert der kritischen Fehlerklärungszeit kann deutlich ver-
längert werden. Das Verfahren wird in [81] auf eine Modulation der Blindleistung, anstelle 
der Wirkleistung, übertragen. Dies führt allerdings zu einer schlechteren Wirksamkeit. 
[82, 83] setzen das Konzept der MPC für eine Punkt-zu-Punkt HGÜ-Verbindung ein. Die 
für das Übertragungsnetz Großbritanniens durchgeführte Fallstudie belegt eine erhöhte 
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Rotorwinkelstabilität nach Fehlerfällen: Szenarien, die vormals zum Außertrittfallen ein-
zelner Synchronmaschinen geführt haben, können durch die koordinierte Modulation der 
HGÜ-Wirkleistung beherrscht werden. 
b) Spannungsstabilität 
Die entsprechend des HVDC-NC definierten Maßnahmen zur Beteiligung der Umrichter 
an der AC-Spannungsregelung, sowie der Einspeisung von Blindströmen im Falle AC-
seitiger Kurzschlüsse, tragen maßgeblich zur Wahrung bzw. Steigerung der Spannungs-
stabilität bei (vgl. u. a. [84]). 
c) Frequenzstabilität 
Da HGÜ-Systeme der Leistungsübertragung dienen und keinen nennenswerten Energie-
speicher darstellen, ist das Nachbilden eines Synchronmaschinen-ähnlichen Verhaltens 
durch ein frequenzabhängiges Anpassen der Wirkleistungsarbeitspunkte nicht möglich 
(siehe dazu [85]).  
Der Einfluss von HGÜ-Netzen auf die Frequenz-Stabilität ist auf den Sonderfall der Ver-
bindung asynchroner Netze bzw. die Unterstützung von Inselnetzen beschränkt. So kann 
eine Erweiterung des lokalen Wirkleitungsreglers eine frequenzabhängige zusätzliche 
Wirkleistungsbereitstellung ermöglichen Der Umrichter beteiligt sich somit direkt an der 
bestehenden Primärregelung. Das Konzept wurde erstmals in [86] für offshore Anbindun-
gen vorgestellt. Weiterentwicklungen für eine bessere Koordination und den Einsatz meh-
rere Umrichter in Inselnetzen erfolgen u. a. in [87–89]. 
2.3.4 Gap-Analyse 
Die in den Abschnitten 2.3.1 bis 2.3.3 durchgeführten Betrachtungen stellen eine Zusam-
menstellung möglicher Beiträge VSC-basierter HGÜ-Systeme zur Unterstützung der Netz-
betriebsführung dar. Die gruppierten Instanzen des HGÜ-Systems werden in Abb. 2.5 (rot 
markiert) den jeweils adressierten Aspekten der Systemsicherheit zugeordnet. Dabei wird 
der Fokus bewusst auf Phänomene innerhalb des AC-Systems gelegt. Die Abbildung baut 
dabei direkt auf Abb. 2.4 auf. 
Durch die geforderte FRT-Fähigkeit und die Beteiligung an der Blindleistungsregelung 
leisten die Umrichter einen aktiven Beitrag zur Wahrung der Spannungsstabilität. Modu-
lationen der Wirk- und Blindleistungen in verschiedenen Zeitbereichen erlauben weiterhin 
die Dämpfung von Pendelungen und unter Umständen das Außertrittfallen von Synchron-
generatoren. Bei einer Verbindung asynchroner AC-Systeme kann das HGÜ-System durch 
frequenzabhängige Arbeitspunktanpassungen einen Beitrag zur Frequenzstabilität leisten.  
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Abb. 2.5: Ergänzung der Netzbetriebsführung durch Instanzen des HGÜ-Systems For-
schung (rot markiert) mit Fokus auf AC-Phänomene 
Die in Abschnitt 2.3.1 vorgestellten Ansätze zur kontinuierlichen Anpassung der HGÜ-
Arbeitspunkte erlauben eine Beteiligung an Änderungen der AC-Leistungsflüsse durch das 
HGÜ-Netz. Allerdings gestaltet sich die Koordination dieser Anpassungen als unzu-
reichend, um eine Wiederherstellung des zulässigen Systemzustands nach signifikanten 
Störungen gewährleisten zu können. Das Einsatzgebiet dieser Maßnahmen liegt stattdes-
sen beispielsweise in der Unterstützung des AC-Systems bei einem Transport von Regel-
leistung im Rahmen der Leistungs-Frequenz-Regelung (vgl. [61]). 
Der Einsatz von eventbasierten Anpassungen der Umrichter-Arbeitspunkte wird bislang 
nur für einzelne HGÜ-Verbindungen eingesetzt und beschränkt sich dabei auf Events in 
direkter Nähe zu den Umrichtern. Somit existieren derzeit keine Ansätze zur Ausführung 
kurativer Maßnahmen zur Einhaltung von Operational Security Limits. Denn sowohl die 
Frage der Aktivierung, als auch der Koordination finden in der bisherigen Literatur keine 
Berücksichtigung. Bei Betrieb eines Overlay-HGÜ-Netzes ist eine Steuerung des weitrei-
chenden Einflusses auf das AC-System unbedingt erforderlich. Netzengpässe und Be-
triebsmittelüberlastungen können folglich nicht automatisiert durch das HGÜ-System be-
hoben werden, stattdessen ist dafür ein Eingreifen des Bedienpersonals erforderlich. Die 
somit fehlende Instanz wird in Abb. 2.5 markiert (↔). Der in dieser Arbeit entwickelte 
Ansatz schließt die entsprechende Lücke zwischen verzögerten Reaktionen des Bedien-
personals und schnellen Maßnahmen zur Wahrung der Stabilität. 
2.4 Beobachtung und Erkennung des Systemzustandes 
Aufgrund der zunehmenden Geschwindigkeit und Häufigkeit dynamischer Vorgänge in-
nerhalb des elektrischen Energiesystems nimmt die Bedeutung der Beobachtbarkeit und 
der Unterstützung des Bedienpersonals zu. Dies beinhaltet eine Bewertung dynamischer 
Vorgänge, das Feststellen von Anomalien und ein Zuordnen dieser zu konkreten Events. 
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Insbesondere Ausfälle kritischer bzw. stark ausgelasteter Betriebsmittel, wie Leitungen o-
der Erzeuger, stehen dabei im Fokus. Derartige Ansätze ermöglichen u. a. ein automati-
siertes Ausführen eventbasierter kurativer Maßnahmen, oder ein Bereitstellen von Hand-
lungsempfehlungen für das Bedienpersonal der Leitwarte.  
Die Aspekte der Erkennung und Zuordnung werden im folgenden Abschnitt detailliert be-
trachtet. Zur Verfügung stehende Daten umfassen, wie Abb. 2.6 zeigt, u. a. Strommessun-
gen an Leitungsabgängen, Schalterstellungen und Spannungsamplituden, die durch Re-
mote Terminal Units (RTU) bereitgestellt werden. Neu ist dabei der Einsatz zeitsynchro-
nisierter Messwerte der Spannungswinkel, die mittels Phasor Measurement Units (PMU) 
ermittelt werden (siehe auch [90]). 
 
Abb. 2.6: Lokale Erfassung von Messdaten mittels PMUs und RTUs 
2.4.1 Detektion, Klassifikation, Identifikation von Events innerhalb des AC-Sys-
tems 
Aufbauend auf der in Abschnitt 1.4 getroffenen Definition beschreiben Events unerwartet 
eintretende Ereignisse im Zeitverlauf, die eine Abweichung zum bisherigen Betriebspunkt 
darstellen. Dazu zählen neben Betriebsmittelausfällen auch signifikante Änderungen von 
Last und Erzeugung oder Kurzschlüsse. Jedes dieser Events hinterlässt eine individuelle 
Signatur, die sich aus den zur Verfügung stehenden Messdaten zusammensetzt. Besonders 
aussagekräftig ist dabei eine zentrale Auswertung von PMU-Daten [91, 92]. 
Störwerterfassungssysteme für post-mortem Analysen – zur Aufarbeitung abgeschlossener 
Events – werden seit Langem in der Praxis eingesetzt, um beispielsweise Großstörungen 
rekonstruieren zu können [93, 94]. Die derzeitige Entwicklung zielt dagegen auf eine Ver-
wendung der Messdaten im Rahmen der Netzbetriebsführung ab. Erkenntnisse über Events 
und die zugrunde liegenden dynamischen Vorgänge lassen sich zusammenfassend in die 
drei Schritte Detektion, Klassifikation und Identifikation gliedern. Diese werden in den 
folgenden Absätzen erläutert und in den aktuellen Stand der Forschung eingeordnet. 
a) Detektion 
Der Vorgang der Detektion beschränkt sich darauf zu erkennen, dass ein Event innerhalb 
des betrachteten System(-ausschnitts) auftritt. Aus den eingehenden Daten können mittels 
geeigneter Verfahren Anomalien festgestellt werden, die für das Auftreten einer Störung 
sprechen. Dies kann vereinfacht durch den Einsatz von definierten Threshold-Werte (z. B. 
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nach [95]) erfolgen. Die in der Literatur aufgeführten Verfahren zur Detektion von Events 
konzentrieren sich zum Großteil auf die Überwachung der zentral einlaufenden PMU-Da-
ten [96–101]. 
Allen et Al. stellen in [96] zwei Methoden zur Detektion von Events vor, die auf einer 
Abtastung des Signals in Verbindung mit Grenzwerten und einem angelernten Entschei-
dungsnetzwerk beruhen. Sie sind gezielt für den online Einsatz bei PMU-Daten entwickelt 
und erprobt. Das in [97] vorgestellte Detektionsverfahren basiert dagegen auf dem Einsatz 
der sog. Linearen Dynamischen Systemtheorie [102], die mittels aufgestellter Regeln das 
Systemverhalten anhand der PMU-Daten bewertet und so Störungen durch Erfüllung be-
stimmter Regeln detektiert. Die Arbeiten in [98, 101] wiederum setzen die Wavelet Theo-
rie zur Detektion von Events aus realen PMU-Daten ein. Eine Vorstellung weitere geeig-
nete Detektionsverfahren für PMU-Daten und deren Vergleich erfolgen in [99]. Die Ana-
lyse umfasst mit der Fast Fourier Transformation, Matrix-Pencil Methode, Yule-Walker 
Spektral Analyse und der Min-Max-Methode sowohl statistische Methoden, als auch Ver-
fahren der Signalverarbeitung. 
Durch die zentrale Auswertung kommt es zu einem extrem hohen Datenaufkommen. Unter 
den Daten sind je nach Größe und Ort der Störung nicht alle Eingangsdaten relevant. Eine 
Identifikation relevanter Datensätze und ein Beschränken der Auswertung auf diese kön-
nen den Prozess der Detektion optimieren. So werden beispielsweise in [97] besonders 
markante Pilotknoten aus dem Daten-Stream identifiziert, und die übrigen Werte ausge-
blendet. Der Einsatz von Methoden zur Identifikation und zum Clustering relevanter Daten 
ist im Feld der Signalverarbeitung bereits Stand der Technik, siehe dazu u. a. [103, 104].  
b) Klassifikation 
Nachdem der Eintritt eines kritischen Events detektiert wurde, folgt eine Einordnung des 
Typs und der Ursache. Eine Klassifikation kann beispielsweise nach [92] unter Einsatz von 
zentral erfassten Messwerten von Spannungsbetrag und -Phasenlage in acht Typen erfol-
gen (Kurzschluss, Wegfall eines Synchrongenerators, Zu-/Abschalten einer Last, Zu-/ab-
schalten einer Kapazität, Abschalten eines Synchronmotors, Abschalten einer Leitung). 
Diese Klassifikation ist aktuell das Ziel zahlreicher Arbeiten, die sich in datenbezogene 
(data driven) [92, 100, 105–107] und modellbezogene (physics driven) Methoden [100, 
104, 108] gliedern.  
Die datenbezogenen Methoden basieren auf einem Vergleich zwischen aktuellen Mess-
daten und einer offline erzeugten Datenbank, die bestehende Daten von Events enthält. 
Dieser Vergleich zielt auf eine Zuordnung der im online Betrieb auftretenden Events zu 
den bestehenden Informationen innerhalb der Datenbank ab. Da ein direkter Vergleich der 
Zeitreihen nicht zielführend ist, wird stattdessen auf das Abbilden der Zeitreihen durch 
geeignete Muster zurückgegriffen. Dieser Prozess wird als Feature Extraction bezeichnet. 
Darauf aufbauend werden anhand der Datenbank sog. Classifier trainiert. Diese erlauben 
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eine Klassifikation möglicher Events auf Basis der eingehenden Messwerte. Die beschrie-
bene Vorgehensweise wird in Abb. 2.7 gezeigt und u. a. in [100] im Detail erläutert. Die 
eingesetzte Datenbank kann sich aus historischen Messwerten, synthetischen Werten (dy-
namische Zeitreihensimulation) oder einer Kombination beider Quellen zusammensetzen. 
Verfahren zur Abbildung von Zeitreihen können auf Methoden der Signalverarbeitung, 
statistische Kennwerte und künstliche Intelligenz zurückgreifen. Aufgrund der hohen Re-
levanz dieses Vorgangs innerhalb der vorliegenden Arbeit, werden in Abschnitt 2.4.2 meh-
rere Verfahren vorgestellt. Ein Vergleich unterschiedlicher Ansätze zur Event-Klassifika-
tion erfolgt in [92]. 
 
 
Abb. 2.7: Klassifizierung mittels Feature Extraction und Classifiern 
Das Anlernen von Classifiern erfolgt mittels der in der Datenbank vorhandenen Event-
Daten und deren bekannten Zugehörigkeit zu den definierten Event-Klassen. Bestehende 
Ansätze für den Lernprozess sind  u. a. Support Vector Machines, k-Nearest Neighbor 
Classification, Naive Bayessian Classifier, Recursive Partitioning und Regression Trees 
[109, 110]. Dahal et al. evaluieren in [105] die Classifier anhand realer PMU-Daten. Dabei 
weist die Methode der Support Vector Machines die beste Performance hinsichtlich Be-
rechnungszeit und Genauigkeit auf. Die Ergebnisse sprechen bei Einsatz geeigneter Me-
thoden zur Feature Extraction für eine Echtzeit-fähige Applikation. 
[92] baut auf den geschilderten Ergebnissen auf, allerdings konzentriert sich die zentrale 
Klassifikation nur auf das PMU-Signal, das die signifikanteste Veränderung aufweist. Un-
ter Einsatz von post-Event Sequenzen von 1,5 s erfolgt eine Echtzeit-fähige Klassifikation. 
Die erfolgte Konzentration auf relevante Datenpunkte reduziert den Berechnungsaufwand 
deutlich, so dass auch aufwändige Methoden zur Feature Extraction, wie die Minimum 
Volume Enclosing Ellipsoid (MVEE, siehe Abschnitt 2.4.2), zum Einsatz kommen kön-
nen. 
Modellbezogene Methoden verzichten auf den Einsatz großer Datenmengen und bilden 
stattdessen das physikalische Systemverhalten ab, um daraus allgemeine Regeln zur Klas-
sifikation von Events abzuleiten. Diese können im Anschluss auf die eingehenden Mess-
werte angewandt werden. Als Beispiel für einen solchen modellbezogenen Ansatz dient z. 
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B. [108] unter Einsatz der sog. Energy Function [111]. Im vorgestellten Verfahren werden 
mittels der zentral ausgewerteten Spannungswinkel die Zustandsvariablen der Synchron-
maschinen (Rotorwinkel) bestimmt und ausgewählte Komponenten der Energy Function 
konstruiert. Eine anschließende Sensitivitätsanalyse dieser Komponenten erlaubt eine De-
tektion und Klassifikation von Events. Diese Methode zeigt bereits erste positive Resultate 
in kleinen Systemen, wobei die Erzeugung ausreichend genauer physikalischer Modelle 
des betrachteten Systems an eine vollständige Beobachtbarkeit des Systems gebunden ist. 
Eine zukünftige Anwendung zum Echtzeit-Einsatz ist nach [100] bisher nur theoretisch 
möglich. 
c) Identifikation 
Der als Identifikation beschrieben Schritt sieht eine direkte Zuordnung von Messwertano-
malien und dem damit verbundenen Event vor. So soll es beispielsweise möglich sein, bei 
Ausfall einer Übertragungsleitung mittels geeigneter Methoden die ausgefallene Leitung 
innerhalb des Systems benennen zu können. Die Identifikation muss nicht zwingend auf 
der im Abschnitt zuvor beschriebenen Klassifikation aufbauen, sondern kann direkt auf 
einem geeigneten Vergleich zwischen Datenbank und Messwerten erfolgen (vgl. [92]). 
Bisher existieren in der Literatur keine Arbeiten, die eine Identifikation von Events anhand 
von PMU- und anderen Messwerten im online Betrieb behandeln. Die zuvor beschriebenen 
Arbeiten beschränken sich alle auf eine alleinige Klassifikation der Events.  
Die in [112] beschriebene Arbeit zielt auf eine Erkennung von Fehlerkaskaden, die sich 
aus mehreren Events zusammensetzen, indem die einzelnen Events identifiziert werden. 
Allerdings beruht der SCADA-orientierte und somit zentral implementierte Ansatz nicht 
auf der Betrachtung dynamischer Messdaten, sondern auf der Auswertung stationärer 
SCADA-Daten, wie Spannungsamplitude, Spannungswinkel und Generatorarbeitspunkte. 
Die Datenbank basiert auf Ergebnissen einer Leistungsflussberechnung der einzelnen Aus-
fallszenarien in den relevanten Kombinationen (offline Lernprozess). Die online Identifi-
kation der Events erfolgt auf Basis der Euklid‘schen Abstände. Um die Geschwindigkeit 
der Analyse zu optimieren, wird die Gesamtmenge der Daten mittels geeigneter Analyse-
verfahren reduziert und geclustert (vgl. [103]). Somit erlaubt die Methode zwar eine Iden-
tifikation von quasi-stationären Zuständen, nicht aber von dynamischen Vorgängen. 
Ein Sonderfall der Identifikation stellt die Erkennung von Inselnetzbildungen innerhalb 
eines betrachteten Übertragungsnetzes in [113] dar. Aus dynamischen Zeitreihensimulati-
onen möglicher Ausfallszenarien werden Spannungs- und Stromsignale extrahiert und in 
einer Datenbank zusammengefasst. Daraus abgeleitete Entscheidungsnetzwerke erlauben 
im online Betrieb ein regelbasiertes Auswerten eingehender PMU-Messwerte, die zu einer 
echtzeitfähigen Identifikation von Netzinseln führen. Die Größe der Datenbank und die 
benötigte Komplexität der Szenarien sind dabei entscheidende Faktoren. Das Vorgehen 
ähnelt den datenbezogenen Methoden der Klassifikation. 
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d) Zusammenfassung  
PMU-Daten umfassen den Zeitverlauf von Spannungswinkel und -Betrag, sowie der Fre-
quenz. Somit weisen sie einen hohen Informationsgehalt für die Detektion und Klassifika-
tion von Events auf. Dieser lässt sich durch die Bündelung und gemeinsame Betrachtung 
mehrerer Messgrößen zusätzlich steigern. Ein Großteil der vorgestellten Ansätze der Klas-
sifikation ([91, 92, 106, 107]) konzentriert sich auf einen Einsatz der Spannungsamplitude 
und der Frequenz, ohne dafür eine Begründung zu liefern. 
Zur Detektion von Events stehen bereits einige Verfahren zur Verfügung, die in elektri-
schen Energiesystemen erprobt sind. Diese sind auf einen zentralen Einsatz und der damit 
verbundenen Betrachtung mehrerer Kanäle ausgelegt. Die Detektion beruht grundsätzlich 
auf einer Verarbeitung der eingehenden Signale zur vereinfachten Abbildung. Auch zur 
Klassifikation erfolgt – die modellbezogenen Ansätze ausgeklammert – eine abstrahierte 
Analyse der eingehenden Zeitreihen auf Basis der Feature Extraction. Der Vorgang der 
Klassifikation stellt derzeit einen Schwerpunkt innerhalb der Forschung dar.  
Eine automatisierte Identifikation konkreter Events innerhalb des Energiesystems anhand 
eingehender Messdaten existiert dagegen noch nicht. Die vorgestellten Sonderformen be-
handeln das Erkennen von Inselnetzbildungen und einer SCADA-basierten und somit 
langsamen Identifikation von Events. Letztere liefert durch den Einsatz einer Datenbank 
einen Ansatz, der in dieser Arbeit aufgegriffen wird und unter der Anwendung einer ge-
eigneten Feature Extraction auf dynamische Events und Zeitreihen überführt wird. 
2.4.2 Methoden zur Feature Extraction 
An dieser Stelle werden in der Literatur beschriebene Verfahren zur geeigneten Repräsen-
tation bzw. Beschreibung von Zeitreihen mittels Feature Extraction vorgestellt. Generell 
ist dabei zwischen Methoden der Signalverarbeitung und statistischen Methoden zu unter-
scheiden. Eine Übersicht und Evaluation anhand realer PMU-Daten erfolgt u. a. in [92]. 
a) Signalverarbeitung 
Die diskrete Fourier Transformation (DFT) sieht die Zerlegung eines diskreten Zeitsig-
nals χ(k) im Frequenzbereich sowie die Abbildung des abgetasteten Signals mittels sinus-
Wellen vor (vgl. Gleichung (2.2)). Dies erlaubt eine Darstellung eines Zeitsignals unter 
Beibehaltung seiner Eigenschaften, allerding können zeitliche Variationen der Zeitreihen 
nicht ausreichend beschrieben werden. 
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Die Diskrete Wavelet Transformation (DWT) garantiert eine bessere Kompression tran-
sienter Messgrößenverläufe als die Diskrete Fourier Transformation und wird bereits zur 
Kompression von Zeitreihen eingesetzt [114]. Das Verfahren basiert auf einer Abtastung 
des Eingangssignals durch eine Fensterfunktion mit einer anschließenden Zerlegung des 
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Signals. Anders als bei der Fourier-Analyse kommen dabei keine überlagerten sinus-Wel-
len, sondern andere Wellenformen (Wavelets) zum Einsatz (u. a. [115]), deren geeignete 
Auswahl als sensitiv zu betrachten ist [92]. 
Der Ansatz der Slope Sequence greift direkt den Kurvenverlauf zu betrachtender Mess-
werte auf. Das Messsignal wird in mehrere Sequenzen (N) untergliedert. Darauf aufbauend 
werden die Steigungen der Kurve einschließlich deren Richtung mittels Gleichung (2.2) 
bestimmt, wobei K der Schrittweite der Abtastung entspricht. Die so erhaltenen Steigungen 
der einzelnen Sequenz n beschreiben das Signal in einer entsprechenden Güte. Eine An-
wendung auf PMU Messwerte erfolgt bisher in [92]. 
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Das Verfahren der Trendanalyse (u. a. [116]) zielt ebenfalls auf das vereinfachte Abbilden 
der Form von Zeitreihen ab. Eine Sequenz wird durch ein Polynom abgebildet. Ist dies 
nicht möglich wird die Sequenz verkleinert und eine Nachbildung erneut geprüft. Dieses 
Vorgehen wird auf das gesamte Signal angewandt um die charakteristische Form abzubil-
den. Das Verfahren findet bisher bei der Analyse von Fehlern und zur Fehlerortung inner-
halb elektrischer Systeme Anwendung [117]. 
Der Einsatz von Shapelets zur Repräsentation von Zeitreihen hat in den letzten Jahren 
zugenommen und wird in [118, 119] beschrieben. Das in [92] vorgestellte Verfahren der 
Domain Specific Shapelets zur Analyse von PMU-Daten beschränkt den Einsatz von Sha-
pelets auf einen Bereich kurz nach Eintritt des Events, da dieser bereits den charakteristi-
schen Informationsgehalt beinhaltet. 
b) Statistische Methoden 
Anhand von statistischen Methoden lassen sich Charakteristika von Signalverläufen ablei-
ten und zur Repräsentation dieser einsetzen. Mögliche Ansätze werden in [92, 109] vorge-
stellt. Diese zeichnen sich durch eine meist simple Arithmetik aus, bleiben in der Genau-
igkeit allerdings gegenüber den Methoden der Signalverarbeitung zurück. 
2.4.3 Anwendungsgebiete der Erkennung von Events 
Die Beobachtung des Systems und die Einordnung auftretender Events bedeutet eine ak-
tive Unterstützung für das Bedienpersonal und dessen Handlungen. Dieser als Situation 
Awareness bezeichnete Aspekt umfasst sowohl Routineeingriffe als auch Reaktionen bei 
auftretenden Störungen. Dabei sind nach [120] folgende Aspekte zu beachten: 
 Informationen über den aktuellen und zukünftigen Zustand des eigenen Systems  
 Informationen über den Zustand benachbarter Systeme und deren Einfluss auf das 
eigene System 
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 Kenntnis über erforderliche Eingriffe zum Erhalt oder zur Wiederherstellung eines 
zulässigen Betriebszustands 
 Berücksichtigung der zur Verfügung stehenden Zeit für erforderliche Eingriffe 
Solange sichergestellt werden kann, dass auch komplexe und dynamische Prozesse durch 
die neuen Funktionalitäten ausreichend schnell und detailliert erfasst und verarbeitet wer-
den können, kann das System näher an seinen Grenzen betrieben werden (siehe u. a. [100]). 
Weiterhin kann der Erkenntnisgewinn durch die Detektion, Klassifikation und Identifika-
tion auch für weitere Teilaufgaben innerhalb der Betriebsführung komplexer elektrischer 
Energiesysteme eingesetzt werden. So schlagen zum Beispiel Biwal et al. in [107] den 
Betrieb einer sog. Supervisory Protection vor. Dieses Konzept ist als Erweiterung des be-
stehenden Schutzsystems anzusehen und ist diesem dezentral überlagert. Durch eine ge-
eignet schnelle Signalverarbeitung wird das Event, das zu einer Auslösung der Leistungs-
schalter geführt hat, mittels der zur Verfügung stehenden Messwerte überprüft und klassi-
fiziert. Das Auslösen des Schutzes wird somit verifiziert, im Falle einer Fehlauslösung (z. 
B. Überlastung anstelle eines Kurzschlusses) wird die Entscheidung des Relais revidiert 
und der Bediener informiert. 
Der Decission Support, der weiterhin ein Handeln des Bedieners beinhaltet, kann zu einem 
automatisierten Ausführen von eventbasierten Maßnahmen erweitert werden. Eine eindeu-
tige Identifikation des Events wird somit erforderlich. Die vorliegende Arbeit stellt eine 
derartige Methode vor und arbeitet diese aus. 
Dem Aspekt der Cybersecurity kommt ebenfalls eine zunehmende Bedeutung zu. Dieser 
wird zunächst durch Ahern [121] auf den Bereich der Energiesysteme bezogen. Unter an-
derem besteht eine Gefahr darin, dass durch einen externen (Hacker-)Angriff Schalthand-
lungen ausgeführt werden, die das Bedienpersonal nicht zuordnen und somit rückgängig 
machen kann (vgl. [122]). Eine ständige Überwachung und online Auswertung der (PMU)-
Messwerte ermöglicht es derartige Anomalien im Betrieb zu detektieren, und somit Mani-
pulationen des SCADA-Systems zu erkennen [100]. Ein Beispiel für einen Angriff auf ein 
Netzleitsystem ist dabei der Hack des Leitsystems des Ukrainischen Transportnetzbetrei-
bers im Jahr 2015.[123] Das Thema ist mittlerweile auch Gegenstand einer IEC-Arbeits-
gruppe (vgl. [124]). 
2.5 Zusammenfassung 
Innerhalb der Netzbetriebsführung ist der ÜNB für den Erhalt der Systemsicherheit ver-
antwortlich. Nach Abschnitt 2.2 lassen sich diese in stationäre und dynamische Aspekte 
gliedern. Eine Erweiterung des präventiven Ansatzes der (n-1)-Sicherheit durch kurative 
Maßnahmen ist nach ENTSO-E möglich. Ein automatisiertes Ausführen dieser kurativen 
Eingriffe in das System kann unter dem Begriff SPS bzw. RAS zusammengefasst werden. 
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Die perspektivisch zunehmende Durchdringung des Übertragungsnetzes durch HGÜ-Sys-
teme erweitert die bestehenden Freiheitsgrade der Netzbetriebsführung. Der Einsatz der 
VSC-Technologie ermöglicht Beiträge zur Systemsicherheit durch Einflussnahme auf die 
AC-Leistungsflüsse oder Modulationen der Wirk-und Blindleistungsarbeitspunkte der 
Umrichter. Die Recherche in Abschnitt 2.3 zeigt, dass die Aspekte der AC-Stabilität bereits 
im Rahmen der Forschung behandelt werden. Allerdings existiert derzeit noch kein Ver-
fahren, das kurative Maßnahmen zur Beseitigung von unzulässigen Betriebsmittelauslas-
tungen und Knotenspannungen durch HGÜ-Systeme ermöglicht.  
Somit besteht eine Lücke zwischen Handlungen durch das Bedienpersonal und schnellen 
automatisierten Maßnahmen zur Wahrung der Stabilität. Der Einfluss eines Overlay-HGÜ-
Systems auf AC-Leistungsflüsse wird dabei nicht vollständig genutzt. Um kurative Maß-
nahmen nach Eintritt kritische Contingencies automatisiert ausführen zu können, ist eine 
klare Identifikation dieser Events erforderlich. Die Betrachtungen haben gezeigt, dass eine 
Auswertung von PMU-Daten einen hohen Informationsgehalt für derartige Absichten bie-
tet. Der Einsatz einer Feature Extraction ist als gängiger Ansatz zur Auswertung von Mess-
reihen zu erachten Während Methoden zur Detektion und Klassifikation von Events inner-
halb des AC-Systems derzeit Gegenstand der Forschung sind, existieren, wie in Abschnitt 
2.4 herausgearbeitet, noch keine Methoden zur Identifikation von Events innerhalb des 
AC-Systems mittels dynamischer Messdaten. Bei der Methodenentwicklung kann aller-
dings auf das Prinzip der datenbasierten Methoden der Klassifikation zurückgegriffen wer-
den.  
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3 Methodenentwurf HGÜ-RAS 
Die vorausgehenden Betrachtungen haben gezeigt, dass HGÜ-Systeme  – in Abhängigkeit 
der geographischen Lage der HGÜ-Umrichter – einen signifikanten Einfluss auf die AC-
Leistungsflüsse haben. Allerdings existiert noch kein Ansatz zur automatisierten Anpas-
sung der Arbeitspunkte zur Erbringung kurativer Maßnahmen. Ein derartiger Beitrag bleibt 
zunächst auf Reaktionen des Bedienpersonals beschränkt. Um die so identifizierte Lücke 
innerhalb der Netzbetriebsführung zu schließen, wird in dieser Arbeit ein Ansatz vorge-
stellt, der eine automatisierte Ausführung kurativer Maßnahmen durch ein HGÜ-System 
nach Eintritt kritischer Events zur Wahrung der Systemsicherheit hinsichtlich der Opera-
tional Security Limits (Betriebsmittelauslastung und Spannungsband) ermöglicht. Die 
Maßnahmen umfassen ein Anpassen der Umrichter-Arbeitspunkte für Wirk- und Blind-
leistung (pVSC,kur, qVSC,kur) unter Berücksichtigung der DC-Sollspannung. 
Das Prinzip kurativer Maßnahmen wurde bereits in Abschnitt 1.1 vorgestellt. Die dabei 
eingesetzte Abb. 1.4 wird an dieser Stelle aufgegriffen und durch einen exemplarischen 
Zeitverlauf einer Leitungsauslastung ergänzt, um die Wirkungsweise der kurativen Maß-
nahmen durch das HGÜ-System zu beschreiben (siehe Abb. 3.1). Der nichtlineare Zu-
standsraum ist vereinfacht durch zwei HGÜ-Umrichter-Arbeitspunkte (pvsc,1, pvsc,2) als 
Systemvariablen definiert. 
Im Betriebspunkt 1 erfüllt das System die Anforderungen an die Systemsicherheit und be-
findet sich somit in einem zulässigen Zustand. Die Auslastung der exemplarisch betrach-
teten AC-Leitung befindet sich unterhalb der definierten Grenze von 100% (Abb. 3.1 c)). 
Der Eintritt eines kritischen Events (z. B. ein Betriebsmittelausfall) führt zu einer Verfor-
mung des Zustandsraums und damit auch der Übergänge zwischen zulässig und unzuläs-
sig. Wie Abb. 3.1 b) zeigt, befindet sich das System bei unverändertem Arbeitspunkt (2) 
nach Event-Eintritt in einem unzulässigen Zustand. Die in Abb. 3.1 c) betrachtete AC-
Leitung weist bei einer Auslastung von 130% eine Verletzung der Systemsicherheit auf. 
Das anschließende Ausführen einer kurativen Maßnahme durch das HGÜ-System bedingt 
eine Überführung des Systems auf einer nichtlinearen Trajektorie zurück in einen zulässi-
gen Zustand im Betriebspunkt 3. 
 
32 3 Methodenentwurf HGÜ-RAS 
 
 
Abb. 3.1  Erklärung der kurativen Maßnahmen: a) Zustandsraumdarstellung, b) AC-
HGÜ-Netzausschnitt, c) Zeitverlauf der AC-Leitungsbelastung (Bel.) 
Das Verfahren zur Ausführung kurativer Maßnahmen durch das HGÜ-System wird im 
weiteren Verlauf der Arbeit als HGÜ-RAS bezeichnet. Dieses stellt ein ganzheitliches und 
systemumfassendes Vorgehen sicher, um folgende Anforderungen zu erfüllen:  
 Automatische Ausführung ohne Beteiligung des Bedienpersonals: Die Methode er-
schließt das bisher ungenutzte Potential schneller Änderungen der Umrichter-Ar-
beitspunkte und schließt damit eine Lücke innerhalb der Netzbetriebsführung. 
 Unterscheiden von Events: Kritische Contingencies unterscheiden sich in ihrer 
Auswirkung auf das Gesamtsystem und erfordern somit unterschiedliche kurative 
Maßnahmen. Deshalb müssen eintretende Events, die eine kurative Maßnahme er-
fordern, identifiziert werden. 
 Koordination des hybriden AC-HGÜ-Systems: Die Beeinflussung der AC-Leis-
tungsflüsse durch die Umrichter-Arbeitspunkte muss so koordiniert sein, dass die 
Systemsicherheit des Gesamtsystems sichergestellt ist.  
pVSC,2
unzulässig
zulässig
a)
Event
 
pVSC,1
b)
 
pVSC,2
pVSC,1
c)
pVSC,2
pVSC,1
unzulässig
zulässig
unzulässig
zulässig
 
 
50%
100%
t
 
50%
100%
t
50%
100%
t
 
Kurative Maßnahme
 
Δ
p V
S
C
,2 Δ
p V
S
C
,1
A
us
ga
ng
ss
itu
at
io
n
E
in
tr
itt
 d
es
 E
ve
nt
s
K
ur
at
iv
e 
M
aß
na
hm
e
Bel.
Bel.
Bel.
1
2
2
3
1
2
3
VSC2
VSC2
VSC2
VSC1
VSC1
VSC1
3 Methodenentwurf HGÜ-RAS 33 
 
 Stabiles Überführen des Systems: Der Übergang zwischen alten und neuen Um-
richter-Arbeitspunkten darf nicht die Stabilität des AC- und HGÜ-Systems gefähr-
den. 
Die Arbeit konzentriert sich auf kritische Contingencies, die Verletzungen der Operational 
Security Limits hervorrufen. Mögliche Verletzungen der AC- und DC-Stabilität als direkte 
Folge der Betriebsmittelausfälle werden dagegen nicht explizit berücksichtigt. Ebenso 
bleibt der Ausfall von DC-Leitungen unberücksichtigt, da derartige Events direkt von der 
DC-Spannungsregelung (vgl. [61]) behandelt werden. In dieser Arbeit berücksichtigte 
Events beinhalten: 
 Einfachausfall eines Übertragungsmittels (AC-Leitungen und Transformatoren)  
 Ausfall eines Kraftwerks, 
 Ausfall eines HGÜ-Umrichters, und 
 Ausfall einer HGÜ-Punkt-zu-Punkt-Verbindung als Sonderfall 
Die zur Behebung des Engpasses, bzw. der Verletzung der Operational Security Limits zur 
Verfügung stehende Zeit ergibt sich aus der Auslösecharakteristik des Schutzes und der 
temporären Überlastfähigkeit der betroffenen Betriebsmittel. Um kaskadierte Betriebsmit-
telausfälle zu vermeiden, sind die Auslösezeit des HGÜ-RAS und die zur Verfügung ste-
henden Zeiten kombiniert zu betrachten. 
Die kurativen Maßnahmen umfassen auch eine Anpassung der Blindleistungsarbeits-
punkte der Umrichter. Dazu wird in dieser Arbeit auf den Einsatz einer AC-Spannungsre-
gelung durch die Umrichter nach [47] verzichtet, stattdessen wird von einer Festwertrege-
lung der Blindleistung ausgegangen. Dieser Freiheitsgrad ermöglicht einen direkten Ein-
griff in die Blindleistungsbereitstellung des AC-Systems. Eine direkte Gegenüberstellung 
mit einer automatisierten Spannungsregelung einschließlich eines kurativen Anpassens de-
ren Sollwerte findet in dieser Arbeit nicht statt. Die Synchrongeneratoren verfügen weiter-
hin über eine Spannungsregelung. 
Der Einsatz des HGÜ-RAS stellt in Hinsicht auf die hierarchische Einteilung der Netzbe-
triebsführung in Netzleitebene und Stationsleitebene (Abb. 3.2) ein Bindeglied zwischen 
zentralen und lokalen Instanzen dar. Eine besondere Beachtung erfordert die Anpassung 
der Arbeitspunkte an den einzelnen HGÜ-Umrichtern. Die dafür zu berücksichtigende 
Struktur der lokalen Umrichter-Regelung gliedert sich, wie Abb. 3.2 zeigt, in mehrere In-
stanzen, die von einer Umrichter-nahen Regelung bis zu einer zentralen Vorgabe der Soll-
werte reicht [125]. Im weiteren Verlauf der Arbeit werden die Leistungselektronik und die 
lokale Umrichter-Regelung vereinfacht als HGÜ-Umrichter bezeichnet und abgebildet. 
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Abb. 3.2: Einordnung des vorgestellten Ansatzes in hierarchische Struktur der Netzbe-
triebsführung (u. a. nach [125, 126]) 
Als Ergänzung zu der hierarchischen Einordnung in Abb. 3.2, zeigt Abb. 3.3 eine Einord-
nung des HGÜ-RAS in den Zeitbereich der Netzbetriebsführung. So folgt die Methode 
zeitlich dem bestehenden Schutz des AC-Systems. Dem Vorgang der Trennung 
(max. t0+150 ms) folgt das HGÜ-RAS. Die bestehende Struktur der Netzbetriebsführung 
(vgl. Abschnitt 2.1) bleibt somit erhalten. Der Einsatz einer automatisierten Wiederein-
schaltung nach Kurzunterbrechung wird dabei berücksichtigt; Negativen Wechselwirkung 
mit dem Schutzsystem wird somit vorgebeugt. 
 
Abb. 3.3: Einordnung des vorgestellten Ansatzes in den Zeitbereich der Netzbetriebs-
führung 
Abb. 3.3 führt auch Teile der in Abschnitt 2.3 vorgestellten Instanzen zur Unterstützung 
der AC-Stabilität durch die Umrichter an, die ebenfalls eine Anpassung der Umrichter-
Arbeitspunkte vorsehen. Diese erfolgen allerdings mit deutlich geringeren Zeitkonstanten 
(vgl. Abb. 2.5). Somit werden mögliche Wechselwirkungen mit dem HGÜ-RAS, die zu 
einer Einschränkung der Identifikation von Events oder der Aktivierung kurativer Maß-
nahmen führen können, in dieser Arbeit vernachlässigt. 
3.1 Aufbau und Struktur des HGÜ-RAS 
Die Begriffe SPS und RAS wurden bereits in Abschnitt 2.2.1 vorgestellt. In dieser Arbeit 
wird der US-geprägte Begriff RAS nach NERC aufgrund seiner präziseren Formulierung 
verwendet. Allgemein dient ein RAS entsprechend [30] den folgenden Zielen: 
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 Der Erkennung („detection“) eines vorherbestimmten („predetermined“) System-
zustandes, und…  
 …dem Sicherstellen einer automatisierten Aktivierung von geeigneten Gegenmaß-
nahmen („corrective actions“)… 
 …zur Wahrung der Systemsicherheit („system security“) 
Die genannten Punkte decken sich mit den in der vorausgegangenen Einleitung zu Kapi-
tel 3 formulierten Anforderungen an ein Verfahren zur Ausführung kurativer Maßnahmen 
durch ein HGÜ-System. Deshalb erfolgt die Konzeptionierung unter Berücksichtigung der 
Definitionen nach NERC. Das HGÜ-RAS stellt damit einen in sich geschlossenen Ansatz 
dar. Dieses strenge Vorgehen erlaubt die einfache Integration des Ansatzes in die Netzbe-
triebsführung an der Schnittstelle zwischen zentraler und lokaler Ebene. Weiterhin erleich-
tert die begriffliche Zuordnung eine spätere Einordung des HGÜ-RAS in den regulatori-
schen Kontext. 
Zur Umsetzung des Ansatzes und dessen erfolgreiche Implementierung sind mehrere 
Komponenten erforderlich, deren gegenseitigen Abhängigkeiten in Abb. 3.4 beschrieben 
werden. Während einer zentralen Vorberechnung (Netzleitebene) werden kritische Con-
tingencies bestimmt, geeignete Arbeitspunkt (AP) Anpassungen für die einzelnen Umrich-
ter erstellt und Vorbereitungen für eine mögliche Event-Identifikation bei einem Auftreten 
während des Betriebs getroffen. Bei Eventeintritt und erfolgreicher Identifikation auf lo-
kaler Ebene, erfolgt ein Ausführen der kurativen Maßnahme durch die einzelnen Umrich-
ter. Die Aufteilung zwischen Netzleit- und Stationsleitebene wurde in Abb. 3.2 einleitend 
vorgestellt. Die einzelnen Komponenten stellen jeweils Instanzen innerhalb der vorhande-
nen Infrastruktur der jeweiligen Ebenen dar. 
 
Abb. 3.4: Gliederung des HGÜ-RAS in einzelne Komponenten auf zentraler und loka-
ler Ebene 
Die Netzsicherheitsrechnung wird zyklisch als Teil der Netzbetriebsplanung ausgeführt 
und bestimmt Störungen (Betriebsmittelausfälle), die zu einer Verletzung von definierten 
Sicherheitsbedingungen führen. Für diese kritischen Contingencies kann der Einsatz kura-
tiver Maßnahmen vorgesehen werden. Die Komponente stellt eine vorhandene SCADA-
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Funktionalität dar und wird zentral in periodischen Intervallen ausgeführt. Eine detaillierte 
Betrachtung erfolgt in Abschnitt 3.2. 
Tritt ein kritisches (Contingency) Event auf, soll eine geeignete kurative Maßnahme in 
Form der Anpassung der Umrichter-Arbeitspunkte erfolgen. Um eine Unabhängigkeit von 
zentralen Betriebsführungsinstanzen zu gewährleisten, wird die Komponente Aktivierung 
kurativer Arbeitspunkte auf Stationsleitebene als lokale Instanz eingerichtet. So lassen 
sich Einschränkungen durch Kommunikationsverzögerungen oder -ausfälle, die das Aus-
lösen der Maßnahmen gefährden, ausschließen. Die grundlegende Dynamik selbstgeführ-
ter Umrichter erlaubt eine Veränderung der Umrichter-Arbeitspunkte innerhalb einer Pe-
riode [127]. Der Einfluss dieser schnellen Reaktion auf das AC-System, dessen Stabilität 
und die DC-Spannungsregelung sind zu berücksichtigen. Der Übergang zum gewünschten 
Arbeitspunkt darf nicht zu einer Gefährdung der System-Stabilität führen. Abschnitt 3.5 
beschreibt eine geeignete Aktivierungsstrategie hinsichtlich möglicher dynamischer Rest-
riktionen und einer Schnittstelle zur bestehenden lokalen Regelung der Umrichter. 
Die kurativen Maßnahmen des HGÜ-RAS sind individuell auf die einzelnen kritischen 
Contingencies anzupassen, um das Wiederherstellen eines zulässigen Zustandes zu ge-
währleisten und auftretende Engpässe nicht nur zu verschieben. Der Betrieb eines hybriden 
AC-HGÜ-Systems erfordert eine umfassende und systemübergreifende Koordination der 
Umrichter-Arbeitspunkte, um unzulässige Leistungsflüsse zu vermeiden, oder die DC-
Spannungsregelung zu parametrieren. Diese Koordination erfordert eine zentrale Perspek-
tive für die Komponente Berechnung kurativer Arbeitspunkte (Abschnitt 3.4). Da die be-
schriebene Berechnung je nach Systemausdehnung und resultierender Komplexität zeitlich 
aufwändig ausfällt – unter Umständen kann eine Abstimmung zwischen mehreren ÜNB 
erforderlich sein – findet eine Vorberechnung kurativer AP für jedes kritische Event statt. 
Eine solche Berechnung baut auf einer um Netzsicherheitsaspekte erweiterten OPF-Be-
rechnung auf (Security Constrained OPF). Bei Abschluss der Berechnung existiert für je-
des kritische Event ein Satz kurativer Umrichter-Arbeitspunkte zur eventbasierten Akti-
vierung. Diese Listen werden im Rahmen der zentralen Arbeitspunktberechnung erstellt 
und an die Umrichter übermittelt. So bleibt der Aspekt der lokalen und kommunikations-
losen Aktivierung erhalten. Die typische Dauer eines Betriebsintervalls beträgt 15 Minu-
ten. Allerdings können auch kürzere Betriebsintervalle ermöglicht werden.  
Die Komponente Identifikation des Systemzustandes (Abschnitt 3.3) dient der eindeuti-
gen Identifikation auftretender kritischer Events und erlaubt so die Aktivierung der vorbe-
rechneten kurativen Maßnahmen. In dieser Arbeit wird eine lokale Realisierung der Iden-
tifikation angestrebt, die sich somit auf lokale Messgrößen beschränkt. Der Ansatz wird so 
gestaltet, dass eine spätere Erweiterung um Wide Area Monitoring System (WAMS) In-
formationen möglich ist. Da eine Identifikation entsprechend der in Abschnitt 2.4.1 erfolg-
ten Betrachtungen auf einer Datenbank aufbauen, beinhaltet das Modul auch eine zentrale 
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Vorberechnung dieser Datengrundlage in periodischen Abständen. Unter Berücksichti-
gung des Arbeitspunktes und der kritischen Contingencies wird diese für den nächsten 
Zeitschritt zentral erstellt und gemeinsam mit den kurativen Arbeitspunkten in periodi-
schen Abständen an die lokalen Instanzen der Umrichter weitergeleitet.  
3.2 Netzsicherheitsrechnung im HGÜ-RAS 
Die Vorberechnung kurativer Maßnahmen erfolgt für eine Liste kritischer Contingencies. 
Die Netzsicherheitsrechnung (vgl. Abschnitt 2.1) wird, wie Abb. 3.5 zeigt, in das HGÜ-
RAS integriert. Die resultierende Contingency Liste (CL) wird den nachgelagerten Kom-
ponenten bereitgestellt. Das Prinzip der automatisierten Netzsicherheitsrechnung (Abb. 
3.6) geht auf Debs et al. [128] und Ejebe et al. [129] zurück. 
 
Abb. 3.5: Bereitstellung der Contingency Liste (CP) durch Komponente Netzsicherheits-
rechnung innerhalb des HGÜ-RAS 
Zu jedem Zeitschritt k werden aufbauend auf den Prognosedaten die kritischen Contingen-
cies für den Zeitpunkt k+1 bestimmt. Eine Überprüfung erfolgt in dieser Arbeit entspre-
chend der statischen Operational Security Limits (Betriebsmittelauslastung und Span-
nungsbänder, vgl. Abschnitt 2.2). 
 
Abb. 3.6: Eingangs – und Ausgangsgrößen der Netzsicherheitsrechnung im Zeitschritt 
k bei nC kritischen Contingencies 
Die Auswirkungen von Ausfällen der Übertragungsmittel werden innerhalb der Netzsi-
cherheitsrechnung durch die entsprechende Topologie-Änderung mittels Leistungsfluss-
berechnung bewertet. Ausfälle von AC-seitigen Erzeugungsanlagen erfordern eine Be-
rücksichtigung der Netzstatik und der proportionalen Verstärkung der Primärregelung als 
Teil der Leistungsfrequenzregelung ([1]), um den Einfluss auf die Leistungsflüsse des AC-
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Systems abbilden zu können. Die Untersuchung von Ausfällen der HGÜ-Umrichter glie-
dert sich in zwei Gruppen:  
 Bei Punkt-zu-Punkt Verbindungen bedingt der Ausfall eines Umrichters den Wegfall 
der gesamten Verbindung, da die Betrachtung auf monopolare Strukturen beschränkt 
bleibt. Dementsprechend wird die von der HGÜ-Verbindung übertragene Wirkleistung 
im Falle eines synchronen AC-Systems in dieses kommutiert. Die Bereitstellung von 
Blindleistung durch den gestörten Umrichter entfällt ebenfalls, während sich der ver-
bleibende Umrichter weiterhin im STATCOM Betrieb erhalten bleibt. Dies kann mit 
einer AC-Leistungsflussberechnung bewertet werden. Es gelten dabei die bereits vor-
gestellten Operational Security Limits. 
 Der Ausfall eines Umrichters in einer Multi-Terminal-Anordnung erfordert dagegen 
eine Berücksichtigung der Leistungsflüsse innerhalb des HGÜ-Systems, da ein Ausfall 
zu einem Energieungleichgewicht führt. Dadurch wird die DC-Spannungsregelung der 
einzelnen Umrichter aktiv und passt die jeweilige Wirkleistungsarbeitspunkte so an, 
dass sich eine neue stationäre DC-Spannung einstellt (siehe auch [130]). Eine Bewer-
tung des Umrichter-Ausfalls findet anhand einer kombinierten AC-HGÜ-Leistungs-
flussberechnung statt. Dort wird der Vorgang der DC-Spannungsregelung abgebildet 
(vgl. [131]). 
Dank der modularen Struktur des HGÜ-RAS können die bisher ausschließlich berücksich-
tigten Operational Security Limits um Stabilitätsbetrachtungen durch weitere Kriterien er-
gänzt werden. Diese können Eigenwertanalysen [54], Indikatoren der Spannungsstabilität 
[132]) oder Zeitreihensimulationen umfassen. Letztere werden durch den Einsatz sog. Dy-
namic Security Assessment (DSA) Verfahren realisiert, deren Einsatz u. a. in [51, 52, 133] 
beschrieben wird. 
3.3 Identifikation des Systemzustands im HGÜ-RAS 
Der in Abschnitt 3.1 vorgestellte Ansatz erfordert eine klare Zuordnung eintretender 
Events mit der zentral erstellten Contingency Liste. Die an dieser Stelle vorgestellte Kom-
ponente beruht auf einem Abgleich von Fehlermustern und gliedert sich in eine zentrale 
Vorberechnung von Fehlermustern, eine Übertragung dieser an die Umrichter und einen 
lokalen Abgleich mit Messgrößen im online Betrieb zur Bestimmung des aufgetretenen 
Events in Form der Event-ID (siehe Abb. 3.7). Die dabei eingesetzten Messgrößen umfas-
sen Leitungsströme, Spannungswinkel und den Status der Leistungsschalter. Auf einen 
Einsatz des Spannungsbetrags und der Frequenz wird an dieser Stelle verzichtet. 
Zunächst wird in Abschnitt 3.3.1, aufbauend auf der in Abschnitt 2.4 erfolgten Recherche, 
ein robustes Verfahren zur Feature Extraction entwickelt und in einem nächsten Schritt zur 
Identifikation von Events innerhalb eines AC-Übertragungsnetzes erweitert und ergänzt. 
Die vorgeschlagene Struktur des HGÜ-RAS sieht eine Aktivierung kurativer Arbeitspunk-
tanpassungen in direkter Folge zur lokalen Identifikation an den jeweiligen Umrichtern 
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vor. Eine ausreichende Koordination innerhalb des HGÜ-RAS erfordert eine Kenntnis 
über die lokale Identifizierbarkeit kritischer Contingencies durch die einzelnen Umrichter. 
So können sich Umrichter ohne lokale Identifikation nicht an der Ausführung kurativer 
Maßnahmen beteiligen. Abschnitt 3.3.3 greift diesen Aspekt auf und stellt eine Methode 
zur Feststellung der lokalen Identifizierbarkeit im Rahmen der zentralen Vorberechnung 
vor. 
 
Abb. 3.7: Lokale Identifikation des Events durch die Komponente zur Identifikation des 
Systemzustandes innerhalb des HGÜ-RAS 
Ein direkter Vergleich von Zeitreihen zur Identifikation von Events ist aufgrund des Be-
rechnungsaufwandes und der hohen Störanfälligkeit nicht möglich. So verhindern bereits 
minimale Abweichungen zwischen Messwerten und Datenbank eine erfolgreiche Identifi-
kation. Einen effizienteren Ansatz stellt die in Abschnitt 2.4 eingeführte Feature Extraction 
dar. Abb. 3.8 zeigt die damit verbundene Vorgehensweise: Es erfolgt ein Abgleich zwi-
schen Messwerten aus dem System und einer bestehenden Datenbank, die sich aus simu-
lierten Messreihen möglicher Events zusammensetzt. Die online und offline Zeitreihen 
werden jeweils mit dem gleichen Feature Extraction Verfahren abgebildet. 
 
 
Abb. 3.8: Vereinfachte Darstellung der Identifikation mittels Feature Extraction 
Die Anforderungen, die aus einem Abgleich zwischen synthetischen Daten und Messwer-
ten hinsichtlich Präzision und Prognosegenauigkeit resultieren, werden in Abschnitt 3.3.2 
adressiert.  
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3.3.1 Beispielhaftes Verfahren zur Feature Extraction 
Bestehende Ansätze zur Feature Extraction werden in Abschnitt 2.4.2 vorgestellt. Diese 
unterscheiden sich hinsichtlich ihrer Komplexität und Effizienz. Da sich diese Arbeit ins-
besondere mit der konzeptuellen Entwicklung eines HGÜ-RAS beschäftigt und somit der 
Gesamtansatz im Vordergrund steht, erfolgt an dieser Stelle der Einsatz eines bewusst ein-
fachen gehaltenen Ansatzes zur Feature Extraction auf Basis eines gleitenden Zeitfensters. 
Dieses Vorgehen stellt eine Erprobung des HGÜ-RAS sicher. Eine Erweiterung um auf-
wändigere Verfahren zur Feature Extraktion und Identifikation ist im Anschluss jederzeit 
ohne strukturelle Änderungen möglich. 
a) Einsatz eines gleitenden Zeitfensters 
Zentrales Element des Ansatzes ist die Abtastung einer Zeitreihe χ(t) mittels eines gleiten-
den Zeitfensters mit der konstanten Länge Δt. Wie Gleichung (3.1) beschreibt, wird inner-
halb dieses Zeitfensters (t0 bis t0+Δt) die betragsmäßig maximal auftretende Abweichung 
zwischen dem stationären Wert vor Eintritt der Störung (prä-Event, χprä=χ(t0)) und dem 
Zeitverlauf bestimmt (Δχ). Das Vorgehen wird zusätzlich in Abb. 3.9 gezeigt. Der Wert 
χ(t) an dem die Abweichung zu χprä ihr Maximum nach Eintritt des Events (post-Event) 
annimmt, wird als χpost bezeichnet. 
 
0 0
0
,...,
max ( ) ( )
 
    
t t t t
t t  (3.1) 
Der Ansatz zielt bewusst auf ein Ableiten der maximalen Abweichung Δχ, anstelle einer 
Ermittlung des maximalen post-Event Wertes (χpost) innerhalb des Zeitfensters ab. Dadurch 
kann möglichen Abweichungen der Startwerte (χprä) zwischen Modell und System, wie sie 
in elektrischen Energiesystemen durch systemimmanente Zustandsgrößenvolatilität auf-
treten, begegnet werden. Eine solche Abweichung wird in Abb. 3.9 durch die Zeitreihen 
a) und b) gezeigt und ergibt sich unter anderem aus abweichenden Leistungsflüssen vor 
Eintritt eines Events. 
 
Abb. 3.9: Einsatz eines gleitenden Zeitfensters zur Feature Extraction der Zeitreihe χ(t) 
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Das gleitende Zeitfenster wird nur bei Überschreiten eines Mindestgradienten (ε, siehe 
Gleichung (3.2)) geöffnet. Ein Rauschen der Messsignale, oder. deren Veränderung durch 
Volatilität, kann auf diese Weise unterdrückt bzw. ignoriert werden. 
( )  t  (3.2)  
b) Zuordnung der Muster zur Identifikation 
Das Prinzip der Feature Extraction sieht einen Vergleich von Messreihen auf Basis derer 
extrahierten Features vor. Dieser Vergleich kann entweder unter Anwendung von Euk-
lid‘schen Abständen [113] oder einer im Folgenden vorgeschlagenen Vorgehensweise er-
folgen. Von einem Vergleich wird an dieser Stelle abgesehen, da der Fokus dieser Arbeit 
auf einer grundlegenden Umsetzung des HGÜ-RAS liegt. Etwaige Verbesserungen kön-
nen darauf aufbauend erfolgen. 
Im Rahmen einer Identifikation von Events erfolgt stets ein Vergleich zwischen einer Da-
tenbank und eingehenden Messwerten. Die Ergebnisse der Feature Extraction, die Werte 
Δχoffline der nc berücksichtigten Events, bilden dabei die Datenbank. Um einer negativen 
Beeinflussung der Identifikation durch mögliche Abweichungen zwischen der Datenbank 
und Messwerten entgegenzuwirken, wird Δχoffline um ein Toleranzband (±ς) erweitert. 
Liegt der online Wert Δχonline nach Gleichung (3.3) innerhalb eines dieser Bereiche, findet 
eine Zuordnung statt. Überschneiden sich die Toleranzbänder mehrerer Werte, so ist eine 
eindeutige Identifikation nicht möglich. Dies gilt es im Rahmen der Parametrierung zu 
beachten.  
offline tol online offline tolχ χς ς        (3.3)  
Ein zusätzlich eingeführtes Totband sorgt dafür, dass nur Δχonline oberhalb eines definierten 
Schwellwertes berücksichtigt werden. Events mit einem geringen Einfluss auf die betrach-
teten Messgrößen werden somit ausgeblendet. Gleichzeitig kann auf diese Weise aber auch 
fehlerhaften Zuordnungen vorgebeugt werden. Insgesamt ergeben sich aus dem beschrie-
benen Vorgehen zur Identifikation vier grundlegende Fälle, die Abb. 3.10 illustriert: 
a) Δχonline liegt innerhalb eines Toleranzbereiches  Eindeutige Identifikation 
b) Δχonline  liegt innerhalb mehrerer Toleranzbereiche  Mehrdeutige Identifikation 
c) Δχonline liegt außerhalb aller Toleranzbereiche   Keine Identifikation 
d) Δχonline liegt innerhalb des Totbandes      Keine Identifikation  
Die Abbildung zeigt den zeitlichen Verlauf der Messgröße bezogen auf den prä-Event 
Wert Δχ(t)online und das daraus bestimmte Feature Δχonline (in Rot). Die Werte der Daten-
bank Δχoffline sind ebenfalls einschließlich der zugehörigen Toleranzbereiche (#1-#3) ab-
gebildet. In Fall a) liegt Δχonline innerhalb des Toleranzbereiches um den Wert Δχoffline von 
Event #3. Eine klare Identifikation ist somit möglich. Die Toleranzbereiche der Events #1 
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und #2 weisen eine teilweise Überlappung auf. Liegt der extrahierte Wert Δχonline innerhalb 
dieses Bereiches ist, wie in Fall b) gezeigt, keine eindeutige Identifikation möglich. Fall c) 
beschreibt eine ermittelte Abweichung Δχonline, die außerhalb aller Toleranzbereiche liegt 
und somit eine Identifikation verhindert. In Fall d) ist die registrierte Auswirkung auf das 
Messsignal χ(t) durch das Event so gering, dass es innerhalb des Totbandes liegt. 
a) 
 
 
b) 
 
c) 
 
d) 
 
Abb. 3.10: Beispiele der Identifikation mittels Feature Extraction für die vier charakte-
ristische Fälle a)-d) bei drei kritischen Contingencies nach Leitungsausfällen 
3.3.2 Anwendung der Identifikation mittels Feature Extraction für AC-Systeme 
Wesentliche Messwerte, die einer Event-Identifikation auch lokal an den AC-Sammel-
schienen der Umrichter zur Verfügung stehen, sind PMU-basierte Messungen der Span-
nungsamplituden, -winkel und Leitungsströme, als auch die Statussignale der installierten 
Leistungsschalter (siehe Abb. 3.11). Hinsichtlich der Spannungsmessungen erfolgt eine 
Vernachlässigung der Spannungsamplituden, da der Verlauf der Spannungswinkel einen 
deutlich höheren Informationsgehalt besitzt (vgl. Abschnitt 2.4). 
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Abb. 3.11: Lokal verfügbare Informationen an AC-Sammelschiene der HGÜ-Umrichter 
Basiert das Event auf einem Auslösen des Leistungsschalters in Folge eines AC-Kurz-
schlusses mit direktem Anschluss an eine Umrichter-Sammelschiene, so kann eine Identi-
fikation direkt durch die Änderung des Schaltzustandes (Δstatus) erfolgen. Der beschrie-
bene Vorgang stellt einen Sonderfall dar. Alle anderen Events machen eine Identifikation 
des Events auf Basis der gemessenen zeitveränderlichen Größen von Strom und Spannung 
erforderlich. Die Betrachtung der Spannungswinkel stellt in vielen Publikationen die 
Größe zur Charakterisierung von Events dar (vgl. u. a. [92, 97, 100, 101, 106, 134]). Der 
Verlauf der Spannungsamplitude wird dagegen vernachlässigt. Mehrdeutige Identifikatio-
nen lassen sich durch einen höheren Informationsgehalt vermeiden. Deshalb wird die Be-
trachtung des Spannungswinkels um die Beträge der Leitungsströme (i(t)) ergänzt. Für 
eine lokale Identifikation der Events an den Umrichterknoten stehen somit bei Anwendung 
der Feature Extraction mittels gleitendem Zeitfenster (Abschnitt 3.3.1) folgende Kenngrö-
ßen bereit: 
 Ein Wert Δδ für jedes kritische Event 
 Ein Vektor Δi für jedes kritische Event 
 Ein Vektor Δstatus für jedes kritische Events 
Die kombinierten Werte bilden für jedes kritische Event (c) an jedem Umrichter die Cha-
racteristic Fault Pattern (CFPc). 
a) Zentrale Vorberechnung von CFP 
Die lokale Identifikation beruht auf einem Abgleich zwischen Messwerten und einer zuvor 
angelegten Datenbank. Diese wird nicht durch historische Daten gespeist, sondern anhand 
von Zeitreihensimulationen der kritischen Contingencies erstellt. Dies erfolgt unter Be-
rücksichtigung des jeweiligen Systemarbeitspunkts (Schaltzustand, Lasten, Erzeugung, 
HGÜ-Arbeitspunkte, etc.). Die Gültigkeit der abgeleiteten CFP ist daher nur auf den je-
weiligen Zeitpunkt beschränkt. Die zentral im Rahmen der Netzbetriebsplanung durchge-
führte Vorberechnung wird in Abb. 3.12 gezeigt. Diese schließt sich der Netzsicherheits-
rechnung an und wird zum Zeitpunkt k für den nächsten Zeitschritt k+1 ausgeführt. Bei 
 
 Status Leistungsschalter / status
Ströme an Leitungsabgängen / i(t)
Spannungswinkel / δ(t)
 
Leitungsabgänge
AC-Sammelschiene
 
Spannungsbeträge / u(t) 
PMU
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Abschluss existieren innerhalb der Datenbank für alle nVSC Umrichter Listen der CFP für 
alle nc kritischen Contingencies. Diese Listen werden in periodischen Abständen aus der 
Netzleitebene an die lokale Instanz der Umrichter auf Stationsleitebene übertragen.  
Wie in Abb. 3.12 gezeigt, werden die Ergebnisse der Zeitreihensimulationen mittels Fea-
ture Extraction aufbereitet und somit vereinfacht dargestellt. Die Daten umfassen zunächst 
die Zeitverläufe der Spannungswinkel und Leistungsströme. Sie werden um die Event-
spezifischen Zustände der jeweiligen Leistungsschalter erweitert. Dadurch wird eine Nut-
zung des Informationsgehalts des lokalen Schutzsystems zur Identifikation von Events si-
chergestellt. Die Verarbeitung der erwähnten Simulationsergebnisse beschränkt sich auf 
lokal an den Umrichtern verfügbare Größen. Somit existieren für jeden Umrichter nc CFP. 
 
Abb. 3.12: Eingangs- und Ausgangsgrößen der Bestimmung der Characteristic Fault Pat-
tern (CFP) für kritische Contingencies 
Der Einsatz der Ergebnisse der Zeitreihensimulation anstelle historischer Messdaten (syn-
thetische Daten, vgl. Abschnitt 2.4.1) zum Aufbau der CFP-Datenbank resultiert in geho-
benen Anforderungen an die Simulation und das dafür eingesetzte dynamische Modell. 
Diese sind im Folgenden aufgelistet: 
 Identifikation einer geeigneten Modelltiefe für AC-Betriebsmittel und Umrichter 
 Hinreichend genaue Abschätzung der Betriebsmittelparameter 
 Validierung und Abgleich von Modell und AC-HGÜ-System 
 Einsatz der aktuellsten Prognosedaten innerhalb Netzbetriebsplanung für den be-
trachteten Arbeitspunkt 
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Diese Anforderungen an die dynamische Simulation existierender Transportnetze sind 
nicht auf diese Arbeit beschränkt, sondern gelten u. a. für den Einsatz eines DSA, dessen 
Einsatz ebenfalls auf Zeitreihensimulationen aufbaut. Aus diesem Grund wird der Aspekt 
nicht weiter ausgeführt. Eine Kombination beider Methoden ist für den zukünftigen Ein-
satz in der Praxis zu berücksichtigen. An dieser Stelle sei auch auf aktuelle Entwicklungen 
in der Forschung in Richtung eines präzisen dynamischen Systemabbildes (Dynamic Di-
gital Mirror [135]) verwiesen. 
b) Lokale Identifikation anhand vorberechneter CFP 
Nachdem die CFP der kritischen Contingencies an zentraler Stelle extrahiert, an eine lokale 
Instanz der Umrichter weitergeleitet und dort in einer lokalen Datenbank abgelegt wurden, 
stehen diese für eine in mehrere Prozessschritte unterteilte lokale Identifikation zur Verfü-
gung (Abb. 3.13). Dabei stellt die ständige Überwachung der Leistungsschalter eine Stan-
dardfunktion innerhalb der Stationsleittechnik dar [136]. Löst ein Leistungsschalter in 
Folge einer Störung aus, so wird die resultierende Zustandsänderung mit den Einträgen in 
der offline Datenbank als Teil der CFP verglichen. Erfolgt eine eindeutige Übereinstim-
mung, kann ein Event bereits in der ersten Stufe identifiziert und das Ergebnis weiterge-
geben werden. Das Auftreten einer Identifikation in dieser ersten Stufe ist als seltener Aus-
nahmefall anzusehen. 
Es erfolgt ebenfalls eine kontinuierliche Überwachung des lokalen Spannungswinkels an 
der Station. Löst in Folge eines Events kein Leistungsschalter an der betrachteten Sam-
melschiene aus, während dennoch eine Überschreitung des festgelegten Gradienten (εδ) 
auftritt, wird somit zunächst das Auftreten eines Events detektiert. Die zweite Stufe des 
Musterabgleichs zwischen den eingehenden Messwerten und den in der Datenbank hinter-
legten CFP wird als Folge ausgelöst. Events die zu einem Unterschreiten des Gradienten 
führen, liegen dagegen außerhalb des Identifikationsbereichs des Umrichters. Eine geeig-
nete Auslegung der Toleranzgrenze ermöglicht das Ausblenden von entfernten Störungen 
oder anderer Vorgänge (z. B. Lastrauschen). 
Ausgelöst durch den Spannungswinkelgradienten werden die Messwerte durch die ge-
wählten Feature Extraction Methode weiterberarbeitet. Es wird von einer getrennten Be-
trachtung von Spannungswinkel und den Leitungsströmen ausgegangen. Der Musterab-
gleich (siehe Abschnitt 3.3.1) liefert bei einer erfolgreichen Zuordnung sog. Identifier (ci-
dent) des jeweils identifizierten kritischen Events. Hierbei sind auch mehrdeutige Identifi-
kationen möglich. Der anschließende Vergleich der Identifier für Leitungsströme (cident,line) 
und Spannungswinkel (cident,δ) liefert drei mögliche Ergebnisse: 
1. Keine Übereinstimmung der Teilergebnisse Spannungswinkel und Ströme 
2. Eindeutige Übereinstimmung der Teilergebnisse Spannungswinkel und Ströme 
3. Mehrdeutige Übereinstimmung der Teilergebnisse Spannungswinkel und Ströme 
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Abb. 3.13: Ablauf der Identifikation im online Betrieb an einem Umrichter 
In Fall 1 ist eine Identifikation nicht möglich und der gesamte Vorgang wird abgebrochen. 
Fall 2 entspricht einer eindeutigen Identifikation. Das Ergebnis wird weitergeleitet und 
erlaubt das Auswählen und Aktivieren der zugeordneten kurativen Maßnahme. Fall 3 be-
schreibt das Auftreten einer mehrdeutigen Identifikation: Mehrere kritische Events weisen 
ähnliche Muster der Spannungswinkel und Ströme auf. In einer anschließenden dritten 
Stufe werden die, den jeweils identifizierten kritischen Events hinterlegten Gegenmaßnah-
men verglichen. Stimmen diese überein, liegt eine eindeutige Identifikation vor. Es erfolgt 
eine Ausgabe des Ergebnisses. Andernfalls wird der Identifikationsprozess erfolglos been-
det. Das beschriebene Vorgehen in Stufe 3 berücksichtigt, dass mehrere Events sowohl 
ähnliche Muster aufweisen, als auch eine ähnliche Anpassung des Systemzustandes erfor-
dern können. 
3.3.3 Robustheitsanalyse 
Die Integration des HGÜ-RAS in die Netzbetriebsführung erfordert ein zuverlässiges Er-
kennen und Identifizieren der auftretenden kritischen Events. Die vorgestellte lokale Iden-
tifikation mittels CFP unterliegt Einschränkungen in der Differenzierbarkeit unterschied-
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licher Events; beispielsweise durch mehrere Events mit ähnlichen Mustern, die im Identi-
fikationsprozess nicht unterschieden werden können. Weiterhin spielen die Entfernung zu 
den Umrichtern und die Auswirkung der Events auf die erfassten Messgrößen eine wesent-
liche Rolle im Identifikationsprozess. Die Fähigkeit der einzelnen Umrichter die jeweili-
gen Events eindeutig und sichergestellt zu identifizieren, wird im weiteren Verlauf durch 
den Begriff Identifizierbarkeit beschrieben. Weitere Einflussfaktoren auf die Identifizier-
barkeit, die in Abschnitt 5.1.2 anhand von Fallstudien beschrieben werden, sind: 
 Modellunschärfe: Die Vorberechnung der CFP erfolgt mittels Zeitreihensimulatio-
nen. Diese basieren auf einem dynamischen Modell des betrachteten AC-HGÜ-
Systems, welches die einzelnen Betriebsmittel (Synchronmaschinen, Leitungen, 
Umrichter, etc.) und deren dynamisches Verhalten im Zeitbereich im jeweiligen 
Arbeitspunkt abbildet. Die in dieser Arbeit gewählte Abbildungsform wird in Ka-
pitel 4 beschrieben. Grundsätzlich unterliegt diese Abbildung einem gewissen Abs-
traktionsgrad zwischen Modell und realem System. Dies umfasst beispielsweise 
die Modelltiefe der Synchronmaschinen [137], das Abbilden der Lasten [138] oder 
die Beeinflussung von Messwerten durch Messeinrichtungen [139, 140]. 
 Modellungenauigkeiten: Neben der zuvor geschilderten Unschärfe hinsichtlich der 
Modelltiefe, hat die Parametrierung der Modelle einen signifikanten Einfluss auf 
den Verlauf von Spannungswinkel und Leitungsströme bei Systemanregung. Dies 
betrifft insbesondere die Synchronmaschine, als bisher noch dominierendes Be-
triebsmittel ([54, 141]), allerdings auch Übertragungsmittel und deren Einfluss auf 
stationäre und transiente Leistungsflüsse. In beiden Fällen liegen die Parameter nur 
als Schätzwerte vor. Die unvermeidbaren Divergenzen zwischen Modell und rea-
lem System sind zu berücksichtigen. 
 Arbeitspunkte von Last und Erzeugung: Auch wenn die Berechnung der CFP in 
den periodischen Abläufen der Betriebsführung erfolgen, können abweichende Ar-
beitspunkte der Erzeugungsanlagen und vertikalen Lasten entsprechend deren 
volatilen Verhaltens trotz Einsatz von Prognosetools nicht ausgeschlossen werden. 
Es besteht ein Einfluss auf die Güte der Simulationsergebnisse und somit auch auf 
die Eignung der CFP zur Identifikation von Events. 
Die Auswirkung der genannten Einflussfaktoren auf die Identifizierbarkeit einzelner 
Events durch die individuellen Umrichter (Mehrfach-, Fehl- oder Nicht-Identifikation) und 
sich daraus ergebende Einschränkungen für das Aktivieren von kurativen Maßnahmen sind 
im Vorfeld zu evaluieren. Dafür erfolgt eine Erweiterung der zentralen Vorberechnung der 
CFP für jede Contingency (c) um sog. Streuszenarien (Abb. 3.14). Diese erweitern den 
Basisfall (c0), der mit dem dyn. Modell, dessen Parametrierung und dem Arbeitspunkt 
übereinstimmt, um Parametervariationen (cs). Die Gesamtzahl der Streuszenarien wird 
durch ns angegeben. 
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Abb. 3.14: Eingangs- und Ausgangsgrößen bei der Bestimmung der lokalen Identifizier-
barkeit (
ident
cVSC und stat
cVSC ) unter Anwendung von Streuszenarien (c1-c4)  
Die in dieser Arbeit berücksichtigten Streuszenarien umfassen die untenstehend aufgeführ-
ten Punkte. Diese stellen jeweils nur exemplarische Variationen dar, um den Einfluss auf 
die Identifizierbarkeit von Events abbilden zu können. So kommen vereinfacht nur pro-
zentuale Streuungen der genannten Parameter zum Einsatz. Eine Erweiterung um klare 
Bildungsvorschriften der Streuszenarien im Rahmen einer Worst-Case Betrachtung steht 
noch aus. 
 Die Parameter der Übertragungsmittel bestimmen, neben weiteren Faktoren, die 
Leistungsflüsse im betrachteten AC-System. Eine Variation der Parameter wirkt 
sich sowohl auf den post-Event Wert, als auch auf den dynamischen Zeitverlauf 
der untersuchten Störung aus. Eine Variation der Leitungslängen eignet sich zur 
vereinfachten Abbildung einer fehlerbehafteten Netzmodellierung.  
 Eine Veränderung der Anlaufzeitkonstanten bewirkt eine Beeinflussung des Zeit-
verlaufs der dynamischen Simulation und der ermittelten CFPs. Die vereinfachte 
Anpassung repräsentiert die gesamte Problematik der Parameterschätzung der ein-
gesetzten Synchronmaschinen-Modelle. 
 Die Arbeitspunkte von Last und Erzeugung erfahren ebenfalls eine Variation um 
den prognostizierten Arbeitspunkt. Es besteht ein Einfluss auf die prä- und post-
Event Werte der dynamischen Simulation. Die Abbildung von Abweichungen im 
Erzeugungs-Last-Profil wird in der Literatur insbesondere durch stochastische und 
probabilistische Ansätze abgebildet (siehe u. a. [142]).  
Nachdem sowohl für den Basisfall, als auch alle Streuszenarien die Zeitreihensimulationen 
für alle kritischen Contingencies erfolgt sind und die entsprechenden CFP im Rahmen der 
Feature Extraction erzeugt wurden, erfolgt eine Emulation des eingesetzten Identifikati-
ons-Prozesses. Dabei wird der im online Betrieb lokal durchgeführte Abgleich von Mess-
daten und der Datenbank bereits zentral und im Rahmen der Vorberechnung anhand der 
Simulationsergebnisse durchgeführt. Die aus dem Basisfall c0 abgeleiteten CFP der Um-
richter dienen als Datenbank. Die Streuszenarien cs ersetzen online Messdaten. Der Pro-
zess wird für jedes der Streuszenarien und jede kritische Contingency durchgeführt und 
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liefert zunächst Informationen welches Event c an welchem Umrichter für welches Streus-
zenario cs erfolgreich lokal identifiziert werden kann. Die Ergebnisse werden entsprechend 
Abb. 3.14 durch die Mengen stat,
c
sVSC und ident,
c
sVSC abgebildet. Dabei umfasst ident,
c
sVSC  die 
Umrichter mit erfolgreicher lokaler Identifikation der Contingency c für das Streuszenario 
s, die Menge 
stat,
c
sVSC die Umrichter ohne erfolgreiche lokale Identifikation. Beide Mengen 
umfassen entsprechend Gleichung (3.4) die im Netz installierten und am HGÜ-RAS betei-
ligten Umrichter (VSCinstal).  
instal stat, ident, s c;  
c c
s sVSC VSC VSC s n c n  (3.4)  
Die so gewonnenen Informationen werden im letzten Schritt (Auswertung, Abb. 3.14 ) 
entsprechend der Gleichungen (3.5) und (3.6) zu den Mengen ident
cVSC  und stat
cVSC  verar-
beitet. Diese beschreiben für jedes Event, welche Umrichter eine lokale Identifikation un-
ter Berücksichtigung von Parametervariationen sicherstellen. 
ident ident,
1

sn
c c
s
s
VSC VSC  (3.5) 
stat instal
cVSC VSC
s
ident,s
1
 
 
 
n
c
s
VSC  (3.6) 
Die durch den beschriebenen Prozess gewonnenen Informationen zur Identifizierbarkeit 
von kritischen Contingencies ist entsprechend des HGÜ-RAS in der Komponente Berech-
nung kurativer Arbeitspunkte (Abschnitt 3.4) zu berücksichtigen. Der in diesem Abschnitt 
beschriebene Ansatz kann auch für andere Methoden der Feature Extraction und lokalen 
Identifikation von Events eingesetzt werden. Dies ist ein Vorteil des gewählten modularen 
Ansatzes. 
3.3.4 Interaktion mit dynamischem Verhalten der HGÜ-Umrichter 
Die VSC-Technologie erlaubt den HGÜ-Umrichtern ein gegenüber der AC-Dynamik 
schnelles Regelungsverhalten. Dies ermöglicht sowohl eine Anpassung der Arbeitspunkte 
innerhalb von bis zu einer Periode, aber auch ein Einhalten der vorgegebenen Arbeits-
punkte bei AC-seitigen Störungen [127, 143]. Hinzu kommt eine Bereitstellung von Blind-
strömen bei AC-seitigen Kurzschlüssen. Der vorgestellte Identifikationsalgorithmus arbei-
tet mit einem Zeitfenster mit einer Länge mehrerer 100 ms. Aufgrund der unterschiedli-
chen Zeitbereiche kann eine Beeinflussung des Identifikationsprozesses durch die beste-
hende Umrichter-nahe Regelung zunächst ausgeschlossen werden. Der Einsatz weiterer 
lokaler Instanzen zur Wirk- und Blindleistungsbeeinflussung (siehe Abschnitt 2.3) erfor-
dert eine geeignete Koordination mit dem Identifikationsprozess oder eine Berücksichti-
gung der Instanzen in der Vorberechnung der Fehlermuster. 
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3.3.5 Erweiterung um dezentrale / zentrale Instanzen 
Die in dieser Arbeit vorgeschlagene lokale Identifikation mit direkter Nähe zum Aktor, in 
Form des Umrichters, schafft eine Robustheit gegenüber Kommunikationsunterbrechun-
gen. Eine lokale Auswertung der Messdaten reduziert das Datenaufkommen erheblich ge-
genüber einer zentralen Identifikation, die ebenfalls einen Stream von Echtzeitdaten erfor-
derlich machen. 
Allerdings besteht auch eine Einschränkung der Beobachtbarkeit des Gesamtsystems. So 
können mitunter nicht alle kritischen Events, auf die die jeweiligen Umrichter geeignet 
reagieren sollen, klar identifiziert werden. Eine Erweiterung des lokalen Ansatzes um 
nachgelagerte Instanzen ermöglicht eine Steigerung der Beobachtbarkeit des Systems bei 
gleichzeitiger Beibehaltung der Vorteile des lokalen Ansatzes. Die beschriebene Erweite-
rung der lokalen Instanz wird in Abb. 3.15 skizziert. 
 
Abb. 3.15: Erweiterung der lokalen Identifikation um b) dezentrale und c) zentrale In-
stanzen 
Detektiert die lokale Instanz ein Event ohne dieses eindeutig zu identifizieren, werden in 
einem zweiten Schritt Messwerte benachbarter Stationen abgerufen. Dieser Schritt zur de-
zentralen Identifikation kann auf mehreren Ebenen wiederholt werden, bis ein zentraler 
Ansatz vorliegt. Die jeweils eingesetzten Identifikationsmethoden heben sich in Abhän-
gigkeit von den zur Verfügung stehenden Eingangsdaten (und der Datenbank) von den in 
dieser Arbeit beschriebenen Methodik für einen streng lokalen Ansatz ab. Die Erweiterung 
erfolgt sowohl durch eine zeitliche Nachlagerung, als auch durch eine vertikale Koordina-
tion der Instanzen auf den einzelnen Hierarchie-Ebenen. 
3.3.6 ÜNB-Perspektive: Bereitstellung dynamischer Daten und Modelle 
Die in diesem Abschnitt beschriebene Vorgehensweise zur Identifikation von kritischen 
Störungen beruht auf einem geeigneten Abgleich zwischen Messwerten und dynamischen 
Zeitreihensimulationen des betrachteten AC-Systems. Vereinfachend wird in dieser Arbeit 
die Existenz mehrerer ÜNBs und damit auch unterschiedlicher Beobachtungsbereiche ver-
nachlässigt. Die unterschiedlichen Zuständigkeiten verhindern einen ungehinderten Aus-
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tausch der für eine dynamische Simulation des Gesamtsystems in den einzelnen Contin-
gency Events erforderlichen Daten. Das sich derzeit in der Entwicklung befindende Com-
mon Grid Model (CGM, [144]), das den Austausch von Daten zwischen einzelnen ÜNBs 
reglementiert, beschränkt sich zunächst nur auf Daten zur Bestimmung der Transportka-
pazitäten. 
Für eine zukünftige Implementierung des RAS-Ansatzes kommt der geeigneten Abbildung 
des Gesamtsystems in der Komponente Identifikation des Systemzustandes eine wesentli-
che Rolle zu, die es in weiteren Schritten zu bearbeiten gilt. Ein geregelter Austausch von 
dynamischen Simulationsmodellen zwischen den einzelnen ÜNB wird erforderlich. Eine 
mögliche Alternative bieten Ansätze zur dynamischer Ersatznetzbildung [145, 146], der 
Einsatz einer auf mehrere Instanzen (z. B. ÜNBs) verteilten Simulation [133] oder einer 
Durchführung der erforderlichen Berechnungen zur Bestimmung von Fehlermustern durch 
Regional Security Coordination Innitiatives (RSCI, [28]). 
3.4 Berechnung kurativer Arbeitspunkte im HGÜ-RAS 
An zentraler Stelle erfolgt in periodischen Abständen die Bestimmung kurativer Anpas-
sungen der Umrichter-Arbeitspunkte für die ermittelten kritischen Contingencies (vgl. 
Abb. 3.16). Diese kurativen Maßnahmen bestehen aus einem Anpassen der Wirk- und 
Blindleistungsarbeitspunkte (pVSC,kur, qVSC,kur) und der DC-Sollspannung (uDC,kur). Der da-
mit verbundene Einfluss auf AC- und DC-Leistungsflüsse ermöglicht das wiederherge-
stellte Einhalten der Operational Security Limits (Leitungsbelastungen und Spannungen, 
vgl. Abschnitt 2.2). Die gesamte Berechnung der kurativen Arbeitspunkte erfolgt innerhalb 
der Netzleitebene und basiert auf dem Prinzip einer Corrective Security Constrained Op-
timal Power Flow Berechnung (C-SCOPF, [147]). 
 
Abb. 3.16: Zyklische Vorberechnung kurativer Umrichter-Arbeitspunkte für kritische 
Contingencies durch Komponente Berechnung kurativer Arbeitspunkte inner-
halb des HGÜ-RAS 
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Im folgenden Verlauf wird zunächst der grundlegende Ansatz bestehender C-SCOPF Ver-
fahren diskutiert (Abschnitt 3.4.1). In einem zweiten Schritt werden spezielle Problemstel-
lungen einer Verwendung im Kontext des HGÜ-RAS erläutert (Abschnitt 3.4.2) und in 
einen erweiterten C-SCOPF überführt (Abschnitt 3.4.3). Die Erweiterungen umfassen 
auch die Berücksichtigung der lokalen Identifizierbarkeit einzelner Events bei der Bestim-
mung kurativer Maßnahmen. Diese Information wird durch die zentrale Instanz der Kom-
ponente Identifikation des Systemzustandes bereitgestellt (vgl. Abschnitt 3.3.3). 
3.4.1 C-SCOPF für vermaschte HGÜ-Netze 
Aufbauend auf der Grundlage der OPF-Betrachtungen, die eine Abbildung der Netzsicher-
heit erlauben, werden an dieser Stelle Erweiterungen für die Optimierung von AC-HGÜ-
Systemen beschrieben und existierende Anwendungsfälle vorgestellt.  
a) Allgemeine C-SCOPF-Berechnung 
Das Prinzip der C-SCOPF-Berechnung geht auf die Arbeit von Alsac und Stott zurück 
[147]. Diese erweitert bestehende OPF-Betrachtungen nach Dommel und Timney [148] 
entsprechend der Nebenbedingungen in Gleichung (3.8) und (3.9), um zusätzliche Szena-
rien c. Im Falle von Netzsicherheitsbetrachtungen entsprechen diese Szenarien den zu be-
trachtenden kritischen Contingencies. 
min ( , )x uc c cF  (3.7)  
( , ) 0x u c c cg  (3.8) 
( , ) 0x u c c ch  (3.9) 
Grundsätzlich gilt es in der OPF-Berechnung eine definierte Zielfunktion Fc zu minimieren 
bzw. zu maximieren. Dies hat unter Berücksichtigung der sog. Nebenbedingungen zu er-
folgen, welche sich in Gleichheitsbedingungen gc und Ungleichheitsbedingungen hc glie-
dern lassen. Sie dienen der Berücksichtigung physikalischer Gesetze, wie der Erfüllung 
des Leistungsgleichgewichts bzw. der Kirchhoff’schen Regeln und der Einhaltung defi-
nierter Betriebsgrenzen, u. a. Leitungs- oder Betriebsmittelauslastungen. 
Während präventive (P-SCOPF) Betrachtungen die gesamte Menge aller NC kritischen 
Contingencies gemeinsam berücksichtigen (vgl. [147]), beschränkt sich der kurative An-
satz (C-SCOPF) nach [149] auf das Lösen eines kritischen Contingency Falles c pro Be-
rechnung. Übertragen auf das in dieser Arbeit vorliegende Optimierungsproblem, wird so-
mit für jede kritische Contingency ein korrespondierender kurativer Arbeitspunkt für jeden 
der nVSC Umrichter bestimmt (vgl. Abb. 3.17). 
3 Methodenentwurf HGÜ-RAS 53 
 
 
Abb. 3.17: Eingangs- und Ausgangsgrößen bei der Berechnung kurativer Arbeitspunkte 
auf Basis der Netzsicherheitsrechnung 
Im Kontrast dazu stellt die Bestimmung von Arbeitspunkten zur Wahrung der (n-1)-Si-
cherheit eine klassische P-SCOPF Anwendung dar (u. a. [150, 151]). Beispiele für kurative 
Anwendungen existieren ebenfalls für den Generator Redispatch ([149, 152, 153]), aber 
auch Schalthandlungen ([154–156]). 
b) OPF-Berechnung für hybride AC-HGÜ-Systeme 
Der Einsatz von VSC-basierten HGÜ-Umrichtern und deren Anordnung in vermaschten 
Strukturen bietet bei einer reinen Optimierung dieser Umrichter insgesamt drei Freiheits-
grade, die im Optimierungsvektor cx entsprechend Gleichung (3.10) zusammengefasst 
werden. Der Index c steht für die jeweils betrachtete kritische Contingency. 
 Der Wirkleistungsarbeitspunkt jedes Umrichters i (pVSC,i) 
 Der Blindleistungsarbeitspunkt bzw. der AC-seitige Spannungssollwert jedes Um-
richters i (qVSC,i bzw. uAC,i) 
 Die Sollspannung der DC-Spannungsregelung jedes Umrichters i (uDC,i) 
VSC VSC DCx p q u   
c c c c
 (3.10)  
Die im folgenden beschriebene Umsetzung einer OPF-Berechnung für ein vermaschtes 
HGÜ-Netz geht auf [157–159] zurück. Dabei sind grundsätzlich die Gleichheits- und Un-
gleichheitsbedingungen gegliederten Nebenbedingungen aus Gleichung (3.11) bis (3.19) 
zu berücksichtigen. 
Wesentlich ist die Erfüllung der Leistungsflussgleichungen auf der AC- und der DC-Seite 
des Gesamtsystems. Da die lokale Bereitstellung von Blindleistung einen wesentlichen 
Einfluss auf die Leitungsauslastung heutiger Transportnetze hat, wird AC-seitig eine voll-
ständige Leistungsflussbetrachtung anstelle vereinfachter Betrachtungen (u. a. DC-Leis-
tungsfluss) durchgeführt. Die Nebenbedingungen umfassen Wirk- (Gleichung (3.11)) und 
Blindleistung (Gleichung (3.12)). Die aufgeführte Knotenbilanz für jeden Knoten i setzt 
sich aus den Lasten, der Erzeugung, der Umrichter-Arbeitspunkte und den angeschlosse-
nen Leitungen zusammen. Die komplexen Knotenspannungen werden durch uAC,i und uAC,j 
abgebildet. Die Längselemente der Knotenadmittanzen werden durch YAC,ij zusammenge-
fasst, Querelemente werden vernachlässigt. 
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DC
gen, load, VSC, AC, AC, AC, AC,
1
0 ( ( ))

      
n
i i i i ij i j
j
p p p real u Y u u  (3.11)  
DC
gen, load, VSC, AC, AC, AC, AC,
1
0 ( ( ))

      
n
i i i i ij i j
j
q q q imag u Y u u  (3.12) 
Auf Seite des HGÜ-Netzes ist dagegen nur das Wirkleistungsgleichgewicht zu betrachten. 
Entsprechend Gleichung (3.13) beinhaltet dieses die Wirkleistungseinspeisung bzw. -ent-
nahme der Umrichter, deren interne Verluste (pVSC,loss, vgl. [61, 160]) und die Beiträge der 
abgehenden Leitungen. 
DC
VSC, VSC,loss, DC, DC, DC, DC,
1
0 ( )

   
n
i i i ij i j
j
p p u Y u u  (3.13)  
Die Nebenbedingungen umfassen Ungleichheitsbedingungen, die zur Beachtung definier-
ter Grenzwerte und somit auch zur Einhaltung der Operational Security Limits führen. 
Wichtig ist dabei die Berücksichtigung der thermischen Grenzen der Umrichter, die in 
Gleichung (3.14) und (3.15) vereinfacht nach Wirk- und Blindleistung getrennt sind. 
VSC,min VSC,corr VSC,maxp p p 
c
 (3.14)  
VSC,min VSC,corr VSC,maxq q q 
c
 (3.15) 
Die Spannungen an den AC- und DC-Knoten stellen ebenfalls eine Beschränkung dar und 
werden entsprechend Gleichung (3.16) und (3.17) berücksichtigt. Dies erlaubt gleicherma-
ßen die Korrektur von verletzten Knotenspannungen, sowie das Beibehalten zulässiger 
Werte im Rahmen kurativer Arbeitspunkt-Anpassungen. 
VSC,min VSC,corr VSC,maxq q q 
c
 (3.16)  
DC,min DC DC,maxu u u 
c
 (3.17) 
Ähnlich der Knotenspannungen sind die Auslastungen der AC- und DC-Leitungen bzw. 
Übertragungsmittel entsprechend der definierten Operational Security Limits in der Opti-
mierung zu berücksichtigen. Nach Gleichung (3.18) und (3.19) erfolgt diese Berücksichti-
gung auf Basis der maximal zulässigen Ströme, die sich aus den Ergebnissen der Leis-
tungsflussberechnung bestimmen lassen. 
AC AC,max
ci i  (3.18)  
DC DC,max
ci i  (3.19) 
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c) Existierende SCOPF-Anwendungen für AC-HGÜ-Systeme 
In der Literatur existieren bereits erste Arbeiten, die einen Einsatz von SCOPF-Betrach-
tungen für AC-Netze mit (vemaschten) HGÜ-Verbindungen und den im Abschnitt zuvor 
beschriebenen Nebenbedingungen beschreiben. Anwendungen von P-SCOPF Algorith-
men werden erstmals durch [161] adressiert. Sennewald et al. greifen diese Vorarbeit in 
[162] auf, um eine Wahrung der (n-1)-Sicherheit bzw. eine Maximierung der Systemsi-
cherheit durch präventive Anpassung der Umrichter-Arbeitspunkte zu ermöglichen. 
Eine Bestimmung kurativer Maßnahmen für HGÜ-Umrichter innerhalb eines AC-Netzes 
zur Korrektur statischer Sicherheitsaspekte (Knotenspannung, Leitungsauslastung) wird in 
[163] beschrieben. Die Betrachtung beschränkt sich zunächst noch auf Punkt-zu-Punkt-
Verbindungen. Dabei erfolgt eine reine Optimierung der Wirkleistungsarbeitspunkte. Die 
Aspekte der Blindleistung und DC-Spannung bleiben unberücksichtigt. Eine Erweiterung 
um die Sollwerte der DC-Spannungsregelung zum Einsatz in vermaschten HGÜ-Struktu-
ren formulieren erstmals Wiget et al. in [164]. Die Limitierung auf die Wirkleistungsar-
beitspunkte der Umrichter als einziger Freiheitsgrad der Optimierung existiert weiterhin. 
In beiden Fällen findet eine Linearisierung des Optimierungsproblems statt. Die Lösung 
erfolgt mittels Interior Point Verfahren. 
In [165] erfolgt ebenfalls eine Berechnung kurativer Arbeitspunktkorrekturen für ein ver-
maschtes HGÜ-Netz mit ökonomischer Motivation. Die Optimierung bleibt auch dort auf 
Wirkleistungsarbeitspunkte beschränkt, Aspekte der Blindleistung und DC-Spannung wer-
den ebenfalls in den Nebenbedingungen adressiert. Die C-SCOPF Berechnung berücksich-
tigt zusätzlich die Arbeitspunktanpassung der Generatoren als konventionellen Redis-
patch. Dabei erfolgt eine Unterscheidung zwischen schnellen und kostenneutralen Anpas-
sungen der Umrichter, sowie langsamen und kostenintensiven Korrekturen der Kraft-
werksarbeitspunkte. Die Berechnung erfolgt aufgrund der hohen Komplexität bzw. der 
ausgeprägten Nichtlinearität in zwei Schritten: Zunächst wird ein zulässiger Lösungsraum 
mittels Differential Evolution [166] eingeschränkt, um dann mittels Interior Point Opti-
mierung die optimale Lösung zu bestimmen. 
3.4.2 Erweiterter C-SCOP zur Umsetzung des HGÜ-RAS 
Die vorgestellten existierenden Verfahren zur Optimierung von HGÜ-Arbeitspunkten un-
terliegen nach derzeitigem Stand einer Reihe von Beschränkungen. Unter Berücksichti-
gung der hier zugrundeliegenden Fragestellung können wesentliche Defizite der bekannten 
Verfahren identifiziert werden: 
 Beschränkung auf eine Optimierung von pvsc und uDC, bei Vernachlässigung von 
uAC/qvsc  
 Gemeinsame Optimierung aller Umrichter, keine Beschränkung der Freiheitsgrade 
auf ausgewählte Umrichter 
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In den folgenden Abschnitten werden die identifizierten Defizite durch den Entwurf ge-
eigneter Zielfunktionen für den C-SCOPF als Teil des HGÜ-RAS adressiert. 
a) Optimierung der Blindleistung 
Die lokale Bereitstellung von Blindleistung stellt aufgrund deren Anteil an Leistungsflüs-
sen und Betriebsmittelauslastungen zusätzlich zur Wirkleistungseinsatzoptimierung einen 
wesentlichen Freiheitsgrad im Netzbetrieb dar. Dieser wird auch bereits bei gemischten 
AC-HGÜ-Systeme in ersten Ansätzen zur Optimierung betrachtet. Allerdings zielen diese 
auf eine Erhöhung der Spannungsstabilität, anstelle der in dieser Arbeit geforderten Besei-
tigung von Engpässen ab [167–169]. 
Im Rahmen dieser Arbeit wird vorgeschlagen, bestehende C-SCOPF-Ansätze um die 
Blindleistungsoptimierung zu ergänzen. Eine kombinierte Betrachtung von Wirk- und 
Blindleistungsoptimierung ermöglicht das Beheben von Verletzungen von Spannungsbän-
dern oder Grenzen der Blindleistungsbereitstellung. Zusätzlich können ggf. Blindleis-
tungstransite reduziert werden und so bei gleicher Wirksamkeit der kurativen Maßnahmen 
die Abweichung der Wirkleistung vom stationären Arbeitspunkt der Umrichter minimiert 
werden. 
Durch die Erweiterung des Optimierungsansatzes steigt die Komplexität des Optimie-
rungsproblems. Der Zustandsvektor (Gleichung (3.20)) wird um die Blindleistungsarbeits-
punkte (qVSC,kur , Gleichung (3.21a)) bzw. die AC-Sollspannung an den Umrichtern 
(uAC,VSC,kur , Gleichung (3.21a)) erweitert. Die Unterscheidung zwischen Optimierung des 
Blindleistungs-APs (3.20a) oder AC-Sollspannung (3.20b) ist optional, beeinflusst aller-
dings die Umsetzung des OPF-Algorithmus und wird deshalb in Abschnitt 3.4.3 aufgegrif-
fen. 
Vorher 
VSC,kur DC,kurx p u   
c c c  (3.20)  
Nachher a) 
VSC,kur VSC,kur DC,kurx p q u   
c c c c  (3.21a) 
Nachher b) 
VSC,kur AC,VSC,kur DC,kurx p u u   
c c c c  (3.20b) 
b) Selektive Optimierung: Berücksichtigung der lokalen Identifikation 
Die lokale Identifikation kritischer Events unterliegt bestimmten Grenzen, da nicht jedes 
Event durch alle Umrichter klar identifiziert werden kann. Entsprechend des HGÜ-RAS 
ist die beschriebene Beschränkung der Umrichter mit lokaler Identifikation im Rahmen 
der Vorberechnung der jeweiligen kurativen Maßnahmen zu berücksichtigen. Die Opti-
mierung umfasst dann im Falle c nicht mehr alle Umrichter, sondern nur noch jene mit 
einer sichergestellten lokalen Identifikation ( ident
cVSC ). Die übrigen Umrichter (ohne si-
chergestellte lokale Identifikation, stat
cVSC ) sollen ihre Wirk- und Blindleistungsarbeits-
punkte einhalten, um Wechselwirkungen mit den kurativen Maßnahmen zu vermeiden. 
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Der Zustandsvektor der Optimierung ergibt sich durch diese geforderte Beschränkung und 
unter Berücksichtigung der Annahmen aus Punkt a) zu Gleichung (3.22a) bzw. Gleichung 
(3.22b). 
VSC,kur, VSC,kur, DC,kur, ident ident stat
;x p q u      
 m m n
c c c c c c cm VSC n VSC VSC  (3.22a)  
VSC,kur, AC,VSC,kur, DC,kur, ident ident stat
;x p u u      
 m m n
c c c c c c cm VSC n VSC VSC  (3.21b) 
Während die Wirk- und Blindleistungsarbeitspunkte aktiv auf die Menge ident
cVSC be-
schränkt werden kann, ist dies für die Arbeitspunkte der DC-Spannung nicht möglich, da 
das gesamte Spannungsprofil des HGÜ-Systems zur Sicherstellung konvergierender und 
zulässiger Leistungsflüsse, sowie der DC-Leistungsbilanz entsprechend Gleichung (3.10) 
zu betrachten ist. Somit umfasst 
DC,kur,
u
n
c  weiterhin alle HGÜ-Umrichter ( ident stat
c cVSC VSC ). 
Die Einteilung der Umrichter in die Mengen ident
cVSC und stat
cVSC erfolgt für jeden Fehlerfall 
c getrennt und vor der eigentlichen C-SCOPF-Berechnung. Ein geeignetes Verfahren zur 
robusten Bestimmung der Mengen wird in Abschnitt 3.3.3 beschrieben. 
c) Zielfunktion 1 & 2: Steuerung der Wirk- und Blindleistung 
Kurative Arbeitspunktanpassungen der Umrichter haben einen Einfluss auf den Verbund-
betrieb (vgl. Abschnitt 3.4.4) und auf das dynamische AC-Systemverhalten (siehe Ab-
schnitt 3.5). Während der C-SCOPF-Berechnung, soll die erforderliche Abweichung von 
aktuellen Arbeitspunkten durch kurative Maßnahmen minimiert werden. Die entspre-
chende mathematische Formulierung zeigen Gleichungen (3.23) und (3.24). 
VSC, kur,1 VSC, ident
( , )x u     m
c c c c c
m
m
f p p m VSC  (3.23)  
VSC, kur,2 VSC, ident
( , )x u     m
c c c c c
m
m
f q q m VSC  (3.24) 
Die Beurteilung von Wirk- und Blindleistungsänderungen erfolgt getrennt, um diese im 
Anschluss auch unterschiedlich gewichten zu können. Eine Anpassung der Blindleistung 
wird in dieser Arbeit gegenüber der Wirkleistung präferiert, da diese einerseits einen sehr 
beschränkten Einfluss auf die Wirkleistungsbilanz der einzelnen Regelzonen hat und an-
dererseits keine Änderung der DC-Spannung bzw. keine veränderten DC-Leistungsflüsse 
bedingt. 
d) Zielfunktion 3: Optimierung der DC-Spannung 
Die Optimierung der DC-Spannung im Rahmen des HGÜ-RAS hängt stark mit der Vor-
gehensweise zur lokalen Aktivierung der kurativen Arbeitspunktanpassungen zusammen. 
In Abschnitt 3.5.2 werden zunächst unterschiedliche Varianten verglichen. Die dabei aus-
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gewählte Variante ermöglicht eine Anpassung der Wirkleistungsarbeitspunkte, ohne di-
rekte Berücksichtigung der Arbeitspunkte der DC-Spannungsregelung an den betroffenen 
Umrichtern. Stattdessen sieht das HGÜ-RAS vor, nach Abschluss der Ausführung der ku-
rativen Wirk- und Blindleistungsanpassungen, die DC-Sollspannungen an allen Umrich-
tern des HGÜ-Systems entsprechend der erfolgten Wirkleistungskorrektur zu korrigieren. 
Aus diesem Grund wird die DC-Spannung weiterhin als Freiheitsgrad in der C-SCOPF-
Berechnung für alle Umrichter berücksichtigt. Die dafür eingesetzte Zielfunktion orientiert 
sich dabei an bestehenden Optimierungsverfahren (u. a. [170–172]). 
So definiert Renner in [172] zusätzlich zu dem Band der zulässigen DC-Spannungen 
(uDC,min, uDC,max) ein Band für die Betriebsspannung (uDC,operation_min, uDC,operation_max). 
Dadurch lässt sich auch bei schwankenden DC-Spannungen ein stabiler und zulässiger Be-
trieb sicherstellen. Die Zielfunktion nach Gleichung (3.25) sorgt für eine Maximierung der 
DC-Spannungen an den einzelnen Umrichter zur Reduzierung der Übertragungsverluste 
unter Einhaltung des Spannungsbandes durch die Nebenbedingungen. 
3 DC,operation_max, DC,kur, ident stat( , )x u     c c c c c cm m
m
f u u m VSC VSC  (3.25)  
3.4.3 Umsetzung des C-SCOPF für HGÜ-RAS 
Mit dem zuvor formulierten C-SCOPF-Problem als Komponente des HGÜ-RAS ergibt 
sich die in Abb. 3.18 gezeigte Struktur. Die Umsetzung erfolgt mittels Differential Evolu-
tion, als Familienmitglied der Artificial Intelligence Methoden. Dieses Verfahren wurde 
durch den Autor in [173] als zur Lösung der dargestellten Problemstellung geeignet iden-
tifiziert. Eine ausführliche Beschreibung der Auswahl erfolgt in Anhang A.2. Das Verfah-
ren erlaubt den Einsatz mehrerer Teilzielfunktionen sowie die Berücksichtigung nichtline-
arer Problemstellungen. 
 
Abb. 3.18: Eingangs- und Ausgangsgrößen bei der Berechnung kurativer Arbeitspunkte 
unter zusätzlicher Berücksichtigung der lokalen Identifikation 
Der Optimierungsvektor setzt sich aus den kurativen Arbeitspunkten der Wirk- und Blind-
leistung an den Umrichtern mit sichergestellter Identifikation ( ident
cVSC ) sowie der DC-
Sollspannung für alle Umrichter ( ident stat
c cVSC VSC ) zusammen (siehe Gleichung (3.26)). 
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So wird der in Abschnitt 3.3.3 vorgestellte Ansatz zur Evaluierung der lokalen Identifika-
tion berücksichtigt und in die C-SCOPF Berechnung integriert.  
VSC,kur,
VSC,kur, , ident ident stat
DC,kur,
, ;
p
x q
u
 
 
      
 
 
c
m
c c c c c
m
c
n
m VSC n VSC VSC  (3.26)  
Der Einsatz der Differential Evolution erlaubt den Einsatz einer Newton-Raphson-Leis-
tungsflussberechnung (NRLFB) zur Bestimmung der AC-Leistungsflüsse. Für den Betrieb 
der Synchronmaschinen wird von einer AC-Spannungsregelung an den jeweiligen Knoten 
ausgegangen. Somit werden diese als PU-Knoten abgebildet. Für die Umrichter wird da-
gegen von einer konstanten Bereitstellung der vorgegebenen Blindleistung ausgegangen. 
Es erfolgt eine Abbildung als PQ-Knoten im Rahmen der NRLFB (siehe auch [167–169])  
Die zu berücksichtigenden Nebenbedingungen ergeben sich demnach zu Gleichung (3.27) 
- Gleichung (3.34). Die Leistungsbilanzen der AC-Knoten sind automatisch durch die 
NRLFB sichergestellt und müssen somit nicht mehr gesondert überprüft werden. 
DC
VSC, VSC,loss, DC, DC, DC, DC,
1
0 ( )

   
n
i i i ij i j
j
p p u Y u u  (3.27)  
VSC,min VSC,kur VSC,maxp p p 
c
 (3.28) 
VSC,min VSC,kur VSC,maxq q q 
c
 (3.29) 
Gen Gen,min Gen Gen Gen,max* *q q q  
c
 (3.30) 
AC,min AC AC,maxu u u 
c
 (3.31) 
DC,min DC,kur DC,maxu u u 
c
 (3.32) 
DC,operation_min DC,kur DC,operation_maxu u u 
c
 (3.33) 
AC line AC,max*
ci i  (3.34) 
DC line DC,max*
ci i  (3.35) 
Die Nebenbedingung nach Gleichung (3.32) geht auf [172] zurück und ermöglicht eine 
zusätzliche Einschränkung des zulässigen DC-Spannungsbandes in einem stationären Ar-
beitsbereich (vgl. Abschnitt 3.4.2 d)). Die eingeführten Faktoren ηGen (Gleichung (3.30)) 
sowie ηline (Gleichung (3.34) und (3.35)) ermöglichen eine Berücksichtigung von Sicher-
heitsabständen zur zulässigen Betriebsmittelauslastung bei der Bestimmung kurativer 
Maßnahmen. Die drei vorgestellten Teil-Zielfunktionen werden gewichtet addiert. Die re-
sultierende Zielfunktion ist Gleichung (3.36). 
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1 1 2 2 3 3
Anpassung(Wirkleistung) Anpassung(Blindleistung) Optimierung(DC-Spannung)
( , ) ( , ) ( , ) ( , )x u x u x u x u  c c c c c c c cF a f a f a f  
(3.36) 
3.4.4 Regelzonenübergreifende Koordination der C-SCOPF-Berechnung 
Ein vermaschtes europäisches HGÜ-Netz wird mehrere ÜNBs und deren Regelzonen 
überspannen. Dabei ist gegenwärtig noch unklar, wie eine Koordination der Umrichterar-
beitspunkte unter Abstimmung der einzelnen ÜNBs erfolgen wird. Mögliche Ansätze wer-
den dabei u. a. in [67, 174] vorgestellt und diskutiert. Abb. 3.19 beschreibt einen grund-
sätzlichen Ansatz zur Bestimmung kurativer Arbeitspunkte bei mehreren ÜNB. 
 
Abb. 3.19: Möglicher Austausch der ÜNB während der C-SCOPF-Berechnung [67] 
Die im Rahmen dieses Ansatzes vorgesehene Vorberechnung der kurativen Arbeitspunkte 
als Teil der Netzbetriebsführung erlaubt eine derartige Erweiterung zur Abstimmung meh-
rerer ÜNBs. Dabei können auch Regional Security Coordination Innitiatives (RSCI, [28]), 
darunter CORESO und TSC eine maßgebliche Rolle spielen. Diese übernehmen nach [48] 
bereits heute koordinative Tätigkeiten in der präventiven Engpassbeseitigung zwischen 
mehreren ÜNBs. Je nach Contingency Event kann die Beteiligung der Umrichter auf zwei 
unterschiedliche oder sogar nur einen ÜNB beschränkt werden, um den Koordinationsauf-
wand zu reduzieren. Die Gliederung des HGÜ-RAS lässt für die periodisch erfolgende 
Berechnung kurativer Arbeitspunkte im Rahmen der Netzbetriebsplanung genug Zeit für 
eine Koordination nach einer der im Abschnitt aufgeführten Vorgehensweisen. Nähere Be-
trachtungen dazu finden im Rahmen diese Arbeit nicht statt. 
3.5 Aktivierung kurativer Arbeitspunkte im HGÜ-RAS 
Nachdem der Eintritt eines kritischen Events lokal identifiziert wurde, folgt eine Aktivie-
rung der zugeordneten kurativen Maßnahme durch die einzelnen Umrichter. Diese setzt 
sich zunächst aus Änderungen der Wirk- und Blindleistung zusammen. Ein Anpassen der 
Überprüfung durch 
einzelne ÜNB
 
Kommunizieren der 
Ergebnisse
C-SCOPF 
Berechnung
  Kurative AP
 
 
Inter-ÜNB 
Abstimmung
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Erweitern der 
Nebenbedingungen
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Wirkleistungsarbeitspunkte in vermaschten HGÜ-Netzen erfordert zusätzlich eine Berück-
sichtigung des Arbeitspunktes der DC-Spannungsregelung. Die vorberechneten kurativen 
Arbeitspunkte führen zu den durch Gleichung (3.37)-(3.39) beschriebenen absoluten Än-
derungen, die im weiteren Verlauf des Abschnitts verwendet werden. 
Abb. 3.20 weist die entsprechende HGÜ-RAS Komponente Aktivierung kurativer Ar-
beitspunkte als lokale Instanz innerhalb der Stationsleitebene der einzelnen Umrichter aus. 
Anhand des Ergebnisses der lokalen Identifikation (Event-ID) durch die Komponente 
Identifikation des Systemzustandes wird bei erfolgreicher Identifikation eines kritischen 
Events die zugehörige Anpassung aus der Liste kurativer Arbeitspunkte ausgewählt. Diese 
Liste wird durch die Komponente Berechnung kurativer Arbeitspunkte lokal bereitgestellt. 
 
Abb. 3.20: Lokale Aktivierung der AP-Anpassungen entsprechend des identifizierten 
Events durch Komponente Aktivierung Kurativer AP innerhalb des HGÜ-RAS 
Wie Abb. 3.20 zeigt, werden die kurativen Arbeitspunkte zur Gewährleistung des lokalen 
Ansatzes an die Umrichter und deren lokale Umrichter-Regelung weitergegeben. Deren 
Struktur wurde bereits in Abb. 3.2 dargestellt. Eine detaillierte Beschreibung sowie der 
Entwurf einer Schnittstelle erfolgen in Abschnitt 3.5.2.  
Eine zentrale Anforderung an das HGÜ-RAS ist eine Wahrung der Stabilität von AC- und 
HGÜ-System bei der Ausführung kurativer Maßnahmen. Dabei spielen die Leistungsgra-
dienten der Arbeitspunktanpassungen eine zentrale Rolle. Weiterhin führt der lokale An-
satz zu einer Aktivierung der kurativen AP durch die individuellen Umrichter, ohne dass 
eine Koordination mit den anderen beteiligten Umrichtern stattfindet. Dies kann unter Um-
ständen zu einer zeitversetzten Aktivierung führen, deren Auswirkungen auf die Stabilität 
zu berücksichtigen sind. Aufbauend auf den beschriebenen Aspekten gliedert sich Ab-
schnitt 3.5 in folgende drei Schritte: 
 
lokal
zentral
Berechnung 
kurativer AP
Aktivierung 
kurativer AP
 
Netzsicherheitsrechnung
 
Identifikation des 
Systemzustandes
 
 
Lokaler Abgleich
Liste kurativer AP
kur VSC,kur VSC,ref,0    
c c cp p p  (3.37)  
kur VSC,kur VSC,ref,0    
c c cq q q  (3.38) 
DC,kur DC,kur DC,ref,0    
c c cu u u  (3.39) 
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 Untersuchung des Einflusses der Arbeitspunktanpassung auf Systemstabilität zur 
Auswahl eines zulässigen Leistungsgradienten. Dies wird in der bestehenden Lite-
ratur nicht explizit adressiert ( Abschnitt 3.5.1). 
 Entwicklung einer geeigneten Schnittstelle zur lokalen Umrichter-Regelung unter 
Berücksichtigung deren bestehender Struktur. Dabei kann auf grundlegende An-
sätze der Literatur zurückgegriffen werden ( Abschnitt 3.5.2).  
 Überprüfung der Zulässigkeit einer zeitlich nicht-synchronisierten Aktivierung der 
kurativen Maßnahmen an den individuellen Umrichtern ( Abschnitt 3.5.3). 
3.5.1 Leistungsgradient und Einfluss auf AC-Stabilität 
Der Übergang zwischen bestehenden und kurativen Arbeitspunkten kann durch eine 
Trajektorie im Zustandsraum (Abb. 3.21) beschrieben werden. Vereinfachend wird in die-
ser Arbeit eine Einhaltung der Stabilitätsgrenzen durch Simulationen im Zeitbereich über-
prüft. Zusätzlich werden grundlegende Anforderungen zur Aktivierung formuliert. Eine 
detaillierte Beschreibung des Übergangsverhaltens im Zustandsraum wird dagegen nicht 
durchgeführt. 
 
Abb. 3.21: Beispiel für eine Übergangstrajektorie zwischen stationärem (2) und kurati-
vem Arbeitspunkt (3) unter a) Einhaltung und b) Verletzung der Stabilitäts-
grenze 
Theoretisch ist eine Anpassung der Umrichter-Arbeitspunkte (Wirk- und Blindleistung) 
innerhalb einer Periode (20 ms) möglich. Eine derartige Änderung entspricht hohen Leis-
tungsgradienten und bedingt signifikante und abrupte Änderung der AC-Leistungsflüsse. 
Die Leistungsflüsse innerhalb des HGÜ-Systems werden ebenfalls verändert, was eine Än-
derung der DC-Spannungen bedingt und somit zur Aktivierung der DC-Spannungsrege-
lung führt. Mit Blick auf die Aktivierung kurativer Maßnahmen ist zusätzlich zu beachten, 
dass das AC-System bereits durch den Betriebsmittelausfall angeregt wurde und es somit 
schneller zu Stabilitätsproblemen kommen kann. 
Bisherige Betrachtungen von Wechselwirkung zwischen AC- und HGÜ-System bleiben 
weitestgehend auf die Kleinsignalstabilität beschränkt (u. a. [175]). Der Einfluss auf die 
transiente Stabilität beim Wechsel von Umrichter-Arbeitspunkten wurde dagegen in der 
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Literatur noch nicht explizit betrachtet. So beschränkt sich beispielsweise [176] auf tem-
poräre Abschaltungen der HGÜ-Umrichter bzw. Kurzunterbrechungen und deren Auswir-
kungen auf die Frequenzstabilität. Aufbauend auf den einschlägigen Literatur (z. B. [54, 
177]) lassen schnelle Leistungsänderungen an verschiedenen Stellen im AC-System eine 
Anregung bestehender Schwingungsmoden erwarten. Dies kann ausgeprägte Schwingun-
gen zwischen einzelnen kohärenten Generatorgruppen bedingen, die bis zum Außertritt-
fallen einzelner Maschinen oder einem Systemsplit führen können.  
Die beschriebenen Effekte weisen Abhängigkeiten von den gewählten Arbeitspunkten, der 
Netztopologie sowie der individuellen Regler-Parametrierung ab. Die Untersuchung erfor-
dert somit die Durchführung von Zeitreihensimulationen und ist als Fallsensitiv. Derartige 
Untersuchungen erfolgen in Abschnitt 5.3.1 als Teil der numerischen Fallstudien. Die zent-
ralen Ergebnisse werden an dieser Stelle ausgewertet, mit dem Ziel, einen für das betrach-
tete AC-HGÜ-System und die Zielstellung des HGÜ-RAS geeigneten und zulässigen Leis-
tungsgradienten zu identifizieren. Die Untersuchung beschränkt sich auf kurative Anpas-
sungen der Wirkleistung (Δpkur). Dabei wird zwischen den folgenden drei Gradienten un-
terschieden:  
 Gradient 1: 100 GW/s 
 Gradient 2: 10 GW/s 
 Gradient 3: 2 GW/s 
Die durchgeführten Zeitreihensimulationen haben zunächst den Einfluss der Wirkleis-
tungsgradienten auf die Rotorwinkelstabilität bestätigt. Je höher der Leistungsgradient ge-
wählt wird, desto ausgeprägter fällt die Anregung des AC-Systems aus. Im Rahmen der 
ausgeführten Untersuchungen tritt keine Verletzung der AC-Stabilität auf. Allerdings stellt 
das eingesetzte Benchmarknetz auch ein stark gedämpftes System mit einer homogenen 
Verteilung der Synchronmaschinen und kurzen Leitungslängen zwischen den Generator-
gruppen dar. Aufbauend auf den Untersuchungen in Abschnitt 5.3.1 wird im weiteren Ver-
lauf der Arbeit Gradient 3 (2 GW/s) zur kurativen Anpassung der Umrichter-Arbeitspunkte 
eingesetzt. Dieser verhindert eine zusätzliche Systemanregung und stellt gleichzeitig eine 
ausreichende Geschwindigkeit für die beabsichtigte Widerherstellung eingehaltener Ope-
rational Security Limits sicher. 
Die durchgeführten Betrachtungen sind nicht als allgemeiner Stabilitätsnachweis anzuse-
hen. Stattdessen ist für einen späteren Einsatz des HGÜ-RAS eine Evaluierung der kurati-
ven Maßnahmen durch Zeitreihensimulationen für das jeweilige System in Abhängigkeit 
der Arbeitspunkte durchzuführen. Dies kann perspektivisch mit dem Einsatz eines DSA 
im Rahmen der Netzbetriebsplanung erfolgen. Die DC-Stabilität spielt bei der Auswahl 
des Leistungsgradienten dagegen keine Rolle, da die AC-Stabilität den begrenzenden Fak-
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tor darstellt. Dies ist darauf zurückzuführen, dass die innere Regelung der HGÜ-Umrich-
ter, und somit auch die DC-Spannungsregelung, hinsichtlich ihrer Zeitkonstanten die Dy-
namik des AC-Systems übersteigt. 
3.5.2 Schnittstelle zur lokalen Umrichter-Regelung 
Die lokale Aktivierung der kurativen Arbeitspunkte erfolgt an den einzelnen HGÜ-Um-
richtern ohne Interaktion mit der Netzleitebene und schließt somit eine Umrichter-über-
greifende Koordination während der Aktivierung aus. Stattdessen ist die bestehende Struk-
tur der lokalen Umrichter-Regelung (vgl. Abb. 3.22) zu berücksichtigen. Diese gliedert 
sich in drei wesentliche Instanzen (vgl. u. a. [61, 125, 178]). Eine ähnliche Darstellung 
erfolgte bereits in Abb. 3.2.  
 
Abb. 3.22: Zentrale und lokale Anpassung von Umrichter-Arbeitspunkten nach aktuellem 
Stand der Forschung (u. a. [61, 125, 178]) 
Zentral vorgegebene Sollwerte (pVSC,ref,0, qVSC,ref,0, uDC,ref,0) können entsprechend Abb. 3.22 
durch autonome lokale Regler angepasst werden. So kann beispielsweise der Blindleis-
tungsarbeitspunkt durch eine AC-Spannungsregelung bestimmt werden. Die resultieren-
den Sollwerte (qVSC,ref) werden direkt an die Umrichter-nahe Regelung zur Steuerung der 
Umrichter-Ventile zur Einstellung der erforderlichen AC-Ströme weitergegeben. 
Zwischen den Arbeitspunkten der Wirkleistung und DC-Spannung besteht ein direkter Zu-
sammenhang. Die zur Wahrung der DC-seitigen Systemstabilität erforderliche DC-Span-
nungsregelung wird im Kontext der lokalen Umrichter-Regelung als Primärregelung be-
zeichnet. Sie stellt die letzte Instanz vor der Umrichter-nahen Regelung dar. Eine Anpas-
sung von pVSC,ref,0 hat somit immer unter Berücksichtigung der in Abb. 3.22 gezeigten 
Struktur zu erfolgen. Mögliche Lösungsvorschläge werden in diesem Abschnitt erarbeitet. 
 
 
t~us ~ms ~50ms ~sec ~5sec
uDC,ref,0
pVSC,ref,0
z.B. AC-
Spannung
Tertiärregelung
Zentrale 
Regelung HGÜ-
System
DC-
Spannung
Primärregelung
Sekundärregelung
Autonome lokale 
Regler
zentral
lokal
Umrichter-nahe Regelung
Innere und 
äußere 
Regler 
 
qVSC,ref,0
pVSC,ref
Ventil-
steuerung
qVSC,ref
Lokale Umrichter-Regelung
HGÜ-RAS
3 Methodenentwurf HGÜ-RAS 65 
 
Der Einsatz eines autonomen lokalen Reglers kann dabei die Schnittstelle zum HGÜ-RAS 
bilden (rote Markierung in Abb. 3.22). In den folgenden Abschnitten erfolgt eine getrennte 
Betrachtung für Anpassungen der Wirk- und Blindleistungsarbeitspunkte. 
a) Wirkleistung und DC-Spannung 
Der Einsatz einer verteilten und lokalen DC-Spannungsregelung bedingt die direkte Ver-
knüpfung von Wirkleistung und DC-Spannung in vermaschten HGÜ-Systemen. Weicht 
die an den Umrichtern gemessene DC-Spannung (uDC) vom Sollwert (uDC,ref,0) ab, erfolgt 
eine Anpassung der Soll-Wirkleistung (pVSC,ref). Dieser Vorgang wird durch die DC-Span-
nungsregelung bestimmt. Dabei wird der Einsatz einer linearen Droop-Charakteristik als 
State-of-the-Art angesehen. Diese Regelcharakteristik wird in Gleichung (3.40) und Abb. 
3.23 beschrieben. Das Verhalten hängt von der Steigung kDC, uDC,ref,0 und pVSC,ref,0 ab. Abb. 
3.22 zeigt die Gliederung der Regelungsinstanzen der lokalen Umrichter-Regelung ein-
schließlich der DC-Spannungsregelung und Umrichter-nahen Regelung zur Ausführung 
von pVSC,ref. 
VSC,ref VSC,ref 0 DC,ref,0 DC*(  )  DCp p k u u  (3.40)  
 
Abb. 3.23: Lineare Droop-Charakteristik der DC-Spannungsregelung 
Abweichungen vom Sollwert der DC-Spannung treten u. a. durch Änderungen der DC-
Leistungsflüsse oder ein Ungleichgewicht der Energiebilanz im DC-System auf. Das lo-
kale Anpassen der Soll-Wirkleistung der Umrichter verändert die Leistungsflüsse und un-
ter Umständen auch die Energiebilanz durch unterschiedlich schnelle Übergänge der Ar-
beitspunkte. Somit kann die tatsächlich abgegebene Wirkleistung von den Sollwerten in 
Abhängigkeit von der DC-Spannung am jeweiligen Umrichter abweichen. 
Die technische Umsetzung lokaler Anpassung der Wirkleistungsarbeitspunkte stellt im Be-
reich der HGÜ-Netze ein noch wenig erforschtes Themenfeld dar. Deshalb werden im Fol-
genden drei unterschiedliche Varianten vorgestellt und beschrieben. Diese stellen drei 
denkbare Ansätze dar, die sich in der Ausführung gegenüberstehen. Dabei wird sowohl auf 
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pVSC,ref,0
uDC,min uDC,ref,0
pVSC,min
pVSC,max
pVSC,ref
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bestehende Untersuchungen (Variante 1 [179], Variante 3 [180]) zurückgegriffen, als auch 
ein neuer Ansatz (Variante 2) vorgeschlagen. 
 Variante 1: Korrektur der Wirkleistung und DC-Spannung 
Variante 1 verfolgt eine direkte Anpassung der zentral vorgegebenen Sollwerte für 
Wirkleistung pVSC,ref,0 und DC-Sollspannung uDC,ref,0 im Zeitpunkt der Arbeitspunktakti-
vierung um die vorberechneten Werte Δpkur und ΔuDC,kur (vgl. Abb. 3.24 a)). Dies führt zu 
einer direkten Veränderung der Wirkleistung durch die PI-Regler der Umrichter-nahen 
Regelung (vgl. Abschnitt 4.2), als auch zu einer überlagerten Wirkleistungsanpassung 
durch die DC-Spannungsregelung. Die Droop-Charakteristik der DC-Spannungsregelung 
wird durch die neuen Sollwerte ebenfalls verändert. Alle Anpassungen beschränken sich 
auf die Umrichter mit lokaler Identifikation. 
a) 
 
b) 
 
Abb. 3.24: Anpassung der Umrichter-Arbeitspunkte um Δpkur und ΔuDC,kur nach a) Vari-
ante 1 und b) Variante 2  
Das Vorgehen von Variante 1 ist an Ansätze zum Redispatch des HGÜ-Netzes nach Ein-
treten von Störungen angelehnt. Diese sehen allerdings eine zentral koordinierte und 
gleichzeitige Sollwertanpassung für alle Umrichter vor. So vergleichen beispielsweise 
Beerten et al. in [179] mehrere Strategien zur Bestimmung und Aktivierung geeigneter 
Sollwerte. Ähnliche Betrachtungen erfolgen in [181]. 
 Variante 2: Korrektur der Wirkleistung ohne DC-Spannungsregelung  
Ähnlich der Vorgehensweise von Variante 1 sieht Variante 2 an den Umrichtern mit er-
folgreicher Identifikation die Aktivierung vorberechneter kurativer Wirkleistungsänderun-
gen (Δpkur) vor. Gleichzeitig wird die DC-Spannungsregelung an den betroffenen Umrich-
tern deaktiviert (vgl. Abb. 3.24 b)); Diese arbeiten somit temporär im Modus einer kon-
stanten Wirkleistungsabgabe (pVSC,ref,0+Δpkur). Die in Variante 1 beschriebene überlagerte 
Wirkleistungsanpassung durch die DC-Spannungsregelung entfällt. Eine Regelung der 
DC-Spannung erfolgt nur noch durch die Umrichter ohne lokale Identifikation. Sobald der 
Aktivierungsvorgang abgeschlossen und das System eingeschwungen ist, kann die DC-
Spannungsregelung mit angepasster Droop-Charakteristik wieder aktiviert werden. Dieses 
Vorgehen vermeidet eine Beeinflussung von pVSC durch die DC-Spannungsregelung an 
den Umrichtern mit lokaler Identifikation. 
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 Variante 3: Autonomer lokaler Regler (Sekundärregelung) 
Der durch Egea-Alvarez et al. in [180] vorgestellte Ansatz sieht den Einsatz eines zusätz-
lichen lokalen Reglers zur Anpassung des Wirkleistungsarbeitspunktes durch die DC-
Spannungsregelung vor. Diese Variante entspricht damit dem in Abb. 3.22 dargestellten 
Prinzip eines lokalen autonomen Reglers. Die Sollspannung der DC-Spannungsregelung 
(uDC,ref,0) wird angepasst, um den lokal bestimmten Wirkleistungsarbeitspunkt 
(pVSC,ref,0+Δpkur) an den VSCs mit lokaler Identifikation zu erreichen. Dadurch lassen sich 
überlagerte Anpassungen der Wirkleistung durch die DC-Spannungsregelung verhindern. 
Um einen Betrieb außerhalb des zulässigen DC-Spannungsbandes zu vermeiden, wird eine 
entsprechende Begrenzung (uDC,min, uDC,max) vorgesehen. Die Auslegung des neu hinzu-
kommenden PI-Reglers hat so zu erfolgen, dass er ein langsameres Verhalten als die DC-
Spannungsregelung und die Umrichter-nahe Regelung aufweist, um eine gegenseitige Be-
einflussung zu vermeiden. 
 
Abb. 3.25: Anpassung der Umrichter-Arbeitspunkte nach Variante 3 durch autonomen 
lokalen Regler (rot)  
Da die beschriebene Erweiterung an allen Umrichtern des HGÜ-Systems umgesetzt wird, 
bewegt sich die DC-Spannung innerhalb des Spannungsbandes [uDC,min, uDC,max] zunächst 
ungeregelt. Im Anschluss an die lokale Sollwertkorrektur kann eine zentral-koordinierte 
Anpassung der Arbeitspunkte aller Umrichter erfolgen (vgl. [179]). Die Zulässigkeit eines 
derartigen Vorgehens wird in [172] bestätigt. Um die Interaktion zwischen der Primär- und 
Sekundärregelung im Falle HGÜ-seitiger Fehler zu minimieren, wird die zulässige Span-
nungsänderung ΔuDC auf den Bereich [ΔuDC,min, ΔuDC,max] beschränkt. 
 Auswertung und Vergleich 
Die drei vorgestellten Varianten werden in einer einfachen Fallstudie in Abschnitt 5.3.2 
erprobt. Alle drei Varianten werden zur Ausführung eines signifikanten Wechsels der 
Wirkleistungsarbeitspunkte an ausgewählten HGÜ-Umrichtern eingesetzt. Die durchge-
führte dynamische Zeitreihensimulation zeigen zunächst, dass alle drei Ansätze den Über-
gang des Systems in einen neuen stationären Arbeitspunkt gewährleisten. Allerdings treten 
bei Variante 1 und 2 Abweichungen zwischen den lokal vorgegebenen Sollwerten (pVSC,ref) 
und den erreichten Arbeitspunkten (pVSC) auf. Diese sind auf Wechselwirkungen mit der 
DC-Spannungsregelung zurückzuführen. Derartige Abweichungen gefährden die erfolg-
reiche Anwendung der kurativen Maßnahmen, da entweder nicht alle Leitungen genügend 
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entlastet werden, oder ungeplante AC-Leistungsflüsse auftreten, die sowohl zu einem un-
geplanten Regelleistungsaustausch zwischen mehreren Regelzonen oder unzulässigen 
Auslastungen vormals unkritischer Leitungen führen können. Zusätzlich stellt die tempo-
räre Deaktivierung der DC-Spannungsregelung in Variante 2 aus betriebstechnischer Sicht 
ein Risiko dar, weil die DC-Spannungsregelung an mehreren Umrichtern temporär deak-
tiviert wird. 
Variante 3 stellt dagegen ein exaktes Ausführen der kurativen Maßnahmen, bei gleichzei-
tigem Einhalten aller vorgegeben Umrichter-Arbeitspunkte, sicher. Im weiteren Verlauf 
der Arbeit wird diese zur Umsetzung des HGÜ-RAS verwendet. Die resultierende Struktur 
der lokalen Umrichter-Regelung stimmt mit Abb. 3.22 überein. Die Auslegung des auto-
nomen lokalen Reglers erfolgt in Abschnitt 4.2.1. Dessen Einsatz und gewählte Paramet-
rierung stellt gleichzeitig ein Einhalten des als maximal zulässig gewählten Wirkleistungs-
gradienten von 2 GW/s sicher (vgl. Abschnitt 3.5.1). 
b) Blindleistung 
Die Bereitstellung der Blindleistung durch die Umrichter kann entweder nach einer festen 
Vorgabe (qVSC,ref,0) oder in Verbindung mit einer AC-Spannungsregelung (uAC,ref) erfolgen. 
Zur Regelung der AC-Spannung wird aus der am Umrichter gemessenen AC-Spannungs-
differenz (uAC,ref-uAC) eine Korrektur der Blindleistung bestimmt und die resultierende 
Soll-Blindleistung qref an die Umrichter-nahe Regelung weitergegeben (Abb. 3.26 a)). 
Diese Struktur entspricht der im ENTSO-E HVDC NC [47] beschriebenen Vorgehens-
weise, die eine spannungsabhängige Regelung der Umrichter-Blindleistungsarbeitspunkte 
fordert. 
 
 
Abb. 3.26: a) Umsetzung einer lokalen AC-Spannungsregelung nach [47] und b) lokale 
Anpassung der Blindleistung im Rahmen des HGÜ-RAS 
In dieser Arbeit wird auf ein solches Konzept verzichtet. Stattdessen wird von einer Fest-
wertregelung der Blindleistung an den einzelnen Umrichtern ausgegangen. Die kurative 
Anpassung durch das HGÜ-RAS wird, wie Abb. 3.26 b) zeigt, direkt auf die bestehende 
Sollleistung (qVSC,ref,0) beaufschlagt. Die nachfolgenden bestehenden PI-Regler der Um-
richter-nahen Regelung werden in Abschnitt 4.2 beschrieben. Die Anpassungen von Wirk- 
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und Blindleistung nach lokaler Identifikation erfolgen im gleichen Zeitbereich. Es gibt 
keine Wechselwirkungen mit der AC-Spannungsregelung der Synchronmaschinen, da das 
dafür maßgebliche Erregersystem in einem anderen Zeitbereich arbeitet (vgl. Abschnitt 
4.2.1). Analog zur Wirkleistung erfolgt auch für die Blindleistung eine Anstiegsbegren-
zung von 2 Mvar/s durch einen Rate Limiter (siehe Abb. 3.26 b)). 
3.5.3 Zeitversetzte Aktivierung der kurativen AP 
Die beiden Komponenten Identifikation des Systemzustandes und Aktivierung der kurati-
ven Arbeitspunkte stellen lokale Instanzen innerhalb der Stationsleittechnik dar, die keine 
Kommunikation bzw. Synchronisation zwischen den Umrichtern vorsehen. So kann es un-
ter Umständen zu einer zeitversetzten Aktivierung der kurativen Arbeitspunktanpassungen 
kommen. Um eine mögliche Auswirkungen auf das Gesamtsystem und die Ausführung 
des HGÜ-RAS abschätzen zu können erfolgt eine beispielhafte Betrachtung dieses Effekts.  
Die zur besseren Übersicht in Abschnitt 5.3.3 durchgeführte dynamische Zeitreihensimu-
lation ist als Worst-Case ausgelegt. Dabei zeigt eine um jeweils 25 ms gestaffelte Aktivie-
rung kurativer Arbeitspunktanpassungen keine negative Auswirkung auf die Stabilität des 
AC- und HGÜ-Systems. Die Untersuchung ist dabei allerdings nicht als grundsätzlicher 
Stabilitätsbeweis anzusehen und ist ggf. für andere Netzkonstellationen erneut durchzu-
führen. Dennoch wird die nicht vollständig synchronisierte Ausführung der kurativen Ar-
beitspunkte nicht als beschränkenden Faktor des HGÜ-RAS angesehen. Unterstützt wird 
das Verhalten durch die vorgesehene Anstiegsbegrenzung von Wirk- und Blindleistung. 
3.6 Implementierung des HGÜ-RAS in den Netzbetrieb 
Als Ergänzung zu dem Entwurf des HGÜ-RAS in den vorausgegangenen Abschnitten, 
erfolgt an dieser Stelle eine kurze Ausführung zur Implementierung des HGÜ-RAS in den 
Netzbetrieb. Dazu führt Abb. 3.27 ausgewählte Prozesse des Netzbetriebs einschließlich 
der betroffenen Zeitbereiche auf. Diese können in die Kategorien Vorberechnung und Aus-
führung gegliedert werden. 
Innerhalb der Netzbetriebsplanung erfolgt die Bestimmung der Fehlermuster und kurati-
ven Arbeitspunkte parallel zur Netzsicherheitsrechnung, die ihre Informationen aus den 
Prozessen der Fahrplanerstellung und Betriebsmittelplanung bezieht. Alle Betrachtungen 
weisen eine direkte Abhängigkeit zu den Ergebnissen der Prognose auf, deren Genauigkeit 
mit sinkendem zeitlichem Abstand zum Echtzeitbetrieb (Real Time) steigt. Dies kann 
durch eine zyklische Aktualisierung der Berechnungen berücksichtigt werden. Ein Update 
der eingesetzten Modelle als Prozess innerhalb der Netzbetriebsführung steigert ebenfalls 
die Genauigkeit der Fehlermuster, etc.. Es wird deutlich, dass die gezeigten bestehenden 
Prozesse seitens des HGÜ-RAS durch eine intelligente Integration genutzt werden können. 
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Abb. 3.27: Zeitliche Einordnung des HGÜ-RAS in die Prozesse der Netzbetriebsplanung 
(blau) und Netzbetriebsführung (rot), nach [182] 
Die Ergebnisse der Vorberechnung werden in zyklischen Abständen an die Stationsleit-
ebene übertragen. Das Auslösen des HGÜ-RAS im Echtzeitbetrieb erfolgt in Abhängigkeit 
der Schutzauslösung als Reaktion auf auftretende Events im Rahmen des Engpassmanage-
ments, weshalb eine Koordination mit den übrigen am Engpassmanagement beteiligten 
Prozessen erforderlich ist (vgl. Abb. 3.27). Die Aufarbeitung der den Netzbetrieb betref-
fenden ENTSO-E Regularien (Abschnitt 2.2) hat gezeigt, dass eine Erweiterung der (n-1)-
Sicherheit um kurative Maßnahmen (Remedial Actions) zulässig ist. Abb. 3.28 a) be-
schreibt die Erweiterung des normal state um die Vorbereitungen, die zur erfolgreichen 
Ausführung des HGÜ-RAS erforderlich sind. Diese Ergänzung der Systemsicherheitsbe-
trachtung zu einer erweiterten (n-1)-Sicherheit setzt ein Sicherstellen der Auslösung der 
kurativen Maßnahmen voraus. Nur so lassen sich kaskadierte Ausfälle vermeiden. 
Die erweiterte (n-1)-Sicherheit erfordert innerhalb der Netzbetriebsplanung eine Anpas-
sung der bestehenden Prozesse. Ein möglicher Ansatz wird in Abb. 3.28 b) allgemein für 
kurative Maßnahmen skizziert. In einem iterativen Prozess (k) wird zunächst versucht, ku-
rative Maßnahmen unter Nutzung der zur Verfügung stehenden Freiheitsgrade (z. B. HGÜ-
Systeme) für die im betrachteten Arbeitspunkt bestehenden kritischen Contingencies (nc) 
zu bestimmen. Daraus resultiert eine reduzierte Anzahl verbleibender kritischer Contin-
gencies (n*c), die durch eine Bestimmung präventiver Arbeitspunkte (u.a. Redispatch) ver-
mieden werden müssen. Diese Anpassung des betrachteten Arbeitspunktes kann die bereits 
bestimmten kurativen Arbeitspunkte hinsichtlich ihrer Durchführbarkeit und Effizienz be-
einflussen. Ein Prüfen und evtl. Anpassen dieser ist deshalb erforderlich. Der beschriebene 
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Vorgang ist so lange durchzuführen, bis eine kombinierte (n-1)-Sicherheit gewährleistet 
und ein minimaler Redispatch-Aufwand bestimmt wurde. 
 
Abb. 3.28: a) Erweiterung der bestehenden Netzsicherheit um kurative Maßnahmen b) 
Prinzipielle Anpassung der bestehenden Redispatch-Planung 
Der beschriebene Vorgang stellt ein aufwändiges Optimierungsproblem dar, dessen Lö-
sung noch aussteht und nicht Teil dieser Arbeit ist. Mögliche Einschränkungen der kurati-
ven Maßnahmen nach Abb. 3.28 b) ergeben sich beispielweise aus der in dieser Arbeit 
betrachteten (lokalen) Identifizierbarkeit oder einem priorisierten Einsatz von Freiheits-
graden innerhalb einer Regelzone. Weiterhin wird die Lösbarkeit einer kritischen Contin-
gency durch eine zulässige und eine erforderliche Auslösegeschwindigkeit eingeschränkt. 
Diese ergeben sich aus den zulässigen Leistungsgradienten (zur Wahrung der Systemsta-
bilität) auf der einen und der temporären Überlastfähigkeit der Betriebsmittel bzw. der 
Auslösecharakteristik des Schutzes auf der anderen Seite. 
3.7 Zusammenfassung der Methodenentwicklung 
Um eine schnelle Aktivierung kurativer Arbeitspunktanpassungen durch die Umrichter des 
HGÜ-Overlay-Netzes zur Unterstützung des AC-Übertragungsnetzes nach kritischen Con-
tingencies sicherzustellen, wird in Kapitel 3 eine Erweiterung der Netzbetriebsführung 
vorgestellt. Der resultierende Ansatz wird als HGÜ-RAS bezeichnet und besetzt die 
Schnittstelle zwischen zentraler Netzleitebene und lokaler Stationsleitebene. 
Zur Identifikation der kritischen (Contingency) Events werden lokale Messwerte im online 
Betrieb mit zentral vorberechneten Fehlermustern (CFP) verglichen. Ausgehend von dem 
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aktuellen Stand der Technik, kommt dabei ein vereinfachtes Verfahren der Feature Extrac-
tion zum Einsatz, das in Abschnitt 3.3 beschrieben wird. 
Der Aufbau des HGÜ-RAS sieht im Anschluss an die lokale Identifikation eine lokale 
Aktivierung der Event-bezogenen kurativen Maßnahmen vor. Diese umfassen Anpassun-
gen der Wirk- und Blindleistungsarbeitspunkte. Um eine sichere Ausführung dieser zur 
Wiederherstellung eines zulässigen Systemzustands zu gewährleisten, ist eine geeignete 
Schnittstelle zur lokalen Umrichter-Regelung herzustellen. Ausgehend von den Untersu-
chungen in Abschnitt 3.5 wird für die Anpassung der Wirkleistung ein autonomer lokaler 
PI-Reglers eingesetzt, der Wechselwirkungen mit der DC-Spannungsregelung verhindert. 
Die Anpassung der Blindleistung erfolgt durch eine direkte Änderung der lokalen Soll-
wertvorgabe. Um bei der Aktivierung der kurativen Maßnahmen nicht die Stabilität des 
AC- und HGÜ-Systems zu gefährden, wird – aufbauend auf dynamischen Zeitreihensimu-
lationen – ein geeigneter Gradient von 2 GW/s für den Arbeitspunktübergang aus mehreren 
Alternativen ausgewählt und eingesetzt. 
Die beabsichtigte Beseitigung von Verletzungen der Operational Security Limits des AC-
Systems kann nur durch eine OPF-basierte Berechnung der kurativen Maßnahmen sicher-
gestellt werden. Dieser Vorgang erfolgt analog zur Berechnung der CFP auf Netzleitebene. 
Für die resultierende periodische Berechnung kann in Abschnitt 3.4 zunächst auf beste-
hende C-SCOPF-Ansätze im Kontext hybrider AC-HGÜ-Systeme zurückgegriffen wer-
den. Dabei erfolgt eine Erweiterung um die Blindleistungsarbeitspunkte der Umrichter und 
eine Beschränkung der genutzten Freiheitsgrade auf eine bestimmte Menge der Umrichter. 
Im Rahmen des HGÜ-RAS setzt sich diese Menge aus den Umrichtern zusammen, die eine 
lokale Identifikation der jeweiligen kritischen Events gewährleisten.   
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4 Design der numerischen Fallstudien 
Das in dieser Arbeit vorgeschlagene HGÜ-RAS erschließt das betriebliche Potential eines 
HGÜ-Overlay-Netzes zur Erweiterung des sicheren Betriebsbereichs des bestehenden AC-
Systems. Da ein hybrides AC-HGÜ-System noch nicht existiert, kann das Verfahren nicht 
anhand realer Systemkonfigurationen validiert werden. Um dennoch im Rahmen numeri-
scher Fallstudien einen möglichst umfassenden Nachweis über die Funktionsfähigkeit und 
Leistungsfähigkeit des HGÜ-RAS anzuführen, wird im Folgenden ein AC-HGÜ-Bench-
marknetz vorgestellt. Dazu werden in diesem Kapitel Anforderungen an geeignete Fallstu-
dien zur Evaluierung des HGÜ-RAS definiert. Das AC-HGÜ-Benchmarknetz erlaubt so-
wohl stationäre Betrachtungen (Abschnitt 4.1), als auch dynamische Zeitreihensimulatio-
nen (Abschnitt 4.2). In einem dritten Schritt werden aus dem AC-HGÜ-Benchmarknetz 
Untersuchungsszenarien für weitere Betrachtungen abgeleitet. 
4.1 Stationäre Betrachtungen 
Zur wissenschaftlichen Validierung neuer Betriebsführungsmethoden für Übertragungs-
netze existiert eine Reihe von international anerkannten Benchmarknetzen unterschiedli-
cher Komplexität. Das einzige Benchmarknetz, das HGÜ-Systeme beinhaltet, ist das 
CIGRÉ HVDC Test System [183]. Dieses beschränkt sich allerdings auf ein offshore 
HGÜ-Netz, nicht aber auf ein hybrides AC-HGÜ-Netz. Ein zur Evaluierung des HGÜ-
RAS geeignetes Benchmarknetz existiert somit derzeit nicht. Um diese Lücke zu schlie-
ßen, wurde federführend vom Autor dieser Arbeit ein AC-HGÜ-Benchmarknetz entwor-
fen, mit dem Verfahren der Netzbetriebsführung mit wissenschaftlichen Kriterien evaluiert 
werden können. Das erstmals in [184] vorgestellten AC-HGÜ-Benchmarknetz wird im 
vorliegenden Abschnitt beschrieben. Zuvor erfolgt eine Rekapitulation der grundsätzli-
chen Anforderungen und eine Bewertung bestehender Benchmark-Netze (u. a. nach IEEE, 
CIGRÉ). Grundlegende Eigenschaften des entwickelten Netzes sind: 
 380 kV AC-Transportnetz mit 67 Knoten und 102 AC-Leitungen 
 Vermaschtes 500 kV HGÜ-Netz mit 9 VSC-basierten Umrichtern und 11 DC-Lei-
tungen 
 Ausgeprägter Leistungstransit zwischen drei Regelzonen 
 Auftreten mehrerer kritischer Contingencies 
4.1.1 Anforderungsanalyse 
Um den Einfluss des HGÜ-RAS auf die Systemsicherheit zu überprüfen, ist ein (n-0)-si-
cherer Arbeitspunkt des AC-HGÜ-Benchmarknetz erforderlich. Dies führt zu den folgen-
den Anforderungen: 
 Es treten keine Verletzungen der Operational Security Limits im AC- und HGÜ-
Netz auf. 
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 Die (n-1)-Sicherheit ist verletzt, es existieren verschiedene kritische Contingencies. 
Für das AC-Netz gelten gesondert folgende Anforderungen: 
 Es besteht eine realistische Vermaschung zwischen den einzelnen Knoten. 
 Die AC-Leistungsflusssituation legitimiert den Einsatz von HGÜ-Verbindungen, 
d.h. ohne den Einsatz des HGÜ-Netzes ist ein (n-0)-sicherer Arbeitspunkt nicht 
garantiert. 
An das Modell des dem AC-Netz überlagerte HGÜ-Netz sind folgende Anforderungen zu 
stellen: 
 Das HGÜ-Netz ist vermascht. 
 Das Verhältnis zwischen Anzahl der AC-Knoten und HGÜ-Umrichtern muss einen 
Realitätsbezug wahren. 
4.1.2 Bekannte Benchmarknetze 
Ein frei zugängliches AC-HGÜ-Benchmarknetz, ähnlich der AC Standard-Referenznetze 
(darunter IEEE 14-, 30- , 118-bus Test System [185], IEEE New England Test System 
[186], IEEE Reliability Test System [187], oder CIGRÉ Nordic32 [188]), existiert bisher 
nicht. Das seitens CIGRÉ angebotene HVDC Test System [183] beschreibt ein offshore 
HGÜ-Netz und wird insbesondere zur Untersuchung der Modellierung und Parametrierung 
von HGÜ-Umrichtern eingesetzt (vgl. [189]). Das HGÜ-Netz verbindet zwei asynchrone 
AC-Netze und erlaubt somit keine Betrachtung eines HGÜ-Overlay-Netzes. 
In diesem Abschnitt werden bestehende wissenschaftliche Veröffentlichung mit Fokus auf 
den Betrieb vermaschter und dem AC-Netz überlagerter HGÜ-Netze auf das jeweils ein-
gesetzte Netz untersucht. Zu diesen Veröffentlichungen zählen sowohl Arbeiten im Be-
reich der (SC-)OPF-Berechnung ([158, 161, 164, 165, 171, 190–194]), als auch der DC-
Spannungsregelung [195]. Die genannten Veröffentlichungen greifen alle auf Standard-
AC-Referenznetze zurück. Es folgt eine individuelle Platzierung der Umrichter und An-
passungen der AC-seitigen Last und Erzeugung, um einen geeigneten Szenario-Rahmen 
für die Evaluation des HGÜ-RAS (Identifikation, C-SCOPF und Aktivierung) zu schaffen. 
Eine Vergleichbarkeit der Ergebnisse ist durch dieses individuelle Vorgehen nicht gewähr-
leistet. Der Vergleich bestehender Benchmarknetze soll anhand typischer Kennzahlen und 
Merkmale erfolgen: 
 Die Kennzahl nnode,AC gibt die Anzahl der AC-Knoten wieder. 
 Eine Netzsicherheitsrechnung erlaubt eine Beurteilung der (n-1)-Sicherheit. 
 Der Vermaschungsgrad wird entsprechend Gleichung (4.1) nach [196] beschrie-
ben. Dabei wird ein Wert von KImeshing,AC > 1 wird als typischer Wert eines Trans-
portnetzes angesehen. 
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branch,AC
meshing,AC
node,AC
n
KI n  (4.1) 
 Gleichung (4.2) gibt ein Maß für die Verteilung der Generatoren (Erzeugungskno-
ten) innerhalb des AC-Systems an. 
branch,AC
dist,gen
node,gen
n
KI n  (4.2) 
 Die Ausprägung von AC-seitigen Wirkleistungstransiten lässt sich entsprechend 
Gleichung (4.3) als Verhältnis zwischen Erzeugung pgen und der summierten Über-
tragungsleistung pij beschreiben. 
powerflow,AC
ij
gen
p
KI
p
 

 (4.3) 
 Die Komplexität des HGÜ-Netzes wird durch die Anzahl der Umrichter nVSC re-
präsentiert. Zusätzlich wird deren Verhältnis zur Anzahl der AC-Knoten entspre-
chend Gleichung (4.4) erfasst. 
VSC
VSC
node,AC
nKI n  (4.4) 
 Der Vermaschungsgrad KImeshing,DC der jeweils eingesetzten HGÜ-Systeme wird 
durch Gleichung (4.5) beschrieben. Werte <1 beschreiben Punkt-zu-Punkt und 
Multiterminal-Verbindungen 
branch,DC
meshing,DC
node,DC
n
KI n  (4.5) 
Eine Bewertung und Gegenüberstellung der in der einschlägigen Fachliteratur häufig zum 
Einsatz kommenden sechs Benchmarknetze findet sich in Tab. 4.1. Die aufgeführten 
Kennzahlen werden im folgenden Abschnitt zur Auslegung des AC-HGÜ-Benchmarknet-
zes herangezogen. 
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Tab. 4.1: Merkmale und Eigenschaften bestehender AC-Referenznetze mit Erweiterun-
gen um HGÜ-Systeme 
Kategorie 
IEEE 14 
bus test 
system 
[185] 
IEEE 30 
bus test 
system 
[185] 
IEEE 39 
bus test 
system 
[186] 
IEEE RTS 
1996 [187] 
IEEE 118 
bus test 
system 
[185] 
NOR-
DIC32 test 
system 
[188] 
nnode,AC 14 30 39 73 118 32 
Limits n. v. verfügbar verfügbar verfügbar n. v. n. v. 
(n-1)-sicher Nein Nein Nein Nein Nein Nein 
KImeshing,AC 1,43 1,58 1,18 1,64 1,58 1,59 
KIdist,gen 2,80 5,00 3,90 2,20 2,20 1,60 
KIpowerflow 4,56 2,15 2,56 2,61 6,13 4,23 
nVSC 4 
3 [190] / 
4 [193] 
3 6 8 3/4 
KIVSC 0,28 0,10/0,13 0,14 0,08 0,02 0,09/0,12 
KImeshing,DC 
1,60 [158, 
161, 164] / 
1,00 [165] 
0,75 / 0,50 0,75 2,00 1,00 1,00/0,75 
Anwen-
dung 
OPF [158]; 
SCOPF 
[161, 164, 
165] 
OPF [190]; 
SCOPF 
[193] 
Voltage 
Droop 
[195] 
OPF [192]; 
SCOPF 
[191] 
SCOPF 
[165] 
OPF [171, 
194] 
4.1.3 AC-HGÜ-Benchmarknetz 
Das vorliegende Benchmarknetz setzt sich aus 67 AC-Knoten, die in drei Regelzonen ge-
gliedert sind, 17 als Synchronmaschinen abgebildeten Erzeugungsknoten und zwei Wind-
parks zusammen (siehe Abb. 4.1). Die Aufteilung in drei Regelzonen erlaubt grundsätzlich 
auch die Untersuchungen des Zusammenspiels mehrerer Regelzonen. Die Verteilung von 
Windparks, Erzeugung und Last bildet charakteristische regionale Unterschiede ab. Insge-
samt kommen 102 AC-Leitungen zum Einsatz (Standardtyp, vgl. Tab. 4.2) Der Verma-
schungsgrad (KImeshing) liegt bei 1,54. 
Tab. 4.2: Daten für 400 kV AC-Freileitung Typ Al/St 240/40 [197] 
R‘ L‘ C‘ Imax 
0,03 Ω/km 41,3 mH/km 13,5 nF/km 3500 A 
Das gewählte Erzeugungs-Last-Profil sorgt für einen ausgeprägten Nord-Süd-Leistungs-
fluss, der zu einer starken Auslastung der AC-Kuppelleitungen zwischen den Regelzonen 
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führt. Der Erzeugung an den jeweiligen Sammelschienen wird vereinfachend durch eine 
Synchronmaschine abgebildet (vgl. Abb. 4.1). Dabei wird ein Arbeitspunkt angenommen, 
der eine Zusammensetzung der Erzeugung aus regenerativer und konventioneller Erzeu-
gung darstellt. Aus dem Erzeugungsmix werden Anlaufzeitkonstanten und Verstärkungen 
der Primärregelung abgeleitet und in Anhang A.3 ergänzend aufgeführt. 
 
Abb. 4.1: AC-Netztopologie des entwickelten AC-HGÜ-Benchmarknetz 
Das HGÜ-Netz setzt sich aus insgesamt neun Umrichtern zusammen und ist in Abb. 4.2  
skizziert. Acht Umrichter sind auf die drei AC-Regelzonen verteilt. VSC9 stellt die Ver-
bindung zu einem offshore Windpark her. Die für alle Umrichter geltenden thermischen 
Grenzwerte werden in Tab. 4.3 aufgeführt. 
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Tab. 4.3: Betriebsgrenzen der installierten Umrichter 
Pmin Pmax Qmin Qmax Smin Smax 
-2300 MW 2300 MW -900 Mvar 900 Mvar -2500 MVA 2500 MVA 
 
Abb. 4.2: HGÜ-Netztopologie des AC-HGÜ-Benchmarknetzes inkl. offshore Windpark 
Das Verhältnis von AC-Knoten zu Umrichtern entspricht mit einem Wert von KIVSC = 0,12 
dem Maximalwert aus Tab. 4.1. Die Umrichter sind monopolar ausgeführt und arbeiten 
mit einer Betriebsspannung von 500 kV. Als Übertragungsmittel werden vereinfacht die 
Daten einer 400 kV Freileitungen eingesetzt (vgl. Tab. 4.4). Mit den 11 HGÜ-Verbindun-
gen ergibt sich ein Vermaschungsgrad des HGÜ-Netzes von KImeshing,DC = 1,38.  
Tab. 4.4: Daten für 400-kV HGÜ-Freileitung [183] 
R‘ L‘ C‘ Imax 
0,011 Ω/km 0,935 mH/km 0,0123 μF/km 3500 A 
Als Ausgangspunkt werden die Umrichterarbeitspunkte so eingestellt, dass ein ausgepräg-
ter Nord-Süd-Leistungsfluss vorhanden ist (KIpowerflow = 3.10) und eine Verletzung von 
Operational Security Limits vermieden wird. Entsprechend der in Abschnitt 4.1.1 definier-
ten Anforderung existieren mehrere kritische Contingencies, die sich aus Ausfällen von 
AC-Leitungen, Umrichtern und Erzeugungsanalgen zusammensetzen. Eine Vorstellung 
dieser erfolgt in Abschnitt 4.3. Die Arbeitspunkte können Anhang A.3 entnommen werden. 
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Die Spannungssollwerte der Erzeugungsknoten und der HGÜ-Umrichter (bzw. deren 
Blindleistungsarbeitspunkte) sind auf ein von Norden nach Süden abfallendes Spannungs-
profil eingestellt und unter einander harmonisiert. Eine Optimierung der Sollspannungen 
und Blindleistungen wurde dagegen nicht durchgeführt, da eine derartige Optimierung der-
zeit nicht standardmäßig durchgeführt wird. Die resultierenden Arbeitspunkte sind eben-
falls in Anhang A.3 aufgeführt. 
4.2 Modelle für dynamische Zeitreihensimulation 
Die in dieser Arbeit durchgeführten dynamischen Zeitreihensimulationen erfolgen in einer 
Phasor-basierten Darstellung. Diese ist ausreichend, um die Rotorwinkelstabilität des AC-
Systems zu untersuchen [54, 141, 177]. Zusätzlich stimmt der betrachtete Zeitbereich mit 
dem Arbeitsbereich der PMUs überein (vgl. [90, 198]). Mögliche Wechselwirkungen zwi-
schen AC- und HGÜ-Netz, die durch die DC-Spannungsregelung der selbstgeführten Um-
richter herbeigeführten werden, können dabei ebenfalls abgebildet werden. Die gewählte 
Modelltiefe ist somit ausreichend für die Evaluierung des gesamten HGÜ-RAS und dessen 
einzelner Komponenten. 
In dem betrachteten Zeitbereich dominieren die Synchronmaschinen und ihre Maschinen-
nahen Regler die Dynamik des AC-Systems. Zur Nachbildung kommt ein Synchronma-
schinen-Modell 4ter Ordnung zum Einsatz (Abschnitt 4.2.1). Entsprechend [141] reicht 
die gewählte Modelltiefe aus, um einen charakteristischen Messgrößenverlauf zu gewähr-
leisten. Zur Abbildung von selbstgeführten Umrichtern im RMS-Bereich (Abschnitt 4.2.2) 
wird in dieser Arbeit ein entsprechendes Standardmodell nach CIGRÉ (Typ 6, [189]) ein-
gesetzt. Dieses stellt eine hinreichend genaue Abbildung der beschriebenen Wechselwir-
kungen zwischen AC- und HGÜ-Netz sicher. Die Modelldynamik wird im gewählten Zeit-
bereich durch die DC-Spannungsregelung bestimmt (u. a. [199, 200]), die in der Konzi-
pierung des HGÜ-RAS einen wesentlichen Punkt darstellt (vgl. Kapitel 3). 
Die kurative Anpassung der Umrichter-Arbeitspunkte schließt die Blindleistungsbereit-
stellung ein. Dafür wird bei den Synchronmaschinen vereinfacht von einer Regelung der 
AC-Spannung entsprechend der Erregungsregelung (vgl. [200]) ausgegangen. Auf eine 
Erweiterung der AC-Spannungsregelung auf die Stufentransformatoren wird verzichtet, da 
diese Vorgänge einem anderen Zeitbereich zugeordnet sind. Für die Regelung der Umrich-
ter wird vereinfacht von einem Betrieb bei konstanten (durch den ÜNB vorgegebenen) 
Blindleistungs-Sollwert ausgegangen. 
Die Untersuchung von Kraftwerken im betrachteten Zeitbereich bedingt eine Abbildung 
der Leistungs-Frequenz-Regelung. In dieser Arbeit wird sowohl eine Primärregelung mit 
individuellen Verstärkungsfaktoren für jedes Kraftwerk, als auch eine Sekundärregelung 
auf Basis des Netzkennlinienverfahrens (vgl. [126]) zwischen den drei Regelzonen berück-
sichtigt. Eine Parametrierung der Sekundärregelung nach Vorgaben der ENTSO-E [28] 
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wird als aufwendig angesehen und erfolgt deshalb nicht. Eine Betrachtung von Wechsel-
wirkungen zwischen Leistungs-Frequenz-Regelung und HGÜ-RAS bleibt gewährleistet. 
Die Untersuchung von Auswirkungen schneller Arbeitspunktanpassungen selbstgeführter 
Umrichtern auf die Stabilität im AC- und HGÜ-System konzentriert sich auf transiente 
Vorgänge und deren Einfluss auf die Rotorwinkelstabilität und DC-Stabilität. Bei ähnli-
chen Untersuchungen in [141, 201] wird das hier eingesetzte Synchronmaschinenmodell 
als ausreichend für die Abbildung elektromechanischer Ausgleichsvorgänge und damit 
verbundener Stabilitätsuntersuchungen erachtet. Das eingesetzte Umrichtermodell erlaubt 
durch die Abbildung der HGÜ-seitigen Kapazitäten eine Betrachtung der DC-Spannungs-
stabilität (siehe Abschnitt 4.2.2). Die Simulationsumgebung erfolgt proprietär nach [141, 
202] auf Basis von Matlab/Simulink.  
4.2.1 AC-Dynamik: Synchronmaschine 4ter Ordnung 
Zur Abbildung der Synchronmaschine in den durchgeführten dynamischen Simulationen 
kommt das Modell 4ter Ordnung (vgl. [141]) zum Einsatz. Gegenüber Modellen höherer 
Ordnung werden vereinfacht in der d-Achse eine Erreger- sowie eine Dämpferwicklung, 
und in der q-Achse eine Dämpferwicklung abgebildet. Die durch das Modell abgebildeten 
Zustände umfassen δ, ω, e′d, e′q (siehe Abb. 4.3). Diese sind durch Gleichung (4.6)-(4.11) 
beschrieben. 
 
Abb. 4.3: Eingangs-, Ausgangsgrößen und Zustände der Synchronmaschine 4ter Ord-
nung und Maschinen-naher Regler 
0δ ω ω   (4.6) 
m e 0
A
1
ω (τ τ (ω ω ))   D
T
 (4.7) 
q q d d q q,0' ( ' ) ) / '   e e x x i T  (4.8) 
d d q q d fd d,0' ( ' ) ) / '    e e x x i e T  (4.9) 
q a q q d d0 ' '   v r i e x i  (4.10) 
q a q q d d0 ' '   v r i e x i  (4.11) 
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Tabelle 4.5 zeigt die erforderlichen Parameter und deren typische Wertebereiche. Die in 
dieser Arbeit für die einzelnen Synchronmaschinen eingesetzten Parameter können dem 
Anhang A.3 entnommen werden. 
Tab. 4.5: Typische Parameter zur Modellierung der Synchronmaschine nach [54] 
Parameter Beschreibung Wert 
TA Anlaufzeitkonstante 5,0 – 12,0 s 
D Dämpfungskonstante 2 
xd Synchrone Reaktanz d-Achse 1,0 – 2,3 pu 
x‘d Transiente Reaktanz d-Achse 0,15 – 0,4 pu 
xq Synchrone Reaktanz q-Achse 1,0 – 2,0 pu 
x’q Transiente Reaktanz q-Achse 0,3 – 1,0 pu 
T’d,0 Transiente Zeitkonstante d-Achse 3,0 – 10,0 s 
T’q,0 Transiente Zeitkonstante q-Achse 0,5 – 2,0 s 
ra Rotorwiderstand 0,0015 – 0,0050 pu 
Die Drehzahlregelung stellt einen wesentlichen Bestandteil der Regelung der Synchron-
maschine dar. Abb. 4.4 zeigt das eingesetzte vereinfachte Modell. Dieses umfasst auch die 
Primär- und Sekundärregelung. Letztere baut auf dem Verfahren des Area Control Errors 
(ACE, vgl. [126]) auf. Die Dynamik der Turbine und deren Regelung werden nach [141] 
durch einen Drehzahlregler (Speed Governor TG), die Servomotoren (TS1, TS2) und den 
Kessel (TG1, TG2) abgebildet. Dieses Vorgehen stellt, bei gleichzeitiger Berücksichtigung 
der Regelleistungsbereitstellung, eine ausreichende Detaillierung für Untersuchungen 
transienter Vorgänge sicher. 
 
 
 
Abb. 4.4: Abbildung des Turbinenreglers mit Primär- und Sekundärregelung [141] 
Der Automatic Voltage Regulator (AVR) bestimmt die primäre Spannungsregelung der 
Synchronmaschine. Das AVR-Modell berücksichtigt die Regelung der Erregungsspan-
Turbine + RegelungPrimärregelung
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nung efd bzw. des Erregerstroms ifd mit einer Erregerregelung. Zu deren Abbildung exis-
tiert eine Vielzahl standardisierter Modelle mit unterschiedlichem Detaillierungs- und 
Komplexitätsgrad. Eine gute Übersicht wird durch den IEEE Standard 421.5 [200] bereit-
gestellt. In dieser Arbeit basiert die Erregerregelung auf einem vereinfachten Modell, das 
[141] entnommen ist und in Abb. 4.5 gezeigt wird. Das eingesetzte Modell eignet sich nach 
[141] für vereinfachte Stabilitätsbetrachtungen mit Fokus auf die Rotorwinkelstabilität. 
 
Abb. 4.5: Aufbau des eingesetzten vereinfachten AVR [141] 
Auf den Einsatz eines Power System Stabiliser (PSS) wird in dieser Arbeit verzichtet, da 
diese in einem anderen Zeitbereich als das HGÜ-RAS arbeiten. Für zukünftige Erweite-
rungen können gängige PSS Modelle ebenfalls dem IEEE-Standard 421.5 [200] entnom-
men werden. Alle für die gezeigten Regler erforderlichen Parameter sind in Tab. 4.6 auf-
geführt. Diese können zum Großteil der IEEE Recommended Practice zur Abbildung von 
Synchronmaschinen [203] und deren Erregungsregelung [200] entnommen werden.  
Tab. 4.6: Parameter und Wertebereich für Synchronmaschinen-nahe Regler 
Parameter Beschreibung Wert 
TG Zeitkonstante Drehzahlregler 0,1 [141] 
TS1 Zeitkonstante Servomotor 0,0 [141] 
TS2 Zeitkonstante Servomotor 0,45 [141] 
TH1 Zeitkonstante Boiler 0,0 [141] 
TH2 Zeitkonstante Boiler ca. 50,0 [141] 
kPR Verstärkung der Primärregelung 2,0 – 7,0 
kSR Verstärkung der Sekundärregelung 1,0 
α KW-Verstärkung der Sekundärregelung 1,0 
T3 AVR, Lead-Glied 1,0 [200] 
T4 AVR, Lag-Glied 10,0 [200] 
Te AVR, Zeitkonstante Erregerwicklung 0,015 [200] 
Tr AVR, Zeitkonstante Filter 0,02 [200] 
kAC AVR, Verstärkung 200,0 [200] 
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4.2.2 Multilevel Voltage Source Converter 
Die Modellierung von VSC-basierten HGÜ-Systemen wird bereits mehrfach detailliert be-
schrieben (u. a. in [189, 204–206]) und wird deshalb an dieser Stelle nur grundlegend an-
gesprochen. Zur Abbildung der HGÜ-Umrichter kommt das CIGRÉ Modell Typ 6 [189] 
zum Einsatz. AC-seitig wird der Umrichter mittels einer geregelten Spannungsquelle ab-
gebildet (Abb. 4.6). Dabei stellt die Induktivität der Anschlussdrossel das dominierende 
Element des dynamischen Systemverhaltens dar. Etwaige Filtereinrichtungen können ent-
sprechend [204] vernachlässigt werden. DC-seitig speist eine mit der AC-Seite gekoppelte 
Stromquelle das HGÜ-Netz. Die Knotenkapazität (CDC) stellt das dominante Element der 
DC-Dynamik dar. Nach [204] kann die Induktivität der Leitungen vernachlässigt werden. 
Der Wert CDC setzt sich aus den am Knoten angebundenen DC-Verbindungen und der 
eigentlichen Umrichter-Kapazität zusammen. Letztere kann für den Einsatz moderner 
Multilevel-Umrichter vereinfacht zu null angenommen werden [207].  
 
 
Abb. 4.6: Abbildung der AC- und DC-Seite des Umrichters für RMS-Betrachtungen 
Tab. 4.7 führt die zur dynamischen Modellierung des Umrichters eingesetzten Modellpa-
rameter auf. Es erfolgt in dieser Arbeit eine monopolare Darstellung der Umrichter. 
Tab. 4.7: Parameter der Umrichter-Drossel und HGÜ-Leitungen 
Parameter Beschreibung Wert 
LDrossel Induktivität Anschlussdrossel 30 mH 
RDrossel Widerstand Anschlussdrossel 0,242 Ω 
CDC,OHL Kapazitätsbelag 400 kV Freileitung 0,0123 μF/km 
Die vorgegebenen Arbeitspunkte (pVSC,ref,0, qVSC,ref,0) können durch lokale Instanzen beein-
flusst werden. So erfolgt eine lokale Anpassung des Wirkleistungsarbeitspunktes (pVSC,ref) 
in Abhängigkeit zu der gemessenen DC-Spannung im Rahmen der lokalen DC-Span-
nungsregelung. Als Konsequenz der Voruntersuchungen in Abschnitt 3.5.2 wird zusätzlich 
ein autonomer lokaler Regler als Sekundärinstanz der DC-Spannungsregelung vorgesehen. 
Dieser wird als PI-Reglers ausgeführt (siehe Abb. 4.7 a)). 
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Abb. 4.7: Umsetzung der a) Wirk- und b) Blindleistungsregler inklusive Sekundärrege-
lung nach Abschnitt 3.5.2 
Für die Regelung der Blindleistung wird identisch vorgegangen (vgl. Abb. 4.7 b)). Die 
bestehende Festwertregelung empfängt den internen Sollwert qVSC,ref als durch den PI-
Regler angepassten Wert. Somit wird auf eine Regelung der Blindleistung in Abhängigkeit 
von der AC-Spannung (vgl. ENTSO-E HVDC NC [47]) verzichtet. Da der Untersuchungs-
genstand es nicht erfordert, werden weitere lokale Regler, darunter Fault-Ride-Through, 
Anti-Windup, Strombegrenzung, etc. nicht betrachtet. Für eine detaillierte Beschreibung 
wird auf [189] verwiesen. 
Die lokalen Referenzwerte für Wirk- und Blindleistung (pVSC,ref, qVSC,ref) werden durch die 
Umrichter, wie in Abb. 4.8 beschrieben, getrennt in d-q-Koordinaten ausgeregelt. Dabei 
kommen jeweils zwei äußere PI-Regler zur Vorgabe der Stromsollwerte und zwei innere 
PI-Regler zur Stromregelung zum Einsatz. Die Phase-Locked-Loop (PLL) wird als ideal 
erachtet, so dass kein Zeitverzug bzw. keine Veränderung des Signals erfolgt (vgl. [204]). 
 
Abb. 4.8: Regelung und Regelstrecke des Umrichters in d-q-Koordinaten [189] 
Um die geforderte Dynamik der Umrichter abzubilden ist ein Tuning der Regler erforder-
lich. Der Literatur entnommene Standardparameter (Tab. 4.8) weisen ein Ausregelverhal-
ten der äußeren Reglung (pVSC,ref, qVSC,ref) von ungefähr 100 ms auf. Um die in der Anfor-
derungsanalyse in Abschnitt 4.2 beschriebene Ausregelzeit von 20 ms zu erreichen, wurde 
eine eigenständige Parametrierung der inneren und äußeren Regler durchgeführt. Die Pa-
rametrierung erfolgt dabei in einem iterativen Verfahren unter Berücksichtigung der 
Sprungantwort des Systems bei Sollwertsprüngen. 
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Tab. 4.8: Parameter und Wertebereich für Umrichter-nahe Regler 
Parameter Beschreibung [189] [56] eigene 
ki,P I-Anteil Wirkleistung 33,0 50,0 200,0 
kp,P P-Anteil Wirkleistung 0,0 0,5 0,0 
ki,Q I-Anteil Blindleistung 33,0 50,0 200,0 
kp,Q P-Anteil Blindleistung 0,0 0,5 0,0 
ki,id / ki,iq I-Anteil d-/q-Strom 149,0 100,0 300,0 
kp,id / kp,iq P-Anteil d-/q-Strom 0,48 2,0 0,5 
kDC 
Droop DC-Spannungsrege-
lung 
- - 20,0 MW/kV 
ki,psek / ki,qsek I-Anteil des lokalen Reglers 
für Wirk-/Blindleistung 
- - 0,25 kV / MW  
kp,psek / kp,qsek P-Anteil es lokalen Reglers 
für Wirk-/Blindleistung 
- - 0,05 kV / MW 
Die für eine schnellere Sprungantwort erforderlichen Regler-Parameter unterscheiden sich, 
insbesondere im P-Anteil, deutlich von den Standardwerten nach [189]. Da für die verteilte 
DC-Spannungsregelung keine Standardparameter existieren, wird für die Umrichter 
VSC1-VSC8 einheitlich von einem linearen Droop von kDC=20 MW/kV ausgegangen. Der 
offshore Umrichter (VSC9) beteiligt sich dagegen nicht an der DC-Spannungsregelung 
(kDC=0), da vereinfachend von einer konstanten Wirkleistungserzeugung der offshore 
Windparks ausgegangen wird. Für den neu hinzukommenden autonomen lokalen Regler 
auf Wirkleistungsseite (vgl. Abschnitt 3.5.2) existieren keine Standardparameter. Stattdes-
sen schließt sich die Parametrierung, dem Auslegen der Umrichter-nahen Regler an.  
4.3 Untersuchungsszenarien 
In den folgenden Abschnitten werden zur Evaluierung des HGÜ-RAS-Ansatzes Untersu-
chungsszenarien definiert. Die Identifikation kritischer Contingencies erfolgt entsprechend 
der in Abschnitt 3.2 beschriebenen Netzsicherheitsrechnung und umfasst die folgenden 
stationären Kriterien: 
 Für die AC-seitigen Knotenspannungen gilt ein zulässiger Bereich zwischen 
380 kV und 420 kV. 
 Betriebsmittelauslastungen über 100% werden als kritisch definiert. Dies gilt für 
Übertragungselemente, Umrichter und Kraftwerke. 
 Für Umrichter und Kraftwerke erfolgt dabei eine getrennte Betrachtung der Wirk- 
und Blindleistungsgrenzen 
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4.3.1 Base Case 
Der in dieser Arbeit vorrangig betrachtete Base Case greift die in Abschnitt 4.1 beschrie-
bene Topologie des AC-HGÜ-Benchmarknetz auf. Die Arbeitspunkte der Lasten, Erzeu-
ger und Umrichter werden ebenfalls übernommen. Daraus ergeben sich insgesamt 17 kri-
tische Contingencies (Tab. 4.9). Sie umfassen Betriebsmittelausfälle von AC-Leitungen, 
HGÜ-Umrichter und Kraftwerken. Die kritischen Contingencies verursachen thermische 
Überlastungen von AC-Leitungen und Verletzungen von Blindleistungsgrenzen der Gene-
ratoren, daraus resultierende Verletzungen des AC-Spannungsbandes werden ebenfalls 
aufgeführt. Innerhalb des HGÜ-Netzes treten im betrachteten Arbeitspunkt keine kriti-
schen Contingencies auf. 
Tab. 4.9: Liste der kritischen Contingencies im Base Case 
# Betriebsmittel Ort des Ausfalls Folge 
1 AC-Leitung 8 2 zu 12 Überlastung AC-Leitung 5 (2 zu 3) 
2 AC-Leitung 13 4 zu 19 Überlastung AC-Leitung 22 (10 zu 22) 
3 AC-Leitung 26 Kuppelleitung / 13 zu 53 Überlastung AC-Leitung 22 (10 zu 22) 
4 AC-Leitung 41 Kuppelleitung / 22 zu 56 Überlastung AC-Leitung 43 (25-43) 
5 AC-Leitung 42 Kuppelleitung / 24 zu 49 Überlastung AC-Leitung 43 (25-43) 
6 AC-Leitung 43 Kuppelleitung / 25 zu 43 
Überlastung AC-Leitung 42 (24 zu 49) 
Überlastung AC-Leitung 83 (47 zu 59) 
7 AC-Leitung 47 26 zu 40 Überlastung AC-Leitung 57 (32 zu 40) 
8 AC-Leitung 57 32 zu 40 Überlastung AC-Leitung 47 (26 zu 40) 
9 AC-Leitung 83 Kuppelleitung / 47 zu 59 
Überlastung AC-Leitung 43 (25 zu 43) 
Überlastung AC-Leitung 73 (43 zu 44) 
10 AC-Leitung 84 52 zu 53 Überlastung AC-Leitung 22 (10 zu 22) 
11 AC-Leitung 100 62 zu 66 
Überlastung AC-Leitung 22 (10 zu 22) 
Überlastung AC-Leitung 91 (56 zu 58) 
12 Kraftwerk 8 Knoten 33 Überlastung KW9 (Blindleistung) 
13 Kraftwerk 11 Knoten 43 Überlastung AC-Leitung 43 (25 zu 43) 
14 VSC2 Knoten 41 Überlastung AC-Leitung 43 (25 zu 43) 
15 VSC5 Knoten 48 
Überlastung AC-Leitung 43 (25 zu 43) 
Überlastung AC-Leitung 83 (47 zu 59) 
16 VSC7 Knoten 57 Überlastung KW15 (Blindleistung)  
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# Betriebsmittel Ort des Ausfalls Folge 
17 VSC8 Knoten 27 
Überlastung AC-Leitung 43 (25 zu 43) 
Überlastung AC-Leitung 47 (26 zu 40)) 
Überlastung AC-Leitung 83 (47 zu 59) 
Überlastung KW 9 (Blindleistung) 
4.3.2 Sonderfall parallele HGÜ-Verbindungen 
Das vorgestellte HGÜ-RAS lässt sich sowohl durch ein vermaschtes HGÜ-Netz, als auch 
einzelne HGÜ-Verbindungen umsetzen. Um eine Erprobung des HGÜ-RAS für den zwei-
ten Fall zu ermöglichen, wird in diesem Abschnitt ein derartiger Sonderfall als Abwand-
lung des Base Case vorgestellt. Anstelle der vermaschten Netz-Struktur, existieren zwei 
Punkt-zu-Punkt und eine Multiterminal-Verbindung (siehe Abb. 4.9). Dabei entfallen 
VSC4 (RZ1) und VSC9 (offshore).  
 
 
Abb. 4.9: Angepasste Topologie der HGÜ-Verbindungen für Sonderfall parallele HGÜ-
Verbindungen 
Die Arbeitspunkte der Umrichter wurden gegenüber dem Base Case angepasst, um eine 
ausgeglichene Leistungsbilanz der einzelnen HGÜ-Verbindungen zu gewährleisten und 
den in Abschnitt 4.1 definierten Anforderungen einer (n-0)-Sicherheit zu entsprechen. Die 
resultierenden Arbeitspunkte sind in Anhang A.3 aufgeführt. Der vorgestellte Sonderfall 
erlaubt eine Erprobung des HGÜ-RAS für die genannte Netzform hinsichtlich der Identi-
fikation von HGÜ-Verbindungsausfällen und der Bestimmung sowie Aktivierung geeig-
neter Maßnahmen durch die verbleibenden Verbindungen. Ein Verweis auf derzeitige 
HGÜ-Projekte (vgl. Kapitel 1) unterstreicht die Relevanz des beschriebenen Szenarios. 
Die daraus resultierenden kritischen Contingencies werden in Tab. 4.10 aufgeführt. Die 
mit dem Szenario verbundenen Anpassungen der Arbeitspunkte sind in Anhang A.3 auf-
geführt. 
HGÜ-Verbindung 2 HGÜ-Verbindung 3HGÜ-Verbindung 1
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Tab. 4.10: Liste der kritischen Contingencies im Sonderfall parallele HGÜ-Verbindun-
gen 
# Betriebsmittel Ort des Ausfalls Folge 
1 AC-Leitung 42 Kuppelleitung / 24 zu 49 Überlastung AC-Leitung 43 (25-43) 
2 AC-Leitung 43 Kuppelleitung / 25 zu 43 
Überlastung AC-Leitung 42 (24 zu 49) 
Überlastung AC-Leitung 83 (47 zu 59) 
3 AC-Leitung 47 26 zu 40 Überlastung AC-Leitung 57 (32 zu 40) 
4 AC-Leitung 48 27 zu 28 Überlastung KW 9 (Blindleistung) 
5 AC-Leitung 57 32 zu 40 Überlastung AC-Leitung 47 (26 zu 40) 
6 AC-Leitung 73 43 zu 44 Überlastung AC-Leitung 83 (47 zu 59) 
7 AC-Leitung 83 Kuppelleitung / 47 zu 59 
Überlastung AC-Leitung 43 (25 zu 43) 
Überlastung AC-Leitung 73 (43 zu 44) 
Überlastung KW 6 (Blindleistung) 
8 Kraftwerk 8 
Knoten 33 Überlastung AC-Leitung 83 (47 zu 59) 
Überlastung KW 9 (Blindleistung) 
9 Kraftwerk 12 Knoten 50 Überlastung AC-Leitung 83 (47 zu 59) 
10 VSC1 
Ausfall HGÜ-Verb. 1  
Knoten 7 
Überlastung AC-Leitung 42 (24 zu 49) 
Überlastung AC-Leitung 43 (25 zu 43) 
Überlastung AC-Leitung 83 (47 zu 59) 
Überlastung KW 11 (Blindleistung) 
11 VSC2 
Ausfall HGÜ-Verb. 1 
Knoten 40 
Überlastung AC-Leitung 42 (24 zu 49) 
Überlastung AC-Leitung 43 (25 zu 43) 
Überlastung AC-Leitung 83 (47 zu 59) 
Überlastung KW 10, 11 (Blindleistung) 
12 VSC3 Knoten 3 
Überlastung AC-Leitung 22 (10 zu 22) 
Überlastung AC-Leitung 43 (25 zu 43) 
Überlastung AC-Leitung 73 (26 zu 40) 
Überlastung AC-Leitung 83 (47 zu 59) 
Überlastung KW 6, 11, 14 (Blindleis-
tung) 
13 VSC7 
Ausfall HGÜ-Verb. 3 
Knoten 57 
Überlastung KW 15 (Blindleistung) 
14 VSC8 Knoten 27 
Überlastung AC-Leitung 47 (26 zu 40) 
Überlastung KW9 (Blindleistung) 
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5 Numerische Fallstudien 
Im vorliegenden Kapitel werden zunächst die einzelnen Komponenten des HGÜ-RAS mit-
tels detaillierter Betrachtungen evaluiert. Dieses Vorgehen stellt einerseits die spätere Ein-
setzbarkeit im Kontext des HGÜ-RAS sicher, und erlaubt zum anderen eine Aussage über 
bestehende Defizite und zukünftigen Forschungsbedarf. Eine Besonderheit stellt dabei Ab-
schnitt 5.3 dar. Die dort durchgeführten Untersuchungen stehen in direkter Wechselwir-
kung mit der Methodenentwicklung in Kapitel 3. 
Der Validierung der Einzel-Komponenten in den Abschnitten 5.1-5.3 folgt abschließend 
die Erprobung des gesamten HGÜ-RAS. Diese gliedert sich in unterschiedliche Typen kri-
tischer Contingencies, die den Ausfall von Kraftwerken und HGÜ-Umrichter, sowie Ein-
fachausfälle von AC-Übertragungsleitungen umfassen. Die Betrachtungen erfolgen mittels 
dynamischer Zeitreihensimulationen und erlauben eine Analyse des Zusammenspiels der 
einzelnen Komponenten und der resultierenden Entlastung des AC-Systems. 
Eine erfolgreiche Erprobung des HGÜ-RAS stellt einen Machbarkeitsbeweis für den zu-
künftigen Einsatz (teil-)automatisierter kurativer Arbeitspunktanpassungen durch HGÜ-
Systeme dar. Kann der durch lokale Identifikation und Aktivierung restriktiv gestaltete 
Ansatz erfolgreich zur Beseitigung von Netzsicherheitsverletzungen eingesetzt werden, so 
kann auch ein abgewandelter Einsatz der vorgestellten Komponenten zur manuellen oder 
automatisierten Ausführung kurativer Maßnahmen nach (de-)zentraler Event-Identifika-
tion sichergesellt werden. 
Alle Betrachtungen erfolgen anhand des in Kapitel 4 vorgestellten AC-HGÜ-Bench-
marknetzes und der beschriebenen Modellierung der Umrichter und Kraftwerke. Im Vor-
dergrund steht zunächst der vorgestellte Base Case, der ein vermaschtes HGÜ-Netz vor-
sieht. Als Ergänzung kommt das als Sonderfall betitelte Untersuchungsszenario zum Ein-
satz, das den parallelen Verlauf mehrerer HGÜ-Verbindungen anstelle des vermaschten 
HGÜ-Netzes vorsieht. 
5.1 Identifikation des Systemzustandes 
Die Komponente Identifikation des Systemzustandes wird in Abschnitt 3.3 vorgestellt und 
gliedert sich in eine zentrale Vorberechnung von Fehlermustern und einen lokalen Ab-
gleich dieser mit Messwerten im Echtzeitbetrieb. Die Gültigkeit des Vorgehens und der 
Einsatz einer Feature Extraction werden an dieser Stelle durch Fallstudien auf die Zuläs-
sigkeit und Leistungsfähigkeit geprüft. Anforderungen an diese Komponente sind: 
1. Identifikation der kritischen Events durch Umrichter mit Einfluss auf AC-System 
2. Vermeidung von fehlerhaften Identifikationen und der damit verbundenen Aktivie-
rung ungültiger kurativer Maßnahmen 
3. Berücksichtigung von möglichen Modellfehlern 
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Grundsätzlich ist es nicht erforderlich, alle kritischen Events an allen Umrichtern lokal zu 
identifizieren, da nicht alle Umrichter zur erfolgreichen Ausführung einer kurativen Maß-
nahme benötigt werden und die Messwerte nicht an allen Orten die erforderliche Trenn-
schärfe erlauben. Mit dem Gütemaß KPIident wird die Anzahl erfolgreicher lokaler Identi-
fikationen bewertet (Gleichung (5.1)). Dieses beschreibt vereinfacht die Anzahl der erfolg-
reichen Identifikationen nident auf die maximal mögliche Anzahl, entsprechend der Um-
richteranzahl nVSC bei nC kritischen Events. 
ident ident VSC c( * )KPI n n n  (5.1) 
Die Vorgehensweise zur Evaluierung der Komponente wird in Abb. 5.1 gezeigt. Zunächst 
wird die CFP-Datenbank aufbauend auf dynamischen Zeitreihensimulationen aller kriti-
schen Events vorbereitet. Die Evaluierung erfolgt innerhalb der Abschnitte 5.1.1 und 5.1.2. 
Dort wird neben der Identifizierbarkeit der kritischen Events auch die Reaktion der Kom-
ponente Identifikation des Systemzustandes bei Eintreten unbekannter Events evaluiert. 
Die vorgesehene dynamische Abbildung des AC-HGÜ-Benchmarknetzes wird in Ab-
schnitt 4.2 beschrieben. 
 
Abb. 5.1: Ablauf der Evaluierung ohne Parametervariation bzw. mit Parametervariation 
Zur Abbildung der Zeitreihen und zu deren Vergleich wird das in Abschnitt 3.3.1 vorge-
stellte Verfahren zur Feature Extraction eingesetzt. Dieses baut auf einer Gradienten-ba-
sierten Auslösung der Identifikation auf. Zusätzlich werden Tot- und Toleranzbänder be-
rücksichtigt. Tab. 5.1 fasst die zugehörigen Parameter zusammen. Die Parametrierung re-
sultiert aus einem iterativen Prozess mit der Zielstellung, mehrdeutige und insbesondere 
fehlerhafte Identifikationen zu vermeiden. 
Eine detaillierte Evaluierung erfolgt für den Base Case. Für den Sonderfall paralleler 
HGÜ-Verbindungen erfolgt eine Zusammenfassung der Ergebnisse, da diese mit denen 
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des Base Case korrelieren. Die vollständigen Ergebnisse können dem Anhang entnommen 
werden. Die in den folgenden Abschnitten erzielten Ergebnisse werden in Tabellenform 
durch die im Folgenden aufgeführten Kennzahlen für jeden Umrichter aufgeführt: 
0 Keine Detektion des eintretenden Events  
1 Detektion eines Events, ohne erfolgreiche Identifikation 
2 Keine eindeutige Identifikation, stattdessen mehrere mögliche Events 
3 Erfolgreiche und eindeutige Identifikation 
Tab. 5.1: Parametrierung der Methode zur lokalen Identifikation 
Parameter Beschreibung Wert 
ςδ Toleranzband Spannungswinkel 0,05 ° 
ςi Toleranzband Leitungsströme 0,004 kA 
- Totband Spannungswinkel 0,01 ° 
- Totband Leitungsströme 0,001 kA 
Δt Länge Zeitfenster 400 ms 
ε Auslösegradient 10°/s 
5.1.1 Allgemeine Leistungsfähigkeit 
Dieser Abschnitt bewertet zunächst die allgemeine Performanz der lokalen Identifikation 
an den einzelnen Umrichtern im betrachteten Benchmarknetz. Entsprechend der Beschrei-
bung in Abb. 5.1 stimmen das dynamische Modell zur Erzeugung der Datenbank und zur 
Generierung der Messwerte exakt überein. Modellfehler bleiben somit zunächst unberück-
sichtigt. Tab. 5.2 fasst die Ergebnisse zur Identifikation der kritischen Contingencies auf 
Basis der zuvor eingeführten Indikatoren (0-3) zusammen. Im Falle eines Umrichter-Aus-
falls werden die betroffenen Umrichter gesondert markiert (X). 
Insgesamt ergibt sich eine Identifikationsrate (KPIident) von 82,6%. Der Eintritt der be-
trachteten Events kann in den meisten Fällen nicht durch alle Umrichter anhand des Gra-
dienten der Spannungswinkel detektiert werden (0). Tritt eine Detektion auf, so kann in 
den meisten Fällen auch eine korrekte lokale Identifikation erfolgen (3). In wenigen Aus-
nahmefällen ist dies aufgrund mehrdeutiger Identifikationsergebnisse (2, z. B. VSC1, #8) 
nicht möglich. Eine fehlerhafte Identifikation bei Betrachtung der kritischen Contingencies 
tritt nicht auf. 
Die Ergebnisse der Untersuchungen zur Reaktion der Komponente Identifikation des Sys-
temzustandes auf das Eintreten unbekannter Events werden an dieser Stelle nicht durch 
eine Ergebnis-tabelle aufgeführt. Die Untersuchung umfasst 105 Events, darunter 14 
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Kraftwerksausfälle und 91 Leitungsausfälle. In keinem Fall wurde ein Event identifiziert, 
weshalb ein fehlerhaftes Auslösen der Komponente ausgeschlossen werden kann. 
Tab. 5.2: Ergebnisse der lokalen Identifikation im Base Case ohne Modellfehler 
# Typ VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 
1 AC-Ltg 3 3 3 3 0 3 3 0 
2 AC-Ltg 3 3 3 3 3 3 3 3 
3 AC-Ltg 3 0 3 3 0 3 3 0 
4 AC-Ltg 3 3 3 3 3 3 3 3 
5 AC-Ltg 3 3 3 3 3 0 3 3 
6 AC-Ltg 0 3 3 3 3 3 3 3 
7 AC-Ltg 2 3 3 3 3 0 3 3 
8 AC-Ltg 2 3 3 3 3 0 3 3 
9 AC-Ltg 0 3 3 3 3 3 3 3 
10 AC-Ltg 3 0 3 3 0 3 3 1 
11 AC-Ltg 0 3 3 3 3 3 3 3 
12 Kraftwerk 3 3 3 3 3 3 3 3 
13 Kraftwerk 3 3 3 3 3 3 3 3 
14 Umrichter 3 X 0 2 3 0 0 3 
15 Umrichter 3 3 0 2 X 0 3 3 
16 Umrichter 3 3 3 3 3 3 X 3 
17 Umrichter 3 3 3 3 3 3 3 X 
Die analog für den Sonderfall erfolgten Untersuchungen werden an dieser Stelle nur für 
die Ausfälle von Umrichtern und HGÜ-Verbindungen in Tab. 5.3 aufgeführt. Der signifi-
kante Einfluss der Umrichter-Ausfälle auf die Verläufe der Spannungswinkel und Lei-
tungsströme ermöglicht eine eindeutige Identifikation der fünf betrachteten kritischen 
Contingencies an allen übrigen Umrichtern. 
Tab. 5.3: Ergebnisse der lokalen Identifikation im Sonderfall ohne Modellfehler 
# Typ VSC1 VSC2 VSC3 VSC5 VSC6 VSC7 VSC8 
10 HGÜ-Verbindung X X 3 3 3 3 3 
11 HGÜ-Verbindung X X 3 3 3 3 3 
12 Umrichter 3 3 X 3 3 3 3 
13 HGÜ-Verbindung 3 3 3 3 X X 3 
14 Umrichter 3 3 3 3 3 3 X 
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5.1.2 Parametervariation 
In Abschnitt 3.3.3 wird der Einfluss von Modellfehlern auf die Leistungsfähigkeit des An-
satzes diskutiert. Dabei werden vereinfachend drei potentielle Quellen für Modellfehler 
identifiziert. Um deren Einfluss auf Abweichungen zwischen Datenbank und überwachtem 
System untersuchen zu können, werden die drei folgenden Streuszenarien (vgl. Abschnitt 
3.3.3) abgeleitet und in getrennten Analysen evaluiert: 
a) Variation des Erzeugungs-Profils 
b) Variation der AC-Leitungsparameter 
c) Variation der Anlaufzeitkonstante 
Entsprechend Abb. 5.1 bleibt die Datenbank unverändert, während die Messwerte mit ei-
nem angepassten Simulationsmodell erzeugt werden. Die Erzeugung der Streuszenarien 
erfolgt in zwei Stufen (2% und 5%, bezogen auf den Absolutwert der Parameter), entspre-
chend der in Gleichung (5.2) beschriebenen Bildungsvorschrift. Die Varianzen der einge-
setzten Gauß-Verteilung sind in Tab. 5.4 aufgeführt. Anhang A.4 listet die Änderungen 
der Parameter (Δλ) auf. 
2
0 0λ λ λ * (0, )   R R N  (5.2) 
Tab. 5.4: Angewandte Parametervariation mittels Gauß-Verteilung 
Streuung Wahrscheinlichkeit Ϭ 
2% 99% 0,78 
5% 99% 1,94 
a) Variation des Erzeugungs-Profils 
Tab. 5.5 fasst den Einfluss abweichender Erzeugungsprofile auf die lokale Identifizierbar-
keit zusammen. Während eine grüne Markierung für eine erfolgreiche Identifikation steht, 
indiziert die Farbe Gelb die Events, die im Zuge der Parametervariation nicht mehr erfolg-
reich identifiziert werden können. Dies ermöglicht einen besseren Vergleich mit Abschnitt 
5.1.1. Mit zunehmendem Ϭ sinkt die Anzahl der Umrichter mit erfolgreicher Identifikation 
entsprechend des ermittelten KPIident (82,6%, 66,7%, 56,0%). Eine Detektion eintretender 
Events bleibt in den betroffenen Fällen weiterhin möglich. Die Identifikationsrate bei Um-
richter- und Kraftwerksausfällen übersteigt die durchschnittlichen Werte von AC-Lei-
tungsausfällen. Dies ist auf eine stärkere Ausprägung der resultierenden Fehlermuster zu-
rückzuführen. 
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Tab. 5.5: Ergebnisse der lokalen Identifikation im Base Case bei Variation des Erzeu-
gungs-Profils 
 
# 
VSC 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
2%
 
1 3 3 3 3 3 0 2 2 0 3 0 3 3 3 3 3 3 
2 3 3 0 3 3 3 3 3 1 0 1 3 3 X 3 3 3 
3 3 1 3 3 3 3 3 3 3 3 1 3 3 0 0 3 3 
4 3 3 3 3 3 3 3 3 3 3 3 3 3 2 2 3 3 
5 0 3 0 3 1 3 3 3 3 0 1 3 3 3 X 3 3 
6 3 3 1 3 0 3 0 0 1 1 3 3 3 0 3 3 0 
7 3 3 1 3 3 3 3 0 1 1 3 3 3 0 3 X 3 
8 0 3 0 3 1 1 3 3 1 0 1 3 3 3 3 3 X 
5%
 
1 3 3 3 3 3 0 2 2 0 3 0 3 3 3 3 3 3 
2 3 1 0 1 1 1 3 3 1 0 1 3 0 X 3 1 3 
3 0 1 3 3 3 3 3 3 3 3 3 3 3 0 0 3 3 
4 3 3 3 3 3 3 3 3 3 3 3 3 3 2 2 3 3 
5 0 1 0 1 1 1 3 3 1 0 1 3 3 3 X 1 3 
6 3 3 1 1 0 3 0 0 1 1 1 3 3 0 3 3 0 
7 3 3 1 1 1 3 3 0 1 1 1 3 3 0 3 X 3 
8 0 0 0 1 0 1 3 3 1 0 1 3 3 3 3 3 X 
b) Variation des AC-Leitungsparameter 
Der Einfluss abweichender AC-Leitungsparameter auf die lokale Identifizierbarkeit kriti-
scher Events fällt gegenüber den anderen Modellfehlern groß aus (vgl. Fehler! Ungültiger 
Eigenverweis auf Textmarke.). So reduziert sich der Wert KPIident auf 55,6%. bzw. 50%. 
Bei Parametervariationen von bis zu 5% sinkt die Zahl der Umrichter mit erfolgreichen 
Identifikationen auf bis zu eins ab, gleichzeitig treten im betreffenden Szenario vier Fehl-
identifikationen auf. In diesen wird der Eintritt von Betriebsmittelausfällen, die nicht Teil 
der kritischen Contingency Liste sind, fälschlicherweise klar als eines der kritischen 
Events identifiziert. Diese Problematik wird in Abschnitt 5.1.3 nochmals aufgegriffen. Bei 
bis zu 2%igen Parametervariationen tritt dagegen keine Fehlidentifikation auf. 
Eine Begründung für den starken Einfluss abweichender Leitungslängen auf den lokalen 
Abgleich findet sich in der Beeinflussung der AC-Leistungsflüsse als Folge der geänderten 
Leitungsparameter. Im Gegensatz zur Variation der Erzeugungs-Profile, erfolgt nach Ein-
tritt der Events ein abweichender Zeitverlauf der Spannungswinkel und Leitungsströme, 
die eine Zuordnung zu den vorberechneten Mustern erschweren. Breite Toleranzbänder 
schaffen in diesen Fällen keine Abhilfe, da sie die Gefahr von fehlerhaften Identifikationen 
erhöhen. 
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Tab. 5.6: Ergebnisse der lokalen Identifikation im Base Case bei Variation der AC-Lei-
tungsparameter 
 
# 
VSC 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
2%
 
1 3 3 3 3 3 1 2 2 0 3 0 3 3 1 3 3 3 
2 2 1 0 1 3 3 3 3 1 0 1 1 3 X 3 1 3 
3 3 1 3 3 3 3 3 3 3 3 3 3 3 0 0 3 3 
4 3 3 3 3 1 1 3 3 3 3 3 3 3 2 2 3 3 
5 0 3 0 1 1 3 3 3 3 0 3 3 3 1 X 1 3 
6 3 3 1 3 0 3 0 0 3 1 3 3 3 0 3 1 0 
7 3 3 1 1 1 3 3 0 3 1 3 3 3 0 3 X 1 
8 0 3 0 3 1 1 1 3 1 0 3 3 3 1 3 1 X 
5%
 
1 3 3 3 3 3 0 2 2 0 3 0 3 3 1 3 3 3 
2 3 0 0 0 1 1 1 1 1 0 1 3 3 X 3 1 1 
3 1 1 3 3 1 1 3 3 3 3 1 1 3 0 0 3 3 
4 3 3 3 3 1 3 3 3 3 3 3 3 3 2 2 3 3 
5 0 1 0 1 1 1 3 3 0 0 1 3 3 3 X 3 3 
6 3 1 1 1 0 3 0 0 1 1 1 3 3 0 3 3 0 
7 3 3 1 1 1 1 3 0 1 1 1 3 3 0 3 X 3 
8 0 3 0 1 1 1 1 3 3 0 1 3 3 3 3 3 X 
c) Variation des Anlaufzeitkonstante 
Die Variation der Anlaufzeitkonstanten (TA) zeigt in beiden Streuszenarien einen nur ge-
ringen Einfluss auf die lokale Identifizierbarkeit (siehe Tab.  5.7). Der zugehörige KPIident 
liegt in beiden Fällen bei 80,6%. Die Variation von TA wirkt sich hauptsächlich auf den 
Verlauf des Spannungswinkels aus. Allerdings kann das vorgesehene Toleranzband die 
resultierenden Einflüsse auf Δδ ausgleichen. Das Auftreten fehlerhafter Identifikationen 
kann in beiden Fällen ausgeschlossen werden. 
5.1.3 Zwischenfazit zur Komponente Identifikation des Systemzustandes 
Die vorgesehene Gliederung der Komponente in eine zentrale Vorberechnung und einen 
lokalen Abgleich auf Basis einer Feature Extraction, ermöglicht eine lokale Identifikation 
von Events verschiedener Kategorien an unterschiedlichen Positionen innerhalb eines aus-
gedehnten AC-Systems. Die Evaluierung zeigt, dass unter Anwendung lokal gemessener 
Größen (Spannungswinkel und Leitungsströme) eine hohe Identifikationsrate, bei gleich-
zeitigem Verhindern von fehlerhaften Identifikationen, möglich ist. So kann ein Großteil 
der untersuchten kritischen Contingencies durch alle Umrichter lokal identifiziert werden. 
Eine derartige Identifikationsrate ist für einen zukünftigen Einsatz in vielen Fällen nicht 
erforderlich. Zur besseren Einordnung der Ergebnisse sind der vereinfachte Versuchsauf-
bau (Abb. 5.1) und die hochauflösende Parametrierung der Methode (Tab. 5.1) zu berück-
sichtigen. Die Komponente Identifikation des Systemzustandes wird in der vorgestellten 
Form für eine Anwendung des HGÜ-RAS in Abschnitt 5.3 eingesetzt. 
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Tab.  5.7: Ergebnisse der lokalen Identifikation im Base Case bei Variation der Anlauf-
zeitkonstanten 
 
# 
VSC 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 
2%
 
1 3 3 3 3 3 0 2 2 0 3 0 3 3 0 3 3 3 
2 3 1 0 3 3 3 3 3 3 0 3 3 3 X 3 3 3 
3 3 3 3 3 3 3 3 3 3 3 3 3 3 2 0 3 0 
4 3 3 3 3 3 3 3 3 3
3 
3 3 3 3 2 2 3 3 
5 0 3 0 3 3 3 3 3 3 0 3 3 3 3 X 3 3 
6 3 3 3 3 0 3 0 0 3 3 3 3 3 0 3 3 0 
7 3 3 3 3 3 3 3 0 3 3 3 3 3 0 3 X 3 
8 0 3 0 3 3 3 3 3 3 0 3 3 3 3 3 3 X 
5%
 
1 3 3 3 3 3 0 2 2 0 3 0 3 3 0 3 3 3 
2 3 3 0 3 3 3 3 3 3 0 3 3 3 X 3 3 3 
3 3 3 3 3 3 3 3 3 3 3 3 3 3 0 0 3 3 
4 3 3 3 3 3 3 3 3 3 3 3 3 3 2 2 3 3 
5 0 1 0 3 3 3 3 3 3 0 3 3 3 3 X 3 3 
6 3 3 3 3 0 3 0 0 3 3 3 3 3 0 3 3 0 
7 3 3 3 3 3 3 3 0 3 3 3 3 3 0 3 X 3 
8 0 3 0 3 3 3 3 3 3 0 3 3 3 3 3 3 X 
Die bei einem Echtzeit-Einsatz der Komponente zu erwartende Abweichung zwischen off-
line und online Daten wird durch den Einsatz von Streuszenarien evaluiert. In Abhängig-
keit von der Art und Ausprägung der Modellfehler sinkt die Identifikationsrate deutlich. 
Der Einfluss unterschiedlicher Modellfehler konnte im Rahmen der angestellten Untersu-
chungen deutlich gemacht werden. Tab. 5.8 fasst den Einfluss der Parametervariationen 
auf die lokale Identifizierbarkeit für die untersuchten Streuszenarien zusammen. Den durch 
abweichende Leitungsparameter hervorgerufenen Modellfehlern ist, wie die durchgeführ-
ten Untersuchungen zeigen, die größte Bedeutung beizumessen. 
Tab. 5.8: Einfluss der untersuchten Modellfehler auf die lokale Identifizierbarkeit 
(KPIident) und Anzahl der Fehlidentifikationen (nirr) im Base Case 
Streuszenario 
2% 5% 
KPIident nirr KPIident nirr 
Keine 82,6% 0 82,6% 0 
a) Erzeugungs-Profil 66,7% 0 56,0% 0 
b) AC-Leitungsparameter 55,6% 0 50,0% 4 
c) Anlaufzeitkonstante 80,6% 0 80,6% 0 
In keinem der untersuchten Streuszenarien tritt eine fehlerhafte Identifikation kritischer 
Contingencies durch einen der beteiligten Umrichter auf. Betriebsmittelausfälle, die nicht 
Teil der kritischen Contingencies sind, werden im Normalfall und bei Variationen von bis 
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zu 2% zwar detektiert, aber nicht identifiziert. Dies entspricht der Anforderung, nicht-kri-
tische Contingencies unbehandelt zu lassen. Bei Variationen der jeweiligen Parameter in 
den Streuszenarien von bis zu 5% treten in Summe vier Verletzungen der Zuverlässigkeit 
auf. In diesen Fällen werden eintretende Ausfälle von AC-Leitungen, die nicht Teil der 
Contingency Liste sind und somit auch nicht in der offline Datenbank enthalten sind, als 
kritische Contingencies an jeweils einem Umrichter identifiziert. Dieser Effekt ist auf eine 
Wechselwirkung zwischen den definierten Toleranzbändern und dem starken Einfluss der 
Variation der AC-Leitungsparameter auf die Leistungsflüsse vor und nach dem Event zu-
rückzuführen. Derartige Beeinflussungen der Komponente Identifikation des Systemzu-
standes sind als kritisch anzusehen. Um einen Einsatz des HGÜ-RAS unter diesen Bedin-
gungen nicht zu gefährden, ist der Einsatz komplexerer Verfahren der Feature Extraction 
und robusterer Verfahren zum Abgleich zwischen Datenbank und Messwerten in weiter-
führenden Arbeiten zu prüfen.  
Für den weiteren Verlauf dieser Arbeit wird der in Abschnitt 3.3.3 vorgestellten Ansatz 
zur Robustheitsanalyse eingesetzt, um die Teilergebnisse der Streuszenarien mit Variatio-
nen von bis zu 2% zu kombinieren. Dieses Vorgehen gewährleistet eine exemplarische 
Berücksichtigung möglicher Einschränkungen der Identifizierbarkeit bei der Berechnung 
und Ausführung kurativer Maßnahmen. Die Ergebnisse werden in Tab. 5.9 und Tab. 5.10 
gezeigt. Die aufgeführten Zahlen zeigen, in wie vielen Fällen (Originalmodell + Streusze-
narien) der Evaluierung eine lokale Identifikation möglich ist. 
 
Tab. 5.9: Kombinierte Ergebnisse der lokalen Identifikation im Base Case 
# Typ VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 
1 AC-Leitung 4 3 4 4 0 4 4 0 
2 AC-Leitung 4 2 2 4 4 4 4 4 
3 AC-Leitung 4 0 4 4 0 2 2 0 
4 AC-Leitung 4 3 4 4 3 4 3 4 
5 AC-Leitung 4 4 4 3 2 0 3 2 
6 AC-Leitung 0 4 4 3 4 4 4 2 
7 AC-Leitung 0 4 4 4 4 0 4 3 
8 AC-Leitung 0 4 4 4 4 0 0 4 
9 AC-Leitung 0 2 4 4 4 3 3 2 
10 AC-Leitung 4 0 4 4 0 2 2 0 
11 AC-Leitung 0 2 3 4 3 4 4 3 
12 Kraftwerk 4 3 4 4 4 4 4 4 
13 Kraftwerk 4 4 4 4 4 4 4 4 
14 Umrichter 2 X 0 0 3 0 0 3 
15 Umrichter 4 4 0 0 X 4 4 4 
16 Umrichter 4 3 4 4 3 3 X 3 
17 Umrichter 4 4 3 4 4 0 3 X 
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Die durchgeführten Betrachtungen unterstreichen die grundsätzliche Möglichkeit einer lo-
kalen Identifikation von kritischen (Contingency) Events. Die vorgestellte vereinfachte 
Methode zur Feature Extraction lässt eine Anwendung im weiteren Verlauf der Arbeit zur 
Erprobung des gesamten HGÜ-RAS zu. Allerdings besteht für einen künftigen Praxisbe-
trieb der Bedarf eines aufwändigeren Verfahrens, das eine geringere Anfälligkeit gegen-
über Modellfehlern aufweist.  
Tab. 5.10: Kombinierte Ergebnisse der lokalen Identifikation im Sonderfall 
# Typ VSC1 VSC2 VSC3 VSC5 VSC6 VSC7 VSC8 
1 AC-Leitung 4 4 4 2 0 3 2 
2 AC-Leitung 0 4 4 4 4 4 3 
3 AC-Leitung 0 4 4 4 0 4 4 
4 AC-Leitung 4 2 4 4 0 4 4 
5 AC-Leitung 0 4 4 4 0 0 4 
6 AC-Leitung 4 3 4 3 0 4 3 
7 AC-Leitung 0 2 4 4 3 3 2 
8 Kraftwerk 4 3 4 4 4 4 4 
9 Kraftwerk 4 3 4 3 0 4 4 
10 HGÜ-Verbindung X X 4 4 2 2 4 
11 HGÜ-Verbindung X X 4 4 2 2 4 
12 Umrichter 3 3 X 3 3 3 3 
13 HGÜ-Verbindung 3 3 4 4 X X 3 
14 Umrichter 3 2 2 3 2 2 X 
5.2 Berechnung kurativer Arbeitspunkte 
Die Komponente Berechnung kurativer Arbeitspunkte umfasst die zentrale Berechnung 
kurativer Arbeitspunkte bzw. Arbeitspunktanpassungen der HGÜ-Umrichter für die kriti-
schen Contingencies. Der Einsatz eines C-SCOPF stellt die Gültigkeit der resultierenden 
Arbeitspunkte sicher. Die Validierung der Komponente und des dazu weiterentwickelten 
C-SCOPF Algorithmus (Abschnitt 3.4) gliedert sich in drei Stufen: 
 In Stufe 1 werden zunächst nur die Arbeitspunkte der Wirkleistung und DC-Span-
nungsregelung optimiert. Die Blindleistungsarbeitspunkte bleiben unverändert. 
 In Stufe 2 wird die Hinzunahme der kurativen Anpassung der Blindleistungsar-
beitspunkte der Umrichter untersucht. 
 In Stufe 3 kommt die in Abschnitt 3.4 erarbeitete Beschränkung der Freiheitsgrade 
auf ausgewählte Umrichter zum Einsatz. So kann die in Abschnitt 5.1 bestimmte 
lokale Identifizierbarkeit im C-SCOPF berücksichtigt werden. 
Alle Untersuchungen werden am AC-HGÜ-Benchmarknetz mit den in Abschnitt 0 be-
schriebenen Base Case und dem Sonderfall (parallele HGÜ-Verbindungen) durchgeführt. 
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Die durch Synchronmaschinen abgebildeten Kraftwerke sind als PU-Knoten berücksich-
tigt. Es erfolgt somit eine spannungsabhängige Blindleistungsabgabe innerhalb der zuläs-
sigen Grenzen. Die HGÜ-Umrichter verfügen dagegen über eine Festwertregelung der 
Blindleistung. Sie werden folglich als PQ-Knoten berücksichtigt. Die eingesetzten Ziel-
funktionen und Nebenbedingungen sind in Abschnitt 3.4.3 aufgeführt. Die Lösung des for-
mulierten C-SCOPF Problems erfolgt mittels Differential Evolution. Der verwendete Al-
gorithmus wird in Anhang A.2 im Detail beschrieben. 
Die Ergebnisse der C-SCOPF-Berechnungen werden in Tabellenform zusammengefasst, 
indem für die einzelnen kritischen Contingencies die kurativen Arbeitspunktänderung der 
onshore HGÜ-Umrichter als Absolutwerte aufgeführt werden. Die dazu angewandte Vor-
zeichenorientierung wird durch Gleichung (5.3)-(5.5) beschrieben. 
kur VSC,ref,0 VSC,kur    
c cp p p  (5.3)  
kur VSC,ref,0 VSC,kur    
c cq q q  (5.4) 
kur DC,kur DC,ref,0    
c cu u u  (5.5) 
Um eine überschaubare Präsentation der Ergebnisse zu gewährleisten, werden die voll-
ständigen Ergebnisse der C-SCOPF-Berechnungen im Anhang aufgeführt, während in den 
folgenden Abschnitten nur ausgewählte Szenarien im Detail betrachtet werden. Da die fol-
genden Abschnitte eine Erklärung der Ergebnisse beinhalten, wird bei der Auswahl der 
gezeigten Szenarien darauf geachtet, Dopplungen zu vermeiden. Stattdessen soll auf  Be-
sonderheiten hingewiesen werden. 
Neben den Arbeitspunktanpassungen enthalten die Ergebnistabellen die Zielfunktions-
werte (f1,  f2,  f3, vgl. Gleichung (3.23)-(3.25)) und eine Kennzeichnung, ob alle Nebenbe-
dingungen erfüllt sind und somit ein zulässiger Systemzustand ermöglicht werden kann. 
Tab. 5.11 zeigt die verwendeten Grenzwerte. In Fällen mit ungültigen Lösungen (Zul: 
Nein) liegt zwar eine Konvergenz der AC-HGÜ-Leistungsflussberechnung vor. Eine Ver-
ringerung des Netzengpasses durch die Arbeitspunktanpassungen kann dagegen nicht ga-
rantiert werden. Diese Lösungen sind ungültig. 
Tab. 5.11: Eingesetzte Parameter für Nebenbedingungen der C-SCOPF Berechnung 
Parameter Beschreibung Wert 
uAC,min (uDC,min) Untere Grenze AC- (DC-) Spannung 380 kV (475 kV) 
uAC,max (uDC,max) Obere Grenze AC- (DC-) Spannung 420 kV (525 kV) 
uDC,operation_max Obere Grenze DC-Betriebsspannung 515,0 kV 
ηGen / ηline Sicherheitsabstand Generator-/Lei-
tungsauslastung 
90% 
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5.2.1 Stufe 1: Optimierung von Wirkleistung und DC-Spannung 
Der Optimierungsvektor in Stufe 1 umfasst die Arbeitspunkte der Wirkleistung und DC-
Spannungsregelung aller onshore Umrichter. 
a) Base Case 
Im Base Case können durch die Optimierung der Wirkleistungsarbeitspunkte (unter Be-
rücksichtigung der DC-Sollspannungen) aller Umrichter 14 der insgesamt 17 kritischen 
Contingencies gelöst werden. Die resultierenden kurativen Arbeitspunktanpassungen 
(Δpkur, Δukur) sind für ausgewählte kritische Contingencies in Tab. 5.12 gelistet. Rot mar-
kierte Einträge zeigen unzulässige Lösungen, in denen keine gültige kurative Maßnahme 
durch das HGÜ-System möglich ist. 
Tab. 5.12: Ausgewählte Ergebnisse für Stufe 1 des C-SCOPF im Base Case (ΔPkur in 
MW und ΔUkur in kV) 
#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 f Zul. 
3 
ΔPkur 0,0 -0,6 166,3 -0,2 -3,9 -112,5 -38,3 -6,3 328,1 
Ja 
ΔUkur 0,1 -0,2 0,4 -0,3 -0,5 -0,9 -0,8 -0,4 -0,2 
7 
ΔPkur 0,0 201,8 0,0 0,0 0,0 0,0 0,0 -198,5 400,3 
Ja 
ΔUkur -0,3 -0,2 -0,4 -0,5 -0,8 -0,6 -0,7 -1,1 -0,6 
12
 ΔPkur 31,2 10,0 124,7 170,4 0,2 66,8 -14,4 -373,9 -- 
Nein 
ΔUkur 0,3 -0,2 0,7 0,4 -0,4 0,4 0,0 -1,4 -- 
13
 ΔPkur 0,0 -187,9 0,1 214,6 -10,6 0,1 0,0 -12,8 426,1 
Ja 
ΔUkur -0,4 -0,6 -0,1 0,1 -0,2 0,0 -0,1 -0,4 -0,2 
14
 ΔPkur 27,7 Aus-
fall 
2,0 -0,5 0,0 0,0 -46,8 -960,1 1037,5 
Ja 
ΔUkur 3,5 3,0 2,5 1,2 2,0 1,5 -0,3 2,3 
16
 ΔPkur 0,0 -122,3 0,0 -5,2 -459,3 155,1 X -1000 -- 
Nein 
ΔUkur -1,3 -1,0 -1,6 -2,0 -2,6 -2,7 -4,3 -4,9 -- 
In einem ersten Beispiel (#3) kann die aus einem AC-Leitungsausfall resultierende Verlet-
zung der maximal zulässigen Leitungsauslastung (vgl. Tab. 4.9) durch eine summierte 
Wirkleistungsanpassung von 328,1 MW behoben werden. Dabei sind insgesamt sieben 
Umrichter des HGÜ-Netzes beteiligt (siehe Tab. 5.12). Ergänzend zeigt Abb. 5.2, dass die 
Arbeitspunktanpassungen in Relation zu dem Stellbereich der Umrichter gering ausfallen. 
Die stärksten Anpassungen erfolgen in den Regelzonen 1 (VSC3) und 3 (VSC6, VSC7). 
Im Kontrast zu Event #2, beinhaltet die kurative Maßnahme bei #7 lediglich zwei Umrich-
ter (VSC2 und VSC8) als optimale Lösung (entsprechend der definierten Zielfunktionen). 
Die Änderung von uDC im Rahmen der C-SCOPF-Berechnung resultiert aus den geänder-
ten DC-Leistungsflüssen. Diese fällt in beiden Fällen mit Abweichungen von unter 1 kV 
gering aus. Somit ist ein Betrieb innerhalb des definierten Betriebsspannungsbandes nach 
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Ausführen der kurativen Maßnahme weiterhin sichergestellt. Wie Abb. 5.2 verdeutlicht, 
erfolgt die kurative Maßnahme nur innerhalb RZ2 durch eine Arbeitspunkt-Verschiebung 
zwischen VSC2 und VSC8.  
Von den beiden kritischen Kraftwerksausfällen (#12, #13) kann nur die durch Event #13 
bedingte AC-Leitungsüberlastung, kurativ gelöst werden. Dies erfolgt vor allem durch eine 
Anpassung von pVSC seitens VSC2 und VSC4. Der Ausfall von Kraftwerk 8 (#12) resultiert 
wiederum in einer Verletzung der definierten Blindleistungsgrenzen von Kraftwerk 9. Eine 
Behebung dieser ist, wie die Ergebnisse in Tab. 5.12 zeigen, durch eine reine Anpassung 
von pVSC nicht möglich. 
 
Abb. 5.2: Gegenüberstellung der stationären (schwarz) und kurativen Arbeitspunkte in 
Stufe 1 (rot) für ausgewählte kritische Events im Base Case 
Weiterhin kann zwei von insgesamt vier kritischen Umrichter-Ausfällen durch kurative 
Wirkleistungsanpassungen geeignet begegnet werden. So bestimmt der C-SCOPF für den 
Ausfall von VSC2 (#14, PVSC,2=1000 MW) eine Verlagerung der Wirkleistung auf VSC8, 
um den bestehenden Wirkleistungstransit zwischen RZ1 und RZ2 aufrecht zu halten, ohne 
die AC-Kuppelleitungen zu überlasten. Abb. 5.2 zeigt die deutliche Anpassung von PVSC,8 
um 50% der zulässigen Umrichter-Grenzen von 2000 MW. Die auftretende Spannungsab-
weichung fällt aufgrund der signifikanten Leistungsflussänderung gegenüber den anderen 
Lösungen stark aus. Bei einem Ausfall VSC8 (#16) kann keine erfolgreiche kurative Maß-
nahme bestimmt werden. Zwar können die durch den Ausfall zunächst überlasteten Kup-
pelleitungen zwischen RZ2 und den angrenzenden RZ1, RZ3 entlastet werden, die kriti-
sche Spannungshaltung um VSC8 kann allerdings durch den Wegfall der lokalen Blind-
leistungs-Bereitstellung nicht behoben werden. 
Die gezeigten Ergebnisse bestätigen die Funktionalität des C-SCOPF in Stufe 1. So können 
grundsätzlich geeignete Δpkur für die betrachteten Arten von Betriebsmittelausfällen be-
stimmt werden, die eine Beseitigung der zuvor aufgetretenen Verletzungen der Operatio-
nal Security Limits ermöglichen. 
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b) Sonderfall 
Während die vollständigen C-SCOPF Ergebnisse in Anhang A.6 aufgeführt sind, wird hier 
gezielt auf kritische Contingencies eingegangen, die auf einen Ausfall von HGÜ-PtP-Ver-
bindungen oder einzelnen Umrichtern innerhalb einer Multiterminal-Verbindung folgen 
(Tab. 5.13). Insgesamt können acht der 14 kritischen Contingencies durch Stufe 1 des C-
SCOPF gelöst werden. Durch das Fehlen der Querverbindungen zwischen den HGÜ-Ver-
bindungen in Nord-Süd-Richtung, fallen die Ergebnisse im Vergleich zu dem vermaschten 
HGÜ-Netz (Base Case) merklich schlechter aus. Dies unterstreicht den Vorteil eines ver-
maschten HGÜ-Netzes gegenüber parallelen HGÜ-Verbindungen und motiviert somit eine 
zukünftige Erweiterung geplanter HGÜ-Verbindungen zu einer Netzstruktur (vgl. Ab-
schnitt 1.2). 
Tab. 5.13: Ausgewählte Ergebnisse für Stufe 1 des C-SCOPF im Sonderfall (ΔPkur in 
MW und ΔUkur in kV)  
#  
HGÜ-Verb. 1 HGÜ-Verbindung 2 HGÜ-Verb. 3 
f Zul 
VSC1 VSC2 VSC3 VSC5 VSC8 VSC6 VSC7 
10
 ΔPkur Aus-
fall 
0,0 630,5 0,0 -595,5 0,0 0,0 1226,1 
Ja 
ΔUkur 0,0 2,7 0,0 -3,0 0,0 0,0 -0,1 
11
 ΔPkur 0,0 Aus-
fall 
656,6 102,4 -718,4 0,0 0,0 -- 
Nein 
ΔUkur 0,0 2,9 0,0 -3,7 0,0 0,0 -- 
12
 ΔPkur 496,1 -483,0 Aus-
fall 
774,1 826,2 498,4 -492,0 -- 
Nein 
ΔUkur 0,3 -0,2 0,0 5,0 -0,2 -3,1 -- 
Die Umrichter VSC1 und VSC2 bilden gemeinsam die HGÜ-Verbindung 1. Der Ausfall 
eines Umrichters bedingt eine Kommutation der übertragenen Wirkleistung in das AC-
Netz und einen Wegfall der durch den betroffenen Umrichter bereitgestellten Blindleis-
tung. Die Verletzungen der AC-Sicherheit durch den Ausfall von VSC1 (#10) können 
durch eine kurative Übernahme der Wirkleistung durch HGÜ-Verbindung 2 beseitigt wer-
den. Da der Ausfall von VSC2 (#11) zusätzlich auch zu einer Verletzung der Blindleis-
tungsgrenzen von KW10 und KW11 führt, bleibt eine erfolgreiche Bestimmung kurativer 
Maßnahmen in Stufe 1 des C-SCOPF erfolglos.  
Event #12 beschreibt den Ausfall von VSC3 innerhalb RZ1. Dadurch verliert HGÜ-Ver-
bindung 2 die Verbindung zwischen RZ1 und RZ2. Die fehlende Übertragungskapazität 
kann nicht durch HGÜ-Verbindung 1 gedeckt werden, weshalb keine gültige kurative 
Maßnahme durch das HGÜ-System ausgeführt werden kann.  
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5.2.2 Stufe 2: Optimierung von Wirk-, Blindleistung und DC-Spannung 
Das Erweitern der kurativen Arbeitspunktanpassung um die Blindleistung (Δqkur) stellt ei-
nen weiteren Freiheitsgrad zur Korrektur von Verletzungen der AC-Sicherheit dar. Um 
den Vergleich mit den Ergebnissen aus Stufe 1 zu erleichtern, werden die Differenzen der 
Zielfunktionswerte (Δf=fStufe2 - fStufe1) anstelle der Absolutwerte aufgeführt. 
a) Base Case 
Ausgewählte Ergebnisse der C-SCOPF Berechnung in Stufe 2 werden für den Base Case 
in Tab. 5.14 aufgeführt. Durch die beschriebene Erweiterung können insgesamt 15 anstelle 
von 14 (Stufe 1) der 17 kritischen Contingencies kurativ durch das HGÜ-System behoben 
werden. 
Tab. 5.14: Ausgewählte Ergebnisse für Stufe 2 des C-SCOPF im Base Case (ΔPkur in 
MW, ΔQkur in Mvar und ΔUkur in kV) 
#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 Δf Zul 
3 
ΔPkur 0,0 -0,6 166,3 -0,2 -3,9 -112,5 -38,3 -6,3 0,0 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,1 -0,2 0,4 -0,3 -0,5 -0,9 -0,8 -0,4 0,0 
7 
ΔPkur 0,0 201,8 0,0 0,0 0,0 0,0 0,0 -198,5 0,0 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur -0,3 -0,2 -0,4 -0,5 -0,8 -0,6 -0,7 -1,1 0,0 
12
 
ΔPkur -0,1 -0,1 13,0 -0,7 -3,0 -3,8 -4,9 0,0 f=25,5 
Ja ΔQkur 0,0 0,0 0,0 0,0 179,2 0,1 0,0 37,7 f=217,1 
ΔUkur 0,1 0,1 0,1 0,0 0,0 0,0 0,0 0,0 f=0,0 
14
 
ΔPkur -0,6 X -69,7 -85,7 -394,9 -3,8 -188,8 -250,0 -44,0 
Ja ΔQkur 0,0 X -0,1 0,1 48,1 0,0 0,0 171,1 219,2 
ΔUkur 3,0 3,9 2,0 1,6 0,1 0,7 -0,2 1,3 -0,7 
16
 
ΔPkur -0,2 -847,0 0,0 0,0 -309,7 181,5 0,0 -470,6 -- 
Nein ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 -- 
ΔUkur -1,0 -1,1 -1,0 -0,9 -0,5 -1,2 -2,5 -2,2 -- 
In den meisten Fällen, die bereits durch Stufe 1 des C-SCOPFs gelöst werden konnten, 
bleibt Δpkur unverändert; Δqkur nimmt dabei Werte nahe null ein (u.a. #3 und #7). In diesen 
Fällen wird die thermische Leitungsüberlastung durch den globalen Einfluss der VSCs auf 
die Wirkleistungstransite bedingt. Die Bereitstellung von Blindleistung ist dagegen auf lo-
kale Probleme der Spannungshaltung beschränkt. So kann dem kritischen Ausfall von 
Kraftwerk 8 (#12) unter Hinzunahme einer Blindleistungsanpassung durch die Umrichter 
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erfolgreich kurativ begegnet werden. Die kurative Maßnahme setzt sich aus geringen An-
passungen von pVSC an mehreren Umrichtern und Anpassungen von qVSC an VSC5 und 
VSC8 zusammen (siehe auch Abb. 5.3). 
In Einzelfällen erlaubt die Hinzunahme der Blindleistung in Stufe 2 unter Umständen eine 
Reduktion der kurativen Wirkleistungsanpassungen. So zum Beispiel beim Ausfall von 
VSC2 (#14). Durch eine Anpassung von qVSC,5 und qVSC,8 kann die lokale Spannungshal-
tung in RZ2 unterstützt werden und der Blindleistungsfluss über die zuvor überlastete Kup-
pelleitung (AC-Leitung 43) zusätzlich zur Wirkleistung gesenkt werden. Die Abweichung 
der DC-Spannung sinkt durch den gesenkten HGÜ-Leistungstransport analog. Abb. 5.3 
zeigt den Einfluss auf die erforderlichen Anpassungen der Umrichter- Wirkleistungsar-
beitspunkte. Zu besseren Übersicht werden die kurativen Arbeitspunkte (pVSC,kur) aus 
Stufe 1 in grün abgebildet.  
 
Abb. 5.3: Gegenüberstellung der stationären (schwarz) und kurativen Arbeitspunkte aus 
Stufe 1 (grün) und Stufe 2 (rot) für ausgewählte kritische Events im Base Case  
Die Betrachtung für Event #14 zeigt, dass die kurative Anpassung in Stufe 2 auf mehrere 
Umrichter in allen Regelzonen verteilt ist und dafür die in Stufe 1 erforderliche Anpassung 
ΔPkur=-960 MW deutlich reduziert werden kann. 
Die aus Event #19 (Ausfall von VSC8) resultierenden Verletzungen von Blindleistungs-
grenzen können auch in Stufe 2 nicht behoben werden. Stattdessen ist zusätzliche Blind-
leistungsbereitstellung z.B. durch Anpassung von Kraftwerksarbeitspunkten, Arbeitspunk-
ten von etwaig installierten STATCOMS, o.ä. erforderlich. 
b) Sonderfall 
Die Zahl der lösbaren kritischen Contingencies steigt im Sonderfall von acht auf zehn an. 
Tab. 5.15 zeigt eine Ergebnisauswahl. Während die kurativen Maßnahmen für Event #10 
unverändert bleiben, ermöglicht die zusätzliche kurative Anpassung von qVSC nach Ausfall 
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von VSC2 (#11) eine Beseitigung des Engpasses zwischen RZ1 und RZ2, sowie der ver-
letzten Blindleistungsgrenzen von KW10 und KW11 (vgl. Tab. 5.15). VSC8 passt dazu 
die Blindleistung um ΔQkur=151 Mvar an. Für Event #12 kann entsprechend der Erläute-
rungen in Abschnitt 5.2.2 b) keine erfolgreiche kurative Anpassung der Umrichter-Arbeits-
punkte bestimmt werden.  
Tab. 5.15: Ausgewählte Ergebnisse für Stufe 2 des C-SCOPF im Sonderfall (ΔPkur in 
MW, ΔQkur in Mvar und ΔUkur in kV) 
#  
HGÜ-Verb. 1 HGÜ-Verbindung 2 HGÜ-Verb. 3 
Δf Zul 
VSC1 VSC2 VSC3 VSC5 VSC8 VSC6 VSC7 
10
 
ΔPkur 
Aus-
fall 
0,0 630,5 0,0 -595,5 0,0 0,0 1226,1 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,0 2,7 0,0 -3,0 0,0 0,0 -0,1 
11
 
ΔPkur 0,0 
Aus-
fall 
636,1 0,0 -588,6 0,0 0,0 1224,7 
Ja ΔQkur  0,0 0,0 151,5 0,0 0,0 151,5 
ΔUkur 0,0 2,6 -1,0 -4,7 0,0 0,0 -1,4 
12
 
ΔPkur 496,1 -483,0 
Aus-
fall 
774,1 826,2 498,4 -492,0 3569,8 
Nein ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,3 -0,2 0,0 5,0 -0,2 -3,1 -1,4 
5.2.3 Stufe 3: Optimierung an ausgewählten Umrichtern 
In diesem Schritt wird die Bestimmung der kurativen Maßnahmen durch das HGÜ-System 
auf die Umrichter mit sichergestellter lokaler Identifizierbarkeit der kritischen Events be-
schränkt. Der eingesetzte C-SCOPF Algorithmus entspricht damit seiner in Abschnitt 3.4.3 
vorgeschlagenen Ausführung. Die lokale Identifizierbarkeit geht dabei auf die Untersu-
chungen in Abschnitt 5.1.3 zurück. Die Abweichungen der Zielfunktionswerte (Δf) bezie-
hen sich auf Stufe 2. 
a) Base Case 
Infolge der beschriebenen Begrenzung der Freiheitsgrade, kann dem Ausfall von VSC2 
(Event #14) nicht kurativ begegnet werden, da nur an VSC1 eine lokale Identifikation si-
chergestellt werden kann. Somit geht die Anzahl der lösbaren kritischen Contingencies im 
Base Case von 15 auf 14 zurück. 
Obwohl Event #2 nicht mehr durch alle Umrichter lokal identifiziert werden kann, bleibt 
der Aufwand kurativen Anpassung unverändert. Bei den Events #3 und #7 führt die, aus 
der ausbleibenden lokalen Identifizierbarkeit resultierende, Einschränkung der verfügba-
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ren Freiheitsgrade jeweils zu einem Anstieg der erforderlichen Anpassung der Wirkleis-
tungsarbeitspunkte. Abb. 5.4 stellt die kurativen Arbeitspunktpunkte den Ergebnissen aus 
Stufe 2 vergleichend gegenüber. 
 
Abb. 5.4: Gegenüberstellung der stationären (schwarz) und kurativen Arbeitspunkte aus 
Stufe 2 (grün) und Stufe 3 (rot) für ausgewählte kritische Events im Base Case  
Die kurative Maßnahme für den Ausfall von AC-Leitung 26 (#3) umfasst eine Wirkleis-
tungsverschiebung zwischen VSC3 und VSC4. Die summierte Arbeitspunktanpassung 
fällt mit 492 MW ca. 164 MW höher aus als in Stufe 1 und 2 (vgl. Tab. 5.16), da die in 
Stufe 1 des C-SCOPF eingesetzten Umrichter VSC6 und VSC7 in RZ3 nicht mehr zur 
Verfügung stehen. 
Tab. 5.16: Ausgewählte Ergebnisse für Stufe 3 des C-SCOPF im Base Case (ΔPkur in 
MW, ΔQkur in Mvar und ΔUkur in kV) 
#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 Δf Zul 
2 
ΔPkur 11,8 
  
-0,5 0,0 39,3 0,0 -49,2 0,0 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,0 0,0 0,0 0,0 0,0 0,2 0,1 -0,2 0,0 
3 
ΔPkur 0,0 
 
248,7 -243,2 
    
163,7 
Ja ΔQkur 0,0 0,0 0,0 0,0 
ΔUkur 0,4 0,1 0,8 -0,2 -0,1 -0,2 -0,2 0,0 0,0 
7 
ΔPkur 
 
506,7 0,0 0,0 -501,2 
 
0,0 
 
604,0 
Ja ΔQkur -190,6 0,0 0,0 0,0 0,0 190,0 
ΔUkur -0,2 0,2 -0,6 -1,1 -2,4 -1,5 -1,9 -1,1 -0,6 
12
 
ΔPkur -0,1 
 
13,0 -0,7 -3,0 -3,8 -4,9 0,0 0,0 
Ja ΔQkur 0,0 0,0 0,0 179,2 0,1 0,0 37,7 0,0 
ΔUkur 0,1 0,1 0,1 0,0 0,0 0,0 0,0 0,0 0,0 
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#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 Δf Zul 
14
 
ΔPkur 0,0 
 Aus-
fall 
     
0,0 
Nein ΔQkur 0,0 0,0 
ΔUkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
Bei Event #7 entsteht ein Anstieg der summierten Arbeitspunktanpassung um insgesamt 
604 MW (vgl. Tab. 5.16 und Abb. 5.4 b)) weil an VSC8, der zuvor gemeinsam mit VSC2 
den Engpass zwischen den beiden Umrichtern direkt überbrücken konnte, keine lokale 
Identifikation garantiert werden kann. Die resultierende Anpassung der AC-Leistungs-
flüsse erfordert eine zusätzliche Anpassung der Blindleistung seitens VSC2. Die kurative 
Maßnahme bleibt auf RZ2 beschränkt. 
b) Sonderfall 
Für Event #12, als Teil der in Tab. 5.17 exemplarisch aufgeführten Ergebnisse, ist keine 
eindeutige Identifikation an den Umrichter lokal möglich, sodass sich eine Berechnung 
kurativer Maßnahmen als Teil des HGÜ-RAS erübrigt. 
Tab. 5.17: Ausgewählte Ergebnisse für Stufe 3 des C-SCOPF im Sonderfall (ΔPkur in 
MW, ΔQkur in Mvar und ΔUkur in kV) 
#  
HGÜ-Verb. 1 HGÜ-Verbindung 2 HGÜ-Verb. 3 
Δf Zul 
VSC1 VSC2 VSC3 VSC5 VSC8 VSC6 VSC7 
10
 
ΔPkur 
Aus-
fall 
 
630,5 0,0 -595,5 
  
0,0 
Ja ΔQkur 0,0 0,0 0,0 0,0 
ΔUkur 2,7 0,0 -3,0 0,0 
11
 
ΔPkur 
 
Aus-
fall 
636,1 0,0 -588,6 
  
0,0 
Ja ΔQkur 0,0 0,0 151,5 0,0 
ΔUkur 2,6 -1,0 -4,7 0,0 
12
 
ΔPkur 
  
Aus-
fall 
    
0,0 
Nein ΔQkur 0,0 
ΔUkur 0,0 
Die in Abschnitt 5.2.2 bestimmten kurativen Maßnahmen für den Ausfall von HGÜ-Ver-
bindung 1 (#10, #11) beinhalten nur eine Anpassung durch HGÜ-Verbindung 2. Da die 
drei korrespondierenden Umrichter (VSC3, VSC5 und VSC8) eine lokale Identifikation 
sicherstellen, stimmen die Berechnungsergebnisse für Stufe 3 mit denen aus Stufe 2 über-
ein. 
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5.2.4 Zwischenfazit zur Komponente Berechnung kurativer Arbeitspunkte 
Die durchgeführte dreistufige Untersuchung der Komponente Berechnung kurativer AP 
zeigt die Eignung des vorgestellten C-SCOPF-Algorithmus zur Bestimmung kurativer Ar-
beitspunkte (pVSC,kur, qVSC,kur, uDC,kur), die eine Behebung Contingency-bedingter Verlet-
zungen der AC-Systemsicherheit sicherstellen. Das Anpassen der Wirk- und Blindleistung 
ermöglicht ein Beheben von Netzengpässen, sowie von Verletzungen der Generatorblind-
leistung und des AC-Spannungsbandes. Ein zusätzliches Optimieren der Sollwerte der DC-
Spannungsregelung stellt eine Berücksichtigung der HGÜ-seitigen Leistungsflüsse und 
möglicher Grenzwertverletzungen sicher. Die Größe des zur Optimierung eingesetzten 
HGÜ-Netzes übersteigt mit neun Umrichter die Größe anderer Testnetze (u. a. [158, 161, 
164, 165, 171, 190–194]). Die Anwendbarkeit des hier vorgestellten C-SCOPFs in ausge-
dehnten AC-HGÜ-Netzen ist somit nachgewiesen. 
Der vorgestellte C-SCOPF ermöglicht zusätzlich eine Beschränkung des Optimierungs-
vektors auf ausgewählte Umrichter. Dies stellt eine Neuerung gegenüber existierenden C-
SCOPF-Algorithmen im Bereich der HGÜ-Applikationen dar. Im Rahmen dieser Arbeit 
ergibt sich die Beschränkung des Optimierungsvektors exemplarisch aus der lokalen Iden-
tifizierbarkeit von Events. Diese beschriebene Anpassung wirkt sich nicht auf die Leis-
tungsfähigkeit des Algorithmus aus. Die sinkende Anzahl gültiger Arbeitspunkte konnte 
in den betreffenden Fällen auf topologische Gegebenheiten und fehlende Freiheitsgrade 
zurückgeführt werden. Zukünftig kann die partielle Optimierung ausgewählter Umrichter 
beispielsweise auf die Regelzonen-Zugehörigkeit übertragen werden. Auf diese Weise 
lässt sich der Koordinationsaufwand zwischen den einzelnen Regelzonen-Verantwortli-
chen bzw. der ÜNBs reduzieren. 
Der wesentliche Schwachpunkt des hier vorgestellten Ansatzes ist die Reaktion des C-
SCOPF bei einer Nicht-Lösbarkeit der Optimierungsaufgabe. Die eruierten Ergebnisse zei-
gen, dass, wenn der Zustandsraum keine gültige Lösung enthält, die berechneten kurativen 
AP zwar einen konvergenten AC-DC-Leistungsfluss darstellen, diese aber nicht eine Re-
duzierung der betreffenden Sicherheitsverletzungen garantiert. Ein Anpassen des Algorith-
mus und der eingesetzten Steuervariablen ist aus diesem Grund anzustreben. 
5.3 Aktivierung kurativer Arbeitspunkte 
Die Komponente Aktivierung kurativer Arbeitspunkte ist so zu gestalten, dass die Stabilität 
des AC- und DC-Systems gewahrt bleibt, und die HGÜ-Umrichter die vorgesehenen 
Wirkleistungsarbeitspunkte einnehmen. Insbesondere für die Stabilitätsuntersuchungen 
stellen dynamische Zeitreihensimulationen ein probates Mittel dar. So zeichnet sich der 
vorliegende Abschnitt durch eine enge Beziehung zur Entwicklung der Komponente in 
Abschnitt 3.5 aus. Zunächst findet eine Untersuchung mehrerer Leistungsgradienten zur 
Aktivierung der kurativen Arbeitspunkte statt, die in die Auswahl eines geeigneten Gradi-
enten mündet (Abschnitt 5.3.1). Es erfolgt ein Vergleich möglicher Schnittstellen zwischen 
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HGÜ-RAS und lokaler Umrichter Regelung (Abschnitt 5.3.2). Abschnitt 5.3.3 untersucht 
abschließend den Einfluss einer nicht-synchronisierten Aktivierung der kurativen Arbeits-
punktanpassung auf die Systemstabilität. 
5.3.1 Einfluss der Leistungsgradienten auf Systemstabilität 
Der Einfluss der gewählten Gradienten von Wirkleistungsanpassungen auf die AC-Stabi-
lität erfolgt mit einem Fokus auf die Rotorwinkel-Stabilität. Aufgrund des großen Einflus-
ses von Topologie, Parametrierung und Arbeitspunkten sind Simulationen im Zeitbereich 
erforderlich. Die in Abschnitt 4.2 beschriebene Modellierung des Systems genügt den An-
forderungen zur Untersuchung der Rotorwinkel-Stabilität. 
Die Untersuchung erfolgt anhand zweier unterschiedlicher kritischer (Contingency) 
Events, die den Ausfall einer stark belasteten AC-Leitung zwischen RZ1 und RZ2, sowie 
einen Kraftwerksausfall innerhalb RZ2 abbilden. Zwischen Eventeintritt und kurativer 
Maßnahme besteht ein zeitlicher Abstand von 200 ms. Der Vorgang der lokalen Identifi-
kation bleibt an dieser Stelle unberücksichtigt. Vereinfachend wird eine Verschiebeleis-
tung von insgesamt 2000 MW aus dem AC in das HGÜ-System durch die Umrichter 
VSC1, VSC2, VSC3 und VSC5 vorgesehen. Es kommen die in Tab. 5.18 aufgeführten 
Leistungsgradienten zum Einsatz. Die vorgesehene AP-Anpassung stellt im Vergleich zu 
den in Abschnitt 5.2 bestimmten kurativen Maßnahmen eine worst-Case Annahme dar. 
Die Evaluierung erfolgt anhand der Zeitverläufe von Frequenz und Polradwinkel zweier 
ausgewählter Synchronmaschinen, sowie Spannungsbetrag und -Winkel an zwei AC-Kno-
ten. Die Werte repräsentieren RZ1 und RZ2. Die in Tab. 5.18 beschriebenen Gradienten 
werden in Abb. 5.5 und Abb. 5.6 gegenübergestellt. Von einem Einsatz zusätzlicher Indi-
katoren wie Frequenzgradienten, Dynamic Voltage Index, etc. (vgl. [208]) wird an dieser 
Stelle abgesehen. 
Tab. 5.18: Kurative Anpassung der Wirkleistung mit drei Leistungsgradienten 
 Gradient 1 (---) Gradient 2 (…) Gradient 3 (––) 
Δpkur,1 1000 MW 1000 MW 1000 MW 
Δpkur,2 -1000 MW -1000 MW -1000 MW 
Δpkur,3 1000 MW 1000 MW 1000 MW 
Δpkur,5 -1000 MW -1000 MW -1000 MW 
Leistungsgradient 100 GW/s 10 GW/s 2 GW/s 
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Abb. 5.5:  Darstellung von Zustandsgrößen bei Ausfall AC-Leitung 42 (t=0,5 s) mit an-
schließender Aktivierung kurativer Maßnahmen (t=0.7 s) 
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Abb. 5.6: Darstellung von Zustandsgrößen bei Ausfall Kraftwerk 11 (t=0,5 s) mit an-
schließender Aktivierung kurativer Maßnahmen (t=0.7 s) 
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Polradwinkels. Die Aktivierung der kurativen Arbeitspunktanpassungen (bei t=0,7 s) weist 
für Gradient 1 und Gradient 2 eine zusätzliche Anregung des Systems auf. Besonders deut-
lich äußert sich diese für die Polradwinkel der betrachteten Synchronmaschinen. Abb. 
5.5 b) und Abb. 5.6 b) zeigen, wie die Maschinen der benachbarten Regelzonen RZ1 und 
RZ2 gegeneinander schwingen. Im Untersuchungsfall ist diese Schwingung stark ge-
dämpft und klingt innerhalb weniger Sekunden ab. Die Ausprägung der Schwingung 
nimmt mit sinkendem Gradienten ab. Ein Einsatz von Gradient 3 verhindert deren Auftre-
ten vollständig. Das betrachtete AC-HGÜ-Benchmarknetz ist als stark gedämpft anzuse-
hen, weshalb die Ergebnisse nicht direkt auf beliebige Systeme übertragen werden können. 
Die Anregung der Polradwinkel überträgt sich auch auf den Zeitverlauf der Spannungs-
winkel der betrachteten AC-Knoten. Deren abklingendes Verhalten und Abhängigkeit zu 
den Gradienten verläuft analog. Die Spannungsbeträge weisen bei Einsatz der Gradien-
ten 1 und 2 eine kurze Auslenkung bei AP-Anpassung auf, die jedoch innerhalb weniger 
Sekunden auf einen stationären Wert zurückgeht. Auch hier lässt sich die zweite Systeman-
regung mit Hinblick auf UAC durch Gradient 3 verhindern. Die Betrachtung der Frequenz 
zeigt für die Leistungsgradienten von 100 GW/s bzw. 10 GW/s das Auftreten registrierba-
ren Frequenzgradienten, die den Event-bedingten Frequenzgardienten übersteigt. Da diese 
allerdings nur für wenige ms auftreten, besteht zunächst Bedarf für weitere Betrachtungen. 
Zusammenfassend verläuft die Anregung des AC-Systems in Abhängigkeit zur Ausprä-
gung der eingesetzten Leistungsgradienten. Die mit Gradient 3 verbundene Leistungsän-
derung von 5 GW/s erfolgt für das angenommene AC-HGÜ-System so langsam, dass zu-
sätzliche Anregungen der Systemgrößen vermieden werden können. Stattdessen schwingt 
sich das bereits durch den Eventeintritt angeregte AC-System direkt in einen neuen statio-
nären Zustand ein.  
Abb. 5.7 zeigt abschließend den Verlauf der DC-Knotenspannungen an ausgewählten Um-
richterknoten. Die Auswahl umfasst an den kurativen Maßnahmen beteiligte (VSC1, 
VSC2) und unbeteiligte Umrichter (VSC6, VSC8). Neben den neuen stationären Span-
nungswerten wird auch die Beteiligung von VSC6 und VSC8 an der DC-Spannungsrege-
lung ab t=0,7 s deutlich. Es erfolgt ebenfalls eine Gegenüberstellung der drei Leistungs-
gradienten nach Tab. 5.18.  
Unabhängig von dem betrachteten Leistungsgradienten, erreichen die Umrichter einen 
neuen stationären Arbeitspunkt der DC-Spannung. Es erfolgt keine Anregung einer DC-
seitigen Schwingung. Dies ist darauf zurückzuführen, dass die innere Regelung der HGÜ-
Umrichter, und somit auch die DC-Spannungsregelung, hinsichtlich ihrer Zeitkonstanten 
die Dynamik des AC-Systems übersteigt (vgl. Abschnitt 4.2.2). Die Dynamik des AC-
Systems stellt bei der Aktivierung kurativer Maßnahmen hinsichtlich der Leistungsgradi-
enten den begrenzenden Faktor dar. 
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Abb. 5.7:  Darstellung der DC-Spannung bei Aktivierung der kurativen Maßnahmen 
(t=0.7 s) 
5.3.2 Variantenvergleich zur lokalen Anpassung der Wirkleistung 
Zur lokalen Anpassung der Wirkleistungsarbeitspunkte ist eine geeignete Schnittstelle 
zwischen HGÜ-RAS und der bestehenden lokalen Umrichter Regelung erforderlich. Dafür 
werden in Abschnitt 3.5.2 folgende drei Varianten vorgestellt, die an dieser Stelle vergli-
chen und auf Verwendbarkeit für das HGÜ-RAS evaluiert werden: 
 Variante 1: Korrektur der Wirkleistung und DC-Spannung 
 Variante 2: Korrektur der Wirkleistung ohne DC-Spannungsregelung 
 Variante 3:Autonomer lokaler Regler 
Die Untersuchung erfolgt an einem aus vier HGÜ-Umrichtern bestehenden Testnetz (Abb. 
5.8). Die einfache Struktur erlaubt eine Konzentration auf die Wechselwirkung zwischen 
den einzelnen Umrichtern, bei gleichzeitigem Abbilden aller für das HGÜ-System rele-
vanten Aspekte. Die Ergebnisse können somit auf ausgedehnte Systeme übertragen wer-
den. Die lokale Identifikation und Sollwertänderung ist auf VSC1 und VSC3 beschränkt. 
Eine Berechnung korrespondierender Sollwerte für Wirkleistung und DC-Spannung er-
folgt mittels des in Abschnitt 3.4 beschriebenen C-SCOPF Algorithmus. Diese sind in Tab. 
5.19 aufgeführt. Alle Umrichter sind identisch nach Tab. 4.8 parametriert. Ein Einsatz der 
in Abschnitt 3.5.1 bestimmten Anstiegsbegrenzung ist aufgrund der zu untersuchenden 
DC-seitigen Effekte nicht relevant, und wird vernachlässigt. 
 
Abb. 5.8: Struktur des einfachen HGÜ-Testnetz mit vier HGÜ-Umrichtern 
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Die Untersuchung beinhaltet eine Zeitreihensimulation der Aktivierung der vorberechne-
ten Arbeitspunktänderungen durch die drei vorgestellten Varianten. Die resultierenden 
Zeitverläufe von PVSC und UDC werden in Abb. 5.9 bis Abb. 5.11 gezeigt. Alle drei Vari-
anten führen zu einer Überführung des HGÜ-Systems in einen neuen stationären Arbeits-
punkt. Bei Variante 1 und 2 wird dieser Übergang durch das Verhalten des Umrichter-
nahen PI-Reglers des Wirkleistungszweigs (vgl. Abschnitt 4.2) charakterisiert. Entspre-
chend dessen Parametrierung erfolgt der Übergang im Zeitbereich von 20 ms. Dagegen 
erfolgt der Arbeitspunktwechsel bei Variante 3 durch den zusätzlich eingebrachten Sekun-
därregler innerhalb von etwa 500 ms.  
Durch den Sollwertsprung von Wirkleistung und DC-Spannung weist Variante 1 eine ab-
klingende Schwingung auf, die im Verlauf von UDC und PVSC registrierbar ist (Abb. 5.9). 
Derartige Schwingungen werden in dieser Arbeit nicht weiter untersucht, können aber 
Schwingungsmoden innerhalb des HGÜ-Netzes treffen, die vor allem bei einem hohen 
Kabelanteil ausgeprägt sind [209, 210]. Bei Variante 2 und 3 treten keine Schwingungen 
auf, stattdessen wird der neue Arbeitspunkt asymptotisch stabil erreicht. 
 
Abb. 5.9: Lokale Aktivierung kurativer Arbeitspunkte  (bei t=0,7 s) durch Variante 1, 
Zeitverläufe von a) PVSC und b) UDC 
Durch die DC-Spannungsregelung an allen vier Umrichtern kann bei Anwendung von Va-
riante 1 an keinem der Umrichter der gewünschte Wirkleistungssollwert erreicht werden. 
Die bleibenden Regelabweichungen (ΔPVSC, ΔUDC) sind in Tab 5.19 aufgeführt. Die Ab-
weichungen zwischen Soll- und Ist-Wirkleistung (ΔPVSC) belaufen sich auf bis zu 50% an 
Umrichtern ohne lokale Identifikation (vergleiche Abb. 5.9). Eine gesicherte Entlastung 
des unterlagerten AC-Netzes durch das HGÜ-RAS kann somit nicht gewährleistet werden, 
da ungeplante AC-Leistungsflüsse auftreten. 
Ein ähnliches Verhalten ist bei Variante 2 zu beobachten. Durch die temporäre Deaktivie-
rung der DC-Spannungsregelung an VSC1 und VSC3 zur Anpassung der Wirkleistung 
kann die Regelabweichung ΔPVSC an den beiden Umrichtern eliminiert werden. Allerdings 
weichen auch in diesem Fall die übrigen Umrichter ohne lokale Identifikation (VSC2, 
t/s
P
V
S
C
 / 
M
W
0,5 1,0-200
-100
0
100
200
VSC1
VSC2
VSC3
VSC4
a)
U
D
C
 / 
kV
0.5 1 1.5 2
498
500
502
504
t/s
b)
VSC1
VSC2
VSC3
VSC4
5 Numerische Fallstudien 115 
 
VSC4) deutlich von ihrem ursprünglichen Arbeitspunkt ab (vgl. Tab. 5.19). Dieses Ver-
halten ist auf die aktive DC-Spannungsregelung an beiden Umrichtern zurückzuführen, die 
den durch die veränderte DC-Leistungsflusssituation abweichenden DC-Spannungen 
(UDC,2, UDC,4) entgegenwirkt (vgl. Abb. 5.10). Im Rahmen der C-SCOPF-Berechnung kann 
diese Abweichung durch eine Integration der DC-Spannungsregelung (vgl. AC-DC-Leis-
tungsflussberechnung [211]) berücksichtigt werden. 
 
Abb. 5.10: Lokale Aktivierung kurativer Arbeitspunkte  (bei t=0,7 s) durch Variante 2, 
Zeitverläufe von a) PVSC und b) UDC 
Der Einsatz von Variante 3 ermöglicht eine Überführung des Systems in die gewünschten 
Wirkleistungsarbeitspunkte der Umrichter mit lokaler Identifikation, bei konstanten PVSC 
an den übrigen Umrichtern (Abb. 5.11 a)). Die auftretende Abweichung der DC-Knoten-
spannungen fällt im betrachteten Beispiel größer aus als bei Variante 1 und 2, führt aller-
dings nicht zu einer Verletzung der definierten Spannungsbänder. Ein zentral koordinierter 
Redispatch nach [179] kann im Anschluss im Rahmen des folgenden Zeitintervalls der 
Netzbetriebsführung als Tertiärregelung erfolgen. Wie Abb. 5.11 b) zeigt, nimmt die DC-
Spannung einen neuen stationären Arbeitspunkt ein. 
 
Abb. 5.11: Lokale Aktivierung kurativer Arbeitspunkte (bei t=0,7 s) durch Variante 3, 
Zeitverläufe von a) PVSC und b) UDC 
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Der Vergleich zeigt, dass zunächst alle drei untersuchten Varianten eine Überführung des 
HGÜ-Systems in einen neuen stationären Arbeitspunkt erlauben. Allerdings weichen diese 
in Teilen von den Vorgaben für PVSC und UDC ab (siehe Tab. 5.19). Der in Variante 3 
betrachtete Einsatz eines autonomen lokalen Reglers führt die auftretende Abweichung der 
Wirkleistung (ΔPVSC) für alle Umrichter zu null und garantiert somit die exakte Ausfüh-
rung der vorgesehenen kurativen Arbeitspunktanpassungen ohne unzulässige Rückwir-
kungen mit der DC-Spannungsregelung. 
Tab. 5.19:  Vergleich vorgestellter Aktivierungsmethoden hinsichtlich der Abweichung 
zwischen Soll- und Ist-Werten von DC-Spannung und Wirkleistung 
 VSC1 VSC2 VSC3 VSC4 ∑│χ│ 
R
ah
m
en
da
te
n PVSC,ref,0/ MW 18,4 90,40 -45,9 -62,5 - 
UDC,ref,0 / kV 501,0 500,8 499,2 499,1 - 
ΔPkur / MW 117,3 0,0 -115,6 0,0 - 
ΔUDC,kur / kV 2,9 0,0 -1,2 0,0 - 
V
ar
ia
nt
e 
1 
PVSC / MW 157,6 42,0 -148,0 -49,1 - 
UDC / kV 503,7 501,4 497,9 498,9 - 
ΔPVSC / MW 21,9 -48,4 13,5 13,4 97,2 
ΔUDC / kV -0,3 0,6 -0,1 -0,2 1,2 
V
ar
ia
nt
e 
2 
PVSC / MW 135,7 64,4 -161,6 -36,7 - 
UDC / kV 503,1 501,1 497,5 498,7 - 
ΔPVSC / MW 0,0 -26,0 0,0 25,8 51,8 
ΔUDC / kV -0,8 0,3 -0,6 -0,3 2,0 
V
ar
ia
nt
e 
3 
PVSC / MW 135,7 90,40 -161,6 -62,5 - 
UDC / kV 503,0 501,0 497,2 498,2 - 
ΔPVSC / MW 0,0 0,0 0,0 0,0 0,0 
ΔUDC / kV -0,95 0,25 -0,85 -0,85 2,9 
5.3.3 Auswirkungen einer zeitversetzten Aktivierung der kurativen APs 
Im folgenden Abschnitt werden mögliche Auswirkungen einer nicht vollständig zeitgleich 
erfolgenden Aktivierung der kurativen Arbeitspunktanpassungen betrachtet. Dafür kommt 
das AC-HGÜ-Benchmarknetz zum Einsatz, die Arbeitspunktanpassungen werden in Tab. 
5.20 aufgeführt. Um einen Worst-Case abzubilden, werden die vier am HGÜ-RAS betei-
ligten Umrichter (VSC1, VSC2, VSC3 und VSC5) mit dem Abstand von 25 ms gestaffelt 
aktiviert. Als kritisches Event wird der Ausfall von AC-Leitung 42 vorgesehen. Die dyna-
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mische Parametrierung entspricht den Vorgaben in Abschnitt 4.2. Die Aktivierung der ku-
rativen Arbeitspunkte erfolgt unter Einsatz des ausgewählten autonomen lokalen Reglers 
und einem Gradienten von maximal 2 GW/s. 
Tab. 5.20: Kurative Anpassung der Wirkleistung bei einer zeitversetzter Aktivierung um 
ΔtAktivierung 
 VSC1 VSC2 VSC3 VSC5 
Δpkur 1000 MW -1000 MW 1000 MW -1000 MW 
ΔtAktivierung 200 ms 250 ms 225 ms 275 ms 
Die Untersuchung baut auf einer dynamischen Zeitreihensimulation auf. Der Vorgang der 
lokalen Identifikation wird an dieser Stelle nicht berücksichtigt. Die Aktivierung beginnt 
200 ms nach Auslösen des Schutzes. Die Ergebnisse sind in Abb. 5.12 gezeigt, und werden 
mit einer synchronen Auslösung der VSCs verglichen. 
Die gestaffelte Änderung der Wirkleistungsarbeitspunkte führt zu einer mehrmaligen aber 
nur kurzzeitigen Störung des DC-Energiegleichgewichtes. Im betrachteten Beispiel ruft 
dies einen zeitweiligen Anstieg aller DC-Knotenspannungen hervor (siehe Abb. 5.12 b)). 
Das zulässige Spannungsband (525-475 kV) wird dabei nicht verletzt. Auf Seiten des AC-
Systems weist der betrachtete Frequenzverlauf an den gezeigten Synchronmaschinen 
(Abb. 5.12 c)) ebenfalls nur marginale Abweichungen auf. Im untersuchten Worst-Case 
hat die zeitlich versetzte Aktivierung kurativer Arbeitspunktanpassungen keine negative 
Auswirkung auf die Stabilität des AC- und HGÜ-Systems gezeigt. 
5.3.4 Zwischenfazit zur Komponente Aktivierung kurativer Arbeitspunkte 
Die durchgeführten Betrachtungen und dynamischen Zeitreihensimulationen stellen eine 
Grundlage zur Entwicklung der Komponente Aktivierung kurativer Arbeitspunkte dar. So 
wurde der Einfluss unterschiedlicher Wirkleistungsgradienten auf die Rotorwinkelstabili-
tät des AC-HGÜ-Benchmarknetzes untersucht und ein zulässiger Gradient (2 GW/s) aus-
gewählt. Ferner wird ein autonomer lokaler Regler als am besten geeignete Schnittstelle 
zur existierenden Umrichter-Regelung identifiziert. Die resultierende Ausführung stellt 
eine exakte Ausführung der kurativen Arbeitspunktanpassung sicher, ohne die Stabilität 
des AC- oder HGÜ-Systems zu gefährden. Ein Einsatz der Komponente als Teil des voll-
ständigen HGÜ-RAS ist somit zulässig und findet im weiteren Verlauf Berücksichtigung.  
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Abb. 5.12:  Darstellung von Zustandsgrößen bei Ausfall AC-Leitung 42 (t=0,5 s) mit ver-
zögerter Aktivierung kurativer Maßnahmen ab t=0.7 s 
5.4 Vollständige Erprobung des HGÜ-RAS 
Nachdem die einzelnen Komponenten des HGÜ-RAS bereits isoliert validiert wurden, fin-
det in diesem Abschnitt eine Untersuchung des gesamten Ansatzes anhand mehrerer Fall-
beispiele statt. Diese umfassen die im Folgenden aufgeführten Typen kritischer Events, die 
den in Kapitel 4 vorgestellten Untersuchungsszenarien entnommen sind: 
 Einzelausfall einer AC-Übertragungsleitung innerhalb einer Regelzone (Base 
Case) 
 Ausfall eines Kraftwerks (Base Case) 
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 Ausfall eines HGÜ-Umrichters (Base Case) 
 Ausfall einer HGÜ-Punkt-zu-Punkt-Verbindung zwischen zwei Regelzonen (Son-
derfall) 
Die durchgeführten Betrachtungen beruhen auf dynamischen Zeitreihensimulationen, die 
die folgenden Vorgänge während und nach Ausführung kurativer Maßnahmen durch das 
HGÜ-RAS abbilden: 
 Eintritt des Events und Auswirkungen auf das hybride AC-HGÜ-System hinsicht-
lich der Systemsicherheit 
 Lokale Identifikation des eingetretenen Events durch die Komponente Identifika-
tion des Systemzustandes 
 Kurative Arbeitspunktanpassung der HGÜ-Umrichter mit lokaler Identifikation 
durch die Komponente Aktivierung kurativer Arbeitspunkte 
 Überführen des AC-Systems in einen zulässigen Zustand entsprechend der Opera-
tional Security Limits (Engpassbeseitigung) 
Die beschriebenen Betrachtungen dienen dem Beweis der Gültigkeit und Eignung des 
HGÜ-RAS zur Ausführung kurativer Maßnahmen durch ein HGÜ-System. Neben den sta-
tischen Netzsicherheitsverletzungen stehen mögliche Wechselwirkungen zwischen HGÜ-
RAS und weiteren Instanzen des gemischten AC-HGÜ-Systems (Leistungs-Frequenz-Re-
gelung und DC-Spannungsregelung) im Fokus. 
5.4.1 Ausfall AC-Leitung 
Zur exemplarischen Betrachtung einer kritischen Contingency des Typs AC-Leitung wird 
die AC-Übertragungsleitung 47 im Base Case bei einer Auslastung von ca. 70% der Nenn-
leistung nach einem mutmaßlichen Kurzschluss durch die Leistungsschalter bei t=0,5 s 
getrennt. Das beschriebene Fallbeispiel (Event #7) wurde ausgewählt, da es sich um eine 
kritische Contingency handelt, deren Ursache und Wirkung sich auf eine Regelzone be-
schränkt. So gewährleistet die betroffene Leitung ausgehend von VSC2 eine Versorgung 
der südlichen Lasten innerhalb RZ2. Wie Abb. 5.13 a) zeigt, führt der Ausfall zu einer 
Überlastung der parallel verlaufenden AC-Leitung 57, falls das HGÜ-RAS inaktiv bleibt. 
Eine Verletzung der definierten Grenzen der Generatorblindleistungen und AC-Knoten-
spannungen erfolgen im gezeigten Fall nicht. Die Auslastung der AC-Leitungen mit akti-
vierten HGÜ-RAS ist ebenfalls abgebildet. Abb. 5.13 b) zeigt eine schematische Übersicht 
der Topologie des AC-HGÜ-Benchmarknetzes zur besseren Nachvollziehbarkeit der Er-
gebnisse. 
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Abb. 5.13: Ausfall von AC-Leitung 47: a) Zeitverlauf der AC-Leitungsauslastung und b) 
Schematische AC-Netzdarstellung 
Eine lokale Identifikation des eintretenden Events ist nur an den Umrichtern VSC2, VSC3, 
VSC4, VSC5 und VSC7 möglich (siehe auch Abschnitt 5.1). Das HGÜ-RAS sieht eine 
Beseitigung des entstandenen AC-Engpasses durch eine Anpassung der Wirkleistungsar-
beitspunkte von VSC2 und VSC5 vor. Wie bereits in Abschnitt 5.2.3 diskutiert, erfordert 
die kurative Maßnahme eine signifikante Anpassung der Wirkleistungsarbeitspunkte, da 
sich für VSC8 keine lokale Identifikation garantieren lässt. Abb. 5.14 a) zeigt den Zeitver-
lauf von PVSC unter Einfluss einer lokalen Ausführung der kurativen AP-Anpassung bei 
t=0,9 s. Die Umrichter erreichen ihre Sollarbeitspunkte (PVSC,kur) ohne Überschwingen 
nach weniger als 600 ms. Die übrigen Umrichter behalten wie vorgesehen ihre konstanten 
Wirkleistungsarbeitspunkte bei. Die kurative Maßnahme wird somit wie vorgesehen nur 
durch die HGÜ-Umrichter (VSC2, VSC5) getragen. Abb. 5.14 b) zeigt den resultierenden 
Zeitverlauf der Auslastung der HGÜ-Leitungen, die sich für das gesamte HGÜ-System 
ändern. 
 
Abb. 5.14: Ausfall von AC-Leitung 47: a) Zeitverlauf von PVSC und b) Zeitverlauf HGÜ-
Leitungsauslastung bei aktiviertem HGÜ-RAS 
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Abb. 5.15 a) zeigt einen Vergleich der Auslastung ausgewählter AC-Leitungen (ab 50% 
Auslastung). Das gezeigte Diagramm ist in die drei Regelzonen gegliedert, die Kuppellei-
tungen (42, 43, 83) sind an der jeweiligen Übergangsstelle im Diagramm abgebildet. Es 
wird deutlich, dass sich der Einfluss der kurativen Maßnahme auf die vom Event betroffene 
Regelzone (RZ2) beschränkt, während sich die gezeigten post-Event Leitungsauslastungen 
innerhalb von RZ1, RZ3 und an den Kuppelleitungen nur unwesentlich ändern. Die dort 
auftretenden Abweichungen sind auf geänderte Blindleistungsflüsse zurückzuführen.  
 
Abb. 5.15: Ausfall von AC-Leitung 47: Vergleich der Auslastungen für a) ausgewählte 
AC-Leitungen und b) alle HGÜ-Leitungen 
Innerhalb RZ2 reduziert das HGÜ-RAS die Auslastung von Leitung 57 auf 90%. Die kor-
respondierenden Wirkleistungsarbeitspunkte der Umrichter sorgen für eine steigende Aus-
lastung anderer AC-Leitungen innerhalb RZ2. Aufgrund der Topologie des vorliegenden 
HGÜ-Systems erfahren alle HGÜ-Leitungen eine Veränderung der Auslastung (siehe Abb. 
5.15 b)). 
Eine detaillierte Darstellung der Änderung der AC-Leistungsflüsse durch die kurativen 
Maßnahmen und die dadurch realisierte Engpassbeseitigung erfolgt in Abb. 5.16 . Im Zeit-
verlauf von PVSC (Abb. 5.16 a)) kann zunächst das Öffnen der Leistungsschalter an der 
fehlerbehafteten AC-Leistung 47 (t=500 ms) in Form einer kurzzeitigen Anregung der Re-
gelung beobachtet werden. Durch die gewählte Ausführung der Komponente Identifikation 
des Systemzustandes umfasst die Zeit zwischen Event-Eintritt und Anpassung der Umrich-
ter-Arbeitspunkte 400 ms. Zusätzliche Berechnungs- und Latenzzeiten der Stationsinstanz 
des HGÜ-RAS werden vernachlässigt.  
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Abb. 5.16: Ausfall von AC-Leitung 47: a) Zeitverlauf von PVSC, b) Zeitverlauf AC-Lei-
tungsauslastung bei aktiviertem HGÜ-RAS 
Temporär auftretendem Abweichungen zwischen Soll- und Ist-Arbeitspunkt von beispiels-
weise VSC1 (PVSC,1,ref und PVSC,1) liegen im Bereich von wenigen MW (vgl. Abb. 5.16 a)). 
Sie resultieren aus der kurzzeitigen Anregung der DC-Spannungsregelung, die eine schnel-
lere Zeitkonstante als die Sekundärinstanz der lokalen Umrichter-Regelung besitzt (vgl. 
Abschnitt 3.5.2). Die Abweichung wird nach weniger als 1 s durch letztere korrigiert.  
Im gezeigten Fall benötigt das HGÜ-RAS rund 550 ms zur Reduktion der Auslastung von 
AC-Leitung 57 auf unter 100%. Bis zum Erreichen der durch den C-SCOPF vorgesehenen 
Zielbelastung von 90% vergehen zusätzliche 133 ms (vgl. Abb. 5.16 b)) Die Zeit für die 
Überführung des Systems in einen erneut zulässigen Zustand unterschreitet deutlich das 
übliche Betriebsintervall in der das Bedienpersonal manuell aktiv werden kann (bspw. ¼ 
Stunde [212]). Die Reaktionszeit liegt ebenfalls unterhalb der thermischen Zeitkonstanten 
der Leiterseile der AC-Leitungen (vgl. [213]). Eine zusätzliche Anregung des Systems und 
eine Gefährdung der AC-Stabilität durch die Aktivierung der kurativen Arbeitspunkte tre-
ten erwartungsgemäß und aufgrund der gewählten Leistungsgradienten nicht auf.  
Das Ausführen des HGÜ-RAS beeinflusst die DC-Knotenspannungen (UDC) aller Umrich-
ter, ungeachtet ihrer Beteiligung an der Ausführung der kurativen Maßnahme (Abb. 5.17). 
Das in Abschnitt 3.5 vorgestellte Aktivierungsverfahren sieht eine lokale Anpassung der 
DC-Sollspannung vor, um die gewünschten Wirkleistungsarbeitspunkte zu erreichen bzw. 
einzuhalten. Dadurch bleibt die kurative Maßnahme auf RZ2 beschränkt. Änderungen von 
PVSC in den übrigen Regelzonen bleiben aus. Trotz des Eingriffs in die DC-Spannungsre-
gelung, bleibt die DC-Stabilität gewahrt und das DC-Spannungsprofil [uDC,operation_min, 
uDC,operation_max] eingehalten. Die gestrichelten Linien zeigen die ebenfalls durch den einge-
setzten C-SCOPF bestimmten DC-Sollspannungen für das nächste Arbeitspunktupdate. 
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Abb. 5.17: Ausfall von AC-Leitung 47: Zeitverlauf von UDC bei aktiviertem HGÜ-RAS 
Im betrachteten Fallbeispiel ist das HGÜ-RAS in der Lage nach Ausfall einer kritischen 
AC-Leitung innerhalb weniger als einer Sekunde einen zulässigen Systemzustand wieder-
herzustellen. Dabei werden die überlasteten AC-Leitungen auf einen vorgegebenen Ziel-
wert korrigiert. Die kurativen Maßnahmen können – falls es die Topologie zulässt – auf 
eine Regelzone beschränkt werden. 
5.4.2 Ausfall Kraftwerk 
Als Beispiel des Event-Typs Kraftwerksausfall wird der sofortige Wegfall von Kraftwerk 
11 (Event #13) innerhalb Regelzone 2 betrachtet. Der Ausfall führt zunächst zu einem 
Einbruch der Netzfrequenz und einer Aktivierung der Primärregelung der im AC-System 
verteilten Kraftwerke. Abb. 5.18 a) zeigt den Wirkleistungsverlauf ausgewählter Erzeu-
gungseinheiten.  
 
Abb. 5.18: Ausfall von KW 11: a) Zeitverlauf von PGen und b) Schematische AC-Netz-
darstellung 
Die Anpassung von PGen führt zu einer Veränderung der AC-Leistungsflüsse und im Zuge 
dessen auch zu einer Überlastung der AC-Kuppelleitung 43 als Verbindung zwischen RZ1 
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und RZ2. Die Leitung überschreitet bei deaktiviertem HGÜ-RAS ihre Nennleistung nach 
weniger als 2 s nach Kraftwerksausfall (vgl. Abb. 5.19 a)). Aus diesem Grund ist das Event 
Teil der kritischen Contingencies. Eine Identifikation kann an allen onshore Umrichtern 
sichergesellt werden. Die vorberechneten kurativen Maßnahmen konzentrieren sich dage-
gen auf eine signifikante Arbeitspunktanpassung von VSC2 und VSC8. Der Zeitverlauf 
von PVSC bei aktiviertem HGÜ-RAS ist in Abb. 5.19 b) dargestellt.  
 
Abb. 5.19: Ausfall von KW 11: a) Zeitverlauf der AC-Leitungsauslastung und b) Zeitver-
lauf von PVSC 
Die AP-Korrektur erfolgt mit dem festgelegten Gradienten von 2 GW/s und verläuft damit 
schneller als der Anstieg der AC-Leitungsauslastungen, der von der Dynamik der Primär-
regelung bestimmt wird. Dieser Unterschied wird in Abb. 5.19 a) klar erkennbar. So er-
laubt es das HGÜ-RAS eine Überlastung der betroffenen AC-Leitung vollständig zu ver-
hindern. Der Zeitverlauf der Leitungsauslastungen zeigt auch, dass ein langsameres Ver-
halten des HGÜ-RAS ausreichend ist. Eine Harmonisierung der Zeitkonstanten von HGÜ-
RAS und Primärregelung kann die in Abb. 5.19 a) sichtbare Wechselwirkung zwischen 
Leistungsfrequenz-Regelung und kurativen Maßnahmen reduzieren. Die Betrachtungen 
erfolgen zunächst ohne die Berücksichtigung der Sekundärinstanz der Leistungs-Fre-
quenz-Regelung. 
Der zusätzliche Einfluss der Sekundärregelung auf Basis des Netzkennlinienverfahrens 
(vgl. Abschnitt 4.2) auf den Zeitverlauf der Leitungsauslastung wird in Abb. 5.20 abgebil-
det. Wie in Abb. 5.20 gezeigt, führt ein Einsatz der Sekundärregelung bereits ohne HGÜ-
RAS zu einer Entlastung der temporär Überlasteten AC-Leitung 43 zwischen RZ1 und 
RZ2. 
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Abb. 5.20: Approximierter Zeitverlauf der AC-Leitungsauslastung bei aktivierter Leis-
tungs-Frequenz-Regelung inkl. Sekundärregelung 
Der zusätzliche Einsatz des HGÜ-RAS garantiert im betrachteten Beispiel das Vermeiden 
einer Leitungsüberlastung. Zusätzlich sorgt der Einsatz zu einem Rückgang der AC-Lei-
tungsauslastung auf einen Wert unterhalb des prä-Event-Wertes, da durch das Aktivieren 
des HGÜ-RAS die über das HGÜ-Netz übertragene Wirkleistung steigt, und innerhalb des 
ACE des Netzregelverbundes Berücksichtigung findet. Das beschriebene Verhalten ist auf 
Netzengpässe zwischen einzelnen Regelzonen beschränkt, bei Engpässen innerhalb einer 
Regelzone nach Ausfall von Kraftwerken treten derartige Effekte in den Hintergrund. Für 
den Einsatz des HGÜ-RAS bei Kraftwerksausfällen kann somit zukünftig der Einfluss der 
Sekundärregelung in Kombination mit der zulässigen Dauer einer Überlastung (in Abb. 
5.20 ca. 20 s) berücksichtigt werden.  
5.4.3 Ausfall HGÜ-Umrichter 
Als Beispiel für einen Umrichter Ausfall innerhalb des HGÜ-Netzes wird an dieser Stelle 
der Ausfall von VSC5 in RZ2 betrachtet. Der Umrichter wird im stationären Arbeitspunkt 
bei PVSC=1000 MW und QVSC=445 Mvar betrieben. Die lineare Verstärkung der DC-Span-
nungsregelung (kDC) ist für alle onshore Umrichter identisch. Daraus ergibt sich betrags-
mäßig eine gleichmäßige Aufteilung der in das AC-Netz eingespeisten Wirkleistung (siehe 
Abb. 5.21 a)). Die Anpassung von PVSC geschieht durch die hohe Dynamik der DC-Span-
nungsregelung im Bereich von etwa 100 ms. Abb. 5.21 b) zeigt die schematische Positio-
nierung der Umrichter im Base Case. 
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Abb. 5.21: Ausfall von VSC5: a) Zeitverlauf von PVSC bei Aktivierung der DC-Span-
nungsregelung ohne HGÜ-RAS, b) Schematische AC-Netzdarstellung 
Durch die beschriebene Auslösung der DC-Spannungsregelung reduziert sich der 
Wirkleistungsimport über das HGÜ-Netz innerhalb von RZ2. Dadurch tritt eine Verlet-
zung der zulässigen Belastungen von AC-Leitung 43 und AC-Leitung 83 auf. Die entspre-
chenden Zeitverläufe werden in Abb. 5.22 a) gezeigt und dem durch das HGÜ-RAS ge-
währleisteten Zeitverlauf gegenübergestellt. Gut sichtbar ist der angeregte Zustand des 
AC-Systems in Folge des Umrichterausfalls. 
 
Abb. 5.22: Ausfall von VSC5: Zeitverlauf a) der AC-Leitungsauslastung b) der Netzfre-
quenz 
Das auftretende Event kann an allen onshore Umrichtern erfolgreich durch AC-seitige 
Messungen lokal identifiziert werden. Die vorberechnete kurative Maßnahme bewirkt eine 
Anpassungen der Wirkleistungsarbeitspunkte von VSC2 (ΔPkur,2 ≈ -80 MW), VSC7 
(ΔPkur,7 ≈ -150 MW) und VSC8 (ΔPkur,8 ≈ -760 MW). Eine Anpassung der Blindleistung ist 
nicht vorgesehen, da keine Verletzungen des AC-Spannungsbandes und der Blindleis-
tungsgrenzen auftreten. Die entsprechenden Zeitverläufe der kurativen Wirkleistungsän-
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derung sind in Abb. 5.23 a) dargestellt. Das HGÜ-RAS stellt eine Reduktion der AC-Leis-
tungsflüsse unter die definierte Grenze von 90% sicher, wie Abb. 5.22 a) zeigt. Eine wei-
tere Anregung der Systemdynamik findet durch den gewählten Gradienten nicht statt (vgl. 
Abb. 5.22 b)). 
 
Abb. 5.23: Ausfall von VSC5: Zeitverlauf von a) PVSC und b) UDC bei aktiviertem HGÜ-
RAS 
Aufgrund der Störung des DC-Energiegleichgewichts eignet sich das betrachtete Event zur 
Betrachtung möglicher Wechselwirkungen zwischen der DC-Spannungsregelung und dem 
HGÜ-RAS. Abb. 5.23 zeigt den Zeitverlauf von PVSC und UDC, die Betrachtung lässt eine 
Einteilung des Zeitverlaufs während der HGÜ-RAS Ausführung in mehrere Phasen zu:  
 Phase 1 ist bestimmt durch die Aktivierung der droop-basierten DC-Spannungsrege-
lung in Folge der Störung des Umrichter-Ausfalls und der damit verbundenen Anpas-
sung der Wirkleistungsarbeitspunkte.  
 In Phase 2 versucht der autonome lokale Regler (vgl. Abschnitt 3.5.2) die stationären 
Arbeitspunkte (PVSC,ref) wiederherzustellen und arbeitet dabei gegen die Primärinstanz 
der DC-Spannungsregelung. Die Wechselwirkung wird durch vorgesehene Stellwert-
begrenzung (vgl. Abb. 3.25, Abschnitt 3.5.2) eingeschränkt. Die DC-Spannung stabi-
lisiert sich zunächst.  
 Phase 3 beginnt mit der Aktivierung der kurativen Arbeitspunktanpassung.  
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 Phase 4 beinhaltet schließlich das Erreichen der neuen stationären Arbeitspunkte von 
DC-Spannung und Wirkleistung.  
Aufgrund der Dynamik des PI-Glieds des eingesetzten autonomen lokalen Reglers und 
den beschriebenen Vorgängen (Phase 2), vergehen in Phase 3 zusätzlich ca. 300 ms bis 
sich PVSC an den betroffenen Umrichtern (VSC2, VSC7 und VSC8) entsprechend ΔPkur 
ändert. Die nicht an der Ausführung der kurativen Maßnahmen beteiligten Umrichter 
(ΔPkur=0) nehmen innerhalb Phase 4 erneut ihren vorgesehenen Arbeitspunkt PVSC,ref ein. 
Das stationäre DC-Spannungsprofil wurde durch die Störung sowie die veränderten HGÜ-
Leistungsflüsse beeinflusst, liegt aber noch innerhalb der zulässigen Grenzen und kann zu 
einem späteren Zeitpunkt entsprechend Δukur in den vorgesehenen Arbeitsbereich zurück-
geführt werden. In Ergänzung zu den bisherigen Ergebnissen liefert Abb. 5.24 eine Ge-
genüberstellung ausgewählter Leitungsauslastungen der AC- und HGÜ-Leitungen mit und 
ohne Einsatz des HGÜ-RAS nach Ausfall von VSC5.  
 
Abb. 5.24: Ausfall von VSC5: Vergleich der Auslastungen für a) ausgewählte AC-Lei-
tungen und b) alle HGÜ-Leitungen 
Die Darstellung der Leitungsbelastungen ohne HGÜ-RAS schließt bereits die Reaktion der 
DC-Spannungsregelung mit ein. Neben den Entlastungen der überlasteten AC-Leitun-
gen 43 und 83, sind signifikante Änderungen der Leistungsflüsse in allen drei Regelzonen 
zu verzeichnen. Während ein Großteil der AC-Leitungen durch die kurativen Maßnahmen 
entlastet werden können (vgl. Abb. 5.24 a)), nimmt die Auslastung der Leitungen im ge-
samten HGÜ-System zu (vgl. Abb. 5.24 b)).  
Das betrachtete Untersuchungsbeispiel zeigt die Anwendbarkeit des HGÜ-RAS bei Aus-
fällen von Umrichtern als Teil des HGÜ-Netzes. Den resultierenden AC-seitigen Verlet-
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zungen der Systemsicherheit kann kurativ begegnet werden, während die signifikante Stö-
rung des DC-Energiegleichgewichtes durch die DC-Spannungsregelung ausgeglichen 
wird und die Stabilität somit gewährleistet bleibt.  
5.4.4 Ausfall HGÜ-Verbindung  
Um die Wirkungsweise des HGÜ-RAS für den Betrieb mehrerer paralleler HGÜ-Verbin-
dungen anstelle eines vermaschten HGÜ-Netzes zu betrachten, wird an dieser Stelle der 
Sonderfall parallele HGÜ-Verbindungen herangezogen. Dabei bilden die Umrichter VSC1 
und VSC2 gemeinsam die HGÜ-Verbindung 1. Der Ausfall von VSC1 (#10) bedingt eine 
Kommutierung von 1400 MW Wirkleistung in das AC-System. Die Folgen für die Aus-
lastung des in Abb. 5.25 b) schematisch beschriebenen AC-Systems werden in Abb. 5.25 a) 
exemplarisch für die AC-Leitungen 42, 43 und 83 gezeigt. 
 
Abb. 5.25: Ausfall von VSC2 und HGÜ-Verbindung 1: a) Zeitverlauf der AC-Leitungs-
auslastung und b) Schematische AC-Netzdarstellung 
Eine lokale Identifikation des beschriebenen Ausfall-Szenarios ist im Rahmen des HGÜ-
RAS an allen Umrichtern der parallel verlaufenden HGÜ-Verbindung 2 möglich (VSC3, 
VSC5 und VSC8). Die durch den C-SCOPF vorberechneten kurativen Arbeitspunkte se-
hen eine Übernahme von insgesamt 600 MW Wirkleistung in Nord-Süd-Richtung vor, um 
die überlasteten Leitungen auf eine maximale Auslastung von 90% zurückzuführen. 
Entsprechend des in Abb. 5.26 a) gezeigten Zeitverlaufs von PVSC, entfallen die kurativen 
Arbeitspunktanpassungen auf VSC3 und VSC8. Analog zu den bisher gezeigten Beispie-
len, beginnt die Arbeitspunktanpassung aufgrund der lokalen Identifikation 400 ms nach 
Eventeintritt und verläuft entsprechend des definierten Gradienten von 2 GW/s ohne Über-
schwingen. Die daraus resultierende Entlastung der AC-Leitungsauslastungen wird in 
Abb. 5.25 a) verdeutlicht. Die überlasteten Leitungen können binnen 500 ms auf unter 
100% entlastet werden.  
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Abb. 5.26: Ausfall von VSC2 und HGÜ-Verbindung 1: a) Zeitverlauf von PVSC und b) 
Vergleich der Auslastung ausgewählter AC-Leitungen  
Ergänzend stellt Abb. 5.26 b) die Auslastung ausgewählter AC-Leitungen mit und ohne 
Aktivierung des HGÜ-RAS nach Eventeintritt gegenüber. So wird die systemweite Beein-
flussung der AC-Leistungsflüsse durch die kurativen Maßnahmen sichtbar. Neben der Ent-
lastung der überlasteten AC-Leitungen erfahren beispielsweise AC-Leitung 44 und 49 eine 
steigende Auslastung, da sie direkte Zuleitungen zu VSC8 darstellen (vgl. Abb. 5.26 a)). 
Der betrachtete Ausfall von VSC2 bedingt auch den Wegfall der bereitgestellten Blind-
leistung (QVSC,2=378 Mvar). Der Ausfall resultiert in einen abrupten Einbruch der AC-
Spannung UAC (siehe Abb. 5.27).  
 
Abb. 5.27: Ausfall von VSC2 und HGÜ-Verbindung 1: Zeitverlauf von UAC 
Entsprechend der in Abb. 5.28 a) beschriebenen Anpassung von QGen (durch die vorgese-
hene Erregungsregelung), kann zunächst (ohne HGÜ-RAS) ein neuer stabiler Betriebs-
punkt für UAC eingenommen werden. Dabei beteiligen sich die Umrichter entsprechend 
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der vorgesehenen Festwertregelung der Blindleistung nicht an der AC-Spannungsrege-
lung. Im resultierenden Arbeitspunkt liegt eine Verletzung des definierten Spannungsban-
des an AC-Knoten 32 vor. Zusätzlich überschreiten KW10 und KW11 die definierten 
Blindleistungsgrenzen (Abb. 5.28 a)). 
Der in Abb. 5.27 gezeigte Spannungseinbruch führt auch zu einer temporären Störung der 
Blindleistungsbereitstellung an den Umrichtern. Abb. 5.28 b) zeigt den Zeitverlauf von 
QVSC. Während VSC4 und VSC5 wieder ihre vorgegebenen stationären Arbeitspunkte 
QVSC,ref einnehmen, nimmt VSC8 entsprechend des aktivierten HGÜ-RAS den vorberech-
neten kurativen Arbeitspunkt QVSC,kur,8=673 Mvar ein. Der sich daraus ergebende Zeitver-
lauf ist von einer Wechselwirkung mit der Erregungsregelung der Synchronmaschine ge-
prägt. Eine detaillierte Betrachtung dieser Phänomene steht nicht im Fokus dieser Arbeit. 
Die Kombination kurativer Wirk- und Blindleistungsanpassungen der Umrichter von 
HGÜ-Verbindung 3 ermöglicht eine Behebung des AC-Leitungsengpasses (vgl. Abb. 
5.25 a)), eine Korrektur der AC-Spannungsbandverletzung (Abb. 5.27) und ein Überführen 
der Synchronmaschinen in einen zulässiges QGen  (Abb. 5.28 a)). Das dafür erforderliche 
QVSC,kur wird dabei durch UAC von Knoten 32 bestimmt. 
 
Abb. 5.28: Ausfall von VSC2 und HGÜ-Verbindung 1: a) Zeitverlauf QVSC bei aktivier-
tem HGÜ-RAS und b) Zeitverlauf von QGen 
Das in diesem Abschnitt beschriebene Beispiel validiert die Übertragbarkeit des vorge-
stellten HGÜ-RAS von vermaschten HGÜ-Netzen auf getrennte HGÜ-Verbindungen. Zu-
dem kann das HGÜ-RAS auch Probleme der Blindleistungshaltung adressieren. Eine Ge-
genüberstellung mit einer koordinierten Spannungsregelung von Synchronmaschinen 
(QGen) als auch HGÜ-Umrichter (QVSC), findet an dieser Stelle nicht statt. 
5.4.5 Zusammenfassung der Erprobung des HGÜ-RAS 
Die erfolgten Zeitreihensimulationen zeigen die Fähigkeit des HGÜ-RAS, Verletzungen 
der stationären Netzsicherheit innerhalb weniger als 1 s nach Eintritt der Störung koordi-
niert zu beheben. Um das gesamte Feld möglicher Verletzungen der Operational Security 
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Limits abzudecken und unterschiedliche Phänomene zu beleuchten, wurden die in Tab. 
5.21 aufgeführten Eventtypen berücksichtigt. Alle Untersuchungsfälle basieren entweder 
auf dem in Kapitel 4 entwickelten Base Case (BC), oder dem Sonderfall paralleler HGÜ-
Verbindungen (SF). Die aufgeführten Netzsicherheitsaspekte entsprechen den definierten 
Operational Security Limits (max. 100% Auslastung und AC-Spannungen zwischen 
380 kV und 420 kV). 
Tab. 5.21: Übersicht der zum betrachteten Untersuchungsfälle zur vollständigen Erpro-
bung des HGÜ-RAS  
Event Ausfall von  Netzsicherheitsaspekt Untersuchungsfokus 
#7 
(BC) 
AC-Leitung Leitungsüberlastung 
Maßnahmen innerhalb ei-
ner Regelzone (durch einen 
ÜNB) 
#13 
(BC) 
Kraftwerk Leitungsüberlastung 
Wechselwirkung mit Leis-
tungs-Frequenz-Regelung 
#15 
(BC) 
HGÜ-Umrichter Leitungsüberlastung 
Wechselwirkung mit DC-
Spannungsregelung 
#10 
(SF) 
HGÜ-Umrichter / 
HGÜ-Verbindung 
Leitungsüberlastung,  
Verletzung AC-Spannungs-
band 
Verletzung Blindleistungs-
grenzen 
Maßnahme innerhalb meh-
rerer Regelzonen, Betrieb 
paralleler HGÜ-Verbindun-
gen 
Die Grenzwertverletzung von AC-Leitungsauslastungen kann in allen betrachteten Fällen 
sicher behoben werden. Je nach Lage der überlasteten Leitungen, umfassen die kurativen 
Maßnahmen HGÜ-Umrichter mehrerer Regelzonen (#13, #15, #10 (SF)). Kann die kura-
tive Maßnahme dagegen auf eine Regelzone beschränkt werden (#7), so tritt keine Wech-
selwirkung mit anderen Regelzonen auf. Der Koordinierungsaufwand kann somit minimal 
gehalten werden. 
Da sich qVSC nicht durch eine AC-seitige Spannungsregelung, sondern durch eine Fest-
wertregelung ergibt, werden die Sollwerte nur durch kurative Maßnahmen entsprechend 
der C-SCOPF Vorberechnung angepasst. Die Betrachtung des Ausfalls einer HGÜ-Ver-
bindung (Event #10 im Sonderfall) zeigt, dass das gewählte Vorgehen praktikabel ist, um 
neben Leitungsengpässen auch anderen Verletzungen der Blindleistungsgrenzen und des 
Spannungsbandes zu begegnen. Bei Einsatz einer für das gesamte AC-System koordinier-
ten automatischen Spannungsregelung, kann ggf. auf kurative Blindleistungsanpassungen 
der Umrichter verzichtet werden. 
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Die am Beispiel des Kraftwerksausfalls (Event #13 im Base Case) beschriebene Wechsel-
wirkung zwischen der Leistungs-Frequenz-Regelung und dem HGÜ-RAS stellt kein 
grundlegendes Problem dar. So gewährleistet das HGÜ-RAS auch in diesem Fall die Aus-
führung einer wirkungsvollen kurativen Arbeitspunktanpassung. Allerdings übersteigt die 
derzeitige Dynamik des HGÜ-RAS die erforderliche Auslösegeschwindigkeit. Eine Er-
gänzung um eine zusätzliche Instanz zur kontinuierlichen Anpassung von pVSC unter Be-
rücksichtigung der Regelleistungsbereitstellung erscheint in derartigen Fällen sinnvoll und 
wurde durch den Autor bereits in [214] untersucht.  
In allen gezeigten Untersuchungsfällen wird die Umsetzung der kurativen Maßnahmen 
durch den in Abschnitt 3.5.2 vorgestellten autonomen lokalen Regler gewährleistet. An 
Umrichtern mit vorgesehener Sollwertanpassung stellt die lokale Instanz ein Ausführen 
dieser sicher. An den übrigen Umrichtern ermöglicht sie, trotz Abweichungen der DC-
Knotenspannung, ein Einhalten der zentral vorgegebenen Arbeitspunkte (pVSC,ref,0). Mög-
liche Wechselwirkungen zwischen beiden Instanzen der DC-Spannungsregelung werden 
für eine Großsignalstörung des HGÜ-Energiegleichgewichtes nach Ausfall eines Umrich-
ters (Event #15) untersucht. Auch in diesem Fall kann eine Gefährdung der DC-Span-
nungsstabilität ausgeschlossen werden. 
Aufbauend auf den dargestellten Untersuchungen und Ergebnissen ist die Anwendbarkeit 
des HGÜ-RAS als Erweiterung der bestehenden Betriebsführung zur Erbringung kurativer 
Maßnahmen durch HGÜ-Systeme möglich. Dadurch wird eine Wahrung der Systemsi-
cherheit entsprechend statischer Aspekte durch Wiederherstellung eines zulässigen Sys-
temzustands sichergestellt. Der Ansatz lässt sich sowohl für vermaschte HGÜ-Netze (Ab-
schnitt 5.4.1 bis 5.4.3), als auch parallel verlaufende HGÜ-Verbindungen (Abschnitt 5.4.4) 
realisieren.  
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6 Zusammenfassung und Ausblick 
In der vorliegenden Arbeit wird unter Berücksichtigung der bestehenden Netzbetriebsfüh-
rung von Übertragungsnetzen ein Verfahren vorgestellt, das die Erbringung Event-bezo-
gener kurativen Maßnahmen durch ein HGÜ-Overlay-Netz erlaubt. Dieses Verfahren 
zeichnet sich durch eine lokale und automatisierte Aktivierung kurativer Arbeitspunktan-
passungen durch die HGÜ-Umrichter aus. Die resultierende Behebung von Verletzungen 
der Operational Security Limits ermöglicht ein Überführen des Gesamtsystems in einen 
zulässigen Systemzustand nach Eintritt einer kritischen Contingency in weniger als 1 Se-
kunde. 
Dazu werden Methoden zur lokalen Identifikation von Events, sowie zur Berechnung und 
Ausführung kurativer Maßnahmen entworfen und zu einem Gesamtverfahren synthetisiert. 
Der Fokus liegt somit nicht auf der detaillierten Ausarbeitung einzelner Algorithmen, son-
dern auf deren sinnvollen Kombination. Der hier als HGÜ-RAS eingeführte Ansatz erfüllt 
die regulatorischen Anforderungen eines Remedial Action Schemes nach NERC [30]. 
Diese bewusst gewählten engen Rahmenbedingungen erlauben ein Übertragen des Ansat-
zes bzw. seiner einzelnen Komponenten auf eine Anwendung bei weniger strikten Anfor-
derungen, darunter: 
 (Vor-)Berechnung kurativer Arbeitspunkte zur Aktivierung durch Bedienpersonal  
 Identifikation von Events durch Staffelung von lokalen, dezentralen und zentralen 
Instanzen zur Erhöhung der Situation Awareness 
 Lokale Aktivierung kurativer Arbeitspunktanpassungen nach Identifikation eines 
Events durch mehrere dezentrale Instanzen 
Eine erfolgreiche Umsetzung des HGÜ-RAS wird in dieser Arbeit bewiesen und als Mach-
barkeitsbeweis für den Einsatz von Verfahren zur automatisierten Aktivierung kurativer 
Arbeitspunkte gewertet. Alle Untersuchungen erfolgen nicht nur für ein vermaschtes 
HGÜ-System, sondern auch für mehrere parallel verlaufende HGÜ-Verbindungen mit 
zwei oder drei Umrichtern. Eine Anwendung in derzeitigen HGÜ-Projekte im deutschen 
Übertragungsnetz erscheint somit möglich. Neben einer Beantwortung der Forschungsfra-
gen, beinhaltet dieses Kapitel einen Ausblick auf resultierende nächste Schritte. 
6.1 Beantwortung der Forschungsfragen 
Die in Abschnitt 1.2 formulierten Forschungsfragen werden an dieser Stelle aufgegriffen 
und mittels der erarbeiteten Inhalte zusammenfassend beantwortet. Für Details wird auf 
die entsprechenden Stellen innerhalb der Arbeit verwiesen.  
Durch die Berücksichtigung der regulatorischen Rahmenbedingungen und der bestehen-
den Netzbetriebsführung sind die erzielten Ergebnisse und die daraus resultierenden Ant-
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worten der Forschungsfragen als allgemeingültig anzusehen. Inhalte, die nicht abschlie-
ßend geklärt werden konnten, sind entsprechend gekennzeichnet. Das zur Erprobung des 
HGÜ-RAS eingesetzte AC-HGÜ-Benchmarknetz, wurde bewusst aus bestehenden Refe-
renznetzen entwickelt. Dieses Vorgehen stützt ebenfalls die Übertragbarkeit und Allge-
meingültigkeit der Ergebnisse. 
F1:  Welchen Beitrag zur AC-Systemsicherheit kann die VSC-basierte 
HGÜ-Technologie leisten? 
Zunächst erfolgt eine Differenzierung des Systemsicherheitsbegriffs in stationäre und dy-
namische Aspekte. Letztere lässt sich über Kriterien aus den Stabilitätskategorien Fre-
quenz-, Winkel- und Spannungsstabilität beurteilen. Die in Abschnitt 2.3 zusammenfas-
send dargestellten Ergebnisse der Literaturrecherche zeigen, dass existierender Ansätze 
zur Betriebsführung bzw. zur aktiven Regelung von VSC-basierten HGÜ-Systemen einen 
Beitrag zu einzelnen Aspekten der AC-Sicherheit leisten können. Abb. 6.1 stellt aus der 
Recherche resultierende Ansätze den AC-seitigen Phänomenen gegenüber und bietet so 
eine Einordnung der erzielten Ergebnisse. 
 
Abb. 6.1: Beitrag VSC-basierter HGÜ-Systeme zu Aspekten der AC-Systemsicherheit 
Die in bisherigen Arbeiten thematisierten Beiträge der HGÜ-Systeme und deren Umrichter 
beginnen bei der schnellen Bereitstellung von Blindströmen bei AC-seitigen Kurzschlüs-
sen durch die Umrichter (FRT). Modulationen von Wirk- und Blindleistung erhöhen die 
First Swing Stability oder erlauben eine Dämpfung von Netzpendelungen. Eine kontinu-
ierliche Anpassung des HGÜ-Leistungstransports erlaubt sowohl eine Wahrung der Fre-
quenzstabilität (bei asynchronen AC-Netzen), sowie eine Beteiligung an unvorhergesehe-
nen Leistungsflussänderungen zur Vermeidung von Netzengpässen.  
VSC-basierte HGÜ-Systeme können somit aktiv einen Beitrag zur AC-Systemsicherheit 
leisten, sofern die bestehende Technologie um neue Regelungsverfahren und Betriebsfüh-
rungsstrategien erweitert wird. Das in dieser Arbeit vorgestellte HGÜ-RAS stellt eine Er-
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gänzung der beschriebenen Ansätze dar und schließt dabei die Lücke zwischen kontinu-
ierlichen Arbeitspunktmodulationen bzw. -Anpassungen und Handlungen des Bedienper-
sonals zur Einhaltung zulässiger Leitungsflüsse und Knotenspannungen (vgl. Abb. 6.1). 
F2:  Wie können HGÜ-basierte kurative Maßnahmen als SPS/RAS um-
gesetzt werden? 
Die Begrifflichkeiten Special Protection Schemes und Remedial Action Schemes beschrei-
ben die automatisierte Ausführung einer Maßnahme, die die Wiederherstellung eines zu-
lässigen Systemzustands bewerkstelligt. Um die kurativen Arbeitspunktanpassungen eines 
HGÜ-Systems als festen Bestandteil der Netzbetriebsführung etablieren zu können, wer-
den in dieser Arbeit die gegebenen Anforderungen berücksichtigt und ein RAS vorgestellt, 
das die Erbringung kurativer Maßnahmen durch das HGÜ-System sicherstellt. Um dies zu 
ermöglichen, gliedert sich das HGÜ-RAS in drei wesentliche Komponenten (Abb. 6.2): 
Eine lokale Instanz innerhalb der Stationsleitebene der einzelnen Umrichter ermöglicht 
mittels Identifikation des Systemzustands (und eintretender kritischer Events) eine Akti-
vierung zentral vorberechneter kurativer Arbeitspunkte. Deren Vorberechnung auf Netz-
leitebene stellt eine rückwirkungsfreie und erfolgreiche Wiederherstellung eines zulässi-
gen Systemzustands sicher. 
 
Abb. 6.2: Gliederung des HGÜ-RAS in einzelne Komponenten 
Der Fokus dieser Arbeit liegt auf der Beschreibung erforderlicher Schnittstellen und einer 
nahtlosen Synthese dieser Komponenten. Die Komponenten werden, unter Berücksichti-
gung des gegenwärtigen Stands der Forschung, entwickelt und durch geeignete Fallstudien 
evaluiert. Die so gewonnenen Erkenntnisse können entweder für eine Integration des ge-
samten HGÜ-RAS in den Netzbetrieb, oder für die Verwendung einzelner Komponenten 
eingesetzt werden. Die Untersuchungen haben die Eignung der entwickelten Struktur zur 
Umsetzung eines RAS bestätigt. 
F2-1: Wie können HGÜ-basierte kurative Maßnahmen koordiniert be-
stimmt werden? 
HGÜ-basierte kurative Maßnahmen umfassen Korrekturen der Wirk- und Blindleistungs-
arbeitspunkte der Umrichter. Der mögliche Einfluss auf die AC- und HGÜ-Leistungsflüsse 
ist so einzusetzen, dass die Contingency-bedingten Verletzungen der Operational Security 
 
lokal
zentral
Berechnung 
kurativer AP
Aktivierung 
kurativer AP
Netzsicherheitsrechnung
 
 
Identifikation des 
Systemzustandes
 
 
 
 
6 Zusammenfassung und Ausblick 137 
 
Limits behoben werden und keine anderen Verletzungen von Betriebsmittelgrenzen auf-
treten. Der Betrieb eines vermaschten HGÜ-Netzes erfordert eine zusätzliche Berücksich-
tigung der DC-Spannungen an den einzelnen Umrichterknoten.  
Eine derartige Koordination wird durch den Einsatz des C-SCOPF-Verfahrens sicherge-
stellt. Dessen Einsatz setzt dabei eine Kenntnis über mögliche kritische Contingencies und 
der damit verbundenen Topologie des AC-HGÜ-Systems voraus. Aus dem beschriebenen 
Datenaufkommen, der Komplexität des Optimierungsproblems und möglichem Abstim-
mungsbedarf mehrerer ÜNBs, wird eine zentrale Vorberechnung erforderlich. Geeignete 
Ansätze für vermaschte HGÜ-Systeme werden in Abschnitt 3.4.1 zunächst beschrieben, 
und in Abschnitt 3.4.3 zu einem neuen Algorithmus weiterentwickelt. Dieser ermöglicht 
eine Optimierung der Wirk- und Blindleistung, sowie der DC-Sollspannung und berück-
sichtigt dabei gleichzeitig die Identifizierbarkeit der kritischen Events durch die HGÜ-
Umrichter. Der Ansatz wird anhand umfassender Fallstudien überprüft (vgl. Ab-
schnitt 5.2). Dabei wird auch eine Eignung für ausgedehnte und vermaschte HGÜ-Netze 
nachgewiesen. 
F2-2: Wie können auftretende Events identifiziert werden, um geeignete 
kurative Maßnahmen zu aktivieren? 
Zur Klärung dieser Frage erfolgt zunächst eine ausführliche Aufarbeitung des aktuellen 
Standes der Forschung zu den Themen Detektion, Klassifikation und Identifikation von 
Events in elektrischen Energiesystemen (Abschnitt 2.4). Der Themenkomplex hat in den 
letzten Jahren an Relevanz gewonnen, wobei ein besonderer Fokus auf der zentralen Aus-
wertung von PMU-Daten zur Klassifikation von Events liegt. Ein Großteil der Methoden 
arbeitet datenbezogen und vergleicht Messsignale mit einer Datenbank anhand abgeleiteter 
Muster. Da bisher keine Verfahren zur Identifikation von Events publiziert wurden, stellt 
die Arbeit in Abschnitt 3.3 ein vereinfachtes Verfahren vor, das die prinzipielle Wirkungs-
weise einer Feature Extraction aufgreift und ein Erkennen von kritischen Contingencies 
anhand lokaler Messwerte an den Umrichtern gewährleistet. Dies ermöglicht die Ausfüh-
rung einer dem Event zugeordneten kurativen Maßnahme.  
Das Verfahren beweist die generelle Umsetzbarkeit einer automatisierten Identifikation 
bestimmter Events. Kritische Events können, auch bei einem Auftreten von Modellfehlern 
unterschiedlicher Art, klar identifiziert werden, während fehlerhafte Identifikationen ver-
mieden werden. Bei zunehmenden Modellfehlern sinkt die Zuverlässigkeit dagegen deut-
lich.  
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F2-3: Welche Restriktionen sind bei der Aktivierung HGÜ-basierter ku-
rativer Maßnahmen zu berücksichtigen? 
Die Aktivierung der vorberechneten kurativen Maßnahmen ist bei Einsatz des HGÜ-RAS 
zunächst durch die lokale Umsetzung beschränkt und eine Koordination des Gesamtsys-
tems durch zentrale Regler somit ausgeschlossen. Eine lokale Anpassung der Wirkleis-
tungsarbeitspunkte der Umrichter ruft eine Veränderung der DC-Spannungen und ein An-
sprechen der DC-Spannungsregelung hervor.  
Um die bestehende Struktur der lokalen Umrichter-Regelung zu nutzen und Wechselwir-
kungen mit der DC-Spannungsregelung begegnen zu können, wird in Abschnitt 3.5.2 der 
Einsatz eines autonomen lokalen Reglers zur Ausführung der kurativen Maßnahmen be-
schrieben. Die durchgeführten Fallstudien zeigen, dass die DC-Spannungsstabilität auch 
bei einer nicht-zeitsynchronen Aktivierung oder Störungen des DC-Energiegleichgewichts 
gewahrt bleibt (Abschnitt 3.5.3).  
Eine Restriktion für die zulässigen Leistungsgradienten bei der Aktivierung erwächst aus 
der AC-Stabilität. Ausgehend von einem, aus Sicht der Leistungselektronik möglichen, 
Gradienten von 200 GW/s wird deren Einfluss dieser auf die AC-Stabilität mit Fokus auf 
die Rotorwinkelstabilität untersucht. Innerhalb des eingesetzten AC-HGÜ-Benchmarknet-
zes konnten zwar deutliche Anregungen des AC-Systems registriert, aber keine Stabilitäts-
verletzungen identifiziert werden. Da die Aktivierung des vorgestellten HGÜ-RAS nicht 
zeitkritisch ist, wurde eine generelle Beschränkung auf 2 GW/s vorgesehen. Die erzielten 
Ergebnisse sind nicht als grundsätzlicher Stabilitätsnachweis zu verstehen. Eine Betrach-
tung der kurativen Maßnahme und deren Übergangsverhalten mittels dynamischer Zeitrei-
hensimulation im Rahmen der Netzbetriebsplanung – beispielsweise als Teil eines DSA – 
erscheint deshalb zur Gewährleistung der Systemstabilität sinnvoll. 
6.2 Ausblick 
Eine Umsetzung des HGÜ-RAS umfasst neben der Berechnung und der Ausführung ku-
rativer Maßnahmen auch die Übertragung der erforderlichen Daten zwischen Leitwarte 
und Feldebene mittels geeigneter Fernwirkprotokolle, die eine entsprechende Erweiterung 
benötigen. 
Um der beschriebenen Anfälligkeit der lokalen Identifikation gegenüber Modellfehlern 
begegnen zu können, ist der Einsatz robusterer Verfahren zur Feature Extraction, und 
Event-Identifikation auch unter Einsatz nachgelagerter dezentraler oder zentraler Instan-
zen, als nächste Schritte anzusehen. Zur Ausführung kann auf die in Abschnitt 2.4 erstellte 
Literaturliste zum Thema Detektion, Klassifikation und Identifikation zurückgegriffen 
werden. 
Das vorgestellte C-SCOPF-Verfahren ist grundsätzlich zur Bestimmung kurativer Wirk- 
und Blindleistungsarbeitspunkte für Umrichter eines HGÜ-Netzes geeignet. Ein Einbinden 
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des HGÜ-RAS in den Netzbetrieb erfordert eine Berücksichtigung von Prognosefehlern 
und eine weitere Verbesserung des eingesetzten Lösungsverfahrens. Die Beschränkung der 
Optimierung auf ausgewählte Umrichter wird bisher durch die lokale Identifizierbarkeit 
bestimmt, kann aber zukünftig auch in Abhängigkeit zur Regelzonen-Zugehörigkeit erfol-
gen, um dabei die ÜNB-Koordination für ausgewählte Contingencies zu erleichtern. Eine 
Koordination der HGÜ-Anpassungen mit anderen kurativen Maßnahmen und der beste-
henden Redispatch-Planung wird in Abschnitt 3.6 angesprochen. Da in dieser Arbeit eine 
explizite Beschränkung auf monopolare HGÜ-Systeme stattfindet, ist der zusätzliche Frei-
heitsgrad bipolarer Anordnungen im Rahmen kurativer Maßnahmen zu untersuchen. 
Die erfolgreiche Erprobung des gesamten HGÜ-RAS umfasst auch Ausfälle von Umrich-
tern als Teil des HGÜ-Netzes. Die Identifikation dieser Events beschränkt sich auf den 
Einsatz lokaler Messungen auf der AC-Seite der Umrichter. Eine Ergänzung um DC-sei-
tige Größen stellt eine Erweiterung dar, die zusätzlich eine Identifikation von DC-Lei-
tungsausausfällen ermöglicht. Um die im Rahmen der numerischen Fallstudien identifi-
zierten Wechselwirkungen zwischen der DC-Spannungsregelung und dem vorgelagerten 
autonomen lokalen Regler im Falle von HGÜ-seitigen Fehlern vollständig zu vermeiden, 
kann anstelle des HGÜ-RAS eine optimierte DC-Spannungsregelug eingesetzt werden. 
Dafür existieren Ansätze, die eine Optimierung der p-u-Charakteristik zur Vermeidung 
von Netzsicherheitsverletzungen ermöglichen. 
Die Ergebnisse der numerischen Fallstudien legen eine Ergänzung des HGÜ-RAS mit an-
deren kurativen Maßnahmen (z.B. kontinuierliche AP-Anpassungen bei Netzsicherheits-
verletzungen im Rahmen der Leistungs-Frequenz-Regelung) nahe. Eine Koordination der 
Blindleistungsarbeitspunkte der Umrichter und Synchronmaschine, sowie etwaigen 
FACTS-Geräten im Rahmen einer AC-Spannungsregelung erscheint ebenfalls begründet. 
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A. Anhang  
A.1 Lokale Spannungsregelung der VSC und DC-Stabilität 
Stabilitätsbetrachtungen innerhalb des DC-Systems beschränken sich auf das Phänomen 
der DC-Spannungsstabilität. Diese wird entsprechend der direkten Abhängigkeit von der 
Energiebilanz auf der Gleichspannungs-Seite auch als DC-Energiestabilität bezeichnet. 
Die Betrachtungen sind ebenfalls in den Klein- und Großsignal-Bereich gegliedert. Wäh-
rend erstere insbesondere die Ausbreitung von DC-seitigen Schwingungsmoden in Abhän-
gigkeit zur Parametrierung der Umrichter-nahen Regler [55, 71, 209, 215] adressiert, um-
fasst die Großsignal-Stabilität signifikante DC-seitige Störungen, wie den Ausfall von Um-
richtern. Das System ist stabil, wenn die verbleibenden Regler einen neuen stationären 
Zustand der DC-Spannung gewährleisten. So untersucht [216] beispielsweise die maximal 
zulässige Dauer einer Kurzunterbrechung eines Umrichters im vermaschten HGÜ-System. 
Der Einsatz einer lokalen Spannungsregelung an allen Umrichterknoten eines vermaschten 
HGÜ-Netzes wird entsprechend des aktuellen Stands der Forschung als obligatorisch an-
gesehen (vgl. [59, 61, 131]). Entsprechend einer jedem Umrichter vorgegebenen p-u (i-u)-
Charakteristik werden Abweichungen zwischen der lokal gemessenen und der vorgegebe-
nen DC-Spannung durch ein Anpassen des Wirkleistungsarbeitspunktes des jeweiligen 
Umrichters ausgeglichen. Vereinfacht lässt sich dies durch einen linearen Spannungs-
Droop entsprechend Gleichung (A.1) realisieren. [59, 217] Weitere Verfahren werden u. 
a. in [60] oder [61] beschrieben, in dieser Arbeit allerdings nicht berücksichtigt. 
VSC DC,ref DC*( )DCp k u u    (A.1) 
Die DC-Knotenspannungen unterliegen nach Gleichung (A.2) einer direkten Abhängigkeit 
zur Energiebilanz am Knoten. Diese ergibt sich aus der durch den Umrichter aufgenom-
menen (bzw. eingespeisten) Leistung und der durch den Leistungsfluss abgehenden Leis-
tung in Abhängigkeit der Zeit. 
 
1
0
in out 0,
1
( ) ( )  d
t
DC DC
DC DC t
u p p u
C u
  
 
    (A.2)  
Durch die geringe Kapazität CDC verhält sich die Knotenspannung sehr dynamisch, eine 
unausgeglichene Knotenleistung führt zu einer sofortigen Änderung des gesamten Span-
nungsprofils im HGÜ-System. Innerhalb des HGÜ-Systems werden die Leistungsflüsse 
zwischen den Knoten direkt durch die Knotenspannungen bzw. deren Differenz zueinan-
der bestimmt (siehe Gleichung (A.3)). 
DC, DC,
DC,
( )i j
ij i
ij
u u
p u
r

  (A.3)  
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Unter Berücksichtigung der beschriebenen Zusammenhänge ist zunächst eine Gesamtko-
ordination der kurativen Arbeitspunkte erfolgen, um eine ausgeglichene Leistungsbilanz 
im stationären post-contingency Zustand zu gewährleisten. Weiterhin ist bei der Aktivie-
rung der kurativen Arbeitspunkte (bzw. dem Übergang zwischen dem prä- und post-con-
tingency Arbeitspunkt) ebenfalls die Leistungsbilanz zu berücksichtigen, um mögliche 
Wechselwirkungen mit der DC-Spannungsregelung zu vermeiden. 
Eine kombinierte Berechnung der AC- und DC-Leistungsflüsse für ein vermaschtes AC-
HGÜ-System unter Berücksichtigung einer verteilten DC-Spannungsregelung auf Basis 
von linearen Droop-Konstanten wird in [131] vorgestellt. Dieser Algorithmus wird im Ver-
lauf dieser Arbeit auch zur Durchführung der Netzsicherheitsberechnung in Abschnitt 3.2 
eingesetzt. 
A.2 Differential Evolution zur Umsetzung eines C-SCOPF 
Der in dieser Arbeit eingesetzte C-SCOPF beruht auf einer Lösung durch das Verfahren 
der Differential Evolution (DE) als Gruppenmitglied der Artificial Intelligence Methoden. 
Wesentliche Punkte sind unter anderem in [162, 173] beschrieben. In diesem Abschnitt 
wird die Auswahl der DE als geeignete Methode nachvollzogen und deren aktueller Stand 
der Forschung bezüglich der Anwendung und Umsetzung beschrieben. 
a) Auswahl der Optimierungsmethode 
Grundsätzlich lassen sich Verfahren zur Lösung von Optimierungsproblemen in zwei 
Klassen einteilen: So enthält die Klasse der konventionellen (deterministischen) Methoden 
u. a. Verfahren zur linearen Optimierung (Linear Programming - LP) [218, 219], das Inte-
rior Point (IP) Verfahren [220], sowie Ansätze für nicht-lineare Optimierung (Non-linear 
Programming – NLP) [221]. Die Einsatzmöglichkeiten im Bereich der elektrischen Ener-
giesysteme umfassen die Optimierung von Sollwinkeln für Phase-Shifting-Transformer 
(PST) [222], Energieeinsatz- [223–225] und Economic Dispatch Problemen [226, 227] o-
der der Berechnung optimaler Arbeitspunkte von HGÜ-Verbindungen [158, 161, 222, 228, 
229]. Sie zeichnen sich durch einen effizienten Berechnungsaufwand aus. Von Nachteil 
sind berichtete Probleme hinsichtlich des Konvergenzverhaltens bei ungünstig gewählten 
Startwerten, die insbesondere bei großen Lösungsräumen nicht zu vermeiden sind (vgl. u. 
a. [230, 231]). 
Das in dieser Arbeit zu behandelnde Optimierung, bestehend aus einer vollständigen Ab-
bildung der AC-Leistungsflüsse, einem vermaschten HGÜ-System, der Optimierung meh-
rerer Freiheitsgrade pro Umrichter, der Einsatz mehrerer Zielfunktionen und der Ein-
schränkung des Lösungsraumes durch AC- und HGÜ-bezogene Nebenbedingungen, stellt 
eine nicht-lineare, nicht-konvexe hoch-dimensionale Problemstellung dar. Dies gefährdet 
die Konvergenz der konventionellen Algorithmen maßgeblich [230, 231]. Bei wachsender 
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Komplexität der Optimierungsaufgabe steigt auch die Gefahr der Konvergenz in lokalen 
Minima [232]. 
Den konventionellen Methoden steht die Klasse der Artificial Intelligence (AI) Methoden 
gegenüber. Diese zeichnen sich durch einen stochastischen und metaheuristischen Ansatz 
zur Lösung der Optimierungsprobleme aus. Familienmitglieder sind u. a. die Ant Colony 
Optimization [233], die Particel Swarm Optimization [234] und die Evolutionären Algo-
rithmen [235], darunter der Genetic Algorithm [236] und die für diese Arbeit ausgewählte 
Differential Evolution (DE, [166]). Grundsätzlich werden Verhaltensweisen und Abläufe 
aus der Natur aufgegriffen und entsprechend abgewandelt. Der Methaheuristische Ansatz 
erlaubt auch eine Anwendung auf Blackbox-Systeme.  Im Bereich der Energiesysteme 
umfasst der Einsatz von AI-Algorithmen die gesamte Bandbreite der Optimierungsprob-
leme, darunter Netzbetriebsplanung [237, 238], Kraftwerkseinsatzplanung [239–243], 
transiente Sicherheitsbetrachtungen [244] und Betrieb von FACTS-Elementen und HGÜ-
Systemen [165, 245, 246]. 
Die AI Algorithmen zeichnen sich allgemein durch eine höhere Robustheit im Konver-
genzverhalten und gegenüber Startwertproblemen aus. Durch die stochastische Untersu-
chung des gesamten Lösungsraumes sinkt ebenfalls die Gefahr einer Detektion von lokalen 
Minima anstelle einer global-optimalen Lösung [232]. Nachteilig gegenüber den konven-
tionellen Einsätzen ist zum einen die Behandlung von Nebenbedingungen, da die AI-Me-
thoden ursprünglich für unbeschränkte Optimierungsprobleme entwickelt wurde. Aller-
dings können diese durch geeignete Verfahren auf einen eingeschränkten Lösungsraum 
angepasst werden. Ebenfalls von Nachteil ist die Erfordernis, das Heuristische Verhalten 
der Algorithmen und somit deren Abtasten des Lösungsraumes, durch Steuervariablen zu 
definieren (vgl. [173]).  
Eine Besonderheit stellen hybride Verfahren vor, die unterschiedliche Algorithmen beider 
Klassen kombinieren um deren identifizierte Vorteile gemeinsam zu erschließen. Mögli-
che Beispiele dafür sind u. a. [165, 247]. Aufbauend auf dem Vergleich unterschiedlicher 
AI Verfahren anhand Mathematischer Benchmark-Tests [248] oder expliziten OPF-Be-
trachtungen [249, 250], geht die Differential Evolution als für diese Arbeit geeignet hervor. 
b) Details der Differential Evolution 
Das Prinzip der Differential Evolution werden detailliert in [166] beschrieben. Die Me-
thode ist in fünf wesentliche Schritte gegliedert, die untenstehend kurz erläutert werden. 
Abb. A.1 zeigt den Ablauf des Optimierungsprozesses und die Verarbeitung der internen 
Größen. Wesentliche Parameter sind die Anzahl der Populationen (NP) der Dimension (D), 
die Mutationskonstante (F) und die Kreuzungskonstante (CR). Im Verlauf der Differential 
Evolution werden für jede der NP Populationen angelegten Zustandsvektoren ( (0)jx ) Trail-
Vektoren ( ( )kjt ) erzeugt, die auf ihre Fitness bewertet und mit der Elterngeneration (
( )k
jx ) 
verglichen werden. Der Vektor mit der jeweils bessere Fitness in jeder Population j wird 
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als neuer Elternvektor ( ( 1)kj
x ) ausgewählt, der Vektor mit der schlechteren Fitness wird 
dagegen ausgelöscht. Das Verfahren wird solange iterativ durchgeführt bis die definierten 
Konvergenzbedingungen erfüllt bzw. erreicht sind. Der so ermittelte Zustandsvektor mit 
der besten Fitness wird als xbest bezeichnet und ausgegeben. 
 
 
Abb. A.1: Ablaufdiagramm der Differential Evolution 
Initialisierung: Die NP Populationen, des initialen Optimierungsvektors (0)jx  werden in 
einem ersten Schritt innerhalb der definierten Grenzen x und x  für jede Population j zu-
fällig verteilt. 
(0) *( ) (0,1)j r r U   x x x x  (A.4)  
Mutation: Ausgehend von dem Optimierungsvektor im Zeitschritt k ( ( )kjx ) wird in jedem 
Schleifendurchlauf entsprechend einer ausgewählten Mutationsstrategie ein Mutations-
vektor ( )kjv für jede Population j angelegt. Das grundlegende Prinzip und der Einfluss von 
F werden in Gleichung (A.5) beschrieben.  
( ) ( ) (0) (1) ( 1) ( )
best*mutation( , ,..., , )
k k k k
j j j j jF
 v x x x x x  (A.5)  
Innerhalb der Differential Evolution existieren eine Vielzahl unterschiedlicher Mutations-
strategien, die sich in ihrer Komplexität und Struktur unterscheiden. Je nach gewählter 
Mutationsstrategie, werden sowohl historische Werte von xj, als auch der bis zum Zeit-
punkt k als optimalen Zustandsvektor identifizierten Vektor ( )kbestx berücksichtigt. Eine Über-
sicht gängiger Mutationsstrategien ist [166] zu entnehmen. Dabei ist eine problem-spezi-
fische Auswahl einer geeigneten Strategie empfehlenswert, da ein direkter Einfluss auf das 
Konvergenzverhalten besteht. Qin et al. beschreiben diese Aspekte und erarbeiten einen 
Differential Evolution Solver, der im zeitlichen Verlauf die eingesetzten Mutationsstrate-
gien automatisch und in Abhängigkeit zum bisherigen Konvergenzverlauf wechselt (Stra-
tegy Adapting Differential Evolution –SaDE) [251]. Dieser Ansatz wird im weiteren Ver-
lauf dieser Arbeit eingesetzt. Die dabei berücksichtigten Mutationsstrategien werden in 
Tab. A.1 aufgeführt. 
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Der Faktor K repräsentiert die sog. Greedyness, die bei manchen Strategien zusätzlich er-
forderlich ist und wird in dieser Arbeit auf 0,75 festgelegt. Der Wert F bewegt sich im 
Bereich von [0,1 0,9] und wird ebenfalls entsprechend der SaDE automatisch angepasst 
[251]. 
Tab. A.1: Übersicht ausgewählter Mutationsstrategien  [166, 251]  
Name Berechnung 
DE/rand/1/BIN 
1 2 3
( ) ( ) ( )( )
, 1 2 3, , ,*( ) , , (1, )
k k kk
j i j r j r j rv x F x x r r r D     
DE/best/1/BIN 
1 2
( ) ( ) ( )( )
, 1 2best, , ,*( ) , (1, )
k k kk
j i i j r j rv x F x x r r D     
DE/rand-to-best/1/BIN 
1 2 3
( ) ( ) ( ) ( )( ) ( )
, , 1 2 3best, , , ,*( ) *( ) , , (1, )
k k k kk k
j i j i i j r j r j rv x F x F x x r r r D     x  
DE/current-to-rand/2/BIN 
3 1 2
( ) ( ) ( )( ) ( ) ( )
1 2 3*( ) *( ) , , (1, )
k k kk k k
j j jr r rK F r r r D     v x x x x x  
DE/current-to-best/2/BIN 
1 2
( ) ( ) ( )( ) ( ) ( )
1 2 3best*( ) *( ) , , (1, )
k k kk k k
j j j r rK F r r r D     v x x x x x  
Kreuzung: Im Schritt der Kreuzung werden einzelne Elemente i des j-ten Zustandvektors 
( )
,
k
j ix mit Elementen des zuvor entstandenen Mutationsvektors 
( )
,
k
j iv entsprechend Gleichung 
(A.6) zu einem neuen Vektor ( )kjt , dem sog. Trailvektor, kombiniert. Dieser Vorgang der 
Kreuzung erhöht die Diversität zwischen Eltern und Kinder Generation zusätzlich und 
wird durch die Kreuzungskonstante CR gesteuert. Diese wird ebenfalls entsprechend des 
eingesetzten SaDE-Ansatzes im Bereich von [0,8 0,95] variiert. Entsprechend [252] 
kommt zur Kreuzung der in Gleichung (A.6) gezeigte binomische Ansatz und nicht der 
ebenfalls verbreitete exponentielle Ansatz zur Anwendung. 
( )
,( )
, ( )
,
( )
(0,1)
k
j ik
j i k
j i
v if r CR
t r U
otherwisex
 
 

 (A.6)  
Fitness: Im Rahmen der Optimierung ist nun die Erfüllung der Nebenbedingungen, sowie 
die Erfüllung der Zielfunktion für alle ( )kjx  und
( )k
jt  zu bewerten. Dies erfolgt durch die in 
Gleichung (A.7) beschriebene Funktion fitness(x,u), die sich aus Zielfunktion F(x,u) und 
einem Strafterm penalty(x,u) zusammensetzt. Der Vektor u beinhaltet die Zustände des 
betrachteten Systems. 
( ) ( ) ( ) , ) , , )( ( ) (k k kj j jFitness F penalty x xux u u  (A.7)  
Das Verfahren erlaubt prinzipiell eine Berücksichtigung mehrerer Zielfunktionen. Dies ist 
im einfachsten Fall mit einer Gewichtung der n Individualziele entsprechend Gleichung 
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(A.8) möglich; Auf einen Einsatz aufwändigerer Methoden, darunter die Bender’s-Decom-
position wird dagegen in dieser Arbeit verzichtet (siehe dazu u. a. [253–255]). 
( ) ( ) ( )
1 1( ) * (, , ,) ... ( )
k k k
j nj jnF a F a F  u ux x ux  (A.8)  
Allen AI Methoden ist gemein, dass sie ursprünglich für die Optimierung unbeschränkter 
Probleme entwickelt wurden. Da die Berücksichtigung von Nebenbedingungen zwingend 
für die OPF-Berechnung erforderlich ist, wurden im Laufe der Zeit unterschiedliche Ver-
fahren entwickelt [256]. In dieser Arbeit kommt vereinfachend der am meisten verbreitete 
Ansatz der statischen Penalty-Funktion nach Gleichung (A.9) zum Einsatz. Ähnlich der 
Multi-Objective Betrachtungen aus Gleichung (A.8) werden die m Gleichheits- und Un-
gleichheitsbedingungen mit konstanten Faktoren (bm) Gewichtet und in einem Strafterm 
zusammengefasst. 
( )
1
( ) ( )
1,( ) * ( ) ( ,... ),
k k k
j j m jmpenalty b penalty b penalty  x x xu u u  (A.9)  
Bei diesem vereinfachten Vorgehen besteht die Gefahr einer unzureichenden Parametrie-
rung und einem damit verbundenen negativen Einfluss auf die Effizienz und das Konver-
genzverhalten [256–258]. Abhilfe schaffen parameterlose [257] oder variabel-gewichtete 
Strafterme [258], die allerdings an dieser Stelle nicht zum Einsatz kommen. 
Selektion: Im Schritt der Selektion wird aufbauend auf der Bewertung der Eltern und Kin-
dergeneration der einzelnen Populationen j im Zeitschritt k ( ( )kjx  und
( )k
jt ) entsprechend 
Gleichung (A.10) ausgewählt und für den nächsten Zeitschritt (k+1) als neue Elterngene-
ration der Population j weitergereicht. 
( ) ( ) ( )
( 1)
( )
( ( , ) ( , ))
k k k
jk j j
j k
j
if fitness fitness
otherwise

 
 

t t u x u
x
x
 (A.10)  
Nach Abschluss der Selektion wird aus den resultierenden ( 1)kj
x  und deren fitness die 
beste Population (best) ausgewählt. Der Konvergenzverlauf der Optimierung wird anhand 
des Zeitverlaufs von ( )best
kx bewertet. Wird eine bestimmte Konvergenzgrenze unterschrit-
ten, wird die Optimierung beendet und das Optimum ausgegeben (vgl. Abb. A.1). 
A.3 Daten AC-HGÜ-Benchmarknetz 
An dieser Stelle werden die Daten zur stationären und dynamischen Abbildung des in Ka-
pitel 4 vorgestellten AC-HGÜ-Benchmarknetz aufgeführt. Tab. A.2 und Tab. A.3 führen 
die Leistungsbilanzen der AC-Knoten für die Untersuchungsszenarien Base Case und Son-
derfall auf. Die Topologie des AC- und HGÜ-Netzes wird durch Tab. A.4 und Tab. A.5 
A Anhang 167 
 
beschrieben. Zusätzlich werden Details zur Abbildung der PU-Knoten durch Synchron-
maschinen (Tab. A.6), deren Zusammensetzung (Tab. A.7) und Modellparameter (Tab. 
A.8) zusammengefasst. 
Tab. A.2: Übersicht AC-Knoten des AC-HGÜ-Benchmarknetz für den Base Case 
# Typ 
PLast  
/MW 
QLast  
/Mvar 
PGen 
/MW 
PVSC 
/MW 
RZ # Typ 
PLast  
/MW 
QLast  
/Mvar 
PGen 
/MW 
PVSC 
/MW 
RZ 
1 Sl. 0 0 700 - 1 35 PQ 460 97 0 - 2 
2 PU 0 0 1500 - 1 36 PU 0 0 512 - 2 
3 PU 0 0 0 -550 1 37 PQ 451 190 0 - 2 
4 PU 0 0 523 - 1 38 PQ 150 0 0 - 2 
5 PU 0 0 1200 - 1 39 PQ 529 87 0 - 2 
6 PQ 191 76 0 - 1 40 PU 0 0 0 1000 2 
7 PU 0 0 0 -605 1 41 PU 0 0 200 - 2 
8 PQ 287 73 0 - 1 42 PQ 709 180 0 - 2 
9 PQ 186 74 0 - 1 43 PU 0 0 574 - 2 
10 PU 0 0 436 - 1 44 PQ 474 92 0 - 2 
11 PQ 271 55 0 - 1 45 PQ 668 109 0 - 2 
12 PQ 171 87 0 - 1 46 PQ 614 95 0 - 2 
13 PU 0 0 541 - 1 47 PQ 81 -50 0 - 2 
14 PQ 199 60 0 - 1 48 PU 0 0 0 1000 2 
15 PQ 113 52.5 0 - 1 49 PQ 0 0 0 - 2 
16 PQ 38 7 0 - 1 50 PU 0 0 581 - 2 
17 PQ 275 106 0 - 1 51 PQ 430 123 0 - 3 
18 PU 0 0 681 - 1 52 PQ 309 102 0 - 3 
19 PQ 165 46 0 - 1 53 PQ 100 30 0 - 3 
20 PQ 178 82.5 0 - 1 54 PU 0 0 0 50 3 
21 PQ 0 0 0 - 1 55 PQ 303 110 0 - 3 
22 PQ 30 7 0 - 1 56 PU 0 0 496 - 3 
23 PU 0 0 0 -600 1 57 PU 0 0 0 -550 3 
24 PQ 32 7 0 - 1 58 PQ 324 157 0 - 3 
25 PU 0 0 469 - 1 59 PU 0 0 431 - 3 
26 PQ 395 89 0 - 2 60 PQ 115 42 0 - 3 
27 PU 0 0 0 1000 2 61 PQ 187 75 0 - 3 
28 PQ 665 99 0 - 2 62 PQ 319 95 0 - 3 
29 PU 0 0 500 - 2 63 PU 0 0 488 - 3 
30 PQ 366 100 0 - 2 64 PU 0 0 300 - 3 
31 PQ 845 119 0 - 2 65 PQ 315 97 0 - 3 
32 PQ 332 137 0 - 2 66 PU 0 0 537 - 3 
33 PU 0 0 496 - 2 67 PU 0 0 800 -800 - 
34 PQ 540 158 0 - 2        
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Tab. A.3: Übersicht veränderte AC-Knoten des AC-HGÜ-Benchmarknetz im Sonderfall 
# Typ 
PLast  
/MW 
QLast  
/Mvar 
PGen 
/MW 
PVSCf 
/MW 
RZ # Typ 
PLast  
/MW 
QLast  
/Mvar 
PGen 
/MW 
PVSC 
/MW 
RZ 
3 PU 0 0 800 -1600 1 48 PU 0 0 0 600 2 
7 PU 0 0 0 -1410 1 54 PU 0 0 0 300 3 
23 PU 0 0 0 0 1 57 PU 0 0 0 -300 3 
27 PU 0 0 0 1000 2 67 PU 0 0 0 0 - 
40 PU 0 0 0 1398 2        
Tab. A.4: Übersicht AC-Leitungen des AC-HGÜ-Benchmarknetz 
# Von Nach l in m # Von Nach l in m # Von Nach l in m 
1 1 5 100 35 19 23 100 69 40 41 100 
2 1 7 100 36 20 21 100 70 41 42 100 
3 1 8 100 37 21 22 100 71 42 43 100 
4 1 14 100 38 21 23 100 72 42 49 100 
5 2 3 100 39 21 23 100 73 43 44 100 
6 2 9 100 40 22 25 100 74 43 49 100 
7 2 12 100 41 22 56 100 75 44 45 100 
8 3 4 100 42 24 49 100 76 44 48 100 
9 3 10 100 43 25 43 100 77 45 46 100 
10 3 12 100 44 26 27 100 78 45 50 100 
11 3 9 100 45 26 30 100 79 47 48 100 
12 4 14 100 46 26 31 100 80 46 48 100 
13 4 19 100 47 26 40 100 81 47 50 100 
14 5 6 100 48 27 28 100 82 47 51 100 
15 5 7 100 49 27 31 100 83 47 59 100 
16 5 8 100 50 28 35 100 84 52 53 100 
17 6 7 100 51 28 37 100 85 52 54 100 
18 7 15 100 52 29 35 100 86 52 64 100 
19 7 16 100 53 29 39 100 87 54 65 100 
20 8 9 100 54 29 44 100 88 54 66 100 
21 10 11 100 55 30 31 100 89 55 57 100 
22 10 22 100 56 30 32 100 90 55 63 100 
23 11 12 100 57 32 40 100 91 56 58 100 
24 11 13 100 58 33 34 100 92 56 59 100 
25 12 13 100 59 33 35 100 93 57 58 100 
26 13 53 100 60 33 51 100 94 57 63 100 
27 14 15 100 61 34 51 100 95 58 60 100 
28 14 18 100 62 35 36 100 96 58 61 100 
29 16 17 100 63 35 47 100 97 59 60 100 
30 16 18 100 64 36 37 100 98 61 62 100 
31 17 24 100 65 36 38 100 99 62 63 100 
32 18 20 100 66 37 38 100 100 62 66 100 
33 18 24 100 67 39 40 100 101 65 66 100 
34 19 20 100 68 39 43 100 102 66 64 100 
A Anhang 169 
 
Tab. A.5: Übersicht DC-Leitungen des AC-HGÜ-Benchmarknetz 
# Startknoten Zielknoten Länge HS NS1 
1 1 2 300   
2 3 4 300   
3 4 5 300   
4 6 7 300   
5 1 3 300   
6 2 8 300   
7 8 5 300   
8 4 6 300   
9 2 4 300   
10 5 7 300   
11 3 9 300   
12 4 8 600   
Tab. A.6: Abbildung der Erzeugungsknoten  
# AC-Knoten Typ TA in s Pmin/Pmax in MW Qmin/Qmax in Mvar kPR TH2 
1 1 3 7,35 400/1000 -500/1000 4 50 
2 4 1 6,22 220/560 -350/350 2 40 
3 10 1 7,60 220/560 -350/350 3 50 
4 13 2 6,90 250/630 -300/300 2 50 
5 18 2 7,96 300/720 -400/400 6 60 
6 25 1 4,06 220/560 -250/250 2 40 
7 29 2 3,82 250/630 -350/350 2 35 
8 33 3 6,79 350/850 -500/500 3 50 
9 36 2 6,67 300/720 -400/400 3 50 
10 41 3 7,35 350/850 -450/450 2 40 
11 43 2 7,30 220/720 -250/500 5 55 
12 50 2 7,52 300/720 -400/400 6 55 
13 56 1 8,12 220/560 -250/250 5 55 
14 59 2 7,37 300/720 -350/350 2 35 
15 63 1 5,07 250/520 -300/250 3 45 
16 64 1 5,24 250/560 -400/250 1 30 
17 66 2 5,65 250/630 -400/300 3 50 
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Tab. A.7: Zusammensetzung der Erzeugung an Erzeugungsknoten in MW 
# Kohle Gas Wind Photovoltaik sonstige 
1 127,2 174,5 17,7 65,3 315,2 
2 0,0 215,9 8,4 115,4 240,0 
3 216,0 20,3 3,95 5,0 1190,8 
4 212,1 24,3 12,2 69,5 222,9 
5 595,3 36,5 3,8 13,5 31,9 
6 0,0 207 2,0 200,6 59,6 
7 59,4 40,6 0,11 275,4 124,5 
8 220,5 28,4 3,8 7,0 236,3 
9 217,4 56,7 3,4 52,6 127,9 
10 93,3 24,3 9,9 14,9 57,5 
11 466,1 8,1 0,5 57,3 42,0 
12 475,0 36,5 3,8 44,8 20,8 
13 465,5 4,2 6,9 2,5 16,8 
14 8,5 125,8 0,3 39,9 256,2 
15 161,2 64,9 0,1 174,4 87,4 
16 0,0 32,4 8,8 68,4 190,4 
17 246,0 12,2 8,7 164,4 105,7 
Tab. A.8: Parameter zur Abbildung der Synchronmaschine 4ter Ordnung 
Typ Sb in MW ra in pu xd in pu xd‘ in pu xq in pu xq‘ in pu T’d,0 in s T’q,0 in s 
1 500 0.0030 2,0 0,3 2,0 0,55 6,0 0,8 
2 700 0.0020 1,5 0,2 1,5 0,35 7,0 1,4 
3 1000 0.0015 1,0 0,15 1,0 0,3 8,0 2,0 
A.4 Parametervariation 
Die in Abschnitt 5.1.2 eingesetzten Parametervariationen zur Abbildung von Modellfeh-
lern beruhen jeweils auf eine Gauß-Verteilung und werden in Tab. A.9, Tab A.10 und Tab. 
A.11 aufgeführt. 
Tab. A.9: Streuung der Anlaufzeitkonstante der Generatoren (ΔTA in s) 
# 2% 5% 10% # 2% 5% 10% # 2% 5% 10% 
1 -0,04 0,10 0,05 7 -0,02 0,02 0,09 13 -0,03 0,09 0,08 
2 0,00 0,02 0,00 8 0,05 0,00 -0,17 14 0,03 0,02 0,10 
3 -0,01 0,05 -0,03 9 -0,03 -0,04 0,05 15 -0,02 -0,02 0,05 
4 0,05 -0,08 0,08 10 0,01 0,01 0,01 16 0,02 0,05 0,07 
5 0,11 -0,09 0,27 11 -0,11 -0,08 -0,02 17 0,05 -0,16 0,03 
6 0,05 -0,09 0,06 12 -0,02 -0,15 -0,04  
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Tab. A.10: Streuung der Wirkleistungserzeugung der Generatoren (ΔPGen in MW) 
# 2% 5% 10% # 2% 5% 10% # 2% 5% 10% 
1 1,17 -8,74 17,19 7 0,30 7,65 -2,64 13 0,50 11,29 13,96 
2 -2,53 5,95 -6,81 8 -7,07 -8,49 -6,31 14 7,41 5,78 11,38 
3 -1,97 -0,06 2,32 9 1,37 -9,32 -1,87 15 -6,20 -3,92 -2,14 
4 0,50 6,62 -2,84 10 0,70 1,20 -4,16 16 -3,24 2,24 2,67 
5 3,31 1,61 9,36 11 -1,38 2,52 -2,07 17 8,75 4,75 -2,27 
6 -3,07 -3,05 7,86 12 1,46 3,96 -3,64  
Tab. A.11: Streuung der Leitungslänge (Δl in km) 
# 2% 5% 10% # 2% 5% 10% # 2% 5% 10% 
1 -1,02 0,58 -0,07 35 -0,36 0,85 0,73 69 -0,38 -0,87 0,54 
2 -0,31 1,97 1,16 36 -0,13 3,05 1,00 70 -0,32 -0,44 -0,97 
3 0,12 -0,29 1,50 37 0,65 2,00 -2,64 71 1,57 0,79 0,68 
4 -1,37 -2,63 2,22 38 0,82 0,68 0,95 72 -1,38 2,48 0,18 
5 -0,54 0,86 1,38 39 -0,67 2,14 3,79 73 -0,62 -0,07 4,64 
6 0,36 1,67 -0,65 40 -1,04 0,12 -0,66 74 0,84 -3,26 -2,52 
7 -0,79 2,60 -2,52 41 -0,88 2,41 -1,15 75 -1,09 -0,05 2,21 
8 0,80 -0,22 -0,30 42 -0,60 -1,26 -3,93 76 1,05 0,18 -1,51 
9 -0,34 1,13 -2,21 43 -1,13 -1,66 1,65 77 0,60 0,33 2,36 
10 -0,06 -0,63 3,18 44 -0,57 -1,23 -1,19 78 0,92 0,34 2,80 
11 -0,38 0,71 0,12 45 0,21 -1,24 -1,78 79 1,45 0,35 -0,08 
12 -2,79 -2,08 1,16 46 0,55 0,35 1,39 80 -1,65 -0,93 0,56 
13 -1,42 -1,42 -3,13 47 0,04 -0,64 0,72 81 0,07 -2,14 3,60 
14 0,07 -0,20 -2,52 48 0,54 0,45 0,06 82 0,75 1,96 -2,11 
15 0,00 -3,22 3,99 49 -0,78 -0,65 1,61 83 -2,56 -1,15 1,52 
16 1,00 -0,98 1,39 50 -0,34 -0,71 -1,87 84 -0,62 -1,83 -1,30 
17 0,47 2,81 0,77 51 -0,71 0,49 -2,56 85 -0,12 1,17 0,54 
18 0,72 0,26 -3,41 52 -0,32 0,67 -0,37 86 -0,05 -0,66 -1,07 
19 0,36 0,73 -2,23 53 -0,14 -1,86 2,73 87 1,11 1,58 -1,43 
20 0,41 -4,11 -0,57 54 -1,00 1,07 0,72 88 -0,39 1,88 -3,64 
21 0,56 -1,59 2,18 55 1,61 0,41 -1,88 89 -0,40 -2,83 2,85 
22 -0,36 -2,85 3,58 56 1,18 1,65 -0,59 90 -0,25 2,14 1,71 
23 0,25 2,31 -4,99 57 1,21 1,47 -4,64 91 -1,67 1,25 -0,87 
24 0,78 -1,09 2,12 58 0,79 2,58 -0,89 92 0,71 1,17 1,03 
25 -0,27 -0,08 -0,63 59 -0,71 0,83 -2,97 93 0,01 0,85 0,89 
26 -0,73 -0,35 -1,54 60 0,10 -0,82 -1,90 94 0,24 0,68 -2,41 
27 1,74 -0,82 2,17 61 0,44 1,82 -0,46 95 -0,02 1,82 -0,28 
28 -0,71 -0,10 -2,44 62 1,42 2,28 -2,86 96 -0,57 0,30 -2,30 
29 2,63 1,27 -0,08 63 -0,52 -0,85 -0,46 97 0,10 1,98 -1,44 
30 -0,72 -0,26 3,16 64 0,95 -0,45 -0,17 98 1,72 -1,34 0,35 
31 -0,54 -1,92 1,45 65 0,50 2,61 -0,34 99 0,39 1,83 -1,37 
32 -0,77 1,28 -1,53 66 0,45 0,40 -1,96 100 1,16 -1,77 -2,40 
33 0,30 3,71 3,68 67 -0,13 -3,26 -1,32 101 0,48 -1,82 -0,83 
34 -0,28 -0,97 0,82 68 -1,15 3,36 1,59 102 0,41 -1,39 -1,97 
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A.5 Ergebnisse lokale Identifikation - Sonderfall 
Die Auswirkungen von Modellfehlern auf die Komponente lokale Identifikation des Sys-
temzustandes werden in Tab. A.12 für den Sonderfall paralleler HGÜ-Verbindungen auf-
geführt. 
Tab. A.12: Lokale Identifikation mit Parametervariation (2%) 
 VSC 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
E
rz
eu
gu
ng
sp
ro
fi
l 
 (
2%
) 
1 3 0 2 3 2 3 0 3 3 X X 1 1 3 
2 3 3 3 1 3 3 1 3 1 X X 1 1 1 
3 3 3 3 3 3 3 3 3 3 3 3 X 3 1 
5 1 3 3 3 3 1 3 3 1 3 3 1 3 3 
6 0 3 0 0 0 0 1 3 0 1 1 1 X 1 
7 3 3 3 3 0 3 1 3 3 1 1 1 X 1 
8 1 1 3 3 3 3 1 3 3 3 3 1 3 X 
L
ei
tu
ng
sp
ar
am
et
er
 
(2
%
) 
1 3 1 2 3 2 3 0 3 3 X X 3 3 1 
2 3 3 3 1 3 1 1 1 3 X X 3 3 1 
3 3 3 3 3 3 3 3 3 3 3 3 X 3 1 
5 1 3 3 1 3 1 3 3 3 3 3 3 3 1 
6 0 3 0 0 0 0 3 3 0 1 1 3 X 1 
7 1 3 3 3 0 3 3 3 3 1 1 3 X 1 
8 1 1 1 1 3 1 1 3 3 3 3 3 3 X 
A
nl
au
fz
ei
tk
on
st
. 
(2
%
) 
1 3 0 2 3 2 3 0 3 3 X X 3 3 3 
2 3 3 3 3 3 3 3 3 3 X X 3 3 3 
3 3 3 3 3 3 3 3 3 3 3 3 X 3 3 
5 3 3 3 3 3 3 3 3 3 3 3 3 3 3 
6 0 3 0 0 0 0 3 3 0 3 3 3 X 3 
7 3 3 3 3 0 3 3 3 3 3 3 3 X 3 
8 3 3 3 3 3 3 3 3 3 3 3 3 3 X 
A.6 C-SCOPF Ergebnisse 
Die vollständigen Ergebnisse der C-SCOPF Berechnungen innerhalb der Komponente Be-
rechnung kurativer Arbeitspunkte werden, gegliedert in die drei Stufen, für den Base Case 
in Tab. A.13 bis   
A Anhang 173 
 
Tab. A.15, und den Sonderfall in Tab. A.16 und Tab. A.17 aufgeführt. 
Tab. A.13: C-SCOPF Ergebnisse Base Case für ΔPkur in MW und ΔUkur in kV Stufe 1 
#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 f Feas 
1 
ΔPkur 202,5 0,1 -162,3 0,0 0,0 0,0 -40,5 -0,5 406,1 
Ja 
ΔUkur 0,2 -0,2 -0,6 -0,4 -0,5 -0,5 -0,6 -0,3 -0,4 
2 
ΔPkur 0,0 0,0 27,0 -15,5 -9,1 0,0 -0,1 -1,6 53,3 
Ja 
ΔUkur 0,1 0,0 0,1 0,0 0,0 0,0 0,0 0,0 0,1 
3 
ΔPkur 0,0 -0,6 166,3 -0,2 -3,9 -112,5 -38,3 -6,3 328,1 
Ja 
ΔUkur 0,1 -0,2 0,4 -0,3 -0,5 -0,9 -0,8 -0,4 -0,2 
4 
ΔPkur 0,0 -18,5 0,0 33,7 -0,5 0,0 0,0 -14,1 66,9 
Ja 
ΔUkur -0,1 -0,1 0,0 0,0 -0,1 0,0 0,0 -0,1 -0,1 
5 
ΔPkur 9,7 -399,9 -3,5 370,2 -9,7 24,6 144,4 -125,6 1087,6 
Ja 
ΔUkur 0,4 -0,1 0,9 1,5 1,1 1,7 1,9 0,1 0,9 
6 
ΔPkur 59,3 1,5 6,1 188,2 2,6 3,7 119,0 -368,5 749,0 
Ja 
ΔUkur 0,2 -0,2 0,3 0,4 -0,1 0,5 0,5 -1,3 0,1 
7 
ΔPkur 0,0 201,8 0,0 0,0 0,0 0,0 0,0 -198,5 400,3 
Ja 
ΔUkur -0,3 -0,2 -0,4 -0,5 -0,8 -0,6 -0,7 -1,1 -0,6 
8 
ΔPkur -26,1 303,0 -10,1 169,4 -53,7 -6,0 2,7 -371,0 942,0 
Ja 
ΔUkur 0,5 0,6 0,5 0,5 -0,2 0,3 0,0 -0,9 0,2 
9 
ΔPkur -1,0 -179,9 3,0 41,5 -197,7 99,4 255,5 -14,2 792,4 
Ja 
ΔUkur -0,7 -0,9 -0,4 -0,2 -0,4 0,6 0,9 -0,7 -0,3 
10 
ΔPkur 0,0 0,0 52,5 0,0 -3,0 0,0 -41,7 -6,1 103,4 
Ja 
ΔUkur 0,0 -0,1 0,1 -0,1 -0,2 -0,2 -0,3 -0,2 -0,1 
11 
ΔPkur 0,0 -98,4 102,3 0,0 0,0 229,5 -225,0 -4,0 659,3 
Ja 
ΔUkur 0,1 -0,2 0,4 0,1 -0,3 0,4 -0,6 -0,3 0,0 
12 
ΔPkur 31,2 10,0 124,7 170,4 0,2 66,8 -14,4 -373,9 791,5 
Nein 
ΔUkur 0,3 -0,2 0,7 0,4 -0,4 0,4 0,0 -1,4 0,1 
13 
ΔPkur 0,0 -187,9 0,1 214,6 -10,6 0,1 0,0 -12,8 426,1 
Ja 
ΔUkur -0,4 -0,6 -0,1 0,1 -0,2 0,0 -0,1 -0,4 -0,2 
14 
ΔPkur 27,7 X 2,0 -0,5 0,0 0,0 -46,8 -960,1 1037,5 
Ja 
ΔUkur 3,5 3,9 3,0 2,5 1,2 2,0 1,5 -0,3 2,3 
15 
ΔPkur 0,00 -78,42 0,0 0,0 
Ausfall 
0,00 -152,6 -758,9 1004,21 
Ja 
ΔUkur 4,2 2,9 5,5 5,6 0,0 4,33 4,48 2,05 
16 
ΔPkur 0,0 -122,3 0,0 -5,2 -459,3 155,1 
Ausfall 
-1000 1742,0 
Nein 
ΔUkur -1,3 -1,0 -1,6 -2,0 -2,6 -2,7 -4,9 -2,4 
17 
ΔPkur 478,5 -1499 -0,7 527,8 -1837 -0,4 -102,3 
Ausfall 
4446,8 Nein 
ΔUkur 7,7 6,0 6,6 5,6 3,3 3,5 1,5 5,4  
Tab. A.14: C-SCOPF Ergebnisse Base Case für ΔPkur in MW, ΔQkur in Mvar und ΔUkur 
in kV Stufe 2 
#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 f Feas 
1 
ΔPkur 177,8 0,0 -84,0 0,0 -0,2 -92,9 0,0 0,0 355,0 
Ja 
ΔQkur 0,0 0,0 25,0 0,0 0,0 0,0 0,0 0,0 25,0 
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#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 f Feas 
ΔUkur 0,5 0,0 -0,1 -0,3 -0,3 -0,6 -0,5 -0,1 -0,4 
2 
ΔPkur 0,0 0,0 27,0 -15,5 -9,1 0,0 -0,1 -1,6 53,3 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,1 0,0 0,1 0,0 0,0 0,0 0,0 0,0 0,1 
3 
ΔPkur 0,0 -0,6 166,3 -0,2 -3,9 -112,5 -38,3 -6,3 328,1 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,1 -0,2 0,4 -0,3 -0,5 -0,9 -0,8 -0,4 -0,2 
4 
ΔPkur 0,0 -18,5 0,0 33,7 -0,5 0,0 0,0 -14,1 66,9 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur -0,1 -0,1 0,0 0,0 -0,1 0,0 0,0 -0,1 -0,1 
5 
ΔPkur 144,2 -430,4 21,3 331,0 -0,2 0,6 0,0 -56,0 983,6 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,8 -0,3 0,9 1,0 0,6 0,9 0,7 0,0 0,6 
 
#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 f Feas 
6 
ΔPkur 19,1 -7,8 58,9 244,7 -4,4 8,6 15,0 -322,3 680,7 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur -0,1 -0,5 0,2 0,2 -0,5 0,0 -0,2 -1,5 -0,2 
7 
ΔPkur 0,0 201,8 0,0 0,0 0,0 0,0 0,0 -198,5 400,3 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur -0,3 -0,2 -0,4 -0,5 -0,8 -0,6 -0,7 -1,1 -0,6 
8 
ΔPkur -26,1 303,0 -10,1 169,4 -53,7 -6,0 2,7 -371,0 942,0 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,5 0,6 0,5 0,5 -0,2 0,3 0,0 -0,9 0,1 
9 
ΔPkur -1,0 -179,9 3,0 41,5 -197,7 99,4 255,5 -14,2 792,4 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur -0,7 -0,9 -0,4 -0,2 -0,4 0,6 0,9 -0,7 -0,3 
10 
ΔPkur 0,0 0,0 52,5 0,0 -3,0 0,0 -41,7 -6,1 103,4 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,0 -0,1 0,1 -0,1 -0,2 -0,2 -0,3 -0,2 -0,1 
11 
ΔPkur 0,0 -187,9 0,1 214,6 -10,6 0,1 0,0 -12,8 659,3 
Ja ΔQkur 0,0 -0,1 0,0 0,0 0,0 0,1 0,1 0,0 0,0 
ΔUkur -0,4 -0,6 -0,1 0,1 -0,2 0,0 -0,1 -0,4 0,0 
12 
ΔPkur -0,1 -0,1 13,0 -0,7 -3,0 -3,8 -4,9 0,0 25,5 
Ja ΔQkur 0,0 0,0 0,0 0,0 179,2 0,1 0,0 37,7 217,1 
ΔUkur 0,1 0,1 0,1 0,0 0,0 0,0 0,0 0,0 0,0 
13 
ΔPkur 0,0 -187,9 0,1 214,6 -10,6 0,1 0,0 -12,8 426,1 
Ja ΔQkur 0,0 -0,1 0,0 0,0 0,0 0,1 0,1 0,0 0,4 
ΔUkur -0,4 -0,6 -0,1 0,1 -0,2 0,0 -0,1 -0,4 -0,2 
14 
ΔPkur -0,6 
Ausfall 
-69,7 -85,7 -394,9 -3,8 -188,8 -250,0 993,5 
Ja ΔQkur 0,0 -0,1 0,1 0,0 0,0 0,0 171,1 171,1 
ΔUkur 3,0 2,0 1,6 0,1 0,7 -0,2 1,3 1,6 
15 
ΔPkur 0,00 -78,42 0,0 0,0 
Ausfall 
0,00 -152,6 -758,9 989,9 
Ja 
ΔQkur 0,00 0,00 0,0 0,0 0,00 0,00 -3,32 3,32 
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#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 f Feas 
ΔUkur 3,40 3,06 3,76 4,17 4,33 4,48 2,05 3,84 
16 
ΔPkur -0,2 -847,0 0,0 0,0 -309,7 181,5 
Ausfall 
-470,6 1809,0 
Nein ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,1 
ΔUkur -1,0 -1,1 -1,0 -0,9 -0,5 -1,2 -2,2 -1,3 
17 
ΔPkur -56,9 -618,4 4,1 151,1 -1960 23,2 8,4 
Ausfall 
2822,7 
Nein ΔQkur 0,2 1900,4 -0,4 0,5 554,8 0,6 1,2 2458,1 
ΔUkur 3,3 4,3 2,7 2,1 0,0 0,4 -1,4 2,1 
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Tab. A.15: C-SCOPF Ergebnisse Base Case für ΔPkur in MW, ΔQkur in Mvar und ΔUDC 
in kV Stufe 3 
#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 │Δ│ Feas 
1 
ΔPkur 192,3 
 
-190,6 1,1 
 
-7,3 2,9 
 
394,3 
Ja ΔQkur 0,1 0,0 0,0 0,0 0,1 0,3 
ΔUDC 0,4 0,1 -0,4 -0,1 -0,1 -0,1 -0,1 0,0 -0,1 
2 
ΔPkur 11,8 
  
-0,5 0,0 39,3 0,0 -49,2 53,3 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,0 0,0 0,0 0,0 0,0 0,2 0,1 -0,2 0,0 
3 
ΔPkur 0,0 
 
248,7 -243,2 
    
491,8 
Ja ΔQkur 0,0 0,0 0,0 0,0 
ΔUDC 0,4 0,1 0,8 -0,2 -0,1 -0,2 -0,2 0,0 0,2 
4 
ΔPkur 0,0 
 
0,0 33,9 
 
0,0 
 
-33,0 66,9 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 -0,1 0,0 
5 
ΔPkur 509,0 -495,3 0,0 
     
1004,3 
Ja ΔQkur 0,0 0,0 0,0 0,0 
ΔUDC 3,5 1,3 2,7 1,9 1,7 1,8 1,8 1,5 2,1 
6 
ΔPkur 
 
-331,9 281,8 
 
-7,6 0,0 69,0 
 
690,3 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur -0,6 -1,4 0,2 -0,6 -0,7 -0,5 -0,4 -1,1 -0,6 
7 
ΔPkur 
 
506,7 0,0 0,0 -501,2 
 
0,0 
 
1007,9 
Ja ΔQkur -190,6 0,0 0,0 0,0 0,0 190,6 
ΔUDC -0,2 0,2 -0,6 -1,1 -2,4 -1,5 -1,9 -1,1 -1,0 
8 
ΔPkur 
 
88,1 217,0 222,6 2,7 
  
-423,4 865,7 
Ja ΔQkur -1,4 0,0 0,0 0,1 369,3 369,4 
ΔUkur -0,7 -1,3 0,0 -0,6 -1,5 -0,9 -1,2 -2,7 -1,0 
9 
ΔPkur  
 
 
0,0 411,5 -403,0 
   
814,5 
Ja ΔQkur 0,0 0,0 0,0 0,0 
ΔUDC 1,0 0,9 1,1 1,2 -0,2 0,8 0,3 0,3 0,7 
10 
ΔPkur 0,0 
 
77,0 -75,6 
    
152,5 
Ja ΔQkur 0,0 0,0 0,0 0,0 
ΔUkur 0,7 0,6 0,8 0,5 0,5 0,5 0,5 0,5 0,6 
11 
ΔPkur 
   
0,0 
 
304,6 -303,4 
 
608,0 
Ja ΔQkur 0,0 0,0 0,0 0,0 
ΔUDC 0,0 0,0 0,0 0,1 -0,3 0,5 -0,8 -0,2 -0,1 
12 
ΔPkur -0,1 
 
13,0 -0,7 -3,0 -3,8 -4,9 0,0 25,5 
Ja ΔQkur 0,0 0,0 0,0 179,2 0,1 0,0 37,7 217,1 
ΔUkur 0,1 0,1 0,1 0,0 0,0 0,0 0,0 0,0 0,0 
13 
ΔPkur 0,0 -187,9 0,1 214,6 -10,6 0,1 0,0 -12,8 426,1 
Ja ΔQkur 0,0 -0,1 0,0 0,0 0,0 0,1 0,1 0,0 0,4 
ΔUDC -0,4 -0,6 -0,1 0,1 -0,2 0,0 -0,1 -0,4 -0,2 
14 
ΔPkur 0,0 
 
Ausfall 
     
0,0 
Nein ΔQkur 0,0 0,0 
ΔUkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
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#  VSC1 VSC2 VSC3 VSC4 VSC5 VSC6 VSC7 VSC8 │Δ│ Feas 
15 
ΔPkur 0,00 -78,42 
  
Ausfall 
0,00 -152,6 -758,9 989,9 
Ja ΔQkur 0,00 0,00 0,00 0,00 -3,32 3,32 
ΔUDC 3,40 3,06 3,76 4,17 4,33 4,48 2,05 3,84 
16 
ΔPkur -680,1 
 
151,4 66,7 
  
Ausfall 
 
898,1 
Nein ΔQkur 0,0 0,0 0,0 0,0 
ΔUkur -3,8 -1,7 -1,9 -0,9 1,0 -1,4 -0,4 -1,4 
17 
ΔPkur 1,4 0,0 
 
74,1 -1531 
  
Ausfall 
1606,8 
Nein ΔQkur 0,0 1654,4 0,0 554,9 2209,3 
ΔUkur 2,2 2,6 1,7 1,2 0,3 -0,2 -1,5 1,4 
Tab. A.16: C-SCOPF Ergebnisse Sonderfall für ΔPkur in MW und ΔUkur in kV Stufe 1 
#  
HGÜ-Verb. 1 HGÜ-Verbindung 2 HGÜ-Verb. 3 
│Δ│ Feas 
VSC1 VSC2 VSC3 VSC5 VSC8 VSC6 VSC7 
1 
ΔPVSC 71,0 -68,6 96,0 -17,6 -72,9 0,0 0,0 326,1 
Ja 
ΔUDC -0,5 -0,9 0,4 -0,1 -0,6 0,0 0,0 -0,2 
2 
ΔPVSC 5,4 0,0 543,8 -524,3 -0,2 0,0 0,0 1073,8 
Ja 
ΔUDC 0,0 0,0 2,9 0,0 -1,9 0,0 0,0 0,1 
3 
ΔPVSC 0,0 0,0 423,8 0,0 -397,7 0,0 0,0 822,2 
Ja 
ΔUDC 0,0 0,0 2,2 0,0 -2,2 0, 0,0 0,0 
4 
ΔPVSC 0,0 0,0 73,3 -76,6 -0,3 0,0 0,0 66,9 
Nein 
ΔUDC 0,0 0,0 0,3 0,0 -0,4 0,0 0,0 -0,1 
5 
ΔPVSC 0,0 0,0 649,8 13,9 -621,7 0,3 -0,4 1287,4 
Ja 
ΔUDC 0,0 -0,3 3,2 0,0 -3,4 0,1 0,0 -0,1 
6 
ΔPVSC 0,0 0,0 272,3 -265,4 0,0 0,0 0,0 538,6 
Ja 
ΔUDC 0,0 0,0 1,2 0,0 0,2 0,0 0,0 0,2 
7 
ΔPVSC 52,1 -54,0 656,6 -627,1 0,0 0,0 0,0 1389,8 
Ja 
ΔUDC 0,0 0,3 1,7 -2,1 0,0 0,0 0,0 0,0 
8 
ΔPVSC 0,0 0,0 534,8 -8,3 -493,4 0,0 0,0 1036,7 
Nein 
ΔUDC 0,0 0,0 2,7 0,0 -2,7 0,0 0,0 0,0 
9 
ΔPVSC 0,0 0,0 450,4 -429,1 0,0 0,0 0,0 880,9 
Ja 
ΔUDC 0,0 0,0 2,8 0,0 -0,1 0,0 0,0 0,4 
10 
ΔPVSC 
Ausfall 
0,0 630,5 0,0 -595,5 0,0 0,0 1226,1 
Ja 
ΔUDC 0,0 2,7 0,0 -3,0 0,0 0,0 -0,1 
11 
ΔPVSC 0,0 
Ausfall 
656,6 102,4 -718,4 0,0 0,0 1477,4 
Nein 
ΔUDC 0,0 2,9 0,0 -3,7 0,0 0,0 -0,1 
12 
ΔPVSC 496,1 -483,0 
Ausfall 
774,1 826,2 498,4 -492,0 3569,8 
Nein 
ΔUDC 0,3 -0,2 0,0 5,0 -0,2 -3,1 -1,4 
13 
ΔPVSC 1189,7 1167,0 2300,1 0,0 1920,9 -301,3 
Ausfall 
6577,7 
Nein 
ΔUDC 0,0 6,8 2,9 0,0 -3,1 0,0 0,9 
14 
ΔPVSC 188,0 -185,6 1873,3 1234,8 
Ausfall 
0,0 0,0 3481,7 
Nein 
ΔUDC 0,4 0,0 1,1 0,0 0,0 0,0 0,2 
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Tab. A.17: C-SCOPF Ergebnisse Sonderfall für ΔPkur in MW, ΔQkur in Mvar und ΔUkur 
in kV Stufe 2 
#  
HGÜ-Verb. 1 HGÜ-Verbindung 2 HGÜ-Verb. 3 
│Δ│ Feas 
VSC1 VSC2 VSC3 VSC5 VSC8 VSC6 VSC7 
1 
ΔPkur 71,0 -68,6 96,0 -17,6 -72,9 0,0 0,0 326,1 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur -0,5 -0,9 0,4 -0,1 -0,6 0,0 0,0 -0,2 
2 
ΔPkur 5,4 0,0 543,8 -524,3 -0,2 0,0 0,0 1073,8 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUkur 0,0 0,0 2,9 0,0 -1,9 0,0 0,0 0,1 
3 
ΔPVSC 0,0 0,7 348,7 10,7 -338,6 0,0 0,0 698,8 
Ja ΔQkur 0,0 -23,9 0,0 0,0 427,2 0,0 0,0 451,1 
ΔUDC 0,0 0,0 1,7 0,0 -1,9 0,0 0,0 0,0 
4 
ΔPVSC 0,0 0,0 73,3 -76,6 -0,3 0,0 0,0 66,9 
Nein ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUDC 0,0 0,0 0,3 0,0 -0,4 0,0 0,0 -0,1 
5 
ΔPVSC 0,0 0,0 598,4 0,0 -555,4 0,0 0,0 1154,7 
Ja ΔQkur 0,0 0,0 0,0 0,0 358,8 0,0 0,0 358,8 
ΔUDC 0,0 0,0 3,4 0,0 -3,4 0,0 0,0 0,0 
6 
ΔPVSC 0,0 0,0 272,3 -265,4 0,0 0,0 0,0 538,6 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUDC 0,0 0,0 1,2 0,0 0,2 0,0 0,0 0,2 
7 
ΔPVSC 52,1 -54,0 656,6 -627,1 0,0 0,0 0,0 1389,8 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUDC 0,0 0,3 1,7 -2,1 0,0 0,0 0,0 0,0 
8 
ΔPVSC 0,0 0,0 348,3 -333,5 -0,3 0,0 0,0 682,2 
Ja ΔQkur 0,0 0,0 0,0 142,5 28,4 0,0 0,0 170,9 
ΔUDC 0,0 0,0 0,7 -1,3 0,0 0,0 0,0 -0,1 
9 
ΔPVSC 0,0 0,0 450,4 -429,1 0,0 0,0 0,0 880,9 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUDC 0,0 0,0 2,8 0,0 -0,1 0,0 0,0 0,4 
10 
ΔPVSC 
Ausfall 
0,0 630,5 0,0 -595,5 0,0 0,0 1226,1 
Ja ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUDC 0,0 2,7 0,0 -3,0 0,0 0,0 -0,1 
11 
ΔPVSC 0,0 
Ausfall 
636,1 0,0 -588,6 0,0 0,0 1224,7 
Ja ΔQkur 0,0 0,0 0,0 151,5 0,0 0,0 151,5 
ΔUDC 0,0 2,6 -1,0 -4,7 -3,2 -3,2 -1,4 
12 
ΔPVSC 496,1 -483,0 
Ausfall 
774,1 826,2 498,4 -492,0 3569,8 
Nein ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUDC 0,3 -0,2 0,0 5,0 -0,2 -3,1 -1,4 
13 
ΔPVSC -1190 1167,0 2300,1 0,0 -1920 -301,3 
Ausfall 
6577 
Nein ΔQkur 0,0 0,0 0,0 0,0 0,0 0,0 0,0 
ΔUDC 0,0 6,8 2,9 0,0 -3,1 0,0 0,9 
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B. Abkürzungsverzeichnis 
AC Alternating Current 
ACE Area Control Error 
AI Artifical Intellingence 
AVR Automatic Voltage Control 
CE-OH ENTSO-E Continental Europe Operation Handbook 
CFP Characteristic Fault Pattern 
CGM Common Grid Model 
CIGRÉ Conseil International des Grands Réseaux Électrique 
CORESO Coordinantion of Electricity System Operators 
C-SCOPF Corrective Security Constrained Optimal Power Flow 
DACF / D2CF Day ahead / two day ahead Congestion Forecast 
DC Direct Current 
DE Differential Evolution 
EE Erneuerbare Energieträger  
EEG Erneuerbare Energien Gesetz 
ENTSO-E European Network of Transmission System Operators for Electricity 
FACTS Flexible AC Transmission System, 
FRT Fault-Ride-Through 
HGÜ Hochspannungsgleichstromüberragung 
HVDC-NC Network Code on HVDC Connections 
IEEE Institute of Electrical and Electronics Engineers 
OPF Optimal Power Flow 
PLL Phase Locked Loop 
PMU Phasor Measurement Unit 
P-SCOPF Preventive Security Constrained Optimal Power Flow 
PSO Particle Swarm Optimization 
PSS Power System Stabilizer 
RAS Remedial Action Scheme 
RZ Regelzone 
SPS Special Protection Scheme 
TSC TSO Security Cooperation 
ÜNB Übertragungsnetzbetrieber 
VSC Voltage Source Converter 
WAMS Wide Area Monitoring System 
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C. Formelverzeichnis 
χ(t) Beliebiger Messwert im Zeitverlauf 
c Contingency Szenario 
C‘ Kapazitätsbelag 
CDC,Kabel Kapazitätsbelag 400-kV-DC-Kabel 
CDC,OHL Kapazitätsbelag 400-kV-OHL (Freileitung) 
cident Lokal identifizierte Contingency  
cident,line Lokal identifizierte Contingency (anhand Leitungsströmen) 
cident,δ Lokal identifizierte Contingency (anhand Spannungswinkel)  
CR Kreuzungskonstante der Differential Evolution 
D Dämpfungskonstante Synchronmaschine 
F Mutationskonstante der Differential Evolution 
kAC AVR, Verstärkung 
kDC Droop DC-Spannungsregelung der HGÜ-Umrichter 
ki,id / ki,iq I-Anteil d-/q-Stromregler der HGÜ-Umrichter 
ki,P I-Anteil Wirkleistungsregler der HGÜ-Umrichter 
ki,psek / ki,qsek I-Anteil der Sekundärregelung für Wirk- /Blindleistung der HGÜ-Umrichter 
ki,Q I-Anteil Blindleistungsregler der HGÜ-Umrichter 
kp,id / kp,iq P-Anteil d-/q-Stromregler der HGÜ-Umrichter 
kp,P P-Anteil Wirkleistungsregler der HGÜ-Umrichter 
kp,psek /kp,qsek P-Anteil der Sekundärregelung für Wirk- /Blindleistung der HGÜ-Umrichter 
kp,Q P-Anteil Blindleistungsregler der HGÜ-Umrichter 
KPIident Identifikationsrate der Methode zur lokalen Identifikation 
kPR Verstärkung der Primärregelung Synchronmaschine 
kSR Verstärkung der Sekundärregelung Synchronmaschine 
L‘ Induktivitätsbelag 
LDrossel Induktivität Anschlussdrossel der HGÜ-Umrichter 
nC Anzahl kritischer Contingencies 
nirr Anzahl der Fehlidentifikationen 
nS Anzahl der Streuszenarien zur Vorberechnung der CFP 
nVSC Anzahl der VSCs im Netz 
NP Populationsanzahl der Differential Evolution 
pVSC Abgegebene Wirkleistung der HGÜ-Umrichter 
pVSC,ref  Lokal vorgegebener Wirkleistungs-Arbeitspunkt der HGÜ-Umrichter 
pVSC,ref,0 Zentral vorgegebener Wirkleistungs-Arbeitspunkt der HGÜ-Umrichter 
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VSC,kur
cp  
Kurativer Wirkleistungs-Arbeitspunkt der HGÜ-Umrichter für kritische Con-
tingency 
kur
cp  Kurative Arbeitspunktanpassung der Wirkleistung für kritische Contingency c 
qVSC Abgegebene Blindleistung der HGÜ-Umrichter 
qVSC,ref Lokal vorgegebener Blindleistungs-Arbeitspunkt der HGÜ-Umrichter 
qVSC,ref,0 Zentral vorgegebener Blindleistungs-Arbeitspunkt der HGÜ-Umrichter 
VSC,kur
cq  Kurativer Blindleistungs-Arbeitspunkt der HGÜ-Umrichter für kritische Con-
tingency c 
kur
cq  Kurative Arbeitspunktanpassung der Blindleistung für kritische Contingency c 
R‘ Widerstandbelag 
ra Rotorwiderstand Synchronmaschine 
RDrossel Widerstand Anschlussdrossel VSC 
T’d,0 Transiente Zeitkonstante d-Achse Synchronmaschine 
T’q,0 Transiente Zeitkonstante q-Achse Synchronmaschine 
T3 AVR, Lead-Glied Synchronmaschine 
T4 AVR, Lag-Glied 
TA Anlaufzeitkonstante Synchronmaschine 
Te AVR, Zeitkonstante Erregerwicklung 
TG Zeitkonstante Drehzahlregler Synchronmaschine 
TH1 Zeitkonstante Boiler Synchronmaschine 
TH2 Zeitkonstante Boiler Synchronmaschine 
Tr AVR, Zeitkonstante Filter 
uDC DC-Spannung 
uDC,ref Lokal vorgegebener Arbeitspunkt der DC-Spannungsregelung 
uDC,ref,0 Zentral vorgegebener Arbeitspunkt der DC-Spannungsregelung 
DC,kur
cu  Kurativer Arbeitspunkt der DC-Spannung für kritische Contingency c 
kur
cu  Kurative Arbeitspunktanpassung der DC-Spannung für kritische Contingency c 
X Zustandsvektor der Optimierung 
x‘d Transiente Reaktanz d-Achse Synchronmaschine 
x’q Transiente Reaktanz q-Achse Synchronmaschine 
xd Synchrone Reaktanz d-Achse Synchronmaschine 
xq Synchrone Reaktanz q-Achse Synchronmaschine 
α Individuelle Verstärkung der Sekundärregelung Synchronmaschine 
ident
cVSC  HGÜ-Umrichter mit lokale Identifikation für kritische Contingency c 
stat
cVSC  HGÜ-Umrichter ohne lokale Identifikation für kritische Contingency c 
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