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Abstract
This paper introduces a new approach to regression analysis based on a fuzzy
extension of belief function theory. For a given input vector x, the method provides
a prediction regarding the value of the output variable y, in the form of a fuzzy belief
assignment (FBA), deﬁned as a collection of fuzzy sets of values with associated masses
of belief. The output FBA is computed using a nonparametric, instance-based ap-
proach: training samples in the neighborhood of x are considered as sources of partial
information on the response variable; the pieces of evidence are discounted as a function
of their distance to x, and pooled using Dempsters rule of combination. The method
can cope with heterogeneous training data, including numbers, intervals, fuzzy num-
bers, and, more generally, fuzzy belief assignments, a convenient formalism for mod-
eling unreliable and imprecise information provided by experts or multi-sensor systems.
The performances of the method are compared to those of standard regression tech-
niques using several simulated data sets.
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1. Introduction
Learning plays a central role in many ﬁelds such as statistics, artiﬁcial in-
telligence, and pattern recognition [13]. In particular, supervised learning is
concerned with the prediction of a response (or output) variable y, based on a
vector x ¼ ðx1; . . . ; xdÞ of d observed input variables, or predictors. This
problem is also referred to as classiﬁcation when the output y is qualitative, and
regression when it is a quantitative measurement.
Classically, the available information resides in a learning set L ¼
fðxi; yiÞgNi¼1 of N observations of the input and output variables. It is customary
to consider these observations as being drawn independently from a joint
probability measure F ðx; yÞ. A general principle consists in determining,
among all the measurable functions g, the function of the input x which best
explains the output y, according to a given criterion, such as the mean squared
error:
RðgÞ ¼
Z
ðy  gðxÞÞ2 dF ðx; yÞ: ð1Þ
According to this criterion, the best predictions are achieved by the regression
function, deﬁned as the conditional expectation of y given x. Many techniques
have been proposed in the literature to estimate the regression function, such as
kernel or nearest-neighbor methods, smoothing splines, multi-layer percep-
trons, radial basis function networks, projection pursuit methods, etc. (see, e.g.
[13] for a recent overview of these methods). These techniques have proved
very eﬃcient in a wide range of situations. However, they suﬀer from certain
limitations.
In particular, classical regression techniques assume perfect knowledge of
the value of the response variable y for the learning examples. That is to say,
the observations are supposed to be both precise (point-valued) and certain.
There are, however, situations in which this assumption is not realistic. Quite
often, information about y is obtained through measuring devices, or sensors,
with limited precision and reliability. Imprecise observations of the responses
may then be better modeled by real intervals ½yi ; yþi  or fuzzy numbers eyi.
Several approaches have been proposed for processing such learning data, such
as interval or fuzzy linear regression [8], and fuzzy [25,28] or neuro-fuzzy in-
ference systems [15]. However, the uncertainty of observations due, e.g., to
poor sensor reliability, is not easily taken into account in these approaches. An
observation may be imprecise, uncertain, or both, and these situations must be
properly represented in a learning system (see [9,22] for discussions concerning
the notions of imprecision and uncertainty). Occasionally, the situation is even
more complex, and the quantity y of interest is observed by several sensors,
with diﬀerent degrees of accuracy. We then need a formalism to handle such
imprecise and partially conﬂicting data.
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Additionally, a learning system processing such information should reﬂect
in its outputs not only the quality of the training data, but also the relevance
of this data to the current prediction task at hand. In particular, if the current
input vector x is very dissimilar from all training input vectors xi, some doubt
should be cast on the validity on the prediction, and this should be reﬂected
in the system output. This property is rarely veriﬁed in conventional statis-
tical methods, which are essentially based on asymptotic assumptions (the
learning set is assumed to be large enough to cover the whole observation
space).
To address the above issues, we propose a new approach to regression
analysis based on a fuzzy extension of belief function theory (also called
Dempster–Shafer, or evidence theory). Whereas a basic belief assignment in
‘‘standard’’ or ‘‘crisp’’ evidence theory assigns belief masses to crisp subsets of
the possibility space (or ‘‘frame of discernment’’) X, a fuzzy belief assignment
(FBA) allocates parts of a unit mass of belief to fuzzy subsets of X. The concept
of FBA thus subsumes those of crisp and fuzzy sets, as well as crisp belief
assignments. Our FBA-based regression method, called evidential regression
(EVREG) generalizes an instance-based approach introduced in classiﬁcation
by one of the authors [2,5,7,31]. Basically, the method considers each training
sample in the neighborhood of the input vector x as a piece of evidence re-
garding the value of the output y. The pieces of evidence are discounted as a
function of their distance to x, and pooled using Dempsters rule of combi-
nation. The result is a FBA that quantiﬁes ones beliefs concerning the value of
y, based on the learning set information. A probability density function and
a point prediction can be computed from this FBA, providing the user with
information at several levels of detail.
This article is organized as follows. The background on belief function
theory and its fuzzy extension is ﬁrst recalled in Section 2. The EVREG
method is then introduced in Section 3, and a parameter optimization proce-
dure is described in Section 4. Finally, experimental results are presented in
Section 5, and Section 6 concludes the paper.
2. Fuzzy evidence theory
2.1. Belief function theory
In this section, we brieﬂy introduce the necessary notions of belief function
theory [1,19,24]. The interested reader is referred to, e.g., [19,20,24] for
mathematical developments and in-depth discussion on possible interpreta-
tions of the theory. In this paper, we shall adopt the subjectivist, nonproba-
bilistic view of Smets transferable belief model (TBM) [20,24]. The aim of this
model is to represent the belief of an agent concerning the value of a given
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variable y, based on available information, and to propose rules whereby the
agents beliefs can be updated when new evidence is gathered.
Let X be a ﬁnite set, and let 2X be the set of all subsets of X. The funda-
mental concept for representing uncertainty about y, given an evidential corpus
EC, is that of basic belief assignment (BBA), also called belief structure or mass
function, deﬁned as a function my ½EC from 2X to [0,1] verifying:X
AX
my ½ECðAÞ ¼ 1:
The quantity my ½ECðAÞ represents the belief allotted to the proposition y 2 A,
and that cannot be assigned to any more restrictive proposition, given the
available knowledge. When the context makes clear what the reference variable
and the evidential corpus are, the notation my , or even m will be used instead of
my ½EC. A BBA m such that mð;Þ ¼ 0 is said to be normal (this condition is not
imposed in the TBM). Any subset of X such as mðAÞ > 0 is called a focal el-
ement of m. We will denote by FðmÞ the set of focal elements of m. The in-
formation provided by a BBA can be represented by a belief function or by a
plausibility function deﬁned, respectively, as:
belðAÞ ¼
X
;6¼BA
mðBÞ
and
plðAÞ ¼
X
B\A6¼;
mðBÞ ¼ belðXÞ  belðAÞ:
The quantity belðAÞ is interpreted as the total belief committed to A and plðAÞ
as the belief that might be committed to A, if further information became
available. One can show that the three functions, m, bel and pl, are in one-to-
one correspondence and that bel and pl are monotonous functions of inﬁnite
order [19]. Belief and plausibility measures boil down to probability measures
in the special case where all the focal elements are singletons of X. Another
special case is the vacuous BBA verifying mðXÞ ¼ 1. This represents complete
ignorance regarding the value of y.
One of the most important operations in the theory is the procedure for
aggregating multiple BBAs on the same variable. Let us suppose that two
distinct sources separately induce two BBAs m1 and m2. For any binary set
operation r, the fusion of these BAs, noted m ¼ m1 m2, may be deﬁned as
[28]:
mðAÞ ¼
X
BrC¼A
m1ðBÞm2ðCÞ; 8A 2 X: ð2Þ
The conjunctive rule is obtained by choosingr ¼ \, and the disjunctive rule by
setting r ¼ [. Note that the conjunctive rule may produce a subnormal BA,
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i.e. one may have mð;Þ > 0. The Dempster normalization procedure converts
a subnormal BBA m into a normal one m deﬁned as follows:
mðAÞ ¼ mðAÞ
1 mð;Þ ð3Þ
for A 6¼ ; and mð;Þ ¼ 0. The so-called Dempsters rule of combination [1,19],
noted  corresponds to the conjunctive sum followed by Dempsters normal-
ization. The conjunctive and Dempsters rules of combination are relevant
when all the sources to be combined are distinct and reliable. These operations
are associative, commutative and have the vacuous BBA as neutral element.
It sometimes occurs that a source of information induces a bba m, but we
have some doubt regarding the reliability of that source. Such metaknowledge
may be represented by discounting [19] m by some factor a 2 ½0; 1, which leads
to a BBA ma deﬁned as:
maðAÞ ¼ ð1 aÞmðAÞ 8A  X; A 6¼ X; ð4Þ
maðXÞ ¼ aþ ð1 aÞmðXÞ: ð5Þ
A discount rate a ¼ 1 means that one is sure that the source cannot be trusted:
the resulting BBA is then vacuous. On the contrary, a null discount rate leaves
m unchanged: this corresponds to the situation in which the source is known
to be fully reliable.
Any one of the functions m, bel and pl describes a belief state. In the TBM,
this ‘‘credal level’’ is distinct from the ‘‘decision level’’ where decision making
takes place [23]. As remarked by Smets [23], the use of probabilities in a de-
cision context is strongly supported by rationality arguments. A belief function
thus has to be transformed into a probability function for decision making.
The only transformation satisfying certain axiomatic requirements was shown
by Smets to be the pignistic transformation [23], in which each mass of belief
mðAÞ is distributed equally among the elements of A for all A  X. This leads
to the pignistic probability distribution deﬁned as:
pbetðxÞ ¼
X
fAX;A6¼;g
mðAÞAðxÞjAj ; ð6Þ
where AðÞ denotes the characteristic function of A and jAj its cardinality.
BF theory can easily be generalized to continuous spaces provided the
number of focal elements jFðmÞj remains ﬁnite. 1 In this case, all the expres-
sions deﬁned above are unchanged, except that the cardinality of a given set
A is replaced by its Lebesgue measure:
1 A more general extension is possible, requiring more complex measure–theoretic concepts.
This extension will not be considered in this paper.
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jAj ¼
Z
AðxÞdx:
When jAj <1 for all A 2FðmÞ, the pignistic probability function still exists
but becomes a probability density function. In particular, if X  R, and the
focal elements A of m are bounded intervals, pbet is a ﬁnite mixture of con-
tinuous uniform distributions.
2.2. Fuzzy Extension
The above formalism can be generalized in order to represent belief in fuzzy
propositions, such as ‘‘y is high’’. Fuzzy extensions of evidence theory have
been proposed by diﬀerent authors [4,21,26,29,30]. The basic idea is to allow
the focal elements of a BBA to be fuzzy sets. If A is a fuzzy subset of X, we will
denote by AðÞ its membership function and by hðAÞ its height. Let ½0; 1X de-
note the set of fuzzy sets of X. A fuzzy belief assignment (FBA), also called
a fuzzy belief structure, is a function m from ½0; 1X to [0,1] such that, for some
ﬁnite collection FðmÞ of fuzzy subsets of X,
mðAÞ > 0 8A 2FðmÞ; ð7Þ
mðAÞ ¼ 0 8A 62FðmÞ; ð8ÞX
A2FðmÞ
mðAÞ ¼ 1: ð9Þ
Here again, the elements of FðmÞ are called the focal elements of m. If all
the focal elements are normalized (i.e. hðAÞ ¼ 1 for each A 2FðmÞ), m is said
to be normal. Yager [27] proposed a ‘‘smooth normalization procedure’’ (SNP)
for converting a subnormal FBA into a normal one. This method generalizes
both fuzzy set normalization and Dempsters normalization of crisp BAs (3).
It is deﬁned as:
mðAÞ ¼
P
B¼A hðBÞmðBÞP
C2FðmÞ hðCÞmðCÞ
; ð10Þ
where B is the normal fuzzy set deﬁned by BðxÞ ¼ BðxÞ=hðBÞ, 8x 2 X.
Since the belief and plausibility functions are based on set–theoretic oper-
ations (inclusion and intersection), their expression can be generalized as fol-
lows [26]:
plðAÞ ¼
X
B2FðmÞ
mðBÞIntðA;BÞ; ð11Þ
belðAÞ ¼
X
B2FðmÞ
mðBÞIncAðBÞ; ð12Þ
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where IntðA;BÞ and IncAðBÞ are, respectively, a measure of intersection between
A and B, and an inclusion measure of B in A. Using the standard fuzzy union
and intersection operators, these measures can be deﬁned as follows:
IntðA;BÞ ¼ sup
x2X
minðAðxÞ;BðxÞÞ;
IncAðBÞ ¼ inf
x2X
maxðAðxÞ; ð1 BðxÞÞ:
Combination operations can also be generalized, by using an appropriate
fuzzy set operator in (2). In particular, a fuzzy version of the conjunctive sum
is obtained by using the standard fuzzy intersection.
Finally, the pignistic probability function may be deﬁned as:
pbetðxÞ ¼
X
A2FðmÞ
mðAÞ
jAj AðxÞ; 8x 2 X; ð13Þ
where jAj is the sigma-count cardinality of A:
jAj ¼
P
x2X AðxÞ if X is finite;R
AðxÞdx if X is continuous:

3. Application to regression
3.1. The data
In this section, we show how to use the above concepts of fuzzy evidence
theory in the regression analysis framework [16]. This approach extends that
introduced by Denœux [2,5] in the context of supervised classiﬁcation.
We assume the training data to be of the form:
L ¼ fei ¼ ðxi;miÞgNi¼1; ð14Þ
where xi is the input vector for example ei, and mi is a FBA on an ordered or
continuous frame Y, which quantiﬁes ones partial knowledge of the value
taken by the response variable yi for example ei (a more rigorous, but cum-
bersome notation would be myi ½EC, where EC is the evidential corpus on
which the available knowledge on yi is based). Using this very general for-
malism, it is possible to model various types of training data. In particular, a
classical learning set is recovered when all BAs mi are focused on a unique
singleton yi. The interval and fuzzy regression situations correspond to the case
where each mi has, respectively, an interval or a fuzzy number as a unique focal
element. The most general situation is that of general FBAs, with focal ele-
ments FðmiÞ ¼ fFijgJðiÞj¼1, where the Fij are fuzzy subsets of R, and JðiÞ is the
number of focal elements of mi.
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3.2. The EVREG model
Let x be an arbitrary vector, and y the corresponding unknown output. The
problem is now to deduce some information on y from the training setL. Since
the learning set information is potentially imprecise and uncertain, the output
will take the form of a FBA on Y denoted my ½x;L. As proposed in [2,5] in the
context of classiﬁcation, this FBA can be constructed in two steps: discounting
of the FBAs mi, i ¼ 1; . . . ;N according to a measure of dissimilarity between
input vectors, and combination of the discounted FBAs.
Each element ei ¼ ðxi;miÞ of the training set is a piece of evidence con-
cerning the possible value of yi, which can be represented by a FBA my ½x; ei.
The relevance of that information regarding the variable of interest y can
reasonably be assumed to depend on the dissimilarity, measured by a suitable
distance function, between input vectors x and xi. If x is ‘‘close’’ to xi according
to a given metric k  k, y can be expected to be close to yi, which makes example
ei quite relevant to predict the value of y. On the contrary, if x and xi are very
dissimilar, example ei provides only marginal information regarding the value
of y. More formally, we propose to deﬁne my ½x; ei as a discounting of mi:
my ½x; eiðAÞ ¼
miðAÞ/ðkx xikÞ if A 2FðmiÞ n fYg;
1 /ðkx xikÞ if A ¼ Y;
0 otherwise;
8<: ð15Þ
where / is a decreasing function from Rþ to [0,1] verifying /ð0Þ 20; 1½ and
lim
d!1
/ðdÞ ¼ 0: ð16Þ
In (15), the discount rate ai ¼ 1 /ðkx xikÞ determines the inﬂuence of xi
on x. If x is close to xi, ai is close to 0 and the mass functions my ½x; ei and mi
are very similar. When x is very far from xi, ai tends to 1 and my ½x; ei tends
to the vacuous belief assignment (my ½x; eiðYÞ  1). In the following, function
/ will be referred to as a discounting function. As shown in [3], when the metric
is deﬁned as:
kx xik ¼ ðx xiÞTR1ðx xiÞ
 1=2
; ð17Þ
where R is a symmetric positive deﬁnite matrix, a natural choice for / is:
/ðdÞ ¼ c expðd2Þ; ð18Þ
where c 20; 1 is a real parameter.
In order to combine the information provided by each element of the train-
ing set, we can use the conjunctive rule of combination for FBAs. The choice
of a conjunctive operator is justiﬁed by the neutral property of the vacuous BA:
it is essential that a vector xi which is far from x has very little inﬂuence on the
estimation of the corresponding y. The ﬁnal BA is then:
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my ½x;L ¼ Ni¼1 my ½x; ei: ð19Þ
We denote by my ½x;L the FBA obtained by normalizing my ½x;L using the
SNP (10).
Example 1. Let us consider as an example an output BA my ½x; e1; e2 computed
from two elements e1 ¼ ðx1;m1Þ and e2 ¼ ðx2;m2Þ of a training set. The frame
of discernment Y is the interval [0,10]. The belief assignments m1 and m2 are
focused on triangular fuzzy numbers (Fig. 1). A triangular fuzzy number with
support ½a; c and core b will be noted ða; b; cÞT . Let A ¼ ð0; 2; 4ÞT ,
B ¼ ð2; 4; 6ÞT , and C ¼ ð3; 6; 8ÞT be three triangular fuzzy numbers, and let
m1 and m2 be deﬁned as:
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Fig. 1. Example 1 calculation of my ½x;L from two elements of a training set fðx1;m1Þ; ðx2;m2Þg.
Upper left: m1, deﬁned by two fuzzy focal elements A and B, and m2, with a single fuzzy focal
element C. Upper right: my ½x; e1 and my ½x; e2. Bottom: my ½x; e1; e2 with Fðmy ½x; e1; e2Þ ¼
fA;B;C;Y;D;Eg, where E ¼ A \ C and D ¼ B \ C. The thickness of the lines is proportional to the
masses.
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m1ðAÞ ¼ 0:4 m1ðBÞ ¼ 0:6;
m2ðCÞ ¼ 1:
We assume that vector x is closer to x1 than to x2 and, more precisely, that
the discount rates are a1 ¼ 0:2 and a2 ¼ 0:6. Consequently, the inﬂuence of x2
will be weaker than that of x1. The calculation of my ½x; e1; e2 is divided in two
steps:
1. Discounting of mi, i ¼ 1; 2: We have
my ½x; e1ðAÞ ¼ 0:4	 ð1 0:2Þ ¼ 0:32;
my ½x; e1ðBÞ ¼ 0:6	 ð1 0:2Þ ¼ 0:48;
my ½x; e1ðYÞ ¼ 1 0:32 0:48 ¼ 0:2
and
my ½x; e2ðCÞ ¼ 1	 ð1 0:6Þ ¼ 0:4;
my ½x; e2ðYÞ ¼ 1 0:4 ¼ 0:6:
2. Combination:
my ½x; e1; e2ðAÞ ¼ 0:192 my ½x; e1; e2ðBÞ ¼ 0:288;
my ½x; e1; e2ðCÞ ¼ 0:08 my ½x; e1; e2ðYÞ ¼ 0:12;
my ½x; e1; e2ðA \ CÞ ¼ 0:128 my ½x; e1; e2ðB \ CÞ ¼ 0:192:
Remark 1. The number of focal elements of my ½x;L can, in the worst case,
increase exponentially with the number of BAs combined, making the com-
putation very heavy for large N . A simple but eﬃcient way to avoid this
problem is to compute the belief assignments provided only by the k nearest
neighbors fxðiÞgki¼1 of x in the training set:
my ½x;L ¼ ki¼1 my ½x; eðiÞ: ð20Þ
An additional way to speed up the computations is to simplify BAs by ag-
gregating similar, or unimportant focal elements, thus reducing the number of
focal elements to take into account in the combination. This method has been
introduced for regression problems in [17,18], and extended in [6].
Remark 2. In the case of a classical training set, each BBA mi has a single focal
element fyig. Consequently, my ½x;L is then a crisp BBA with N þ 1 focal
elements. Its normalized version has the following expression (assuming the
yi to be all diﬀerent) as:
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my ½x;LðAÞ ¼
1
K
/ðkx xikÞ
Y
j 6¼i
ð1 /ðkx xjkÞÞ if A ¼ yi;
1
K
YN
i¼1
ð1 /ðkx xikÞÞ if A ¼ Y;
0 otherwise;
8>>>><>>>:
where
K ¼
YN
i¼1
ð1 /ðkx xikÞ þ
XN
i¼1
/ðkx xikÞ
Y
j 6¼i
ð1 /ðkx xjkÞ
is the normalization factor. Note that all strict subsets of Y that do not contain
any of the yis do not receive any belief. This may seem somewhat paradoxical,
as an observation yi or the response variable in a neighborhood of x may be
argued to make values close to yi more likely at x, provided the underlying
input–output function is assumed to be continuous. In fact, the BBA my ½x;L
merely encodes the available evidence, without introducing any additional
assumption (not even continuity). As we shall see in the sequel, interpolation is
performed at a later stage, when computing the pignistic expectation of y given
x, where our method bares some resemblance with classical nonparametric
smoothing techniques.
3.3. Point and interval prediction
3.3.1. Pignistic expectation and quantiles
Assuming the domain Y of y to be a bounded interval ½yinf ; ysup, the prob-
abilistic density function pbet½x;L associated to my ½x;L exists. It is deﬁned by
(6) for the crisp case, and by (13) for the fuzzy case, and has the following
expression:
pbet½x;LðyÞ ¼
X
A2Fðmy ½x;LÞ
my ½x;LðAÞ
AðyÞ
jAj : ð21Þ
It is therefore a mixture of the probability densities deﬁned by the nor-
malized membership functions of the focal elements of my ½x;L. Note that,
when x is very dissimilar from all the xi, my ½x;L is close to the vacuous BA. In
that case, pbet½x;L is close to the uniform probability distribution on Y.
The pignistic probability function allows to deﬁne some summary statistics,
such as the median, quantiles, or the expectation deﬁned as:
byðxÞ ¼ X
A2Fðmy ½x;LÞ
my ½x;LðAÞ
jAj
Z
Y
uAðuÞdu:
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Let yA be the center of gravity of A:
yA ¼
R
Y
uAðuÞduR
Y
AðuÞdu :
Then by can be expressed as:
byðxÞ ¼ X
A2Fðmy ½x;LÞ
my ½x;LðAÞyA: ð22Þ
Remark 3. In the particular case where the outputs are real numbers, the
pignistic probability becomes:
pbet½x;LðyÞ ¼
XN
i¼1
my ½x;LðfyigÞdfyigðyÞ þ
my ½x;LðYÞ
ysup  yinf : ð23Þ
It is a mixture of Dirac distributions and a continuous uniform distribution.
The expectation of pbet½x;L is then:
byðxÞ ¼XN
i¼1
my ½x;LðfyigÞyi þ my ½x;LðYÞy; ð24Þ
with y ¼ ðyinf þ ysupÞ=2. Considering y as an additional observation yNþ1, the
resulting regression function is then a linear function of the yi and can be
written:
byðxÞ ¼XNþ1
i¼1
Siyi; ð25Þ
where Si is a weight depending on x and all the xj, j ¼ 1; . . . ;N . The sequence
of weights ðSiÞNþ1i¼1 deﬁnes the equivalent kernel at x [14, p. 20]. In the case of
‘‘classical’’ training data, our method can therefore by compared on common
grounds with other nonparametric regression techniques such as spline or
kernel smoothers.
3.3.2. Upper and lower expectations
Let us ﬁrst assume that the BAs are crisp. Beside the pignistic expectation,
other deﬁnitions of expectation have been proposed for belief functions. In
particular, in the crisp case, the lower and upper expectations are deﬁned,
respectively, as follows [21]:
by ðxÞ ¼ X
A2Fðmy ½x;LÞ
my ½x;LðAÞ sup
y2A
y; ð26Þ
byðxÞ ¼ X
A2Fðmy ½x;LÞ
my ½x;LðAÞ infy2A y: ð27Þ
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We observe that the interval ½byðxÞ; by ðxÞ contains the pignistic expectationbyðxÞ. Its width may be interpreted as reﬂecting the uncertainty of the predic-
tion.
In the particular case where the outputs are real numbers, the upper and
lower expectation become:
by ðxÞ ¼XN
i¼1
my ½x;LðfyigÞyi þ my ½x;LðYÞysup; ð28Þ
byðxÞ ¼XN
i¼1
my ½x;LðfyigÞyi þ my ½x;LðYÞyinf : ð29Þ
If the belief assignments are fuzzy and their focal elements are fuzzy num-
bers, Dubois and Prade [10] have proposed to generalize the lower–upper ex-
pectation interval as the fuzzy number:
eyðxÞ ¼ X
~A2Fðmy ½x;LÞ
my ½x;LðAÞ  ~A; ð30Þ
where
P
denotes the addition of fuzzy numbers [9]. A more general approach
can be based on the decomposition of fuzzy focal elements A in a-cuts Aa. For
each a 2 ½0; 1, each a-cut of the lower expectation is computed as in (27):
by aðxÞ ¼ X
A2Fðmy ½x;LÞ
m½x;LðAÞ inf
y2Aa
y: ð31Þ
The upper expectation is obtained in the same manner.
4. Learning
4.1. Performance assessment
In Section 3, we have seen that the proposed model depends on a dis-
counting function / and a dissimilarity measure k  k. The choice of / and k  k
is important for optimizing the performances of the method. To simplify this
problem, we suppose that these functions are chosen among a set U of func-
tions /h indexed by a scalar or vector parameter h 2 H. For example, if k  k
and / are deﬁned using (17) and (18), then h ¼ ðc;RÞ.
Once the set U of functions and an error criterion have been deﬁned, it is
possible to optimize parameter h. However, we have only assumed partial
knowledge of the response variable yi for each learning example. Consequently,
we need to deﬁne an error criterion allowing to compare an output FBA
my ½x;L with partial training information also represented by a FBA m. In the
case of numerical output by and a desired value y, a classical criterion is the
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squared error ðby  yÞ2. This criterion may be extended in several ways, starting
from fuzzy sets of the real line, and ﬁnally FBAs.
Among the numerous distance measures between fuzzy sets deﬁned in the
literature [32], we propose to use a generalization of the quadratic version of
the Hausdorﬀ measure. In order to extend the mean squared error criterion,
we slightly modify the Hausdorﬀ distance as follows. Let I1 ¼ ½I1 ; Iþ1  and
I2 ¼ ½I2 ; Iþ2  be two real intervals. The distance between I1 and I2 can be deﬁned
as:
h2ðI1; I2Þ ¼ maxfðI1  I2 Þ2; ðIþ1  Iþ2 Þ2g:
The distance between two fuzzy intervals F1 and F2 can then be deﬁned as:
~dðF1; F2Þ ¼
Z 1
0
h2ðF a1 ; F a2 Þda; ð32Þ
where F a is the a-cut of F . If F1 and F2 are normal, but not necessarily convex,
we can use (32), with
h2ðF a1 ; F a2 Þ ¼ maxfðF a1  F a2 Þ2; ðF aþ1  F aþ2 Þ2g; ð33Þ
where F a ¼ inf y2Y F aðyÞ and F aþ ¼ supy2Y F aðyÞ.
Finally, we deﬁne the error between two normal FBAs m1 and m2 as:
Cðm1;m2Þ ¼
X
F12Fðm1Þ
X
F22Fðm2Þ
m1ðF1Þm2ðF2Þ~dðF1; F2Þ: ð34Þ
4.2. Parameter estimation
Once a performance measure has been deﬁned, classical model selection
methods can be used for optimizing parameter h, including re-sampling tech-
niques such as cross-validation, jackknife, bootstrap and their variants [13]. In
the following, we use a well-known version of cross-validation: the leave-one-
out method.
In this method, the response for each vector xi of the training set is estimated
with the N  1 other examples ðxj;mjÞ; j 6¼ i, by applying (15) and (19) to xi.
LetLi denote the learning set without example i. For each h 2 H, we obtain a
BA concerning yi, based on xi and L
i, denoted by: myi ½xi;Li; h: The dis-
crepancy with the true mass function mi can be measured using criterion C
deﬁned in (34). The global selection criterion CV is then deﬁned as the mean
value in the training set:
CV ðhÞ ¼ 1
N
XN
i¼1
Cðmi;myi ½xi;Li; hÞ: ð35Þ
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The estimator bh of parameter h is then obtained by minimizing this criterion:
bh ¼ argminhCV ðhÞ: ð36Þ
5. Experiments
5.1. Motorcycle data
In this classical regression problem based on a real data set, the scalar input
x represents the time (in milliseconds) after a simulated impact of a motorcycle
against an obstacle. The response variable y is the head acceleration of a
postmortem human test object (in g). This is a classical data set composed of
133 examples of the form ðxi; yiÞ 2 R2. The data set was split into two parts: 66
examples for training and 67 examples for the test. The prediction for each
example was computed using (19), without k-nearest neighbor approximation.
Parameter c in (18) was set at 0.9, and parameter r in the expression of the
distance:
d2ðx; xiÞ ¼ ðxi  xÞ
2
r2
was optimized using the cross-validation procedure described in Section 4.2,
yielding r ¼ 4:21. The domain of the response variable was deﬁned as
Y ¼ ½150; 80.
Fig. 2 shows the 0.1, 0.25, 0.5, 0.75, and 0.9 quantiles of the output pignistic
distribution of pbet½x;L (up), as well as the upper, lower and pignistic expec-
tations deﬁned, respectively, by (26), (27) and (22) (down), as a function of x.
The pignistic probability distribution for each input value x can be seen to
reﬂect the uncertainty on the corresponding value of the output variable,
taking into account both the scatter and the density of training data (the un-
certainty is maximal in the [30, 40] range in which the output values have high
variability, and beyond 60 where no data is available). In contrast, the width of
the lower–upper interval seems to reﬂect only the scarcity of training data,
since it is essentially related, in the case of precise training data, to the mass
m½x;LðYÞ given to the whole domain of y. In particular, the lower, upper and
pignistic expectations are very close to each other in regions of high density,
because the mass assigned to Y is nearly negligible in this area; our approach
then behaves as a classical one.
In order to ensure that EVREG performs reasonably well on such a classical
task, we compared it to the Nadaraya–Watson (NW) and k-nearest neighbor
(k-NN) smoothers [12]. These two methods were chosen because they appear
to be the most similar to our approach in the conventional nonparametric
statistical framework. Given a classical learning set L ¼ fðxi; yiÞgNi¼1, and a
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continuous, bounded and symmetric real function K called a kernel, the NW
estimate of the response y for input x is deﬁned as:
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Fig. 2. Motorcycle data. Up: training data (x) with 0.1, 0.25, 0.5, 0.75 and 0.90 quantiles. Down:
training data (·) with pignistic expectation (––) and upper and lower expectations (- - -).
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bfNW ðxÞ ¼PNi¼1 Kkðx yiÞyiPN
i¼1 Kkðx yiÞ
;
where KkðuÞ ¼ k1Kðu=kÞ is the kernel scaled with bandwidth k. In our simu-
lations, we used a Gaussian kernel given by KkðuÞ ¼ k1 expðu2=kÞ.
The kNN estimate of y at x is deﬁned as:
bfkðxÞ ¼ 1k XN
i¼1
WkiðxÞyi;
where fWkiðxÞgNi¼1 is a sequence of weights deﬁned by:
WkiðxÞ ¼ 1 if xi is one of the knearest observations of x;0 otherwise:

The bandwidth k in the NW method and the number k of neighbors in the k-
NN regression method were determined using the training data by leave-one-
out cross-validation, yielding k ¼ 0:8 and k ¼ 7. The test mean squared error
was 394 using the k-NN method, 467 using the NW method, and 433 using
EVREG (Fig. 3). The three models thus appear to be roughly equivalent in
terms of prediction accuracy on such a classical task.
5.2. Unreliable sensor
5.2.1. Problem description and data generation
In this second example, we consider the situation in which the value of the
response variable y is given by a sensor, the accuracy and reliability of which
varies over time. Each learning example is thus assumed to be of the form
ei ¼ ðxi; zi; ri; piÞ, where xi is the known input value, zi is the measurement of
the true (unknown) output yi, ri is the standard deviation of the measurement
error, and pi is the probability that the sensor is in good operating condition.
Therefore, ri characterizes the accuracy of the sensor (with a lower ri corre-
sponding to a more accurate sensor), whereas pi characterizes the sensor reli-
ability (a higher value of pi indicating a more reliable measurement value).
Data of this kind may be encountered in situations where the accuracy and
reliability of sensors vary with time (e.g., as a function of the time since the last
maintenance operation), or depend on the context of the measurement, which
frequently occurs, for instance, in remote sensing and target-tracking appli-
cations (see, e.g., [11] for more discussion on this topic).
Data sets of the form above were generated using the following procedure.
First, N ¼ 21 input values were sampled regularly in the interval Y ¼ ½0; 10:
xi ¼ 0:5ði 1Þ; i ¼ 1; . . . ;N : ð37Þ
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The true output values were then computed as a deterministic function of
the inputs:
yi ¼ xi sin xi i ¼ 1; . . . ;N : ð38Þ
In real applications, the accuracy and reliability of a sensor may depend on
several context factors such as the environment, the time since the last main-
tenance operation, etc. To simulate this variability, parameters ri and pi were
generated randomly from uniform distributions:
ri 
 U½0:2;2:2 i ¼ 1; . . . ;N : ð39Þ
pi 
 U½0;1 i ¼ 1; . . . ;N : ð40Þ
Next, the state si of the sensor for each example i was simulated. The sensor
was assumed to be in good operating condition (si ¼ 1) with probability pi, and
to be broken (si ¼ 0) with probability 1 pi. Thus, si has a Bernoulli distri-
bution BðpiÞ. Finally, the sensor output was generated, as a function of its
state si, the true output yi, and the accuracy ri. If si ¼ 1 (the sensor is in good
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Fig. 3. Motorcycle data: prediction curves for the EVREG (upper left), Nadaraya–Watson (upper
right) and k-NN (down) methods, together with the training (·) and test (+) data.
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operating condition), zi was sampled from a Gaussian distribution with mean yi
and standard deviation ri:
zi 
Nðyi; riÞ:
If however the sensor was broken (si ¼ 0), its output zi was sampled from a
uniform distribution on the whole output domain:
zi 
 U½0;10:
The overall distribution of zi is thus a mixture of a Gaussian and a uniform
distribution, with proportions pi and 1 pi, respectively:
zi 
 piNðyi; riÞ þ ð1 piÞU½0;10: ð41Þ
In summary, the data generation procedure thus consists of the following steps,
repeated for each example i 2 f1; . . . ;Ng:
1. compute the input xi using (37);
2. compute the true output yi using (38);
3. generate the noise standard deviation ri and the reliability parameter pi
using (39) and (40), respectively;
4. generate the measurement value zi using (41).
One hundred data sets Lð‘Þ, ‘ ¼ 1; . . . ; 100 were generated using this proce-
dure, four of which are shown in Fig. 4.
5.2.2. Methods and results
The EVREG method was applied to this data, and compared with the NW
and k-NN methods.
In EVREG, each training example ðxi; zi; ri; piÞ was encoded as a pair
ðxi;miÞ, with the FBA mi deﬁned as:
miðFiÞ ¼ pi;
miðYÞ ¼ 1 pi;
where Fi is a Gaussian fuzzy number with center zi and standard deviation ri:
FiðuÞ ¼ exp
 
 1
2
ðu ziÞ2
r2i
!
; u 2 R:
Hence, the FBA mi encodes the measurement value zi, together with its
imprecision ri and reliability pi.
The discounting function / in (15) was deﬁned as:
/ðjx xijÞ ¼ 0:99 exp
 
 ðx xiÞ
2
h2
!
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and parameter h was optimized using the procedure described in Section 4.2.
We used the k nearest neighbor version of the method deﬁned by (20), with
k ¼ 5.
For each training set L‘, the error was computed as the mean squared
diﬀerences between the true output yi and by ð‘Þi , the pignistic expectation (22)
of myi ½xi;Lð‘Þ:
errð‘Þ ¼ 1
N
XN
i¼1
yi  by ð‘Þi 2: ð42Þ
The average error over the L ¼ 100 trial was then deﬁned as:
err ¼ 1
L
XL
‘¼1
errð‘Þ: ð43Þ
The performances of our method were compared to those of the NW and k-
NN methods. The tuning parameters of these methods (Gaussian kernel
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Fig. 4. Four generated data sets for the unreliable sensor experiment. The solid curve indicates the
true output values yi as a function of the inputs xi. The circles show the simulated measurements zi.
The radius of each circle is proportional to the reliability index pi. A cross inside the circle indicates
that the sensor was broken (si ¼ 0). Each vertical segment represents the interval ½zi  ri; zi þ ri.
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bandwidth for the NW method, and k for the k-NN method) were optimized
by leave-one-out cross-validation for each training set. When faced to uncer-
tain data using such classical techniques, the two options are either to keep all
the data, or to discard the most unreliable data. These two strategies were
simulated by applying each of the two classical methods in three diﬀerent
conditions:
1. using all the training data;
2. using only the training examples i such that pi > 0:2;
3. using only the training examples i such that pi > 0:5.
Fig. 5 displays the results obtained for one particular data set. As shown
by this example, the EVREG model is able to take advantage of all the
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Fig. 5. Unreliable sensor experiment: (a) point prediction (––) and ﬁrst and ninth deciles of the
pignistic distribution (- - -) obtained by EVREG, with the data set (plotted as in Fig. 4) and the true
outputs (  ); (b) predictions obtained using the k-NN (––) and NW (- - -) regressors; (c) predictions
obtained using the k-NN (––) and NW (- - -) regressors, using only examples i such that pi > 0:5; (d)
predictions obtained using the k-NN (––) and NW (- - -) regressors, using only examples i such that
pi > 0:2.
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information in the training set, including the imprecision and reliability values
(see Fig. 5(a)). When applied to the same data, the k-NN and NW smoothers
perform poorly, which can be explained by the fact that they are not able to use
the imprecision and reliability information (Fig. 5(b)). One way to introduce
part of this information is to discard the most unreliable data points, which
however only marginally improves the results in this case (Fig. 5(c) and (d)).
These observations are conﬁrmed by looking at the overall results for the
100 trials. The average errors (43) for each of the six methods tested are dis-
played in Fig. 6. The EVREG method has the least average error, whereas the
other six methods are roughly equivalent. Fig. 7 shows boxplots of the dif-
ferences between the error of each classical method and the error of the EV-
REG model, for the 100 trials. As shown by this graphical representation, the
superiority of the FBA-based method is highly signiﬁcant.
5.3. Two unreliable sensors
5.3.1. Problem description and data generation
This example continues the previous one, assuming that we now have two
sensors S1 and S2 of diﬀerent time-varying accuracy and reliability. As before,
the input values xi are ﬁxed and deﬁned by (37), and the true outputs are
computed as a function of the inputs according to (38). Each sensor Sj
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Fig. 6. Unreliable sensor experiment: average errors (over the 100 trial) for EVREG, and six
classical approaches: the Nadaraya–Watson (NW) and k-NN regressors, in three learning condi-
tions (with all training data, with examples i such that pi > 0:5, with examples i such that pi > 0:2).
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(j ¼ 1; 2) provides for each input value xi a random measurement zji from the
following distribution:
zji 
 pjiNðyi; rjiÞ þ ð1 pji ÞU½0;10;
where pji is the probability that sensor S
j is in good operating condition, and
rji is the standard deviation of the measurement noise for the same sensor.
Parameters pji and r
j
i (i ¼ 1; . . . ;N , j ¼ 1; 2) are generated randomly using
the same uniform distributions as in the previous section (39) and (40).
Each learning example is thus of the form
ðxi; z1i ; r1i ; p1i ; z2i ; r2i ; p2i Þ:
Using the classical regression approach, a learning example can only be of
the form ðxi; ziÞ 2 R2. In that case, it is quite natural to deﬁne zi as a weighted
sum of z1i and z
2
i , the weights being equal to the reliability parameters:
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Fig. 7. Unreliable sensor experiment: boxplots of the distributions of error diﬀerences between each
of the six classical methods, and the EVREG model. The horizontal line inside each box indicates
the median, while the lower and upper lines of the box are the 25th and 75th percentiles of the
sample.
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zi ¼ p
1
i z
1
i þ p2i z2i
p1i þ p2i
:
In the EVREG model, a simple way to encode the learning information is
to represent the output of each sensor Sj for input xi by a FBA m
j
i deﬁned as:
mjiðF ji Þ ¼ pji ;
mjiðYÞ ¼ 1 pji ;
where F ji is a Gaussian fuzzy number with center z
j
i and standard deviation r
j
i :
F ji ðuÞ ¼ exp
 
 1
2
ðu zjiÞ2
rji
!
; u 2 R:
The outputs of the two sensors are then combined using the Dempsters rule
(conjunctive sum followed by smooth normalization) to form a new FBA
mi ¼ m1i  m2i .
5.3.2. Results
For this learning task, we have compared the performances of EVREG to
those of the NW method (the NW and k-NN predictors were shown in Section
5.2 to yield quite similar results). As before, parameter k in the NW method,
and parameter h in EVREG were optimized using leave-one-out cross-vali-
dation. The experiment (including random data generation) was repeated 100
times. For both methods, the error errð‘Þ for training set Lð‘Þ was computed
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Fig. 8. Two unreliable sensors experiment: boxplot of the distributions of error diﬀerences between
the NW and EVREG models.
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using (42), and the average error over the 100 learning sets was computed using
(43). The average error was 5.96 for our method vs. 8.00 for the NW predictor.
The 99% conﬁdence interval for the diﬀerence between the mean errors of the
NW and EVREG models is [1.21,2.86], meaning that the observed diﬀerence is
signiﬁcant at the 0.01 level.
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Fig. 9. Two unreliable sensors experiment: (a) true output (  ), point prediction (––) and ﬁrst and
ninth deciles of the pignistic distribution (- - -) obtained by EVREG, with the data set (the outputs
from sensors S1 and S2 are shown as circles and squares, respectively); (b) true output (  ) and
predictions obtained using the NW method (––).
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A boxplot of the distribution of error diﬀerences between the two methods
for the 100 trials is shown in Fig. 8, and results for a particular learning set are
shown in Fig. 9.
6. Conclusion
A new nonparametric regression technique has been described. This tech-
nique, called EVREG, is rooted in belief function theory, and makes extensive
use of two fundamental operations in this theory: discounting and Dempsters
rule of combination. The EVREG model diﬀers from both standard statistical
nonparametric regression models and fuzzy systems in two important respects:
• the response variable yi for learning examples is allowed to be partially
known, and speciﬁed in the form of a crisp or fuzzy belief assignment mi; this
type of data thus generalizes both numerical, interval-valued and fuzzy data
types usually considered in conventional statistics or fuzzy data analysis;
• the model output for an input x is also given in the form of crisp or fuzzy
belief assignment, which quantiﬁes the uncertainty on the response variable,
resulting from both the imperfection of learning data, and the dissimilarity
of x to known examples in the learning set.
Simulations have demonstrated the good performances of EVREG in re-
alistic situations in which the observations are acquired from one or several
sensors with limited accuracy and reliability.
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