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Abstrat
In this paper we alulate Kolmogorov-Sinai entropy hM (S) of the
generalized Markov shift assoiated with a ontrative Markov system
(CMS) [11℄ using the oding map onstruted in [12℄. We show that
hM (S) = −
∑
e∈E
∫
Ki(e)
pe log pedµ
where µ is a unique invariant Borel probability measure of the CMS.
1 Introdution
In [11℄ we introdued a theory of ontrative Markov systems (CMS) whih
provides a unifying framework in so-alled "fratal" geometry. It extends the
known theory of iterated funtion systems (IFS) with plae dependent probabil-
ities [1℄[4℄ in a way that it also overs graph direted onstrutions of "fratal"
sets [7℄. In partiular, Markov hains assoiated with suh systems also over
nite Markov hains.
By a Markov system we mean a family(
Ki(e), we, pe
)
e∈E
(see Fig. 1) whereE is the set of edges of a nite direted (multi)graph (V,E, i, t)
(V := {1, ..., N} is the set of verties of the direted (multi)graph (we do not
exlude the ase N = 1), i : E −→ V is a map indiating the initial vertex
of eah edge and t : E −→ V is a map indiating the terminal vertex of eah
edge), K1,K2, ...,KN is a partition of a metri spae (K, d) into non-empty
Borel subsets, (we)e∈E is a family of Borel measurable self-maps on the metri
spae suh that we
(
Ki(e)
)
⊂ Kt(e) for all e ∈ E and (pe)e∈E is a family of
Borel measurable probability funtions on K (i.e. pe(x) ≥ 0 for all e ∈ E and
1
∑
e∈E pe(x) = 1 for all x ∈ K) (assoiated with the maps) suh that eah pe is
zero on the omplement of Ki(e).
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N = 3
We all a Markov system
(
Ki(e), we, pe
)
e∈E
ontrative with an average on-
trating rate 0 < a < 1 i it satises the following ondition of ontrativeness
on average∑
e∈E
pe(x)d(wex,wey) ≤ ad(x, y) for all x, y ∈ Ki, i = 1, ..., N.
Markov system
(
Ki(e), we, pe
)
e∈E
determines a Markov operator U on the set
of all bounded Borel measurable funtions L0(K) by
Uf :=
∑
e∈E
pef ◦ we for all f ∈ L
0(K)
and its adjoint operator U∗ on the set of all Borel probability measures P (K)
by
U∗ν(f) :=
∫
U(f)dν for all f ∈ L0(K) and ν ∈ P (K).
We say a probability measure µ is an invariant probability measure of the Markov
system i it is a stationary initial distribution of the assoiated Markov proess,
i.e.
U∗µ = µ.
A Borel probability measure µ is alled attrative measure of the CMS if
U∗nν
w∗
→ µ for all ν ∈ P (K),
2
where w∗ means weak∗ onvergene. Note that an attrative probability mea-
sure is a unique invariant probability measure of the CMS if U maps ontinuous
funtions on ontinuous funtions. We will denote the spae of all bounded
ontinuous funtions by CB(K).
The main result in [11℄ onerning the uniqueness of the invariant measure is
the following (see Lemma 1 and Theorem 2 in [11℄).
Theorem 1 Suppose
(
Ki(e), we, pe
)
e∈E
is an irreduible CMS suh that K1,K2,
...,KN partition K into non-empty open subsets, eah pe|Ki(e) is Dini-ontinuous
and there exists δ > 0 suh that pe|Ki(e) ≥ δ for all e ∈ E. Then:
(i) The CMS has a unique invariant Borel probability measure µ, and µ(Ki) > 0
for all i = 1, ..., N .
(ii) If in addition the CMS is aperiodi, then
Unf(x)→ µ(f) for all x ∈ K and f ∈ CB(K)
and the onvergene is uniform on bounded subsets, i.e. µ is an attrative prob-
ability measure of the CMS.
A funtion h : (X, d) −→ R is alled Dini-ontinuous i for some c > 0∫ c
0
φ(t)
t
dt <∞
where φ is the modulus of uniform ontinuity of f , i.e.
φ(t) := sup{|h(x)− h(y)| : d(x, y) ≤ t, x, y ∈ X}.
It is easily seen that the Dini-ontinuity is weaker than the Hölder and stronger
than the uniform ontinuity. There is a well known haraterization of the
Dini-ontinuity, whih will be useful later.
Lemma 1 Let 0 < c < 1 and b > 0. A funtion h is Dini-ontinuous i
∞∑
n=0
φ (bcn) <∞
where φ is the modulus of uniform ontinuity of h.
The proof is simple (e.g. see [11℄).
Further, with the Markov system also is assoiated a measure preserving trans-
formation S : (Σ,B(Σ),M) −→ (Σ,B(Σ),M), whih we all a generalized
Markov shift, where Σ := {(..., σ−1, σ0, σ1, ...) : σi ∈ E ∀i ∈ Z} is the ode
spae provided with the produt topology, B(Σ) denotes Borel σ-algebra on Σ
and M is a generalized Markov measure on B(Σ) given by
M (m[e1, ..., ek]) :=
∫
pe1(x)pe2 (we1x)...pek(wek−1 ◦ ... ◦ we1x)dµ(x)
3
for every thin ylinder set m[e1, ..., ek] := {σ ∈ Σ : σm = e1, ..., σm+k−1 = ek},
m ∈ Z, where µ is an invariant Borel probability measure of the Markov system,
and S is the usual left shift map on Σ. It is easy to verify that S preserves
measure M , sine U∗µ = µ (see [12℄).
For a CMS, this two pitures, Markovian and dynamial, are related by a oding
map F : (Σ,B(Σ),M) −→ K whih was onstruted in [12℄. It is dened, if K
is a omplete metri spae and pe|Ki(e)'s are Dini-ontinuous, by
F (σ) := lim
m→−∞
wσ0 ◦ wσ−1 ◦ ... ◦ wσmxi(σm) for M -a.e. σ ∈ Σ
where xi ∈ Ki for eah i = 1, ..., N (the oding map does not depend on the
hoie of xi's modulo an M -zero set). This oding map is the key for our
alulation.
Example 1 Let G := (V,E, i, t) be a nite irreduible direted (multi)graph.
Let Σ−G := {(..., σ−1, σ0) : σm ∈ E and t(σm) = i(σm−1) ∀m ∈ Z\N} (one-sided
subshift of nite type assoiated with G) endowed with the metri d(σ, σ′) := 2k
where k is the smallest integer with σi = σ
′
i for all k < i ≤ 0. Let g be a
positive, Dini-ontinuous funtion on ΣG suh that∑
y∈T−1({x})
g(y) = 1 for all x ∈ ΣG
where T is the right shift map on Σ−G. Set Ki :=
{
σ ∈ Σ−G : t(σ0) = i
}
for every
i ∈ V and, for every e ∈ E,
we(σ) := (..., σ−1, σ0, e), pe(σ) := g(..., σ−1, σ0, e) for all σ ∈ Ki(e).
Obviously, maps (we)e∈E are ontrations. Therefore,
(
Ki(e), we, pe
)
e∈E
denes
a CMS. An invariant probability measure of this CMS is alled a g-measure.
This notion was introdued by M. Keane [5℄. The Kolmogorov-Sinai entropy of
the generalized Markov shift, whih is a natural extension of the g-measure µ
in this ase, is well known:
hM (S) =
∑
e∈E
∫
g(eσ) log g(eσ)dµ(σ),
where eσ := (..., σ−1, σ0, e) (see [6℄, [9℄).
So, we are going to extend this result to a more general CMS, e.g. as in the
next example.
Example 2 Let R
2
be normed by ‖.‖1. Let K1 := {(x, y) ∈ R
2 : y ≥ 1/2} and
K2 := {(x, y) ∈ R
2 : y ≤ −1/2}. Consider the following maps on R2:
w1
(
x
y
)
:=
(
− 12x− 1
− 32y +
1
4
)
, w2
(
x
y
)
:=
(
− 32x+ 1
1
4y +
3
8
)
,
w3
(
x
y
)
:=
(
− 12 |x|+ 1
− 32y −
1
4
)
, and w4
(
x
y
)
:=
(
3
2 |x| − 1
− 14y +
3
8
)
4
with probability funtions
p1
(
x
y
)
:=
(
1
15
sin2 ‖(x, y)‖1 +
53
105
)
1K1(x, y),
p2
(
x
y
)
:=
(
1
15
cos2 ‖(x, y)‖1 +
3
7
)
1K1(x, y),
p3
(
x
y
)
:=
(
1
15
sin2 ‖(x, y)‖1 +
53
105
)
1K2(x, y) and
p4
(
x
y
)
:=
(
1
15
cos2 ‖(x, y)‖1 +
3
7
)
1K2(x, y).
A simple alulation shows that (Ki(e), we, pe)e∈{1,2,3,4}, where i(1) = i(2) = 1
and i(3) = i(4) = 2, denes a CMS with an average ontrating rate 209/210.
Note that none of the maps are ontrative (By Theorem 2 in [11℄, it has a
unique (attrative) invariant probability measure.)
As this paper had been known for a year as a preprint, I was informed by
Wojieh Slomzynski that a similar entropy formula for some partial iterated
funtion systems plays a entral role in his reent book [8℄. However, the result
presented in this paper is not overed by any results from his book. Moreover,
our omputation is based on the existene of the oding map for some ontrative
Markov systems [12℄. The latter is a nontrivial fat whih seems to be of a
fundamental nature in relation to the uniqueness of the invariant probability
measure for a ontrative Markov system.
2 Main Part
Let
(
Ki(e), we, pe
)
e∈E
be a ontrative Markov system with the average on-
trating rate 0 < a < 1 and an invariant Borel probability measure µ. We
assume that: (K, d) is a metri spae in whih sets of nite diameter are rel-
atively ompat and the family K1, ...,KN partitions K into non-empty open
subsets; eah probability funtion pe|Ki(e) is Dini-ontinuous and bounded away
from zero by δ > 0; the set of edges E is nite and the map i : E −→ V is sur-
jetive. Note that the assumption on the metri spae implies that it is loally
ompat separable and omplete.
First, we prove what seems to be the main lemma for the generalized Markov
shift assoiated with a ontrative Markov system. This lemma is also used in
[13℄. For that we need to dene some measures on the produt spae K × Σ.
Denote by A the nite σ-algebra generated by the partition {0[e] : e ∈ E} of Σ
and dene, for eah integer m ≤ 1,
Am :=
+∞∨
i=m
S−iA,
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whih is the smallest σ-algebra ontaining all nite σ-algebras
∨n
i=m S
−iA, n ≥
m. Let x ∈ K. For every integer m ≤ 1, let Pmx be a probability measure on
σ-algebra Am given by
Pmx (m[em, ..., en]) = pem(x)pem+1 (wem(x))...pen (wen−1 ◦ ... ◦ wem(x))
for all thin ylinders m[em, ..., en], n ≥ m. By Lemma 1 from [12℄, x 7−→ P
m
x (Q)
is a Borel measurable funtion on K. Therefore, we an dene, for every integer
m ≤ 0,
M˜m (A×Q) :=
∫
A
Pmx (Q)dµ(x)
for all A ∈ B(K) and all Q ∈ Am. Then M˜m extends uniquely to a probability
measure on the produt σ-algebra B(K)⊗Am with
M˜m(Ω) =
∫
Pmx ({σ ∈ Σ : (x, σ) ∈ Ω}) dµ(x)
for all Ω ∈ B(K) ⊗ Am. Note that the set of all Ω ∈ B(K) ⊗ Am for whih
the integrand in the above is measurable forms a Dynkin system whih ontains
the set all retangles A × Q, A ∈ B(K), Q ∈ Am. As the latter is ∩-stable
and generates B(K)⊗Am, the integrand is measurable for all Ω ∈ B(K)⊗Am.
Further, note that Pmx ({σ ∈ Σ : (x, σ) ∈ Ω}) =
∫
1Ω(x, σ)dP
m
x (σ) for all Ω ∈
B(K)⊗Am. Therefore∫
sdM˜m =
∫ ∫
s(x, σ)dPmx (σ)dµ(x)
for all B(K)⊗Am-simple funtions s. Now, let ψ be a B(K)⊗Am-measurable
and M˜m-integrable funtion onK×Σ. Then the usual monotone approximation
of positive and negative parts of ψ by simple funtions and the B. Levi Theorem
imply that ∫
ψdM˜m =
∫ ∫
ψ(x, σ)dPmx (σ)dµ(x).
Lemma 2 Suppose C :=
∑N
i=1
∫
Ki
d(x, xi)dµ(x) < ∞ for some xi ∈ Ki, i =
1, ..., N . Let 1[e1, ..., en] ⊂ Σ be a thin ylinder set . Let F :=
∨∞
i=0 S
iA. Then
EM
(
1
1[e1,...,en]|F
)
(σ) = P 1F (σ) (1[e1, ..., en]) for M -a.e. σ ∈ Σ,
where EM (.|.) denotes onditional expetation with respet to measure M .
Proof. We an obviously assume that (e1, ..., en) is a path of the direted graph.
Set Fm :=
∨m
i=0 S
iA for all m ∈ Z \N. We denote further a (−m+ 1)-tuple by
(σm, ..., σ0)
∗
ifM (m[σm, ..., σ0]) > 0 (i.e. (σm, ..., σ0) is a path). Then obviously
EM
(
1
1[e1,...,en]|Fm
)
(σ˜) =
∑
(σm,...,σ0)∗
∫
m[σm,...,σ0]
1
1[e1,...,en]dM
M (m[σm, ..., σ0])
1
m[σm,...,σ0](σ˜)
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for M -a.e. σ˜ ∈ Σ. Sine (Fm)m≤0 is an inreasing sequene of σ-algebras and
F is the smallest σ-algebra ontaining all Fm, it follows by Doob's Martingale
Theorem (e.g. see [3℄ p. 199) that
EM
(
1
1[e1,...,en]|Fm
)
→ EM
(
1
1[e1,...,en]|F
)
(1)
M -a.e..
Now, set
Zxm(σ) := wσ0 ◦ ... ◦ wσmx and Ym(σ) := wσ0 ◦ ... ◦ wσmxi(σm)
for all x ∈ K, σ ∈ Σ and m ≤ 0. Further, dene
Xm(σ˜) :=
∑
(σm,...,σ0)∗
∫
K×m[σm,...,σ0]
d (Zxm(σ¯), Ym(σ¯)) dM˜m(x, σ¯)
M˜m (K ×m [σm, ..., σ0])
1
m[σm,...,σ0](σ˜)
for all σ˜ ∈ Σ. Then∫
XmdM =
∫
d (Zxm(σ), Ym(σ)) dM˜m(x, σ)
=
∫ ∑
σm,...,σ0
pσm(x)...pσ0 (wσ−1 ...wσmx)d(wσ0 ...wσmx,wσ0 ...wσmxi(σm))dµ(x)
≤ a−m+1
N∑
i=1
∫
Ki
d(x, xi)dµ(x) = a
−m+1C.
Set
Ωm :=
{
σ ∈ Σ : Xm > a
−m+1
2 C
}
for all m ≤ 0 and Ω :=
⋂
n≤0
⋃
m≤nΩm. Then, by Markov inequality,
M (Ωm) ≤ a
−m+1
2 .
Hene, M(Ω) = 0 and
Xm(σ)→ 0 for all σ ∈ Σ \ Ω.
Now, for σ ∈ Σ with M (m[σm, ..., σ0]) > 0,∣∣∣∣∣∣∣
∫
m[σm,...,σ0]
1
1[e1,...,en]dM
M (m[σm, ..., σ0])
− P 1F (σ) (1[e1, ..., en])
∣∣∣∣∣∣∣
=
∣∣∣∣
∫
pσm(x)...pσ0 (wσ−1 ...wσmx)pe1 (Z
x
m(σ))...pen(wen−1 ...we1Z
x
m(σ))dµ(x)∫
pσm(x)...pσ0 (wσ−1 ...wσmx)dµ(x)
−pe1(F (σ))...pen (wen−1 ...we1F (σ))
∣∣ . (2)
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Set p(x) := pe1(x)...pen(wen−1 ...we1x), x ∈ K. Note that the average ontra-
tiveness ondition and the boundedness away from zero of the probability fun-
tions on their vertex sets imply that eah map we|Ki(e) is Lipshitz. Sine eah
pe|Ki(e) is Dini-ontinuous, it follows that eah funtion pek◦wek−1◦...◦we1 |Ki(e1) ,
1 ≤ k ≤ n, is Dini-ontinuous. As bounded Dini-ontinuous funtions form an
algebra, p|Ki(e1) is also Dini-ontinuous. Let η be the modulus of uniform on-
tinuity of p|Ki(e1) . By the Sublemma from [2℄, there exists ψ : [0,∞) −→ [0,∞)
suh that ψ(t) ≥ η(t) for all t, ψ(t)/t is non-inreasing, and
∫ 1
0 ψ(t)/tdt < ∞.
Set
β(u) :=
1
1− a
ua−1∫
0
ψ(t)
t
dt for u ≥ 0.
Then β is ontinuous, onave and β(0) = 0. Moreover,
β(u) ≥
1
1− a
ua−1∫
u
ψ(t)
t
dt ≥
1
1− a
ψ(u)
ua−1
u(a−1 − 1) = ψ(u) ≥ η(u)
for all u > 0. Hene, η(u) ≤ β(u) for all u ≥ 0. Therefore,
(2) ≤
∣∣∣∣∣∣∣∣
∫
K× m[σm,...,σ0]
p ◦ Zxm(σ¯)dM˜m(x, σ¯)
M˜m (K × m[σm, ..., σ0])
− p ◦ Ym(σ)
∣∣∣∣∣∣∣∣
+ |p ◦ Ym(σ)− p ◦ F (σ)|
≤
∫
K× m[σm,...,σ0]
|p ◦ Zxm(σ¯)− p ◦ Ym(σ¯)| dM˜m(x, σ¯)
M˜m (K × m[σm, ..., σ0])
+ |p ◦ Ym(σ) − p ◦ F (σ)|
≤
∫
K× m[σm,...,σ0]
β (d (Zxm(σ¯), Ym(σ¯))) dM˜m(x, σ¯)
M˜m (K × m[σm, ..., σ0])
+ |p ◦ Ym(σ)− p ◦ F (σ)|
≤ β


∫
K× m[σm,...,σ0]
d (Zxm(σ¯), Ym(σ¯)) dM˜m(x, σ¯)
M˜m (K × m[σm, ..., σ0])

+ |p ◦ Ym(σ) − p ◦ F (σ)|
= β ◦Xm(σ) + |p ◦ Ym(σ) − p ◦ F (σ)| .
Hene∣∣∣EM (11[e1,...,en]|Fm) (σ) − P 1F (σ) (1[e1, ..., en])∣∣∣ ≤ β ◦Xm(σ) + |p ◦ Ym(σ) − p ◦ F (σ)|
for M -a.e. σ ∈ Σ. By Corollary 1 from [12℄ and the ontinuity of p on K, the
seond term also onverges to zero M -a.e.. Thus∣∣∣EM (11[e1,...,en]|Fm) (σ)− P 1F (σ) (1[e1, ..., en])∣∣∣→ 0 as m→ −∞
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for M -a.e. σ ∈ Σ. With (1), this implies that
EM
(
1
1[e1,...,en]|F
)
(σ) = P 1F (σ) (1[e1, ..., en])
for M -a.e. σ ∈ Σ. ✷
Proposition 1 If invariant probability measure µ is unique, then
F (M) = µ.
Proof.Let U∗ be the adjoint of the Markov operator assoiated with the CMS.
It is suient to show that U∗F (M) = F (M), sine µ is the unique invariant
probability measure. Let f ∈ CB(K). Then
U∗F (M)(f) =
∑
e∈E
∫
pef ◦ wedF (M) =
∑
e∈E
∫
pe ◦ Ff ◦ we ◦ FdM.
Let e ∈ E. By Theorem 1 (iv) from [11℄,
∑N
i=1
∫
Ki
d(x, xi)dµ(x) < ∞. There-
fore, by Lemma 2,
EM
(
1
1[e]
∣∣F) (σ) = P 1F (σ) (1[e]) = pe ◦ F (σ)
for M -a.e. σ ∈ Σ. Sine f ◦we ◦ F is bounded and F-measurable, it follows by
a well known property of the onditional expetation that
EM
(
1
1[e]f ◦ we ◦ F
∣∣F) (σ) = pe ◦ F (σ)f ◦ we ◦ F (σ)
for M -a.e. σ ∈ Σ. Hene, by the shift invariane of M ,
U∗F (M)(f) =
∑
e∈E
∫
1
1[e](σ)f ◦ we ◦ F (σ)dM(σ)
=
∑
e∈E
∫
1
1[e] ◦ S
−1(σ)f ◦we ◦ F ◦ S
−1(σ)dM(σ)
=
∑
e∈E
∫
1
0[e](σ)f ◦ F (σ)dM(σ)
= F (M)(f).
✷
Theorem 2 Let hM (S) be Kolmogorov-Sinai entropy of the generalized Markov
shift assoiated with the ontrative Markov system.
(i) If
∑N
i=1
∫
Ki
d(x, xi)dµ(x) <∞ for some xi ∈ Ki, i = 1, ..., N , then
hM (S) = −
∑
e∈E
∫
Ki(e)
pe log pedF (M).
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(ii) If invariant probability measure µ is unique, then
hM (S) = −
∑
e∈E
∫
Ki(e)
pe log pedµ.
Proof. It is well known that hM (S) = hM (S
−1) (e.g. Theorem 4.13 in [10℄) and,
by the Kolmogorov-Sinai Theorem (e.g. Theorem 4.17 in [10℄), hM (S
−1) =
hM (S
−1,A). Further, using the notion of onditional entropy (e.g. Theorem
4.3 (ix) and Theorem 4.14 in [10℄),
hM (S
−1,A) = H
(
S−1A
/
∞∨
i=1
Si−1A
)
.
Set F :=
∨∞
i=0 S
iA. Hene
hM (S) = −
∑
e∈E
∫
E
(
1
1[e]
∣∣F) logE (1
1[e]
∣∣F) dM.
By the assumption in (i), Lemma 2 implies that
E
(
1
1[e]
∣∣F) = pe ◦ F M -a.e.
for eah e ∈ E. Hene, with 0 log 0 = 0, we have
hM (S) = −
∑
e∈E
∫
pe ◦ F log (pe ◦ F ) dM = −
∑
e∈E
∫
Ki(e)
pe log pedF (M).
By the assumption in (ii), Theorem 1(iv) in [11℄ and Proposition 1 imply that
hM (S) = −
∑
e∈E
∫
Ki(e)
pe log pedµ.
✷
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