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第 1章 序論 
 
1.1 研究の背景 
 
画像マッチングはコンピュータビジョンにおいて基盤となる技術の一つである[1]。画像
検索[2]、物体認識[3]、画像分類[4]、3D オブジェクトの作成[5]など、画像マッチングの用
途は幅広い。画像マッチングは対象とする 2 つの画像間の相関関係を見つける技術である
が、撮影環境が異なる画像間の照合には様々な課題が残されている。 
本研究の対象であるピクトグラム（pictogram）とは、「絵文字」という意味であり、簡単
な絵記号のことを意味する。ピクトグラムというと、標識や看板に描かれたものを指すこ
とが多いが、パソコン画面上のアイコン、企業のロゴなどの簡単な図形も意味する場合も
ある。日本においてピクトグラムは、1964 年の東京オリンピックの際に生まれ、日本語の
文字だけでは意味を理解することが難しい外国人観光客のために用いられた。現在、必須
の案内図記号となっていると言える。一般に、ピクトグラムは単調な色・単純な図形で表
されているため、特徴の少ない画像である。そのため、人の目で見て確認することは容易
であるが、画像マッチングにおいては含まれる情報が著しく少ないために逆に困難度を高
めている。ピクトグラムのマッチングが可能になれば、交通標識、企業ロゴ、看板の絵記
号などをコンピュータ上で認識することができるようになる（図 1.1）。この技術により、
カーナビゲーションや携帯カメラとの連携などへのピクトグラムの利用が実現する（図
1.2）。また、携帯カメラで企業のロゴや商品を表す記号を読み取ることができると、QR 
（Quick Response）コードの代わりにピクトグラムでデザイン性を損なわずに URL 利用
ができるようになる。これらの例のように、ピクトグラムマッチングは応用先が多い重要
な技術である。 
 
図 1. 1 ピクトグラムマッチングの概要 
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図 1. 2 ピクトグラムマッチングの応用例 
 
 自然画像を対象とした場合、マッチングを行うにあたり、現在 SIFT[3]や SURF[6] 、
ASIFT[7]、HOG[8]、DAISY[9]、BRIEF[10]、LDAHash[11]、DCSF[12]などの局所特徴
量が広く用いられている。これらの局所特徴量は複雑な画像（自然画像）に対応できる記
述子を持っている。しかし、既存の局所特徴量をピクトグラムに適応させると、ピクトグ
ラムの特徴の少なさから著しくマッチング精度が劣化してしまう。 
 近年、上述の局所特徴量とは別の流れとして、物体認識の重要な手がかりである形状に
関する形状記述子の開発に大きな注目が向けられている。形状記述子は物体の形状の特徴
化を目的としている特徴記述子であり、領域ベースの手法[13][14][15][16]、輪郭ベースの
手法[17][18][19][20][21]の主に 2 つのカテゴリーに大別される[15]。輪郭ベースの手法では
形状の輪郭や輪郭周辺の情報から特徴量を得る。最新の論文[20][21]では節変換やノイズ、
射影変換に強い形状記述子が提案されている。しかし、輪郭ベースの手法は 1 つの閉じた
輪郭上から情報を得るアルゴリズムがほとんどであるため、複数の輪郭の集合から成って
いるピクトグラムや、輪郭は同じで内部情報のみ異なる交通標識などに用いることができ
ない。一方、領域ベースの手法では形状の領域全体から得られるグローバルな情報を用い
る。この分野の代表的な手法である、Cross Ratio Spectrum (CRS)[16]、Characteristic 
Number（CN）[15]はいずれも形状全体で 1 つの特徴ベクトルを算出する大域形状記述子
である。これらの手法は射影変換に頑強であることを目指しているが、いずれの手法も大
きな角度の射影変換に対して高精度ではない。さらに、大域記述子は局所記述子と異なり、
オクルージョンにより認識精度が大きく落ちてしまうという問題点がある。ピクトグラム
マッチングを実用化するにあたり、撮影条件の変化に頑強であることは極めて重要な要素
である。また、領域ベースの手法では輪郭情報を用いていないことから、元々特徴が少な
いピクトグラムの情報を全て取り入れることはできていない。 
 上記の文献[16],[18]では、ピクトグラムの認識だけでなく、文字認識にも言及している。
そこで、ピクトグラムマッチングと文字認識の違いについて調査した。文字認識における
代表的な手法には、光学文字認識(Optical Character Recognition, OCR)[22]がある。OCR
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を含む文字認識の多くの手法の目的は、文字のフォントの細かい差異を除き、文字固有の
情報のみを抽出して特徴量とすることである。この目的と関連して、文字認識の大きな問
題はフォントの違いである。一方、ピクトグラムマッチングにおいては、図 1.3 の例のよう
な形状の細かい差異をピクトグラムの情報として特徴量に組み込む必要がある。このこと
から、文字認識とピクトグラムマッチングの狙いに大きな違いがあると言える。また、以
上の狙いの違いから、文字認識では二値情報を主に利用し、マシーンラーニングで認識を
する手法が一般的である。一方、ピクトグラムマッチングは形状情報を用いる形状記述子
型での特徴化が一般的である。以上から、ピクトグラムマッチングのために文字認識の手
法を応用することは適切でなく、形状記述子が適切であると考えられる。 
 
図 1. 3 文字認識とピクトグラムマッチングの違い 
 
 ここで、上述した撮影条件の変化について詳しく述べる。実際の撮影時に画像に起こり
得る変化として、スケール変化・回転変換・照明変化・射影変換・オクルージョン・ブラ
ーが挙げられる。スケール変化は、多くの形状記述子で対象の正規化を行うことから解決
されている。また、回転変換についても、形状の位置合わせやオリエンテーションの算出
から解決できる変換である。照明変化については、ピクトグラムは自然画像と異なり、単
純な配色で構成されていることから、2 値画像として扱ったりエッジを検出したりする特徴
量算出の手法により大きな問題とはされていない。ブラーについては、ピクトグラムマッ
チングの前処理として既存デブラー技術[23]を用いてブラーを除くことでマッチングが可
能となる。以上から、スケール変化・回転変換・照明変化・ブラーについては既存技術で
対応可能である。一方、射影変換・オクルージョンについては、既存技術でマッチングす
ることが大変難しい。射影変換前後において、座標の対応を求めるために未知のパラメー
タが 9 つも存在すること、面積の比や一直線上の 3 点の比が変化してしまうこと、という
様々な理由から、対応することが非常に困難である。特に、形状記述子においてはピクト
グラムの単純な形状の特徴を得ることを目的として幾何学的情報を用いていることが多い
ため射影変換に脆弱である。また、オクルージョンによってピクトグラムの一部が隠れて
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しまうと、元々少ない情報がさらに少なくなってしまうために、ピクトグラム固有の特徴
量を得ることができなくなってしまう。ここまで説明したように、様々な撮影条件の変化
の中でも射影変換とオクルージョンがピクトグラムマッチングにおいて最も困難な条件で
あると言える。 
以上から、様々な応用先が考えられるピクトグラムマッチングを実用利用可能にするた
めの、撮影条件の変化（特に射影変換とオクルージョン）に頑強な形状記述子が現在求め
られている。 
 
1.2 研究の目的 
 
 本研究は、実用ピクトグラムマッチング技術の確立を最終目的としている。この目的を
実現するために、撮影条件変化に頑強な高精度・高速ピクトグラムマッチング技術の開発
を行う。具体的な目標として、認識精度（マッチ率）の向上と計算時間の高速化を挙げる。
ピクトグラムマッチングの精度向上を実現するために重要となるのが、撮影条件の変化に
頑強であり、認識に有効なピクトグラム固有の情報を多く記述することである。また、計
算時間の高速化のためには、特徴量記述と特徴量比較にかかる時間を削減する必要がある。
特徴量比較はテスト画像 1 枚についてデータベースの参照画像全てで行われるため、参照
画像の枚数に比例して計算時間が増える。ゆえに、様々な種類のピクトグラムマッチング
を行う実用アプリケーションにおいて、特に特徴量比較の計算が速いことが求められる。
ピクトグラムマッチングの課題をまとめると、以下の 3 点が挙げられる。 
 自然画像と比較して含まれる情報が少ないためマッチングが困難。 
 撮影条件の変化（特に射影変換、オクルージョン）に脆弱。 
 実用レベルの速い計算時間でのマッチングが困難。 
 以上の問題を解決するために、本研究では、ピクトグラムの特徴量記述と特徴量比較に
それぞれ焦点を当てた提案を行う。ピクトグラムマッチングのフローにおける本研究対象
は図 1.4 に赤枠で囲んだ処理である。 
まず、異なる撮影条件下に頑強なピクトグラム特徴量記述手法として、射影変換に不変
な特徴量の算出と、オクルージョンに頑強な局所型形状記述子を提案する。さらに、ピク
トグラム固有の多くの情報を含む記述を目的として、輪郭情報の付与による局所型形状記
述子の特徴化を行う。提案形状記述子が持つ、ピクトグラムマッチングに有利な点は以下
の 3 点である。 
 射影変換に不変な特徴量の算出が可能である。 
 オクルージョンに頑強な局所特徴量の記述を実現する。 
 ピクトグラム固有の情報を含んだ記述による特徴量の特徴化が可能である。 
 また、ピクトグラムマッチングの高速化のための新しい特徴量比較手法として、局所型
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形状記述子の特徴を活かした 2 つの新しい比較法を提案する。提案手法の高速化への利点
は以下の 2 つである。 
 全参照画像における特徴量比較時間を速くする。 
 特徴ベクトル同士の比較時間を速くする。 
 
 
図 1. 4 ピクトグラムマッチングのフローチャート 
 
1.3 本論文の構成 
 
 第 1 章では、ピクトグラムマッチングの研究背景と、本研究の目的について述べた。 
 第 2 章では、画像マッチングに関する既存研究として局所特徴量を、ピクトグラムマッ
チングに関する既存手法として輪郭ベースと領域ベースの形状記述子を紹介する。また、
提案手法で用いる関連技術について述べる。 
 第 3 章では、撮影条件変化に頑強な局所型形状記述子の提案を行う。提案形状記述子の
目標、概要について述べ、3 つの新しい特徴量記述法、射影不変量 CRN、局所型形状記述
子の提案、輪郭と凸包の関係付与による特徴化を説明する。 
 第 4章では、局舎型形状記述子を用いたピクトグラムマッチングの高速化の提案を行う。
提案高速化手法の目標、概要について述べ、2 つの新しい特徴量比較手法、マッチング結果
候補選出と輪郭情報グループ内マッチングを説明する。 
 第 5 章では、提案手法の性能評価を行う。実験に用いた提案手法のフレームワークの詳
細と実験準備について説明し、結果と考察を述べる。実験内容については、射影変換を伴
うピクトグラムのマッチ率、オクルージョンを伴うピクトグラムのマッチ率、回転変換を
伴うピクトグラムのマッチ率、ピクトグラムマッチングの計算時間の順に述べる。 
 第 6 章では、結論と今後の課題について述べる。 
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第 2章 既存手法と関連技術 
  
 この章では、まず画像マッチングの手法として主に用いられている局所特徴量と、その
中でも代表的な手法である SIFT について詳しく説明する。そして、形状記述子が大別され
る 2 つの手法、輪郭ベースと領域ベースの手法に関して述べ、それぞれの手法の代表的な
手法について詳しく説明する。また、本論文の提案手法で用いる関連技術について詳しく
述べる。 
 
2.1 特徴量の分類 
 
 画像マッチングはコンピュータビジョンにおいて応用が大変多い分野であり、多くの研
究がなされている。画像マッチングは対象とする 2 つの画像間の相関関係を見つける技術
であり、その相関関係を表すための手段として特徴量が用いられている。特徴量は局所特
徴量と大域特徴量の大きく 2 つのカテゴリーに大別される[24]。Wavelet 特徴量[25]、
Eigenface[26]などの大域特徴量は対象画像全体を特徴量として捉え、1 つの多次元ベクト
ルで表現する。対象の全体を特徴量として捉えることから、1 つの特徴ベクトルは多く情報
を含む。しかし大域特徴量は、形状変化や照明変化に弱いというデメリットがある。一方
SIFT[3]、HOG[8]などの局所特徴量は、対象画像全体を捉えるのではなく、対象画像の局
所の情報を捉える特徴量である。そのため、大域特徴量と比較すると 1 つ 1 つの局所特徴
量が持つ情報は少ない。しかし、複数の局所特徴量を用いることで、対象画像の変化に頑
強な特徴の記述を実現する。 
 画像マッチングの中でも、単純な画像のマッチングを目的として、物体認識の重要な手
がかりである形状を基に特徴量を記述する形状記述子に大きな注目が向けられている。対
象が単純な画像であることから、形状記述子のほとんどは対象画像全体を特徴量として捉
える大域特徴量である。その中でも、形状記述子は輪郭ベースの手法と領域ベースの 2 つ
に大別される（図 2.1）。形状記述子は物体の形状の特徴化を目的としていることから、ピ
クトグラムの認識に形状記述子が有効であると考え、形状記述子について調査した。 
 次節以降でこれらの特徴量について詳しく説明を行う。 
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図 2. 1 形状記述子の分類 
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2.2 局所特徴量 
 
2.2.1  代表的な既存局所特徴量 
 
 自然画像を対象としたマッチングを行うにあたり、対象画像の局所の情報を記述する局
所特徴量が用いられている。局所特徴量の中でも広く用いられている具体的な手法につい
てそのそれぞれの特徴を以下に述べる。 
 
■SIFT (Scale Invariant Feature Transform) [3] 
画像中の局所領域の特徴量を記述する手法であり、特徴点検出（図 2.2）と特徴量記述の 2
つのフェーズによって、画像中から複数の 128 次元ベクトル特徴量が算出される。画像の
スケール変化、回転変換に不変であり、証明変化とノイズの付加に頑強である。以上の画
像変化への頑強性から、SIFT の拡張も多く提案されている。ただし、アフィン変換には不
変でない。 
 
図 2. 2 SIFT 特徴点の例[3] 
 
■SURF (Speeded-Up Robust Features) [6] 
SURF は SIFT 特徴量の拡張の 1 つであり、画像中から複数の 64 次元ベクトル特徴量を算
出する。SIFT の特徴点検出と特徴量記述の処理を Box フィルタと積分画像を用いることで
近似し（図 2.3）、大幅な高速化を実現している（表 2.1）。ただし、近似と特徴次元数の削
減により、SIFT と比較してマッチング精度が落ちてしまう場合もある。 
 
図 2. 3 Box フィルタによる特徴点とスケール検出器の近似[6] 
（左から、y 方向、xy 方向の Hessian-Laplace、y 方向、xy 方向の Box フィルタ） 
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表 2. 1  SURF と SIFT の処理時間の比較[6] 
 SURF SIFT 
処理時間[ms] 354 1036 
 
■ASIFT (Affine-SIFT) [7] 
ASIFT は SIFT 特徴量の拡張の 1 つであり、アフィン変換に対して不変な画像局所特徴量
である。SIFT では考慮されていない、方位角と仰角に関するカメラ回転についてのパラメ
ータを算出することで、アフィン不変を実現している。図 2.4 は SIFT と比較した ASIFT
のアフィン変換画像に対するマッチング結果である。 
 
図 2. 4 アフィン変換を伴った画像について ASIFT と SIFT のマッチングの比較[7] 
（左：ASIFT、右：SIFT） 
 
■HOG (Histogram of Oriented Gradients) [8] 
HOG 特徴量は 1 つの局所領域内における勾配方向毎の輝度強度に着目し、ヒストグラム化
して表現する高次元特徴量である（図 2.5）。勾配情報を用いているため、照明の変動によ
る影響が少なく、局所的な幾何学変化に頑強である。SIFT は特徴点に対して特徴量を記述
するのに対し、HOG はある一定領域に対する記述を行うため、人検出などの大まかな物体
形状の表現に用いられることが多い。 
 
図 2. 5 HOG 特徴量の算出例[8] 
（左：テスト画像、右：算出 HOG 特徴量） 
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■Daisy[9] 
Daisy は各領域内の密集度を算出することに効果的な局所特徴量であり、各領域内の標本化
間隔の距離と、各領域の中心と特徴点の距離をパラメータとして記述する。視点変化、照
明変化に不変な特徴点検出を実現し、デプスマップの作成にも応用されている（図 2.6）。 
 
図 2. 6 Daisy によるデプスマップの作成[9] 
（左：入力画像、右：デプスマップ） 
 
■BRIEF (Binary Robust Independent Elementary Features) [10] 
BRIEF はバイナリコードによる記述子の 1 つであり、高速な特徴量の記述を実現する。パ
ッチをガウシアンフィルタにより平滑化し、ランダムに選択した 2 点のペアの画素値の大
小関係からバイナリ列を生成する。計算時間の早さの他に、スケール不変性を持つが、回
転不変性はない。 
 
■LDAHash (Linear Discriminant Analysis Hash) [11] 
高次元の特徴量のマッチングによる検索は多くの時間がかかることから、低次元の不変量
を記述することを目指した特徴量である。記述ベクトルをハミング空間で表現することで、
特徴量を短いバイナリ列で表す。図 2.7 は LDAHash と SIFT の比較である。 
 
図 2. 7 LDAHash と SIFT の性能の比較[11] 
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■DCSF (Depth Cuboid Similarity Feature) [12] 
DCSF は、デプスビデオの情報から、局所 3D 深度直方体として特徴を記述する手法である
（図 2.8）。デプスビデオを用いる他の手法よりも応用性の高いフレームワークで構成され
る。 
 
図 2. 8 デプスビデオからの DCSF の算出[12] 
 
 
 以上の特徴量はそれぞれ適した対象画像や異なる利点を持っているが、これらの多くの
研究は SIFT の拡張や SIFT との比較を行っており、局所特徴量の中でも SIFT は最も広く
用いられる手法であると言える。よって、SIFT への詳しい調査が必要であると考えた。以
下からは SIFT に注目し、そのアルゴリズムとピクトグラム認識における応用について述べ
る。 
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2.2.2  SIFT 特徴量 
 
SIFT（Scale Invariant Feature Transform）特徴量[3]は、画像中の局所領域の特徴量を
記述するものであり Lowe によって提案された。SIFT の特徴量記述アルゴリズムを詳しく
説明する。図 2.9 に SIFT のフローチャートを示す。 
 
 
図 2. 9 SIFT のフローチャート 
 
手順 1 スケールと特徴点の検出 
 SIFT 特徴量の初めの処理として、特徴点の検出と、特徴点周りの特徴量を記述するスケ
ールの算出がある。 
 まず特徴点の候補は、DoG 画像から求める。DoG 画像とは、ガウス関数Gと入力画像𝐼を
畳み込んだ平滑化画像𝐿の差分画像であり、以下のように定義される。 
                 𝐿(𝑢, 𝑣, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑢, 𝑣)                       (2.1) 
                           𝐺(𝑥, 𝑦, 𝜎) =
1
2𝜋𝜎2
exp⁡(−
𝑥2+𝑦2
2𝜎2
)                      (2.2) 
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝐷(𝑢, 𝑣, 𝜎) = (𝐺(𝑥, 𝑦, 𝑘𝜎) − 𝐺(𝑥, 𝑦, 𝜎)) ∗ 𝐼(𝑢, 𝑣) 
                                   = 𝐿(𝑢, 𝑣, 𝑘𝜎) − 𝐿(𝑢, 𝑣, 𝜎)⁡⁡⁡                   (2.3) 
三枚一組の DoG 画像の注目ピクセルとその 26 近傍を比較し、極値であった場合、そのピ
クセルを特徴点候補として検出する。この処理をσの小さいDoG画像から順に行うことで、
特徴点候補とスケールを算出する。 
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手順 2 特徴点のローカライズ 
 特徴点候補のうち、ノイズや開口問題の影響を受けやすい、エッジ上に存在する候補点、
コントラストの低い候補点を削除する。 
 エッジ上の候補点を削除するため、まず特徴点候補における二次元ヘッセ行列 H を計算
する。 
⁡⁡⁡𝐇 = (
𝐷𝑥𝑥 𝐷𝑥𝑦
𝐷𝑥𝑦 𝐷𝑦𝑦
)                           (2.4) 
この行列の固有値をα、βとおくと、対角成分の和 Tr、行列式 Det は以下となる。 
                Tr(𝐇) = 𝐷𝑥𝑥 + 𝐷𝑦𝑦 = 𝛼 + 𝛽                     (2.5) 
Det(𝐇) = 𝐷𝑥𝑥𝐷𝑦𝑦 − (𝐷𝑥𝑦)
2
= 𝛼𝛽                 (2.6) 
ここで、Harris のコーナー検出法[27]より、固有値α、βは局所自己相関関数の主曲率に
比例する。このことから、α、βの大きさによってコーナー、エッジを検出することがで
きる。 
この手法では固定値α、βを二つ求めなくてはいけないが、比率γを、α＝γβと置くと、
以下の式からαとβの二つをγだけで表すことができる。 
⁡Tr(𝐇)2
Det(𝐇)
=
(𝛼+𝛽)2
𝛼𝛽
=
(𝛾𝛽+𝛽)2
𝛾𝛽2
=
(𝛾+1)2
𝛾
                    (2.7) 
よって、閾値𝛾𝑡ℎを定め、式(2.8)を満たすような点を特徴点候補として残し、満たさないも
のを削除する。 
⁡Tr(𝐇)2
Det(𝐇)
<
(𝛾𝑡ℎ+1)
2
𝛾𝑡ℎ
                  (2.8) 
 コントラストの低い点を削除する前に、特徴点のサブピクセル推定を行う。3 変数(𝑥, 𝑦, 𝜎)
の二次関数をフィッティングすることで、特徴点候補のサブピクセルの推定し、スケール
を算出する。DoG 関数 D(x)をテイラー展開し、変形すると以下のようになる。 
(
𝑥
𝑦
𝜎
) = −
(
 
 
𝜕2𝐷
𝜕𝑥2
𝜕2𝐷
𝜕𝑥𝑦
𝜕2𝐷
𝜕𝑥𝜎
𝜕2𝐷
𝜕𝑥𝑦
𝜕2𝐷
𝜕𝑦2
𝜕2𝐷
𝜕𝑦𝜎
𝜕2𝐷
𝜕𝑥𝜎
𝜕2𝐷
𝜕𝑦𝜎
𝜕2𝐷
𝜕𝜎2)
 
 
−1
(
 
 
𝜕𝐷
𝜕𝑥
𝜕𝐷
𝜕𝑦
𝜕𝐷
𝜕𝜎)
 
 
           (2.9) 
これにより、真値に近い特徴点候補を得ることができる。 
そして、サブピクセル推定位置での DoG 出力を算出し、DoG 関数に代入して整理すると、
以下の式になる。 
                  𝐷(?̂?) = 𝐷 +
1
2
𝜕𝐷
𝑑𝑥
𝑇
?̂?                    (2.10) 
この DoG 値が閾値より小さい場合は削除、大きい場合はその点が特徴点となる。 
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手順 3 オリエンテーションの算出 
 検出された各特徴点における方向を表す、オリエンテーションを算出する。まず、以下
の式から勾配強度と勾配方向を求める。 
        勾配強度   𝑚(𝑢, 𝑣) = √𝑓𝑢(𝑢, 𝑣)2 + 𝑓𝑣(𝑢, 𝑣)2⁡            (2.11) 
                勾配方向  𝜃(𝑢, 𝑣) = 𝑡𝑎𝑛−1
𝑓𝑣(𝑢,𝑣)
𝑓𝑢(𝑢,𝑣)
⁡⁡                     (2.12) 
                            𝑓𝑢(𝑢, 𝑣) = 𝐿(𝑢 + 1, 𝑣) − 𝐿(𝑢 − 1, 𝑣) 
                           𝑓𝑣(𝑢, 𝑣) = 𝐿(𝑢, 𝑣 + 1) − 𝐿(𝑢, 𝑣 − 1)                  (2.13) 
次に、勾配強度、勾配方向から重み付き方向ヒストグラムを作成する。 
              ℎ(𝜃′) = ∑ ∑ 𝑤(𝑥, 𝑦) ∙ 𝛿[𝜃′, 𝜃(𝑥, 𝑦)]⁡𝑦𝑥                 (2.14) 
                           𝑤(𝑥, 𝑦) = 𝐺(𝑥, 𝑦, 𝜎) ∙ 𝑚(𝑥, 𝑦)                        (2.15) 
ここで作成したヒストグラムの最大値から 80％以上となるピークの勾配方向が、その特徴
点のオリエンテーションとなる。 
 
手順 4 特徴量の算出 
 最後に、特徴点ごとに特徴量の算出を行う。まず、特徴点のスケールが内接する領域の
一辺を 4 等分しに、計 16 ブロックに分割する。その分割したブロック毎に、8 方向の勾配
ヒストグラムを、オリエンテーションの算出と同様の式で求める。その結果、4×4×8＝128
で、128 次元の特徴ベクトルとして特徴点の特徴量が記述される。 
 
以上の SIFT の特徴量記述アルゴリズムにより、画像変化に対して次の 4 つのロバスト性が
得られる。画像変化に対するマッチング例を図 2.10 に示す。 
1. スケールの算出から、画像の拡大・縮小に対して不変である。 
2. 特徴点のローカライズにより、ノイズや開口問題の影響を受けにくくする。 
 3. オリエンテーションの算出で向きの正規化を行うため、回転に不変である。 
 4. 特徴ベクトルの長さを正規化することで、照明変化の影響が少なくなる。 
 
図 2. 10 SIFT 特徴量による自然画像マッチングの例 
（左上：縮小、右上：JPEG 圧縮、左下：回転、右下：照明変化） 
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2.2.3 ピクトグラムマッチングにおける SIFT の問題点 
 SIFT を用いたアプリケーションには、対応点探索による画像のマッチング、特定画像を
用いた物体認識、画像分類など多くのものがある。これらはほとんど自然画像を対象とし
ており、SIFT 特徴量のアルゴリズムで正常に機能する。しかし、この対象がピクトグラム
に置き換わった場合、多くの問題があると考えた。その問題を、SIFT アルゴリズムに基づ
いて考察し、明らかにしていく。 
 
問題点 1 検出される特徴点の少なさ 
  
 アルゴリズムの初めのフェーズである特徴点の検出で、ガウス関数による畳み込みを行
い、輝度勾配が急な部分を探す。しかし、ピクトグラムでは色が単調で、使われている色
の数が少ないことが多く、輝度勾配が急な部分はエッジを除いてほとんど見つからない。
また、特徴点のローカライズにおいて、エッジの特徴点の削除が行われる。これにより、
検出された特徴点候補がさらに減ってしまう。特徴点が少ない場合、相対的にマッチ数も
減少するため、マッチングに不利であると言える（図 2.11）。 
 
図 2. 11 特徴点の数の比較（左：ピクトグラム、右：自然画像） 
 
問題点 2 異なる特徴点をマッチさせてしまう確率の高さ 
  
 オリエンテーションの算出は、式(2.11)～(2.13)により平滑化画像の輝度値を使って行わ
れ、特徴点に固有のオリエンテーションが決められる。しかし、ピクトグラムには左右対
称の図形や他の箇所に同じ図形がある場合が多く、異なる特徴点のオリエンテーションが
同じものになってしまう可能性がある。さらに、特徴ベクトルの記述もオリエンテーショ
ンのベクトル算出と同じ方法を用いていることから、同じオリエンテーション、特徴ベク
トルを持った異なる特徴点が存在してしまう。よって、異なった特徴点を同一の特徴点と
誤って認識し、マッチしてしまう可能性が高い。 
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図 2.12 はピクトグラムのマッチング失敗例である。マッチした特徴点の数が少ないので、
これだけでは同一画像とみなすことができない。また、例えば赤で囲んだ箇所のように、
誤ったマッチングも見られる。このように、SIFT でピクトグラムマッチングを行うことは
困難である。 
 
 
図 2. 12 SIFT によるピクトグラムマッチングの例 
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2.3 輪郭ベースの形状記述子 
 
2.3.1  代表的な輪郭ベースの形状記述子 
 
 輪郭ベースの形状記述子は、形状の輪郭や輪郭周辺の情報から特徴量を得る記述子であ
る。単純な図形にとって輪郭は重要な情報の 1 つであることから、輪郭を主とした形状記
述子が多く開発されている。輪郭ベースの形状記述子の中でも広く用いられている具体的
な手法[17][18][19]と形状の変化に頑強な最新の手法[20][21]についてそのそれぞれの特徴
を以下に述べる。 
 
 
■CSS (Curvature Scale Space) [17] 
輪郭の変曲点を検出し、形状の輪郭を凸と凹部分に分割することで、形状の特徴を記述す
る手法。分割した輪郭の情報から 1 つのヒストグラムを作成し、そのヒストグラムの類似
性を基にマッチングを行う大域特徴量である（図 2.13）。変曲点を基にしているため、輪郭
の変化に頑強である。 
 
 
図 2. 13 CSS 特徴量算出の例[17] 
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■SC (Shape Context) [18] 
SC は与えられた点群（輪郭のピクセル）において、各点に対する平面内の点の相対分布を
得て、それぞれの点毎に特徴ヒストグラムを作成する（図 2.14）。この手法は形状内の輪郭
の相関関係がほぼ一致していれば認識できるため、崩れた数字や 3D 物体の認識にも応用が
可能である。 
 
 
図 2. 14 SC 特徴量算出の例[18] 
（上：テスト画像、下：それぞれの特徴点が持つヒストグラム） 
 
■Shape Vocabulary [19] 
Shape Vocabulary は、学習によって形状記述子の記述を行う手法である。輪郭の局所情報
を抽出し、それを統合して表現する。さらに、2D 形状だけでなく、3D 形状の記述の拡張
が可能である。図 2.15 に算出フローを示す。 
 
 
図 2. 15 Shape Vocabulary 特徴量算出のフロー[19] 
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■Invariant multi-scale shape descriptor for object matching and recognition [20] 
輪郭上を中心として得られる 3 種の不変量（メジャーエリアの大きさ・メジャーセグメン
トの大きさ、円の中心点とメジャーゾーンの中心点の距離）から成るマルチスケール記述
子（図 2.16）。関節変換やオクルージョンに頑強である。 
 
図 2. 16 特徴量算出に用いる要素[20] 
 
■HCNC (Hierarchical Characteristic Number Contexts) [21] 
 内部構造が多く検出されない形状を対象とし、輪郭上から得られる 5 点を用いて幾何学不
変量を得る（図 2.17）。射影変換やノイズ、画像の欠け、関節変換など様々な撮影条件の変
化において形状の認識が可能である。 
 
図 2. 17 輪郭上の 5 点を用いた特徴量の算出[21] 
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2.3.2 ピクトグラム認識における輪郭ベースの形状記述子の問題点 
 
 論文[17]から[21]の輪郭ベースの形状記述子でピクトグラムの形状を記述し、認識するに
あたり、ピクトグラムの種類が多様であり、撮影条件の変化も伴うという実用環境におい
て様々な問題があると考えられる。その問題をそれぞれの手法の原理に基づいて考察し、
明らかにしていく。 
 
問題点 1 輪郭の集合から成るピクトグラムの認識 
  
 論文[17]や[19]から[21]の手法は、形状から大域特徴量を算出している。この時、大域特
徴量の記述のために、1 つの閉じた輪郭上から情報を得るアルゴリズムとなっている。その
ため、複数の輪郭の集合から成るピクトグラム（図 2.18）を 1 つの特徴量として表すこと
ができない。例えば複数の大域特徴量の組み合わせを用いるとしても、それらの記述順合
わせや、輪郭同士の対応関係を算出する必要があり、全体の計算時間が多くかかる。以上
の理由から、論文[17]や[19]から[21]の手法を本研究で用いることは不適切だと考えられる。 
 
図 2. 18 複数の輪郭の集合から成るピクトグラムの例 
 
問題点 2 撮影条件の変化を伴うピクトグラムの認識 
 
 問題点 1 に当てはまらない SC[18]の、その他の手法との大きな違いは、局所特徴量であ
るということである。局所特徴量であるため、輪郭が複数存在するピクトグラムにも適応
することができる。しかし、SC は形状内のエッジの相関関係を特徴量としているため、大
きな射影変換、オクルージョンを伴うピクトグラムにおいて、特徴量の値が大きく変化し
てしまうため正しく認識することができない。さらに、エッジの分だけ局所特徴量を算出
するため、ピクトグラムの認識には多くの時間がかかりすぎてしまう。以上の撮影条件の
変化と計算時間の問題から、SC を本研究で用いることは不適切だと考えられる。 
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2.4 領域ベースの形状記述子 
 
 領域ベースの形状記述子は、形状全体や内部構造の情報から特徴量を得る記述子である。
形状記述子は情報の少ない単純な形状を対象としているものがほとんどであるため、大域
特徴量と比べて情報が少なくなる局所特徴量として表現するものは少ない。特に、領域ベ
ースの形状記述子は、単純な図形内部の一部からその領域特有の特徴量を得ることが困難
であることから、領域ベースの局所型形状記述子は存在していない。既存領域ベースの形
状記述子の中でも、最近開発された代表的な手法である CN[15]と CRS[16]に注目した。以
下からは、それらのアルゴリズムについて説明し、実用ピクトグラムマッチングへの有効
性について考察を行う。 
 
2.4.1 CRS (Cross Ratio Spectrum) 
 
 Cross Ratio Spectrum（CRS）[16]は、実シーンにおける射影変換に強いシンボル認識の
手法で、Li と Tan によって提案された。名称の通り、複比（Cross Ratio）を用い、スペク
トル（Spectrum）のようにプロットして特徴量を表現する。文献[16]では、CRS が様々な
射影変換に強く、標識などの形状や色の構成が似ているピクトグラムにも適応できるとい
うことが示されている。図 2.19 に CRS 算出フローチャートを示す。 
 
図 2. 19 CRS のフローチャート 
 
以下で CRS のアルゴリズムを詳しく説明する。 
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手順 1 CRS の作成 
 対象の形状から、CRS という特徴ベクトルを記述する。 
 初めに、対象の形状の凸包を検出し、その凸包上に𝑛個のサンプル点を等間隔に取る。そ
れらを、点𝑃𝑖と置く。ここで、𝑖は 1 から𝑛の間の数を示す。 
 次に、サンプル点の中から任意の 1 点、点𝑃𝑖を選択する。点𝑃𝑖とあるサンプル点点𝑃𝑗で構
成される線分と内部構造の交点を点𝑃𝑖に近いものから 2点選択し、点𝐼1、点𝐼2とする（図 2.20）。
ここで得られる 1 直線上の 4 つの点から、複比CR(𝑃𝑖 , 𝑃𝑗)を計算する。複比については、第
2.5.1 節で詳しく述べる。 
CR(𝑃𝑖 , 𝑃𝑗) = 𝑐𝑟𝑜𝑠𝑠𝑟𝑎𝑡𝑖𝑜(𝑃𝑖 , 𝐼1, 𝐼2, 𝑃𝑗) 
=
𝑃𝑖𝐼2
𝐼1𝐼2
/
𝑃𝑖𝑃𝑗
𝐼1𝑃𝑗
                                (2.16) 
 
図 2. 20 CRS 算出記号例 
ここで、サンプル点 2 点から成る線分上の内部構造との交点が 0 点、または 1 点だった場
合は、それぞれの CR を-1 または 0 とする。 
以上で計算された複比が特徴ベクトルの要素の 1 つとなり、点𝑃𝑖から点𝑃𝑖以外の全てのサ
ンプル点へ線分を引いて全ての複比を求めることで、それらを結合して以下のように点𝑃𝑖を
基準とした CRS が定義される。 
CRS(𝑃𝑖) = {CR(𝑃𝑖, 𝑃𝑖+1),… , CR(𝑃𝑖, 𝑃𝑛), CR(𝑃𝑖 , 𝑃1),… , CR(𝑃𝑖 , 𝑃𝑖−1)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2.17) 
式(2.17)で表される CRS を、全てのサンプル点を基準にして算出する。 
 算出された CRS の例を図 2.21 に示す。 
 
図 2. 21 CRS 算出例[16] 
(a)：射影変換前、(b)射影変換後 
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手順 2 参照画像とテスト画像の CRS の距離算出 
 ここでは、手順 1 で記述した CRS の比較を行う。CRS の比較には、DTW（動的時間伸
縮法）を用いる。DTW は、主に音声認識において、与えられた単語とテンプレートの間の
時間軸変動を除くために用いられる。 
 それぞれ𝑛1,⁡𝑛2個のサンプル点を持つ形状𝑄, 𝑇の比較について説明する。特徴量比較の結
果は、DTW で算出された形状どうしの距離として表される。CRS(𝑄𝑖)とCRS(𝑇𝑗)の距離
𝐷𝑇𝑊_⁡dist(𝑄𝑖 , 𝑇𝑗)は以下の式で算出される。 
𝐷𝑇𝑊_⁡𝑑𝑖𝑠𝑡(𝑄𝑖 , 𝑇𝑗) = 𝐷𝑇𝑊⁡(𝑛1,⁡𝑛2)                      (2.18) 
𝐷𝑇𝑊⁡(𝑛1,⁡𝑛2) = 𝑚𝑖𝑛{
𝐷𝑇𝑊⁡(𝑛1 − 1, 𝑛2 − 1) + c(𝑛1, 𝑛2)
𝐷𝑇𝑊⁡(𝑛1 − 1, 𝑛2) + c(𝑛1, 𝑛2)
𝐷𝑇𝑊⁡(𝑛1, 𝑛2 − 1) + c(𝑛1, 𝑛2)
            (2.19) 
c(𝑛1, 𝑛2) =
𝑎𝑏𝑠(log(𝐶𝑅(𝑄𝑖,𝑄𝑛1))−log(𝐶𝑅(𝑇𝑗,𝑇𝑛2)))
log(𝐶𝑅(𝑄𝑖,𝑄𝑛1))+log(𝐶𝑅(𝑇𝑗,𝑇𝑛2))
                  (2.20) 
ここで、CR(. , . )が-1 または 0 である時、log(𝐶𝑅(. , . ))の値をそれぞれ、-1、-0.5 とする。 
 以上のあるサンプル点を基準とした距離を用い、2 つの形状𝑄 = {𝑄1, 𝑄2, … , 𝑄𝑛1}、
𝑇 = {𝑇1, 𝑇2, … , 𝑇𝑛1}の距離を以下で算出する。 
𝑑𝑖𝑠𝑡(𝑄, 𝑇) = 𝑎𝑟𝑔𝑚𝑖𝑛∑ 𝐷𝑇𝑊_⁡𝑑𝑖𝑠𝑡(𝑄𝑖 , 𝑇𝑗)𝑤−𝑔𝑙𝑜𝑏𝑎𝑙 ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2.21) 
ここで、𝑤 − 𝑔𝑙𝑜𝑏𝑎𝑙は(𝑄1, 𝑇1)から(𝑄𝑛1 , 𝑇𝑛2)までのパスを示す。 
 
手順 3 最短距離の CRS を持つ参照画像の選択 
 ここでは、テスト画像のマッチング結果となる参照画像の選択を行う。 
手順 2 では、形状どうしの距離の算出を行った。手順 2 をテスト画像と全ての参照画像
で行い、テスト画像の CRS と一番距離が近い CRS を持つ参照画像を 1 枚選択する。ここ
で選択した画像がマッチング結果画像ということになり、認識結果として出力される。 
 
 
以上の手順から、CRS は射影不変量である複比を特徴量としているため、大きな射影変
換を伴うピクトグラムのマッチングにも有効であると述べられている。 
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2.4.2 CN (Characteristic Number) 
 
 Characteristic Number（CN）[15]は、多くの構造情報が組み込まれる幾何学不変量
であり、Luo らによって提案された。論文[15]では、この CN が従来手法である SC（shape 
context）[18]や、前節で説明した CRS [16]よりも射影変換に頑強で、実行時間も速いと述
べられている。図 2.22 に CN 算出フローチャートを示す。 
 
 
図 2. 22 CN のフローチャート 
 
以下で CN のアルゴリズムを詳しく説明する。 
 
手順 1 CN 値の算出 
 対象の形状から、CN 特徴ベクトルの要素となる CN 値を算出する。 
 初めに、対象の形状の凸包を検出し、その凸包上に𝑛個のサンプル点を等間隔に取る。そ
れらを、点𝑃𝑖と置く。ここで、𝑖は 1 から𝑛の間の数を示す。 
 次に、サンプル点の中から任意の 3 点、点𝑃𝑖, ⁡𝑃𝑗 ⁡,⁡𝑃𝑘を選択し、それらを繋いで三角形を
構成する。得られた三角形の各辺𝑃𝑖 ⁡𝑃𝑗 , ⁡𝑃𝑗 ⁡𝑃𝑘⁡, ⁡𝑃𝑘⁡𝑃𝑖と内部構造の交点を検出し、それぞれ点
𝑄𝑖
(𝛼)
、点𝑄𝑗
(𝛽)
、点𝑄𝑘
(𝛾)
とする。ここで、𝛼, 𝛽, 𝛾は点𝑃𝑖 , ⁡𝑃𝑗 ⁡,⁡𝑃𝑘から数えて何番目の交点である
かを示す。得られた交点とサンプル点（図 2.23）からその三角形の CN 値が以下の式で求
められる。 
  𝑄𝑖
(𝛼)
= 𝑎𝑖
(𝛼)𝑃𝑖 + 𝑏𝑖
(𝛼)
𝑃𝑗                  (2.22) 
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           CN(𝑃𝑖, 𝑃𝑗, 𝑃𝑘) = ∏ ∏ (
𝑎𝑖
(𝛼)
𝑏
𝑖
(𝛼))
𝑁
𝛼=1
3
𝑖=1            (2.23) 
ここで、𝑁は各辺𝑃𝑖 ⁡𝑃𝑗 , ⁡𝑃𝑗⁡𝑃𝑘 ⁡, ⁡𝑃𝑘⁡𝑃𝑖と内部構造との交点の数のうち、一番小さい数を示す。1
つの CN 値の計算には、各辺上の交点の一番少ない数分だけ用いることとする。 
 
図 2. 23 CN 値算出記号例 
 
以上で CN 値の算出法を説明したが、CN 値を求める際に交点の検出のされ方によりエラー
が起きてしまう場合がある。そのような例外の対策として以下の処理が加えられている。 
 
例外処理 1 
 点𝑃𝑖 , ⁡𝑃𝑗 ⁡,⁡𝑃𝑘が三角形を構成しない場合（直線を構成する場合）CN(𝑃𝑖, 𝑃𝑗, 𝑃𝑘) = 0とする。 
 
例外処理 2 
内部構造の交点と対象形状の凸包までの距離が閾値よりも短い場合は、そこで得られた
交点を使用しないこととする。これは、凸包と距離が近い場所で多くの交点が検出される
ことを防ぐためである。 
 
例外処理 3 
 三角形の 3 つの辺のうち、少なくても 1 つの辺が交点を持たない場合、算出される CN
値を以下のように定める（図 2.24）。これは、三角形のある辺が点を持たない場合、一番小
さい交点の数が 0 となるため、式(2.23)において𝑁 =0 となり、他の辺の交点も特徴量の算
出に用いることができなくなってしまうためである。 
(a) 2 つの辺上に少なくとも 2 つの交点がある場合 
CN(𝑃𝑖, 𝑃𝑗, 𝑃𝑘) = CN(𝑃𝑖, 𝑃𝑗) ∙ CN(𝑃𝑗, 𝑃𝑘) 
(b) 1 辺(𝑃𝑖𝑃𝑗)に 2 つ以上の交点があり、かつ、もう 1 辺に 1 つの交点がある場合 
CN(𝑃𝑖, 𝑃𝑗, 𝑃𝑘) = CN(𝑃𝑖, 𝑃𝑗) 
(c) 2 つの辺にそれぞれ 1 つの交点がある場合 
CN(𝑃𝑖, 𝑃𝑗, 𝑃𝑘) = 0 
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(a)                      (b)                       (c) 
図 2. 24 三角形のある辺が点を持たない場合の例外処理の例[15] 
 
手順 2 CN 特徴ベクトルの作成 
 手順 1 で算出した CN 値を用い、CN 特徴ベクトルを記述する。 
 手順 1 では 3 つの凸包上のサンプル点を選んで CN 値を算出した。ここでは、凸包上の
サンプル点の全ての中から 3 つ選ぶ全ての組み合わせで算出した CN を連結する。複数の
CN 値の連結により、以下のように
3
𝐶𝑛 次元の CN 特徴ベクトルが定義される。 
Descriptor = (CN(𝑃𝑖 , 𝑃𝑗 , 𝑃𝑘))
1×3𝐶𝑛
            (2.24) 
 
手順 3 参照画像とテスト画像の CN 特徴ベクトルの距離算出 
 ここでは、手順 2 で記述した CN 特徴ベクトルの比較を行う。比較には、ヒストグラム
交差法を用いる。ヒストグラム交差法とは、2 つのヒストグラムの類似度を求める手法であ
る。詳しくは第 2.5.2 項で説明する。 
 形状𝑄, 𝑇の CN 特徴ベクトルの比較について説明する。特徴ベクトル比較の結果は、それ
らの特徴ベクトルの類似度として表される。形状 Q と T の類似度 S は、正規化された特
徴ベクトル?̃?(𝑄), ?̃?(𝑇) を用いて以下の式で求められる。 
             𝑆 = sum(min(?̃?(𝑄), ?̃?(𝑇)))                (2.25) 
 ここで、CN 特徴ベクトルは 1 つのベクトルから成る大域特徴量であるため、特徴の記述
の順番、具体的にはサンプル点の始点の取り方で特徴量全体が大きく変化する。そこで CN
では、テスト画像の全てのサンプル点を始点としてベクトルを記述する。それらの同じ形
状を意味する特徴ベクトルのうち、参照画像との類似度が一番小さいものになる特徴ベク
トルを選び、そこで得られる類似度を、参照画像とテスト画像の類似度とする。 
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手順 4 最短距離の CN 特徴ベクトルを持つ参照画像の選択 
 ここでは、テスト画像のマッチング結果となる参照画像の選択を行う。 
手順 3 では、形状どうしの類似度の算出を行った。手順 3 をテスト画像と全ての参照画像
で行い、テスト画像の CN 特徴ベクトルとの類似度が一番大きい CRS を持つ参照画像を 1
枚選択する。ここで選択した画像がマッチング結果画像ということになり、認識結果の出
力となる。 
 
 以上の手順から、CN 特徴ベクトルは、DTW を用いる CRS と比較し、ベクトル記述の
位置を合わせるために、凸包上のサンプル点の始点のみの位置合わせを行えば良いので、
CRS と比較して計算時間が少ない。また、内部情報を多く取り入れることができるため、
CRS よりも精度が高く、射影変換を伴うピクトグラム認識に有効であると述べられている。 
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2.4.3 既存領域ベース形状記述子の問題点 
 
 第 2.4.1 項、第 2.4.2 項では既存領域ベースの形状記述子の代表例である CRS、CN の詳
しいアルゴリズムについて説明したが、これらの形状記述子でピクトグラムの形状を記述
し、特徴を比較するにあたり、ピクトグラムの種類の多様さであり撮影条件の変化を伴う
実用環境において様々な問題があると考えられる。その問題を、CRS と CN それぞれの手
法のアルゴリズムに基づいて考察し、明らかにしていく。 
 
 CRS の問題点 
 
問題点 1 内部情報利用の不十分さ 
 第 2.4.1 項の手順 1 で述べたように、CRS の算出には、形状の凸包内部の初めの交点 2
点のみを用いる。そのため、内部構造が複雑なピクトグラムや中心部のみが異なるピクト
グラムの認識が困難である（図 2.25）。ピクトグラムマッチングを実用化するにあたり、多
くの種類のピクトグラムの認識ができることが求められるため、正確なマッチングが難し
いという点で CRS は本研究の目的を達成することができる手法であるとは言えない。 
 
図 2. 25 CRS 算出に用いる交点の例 
 
問題点 2 CRS 特徴ベクトルのオクルージョンへの脆弱性 
 第 2.4.1 項の手順 1 で述べたように、CRS 特徴ベクトルは複数の複比を連結させた 1 つ
のベクトルで表す、大域特徴量である。ピクトグラムの内部にオクルージョンがある場合、
検出されるべき交点が検出されない、または、交点がないはずのところに交点が検出され
るなどで算出される特徴量が大きく変化する。CRS 特徴ベクトルが大域特徴量であること
から、少しの画像の変化により、特徴量全体が大きく変化してしまう。オクルージョンに
脆弱であるという点は、実用ピクトグラムマッチングへの大きな弊害である。 
 
問題点 3 特徴量比較にかかる時間の多さ 
 第 2.4.1 項の手順 2 で述べたように、CRS の比較には、DTW（動的時間伸縮法）を用い
る。位置合わせを行う DTW による計算コストは、対象とするピクトグラムの凸包上のサン
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プル点が多いほどとても大きな時間がかかってしまう。ピクトグラムマッチングにおいて
特徴量記述の計算時間はテスト画像の 1 枚の記述にかかる時間のみであるが、特徴量比較
の計算時間は参照画像の枚数分だけ比例して増加する。ゆえに、多くの種類のピクトグラ
ムがデータベースにあることを前提としている本研究にとって、計算時間の多くかかる
CRS は適した手法であるとは言えない。 
 
マッチ率と計算時間に大きく関わる以上の 3 つの問題から、CRS を実用ピクトグラムマ
ッチングに応用することは難しいと考えられる。 
  
 CN の問題点 
 
問題点 1 CN 値の射影変換への脆弱性 
 第 2.4.2 項の手順 1 で述べたように、CN 値の算出には式(2.22),(2,23)が用いられている。
CN の提案論文[15]では、CN 値を射影不変量である複比の拡張としているが、図 2.26 に示
すように、CN 値の算出式は複比の定義と異なるものになっている（図 2.26）。実際に CN
の算出に用いられている式は、一直線上の 3 点間の距離の比である。一直線上の 3 点間の
距離の比は、アフィン不変であるが、射影不変ではない。そのため、射影変換を伴ったピ
クトグラムにCN特徴ベクトルを適応させると、著しくマッチング精度が劣化してしまう。 
 
図 2. 26 複比の定義と CN 値の定義の違い 
（左：複比、右：CN 値） 
 
 
問題点 2 CN 特徴ベクトルの射影変換への脆弱性 
 2 つ目の射影変換をピクトグラムマッチングの脆弱性として、CN 特徴ベクトルの記述法
における問題が挙げられる。第 2.4.2 節の手順 2 で述べたように、CN 特徴ベクトルは凸包
上に等間隔に取ったサンプル点を用いて算出した CN 値の連結によって構成される大域特
徴量である。図 2.27 に示すように射影変換前後でサンプル点の位置が簡単に変化してしま
うことが分かる。サンプル点の位置のずれのため、異なった位置のまま算出された CN 値
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が連結されることで大域特徴量全体の値が大きく変化してしまい、射影変換前後で特徴ベ
クトル全体が大きく異なるものになってしまう。 
 
図 2. 27 射影変換前後でのサンプル点の位置の違い 
（左：射影変換前、右：射影変換後） 
ピクトグラムマッチングの実用化にあたり、撮影条件の変化への頑強性はとても重要な
要素である。その中でも、射影変換は簡単に起こりうる変化であるため、射影変換に弱い
CN は本研究において適切な手法でないと言える。 
 
問題点 3 CN 特徴ベクトルのオクルージョンへの脆弱性 
 第 2.4.2 項の手順 2 で述べたように、CN 特徴ベクトルは複数の CN 値を連結させた 1 つ
のベクトルで表す、大域特徴量である。ピクトグラムの内部にオクルージョンがある場合、
検出されるべき交点が検出されない、または、交点がないはずのところに交点が検出され
るなどで算出される CN 値が大きく変化する。また、CN 値は凸包上の 3 点から構成される
三角形を用いているため、小さなノイズも複数の三角形に悪影響を与える可能性が大きい。
さらに、CN 特徴ベクトルが大域特徴量であることから、オクルージョンによって特徴量全
体が大きく変化してしまう。オクルージョンに脆弱であるという点も、射影変換と同様に、
実用ピクトグラムマッチングへの大きな弊害である。 
 
問題点 4 CN 特徴ベクトル記述の計算時間の長さ 
 第 2.4.2 項の手順 2 で述べたように、CN 特徴ベクトルを記述するために凸包上のサンプ
ル点の全ての中から 3 つ選ぶ全ての組み合わせで構成される三角形を用いて CN 値を算出
する。この時、三角形の 1 辺に注目すると、複数の三角形の計算に用いられているため、
何度も同じ辺で特徴量が計算されることになる。これは、同じ特徴量を用いるという点で
も冗長であるが、計算時間が多くかかるという点でも冗長であると言える。この三角形で
の CN 値算出のため、特徴ベクトル記述に大きな時間がかかる。 
 
問題点 5 CN 特徴ベクトル比較の計算時間の長さ 
 第 2.4.2 項の手順 3 で述べたように、CN 特徴ベクトルによる形状の位置合わせとして、
サンプル点の始点の位置を変化させて、テスト画像と参照画像の CN 特徴ベクトルの類似
度を算出している。この位置合わせの手法により、特徴量比較回数が増えることで、計算
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時間が長くなる。CRS での計算時間の問題点としても述べたが、特徴量比較の計算時間は
参照画像の枚数分だけ比例して増加するため、特徴量比較計算時間が長い手法は、実用ピ
クトグラムマッチングにおいて不向きであると言える。 
 
 実際の撮影画像では、対象がきれいに写っていることは少なく、オクル―ジョンと射影
変換を伴う可能性が高い。よって、これら二つの問題点を解決しなければ高いマッチ率を
得ることができない。マッチ率と計算時間に大きく関わる以上の 5 つの問題から、CN を実
用ピクトグラムマッチングに応用することは難しいと考えられる。 
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2.5 提案手法で用いる関連技術 
 
 この節では、提案手法に大きく関わる定義、関連技術である、複比とヒストグラム交差
法について詳しく述べる。 
 
2.5.1 複比 
 
 射影変換は撮影画像の射影変換は撮影変化の中でも最も起こりやすく、画像マッチング
の最大の難題の一つとされている。例えば、優秀な局所特徴量として知られる SIFT であっ
ても射影変換に弱いという特徴を持つ。射影変換の定義は、「ある平面を別な平面に投影す
る変換」である。これは、「ある物体を別観測点から観測した結果への変換」と言い換える
こともできる。この定義は、射影変換前の座標を(x,y)、射影変換後の座標を(x’,y’)として以
下の行列式で表される。 
      (
x′
y′
1
) = (
h11 h12 h13
h21 h22 h23
h31 h32 h33
)(
x
y
1
)⁡⁡⁡⁡⁡⁡⁡⁡          (2.26) 
式(1)から分かるように、射影変換の未知のパラメータは 9 つと多く、面積の比や一直線上
の 3点の比も射影変換前後で変動してしまう。変換前後での対応点が分かっていない限り、
画像マッチングのためにパラメータを求めることは不可能である。例えば、図 2.28 の記号
を用いて、一直線上の 3 点の比を表す時、以下のように射影変換後の比は保存されない。 
    線分 AB:線分 BC ≠線分 ab:線分 bc             (2.27) 
 
図 2. 28 射影変換により変動する一直線上の 3 点の比 
（左：射影変換前、右：射影変換後） 
 
 以上のように、多くの幾何学的な画像特徴量は可変となってしまうが、射影変換不変量
が 1 つだけ発見されている。それが、複比である。 
 複比とは、同一直線上に位置する 4 点から算出される、唯一の射影不変量であり、比の
比を取ったものを指す[28]。図 2.29 の点を例として、複比は以下の式で定義される。 
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   crossratio(P1, P2, P3, P4) =
P1P2
P2P3
×
P3P4
P1P4
                   (2.28) 
𝑃𝑖𝑃𝑗は線分を示し、複比を示すcrossratio(P1, P2, P3, P4) は射影変換下でも一定の値になる。 
 
図 2. 29 複比算出の記号例 
このように複比は射影不変であるので、図 2.29 の記号を用いると、以下の式が成り立つ。 
crossratio(𝑃1, 𝑃2, 𝑃3, 𝑃4) = crossratio(𝑃′1, 𝑃′2, 𝑃′3, 𝑃′4)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2.29) 
 
図 2.29 の直線 l を射影変換前の画像と仮定すると、直線 l’は直線 l を別の平面に投影した射
影変換結果であり、射影変換後の画像と考えることができる。 
 
 ここからは、複比をピクトグラムに応用する場合について述べる。ピクトグラムから複
比を計算する例を図 2.31 に示す。図 2.30 において、点P1, Pk, P′1, P′kはピクトグラムの凸包
上の点、点Q1, Qk, Q′1, Q′kはピクトグラム内部構造と点P1, Pkと点P′1, P′kからなる線分との交
点である。これらの点についても式(4)と同様に以下の式が成り立つ。 
crossratio(P1, Q1, Q2, Pk) = crossratio(P′1, Q′1, Q′2, P′k)⁡⁡⁡     (2.30) 
 
ゆえに、射影変換前後の画像の同じ位置を示す 4 つの点を用いることで、射影変換に不変
な特徴量として、ピクトグラムマッチングにおいて複比を利用することができると考える。 
 
 
図 2. 30 ピクトグラムの複比計算の例 
（左：射影変換前、右：射影変換後） 
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2.5.2 ヒストグラム交差法 
 
ヒストグラム交差法とは、ヒストグラムで表されるある特徴ベクトル同士の類似度を算
出する比較法である。要素の累積数が 1 となるように正規化された 1 つ目のヒストグラム
の𝑖次元の値を𝑎𝑖、同じく要素の累積数が 1 となるように正規化された 2 つ目のヒストグラ
ムの正規化された𝑖次元の値を𝑏𝑖とし、それぞれのヒストグラムの次元を𝑁とした時、その 2
つのヒストグラムの類似度𝑆は以下の式で表される。 
𝑆 = ∑ min⁡(𝑎𝑖 , 𝑏𝑖)
𝑁
𝑖=1                             (2.31) 
以上の式のように、異なるヒストグラムの同次元の要素のうち、小さい方を足し合わせて
いくことで、類似度を表現する。例えば、2 つのヒストグラムの要素が全く同じであった場
合、ヒストグラムの要素が全て足し合わされて 1 が出力される。一方、要素がほぼ一致し
ないヒストグラム同士の場合、要素の小さいものばかりが足し合わされるので、その合計
はとても小さい値となる。よって、ヒストグラム交差法の結果が大きいほど類似度が高く、
小さいほど類似度が低いということを意味する（図 2.31、2.32）。 
 
図 2. 31 ヒストグラム交差法の例（類似するヒストグラム） 
 
図 2. 32 ヒストグラム交差法の例（類似しないヒストグラム） 
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第 3 章 撮影条件変化に頑強な局所型形状記述
子の提案  
 
 この章では、ピクトグラムマッチングに適した、撮影条件変化に頑強な局所型形状記述
子の提案を行う。本章で提案する新しい領域ベースの局所型記述子の算出フローを、ピク
トグラムマッチング全体のフローと合わせて図 3.1 に示す。 
 
 
図 3. 1 ピクトグラムマッチングにおける特徴量記述提案手法のフロー 
 
3.1 提案形状記述子の目標 
 
 第 2 章で行った特徴量と形状記述子の考察から、ピクトグラムマッチング精度の向上の
ためには、領域ベースの局所型形状記述子が最も適していると考えられる。その理由は、
局所型特徴量がオクルージョンへの頑強性を持つことと、領域ベースの形状記述子の内部
情報の多さから射影変換に頑強な特徴量を得ることができるということの 2 点である。し
かしながら、領域ベースの局所型形状記述子は既存手法として存在していない。その原因
は、局所特徴量は大域特徴量と比較して含む情報が少なく、情報の少ないピクトグラムの
形状内部の記述に向いていないと考えられているためである。そこで、以上の問題を解決
する、特徴を多く含んだ領域ベースの局所型形状記述子を提案する（図 3.2）。 
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図 3. 2 提案形状記述子の位置づけ 
 
提案形状記述子は、特徴を多く含んだ領域ベースの局所型形状記述子を実現する以下の 3
つを目標とした手法から構成される。これらを実現する領域ベースの局所型形状記述子は、
撮影条件の変化を伴ったピクトグラムのマッチングの高精度化に極めて有効であると言え
る。 
 
 射影変換に不変な特徴量の算出を行う 
 オクルージョンに頑強である局所型形状記述子を記述する 
 ピクトグラム固有の多くの情報を含んだ記述によって局所特徴量の情報量を増やす 
 
 以上の 3 つの目標を実現するために、それぞれの目標に特化した以下の 3 つの手法を提
案する。 
 
 複比を取り入れた射影不変量 CRN による特徴量算出（第 3.3 節） 
 ピクトグラムマッチングのための局所型形状記述子（第 3.4 節） 
 輪郭と凸包の関係付与による局所特徴ベクトルの特徴化（第 3.5 節） 
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3.2 提案形状記述子の概要 
  
■射影不変量 CRN による特徴量算出  
 
 ピクトグラムマッチングのための特徴量記述において、どのようにして特徴量を算出す
るかがその後の特徴量比較と結果の出力に大きく関わってくる重要な処理である。例えば
SIFT と SC では輝度値とピクセルの分布、CRS と CN では 2 つのサンプル点から成る線分
と内部構造の交点の位置関係を用いて特徴量を算出している。CRS と CN の異なる点につ
いて、特徴量算出に用いている構造の違いがある。CRS は 2 つのサンプル点から成る 1 つ
の線分から 1 つの特徴量を算出しているが、CN は 3 つサンプル点から成る三角形から求め
られる複数の特徴量を掛け合わせ、1 つの特徴量としている。提案特徴量 CRN も、CRS と
CN と同様に内部構造の交点の位置関係を用いて計算しているが、特徴量算出に用いている
構造（図 3.3）と、正しい複比の定義に乗っ取った式を使用している点で CN と異なる（図
3.4）。CN ではサンプル点 3 点から成る三角形を特徴量算出に用いているが、CRN ではサ
ンプル点 2 点から成る線分を用いることによって、1 線分（三角形の 1 辺）当たりの特徴量
算出のための使用を 1 度のみとした。さらに、1 つの線分から 2 つの交点のみ用いて計算さ
れる CRS とは異なり、CRN では 1 つの線分から 2 つの交点の全ての組み合わせで計算を
行うため、内部情報を豊富に含む記述を可能にしている（図 3.5）。 
 提案特徴量 CRN は射影不変量である複比を用いていることで射影変換前後で変わらな
い値を算出し、複数の交点の組み合わせで複数の CRN 値を算出することで内部情報を多く
含む射影不変な特徴量を実現した。 
 
図 3. 3 特徴量算出に用いる構造の違い 
（左：提案特徴量、CRS、右：CN） 
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図 3. 4 特徴量算出に用いる式の定義の違い 
（左：提案特徴量、CRS、右：CN） 
 
 
 
図 3. 5 特徴量算出に用いる交点の違い 
（左：提案特徴量、右：CRS） 
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■局所型形状記述子 
 
 通常、形状記述子は、自然画像よりも特徴の少ない単純な形状を対象としているため、1
つの形状から情報を多く含んだ 1 つの大域特徴量を算出する。しかし、大域特徴量はオク
ルージョンやノイズによって特徴量全体が変化してしまうため、撮影条件の変化に脆弱で
ある。さらに大域特徴量では特徴量の比較のために、特徴量記述の順番を参照画像とテス
ト画像で同一にするための形状の位置合わせが必要になり、計算時間が多くかかる。そこ
で、以上の大域型形状記述子のデメリットを無くすため、提案形状記述子を局所型の特徴
量とした。既存大域型形状記述子 CN は、3 つのサンプル点から成る三角形の各辺と内部構
造の交点から算出される複数の特徴量を掛け合わせ、全ての三角形で計算される特徴量を
連結して、1 つのピクトグラムから 1 つの特徴ベクトルを算出している。また、CN と同じ
く大域型形状記述子である CRS は、2 つのサンプル点からなる線分と内部構造の交点から
特徴量を算出し、全ての線分から計算される特徴量を連結して、1 つのピクトグラムから 1
つの特徴ベクトルを算出している。以上の 2 つの既存手法は、特徴ベクトルの位置合わせ
のために、サンプル点の数だけ始点を変化させ、記述順が異なる特徴ベクトルを複数用意
する必要がある。この位置合わせのための特徴ベクトルの記述は冗長である。一方、提案
局所型形状記述子は、2 つのサンプル点からなる線分毎に、複数の CRN 値を要素とする、
複数の特徴ベクトルを算出する。つまり、提案局所形状記述子では 1 つのピクトグラムか
ら 2 つのサンプル点の組み合わせと同数の異なる特徴ベクトルを得る。複数の局所特徴ベ
クトルの記述により、オクルージョンの影響を受けない特徴ベクトルを多く検出すること
ができる。さらに、局所特徴ベクトル同士が関係性を持たないことから、形状の位置合わ
せが不要となる。 
 提案局所型形状記述子は、局所毎に特徴量を記述するためオクルージョンに頑強であり、
特徴ベクトル同士の関係を持たないために特徴ベクトルの位置合わせを必要とせず、特徴
量比較にかかる時間を軽減することができる。 
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■輪郭と凸包の関係の付与による特徴化 
 
 一般に、局所特徴ベクトルは画像の一部の情報を用いて算出されることから、大域特徴
ベクトルと比較して含む情報が少ない。ピクトグラムは元々情報が少ない画像であるため、
特徴の少ない画像から得られる局所特徴ベクトルでは正しくマッチングを行うためには不
十分である。そこで、提案形状記述子では、ピクトグラムから得られる局所特徴ベクトル
をピクトグラム毎に特徴化するために、局所特徴ベクトルに輪郭と凸包の関係の付与を行
う。 
 局所特徴ベクトル特徴化として具体的には、特徴ベクトルを記述するために用いる線分
を構成する 2 つの凸包上のサンプル点と輪郭が接しているかどうかで特徴ベクトルのグル
ープ分けを行う。グループは、輪郭グループ 0・輪郭グループ 1・輪郭グループ 2 の三種類
で、特徴ベクトルを記述する線分の 2 つのサンプル点がそれぞれ輪郭に接しているかを調
べ、接しているサンプル点の合計数のグループに特徴ベクトルが割り当てられる。 
 
図 3. 6 提案局所特徴量と既存局所特徴量の記述の違い 
 
この輪郭と凸包の関係の付与により、局所特徴ベクトルを 2 層で表現し、一般的に情報が
少ないとされる局所特徴ベクトルを情報の多い特徴量とすることができた（図 3.6）。 
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 提案記述法である撮影条件変化に頑強な局所型形状記述子は以上の 3 つの提案手法から
構成される。提案形状記述子の既存形状記述子 CRN、CN との違い（表 3.1）から、既存形
状記述子よりも実用ピクトグラムマッチングに適した形状記述子とすることを実現した。 
 
表 3. 1 提案形状記述子と既存形状記述子の違い 
（n：サンプル点の数、M：提案特徴ベクトルの要素の最大数） 
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3.3 射影不変量 Cross Ratio Number（CRN）の提案 
 
 提案手法である領域ベースの形状記述子の、“領域ベース”の特徴量を算出する提案につ
いてここで説明する。撮影条件の変化のうち、射影変換に頑強であることは実用ピクトグ
ラムマッチングの実現のための重要な要素である。また、ピクトグラム独自の情報を記述
するために、内部情報を多く含ませることが求められる。そこで、射影変換に不変な特徴
量を記述と、内部情報を多く含む記述の 2 つを目的とした射影不変量 CRN を提案する。 
 CRN の 1 つ目の目的である射影変換に不変な特徴量の記述のために、射影不変量につい
て調査を行った。その結果、第 2.5.1 項でも述べたように、射影不変量は現在複比のみ存在
する。ゆえに、射影不変な特徴量を記述するために、複比を特徴量として用いることとす
る。また、CRN の 2 つ目の目的である内部情報を多く含む特徴量という点については、対
象の凸包上のサンプル点の全ての組み合わせから線分を構成し、その線分上と内部構造か
ら成る 2 つ以上の交点全てを特徴量の算出に用いることで実現する。 
 複比を基礎とした内部情報を多く含む新しい特徴量 CRN（Cross Ratio Number）の算出
アルゴリズムを以下に定義する。 
手順 1 
対象の凸包を検出し、その凸包上に等間隔の𝑛個のサンプル点𝑃𝑖を取る。 
手順 2 
手順 1 のサンプル点の中から 2 点𝑃𝑖  ,  𝑃𝑗を選び、その点の間に線分を引く。 
手順 3 
線分𝑃𝑖   𝑃𝑗と対象の内部構造が交差する点𝑄𝑖𝑗
(𝑎)
, 𝑄𝑖𝑗
(𝑏)を 2 点取る。 
手順 4 
手順 2 と手順 3 で得られた 4 点𝑃𝑖, 𝑃𝑗 , 𝑄𝑖𝑗
(𝑎), 𝑄𝑖𝑗
(𝑏)を用いて、以下の式で CRN 値を算出する。 
CRN(𝑄𝑖𝑗
(𝑎)
, 𝑄𝑖𝑗
(𝑏)
) =
P𝑖𝑄𝑖𝑗
(𝑎)
𝑄𝑖𝑗
(𝑎)
𝑄𝑖𝑗
(𝑏) ×
𝑄𝑖𝑗
(𝑏)
P𝑗
P𝑖P𝑗
                     (3.1) 
ここで、CRN(𝑄𝑖𝑗
(𝑎)
, 𝑄𝑖𝑗
(𝑏)
)は 4点𝑃𝑖, 𝑃𝑗 , 𝑄𝑖𝑗
(𝑎), 𝑄𝑖𝑗
(𝑏)から得られる CRN 値を表し、点𝑄𝑖𝑗
(𝑎), 𝑄𝑖𝑗
(𝑏)は
線分𝑃𝑖𝑃𝑗と内部構造の𝑎番目、𝑏番目の交点（𝑎 < 𝑏）を指す（図 3.7）。 
手順 5 
手順 3 から 4 までを、線分𝑃𝑖 𝑃𝑗と対象の内部構造が交差する全ての交点の組み合わせで行い
、
a
𝐶2個の CRN 値を算出する。ここで、aは線分𝑃𝑖  𝑃𝑗と対象の内部構造の交点の数を示す。 
手順 6 
手順 2 から 5 までを、サンプル点から 2 点選ぶ全ての組み合わせ（全ての線分）で行う。 
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図 3. 7 CRN 算出の例 
以上から、CRN は射影不変量かつ内部情報を多く含む特徴量であるように定義される。 
 
 
3.4 提案特徴量 CRN を用いた領域ベースの局所型形状記述子の提
案 
 
 提案手法である領域ベースの局所型形状子の、“局所型”に特徴量を記述するための提案
についてここで説明する。撮影条件変化のうちのオクルージョンに頑強であることは実写
ピクトグラムの認識にとって重要である。また、特徴ベクトルによる形状の位置合わせは、
大域型形状記述子の計算時間を増やす大きな問題である。そこで、以上の 2 つの問題を解
決する局所型の形状記述子を提案する。局所型形状記述子は複数の局所特徴量毎のマッチ
ングを行うため、オクルージョンが伴うピクトグラム内に適応させてもオクルージョンの
影響を全く受けない特徴量が多く得られる。さらに、大域特徴量は整列された 1 つの特徴
ベクトルを持つのに対し、複数の局所特徴量同士に関係性がないため、形状の位置合わせ
を必要としない。よって、局所型形状記述子にすることで以上の 2 つの問題を自動的に解
決できると考えた。 
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 新しい局所型形状記述子を以下に定義する。 
 凸包上のサンプル点 2 点の線分 1 つから 1 つの特徴ベクトルを得る（図 3.8）。 
 1 つの特徴ベクトルを𝑀次元で表す。 
 1 つの CRN 値を特徴ベクトルの 1 つの要素とする。 
 線分𝑃𝑖  𝑃𝑗の特徴ベクトルDescriptor𝑖𝑗を以下の式で表す。 
Descriptor𝑖𝑗 = (CRN(𝑄𝑖𝑗
(1), 𝑄𝑖𝑗
(2)) ,… , CRN(𝑄𝑖𝑗
(a−1), 𝑄𝑖𝑗
(a)) , 0,… )
𝑀
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(3.2) 
直線と内部構造の交点の数を a とすると、特徴ベクトルに入れられる CRN 値の順番
は、1 番目の交点と 2 番目から a 番目の交点により得られる CRN 値、その次に 2 番目
の交点と 3 番目から a 番目の交点により得られる CRN 値と続け、最後は(a-1)番目と a
番目の交点により得られる CRN 値が入る。なお、直線と内部構造の交点の組み合わせ
は最大 M 個使用し、M 個より少ない場合は余った要素に 0 が入れられる。 
 ここで、次元 M に関する詳細な説明を行う。線分上で得られる交点の数により、特
徴ベクトルの CRN 特徴量（0 でない値）の数が変化する。次元 M の値は、記述され
る CRN 特徴量の最大個数を意味する。ゆえに、特徴ベクトルに情報を多く含ませるに
は、線分上の交点の組み合わせ分の CRN 特徴量が記述できるために十分な次元数を用
意する必要がある。次元 M の最適値は対象とするピクトグラムの内部交点数によるた
め、データセット毎のパラメータ設定が必要となる。 
以上から、凸包上のサンプル点 2 点選択の全ての組み合わせを用いることで、ピクトグ
ラム 1 つから
𝑛
𝐶2個の特徴ベクトルを得る。 
 
図 3. 8 1 つの局所特徴ベクトル算出例 
 
以上の定義により、オクルージョンに強く、形状の位置合わせを必要としない、局所型
形状記述子の記述が実現できる。 
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3.5 輪郭と凸包の関係付与による特徴化 
 
 提案手法である領域ベースの局所型形状記述子が含む形状情報を増やし、各ピクトグラ
ムの特徴ベクトルをより特徴化するために、輪郭と凸包の関係付与による特徴化の手法を
提案する。情報の付与にあたり、輪郭と凸包の関係を用いた理由を以下で述べる。 
 ピクトグラムの特徴には、色・形状の 2 種類がある。さらに、形状は、内部構造と輪郭
の 2 種類に分けられる。以上のピクトグラムの特徴である色・内部構造・輪郭とそれらの
特徴量への利用について考察する。まず、ピクトグラムの色については、自由に変更可能
であるものが多いため、特定のピクトグラムの色を特徴として用いることはできない。（図
3.9） 
 
図 3. 9 ピクトグラムの色の可変性[29] 
 
ピクトグラムの内部構造については、領域ベースの形状記述子が内部構造の情報から特徴
を得ることから、既に特徴量として既存手法で用いられている。ピクトグラムの輪郭（図
3.10）は、輪郭ベースの形状記述子では用いられているが、領域ベースの形状記述子では、
内部構造の一部として輪郭の情報を取り入れている場合はあるが、そこで取り入れた輪郭
の情報はその他の内部構造の情報と同一に扱われることになるため、輪郭の情報独自の利
用はされていない。つまり、ピクトグラムの輪郭の情報を新たに付与することで、領域ベ
ースの形状記述子の特徴情報を増やすことが可能であると言える。 
         
図 3. 10 ピクトグラムの形状の特徴 
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 提案手法である領域ベースの局所型形状記述子に輪郭情報を付与する手法について考察
する。初めに、輪郭ベースの形状記述子における輪郭の用い方の代表手法として、コーナ
ーを用いる手法[30]やフーリエ記述子による手法[31]、CSSを用いる手法[17]が考えられる。
しかし、これらの手法をそのまま領域ベースの局所型形状記述子に応用することは難しい。
例えば、コーナーを領域ベースの局所型形状記述子に応用する例として、形状の凸包上の
サンプル点がコーナーの場合に特徴ベクトルを特別な値とする方法や、コーナーをサンプ
ル点として扱う方法が考えられる。しかし、凸包上のコーナーは限られた数しかなく情報
として少ないということ、少ないコーナーがオクルージョンで隠れてしまった場合大きな
情報の誤りとなること、さらに、射影変換によって凸包の角度が変わると射影変換前後で
正確にコーナーが検出できないということが理由で、コーナーを提案局所形状記述子に応
用させることは難しい。また、領域ベースの局所型形状記述子にフーリエ記述子や CSS を
組み合わせることも輪郭情報を付与した手法として考えられるが、フーリエ記述子も CSS
も射影不変でないことと、大域特徴量であるので局所特徴量に組み合わせることが難しい
ということから、適切でないと考えらえる。以上の理由から、輪郭ベースの形状記述子に
おける輪郭情報を提案記述子に取り入れることはピクトグラムマッチングの精度を上げる
ために適した手法でない。次に、既存の手法ではなく、新たに凸包と輪郭の関係の情報を
用いることについて考察する。例えば、凸包と輪郭の距離を算出して、特徴ベクトルの最
後に付加する方法や、距離の大きさによって特徴ベクトル全体に重みを掛ける方法が考え
られる。しかし、多次元ベクトルの一部の要素として距離を組み込んでも全体の特徴に影
響しにくいということ、距離が射影不変でないことが問題となり、凸包と輪郭の距離を取
り入れることは不適切である。これらの考察から、輪郭情報をベクトルでもスカラーでも
ない情報として取り入れる手法として、“凸包と輪郭が接しているか接していないか”とい
う条件を取り入れることが最適であると考えた。例えば、形状の射影変換前後で輪郭は凸
包と同様に変化するため、輪郭と凸包が接しているか接していないかという条件はおおよ
そ変化しない。さらに、条件として用いることで、局所形状記述子と組み合わせることが
可能である。以上から、“凸包と輪郭が接しているか接していないか”という条件を、ピク
トグラムの輪郭情報として局所特徴ベクトルに付与することとした。 
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 輪郭と凸包の関係付与による局所特徴ベクトルの特徴化のために“凸包と輪郭が接して
いるか接していないか”という条件を局所特徴ベクトルに加える具体的な手法として、特
徴ベクトル 1 つ 1 つを輪郭情報別のグループに分けることとする。輪郭グループは以下の 3
つから構成される（図 3.11）。 
輪郭グループ 0 
特徴ベクトルを記述する線分を構成するサンプル点 2 点がいずれも輪郭に接していない。 
輪郭グループ 1 
特徴ベクトルを記述する線分を構成するサンプル点 2 点のうち 1 点のみが輪郭に接する。 
輪郭グループ 2 
特徴ベクトルを記述する線分を構成するサンプル点 2 点がどちらも輪郭に接する。 
 
図 3. 11 輪郭と凸包の関係による特徴ベクトルのグループ分け 
（サンプル点の色について、赤：輪郭に接しない、黒：輪郭に接する） 
 この手法により、1 つの特徴ベクトルは𝑀次元の特徴量を持つことの他に、3 つのグルー
プのどこに属すかという情報を持つ。このことは、特徴ベクトルを、グループと特徴量の 2
つの層で表現可能とした。この提案手法は、大域特徴ベクトルと比較して 1 つが持つ情報
量が少ない局所特徴ベクトルの情報をより多いものとすることを実現する。 
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第 4 章 局所型形状記述子を用いたピクトグラ
ムマッチングの高速化 
 
 本章では、提案の 2 つ目である、局所型形状記述子を用いたピクトグラムマッチングの
高速化の提案を行う。ここで用いる局所型形状記述子は、第 3 章で説明した提案形状記述
子である。ピクトグラムマッチングにおける計算時間を速めるためには、特徴量記述の時
間を少なくすること、または特徴量比較の時間を少なくすることが求められる。特徴量記
述については、第 3.2 節の射影不変量 CRN による特徴量算出で述べたように、特徴量記述
に用いる構造の違いから計算時間を既存形状記述子CN[15]よりも高速化することができた。
参照画像の特徴量を事前にデータベースへ入れておくことにより、実際のピクトグラムマ
ッチングシステムでは特徴量記述にかかる時間はテスト画像の特徴量記述の 1 回のみにす
ることができる。一方、特徴量比較は、テスト画像 1 枚についてデータベースの参照画像
全てで行われるため、参照画像の枚数に比例して計算時間が増える。ゆえに、多様なピク
トグラムのマッチングを行う実用アプリケーションにおいて、特に特徴量比較の計算を短
くすることが求められる。そこで、本章ではピクトグラムマッチングのフローにおける特
徴量比較に焦点を当て、高速化の手法の提案を行う。 
 本章で提案するピクトグラムマッチング高速化のフローを、ピクトグラムマッチング全
体のフローと合わせて図 4.1 に示す。 
 
 
図 4. 1 ピクトグラムマッチングにおける特徴量比較提案手法のフロー 
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4.1 提案高速化手法の目標 
 
 提案高速化手法は、ピクトグラムマッチングのフローのうちの特徴量比較を速い計算時
間で行うことを実現する以下の 2 つを目標とした手法から構成される。これらを実現する
特徴量の比較はピクトグラムマッチングの高速化に極めて有効であると言える。 
 
 テスト画像とマッチングし得ない参照画像を削除し、特徴量比較に用いる参照画像の
枚数を削減する。 
 局所特徴ベクトルの比較回数を削減する。 
 
以上の 2 つの目標を実現するために、それぞれの目標に特化した以下の 2 つの手法を提
案する。 
 
 輪郭情報・内部情報を用いたマッチング候補の選出（絞り込み） 
 輪郭グループ内マッチング 
 
 
4.2 提案高速化手法の概要 
 
■マッチング結果候補選出（絞り込み） 
 
 ピクトグラムマッチングにおける特徴量比較では、テスト画像 1 枚から得られる特徴量
と全ての参照画像から得られるそれぞれの特徴量の比較が行われ、テスト画像の特徴量と
一番類似度の高い特徴量を持つ参照画像が結果画像として選ばれ、出力される。つまり、
参照画像の数を𝑅とすると、特徴量比較にかかるおよその計算時間は、ある特徴量と別な特
徴量の比較時間× 𝑅となる。第2章で説明した全ての既存手法は詳細の比較手法は異なるが、
おおよその特徴量比較のフレームワークは以上のようになっている。しかし、特徴量比較
の際、テスト画像と全く異なる参照画像も特徴量比較の処理を行う対象とすることは冗長
であると考えた。そこで、本手法では、参照画像の中からマッチング候補の選出（絞り込
み）を事前に行うことで特徴量比較に用いる参照画像の枚数を削減することで高速化を実
現する。マッチング結果候補の選出にあたり、形状を表現する要素である、輪郭情報と内
部情報を用いる。具体的には、テスト画像と参照画像の以下の 2 つの情報の類似度が閾値
以上の場合のみその参照画像をマッチング候補とし、その後の特徴量比較の処理を行う対
象とする。 
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 輪郭情報 
特徴ベクトルを記述する線分を構成するサンプル点が輪郭に接しているかどうかで分けた
各輪郭グループ（第 3.5 節参照） 
 内部情報 
特徴ベクトルの特徴量を算出する線分と内部構造の交点の数 
 
特徴量比較計算の前にマッチング結果候補の選出を行うことで、テスト画像に対してマ
ッチング結果となりえない参照画像をマッチング対象から外すことができる。そうするこ
とにより、特徴量比較の回数が削除した参照画像分だけ減り、特徴量比較全体の計算時間
を大幅に速めることができる（図 4.2）。 
 
 
図 4. 2 特徴量比較のフレームワーク 
（左：提案手法、右：既存手法） 
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■輪郭グループ内マッチング 
 
 特徴量の比較にあたり、局所特徴量と大域特徴量でその手法は異なる。大域特徴量は 1
つのベクトルで記述されているため、ある大域特徴量と別な大域特徴量との類似度が特徴
量比較の結果となる。一方局所特徴量は、特徴ベクトルが複数存在するため、それぞれの
特徴量の類似度を算出し、その類似度に応じて特徴ベクトルどうしがマッチするかどうか
を判断し、マッチした特徴ベクトルの合計が比較結果となる。ここで形状記述子について
注目した時、局所型形状記述子との違いとして、大域型形状記述子の特徴量比較には形状
の位置合わせが必要である。例えば、対象の凸包上のサンプル点を用いる手法であるCN[15]
や CRS[16]において、特徴ベクトルを記述する順番（どのサンプル点を始点にして記述す
るか）によって大域特徴量全体が大きく変わる。そこで、大域型形状記述子では全てのサ
ンプル点を始点として特徴量を算出して、それぞれの特徴量を比較することにより形状の
位置合わせを行う。一方、局所型形状記述子は特徴ベクトル毎にマッチングを行うため、
位置合わせを必要としない。局所型形状記述子の特徴ベクトルの比較は、テスト画像のあ
る局所特徴量と参照画像のある局所特徴量をそれぞれ選ぶ組み合わせの分だけ比較の計算
を行う。つまり、参照画像とテスト画像の特徴を記述する局所特徴量の数をそれぞれαとす
ると、比較回数は𝛼2で表される。ここで、第 3.5 節で述べたように、本手法の特徴量は輪郭
情報により 3 つの輪郭グループに分けられている（図 3.11）。輪郭グループが異なる特徴ベ
クトル同士のマッチは有り得ないため、特徴ベクトルの比較は同じ輪郭グループ内のみで
行うことにする。これによって、特徴量の比較回数は輪郭グループ毎の数に依存すること
になる。具体的な比較回数は、参照画像とテスト画像の特徴ベクトル全てが同じ 1 つの輪
郭グループに所属した場合の最大𝛼2回、参照画像とテスト画像で特徴ベクトルが全て異な
る輪郭グループに所属した場合の最小 0 回となる。既存手法と提案手法の特徴量比較にお
ける違いを表 4.1 に示す。 
表 4. 1 ピクトグラムマッチングのための特徴量比較における違い 
（n：サンプル点の数、α_SIFT：SIFT 特徴点の数、α_our：提案手法の特徴点の数） 
 
 特徴量比較を輪郭情報グループ内で行うことで、特徴量どうしの比較の回数を平均的に
減らすことができ、特徴量比較の合計時間を減らすことができる。 
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4.3 マッチング候補選出（絞り込み） 
 
この節では、ピクトグラムマッチング高速化のための新しい特徴量比較手法のうちの 1 つ
目の提案である、マッチング候補選出の説明を行う。マッチング候補の絞り込みにあたっ
て、ピクトグラムの輪郭情報に基づく手法、ピクトグラムの内部情報に基づく手法の両方
を提案する。以下から具体的な手法について述べる。 
 
4.3.1 輪郭情報によるマッチング候補の選出 
 
 ピクトグラムの形状情報である輪郭を用いたマッチング結果候補選出の提案を行う。こ
こで、輪郭情報として、第 3.5 節で説明した輪郭と凸包の関係の付与による特徴化で用いた
局所特徴量のグループ分けを用いることとする。 
 第 3.5 節では、特徴ベクトルの特徴化を目的として、1 つの特徴ベクトルを構成する凸包
上のサンプル点 2 点がそれぞれ輪郭に接しているか接していないかで 3 つの輪郭グループ
に分けた。図 4.3 のヒストグラムが示すように、各輪郭グループに存在する内部構造との交
点を 2 点以上持つ（CRN 値が計算可能である）特徴ベクトルの数は、ピクトグラム毎に異
なっていることが分かる。特に、円や三角の形をしたピクトグラムは凸包と輪郭が一致し
ていることからそのヒストグラムは、凸包と輪郭が異なるピクトグラムのヒストグラムと
大きく異なる。このヒストグラムを輪郭情報ヒストグラムと呼ぶこととする。輪郭情報ヒ
ストグラムが大きく異なるということはピクトグラムの輪郭情報が異なることを示すため、
そのピクトグラム同士はマッチングしないことが求められる。逆に、似た輪郭情報ヒスト
グラムを持つピクトグラムは、輪郭情報も似ていることを意味するため、そのピクトグラ
ム同士はマッチング結果になりうることを示す。以上の輪郭情報ヒストグラムが持つ意味
から、テスト画像に対して輪郭情報ヒストグラム類似度が高い参照画像をマッチング候補
画像とし、その他の参照画像はその後のマッチング処理を行わないことで特徴量比較の高
速化を実現することができる。本研究では輪郭情報ヒストグラムの類似度をヒストグラム
交差法で算出し、参照画像とテスト画像の輪郭情報の類似度を求める。類似度が閾値より
も大きいピクトグラムのみをマッチング候補として残し、類似度が閾値以下のものはその
後のマッチング処理を行わない。 
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図 4. 3 各ピクトグラムとその輪郭情報ヒストグラム 
（縦軸：特徴ベクトルの輪郭グループ、横軸：特徴ベクトルの数） 
 
 輪郭情報によるマッチング候補選出のアルゴリズムを以下に示す。 
手順 1 
テスト画像と参照画像について、特徴量記述において 3 つの輪郭グループに分けられた特
徴ベクトルの数を基にヒストグラムを構成する。 
手順 2 
ヒストグラム交差法により、手順 1 で作成したテスト画像と参照画像の輪郭情報ヒストグ
ラムの類似度を算出する。 
手順 3 
参照画像とテスト画像の類似度が閾値より大きいか閾値以下であるかを判定する（図 4.4）。 
類似度が閾値以下である場合は、対象の参照画像がマッチング結果とならないと判断し、
以降のマッチング処理で使用しない。 
類似度が閾値より大きい場合は、対象の参照画像をマッチング候補とし、以降のマッチン
グ処理で使用する。 
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図 4. 4 輪郭情報によるマッチング候補選出の例 
 
以上の手法により、テスト画像の輪郭情報と大きく異なる輪郭情報を持つ参照画像を町
イング候補から削除し、その後のマッチング処理を行わないことで、特徴量比較にかかる
時間を大幅に削減することが可能となる。 
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4.3.2 内部情報によるマッチング候補の選出 
 
 ピクトグラムの形状情報である内部情報を用いたマッチング候補選出の提案を行う。こ
こで、内部情報として、第 3.3 節で説明した凸包上の 2 つのサンプル点による線分と内部構
造との交点の数を用いることとする。 
第 3.3 節では、射影不変な特徴量である CRN を算出するために、2 つのサンプル点による
線分と内部構造の交点の位置情報を用いた。この時、1 つの線分上に得られる交点の数は、
そのピクトグラムの内部情報によって異なる。図 4.5 では、輪郭グループ別に、特徴ベクト
ルの交点の数を横軸とし、特徴ベクトルの数を縦軸として作成したヒストグラムをピクト
グラム毎に表している。これを、内部情報ヒストグラムと呼ぶこととする。図 4.5 が示すよ
うに、輪郭情報ヒストグラムが似ていても、内部構造ヒストグラムが大きく異なるピクト
グラムが存在している。内部情報ヒストグラムが大きく異なるということは、ピクトグラ
ムの内部構造が異なることを示すため、そのピクトグラム同士はマッチングしないことが
求められる。逆に、似た内部情報ヒストグラムを持つピクトグラムは、内部情報も似てい
ることを意味するため、そのピクトグラム同士はマッチング結果になり得ることを示す。
以上の内部情報ヒストグラムが持つ意味から、テスト画像に対して内部情報ヒストグラム
類似度が高い参照画像をマッチング候補とし、その他の参照画像はその後のマッチング処
理を行わないことで特徴量比較の高速化を実現することができる。本研究では、まず輪郭
グループ別に、内部情報ヒストグラムの類似度をヒストグラム交差法で算出し、輪郭グル
ープ別内部情報ヒストグラムの類似度を求める。そして、内部情報全体の類似度を、各輪
郭グループに属する特徴ベクトルの数の割合を基に計算する。類似度が閾値よりも大きい
ピクトグラムのみをマッチング候補として残し、類似度が閾値以下のものはその後のマッ
チング処理を行わないこととする。 
 
図 4. 5 輪郭情報ヒストグラムと内部情報ヒストグラムの例 
（内部情報ヒストグラムについて、横軸：交点の数、縦軸：特徴ベクトルの数） 
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内部情報によるマッチング候補選出のアルゴリズムを以下に示す。 
手順 1 
テスト画像と参照画像について、各輪郭グループ別に、特徴ベクトルの交点の数を横軸と
し、特徴ベクトルの数を縦軸としたヒストグラムを構成する。 
手順 2 
ヒストグラム交差法により、手順 1 で作成したテスト画像と参照画像の輪郭グループ別の
内部情報ヒストグラムの類似度を算出する。ここで、輪郭グループ 0 の内部情報ヒストグ
ラムの類似度を𝑆𝑖𝑚_𝐼0、輪郭グループ 1 の内部情報ヒストグラムの類似度を𝑆𝑖𝑚_𝐼1、輪郭グ
ループ 2 の内部情報ヒストグラムの類似度を𝑆𝑖𝑚_𝐼2とした（図 4.6）。 
手順 3 
以下の式で内部情報全体の類似度𝑆𝑖𝑚_𝐼 を算出する。 
𝑆𝑖𝑚_𝐼 ＝(
𝑆𝑖𝑚_𝐼0 ×𝐺0
𝐺0+𝐺1+𝐺2
)＋ (
𝑆𝑖𝑚_𝐼1 ×𝐺1
𝐺0+𝐺1+𝐺2
)＋ (
𝑆𝑖𝑚_𝐼2 ×𝐺2
𝐺0+𝐺1+𝐺2
)               (4.1) 
ここで、輪郭グループ 0の特徴ベクトルの数を𝐺0、輪郭グループ 1の特徴ベクトルの数を𝐺1、
輪郭グループ 2 の特徴ベクトルの数を𝐺2とした。 
手順 4 
類似度が閾値より大きいか閾値以下であるかを判定する。 
類似度が閾値以下である場合は、対象の参照画像がマッチング結果とならないと判断し、
以降のマッチング処理で使用しない。 
類似度が閾値より大きい場合は、対象の参照画像をマッチング候補とし、以降のマッチン
グ処理で使用する。 
 
図 4. 6 内部情報ヒストグラムの算出例 
 
以上の手法により、テスト画像の内部情報と異なる内部情報を持つ参照画像をマッチン
グ候補から削除し、その後のマッチング処理を行わないことで、特徴量比較にかかる時間
を大幅に削減することが可能となる。 
 
第 4 章 局所型形状記述子を用いたピクトグラムマッチングの高速化 
57 
 
4.3.3 マッチング候補選出の性能評価 
 
輪郭情報と内部情報によるマッチング候補の選出について、実際にどれほどマッチング
候補が絞られるか検証するための実験を行った。以下からここで行う評価実験準備ついて
述べる。 
 
 実験概要 
輪郭情報を用いるマッチング候補選出と内部情報を用いるマッチング候補選出の 2 つ
手法の評価を行う。 
 使用手法 
輪郭情報を用いるマッチング候補選出後、内部情報を用いるマッチング候補選出を行
う手法。これは、提案手法のピクトグラムマッチングで局所特徴量比較の直前に用い
る手法と同様の用い方である。ここで、輪郭情報の類似度の閾値は、0.7,0.8,0.9、内部
情報の類似度の閾値は、0.4,0.5,0.6,0.7 とする。 
 評価基準 
使用手法によるマッチング候補選出を行った後、参照画像から選出されたマッチング
候補の数を求める。また、マッチング候補の中に正解画像が含まれているかどうかを
判断する。 
 使用画像 
ピクトグラム 125 枚を参照画像として使用する。ピクトグラムは標準案内用図記号[29]
から同じ意味のものを除く全 125 枚を用いる。また、テスト画像として実写画像を 2
枚使用する（図 4.7）。実写画像は、撮影画像の中からピクトグラム領域を取り出した
ものである。テスト画像のピクトグラムが意味する形状と同じ形状が参照画像にそれ
ぞれ 1 枚ずつ含まれている。 
 
図 4. 7 使用テスト画像 
（左：テスト画像 1、右：テスト画像 2） 
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 マッチング候補選出の性能評価実験結果を以下に示す。 
 
図 4. 8 テスト画像 1 についての実験結果 
 
図 4. 9 テスト画像 2 についての実験結果 
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図 4.8,4.9 の実験結果から、輪郭情報・内部情報によるマッチング候補選出により、125 枚
の参照画像の中からそれぞれ輪郭情報・内部情報の類似度が低いものを多く削除できてい
ることが分かる。さらに、テスト画像 1 と 2 において全てのパラメータで正解画像がマッ
チング結果候補に選ばれていた。以上から、提案マッチング候補選出法により、正解画像
を削除することなく大幅に比較参照画像を減らすことができ、特徴量比較計算時間を減ら
すことができると証明できた。 
 
4.4 輪郭グループ内マッチング 
 
 この節では、ピクトグラムマッチング高速化のための新しい特徴量比較手法の 2 つ目の
提案である、輪郭グループ内マッチングの説明を行う。ここでは、局所特徴ベクトルの比
較回数を削減させることにより、ピクトグラムマッチングにおける特徴量比較にかかる計
算時間を減らすことを目的としている。以下から具体的な手法について述べる。 
局所特徴ベクトルの比較回数を減らすために、輪郭グループ内マッチングを提案する。
輪郭グループ内マッチングは、前節で説明したマッチング候補選出を行った後に行うため、
参照画像から選ばれたマッチング候補画像を用いる。 
 第 3.5 節では、特徴ベクトルの特徴化を目的として、1 つの特徴ベクトルを構成する凸包
上のサンプル点 2 点がそれぞれ輪郭に接しているか接していないかで 3 つの輪郭グループ
に分けた。輪郭グループが異なるということは、特徴ベクトルの輪郭情報が異なることを
示すため、その特徴ベクトル同士はマッチングしないことが求められる。逆に、同じ輪郭
グループの特徴ベクトルどうしはマッチングする可能性があると言える。以上の輪郭グル
ープが持つ意味から、局所特徴ベクトルのマッチングを輪郭グループが同じ特徴ベクトル
のみで行うことで、異なる特徴ベクトルの比較を避け、特徴ベクトルの比較回数を減らす
ことができる。以上の理由から、同じ輪郭グループ内の局所特徴ベクトルのみで特徴量の
比較を行う輪郭グループ内マッチングは高速化・高精度化に有効であると言える。 
 輪郭グループ内マッチングのアルゴリズムを以下に示す。 
手順 1 
テスト画像と参照画像の特徴ベクトルの比較を、同じ輪郭グループ内で行う。 
特徴ベクトルの比較は L1 ノルムの距離で行い、テスト画像のある特徴ベクトルからの最短
距離の参照画像の特徴ベクトルについて、その参照画像の特徴ベクトルからの最短距離の
特徴ベクトルが同じテスト画像の特徴ベクトルである時にその 2 つの特徴ベクトルをマッ
チしたと判断する、クロスマッチングでマッチングを行う。輪郭グループ毎にクロスマッ
チングの結果であるマッチ数を算出する。 
手順 2 
手順 1 により、それぞれ 3 つの輪郭グループでマッチした特徴ベクトルの数の合計を、テ
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スト画像と参照画像の特徴ベクトルのマッチ数とする（図 4.10）。 
 
 
図 4. 10 輪郭グループ内マッチングの概要 
 
以上の手法により、同じ輪郭グループ内のみで特徴ベクトルの比較を行うことで、局所
特徴ベクトルの比較回数を減らし、特徴量比較にかかる時間を大幅に削減することが可能
となる。 
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第 5章 提案手法の性能評価 
 
 この章では、本研究で提案した、撮影条件変化に頑強な局所型形状記述子と局所型形状
記述子を用いたピクトグラムマッチングの高速化を合わせたピクトグラムマッチング手法
の性能評価を行う。性能評価として具体的には、射影変換・オクルージョン・回転変換を
伴ったピクトグラムのマッチ率、ピクトグラムの特徴量算出・特徴量比較の計算時間をそ
れぞれ測定することとする。評価には、日本の公共施設などで一般的に用いられている、
標準案内用図記号[29]を用いる。 
 提案手法の性能を評価するために、提案手法評価の使用画像と同様のテスト画像・参照
画像を用いて、SIFT[3]、CN[15]、CRS[16]によるピクトグラムマッチングの性能比較を行
う。 
 
5.1 提案手法を用いたピクトグラムマッチングフレームワークの詳細 
 
 評価実験で用いた提案手法のフレームワークを図 5.1 に示す。この節では、図 5.1 に沿っ
て提案手法の詳細なフローを説明する。 
 
図 5. 1 提案手法のフレームワーク 
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1. 入力画像 
 光学カメラでピクトグラムを撮影することを前提とする。この時、自然画像からピクト
グラム領域のみを取り出したものを入力画像とする。 
2. 前処理 
 スケールの正規化のために、リサイズを行う。次に、細かいノイズを除去するためにガ
ウシアンブラーをかける。そして、内部構造の検出のためにキャニーフィルターによりエ
ッジを抽出する。このエッジから凸包を検出し、凸包上に等間隔の𝑛個のサンプル点を取る。
この時、サンプル点が位置する凸包がピクトグラムの輪郭に接しているか接していないか
判断する。 
3. 記述 
 異なるサンプル点を 2 点選択し、その 2 点をつなぐ線分を引く。その線分と内部構造の
交点を基に CRN 値を算出する（第 3.3 節）。複数の交点から求めた複数の CRN 値を連結し
たものが 1 つの局所特徴量となる（第 3.4 節）。これを異なるサンプル点 2 点を選択する全
ての組み合わせで行い、
n
C2個の局所特徴量を記述する。 
4. グループ分け 
 輪郭と凸包の関係による特徴化のために、特徴ベクトルのグループ分けを行う（第 3.5 節）。
凸包上のサンプル点が輪郭に接している数（0 から 2）によって特徴ベクトルを 3 つの輪郭
グループに分ける。 
5. 輪郭情報による候補選出 
手順 4 で分けた輪郭グループの特徴ベクトルの数を基に輪郭情報ヒストグラムを作成す
る。入力画像と参照画像の輪郭情報ヒストグラムの類似度を算出し、類似度が閾値以上の
参照画像をマッチング候補とする（第 4.3.1 項）。類似度はヒストグラム交差法で算出する。 
6. 内部情報による候補選出 
サンプル点 2 点から成る線分と内部構造の交点の数を基に内部情報ヒストグラムを作成
する。入力画像と手順 5 で選出したマッチング候補の内部情報ヒストグラムの類似度を算
出し、類似度が閾値以上の参照画像をマッチング候補とする（第 4.3.2 項）。類似度はヒス
トグラム交差法で算出する。 
7. マッチング 
手順 6 で選出したマッチング候補の局所特徴量と入力画像の局所特徴量についてそれぞ
れの輪郭グループ毎にマッチングを行い、全ての輪郭グループでのマッチング数の合計を
マッチング結果とする（第 4.4 節）。マッチングは入力画像の特徴量とマッチング候補画像
の特徴量の双方から距離が一番近いものを選択するクロスマッチングとし、距離は L1 ノル
ムで算出する。 
8. 結果 
 全ての参照画像で手順 5 から 7 を行い、入力画像の特徴量とのマッチング数が一番大き
い参照画像を結果として出力する。 
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5.2 実験準備 
 
5.2.1 使用データセット 
 
 評価実験には、ピクトグラム 125 枚を参照画像として使用した。ピクトグラムは標準案
内用図記号[29]から同じ意味のものを除く全 125 枚を用いた（図 5.2）。標準案内用図記号
とは、国土交通省の関係公益法人である交通エコロジー・モビリティー財団が検討して策
定した案内用図記号の標準であり、日本で最も一般的に標識などに用いられているピクト
グラムである。 
 
図 5. 2 評価実験に用いたピクトグラム参照画像[29] 
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 テスト画像については以下の 3 種類の撮影条件の変化を伴うピクトグラムを用いた（図
5.3）。 
 射影変換 
画像の中心点を通る、画像水平面上の縦軸、横軸を回転軸にして、水平面を 0°とし
て、それぞれ 20°、40°、60°に回転させた 9通りの射影変換を伴うピクトグラム 1125
枚（125 枚×9 通り） 
 オクル―ジョン 
ピクトグラムの凸包の面積に対してそれぞれ 1/8,1/16,1/32 の大きさの障害物（四角
形）を凸包内にランダムに張り付けた 3 通りのオクル―ジョンを伴うピクトグラム 375
枚（125 枚×3 通り） 
 回転変換 
画像の中心を回転点にして、画像水平面上を時計回りで 15°、30°、45°、60°、
75°に回転させた 5 通りの回転変換を伴うピクトグラム 625 枚（125 枚×5 通り） 
 
 
図 5. 3 テスト画像の例 
（左：射影変換画像、右上：オクルージョン画像、右下：回転変換画像） 
 
以上のテスト画像の撮影条件変化の強さは実際に伴う変換を考慮した十分な範囲と言える。
例えば、縦軸横軸共に 60°ずつ射影変換した画像は、およそ地面から 6.5m の高さにある
看板を、1.5m の高さにあるカメラで斜め方向に約 4.2m 離れた場所から撮影した場合に相
当する変換画像である。 
 また、参考として自然画像を対象とした SIFT の計算時間を計測するために、自然画像
20 枚を用意した（図 5.4）。 
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図 5. 4 評価実験に用いた自然画像 
  
尚、全ての画像のスケールは 300×300 ピクセル、画像形式は jpg である。 
 
5.2.2 使用手法 
 
提案特徴量の評価を行うために、既存手法との比較実験を行う。さらに、高精度化のた
め特徴量記述に関する 3 つの提案要素（“射影不変量 CRN”、“局所型形状記述子”、“輪郭
と凸包の関係付与による特徴化”）、高速化のための特徴量比較に関する 3つの提案要素（“輪
郭情報によるマッチング候補選出”、“内部情報によるマッチング候補選出”、“輪郭グルー
プ内マッチング”）の有効性を評価するために、提案手法と既存手法の一部の要素を変更し
た手法を用意した。各使用手法は以下の 12 パターンである。 
 
手法 1）提案局所特徴量 
手法 2）既存大域特徴量 CN[15] 
手法 3）既存局所特徴量 CRS[16] 
手法 4）既存局所特徴量 SIFT[3] 
手法 5）提案特徴量の“CRN 値”を“CN 値”に変更した局所特徴量 
手法 6）既存特徴量 CN の“CN 値”を“CRN 値”に変更した大域特徴量 
手法 7）提案特徴量の“局所型”を“大域型”に変更した大域特徴量（局所特徴量でなくな
ることで、“輪郭と凸包の関係付与”もなしとなる） 
手法 8）既存特徴量 CN の“大域型”を“局所型”に変更した局所特徴量 
手法 9）提案特徴量の“輪郭と凸包の関係付与”をなくした局所特徴量 
手法 10）提案特徴量の“輪郭情報によるマッチング候補の選出”をなくした局所特徴量 
手法 11）提案特徴量の“内部情報によるマッチング候補の選出”をなくした局所特徴量 
手法 12）提案特徴量の“輪郭情報によるマッチング候補の選出”と“内部情報によるマッ
チング候補の選出”をなくした局所特徴量 
 
尚、手法 1~3,5~12 における凸包上のサンプル点の数𝑛、手法 1,5,8~12 における特徴ベクト
ルの次元数𝑀、手法 1,5,8,11 の輪郭情報によるヒストグラムの類似度の閾値、手法 1,5,8,10
の内部情報によるヒストグラムの類似度の閾値は可変なパラメータである。適切なパラメ
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ータを決めるため、以下のようにパラメータを変更して予備実験を行い（第 5.3.1 項）、最
適値を設定して実験を行うこととする。 
 
 凸包上のサンプル点の数𝑛 
20,30,40,50,55,60,65 
 特徴ベクトルの次元数𝑀 
28,36,45 
 輪郭情報によるヒストグラムの類似度の閾値 
0.6,0.7,0.8 
 内部情報によるヒストグラムの類似度の閾値 
0.4,0.5,0.6,0.7 
 
手法 5,7,9 は提案手法内の特徴量記述に関する 3 つ提案要素をそれぞれ除いた手法、手法
6,8 は提案手法内の特徴量記述に関する提案要素“射影不変量 CRN”と“局所型形状記述
子”を既存手法 CN にそれぞれ追加した手法である。ここで、既存手法 CN に“輪郭と凸
包の関係付与による特徴化”のみを追加しなかった理由は、既存手法 CN が大域型特徴量
であるため、局所特徴量のための手法である“輪郭と凸包の関係付与による特徴化”と組
み合わせることができないからということである。提案手法、既存手法 CN、以上の手法
5~9 と特徴量記述提案要素の関係を表 5.1 にまとめる。また、手法 9~11 は提案手法内の特
徴量比較に関する 3 つの提案要素をそれぞれ除いた手法、手法 12 は輪郭情報と内部情報の
マッチング候補の選出をどちらも除いた手法である。 
表 5. 1 各手法と特徴量記述提案要素の関係 
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手法 1から 4の手法を比較することで既存手法と比較した提案手法の性能を示す。また、
手法 1 と手法 5 から 9 を比較することで、提案手法内のピクトグラムマッチング高精度化
のための特徴量記述に関する各提案要素の有効性を示す。さらに、手法 1 と手法 9 から 12
を比較することで、提案手法内のピクトグラムマッチング高速化のための特徴量比較に関
する各提案要素の有効性を示す。 
 
5.2.3 評価基準 
 
本実験の手法評価基準として、マッチ率と計算時間を用いる。 
マッチ率を計算するために初めに、テスト画像と全ての参照画像（またはマッチング候
補画像）の類似度を求め、一番テスト画像との類似度が高い参照画像をマッチング結果と
する。次に、その結果が正しい画像であるか、異なる画像であるかを判断し、マッチ率を
算出する。類似度は、局所特徴量を用いる手法では参照画像と入力画像の特徴量双方から
距離が一番近いものを選択するクロスマッチング（手法 1,5,8~12 では L1 ノルムを、手法 4
では L2 ノルムで距離を算出）、手法 2,6,7 ではヒストグラム交差法、手法 3 では DTW を用
いて算出する。 
計算時間は特徴量記述時間の測定のために“1 つのピクトグラムから特徴量を計算する時
間”を、特徴量比較時間の測定のために“1 つのピクトグラムの全ての特徴量とある別のピ
クトグラムの全ての特徴量とのマッチングにかかる時間”を、全参照画像 125 枚を用いて
測定する。 
 
5.2.4 実験環境 
 
 評価実験に用いた PC の環境は以下の通りである。 
 CPU：Intel(R) Core(TM) i3-3240 CPU 3.40GHz 
 メモリ（RAM）：12.0GB 
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5.3 射影変換を伴うピクトグラムのマッチ率評価実験 
 
この実験では、まず初めに手法 1~3 を用いてパラメータを設定するための予備実験を行
う。射影変換を伴うピクトグラムでパラメータ設定を行った理由は、射影変換が撮影条件
の変化の中でも最も厳しい条件であるためである。以後は予備実験で最適となったパラメ
ータを用いて実験することとする。パラメータ設定のための予備実験の後、手法 1~3 を用
いて提案手法と既存手法 CN、CRS を比較し、手法 1,2 と手法 5~9 を用いて、提案手法内
の提案要素である“射影不変量 CRN”、“局所型形状記述子”、“輪郭と凸包の関係付与によ
る特徴化”の、射影変換を伴うピクトグラムに対する有効性を評価する。この節では、手
法 3 の SIFT は射影変換に対応できないため使用手法から除いた。 
 
5.3.1 パラメータ設定予備実験 
 
手法 1 について、輪郭情報と内部情報と類似度の閾値を 0 に固定し、次元数と凸包上の
サンプル点の数をそれぞれ変化させて行った実験の結果を示す。輪郭情報と内部情報と類
似度の閾値を 0 に固定することは、参照画像の絞り込みをなくし、全参照画像をマッチン
グに用いることを意味する。以下の図 5.5、表 5.2 に実験結果を示す。ここで、実験結果の
マッチ率は、全ての種類の射影変換を伴うピクトグラムのマッチ率の平均を取ったものを
示す。 
 
 
図 5. 5 提案特徴量（手法 1）によるサンプル点の数と次元数毎の射影変換を伴うピクトグ
ラムのマッチ率のグラフ 
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表 5. 2 提案特徴量（手法 1）によるサンプル点の数と次元数毎の 
射影変換を伴うピクトグラムのマッチ率[%] 
 
20 30 40 50 55 60 65 
21 73.1 90.6 93.8 94.0 94.9 96.4 96.0 
28 73.0 90.4 93.5 93.9 95.1 96.5 95.7 
36 72.7 90.4 94.0 93.9 95.1 96.5 95.8 
 
以上の結果から、凸包上のサンプル点の数が 60、次元数が 28,36 の時にマッチ率が最も高
いことが分かる。次元数が少ないほど特徴量計算と比較時間が短くなるため、次元数は 28
を選択することとする。以上の予備実験から、以後は手法 1 について凸包上のサンプル点
の数は 60、次元数は 28 に固定して実験を行う。 
 
 次に、凸包上のサンプル点の数を 60、次元数を 28、内部情報の類似度の閾値を 0 に固定
し、輪郭情報の類似度の閾値を変化させて行った予備実験の結果を示す。内部情報の類似
度の閾値を 0 に固定した理由は、輪郭情報によるマッチング候補選出のみのマッチ率への
影響を考察するためである。結果を図 5.6 に示す。 
 
図 5. 6 提案特徴量（手法 1）による輪郭情報の類似度の閾値毎の射影変換を伴うピクトグ
ラムのマッチ率のグラフ 
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以上の結果から、輪郭情報の類似度の閾値が 0.8 以下の場合に正解画像を削除することなく、
輪郭情報によってマッチング候補選出が行われていると言える。輪郭情報の類似度の閾値
が高いほどマッチング候補が絞られ、特徴量比較にかかる時間が少なくなるため、以後は
輪郭情報の類似度の閾値を 0.8 に固定して実験を行う。 
 次に、凸包上のサンプル点の数を 60、次元数を 28、内部情報の類似度の閾値を 0.8 に固
定し、内部情報の類似度の閾値を変化させて行った予備実験の結果を図 5.7 に示す。 
 
図 5. 7 提案特徴量（手法 1）による内部情報の類似度の閾値毎の射影変換を伴うピクトグ
ラムのマッチ率のグラフ 
 
以上の結果から、内部情報の類似度の閾値が 0.5 以下の場合に正解画像を削除することなく、
内部情報によってマッチング候補選出が行われていると言える。内部情報の類似度の閾値
が高いほどマッチング候補が絞られ、特徴量比較にかかる時間が少なくなるため、以後は
内部情報の類似度の閾値を 0.5 に固定して実験を行う。また、提案手法の一部の提案要素を
除いた手法 5,7,9~12 の評価実験では手法 1 における最適なパラメータを使用することとす
る。 
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 手法 2 と 3 について、凸包上のサンプル点の数をそれぞれ変化させて行った予備実験の
結果を図 5.8、5.9 に示す。 
 
図 5. 8 CN（手法 2）によるサンプル点の数毎の射影変換を伴うピクトグラムのマッチ率 
 
図 5. 9 CRS（手法 3）によるサンプル点毎の射影変換を伴うピクトグラムのマッチ率 
 
以上の結果から、それぞれ凸包上のサンプル点の数が 60 の時に最も高いマッチ率が得られ
ていることが分かる。以後は手法 2,3 において凸包上のサンプル点の数は 60 に固定して実
験を行う。また、既存手法 CN の一部を変更した手法 6,8 の評価実験では手法 2 における最
適なパラメータを使用する。 
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5.3.2 評価実験結果 
 
前項の予備実験で求めた最適なパラメータを用いて、手法 1~3, 5~9 による射影変換を
伴うピクトグラムのマッチ率を測定した。以下の表 5.3 に全ての使用手法の結果をまとめる。 
 
表 5. 3 射影変換を伴うピクトグラムのマッチ率[%] 
手法 縦/横 20° 40° 60° 全画像 
手法 1     
（提案特徴量） 
20° 100.0 97.6 94.4  
96.6 40° 100.0 98.4 96.8 
60° 91.2 94.4 96.8 
手法 2   
（CN[15]） 
20° 79.2 51.2 30.4  
43.8 40° 54.4 44.8 30.4 
60° 42.4 36.0 25.6 
手法 3 
（CRS[16]） 
20° 76.0 47.2 28.0  
46.8 40° 62.4 58.4 37.6 
60° 38.4 31.2 41.6 
手法 5 
（手法 1 の 
“CRN”なし） 
20° 96.0 75.2 59.2  
70.9 40° 80.8 72.8 62.4 
60° 66.4 64.0 61.6 
手法 6 
（手法 2 の     
（“CRN”あり） 
20° 89.6 68.0 36.0  
47.2 40° 60.8 46.4 35.2 
60° 35.2 30.4 23.2 
手法 7 
（手法 1 の 
“局所型”なし） 
20° 93.6 70.4 40.0  
50.0 40° 68.0 48.0 37.6 
60° 33.6 31.2 27.2 
手法 8 
（手法 2 の 
“局所型”あり） 
20° 84.0 55.2 34.4  
48.4 40° 60.0 47.2 35.2 
60° 40.0 42.4 36.8 
手法 9 
（手法 1 の 
“輪郭情報”なし） 
20° 96.8 88.8 81.6  
87.6 40° 92.0 89.6 84.0 
60° 78.4 86.4 90.4 
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5.3.3 評価実験考察 
 
前項の結果から、全画像を通して提案手法により、射影変換を伴った画像のマッチ率が
全ての手法と比較して最も高くなった。特に全画像について CN より 52.7%、CRS より
49.7%と大幅に提案手法のマッチ率が上がった。既存手法では変換角度の大きいものほど大
きくマッチ率が下がっているが、提案特徴量ではマッチ率を 91.2%以上に高く保てている
ことから、射影変換への頑強性があると言える。既存手法 CN、CRS について論文[15][16]
の結果よりも大幅に低いマッチ率となっている。CN については、論文[15]で用いられてい
るデータセットの数よりも本実験で用いたデータセットの数が約 4 倍多いこと、射影変換
の強さの幅が大きいことが原因と考えられる。CRS については、論文[16]で用いられてい
るデータセットの数よりも本実験で用いたデータセットの数が約 2 倍多いことと、[16]では
内部情報が少ないアルファベットを対象とした実験となっているが、本実験ではピクトグ
ラム内部で得られる交点がアルファベットよりも多いことが原因であると考えられる。ま
た、提案手法から“射影不変量 CRN”を除いた手法 5 のマッチ率が手法 1 と比較して下が
っていることと、既存手法へ“射影不変量 CRN”を追加した手法 6 のマッチ率が手法 2 と
比較して上がっていることから、CRN の射影変換への頑強性が証明できる。手法 7 は、射
影不変量である CRN を CN 値の代わりに用いたため手法 2 より高いマッチ率となった。し
かし局所特徴量ではなく大域特徴量としたことで、射影変換による凸包上のサンプル点の
位置のずれが残るため、手法 1 よりマッチ率が悪くなった。また、既存手法へ“局所型形
状記述子”を追加した手法 8 のマッチ率が手法 2 よりも高いことからも、“局所型形状記述
子”が射影変換への頑強性を持っていることが言える。手法 9 では、輪郭と凸包の関係を
付与しないことで、ピクトグラムの局所特徴ベクトルの独自性が高まらず、マッチ率が提
案特徴量より悪くなった。以上の手法 5~9 の結果の考察から、射影変換に対し、提案手法
内の 3 つの提案要素（“射影不変量 CRN”、 “局所型形状記述子”、“輪郭と凸包の関係付
与による特徴化”）がそれぞれ有効であり、その 3 つの手法を組み合わせて用いた手法 1 が
最も有効であると証明できた。さらに、手法 1,5,7,9 の全画像のマッチ率の比較から、“局
所型形状記述子”、“射影不変量 CRN”、“輪郭と凸包の関係付与”の順に射影変換により有
効な提案手法であると言える。 
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5.4 オクルージョンを伴うピクトグラムのマッチ率評価実験 
 
この実験では、手法 1~4 を用いてオクルージョンを伴うピクトグラムに対する提案手法
と既存手法 SIFT、CN、CRS のマッチ率を比較し、手法 1,2 と手法 7~9 を用いて“局所型
形状記述子”、“輪郭と凸包の関係付与による特徴化”の 2 つの提案要素のオクルージョン
に対する有効性を証明する。“射影不変量 CRN”は射影不変への対応のための要素であり、
オクルージョンを伴うピクトグラムの実験ではその要素のみの評価を行う必要がないため、
手法 5,6 を使用手法から除いた。パラメータは、第 5.3.1 項で求めた最適なパラメータをそ
れぞれ用いる。 
 
5.4.1 評価実験結果 
 
 オクルージョンを伴うピクトグラムに対する各手法のマッチ率を表 5.4 に示す。 
 
表 5. 4 オクルージョンを伴うピクトグラムのマッチ率[%] 
手法 オクル―ジョンの大きさ 全画像 
 1/8 1/16 1/32 
手法 1 
（提案特徴量） 
97.6 100.0 100.0 99.2 
手法 2 
（既存手法 CN[15]） 
91.2 94.4 96.0 93.9 
手法 3 
（既存手法 CRS[16]） 
77.6 86.4 86.4 83.5 
手法 4 
（既存手法 SIFT[3]） 
81.6 85.6 90.4 85.9 
手法 7         
（手法 1 の“局所型”なし） 
97.6 97.6 99.2 98.1 
手法 8         
（手法 2 の“局所型”あり） 
97.6 100.0 100.0 99.2 
手法 9 
（“輪郭情報”なし） 
90.4 96.8 98.4 95.2 
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5.4.2 評価実験考察 
 
 前項の結果から、全画像を通して提案手法により、オクルージョンを伴った画像のマッ
チ率が既存手法より高いことが分かる。提案特徴量は輪郭と凸包の関係を取り入れた局所
特徴量であることから、オクルージョンによって変化した箇所を無視し、正しい多くの特
徴量をマッチングできるため、既存手法より良い結果であった。SIFT はローカル特徴量で
あるが、第 1 章で述べたように、特徴の少ないピクトグラムでは特徴点の数が少なく、異
なる特徴点とマッチングさせてしまうという 2 つの欠点によりマッチ率が低くなった。提
案手法から“局所型”を除いた手法 7 のマッチ率が手法 1 よりも低く、既存手法 CN へ“局
所型”を追加した手法 8 のマッチ率が手法 2 よりも高くなっていることから、局所型形状
記述子のオクルージョンへの有効性が証明できる。また、手法 9 のマッチ率が手法 1 より
も悪くなっていることから、輪郭情報を付与した局所特徴ベクトルの有効性が証明できる。
ここで、手法 7 よりも手法 9 が悪いことから、特徴の少ないピクトグラムに対して局所特
徴量を用いるには輪郭と凸包の関係の付与による特徴化が必要だと言える。以上の結果か
ら、“局所型形状記述子”と”輪郭と凸包の関係による特徴化”の組み合わせがオクルージ
ョンに効果的であり、提案特徴量がオクルージョンを伴うピクトグラムに既存手法よりも
有効であることを証明した。 
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5.5 回転変換を伴うピクトグラムのマッチ率評価実験 
 
この実験では、回転変換を伴うピクトグラムへの提案手法の有効性を確かめるために手
法 1 を用いる。既存手法 CN、CRS と SIFT についてはそれぞれの論文で回転変換に対す
る頑強性が既に示されており、それらの原理的から不変であると判断したため除いた。パ
ラメータは、第 5.3.1 項の結果から求めた最適なパラメータを用いる。 
  
5.5.1 評価実験結果 
 
回転変換を伴うピクトグラムに対する手法 1 のマッチ率を表 5.5 に示す。 
 
表 5. 5 回転変換を伴うピクトグラムのマッチ率[%] 
手法 回転角度 全画像 
手法 1   
（提案特徴量） 
15° 30° 45° 60° 75° 
99.2 96.8 97.6 99.2 100 98.6 
 
 
 
5.5.2 評価実験考察 
 
 以上の結果から、提案手法により全画像を通して高い認識率を得ることができた。回転
角度の大きさにマッチ率が依存していないことから、提案特徴量は回転変換に関しても有
効であると言える。 
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5.6 ピクトグラムマッチング計算時間評価実験 
 
この実験では、手法 1~4 を用いてピクトグラムマッチングにかかる計算時間をそれぞれ
の手法で比較し、手法 1 と手法 9~12 を用いて“輪郭情報によるマッチング候補選出”、“内
部情報によるマッチング候補選出”、“輪郭グループ内マッチング”という 3 つの提案要素
の有効性を証明する。パラメータは、第 5.3.1 項で求めた最適なパラメータをそれぞれ用い
る。使用する画像は、ピクトグラムの参照画像である。また、通常 SIFT の特徴記述の対象
である自然画像 20 枚も参考のため使用した。 
 
5.6.1 評価実験結果 
 
手法 1~4 を用いた、特徴量記述時間（1 つのピクトグラムから特徴量を記述する時間）
の平均結果を表 5.6 に示す。 
表 5. 6 特徴量記述の平均時間 
画像 手法 平均時間[ms] 
 
 
 
 
ピクトグラム 
手法 1     
（提案特徴量） 
 
299.3 
手法 2     
（CN[15]） 
    
14902.0 
手法 3         
（既存手法
CRS[16]） 
173.6 
 
手法 4   
（SIFT[3]) 
325.8 
自然画像 550.3 
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 次に、手法 1~4,9~12 を用いた、特徴量比較時間（1 つのピクトグラムの全ての特徴量と
ある別のピクトグラムの全ての特徴量とのマッチングにかかる時間）の平均結果を表 5.7 に
示す。参考として、SIFT について自然画像 20 枚を用い、自然画像とピクトグラムから SIFT
で得られる特徴点の平均数も測定した。 
 
表 5. 7 マッチング平均時間、平均特徴数 
画像 手法 平均時間[ms] 平均特徴数 
ピクトグラム 手法 1       
（提案特徴量） 
 
28.5 1770 
手法 9         
（“輪郭情報”なし） 
    
736.8 1770 
手法 10       
（“輪郭情報に 
よる候補選出”なし）    
76.6 1770 
手法 11       
（“内部情報に 
よる候補選出”なし）   
38.7 1770 
手法 12        
（“輪郭・内部情報に 
よる候補選出”なし）     
115.6 1770 
手法 2       
（CN[15]）   
  
278.7 1 
手法 3         
（CRS[16]） 
 
1031.0 1 
 
 
手法 4（SIFT[3]) 
 
2.6 
 
67.2 
 
自然画像 70.6 477.3 
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5.6.2 評価実験考察 
 
 前項の特徴量記述時間（1 つのピクトグラムから特徴量を記述する時間）の結果から、提
案手法による特徴量記述時間が既存形状記述子 CN と比較して約 1/50 という、圧倒的な早
さであることが分かる。主な理由としては、第 3.3 節で説明した直線を用いた特徴量算出に
より、三角形の構造を用いる既存手法 CN よりも計算が冗長でなくなったためだと考えら
れる。また、実用されている自然画像における SIFT の平均時間よりも提案手法が約 1.84
倍早い結果となった。 
 また、特徴量比較時間（1 つの特徴量とある 1 つの特徴量のマッチングにかかる時間）の
結果から、提案手法の特徴量比較時間が既存形状記述子 CN、CRS よりも速いということ
が分かる。CN について、位置合わせのために全てのサンプル点を始点としてマッチングを
行うため、特徴比較数は𝑛回である。マッチングに用いたヒストグラム交差法の計算時間は
一般的に遅くはないが、形状の位置合わせのための特徴比較回数が多いため、マッチング
に時間が多くかかった。CRS について、位置合わせために𝑛×𝑛個の特徴量を DTW で比較
する必要があるため、かなり多くのマッチング時間がかかる。手法 1,9~12の平均特徴数は、
2 つのサンプル点から構成される線分の数
𝑛
𝐶2である。手法 1 が手法 9 よりも大幅に速い計
算時間であることから、手法 1 の“輪郭グループ内マッチング”よって大きく計算時間を
減らすことができたと言える。また、手法 1 の計算時間が手法 10 から 12 の計算時間より
も速いことから、“マッチング候補選出”の有効性を証明できた。SIFT に関して、特徴点
の数が自然画像に比べてピクトグラムの場合約 1/7 の数であることから、ピクトグラムから
SIFT 特徴点を得ることが難しく、ピクトグラムマッチングの手法として SIFT が不向きで
あることを証明した。 
以上の考察から、提案特徴量の記述時間とマッチング時間の合計は既存手法よりも早く、
実用化可能なレベルの時間であると言える。 
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第 6章 まとめと今後の課題 
 
6.1 本論文のまとめ 
 
 本研究では、撮影条件の変化を伴うピクトグラムマッチングの精度向上を達成するため
に、新しい特徴量である、撮影条件の変化に頑強な局所型形状記述子を提案した。また、
ピクトグラムマッチング高速化を実現するために、新しい局所型特徴量の比較手法を提案
した。 
 第 3 章にて、撮影条件の変化に頑強な局所型形状記述子に含まれる要素として、次の 3
つの手法を提案した。 
 
 射影不変量 CRN による特徴量の算出 
 局所型形状記述子の記述 
 輪郭と凸包の関係の付与による特徴化 
 
複比を取り入れた特徴量 CRN の算出により射影不変な特徴量を実現し、その特徴量を要素
として局所型形状記述子を記述することによりオクルージョンに頑強な形状記述子を実現
した。さらに、輪郭と凸包の関係の付与によって、局所型形状記述子を特徴化することに
成功した。第 5.3 節と第 5.4 節の、提案手法からそれぞれの 3 つの提案要素を除いた手法（手
法 5,7,9）と既存手法へ提案要素を追加した手法（手法 6,8）によるマッチ率評価実験によ
り、これらの手法の有効性を実証した。以上の提案要素によって、以下を実現することが
できた。 
 
 射影変換を伴うピクトグラムのマッチング 
 オクルージョンを伴うピクトグラムのマッチング 
 マッチングに有効な多くの情報を含む特徴量の記述 
 
 第 4 章にて、ピクトグラムマッチングの高速化のための新しい特徴量比較手法として、
局所型形状記述子の特徴を活かした以下の 3 つの新しい比較法を提案した。 
 
 輪郭情報によるマッチング結果候補の選出 
 内部情報によるマッチング結果候補の選出 
 輪郭グループ内マッチング 
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特徴量算出後、テスト画像と参照画像の輪郭情報・内部情報を比較することによってマッ
チング結果の候補を選出する（絞り込む）ことで、比較対象となる参照画像を大幅に減ら
すことができ、特徴量比較にかかる時間を減少させることができた。また、候補選出後に、
輪郭グループ内でマッチングを行うことにより、特徴量全体でマッチングを行う場合より
も比較時間を減らすことができた。第 5.6 節の、提案手法からそれぞれの 3 つの提案要素を
除いた特徴量（手法 9~12）による計算時間評価実験により、これらの手法の有効性を実証
した。以上の手法によって、以下を達成することができた。 
 
 参照画像との特徴量比較時間の高速化 
 特徴ベクトル比較時間の高速化 
 
6.2 今後の課題 
 
 今後の課題について、特徴量記述に関する問題と本技術の応用課題の 2点が考えられる。 
 
 提案特徴量記述に関する問題として以下が挙げられる。 
問題 1. ピクトグラム内で検出できる交点が 2点より少ない場合、マッチングができない。 
問題 2. 形状が異なる同じ意味を表すピクトグラムのマッチングができない。 
問題 3. 凸包の形が大きく変化するようなオクルージョンを伴ったピクトグラムのマッチ
率が低い。 
 
 問題 1 については、CRN 値を算出する際に内部交点を 2 点用いるが、その 2 点が検出で
きず特徴量が算出できないことが原因である（図 6.1）。この問題を解決するためには、特
徴量の記述を CRN のみで行わず、交点が 1 点のみだった場合は別な特徴量を要素とするな
どの場合分け処理が必要だと考えられる。 
 
図 6. 1 内部交点が 2 点得られないピクトグラムの例 
 
 問題 2 について、本研究では対象ピクトグラムとして標準案内用図記号[29]を用いたが、
これを用いてない案内用図記号も存在する。例えば図 6.2 のように形状が異なった同じ意味
を持つピクトグラムをマッチングさせることは現在難しい。この問題を解決するためには、
形状記述子とは異なる手法を取るか、データベース内の画像を多様にするというようなア
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プローチが考えられる。 
      
図 6. 2 形状が異なる同じ意味を表すピクトグラムの例 
（左：標準案内用図記号[29]、右：トイレマークのデザイン[32]） 
 
 問題 3 については、オクルージョンがピクトグラムの凸包の外側に存在した場合、凸包
の形が大きく変わってしまい、局所特徴量の大半が異なるものになってしまうことが原因
である。この問題の解決手法として、2 つのアプローチが考えられる。1 つ目は、ピクトグ
ラムマッチングの前処理による解決である。本研究では、ピクトグラムマッチングを行う
際に、第 5.1 節で述べたように自然画像からピクトグラム領域のみを取り出したもの対象と
した。自然画像からピクトグラム領域を取り出す際に、オクルージョン領域を除くことが
可能となれば、問題 3 が解決できると考えられる。2 つ目は、特徴量をより特徴化すること
による解決である。オクルージョンによる凸包の形が大きく変化しても、ピクトグラムの
輪郭と凸包がいくらか接している場合、正しい局所特徴量がいくつか検出できる。それら
の正しい局所特徴量だけでも正確にマッチングできれば、オクルージョンに関わらず認識
することが可能になると考えられる。 
  
 本技術の応用課題として以下が挙げられる。 
課題 1. 本研究で提案したピクトグラムマッチングのフレームワークを携帯アプリで使用
できる形に構築する。 
課題 2. 実用アプリケーションとして一般的に使用可能な形にする。 
 本研究の大きな目的は実用可能なピクトグラムマッチングである。実用可能とするため
の第一歩として、課題 1 の、携帯アプリの構築が求められる。さらに、課題 1 の次の段階
として、課題 2 の、実用アプリケーションの構築を目標としている。具体例としては、公
共施設におけるピクトグラムの撮影により、ピクトグラムが示す案内の地図上の表示・詳
細の説明の表示・近隣の混雑状況の表示を可能にするアプリケーションが考えられる。 
 提案ピクトグラムマッチング技術から構築されるこれらのアプリケーションは、位置が
固定されている交通標識や案内看板の他、位置が固定されないもののラベルロゴの認識に
も用いることができる、今後の社会で長く利用可能なアプリケーションである。 
 
 以上の特徴量記述に関する問題を解決し、本技術の応用課題を実現することが、今後の
課題であると考える。 
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Aerial 3D Display における提案形状記述子の
応用 
 
 本研究で提案した局所型形状記述子の応用先である、Aerial 3D Display による描画ピク
トグラムのマッチングについて述べる。以下から、Aerial 3D Display を A3D と略すこと
とする。 
 
A3D 応用の背景と目的 
 
 ディスプレイやスクリーンが全く存在しない空間上に映像コンテンツを映し出すことは
長らく人類の夢であったが、近年、Aerial 3D Display（A3D）[33]が発表され、その夢に
近づく状況となってきた。A3D は図 1 に示すように空間上に 3D 点描画を映し出す将来性
の高いシステムであるが、現在提示可能コンテンツは点描画に留まっている。 
 本研究では、この 3D 点描画とデジタル機器を連携させた新しい空間浮遊型 3D コンテン
ツ技術の実現のため、3D 点描画をコンピュータ上で認識することを目的としている。ゆえ
に、本稿で提案した局所型形状記述子を 3D 点描画のマッチングに応用させることが具体的
な目標である。この技術が実用可能になると、指定された 3D 点描画の撮影による情報共有
システムや、3D 点描画コンテンツ部分を高精度 3DCG コンテンツに置き換えるシステム、
複数の 3D 点描画コンテンツのインタラクションなどへの応用が可能となる。 
 
図 1 A3D による 3D 点描画の例[33] 
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Aerial 3D Display（A3D） 
 
 A3D とは、レーザープラズマ技術を使用し、空間に実像を描く 3D ディスプレイである
[33]。これにより、スクリーン等を使用せずに空気中に実像 3D イメージを描画することが
できる。このディスプレイ装置は、レーザー光線の焦点にプラズマ放出現象を使用し、x、
y、z 軸で焦点の位置を制御することによって、空気中にドットアレイを構成し 3D 点描画
を表示する。 
 
Aerial 3D Display のための点群の線描画への変換 
 
 A3D によって映し出される点描画コンテンツとデジタル機器を連携させるためのマッチ
ング技術の確立を目的としているが、マッチングを行うためには点描画を線描画へ変換す
る必要がある。その理由は、本研究の提案形状記述子は線で構成される形状の特徴を記述
することから、点群である 3D 点描画をそのままマッチングに用いることができないためで
ある。ここでは、A3D の出力である点群を線描画へ変換する手法について述べる。 
 A3D のための点群の線描画への変換の手法として、合田らと共同で提案した手法[発表文
献 4]を用いることとする。この手法は、A3D の点描画の動画入力をとし、線描画の画像を
出力する技術である。以上の手法は、点描画の動画に関する 3 つの諸問題、形状全体の取
得、手振れ、描画と撮影の周波数差による描画の欠損、焦点ぼけを軽減する。具体的なア
ルゴリズムについて以下に述べる（図 2）。 
 
手順 1 フレーム読み込み 
撮影した動画を入力として受け取った後、1 フレームずつ読み込む。今回は surface book
内蔵カメラで撮影を行った。 
手順 2 光点抽出 
フレームをグレースケール化し、高い閾値で二値化を行う。ここで、フレームの中心位
置から大きく外れる光点や点と判断できないほど大きすぎる光の領域はノイズと判断し、
除く。 
手順 3 焦点ぼけの解消 
対象が実体を持たない光点であるため、焦点ぼけにより光点がいくつか結合して大きな
光点に見えてしまう場合がある。この焦点ぼけにより結合した大きな光点を、他のフレー
ムで抽出できる光点と同じ大きさにして扱うために、焦点ぼけ解消処理を行う。 
 まず、光点と判断する面積の閾値よりも大きく、ノイズと判断する面積の閾値よりは小
さい領域を抽出する。その領域のみを対象として以下の処理を行う。抽出した領域の凸包
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を構成するコーナー点を検出する。次に、それらのコーナー点 2 点から成る線分で一番長
い線分を描くコーナー点 2 点を抽出する。その 2 点と、領域の重心の 1 点、合わせて 3 点
を抽出し、手順 4 以降の処理で光点群の一部として用いる。 
手順 4 形状描画 1周分のフレーム数の検出 
 A3D は、ある形状を描くために、素早い光点群の表示を繰り返し行う。動画入力の光点
を全て用いると、手振れによって正しい形からずれた形状になってしまうため、形状描画
を 1 回行うために用いるフレーム数を周波数として検出する。 
 まず、手順 1 から 3 までで得られる光点の x 座標・y 座標を求め、それぞれ横軸を時間、
縦軸を座標として波を描く。その後、フーリエ変換を行い、ピークとなる周波数を検出す
る。その数が、形状を 1 回描くために用いられるフレーム数ということになる。 
手順 5 線描画 
 手順 4 後、フレーム内で検出される光点を繋ぐ最小全域木を生成し、描画する。その描
画を、手順 4 で求めたフレーム数の数だけ重ね合わせる。この時、隣接するフレームの光
点のうち最も距離が近い 2 点を選んで接続することとする。この処理により、描画の欠損
を補完した線描画が生成される。この線描画の画像が出力となる。 
 
図 2 点描画から線描画への変換 
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Aerial 3D Display の描画のマッチング評価実験と結果 
 
 本評価実験で用いる、A3D による点描画の入力からマッチング結果の出力までのフロー
を図 3 に示す。図 3 の赤枠部分が本研究で提案した形状記述子が用いられている箇所であ
る。 
 
 
図 3 A3D マッチングのフロー 
 
 本評価実験の準備について以下に示す。 
使用データセット 
本評価実験では、参照画像として天気を表す 4 種類のコンテンツを用いる（図 4）。また、
テスト動画として天気を表す 4 種類のコンテンツを 2 つずつ用いる。 
 
図 4 参照画像 
使用手法 
 点の描画には、A3D を用い、点描画から線描画への変換には発表文献 4 の手法を用いる。
また。マッチング手法として、本研究の提案手法である、撮影条件の変化に頑強な局所型
形状記述子を用いる。 
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評価基準 
まずテスト画像と全ての参照画像の類似度を求め、一番テスト画像との類似度が高い参
照画像をマッチング結果とする。その結果が正しい画像であるか、異なる画像であるかを
判断する。類似度は、L1 ノルムで算出した距離のクロスマッチングを用いて算出する。 
評価実験の結果を図 5 に示す。 
 
図 5 A3D のマッチング結果 
 
 実験結果から、形状内部で交点が十分に検出できる形状は、提案手法によって正しくマ
ッチングすることができた。さらに、形状の縦方向・横方向の歪みのある形状のマッチン
グも成功できたことから、提案手法は撮影条件の変化を伴う形状の実写マッチングに有効
であると言える。しかし、表 2 のマッチング例の失敗からも分かるように、得られる交点
が少ない形状や形状の輪郭の大きな変化がある形状のマッチングが正しくできなかった。 
 
まとめ 
 
 前節の実験結果から、本研究の提案手法である、撮影条件の変化に頑強な局所型形状記
述子の実写画像に対する有効性と、実用アプリケーションへの応用による実用性を証明し
た。この結果から、A3D における応用アプリケーションだけでなく、その他実写画像を対
象とする実用アプリケーションへの応用が大きく期待できる。 
  
