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Abstrakt
Tato  bakalářská  práce  se  zabývá  návrhem a tvorbou aplikace,  která  promítá  obraz  na  pohyblivé  
plátno.  Tímto  plátnem  uživatel  pohybuje  v  projekčním  prostoru  projektoru.  Projekce  je  vždy 
soustředěna pouze na toto plátno. Práce řeší sledování pohybu, rotace a naklopení plátna, které je 
osazeno infračervenými LED diodami,  pomocí kamery s infračerveným filtrem.  V této práci jsou 
uvedeny dva rozdílné druhy projekce.
Abstract
The bachelor thesis describes the design and implementation of an application which projects an 
image  on  a  mobile  canvas.  The  user  then  moves  the  canvas  within  the  projection  space.  The 
projection is always focused only on this canvas. The thesis deals with tracking of movement, rotation 
and tilt of the screen. A camera with an infrared filter is used for tracking the canvas fitted with  
infrared LEDs.  The thesis mentions two different types of projection.
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1 Úvod
Využítí počítačové grafiky, konkrétně rozšířené reality v zábavním průmyslu, je v posledních letech  
téměř  samozřejmostí.  Kombinací  reálného  světa  a  virtuálních  prvků  lze  dosáhnout  mnohem 
zajímavějších  a  zábavnějších  efektů.  Toho  si  v  posledních  letech  začali  všímat  i  přední  světoví 
kouzelníci a baviči. Inspirací k této práci je projekt Magická projekce, jejíž autor, Marco Tempest je  
jedním z důležitých představitelů, kteří využívají počitačové grafiky a rozšířené reality k vytváření  
neuvěřitelných iluzí.
Cílem je vytvoření aplikace, která umožní promítání obrazu či videa na plátno, jímž pohybuje  
uživatel. Aplikace tedy zajišťuje snímání polohy plátna a soustředění projekce pouze na toto plátno. 
Vytvoření plátna a snímací aparatury je součástí této práce.
Aplikace  musí  současně reagovat  na  změnu  pozice  plátna,  jeho  rotaci  a  naklopení.  Pozice 
plátna je snímána kamerou, která detekuje infračervené zařízení umístěné v rozích plátna.
Prostor,  ve  kterém  je  možné  s  plátnem  pohybovat  je  vymezen  projekčním  prostorem 
projektoru.  V tomto  prostoru je  snímána  pozice plátna.  Aplikace  zajišťuje  vhodnou transformaci 
promítaného obrazu tak, aby tento obraz byl vždy promítán pouze na plátno. Tím vzniká dojem, že se  
obraz pohybuje současně s plátnem.
Tato práce je členěna do sedmi kapitol  včetně úvodu.  V kapitole  2 jsou uvedeny základní 
informace o Marcu Tempestovi  a jeho projektu Magická projekce, ze kterého vychází  tato práce.  
Kapitola 3 poskytuje popis k metodám a technikám používaných k nalezení a sledování význačných 
bodů v obraze. Dále jsou zde uvedeny informace o infračerveném záření a LED diodách, které jsou 
použity k detekci pozice plátna. V kapitole 4 je uveden rozbor a návrh aplikace, která zajistí detekci 
plátna a alespoň dva rozdílné typy projekce. Kapitola 5 popisuje postup výroby plátna, postup úpravy 
kamery,  která snímá infračervené záření a nakonec je zde uveden popis implementace programové  
části  této  práce.  V  další  kapitole  jsou  uvedeny  zjištěné  nedostatky  vytvořené  aplikace  a  možné 
budoucí rozšíření. Práci uzavírá kapitola 7, ve které je uvedeno závěrečné hodnocení práce a jsou zde 
shrnuty dosažené výsledky.
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2 Motivace
Motivací  k  této  práci  je  projekt  Magická  projekce  Marca  Tempesta[2].  Kombinací  technologie 
a magie  předvádí  iluzionistická  vystoupení  po  celém světě.  Využívá  digitálních  iluzí  a  interakcí 
s publikem skrz rozšířenou realitu k dosažení dojmu skutečné magie. S magickou projekcí vystupoval 
například v Japonsku, USA, Kanadě a míří i do Evropy. 
Při  vystoupeních s  Magickou projekcí  promítá  videa na pohyblivé  plátno.  Vystoupení  jsou 
podána zábavnou formu s důrazem na komunikaci s publikem. Některá jeho vystoupení je možné si  
prohlédnout pomocí služby YouTube1. Především z těchto videí jsem čerpal inspiraci pro tuto práci.  
Stejně jako ostatní projekty Marca Tempesta, i Magická projekce je tzn.  open-source projekt, což 
umožňuje i dalším lidem vyzkoušet si magii s digitální iluzí.
Dál  se  zaměříme  pouze  na  Magickou  projekci.  Tato  aplikace  potřebuje  malý  přenosný 
projektor, infračervenou kameru, zdroje infračerveného záření, malířské plátno a příslušný software.  
Infračervená  kamera  sleduje  pohyb  malířského  plátna,  v  jehož  rozích  jsou  upevněny  zdroje 
infračerveného záření. Na takto detekované plátno je promítáno video. Aplikace Marca Tempesta má  
tyto čtyři módy:
– Základní mód
V této variantě promítá video na plátno tak, aby celá plocha videa byla neustále registrována  
na plátno, se kterým pohybuje.
– Pohled skrz
V této variantě promítá na plátno pouze část videa nebo obrázku, a to v závislosti na poloze  
plátna. Příkladem může být promítaná kostra, jejíž část se zobrazuje podle polohy plátna vůči  
osobě manipulující s plátnem.
– Kreslení
Vhodně  upraveným perem kreslí  na  plátno.  V  rámci  magie  poté  tato  kresba  s  autorem 
interaguje.
– Hrací mód
Plynulá interakce aplikace na pohyb plátna s dalšími přidanými efekty.
V  této  práci  nebyly  využity  žádné  materiály  od  Marca  Tempesta,  ať  už  zdrojové  kódy 
v softwarové části, nebo schémata LED zařízení. Vzhledem ke komplexnosti původní aplikace se tato 
práce zabývá pouze základním módem a módem pohledu skrz. 
1 http://www.youtube.com/watch?v=i7woG0pqFjs
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3 Teorie
V první  kapitole této práce jsou popsány metody,  které umožňují  detekci  a sledování  důležitých 
objektů v obraze či ve videosekvencích. Také jsou zde uvedeny základní prvky z počítačové grafiky 
pro úpravu a tranformaci obrazu. Tyto a další postupy tvoří základní kameny této práce.
Na úvod jsou zde uvedeny pojmy Rozšířená realita v kapitole  3.1 a Počítačové vidění  3.2. 
Následující  kapitoly nabízejí  pohled na snímání  reálného prostoru pomocí  kamery (kapitola  3.3), 
dektekci a sledování význačných bodů v proudu snímků z kamery (kapitoly 3.4 a 3.5). V kapitole 3.6 
jsou zmíněny metody používané při  projekci.  Toto kapitolu uzavírá kapitola  3.7, která se zabývá 
využitím infračerveného záření jako klíčového prvku této práce.
3.1 Rozšířená realita
Rozšířená realita (Augmented reality) je jedním z oborů virtuální reality (Virtual reality). Virtuální 
realita je uměle vytvořená realita,  která nemá se skutečnou realitou společné žádné reálné prvky.  
Rozšířená  realita  na  druhou  stranu  doplňuje  skutečné  prostředí  o  virtuální  prvky.  Jedná  se  tedy 
o smíšené prostředí virtuálních prvků a reálného světa.
Jako aplikace s rozšířenou realitou označujeme takové, které mají následující tři vlastnosti:
– Kombinace reálného a virtuálního světa
– Interakce v reálném čase
– Trojrozměrnost2
Takto  definoval  aplikace  s  rozšířenou  realitou  Ronald  T.  Azuma  [1] a  jeho  definice  je 
všeobecně uznávána. 
Rozšířená realita má široké uplatnění například v turistice, zábavním průmyslu a robotice. Je ve 
světě kolem nás, jenom si ji neuvědomujeme. S rozšířenou realitou se můžeme setkat například při 
sledování sportovních utkání (do obrazu doplněná informace o stavu zápasu) a v reklamách. Velmi 
populárními se v poslední době stávají aplikace rozšířené reality v mobilních zařízeních.
3.2 Počítačové vidění
Počítačové vidění (Computer vision) je odvětvím informačních technologií. Jeho cílem je získávání 
informací z obrazových dat. Jedná se tedy o zpracování, analýzu a porozumění videu nebo obrázku.  
Počítačové vidění zasahuje do mnoha odvětví. Mezi tyto odvětví patří především umělá inteligence,  
2 Registrování ve 3-D
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robotika  a  medicína.  Nezanedbatelné  využití  má  počítačové  vidění  v  bezpečnostních  systémech, 
například při rozpoznání a kontrole biometrických údajů. V této kapitole bylo čerpáno z [3] a [8].
V této práci je počítačové vidění využito ke snímání polohy pohyblivého plátna ze snímků 
kamery.  Následující  kapitoly  podávají  základní  teoretické  informace  o  modelu  kamery,  detekci 
a sledování význačných bodů v obraze. Napřed zde bude krátce uvedena knihovna OpenCV, která 
poskytuje široké využití v oblasti počítačového vidění.
3.2.1 OpenCV
OpenCV3 (Open Source Computer Vision Library)  je multiplatformní  knihovna používáná při 
projektech využívajících počítačové vidění a zpracování obrazu. Je napsána v jazyce C++, má však 
i rozhraní pro jazyky C, Python, Java a MATLAB. Obsahuje přes 500 algoritmů pro zpracování úloh 
počítačového vidění i strojového učení. Knihovna byla navržena pro potřeby vysokého výkonu, který 
vyžadují  aplikace  běžící  v  reálném  čase.  Samozřejmostí  je  v  dnešní  době  paralelní  zpracování 
u vícejádrových procesorů i možnost použití této knihovny na mobilních zařízeních.
3.3 Model kamery
Kamera je základním zařízením pro získávání informací z okolního prostředí ve formě obrazových 
dat. V této práci bude kamera využita k získání polohy pohyblivého plátna v prostoru. V této kapitole 
bylo čerpáno z [3] a [14].
Základním teoretickým modelem kamery je tzv.  dírková komora (pinhole), všeobecně známá 
pod pojmem camera obscura. Vlastností tohoto modelu je, že obraz v rovině snímku (image plane) je 
vždy ostrý, bez optických vad, má velkou hloubku ostrosti a velikost snímku je určena vzdáleností 
mezi projekční rovinou a rovinou, ve které je zobrazovací díra (pinhole plane). Nevýhodou tohoto 
modelu  je  malá  světelnost,  která  velmi  omezuje  použití  tohoto  modelu  v  současné  fotografii  a  
kinematografii.
3.3.1 Matematický model kamery
Matematický  model  kamery  vychází  z  upraveného  modelu  dírkové  komory.  Velikost 
snímaného  objektu  v  rovině  snímku  je  dána  podobností  trojúhelníků  x / f =X /Z .  Ilustrace 1 
prezentuje tento model.
Matematický  model  počítá  s  mapováním  bodů (x i , y i , z i) reálného  světa  na  body 
(x i , y i) roviny snímku. Tento proces je znám jako projektivní transformace (projective tranform). 
3 www.opencv.org  
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Základem této tranformace je použití homogenních souřadnic. Tím se rozšíří pojetí bodů v rovině 
snímku na souřadnice  (x i , yi ,wi) .  To umožňuje použít  jedinou 3x3 matici  k definici parametrů 
kamery. Projekci bodů reálného světa na rovinu snímku lze vyjádřit následovně:
Z výpočtu vyplývá, že w=Z . Bod q je v homogenních souřadnicích, a tudíž je možné podělit 
tento bod hodnotou w, čímž jsou získány hodnoty bodu (x , y ) v rovině snímku.
3.4 Detekce význačných bodů v obraze
Význačný bod je taková infomace v obrazu, která je důležitá pro další zpracování. Cílem detekce je  
takovéto body v obraze  najít.  Může se  jednat  například  o rohy (corner  detection),  skvrny (blob 
detection) nebo hrany, popřípadě přímky. V této kapitole bylo čerpáno z [3] a [8].
Rohové detektory slouží k identifikaci význačných bodů ve formě průniku dvou hran. Mezi 
tyto  detektory patří  například  Harrisův  detektor  a  Förstnerův  rohový  detektor. Tyto  detektory 
nejsou v pro tuto práci důležité a jsou zde zmíněny pouze pro úplnost.
Smyslem detekce význačných bodů v této práci je nalezení světelných zdrojů v obraze. Aby 
bylo možné určit, které skvrny jsou světelnými zdroji, je třeba zajistit, aby tyto body měly společnou 
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Ilustrace 1: Projekce bodu Q(X,Y,Z) reálného světa na bod q(x,y,f) roviny snímku. Převzato z [3].
         (1) q=M×Q , kde q=[ xyw] , M =[ f x 0 cx0 f y c y0 0 1 ] , Q=[XYZ ]
alespoň jednu vlastnost.  Ať už se jedná o intenzitu,  barvu nebo velikost.  Při  snímání  světelných 
zdrojů  z  malé  vzdálenosti  (v  řádech  metrů)  jsou  tyto  body v  obraze  zaznamenány  jako  skvrny 
jednolité barvy. Intenzita a barva těchto skvrn je závislá na vlnové délce použitého světla a spektrální 
charakteristice snímané kamery. Určením těchto parametrů je vymezen typ detektorů, a to detektory  
skrvn.
Tyto detektory jsou zaměřeny na nalezení oblastí. Jako oblast je určena část obrazu, která má  
jednu  určitou  vlastnost  shodnou  v  rámci  dané  části  a  odlišnou  vůči  okolí.  Vlastností  může  být  
intenzita, barva a další. Mezi detektory skvrn můžeme zařadit například detektor SURF, Laplacian of 
Gaussian a detektor skvrn v černobílém obraze, tak jak ho popsal Tony Lindeberg. Některé z těchto 
detektorů budou popsány podrobněji níže.
3.4.1 SURF
SURF (Speeded-Up Robust Features) je soubor detektorů a deskriptorů významných bodů. Dokáže 
detekovat tyto body nezávisle na měřítku (scale invariant) a rotaci (rotation invariant). Zde uváděné 
postupy a metody vycházejí z [5].
Detektor SURF využívá aproximaci pomocí Hessovy matice (Hessian-matrix) a  integrálního obrazu 
k nalezení výynačných bodů v obraze. Jako intergrální obraz  I Σ (x)  v bodě  x=(x , y )Τ je 
reprezentován součtem všech pixelů v obraze I, kde úhlopříčku v obraze tvoří počátek a bod x.
Další částí je Hessova matice
kde  Lxx(x ,σ ) je konvoluce Gaussovy derivace druhého řádu
∂2
∂ x2
g (σ ) s integrálním 
obrazem I v bodě x.  Místo běžně používaných Gaussových filtrů používaných k aproximaci, jsou zde 
použity tzv. box filtry.  Ty aproximují velmi rychle deriváty Gaussových druhých derivací s využitím 
integrálních  obrazů  bez  ohledu  na  jejich  velikost.  Díky použití  box  filtrů je  možné  se  vyhnout 
obrazovým pyramidám, které používají jiné detektory.
SURF deskriptor popisuje orientaci význačného bodu na základě informací z nejbližšího okolí. 
Z  tohoto  okolí  je  vytvořeno  64  oblastí,  ze  kterých  jsou  pomocí  odezvy  Haarových  vlnek 
(Haar wavelet) získány vektory orientace jednotlivých oblastí. Použitím techniky klouzavého okna 
(sliding window) je vypočtena výsledná orientace významného bodu.
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                (2) I Σ (x)=∑
i=0
i≤x
∑
j=0
j≤ y
I (i , j)
(3) H (x ,σ )=[Lxx( x ,σ ) Lxx( x ,σ )Lxx( x ,σ ) Lxx( x ,σ )]
3.4.2 Detektor skvrn v černobílém obraze
Tuto metodu prezentoval ve své práci Tony Lindeberg [4]. Zde uváděné informace vycházejí z tohoto 
díla.
Tato metoda slouží k nalezení světlejší skvrny na tmavším pozadí obrázku. V případě potřeby 
hledání opačných hodnot lze jednoduše převrátit hodnoty jednotlivých pixelů ve snímku. Tato metoda 
uvažuje zkoumání pouze jedné vlastnosti bodu a tou je intenzita šedé barvy. Tuto metodu je možné 
použít i na jiné vlastnosti, vždy ale pouze na jednu konkrétní. Algoritmus této metody je následovný:
1. „ Pokud daný bod nemá ve svém okolí bod světlejší, pak je srdcem skvrny.
2. Jinak, pokud má ve svém okolí alespoň jeden bod světlejší, který je pozadím, pak tento bod  
nemůže být součástí skvrny, ale je pozadím.
3. Jinak, pokud má ve svém okolí více světlejších bodů a ty jsou součástí rozdílných skvrn, pak  
tento bod nemůže být součástí skvrny. Je tedy pozadím.
4. Jinak, pokud má ve svém okolí více světlejších bodů, které jsou součástí skvrny, pak je i tento  
bod součástí této skvrny.“ [4]
Výše uvedený algoritmus není obecný a počítá pouze s možností, že v nejbližším okolí daného 
bodu jsou body s hodnotou vlastnosti jinou, než je adekvátní hodnota zkoumaného bodu. V reálném 
prostředí je běžné, že dva sousední body mají stejnou hodnotu zkoumané vlastnosti. Z toho důvodu je 
výše zmíněný algoritmus nutné upravit o tyto prvky. Tony Lindeberg skládá sousední body se stejnou 
hodnotou vlastnosti do tzv. regionů. Na tyto regiony lze již uplatnit výše uváděný algoritmus.
3.5 Sledování význačných bodů
Nalezení  význačných  bodů  v  obraze  je  pouze  začátek.  Každý z  takto  nalezených  bodů  je  třeba 
jednoznačně označit a sledovat jeho pohyb mezi snímky (feature tracking). Je-li danný bod nalezen v 
prvním  snímku,  je  třeba  určit  jeho  pozici  ve  snímku  následujícím.  To  je  základem  sledování 
význačných  bodů.  V  rámci  této  práce  bude  zmíněn  pouze  jeden  algoritmus  týkající  se  této 
problematiky a to algoritmus Kanade-Lucas-Thomasi. K popisu tohoto algoritmu bylo čerpáno z [6] 
a [7].
3.5.1 Sledovací algoritmus KLT
KLT (Kanade-Lucas-Thomasi) je sledovací algoritmus používaný ke sledování významných bodů v 
za sebou jdoucích snímcích videa. „Základem je výpočet součtu čtverců rozdílu intenzity význačného  
bodu v předchozím a současném snímku. Posunutí konkrétního význačného bodu je pak určeno jako  
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posunutí, které minimalizuje součet rozdílů. Tento postup je opakován při každém načteném snímku.“ 
[6].
Každý bod v obraze může být definován jako I=( x , y , t) , kde x a y jsou souřadnice danného 
bodu a t je čas pořízení snímku. Potom pozici v následujícím snímku lze určit jako
Rozdíl  pozice d=(Δ x ,Δ y) je  posunutí,  které  je  smyslem  celého  sledování.  Díky 
zkreslení,  šumu  nebo  dalším negativním jevům může  dojít  ke  ztrátě  sledovaného  bodu.  Z  toho 
důvodu je  použito sledování  skupiny pixelů,  označené jako okno (window),  které  obsahuje  daný 
význačný bod a jeho nejbližší okolí. Pokud je zkreslení v daném okně mezi jednotlivými snímky 
příliš velké, je toto okno vyřazeno ze sledovaných objektů. Posunutí d=(Δ x ,Δ y) je zvoleno tak, 
aby zkreslení ε definované následujícím vzorcem bylo co nejmenší:
kde J (x) je  pozice  sledovaného  bodu  v  současném  snímku, I ( x−d ) je  pozice 
sledovaného bodu ve snímku předchozím a w je váhová funkce.
3.6 Projekce
Po nalezení a sledování význačných bodů je další důležitou částí této práce zajištění projekce obrázku 
do  prostoru  vymezeným  význačnými  body.  Základem  zajištění  odpovídající  projekce  jsou 
geometrické tranformace. Informace v této kapitole byly čerpány z [3] a [8]. 
3.6.1 Geometrické tranformace
V rámci této práce budou uvedeny pouze rovinné transformace. Tyto operace transformují každý bod
(x , y ) obrazu na novou pozici (x ' , y ' ) v rámci stejného souřadného systému. Transformace 
obrazu lze rozlišit na lineární a nelineání. Mezi základní lineární transformace patří: posunutí, rotace, 
změna měřítka, zkosení, perspektivní transformace.
Všechny zmíněné  tranformace  lze  zapsat  jako  P '=M⋅P ,  kde  P je  bodem v  souřadném 
systému a M je obecná transformační matice. Použití pouze jedné tranformace se používá jen zřídka. 
Kombinace jednotlivých tranformací se provádí postupným součinem tranformačních matic.
Vzhledem k povaze této práce budou jednotlivé použité tranformace popsány podrobněji  v 
návrhu řešení.
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 (5) ε=∫W [ I ( x−d )−J (x )]
2 w dx
(4) I=( x , y , t+Τ )=I ( x−Δ x , y−Δ y , t )
3.7 Infračervené záření
Jako  infračervené  záření  je  označeno  elektromagnetické  záření  s  vlnovou  délkou  mezi  760 nm 
a 1 mm. Dále se infračervené záření dělí na blízké (0,76 – 5 μm), střední (5 – 30 μm) a dlouhé (30 – 
100 μm).  Pro  účely  této  práce  se  budeme  dále  zabývat  pouze  infračerveným  zářením  blízkým 
viditelnému záření. 
Blízké infračervené záření je běžně používáno k bezdrátové komunikaci u běžných domácích 
elektrospotřebičů.  Jako  příklad  může  posloužit  běžná  televize  (přijímač  blízkého  infračerveného 
záření) a dálkové ovládání (vysílač infračerveného záření).
Lidské oko není schopné blízké infračervené záření vnímat, nebude tudíž působit jako rušivý 
komponent, i když bude zdroj tohoto záření umístěn přímo na plátně. To je také hlavním důvodem 
použití  infračerveného  záření  v  této  práci.  Dalším  důvodem  je  snadná  dostupnost  komponent 
potřebných k práci s tímto druhem záření.  Informace a grafy uváděné v této kapitole byly čerpány z  
[10], [11] a [12].
3.7.1 Snímání infračerveného záření
Na rozdíl od lidského oka, které vnímá záření mezi 380 nm a 780 nm, jsou senzory digitálních kamer 
schopny detekovat  podstatně širší  spektrum,  (dle  typu  senzorů)  v rozmezí  360 až  1100 nm.  Typ 
senzoru  taktéž  určuje  na  kterou  vlnovou  délku  jsou  kamery  nejcitlivější.  Podle  typu  senzorů  se 
kamery dělí  na CCD a CMOS. Citlivost na jednotlivé vlnové délky je zobrazena na následujícím 
grafu.
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Ilustrace 2: Graf citlivosti jednotlivých typů senzorů v závislosti na vlnové 
délce detekovaného záření. Převzato z [11]
Infračervené  kamery  mají  široké  využití.  Používájí  se  například  jako  noční  bezpečnostní 
kamery, jako fotopasti na zvěř nebo jako policejní radary. Vzhledem k ceně těchto zařízení se budeme 
dále zabývat možností snímání infračerveného záření pomocí běžných webkamer.
Běžné  webkamery  disponují  stejnou  šířkou  spektra,  mají  pouze  před  senzorovým  čipem 
umístěný absorpční infračervený filtr. Diky tomu mají tyto kamery podobné vlastnosti jako lidské 
oko, alespoň co do šířky snímaného spektra.
Odstraněním absorpčního filtru umožníme senzorům snímat  i  blízké infračervené záření.  A 
celý histogram snímaných snímků se posune blíže k delší vlnové délce, čili více do červené barvy.
3.7.2 Infračervené filry
Z pohledu této práce je důležité rozlišit mezi dvěma druhy infračervených filtrů. Jedním je absorpční  
infračervený filtr, který absorpuje záření s větší vlnovou délkou než 760 nm. Druhým druhem je filtr, 
který naopak toto záření  propustí  a  absorpuje záření  o vlnové délce kratší  než 760 nm.  Uváděná 
hodnota  přechodu  je  pouze  orientační.  V  současné  době  jsou  dostupné  infračervené  filtry  podle 
mnoha různých parametrů. Pro zjednodušení je v této práci první druh filtru označen jako absorpční  
infračervený filtr a druhý druh filtru jako infračervený filtr.
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4 Návrh řešení
Následující kapitola se zabývá návrhem aplikace, která snímá pozici pohyblivého plátna a promítá na 
toto plátno zvolený soubor, a to video nebo obrázek. Nejprve je proveden rozbor řešení,  který je 
podrobně popsán v kapitole 4.1. Poté následuje popis jednotlivých částí aplikace. Mezi tyto části patří 
návrh získání  vstupních dat  4.2,  návrh plátna  4.3,  popis  detekce a sledování  význačných bodů v 
kapitole  4.4 a popis jednotlivých módů, které zpracovávají vstupní data na data výstupní. V tomto 
návrhu jsou zohledněny dva módy, a to základní mód 4.5.1 a mód pohledu skrz 4.5.2. 
4.1 Rozbor problému
Cílem je  vytvořit  aplikaci,  která  na pohyblivé  plátno promítne  obraz.  Základním požadavkem je 
snímání  polohy  plátna  v  reálném  čase.  Aplikace  má  podporovat  alespoň  dvě  rozdílné  metody 
promítání obrazu na plátno. Mezi tyto metody patří například přímé promítání obrazu na plátno, tedy 
tak, aby byl  obraz stále registrován na plátno, dále pak metoda pohledu skrz, tedy promítání části  
obrazu na plátno v závislosti na pozici plátna vůči promítané ploše. V obou případech je žádoucí, aby 
bylo možné k promítání použít obraz i video.
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Ilustrace 3: Zeleně jsou na tomto schématu zobrazeny vstupní data aplikace. Ty jsou zadávany nebo 
zprostředkovány uživatelem.  Modře  je  znázorněn výstup  aplikace.  Oranžové  části  tvoří  vlastní  
aplikaci, přesnějí řečeno její programovou část.
Celou  aplikaci  je  možné  rozdělit  na  několik  modulů,  které  spolu  vzájemně  komunikují 
(Ilustrace  3).  První  částí  je  hledání  význačných  bodů  ve  snímcích  z  kamery  v  reálném  čase. 
Vstupními daty této části jsou snímky z webkamery, ze kterých je určována pozice plátna. Další částí  
je  uživatelské rozhraní,  které umožňuje pohodlné načítání souborů.  Tyto soubory budou následně  
promítány.  Tím jsou načteny veškerá potřebná data. Posledním modulem je transformace souborů. 
Tento  modul  transformuje  uživatelem  zadané  soubory  na  smímky  určené  k  projekci.  Způsob 
transformace je ovlivněn módem aplikace, vždy ale reflektuje pozici bodů získaných z modulu pro 
vyhledání význačných bodů.
4.2 Vstupní data
V této kapitole je popsán přístup k řešení problému získávání polohy plátna pomocí kamery. Aby na 
plátně nemusely být připevněné viditelné značky,  které by rušily celkový dojem z projekce, bylo  
navrženo využití  infračervených diod.  Ty nejsou vidět  lidským okem a tudíž neruší  při  projekci.  
Kamera bez absorpčního infračerveného filtru je schopna tyto diody vnímat jako silné bodové zdroje 
světla. To se na snímcích z kamery projeví jako skvrny bílé barvy4.
K určení polohy plátna nepotřebujeme vědět jak vypadá okolní prostředí ani data promítaná na 
plátno. Tyto přebytečné informace představují zbytečnou zátěž při výběru algoritmu ke zpracování 
snímků.  Využitím  filtru,  který  nepropustí  viditelné  spektrum,  se  tyto  nežádoucí  prvky  odstraní.  
Kamera osazená tímto infračerveným filtrem bude snímat  pouze infračervené diody,  což výrazně  
zjednoduší určení polohy plátna.
Běžné kamery snímají  přibližně 30 snímků za vteřinu. S touto rychlostí  je možné sledovat 
plynulý pohyb v reálném čase. Důležitým parametrem je také rozlišení použité kamery.  Čím větší 
rozlišení kamery, tím přesnější určení polohy plátna. Na druhou stranu kamery se zbytečně velkým 
rozlišením a velkou rychlostí snímání mohou mít negativní vliv na efektivnost aplikace. 
Cílem analýzy vstupních dat z kamery je nalezení 4 význačných bodů, které korespondují s 
rohy  snímaného  plátna.  Tyto  význačné  body  jsou  následně  použity  k  transformaci  uživatelem 
vybraných souborů pro projekci. 
4.3 Návrh plátna
Při předpokládáné optimální projekční vzálenosti mezi 3 a 4 metry by mělo plátno zabírat okolo 25% 
projekční  plochy.  To  umožnuje  demonstrovat  všechny  aspekty  této  aplikace.  Jedním z  hlavních 
aspektů plátna by měla být snadná manipulace, tudíž použití příliš velkého nebo těžkého plátna je  
4 Ve formátu RGB: 255,255,255
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zbytečné  a  pro  uživatele  fyzicky  náročné.  Teoretická  maximální  použitelná  velikost  plátna  je 
omezena použitým projektorem a kamerou. Takto velká plátna ale negují smysl  této práce a dále  
nebudou uvažována.
Aby bylo  možné  sledovat  pozici  plátna,  je třeba označit  nebo jinak určit  důležité  body na 
plátně.  Umístěním infračervených LED diod  do  rohů plátna je  tato  podmínka  splněna.  K určení 
pozice,  natočení  a  sklopení  by stačily  3  body s  využitím triangulace.  Tento  návrh  ale  počítá  se 
4 body. Použití jednoho bodu pro každý roh plátna umožňuje přímou transformaci výstupních dat na 
plochu plátna bez dodatečných výpočtů.
4.4 Detekce a sledování význačných bodů
Důležitými  body,  které  je  třeba  detekovat  jsou  jednotlivé  infračervené  LED  diody  umístěné  na 
pohyblivém plátně. Pozici jednotlivých LED diod je třeba zaznamenat pro další zpracování. K tomu 
účelu je vhodné použít upravenou kameru, která detekuje pouze infračervené záření.
Z  kamery  je  získán  proud  snímků.  Na  těchto  snímcích  by  mělo  být  zachyceno  plátno  s  
infračervenými LED diodami. Aby bylo možné promítat data zpět na plátno, je třeba určit pozici  
těchto LED diod. Dále v této práci budou takto zpracované LED diody na snímcích označeny jako 
význačné body. 
Díky použití  kamery s  infračerveným filtrem je  možné  zanedbat  barevnou strukturu těchto 
snímků a dále je zkoumat pouze v odstínech šedi. Díky této vlastnosti můžeme nejefektivněji využít  
metodu detekce skvrn v černobílém obraze, která byla podrobněji popsána v kapitole  3.4.2. Touto 
metodou jsou nalezeny všechny 4 význačné body, které ve snímcích hledáme.
Po nalezení  všech 4 význačných bodů přestává být  výše zmíněná  metoda  efektivní,  neboť 
prochází  celý  obraz.  V rámci  sledování  význačných bodů v  této  aplikaci  je  postačující  sledovat 
nejbližší okolí těchto bodů a určit tak optický tok, který bude použit pro sledování. Ke sledování je  
tedy použit algoritmus KLT, podrobněji popsán v kapitole 3.5.1.
4.5 Výstupní data
Výstupní soubory, tedy data promítaná na plátno, jsou zvolena uživatelem. Může se jednat o 
obrázek nebo video. Základní návrh aplikace počítá s podporou základních formátů videa a obrázků. 
U videa jsou snímky načítány postupně rychlostí běžného přehrávání daného videa. Takto načtené 
snímky jsou následně zpracovány podle zvoleného módu zobrazování. Následuje popis jednotlivých 
operací  prováděných  nad  výstupními  daty.  V  této  kapitole  je  taktéž  zmíněné  řešení  možných 
nedostatků při synchronizaci vstupních a výstupních dat.
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4.5.1 Základní mód
Jako základní mód je označeno promítání celého snímku na plátno. To znamená, že celý snímek musí 
být  neustále  registrován na plátno.  Zároveň musí  reagovat  na rotaci,  posuv a  sklopení.  Základní 
představu o této projekci dává ilustrace 4.
Z analýzy vstupních dat dostáváme informace o poloze plátna v podobě 4 bodů. Tyto body v 
předem určeném pořadí tvoří čtyřúhelník. Do tohoto čtyřúhelníku budeme transformovat  výstupní  
data  tak,  aby byla  zachována  linearita.  Jedná se  tedy o perspektivní  transformaci.  Dále  uváděné 
informace byly čerpány z [3] a [9].
Základem tranformace je získání matice výstupních bodů z matice vstupních bodů
Tento mód vyžaduje perspektivní transformaci právě kvůli možným operacím s pohyblivým 
plátnem. Základem perspektivní transformace je výpočet transformační matice 3×3 M:
 
kde
Využitím této transformace dostáváme výsledek ve tvaru
Jako  body dst (i) jsou  použity  právě  body  získané  analýzou  vstupních  dat.  Jako  body 
src(i) jsou pak zvoleny rohové body výstupního obrázku nebo videa.
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Ilustrace 4: Levý snímek reprezentuje data určená k promítání. V pravém snímku je znázorněn výstup 
projektoru. Na plátno je tedy promítán celý snímek vždy na celou plochu plátna. 
(6) dst ( x , y)=src ( f x( x , y) , f y ( x , y))
(7) [t i x ' iti y ' it i ]=M∗[
x i
y i
1 ]
(8) dst (i)=(x 'i , y ' i) , src(i)=(x i , y i) , i=0,1 ,2 ,3
(9) dst ( x , y)=src(
M 11 x+M 12 x+M 13
M 31 x+M 32 y+M 33
,
M 21 x+M 22 y+M 23
M 31 x+M 32 y+M 33
)
4.5.2 Pohled skrz
Tento mód označuje zobrazování části snímku na plátno. Která část snímku bude zobrazena závisí na 
pozici plátna na projekční ploše. Základní představu o tomto módu poskytuje ilustrace 5.
Tak jako v základním módu, i zde určujeme výstup na základě informace o ploze 4 rohových 
bodů H (x i , y i) plátna.  Využitím  Pinedova  algoritmu  zjištujeme  která  část  snímku  má  být 
zobrazena. Dále uváděný algoritmus byl převzat z [13].
Vytvoříme  hranové  funkce  E i=(x , y ) ,  které  jsou  vektorovým  součinem h⃗i hrany  a 
vektoru B⃗Pi který je určen počátkem hrany a testovaným bodem.
Pokud je hodnota všech hranových funkcí vůči bodu P (x , y ) větší než 0, tak daný bod 
leží uvnitř oblasti omezené body H (x i , y i) a tudíž bude promítnut na plátno.
4.5.3 Kalibrace
Vzhledem k možnému rozdílnému rozlišení projektoru a kamery je třeba určit referenční body 
ve snímaném a promítaném obraze, podle kterých se bude celá aplikace orientovat. Při náhledu na  
snímek jako dvourozměrnou matici je počátek, tedy bod P (0,0) v levém horním rohu snímku. To 
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Ilustrace 5: Levý snímek reprezentuje data určená k promítání. V pravém snímku je znázorněn výstup 
projektoru. Na plátno je tedy promítána část obrazu podle polohy plátna.
(10) 
E i(x , y )=(x , x i0)Δ y i−( y− y i0)Δ x i
h⃗i=( x i1− xi0 , yi1− y i0)=(Δ x i ,Δ y i)
E i(x , y )= h⃗i×b⃗Pi
B⃗Pi=(x− xi0 , y− y i0)
neumožňuje optimální synchronizaci promítání a snímání, obzvášť v případě, kdy je tento počáteční 
bod v reálném prostředí rozdílný pro snímanou a projekční plochu.
 Tento problém lze řešit přesunutím počátku souřadného systému na střed projekční a snímané 
plochy. Jediným faktorem se v tomto případě stává měřítko, tedy poměr ve kterém je počet pixelů na 
jednotku plochy kamery a projektoru.
Při takto upravených souřadnicích je potřeba provést přepočet polohy jednotlivých snímaných 
bodů vzhledem k novému referenčnímu bodu. Je třeba určit pozici bodu L( x , y) v projekční ploše 
P se středem  P (x0 , y0) , přičemž známe jeho pozici L( xs , y s) ve snímané ploše  S se středem
S (x0 , y0) . Pozici bodu L( x , y) v projekční ploše vypočteme jako
kde D je  koeficient,  který  koriguje  rozdílný  počet  pixelů  na  jednotku  plochy kamery  a 
projektoru.  Hodnota  tohoto  koeficientu  závísí  na  podmínkách  projekce,  použitém projektoru  a  v 
neposlední řadě i na vzdálenosti projekční plochy od kamery.
Dalším problémem spojeným s kalibrací je určení pořadí nalezených bodů tak, aby bylo možné  
provést tranformaci výstupních dat pro projekci. Prvním možným řešením tohoto problému je změnit 
pořadí nalezených bodů na základě optického potvrzení.  Další možností  je zajistit  určitou polohu  
plátna při kalibraci a automatizovat určení pozice bodů.
4.6 Grafické uživatelské rozhraní
Návrh  aplikace  počítá  se  základním grafickým uživatelským rozhraním,  aby  bylo  zjednodušeno 
ovládání celé aplikace. Vzhledem k tomu, že pro úspěšné spuštění aplikace je třeba provést několik  
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Ilustrace  6:  Levý  snímek  reprezentuje  nekalibrovanou  aplikaci.  Zelený  kříž  reprezentuje  střed 
projekční  plochy,  červený  kříž  je  středem snímané  plochy.  Po  kalibraci  by měly  tyto  dva  kříže 
splývat, tak jak je tomu na pravém snímku.
(11) L( x , y)=[L(x s , ys)−S ( x0 , y0)]∗D+P( x0 , y0)
po sobě jdoucích operací,  je uživatelské rozhraní  navrženo jako seznam.  Uživateli  není  povoleno 
přejít  na  další  bod,  dokud nesplní  předchozí  operaci.  Důležitou součástí  komunikace  uživatele  a 
programu je zpětná vazba. Ta se zobrazuje při úspěšném i neúspěšném dokončení každé operace. Tím 
je zajištěna konzistence spouštění aplikace. Vždy je zde možnost některou z již nastavých operací  
změnit. Tyto operace jsou následující:
– Kalibrace
– Načtení promítaného souboru
– Určení módu promítání
– Nastavení zpoždění projekce
– Spuštění aplikace
Načítání promítaného souboru je provedeno standardním načítacím dialogovým oknem podle 
operačního systému. Při výběru módu promítání je uživateli umožněno vybrat právě jednu z možných 
variant. Dále jsou popsány důležitější části grafického rozhraní.
4.6.1 Kalibrace
V rámci kalibrace je důležité sjednotit  střed promítací plochy se středem snímané plochy.  Z toho  
důvodu je třeba zobrazovat potřebná data. Jednou z možností je zobrazovat data přijímané přímo z  
kamery,  což  by  uživateli  umožnilo  okamžitou  zpětnou  vazbu,  která  je  potřebná  pro  úspěšnou 
kalibraci. Při kalibraci může dojít k tomu, že některé význačné body nebudou úspěšně nalezeny. K 
řešení tohoto problému může přispět možnost resetování nalezených význačných bodů.
Další důležitou součástí grafického rozhraní kalibrace je prvek, který umožní změnu měřítka,  
tak jak je to posáno v kapitole 4.5.3.
4.6.2 Nastavení zpoždění projekce
Zpoždění projekce je prvek, který je užitečný pro případ, že aplikaci obslujuhe pouze jedna osoba.  
Díky zpožděné projekci má uživatel  možnost  přejít  od počítače s aplikací k plátnu v projekčním 
prostoru. Funkce je inspirována samospouští u digitálních fotoaparátů a má i podobnou funkčnost.  
Zpoždění se nastavuje v sekundách a je v aplikaci viditelně zobrazeno. Tím uživatel ví kdy začíná  
projekce a může podle toho uzpůsobit prezentaci.
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5 Implementace
V této kapitole jsou popsány jednotlivé komponenty této aplikace. Tyto komponenty můžeme rozlišit 
na  hardwarové  a  softwarové.  Kapitola  5.1 popisuje  postup  výroby  jednotlivých  hardwarových 
komponent. Je zde rozebrán postup úpravy snímací kamery a tvorby plátna. V kapitole 5.2 je popsána 
implementace jednotlivých tříd používaných v softwarové části aplikace.
5.1 Hardware
Celá sestava je složena ze snímací  kamery,  projektoru a plátna. Pro účely této aplikace musí  být  
snímací  kamera speciálně upravena tak,  aby snímala  blízké infračervené záření.  To je popsáno v  
kapitole 5.1.1. Dalším prvkem je plátno, jehož aspekty jsou popsány v kapitole 5.1.2. Projektor není 
třeba jakkoliv upravovat. 
5.1.1 Kamera
Základní  komponentou  pro  snímání  prostoru  s  plátnem  je  kamera.  V  této  práci  byla  použita  
webkamera  Logitech QuickCam S55005. Použití infračervené kamery by bylo jednodušší, bohužel 
tyto kamery mají výrazně vyšší cenu. 
5 http://www.logitech.com/en-us/support/4224
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Ilustrace 7: Červeně je vyznačena pozice původního filtru kamery. Pod tímto filtrem se nachází 
snímací čip kamery. Optické ostření, běžně umístěné před čipem je demontováno  a umístěno  
mimo kameru. Zeleně je pak označen nově vkládaný infračervený filtr. 
Webkamera  byla  upravena  tak,  aby  mohla  snímat  blízké  infračervené  záření.  Toho  bylo 
dosaženo  sejmutím  optického  ostření  a  odstraněním  infračerveného  absorpčního  filtru,  který  se 
nacházel těsně před senzorovým čipem (ilustrace 7). Tento filtr sloužil k odfiltrování infračerveného 
záření  tak,  aby  vlastnosti  kamery  co  nejvěrohodněji  kopírovaly  vlastnosti  lidského  oka.  Z  toho 
důvodu bylo třeba tento filtr odstranit.
Následně bylo třeba přidat filtr,  který pohltí  co nejvíce z viditelného spektra (na ilustraci 7 
označen zeleným rámečkem).  K tomu byl  využit  exponovaný barevný pozitivní  fotografický film, 
který dobře splňuje požadované vlastnosti. Jak je vidět na ilustraci  8, při použití filtru se výrazně 
redukuje vliv okolního prostředí, přičemž intenzita význačných bodů se změní pouze minimálně. 
Tím byly  provedeny veškeré  potřebné  úpravy na  webkameře.  Ta  je  nyní  schopna  snímat  
infračervené záření a částečně odfiltrovat viditelné spektrum. Další úpravy získaných snímků z takto 
upravené kamery jsou prováděny programově.
5.1.2 Plátno
Dalším hardwarovým prvkem je plátno s infračervenými LED diodami.  Jako základní konstrukce 
plátna  bylo  zvoleno  běžné  malířské  plátno  o  rozměrech  50x40  cm.  Při  předpokládané  pracovní 
vzdálnosti  3  metrů  od  projektoru,  zabírá  plátno  přibližně  25%  projekční  plochy.  To  umožňuje 
demonstrovat všechny aspekty této aplikace. K tomuto plátnu jsou připevněny LED diody.
LED diody jsou umístěny v rozích plátna. Tím je zajištěno pohodlné určení okrajů plátna pro 
promítání. Dále je třeba zajistit, aby LED diody byly spolehlivě zachyceny kamerou i při náročnější  
manipulaci.  Z informací  od výrobce vyplývá, že největší intenzita vyzařování zde použitých LED 
diod  je  omezena  vrcholovým úhlem 20°  (viz.  příloha  2).  Aby bylo  možné  spolehlivě  detekovat 
polohu těchto LED diod, je třeba rozšířit vyzařovací úhel. To je vyřešeno vytvořením hnízda. 
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Ilustrace  8:  Ukázka  snímání  kamerou.  Levý  snímek  je  pořízen  bez  infračerveného  filtru.  Pravý 
snímek s infračerveným filtrem. Bílé skvrny na obou snímcích reprezentují infračervené diody.
Hnízdo je skupina LED diod poskládaných tak, aby vyzařovací úhel celého prvku byl alespoň 
60° a zároveň aby při detekci kamerou bylo možné toto hnízdo sledovat jako jeden objekt.  LED  
Diody je možné do  hnízda poskládat dvojím způsobem a to  konvexně nebo  konkávně vzhledem ke 
středu hnízda. Obě možnosti jsou zobrazeny na ilustracích  9 a 10.
U konkávního typu hnízda je jednodušší usazení diod, ale střed vyzařování je za LED diodami, 
což má za následek větší  velikost  hlavy hnízda.  Tudíž  hnízdo tohoto typu zabírá větší plochu na 
plátně a z pohledu kamery se jeví větší. Na druhou stranu konvexní uspořádání má střed vyzařování 
před LED diodami, což zmenšuje rozměr hlavy hnízda a tudíž i plochu kterou hnízdo na plátně zabírá. 
Obě varianty mají stejný vyzařovací diagram. Ten popisuje ilustrace 11. Není zde zobrazen dvakrát, 
neboť by se jednalo prakticky o tentýž snímek. 
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Ilustrace 9: Konkávní uspořádání LED diod v hnízdu.
Ilustrace 10: Konvexní uspořádání LED diod v hnízdu
 Zobrazené  vyzařování  je  bráno  ve  vzdálenosti  3  metrů.  To  odpovídá  předpokládané 
vzdálenosti  plátna  od  projektoru  a  kamery.  Jak  je  vidět,  pokrytí  modelu  vyzařování  není  zcela 
stoprocentní. Vzhledem k rozptylu záření a přesnosti se kterou tato aplikace počítá lze tuto skutečnost  
zanedbat. Z důvodů velikosti hlavy hnízda byla v této práci zvolena konvexní variantu usazení LED 
diod.
Z pohledu elektroniky je každé  hnízdo tvořeno 7 LED diodami. Ty jsou zapojeny do série. 
Všechny hnízda jsou pak paralelně připojeny ke zdroji napájení. Intenzita záření diod je závislá na  
proudu. Optimáního zatížení LED diod je dosaženo při proudu 20 mA (viz. příloha 2). V této práci 
bylo zvoleno napájení pevným zdrojem se svorkovým napětím 24 V, přičemž rezistorem 400  Ω je 
omezen  proud  protékající  hnízdem tak,  aby  nedošlo  k  tepelnému  poškození  LED diod.  Využití  
pevného zdroje znamená použití kabelů, které budou zapojeny mezi plátnem a zdrojem. Jedná se tedy 
o nepřenosnou variantu s omezeným dosahem. Zapojení celého řešení je zobrazeno na schématu, viz. 
ilustrace 12. 
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Ilustrace 11: Zobrazení prostoru ve kterém jsou LED diody detekovatelné kamerou s infračerveným 
filtrem. Zdrojem záření je hnízdo ve spodní části ilustrace. Zobrazený prostor odpovídá vzdálenosti 3 
metrů od zdroje záření
5.2 Software
V této kapitole jsou popsány jednotlivé třídy, které jsou použity v programové části této práce. Hlavní  
třídy jsou implementovány podle návrhu v kapitole  4.1.  Kromě hlavních tříd jsou zde popsány i 
důležité vedlejší třídy, které jsou použity k přenosu důležitých dat napříč aplikací. Mezi hlavní třídy 
lze zařadit třídu ObjectRecognition (kapitola 5.2.2), která načítá a analyzuje snímky ze vstupní 
kamery.  Dále  pak  třídu  Transformation  (kapitola  5.2.5),  která  je  rodičovskou  třídou  pro 
jednotlivé módy aplikace.  Poslední  hlavní  třídou je grafická třída  MainWindow (kapitola  5.2.7), 
která tvoří grafické uživatelské rozhraní. Tyto třídy odpovídají jednotlivým částím v návrhu řešení.
Kromě hlavních tříd bylo nutné implementovat i  několik vedlejších tříd. Jako třídy vedlejší 
byly označeny třídy, které nejsou uvedeny v návrhu řešení, jsou ale natolik důležité, že je potřeba je 
zde  zmínit.  Mezi  tyto  třídy  patří  třída  Points (kapitola  5.2.3),  která  reprezentuje  vyhledávané 
význačné body a slouží k předávání důležitých informací  napříč aplikací.  Další  vedlejší  třídou je 
grafická třída  CalibrationDialog (kapitola  5.2.8). Tato třída má velký význam při spouštění 
aplikace, neboť je zde prováděna kalibrace.
Z důvodů dynamicky se měnících požadavků při běhu aplikace bylo nezbytné implementovat 
základní  dědičnost  tříd.  Jednou  z  částí,  která  implementuje  dědičnost  tříd  je  načítání  vstupních 
souborů zadaných uživatelem. Načítání obrázku má podstatně menší nároky na obsluhu než načítání 
videa,  což  se  musí  v  aplikaci  projevit.  Taktéž  možnost  volby  módu  transformace  uživatelem 
zadaných souborů na výstupní data je nutné zpracovat dynamicky. Rodičovskou třídou těchto módů 
je  třída  Transformation,  která  nabízí  rozhraní,  vlastní  funkčnost  je  ale  implementována  v 
dceřiných třídách. V návrhu řešení jsou popsány dva módy aplikace. Těmto módům odpovídají třídy 
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Ilustrace 12: Schéma zapojení všech diod na plátně. Každé sériové propojení LED diod s rezistorem 
reprezentuje jedno hnízdo 
400 Ω
+
- 400 Ω
400 Ω
400 Ω
XrayCanvas (kapitola  5.2.5.1)  pro  mód  pohledu  skrz  a  třída  ProjectInputOnCanvas 
(kapitola 5.2.5.2) pro základní mód. Ilustrace 13 popisuje výše uvedenou dědičnost tříd.
5.2.1 Použité implementační nástroje
Celá aplikace byla implementována v jazyce C++. V co největší míře byla využita knihovna OpenCv,  
ve verzi 2.4.8.0. Z této knihovny byla využita především třída cv::Mat pro práci s obrazem, dále 
pak funkce pro transformaci obrazu při projekci na plátno a třída cv::VideoCapture pro získání 
snímků z kamery.  Uživatelské grafické rozhraní je implementováno nástrojem Qt, konkrétně verzi 
5.1.1. Z nástroje Qt byly využity ve velké míře signály a sloty.
Za cílovou platformu bylo zvoleno PC. Implementace byla provedena na operačním systému 
Linux, konkrétně na distribuci Ubuntu 13.10.
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Ilustrace 13: Dědičnost tříd v aplikaci
GetInput
protected:
    cv::Mat frame
    QString fileName
public:
    GetInput()
    virtual ~GetInput()
    virtual void setInputFileName()
    virtual cv::Mat getNextFrame()
GetInputVideo
protected:
    cv::VideoCapture inVideo
    bool endOfVideo
    double fps
    double framePeriod
public:
    GetInputVideo()
    ~GetInputVideo()
    cv::Mat getNextFrame()
    void setInputFileName()
    bool getEOV()
    int getFramePeriod()
signals:
    void videoEnded()
QObject
Transformation
protected:
    cv::Mat inputImage;
    cv::Mat processedImage;
    std::vector<cv::Point> InPoints;
public:
    Tranformation();
    virtual ~Tranformation();
    virtual void setInput();
    virtual void fitting();
    virtual cv::Mat getTranformedImage();
    virtual void setInPoints();
ProjectInputOnCanvas
private:
    cv::Mat transformMatrix
    cv::Point2f sourcePoints[4]
    cv::Point2f destPoints[4]
public:
    ProjectInputOnCanvas()
    void setInput()
    void fitting()
    void setInPoints()
    cv::Mat getTranformedImage()
protected:
    cv::Mat Transformation()
XRayCanvas
private:
    std::vector<tLines> line
public:
    XRayCanvas()
    ~XRayCanvas()
    void fitting()
    cv::Mat getTranformedImage()
    void setInPoints()
    void setInput()
protected:
    void countLines()
Public Public
Public Public
Public
5.2.2 Třída ObjectRecognition
Tato  třída  reprezentuje  objekt,  který  zapouzdřuje  data  a  metody  pro  detekci  a  sledování  
význačných bodů ve snímcích získaných z kamery. Kamera je pomocí třídy cv::VideoCapture 
načtena  při  startu  aplikace.  Jednotlivé  snímky  z  kamery  jsou  načítány  rychlostí  20  snímků  za 
sekundu. Tyto snímky jsou převedeny do odstínů šedi, prahovány a uloženy jako data ve formě členu 
matIn formátu  cv::Mat.  V  těchto  datech  jsou  metodou  setDiods nalezeny  a  sledovány 
význačné  body.  Surové  snímky  bez  úpravy  jsou  pro  potřeby  kalibrace  emitovány  signálem 
newWebCamCap.  Celkový  počet  hledaných  význačných  bodů  je  určen  hodnotou  makra 
OBJECTS_NUMBER. Toto makro má hodnotu 4, neboť ze základu jsou hledány právě čtyři světelné 
zdroje ve snímku.
Metoda  setDiods má  dvojí  funkčnost.  První  funkcí  této  metody  je  nalezení  všech 
význačných bodů. Ty jsou vyhledávány privátní metodou pickPointsInMat, která analyzuje celý 
vstupní  snímek  matIn.  Metoda  pickPointsInMat implementuje  algoritmus  detekce  skvrn  v 
černobílém obraze, který byl podrobně popsán v části 3.4.2. Nalezené význačné body jsou uloženy v 
kontejneru  doids typu  std::vector jako objekty třídy  Points.  K určení  správného pořadí 
význačných bodů pro další  zpracování  je  použita  metoda  restoreOrder,  která  využívá  řadící 
algoritmus selection sort s úpravou pro dvourozměrný prostor s ohledem na potřebné pořadí.
Druhou funkcí metody setDiods je zajištění sledování nalezených bodů a v případě změny 
pozice některého ze sledovaných bodů vyslat  signál  positionChanged,  na který reagují  třídy 
ProjectInputOnCanvas a XrayCanvas změnou výstupních dat. 
5.2.3 Třída Points
Instance této třídy slouží ke sledování význačných bodů skrz jednotlivé vstupní snímky. Důležitým 
prvkem této třídy je člen  log typu  std::deque obsahující strukturu  cv::Point.  Tato fronta 
uchovává informace o pozici  konkrétního význačného bodu na předchozích snímcích.  Délka této  
fronty je závislá na hloubce algoritmu KLT, zde je implementována hloubka 3.
Nejvýznamnější metodou této třídy je metoda tracking. Ve vstupním snímku hledá novou 
pozici význačného bodu velmi zjednodušeným algoritmem KLT popsaným v části  3.5.1. K určení 
následující  přibližné  polohy  slouží  metoda  getNextLocation.  Metoda  tracking následně 
zkontroluje skutečnou polohu význačného bodu a uloží příslušný bod do členu log. Zjistit současnou 
pozici  objektu  je  možné  metodou  position,  kterou  získáme  strukturu  cv::Point určující 
souřadnice bodu ve snímku.
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Instance  této  třídy  jsou  předávány  z  objektu  třídy  ObjectRecognition k  dalšímu 
zpracování  objekty  tříd  XrayCanvas a  ProjectInputOnCanvas.  Tyto  třídy  získají  pozici 
význačných bodů metodou position a tuto informaci použijí k transformaci výstupních dat.
5.2.4 Třída GetInput a podtřída GetInputVideo
Instance těchto tříd  slouží  k  načítání  dat,  které  budou použity k promítání.  Tyto  třídy podporují  
formáty  AVI a  MP4  pro videa a  JPEG a  BMP pro obrázky.  Jednodušší rodičovská třída GetInput 
slouží  k  načtení  statického  obrazu.  Nejprve  je  načteno  jméno  souboru  metodou 
SetInputFileName.  Načtení  jména  souboru  je  zprostředkováno  skrz  grafickou  třídu 
MainWindow, použitím standardního dialogového okna QFileDialog. Po otevření souboru vrací 
tato třída každým zavoláním virtuální metody getNextFrame tentýž snímek. 
Třída GetInputVideo je složitější, neboť musí pojmout důležité aspekty načítaného videa. 
Zároveň si  zachovává stejné rozhranní  jako její  rodičovská třída.  Je  zde ovšem rozdílné chování  
virtuální  metody  getNextFrame.  Tato  metoda  vrací  při  každém  volání  jiný,  další  snímek 
načítaného videa. 
Další rozdíl oproti třídě GetInput je ve členu fps, kterým je určen počet snímků za vteřinu. 
K získání této informace z načítaného videa je použita metoda cv::VideoCapture::get. Třída 
GetInput není jedinou rodičovskou třídou třídy  GetInputVideo. Tato třída musí být zároveň 
potomkem třídy  Qobject. Při skončení video souboru nebo při chybě čtení je totiž vyslán  signál 
videoEnded, čímž dojde k ukončení promítaní.
5.2.5 Třída Transformation
Třída  Trasformation zastřešuje  všechny projekční  třídy v  této  aplikaci.  Každá  z  těchto  tříd 
reprezentuje  jeden  mód  aplikace.  Rozhraní  je  pro  všechny  její  potomky  shodné.  K  načtení 
význačných  bodů  slouží  virtuální  metoda  setInPoints.  Další  potřebnou vstupní  informací  je 
zpracovávaný obraz. Ten je načítán virtuální metodou setInput. Vlastní tranformace je prováděna 
virtuální metodou  fitting a výstup je získáván virtuální metodou  getTransformedImage. 
Implementace  metody  fitting je  specifické  pro  každou  třídu.  Následuje  popis  jednotlivých 
podtříd.
5.2.5.1 Třída XrayCanvas
Tato  třída  implemetuje  mód  pohledu  skrz.  Snímek  získaný  metodou  setInput ve  struktuře 
cv::Mat je předán ke zpracování metodě fitting, která implementuje Pinedův algoritmus, jenž 
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je podrobně popsán v kapitole 4.5.2. U takto upravovaných snímků velmi záleží na jejich rozlišení. 
Při malém rozlišení nemusí tento snímek zabírat celou projekční plochu a samotná projekce tak bude 
omezena. Obráceně to platí  taktéž. Při rozlišení větším než je rozlišení projektoru, nebude možné 
projít celý obraz.
5.2.5.2 Třída ProjectInputOnCanvas
Další z projekčních tříd. Stejně jako u třídy  XrayCanvas,  i tuto třídu reprezentuje objekt, který 
tranformuje  vstupní  snímky  na  základě  význačných  bodů  na  výstupní  matici  cv::Mat.  Tato 
implementuje projekci aplikace označenou jako základní mód.
Základem  transformace  jsou  konečné  body  destPoints,  na  jejichž  pozici  se  bude 
transformovat  vstupní  snímek.  Tyto  body  jsou  shodné  s  význačnými  body  získanými  metodou 
setInPoints.  Získání  transformační  matice,  tak jak je  to  popsáno v části  4.5.1,  je  provedeno 
funkcí  knihovny  OpenVC cv::getPerpectiveTranform.  K  vlastní  transformaci  je  použita 
funkce  cv::warpPerspective.  Rozlišení  vstupního  snímku  zde  nehraje  roli,  protože  funkce 
cv::warpPerspective je schopna uzpůsobit velikost vstupních dat příslušné transformaci.
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Ilustrace  14: Tento snímek demonstruje fukčnost módu pohledu skrz. Na plátno je promítán pouze 
výřez celého snímku, který odpovídá pozici plátna. Tento snímek je součástí přiloženého videa.  Toto 
video je možné slédnout na  http://youtu.be/9f9deIJsGFg.
5.2.6 Grafické třídy
Použití grafických tříd odpovídá použitému implementačnímu nástroji, v tomto případě nástroji Qt. 
Kromě  zprostředkování  uživatelského  grafického  rozhraní  umožňují  především  propojení  výše 
zmíněných  tříd.  Bez  tohoto  propojení  by  nebylo  možné  zajistit  funkčnost  celé  aplikace. 
Nejdůležitějšími grafickými třídami jsou třídy MainWindow a CalibrationDialog. Ty budou 
podrobně  popsány  dále.  Dalšími  grafickými  třídami  jsou  třídy  SelectModeDialog, 
DelayDialog a ProjectionPlane. SelectModeDialog a DelayDialog jsou standardní 
dialogová okna nástroje Qt.  Jejich účelem je zprostředkovat uživateli  volbu promítacího módu a 
zpoždění spuštění aplikace.
ProjectionPlane je  projekčním  plátnem  celé  aplikace.  Při  nastavení  projektoru  jako 
sekundární plochy, je právě tato třída použita k promítání všech výstupních dat. Instance této třídy je  
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Ilustrace  15:  Tento  snímek  demonstruje  fukčnost  základního  módu.  Na  plátno  je  promítán  celý 
snímek. Snímek zůstává ve stejné pozici vůči plátnu bez ohledu na rotaci a naklopení. Tento snímek 
je součástí přiloženého videa. Toto video je možné shlédnout na  http://youtu.be/9f9deIJsGFg.
roztažena na celou plochu projektoru. Má jeden jediný člen a to QLabel projection. Skrz tento člen 
jsou promítána veškeré data, které jsou určeny k projekci.
5.2.7 Třída MainWindow
Hlavní grafická třída s ovládáním celé aplikace. Základní funkcí této třídy je propojení grafického 
uživatelského rozhraní s funkčními třídami a propojení těchto tříd mezi sebou. K tomuto účelu jsou 
využity  prvky  nástroje  Qt,  sloty a  signály.  Hlavním  využitím  je  propojení  třídy 
ObjectRecognition přes  signál  PositionChanged s  třídou  pro  úpravu  výstupních  dat 
Trasnformation.  Připojením signálu  PositionChanged třídy  ObjectRecognition na 
slot changeRefPoints třídy MainWindow je zajištěno předávání nové polohy význačných bodů 
objektům třídy Tranformation pomocí metody setInPoints. 
Hlavní  uživatelské rozhraní  je implementováno jako seznam po sobě jdoucích úkolů,  které 
musí uživatel projít, než je mu umožněno spustit samotné promítání.
Každá z těchto položek otevírá nové dialogové okno. Před uvolněním další položky je třeba 
úspěšně dokončit  položku předchozí.  Pro lepší  komunikaci  aplikace s  uživatelem je  zobrazována  
zpětná vazba v objektu feedback třídy QLabel na spodní hraně aplikace. Vždy je možné vrátit se 
k již nastavené položce. Nejvýznamnějším dialogovým oknem je Kalibrace, které je popsáno níže. 
K  vybrání  promítaného  souboru  byl  zvolen  dialog  QfileDialog, konkrétně  metoda 
getOpenFileName.  Zde je kladen důraz na zpětnou vazbu v případě zvolení nepodporovaných 
formátů.
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Ilustrace 16: Popis grafického uživatelského rozhraní. Každá z položek představuje jeden krok, 
který je třeba provést. Při splnění každé položky je umožněn přístup k položce další a tato položka 
je označena za splněnou.
5.2.8 Třída CalibrationDialog
 Tato třída umožňuje komunikaci uživatele a programu pro potřeby kalibrace. Tak jak je uvedeno v  
kapitole 4.5.3, je třeba sjednotit střed pomítané plochy se středem snímané plochy.  Promítaná plocha 
je reprezentovaná instancí třídy ProjectionPlane. Tomuto objektu je předáván proud snímků s 
následujícími informacemi:
1. Bílým křížem ve středu promítané plochy.
2. Polohou  nalezených  význačných  bodů  v  obraze,  které  korespondují  se  snímanými  LED 
diodami.
Informace o pozicích jednotlivých diod jsou získávány prostřednictvím členu diods objektu 
třídy  ObjectRecognition.  V  dialogovém  okně  instance  třídy  CalibrationDialog je 
zobrazen  surový  neupravený  snímek  získaný  signálem  newWebCamCap třídy 
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Ilustrace 17: Zelený kříž reprezentuje střed projekční plochy. Pod ním je vidět slabší, bílý kříž, který 
určuje střed promítací plochy. Pohybem kamery je třeba tyto kříže zesouhlasit. Body A, B, C a D 
reprezentují nalezené význačné body.
ObjectRecognition, který je zpracován slotem projectWebCam tak, aby zobrazoval středový 
kříž snímané plochy, viz. ilustrace 17.
Kalibrace provádí uživatel ručně manipulací s kamerou tak, aby se středové kříže ve snímku 
překrývaly.
Dalším důležitým prvkem kalibrace je určení měřítka tak, jak je to popsáno v kapitole  4.5.3. 
Toto měřítko je závislé na ohniskové vzdálenosti projektoru. 
6 Budoucí úpravy a zpracování
V kapitole 6.1 jsou popsány zjištěné nedostatky současné aplikace. U některých z těchto nedostatků je 
navrženo  řešení  určené  pro  případné  budoucí  úpravy.  Taktéž  jsou  zde  popsány  možné  budoucí 
rozšíření a úpravy aplikace v kapitole 6.2.
6.1 Zjištěné nedostatky
Základním a hlavním problémem aplikace je její použití při vyšší intenzitě osvětlení. V případě, že za 
plátnem je intenzivně osvícená bílá plocha, je problematické rozlišit význačné body od osvícených 
skvrn na pozadí. Taktéž zdroje infračerveného záření, jako je oheň nebo televizní ovladač, mohou  
ovlivňovat schopnost správného nalezení význačných bodů.
Další omezením v tomto směru jsou parametry projektoru, konkrétně intenzita osvětlení. Při 
projekci  velmi  intenzivního  obrazu  ve  vzdálenosti  do  dvou  metrů  od  projektoru  může  dojít  k  
nežádoucímu splynutí význačných bodů, protože aplikace není schopná efektivně rozlišit promítanou 
plochu od zdrojů infračerveného záření. Z toho důvodu je nutné dodržet proječní vzdálenost okolo tří 
metrů od projektoru.
Na kvalitu zobrazení má velký vliv rozlišení zobrazovaného obrázku nebo videa. Při použití 
malého  nebo  příliš  velkého  rozlišení  v  módu  pohledu  skrz  hrozí  zkreslení  projekce.  Při  malém 
rozlišení je obraz roztažen na celé plátno a hrozí deformace obrazu. Obdobně to platí i pro příliš velké 
rozlišení.
Dalším problémem je  použití  vysokého rozlišení  v  základním módu.  Zde  hrozí  zpomalení 
projekce z důvodu velké náročnosti prováděných transformací. Tento nedostatek by mohl být vyřešen 
zvolením jiné knihovny pro zpracování výstupního obrazu než OpenCV, například OpenGL.
Posledním zde zmíněným nedostatkem je problematická kalibrace a zaostření projektoru při 
větším pohybu plátna. Pokud uživatel s plátnem pohybuje ve směru kolmém na projekční plochu, pak 
není možné zajistit efektivní zaostření ani ideální kalibraci.
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6.2 Možné rozšíření aplikace
Vytvořená aplikace splňuje zadaní této práce, nicméně je stále možné tuto aplikaci dále rozšiřovat.  
Rozšíření  této  aplikace  může  být  provedeno  na  mnoha  úrovních,  a  to  jak  na  hardwarové,  tak 
softwarové.  Mezi  základní  hardwarové  rozšíření  patří  zcela  jistě  úprava  plátna.  Zde  je  možné  
například upravit elektroniku s nepřenosným zdrojem napájení na přenosnou verzi. Další možností je 
úplné odstranění infračervených diod a jejich nahrazení za vhodné značení,  které by nahrazovalo  
detekci.  Tím  by  byla  odstraněna  veškerá  elektronika  z  plátna,  což  by  výrazně  zjednodušilo 
manipulaci  a  použití.  Zároveň  by  tím byly  odstraněny některé  ze  známých  nedostatků  současné 
aplikace. Na druhou stranu by tím vznikly další problémy spojené s detekcí těchto bodů v obraze.  
Navíc by toto značení mělo rušivý efekt pro pozorovatele.
Další  úpravy  se  týkají  programové  části  aplikace.  Nejjednodušším  rozšířením  aplikace  je 
přidání dalších módů, se kterými lze operovat. Jedním z těchto módů muže být herní mód. Jednou z  
her by mohl být například míč,  který reaguje na pohyb plátna odrazem od stěn. Rozšíření v této  
oblasti nabízí mnoho možností.
Zajímavou  úpravou by mohla  být  simulace  různých fyzikálních  jevů.  Na  plátno  může  být 
například nahlíženo jako na nádobu s kapalinou dle výběru. Kapalina by potom reagovala adekvátně  
podle pohybu plátna. 
Kromě přidání dalších módů by bylo možné aplikaci rozšířit o použití více pláten. Při tomto 
rozšíření  by  musela  být  řešena  například  kolize  pláten  ve  snímaném  prostoru,  nebo  rozlišení 
jednotlivých pláten mezi sebou. Použítí více pláten otvírá širokou škálu možností při tvorbě dalších 
módů,  především herních.  Na  použití  více  pláten  by  bylo  možné  plynule  navázat  rozdělitelným 
plátnem.
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7 Závěr
V této práci byla navržena a implementována aplikace, která umožňuje promítání obrazu nebo videa  
na pohyblivé plátno, kterým pohybuje uživatel. Sledování pozice plátna je zajištěno detektorem skvrn 
v černobílém obraze v proudu snímků z kamery s infračerveným filtrem. Tato kamera detekuje ve 
snímaném prostoru infračervené LED diody umístěné v rozích plátna. Dále zde byl navržen způsob 
usazení těchto diod na plátno, způsob jejich nalezení a spolehlivého sledování i při rotaci a naklopení 
plátna.
Taktéž  zde  byly  navrženy  a  implementovány  dvě  rozdílné  metody  projekce  uživatelem 
zadaného souboru, obrazu nebo videa. Obě tyto metody striktně respektují pozici plátna v projekční  
ploše tak, že obraz či video promítají  pouze na pozici plátna. Tím je zajištěn dojem, že se obraz  
pohybuje společně s plátnem. Tyto metody jsou v této práci označeny jako módy a jedná se o tzv.  
základní mód a  mód pohledu zkrz.  Činnost těchto módů a celé této aplikace je demonstrována ve 
videu  na  přiloženém  CD.  Z  videa  je  jednoznačně  zřejmé,  že  celá  aplikace  je  v  obou 
implementovaných módech funkční a že cílů uvedených v zadání bylo dosaženo.
Při testování zde implementované aplikace byly zjištěny a zdokumentovány jisté nedostatky 
této práce. U některých z těchto nedostatků jsou uvedeny možnosti jejich řešení pro případné budoucí  
úpravy. Taktéž jsou zde uvedeny možnosti budoucího rozšíření této aplikace. Tato rozšíření zahrnují  
možnosti změn hardwaru i softwaru. 
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