Both the Green-Schwarz and Siegel strings are presented in canonical form. Both systems are shown to describe the same number of physical degrees of freedom. The apparent extra symmetries of the Siegel string are not true symmetries but are combinations of second-class constraints. A formal quantization procedure is outlined and the problems of quantization are discussed.
Introduction
There is an elegant formalism, known as superspace, in which the global spacetime supersymmetry of a theory is manifest. The Neveu-Schwarz-Ramond (NSR) form of the superstring has spacetime supersymmetry in addition to the manifest superconformal symmetry on the worldsheet. Consequently, although any string field theory built from the NSR form will have spacetime supersymmetry, its supersymmetry will not be manifest. To construct a string field theory with manifest spacetime supersymmetry, one needs a first-quantized theory which has superspace coordinates as the fundamental fields on the two-dimensional worldsheet. A classical Lagrangian having global supersymmetry and a local fermionic worldsheet symmetry has been constructed by Green and Schwarz [1] . This action can be quantized in light-cone gauge and is the same as the NSR string in that gauge [2] .
While the Green-Schwarz action is free in light-cone gauge, in general gauges it is an interacting two-dimensional theory. This, in part, is why the covariant quantization of the theory is difficult. Because the action is free in light-cone gauge, one might expect that the action could be quantized straightforwardly in a covariant gauge, and that the covariantly quantized action would have a simple form. A formal quantization of the Green-Schwarz action shows that, on the contrary, there are difficulties even in passing from the Hamiltonian to a Lagrangian description.
The possibility should be kept in mind, therefore, that the Green-Schwarz action is not the appropriate action for quantization and may need to be amended in whole or in part. One such possible action has been proposed by Siegel [3] . The motivation for the Siegel string is to incorporate the smallest algebra containing the generators of reparametrizations and of local fermionic transformations as the invariance algebra of the string. Unfortunately, the phase space constraints of the Siegel string are equivalent to those of the Green-Schwarz string in generic regions of phase space, as I will show. It seems then that one is forced to use the Green-Schwarz action, or some other action not yet formulated, in order to obtain a covariantly first-quantized string with manifest spacetime supersymmetry.
Even though there are difficulties in constructing a covariantly quantized string with manifest spacetime supersymmetry, such a construction is a necessary ingredient of the corresponding superstring field theory. The dynamical variables (including ghosts and auxiliary fields) of the first-quantized string become the coordinates on which the string field depends. And, as Siegel has explained [3] , the constraints of the first-quantized theory will determine the free dynamics of the string field. The free field Lagrangian is ΨĤΨ, withĤ the first-quantized Hamiltonian (operator) and Ψ the string field.
A manifestly supersymmetric string field theory may make the possibilities for, or necessity of, supersymmetry breaking more apparent and may put some constraints on the allowable vacua.
The ghost structure of the theory is likely to yield as much insight into string physics as it has for the bosonic and NSR strings [4, 5] .
The first step on the road to string field theory is the construction of a firstquantized theory. The classical string actions are singular systems (in the sense of Dirac [6] ) and their quantizations begin with the analysis of their constraints. The analysis and quantization of constrained systems were first investigated by Dirac [6] who considered canonical quantization only. A path integral quantization eliminates some of the problems of ordering in the canonical formalism and also yields the ghost parts of the action [7] . The path integral quantization of constrained Hamiltonian systems was fully worked out by Fradkin and his school [8, 9, 10] . It is through the Fradkin formalism that one may formally quantize the Green-Schwarz action.
The difficulties of, and remaining technical steps in this quantization are discussed in section 4. The Siegel string will be shown to be essentially equivalent to the Green-Schwarz string, and thus is shown to have no particular advantage over the Green-Schwarz string in the canonical formalism.
The Green-Schwarz String
The quantities which appear in the Green-Schwarz action are the two-dimensional metric g αβ , a ten-dimensional position X µ , and two anticommuting Majorana-Weyl spinors θ A , A = 1, 2. Both X µ and θ A transform as scalars under worldsheet reparametrizations. When light-cone gauge is fixed, the remaining pieces of θ A together transform as a spinor on the world-sheet, with the label A becoming a twodimensional spinor index. The covariant classical Green-Schwarz action is [1] 
where
Just as the Brink-Schwarz superparticle has primary constraints [11] there are similar primary constraints for the Green-Schwarz action [12, 13] :
Here P g is canonically conjugate to g, prime denotes derivative with respect to σ, and ζ A is the conjugate momentum to θ A satisfying the (symmetric) canonical Poisson
where h A is the chirality projector for the spinor θ A : h A θ A = θ A . The second relation in (2.3) defines the momentum, ζ A := ∂ R L/∂ Rθ A , which is the right derivative of the Lagrangian with respect to the velocity of θ A . Already one can see that there is something about the θ A which is peculiar for scalar fields. The momentum conjugate to the field θ A is constrained to be a function of fields other than the velocity of θ A .
This is more the behavior of a two-dimensional spinor field.
Two more constraints need to be imposed in order to conserve the first constraint of (2.3). These two constraints are the vanishing of the (traceless) stress tensor T αβ :
The Π µ α in eq. (2.5) are the expressions (2.2) expressed in canonical variables. In conformal coordinates the constraints (2.5) are particularly simple. Writing 6) one obtains Π 2 A = 0 for the constraints (2.5).
One may check that there are no more constraints which need to be imposed in addition to (2.3) and (2.5). Upon examining the constraints one finds that some of them are second-class. Specifically, one computes the Poisson bracket of the fermionic constraints with themselves and finds
(Roman minuscules are ten-dimensional spinor indices.) Because Π µ A is null (from (2.5)), exactly half of the components ofD A ≈ 0 are second-class and half are firstclass. The null vectors Π µ A are useful for separating these constraints covariantly [12, 13] . One may check that the first-class constraints are separated from the second-class constraints by
The bar over the label A in (2.8b) is to denote the other value A may take; that is because the choice of any null vector not given by the theory itself would break manifest covariance. It turns out [12] that the generator of reparametrizations is not purely Π 2 A but is
The full set of constraints for the Green-Schwarz string is (P g ) αβ ≈ 0, Thus there are sixteen bosonic and sixteen fermionic physical phase space degrees of freedom at each point along the string.
The Siegel String
The Siegel string is motivated by a desire not to have the whole ofD A fixed to zero. This is reasonable because the troublesome second-class constraints are contained in
If only three quarters of the components ofD A were constrained to vanish, then there would be the correct number of degrees of freedom, and the constraints would all be first-class. Further, the quantityD A is part of the fermion emission vertex and its vanishing seems to be at odds with its use in the fermion emission vertex [3] .
There is no problem with this because the full emission vertex does not vanish by the constraints.
The two-dimensional fields used to construct the Siegel string are, in addition to the fields of the Green-Schwarz string, a ten-dimensional and worldsheet vector 
The quantities Π Aαβ are projection operators
and are not related to the expression (2.2) even though they are, unfortunately, denoted by the same symbol. The Dirac analysis proceeds analogously to the Siegel superparticle [11] . The canonical phase space has the conjugate pairs (X, P X ), (P, P P ),
), (ψ, P ψ ), (χ, P χ ) and (φ, P φ ) as canonical variables.
The definition of momenta leads directly to the primary constraints.
In these primary constraints the variables are all mixed up in a complicated fashion, but it is possible to see that φ 1 , φ 2 , φ 4 and pieces of φ 3 are second-class.
Whether or not the rest are first-class is less clear, but one must suspect that φ 5, 6, 7, 8 are first-class as they shift the Lagrange multiplier fields. In order to simplify the analysis one may fix these suspected gauge invariances with further constraints, and then must check that there are no inconsistencies that follow from the imposition and conservation of the extra constraints. With this caveat, set
and require their conservation. It is important to note that the imposition of these covariant gauge conditions in no way changes the counting of the independent degrees of freedom.
Conservation of the constraints (3.3) and (3.4) requires the additional constraints
is the stress tensor and is the same as the modified stress tensor in (2.9). The set of constraints (3.3), (3.4), and (3.5) are conserved without the imposition of any further constraints. The set of fixing conditions (3.4) is consistent and leaves an algebra [3, 14] of constraints generated by φ 9,10,11,12 . The Hamiltonian which preserves the constraints,
is unique up to the addition of first-class constraints and is equal to T 00 upon setting the second-class constraints to zero strongly. (That is, taking the second-class constraints to vanish identically and replacing the Poisson bracket by the Dirac bracket 4) . Similarly, let P = P α Π Aαβ . The constraints (3.5) are now easily written as
Because P / is invertible for P 2 = 0, the first two of these together imply that
separately.
Here we must assume that P 2 is not a nilpotent commuting supernumber. Although the variable P µ is a priori a commuting supernumber, we may restrict it to be real. It is permissible for us to do this because we will define quantum mechanics through the use of the path integral and, as shown in the appendix, an integral over all commuting supernumbers is equal to the same integral restricted to be over purely real numbers. Because the constraints are imposed on the path integral, we may analyze the constraints using this same assumption. It is also important that the variable P µ is a global supersymmetry invariant so that the global supersymmetry will not be ruined by this restriction. It is clear that the first constraint of (3.8) then implies that P 2 andDθ ′ must vanish separately, becauseDθ ′ has no real number piece. (In the terminology of DeWitt [16],Dθ has no body and P 2 has no soul.)
Alternatively, we may argue in the following fashion. We still restrict the variable P µ to be real. Because P / is invertible for P 2 = 0, the first two constraints of (3.8)
together imply that
separately. The argument proceeds by multiplying the second constraint by IP and then dividing by P 2 if it is non-zero.
The relevant constraints on the derived quantity D are
The solution of these constraints, D = f (θ ′ , P /) will be the analogous constraints toD = 0 in the Green-Schwarz theory. For any f , except f = (P / − iθγθ ′ γ)θ + constant, the constraints D = f (θ ′ , P /) are obviously second-class. One may dispose of the possibility f = (P / − iθγθ ′ γ)θ by showing that it is not a solution.
One may show that the only solution for generic θ ′ is f = 0 or that (3.11) are equivalent toD ≈ 0. The third constraint is most easily solved. It implies that
where λ a (σ) is a commuting spinor function and ǫ(σ) is an anticommuting scalar.
The second equation implies
while the last requires that ǫǫ ′ = 0 or, equivalently,
Generically, all of the components of θ ′ are independent Grassmann numbers and have zeros as functions of σ. Eq. (3.14) requires λ(σ) to have poles of the same order as the zeros of these generic θ configurations unless ǫ is identically zero. The expression D, which is tacitly assumed to be a differentiable function of σ, is expressed through (3.12, 3.13) as
Therefore D a has poles as a function of σ for generic θ(σ) field configurations unless it vanishes.
There is one loop-hole in the above argument. There is a way to solve the constraints (3.11) which is not of the form (3.12). The last two constraints can be solved by setting D proportional to a constant nilpotent commuting number (such as ǫ 1 ǫ 2 , ǫ 1 and ǫ 2 both Grassmann). That is, the expression (3.15) satisfies the last three constraints if β 2 = 0. It also satisfies the first constraint if the commuting spinor λ is annihilated by P /. These solutions must be considered "pathological."
These pathological solutions are assumed to be unimportant for the quantum theory. To illuminate the peculiar nature of solutions involving nilpotent commuting numbers, consider a constraint P µ P µ = 0. Any P µ of the form P µ = βM µ with M arbitrary and β 2 = 0 satisfies the constraints. The finite dimensional analog of the path integral measure over such a constrained surface is d n P δ(P 2 ) which becomes β n δ(β 2 )d n M/M 2 upon replacement of P µ by βM µ . From the rules in the appendix, we would define β n δ(β 2 ) as β n+2 δ ′ (0) which is ambiguous but should be set to zero because β is nilpotent. These pathological solutions can be eliminated if we define the integrals over these subspaces to vanish.
The existence of these pathological solutions is of secondary importance to the fact that they, like D = 0, are also second-class constraints.
It is peculiar that the algebra of constraints (3.8) hides second-class constraints.
Usually one believes that constraints which form an algebra are first-class and generate
symmetries. An analogous, though simpler, model of this situation can be made.
Suppose there is a system with constraints p ≈ 0 and q ≈ 0. These constraints cannot be imposed simultaneously on the system because their Poisson brackets do not vanish; {q, p} = 1. These are second-class constraints. An equivalent set of constraints may be imposed on the system. Consider the set of constraints
The constraints (3.16) are equivalent to p ≈ 0, q ≈ 0 in that the hypersurfaces defined by both sets of constraints are identical. The difference is that (3.16) form an algebra:
Thus the quadratic constraints (3.16) appear to be first-class. When they are solved (written in a form linear in the dynamical variables) one can see they are actually second-class. This simple example shows how algebras of non-linear quantities may hide second-class constraints.
The quantization of theories with quadratic constraint algebras is not straightforward. If we insist on dealing with the constraints in their non-linear form, we will be unable to obtain any states at all, despite the fact that the constraints form an algebra. This can be demonstrated with the simple example (3.16) above. First, we transcribe the constraints into operators. In order to preserve the algebra (3.17), we must order the constraints as follows.
Imposing these operators on a wavefunction leads to the conclusion that the wavefunction must vanish. Of course, these constraints may be treated in the Gupta-Bleuler fashion, but even second-class constraints may be successfully imposed this way. The BFV formalism may not be applied to the system (3.16) directly because the constraints are reducible. When using the reducibility conditions
in the BFV formalism for reducible theories, one finds that one cannot obtain a consistent BRS charge Ω.
Because the solutions of the constraints (3.8) are second-class, the "symmetries" of the Siegel string system generated by the last two constraints of (3.8) are not true symmetries. The Siegel string, because it has the same constraints as the GreenSchwarz string, also has sixteen bosonic and sixteen fermionic physical phase space degrees of freedom. As classical theories the two formulations of the string are equivalent. For quantization the (linear) Green-Schwarz constraints are more suitable.
The Quantization of the Manifestly Supersymmetric String
The bosonic string and the NSR superstring are both covariantly quantized through the Faddeev-Popov procedure in which the canonical structure of the theories need never enter. Instead, the integration over metric degrees of freedom is rewritten to factor out the diffeomorphisms explicitly through a change of variables.
The resulting Jacobian becomes the ghost action once the ghosts are introduced.
Theories which have complicated phase space structure, such as nontrivial secondclass constraints, or algebras of first-class constraints which have phase-space dependent structure constants, cannot be quantized using a Lagrangian path integral with the Faddeev-Popov method. Theories with phase-space dependent structure constants in the first-class constraint algebra have a more complicated BRS charge which leads to a Lagrangian containing ghost-ghost interactions [10, 7] . Complicated second-class constraints require a modification of the path integral measure and a modification of the Poisson brackets [10] . It is unfortunate that the manifestly supersymmetric string has both complications.
In order to quantize covariantly one of these complicated theories, the constraints must first be separated into first-and second-classes. The Poisson bracket is redefined so that the second-class constraints have vanishing brackets with any function on phase space. The measure of the path integral is modified by the introduction of delta functions of the second-class constraints multiplied by the square root of the superdeterminant of the matrix of Poisson brackets of all second-class constraints.
Next, the first-class constraints must be considered. The first-class constraints may be used to construct a BRS symmetry generator which will later be used to fix out the first-class symmetries. One starts by enlarging the phase space. For each firstclass constraint φ ≈ 0 a Lagrange multiplier λ and its conjugate momentum π are introduced. A ghost η, antighostη and their conjugate momenta ρ andρ round out the set additional phase space variables needed for each first-class constraint φ. The variables λ and π have the same statistics as φ while the statistics of η,η, ρ andρ are the opposite of φ. There is also a new constraint one must introduce, which is π ≈ 0.
From these constraints one constructs a BRS generator [7] Ω =ηπ + ηφ + more (4.2) to satisfy
This condition is nontrivial to satisfy because Ω is fermionic and the Dirac bracket (4.3) is symmetric for fermionic functions and does not vanish identically.
The correct generating functional for the system is The measure factor is
Next, one must construct the BRS charge Ω to satisfy {Ω, Ω} D = 0 and show that the quantum BRS charge only squares to zero for ten spacetime dimensions. This
still has yet to be done, but there is no reason to doubt that it can be done.
There is, perhaps, little calculational power to be gained in continuing the quantization in this fashion because the Poisson bracket (4.6) is cubic in the momentum P µ . The elevation of this bracket from the measure to the action with appropriate "second-class ghosts" will yield an action cubic in momenta. The momentum integrals cannot be done explicitly to yield a conventional Lagrangian, but one could consider this momentum space path integral as the configuration space path integral of a first-order Lagrangian, which is, unfortunately, not free. All that is needed to use this formal quantization is the explicit form of the BRS operator Ω whose quantum analog is nilpotent. This quantization could be used for any (world sheet) perturbative calculation.
To conclude this section, I resolve the puzzle of why the above remarks do not apply to the light-cone gauge
In other words, why can the light-cone gauge fixed string be quantized so easily and why is it free? The answer crucially depends upon the observation that the constraints (4.7) may be treated on the same footing with the constraints (2.3) and (2.5). The constraints (4.7) must also be conserved and so fix the Hamiltonian to be
The whole set of constraints (4.7), (2.3), and (2.5) are all together second-class constraints as they must be since (4.7) fix the gauge completely. The generating functional (4.4) may be used to quantize the theory. Because there are no first-class constraints there is no BRS charge. The superdeterminant in the measure factor is not field dependent, and the delta functions may be solved easily. When the momentum integral is done, one is left with a free theory for the transverse modes. The main point of this is that the theory is much simpler if one does not have to separate the constraints into first-and second-classes. It also helps that the gauge conditions (4.7)
are simple and linear.
Discussion
The main result of this paper is the demonstration that the Siegel string is essentially equivalent to the Green-Schwarz string.
The extra symmetries of the Siegel string are not actually symmetries at all but hide second-class constraints. Because they are not symmetries, they do not need to be fixed out through a gauge choice and do not properly belong in the BRS generator of the theory. The existence of a formalism for quantizing a theory with a quadratic algebra of constraints which are actually second-class is an open question.
The existing formalism for quantization requires the explicit identification of the second-class constraints and therefore the Green-Schwarz form is the most appropriate for quantization. A formal quantization of the Green-Schwarz system has been given.
The construction of the BRS charge which has zero Dirac brackets with itself and the demonstration that the quantum mechanical BRS charge is nilpotent, are necessary to complete the quantization. The important question of how treat the reducibility of the constraints and therefore how to define the determinant in (4.5) must also be resolved in order to complete the quantization. This formal quantization does not possess the most useful attribute of the NSR and bosonic strings; the freedom of the world sheet σ-model.
Nevertheless, one knows how to begin constructing the associated string field theory. The set of fields on which the wave functional depends is the original set X µ , θ A , the ghosts for the diffeomorphisms and local supersymmetry, the "secondclass ghosts," and the fields used to elevate the delta functional in the measure factor (4.5) to the action. Much less clear is the explicit form for the dynamics of the free string field theory.
APPENDIX

Calculus of Commuting and Anticommuting Grassmann Numbers [15]
Following DeWitt, we define supernumbers by starting with an infinite dimensional Grassmann algebra with basis ζ a , a = 1, 2, . . . satisfying only the relations
We denote this algebra over a base field F by Λ ∞ (F). We shall be concerned mostly with Λ ∞ (R). Any supernumber in Λ ∞ (R) may be split into its body and soul More important for physics is the distinction between even and odd (that is, commuting and anticommuting) supernumbers. Any supernumber x can be split into two pieces, x c ∈ R c and x a ∈ R a .
x = x c + x a ; 
where t is a real number. Here we take the parametrization to be x B (t) = t. The striking thing about the integral (A.6) is that it is independent of the path (x B (t), x S (t)) Next we split the sums apart and integrate by parts. holds for all smooth functions F and all finite x S ∈ R c , if the limit exists.
