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Abstract
This paper is devoted to study the existence of periodic solutions of the second-order
equation x00 ¼ f ðt; xÞ; where f is a Carathe´odory function, by combining some new properties
of Green’s function together with Krasnoselskii ﬁxed point theorem on compression and
expansion of cones. As applications, we get new existence results for equations with jumping
nonlinearities as well as equations with a repulsive or attractive singularity. In this latter case,
our results cover equations with weak singularities and are compared with some recent results
by I. Rachunkova´, M. Tvrdy´ and I. Vrkoc˘.
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1. Introduction
The aim of this paper is to provide new existence results for the periodic boundary
value problem
x00 ¼ f ðt; xÞ;
xð0Þ ¼ xðTÞ; x0ð0Þ ¼ x0ðTÞ;
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where f is a function of L1-Carathe´odory type (that is, measurable in the ﬁrst
variable and continuous in the second one) and T-periodic in t: Two of the most
common techniques to approach this problem are: (1) the obtention of a priori
bounds for the possible solutions and then the application of topological degree
arguments [21] and (2) the theory of upper and lower solutions [3]. These techniques
can be interconnected and have proved to be very strong and fruitful and became
very popular in this research area. However, any method of proof has some
limitations and in fact, for practical purposes, serious difﬁculties arise frequently in
the search for a priori bounds or upper and lower solutions.
In this paper, we choose another strategy of proof which rely essentially on a
ﬁxed point theorem due to Krasnoselskii for completely continuous operators
on a Banach space that exhibit a cone compression and expansion of norm type
[17, p. 148] (see Theorem 3.1). This result has been extensively employed in the
related literature, specially to study several kinds of separated boundary value
problems (see for instance in [7,8,13,15] and their references), while for the periodic
problem it is more difﬁcult to ﬁnd references, and only a very recent paper [22] is
known to the author. The reason for this contrast may be the fact that in order to
apply this ﬁxed-point theorem, it is necessary to perform a study of the sign of
Green’s function for the linear equation, and the periodic boundary conditions are
difﬁcult in this study in all sense. We overcome this problem by using a new Lp-
maximum principle developed in [27]. This tool is combined with some ideas from
[22]. One of the most interesting features of this technique of proof is that it provides
‘‘a posteriori’’ bounds of the solution (in particular, the solution has constant sign)
which makes it possible to apply the general results to a variety of equations by
truncation.
The paper is organized as follows: in Section 2 a detailed analysis of the sign of
Green’s function of the linearized equation is carried out as an intermediate step for
the proofs of the main results of this paper given in Section 3. Finally, Section 4 is
devoted to applications of these general results, making assumptions on the behavior
of the nonlinearity near 0 and inﬁnity, following some ideas from [22]. Many
illustrating examples are considered. In particular, we provide new results for two
problems that have attracted the interest of many researchers in the recent years:
jumping nonlinearities (Example 3) and equations with a singularity in the origin
(Section 4.2). Specially, in Section 4.2 it is shown that our method of proof can deal
also with weak singularities. We obtain also new existence results for singular
equations and compare them with related results obtained recently in [25,31].
Let us ﬁx some notation to be used in the following: ‘a.e.’ means ‘almost
everywhere’ and ‘for a.e.’ means ‘for almost every’. Given aAL1ð0; TÞ; we write ag0
if aX0 for a.e. tA½0; T  and it is positive in a set of positive measure. Similarly, a!0
if ag0: We write fACarð½0; T   ða; bÞ;RÞ (where NpaobpþN) if
f : ½0; T   ða; bÞ-R is a L1-Carathe´odory function, that is, it is continuous in the
second variable and for every aorosob there exists hr;sAL1ð0; TÞ such that
jf ðt; xÞjphr;sðtÞ for all xA½r; s and a.e. tA½0; T : The usual Lp-norm is denoted by
jj:jjp; whereas jj:jj is used for the norm of the supremum.
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2. On the sign of Green’s function
Let us consider the linear equation
x00 þ aðtÞx ¼ 0 ð1Þ
with periodic conditions
xð0Þ ¼ xðTÞ; x0ð0Þ ¼ x0ðTÞ: ð2Þ
In this section, we assume conditions under which the only solution of problem
(1)–(2) is the trivial one. As a consequence of Fredholm’s alternative, the
nonhomogeneous equation
x00 þ aðtÞx ¼ hðtÞ
admits a unique T-periodic solution that can be written as
xðtÞ ¼
Z T
0
Gðt; sÞhðsÞ ds;
where Gðt; sÞ is the Green’s function of problem (1)–(2). The following result follows
from the classical theory of Green’s functions (see for instance [11]).
Theorem 2.1. Let us assume that the distance between two consecutive zeroes of a
nontrivial solution of Eq. (1) is greater than T : Then, Green’s function Gðt; sÞ has
constant sign.
Proof. As G is a continuous function deﬁned on ½0; T   ½0; T ; we only have to
prove that it does not vanish in any point. By contradiction, let us suppose that there
exists ðt0; s0ÞA½0; T   ½0; T  such that Gðt0; s0Þ ¼ 0: First, let us assume that
ðt0; s0ÞAð0; TÞ  ½0; T : It is known that for a given s0Að0; TÞ; Gðt; s0Þ as a function
of t is a solution of (1) in the intervals ½0; s0Þ and ðs0; T  such that
Gð0; s0Þ ¼ GðT ; s0Þ;
@
@t
Gð0; s0Þ ¼ @
@t
GðT ; s0Þ:
Then, we can construct
xðtÞ ¼ Gðt; s0Þ; tA½s0; T 
Gðt  T ; s0Þ; tA½T ; s0 þ T 
(
This function is class C1 and in consequence it is a solution of Eq. (1) in the whole
interval ½s0; s0 þ T : Also, we have that xðt0Þ ¼ 0 and because of hypothesis two
consecutive zeroes should be separated by a distance greater than T ; there should be
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a unique zero of x in ½s0; s0 þ T : Moreover as xðs0Þ ¼ xðs0 þ TÞ; x0ðt0Þ ¼ 0 and by
uniqueness of solution of the initial value problem, xðtÞ  0 for all t; in contradiction
with the elementary properties of Green’s function.
Analogously, if t0A½0; s0Þ; we get a contradiction by following the same reasoning
with:
xðtÞ ¼ Gðt  T ; s0Þ; tA½s0  T ; 0;
Gðt; s0Þ; tA½0; s0:
(
Finally, if s0 ¼ 0 or s0 ¼ T ; then Gðt; s0Þ is a solution of (1) in ½0; T  such that
Gð0; s0Þ ¼ GðT ; s0Þ; and the same argument as before leads to a contradiction. The
proof is concluded since the case t0 ¼ 0 or t0 ¼ T has been already studied if we take
into account that Gðt; sÞ is a symmetric function. &
In order to apply the previous result, we are going to study two different
situations. The ﬁrst one is the following:
Corollary 2.2. If aðtÞ!0; then Gðt; sÞo0 for all ðt; sÞA½0; T   ½0; T :
Proof. If aðtÞ!0; then it is easy to verify that any nontrivial solution of (1) has at
most one zero. Hence by Theorem 2.1 Green’s function Gðt; sÞ has constant sign. Let
us prove that this sign is negative. The unique T-periodic solution of the equation
x00 þ aðtÞx ¼ 1
is just xðtÞ ¼ R T0 Gðt; sÞ ds; but an integration of the equation over ½0; T  yields
Z T
0
aðtÞxðtÞ dt ¼ T40:
As by hypothesis aðtÞ!0; xðtÞo0 for some t; and as a consequence Gðt; sÞo0 for all
ðt; sÞ: &
If on the contrary aðtÞg0; then the solutions of (1) are oscillating, i.e., there are
inﬁnite zeroes, and in order to get the required distance between zeroes, we need to
use a maximum principle given in [27] and based on the proof some eigenvalues
arguments from [32]. The following best Sobolev constants will be used:
KðqÞ ¼
2p
qT1þ2=qð 22þqÞ
12=q Gð
1
q
Þ
Gð1
2
þ1
q
Þ
 !2
if 1pqoN;
4
T
if q ¼N;
8><
>: ð3Þ
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where G is the Gamma function. For a given p; let us deﬁne
pn ¼ p
p1 if 1ppoN
pn ¼ 1 if p ¼ þN:
Corollary 2.3. Assume that aðtÞg0 and aALpð0; TÞ for some 1pppN: If
jjajjppKð2pnÞ; ð4Þ
then Gðt; sÞ40 for all ðt; sÞA½0; T   ½0; T :
Proof. We use some arguments from [27] and they are recapitulated for the
convenience of the reader. If
%
l1ðaÞ is the ﬁrst antiperiodic eigenvalue, the following
inequality is proved in [32]:
%
l1ðaÞX p
T

 2
1 jjajjp
Kð2pnÞ
 
:
Therefore, under assumption (4), we have
%
l1ðaÞX0: From here, it is not hard to
prove that the distance between two consecutive zeroes of a nontrivial solution of
Eq. (1) is greater than T (see [27, Lemma 2.1]). Hence, by Theorem 2.1 Green’s
function has constant sign, and the positive sign of G is determined as in the previous
result. &
Remark 1. If p ¼ þN; then hypothesis (4) is equivalent to jjajjNpðpTÞ2; which is a
known criterion for the maximum principle yet used in the related literature (see [3]
and the references therein).
The following result provides a way to compute the maximum M :¼ maxt;s Gðt; sÞ
and minimum m :¼ mint;s Gðt; sÞ of a Green’s function under the previous
assumptions. Let us call u; v the solutions of the linear equation (1) with initial
conditions uð0Þ ¼ 0; u0ð0Þ ¼ 1; vðTÞ ¼ 0; v0ðTÞ ¼ 1:
Proposition 2.0.1. (1) Under the conditions of Corollary 2.2,
m ¼ vð0Þ
2þ v0ð0Þ  u0ðTÞ; M ¼
mintðuðtÞ þ vðtÞÞ
2þ v0ð0Þ  u0ðTÞ:
(2) Under the conditions of Corollary 2.3,
m ¼ vð0Þ
2þ v0ð0Þ  u0ðTÞ; M ¼
maxtðuðtÞ þ vðtÞÞ
2þ v0ð0Þ  u0ðTÞ:
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Proof. We will make use of the basic theory of Green’s functions again. In both
cases, Green’s function is of the form
Gðt; sÞ ¼ auðtÞ þ bvðtÞ  1
vð0Þ½uðtÞvðsÞHðs  tÞ þ uðsÞvðtÞHðt  sÞ; ð5Þ
where H is the Heavyside function (1 if the argument is nonnegative
and zero otherwise) and a; b must be determined by imposing the boundary
conditions.
First, by imposing that Gð0; 0Þ ¼ Gð0; TÞ we get a ¼ b: Moreover, by imposing the
jump condition on the derivative
@
@t
Gð0þ; 0Þ  @
@t
GðT; 0Þ ¼ 1
it is deduced that
a ¼ 1
2þ v0ð0Þ  u0ðTÞ:
Note that a and aðtÞ have the same sign.
On the other hand, Gðt; s0Þ as a function of t is a solution of (1) with a positive
jump in its derivative when t ¼ s0: Besides, Gðt; s0Þ is concave in ½0; s0Þ and ðs0; T :
Then, it is easy to conclude that
m ¼ min
tA½0;T 
Gðt; tÞ:
Let us call
hðtÞ :¼ Gðt; tÞ ¼ aðuðtÞ þ vðtÞÞ  1
vð0Þ uðtÞvðtÞ:
Then, by using that the wronskian Wðu; vÞðtÞ ¼ u0ðtÞvðtÞ  uðtÞv0ðtÞ is constant and is
equal to vð0Þ for all t; it is proved that
h00ðtÞ ¼ aðu00ðtÞ þ v00ðtÞÞ ¼ aðtÞaðuðtÞ þ vðtÞÞo0:
As hð0Þ ¼ hðTÞ; we conclude that
m ¼ Gð0; 0Þ ¼ avð0Þ ¼ vð0Þ
2þ v0ð0Þ  u0ðTÞ:
We emphasize that this reasoning is valid in both cases included in this
proposition.
Concerning the maximum, we only have to look at formula (5) to realize that it
will be reached when s ¼ T (remember that uðtÞvðtÞ is positive for all tA½0; T ). In
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consequence,
M ¼ max
tA½0;T 
Gðt; TÞ ¼ max
tA½0;T 
½aðuðtÞ þ vðtÞÞ
and a consideration over the sign of a in each case leads to the conclusion. &
As a direct application, we can compute the maximum and the minimum of the
Green’s function when aðtÞ  k2; obtaining
mk ¼  1þ e
kT
2kðekT  1Þ; Mk ¼ 
ekT=2
kðekT  1Þ
and when aðtÞ  k2oðp
T
Þ2; obtaining
m˜k ¼ 1
2k
cot
kT
2
 
; M˜k ¼ 1
2k sinðkT2 Þ
: ð6Þ
These explicit values will be employed in Section 4.
3. Main results
Let us consider the periodic boundary value problem
x00 ¼ f ðt; xÞ;
xð0Þ ¼ xðTÞ; x0ð0Þ ¼ x0ðTÞ; ð7Þ
where fACarð½0; T   R;RÞ:
Let us deﬁne the sets of functions
L :¼ faAL1ð0; TÞ: a!0g;
Lþ :¼ faAL1ð0; TÞ: ag0; jjajjppKð2pnÞ for some 1pppþNg:
From the study of Section 2, it is known that if aAL,Lþ; then the periodic
problem for equation x00 þ aðtÞx ¼ 0 has a Green’s function Gðt; sÞ with a deﬁnite
sign. Following some ideas from [22], along this section, we will exploit this fact
together with the following ﬁxed-point theorem for a completely continuous
operator in a Banach space [17, p. 148].
Theorem 3.1. Let B a Banach space, and let PCB be a cone in B: Assume O1;O2 are
open subsets of B with 0AO1; %O1CO2 and let A :P-ð %O1=O2Þ-P be a completely
continuous operator such that one of the following conditions is satisfied:
1. jjAujjpjjujj; if uAP-@O1; and jjAujjXjjujj; if uAP-@O2:
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2. jjAujjXjjujj; if uAP-@O1; and jjAujjpjjujj; if uAP-@O2:
Then, A has at least one fixed point in P-ð %O2=O1Þ:
As in Section 2, we denote
M :¼ max
t;s
Gðt; sÞ; m :¼ min
t;s
Gðt; sÞ:
Theorem 3.2. Let us assume that there exist aALþ and 0oroR such that
f ðt; xÞ þ aðtÞxX0 8xA m
M
r;
M
m
R
 
; a:e: t: ð8Þ
Then, if one of the following conditions holds
(i)
f ðt; xÞ þ aðtÞxX M
Tm2
x 8xA m
M
r; r
h i
; a:e: t;
f ðt; xÞ þ aðtÞxp 1
TM
x 8xA R; M
m
R
 
; a:e: t:
(ii)
f ðt; xÞ þ aðtÞxp 1
TM
x 8xA m
M
r; r
h i
; a:e: t;
f ðt; xÞ þ aðtÞxX M
Tm2
x 8xA R; M
m
R
 
; a:e: t;
problem (7) has a positive solution.
Proof. From Section 2, it is known that M4m40: Let us write the equation as
x00 þ aðtÞx ¼ f ðt; xÞ þ aðtÞx
and deﬁne the open sets
O1 :¼ fxACð0; TÞ: jjxjjorg;
O2 :¼ xACð0; TÞ: jjxjjoM
m
R
 
:
By deﬁning the open cone
P :¼ xACð0; TÞ: min
t
x4
m
M
jjxjj
n o
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it is easy to prove that if xAP-ð %O2\O1Þ; then
m
M
rpxðtÞpM
m
R; 8t:
Let us deﬁne the completely continuous operator
Ax ¼
Z T
0
Gðt; sÞ½f ðs; xðsÞÞ þ aðsÞxðsÞ ds: ð9Þ
Clearly, a solution of problem (7) is just a ﬁxed point of this operator.
As a consequence of (8), we have that if xAP-ðO2\O1Þ; then
AxXm
Z T
0
Gðt; sÞf ðs; xðsÞÞ ds4m
M
Z T
0
max
t
Gðt; sÞf ðs; xðsÞÞ ds ¼ m
M
jjAxjj;
that is, AðP-ðO2\O1ÞÞCP:
Let us suppose that condition (i) holds, being totally analogous the proof for
condition (ii). If xA@O1-P; then jjxjj ¼ r and mM rpxðtÞpr for all t: Therefore, by
using (i),
AxðtÞXm
Z T
0
f ðt; xÞ dsXM
Tm
Z T
0
xðsÞ dsXr ¼ jjxjj:
Similarly, if xA@O2-P; then jjxjj ¼ Mm R and RpxðtÞpMm R for all t: As a
consequence,
AxðtÞpM
Z T
0
f ðt; xÞ dspM 1
TM
Z T
0
xðsÞ dspR ¼ jjxjj:
Now, from Theorem 3.1 there exists xAP-ð %O2=O1Þ which is a solution of problem
(7). Therefore,
m
M
rpxðtÞpM
m
R;
so in particular such a solution is positive. &
Remark 2. It is not hard to verify that the previous result is true for the equation
x00 ¼ f ðt; x; x0Þ; with f satisfying the required inequalities uniformly in x0: This
remark can be extended to the whole paper. However, we have chosen the given
presentation for the sake of brevity.
As a direct consequence of the previous result, the following corollary is
straightforward by means of the change of variables y ¼ x:
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Corollary 3.3. Let us assume that there exist aALþ and 0oroR such that
f ðt; xÞ þ aðtÞxp0 8xA M
m
R;m
M
r
 
; a:e: t: ð10Þ
Then, if one of the following conditions holds
(i)
f ðt; xÞ þ aðtÞxp M
Tm2
x 8xA r;m
M
r
h i
; a:e: t;
f ðt; xÞ þ aðtÞxX 1
TM
x 8xA M
m
R;R
 
; a:e: t:
(ii)
f ðt; xÞ þ aðtÞxX 1
TM
x 8xA r;m
M
r
h i
; a:e: t;
f ðt; xÞ þ aðtÞxp M
Tm2
x 8xA M
m
R;R
 
; a:e: t;
problem (7) has a negative solution.
In the following results, the knowledge of the sign of Green’s function when aAL
is used in order to get to a result similar to that in Theorem 3.2.
Theorem 3.4. Let us assume that there exist aAL and 0oroR such that
f ðt; xÞ þ aðtÞxp0 8xA M
m
r;
m
M
R
 
; a:e: t: ð11Þ
Then, if one of the following conditions holds
(i)
f ðt; xÞ þ aðtÞxp m
TM2
x 8xA M
m
r; r
 
; a:e: t;
f ðt; xÞ þ aðtÞxX 1
Tm
x 8xA R; m
M
R
h i
; a:e: t:
(ii)
f ðt; xÞ þ aðtÞxX 1
Tm
x 8xA M
m
r; r
 
; a:e: t;
f ðt; xÞ þ aðtÞxX m
TM2
x 8xA R; m
M
R
h i
; a:e: t;
problem (7) has a positive solution.
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Proof. The proof follows essentially the lines of Theorem 3.2. Now, we have that
moMo0: Let us deﬁne the open sets
O1 :¼ fxACð0; TÞ: jjxjjorg;
O2 :¼ xACð0; TÞ: jjxjjom
M
R
n o
and the open cone
P :¼ xACð0; TÞ: min
t
x4
M
m
jjxjj
 
:
If xAP-ð %O2\O1Þ; then
M
m
rpxðtÞpm
M
R; 8t:
Now, by deﬁning the operator A as in (9), the proof continues as in
Theorem 3.2. &
Corollary 3.5. Let us assume that there exist aAL and 0oroR such that
f ðt; xÞ þ aðtÞxX0 8xA m
M
R;M
m
r
 
; a:e: t: ð12Þ
Then, if one of the following conditions holds
(i)
f ðt; xÞ þ aðtÞxX m
TM2
x 8xA r;M
m
r
 
; a:e: t;
f ðt; xÞ þ aðtÞxp 1
Tm
x 8xA m
M
R;R
h i
; a:e: t:
(ii)
f ðt; xÞ þ aðtÞxp 1
Tm
x 8xA r;M
m
r
 
; a:e: t;
f ðt; xÞ þ aðtÞxX m
TM2
x 8xA m
M
R;R
h i
; a:e: t;
problem (7) has a negative solution.
4. Applications
Below, we are going to perform some illustrating applications of the results
previously obtained. This section is divided into two main subsections.
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4.1. Nonlinearities defined on the whole real line
Along this subsection, it is supposed that fACarð½0; T   R;RÞ: The ﬁrst useful
observation is that it is not necessary to know explicitly the value of m; M if it is
assumed as in [22] an adequate asymptotic behavior of the nonlinearity.
Corollary 4.1. Let us assume that aALþ and f ðt; xÞX0 for all xARþ and for a.e.
tA½0; T : Then, if one of the following conditions holds:
(i)
lim
x-0þ
f ðt; xÞ
x
¼ þN; lim
x-þN
f ðt; xÞ
x
¼ 0:
(ii)
lim
x-0þ
f ðt; xÞ
x
¼ 0; lim
x-þN
f ðt; xÞ
x
¼ þN
uniformly for a.e. t; problem (7) has a positive solution.
Proof. It is a direct consequence of Theorem 3.2 taking r and R small and big
enough, respectively. &
Analogous corollaries can be derived from Theorem 3.4 and Corollaries 3.3 and
3.5 by imposing suitable asymptotic conditions, leading to the existence of positive
or negative solutions. These results can be combined to get multiplicity of solutions,
like in the following example.
Example 1. In the paper [6], existence of periodic solutions for the Mathieu–Dufﬁng
type equation
x00 þ ða þ b cos tÞx þ cx3 ¼ 0 ð13Þ
is studied. The study made in the cited paper is based on Schauder’s ﬁxed point
theorem, but it does not exclude the trivial solution, which always exists. Now, we
can assert the following.
Corollary 4.2. Let us assume that one of the following hypotheses is satisfied
(i) aobp0oc:
(ii) co0; a þ b cos tALþ:
Then, Eq. (13) has at least two nontrivial 2p-periodic solutions.
Proof. The nonlinearity f ðt; xÞ ¼ cx3 is sublinear in 0 and superlinear in N; so
Theorem 3.2 and Corollary 3.3 (or alternatively Theorem 3.4 and Corollary 3.5)
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apply directly for small enough r and big enough R giving a couple of one-signed
periodic solutions. &
Remark 3. As pointed out in [32], the parameter region ða; bÞ such that a þ
b cos tALþ is a very close approximation to the ﬁrst stability region of the linear
Mathieu equation.
Example 2. If aALþ; the equation
x00 þ aðtÞx ¼ sgnðxÞjxjn
has at least two nontrivial T-periodic solutions for any nARþ\f1g:
Proof. The nonlinearity f ðt; xÞ ¼ sgnðxÞjxjn is sublinear inN and superlinear in 0 if
0ono1 and vice versa if n41: In any case, the conclusion is the same as in the
previous example. &
Example 3. In the recent decades, jumping nonlinearities has become a very popular
subject, specially in connection with the modelling of oscillations of suspension
bridges (see for instance [18] and their references). In our context, the following
result can be proved.
Corollary 4.3. Let us consider the equation
x00 þ a1ðtÞxþ  a2ðtÞx ¼ f ðt; xÞ ð14Þ
with fACarð½0; T   R;RÞ and a1; a2ALþ: Let us suppose that
sgnðxÞf ðt; xÞX0
for all xAR and a.e. tA½0; T  and one of the following assumptions holds:
(i)
lim
x-0
f ðt; xÞ
x
¼ 0; lim
jxj-þN
f ðt; xÞ
x
¼ þN:
(ii)
lim
x-0
f ðt; xÞ
x
¼ þN; lim
jxj-þN
f ðt; xÞ
x
¼ 0
uniformly in t: Then, Eq. (14) has at least two nontrivial T-periodic solutions.
Note that Example 1 is a particular case when a1  a2: In both cases, it is
interesting to remark that a1; a2 can be unbounded functions, so they may cross the
eigenvalues of the linear periodic problem x00ðtÞ þ lxðtÞ ¼ 0: This result is to be
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compared with other results about jumping nonlinearities (see, for instance, [27,
Theorem 4.2] as well as [5,10,16,29] and their references).
4.2. Singular nonlinearities
In order to get applications of the results of Section 3, an important observation is
that the required hypotheses must be veriﬁed only over a compact interval (for
instance ½m
M
r; M
m
R in Theorem 3.2). This fact makes it possible to truncate the
equation and cover a wide variety of new equations, not necessarily deﬁned on the
whole real line. In this sense, we will pay attention to the so-called singular equations.
Generally speaking, an equation is called singular if the nonlinearity is deﬁned in Rþ
for the dependent variable x and tends to inﬁnity when x tends to zero. The opening
work of this research line was done by Lazer and Solimini [19], in which the model
equations
x007
1
xa
¼ pðtÞ
were studied. Since then, many researchers have studied the existence of
periodic solutions for this type of problems and a long list of references is
available (a complete bibliography is out of the purpose of this work, see
[4,14,9,20,21,23–25,30,31] and their bibliographies only to mention some of
them).
Let us consider the periodic problem
x00 þ aðtÞx ¼ f ðt; xÞ;
xð0Þ ¼ xðTÞ; x0ð0Þ ¼ x0ðTÞ; ð15Þ
where aAL1ð0; TÞ and fACarð½0; T   Rþ;RÞ: It is said that problem (15) has an
attractive singularity if
lim
x-0þ
f ðt; xÞ ¼ N; unif : a:e: tA½0; T  ð16Þ
and has a repulsive singularity if
lim
x-0þ
f ðt; xÞ ¼ þN; unif : a:e: tA½0; T : ð17Þ
For attractive singularities, the classical technique for proving existence
of periodic solution is the lower and upper solution method. Now, the
following result can be proved as a direct corollary of Theorem 3.4. As
in the previous sections, m and M are the minimum and the maximum
values of the Green’s function of x00 þ aðtÞx ¼ 0 with periodic boundary
conditions.
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Theorem 4.4. Let us assume (16) and that aAL: Then, if there exists R40 such that
f ðt; xÞp0; 8xA 0; m
M
R
i

and
f ðt; xÞX 1
TM
x; 8xA R; m
M
R
h i
;
a.e. tA½0; T ; problem (15) has a positive solution.
Example 4. If aAL; the equation
x00 þ aðtÞx þ bðtÞxn þ 1
xl
¼ 0
with l40; 0ono1 and bðtÞg0 has a T-periodic solution.
Proof. Note that if aAL; then moMo0: The nonlinearity f ðt; xÞ ¼  1
xa
 bðtÞxn is
negative, singular in 0 and sublinear in þN: So it is easy to verify the conditions of
Theorem 4.4. &
Remark 4. Observe that a can be unbounded and zero at some points in the interval
½0; T : So it is difﬁcult to ﬁnd upper and lower solutions by using the standard tricks
available in the related literature.
In the following, we consider the repulsive case.
Theorem 4.5. Let us assume that (17) holds and that there exists aALþ and R40
such that
f ðt; xÞX0; 8xA 0; M
m
R

ð18Þ
and
f ðt; xÞp 1
TM
x; 8xA R; M
m
R
 
; ð19Þ
a.e. tA½0; T ; problem (15) has a positive solution.
Proof. The proof follows from a direct application of Theorem 3.2 since (17)
together with (19) implies that hypothesis (i) holds for r small enough. &
In the context of repulsive singularities, it is usual to assume some kind of ‘strong
force’ condition, which means roughly that the potential in zero is inﬁnity. Typically,
this condition is employed to obtain a priori bounds of the solutions. In the founding
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paper [19], it is proved that the strong singularity condition cannot be dropped
without further assumptions, and in fact such a condition has become standard in
the related literature. Recently, Rachunkova´ et al. [25] have obtained for the ﬁrst
time existence results in the presence of weak singularities, by using topological
degree arguments. In our case, the method of proof enables to deal also with weak
singularities, obtaining existence of periodic solutions for a new type of singular
equations. Our intention is to check our Theorem 4.5 in two particular cases of
singular equations studied in [25,31] and compare the results.
Example 5. The ﬁrst equation we want to analyze is
x00  a
ul
þ k2u ¼ eðtÞ ð20Þ
with a; k; lARþ and eAL½0; 1: Let us recall
en ¼ sup ess eðtÞ; e
*
¼ inf ess eðtÞ:
Eq. (20) is Example 3.9 in [25], where it is proved that there is a positive periodic
solution if kAð0; p and the following inequality holds:
e
*
4 p
2  k2
la
  l
lþ1
ðlþ 1Þa: ð21Þ
In particular, there exists a periodic solution if e
*
X0:
Now, a new result can be proved.
Corollary 4.6. Let us assume that eALN½0; 1; kAð0; pÞ and let us suppose that e
*
o0
and
enp
e
*
coslðk
2
Þ þ k sinðkÞ
a
je
*
j
 !1
l
: ð22Þ
Then, there is a positive 1-periodic solution of Eq. (20).
Proof. If kAð0; pÞ; then k2ALþ and the minimum and maximum of the
corresponding Green’s function have been computed in (6), and this results in
m ¼ 1
2k
cot
k
2
 
; M ¼ 1
2k sinðk
2
Þ:
Then, conditions (18)–(19) are reduced to ﬁnding R40 such that
a
xl
þ e
*
X0; 0oxp R
cosðk
2
Þ ð23Þ
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and
a
xl
þ enp2k sin k
2
 
x; Rpxp R
cosðk
2
Þ: ð24Þ
By using the monotonocity of the left-hand side, (23) is fulﬁlled by ﬁxing
R :¼ aje
*
j
 !1
l
cos
k
2
 
:
Analogously, (23) holds if
enp2k sin k
2
 
R  a
Rl
:
Now, it is easy to prove through basic operations that this inequality and (22) are
equivalent. &
Remark 5. Assumptions (21) and (22) are independent and it is interesting to
compare them. Assumption (21) is a uniform lower bound on e: It does not impose
any restriction above, but it does not include some rather natural cases: for instance,
if e is constant, it is clear that there exists a periodic (constant) solution for any value
of eAR: This trivial case is not covered by (21). On the contrary, (22) cannot handle
unbounded forcing terms, but imposes some kind of restriction over the
‘‘oscillation’’ of e (that is, the difference en  e
*
) in which e
*
can be under the
bound given by (21). Now, the trivial case where e is constant is covered.
Our method can deal with more complex equations (adding, for instance, time-
varying coefﬁcients) that seem not to be covered by the results in [25], as in the
following example.
Corollary 4.7. If aðtÞALþ; l40 and bALNð0; TÞ is such that b
*
40; then equation
x00 þ aðtÞx  bðtÞ
xl
¼ eðtÞ
has a T-periodic solution for any eALNð0; TÞ verifying that e
*
X0:
Example 6. As an application of the latter result, let us consider the Brillouin beam-
focusing equation
x00 þ að1þ cos tÞx ¼ 1
xl
: ð25Þ
This equation has been widely studied as a model for the motion of a magnetically
focused axially symmetric electron beam with Brillouin ﬂow (see [1] for a description
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of the model). The problem of existence of a positive periodic solution has been
considered in several papers [2,26,28,30,31], which have improved successively the
estimation of a: In the more recent paper, it is proved that Eq. (25) has a 2p-periodic
solution if 0oao0:16488 and lX1 by a careful study of a priori bounds and Leray–
Schauder degree. The condition over l is the ‘strong force’ condition, which is
necessary to get the a priori bounds. Now, this condition can be dropped without
further assumptions.
Corollary 4.8. If 0oao0:16488 and l40; then Eq. (25) has a 2p-periodic solution.
Proof. It is direct from the previous corollary if we take into account that aðtÞ ¼
að1þ cos tÞxALþ if
ao max
1opoþN
Kð2pnÞ
jj1þ cos tjjp
E0:16488
(the maximum is attained at pE2:1941). &
We ﬁnish with a multiplicity result for equations with a repulsive singularity.
Theorem 4.9. Let us assume (17), aðtÞALþ and the following hypotheses hold:
1.
f ðt; xÞX0 8x40:
2.
lim
x-þN
f ðt; xÞ
x
¼ þN:
3. There exists R40 such that
f ðt; xÞp 1
TM
x 8xA R; M
m
R
 
a.e. tA½0; T : Then, problem (15) has at least two positive solutions.
Proof. By using the asymptotic behavior of f ; it is possible to apply Theorem 2.1
twice, obtaining two periodic solutions x1; x2: Let us see that these solutions are
different. From the proof of Theorem 2.1, it is deduced that if x1  x2; then
Rpx1ðtÞpMm R for all t; but by using assumption 3, we arrive to a contradiction,
since
x1ðtÞ ¼
Z T
0
Gðt; sÞf ðs; x1ðsÞÞ dsp 1
TM
Z T
0
Gðt; sÞx1ðsÞ dso1
T
Z T
0
x1ðsÞ ds
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for all t; but integrating over a period, the contradiction is aimed at. Therefore, x1
and x2 are different solutions and the proof is concluded. &
Other multiplicity results in the presence of a repulsive singularity have been
obtained previously in [21, Theorem 6.3]; [12,24]. In these cases, a strong force
assumption was essential for the proof, in contrast with our result.
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