Abstract. This work develops adaptive time stepping algorithms for the approximation of a functional of a diffusion with jumps based on a jump augmented Monte Carlo Euler-Maruyama method, which achieve a prescribed precision. The main result is the derivation of new expansions for the time discretization error, with computable leading order term in a posteriori form, which are based on stochastic flows and discrete dual backward functions. Combined with proper estimation of the statistical error, they lead to efficient and accurate computation of global error estimates, extending the results by A. Szepessy, R. Tempone, and G. E. Zouraris [Comm. Pure Appl. Math., 54 (2001), pp. 1169-1214. Adaptive algorithms for either deterministic or trajectory-dependent time stepping are proposed. Numerical examples show the performance of the proposed error approximations and the adaptive schemes.
1. Introduction. Since the introduction by Kiyoshi Itô of the theory of stochastic integration [26] , diffusion processes have become a benchmark model in the mathematical sciences. Nevertheless, the study of more complex phenomena, including abrupt changes, pathwise features different from the ones of diffusions, and heavy tails, leads to the introduction of models with jumps.
In our view, the introduction of jumps in stochastic modeling is realized at least in the following three major directions. First, diffusions with jumps, the case we consider in this work, are obtained by adding jumps to a diffusion-type dynamics. Jumps have exponentially distributed interarrival times and amplitudes generated by time-dependent mark distributions. This jump structure ensures the unpredictability of the epoch and the magnitude of the jumps, a fact that is observed in financial markets, where it leads to the incompleteness of the market. This first approach was initiated with the work by Merton [37] . For other models we refer to Cont and Tankov [11] and the references therein. In a second approach, the jump intensity depends on the state of the process, implying a certain possibility to predict the jump epoch. State-dependent jump diffusion processes are intensively used in default risk theory, for instance, in the form of affine jump diffusion processes [13] . The third approach assumes that not only the large movements but also the small movements observed in the dynamics are generated by jumps. In some works even the Brownian driving process is replaced by a stable-type process (i.e., a Lévy process with jump measure with infinite mass around zero). This gives a process with an infinite number of jumps on every bounded time interval, a situation known as infinite activity. Initial references to infinite activity are, for instance, [34] and [17] . More recent works include [10] .
The computation of functionals of the above-mentioned stochastic processes, when closed solutions are not available, led to the development of time discretization schemes, following the approach by Maruyama [35] . In this wide field of applied mathematics, standard references are the books by Kloeden and Platen [31] and by Milstein and Tretyakov [39] . The main emphasis in these books is on the development of different numerical schemes and the determination of their order of convergence. Consider a given functional θ (for instance, an expectation, related to an option price in finance) of a stochastic process defined on a time interval [0, T ]. Assuming the necessary regularity, we say that a scheme has (weak) order r if it produces a sample average approximate value, θ, such that | θ − θ| = O (∆t max ) r + M −1/2 , using a time discretization {0 = t 0 < t 1 < · · · < t N = T } and M independent samples.
Motivated by practical reasons, we formulate in this work a weak approximation problem in the following way: given the functional θ, the numerical scheme for time discretization, and a certain desired accuracy TOL > 0, produce a computable sample average estimator θ such that | θ − θ| ≤ TOL with a probability close to one. We also seek to construct θ using minimal computational effort.
To solve this problem we use the so-called jump augmented Euler-Maruyama scheme (also known as jump adapted Euler-Maruyama scheme; cf. [47] ) and develop novel time discretization error estimation formulas. Based on these computable error estimates we propose a posteriori adaptive methods that compute the approximation θ and estimate its numerical error due to time discretization and statistical sampling. If the prescribed accuracy TOL is not yet achieved, the adaptive algorithms decide whether to subdivide a set of time intervals with largest error contribution or to increase the number of realizations, up to the point of achieving the accuracy goal. To the best of our knowledge, there are no references that follow this approach for any class of jump processes.
Regarding the jump intensity λ, we consider a moderate number of jumps, motivated by reported results from the calibration of jump diffusion models in finance. For instance, the value λ = 0.089 was reported for the calibration of the Merton model with option prices on the S&P 500 index, and λ ≈ 1 for the Kou model applied to the German DAX index; see [1] and [12] . These empirical facts allow us to rely on the augmentation of the grid with the jump times, reported to be more accurate for strong approximation of diffusion with jumps [6] . In Remark 4.1 we discuss the corresponding additional work due to the inclusion of the jump points in the time discretization.
The main contribution in this work is the generalization of the approach proposed by Szepessy, Tempone, and Zouraris for diffusions in [51] to the context of diffusion with large jumps. This generalization is based on the probabilistic properties of diffusions with jumps, performing two steps of simulation. The first step relates to the jump structure, and the second relates to the diffusion part. We provide corresponding analysis for the approximation errors in each step. In section 2 we present an example with a singularity and many jumps. There, our new algorithms save a factor of one hundred in the number of time steps required to produce the same accuracy as the uniform time stepping algorithm. Furthermore, for one of those algorithms the additional computational work to generate the adaptive time steps is negligible.
The other two cases not considered here, namely, diffusions with state-dependent intensity jumps and high intensity of small jumps, seem to require other techniques and would therefore be interesting for future work; see the end of section 1.2.1.
Efficient adaptive time stepping methods, with theoretical basis, use a posteriori error information, since in general a priori knowledge is not as precise as the a posteriori one. Adaptive time stepping methods can be based on Theorem 2.2 or Theorem 3.1, where error estimates with leading order terms in computable a posteriori form are obtained. These estimations require the use of stochastic flows and dual functions in the presence of jumps. Dual functions are standard in optimal control theory, in particular for adaptive mesh control for ordinary and partial differential equations (see [4] , [5] , [16] , [28] , [29] , [41] , [43] , and [44] ) and were successfully applied in the probabilistic context in [15] , [40] , [45] , and [51] . Alternative deterministic methods involve the numerical approximation of the Kolmogorov backward equation (2.5), which is a nonlocal partial integrodifferential equation. Direct discretization of such time-dependent integrodifferential equations requires the approximation of integrals at each time step and may suffer from the curse of dimensionality. On the other hand, the Euler-Maruyama method avoids these expensive computations. Examples of this deterministic approach include the work by Andersen and Andreasen [1] , which uses operator splitting to approximate the integral term explicitly in Fourier space while approximating the other terms in the equation implicitly, and the work by Matache, von Petersdorff, and Schwab [36] , which discretizes the partial integro-differential equation by the θ-scheme in time and a wavelet Galerkin method in space.
For work which proposes and analyzes numerical methods for diffusions with jumps, we refer the reader to Liu and Li [33] , where weak convergence schemes are analyzed, and Higham and Kloeden [22] , [23] , [24] , where implicit methods for diffusion with jumps are presented, analyzing strong convergence and nonlinear stability. We refer also to Bruti-Liberati and Platen [6] , [7] , [8] , [9] , Kubilius and Platen [32] , and Mikulevičius and Platen [38] . 
is a filtration and
, with 1 ∈ N, and deterministic compensator q(dt, dz) = λ(t)µ(t, dz)dt. Here λ : [0, T ] →t : t ∈ [0, T ]}, and P = P W × P J ; as usual in this framework, the Wiener process and the Poisson random measure are mutually independent. The coefficients a :
are assumed to be Borel functions, satisfying regularity conditions stated in Lemma 2.1.
Given a scalar function g : R d → R, a functional of the stochastic process X of the form θ = E g X(T )) , and a tolerance TOL > 0, the goal of our work is to derive an algorithm that produces a computable approximation θ to θ such that θ − θ ≤ TOL with a probability close to one and minimal computational effort.
1.2.
The jump augmented Euler-Maruyama simulation scheme. The scheme has two steps. After choosing an initial deterministic partition of the time interval [0, T ] we sample the jump epochs and magnitudes, to later implement the numerical method in the augmented grid, including the original points and the jump points. We first describe the jump structure construction.
1.2.1. Construction of the integral with respect to the Poisson random measure. Consider a sequence (e j )
Then the number of jumps of the random Poisson measure
and the total number of jumps in [0, T ] is denoted by ν ≡ ν(T ). The jump times of the Poisson measure can be defined by τ 0 = 0, and τ k = Λ −1 (e 1 + · · · + e k ) for k = 1, . . . , ν, and can be computed recursively by solving for τ k in the equations
Once the jump times are computed, we proceed to sample the marks {Z k }, which, conditionally on the values of the jumps times, are independent random variables distributed respectively according to {µ(τ k , dz)}. Observe that the random measure p(dt, dz), characterized by its intensity q(dt, dz) = λ(t)µ(t, dz)dt, can then be constructed as
Here δ (t,Z) (ds, dz) is a Dirac distribution at the point (t, Z). As a consequence of this construction, the stochastic integral with respect to the Poisson random measure, i.e., the last term in (1.1), can be computed as a finite sum, i.e.,
Some relevant remarks concerning the jump structure and its simulation are in order. First, the number of jumps in the interval [0, T ] is almost sure finite, its expectation being Λ(T ) = T 0 λ(s)ds ≤ λ max T . Second, since the time intensity λ(t) is deterministic, the jump times {τ k } can be directly obtained before solving for the process X; it is enough to find the function Λ by accurately integrating (1.2) and successively finding {τ k } by solving (1.3). Furthermore, if λ is a constant, then we simply sample τ k = (e 1 + · · · + e k )/λ. The jump augmented Euler-Maruyama scheme admits a direct generalization in the case of stochastic intensity, as long as this intensity is independent of the Wiener process and it admits exact simulation. This is the case, for instance, of a regime-switching intensity process (see, for instance, [2] ).
In the second approach described before, the jump intensity λ depends on the current value X(t) of the process. Then it is not possible to sample the jump times separately from the process and it is necessary to implement a different algorithm. For instance, see Glasserman and Merener [20] , [21] , where a rejection algorithm is proposed, reducing the case of uniformly bounded state-dependent intensity λ = λ(t, x) ≤ λ o (t) < λ max to the case of a time-dependent intensity λ = λ o (t) < λ max , which is our case.
Regarding the third approach described above and the possibility of adapting our methodology to the case of infinite activity, a possible approach is to separate small and large jumps, simulating the large jumps and approximating the small jumps by an additional independent Brownian motion, as suggested by Asmussen and Rosiński [3] . Nevertheless, one should be cautious, as the efficient use of the jump augmented Euler-Maruyama method assumes a moderate number of jumps, while the cut-off approximation of the small jump part by a Brownian motion may produce a high intensity compound Poisson process. This delicate tradeoff between "small" and "large" jumps is characteristic in infinite activity Lévy processes problems, should be separately examined, and is out of the scope of the present work (see [50] ).
Jump augmented
Euler-Maruyama time stepping algorithm. After constructing the jumps and its marks as in section 1.2.1, we simulate the trajectory X using the following scheme.
Jump Augmented Euler-Maruyama simulation scheme. Input: Given N , time nodes 0 =t 0 <t 1 < · · · <t N = T , and sample jump times 0 < τ 1 (ω) < · · · < τ ν(ω) (ω) < T with corresponding marks Z 1 (ω), . . . , Z ν(ω) (ω), set the jump counter k = 1. Time stepping: Consider an augmented partition given by the union
where κ(ω) = N + ν(ω) (a.s.) is the number of time steps. Set the initial condition X(t 0 , ω) = x 0 . For time steps n = 0, . . . , κ(ω) − 1 Compute the remaining approximate grid values, X(t n+1 , ω), by first constructing the left limit value of the approximated process,
When needed, introduce the correction due to jump discontinuities:
end-if end-for Several important particular cases deserve comment. First, taking c = 0 we obtain the previous algorithm in [51] . Besides, in the particular case when a = b = 0 the approximate process X has the same law as X, due to the form of the grid proposed in the numerical method (see [20] ). A similar situation occurs when only b = 0; there, conditioned on the jumps information, a higher order method for ordinary differential equation integration should be used to approximate X between jump times, giving a time discretization error which is essentially negligible with respect to the statistical error.
1.3. Error control. The aim, for a given TOL > 0, is to choose time steps
such that the computational work, defined as M times the average number of time steps, i.e., M × E[κ] is minimal, constrained by the condition that the computational error, E, defined by
is such that the event
has a probability close to one. The computational error E naturally splits as the sum of the (deterministic) time discretization error E T and the statistical error E S given, respectively, by
The number M of independent realizations of X is computed from the statistical properties of E S . Theorems 2.2 and 3.1 state approximations for the time discretization error in terms of error contributions from each time subinterval, that is,
(see (2.7) and (3.4)). These approximations are used to estimate the time discretization error in the adaptive algorithms that we propose. The error density ρ(t m , ω j ) in (2.8) and (3.5), respectively, are computed through the discrete dual functions that we describe in section 1.4.
Discrete dual equations.
This subsection is dedicated to the determination of the discrete dual functions ϕ(t) ∈ R d , ϕ (t) ∈ R d×d , and ϕ (t) ∈ R d×d×d , where t is a node of the (stochastic) partition of the time interval [0, T ]. First, we introduce some notation. Definition 1.1 (local discrete solution operator). Write the Euler time stepping for the time nodes t = t 0 , t
where the next computational time is given by
and, correspondingly, the previous computational time is
Observe that, depending on ω and t, we may have
n and t n is the kth jump time, x if t = t − n and t n is a not a jump time.
Then, for each realization, ϕ, ϕ , and ϕ are constructed by the following algorithm.
Dual backward time stepping algorithm.
Set the initial backward values
end-while 1.5. Adaptivity. After choosing the initial jump augmented grid, we propose two different ways of a posteriori refinement or time stepping in order to achieve the prescribed TOL: a first algorithm that refines simultaneously all the simulated trajectories, which we call deterministic, and a second one that refines the simulated trajectories one by one, which we call stochastic.
In the deterministic algorithm, the refinement is taken in order to achieve
Observe that we can only control the deterministic pointst n and not the whole augmented grid. This is the basis of our adaptive algorithm in section 4.3. In the stochastic algorithm the time steps are determined by the condition
where, in contrast to the previous algorithm, there is no expectation. This is achieved through a test performed at each interval of each realization, to decide whether to refine the given interval (see section 4.4). In this case, when a node is added, a Brownian bridge is used to obtain the value of both the Wiener process and the approximated process, X, at this new intermediate time node. Stochastic time steps are advantageous for problems with singularities at random times, but since their use entails more work per realization than the deterministic time steps they should be judiciously used. A natural application of stochastic time steps appears in the weak approximation of killed diffusions; see [15] . The optimal stochastic steps depend on the whole solution X(t), 0 < t < T , and in particular the step ∆t(t) at time t depends also on W (u) for t < u. In stochastic analysis the concept of adaptedness means, intuitively, that the values of the process at time t depend only on the events generated by the sources of randomness up to time t, i.e., they do not depend on future events. In numerical analysis a method is said to be adaptive when the approximate solution is used to control the error, e.g., to determine the time steps. Our stochastic time stepping algorithm is in this sense adaptive and nonadapted, since the time steps ∆t(t) depend on values of W (u) for t < u, i.e., on future values of the Wiener process. The backward evolutions (1.13)-(1.14) of the weight functions ϕ and ϕ avoid solving for the two variables t, s present in ∂X(t) ∂x(s) , which appears in the forward t-evolution equation for
∂xi(tn) ; see (6.25) . A solution with two variables s and t would require work of the order N 2 for each realization, instead of the corresponding work of the order N in Theorem 2.2.
The rest of the paper is organized as follows. Section 2 contains a first error expansion based on the dual functions and its first derivatives. Section 3 contains a second error expansion based on the duals and its first and second derivatives. Section 4 presents implementations of adaptive algorithms. Section 5 includes results from numerical experiments, and section 6 presents the proofs.
2.
A first estimate of the time discretization error. In this section we present in Theorem 2.2 an error expansion in a posteriori computable form for the time discretization error E T in (1.9) based on the first and second dual functions ϕ and ϕ . All the proofs are given in section 6.
Our analysis uses the fact that the simulated process can be extended to the interval [0, T ]. To do this we first define the piecewise constant coefficients
for n = 0, . . . , ν − 1, and then consider the stochastic differential equation
A key point of our approach is the possibility of perfect simulation of the jump structure, avoiding the necessity of the consideration of an approximated jump coefficient c. For simplicity we introduce the notation
and use the summation convention, i.e., if the same subscript appears twice in a term, the term denotes the sum over the range of this subscript, e.g.,
For a derivative ∂ α the notation |α| is its order. Lemma 2.1. (a) Assume that the following regularity conditions hold:
The functions a(t, x), b(t, x), and c(t, x, z) are continuous in (t, x) and are twice continuously differentiable with respect to x.
(ii) The partial derivatives of first and second order with respect to x of the functions a and b are uniformly bounded.
where ∇ x denotes the gradient with respect to x, and the constant C is independent of x. (iv) The function g is twice continuously differentiable, and together with its partial derivatives of first and second order it is uniformly bounded. Then the cost to go function, defined by
satisfies the Kolmogorov equation (2.5)
with the boundary condition
(b) Furthermore, if the following regularity conditions are satisfied:
, and ∂ β c(t, ·, z) are bounded uniformly in t and z for 1 ≤ |β| ≤ 8; (ii) the jump intensity λ(t) and the measure µ(t, dz) have continuous time derivatives; in addition, the functions a(·, x), b(·, x), c(·, x, z) have continuous and uniformly bounded first order time derivatives;
iv) the function g has spatial derivatives ∂ β g, with polynomial growth for |β| ≤ 8; then the function u has continuous partial derivatives with respect to x up to the order 8, satisfying the following polynomial growth condition: for all i ∈ {0, 1, 2} and α ∈ N d with i + |α| ≤ 8 there exists p α,i ∈ N and C α,i > 0 such that
Lemma 2.2. Assume that the regularity conditions described in paragraph (b) of Lemma 2.1 hold. Then the time discretization error in (1.9) satisfies
where u = u(t, x) is the cost to go function defined in (2.4). Remark 2.1. It is possible to relax the assumption of the process departing from a fixed value x 0 ∈ R. We can assume that it departs from a random variable X(0), independent of the jump structure and the Wiener process, and we can assume that either this initial random variable admits perfect simulation by X(0) or it does not.
Both situations easily adapt to our approach, giving (in the latter case) an additional term of the form E[u(0, X(0)) − u(0, X(0))] in the error expansion in (2.6).
Lemma 2.2 is combined with stochastic flows to derive the a posteriori error expansion in Theorem 2.2 below. This error expansion is based on variations of the processes X and X. The proof of Theorem 2.2 uses mainly the fact that the error in replacing g(X(T )) in Lemma 2.2 by g(X(T )), in the representation (2.4) of ∂ α u, yields the small deterministic remainder term
2 dt in (2.7) of Theorem 2.2, which is analogous to the O(N −2 ) term in Talay and Tubaro's expansion, [53] , and needs some a priori estimate to be controlled. Lemma 2.2 can be applied to estimate this error. The second important ingredient in the proof is the Markov property of X satisfied at the discrete times t n . Based on the fact that X(t n ) is F tn measurable, the nested expected values
in (2.6) can, by the definition of ϕ and its implication (6.25), be decoupled to
which reduces the computational complexity substantially; see Lemma 6.3.
Theorem 2.2 (first error expansion). Suppose that a, b, g, X, and X satisfy the assumptions in Lemma 2.2. Then the time discretization error in (1.9) has the expansion (2.7)
where the leading order error term is in computable a posteriori form:
with J m ≡ {n :t m ≤ t n <t m+1 }, m = 0, . . . , N − 1, and the discrete dual functions ϕ(t n ) ∈ R d and ϕ (t n ) ∈ R d×d defined in (1.13) and (1.14), respectively. Remark 2.3. When implementing a deterministic time stepping algorithm based on this result the expectation of the sum of errors in (2.7) is approximated by the mean of the errors along the M simulated trajectories, i.e.,
The statistical error of this approximation can be expressed as
where the distributions of the statistical errors √ M I M and √ M J M weakly converge to normal distributions with mean zero and time interval-dependent variances given by
respectively. Observe that the number of realizations to determine a reliable error estimate is in general TOL −1 , much smaller than the-proportional to TOL −2 -number of realizations to approximate E[g(X(T ))]. For more details on this and the statistical approximation of the error density ρ see Remark 2.7 in [51] .
3. A second estimate of the time discretization error. In this section we present in Theorem 3.1 an error expansion in a posteriori computable form for the time discretization error E T in (1.9) based on the dual functions and its first and second derivatives ϕ, ϕ , and ϕ . The analysis uses the Malliavin derivative, ∂ W (t) Y , which is the first variation of a process Y with respect to a perturbation dW (t), at time t of the Wiener process; cf. [46] . As we will see, although computationally more expensive than the expansion in Theorem 2.2, it gives a more precise estimation of the error, measured through its variance.
We shall restrict the analysis to time steps which are constructed by first sampling the jump times to augment an a priori given time discretization ∆t, obtaining ∆t[0] (see (3.3) ). Using the refinement criterion
we construct the partition ∆t(t) that satisfies ∆t(t) = ∆t[0](t)/2 n for some natural number n = n(t, ω),
with an approximate error density function ρ, satisfying for s, t ∈ [0, T ] and all outcomes ω the uniform upper and lower bounds
Here ρ low and ρ up are positive functions with TOL/ρ low (TOL) → 0 as TOL → 0. For each realization successive subdivisions of the steps yield the largest time steps satisfying (3.1). The corresponding stochastic increments ∆W will have the correct distribution, with the necessary independence, if the increments ∆W related to the new steps are generated by Brownian bridges [30] , i.e., the time steps are generated by conditional expected values of the Wiener process. Let δ be a constant approximating In what follows, Lemma 3.1 and Theorem 3.1 show that although the steps generated by (3.1)-(3.2) are not adapted, the method indeed converges to the correct limit, which is the same as the limit of the forward Euler method with adapted time steps.
Lemma 3.1 (strong convergence). Suppose that a, b, c, g, X satisfy the assumptions in Lemma 2.2, that X is constructed by the forward Euler method, based on the stochastic time stepping algorithm above, with step sizes ∆t n satisfying (3.1)-(3.2), and that their corresponding ∆W n are generated by Brownian bridges. Then
Consider the initial augmented partition given by the union
that has κ(ω j ) = N + ν(ω j ) (a.s.) time steps. Proof of Lemma 3.1. The proof relies on the two-step simulation scheme that we construct, and on the fact that the jump nodes do not contribute to the global error. Observe that F J is the σ-algebra generated by the jumps and marks constructed in section 1.2.1. Consider the conditional expectation E[|X(t) − X(t)| 2 | F J ] and apply Lemma 3.1 from [51] , using also that there is no time discretization error at the jump nodes.
In addition to the dual functions ϕ and ϕ in Theorem 2.2, the new error expansion for stochastic time steps in Theorem 3.1 below also uses, for t = t − n+1 , the discrete dual variation ϕ (t) defined in (1.16). It derives an error estimate applicable both to adaptive deterministic time steps and to the stochastic time stepping algorithm; the assumptions and the proof of the theorem focus on stochastic steps; however, a modification to deterministic time steps is straightforward. The computable error densityρ of this error estimate can then be cut off for small and large values to satisfy (3.2) . This truncation procedure is explained in formulas (4.6) and (4.15).
Theorem 3.1 (second error expansion). Suppose that the functions a, b, c, g, and the process X satisfy the assumptions in Lemma 2.2 with X(0) deterministic. Let X be constructed by the forward Euler method with step sizes ∆t n satisfying (3.1)-(3.2) and let the corresponding ∆W n be generated by Brownian bridges, following the stochastic time stepping algorithm in Lemma 3.1. Then the time discretization error defined in (1.9) has the following expansion, based on both the drift and diffusion fluxes and the discrete dual functions ϕ, ϕ , and ϕ given in (1.13)-(1.16), with computable leading order terms: (3.4)
for any > 0 and where
and the terms in the sum of (3.5) are evaluated at the a posteriori known points (t n , X(t n )), i.e.,
Observe that the constant in O that appears in (3.4) may not be uniform with respect to the value . Thus, in practice one chooses = (TOL) to minimize the contribution of the remainder term to the error expansion (3.4).
4. Adaptive time stepping algorithms. Here, we describe two adaptive time stepping algorithms for the weak approximation problem based on the approximation error formula (3.4). They are very similar to those introduced in [45] . Algorithm D augments a mesh that is the same for all realizations with jump times that are sampled differently for each realization; its adaptive strategy is based on averaged information from the a posteriori error formula. On the other hand, Algorithm S can adapt the mesh differently for each realization. Both adaptive algorithms choose adaptively the number of realizations and the size of time steps to efficiently bound the approximation error by a prescribed error tolerance.
4.1. Computational error splitting. As we described in section 1.3 the weak approximation computational error E of the jump augmented Euler-Maruyama scheme naturally splits into time discretization and statistical errors, namely, E = E T + E S . Thus, the control of the computational error is related to the combined control of the time discretization error via the choice of the time steps ∆t, and of the statistical error via the choice of the number M of realizations. Therefore, we split a given computational error tolerance, TOL > 0, into a statistical error tolerance TOL S and a time discretization error tolerance TOL T (see [51] , [45] ) by of a random variable Y , with E |Y | 6 < ∞, define the sample average by
and the sample standard deviation by
The Berry-Essen theorem [14] gives the following estimation in the central limit theorem:
for the rate of convergence of F Z M to the distribution function N of a normal random variable with mean zero and variance one, i.e.,
Provided M is sufficiently large, i.e., M 36γ 6 , the statistical error
satisfies, by the Berry-Essen theorem, the probability approximation
In practice choose some constant c 0 ≥ 1.65, so the normal distribution satisfies 1 > 2N (c 0 ) − 1 ≥ 0.901 and the event
has probability close to one, which involves the additional step to approximate σ Y by S(Y ; M ); cf. [18] . Thus, in the computations E S (Y ; M ) is a good approximation of the statistical error E S (Y ; M ).
For a given TOL S > 0, the goal is to find M such that E S (Y ; M ) ≤ TOL S . The following algorithm adaptively finds the number of realizations M to compute the sample average A(Y ; M ) as an approximation to E[Y ]. With probability close to one, depending on c 0 , the statistical error in the approximation is then bounded by TOL S . end-do end of Monte-Carlo
end [40] and [45] , we present an adaptive algorithm based on the cut-off of the error densityρ in (3.5) of Theorem 3.1 which is defined as
, TOL −1 , n = 1, . . . , N.
The error expansion in Theorem 3.1 motivates us to approximate the time discretization error by
where the error indicator, r n , is defined by
The main advantage of the deterministic time stepping algorithm over the stochastic time stepping algorithm is that the number M T of realizations necessary to determine the optimal deterministic stepping scheme is considerably smaller than M , whereas, in the stochastic time stepping algorithm, a refinement of the partition is carried out in each one of the M trajectories, leading to a considerably larger amount of computational work.
As pointed out before, the error expansion derived in Theorem 3.1 is also valid with deterministic time steps. Therefore, we have some flexibility in the choice of error densities for the adaptive algorithm with deterministic time steps because we can also use the results from Theorem 2.2. There are some practical differences to mention. On the one hand, the variance of the averaged error density from (2.8) is O(
). This feature has been observed in [42] and [51] , where a local filtering procedure was proposed to reduce the variance of the error density estimator. A positive feature of this error density is that it does not require the computation of the second variation, ϕ , which may be computationally expensive for large d. On the other hand, the averaged error density from (3.5) has a much smaller variance O(
which does not need filtering but requires the computation of ϕ . In this work, based on the comments above and on previous experience (mainly [51] ), we do not discuss further this choice and only show numerical results with adaptive deterministic time steps based on the error density (3.5).
The approximation of the time discretization error in the right-hand side of (4.7) can be separated into two parts,
where the second error term in the right-hand side of (4.9) is with probability close to one asymptotically bounded by
and the first term defines E T T ≡ A( N n=1 r n ; M T ). Then for a given TOL T > 0, the goal is to construct a partition ∆t of [0, T ] with as few time steps and realizations M T as possible, such that E T T + E T S ≤ TOL T . To this end, first split the time discretization tolerance TOL T into two positive parts, TOL T T and TOL T S for E T T and E T S , respectively. The statistical error of the time discretization using the density (4.6) is O(
. Therefore the percentage of the tolerance, TOL, devoted to the control of the statistical time discretization error can be arbitrary small as ∆t sup → 0. In practice we choose The control of the statistical time discretization error determines the number of realizations M T necessary to ensure a reliable choice of the time discretization in the deterministic time stepping algorithm. Similarly as in [45] , here it is optimal to equidistribute the error contributions from different time intervals. Thus, the goal of the adaptive algorithm described below is to construct a deterministic time partition ∆t of [0, T ] such that To achieve (4.12), start with an initial partition ∆t [1] and then specify iteratively a new partition ∆t[k + 1], from ∆t [k] , using the refinement strategy
else let the new step be the same as the old endif endfor until the following stopping criteria is satisfied:
Here D 1 is a given constant satisfying D 1 > 2 c d 1 , whereĉ ≈ 1/2; see [45] . The combination of (4.9) and (4.14) asymptotically guarantees a given level of accuracy, E T T < D 1 TOL T T . The positive number D 1 is introduced to avoid slow convergence in case almost allr n satisfy (4.14), as in section 4.4. Now we are ready for the detailed definition of the adaptive algorithm with deterministic steps. , TOL −1 , n = 1, . . . , κ.
Following the error expansion in Theorem 3.1, the time discretization error is approximated by (4.16)
In this case it is optimal (cf. [45] ) to equidistribute the error contributions among all time steps and all realizations. In other words, the goal of the adaptive algorithm is to construct a time partition ∆t of [0, T ] for each realization such that Since the Euler method has weak order one, the number of discretization points needed to control the time discretization error is O(1/TOL). Therefore, as long as the product Λ(T )TOL 1, we can still use the jump augmented Euler method to solve the weak approximation problem with an amount of computational work that is similar to that required to solve the same problem without jumps. We still find it important to emphasize that our error approximation theory does not rely on the assumption Λ(T )TOL 1; the key point is that it may become too costly to apply it if this condition does not hold. Indeed, if Λ(T )TOL ≈ 1 (or larger), one can suggest (for overall computational efficiency reasons) using another time discretization which does not include jump times in the computational grid, for instance, one related to those discussed in [22] and [33] . 5. Numerical experiments. This section shows numerical results from the implementation of the a posteriori error approximation formula presented in section 2 and of the adaptive algorithms described in section 4. Our implementation uses double-precision FORTRAN 77 and is an extension of the code written for the numerical experiments in [51] . For the numerical simulation of the uniform distribution U(0, 1) and the normal distribution N (0, 1), we implemented a double-precision modification of the functions ran1 and gasdev proposed in [48] , with a user-provided initial seed which must be a negative integer. In particular, we use three different seeds for the independent sources of randomness in our equations, namely, iseed for the simulation of the Wiener process increments, zseed for the simulation of the jump marks, and tseed for the simulation of the jump times. 
and a time-dependent intensity λ(t) = (1 + t) −1 . The distribution for the jump marks is time dependent and such that E[Z
2 ), where {τ k } are the jumps constructed in section 1.2.1 and {U k } is a sequence of U(0, 1) i.i.d. random variables. In this case, the inverse function Λ −1 is given explicitly by Λ −1 (s) = exp(s) − 1. This example is a generalization of Example 5.1 in [33] . Here, we have both time-dependent jump intensity and mark distribution for the underlying Poisson process. Taking g(x) = |x| 2 , T = 1, and X(0) = (0, 0), the exact solution of the corresponding weak approximation problem is given by the formula
The value of the parameters needed in the simulations are MCH = 10, c 0 = 1.65, iseed = −7, zseed = −101, and tseed = −20. We note that the expected value of the number of jump points equals Λ(T ) = Λ(1) = log(2) ≈ 0.693. Therefore, the computational cost of including the jump times of the process X in our discretization is fairly low; see the statistic for the sampled number of jumps, ν. In fact, the extra work to simulate the exact jump times of the process is asymptotically negligible as the required accuracy, TOL, tends to zero.
Deterministic time stepping algorithm. First, we perform overkilling runs in order to test how realistic the a posteriori error approximation of the time discretization Table 5 .1, confirm that the ratio of the computational error and its computable approximation tends to 1 as the number of uniform time steps N increases. For each value of N , we choose the number of realizations M large enough in order to keep the total statistical error at the level of 1% of the size of the obtained approximation of the time discretization error. Then, Table 5 When the algorithm stops, the size of the total approximation error is less than 2TOL according to the stopping criterion (4.14), and it agrees with the size of the computational error. Stochastic time stepping algorithm. To observe the performance of the stochastic time steps Algorithm S, we apply it for different values of TOL, starting with a number of realizations M = 100 and a number of uniform time steps N = 5. Table  5 .3 contains the obtained results which show that Algorithm S is also effective in giving us an approximation of the quantity of interest within the margin of 2TOL due to the criterion (4.14).
Example 2. The second example motivates the use of adaptivity by applying Algorithm D to a linear one-dimensional (d = 1) stochastic differential equation with time-dependent coefficients. It is interesting to observe that although here the evolution of X has many jumps, computing with Algorithm D based on jump augmented grids is still substantially more economical than doing the time stepping on a uniform mesh. The goal of the computation is given by the function g(x) = x, the initial condition x 0 = 1, and the final time T = 1. The coefficients of the equation have the form
where c * > 0 is a given constant defined below. The compensator of the jump measure is given by q(dt, dz) = λ(t)µ(dz)dt, where µ(dz) is the uniform distribution in the
, and the jump intensity exhibits two different regimes,
with N J = 32 2 = 1024. Thus, we expect in the mean N J = 1024 jumps per realization. The time varying drift function is
Finally, the constant that defines the jump amplitude is c * = 1/ √ N J . The exact solution of the corresponding weak approximation problem is
Due to the time discontinuity of the drift function and to ensure optimal convergence of the adaptive algorithms, we modify the diffusion step in the Euler method by
where we choose the stochastic evaluation timet ∈ {t n , t n+1 } by
Observe that the use oft does not change the adapted nature of the Euler method. To illustrate the problem dynamics, Figure 5 .1 shows three realizations of the approximate process, X, and the backward dual function, ϕ(t n ). The latter represents the pathwise sensitivity of g(X(T )) with respect to perturbations in the initial data of X at time t n . It coincides in this example with the first variation of X, namely, X (T ; t n ). Table 5 .4 show information related to the adaptive runs for two values of the accuracy tolerance, starting in both cases with M = 10 2 realizations and N = 10 uniform time steps. In particular, Figure 5 .2 shows the adaptive time steps needed to control the numerical error. Observe that these deterministic time steps are prior to the augmentation with the sampled jump times and are the ones we can choose to control the time discretization error. Figure 5 .2 shows that although we may have more than a thousand time steps added in the interval [2/3, 1] due to jump times, we still need to significantly refine our deterministic time steps near the singularity at t = 1/3. Table 5 .4 shows information related to the computational effort necessary to solve the problem. There we can see that the amount of realizations needed to find our deterministic time steps, M T , is much smaller than the amount needed to solve the problem, M . For instance, when TOL = 1.0 × 10 −2 we need only M T ≈ M × 10 −3 realizations to control the time discretization error, making the adaptivity procedure completely inexpensive. Using the approximate error density we have also estimated the number of uniform time steps, N U , needed to achieve the prescribed accuracy. Table 5 Algorithm D in this problem. Finally, we emphasize that the computational effort due to the augmentation of the time discretization with the jump times decreases as TOL decreases. Even in this case with N J = 1024 jump times in the mean we anticipate that for a smaller value of TOL ≈ 10 −3 the number of deterministic time steps needed to control the discretization error will be approximately 4 times larger than the mean number of jumps. [19] ). The main two differences with this result are (i) our process has finite Lévy measure, while there a general Lévy measure is considered; (ii) our jump distribution depends on time, while there it does not. Theorem II.2.6 in [19] covers our case, and our regularity conditions on a and b are the same as in the mentioned corollary. Concerning the jumps, it is direct to see that (2.3) replaces the corresponding condition on the jump coefficient in Corollary II.2.2 in [19] , following now the result from Theorem II.2.6, [19, p. 237] . The other minor difference consists of the compensation of the jump part of the differential equation (1.1). Defining
we see that our equation can be written as
which is the form of the equation in [19] . This concludes the proof of part (a). Part (b) is a consequence of the representation of the derivatives in terms of the fluxes, by application of the chain rule, as developed in formulas (6.9)-(6.12). We apply the Cauchy-Schwarz inequality to each summand in each representation to obtain the estimates based on the respective polynomial growth of the function g and its derivatives, and the boundedness of the moments of the process X and its variations. Since the full proof is somewhat lengthy, we do not include it here. 
which is written equivalently as
where the last equality is obtained by the compensation of the integral with respect to p (remember that q(dt, dz) = λ(t)µ(t, dz)dt). Now, use (2.5) to substitute ∂ t u(t, X(t − )) in the latter formula, to obtain
The expected value of the last two integrals is zero, the first one by the martingale property of Itô integrals and the second one due to the fact that p(dt, dz)−q(dt, dz) is a compensated random measure (i.e., a martingale measure). Using the representation of u in (2.4) we obtain E u(0, X(0)) = E g(X(T )) . Therefore, taking expected values in both sides of (6.1) we arrive at the error representation (2.6).
6.3. Proof of Theorem 2.2. The main content of Theorem 2.2 is the replacement of the (noncomputable) error estimate in Lemma 2.2 by an error expansion with computable leading order term. For this purpose the derivatives of the expected value
appearing in the integral in Lemma 2.2 are approximated by the corresponding derivatives ofū
which depends on the simulated solution X. The proof is divided into three steps:
(i) in Lemma 6.1 we estimate the quadrature error; (ii) in Lemma 6.2 we bound the error in replacing ∂ α u by ∂ αū with the use of stochastic flows and its variations; (iii) in Lemma 6.3 we use the discrete dual functions ϕ and ϕ (which solve the backward evolution problems; see (1.13)-(1.14) in section 1.4) to derive a computable representation of ∂ αū .
Step 1. We begin with the estimation of the error of the quadrature approximation.
Lemma 6.1. Let J m ≡ {n :t m ≤ t n <t m+1 } for m = 0, . . . , N − 1. If the assumptions in Lemma 2.2 hold, then the following quadrature error estimates hold:
for m = 0, . . . , N − 1, where
and
Proof. Denote by F J the σ-algebra generated by the jumps and marks in [0, T ] constructed in section 1.2.1. Observe that in [t n , t n+1 ) the conditioned process X has no jump discontinuities, and introduce the auxiliary functions
Then we have
Observing that the function E H n (t)|F J is the linear interpolant of the smooth function E H(t, X(t − ))|F J ] at the nodes {t n , t n+1 }, a standard interpolation error estimate yields
as all the functions involved in the derivatives of H(t, x) in the computation of LH and L 2 H have polynomial growth, and X has bounded moments of all order, uniformly with respect to ∆t max (from this fact follows the finiteness of the moments of the supremum of the process). The combination of (6.2), (6.3), and (6.4) proves the estimate of the diffusion term in the lemma. The estimate of the drift term follows analogously.
Step 2. In the second step of the proof the derivative ∂ α u and its approximation ∂ αū are evaluated, respectively, through expected values of stochastic flows of X and X and its variations, which we now introduce. Let
The following equations for the first variation of the process X at time s > t hold:
Similarly, for the second variation of the process X at time s > t we have
For the third variation of the process X at time s > t we have
and similarly for the fourth variation of the process X at time s > t:
Let I d×d be the d × d identity matrix. The equations above imply the representation of the derivatives of expectations with stochastic flows (cf. [19] , [49] , and [52] ) as follows: for the first order derivatives
with X I ≡ (X, X ); for the second order derivatives
with X II ≡ (X, X , X ); for the third order derivatives
with X III ≡ (X, X , X , X ); and, analogously, for the fourth order derivatives (6.12) ∂ knmp u(t, x) = . . . . 
We are ready for the second step. Lemma 6.2 (approximation of ∂ α u). Let the piecewise constant mesh function ∆t be defined by ∆t(s) ≡ ∆t n for s ∈ [t n , t n+1 ) and n = 0, . . . , κ − 1. Suppose that the assumptions in Lemma 2.2 hold. Then the discretization errors of the stochastic flows, for |α| ≤ 4, satisfy
O(∆t(s)) ds.
(6.20)
Proof. The combination of (6.16) and (6.17) gives
Now, for t m ≤ t < t m+1 , introduce the notation
dz).
Observe that h(t m , Y (t m )) = 0, and apply Itô's formula in the interval [t m , t] to obtain (6.22)
where the bound follows as in (6.4). Combining (6.22) with (6.21) proves (6.18). The estimate (6.20) follows similarly by defining now
Then, as in (6.3)-(6.4), the Itô's formula shows
The final step to proving (6.20) is to establish
The function L 0h (s, X(s − )) splits into the two types of terms
, with smooth functions v of (s, X(s)). The Itô formula again shows that
Moreover (6.18) implies
and consequently (6.20) holds. The estimate (6.19) of the drift terms follows analogously.
Step 3. The last step is to show a result on the representation of the derivative ofū using discrete duals.
Lemma 6.3. Suppose that the assumptions in Lemma 2.2 hold. Then the dual functions ϕ and ϕ , defined in (1.13) and (1.14), satisfy for t = t n and t = t − n+1 (6.23) ∂ iū (t, X(t)) = E[ϕ i (t) | F t ], (6.24) ∂ ijū (t, X(t)) = E[ϕ ij (t) | F t ].
Proof. Equations (2.2), (6.5), and (6.9) show that the first variation of the Euler approximation X is in fact equal to the Euler approximation of the first variation X , and consequently ∂ iū (t, X(t)) = E[∂ j g(X(T ))X ji (T ; t) | F t ], where X ji (s; t) (s > t), is the Euler approximation (6.15) of X with initial data X ji (t; t) = δ ji .
For t = . . . , t n , t − n+1 , . . ., let ϕ i (t) ≡ ∂ xi(t) g(X(T )),
i.e., (6.25) ϕ i (t) = ∂ j g(X(T ))X ji (T ; t).
We prove inductively that ϕ i (t) is the solution of the corresponding problem in (1.12)-(1.13). Since (1.12) is trivially true it remains to prove the inductive step. By the chain rule we have ∂ k g(X(T ))X ki (T ; t) =∂ k g(X(T ))X kj (T ; t next )X ji (t next ; t)
or, in other words, (6.26) ϕ i (t) = ϕ j (t next )∂ i Φ j (t, X(t)),
which is equivalent to (1.12)-(1.13), which is what we wanted to prove. The equality (6.25) implies that
The next step is to verify that the first variation of ϕ, (6.27) ϕ ij (t) ≡ ∂ xj (t) ϕ i (t) ≡ ∂ϕ i (t; X(t) = x) ∂x j , satisfies the backward recursive equation (1.14) . First, differentiate the equation (6.26 ) to obtain (6.28) ϕ ik (t) = ∂ i Φ j ∂ x k (t) ϕ j (t next ) + ∂ k ∂ i Φ j ϕ j (t next ), t < T, ϕ ik (T ) = ∂ ik g(X(T )).
Observe that problem (1.12)-(1.16) shows that ϕ(t next ) depends only on the point values {X(s) : t next ≤ s ≤ T }, so that (6.29) ∂ x k (t) ϕ j (t next ) = ∂ xp(tnext) ϕ j (t next )∂ x k (t) X p (t next ).
Finally, the definitions of X and Φ in (2.2) and (1.11) imply (6.30) ∂ k Φ p (t, X(t)) = ∂ x k (t) X p (t next ), which together with (6.28)-(6.29) proves that ϕ satisfies the recursive equation
ϕ ik (T ) = ∂ ik g(X(T )), (6.31) which is equivalent to (1.12)-(1.14).
Remark 6.1. The measurability of a i (t − n+1 , X(t − n+1 )) − a i (t n , X(t n )) ∈ F t − n+1
proves that for t = t − n+1 and any random variable β we have E a i (t, X(t)) − a i (t n , X(t n )) E[β | F t ] = E E[ a i (t, X(t)) − a i (t n ; X) β | F t ] = E a i (t, X(t)) − a i (t n ; X) β , and in a completely similar way we obtain the same result for the diffusion terms, i.e., E d ij (t, X(t)) − d ij (t n ; X) E[β | F t ] = E d ij (t, X(t)) − d ij (t n ; X)) β . tm E a i (t, X(t − )) − a i (t; X) ∂ i u(t, X(t − )) dt = E n∈Jm ∆t n 2 a i (t n+1 , X(t − n+1 )) − a i (t n , X(t n )) ∂ i u(t n+1 , X(t The expansion of the diffusion term appearing in (2.8) follows analogously.
6.4. Proof of Theorem 3.1. We consider the difference g(X(t)) − g(X(t)) and apply Theorem 3.3 from [51] , using also the fact that there is no time discretization error at the jump nodes. To this end, denote the set of stochastic time nodes by J ≡ {0 = t 0 , t − 1 , t 1 , t − 2 , t 2 , . . . , t N = T } and recall that the notation (6.32) X(t next ) = Φ(X(t)), t ∈ J , introduced in Definition 1.1 denotes one step with the Euler method. Write similarly one step with the exact solution (6.33) X(t next ) =Φ(X(t)), t ∈ J .
Introduce the notation X t ≡ X(t) and X t ≡ X(t). Now verify the representation (6.34) g(X(T )) − g(X(T )) = κ−1 n=0 (Φ(X(t n )) − Φ(X(t n ))) iφi (t ∂ iΦj (sX(t) + (1 − s)X(t))ds φ j (t next ), t ∈ J .
(6.35)
To verify (6.34), first observe that by construction of the Euler method at every jump point t = t − n there is no local error in computing the next X value at time t n , i.e., Φ(X t ) − Φ(X t ) = 0, so (6.34) is equivalent to (6.36) g(X(T )) − g(X(T )) = t∈J (Φ(X t ) − Φ(X t )) iφi (t next ).
Then telescoping cancellation gives (6.37) g(X(T )) − g(X(T )) =
Use the definitions (6.32) and (6.33) and split the first term in the sum of (6.37) into (Φ(X t ) −Φ(X t ) +Φ(X t ) − Φ(X t )) iφi (t next ).
The two first terms above and the last term in the sum of (6.37) combine to zero by (6.35):
(Φ(X t ) −Φ(X t )) iφi (t next )(X t − X t ) iφi (t), which proves (6.34). The next step is to use the Malliavin derivative to analyze the expectation of the representation (6.34) by studying the dependence of X andφ on a small increment dW . This follows exactly the lines of the proof of Theorem 3.3 from [51] , and it is not reproduced here.
Remark 6.2. The assumptions in Theorems 2.2 and 3.1 can be relaxed. For instance, the results of Theorem 2.2 also hold when λ and µ are piecewise continuously differentiable, provided that (i) they have a finite number of discontinuities; (ii) those discontinuity times are included in the time discretization; and (iii) for each time subinterval between discontinuities, the first derivatives of λ and µ are bounded and have lateral limits.
