Gentle AdaBoost is widely used in object detection and pattern recognition due to its efficiency and stability. To focus on instances with small margins, Gentle AdaBoost assigns larger weights to these instances during the training. However, misclassification of small-margin instances can still occur, which will cause the weights of these instances to become larger and larger. Eventually, several large-weight instances might dominate the whole data distribution, encouraging Gentle AdaBoost to choose weak hypotheses that fit only these instances in the late training phase. This phenomenon, known as "classifier distortion", degrades the generalization error and can easily lead to overfitting since the deviation of all selected weak hypotheses is increased by the late-selected ones. To solve this problem, we propose a new variant which we call "Penalized AdaBoost". In each iteration, our approach not only penalizes the misclassification of instances with small margins but also restrains the weight increase for instances with minimal margins. Our method performs better than Gentle AdaBoost because it avoids the "classifier distortion" effectively. Experiments show that our method achieves far lower generalization errors and a similar training speed compared with Gentle AdaBoost.
Introduction
AdaBoost was first introduced to machine learning researchers by Freund and Schapire [1] , and has achieved considerable success in object detection [2] . It has been shown that AdaBoost is effective at enlarging the classification margins during the training process [3] . With the increased popularity of AdaBoost, a generalized version, Real AdaBoost, was proposed by Schapire and Singer [4] . Real AdaBoost applies confidence-prediction and domainpartitioning to the boosting process. In 2000, Friedman et al. analyzed AdaBoost from the viewpoint of an additive logistic model and devised Gentle AdaBoost, which optimizes the training error by Newton steps. It has been shown that Gentle AdaBoost is more robust and stable than Real AdaBoost with respect to the generalization error [5] . Recently, many AdaBoost variants were proposed for various purposes. Some researchers aimed at speeding up the train- ing process. For example, AdaTree was proposed to improve the training speed by combining its weak classifiers non-linearly [6] . In addition, several approaches were also introduced to speed up the training phase [7] - [9] . They trade off the integrity of training data for faster training. Some AdaBoost variants were devised to improve the robustness against noise data. For instance, BrownBoost was proposed to reduce the influence of outliers in training data [10] . The review work showed that BrownBoost performs similarly to Gentle AdaBoost [11] . MadaBoost and SmoothBoost were introduced to improve the robustness against malicious noise [12] , [13] . Nevertheless, MadaBoost requires the error rates of its weak hypotheses to be increased monotonically, and SmoothBoost requires noise tolerant weak hypotheses [14] . Similarly, regularized AdaBoost was developed to solve overfitting problems caused by noise instances. Unfortunately, it needs validation subsets to identify and regulate the overfitting iteratively [15] , [16] . For the same purpose, Freund has proposed RobustBoost which is an extension of BrownBoost [17] .
Other AdaBoost variants were devised to improve the generalization ability such as SemiBoost and FloatBoost. SemiBoost combines supervised learning with semisupervised learning by utilizing both the labelled and unlabelled training data [18] . Its purpose is to reduce the generalization error when the labelled training data are insufficient [19] . FloatBoost deletes the less effective weak classifiers during the training by a backtracking mechanism so that it outperforms AdaBoost when it has the same number of weak classifiers as AdaBoost [20] . However, FloatBoost requires far more training cycles than AdaBoost. Similarly, LPBoost was introduced to suppress the generalization error of AdaBoost [21] . It uses linear programming to minimize the minimal margin directly [21] . However, a comparison indicated that LPBoost generally performs worse than AdaBoost [22] . Later, Vezhnevets and Vezhnevets proposed Modest AdaBoost to reduce the generalization error of Gentle AdaBoost [23] . It occasionally performs better than Gentle AdaBoost by strengthening the contribution of weak hypotheses which work well on instances with small margins [24] . However, it is difficult to decrease the training error of Modest AdaBoost. Moreover, its performance is unstable since the accuracy drops in some data sets. Interactive Boosting, ReweightBoost, and SoftBoost were also devised to decrease the generalization error [25] - [27] . Interactive Boosting not only assigns weights to training data but also gives weights to features [25] . Reweight-
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Boost reuses the selected weak classifiers in a tree structure, but it restricts its weak classifiers to stump decision trees [26] . SoftBoost optimizes a soft margin instead of the hard margin used in AdaBoost [27] . An extended research of [27] combines SoftBoost with LPBoost [28] . All the four AdaBoost variants have achieved better performance than AdaBoost [29] . However, they introduced complicated calculations which may lead to a longer training time. In 2014, another method called Margin-pruning Boost was also created to decrease the generalization error of Gentle AdaBoost [30] . It achieved lower generalization errors than Gentle AdaBoost by correcting "classifier distortion" in each loop. However, its performance drops as the number of iterations increases.
In this paper, we analyze the problem of Marginpruning Boost, and improve it by using an adaptive resetting technique. Furthermore, we introduce a penalty policy to restrain the reduction of small margins. Because the proposed approach enlarges the margins more than Gentle AdaBoost and Margin-pruning Boost, it can obtain better performance than the two variants. Moreover, the calculation of our method is simple, and it can be easily applied to other variants such as regularized AdaBoost, Interactive Boosting, ReweightBoost, FloatBoost, SemiBoost, RobustBoost, and so on. The remainder of this paper is organized as follows. Section 2 briefly introduces Gentle AdaBoost and Marginpruning Boost. Section 3 explains our proposed Penalized AdaBoost, and then analyzes its generalization ability in terms of the classification margins. Section 4 shows the experimental results, Sect. 5 discusses the proposed algorithm, and Sect. 6 concludes our work.
Related Work
This section explains Gentle AdaBoost and our previous work Margin-pruning Boost in details. Here let S = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x i , y i ), . . . , (x N , y N )} be a training set that contains N training instances. For each instance x i , if it is a positive instance, y i equals to 1; otherwise, y i equals to −1. Here w i,t is a weight assigned to the instance x i in the t-th iteration. In this paper, we focus on binary classification problems. There are many types of weak classifiers such as SVM, CART, Decision tree, and so on. Nevertheless, we use stump decision trees since they are the simplest classifiers which can effectively show the differences between boosting algorithms [23] .
Gentle AdaBoost
Gentle AdaBoost is a variant of AdaBoost, it calculates one weak hypothesis in each iteration, and finally combines these weak hypotheses in a linear manner. Gentle AdaBoost calculates the weak hypothesis by optimizing the weighted least square error in each run [5] . Being the same as AdaBoost, Gentle AdaBoost increases weights for misclassified instances exponentially. Thus, it can easily focus on the difficult-to-classify instances and try to correctly classify them. However, these difficult-to-classify instances may be noise or outliers. In this case, the weight of these instances will be increased again and again. Finally several large-weight instances force the late selected weak classifiers to fit them only rather than fit the majority instances. This phenomenon called "classifier distortion" deteriorates the generalization errors.
Classification Margin
The classification margin (also called margin) of a given instance x i is defined as the difference between the prediction confidence of weak hypotheses leading to correct classification and that of weak hypotheses leading to misclassification [3] . It is a real number in the range [−1, 1], and the instance x i is correctly classified if and only if its margin is positive [3] . Thus, the margin of an instance x i in AdaBoost is defined as follows [3] :
Here we suppose AdaBoost combines T weak classifiers after T iterations. Thereby, (1) means the strong classifier [1] , and h t (x i ) denotes the weak classifier at the t-th iteration which is also a function from the instance space X to {-1,+1}.
In Gentle AdaBoost, confidence-prediction is applied to the boosting process by folding α t into the weak hypothesis, i.e., for an instance x i , the weak hypothesis at the t-th iteration f t (x i ) is equivalent to α t h t (x i ) of AdaBoost [4] , [5] . Here the sign of the weak hypothesis f t (x i ) represents the class of the weighted majority of training data classified into the same partition and the absolute value | f t (x i )| shows the prediction confidence [4] , [5] . The larger the prediction confidence is, the higher classification ability f t (x i ) has. Differently from the weak hypothesis h t (x i ) defined in AdaBoost, here the weak hypothesis f t (x i ) is a function from instance space X to real numbers. The prediction confidence | f t (x i )| is equivalent to α t in (1) . From (1), the margin in Gentle AdaBoost can be defined as follows:
In (2), f t (x i ) refers to the weak hypothesis for instance x i at the t-th iteration, where T is the number of iterations. Thus, T t=1 f t (x i ) denotes the strong hypothesis after T iterations. Since we apply confidence-prediction into Margin-pruning Boost and our proposed Penalized AdaBoost, (2) is also suitable for Margin-pruning Boost and Penalized AdaBoost.
Margin-Pruning Boost
To avoid the classifier distortion of Gentle AdaBoost, we proposed Margin-pruning Boost. Margin-pruning Boost is explained as follows [30] : 
(b) Compute weak hypotheses for j ∈ {1, 2} as follows:
For each training instance x i , let its weak hypothesis f t (x i ) be f 1 t (x) if it is classified as a positive instance by the stump tree; otherwise set f t (
(c) Update all instance weights by
, reset its weight and the sum of weak hypotheses by
, and output the strong classifier
Compared with Gentle AdaBoost, Margin-pruning Boost added Step 2(d). In Step 2(d), the parameter β is tuned by experiments [30] . In Margin-pruning Boost, instances whose weights exceed the threshold at the current loop are regarded as noise-like data. Thus, the sum of the weak hypotheses for these instances is reset to be 0. This means that the current strong hypothesis can not classify these instances. Accordingly, the weights of these noise-like instances are also reset to 1 to limit their increase. However, instances exceed the threshold are not necessarily noise. Thus, Margin-pruning Boost still computes weak hypotheses for these instances after resetting because it still tries to correctly classify them in future loops. The purpose of resetting is to keep the weights of noise-like instances small to avoid classifier distortion. Nevertheless, the resetting works at the early training phase but fails at the late training phase. At the early training phase, the weights of instances filtered by the thresholding are almost large than 1. Thereby, resetting the weights of these instances to be 1 can reduce the importance of these instances. However, as the number of iterations increases, the weights of filtered instances are probably smaller than 1. In this case, the resetting fails to avoid classifier distortion.
Proposed Algorithm

Penalized AdaBoost
To solve the problem of Margin-pruning Boost we discussed above, we propose a new method called "Penalized AdaBoost" in this section. Differently from Margin-pruning Boost, only the instances whose weights exceed the threshold and margins are negative are reset. From (2) and (6), we can see that instances whose margins are negative always have a weight larger than 1. Therefore, resetting the weights of these filtered instances by the thresholding to be 1 on the premise that the margins of these instances are negative can always reduces the importance of these instances even when the number of iterations increases. We can see this point in
Step 2(e) of the following algorithm. In addition, compared with Gentle AdaBoost and Margin-pruning Boost, we use a margin distribution from the previous loop to restrict the misclassification of instances with small margins in the current loop in our proposed algorithm (shown in Step 2(b) and 2(c) of the following algorithm). This improvement reduces the confidence prediction of weak hypotheses that misclassify small-margin instances. Thus, it can enlarge the margins more than Gentle AdaBoost and Margin-pruning Boost. We will explain this point in more detail in Sect 
In (9), U t equals to i exp(
(c) Compute weak hypotheses for j ∈ {1, 2} as follows:
For each training instance x i , let its weak hypothesis f t (x i ) be f 
Then let w i,t+1 = w i,t+1 /Z t , where Z t equals to i w i,t+1 . 3. Set F T (x) = T t=1 f t (x), and output the strong classifier
In (13), for an instance x i , if its weight exceeds the threshold and its margin is negative, this means that instance x i may be noise data since it is misclassified many times from Iteration 1 to Iteration t. Thereby we reset the summed weak hypotheses t p=1 f p (x i ) to be 0 since the current summed weak hypotheses can not correctly classify instance x i . However, instance x i is not necessarily noise. Thus Penalized AdaBoost still calculates the weak hypotheses for instance x i after its resetting. Although the summed weak hypotheses are reset at the t-th iteration, there is still a chance to correctly classify instance x i after the t-th iteration. This kind of policy restrains the weight increase for these noise-like instances, but still tries to correctly classify these instances.
Statistical Analysis for Improvement
In this section, we analyze how Penalized AdaBoost restrains the misclassification of instances with small margins, and how the improved resetting technique enlarges the margins more than Gentle AdaBoost and Margin-pruning Boost.
In Gentle AdaBoost, if an instance x i is misclassified by the current weak hypothesis, its weight will be increased exponentially no matter how large or small its margin is. Accordingly, its margin will be reduced due to this misclassification. The goal of the weight adjustment policy in Gentle AdaBoost is to make the future weak hypotheses focus more on instances with small margins and try to correctly classify them. However, misclassification of instances with small margins can still occur during the training phase especially when the data set contains some noise. In this case, the margins of these instances will become smaller so that their weights will become larger. Finally Gentle AdaBoost will select weak hypotheses to classify these minimal-margin instances because their weights are increased large sufficiently. Nevertheless, these selected weak hypotheses in the late training phase are more likely to fit the large-weight instances only, so that the performance of the strong hypothesis on other instances will be degraded. This kind of classifier distortion deteriorates the generalization error of the strong hypothesis since the deviation of all the selected weak hypotheses is increased in the late training as Gentle AdaBoost tries to fit instances with minimal margins. It has been demonstrated that the minimal margin of training data does not influence the generalization error [22] . However, the whole margin distribution which can obtain a balance between the training error and complexity is important to the generalization error [22] . Therefore, enlarging the margins of the whole data set is more important than fitting the minimal-margin instances.
In Margin-pruning Boost, we reset the weak hypotheses and weights of instances whose weights are larger than a threshold [30] . From (2) and (7), we can see that the margins of instances exceed the threshold are reset to be 0. In the early training phase, most of instances filtered by the thresholding have negative margins. In this case, resetting their margins to 0 can enlarge the whole margin distribution. This means the already selected weak hypotheses can not correctly classify these filtered instances so that the algorithm resets them to 0. After resetting, these instances are more likely to be correctly classified in the future runs since the influence of previous misclassification is removed. Consequently, the weights of these instances are reset to be smaller than their original weights to avoid "classifier distortion". However, as the number of iterations increases, instances filtered by the thresholding do not have negative margins necessarily. This means they maybe have positive margins, which indicate that they may be correctly classified by the combination of the currently selected weak hypotheses. Therefore, resetting these positive margins to be 0 will decrease the margins and degrade the classification performance. We can also see this point from the following margin distributions. Here margin distribution describes the probability that a training instance has a margin less than or equals to a given value X, the probability is described by Y-axis and the value X is described by X-axis. Figures 1 (a) and  1 (b) show the margin distributions of a data set Ionosphere at Iteration 10 and Iteration 100 respectively. From Fig. 1, we can see that Margin-pruning Boost performs better than Gentle AdaBoost in the early training phase. However, the performance drops as the number of iterations increases.
Compared with Gentle AdaBoost and Margin-pruning Boost, the new proposed Penalized AdaBoost has two advantages. Firstly it utilizes an improved thresholding by adding the condition that the margin must be negative for the reset instances. Compared with Margin-pruning Boost, only instances whose margins are negative and whose weights exceed the threshold are reset in Penalized AdaBoost. This means that the algorithm exactly reduces the importance of these filtered instances. On the other hand, it also removes the influence of weak hypotheses which give wrong predictions for these filtered instances. Thus, Penalized AdaBoost outperforms Margin-pruning Boost.
Secondly, Penalized AdaBoost introduces a penalty policy which uses the margins in the previous run to restrict the reduction of small margins. Since the penalty policy restrains the decrease of small margins, it can enlarge the margins more than Gentle AdaBoost, as we will demonstrate below. In Step 2(c) of Penalized AdaBoost, for a given set S However, the influence of this misclassification is small, as these instances already have large margins. Although their weights are increased in the current iteration, they can not contribute to the "classifier distortion" because they were small in the previous run. If W j t+ ≤ W j t− holds, the misclassification of instances with small margins is also penalized by reducing the prediction confidence of the weak hypothesis f j t (x). In general, the penalty policy tries to achieve a best balance of the margin distribution. Figure 2 shows the margin distributions of the data set Ionosphere, and Fig. 3 shows the generalization errors of the same data set. From Fig. 2 (a) , we noticed that the improved thresholding (first advantage) of Penalized AdaBoost performs the same as Margin-pruning Boost when the number of iterations is small. However, it outperforms Marginpruning Boost as the number of iterations increases (shown in Fig. 2 (b) ). This means the improved thresholding exactly solves the problem of Margin-pruning Boost. This point can be also seen in Fig. 3 where Improved thresholding has better generalization errors than Margin-pruning Boost even when the number of iterations increases. When we see the curves of Penalized AdaBoost in Fig. 2 and Fig. 3 , we find combining the improved thresholding and the penalty policy (second advantage) improves the performance more than the case only using the improved thresholding. Therefore, Penalized AdaBoost enlarges the margins more than Gentle AdaBoost and Margin-pruning Boost especially when the number of iterations increases. From Fig. 3 , we can see that Penalized AdaBoost obtains a best generalization error as the number of iterations increases.
With respect to the parameter γ in (14) in Penalized AdaBoost, we measured the classification performance on 5 data sets (which are different from the tested data sets in our experiments) with different values of γ (γ = 10, 30, 50, 70, 90), and evaluated the overall performance on the 5 data sets. We found γ = 50 has the best generalization errors. So we use γ = 50 in Penalized AdaBoost. We used the same method to choose the parameter β in Marginpruning Boost, and β = 50 outperforms other four values in Margin-pruning Boost. Thereby, we also set β = 50 in Margin-pruning Boost [30] .
Experiments
In this section, we compared our algorithm with Gentle AdaBoost [5] , Modest AdaBoost [23] , and Margin-pruning Boost [30] for 26 binary classification tasks from UCI repository [31] . These data sets can be downloaded from the UCI web page † . For each data set, we used 3-fold crossvalidation to evaluate the training and generalization errors. We utilized Matlab AdaBoost Toolbox which provides the source code of many AdaBoost variants such as Gentle AdaBoost, Modest AdaBoost and so on [32] . The Matlab AdaBoost Toolbox (open-source) can be downloaded from the homepage of Graphics and Media Lab † † . Figures 4 (a) and 4 (b) show the comparison of training and generalization errors for a data set Indian Diabetes. From Fig. 4 , we can see that our method outperforms other three methods in terms of the generalization error, which we estimate by the classification error on the test set. Differently from Modest AdaBoost, the training error in our method is decreased gradually. Table 1 summarizes the results from all data sets. The generalization errors were measured after 200 iterations. We also measured the generalization errors in different data sets after 500 iterations. Table 2 shows the comparison results. In Table 1 and Table 2 , No.S and No.F mean the number of instances and number of features, G-AB, M-AB, M-PB, and P-AB mean Gentle AdaBoost, Modest AdaBoost, Margin-pruning Boost and Penalized AdaBoost; and the bold numbers indicates the best performance. From Table 1 and Table 2 , we noticed that Penalized AdaBoost overall outperforms other three methods. It achieves the best performance on 10 data sets in Table 1 , and 16 data sets in Table 2 . Comparing Table 1 with Table 2 , we can also conclude that Penalized and Modest AdaBoost are more resistant to overfitting than Gentle AdaBoost and Margin-pruning Boost. † http://archive.ics.uci.edu/ml/datasets.html † † http://graphics.cs.msu.ru/en/science/research/machinelearning 
Discussion
Gentle AdaBoost emphasizes the difficult-to-classify instances so that it can decrease the error rate rapidly in the training. Focusing on difficult-to-classify instances actually improves the classification performance. However, focusing too much on these instances may lead to overfitting. LPBoost which directly optimizes the minimal margin is a typical example. It emphasizes the most difficult instances more than Gentle AdaBoost. Thereby, the selected weak classifiers are more likely to fit these most difficult instances instead of the whole data set. So properly mitigating this kind of emphasis may be good to the classification performance. Margin-pruning Boost mitigates the emphasis on difficultto-classify instances in the early training phase. However, it aggravates the emphasis late because the weights of some instances filtered by the thresholding are increased in the late training phase. Compared with Gentle AdaBoost and Margin-pruning Boost, the new proposed Penalized AdaBoost mitigates the emphasis on difficult-to-classify instances from the beginning of the training. Furthermore, it highlights more competent weak classifiers which can correctly classify difficult-to-classify instances in each iteration. Thus, these difficult-to-classify instances are solved gradually so that it can avoid the situation that the most difficult instances dominate the weight distribution to cause "classifier distortion" in the late training phase. Figure 5 shows some examples of margin distributions. All these margin distributions demonstrate that Penalized AdaBoost is more effective at enlarging the margins of the whole data set compared with Gentle AdaBoost and Margin-pruning Boost. We noticed that the minimal margin of Penalized AdaBoost may not be the best. However, its whole margin distribution is better than those of other variants. These margin distributions demonstrated that Penalized AdaBoost fits for the majority instances more than instances with minimal margins. On the other hand, for the noise-like instances whose weights are large and whose margins are negative, Gentle AdaBoost classifies them as positive or negative instances. However, Penalized AdaBoost resets their summed weak hypotheses to be 0. This means Penalized AdaBoost does not predict the class of these noise-like instances because their current summed weak hypotheses can not correctly classify them. After resetting, Penalized AdaBoost continues to calculate weak hypotheses for these instances. If these instances are actually noise, their weak hypotheses will be reset to be 0 again in future runs. Therefore, their weights will keep small to avoid "classifier distortion" during the whole training. If these instances are not noise, their weak hypotheses after the resetting will be kept. Thereby, Penalized AdaBoost will predict the class of these instances. Since Penalized AdaBoost predicts the class of noise-like instances more carefully than Gentle AdaBoost, it can achieve a better generalization error than Gentle AdaBoost.
Conclusion
This paper introduced a novel method Penalized AdaBoost, which utilizes the margins to reduce the generalization errors. The novel contributions of this paper are as follows:
(1) It improves Margin-pruning Boost by using an adaptive resetting technique which is controlled by the current margins. The resetting technique mitigates the emphasis on the most difficult instances.
(2) It introduces a penalty policy to restrain the deterioration of small margins. Since the penalty policy corrects the wrong prediction of instances with small margins from the beginning of the boosting process, it is effective at reducing the absolute error of the strong hypothesis.
Both contributions are efficient in avoiding the "classifier distortion" since they prevent the weights of the most Table 3 were gathered from a notebook whose CPU is Intel i5 2.5GHZ (dual core) and memory is 8 GB. This paper only discussed binary classification tasks by Penalized AdaBoost. In our future work, we will extend this method to cope with multi-class problems. 
