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P S Y C H O L O G I C A L  S C I E N C E
Nonadjacent dependency processing in monkeys,  
apes, and humans
Stuart K. Watson1,2*, Judith M. Burkart3, Steven J. Schapiro4,5, Susan P. Lambeth4,  
Jutta L. Mueller6,7†, Simon W. Townsend1,2,8†
The ability to track syntactic relationships between words, particularly over distances (“nonadjacent dependencies”), 
is a critical faculty underpinning human language, although its evolutionary origins remain poorly understood. 
While some monkey species are reported to process auditory nonadjacent dependencies, comparative data from 
apes are missing, complicating inferences regarding shared ancestry. Here, we examined nonadjacent dependency 
processing in common marmosets, chimpanzees, and humans using “artificial grammars”: strings of arbitrary 
acoustic stimuli composed of adjacent (nonhumans) or nonadjacent (all species) dependencies. Individuals from 
each species (i) generalized the grammars to novel stimuli and (ii) detected grammatical violations, indicating 
that they processed the dependencies between constituent elements. Furthermore, there was no difference be-
tween marmosets and chimpanzees in their sensitivity to nonadjacent dependencies. These notable similarities 
between monkeys, apes, and humans indicate that nonadjacent dependency processing, a crucial cognitive facil-
itator of language, is an ancestral trait that evolved at least ~40 million years before language itself.
INTRODUCTION
A standout, universal feature of human language is our ability to 
monitor syntactic relationships between words and phrases over dis-
tances, otherwise known as nonadjacent dependencies (“Non-ADs”; 
as opposed to “adjacent dependencies”—“ADs”) (1, 2). For example, 
in the English phrase /the dog that bit the cat ran away/, “ran away” is 
parsed as dependent on “the dog” and not “the cat.” Moreover, mul-
tiple Non-ADs can exist in a single sentence, such as when recursively 
embedding further words or tracking multiple agreement relations, 
e.g., for gender, tense, and number. Despite the critical importance 
of Non-AD processing for the comprehension and learning of lan-
guage (2), its evolutionary origins remain ambiguous.
An emerging body of data from “artificial grammar” experiments, 
where subjects must compute predictive relationships between ele-
ments in strings of stimuli organized according to grammatical rules 
(3, 4), suggests that some species of monkey have the capacity to pro-
cess Non-ADs in both auditory (5–8) and visual modalities (9–12). 
This has been argued to indicate an evolutionary continuity of the 
human capacity for Non-AD processing, traceable perhaps as far back 
as the last common ancestor of anthropoid primates (6). However, 
given the phylogenetic distance between New World monkeys and 
humans (approximately 40 million years ago), it is currently unclear 
whether this capacity is really ancestral or a product of convergent 
evolution. Compelling evidence for Non-AD processing in birds 
(13, 14) indicates that a convergent evolutionary scenario is plausi-
ble. Data from great apes are therefore needed to disentangle these 
competing hypotheses by shedding light on the capacity for Non-AD 
processing in our more recent evolutionary past. While previous 
experimental data indicate that chimpanzees are able to process 
Non-ADs in visual patterns (15, 16), evidence of auditory Non-AD 
processing is notably absent. This is problematic, because it is un-
clear to what extent processing spatial patterns in a static visual image 
is related to the sequential processing of acoustic stimuli. Acoustic 
paradigms are arguably more pertinent to language processing (17), 
which primarily occurs in the auditory modality. Furthermore, there 
is evidence that suggests that these abilities do not directly map onto 
one another. For example, data from human statistical learning ex-
periments (of which artificial grammar paradigms are a subset) show 
no correlation in learning performance across modalities nor are 
rules easily generalized between them, indicating some degree of 
domain specificity [reviewed by Frost et al. (18)]. The lack of evi-
dence for auditory Non-AD processing in great apes thus severely 
complicates reconstructing the evolutionary history of this trait, 
wherein it is essential to examine “like-for-like” abilities across spe-
cies. A gold standard for the comparative approach hence involves 
collecting comparable datasets through the cross-species application 
of matching experimental paradigms. This strategy has been ex-
tremely productive when examining other traits thought to be key to 
human cognition such as cumulative culture (19), hyper-cooperation 
(20), working memory (21), and theory of mind (22, 23). Here, we 
undertook such a directly comparative investigation of the evolution-
ary roots of Non-AD processing by implementing a standardized, 
auditory artificial grammar learning paradigm in common marmosets 
(Callithrix jacchus), chimpanzees (Pan troglodytes), and humans.
We familiarized individuals from each species to sets of artificial 
grammars: strings of arbitrary, frequency-modulated sine tones com-
posed of either ADs (nonhuman primates) or Non-ADs (all species). 
Our grammars were combinations of two (AD condition) or three 
(Non-AD condition) elements from six categories of sound type (A, 
B, C, D, X1, and X2; Fig. 1), each of which consisted of 16 pitch-shifted 
variants. To determine whether nonhuman animals could process the 
grammars, we measured the time spent looking toward the speaker 
(24) after three types of probe sequence. These were (i) familiar se-
quences (“FS”), (ii) category combinations consistent with the 
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familiarized grammar but composed of novel element variants 
[generalization sequences (“GS”)], and (iii) sequences in which the 
variants were novel but the combination of categories was incon-
sistent with the familiar grammar [violation sequences (“VS”)]. We 
predicted that if individuals processed the grammar, then sequences 
that deviate from those they are familiar with would elicit a stronger 
behavioral response [representing a “violation of expectation” (25, 26)], 
i.e., the amount of time spent looking toward the speaker should 
follow the pattern of VS > GS ≥ FS. Human subjects participated in 
an explicit version of the same task using only a Non-AD grammar 
to ensure that these grammars are, at the very least, readily learnable 
by linguistically capable individuals.
RESULTS
We found evidence that each species (marmosets: N = 16, AD con-
dition N = 8, Non-AD condition N = 8; chimpanzees: N = 17, AD 
condition N = 9, Non-AD condition N = 8; humans: N = 24, Non-
AD only) was able to both generalize the grammars to novel acoustic 
stimuli and detect when the grammars had been violated, indicating 
that they processed the structural relationship between dependent 
elements. In line with our predictions, in each condition, chimpanzees 
and marmosets spent, on average, twice as long looking toward the 
speaker after VS than FS or GS (Fig. 2), while reactions to FS and GS 
did not reliably differ from one another. Among a suite of Bayesian 
mixed-effects models, the best fitting model for each animal species 
and each condition (AD and Non-AD), as determined by Watanabe- 
Akaike information criterion (WAIC) weight [representing the rela-
tive likelihood that a model is the best fit in a given set (27)], was 
one in which FS and GS did not systematically vary in their effect on 
gaze duration, whereas VS varied from both (Table 1). In each case, 
the estimated posterior distribution of gaze duration for VS indicated 
that this combination of stimuli elicited a longer average look-
ing response than those that were consistent with the familiar gram-
mar (Table 2). The second best-fitting model in each condition was 
one in which all stimulus types elicited different responses, the out-
puts of which were consistent with the corresponding best-fitting 
model (table S2), suggesting that regardless of model uncertainty, the 
overall pattern of results is robust.  
While both nonhuman primate species demonstrated similar pat-
terns of behavioral response by reacting most strongly to VS relative 
to GS and FS in both AD and Non-AD conditions, marmosets tended 
to give shorter responses, relative to chimpanzees, for all stimuli in all 
conditions (Fig. 2), which may reflect between-species differences in 
sensitivity to artificial auditory stimuli. To explore this further, we 
pooled the data from each species and included an interaction term 
between species and stimulus type in the previous best-fitting model 
structure for each condition. However, for both AD and Non-AD 
conditions, there was no interaction between species and stimulus 
type [AD: Beta, 0.75; 89% credible interval (CI), −0.94 to 2.44; Non-
AD: Beta, 1.03; 89% CI, −0.91 to 2.81], indicating that the strength of 
the effect elicited by VS did not substantially differ between species.
A binomial mixed-effects model also found that human partic-
ipants tested on an explicit version of the Non-AD condition were 
able to categorize whether a sequence was consistent with those 
heard in the familiarization period or violated that pattern at well 
above the 50% chance level (posterior estimated mean accuracy: 
82.29%; 89% CI: 75.58 to 88.59%). This confirms that our human 
Fig. 1. Visual representation of each element and possible transitions between them for each sequence type (bracketed elements apply only to Non-AD condi-
tion), with examples. Numbers below category label indicate possible pitch variants. Y axis values in Familiarization row refer to pitch variant 1 of each element. Arrow 
color represents sequence transitions corresponding to a grammar (AXB and CXD) (see table S1 for summary of all possible sequence configurations per condition).
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participants, like marmosets and chimpanzees, were able to abstract 
the rules governing the composition of these sequences and recog-
nize when they had been violated.
DISCUSSION
In language, monitoring syntactic dependencies between words is 
cognitively demanding (28) yet central to both its acquisition and 
processing. Unpacking the origins of this computational capacity is 
therefore key to a holistic understanding of language and its evo-
lution. We found notable similarities in the ability of marmosets, 
chimpanzees, and humans to process Non-ADs, providing crucial 
insights into the evolutionary emergence of this key faculty under-
pinning human language. Specifically, we present the first evidence 
of auditory Non-AD processing in chimpanzees, which confirms, 
in conjunction with our directly comparable marmoset data, that 
this capacity did not evolve convergently in humans and non-
human primates but rather has ancestral origins dating back at least 
~40 million years.
There was a large amount of individual variation in each species, 
with some marmosets giving relatively weak reactions to all sequence 
types and some chimpanzees not reacting at all (4 of 17 individuals; 
see fig. S1). Human performance was also subject to individual dif-
ferences, with 20% of participants failing to perform at above chance 
level. Whether, in nonhuman animals, this variation was due to sub-
jects not being able to process the structural patterns or simply lacking 
sufficient motivation to look toward the speaker when distracted by 
other behaviors is unclear in a passive-response paradigm. However, 
in previous artificial grammar studies with both humans (17, 29–31) 
and nonhuman animals (32), there was also substantial individual 
variation in the ability to learn the underlying rules, suggesting that 
individual differences in aptitude for auditory pattern recognition 
may exist across species. Integrating measures of motivation and 
working memory (31) in future work could begin to elucidate the 
factors driving such within-species variation. It is also worth noting 
that, while in our passive-listening design it was necessary to keep 
the number of test trials low to maximize the novelty of all test stim-
uli, the individual differences we identified may be less pronounced 
in active-task paradigms, which make use of a more extensive num-
ber of trials [e.g., Jiang et al. (9)] and thereby be less susceptible to 
noise in the data. It is also possible that our paradigm was confounded 
by the fact that some animal individuals, like humans, are less sensi-
tive to pitch variation than their conspecifics (33). Paradigms in which 
subjects must generalize across non–pitch-related acoustic features 
would therefore be useful in both eliminating this confound and 
exploring the ways in which nonhumans are capable of abstracting 
acoustic relationships. Despite the individual differences we observed, 
our data demonstrate that processing Non-ADs is, minimally, well 
within reach of at least some individuals in each species without 
explicit training.
While previous studies have provided evidence for Non-AD pro-
cessing in nonhuman primates and indeed other animals [whether 
specifically tested for (5, 7, 8, 13, 15) or when exploring more com-
plex computational capabilities (9, 13, 14)], we propose the extent 
to which these experiments can reliably inform the evolutionary 
roots of dependency processing has been complicated by two key 
issues, which our design circumvents. First, the format of previously 
used grammars often could not conclusively rule out more parsi-
monious alternative explanations. For example, dependencies 
implemented in some grammars were between two near-identical el-
ements (5, 6), which could be parsed using relatively simple heuristics 
such as “Sound A must occur more than once” rather than processing 
a positional relationship between the two elements (34). Another 
possibility is that acoustic similarities between test and training se-
quences allowed subjects to generalize based on this perceptual fea-
ture (4, 34). We actively excluded such alternative explanations by 
using a paradigm in which (i) the dependencies were between differ-
ent categories of sounds rather than repetitions of the same sound 
and (ii) the test items were different from the learning items. Further-
more, these design features meant that individuals were exposed to 
Fig. 2. Participant responses for each experiment. Left: Mean duration spent looking toward the speaker for each primate species in each condition and each sequence 
type: dots = individuals; bars = group. Right: Response accuracy for human subjects: Bars represent SE.
 o
n
 O
ctober 27, 2020
http://advances.sciencem
ag.org/
D
ow
nloaded from
 
Watson et al., Sci. Adv. 2020; 6 : eabb0725     21 October 2020
S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E
4 of 9
a large number of sequence configurations during the familiarization 
phase (64 for each grammar, 128 in total; see Fig. 1). This ultimately 
minimized the likelihood that, during the test phase, individuals 
simply reacted to deviations from individually memorized sequences, 
rather than processing the dependent relationships between first and 
last sound categories.
Second, there also exists considerable variation in the range of 
methodologies and paradigms implemented across previous Non-
AD processing studies in nonhuman animals. For example, a number 
of paradigms used passive learning of grammars [e.g., cotton-top 
tamarins, Saguinus oedipus (8, 24); squirrel monkeys, Saimiri sciureus 
(5)], while others actively trained subjects via operant condition-
ing [e.g., starlings, Sturnus vulgaris (35); rhesus macaques, Macaca 
mulatta (9)]. In addition, some studies investigated sequence process-
ing in the visual [e.g., chimpanzees (15, 16); rats, Rattus norvegicus 
(36); cotton-top tamarins (12)] rather than auditory domain [e.g., 
Bengalese finches, Lonchura striata domestica (14)], and certain studies 
constructed their grammars from artificial stimuli [e.g., squirrel mon-
keys and common marmosets (5, 6)] as opposed to using vocaliza-
tions from the study species’ own repertoire [e.g., starlings (13, 35)]. 
Table 2. Estimated posterior distributions for best-fitting model of each condition presented in Table 1. Coefficients represent predicted total time spent 
looking toward the speaker after FS/GS, and VS relative to FS/GS. 
Species Condition Parameter Mean SD 5.5% CI 94.5% CI
Marmosets Nonadjacent FS/GS 0.29 0.15 0.07 0.53
VS 0.61 0.28 0.17 1.03
Marmosets Adjacent FS/GS 0.30 0.16 0.03 0.52
VS 0.79 0.38 0.16 1.38
Chimpanzees Non-adjacent FS/GS 0.49 0.28 0.01 0.88
VS 1.54 1.09 −0.19 3.20
Chimpanzees Adjacent FS/GS 1.28 0.67 0.20 2.25
VS 1.27 0.85 0.02 2.60
Table 1. Relative fits (in descending order of WAIC weight) for each statistical model corresponding to our a priori hypotheses regarding patterns of 
gaze duration (see the “Statistical analysis” section in Materials and Methods). “Varies” does not assume directionality in relation to other sequence types; 
this was instead determined by inspecting posterior distributions. 
Model Species Condition WAIC WAIC weight
FS = GS, VS varies Marmosets Nonadjacent 138.5 0.67
FS, GS, and VS vary 140.5 0.24
FS = VS, GS varies 143.2 0.06
GS = VS, FS varies 146.3 0.01
Null model (FS = GS = VS) 147.1 0.01
FS = GS, VS varies Marmosets Adjacent 189.6 0.52
FS, GS, and VS vary 191.0 0.25
FS = VS, GS varies 191.5 0.20
GS = VS, FS varies 196.9 0.01
Null model (FS = GS = VS) 196.9 0.01
FS = GS, VS varies Chimpanzees Non-adjacent 239.1 0.91
FS, GS, and VS vary 243.9 0.09
Null model (FS = GS = VS) 255.8 0.00
FS = VS, GS varies 264.9 0.00
GS = VS, FS varies 268.4 0.00
FS = GS, VS varies Chimpanzees Adjacent 332.8 0.82
FS, GS, and VS vary 337.7 0.07
GS = VS, FS varies 338.1 0.06
Null model (FS = GS = VS) 339.8 0.03
FS = VS, GS varies 340.9 0.01
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While experimental design must account for the pertinent cogni-
tive, behavioral, and morphological profiles of a study species, it is 
advantageous to keep all other factors as similar as possible when 
aiming to facilitate fair comparisons across species (19–23). Not 
doing so may confound a directly comparative approach, which is 
central to unpacking the evolutionary roots of Non-AD processing 
and the corresponding selective pressures. To this end, we designed a 
standardized paradigm using identical stimuli, grammars, protocol, 
and response measures that is nevertheless flexible enough to be ap-
plied across species, thus ensuring that any similarities we identified 
between apes and monkeys in their behavioral responses were likely 
to reflect shared cognitive mechanisms for processing Non-ADs.
Of course, the Non-ADs implemented in our artificial grammars 
are simplistic in structure compared to some of the complex depen-
dencies frequently produced and processed in human language (2). 
In the future, it would therefore be worthwhile to extend this para-
digm to include features such as variable distances between dependent 
elements (6) and multiple layers of embedding (37, 38) or explore 
the influence of features that promote or inhibit artificial grammar 
learning [e.g., “edge effects” in dependency positioning (39)]. Previ-
ous work has also shown that, in humans, the semantic layer of lan-
guage makes complex grammars considerably easier to learn (40). 
Incorporating this factor into animal paradigms may therefore be 
fruitful in exploring the additive influence of meaning in sequence 
processing capabilities, although doing so is not without its own chal-
lenges (41). Together, such work may help tease apart between-species 
differences in the computational limits of Non-AD processing, allow-
ing a yet more detailed picture of the extent of phylogenetic conti-
nuities in this capacity.
Previous work has suggested that Non-AD processing in lan-
guage may be a novel application of an evolutionarily ancient ability 
for computing complex spatial, temporal, or social relationships/
hierarchies (15, 26, 42, 43). Our principal finding that the evolution-
ary origins of Non-AD processing predates the evolution of language 
provides key support for this hypothesis. However, while the basic 
capacity for Non-AD processing appears to be widespread, an open 
question remains regarding whether humans are indeed unique in 
the capacity to produce Non-ADs in a communicative context. Pre-
vious work suggests that both chimpanzees and marmosets com-
bine calls from their natural vocal repertoire into larger structures 
(44, 45), although currently there is only evidence for the existence 
of simple combinations (two call types, i.e., bigrams). Follow-up work 
combining standardized artificial grammar experiments, such as those 
proposed here, with detailed analysis of statistical relationships be-
tween adjacent and nonadjacent calls in animal vocal sequences will 
help shed light on this issue.
MATERIALS AND METHODS
Subject details
Experiment 1—Humans
In total, 24 individuals (14 female and 10 male) with a mean age of 
25.6 years (SD = 4.47) participated in the experiment. All participants 
had at least some competency in a second language. All participants 
had normal hearing and no history of neurological disorders. Ex-
periment 1 was carried out at the University of Osnabrück, Germany. 
Our study was approved by the ethics committee of the University 
of Osnabrück and conformed to the guidelines of the Declaration of 
Helsinki (2013).
Experiment 2—Common marmosets (2a) and chimpanzees (2b)
Experiment 2a. A total of 16 adult common marmosets participated 
in the study (AD condition: N = 8, 4 female; Non-AD condition: N = 8, 
5 female). Full demographic information can be found in table S3. 
All individuals were housed at the Primate Station of the University 
of Zurich. Animals in the AD condition were housed in pairs in en-
closures composed of an indoor area of 1 m (width) by 2 m (depth) 
by 2 m (height) and an outdoor area of 1.8 m by 2.4 m by 3.2 m. 
Marmosets from the Non-AD condition were housed in family groups 
in enclosures composed of an indoor area of 1.8 m by 2.4 m by 2.7 m 
and an outdoor area of 1.8 m by 2.4 m by 3.2 m. All researchers were 
compliant with the Swiss regulations regarding ethical treatment of 
animals in experiments, and the experiments were approved by the 
Kantonales Veterinäramt Zürich, license number ZH223/16.
Experiment 2b. Subjects were 17 adult chimpanzees (AD condi-
tion: N = 9, 4 female; Non-AD condition: N = 8, 5 female) housed 
at the National Center for Chimpanzee Care located at the Michale 
E. Keeling Center for Comparative Medicine and Research of The 
University of Texas MD Anderson Cancer Center (UTMDACC) in 
Bastrop, Texas. Ethical approval for this study was granted by the 
Institutional Animal Care and Use Committee of the UTMDACC, 
adhering to all the legal requirements of the U.S. law and the American 
Society of Primatologists’ principles for the ethical treatment of non-
human primates. Individuals were housed in mixed-sex groups of 
between four and eight individuals with access to both indoor (two 
“dens” of 14 m2 each) and outdoor (90 or 400 m2, depending on group 
size) enclosures. All subjects voluntarily participated in the testing 
procedures. Full demographic information can be found in table S4.
Methods details
Stimuli
Each of our artificial grammar sequences was composed of elements 
drawn from six computer-generated acoustic categories (A, B, C, D, 
X1, and X2). AD grammars were composed of one element from each 
of two dependent categories (A, B, C, or D), and Non-AD grammars 
were identical but with the addition of a central “X” element (from 
category X1 or X2), separating the two dependent elements (Fig. 1). 
For each condition (AD and Non-AD), we constructed two sets of 
paired grammars (table S1). In one set (Grammar 1), A elements 
were always followed by B elements (Grammar 1a), and C elements 
were predictive of D (Grammar 1b). In the second set, the roles of 
B and D elements were reversed (Grammar 2), with C dependent on 
A (Grammar 2a) and B dependent on C (Grammar 2b). To control 
for the possibility that certain sound pairings might be relatively 
easier to learn, assignment to Grammar 1 and Grammar 2 was coun-
terbalanced across participants as much as possible, given the group 
sizes available, within conditions for all species (tables S3 and S4). 
Each acoustic category, including both X1 and X2, was composed of 
16 pitch-shifted variants, half of which were used to construct fa-
miliarization sequences (“FS”) and half for GS and VS so that these 
were novel to the listener (Fig. 1 and table S1). Each category variant 
was separated by 50 Hz, starting from 500 Hz (at onset). An excep-
tion was the frequency difference between variants 8 and 9 of each 
category, which were separated by a 200-Hz gap to increase the per-
ceptual difference between ranges 1 to 8 and 9 to 16. Osmanski et al. 
(46) have demonstrated that common marmosets are reliably sensi-
tive to pitch differences of at least 42 Hz (at 220 Hz), becoming more 
sensitive as pitch increases. Because the minimum pitch of our stim-
uli was 500 Hz and increased in 50 Hz steps, the differences between 
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tones would have been discriminable to this species. Crucially, the 
jump between FS and GS (a 200-Hz difference between the highest 
familiarization tone and the lowest generalization tone) would have 
been highly salient. Chimpanzees and humans are known to have 
even more sensitive pitch discrimination than marmosets, particu-
larly at these lower ranges (47). Within a sequence type, these vari-
ants were not restricted in how they could be combined. For example, 
for an FS of the AD condition, A-1 could be followed by any of B-1 
to B-8 (see Fig. 1 examples). Because “local redundancy” (a measure 
of nongrammatical predictability between elements) (48) has been 
proposed as a confounding variable explaining apparent processing 
of artificial grammars, we used the methods of Jamieson et al. (48) to 
examine whether this applied to our own design. We found that our 
sequences had an extremely low measure of local redundancy (0.05), 
which, crucially, did not differ between FS, GS, and VS. Examples 
of the scripts used to generate these acoustic elements in Praat are 
available at https://osf.io/4m3gv/.
All elements had a duration of 1500 ms, with a 10-ms volume fade 
in/out to eliminate sound onset effects. All elements were generated 
using Praat (49). For all sequences in the human experiment, there was 
a 250-ms gap between elements. For the marmoset and chimpanzee 
experiments, this was lengthened to 500 ms to increase the saliency of 
the individual elements and eliminate overlap from echoes caused by 
the acoustic environments in which the animals were housed. There-
fore, including gaps between sounds, all AD sequences lasted a total 
of 3500 ms, and Non-AD sequences lasted 5500 ms (5000 ms for 
humans). The full lists of sequences used for familiarization and test 
phases can be found at our online repository: https://osf.io/4m3gv/.
Experiment 1 protocol
While the human capacity to process Non-ADs is not in doubt, they 
were included in this study primarily to validate our artificial gram-
mars before being tested on animal subjects. Although an identical 
passive response paradigm would have been advantageous, imple-
menting this with adult human subjects was not feasible because of, 
for example, the extensive habituation phase necessary for such a 
paradigm, and an explicit choice task was used instead. Participants 
were seated in front of the experimental computer and provided with 
written instructions outlining the task in either English or German. 
When they were ready to begin, participants were exposed to four ex-
perimental blocks, each of which was composed of a familiarization 
phase and a test phase. In each familiarization phase, participants 
were played 60 FS (30 of each grammar). The participants had been 
instructed to listen carefully to these sequences and try to identify any 
rules that the sequences followed. Upon completion of the familiar-
ization phase, a message notified participants that they were about to 
begin the test phase. During a test phase, participants were played a 
pseudo-randomized (such that no more than three of a sequence type 
occurred in a row) list of 12 GS and 12 VS. After each sequence, an 
on-screen prompt appeared asking the participant to provide a “Yes” 
or “No” response via button press as to whether they thought the test 
sequence followed the rules they had identified during the familiariza-
tion phase. Upon completion of the test phase, a new familiarization 
phase began until four experimental blocks had been completed.
Experiment 2a and 2b protocol
Familiarization phase
All animal subjects were provided with at least 10 familiarization 
sessions, carried out twice per day for 5 days. In each familiarization 
session, we played 240 FS (120 of each grammar) composed of pseudo- 
randomized variants of the acoustic elements in a group context. Lists 
were constrained to have an equal number of each variant type and 
for no more than four sequences of the same grammar to play in 
a row. There was a 2500-ms gap between sequences. When possible, 
one session was carried out in the morning, and the second was carried 
out in the afternoon. In cases where circumstances prevented this, 
both sessions were carried out in the morning or afternoon but sep-
arated by at least 1 hour. For the AD conditions, a familiarization 
session took 24 min to play from start to finish. In the Non-AD condi-
tions, because of the additional acoustic element in each sequence, the 
total duration was 32 min. The position of the speaker was alternated 
between left and right sides of the enclosure in consecutive sessions.
Species-specific details: Marmosets
All familiarization and test sessions for marmosets were carried out 
in an enclosure separated from their home enclosure, sized 1 m by 2 m 
by 2 m. This was a practical necessity for the speaker setup and also to 
ensure that a subject’s groupmates were acoustically isolated during 
test sessions. Familiarization sessions were carried out in a group con-
text. During test sessions, individuals voluntarily entered a smaller 
compartment with dimensions of 40 cm by 40 cm by 75 cm, the bot-
tom of which was placed approximately 1.5 m from ground level. The 
compartment had a wooden board covering the bottom, which was 
covered in approximately 3 to 4 cm of mulch for comfort, above which 
a hanging perch was also placed. The purpose of this smaller compart-
ment was to ensure that the focal individual was within camera frame 
and in line of sight to the speaker at all times during the test phase.
Species-specific details: Chimpanzees
All familiarization and test sessions were carried out in a group’s 
indoor enclosure. Volume levels were controlled such that the se-
quences were only clearly audible when an individual was inside or 
standing in the doorway to the outdoor enclosure. Individuals were 
free to move between indoor and outdoor enclosures at all times.
Test phase
Immediately before test sessions, subjects were exposed to 60 famil-
iarization trials (30 of each grammar) to refamiliarize them with the 
grammars. After this “refamiliarization phase,” the experimenter 
waited at least 2 min before beginning the test phase. Test sessions 
were composed of 12 trials in total, with 4 of each stimulus type (4 FS, 
4 GS, and 4 VS). This number of trials was chosen to minimize the 
risk that subjects habituated to the GS and VS sequences within the 
experiment itself while also remaining consistent with similar para-
digms (6, 24). Half of these trials corresponded to each grammar 
(i.e., AXB/CXD). Trials were marked as invalid if the subject left the 
camera frame, an external noise distracted the subject, or they were 
looking in the direction of the speaker at the onset of the final sound 
in a sequence. Subjects were only included for analysis if they had at 
least one valid trial for each stimulus type. The onset of test trials 
was activated using a remote control concealed behind the experi-
menter’s back. Lists of test sequences were pseudo-randomized so 
that no more than three trials of the same type were carried out in 
succession. Sequences presented in the test phase were balanced in 
frequency distance between their constituent elements. In other 
words, if an FS in the AD test phase was composed of A1-B8 (where 
1 and 8 refer to pitch variants), then there existed a corresponding 
GS of A9-B16 and a VS of A9-D16. The position of GS and VS within 
each list was counterbalanced across subjects. The position of the 
speaker (left or right of enclosure) was also counterbalanced across 
subjects during test phases. During all test trials, the experimenter 
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stood directly behind the camera and looked toward the floor so as 
to avoid providing cues to the subject. Each test trial would be trig-
gered only when the subject was (i) stationary, (ii) within frame of 
the camera, (iii) facing either the camera or at least 90° away from 
the speaker, and (iv) at least 15 s had passed since the last trial. The 
volume was set at a level such that the stimuli were inaudible to the 
rest of the subject’s group. Clips from violation trials in the Non-AD 
condition for a marmoset and a chimpanzee can be found at our 
online repository: https://osf.io/4m3gv/.
Test phase species-specific details: Marmosets
During test sessions, marmosets were provided with either meal-
worms or tree gum paste as a distractor activity. This was placed in 
the compartment to encourage foraging and avoid subjects attend-
ing to the experimenter. The food type was dependent on the pref-
erences of the individual (if they did not like mealworms, then sap 
was provided) and is indicated in table S3. Two individuals (“NAND” 
and “GAR”) frequently produced contact calls upon being separated 
from their group, so a second individual (who had already been tested 
in the same condition) was brought into an adjacent enclosure during 
testing, on the opposite side to the speaker, to minimize arousal. The 
experimenter only started the onset of test trials when the second 
individual was silent and stationary.
Test phase species-specific details: Chimpanzees
During the test phase, chimpanzees were encouraged to move into 
their indoor area in pairs (to avoid stress resulting from social isola-
tion), and the door was closed behind them to prevent interruption 
from groupmates. Where possible, both individuals were naive to the 
test stimuli. However, after an individual had been tested, they were still 
eligible to be partnered with other naive individuals in the group. Pre-
liminary work indicated that because of active moving, obtaining obvi-
ous looking responses during playbacks was logistically complicated. 
To circumvent this during test sessions, each chimpanzee was provided 
with a bottle of diluted juice attached to the mesh of their enclosure at a 
height easily reached by a seated chimpanzee. This ensured that sub-
jects remained in-frame of the camera and encouraged them to orient 
their heads directly forward so that they were reliably looking away 
from the speaker before a trial was triggered. Because of the layout of 
the enclosure, it was not possible to position the speaker directly 90° 
from where the subjects were situated, so instead, it was placed as close 
as possible to this at a distance approximately 3 to 4 m from the subjects 
so that a distinct movement of the head was still required to look at it.
Apparatus
Experiment 1. The experiment was coded in MATLAB R2017B ver-
sion 9.3.0.713579 with the Psychophysics Toolbox add-on (50) and 
run through a desktop computer. Audio stimuli were played in stereo 
through two speakers positioned on either side of the monitor. Par-
ticipants inputted their responses through two stand-alone buttons 
placed on the table in front of them. Participants were seated between 
65 and 70 cm from the speakers and monitor in front of them.
Experiments 2a and 2b. All stimuli were played through a Braven 
BRV-X “ultra-rugged” series speaker using a slightly adapted version 
of the MATLAB script from Experiment 1 on a Windows laptop. All 
familiarization and test sessions were recorded with Sony HDR-
CX240E digital video cameras.
Quantification and statistical analysis
Video coding
All videos were coded frame by frame using BORIS behavioral obser-
vation software (v 6.2.2 available at www.boris.unito.it/) by SKW. After 
the onset of the final element in each test sequence, the coder placed 
a time stamp on frames in which the subject oriented their head 
directly toward the speaker (see fig. S2) and a second time stamp 
when their head was no longer oriented toward the speaker. The du-
ration between these two time stamps was then calculated. The total 
additive duration of each looking bout occurring within 15 s of the 
onset of the final element in a test sequence was used as our response 
measure. We selected this response window length given that sub-
jects were engaged in foraging behavior during testing, and because 
the stimuli did not have any ecological urgency for them, we did not 
necessarily expect an immediate behavioral response. A 15-s response 
window was therefore judged to plausibly minimize the number of 
false negatives, while false positives were already controlled for by the 
relatively low likelihood that subjects would look precisely toward 
the speaker if picking a location at random to focus their gaze.
For marmosets, an unambiguous look-to-speaker was coded as 
when an individual’s head was oriented fully and directly toward the 
speaker. For chimpanzees, because of the position of the speaker and 
the fact they were engaged in sucking juice from a straw, a change in 
head orientation of 45° to 90° toward the speaker was coded as a look. 
Interobserver reliability tests were carried out on 50% of all trials. 
To reduce bias, the independent observer was provided with muted 
videos to ensure that they were blind to both condition and stimu-
lus type. Correlation analyses suggested strong agreement between 
observers (r = 0.82 for marmosets and 0.92 for chimpanzees).
Statistical analysis
For Experiment 1, we used Bayesian binomial mixed-effects models 
to estimate the posterior distribution of response accuracies for 
(i) all stimuli, (ii) only generalization stimuli, and (iii) only viola-
tion stimuli. Random intercepts were fitted for individual identity 
and test block to control for the fact that multiple data points were 
drawn from each level of each of these clusters.
For Experiment 2, we used Bayesian Markov Chain Monte Carlo 
generalized linear mixed-effects models with a Gaussian distribution 
to examine the differences in time spent looking toward the speaker 
in the 15-s response window following each test trial (Familiar, 
Generalization, Violation). All models were implemented in R with 
the “map2stan” function from the “Rethinking” package (51). We took 
a model comparison approach, which entailed fitting five different 
models specified according to the predictions of a priori hypotheses 
regarding the possible outcomes of the experiments. These predic-
tions were as follows:
1) That FS, GS, and VS did not systematically differ in their effect 
on looking behavior.
2) That FS, GS, and VS all varied independently in their effect on 
looking behavior.
3) That FS and GS elicited a similar response, but VS differed 
from this.
4) That FS and VS elicited a similar response, but GS differed 
from this.
5) That GS and VS elicited a similar response, but FS differed 
from this.
To demonstrate that a given species processes a dependency (AD 
or Non-AD), we reasoned that predictions 2 or 3 would need to be 
supported, with VS eliciting a stronger looking response than the other 
sequence types, as determined by inspection of the respective poste-
rior distributions and 89% CIs (52). These five models were com-
pared using WAIC (52) scores to determine which provided the best 
model fit for each species and condition. We fitted random intercepts 
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and slopes for identity to allow individual differences and the fact 
that multiple data points were drawn from each individual.
All models were run with two chains of 20,000 iterations and a 
warm-up period of 1000 iterations. Trace plots, rhat values, and effec-
tive sample sizes were used to assess model convergence. We fitted 
the models using weakly informative (or regularizing) priors to miti-
gate potential overfitting.
All analyses were carried out using R (53) and RStudio (54) with 
packages “rstan” (55) and “rethinking” (51). All figures were drawn 
using “ggplot2” (56).
SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/43/eabb0725/DC1
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