We consider a generalization of the nonstationary Stokes system, where the constant viscosity is replaced by a general given positive function. Such a system arises in many situations as linearized system, when the viscosity of an incompressible, viscous uid depends on some other quantities. We prove unique solvability of the nonstationary system with optimal regularity in L qSobolev spaces, in particular for an exterior force f ∈ L q (Q T ). Moreover, we characterize the domains of fractional powers of some associated Stokes operators A q and obtain a corresponding result for f ∈ L q (0, T ; D(A α q )). The result holds for a general class of domains including bounded domain, exterior domains, aperture domains, innite cylinder and asymptotically at layer with 
Introduction and Assumptions
We consider the following nonstationary Stokes-like system
in Ω × (0, T ), (1.1) div v = g in Ω × (0, T ), (1.2) v| Γ 1 = 0 on Γ 1 × (0, T ), (1.3) n · T ν (v, p)| Γ 2 = a on Γ 2 × (0, T ), (1.4) v| t=0 = v 0 on Ω (∇v + ∇v T ), ν : Ω × (0, T ) → (0, ∞) is a variable viscosity coecient, and Ω ⊆ R d , d ≥ 2, is a suitable domain with boundary ∂Ω = Γ 1 ∪ Γ 2 consisting of two closed, disjoint (possibly empty) components Γ j , j = 1, 2. Moreover, n denotes the exterior normal at ∂Ω and f τ = f −(n·f )n the tangential component of a vector eld f . Finally, we denote S(v) = 2νDv and Q T = Ω × (0, T ) for T ∈ (0, ∞].
In the case that ν(x, t) = ν 0 ∈ (0, ∞) is independent of (x, t) the latter system was extensively studied in many kinds of dierent domains relevant for mathematical uid mechanics. But in many situations the viscosity ν of an incompressible uid depends on some quantities as e.g. temperature or a concentration of a species. Moreover, we note that the case of variable density can reduced to case of variable viscosity up to a lower order term.
First results on general nonstationary Stokes systems, including the case of variable viscosity, were obtained by Solonnikov [26, 25] in L q -Sobolev spaces and weighted Hölder spaces in the case of a bounded domain with pure Dirichlet boundary conditions and g = 0. Moreover, Bothe and Prüÿ [7] obtained unique solvability of general nonstationary Stokes systems in L q -Sobolev spaces for the case of bounded and exterior domains with Dirichlet, Neumann, and Navier boundary conditions. Finally, we note that Ladyºenskaja and Solonnikov [20] and later Danchin [9] obtained results for a similar nonstationary Stokes system with variable density instead of variable viscosity.
In [5] Terasawa and the author studied the corresponding Stokes resolvent system to (1.1)-(1.4) in a large class of unbounded domains. In the latter contribution it is shown that an associated reduced Stokes operator admits a bounded H ∞ -calculus, which implies in particular that the reduced Stokes operator has maximal L p -regularity for every 1 < p < ∞. Based on this result, we will show unique solvability in L q -Sobolev spaces for the system (1.1)-(1.4). More precisely, the rst main result is the following: Theorem 1.1 Let 0 < T < ∞, d < r 1 , r 2 ≤ ∞, 1 < q < ∞ such that q, q ′ ≤ min(r 1 , r 2 ) and q = 3 2 , 3, and let ν(x, t) = ν ∞ +ν ′ (x, t) with ν
) and ν(x, t) ≥ ν 0 > 0. Moreover, assume that Ω is either a bounded domain, an exterior domain, a perturbed half-space, an aperture domain, an asymptotically at layer, or an innite cylinder with boundary of class
satisfying the compatibility condition
) . The constant C can be chosen independently of T ∈ (0, T 0 ] for any xed 0 < T 0 < ∞.
Finally, if Ω is a bounded domain and Γ 1 = ∅, then all statements hold true for
For precise denitions of the domains and the function spaces we refer to Section 2 below. Theorem 1.1 will be a consequence of the corresponding result for a more general class of domain satisfying Assumption 2.1 below. Finally, we note that in Section 5 below we will derive a more general statement for the case that f ∈ L q (0, T ; D(A α q )), α ∈ R in the case of pure Dirichlet boundary conditions (Γ 2 = ∅), cf. Theorem 5.1 below. Here A q is an associated Stokes operator and the domains of fractional powers are characterized in Section 4 below.
Preliminaries
We use the notation of [5] . We just recall that f ∈Ẇ
In this case we dene
The latter identity can be easily proved by approximating R 1 −R 2 by compactly supported functions in
2 PRELIMINARIES
Therefore we will identify g R with g in the following. Finally, we have
Moreover, we recall the general class of domains considered in [5] . , where
(Ω) where
We refer to [5, Section 2] for some basic result for function spaces dened on domains Ω satisfying the assumptions above. We note that the standard Sobolev embedding theorem holds for domains as above. In particular, we have
for all 1 ≤ q ≤ r and r > d. Now we provide some examples of domains satisfying the assumptions above: 
Ω is called an innite cylinder with
where
is a bounded domain with W 
,
Obviously, all domains above satisfy the condition (A1). In the case of pure Dirichlet boundary conditions (A2) is known to be valid for all 1 < q < ∞, cf. [4, 12, 13, 22, 11, 24] , where ∂Ω ∈ C 1 is only needed. In the Appendix we will show that (A2) is also valid for the domains above in the case that Γ 2 is compact. Finally, we come to the prove of (A3). First let 
. Hence p 1 =p 2 +p 3 and p 2 satisfy the conditions in (A3).
Finally, if Γ 2 is compact, then the construction for the case Γ 2 = ∅ can be easily modied to obtain
and Ω is an asymptotically at layer, then (A3) is trivial sinceẆ
As an immediate consequence of the existence of an L q -Helmholtz decomposition due to (A2) we obtain: Lemma 2.4 Let Ω, q be as in Assumption 2.1. Then for every F ∈Ẇ
(Ω) and
If Γ 2 = ∅, p is uniquely determined. If Γ 2 = ∅, then p is uniquely determined up to a constant. Moreover, there is some constant C q independent of F, a such that
We refer to [5, Lemma 2] for the proof.
Recall that the anisotropic Sobolev-Slobodeckij space is dened as
for s ≥ 0 normed by
Using an extension operator E : Corollary 2] , and (2.1), one easily gets
Altogether we obtain
, 3, be as in Assumption 2.1, and let 0 < T ≤ ∞. Then
there is some u ∈ W 2,1
where C can be chosen independently of T ∈ (0, ∞]. 
The constant C can be chosen independently of T since we can extend a toã ∈
(1−
Nonstationary Stokes Equations
As in the case of the generalized Stokes resolvent equations, cf. [5] , (1.1)-(1.5) can (at least formally) be reduced to the nonstationary reduced Stokes equations
3)
For given ν = ν(t) the reduced Stokes operator A q,ν on L q (Ω) d is dened as
is dened as the solution of
Note that the right-hand-side of (3.7) denes a bounded linear functional onẆ
(Ω). The existence of a solution of 9 (3.7)-(3.8) that is unique (up to a constant if Γ 2 = ∅) follows from the existence of a unique Helmholtz decomposition, i.e., (A2), cf. Lemma 2.4. Hence
is a bounded linear operator. Finally, we note that the domain of A q,ν depends on t unless ν(x, t) is independent of t or Γ 2 = ∅. In the case that ν is independent of t the following result follows from [5, Theorems 1,2, and 3].
Theorem 3.1 Let 1 < p < ∞, 0 < T < ∞, and let Ω, q be as in Assumption 2.1.
If Ω is a bounded domain and Γ 1 = ∅, then the statement is also true for T = ∞.
From the latter theorem and Lemma 2.5, we deduce: Theorem 3.2 Let 0 < T < ∞ and let Ω, q, ν be as in Assumption 2.1. Moreover, let
satisfy the compatibility conditions
Then there is a unique solution
The constant C can be chosen independently of T ∈ (0, T 0 ] for every 0 < T 0 < ∞. If Ω is a bounded domain, an innite cylinder or an asymptotically at layer,
= 0, then the statements hold true for T = ∞.
Proof: First assume that ν = ν(x) is independent of t ∈ (0, T ). Then the theorem follows immediately from Theorem 3.1 if a r = u 0 = 0. The general case a r , u 0 = 0 can be easily reduced to the latter case by rst subtracting a suitable extension of u 0 and then a suitable extension of a r , cf. Lemma 2.5.
3 NONSTATIONARY STOKES EQUATIONS
Next let ν = ν(x, t) be time-dependent and x some t 0 ∈ [0, T ). Then by the rst part the theorem holds if ν is replaced by ν t 0 (x) := ν(x, t 0 ). Moreover,
due to (2.1) and
due to (2.4) for ε > 0 suciently small. Hence by a standard perturbation argument the theorem holds true provided that
for some δ 0 = δ 0 (t 0 ) > 0 and ε > 0 as before. Choosing t 0 = 0, this implies that the theorem is true if T is replaced by 0 < T ′ ≤ T suciently small. Now let 0 < T m ≤ T be the supremum of all T ′ ∈ (0, T ] such that the statement of the theorem is true if T is replaced by T ′ . Then T m = T since otherwise we can extend the solution operator by solving the system on [T m , T m + κ) for some κ > 0 such that
Therefore the statement of the theorem holds true for any 0 < T < ∞ with some
If Ω is a bounded domain, then the statement holds for T = ∞ since it holds for [0, ∞) replaced by [T ′ , ∞) for some T ′ > 0 suciently large due to
Now we are able to proof Theorem 1.1. For a similar proof in the case of constant viscosity and an asymptotically at layer with mixed boundary conditions we refer to [3] .
Proof of Theorem 1.1: For almost every t ∈ (0, T ) let p 2 (., t) ∈Ẇ 1 q (Ω) with
(Ω) and p 2 | Γ 2 = −a n , cf. Lemma 2.4. Now we dene f r = f − ∇p 2 + ν∇g. Then
with C independent of T . Moreover, let (a r ) τ = a τ and (a r ) n = g| Γ 2 . Now let v ∈ W First of all, because of (3.9),
(Ω) and almost every t ∈ (0, T ). On the other hand, since v ∈ W 2,1
(Ω) and almost every t ∈ (0, T ) due to (3.7). Moreover, 
(Ω)), u| t=0 = 0, and
(Ω)) be arbitrary and let v ∈ W 2,1
d be a solution of the reduced Stokes equations (3.1)-(3.4) with right-hand sidef = ∇ψ, a = 0, and v 0 = 0. Then by (3.11)
due to (3.13). Here we have used
where we note that L
(Ω)) was arbitrary, we conclude ∇u(t) = 0 for almost every t ∈ (0, T ) due to Lemma 2.4. Hence ∂ t u = 0 due to (3.13) and therefore u = 0 since u| t=0 = 0.
Domains of Fractional Powers for Stokes Operators
In the following let ν(
(Ω) be independent of t and ν(x) ≥ ν 0 > 0 for all x ∈ Ω. For simplicity we denote A q = A q,ν from now on. As shown in [5] we have
where (., .) [α] denotes the complex interpolation functor. This is a consequence of the bounded imaginary powers of c + A q , cf. In the following we will restrict ourselves to the case of pure Dirichlet boundary conditions, i.e.,
q (Ω) : u| ∂Ω = 0 . Moreover, we have:
Here H Proof: First of all, the statement can be localized as follows: Let ϕ j , ψ j , j = 1, . . . , m be the cut-o functions due to (A1). Then the mapping
is bounded for every 1 < q < ∞ and k = 0, 1, 2. By complex interpolation 
where c = 0 in the case of a bounded domain and c > 0 suciently large else.
Finally, we derive a corresponding result for a variant of the standard Stokes operator, namely
In an important relation between the Stokes operator A q,σ and the reduced Stokes operator A q is given by the following proposition, which is a variant of [2, Lemma 3.1]:
, n ≥ 2, 1 < q < ∞, and δ ∈ (0, π) be as in Assumption 2.1. Moreover, assume that (λ + A s,σ ) −1 exists for some λ ∈ Σ δ = {z ∈ C \ {0} : | arg z| < δ} with |λ| ≥ R and s = q, q
exists and
(4.1)
4 DOMAINS OF FRACTIONAL POWERS FOR STOKES OPERATORS
Proof: The rst statement can be seen as follows:
due to (A.3) below. Thus
In order to prove the second relation let v = (λ + A q ) −1 f with f ∈ J q (Ω). Then multiplying (λ + A q )u = f by ∇ϕ, ϕ ∈ W 1 q ′ (Ω) and using (3.12) we obtain Since by the rst statement λ + A q,σ = (λ + A q )| Jq(Ω) is injective, we nally conclude that (λ + A q,σ )
for all g ∈ W If Ω is a bounded domain, then the statement even holds for R = 0 and λ ∈ Σ δ ∪ {0}. 
which we prove by a modication of the arguments of [16, Lemma 6] . First of all, since A q,σ possesses bounded imaginary powers, we have D(A α q,σ ) = (J q (Ω), D(A q,σ )) [α] due to [17, Proposition 6.1] . Moreover, since the space on the right-hand side is independent of the choice of ν, it is sucient to consider the case ν ≡ 1 in the following. We dene a projection P q : D(A q ) → D(A q,σ ) by
Because of A q | Jq(Ω) = A q,σ , we have P q f = f for all f ∈ D(A q,σ ). Hence for all f ∈ D(A q ) and g ∈ J q ′ (Ω) because of (A q,σ v, w) Ω = (v, A q ′ ,σ w) Ω for all v ∈ D(A q,σ ), w ∈ D(A q ′ ,σ ). Hence
for all f ∈ D(A q ) and g ∈ J q ′ (Ω). Hence P q extends to a bounded projection from 
This nishes the proof.
Nonstationary Stokes System in Fractional Sobolev Spaces
Let c = 0 if Ω is a bounded domain and let c > 0 be so large that c + A q is invertible and has bounded imaginary powers else. Because of Lemma 4.3, c + A q,σ is invertible and has bounded imaginary powers too. Therefore we denote by A either c + A q dened on X = L q (Ω) d or c + A q,σ dened on X = J q (Ω). Moreover, let
