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Abstract
In this paper, a class of Kolmogorov systems with delays are studied. Suffi-
cient conditions are provided for a system to have a compact uniform attractor.
Then Jansen’s result (J. Math. Biol. 25 (1987) 411–422) for autonomous repli-
cator and Lotka-Volterra systems has been extended to delayed nonautonomous
Kolmogorov systems with periodic or autonomous Lotka-Volterra subsystems.
Thus, simple algebraic conditions are obtained for partial permanence and per-
manence. An outstanding feature of all these results is that the conditions are
irrelevant of the size and distribution of the delays.
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1 Introduction
Kolmogorov systems of differential equations have been used to model many biological
problems and many variations of such systems have been extensively studied. Among
the various investigations, permanence or uniform persistence is related to the problem
of coexistence of species and received much attention in the last few decades. Here we
only mention a few examples. Mierczyn´ski and Schreiber [17] dealt with autonomous
Kolmogorov system with robustly permanent subsystems. Kuang [12] and Tang [18]
investigated delayed nonautonomous Kolmogorov systems and obtained permanence
criteria, which depend on successful construction of Lyapunov functions or function-
als. Yang [20] studied persistence of a single-species Kolmogorov equation with delays.
Examples of permanence of special classes of Kolmogorov systems without delays, in-
cluding Lotka-Volterra differential systems, are given by Ahmad and Lazer [1], Ahmad
and Stamova [2], Baigent and Hou [4], Hofbauer and Schreiber [6], Zhao and Jiang
[21]. In particular, for the autonomous Lotka-Volterra system
x′i = xi(ri + Aix), i ∈ IN = {1, 2, . . . , N}, (1)
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where Ai is the ith row of the N × N matrix A, Jansen [11] (see also [7, Ch.13])
proved that (1) is permanent if there is a vector q ∈ intRN+ such that the inequality
qT (r + Axˆ) > 0 holds for every fixed point xˆ ∈ ∂RN+ . Examples of permanence for
special delayed Kolmogorov systems are given by Chen, Lu and Wang [5], Hou [8]–
[10], Li and Teng [13], Liu and Chen [14], Lu, Lu and Enatsu [15], Mukherjee [16],
Teng [19], and the references therein. In particular, for autonomous Lotka-Volterra
differential systems with multiple delays, sufficient conditions for permanence, which
are easily checkable inequalities involving the constant coefficients of the system, were
obtained in [15].
In this paper, we are going to extend Jansen’s result to a class of delayed nonau-
tonomous Kolmogorov systems with Lotka-Volterra subsystems on the boundary ∂RN+
having constant interactions and periodic intrinsic growth rates.
We shall consider the delayed nonautonomous Kolmogorov system
x′i = xifi(t, xt), i ∈ IN , (2)
where f : R0 × C
+ → RN is continuous, R0 = R or [t¯,∞) or (t¯,∞) for some t¯ ∈ R,
C+ = C([−τ, 0],RN+ ) for some τ > 0 and xt(θ) = x(t+ θ) for θ ∈ [−τ, 0]. Assume that
the fi(t, ϕ) are locally Lipschitzian in ϕ. Then, for each t0 ∈ R0 and every ϕ ∈ C
+, the
solution x(t, t0, ϕ) of (2) with xt0 = ϕ is unique, satisfies xt ∈ C
+ for t in its existing
interval [t0, µ), and depends on the initial data (t0, ϕ) continuously. In general, we
may not have µ = +∞. Even if we have µ = +∞, x(t, t0, ϕ) may not be bounded
on [t0,+∞). Even if each solution exists on [t0,+∞) and is bounded, (2) may not be
uniformly bounded. A system is called uniformly bounded if there is an M > 0 such
that every solution satisfies |x(t)| < M for sufficiently large t. Moreover, the delays
in (2) may cause dramatic changes on the behaviour of solutions. For example [5],
replacement of a term x(t) by x(t − τ) in a uniformly bounded system may induce
unbounded solutions. A system is called permanent if there are δ > 0 and M > δ such
that every solution in intRN+ satisfies
∀i ∈ IN , ∀ large enough t, δ < xi(t) < M.
We say that solutions of (2) in intRN+ are uniformly bounded away from the boundary
∂RN+ if there is a δ > 0 such that
∀i ∈ IN , ∀ large enough t, xi(t) > δ.
Thus, (2) is permanent if and only if (2) is uniformly bounded and the solutions in
intRN+ are uniformly bounded away from ∂R
N
+ . Some available results (such as [12],
[18], [16] and [17]) on permanence assume the uniform boundedness while others (such
as [19] and [20]) prove the uniform boundedness under certain assumptions. There are
various conditions for uniform boundedness of autonomous Lotka-Volterra systems
(see [7, Ch.15]).
In this paper, we are going to provide sufficient conditions to ensure that (2) has a
compact uniform attractor, an even better property than uniform boundedness, to be
defined later. We shall see that our permanence results reply on this property. So we
shall establish a few results for this property and then deal with permanence.
In this paper, the norm | · | on RN is taken to be |x| = max{|xi| : i ∈ IN} and the
norm ‖ · ‖ on C+ is taken to be ‖ϕ‖ = max{|ϕ(θ)| : θ ∈ [−τ, 0]}.
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2 Main results
We first describe a compact global attractor of (2) in C+ that is positively invariant and
every solution xt(t0, ϕ) will enter and stay in this attractor after a finite time uniformly
for t0 ∈ R0. Also, ϕ in the boundary of this attractor if and only if ϕ(θ) ∈ ∂R
N
+ for all
θ ∈ [−τ, 0].
Definition 1 System (2) is said to have a compact uniform attractor Ω ⊂ C+ if
(i) Ω is compact;
(ii) for each ϕ ∈ C+, there is a T (ϕ) > 0 such that xt(t0, ϕ) ∈ Ω holds for all t0 ∈ R0
and all t ≥ t0 + T (ϕ);
(iii) xt(t0, ϕ) ∈ Ω holds for all t0 ∈ R0, ϕ ∈ Ω and t ≥ t0;
(iv) for each ϕ ∈ Ω and every i ∈ IN , ϕi(θ0) = 0 for some θ0 ∈ [−τ, 0] if and only if
ϕi(θ) ≡ 0 on [−τ, 0].
Clearly, if (2) has a compact uniform attractor then it is uniformly bounded. Con-
versely, If (2) if uniformly bounded, does it have a compact uniform attractor? We
cannot answer this question in general but the answer is positive if (2) is autonomous.
Proposition 1 If (2) is autonomous and f is bounded on any bounded set S ⊂ C+,
then it is uniformly bounded if and only if it has a compact uniform attractor.
Proof Suppose (2) is autonomous and uniformly bounded. Then
∃M > 0, ∀ϕ ∈ C+, ∃T = T (ϕ) > 0 such that ∀t ≥ T, |x(t, ϕ)| < M. (3)
Thus, for each ϕ ∈ C+ with ‖ϕ‖ ≤ M , there is t1(ϕ) ∈ [0, T (ϕ) + τ) such that
‖xt(ϕ)‖ < M for all t > t1 but, if t1 > 0, ‖xt1(ϕ)‖ =M . Let
S = {xt(ϕ) : ϕ ∈ C
+, ‖ϕ‖ ≤M, t ≥ t1(ϕ) + τ}.
We show that Ω = S¯, the closure of S, is a compact uniform attractor. Since Ω is
bounded, by the assumption on f there is a ρ > 0 such that |f(ϕ)| ≤ ρ for all ϕ ∈ Ω.
Then, for t ≥ t1(ϕ), we have
∀i ∈ IN , xi(t, ϕ) = x(t1, ϕ) exp
(∫ t
t1
fi(s, xs(ϕ))ds
)
so
∀i ∈ IN , x(t1, ϕ)e
−ρ(t−t1) ≤ xi(t, ϕ) ≤ x(t1, ϕ)e
ρ(t−t1).
This shows that the functions over [−τ, 0] in S are equicontinuous. As the inequalities
for boundedness and equicontinuity of the functions in S are retained for any limit
function of a convergent sequence (refer to the proof of Theorem 1 given in section 3),
by Arzela-Ascoli theorem, Ω is relatively compact. As Ω is also closed, Ω is compact.
By the definition of Ω, it is positively invariant. From (3) we see that for each ϕ ∈ C+,
xt(ϕ) ∈ Ω for all t ≥ T (ϕ) + 2τ . From the definition of Ω again, we know that for
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any ψ ∈ Ω, ψi(θ0) = 0 for some θ0 ∈ [−τ, 0] if and only if ψi(θ) ≡ 0. Therefore, Ω is a
compact uniform attractor.
Open Problem If f is bounded on R0 × S for any bounded set S ⊂ C
+ and f(t, ϕ)
is (i) periodic in t or (ii) almost periodic in t or (iii) asymptotic to g(ϕ), find an extra
condition (if necessary) so that the uniform boundedness of (2) implies the existence
of a compact uniform attractor.
Definition 2 [3] A square matrix P with nonpositive off-diagonal entries is called
an M-matrix if one of the following equivalent conditions is met:
(a) The leading principal minor determinants of P are all positive.
(b) There is a vector x > 0 (i.e. x ∈ intRN+ ) such that Px > 0.
(c) There is a vector y > 0 such that P Ty > 0.
(d) The matrix P is nonsingular and the entries of P−1 are all nonnegative.
(e) The real parts of the eigenvalues of P are all positive, i.e. the matrix −P is
stable.
For any vector u ∈ RN , let D(u) = diag[u1, . . . , uN ].
Theorem 1 Assume that (2) meets the following requirements.
(i) The fi are bounded on R0 × S for any bounded set S ⊂ C
+.
(ii) For all (t, ϕ) ∈ R0 × C
+ and i ∈ IN ,
fi(t, ϕ) ≤ βi +
N∑
j=1
aij
∫ 0
−τ
ϕj(θ)dξij(θ)− ciϕi(0), (4)
where βi > 0, aij ≥ 0, ci > 0 and the ξij are nondecreasing with
∀i, j ∈ IN , ξij(0)− ξij(−τ) = 1. (5)
(iii) The matrix D(c)−A with A = (aij) is an M-matrix.
Then (2) has a compact uniform attractor.
Remark 1 The conditions of this theorem are irrelevant to either the size τ > 0 or
the distribution of the delays. This eminent feature applies to all the results given in
this section.
Remark 2 Conditions (iii) is crucial. When (iii) is not met, the conclusion may not
be true; even the boundedness of solutions may no longer hold. For example, suppose
ri > 0, aij ≥ 0 for i, j ∈ IN (i 6= j) in (1). It is shown that [7, Lemma 15.1.2] if A
has an eigenvalue λ > 0 and a row vector v ≥ 0 such that vA = λv then (1) has an
unbounded solution in intRN+ . Indeed [9, Proof of Lemma 1], (1) has an unbounded
solution in intRN+ if A is unstable, i.e. −A is not an M-matrix.
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Theorem 2 Assume that (2) meets the following requirements.
(i) The fi are bounded on R0 × S for any bounded set S ⊂ C
+.
(ii) For all (t, ϕ) ∈ R0 × C
+ and i ∈ IN ,
fi(t, ϕ) ≤ βi − ci
∫ 0
−τ
ϕi(θ)dξii(θ), (6)
where βi > 0, ci > 0 and the ξii are nondecreasing and satisfy (5).
Then (2) has a compact uniform attractor.
Remark 3 For N = 1, Yang [20] derived boundedness of solutions under some
assumptions which are met if (ii) holds. However, from Definition 1 we see that the
property of having a compact uniform attractor is more that just boundedness.
The next result is the combination of Theorems 1 and 2 when the system can be
arranged into triangular form of subsystems, of which each satisfies either Theorem 1
or 2.
Theorem 3 Assume that IN has a partition {I
1, . . . , Im} (m > 1) such that for
(t, ϕ) ∈ R0 × C
+ with ϕ = (ϕ1, . . . , ϕm),
∀i ∈ I1, fi(t, ϕ) ≤ G
1
i (ϕ
1), (7)
∀i ∈ Ik(k > 1), fi(t, ϕ) ≤ F
k
i (t, ϕ
1, . . . , ϕk−1) +Gk(ϕk), (8)
where the F k are bounded on R0 × S for any bounded set S ⊂ C
+ and each Gki has
either the form
∀i ∈ Ik, Gki (ϕ
k) = βi +
∑
j∈Ik
aij
∫ 0
−τ
ϕkj (θ)dξij(θ)− ciϕ
k
i (0), (9)
with D(c)k − Ak an M-matrix, or the form
∀i ∈ Ik, Gki (ϕ
k) = βi − ci
∫ 0
−τ
ϕki (θ)dξii(θ), (10)
where the βi, aij, ci and ξij are the same as in (4) and D(c)
k−Ak is the corresponding
|Ik| × |Ik| matrix. Then (2) has a compact uniform attractor.
The main purpose of establishing these theorems for a system to have a compact
uniform attractor is to apply this property to the study of permanence.
Definition 3 For any nonempty set J ⊂ IN , (2) is said to be partially permanent
with respect to J if there exist δ > 0 and M > δ such that, for all (t0, ϕ) ∈ R0 × C
+
with ϕi(0) > 0 for all i ∈ J , the solution of (2) satisfies
∀i ∈ J, ∀ large t, δ < xi(t, t0, ϕ) < M.
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From this definition we see that (2) is permanent if it is partially permanent with
respect to J = IN .
For any i ∈ IN and Ω ⊂ C
+, let Ωi = {ϕ ∈ Ω : ϕi = 0}.
Theorem 4 Assume that (2) satisfies the following conditions.
(i) (2) has a compact uniform attractor Ω ⊂ C+.
(ii) f is bounded on R0 × Ω and uniformly Lipschitzian on Ω, i.e. there is a K > 0
such that
∀t ∈ R0, ∀ϕ, ψ ∈ Ω, |f(t, ϕ)− f(t, ψ)| ≤ K‖ϕ− ψ‖.
(iii) For a nonempty set J ⊂ IN and ϕ ∈ ∪i∈JΩi, f(t, ϕ) is T0-periodic.
(iv) There are qi > 0, i ∈ J , for each (t0, ϕ) ∈ R0 × (∪i∈JΩi), there is a T (t0, ϕ) > 0
such that ∫ T (t0,ϕ)
0
∑
i∈J
qifi(t0 + s, xt0+s(t0, ϕ))ds > 0. (11)
Then (2) is partially permanent with respect to J . If J = IN then (2) is permanent.
Remark 4 This theorem when J = IN can be viewed as an extension of [7, Theorem
12.2.1] from a system without delays on a closed set Sn ⊂ R
N
+ to (2) on R0 × C
+.
Unfortunately, it is not easily applicable to any concrete system as condition (iv) is
hardly checkable. However, we can develop an easily checkable condition for a class of
systems based on this.
A particular case of (2) is that
fi(t, ϕ) = ri(t) + Li(ϕ)− Fi(t, ϕ), (12)
Li(ϕ) =
N∑
j=1
aij
∫ 0
−τ
ϕj(θ)dξij(θ)−
N∑
j=1
bij
∫ 0
−τ
ϕj(θ)dηij(θ), (13)
∀i, j ∈ IN , aij ≥ 0, bij ≥ 0, bii > 0, (14)
where the ri are continuous T0-periodic with
∀i ∈ IN , ∀t0 ∈ R0,
1
T0
∫ T0
0
ri(t0 + s)ds = r¯i > 0, (15)
and the ξij and ηij are nondecreasing with
∀i, j ∈ IN , ξij(0)− ξij(−τ) = 1, ηij(0)− ηij(−τ) = 1. (16)
We assume that the Fi are nonnegative, bounded on R0×S and uniformly Lipschitzian
in ϕ ∈ S for any bounded set S ⊂ C+. We assume also that (2) with (12)–(16) meets
the requirement of one of Theorems 1–3 or Proposition 1. Then (2) with (12)–(16)
has a compact uniform attractor Ω ⊂ C+ and f is bounded on R0 ×Ω and uniformly
Lipschitzian on Ω. From now on (2) with (12)–(16) is always assumed to have these
properties.
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In addition to (2) with (12)–(16), consider also the autonomous Lotka-Volterra
system
x′i = xi(r¯i + (A− B)ix), i ∈ IN , (17)
where A = (aij) and B = (bij). Denote the ith coordinate plane by πi = {x ∈ R
N
+ :
xi = 0}.
Theorem 5 For (2) with (12)–(16) and a nonempty set J ⊂ IN , assume also that
∀j ∈ IN , ∀t ∈ R0, ∀ϕ ∈ ∪i∈JΩi, Fj(t, ϕ) ≡ 0, (18)
∃qi > 0 for i ∈ J such that
∑
i∈J
qi(r¯i + (A−B)ixˆ) > 0 (19)
for all fixed point xˆ of (17) in ∪i∈Jπi. Then (2) with (12)–(16) is partially permanent
with respect to J . If also J = IN then (2) with (12)–(16) is permanent.
Remark 5 This theorem when J = IN is the extension of Jansen’s result [11] from
autonomous replicator and Lotka Volterra systems to (2) with (12)–(16) (see also [7,
Theorem 13.6.1 and Exercise 13.6.3]).
Note that permanence of (2) with respect to {i} for every i ∈ J implies permanence
with respect to J . Then applying Theorems 4 and 5 to each i ∈ J we obtain the
following corollaries.
Corollary 1 Assume that (2) satisfies the conditions (i)–(iii) of Theorem 4. More-
over, for each i ∈ J and every (t0, ϕ) ∈ R0 × Ωi, there is a T (t0, ϕ) > 0 such that
∫ T (t0,ϕ)
0
fi(t0 + s, xt0+s(t0, ϕ))ds > 0. (20)
Then (2) is partially permanent with respect to J . If also J = IN then (2) is permanent.
Corollary 2 Assume that (2) with (12)–(16) satisfies (18). Moreover, for each i ∈ J
and every fixed point xˆ of (17) in πi, we have r¯i+(A−B)ixˆ > 0. Then (2) with (12)–
(16) is partially permanent with respect to J . If also J = IN then (2) with (12)–(16)
is permanent.
When J = IN , if we apply Corollary 2 to every subsystem of (2) with (12)–(16)
and (18), we obtain the following.
Corollary 3 Assume that (2) with (12)–(16) and (18) satisfies
∀i ∈ IN , ∀xˆ ∈ πi (fixed points of (17)), r¯i + (A− B)ixˆ > 0. (21)
Then (2) and all of its subsystems are permanent.
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Remark 6 Mierczyn´ski and Schreiber [17, Corollary 3.1] proved that if (17) is dissi-
pative then (21) is a necessary and sufficient condition for (17) and all of its subsystems
to be robustly permanent, i.e. all small perturbations of the systems (in some sense)
are permanent. Ahmad and Lazer [1] extended this result to nonautonomous compet-
itive Lotka-Volterra system
x′i(t) = xi(t)[ri(t)− Aix(t)], i ∈ IN , (22)
where the ri are bounded continuous satisfying
∀i ∈ IN , lim
T→∞
m(ri, t0, t0 + T ) = r¯i > 0 uniformly for t0 ∈ R0. (23)
Hou [8] and [9] further extended it to delayed nonautonomous Lotka-Volterra systems
of the form
x′i(t) = xi(t)[ri(t) + Li(xt)], , i ∈ IN , (24)
where the ri are the same as in (22) and the Li(ϕ) are given by (13), (14) and (16).
Here Corollary 3 can be viewed as a further partial extension of [17, Corollary 3.1] to
(2) with (12)–(16) and (18).
Open Problem Can Theorem 5 and Corollaries 2 and 3 be extended to (2) with
(12)–(14), (16) and (18) but the ri satisfy (23) instead of being T0-periodic?
3 Proof of the existence of a compact uniform at-
tractor
Proof of Theorem 1 Since D(c) − A is an M-matrix, there is a vector d ∈ intRN+
such that (D(c)− A)d > 0, i.e.
∀i ∈ IN , cidi − Aid > 0. (25)
Let
M0 = max
{ βi
cidi −Aid
: i ∈ IN
}
, (26)
∀ϕ ∈ C+, ‖ϕ‖d−1 = sup
θ∈[−τ,0]
{
max
i∈IN
ϕi(θ)d
−1
i
}
. (27)
We divide the rest of the proof into the following five steps.
Step 1 For any ϕ ∈ C+ with ϕ(0) 6= 0 and t0 ∈ R0, the solution xt(t0, ϕ) exists on
[t0,∞) and satisfies
‖xt(t0, ϕ)‖d−1 ≤ max{‖ϕ‖d−1,M0}. (28)
For if there is a t1 > t0 such that ‖xt1‖d−1 > max{‖ϕ‖d−1,M0}, then there are t2 ∈
(t0, t1] and i ∈ IN satisfying
xi(t2)d
−1
i = |x(t2)|d−1 = max
t0−τ≤t≤t1
|x(t)|d−1 = ‖xt2‖d−1 ≥ ‖xt1‖d−1 > M0.
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This implies x′i(t2) ≥ 0. On the other hand, however, from (2), (4) and (25)–(27) we
have
x′i(t2) ≤ xi(t2)[βi + Aid‖xt2‖d−1 − cidixi(t2)d
−1
i ]
= xi(t2)[βi − (cidi − Aid)‖xt2‖d−1 ]
≤ xi(t2)(cidi − Aid)(M0 − ‖xt2‖d−1) < 0.
This contradiction shows the truth of (28) on the existing interval of x and (28) ensures
the extension of the solution to [t0,∞).
Step 2 We claim that if ‖ϕ‖d−1 > M0 then ‖xt‖d−1 is nonincreasing as long as
‖xt‖d−1 ≥M0. For if there are t2 > t1 ≥ t0 such that
‖xt2‖d−1 > ‖xt1‖d−1 > M0,
then there are t3 ∈ (t1, t2] and i ∈ IN satisfying
xi(t3)d
−1
i = |x(t3)|d−1 = max
t1−τ≤t≤t2
|x(t)|d−1 = ‖xt3‖d−1 ≥ ‖xt2‖d−1.
Thus, x′i(t3) ≥ 0. However, by the same technique as that used in the proof of (28),
we derive x′i(t3) < 0, a contradiction to x
′
i(t3) ≥ 0. This shows the truth of our claim.
Step 3 We show that for every (t0, ϕ) ∈ R0 × C
+,
lim sup
t→∞
‖xt(t0, ϕ)‖d−1 ≤M0. (29)
If this is not true, then some solution satisfies lim supt→∞ ‖xt‖d−1 > M0. From step 2
we know that ‖xt‖d−1 is nonincreasing so limt→∞ ‖xt‖d−1 = M¯0 > M0. Let
ui = lim sup
t→∞
xi(t)d
−1
i , uj = max{ui : i ∈ IN}
for all i and some j in IN . We look for an increasing sequence {tk} with tk → ∞ as
k →∞ such that
lim
k→∞
x′j(tk) = 0 and lim
k→∞
xj(tk)d
−1
j = uj. (30)
If xj(t) is not monotone for large t then we take a sequence {tk} so that each xj(tk) is a
local maximum of xj(t). This sequence certainly fulfils (30). If xj(t) is nondecreasing
(nonincreasing) then x′j(t) ≥ 0 (≤ 0) and, by the boundedness of x, lim inft→∞ x
′
j(t) =
0 (lim supt→∞ x
′
j(t) = 0). Then we can choose a sequence {tk} satisfying (30).
We check that uj = M¯0. From (30) we have
uj = lim
k→∞
xj(tk)d
−1
j ≤ lim
k→∞
‖xtk‖d−1 = lim
t→∞
‖xt‖d−1 = M¯0.
On the other hand, for any ε > 0, by the definition of uj there exists T > t0 such that
∀i ∈ IN , ∀t ≥ T, xi(t)d
−1
i < uj + ε.
From this follows ‖xt‖d−1 < uj + ε for t ≥ T + τ . Since ‖xt‖d−1 is nonincreasing, we
have M¯0 < uj + ε so M¯0 ≤ uj as ε → 0+. Therefore, uj = M¯0. Then it follows from
this and (30) that
lim
k→∞
εk = lim
k→∞
δk = 0,
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where
∀k ≥ 1, εk = xj(tk)d
−1
j − M¯0, δk = ‖xtk‖d−1 − M¯0.
Thus, from (2), (4), (25) and (26),
x′j(tk) ≤ xj(tk)[βj + Ajd‖xtk‖d−1 − cjdjxj(tk)d
−1
j ]
= xj(tk)[βj + Ajd(M¯0 + δk)− cjdj(M¯0 + εk)]
≤ xj(tk)(cjdj − Ajd)
[
M0 − M¯0 +
Ajdδk − cjdjεk
cjdj − Ajd
]
→ M¯0dj(cjdj − Ajd)(M0 − M¯0) (k →∞)
< 0.
This contradicts (30) and hence shows (29).
Step 4 We show that for each M1 > M0 and every ϕ ∈ C
+ with ϕ(0) 6= 0, there
is a T = T (ϕ,M1) > 0 such that
∀t0 ∈ R0, ∀t ≥ t0 + T, ‖xt(t0, ϕ)‖d−1 < M1. (31)
Suppose this is not true. Then, for some ϕ ∈ C+ with ϕ(0) 6= 0 and M1 > M0, by
(29) there are {tk} ⊂ R0 and {Tk} ⊂ [3τ,∞), Tk ↑ ∞ as k →∞, such that
∀k ≥ 1, ‖xtk+Tk(tk, ϕ)‖d−1 = M1, ∀t > tk + Tk, ‖xt(tk, ϕ)‖d−1 < M1. (32)
From step 2, ‖xt(tk, ϕ)‖d−1 is nonincreasing for t ∈ [tk, tk + Tk]. Since the function
‖xt(tk, ϕ)‖d−1 is continuous, with
gk(t) = ‖xt−2τ (tk, ϕ)‖d−1 − ‖xt(tk, ϕ)‖d−1,
gk is continuous and nonnegative for t ∈ [tk + 2τ, tk + Tk]. So there is an sk ∈
[tk + 2τ, tk + Tk] such that
gk(sk) = min{gk(t) : t ∈ [tk + 2τ, tk + Tk]}.
(4a) We first show that
lim
k→∞
gk(sk) = 0. (33)
Suppose (33) is not true. Then lim supk→∞ gk(sk) > 0. By choosing a subsequence of
{sk} if necessary, we may assume the existence of p0 > 0 and an integer K such that,
for all k ≥ K, gk(sk) ≥ p0 so that
∀t ∈ [tk + 2τ, tk + Tk], ‖xt−2τ (tk, ϕ)‖d−1 ≥ ‖xt(tk, ϕ)‖d−1 + p0. (34)
Let mk be the greatest integer part of Tk/(2τ). Then {mk} is unbounded due to the
unboundedness of {Tk}. However, by step 2 and repeatedly using (34), we have
‖ϕ‖d−1 ≥ ‖xtk+Tk−2τmk(tk, ϕ)‖d−1
≥ ‖xtk+Tk−2τ(mk−1)(tk, ϕ)‖d−1 + p0
≥ mkp0 + ‖xtk+Tk(tk, ϕ)‖d−1
= mkp0 +M1.
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This contradiction to the unboundedness of {mk} shows the truth of (33).
(4b) We next show that for each k ≥ 1, there is an ℓk ∈ [sk − τ, sk] satisfying
( d
dt
‖xt(tk, ϕ)‖d−1
)
t=ℓk
≥ −
2
τ
gk(sk). (35)
If gk(sk) = 0 then
‖xt(tk, ϕ)‖d−1 ≡ ‖xsk(tk, ϕ)‖d−1 for t ∈ [sk − 2τ, sk]
so d
dt
‖xt(tk, ϕ)‖d−1 = 0 for t ∈ (sk − 2τ, sk). In this case, ℓk = sk − τ meets the
requirement of (35). Suppose gk(sk) > 0 and (35) does not hold for any ℓk ∈ [sk−τ, sk].
Then d
dt
‖xt(tk, ϕ)‖d−1 < −
2
τ
gk(sk) for almost every t ∈ [sk − τ, sk] so
gk(sk) = ‖xsk−2τ (tk, ϕ)‖d−1 − ‖xsk(tk, ϕ)‖d−1
≥ ‖xsk−τ (tk, ϕ)‖d−1 − ‖xsk(tk, ϕ)‖d−1
= −
∫ sk
sk−τ
( d
dt
‖xt(tk, ϕ)‖d−1
)
dt
≥ 2gk(sk).
This contradiction to 0 < gk(sk) < 2gk(sk) shows the existence of ℓk satisfying (35).
(4c) We further show that for each k ≥ 1, there are wk ∈ [ℓk − τ, ℓk] and ik ∈ IN
such that
x′ik(wk, tk, ϕ) ≥ −
2dik
τ
gk(sk). (36)
Indeed, for each k ≥ 1, there are wk ∈ [ℓk − τ, ℓk] and ik ∈ IN such that
‖xℓk(tk, ϕ)‖d−1 = |x(wk, tk, ϕ)|d−1 = xik(wk, tk, ϕ)d
−1
ik
.
For small δ > 0, wk − δ ∈ [ℓk − τ − δ, ℓk − δ] so
−
1
δ
[xik(wk − δ, tk, ϕ)− xik(wk, tk, ϕ)]d
−1
ik
≥ −
1
δ
[|x(wk − δ, tk, ϕ)|d−1 − ‖xℓk(tk, ϕ)‖d−1]
≥ −
1
δ
[‖xℓk−δ(tk, ϕ)‖d−1 − ‖xℓk(tk, ϕ)‖d−1 ].
As δ → 0+, the above inequalities lead to
x′ik(wk, t,ϕ)d
−1
ik
≥
( d
dt
‖xt(tk, ϕ)‖d−1
)
t=ℓk
.
Then (36) follows from this and (35).
Now armed with (4a)–(4c) we are able to construct a contradiction. By choosing
a subsequence of {k} if necessary, without loss of generality, we may assume that
ik = i0 ∈ IN for all k ≥ 1 so that (36) becomes
x′i0(wk, tk, ϕ) ≥ −
2di0
τ
gk(sk).
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It then follows from this and (33) that
lim inf
k→∞
x′i0(wk, tk, ϕ) ≥ 0. (37)
Nevertheless, from (2), (4), (25), (26), step 2 and the equalities below (36),
x′i0(wk, tk, ϕ)/xi0(wk, tk, ϕ)
≤ βi0 + Ai0d‖xwk(tk, ϕ)‖d−1 − ci0di0xi0(wk, tk, ϕ)d
−1
i0
≤ βi0 + Ai0d‖xsk−2τ (tk, ϕ)‖d−1 − ci0di0‖xℓk(tk, ϕ)‖d−1
≤ βi0 + Ai0d(‖xsk(tk, ϕ)‖d−1 + gk(sk))− ci0di0‖xsk(tk, ϕ)‖d−1
≤ βi0 − (ci0di0 − Ai0d)M1 + Ai0dgk(sk)
≤ (ci0di0 − Ai0d)(M0 −M1) + Ai0dgk(sk).
From (32) and step 2 we know that
xi0(wk, tk, ϕ)d
−1
i0
= ‖xℓk(tk, ϕ)‖d−1 ≥ ‖xsk(tk, ϕ)‖d−1 ≥M1.
As M1 > M0, from (33) and the above inequalities we obtain
lim sup
k→∞
x′i0(wk, tk, ϕ) ≤ di0M1(ci0di0 −Ai0d)(M0 −M1) < 0.
This contradiction to (37) shows the existence of T = T (ϕ,M1) > 0 satisfying (31).
Step 5 Construction of a compact uniform attractor Ω ⊂ C+. For this purpose,
fix an M1 > M0 and let
S0 = {ϕ ∈ C
+ : ‖ϕ‖d−1 ≤M1}.
Then, by the assumption on f , there is a ρ > 0 such that
∀i ∈ IN , ∀(t, ϕ) ∈ R0 × S0, |fi(t, ϕ)| ≤ ρ.
Define
Ω = {ϕ ∈ S0 : ∀i ∈ IN , ∀θ1, θ2 ∈ [−τ, 0] with θ1 ≤ θ2, (39) holds}, (38)
ϕi(θ1)e
−ρ(θ2−θ1) ≤ ϕi(θ2 ≤ ϕi(θ1)e
ρ(θ2−θ1). (39)
We check that this Ω is a compact uniform attractor.
(i) For any convergent sequence {ϕn} ⊂ Ω with a limit ϕ0 ∈ C+, since all the
inequalities for each ϕn in the definition of S0 and Ω are retained for ϕ
0, we have
ϕ0 ∈ Ω so Ω is closed. By (39) we have
ϕi(θ1)[e
−ρ(θ2−θ1) − 1] ≤ ϕi(θ2)− ϕ1(θ1) ≤ ϕi(θ1)[e
ρ(θ2−θ1) − 1]
so
|ϕi(θ2)− ϕi(θ1)| ≤ |d|M1ρe
τρ|θ2 − θ1|.
This shows that the functions in Ω over [−τ, 0] are equicontinuous. Since Ω is bounded,
by Arzela-Ascoli theorem, Ω is relatively compact. This, together with the closedness,
shows that Ω is compact.
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(ii) For each ϕ ∈ Ω, from step 2 we know that xt(t0, ϕ) ∈ S0 for all t0 ∈ R0 and
t ≥ t0. For any t2 ≥ t1 ≥ t0, integration of (2) gives
xi(t2, t0, ϕ) = xi(t1, t0, ϕ) exp
(∫ t2
t1
fi(s, xs(t0, ϕ))ds
)
so
xi(t1, t0, ϕ)e
−ρ(t2−t1) ≤ xi(t2, t0, ϕ) ≤ xi(t1, t0, ϕ)e
ρ(t2−t1).
This shows that xt(t0, ϕ) ∈ Ω 6= ∅ for t ≥ t0 + τ . For t ∈ (t0, t0 + τ) and −τ ≤ θ1 <
θ2 ≤ 0, if t+ θ1 ≥ t0 then
xi(t+ θ2, t0, ϕ) = xi(t+ θ1, t0, ϕ) exp
(∫ θ2
θ1
fi(t + s, xt+s(t0, ϕ))ds
)
so
xi(t+ θ1, t0, ϕ)e
−ρ(θ2−θ1) ≤ xi(t+ θ2, t0, ϕ) ≤ xi(t + θ1, t0, ϕ)e
ρ(θ2−θ1). (40)
If t + θ2 ≤ t0 then xt(θj , t0, ϕ) = ϕ(t− t0 + θj) for j = 1, 2 so (40) follows from (39).
If t+ θ1 < t0 < t + θ2, then
xi(t+ θ2, t0, ϕ) ≤ ϕi(0)e
ρ(t+θ2−t0)
≤ ϕi(t− t0 + θ1)e
ρ(t0−t−θ1)eρ(t+θ2−t0)
= xi(t+ θ1, t0, ϕ)e
ρ(θ2−θ1),
xi(t+ θ2, t0, ϕ) ≥ ϕi(0)e
−ρ(t+θ2−t0)
≥ ϕi(t− t0 + θ1)e
−ρ(t0−t−θ1)e−ρ(t+θ2−t0)
= xi(t+ θ1, t0, ϕ)e
−ρ(θ2−θ1).
Thus, (40) holds and xt(t0, ϕ) ∈ Ω. Therefore, ϕ ∈ Ω implies xt(t0, ϕ) ∈ Ω for all
t0 ∈ R0 and all t ≥ t0.
(iii) For each ϕ ∈ C+, from step 4 we know the existence of T = T (ϕ) > 0 such
that xt(t0, ϕ) ∈ S0 holds for all t0 ∈ R0 and t ≥ t0 + T . Then from (ii) we obtain
xt(t0, ϕ) ∈ Ω for t ≥ t0 + T + τ .
(iv) For each ϕ ∈ Ω, (39) implies that ϕi(θ0) = 0 for some i ∈ IN and some
θ0 ∈ [−τ, 0] if and only if ϕi(θ) ≡ 0 on [−τ, 0].
Therefore, Ω defined by (38) is a compact uniform attractor of (2).
Proof of Theorem 2 The techniques of the proof are the same as those of [8,
Lemmas 1, 3, 4] and part of [18, Lemma 3.1]. But for completeness we give a full
outline following the proof of Theorem 1. For (t0, ϕ) ∈ R0 × C
+ with ϕi(0) > 0, we
have
x′i(t, t0, ϕ) ≤ βixi(t, t0, ϕ)
so for t ≥ t0 + τ and θ ∈ [−τ, 0], (xi)t(θ) ≥ xi(t, t0, ϕ)e
βiθ. Hence, for t ≥ t0 + τ in its
existing interval,
x′i(t, t0, ϕ) ≤ xi(t, t0, ϕ)
[
βi − ci
∫ 0
−τ
eβiθdξii(θ)xi(t, t0, ϕ)
]
. (41)
Let
ρi =
βi
ci
∫ 0
−τ
eβiθdξii(θ)
, ρ0 = max{ρi : i ∈ IN}. (42)
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Then xi(t, t0, ϕ) is decreasing as long as xi(t, t0, ϕ) > ρi. This shows the existence and
boundedness of x(t, t0, ϕ) on [t0,∞).
Now multiplying (41) by −x−2i (t, t0, ϕ)e
βi(t−t0) and integrating, we obtain
xi(t0 + t, t0, ϕ) ≤
eβit
ϕi(0)−1 + ρ
−1
i (e
βit − 1)
. (43)
From this follows
lim sup
t→∞
xi(t, t0, ϕ) ≤ ρi ≤ ρ
0.
Moreover, for any fixed ρ > ρ0, (43) shows that for all ϕ ∈ C+, there exists a T =
T (ϕ) > 0 such that
∀t0 ∈ R0, ∀t ≥ t0 + T, ‖xt(t0, ϕ)‖ < ρ. (44)
Let
S0 = {ϕ ∈ C
+ : ‖ϕ‖ ≤ ρ}.
Then, by the assumption on f , there is an α < 0 such that
∀i ∈ IN , ∀(t, ϕ) ∈ R0 × S0, α ≤ fi(t, ϕ) ≤ βi.
Define
Ω = {ϕ ∈ S0 : ∀i ∈ IN , ∀θ1, θ2 ∈ [−τ, 0] with θ1 ≤ θ2, (46) holds}, (45)
ϕi(θ1)e
α(θ2−θ1) ≤ ϕi(θ2) ≤ ϕi(θ1)e
βi(θ2−θ1). (46)
We check that this Ω is a compact uniform attractor.
(i) The compactness of Ω follows from the same proof as that of Theorem 1.
(ii) For each ϕ ∈ Ω, we have (xi)t(θ) ≥ xi(t, t0, ϕ)e
βiθ for all t ≥ t0. So (41) and (43)
hold for all t0 ∈ R0 and all t ≥ t0. Thus, xt(t0, ϕ) ∈ S0 for all t0 ∈ R0 and all t ≥ t0.
Then, with minor modification to the proof of Theorem 1, we have xt(t0, ϕ) ∈ Ω for
all t0 ∈ R0 and all t ≥ t0.
(iii) From (44) it follows that
∀ϕ ∈ C+, ∃T = T (ϕ) > 0 such that ∀t0 ∈ R0, ∀t ≥ t0 + T, xt(t0, ϕ) ∈ Ω.
(iv) For each ϕ ∈ Ω, (46) implies that ϕi(θ0) = 0 for some i ∈ IN and some
θ0 ∈ [−τ, 0] if and only if ϕi(θ) ≡ 0 on [−τ, 0].
Therefore, Ω defined by (45) is a compact uniform attractor of (2).
Proof of Theorem 3 Since x′i(t) ≤ xi(t)G
1
i (x
1
t ) for i ∈ I
1 with the assumption (9)
or (10), by Theorem 1 or 2 this subsystem has a compact uniform attractor Ω1. Since
F 2i (t, ϕ
1) is bounded on R0 × Ω
1, there are β ′i > 0 for i ∈ I
2 such that F 2i (t, ϕ
1) ≤ β ′i
on R0 × Ω
1. Then x′i(t) ≤ xi(t)(β
′
i + G
2
i (x
2
t )) for i ∈ I
2 and (t0, ϕ) ∈ R0 × C
+ with
ϕ1 ∈ Ω1. By the assumption (9) or (10) and Theorems 1 and 2, the subsystem for
x2 has a compact uniform attractor Ω2. Repeating the above process, we obtain a
compact uniform attractor Ωk of the subsystem for xk for each k ∈ Im. Then it can
be verified that Ω1 × · · · × Ωm is a compact uniform attractor for (2).
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4 Proof of partial permanence and permanence
Proof of Theorem 4 By condition (i), (2) has a compact uniform attractor Ω. We
first show the existence of ρ > 0 such that
‖xt(t0, ϕ)− xt(t0, ψ)‖ ≤ ‖ϕ− ψ‖e
ρ(t−t0) (47)
for all t0 ∈ R0, ϕ, ψ ∈ Ω and t ≥ t0. From (2) we have
xi(t, t0, ϕ)− xi(t, t0, ψ) = ϕi(0)− ψi(0)
+
∫ t
t0
[xi(s, t0, ϕ)− xi(s, t0, ψ)]fi(s, xs(t0, ϕ))ds
+
∫ t
t0
xi(s, t0, ψ)[fi(s, xs(t0, ϕ))− fi(s, xs(t0, ψ))]ds.
By conditions (i) and (ii), there is a ρ > 0 independent of t0, t, ϕ and ψ such that
|xi(t, t0, ϕ)− xi(t, t0, ψ)| ≤ |ϕi(0)− ψi(0)|+ ρ
∫ t
t0
‖xs(t0, ϕ)− xs(t0, ψ)‖ds
for all t ≥ t0 and all i ∈ IN , so
∀t ≥ t0, ‖xt(t0, ϕ)− xt(t0, ψ)‖ ≤ ‖ϕ− ψ‖+ ρ
∫ t
t0
‖xs(t0, ϕ)− xs(t0, ψ)‖ds.
Then (47) follows from this and Gronwall’s inequality.
By condition (iv), for each (t0, ϕ) ∈ R0× (∪i∈JΩi), there is a T (t0, ϕ) > 0 such that
δ(t0, ϕ) =
1
T (t0, ϕ)
∫ T (t0,ϕ)
0
∑
i∈J
qifi(t0 + s, xt0+s(t0, ϕ))ds > 0. (48)
Then, by (47) and the continuous dependence of xt(t0, ϕ) on (t0, ϕ), there is an open
interval I(t0, ϕ) ⊂ R0 and an open ball B(t0, ϕ) of Ω such that
1
T (t0, ϕ)
∫ T (t0,ϕ)
0
∑
i∈J
qifi(t1 + s, xt1+s(t1, ψ))ds ≥
1
2
δ(t0, ϕ) (49)
for all (t, ψ) ∈ I(t0, ϕ) × B(t0, ϕ). Since f(t, ϕ) is T0-periodic by condition (iii), we
may assume that, for any integer k satisfying t0 + kT0 ∈ R0, T (t0 + kT0, ϕ) = T (t0, ϕ)
so δ(t0 + kT0, ϕ) = δ(t0, ϕ). By (47), (ii) and (iii), we may also assume that
I(t0 + kT0, ϕ) = I(t0, ϕ) + kT0, B(t0 + kT0, ϕ) = B(t0, ϕ). (50)
Then, for any fixed ℓ ∈ R0, [ℓ, ℓ+ T0]× {ϕ} is a compact set of R0 × Ω and
{I(t0, ϕ)×B(t0, ϕ) : t0 ∈ [ℓ, ℓ+ T0]}
is an open cover of [ℓ, ℓ+T0]×{ϕ}. Thus, there is a finite open cover of [ℓ, ℓ+T0]×{ϕ}.
Combining (49) and (50) with this finite open cover, we obtain an open ball B(ϕ)
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of Ω, positive numbers δ1(ϕ), . . . , δm(ϕ), T1(ϕ), . . . , Tm(ϕ), and a finite open cover
{I1, . . . , Im} of R0 such that for each k ∈ Im and for all (t1, ψ) ∈ I
k × B(ϕ),
1
Tk(ϕ)
∫ Tk(ϕ)
0
∑
i∈J
qifi(t1 + s, xt1+s(t1, ψ))ds ≥ δk(ϕ). (51)
Since ∪i∈JΩi is compact and {B(ϕ) : ϕ ∈ ∪i∈JΩi} is an open cover of ∪i∈JΩi, there are
ϕ1, . . . , ϕp ∈ ∪i∈JΩi such that {B(ϕ
j) : j ∈ Ip} is a finite open cover of ∪i∈JΩi. Then,
for each j ∈ Ip, there is an integer mj > 0 such that (51) holds after the replacement
of m, Ik, ϕ by mj, I
jk, ϕj respectively. Now put
T 0 = min{Tk(ϕ
j) : j ∈ Ip, k ∈ Imj},
T 1 = max{Tk(ϕ
j) : j ∈ Ip, k ∈ Imj},
δ0 = min{δk(ϕ
j) : j ∈ Ip, k ∈ Imj}.
Then the function V : RN+ → R+ defined by
V (x) =
∏
i∈J
xqii
is continuous and V (x) = 0 if and only if x ∈ ∪i∈Jπi. Thus, x ∈ R
N
+ is close to ∪i∈Jπi
if and only if V (x) is small. By the properties of Ω, ϕ(0) is close to ∪i∈Jπi if and only
if ϕ ∈ Ω is close to ∪i∈JΩi. Then we can choose µ > 0 sufficiently small so that the
set
S1 = {ϕ ∈ Ω : 0 ≤ V (ϕ(0)) ≤ µ}
is contained in ∪j∈IpB(ϕ
j).
We claim that for each ϕ ∈ S1 with ϕi(0) > 0 for all i ∈ J and every t0 ∈ R0, there
is a t > t0 such that V (x(t, t0, ϕ)) > µ. Indeed, if V (x(t, t0, ϕ) ≤ µ for all t ≥ t0, then
xt(t0, ϕ) ∈ S1 ⊂ ∪j∈IpB(ϕ
j) for all t ≥ t0. Since ϕ ∈ S1, we have ϕ ∈ B(ϕ
j) for some
j ∈ Ip. As t0 ∈ I
jk for some k ∈ Imj , by (51) and the definition of T
0 and δ0, we have
∫ Tk(ϕj)
0
∑
i∈J
qifi(t0 + s, xt0+s(t0, ϕ))ds ≥ δk(ϕ
j)Tk(ϕ
j) ≥ δ0T
0.
Differentiation of V (x(t, t0, ϕ)) gives
V (x(t, t0, ϕ))
′ = V (x(t, t0, ϕ))
∑
i∈J
qifi(t, xt(t0, ϕ)).
Then, with t1 = t0 + Tk(ϕ
j), we obtain
V (t1, t0, ϕ)) = V (ϕ(0)) exp
(∫ Tk(ϕj)
0
∑
i∈J
qif(i(t0 + s, xt0+s(t0, ϕ))ds
)
≥ V (ϕ(0))eδ0T
0
.
Since ψ = xt1(t0, ϕ) ∈ B(ϕ
n) for some n ∈ Ip and t1 ∈ I
nk for some k ∈ Imn , by the
same procedure as above and with t2 = t1 + Tk(ϕ
n), we obtain
V (x(t2, t0, ϕ) = V (x(t2, t1, ψ)) ≥ V (ψ(0))e
δ0T
0
≥ V (ϕ(0))e2δ0T
0
.
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Repetition of the above process infinitely many times leads to the unboundedness of
V (x(t, t0, ϕ)) for t ≥ t0. This contradiction to our assumption V (x(t, t0, ϕ)) ≤ µ for
t ≥ t0 shows our claim.
Let α = inf{
∑
i∈J qifi(t, ϕ) : (t, ϕ) ∈ R0 × Ω}. The boundedness of f on R0 × Ω
implies α ∈ R. If α ≥ 0, then, for any ϕ ∈ Ω with V (ϕ(0)) > µ,
V (x(t, t0, ϕ)) = V (ϕ(0)) exp
(∫ t
t0
∑
i∈J
qifi(s, xs(t0, ϕ))ds
)
≥ V (ϕ(0))eα(t−t0) > µ
for all t0 ∈ R0 and t ≥ t0.
If α < 0 then ρ = µeαT
1
∈ (0, µ). We show that V (x(t, t0, ϕ)) > ρ for all ϕ ∈ Ω
with V (ϕ(0)) > µ and all t0 ∈ R0 and t ≥ t0. In fact, for fixed ϕ and t0, we have
either V (x(t, t0, ϕ)) > µ for all t ≥ t0 or V (x(t1, t0, ϕ)) = µ for some t1 > t0 but
V (x(t, t0, ϕ)) > µ for all t ∈ [t0, t1). In the latter case, as ψ = xt1(t0, ϕ) ∈ S1, for some
j ∈ Ip and k ∈ Imj we have
∫ Tk(ϕj)
0
∑
i∈J
qifi(t1 + s, xt1+s(t1, ψ))ds > δ0T
0.
Thus, with t2 = t1 + Tk(ϕ
j),
V (x(t2, t1, ψ)) ≥ V (ψ(0))e
δ0T
0
> V (ψ(0)) = V (x(t1, t0, ϕ)) = µ > ρ.
For t ∈ [t1, t2),
V (x(t, t1, ψ)) = V (ψ(0)) exp
(∫ t
t1
∑
i∈J
qifi(s, xs(t1, ψ))ds
)
≥ µeα(t−t0) > µeαT
1
= ρ.
Hence, V (x(t, t0, ϕ)) > ρ for all t ≥ t0.
This shows that for each ϕ ∈ Ω with ϕi(0) > 0 for all i ∈ J and for every t0 ∈ R0,
there is a T > t0 such that V (x(t, t0, ϕ)) > ρ (µ), if α < 0 (≥ 0), for all t ≥ T . Let
δ = inf{ϕi(0) : V (ϕ(0)) = ρ, ϕ ∈ Ω, i ∈ J}, (52)
M = sup{‖ϕ‖ : ϕ ∈ Ω}, (53)
if α < 0 and replace ρ by µ in (52) if α ≥ 0. Then
∀i ∈ J, ∀t ≥ T, δ ≤ xi(t, t0, ϕ) ≤M.
Therefore, (2) is partially permanent with respect to J .
Proof of Theorem 5 By Theorem 4, we need only prove that for all (t0, ϕ) ∈
R0 × (∪i∈JΩi), there exists a T = T (t0, ϕ) > 0 such that
1
T
∫ T
0
∑
i∈J
qi[ri(t0 + s) + Li(xt0+s(t0, ϕ))]ds > 0. (54)
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We proceed by induction on the number m of positive components of ϕ.
When m = 1, we have ϕk(θ) > 0 for some k ∈ IN and all θ ∈ [−τ, 0] and ϕj(θ) ≡ 0
for j ∈ IN \ {k}. Then xj(t, t0, ϕ) ≡ 0 for t ≥ t0 and j 6= k and xk(t, t0, ϕ) satisfies
x′k(t) = xk(t)
[
rk(t) + akk
∫ 0
−τ
xk(t+ θ)dξkk(θ)− bkk
∫ 0
−τ
xk(t+ θ)dηkk(θ)
]
.
It can be shown (see [9, Lemma 6]) that lim inft→∞ xk(t) > 0. Then ln xk(t) is bounded.
Now integration of the above equation gives
ln xk(t)− ln xk(t0)
t− t0
= m(rk, t0, t) + (akk − bkk)m(xk, t0, t) + o(1)
as t→ +∞, where the o(1) term has the precise expression
1
t− t0
∫ 0
−τ
[∫ t0
t0+θ
xk(s)ds−
∫ t
t+θ
xk(s)ds
]
d[akkξkk(θ)− bkkηkk(θ)].
As the left-hand side vanishes when t → +∞ and limt→+∞m(rk, t0, t) = r¯k, we must
have
lim
t→+∞
m(xk, t0, t) =
r¯k
bkk − akk
> 0.
Then limt→+∞m(x, t0, t) = xˆ with xˆk = r¯k/(bkk − akk) and xˆj = 0 for all j ∈ IN \ {k}
and
lim
t→+∞
1
t− t0
∫ t
t0
∑
i∈J
qi[ri(s) + Li(xs(t0, ϕ))]ds
= lim
t→+∞
∑
i∈J
qi[m(ri, t0, t) + (A− B)im(x, t0, t)]
=
∑
i∈J
qi[r¯i + (A− B)ixˆ].
As xˆ ∈ ∪i∈Jπi is a fixed point of (17), by (19) we have
∑
i∈J qi(r¯i + (A − B)ixˆ) > 0.
Then (54) holds for large enough T > 0 when m = 1.
Assume that (54) holds for some m ≥ 1 and all ϕ ∈ ∪i∈JΩi with at most m positive
components. Now suppose ϕ0 ∈ ∪i∈JΩi has m+ 1 positive components and we show
that (54) also holds. Let J1 = {j ∈ IN : ϕ
0
j(0) > 0} with |J1| = m+ 1 and let
ΩJ1 = ∩j∈IN\J1Ωj .
Note that ΩJ1 ⊂ ∪i∈JΩi. Since Ω is a compact uniform attractor of (2), for each
j ∈ IN , Ωj is a compact uniform attractor of the N − 1-dimensional subsystem of (2)
with xj ≡ 0 and Ω
J1 is a compact uniform attractor of the corresponding (m + 1)-
dimensional subsystem. Since ϕ0 ∈ intΩJ1 , we have xt(t0, ϕ
0) ∈ intΩJ1 for all t ≥ t0.
There are two possible cases for the limit set ω(t0, ϕ
0) of xt(t0, ϕ
0) as t → +∞: (a)
ω(t0, ϕ
0) 6⊂ ∂ΩJ1 and (b) ω(t0, ϕ
0) ⊂ ∂ΩJ1 .
(a) In this case, there is a ψ ∈ intΩJ1 and a sequence {tn} with tn → +∞ as
n→∞ such that limn→∞ xtn(t0, ϕ
0) = ψ. Then limn→∞ x(tn, t0, ϕ
0) = ψ(0) so the set
{ln xj(tn) : j ∈ J1, n ≥ 1} is bounded and
∀j ∈ J1, lim
n→∞
ln xj(tn)− lnϕ
0
j(0)
tn − t0
= 0. (55)
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Integrating the jth component equation of (2) with (12)–(16) as we did in the base
case m = 1, we obtain
ln xj(tn)− lnϕ
0
j(0)
tn − t0
= m(rj , t0, tn) + (A− B)jm(x, t0, tn) + o(1)
as n→∞. This, together with (55) and limn→∞m(rj , t0, tn) = r¯j , gives
∀j ∈ J1, lim
n→∞
(A−B)jm(x, t0, tn) = −r¯j .
By choosing a subsequence of {tn} is necessary, we may assume that m(x, t0, tn) tends
to x¯ as n → ∞. Then x¯ ∈ ∩j∈IN\J1πj ⊂ ∪i∈Jπi and (A − B)jx¯ = −r¯j for all j ∈ J1.
Thus, x¯ is a fixed point of (17) in ∪i∈Jπi and, by (19),
∑
i∈J qi[r¯i + (A−B)ix¯] > 0. It
then follows that
lim
n→∞
1
tn − t0
∫ tn
t0
∑
i∈J
qi[ri(s) + Li(xs(t0, ϕ
0))]ds
= lim
n→∞
∑
i∈J
qi[m(ri, t0, tn) + (A−B)im(x, t0, tn)]
=
∑
i∈J
qi[r¯i + (A−B)ix¯] > 0.
Therefore, for n large enough, (54) holds with T = tn − t0.
(b) For each (t1, ϕ) ∈ R0 × ∂Ω
J1 , since ϕ has at most m positive components, by
the inductive hypothesis there is a T (t1, ϕ) > 0 such that
∫ T (t1,ϕ)
0
∑
i∈J
qi[ri(t1 + s) + Li(xt1+s(t1, ϕ))]ds > 0.
For this fixed (t1, ϕ), by continuous dependence there is an open interval I(t1, ϕ) of
R0 and an open ball B(t1, ϕ) of Ω
J1 such that for all (σ, ψ) ∈ I(t1, ϕ)× B(t1, ϕ),
1
T (t1, ϕ)
∫ T (t1,ϕ)
0
∑
i∈J
qi[ri(σ + s) + Li(xσ+s(σ, ψ))]ds > δ(t1, ϕ),
δ(t1, ϕ) =
1
2T (t1, ϕ)
∫ T (t1,ϕ)
0
∑
i∈J
qi[ri(t1 + s) + Li(xt1+s(t1, ϕ))]ds > 0.
Since r(t) is T0-periodic and Ω
J1 and ∂ΩJ1 are compact, by the same technique as that
used in the proof of Theorem 4 we obtain an open set S0 of Ω
J1 with ∂ΩJ1 ⊂ S0 and
numbers δ0 > 0, T
0 > 0 and T 1 > T 0 satisfying for all (σ, ψ) ∈ R0 × S0,
∃T ∈ [T 0, T 1] such that
1
T
∫ T
0
∑
i∈J
qi[ri(σ + s) + Li(xσ+s(σ, ψ))]ds > δ0. (56)
From (56) we see that for any (σ, ψ) ∈ R0 × S0, if xt(σ, ψ) ∈ S0 for all t ≥ σ then
there are Tn ≥ nT
0 such that
∫ Tn
0
∑
i∈J
qi[ri(σ + s) + Li(xσ+s(σ, ψ))]ds > nT
0δ0 → +∞ (n→∞). (57)
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Now that ω(t0, ϕ
0) ⊂ ∂ΩJ1 ⊂ S0, there is a σ > t0 such that xt(t0, ϕ
0) ∈ S0 for all
t ≥ σ. Then there is a T > 0 for (t0, ϕ
0) such that (54) follows from (57).
By induction, (54) holds for all (t0, ϕ) ∈ R0 × (∪i∈JΩi). Therefore, (2) with (12)–
(16) is partially permanent with respect to J .
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