Abstract-This paper presents a symbolic pattern analysis method for robust feature extraction from sidescan sonar images that are generated from autonomous underwater vehicles (AUVs). The proposed data-driven algorithm, built upon the concepts of symbolic dynamics and automata theory, is used for detection of mines and mine-like objects in the undersea environment. This real-time algorithm is based on symbolization of the data space via coarse graining, i.e., partitioning of the two-dimensional sonar images. The statistical information, in terms of stochastic matrices that serve as features, is extracted from the symbolized images by construction of probabilistic finite state automata. A binary classifier is designed for discrimination of detected objects into mine-like and nonmine-like categories. The pattern analysis algorithm has been validated on sonar images generated in the exploration phase of a mine hunting operation; these data have been provided by the Naval Surface Warfare Center. The algorithm is formulated for real-time execution on limited-memory commercial-of-the-shelf platforms and is capable of detecting objects on the seabed-bottom.
The current state-of-the-art techniques involve deployment of AUVs that perform sequential operations of detection, classification, marking, and neutralization [1] . Sidescan sonar systems are used for efficient mapping of large areas of the sea floor to generate sonar imagery [2] that contains information about the seabed-bottom, typical objects of interest (e.g., undersea mines), and the clutter. Here the term "clutter" refers to general seabed debris (e.g., rocks, wreckage, and sand ripples). Traditionally, sonar imagery generated by sidescan sonars mounted on the AUVs are analyzed offline in batches before the next operation (e.g., classification). In general, the exploration phase of mine hunting involves scanning vast areas of the sea bed to detect very sporadic occurrences of mines or mine-like objects. To expedite mine-hunting operations in the exploration phase, AUVs perform long-range scanning with low-resolution sonars. Therefore, very limited resolution data are available in the exploration phase for detection of mines or mine-like objects. Once such an object is detected, a higher resolution shortrange sonar is used to take a second look at the suspected object [3] . Thus, upon preliminary detection of an object, the next phase of exploitation in a mine hunting operation generates scan data of much higher resolution to ascertain whether the detected object is truly a mine or not and to which class of mines it belongs. Commercially available synthetic aperture sonar (SAS) [4] , [5] is a potential candidate for generating such high resolution imagery.
This paper addresses the problem of detection of mine-like objects from a low-resolution sonar images. The example problem specifically addresses the situation in the exploration phase where the available data is very limited. However, the underlying theory of mine detection, presented in this paper, can be extended to handle high-resolution scan data for accurate mine detection and classification; this is a topic of future research.
Mine-like objects are often detected in sonar images by using the highlight and the shadow cast by the object. The shadow is usually a critical feature for distinguishing mine-like objects from the background. In the traditional approach to mine detection, an adaptive threshold is often assigned to the mapped features based on the fact that the specular reflection from the target is brighter (i.e., a stronger reflected signal) than the diffused reflection from the seabed. This is the simplest form of nonparametric detection and has been shown to be effective for object detection [6] in a relatively clutter-free environment. However, a cluttered background may generate many false-positive mine detections. Recent mine detection methods have made use of advanced signal processing techniques. For example, Reed 0364-9059/$26.00 © 2011 IEEE et al. [7] have used Dempster-Shafer information to classify mines for reduction of false alarms; and Dura et al. [8] have proposed a data-adaptive algorithm to eliminate the need for a priori training of missions. A feature level fusion method for detection of land mines has been reported in literature, which uses a Bayesian framework involving likelihood ratio tests [9] . Improvements to traditional Bayesian detection methods, including usage of geometric and statistical properties of objects have been proposed by Calder et al. [10] . Statistical modeling provides considerable speckle filtering while retaining useful information [11] . An image-classification technique, proposed by Bhradwaj and Carin [12] , employs templates tailored to image subcomponents; a Markov model has been used to statistically characterize the relationship between neighboring image subcomponents. In another paper, advanced image classification tools have been developed based on hidden conditional random fields [13] . This method employs a neighborhood graph structure to capture conditional dependencies between regions of the image. Ye et al. [14] have used level-set models to segment sonar images into the shadow and highlight regions. This method is based on features extracted by using Gaussian Markov random fields and effectively removes speckle noise from the sonar image. Maussang et al. [15] , [16] have applied adaptive data thresholding for object detection as well as statistical methods that do not require the presence of a shadow for mine detection, which is useful for detection of buried mines. Dee et al. [17] have presented a survey of the recent advances in the application of graphical models (e.g., Markov Bayesian networks) for the purpose of real-time visual surveillance.
Recently the authors and their colleagues have developed a real-time data-driven pattern identification method, called symbolic pattern analysis [18] [19] [20] , which enables information compression from large data sets into statistical patterns of low dimensions. The underlying principles of this method are built upon multidisciplinary concepts derived from symbolic dynamics [21] , statistical mechanics [20] , [22] , pattern recognition [23] , information theory [24] , and automata theory [25] . The algorithms of symbolic pattern analysis method have been experimentally validated for real-time execution in diverse applications, including electronic circuits [19] , fatigue damage monitoring in polycrystalline alloys [26] , [27] , and robot signature analysis [28] . This technique has been shown to perform very well for pattern identification as compared to Bayesian analysis, neural networks, principle component analysis, and other statistical methods in terms of speed of execution, memory requirements, sensitivity to small changes in relevant information, and robust detection in the presence of noise [29] . In these applications, the symbolic pattern analysis algorithms have been applied to one-dimensional sensor signals.
The primary advantages of symbolic pattern analysis method are robustness to noise and fast computation on commercially available inexpensive platforms that are suitable for real-time applications. This method facilitates onboard implementation of the underlying algorithms for in situ pattern analysis, thereby enhancing autonomy of underwater vehicles and saving the time of mission operations.
The contributions of the current paper beyond the previously reported work (i.e., symbolic analysis of one-dimensional time series data [18] [19] [20] ) are listed below:
• extension of the concepts of symbolic pattern analysis for two-dimensional (i.e., image) data analysis for pattern identification; • application and validation of the proposed method on a set of sonar data in the form of low-resolution images for underwater mine detection. The paper is organized as follows. Section II presents a geometric model of mines for pattern analysis. Section III presents the concepts of symbolic pattern analysis including brief reviews of symbolic dynamics, space partitioning methods, and construction of probabilistic finite state automata (PFSA) for development of the mine detection algorithm. This section also presents the methods of feature extraction and classifier construction using the symbolic pattern analysis algorithm. Section IV presents the results of mine detection in sonar images based on a set of test data provided by Naval Surface Warfare Center (NSWC), Panama City, FL. Section V concludes the paper along with recommendations for future work.
II. GEOMETRIC MODEL FOR MINE DETECTION
This section presents a geometric model for detection of underwater mines from the sidescan sonar data sets in the form of images, which are provided by NSWC. Each sonar image has a size of 512 1000 pixels (512 pixels along the range of the sidescan sonar and 1000 pixels along the direction of motion of the AUV). The range of the sonar system, used in this paper, is approximately 30 m. A single pixel represents an approximate rectangular area of 6 cm 3 cm. Note that the true dimension of the pixels becomes wider with an increase in the range of the sonar beam; it is assumed that small variations in the range have no significant effects on the performance of the algorithm. The inclusion of these effects in the data-analysis algorithm is considered as a future work in Section V.
The ground-truth information about the exact location of mines is available for a set of 151 images that were acquired by an . The ensemble of data sets is divided into a training set of 91 images (consisting of in total 100 mines) and a test set of 60 images for validation. The parameters required for the symbolic pattern analysis algorithm, and the receiver operating characteristics (ROC) curve are obtained based on the ground-truth statistics provided in the training data set (see Section III). Fig. 1 shows the operation of a typical sidescan sonar. The sonar moves along a straight track with a constant speed and at a constant height above the seabed. Only the left half of the transmitted sonar beam is shown here in Fig. 1 and the right half is similar. The transducers on both sides transmit narrow beams of energy approximately perpendicular to the direction of platform's motion. Raw sidescan imagery corresponds to acoustic echo intensity versus time of flight. The horizontal range is deduced from the raw imagery by assuming that the seabed is horizontal (i.e., zero gradient). Fig. 2 shows the sonar ray propagation model along with a typical image of a mine present on the seabed. The echo from the mine-like object (present in the range marked A to B) is mapped to the range marked to because of the assumption of a horizontal seabed.
A geometric model has been determined for feature extraction to detect mines in a sonar image. This model is used in the training set to obtain the distributions of the various features that characterize a typical mine and in the testing set as a template for detecting the mines. Based on the principles of sidescan sonar technology and properties of sound wave propagation in the ocean, a mine is characterized by two distinct regions that are adjacent to each other in the sonar image [10] . These regions correspond to a highlight (i.e., an echo) and a shadow. It is assumed that there are no refraction effects below the surface of water. This assumption is valid for relatively short ranges ( 30-50 m) and high-frequency acoustic signals, provided that multipath returns from surface reflections are small; in this case, the sonar rays can be approximated to propagate in straight lines. The principle of shadow formation when an obstacle falls in the path of sidescan sonar rays is illustrated in Fig. 2 . The region, adjacent to the mine and away from the sonar falls within the shadow cast by the mine and appears dark.
The reflections from a mine-like object are usually much stronger than those from reverberation or those caused by the clutter. As described above, there is a sonar shadow because of the structure of the mine protruding off the seabed. This shadow is a very good indicator for distinguishing mines from background features that include seabed and surface reverberation and clutter. A mine usually appears as a highlight; and since the mines under consideration are placed on the seabed, there is a shadow region that exists adjacent to a mine in the direction away from the sidescan sonar receiver. The regions adjacent to the mine and the shadow in the direction perpendicular to the sonar rays on the seabed, are also important features. These regions help in distinguishing mines from reverberation and other objects (e.g., large rocky structures on the seabed) that may generate highlights and also possibly cast shadows behind them. Therefore, for improving the detection performance, these background regions that are adjacent to the mine and the shadow are divided into two regions, namely, the mine background and the shadow background. Thus, the geometric model for mine detection consists of the following four distinct regions:
1) main body of the mine-denoted as ; 2) shadow region near the mine-denoted as ; 3) mine Background-denoted as ; 4) shadow Background-denoted as . If an isolated mine is present, then the region is characterized by a highlight and the shadow region by dark pixels. The shadow length depends on the range of the mine from the sensor. However, in the current set of images, the variations in the shadow length are not large. Consequently, the length of is assumed to be fixed and is based on the assumption of a nominal mine being present at mid range. The statistical pattern analysis tool, introduced in this paper, is robust to variations in the shadow length. Construction of flexible geometric models is a topic of future research.
The background regions and are characterized by moderate intensity pixels. Thus, for differentiating mine-like objects with large size objects (e.g., ship wreckage or rocky bottoms), the background regions adjacent to the mine and the shadow must show different characteristics than those of the mine and the shadow, respectively. Further details are presented in Section III-D. Fig. 3 displays the geometric model with the number of pixels allocated to each region of the model. It is assumed that mines are spatially isolated from each other and that they are surrounded by the general seabed background. The model for mine detection is parameterized based on the following aspects: 1) geometric properties of anticipated objects; 2) size parameters estimated from the objects present in the ground truth; and 3) physical understanding of the relative importance of the various components of the geometric model. Model parametrization reduces the mine detection process to comparison of various statistics generated from the ground-truth analysis.
III. SYMBOLIC PATTERN ANALYSIS
This section presents the underlying concepts and salient properties of the symbolic pattern analysis method. While the details of this method have been reported in previous publications for one dimensional time series data analysis [18] , [20] , this paper extends the concepts of symbolic pattern analysis for two-dimensional data (i.e., an image) and presents an application for detection of undersea mines in sonar images. The major steps of symbolic pattern analysis are as follows:
• encoding nonlinear system dynamics of the underlying process by partitioning the observed time series data for generation of symbol sequences; • construction of a probabilistic finite state automata (PFSA) from the symbol sequence; • generation of pattern vectors as features for detection and classification tasks. A brief review of symbolic pattern analysis method for feature extraction from time series data is presented below.
In the symbolic dynamics literature [18] , [21] , the primary objective is to represent time series data from a dynamical system as a symbol sequence. Let be a compact (i.e., closed and bounded) region, within which the trajectory of the dynamical system is circumscribed. The region is partitioned into a finite number of (mutually exclusive and exhaustive) cells, so as to obtain a coordinate grid. Let the cell, visited by the trajectory, be denoted as a random variable taking a symbol value from the alphabet . An orbit of the dynamical system is described as with , which passes through or touches one of the cells of the partition. The symbol sequence is denoted as where each symbol belongs to the (finite) alphabet set . Symbolic dynamics may be viewed as coarse graining of the data space, which is subjected to (possible) loss of information resulting from granular imprecision of partitioning boxes. However, the essential robust features are preserved in the symbol sequences through an appropriate partitioning of the region .
A crucial step in analysis of sensor signals based on the concepts of symbolic dynamics is to partition the time series data sets for symbol sequence generation. Several partitioning techniques have been reported in literature for symbol generation. These techniques are primarily based on symbolic false nearest neighbors [30] , which may become cumbersome and extremely computation-intensive if the data set is contaminated by noise. As an alternative, the time series data can be partitioned for symbol sequence generation using either the uniform or the maximum-entropy partitioning [19] . For certain applications, prior to partitioning the time series data may be processed by using an appropriately chosen wavelet transform [26] .
Once the symbol sequence is generated, the next step is construction of a probabilistic finite state automata for modeling the statistical dependencies between the occurrences of symbols. The symbolic sequence is modeled as a -Markov process where the likelihood of a future symbol depends only on the previous symbols [18] . This assumption leads to construction of probabilistic finite state automata (PFSA), wherein the state transition probabilities depict the conditional dependencies between symbols. The state probability vectors, which are derived from the state transition probability matrices of the PFSA, serve as statistical patterns of the underlying process. The algorithms of the symbolic pattern analysis method have been experimentally validated for real-time execution in diverse applications, including electronic circuits [18] , fatigue damage monitoring in polycrystalline alloys [26] , [27] and robot signature analysis [28] .
This paper aims to extend the concepts of symbolic pattern analysis for the purpose of detection of underwater mines in sonar images; the fundamental difference being that the image data is two dimensional unlike time series data that has a one dimensional domain, i.e., time. The essential concepts of space partitioning for image symbolization, construction of probabilistic finite state automata (PFSA), and extraction of the features are succinctly described below.
A. Construction of a Physics-Based Partitioning
This paper uses a physics-based partitioning scheme that associates a relevant meaning to each cell of the partitioning. Two important parameters need to be determined for successful application of symbolic dynamics to address the problem of mine detection. The first parameter is the alphabet size and the second is the vector parameter of the partition segment boundaries. In the particular application of mine detection in sonar images, the essential robust features that need to be preserved are: the highlights, i.e., the reflections from the front of an object protruding above the seabed, and the long shadow that follows the object. Apart from these, the average background feature generated from the general seabed reverberation and the clutter has also been used in this paper for pattern analysis.
The three plates in Fig. 4 shows the histograms of frequency counts of pixel intensities for mine, shadow, and the combined background regions adjacent to the mine and the shadow in the geometric model (see Section II). The histograms depict the number of pixels versus pixel intensity (0 to 255) for each region of the geometric model. The observed distribution of pixel intensities in the background regions of the mine and the shadow are similar; therefore, they have been combined in a single histogram of the background region, as shown in the right hand plate of Fig. 4 ; the background region is largely dominated by medium-intensity pixels. These histograms are generated from the a priori known ground-truth information about the location of mines from the training data set of 91 sonar images. The mine histogram in the left hand plate of Fig. 4 shows that the pixels in the mine regions generally have a high intensity. On the other hand, the shadow histogram in the middle plate of Fig. 4 depicts that the pixels in the shadow region have a low intensity. The histograms for the three regions are reasonably separated, although some regions of the background histogram overlap with the mine and the shadow histograms, which is not of significant concern because the three regions in the geometric model are separated in space. Therefore, for partitioning the sonar images, a distinct symbol in the alphabet is assigned to each of the three features corresponding to mine, shadow, and the background. In this application, an alphabet of three symbols, i.e.,
, is seen to be adequate for characterizing the above features because the information gained by having is found to be insignificant to offset the additional computation. Furthermore, an increased would require a larger amount of data to achieve similar accuracy in estimation of the stochastic matrix, described later in Section III-B. As the complexity of the background histogram increases, it may be necessary to increase the number of symbols.
The next important consideration is selection of the segment boundaries for partitioning the data sets. Traditional partitioning techniques (e.g., uniform partitioning and maximum entropy partitioning [19] ) may not adequately capture the details of mine patterns. Therefore, this paper has adopted a different partitioning method that makes use of the physics-based information from the statistics as depicted in the three histograms of Fig. 4 . Based on the information contained in these histograms, the partitioning is constructed by assigning a symbol to high-intensity pixels ranging from 171 to 255 on the gray scale; similarly, symbol is assigned to the medium intensity pixels ranging from 51 to 170; and symbol is assigned to low intensity pixels ranging from 0 to 50. As seen from Fig. 4 , approximately 98% of the pixels in the histogram, generated from the mine region in the geometric model, correspond to the symbol (i.e., bright pixels). Similarly, approximately 80% of the pixels in the histogram, generated from the shadow region in the geometric model, correspond to the symbol (i.e., dark pixels). A majority of the pixels in the background regions of the geometric model correspond to the symbol (i.e., moderately dark pixels). Thus, the entire image is symbolized and represented by a two-dimensional array of symbols belonging to the alphabet . Symbolization of an image is described by the following definitions.
Definition 1: Let be the set of coordinates of an image of size . Let be the set of gray-scale intensity levels. Then, an image is defined by a map . Definition 2: Let be the partitioning alphabet and partitioning of the set be defined by a map such that each pixel value of the image is mapped to a symbol in . Then, the symbolized image is defined by a map such that . For a nonempty region , its configuration is denoted as . The above partitioning scheme enables robust detection of mines with a high probability of detection and a very low probability of false alarms as discussed later in Section IV. Furthermore, this method of symbolization significantly reduces the memory requirements. The next subsection describes the construction of a probabilistic finite state automata (PFSA) for feature extraction using the geometric model of mine detection.
B. Neighborhood Modeling
In the symbolized image generated from a typical sonar data set, every gray-scale pixel is labeled by a symbol . The symbols , and represent three different intensity levels on the gray scale. Let represent a local region, i.e., one of the four regions: the mine , the shadow , the mine background , and the shadow background . For each of these regions of the geometric model, a probabilistic finite state automaton (PFSA) is constructed for local feature extraction from sonar images in terms of the neighborhood of a pixel . For example, a neighborhood may be constructed by including all the elements that form a 3 3 square centered at the pixel . Definition 3: In the discrete topology, the -neighborhood of a pixel at a location is defined as (1) where is the neighborhood radius. Note: is the singleton set . Definition 4: Let be the symbol at a pixel location , i.e., , for an image . Then, the configuration is modeled as a Markov random field (MRF) if the following two conditions on the probability measure hold [31] : 1) ; 2)
. Remark 1: The MRF properties ensure that the probability of a symbol depends only on the configuration of its -neighborhood, thereby eliminating long-range dependencies.
Definition 5: For , let be a -neighborhood of a pixel location . Then, the (Markov) state is represented by the configuration . The above definition of state implies that the translation of a -neighborhood window covers the -neighborhood. Let the set of all possible configurations in a -neighborhood be denoted as the set of states, where is cardinality of , i.e., the total number of states. Thus, at every point , the -neighborhood window corresponds to a particular state on the image, and is bounded above by , i.e., ; the inequality is because of the fact that some of the states might have zero probability of occurrence.
In this process, every pixel in a region can be mapped to a state, provided that the pixel is not at the periphery of the image. The transformation of neighborhood symbols to a state is illustrated in Fig. 5 , where the state is chosen as the configuration of with the underlying assumption of a Markov random field (see Definition 4). Therefore, the "state image" has effective interactions only between the nearest neighbors.
In general, a large number of states require a high computational capability and hence might not be feasible for real-time applications. Both the size (in pixels) of a state and cardinality of the state set increase with the radius of the neighborhood and cardinality of the alphabet. For example, if and , then a state consists of (i.e., 3 3) pixels and pixels. Therefore, for computational efficiency, it is necessary to compress the set of states to an effective smaller set by state merging [21] that enables mapping of two or more different configurations to a single state. A state merging must preserve enough information as needed for mine detection, even though it may lead to lossy coding of the image. State equivalence classes are now defined in the context of state merging.
Let and be two different locations on an image. The configurations of symbols in and are represented by the same state if they have identical occurrences of each symbol . In other words, the state denoted by the configuration of symbols in a neighborhood depends only on the types and the number of symbols and not on the arrangement of symbols in the -neighborhood. In the previous example, for and , the operation of state merging reduces the number of states to as compared to without state merging. A formal definition of state merging follows. Fig. 6 shows the PFSA for a typical local region . The transition probabilities are computed numerically as given below (4) where is the total number of occurrences of the neighboring pairs consisting of states and . Note: because is normalized over while is normalized over . As a result, the matrix is not symmetric in general, however, it is a stochastic matrix.
C. Feature Extraction
The stochastic matrix associated with the PFSA captures the neighborhood interactions between the symbols in a given region . This stochastic matrix is treated as a feature based on which the subsequent task of pattern classification is performed.
Construction of PFSA and the corresponding stochastic matrix follow the principle of sliding block code [21] . Thus, PFSA are constructed by sliding the geometric model (see is constructed from the shadow region where pixel location lies at the center of the mine region in the geometric model ; 3) is constructed from the background region adjacent to the mine , where pixel location lies at the center of the mine region in the geometric model ; 4) is constructed from the background region adjacent to the shadow , where pixel location lies at the center of the mine region in the geometric model.
Thus, each pixel location is associated with four stochastic matrices corresponding to the mine, shadow, mine background, and shadow background regions.
D. Classifier Construction
This section presents construction of a binary classifier for discrimination of mine-like and nonmine-like objects by using the four features (stochastic matrices) corresponding to different regions of the geometric model, as described in the previous section. In addition, two stochastic matrices and are defined as the expected (or averaged) stochastic signatures of mines and shadows, respectively. These are estimated from known mine and shadow regions in the training set. The expected stochastic behavior of the background regions are not used as they exhibit very large variations. Four scalar measures, , ,
, and , that are dependent on the pixel location , are derived as follows:
where is a valid distance measure between two stochastic matrices. Possible candidates for include distance, induced operator norm ( or ) or the (possibly symmetrized) Kullback-Leibler divergence.
The scalar measure corresponds to the deviation of the stochastic matrix from the expected mine signature . This deviation is expected to be small for an actual mine; however, it could be large for nonmines. Similarly, denotes the deviation of the from the expected shadow signature , which is obtained from the region . As in the previous case, smaller values of indicate the presence of shadows. Furthermore, is defined as the distance of the mine background from ; and is defined as the distance of the shadow background from . The primary importance of using background as a feature in identifying mine-like objects is to distinguish mines from other large-size objects (e.g., ship wreckage, rocky bottoms), and artifacts (e.g., those generated from vehicle roll, vehicle turns and surface returns). Mine-like-objects usually exhibit greater dissimilarities between the mine (or shadow) regions and the mine background (or shadow background) region.
A threshold-based sequential testing scheme has been formulated to classify the observed patterns of the sonar images into mine-like and nonmine-like categories. Given appropriately chosen scalar thresholds , , , and , the following sequential tests must be satisfied for a pixel to be classified as part of a mine. in the log scale and in the linear scale.
1)
: This confirms that the stochastic matrix closely matches that of a mine.
2)
: This confirms that the stochastic matrix closely resembles that of a shadow. 3) or : This confirms that the backgrounds adjacent to the mine or the shadow are sufficiently distinct from the mine or the shadow themselves. A binary decision is made to determine whether the pixel location belongs to a potential mine-like object. A number (1 or 0) is assigned to each pixel of the image based on the classification as a mine-like or nonmine-like object, respectively. Subsequently, a smoothing algorithm is applied to remove the outliers such that isolated 1's (that are possibly false alarms within a region where no other point in the neighborhood is detected as a mine) are removed. If several 1's occur close to each other, then the whole region is clustered together and counted as a single detection. A disk like structure is used for morphological erosion operation [32] via the MATLAB command "imerode." In summary, the algorithm provides a binary decision map for every input sonar image.
The above four scalar thresholds, i.e., , , , and , are chosen based on the receiver operating characteristics (ROC) [33] in Fig. 8 to yield different choices of the probability of detection and the false alarm rate , which are defined in terms of percentage of correctly detected mines and the number of mines falsely detected per image, respectively. (Note: the size of an image is 512 1000 pixels.)
Remark 2: The occurrence of mines in sonar images is sparse, resulting in orders of magnitude higher amount of data for nonmines (e.g., background) as compared to mines. Therefore, conventional classification techniques such as support vector machines (SVM) [23] have not been used because of the high degree of imbalance in the training data set.
E. ROC
To construct the receiver operating characteristics (ROC), a training data set consisting of 91 images (containing a total of 100 mines) is considered. These images consist of various textured backgrounds, with different types of seabed objects, sand-ripples, and rock outcrops. The image quality is altered because of distortion induced by vehicle motion and artifacts caused by beam pattern imperfections. The images (512 1000 pixels), in the range of 0 to 255 on the gray scale, are partitioned to create a symbolized image. A sliding window method is used to implement the geometric model in Section II and the classifier described above. For each pixel in the image, a model is constructed, as shown in Fig. 7 , such that the pixel under consideration is at the center of the mine region of the geometric model. The PFSA are generated from the four regions (mine, shadow, mine background and shadow background) based on interactions between symbols at neighboring pixel locations and four features (stochastic matrices) , , and are obtained.
Remark 3: The images analyzed in this paper are obtained from low-resolution long-range sidescan sonar data. In these images, the mines appear as extremely small objects, often as wide as only 3-5 pixels. As a result, obtaining sufficient data to populate the state transition matrix of the PFSA depends upon the number of states. In order to keep the number of states under check, the neighborhood system with has been chosen because would significantly increase the number of PFSA states, for which sufficient data may not be available (e.g.,in the exploration phase of mine hunting). However, could be used for high-resolution sonar images that capture mine-likeobjects in greater detail when more scan data are available (e.g., in the exploitation phase of mine hunting).
For the purpose of feature extraction, the distance measure between the stochastic matrices is chosen as the norm. Each of the four thresholds (i.e., , , , and ), defined in Section III-D, are varied from 0 to the maximum possible distance between two stochastic matrices (which is 6 for the choice of norm) in steps of 0.5. For a certain combination of parameters, the classification algorithm is executed over the entire training data set and the number of false alarms and the number of correct detections are counted to obtain the false alarm rate per image and the probability of detection , respectively. A nondominated genetic algorithm [34] , [35] is used to progressively select the combinations of the four thresholds to generate a population of feasible points. The ROC plot is constructed by joining the outermost points on the plot of versus as shown in Fig. 8 . Therefore, every point on the ROC maps to a 4-tuple of threshold values.
In practice, the four thresholds , , , and are chosen corresponding to a desired operating point on the ROC. For subsequent analysis, the thresholds were chosen as , , and , which correspond to a probability of detection of 90% and 1. For the purpose of comparison, the same sets of images have been analyzed based on the data generated by an energy detector. This detector implements individual thresholds to separate both the highlight and the shadow from the background reverberation and clutter. The energy detector is used in conjunction with the same geometric model, described in Section II, to depict the utility of symbolic pattern analysis. A comparison of the ROCs as obtained by symbolic analysis and energy detector are depicted in Fig. 8 . In Fig. 8(a) , both and are in the linear scale; and Fig. 8(b) shows the same ROCs with in the log scale and in the linear scale. These ROC plots depict the advantage gained in successful mine detection with relatively low false alarm rates.
IV. RESULTS AND DISCUSSION
This section presents the results generated upon execution of the symbolic pattern analysis algorithm on 60 images from the test data set that is different from the training data set used to generate the partition, the matrices and , and the ROC. As an example, four test images are shown in Fig. 9 with different levels of induced noise contamination, where the results of detection are shown in the right hand side of each plot from (a) to (d). The analyzed images are binary and consist of only two symbols 0 (i.e., absence of a mine) and 1 (i.e., presence of at least one mine).
In the testing of the algorithm, the mine location reported is expected to differ to some extent from what is calculated in the ground truth. This problem is addressed by defining a "tolerance radius" [10] that allows a detected object to have its centroid within the neighborhood of a ground-truth object with this tolerance radius. Mine detections that are outside these neighborhoods are counted as false alarms; and the mines that are never detected are counted as missed detections. The tolerance radius is a characteristic of the objects being sought and the sonar being used. The tolerance radius is chosen here as the size of an average mine in the ground-truth file.
Four representative images are shown in Fig. 9 , each showing different levels of background noise consisting of seabed reverberation and clutter. A representative set of threshold values (see Section III-E) is chosen to yield a high detection probability with an acceptable false alarm rate based on the premise that a missed detection costs much more than a false alarm. Tests show that the algorithm is capable of detecting mines in a high concentration of seabed clutter, including mines buried under vehicular artifacts. The algorithm has been executed on the entire set of test data with the same values of representative thresholds; Table I lists false alarms and successful detections with 53 successful detections out of a total of 58 mines (i.e., ), while the false alarm rate is approximately 1.5 per image (1000 512 pixels). With alternative choices of operating points on the ROC curves, the mine detection probability can be increased at a modest expense of increased . Remark 4: The algorithm presented in this paper has been applied to the sonar images without any preprocessing. Apparently, the performance (e.g., reduced ) could be further improved if adaptive clutter suppression filters, such as those described in [36] , are used in the preprocessing stage.
Remark 5: In practice, the proposed algorithm could be used in conjunction with other state-of-the art techniques for the purpose of mine detection. Information fusion algorithms that combine detections from various classifiers have been shown to yield a better ROC [37] , [38] . The decisions derived from the proposed algorithm, could benefit the overall performance if they are made in conjunction with information fusion, especially because this algorithm is based on significantly different principles from other reported algorithms such as those used in [39] .
V. SUMMARY, CONCLUSION, AND FUTURE WORK
This paper presents a symbolic pattern analysis method for detection of underwater mines using sonar data in the form of images. Underlying algorithms of pattern analysis are formulated based upon the concepts derived from symbolic dynamics and automata theory. Specifically, the paper presents a methodology to construct probabilistic finite state automata (PFSA) from two-dimensional (i.e., image) data sets that have been symbolized using a physics-based partitioning scheme. These PFSA represent the underlying features of data such that their probabilistic structure (i.e., the state transition matrix) evolve at different spatial locations in the image.
A key aspect of this paper is construction of a geometric model for mine detection in sonar images. Different regions in the model are carefully chosen to match the sizes of the objects and other relevant features (i.e., shadow and clutter) that are to be detected. The observed patterns corresponding to different regions of the geometric model are then fused in a classification scheme to make binary decisions as mine-like and nonmine like categories, especially in the exploration phase of mine hunting operation when the available data are limited and low resolution.
The algorithm has been tested on different images of 512 1000 pixels (900 ). The probability of correct detection of mines is found to be 90% with an average of 1.5 false alarms in each image. These results show that the algorithm is capable of detecting underwater mines with a low probability of false alarms in different images that have varying degrees of noise and seabed clutter.
The major advantages of the proposed pattern analysis algorithm for underwater mine detection are delineated below.
1) Performance of the statistical symbolic pattern analysis algorithm is robust with respect to both noise and echo artifacts in sonar images because of coarse graining of the sonar data. Furthermore, this algorithm is robust to variations in the mine characteristics such as size and length of the shadow provided that they are within specified bounds. Performance of the algorithm has also been tested to be robust with respect to the locations of segment boundaries of the partition. The important aspect of the physics-based partition is that it corresponds to the three characteristic features, namely, mine, shadow, and the background. 2) The algorithm is computationally efficient in terms of execution time and memory requirements as a consequence of small alphabet size and a small number of states in probabilistic automata. As such, the algorithm can be programmed and powered on small microprocessors and implemented on-board for real-time application on an unmanned underwater vehicle . 3) In contrast to traditional Bayesian methods such as the likelihood-ratio-test, the symbolic pattern analysis method does not require a priori knowledge of probability distributions for characterizing mines and nonmine-like objects. Specifically, because of the design of geometric models, the proposed algorithm is applicable even if the unknown probability distributions are multimodal. Further theoretical and experimental research is necessary before the proposed algorithm could be considered for implementation in the ocean environment. While there are many such issues in this regard, the following topics are under active research:
• application of cross validation techniques to verify the robustness of the classifier; • testing under real-life scenarios that include varying bathymetric properties, various ocean depths and different sea states; • testing of the algorithm performance for simultaneous enhancement of successful detection and reduction of false alarms through additional measurements such as multiple scanning from different angles; • improvement of image segmentation into three symbols through usage of noise distribution models as described in [40] ; • enhancement of algorithm performance through usage of flexible and adaptive geometric models (e.g., varying shadow lengths) to account for changes the in the height above bottom for the detector in addition to implementing a range dependant geometric model; • extension of the present algorithm with for limited data (e.g., in the exploration phase of a mine hunting operation)) to that with for high-resolution sonar images to capture mine-like-objects in greater detail when more scan data are available (e.g., in the exploitation phase); • comparison of the proposed algorithm with other detection methods such as those described in [41] .
