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Abstract
In this work, we explore the issue of the inter-annotator
agreement for training and evaluating automated segmen-
tation of skin lesions. We explore what different degrees of
agreement represent, and how they affect different use cases
for segmentation. We also evaluate how conditioning the
ground truths using different (but very simple) algorithms
may help to enhance agreement and may be appropriate
for some use cases. The segmentation of skin lesions is a
cornerstone task for automated skin lesion analysis, useful
both as an end-result to locate/detect the lesions and as an
ancillary task for lesion classification. Lesion segmenta-
tion, however, is a very challenging task, due not only to
the challenge of image segmentation itself but also to the
difficulty in obtaining properly annotated data. Detecting
accurately the borders of lesions is challenging even for
trained humans, since, for many lesions, those borders are
fuzzy and ill-defined. Using lesions and annotations from
the ISIC Archive, we estimate inter-annotator agreement for
skin-lesion segmentation and propose several simple proce-
dures that may help to improve inter-annotator agreement
if used to condition the ground truths.
1. Introduction and Existing Art
In this work, we explore the issue of the inter-annotator
agreement for training and evaluating automated segmenta-
tion of skin lesions. We explore what different degrees of
agreement represent, and how they affect different use cases
for segmentation. We also evaluate how conditioning the
ground truths using different (but very simple) algorithms
may help to enhance agreement and may be appropriate for
some use cases.
Our experiments are conducted on the ISIC Archive the
largest public dataset of skin lesion images accompanied of
reference segmentation by humans and as far as we know,
the only one to provide more than one reference segmenta-
tion per image. The ISIC Archive is the baseline for most
of the research in the area [18, 30].
The segmentation of skin lesions is a cornerstone task
for automated skin lesion analysis, useful both as an end-
result to locate/detect the lesions and as an ancillary task
for lesion classification. Lesion segmentation, however, is a
very challenging task, due not only to the challenge of im-
age segmentation itself but also to the difficulty in obtaining
properly annotated data. Detecting accurately the borders
of lesions is challenging even for trained humans, since, for
many lesions, those borders are fuzzy and ill-defined.
Since the inception of automated skin lesion analysis,
the segmentation of lesions has attracted scientific inter-
est [12, 26]. Early methods of lesion classification tended
to strictly mimic medical criteria [16], such as the ABCD
rule [27], in which both (B)order irregularity and large
(D)iameter depend on lesion segmentation to be estimated
automatically. Such methods were also consonant with the
art on computer vision of the 1990s, in which segmentation
was often considered a crucial preliminary step for classifi-
cation (e.g., to allow extracting shape features).
The transition of computer vision art to bags-of-words
models in the 2000s [29], and to deep learning in the
2010s [19] spelled the end of the viewpoint of segmenta-
tion as an ancillary technique in preparation for classifica-
tion. That understanding, however, also increased the ap-
preciation of segmentation for its own merits. With the ac-
cumulated experience brought by collective efforts like the
PASCAL VOC [15] and the ImageNet [11] challenges, we
now understand not only that segmentation and classifica-
tion can be tackled independently, but also that segmenta-
tion is usually much more challenging than classification.
Those advances in computer vision appear in the current
art in skin lesion analysis [16, 25, 6, 28], in which, although
lesion segmentation is sometimes still used to help in the
classification, it is largely understood as an important and
challenging task in itself.
Obtaining accurate annotations is paramount for all ma-
chine learning techniques. The accuracy of annotations im-
poses an upper bound on the actual, real world accuracy of
learned models. Although, in theory, any model can reach
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100% of accuracy on any dataset, accuracies above those of
the annotations only reflect the ability of models of learning
the datasets’ biases. Thus, appraising annotation accuracy is
important to decide the point above which it becomes coun-
terproductive to keep working on the models. Estimating
annotation accuracy is often, however, impossible, since it
requires, in principle a more reliable standard than the one
provided by the annotations themselves. In scenarios where
such a standard is not available, the inter-annotator agree-
ment can act as a proxy estimation.
Segmentation tasks, especially, bring challenges for an-
notation accuracy, due both to the more complex procedure
of annotating borders and regions (in comparison to just
providing a label), and to the often subjective nature of the
task, in which the position of a border/limits of a region
may be ill-defined — in particular for some skin lesions,
with low contrast and very fuzzy borders (Figure 2).
Existing art on the inter-annotator agreement for seg-
mentation is very scarce. Contrarily to existing works for
lesion classification [14, 7, 17], we could not find any eval-
uation of annotator accuracy or inter-annotator agreement
for skin-lesion segmentation. Even for other tasks in medi-
cal images, systematic studies of the inter-annotated agree-
ment are hard to find.
The most complete study we found was by Lampert
et al. [20], who presents an in-depth study of the inter-
annotator agreement for four image processing problems
— segmentation of natural images, fissures in remote-sense
images, landslides in satellite images, and blood vessels in
retinoscopy — employing a large number of analytic tools
to explore agreement on those tasks. The most relevant (and
easy to interpret) result is the one that compares the perfor-
mance of each annotator with the consensus annotation (ob-
tained averaging the annotations). For the retinoscopy task,
they had only two annotators, with Cohen’s Kappa scores
of 0.50 and 0.57 when compared to consensus.
Liedlgruber et al. [21] evaluate the segmentation of the
hippocampus in Magnetic Resonance Image volumes for 9
patients, by 3 different annotators, who used a graphic table
to delineate the hippocampus voxels on each slice of the
image. They report large variations of agreements between
the three pairs of annotators and across the 9 patients, with
an average 76% agreement using the Dice score, and 6.5
using the Symmetric Hausdorff distance.
Chaichulee et al. [8] report results for segmentation of
areas of exposed skin on patients, aiming at non-contact vi-
tal signal monitoring. On a dataset comprising over 200
hours of video acquired from the recording of 15 pre-term
infants in intensive neonatal care, they asked 3 annotators to
label the regions of exposed skin, in a semi-automated pro-
cedure where the annotator would annotate one frame, the
system would attempt to propagate the annotation for the
next frames, and the annotators would accept, or revise the
propagation. They report a mean agreement of 96.54% us-
ing the Jaccard index and also provide an estimation of the
distribution of the agreements in the form of a histogram.
An extended abstract by Egger et al. [13] presents re-
sults for mandibular bone segmentation on high-resolution
(512×512) 3D Computer Tomography scans. They asked
two specialists to annotate the datasets and measured an
agreement of 93.67% using the Dice score.
The results above suggest that inter-annotator agreement
for segmentation may vary widely, according to the nature
of the image, and the details of the task.
An important consideration to appraise the impact of an-
notation accuracy for segmentation is its indented use. For
skin lesions, we can easily identify at least three very dis-
tinct use cases, with progressively stricter demands of accu-
racy:
Localization: here we are interested in detecting the pres-
ence of the lesions, and locating its position. The precise
limits of the lesion are not important. For this use case, an
approximate bounding box may suffice, or even less: a sin-
gle point anywhere inside the lesion may be enough. This
level of annotation may be useful, for example, for automat-
ically locating the lesions in a full-body skin exam.
Demarcation: here we must not only locate the lesions but
also correctly determine their overall shape. We want to be
able to estimate metrics such as the lesion diameter, eccen-
tricity, and overall symmetry.
Description: here we want to fully characterize the lesion
border, including detailed characteristics such as smooth-
ness vs. irregularity. This level of annotation is the one
required to mimic the medical algorithms (e.g., the ABCD
rule) in a straightforward way.
The list above does not intend to be exhaustive, just to
illustrate how different use cases may impose very differ-
ent demands to both the ground-truth annotators and to the
automated techniques.
In this work, we will discuss the impact of different lev-
els of inter-annotator agreement on those use cases, and ex-
plore how very simple conditionings may significantly im-
prove the agreement for some use cases. Our main contri-
butions are:
• An estimation of the inter-annotator agreement for
skin-lesion segmentation. We not only provide sim-
ple statistics (such as a mean) but instead attempt to
fully characterize the distribution of the agreements;
• A visual presentation of representative samples for dif-
ferent agreements, in order to help the reader to grasp
their qualitative meaning;
• An evaluation of several simple procedures that may
help to improve inter-annotator agreement if used to
condition the ground truths. Those conditionings may
be helpful for some use cases.
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In this paper, we do not propose, neither evaluate seg-
mentation techniques per se: our whole focus is on the data.
All the code used to condition the ground truths and analyze
the results is available.
We have already reviewed the little existing literature on
the inter-annotated agreement for medical images in this in-
troduction. The remainder of this paper is organized as fol-
lows. In Section 2, we first describe the most important
dataset in current research on skin lesion analysis, we then
describe the statistics used to evaluate the inter-annotator
agreement and the conditionings we explore. In Section 3,
we describe the experiments we run and the basis of our
statistics. In Sections 4, we present our results. We present
the statistics for the data under evaluation and we explain
the different regions of the statistical distributions of inter-
annotator agreement. Finally, we draw our conclusions in
Section 5.
2. Materials and Methods
2.1. Dataset
This work is based upon the ISIC Archive [1] — curated
by the International Skin Imaging Collaboration — the
largest publicly available dataset of images of skin lesions,
with over 23 000 annotated images. Although a few other
datasets also provide segmentation information [5, 24], as
far as we know, the ISIC Archive is the only public dataset
with more than one segmentation annotation per lesion, and
thus the only one where inter-annotator agreement can be
appraised.
At the time we ran our experiments, the ISIC Archive
dataset contained exactly 23 907 images of lesions, 13 779
of which had segmentation ground truths. For our study,
however, we need images with at least two ground truths,
reducing those to the much smaller subset of 2 233.
A subset of the ISIC Archive was employed on the ISIC
Challenges, which included a task for lesion segmenta-
tion [22, 9, 10]. Since the challenge allowed for the first
time the researchers to directly compare their techniques in
a fully reproducible setting, it has been very influential in
the community. Therefore, in addition to analyzing the full
archive, we also explored the image subsets used on the past
two challenges, to see if there were any appreciable differ-
ences. Table 1 summarizes all three datasets.
The ground truth annotations in the ISIC Archive are
highly variable. In fact, just considering the subsets used for
the ISIC Challenges, there are already three different meth-
ods to create the annotations. As stated by the Challenge
organizers [2]: (1) a semi-automated flood-fill algorithm,
with parameters chosen by a human expert; (2) a manual
polygon tracing by a human expert; (3) a fully-automated
algorithm, reviewed and accepted by a human expert. As
shown in Figure 2, the first method tends to create a very
Annotations ISIC Archive ISIC 2017 ISIC 2018
1 11 546 1 290 1 488
2 2 094 616 995
3 100 67 71
4+ 39 27 34
Total 13 779 2 000 2 588
Table 1. Number of available annotations per image for each
dataset.
irregular border, the second very smooth borders, and the
third is in-between, with borders that appear “pixelated”.
2.2. Methods
In this work, we not only measure the inter-annotator
agreement on the original ground truths but also evaluate
how simple conditioning of the ground truths may help to
enhance that agreement.
The conditioning consists of applying simple image pro-
cessing operations to all ground truth masks. The proposed
conditionings are very straightforward and deterministic —
there is no learning involved. We list them below:
• Opening: this is a morphological operation that re-
moves details from the foreground (lesion). The struc-
turing element was a square of five pixels;
• Closing: this is a morphological operation that re-
moves details from the background, e.g., small holes
or tears. Same structuring element as above;
• Convex hull: here we find the smallest convex shape
that covers the entire lesion;
• Opening or Closing + Convex hull: the morphological
operation followed by the convex hull;
• Bounding box: here we find the smallest rectangle
with sides parallel to the image that covers the entire
lesion.
Figure 3 illustrates those operations. From a theoretical
point of view, the conditioning may be interpreted as de-
noising operations, whose aim is to preserve the cogent in-
formation about the lesion segmentation, while discarding
details which depend on the choice of one particular anno-
tator.
We implemented all the conditionings in Python. Apart
from the bounding box, which was developed from scratch
by our team, all the conditionings and structuring elements
were extracted from the morphology package of the scikit-
image library [4]. Auxiliary code was developed using the
numpy library [3]. The code we used to both condition the
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Figure 1. Samples extracted from the International Skin Imaging Collaboration (ISIC) Archive dataset. We have samples representative of
all inter-annotator agreements we found in the distributions we observed. In our study, each skin lesion has at least two segmentation ground
truths. The inter-annotator agreement is worse than random when the Kappa score is below 0. Kappa scores above 0.8 are considered high.
The examples here may help the reader to appreciate qualitatively the meaning of different scores.
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Figure 2. Samples extracted from the ISIC Archive dataset. Top:
flood-fill algorithm controlled by the annotator. Middle: manual
polygon tracing. Bottom: fully-automated annotation validated by
a human annotator.
ground truths and to analyze the results is available at our
Github repository1.
3. Experimental Design
As a metric for agreement, we employ the Cohen’s
Kappa score [23], which offers, over the alternatives, the ad-
vantage of taking into account the probability of the agree-
ment occurring by chance. The score ranges from −1 to 1,
is zero for pure chance, positive for better than chance, and
negative for worse than chance.
For a given lesion, we compute the kappa score between
its ground truth annotations. If a lesion has more than two
ground truths, we take the average of the kappa of all possi-
ble pairs. We tabulate all kappas to estimate the distribution
of the values (and associated statistics) for a given dataset.
To evaluate the impact of the proposed conditionings, we
apply them, by turn to the ground truths before computing
the scores and estimating the distributions. We employ the
KolmogorovSmirnoff (KS) test to check which pairs of dis-
tributions are significantly different.
4. Results
The distributions of the kappa scores observed, for the
original ground truths, and for all proposed conditionings,
appear in Figure 4 for the ISIC Archive and in Figure 5 for
1https://github.com/vribeiro1/skin-lesion-segmentation-agreement
the subset used on the ISIC 2018 Challenge. The plots for
the ISIC 2017 resulted essentially identical to those for ISIC
2018 and thus were omitted for brevity.
The upper and lower parts of the figures plot the same
information in a different form. The bottom part is perhaps
more straightforward to interpret: shaded areas are the (nor-
malized) histograms of the observed Cohen kappa scores,
and the line plots superimposed to them are the distribu-
tions estimated with a kernel density estimation. The upper
part is more challenging to interpret but has the advantage
to be much less crowded. In it, each experiment appears
separated: the dots represent the actual observations (with
a small random horizontal jitter to help the visualization),
the shapes around each group of points (violin plots) are the
distributions estimated with a kernel density estimation (the
shapes are wider where the distributions are denser), and the
large red dots are the means of the distributions. The values
of the scores for the quantiles of the original distributions
are in Table 2 presents statistics for each dataset.
The distributions are highly skewed, with a strong mode
towards high scores but a very long tail towards very low
scores. The most interesting result is that all conditionings
improved the “good” mode considerably and that most of
them are indistinguishable from each other in terms of that
improvement. That is surprising since the morphological
conditionings (opening and closing) are much more conser-
vative than the convex hull, but all for treatments combining
those three operations obtained essentially the same results.
Also surprising was that use of the bounding box — a much
more destructive choice — was slightly worse than the other
options.
None of the methods was able to improve the very diver-
gent cases at the tail of the distribution: that was not unex-
pected since the small adjustments they make are not meant
to reconcile those extreme cases. On the other hand, with
the exception of the bounding box, the techniques neither
worsened the tail, which was a good outcome.
There is a small difference between the application of
the convex hull and the use of the morphological operators
alone, but we could not show that this difference is statis-
tically significant. The KS test rejected the equivalence of
the original distribution with all conditionings, with tiny p-
values (all p-values < 10−20). It failed to reject most of the
other pairs, with the notable exception of the bounding box
vs. all conditionings with the convex hull (10−7 < p-value
< 0.002).
5. Discussion
Image segmentation is among the areas of computer vi-
sion that most advanced in recent years. Not only the tech-
niques have improved sharply, but our understanding of the
role of segmentation in the recognition pipeline, as well as
its relationship with the task of classification, have changed
5
Original Ground Truth Opening Closing Convex Hull Opening + Convex Hull Closing + Convex Hull Bounding Box
Figure 3. Samples extracted from the ISIC Archive dataset. For each sample, we present its corresponding mask conditioned with opening,
closing, convex hull, convex hull after opening, convex hull after closing, and bounding box. Note how the opening is able to remove small
details from the foreground, which may greatly affect the convex hull.
Percentile ISIC 2017 ISIC 2018 ISIC Archive
25% 0.5724 0.5991 0.5748
50% 0.7438 0.7552 0.7185
75% 0.8213 0.8312 0.8010
95% 0.8838 0.8952 0.8812
Table 2. Percentiles of the Cohen’s Kappa mean score distributions
for each dataset.
drastically. However, obtaining properly annotated data to
train and evaluate segmentation models continues to be a
challenge. While datasets for (general) image classification
have now millions of samples and thousands of categories,
segmentation datasets are considerably smaller. For medi-
cal images, annotated data for segmentation is even scarcer.
Our results demonstrate the challenge of annotating skin
lesions, showing that the median inter-annotation agree-
ment for humans has around 0.72 kappa score for the whole
ISIC Archive and slightly more than that ( 0.75) for the im-
ages selected for the challenges. The good news is that very
simple image-processing techniques may significantly im-
prove those agreements, without modifying too much the
ground truths. Different applications may choose different
conditionings according to their use cases: for location or
demarcation, the convex hull may be the best, while for de-
scription the morphological operators, which preserve most
of the border characteristics may be the best. An interesting
result we found is that the strong simplification brought by
the bounding boxes worsened the annotation agreements in
comparison to the other techniques.
From a theoretical point of view, the conditioning may
be interpreted as denoising operations, whose aim is to pre-
serve the cogent information about the lesion segmentation,
while discarding details which depend on the choice of one
particular annotator. Therefore they may help both to train
more robust machine learning models and to evaluate them
more fairly.
The bad news is that none of the conditioning is able
to deal with strong divergences. Our results show that,
although most masks have a reasonable-to-good inter-
annotator agreement, there is a non-negligible tail of very
disparaging annotations both in the ISIC Archive as a whole
and on the subsets used on the challenges. That tail, and the
difficulty in deciding which of the alternative annotations
is the right one might explain why during the most recent
challenge of 2018, none of the five top-ranked participants
of the lesion boundary segmentation employed extra data
for training (from the Archive, for example), while the four
top-ranked participants for lesion classification (diagnosis)
employed extra data.
In follow-up work, we would like to evaluate exactly
how our conditionings impact the research on machine
learning models, by attempting to measure their effect on
the training and evaluation of those models. Such evalua-
tion is far from obvious since the aim is to evaluate how
models trained in a given setting generalize when exposed
to different situations, in order to evaluate their robustness.
The ideal design would employ a cross-dataset evaluation,
testing the models with images acquired and annotated un-
der new conditions, but a possible — more feasible — al-
ternative would be to use data augmentation techniques to
simulate that design.
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Figure 4. Distributions of inter-annotator agreements for the ground truths pre- (original) and post- the proposed conditionings (others).
Both plots show exactly the same data. The bottom graph has the histograms (shaded areas) and the estimated densities (superimposed
lines). The top graph has the original samples (black dots), the estimated densities (violin plots), and the estimated means (red dot) for
each distribution. The plots show the data for the ISIC Archive.
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Figure 5. Distributions of inter-annotator agreements for the ground truths of the subset of the ISIC Archive used on the ISIC Challenge
2018. Please see Figure 4 and Section 4 for an explanation. The plots for the ISIC Challenge 2017 were essentially identical and were
omitted for brevity. Note how all proposed conditionings allow improving inter-annotator agreement both here and on Figure 4.
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