Abstract. An adaptive algorithm based on wavelets is proposed for the efficient numerical solution of a control problem governed by a linear parabolic evolution equation. First, the constraints are represented by means of a full weak space-time formulation as a linear system in 2 in wavelet coordinates, following a recent approach by Schwab and Stevenson. Second, a quadratic cost functional involving a tracking-type term for the state and a regularization term for the distributed control is also formulated in terms of 2 sequence norms of wavelet coordinates. This functional serves as a representer for a functional involving different Sobolev norms with possibly non-integral smoothness parameter. Standard techniques from optimization are then used to derive the first order necessary conditions as a coupled system in 2 -coordinates.
1. Introduction. For the numerical solution of stationary partial differential equations (PDEs) in variational form, adaptive methods based on wavelets follow a somewhat different principle than conventional methods based on finite elements: because wavelets provide a Riesz basis for a whole range of Sobolev spaces, they allow one to represent functions belonging to these spaces as infinite vectors, namely, their coefficients in a wavelet expansion. Likewise, operator equations defined on Hilbert spaces, or Sobolev norms of functions, can be represented in terms of infinite vectors. This allows one to initially stay as close as possible to the functional analytic formulation of the problem. On the other hand, an appropriate scaling of wavelet coefficient vectors ensures well-conditioned systems in the 2 topology, thereby ensuring fast convergence of iterative methods.
The paradigm of an adaptive wavelet method for a stationary linear variational problem developed first by Cohen, Dahmen and DeVore [CDD1, CDD2] is based on the following steps: the starting point is the well posedness of the operator equation which also requires the identification of appropriate spaces. The functional analytic framework of wavelets allows one to represent the variational problem as a well-posed and well-conditioned operator equation in infinite 2 space. For this reason, an itera-tive method with guaranteed convergence can be formulated on the infinite system of equations. Last and most importantly from a practical point of view, computational routines are developed which mimic the application of biinfinite linear operators: matrix-vector products are computed only approximately by applying appropriate sections of the infinite-dimensional operator. It is characteristic for this approach that the adaptive scheme is solely governed by the desired final accuracy; any a priori user-selected finest level of resolution is not required.
With this strategy, one can ensure convergence of an adaptive wavelet-based scheme for stationary variational problems. By viewing the problem from the angle of nonlinear approximation theory, one is able to prove optimal complexity of the solution when compared to its wavelet-best N -term approximation which means the following. If the exact solution is known, one could ask for the best possible approximation with a given number of degrees of freedom N . Given the regularity of the solution in certain Besov spaces (which are much larger smoothness classes than Sobolev spaces and which allow, e.g., for isolated singularities), one can prove that the wavelet-best N -approximation can be achieved with a particular rate depending on this regularity. Of course, for practical realizations, it is relevant that the numerical computation of the solution of the variational problem does not explicitly need this Besov smoothness parameter. An adaptive wavelet-based strategy has been proposed in [CDD1] for elliptic boundary value problems that indeed computes this best Napproximation. Moreover, the adaptive method developed there produces the best N -approximation in an asymptotically optimal way, that is, with an amount of arithmetic operations that is proportional to N . Corresponding numerical results reported in [BCDU] and a variant in [BuKu2] confirm the asymptotic estimate. For general surveys on the application of wavelets to operator equations, we refer to [C, D] ; for the newest state of research on this topic, the extensive survey in [DeVK] .
The basic paradigm has been generalized to the development of adaptive wavelet methods for linear-quadratic control problems involving distributed or Neumann boundary controls for elliptic boundary-value problems in [DK] . In a similar spirit, control problems constrained by a linear elliptic boundary-value problem with Dirichlet boundary control formulated as a saddle-point problem was treated in [K2] . In addition to convergence, all these schemes were proven to provide all solution components (state, costate and control) up to a user-specified tolerance in asymptotically optimal computational complexity. Corresponding numerical results in up to three space dimensions are provided in [Bu] .
For time-dependent problems of parabolic type, typical solution approaches are based on semi-discretization, i.e., discretizing first in space and then in time, or vice versa. The vertical line method (referring to a Cartesian grid where the space variables are the coordinates in a horizontal grid and time is a vertical axis) or Rothe's method means to first discretize in time. In each time step, one then needs to solve an elliptic boundary-value problem, where the ellipticity constants depend on the size of the time step. Such approaches have been investigated for a single parabolic problem with adaptive finite elements in space, e.g., in [Bo, La] . There are numerous such time-marching approaches which differ in their concrete realizations of the space discretization in terms of finite differences or finite elements; see, e.g., [Th] . Already in [BMP, OS] , space adaptivity is combined with the possibility of local time stepping. An implicit-in-time-scheme using adaptive wavelets in space has been proposed in [Ra] , using in addition a time-step control scheme. Alternatively, one can first discretize in space, leading to the (classical) horizontal method of lines; see, e.g., [Th] . A general introduction into space-time approaches for evolution equations using finite elements is [EG] ; tensorized multi-level sparse grid bases in space and time for solving parabolic problems were employed in [GOe] . An space-time adaptive wavelet solver with adaptive refinements based on heuristic arguments was presented in [AKV] . Numerical results presented in these references indicate the potential of these approaches. Ultimately, with adaptive methods one aims at computing an approximate solution whose error is below a prescribed user-defined tolerance at the expense of a minimal amount of arithmetic complexity, computer time, and storage, up to an absolute multiple. In time-stepping methods, this seems difficult to realize.
In any case, treating the time and space variables differently makes it more difficult than in the stationary case to deal with adaptive refinements. Typically one aims at equidistributing the error according to some a posteriori error criterion by introducing additional degrees of freedom where the error is large. For different such approaches for instationary PDEs based on space-time formulations including the more recently proposed discontinuous Galerkin methods, see, e.g., [EG, EJT, HoS, SV] . In [EJ1, Ve] , it was studied that a posteriori error estimators are reliable as well as efficient which provides the basis for adaptive refinement. For such discretizations, convergence proofs or even rates of convergence are not known.
A recent paper by Schwab and Stevenson [SS] starts out by formulating a linear parabolic PDE in full weak space-time form, identifying the PDE operator, solution and test spaces in such a way that the operator can be shown to be an isomorphism. Although existence and uniqueness of a weak solution in this formulation has been proved already, e.g., in [DL, Chapter XVIII, §3] , a shorter proof together with concrete upper and lower bounds on the operator norm is given here. Moreover, an adaptive method is developed based on wavelets for which approximate solutions are shown to converge at an optimal rate.
The method from [SS] serves as the core solver for the solution of linear-quadratic control problems governed by a parabolic evolution equation proposed in this paper. For such time-dependent control problems, the demand for a numerically efficient solver is even stronger.
Consider as an illustrative example the problem of minimizing, for some given target state y * and fixed end time T > 0, the quadratic functional
over the state y = y(t, x) and the control u = u(t, x) of a dynamical system. These variables are coupled through the following linear parabolic boundary value problem, written in abstract form in a Hilbert space setting as, e.g., in [L] :
where 'a.e. t' means 'for almost every t ∈ I' and y (t, ·) := ∂y(t,·) ∂t . A, C, and E are some linear operators where, specifically, A represents an elliptic self adjoint operator of second order, and f and y 0 are given source and initial data. The parameters ω 1 , ω 2 ≥ 0 such that ω 1 + ω 2 > 0 and ω 3 > 0 balance the different terms in the functional J. The abstract weak form of the parabolic equation (1.2) involves, at a.e. t ∈ I, natural Sobolev spaces for the state (H 1 (Ω) or a closed subspace of it) and for the control. These live on a bounded Lipschitz domain Ω ⊂ R n . The first term in the functional (1.1) enforces that the state is to be matched to a prescribed state y * in a least-squares sense, involving a possibly weaker norm for the state with respect to space, denoted by · Z . The second term requiring in addition a match at the final time T is known to further improve the results. Finally, the last term involving a typically smoother norm · U than required for the control with respect to space is understood as a regularization and enforces the well posedness of the control problem.
The central problem is the following: given source and initial data f and y 0 and a prescribed state y * , determine the control u such that (1.2) has a unique solution y and the cost functional J in (1.1) is minimized. Because the control u appears in the right-hand side of (1.2), one calls this a distributed control problem.
The unique solution of the control problem (1.1) subject to (1.2) is characterized by solving, in addition to the (forward in time) instationary problem (1.2), the (backward in time) adjoint equations
3) for an adjoint state or costate variable p = p(t, x) together with the design equation
see, e.g., [L, Chapter III] . Here, M * denotes the adjoint (with respect to duality) of a linear operator M , and R Z , R U are Riesz operators specified later representing the inner products (·, ·) Z , (·, ·) U which induce the norms in (1.1). Due to the quadratic nature of the functional and the linearity of the constraints, the necessary conditions for optimality for the minimization of (1.1) subject to (1.2), namely, (1.2), (1.3) and (1.4), are also sufficient.
Because u can be expressed in terms of the adjoint variable p whose solution in turn depends on the state y for a.e. t ∈ I, the system (1.2), (1.3) and (1.4) are inherently coupled in space and time. Methods to numerically solve the coupled system (1.2), (1.3) and (1.4) often resolve to applying algorithms for one evolution equation, as mentioned above. Employing time-stepping algorithms that march forward in time for the solution of (1.2) requires the values for p at all time steps, and vice versa. This strong coupling makes the efficient numerical solution of the optimization problem very challenging from a structural point of view, and discretizations on uniform grids quickly reach computational limitations as they require an enormous amount of storage. To name just a few investigations, multigrid solvers of optimal linear complexity for problems on uniform grids have been investigated in [Bz, BuKu1, HiKT] . Strategies like checkpointing have been developed to economize on storage [GW, HiSW] . Note, however, that the complexity of the amount of unknowns discretizing state, adjoint state and control imposed by a uniform grid is not reduced.
A first variant of an adaptive finite element scheme for PDE-constrained control problems involving evolution equations has been proposed in [BR] , using a discontinuous Galerkin method in time. Recently, adaptive space-time finite element methods for parabolic optimization problems were investigated in [MV] . For control problems involving elliptic PDEs and additional state constraints, an a posteriori technique based on the dual weighted residual method developed by [BKR] was proposed in [GH] . However, as far as we are aware of, there exists up to now no scheme for which even convergence of an adaptive method is shown, let alone convergence rates.
Instead of solving (1.2), (1.3) and (1.4), another point of view shall be addressed which will turn out to be useful later. Having assured the existence and uniqueness of a solution of the constraints (1.2), one may write the solution as y(t, ·) = S(t)u(t, ·) with a solution operator S. Then the cost functional (1.1) may be written as depending only on the control u, that is, J = J(u). Hence, one can deduce that the left-hand side of (1.4) is in fact the gradient δJ. Thus, the design equation means to find a stationary point of J for a.e. t ∈ I.
In this paper, we formulate the parabolic problem (1.2) in full space-time coordinates as in [SS] , viewing time as an additional "space" variable. After having identified operator and spaces so that the result is an isomorphism, we end up with a linear well-posed operator equation in 2 in wavelet coordinates with a non-symmetric operator. The control problem still consists of minimizing a quadratic functional (formulated in terms of weighted 2 norms representing Sobolev norms) subject to linear constraints. The optimality conditions are then derived in the traditional way, leading to a fully in time and space coupled system for the state, the adjoint and the design equations. As we will see, the full space-time form makes the structure of the system somewhat more transparent than in conventional time-stepping methods. On the full coupled system, we use an adaptive strategy which has been employed in a setting for stationary symmetric PDE operators in [DK] . A gradient algorithm for the quadratic cost function will be designed based on the corresponding weak form of (1.4). Here, in each step, the systems (1.2) and (1.3) are solved adaptively in order to obtain an update for the adjoint variable p. One difficulty comes from the non-symmetric nature of the evolution operator in space-time form; here we employ the results from [SS] resorting to the techniques developed in [CDD2] .
Our paper is structured as follows. In Section 2, we formulate the parabolic evolution equation in variational space-time form and recall the basic functional analytic framework that guarantees existence and uniqueness of the solution. Moreover, we formulate a linear-quadratic distributed control problem. This problem is represented in terms of wavelet coordinates in Section 3, and the necessary conditions for optimality are derived. Section 4 recalls the basic concepts from [CDD1, DK, SS] and formulates the adaptive scheme together with convergence statements and optimal complexity estimates.
We will employ the following notational conventions throughout the paper, unless constants have to be specifically identified. The relation a ∼ b stands for a < ∼ b and a > ∼ b, i.e., a can be estimated from above and below by a constant multiple of b independent of all parameters on which a or b may depend.
The Control Problem.
2.1. Space-Time Weak Formulation for a Parabolic Problem. We begin with formulating an adequate weak space-time formulation for one linear parabolic equation. Let Ω ⊂ R n be a bounded Lipschitz domain with boundary ∂Ω, and denote by Ω T := I × Ω with time interval I := (0, T ) the time-space cylinder for functions f = f (t, x) depending on time t and space x. The parameter T < ∞ will always denote a fixed final time. Let Y be a dense subspace of H := L 2 (Ω) which is continuously embedded in L 2 (Ω) and denote by Y its topological dual. The associated dual form is denoted by ·, · Y ×Y or, shortly ·, · . Later we will use ·, · also for time-space duality with the precise meaning clear from the context. Norms will be indexed by the corresponding spaces. Following [L, Chapter III, pp . 100], let for a.e. t ∈ I there be bilinear forms a(t; ·, ·) : Y ×Y → R so that t → a(t; ·, ·) is measurable on I and that a(t; ·, ·) is continuous and elliptic on Y , i.e., there exists constants 0 < α 1 ≤ α 2 < ∞ independent of t such that a.e.
Denoting by L(V, W ) the set of all bounded linear functions from V to W , we have by (2.1) A(t) ∈ L(Y, Y ) for a.e. t ∈ I. Typically, A(t) will be a scalar linear elliptic differential operator of order two on Ω and Y = H 1 0 (Ω). We denote by L 2 (I; Z) the space of all functions v = v(t, x) for which for a.e. t ∈ I one has v(t, ·) ∈ Z. Instead of L 2 (I; Z), we will write this space as the (topological) tensor product of the two separable Hilbert spaces, L 2 (I) ⊗ Z, which, by [A, Theorem 12.6 .1], can be identified; see [St] for details. This fact will be frequently employed also in the sequel.
The standard semi-weak form of the linear evolution equation is the following; see, e.g., [E] . Given an initial condition y 0 ∈ H and right-hand side f ∈ L 2 (I; Y ), find y in some function space on Ω T such that
, the weak formulation of the first equation includes homogeneous Dirichlet conditions y(t, ·)| ∂Ω = 0 for a.e. t ∈ I.
The space-time variational formulation for (2.3) will be based on the solution space
equipped with the graph norm
and the Cartesian product space of test functions
Integration of (2.3) over t ∈ I leads to the variational problem: for given f ∈ V find a function y ∈ Y 8) where the bilinear form
and the right-hand side f, · : V → R by
It was proven in [DL, Chapter XVIII, §3] that the operator defined by the bilinear form b(·, ·) is an isomorphism with respect to the spaces Y and V. An alternative, shorter proof given in [SS] is based on a characterization of bounded invertibility of linear operators between Hilbert spaces and provides detailed bounds on the norms of the operator and its inverse as follows. Theorem 2.1. The operator B ∈ L(Y, V ) defined by Bw, v := b(w, v) for w ∈ Y and v ∈ V with b(·, ·) from (2.9) and with the spaces Y, V defined in (2.4) and (2.6) is boundedly invertible: there exist constants 0 < β 1 ≤ β 2 < ∞ such that
As proved in [SS] , the continuity constant β 2 and the inf-sup condition constant β 1 for b(·, ·) satisfy 12) where α 1 , α 2 are the constants from (2.1) bounding A(t) and ρ is defined as
We like to recall from [DL, E] that Y is continuously embedded in C 0 (I; H) so that the pointwise in time initial condition in (2.3) is well-defined. From this it follows that the constant ρ is bounded uniformly for the choice of Y → H.
For the sequel, it will be useful to explicitly identify the dual operator B * : V → Y of B which is defined by
In fact, from the definition of the bilinear form (2.9) on Y ×V, it follows by integration by parts for the first term with respect to time and using the dual A(t) * with respect to space that
Note that the first term of the right-hand side which involves 2.2. A tracking-type control problem constrained by the evolution PDE. We wish to minimize, for some given target state y * and fixed end time T > 0, the quadratic functional
over the state y = y(t, x) and the control u = u(t, x) subject to
where B is defined by Theorem 2.1 and f ∈ V is given by (2.10). To concentrate on the basic features, this is the functional (1.1) for C(t) ≡ I. The real weight parameters ω 1 , ω 2 ≥ 0 are such that ω 1 + ω 2 > 0 and ω 3 > 0. The space Z by which the integral over Ω in the first two terms in (2.16) is indexed is to satisfy Z ⊇ Y with continuous embedding. Although there is in the wavelet framework great flexibility in choosing even fractional Sobolev spaces for Z, for transparency, we pick here Z = Y . A more general choice only results in multiplications of vectors in wavelet coordinate with diagonal matrices of the form (3.7) below; see [DK] . Moreover, we suppose that the operator E is a linear operator E :
In order to generate a well-posed problem, the space U in (2.16) must be chosen to enforce that Eu is at least in V . We pick here the natural case U = Y which is also the weakest possible one. More general cases for both situations which result again in multiplication with diagonal matrices for wavelet coordinate vectors are discussed in [DK] .
3. Wavelet coordinates. In order to derive a wavelet representation for the control problem posed in Section 2.2, we need to collect a few basic facts about wavelets.
3.1. Basic wavelet properties. We shall assume that for each appearing Hilbert space H ∈ {Y, V, H, Y,. . . } we have a collection of functions, a wavelet basis,
at our disposal with the following properties. II H is an infinite index set whose elements λ represent indices (j, k, e), where j := |λ| stands for a scale of resolution, k denotes the spatial location and e classifies the type of (tensor-product-like) basic wavelet. Instead of giving technical details of the actual constructions of biorthogonal spline-wavelets from [DKU, KS] , we collect only those properties which are relevant in the present context.
Locality (L):
The functions ψ H,λ are local; the widths of their support decrease with growing discretization level |λ|,
Cancellation property (CanP): There exists an integerd =d H such that
where n is the dimension of the underlying domain and v (d) denotes the weakdth weak derivative of v. We say that Ψ H hasd vanishing moments. It means that integration against a wavelet has the effect of taking adth order difference, annihilating the smooth part of v. This property entails quasi-sparse representations of a wide class of operators and will be essential for an appropriate fast application of the operator B; see [SS] .
To realize this property, one typically constructs Ψ H in such a way that it possesses a dual or biorthogonal basisΨ H ⊂ H having d vanishing moments (3.3) such that the multiresolution spacesS j := span {ψ H,λ : |λ| < j} contain all polynomials of orderd. Here dual basis means that ψ H,λ ,ψ H,ν = δ λ,ν , λ, ν ∈ II H . We always use the tilde to express that the collection is a dual basis to a primal one for the space identified by the subscript.
Riesz basis property (R): Every v ∈ H has a unique expansion in terms of Ψ H , 4) and its expansion coefficients satisfy the following norm equivalence: There exist finite positive constants c H , C H such that
In other words, wavelet expansions induce isomorphisms between certain function spaces and sequence spaces. This is a crucial requirement for mimicking problem formulations in infinite spaces as we intend to do. Using duality arguments, one can show that (3.5) is equivalent to the existence of a biorthogonal collection of functions
which is a Riesz basis in H ; see, e.g., [D, K1] . In view of the representation of norms in the cost functional (1.1), we briefly specify how bases with the above properties are constructed. The Hilbert space H ∈ {Y, V} is either a tensor product of (a closed subspace of) a Sobolev space H s = H s (G) or its dual where G is either the domain Ω or the time interval I, or is an intersection of such tensor products. Then, the basis Ψ H for H is typically a tensor product of an anchor basis Ψ = {ψ λ : λ ∈ II}, II = II H , which is a Riesz basis for L 2 (G), i.e., ψ λ L2(G) ∼ 1. Its dual basisΨ is therefore also a Riesz basis for L 2 (G). The collections Ψ andΨ are constructed such that rescaled versions of both bases Ψ,Ψ form Riesz bases for a whole range of Sobolev (sub-)spaces H s , for 0 < s < γ,γ, respectively. One can then derive that for each s ∈ (−γ, γ), the collection
is a Riesz basis for H s (with the interpretation of H s as a dual when s is negative), i.e., there exist positive constants c s , C s such that
holds for each s ∈ (−γ, γ). Analogous relations hold forΨ with reversed roles of γ andγ. This has the following consequence. For t ∈ (−γ, γ), the mapping
acts as a shift operator between Sobolev scales, i.e.,
Concrete constructions of wavelet bases with the above properties for parameters γ,γ ranging at least up to 3/2 on bounded Euclidean domains (and on closed piecewise parametrically defined manifolds) can be found in [DKU, DS, DSt, KS] . We will systematically use the following shorthand notation. We will view Ψ both as in (3.1) as a collection of functions as well as an infinite column vector containing all functions, always assembled in some fixed order. For a countable collection of functions Θ and some single function σ, the term Θ, σ is to be understood as the column vector with entries θ, σ , and σ, Θ as a row vector. For two collections Θ, Σ, the quantity Θ, Σ is then a possibly infinite matrix with entries ( θ, σ ) θ∈Θ, σ∈Σ for which Θ, Σ = Σ, Θ
T . This implies for a possibly infinite matrix C that CΘ, Σ = C Θ, Σ and Θ, CΣ = Θ, Σ C T . In this notation, the expansion coefficients in (3.4) can explicitly be expressed as v T = v,Ψ . Furthermore, the biorthogonality or duality conditions (3.6) can be re-expressed as Ψ,Ψ = I with the infinite identity matrix. Finally, Ψ Y is the diagonal matrix with entries
(3.11)
In view of the time-space tensor product structure of the spaces
following [SS] , we use the following construction and normalization. (Actually, the space Y defined as an intersection of a tensor product is by itself not a tensor product. However, all which is needed in the sequel is that one can construct a Riesz basis for Y by tensor products of properly scaled Riesz bases of L 2 (I) and Y [GO] ; see [St] for details.) We denote by Ψ L2(I) := {ψ L2(I),λ : λ ∈ II L2(I) } and Ψ Y wavelet bases for L 2 (I) and Y , respectively, so that they are Riesz bases, i.e., normalized such that (3.5) is satisfied. We index the amount of vanishing moments for these bases by t for the time component and x for the space component, i.e.,d t ,d x denote the vanishing moments (3.3) for these bases, and d t , d x for their duals. Then, the wavelet basis for Y is of the form
This is usually called an anisotropic wavelet basis since in the product time and space wavelets appear with very different supports; for discretizations in different types of wavelets and corresponding numerical experiments for parabolic problems, see [ChS] . In this paper, we restrict our construction further to the special case in which optimal convergence rates of the algorithm independent of the spatial dimension n can be established. This is the situation when the spatial domain Ω is also of product structure Ω := Π n i=1 (a i , b i ) and Ψ H can therefore be also defined as an anisotropic wavelet basis
(3.14)
and likewise for Ψ Y with corresponding scaling.
For a biinfinite matrix C : 2 (II) → 2 (II), we denote its operator norm as
Cw 2(I I) .
(3.15)
Remark 3.1. On account of (3.7) and (3.8), we have (3.16) This means that normalization of the Riesz basis for H s can be achieved by multiplication with appropriate powers of 2 as in (3.7), or by multiplication with the diagonal matrix containing the inverses of ψ λ in the · H s norm.
Due to the definition (2.5), the normalization of the basis for the space Y is a bit more involved. Let the anchor basis on I and Ω be abbreviated as Θ = Ψ L2(I) and Ψ = Ψ H (for H = L 2 (Ω)), respectively. Then the results from [GO] guarantee that the collection Θ ⊗ Ψ normalized in Y, i.e.,
is a Riesz basis for Y; see [St] for a detailed derivation. Accordingly,
Henceforth, we will assume for these wavelet bases the validity of the above properties (L), (CanP), (R) in appropriate ranges as detailed in the next section.
3.2. Wavelet representation of operators. Now we are ready to derive wavelet representations of operators. We have ensured that we have Riesz bases Ψ H for the Hilbert spaces H ∈ {Y, V} at our disposal. As before, we denote byΨ H the respective dual bases such that Ψ H ,Ψ H = I, H ∈ {Y, V}.
Let B : Y → V be the linear operator introduced in Theorem 2.1. We now derive a wavelet representation for problem (2.8) in operator form: find for given f ∈ V some y ∈ Y such that
holds. Any image Bw ∈ V can naturally be expanded with respect toΨ V as Bw = Bw, Ψ V Ψ V . Representing w ∈ Y in its expansion w = w T Ψ Y with respect to Ψ Y and inserting this in the previous expression yields
Thus, we arrive at the following statement, cf. [DK, SS] . Recall also from [SS] that only the Riesz constants defined in (3.5) for these bases enter additionally in the operator bounds (3.22) when making the transition from Y, V to 2 . In view of the time-space tensor product structure of the spaces Y, V, the specific form of the biinifinite system matrix B according to (2.9) and (3.21) with respect to the Riesz bases
Likewise, the right-hand side (2.10) can be represented as
Expanding the solution y = y T [Θ ⊗ Ψ] Y , the wavelet representation of (3.19) is finally the biinfinite system By = f .
(3.25)
3.3. Control Problem in Wavelet Coordinates. Next we will pose the control problem from Section 2.2 in wavelet coordinates. Recall that we have specified Z = Y and U = Y . In view of (3.25) with (3.24), the evolution constraints (2.17) take on the form
which is denoted as the state equation. 27) maps Y boundedly invertibly onto its dual Y . Its wavelet representation is
The representation of w 2 L2(I;Y ) is therefore
Combining this with (3.28), recalling the choice U = Y resulting in R U = R −1 Y and expanding the target state y * = y
Remark 3.3. Note that (3.29) is the exact representation of (2.16) in wavelet coordinates. If the control model does not require the exact evaluation of the norms, one could dispense with the Riesz operators in (3.29) and work with diagonal matrices instead, as long as they represent shifts in Sobolev spaces as in (3.10). If the metrics for the spaces Z and U in (2.16) differ from the natural norms, the wavelet bases allow us to exploit relations (3.10), as long as the relevant Sobolev regularity indices range in [−1, 1] This would only result in additional diagonal matrices in (3.29).
Finally, the control problem to minimize (2.16) subject to (2.17) in wavelet coordinates is as follows:
(CP): Minimize (3.29) subject to (3.26). Proposition 3.4. The first order necessary conditions for optimality are the coupled system of Euler equations in wavelet coordinates, the primal system (3.26) together with the costate or adjoint equations and the design equation
We denote this coupled system as (EE) and its solution triple by (y, p, u). The system (3.30) will be written shortly as
The proof of Proposition 3.4 follows from standard techniques by setting the first order variations of the Lagrangian
to zero. In the sequel, we will always denote these components of p (or approximations of these) by p 1 , p 2 . For the analysis of the adaptive scheme, it will be useful to express the quadratic functional (3.29) in terms of u alone. Because B and B * are invertible, we can formally eliminate y from (3.26) and p from (3.32) and obtain
with some appropriately defined operators Z 1 , Z 2 and right-hand sides G 1 , G 2 whose precise form is not relevant in the sequel. From this, we can immediately derive the following result. Proposition 3.5. The functional J is twice differentiable and its first and second variations are given by
Thus, J is strictly convex, and a unique minimizer exists. Moreover, defining
the first-order necessary condition for optimality δ J(u) = 0 is equivalent to
and Q is boundedly invertible. Specifically, Q is well-conditioned. Proof. From (3.23), (3.28), we conclude that Q is bounded on 2 . Q is symmetric and positive definite because of the requirements ω 1 + ω 2 > 0 and ω 3 > 0 on the weight parameters. Since
may not have full rank, we see here the need for regularization, i.e., the addition of the control term with ω 3 > 0. Finally, for any fixed parameters ω 1 , ω 2 , ω 3 , we have that there exist finite positive constants c Q and C Q such that
(3.39)
In view of (3.39), there exists a fixed parameter α > 0 such that the gradient iteration (3.40) with initial vector u 0 reduces the error in each step by a fixed factor of at least
for some fixed positive number α. This means that the iteration (3.40) will converge with a fixed error reduction rate < 1 per step, i.e., (3.42) where u is the exact solution of (3.38). Of course, the iteration (3.40) cannot be carried out exactly since Q is at this stage still an infinite matrix and g an infinite array. But even if both were finite, we would not explicitly set up Q and g on account of the inversions of B, B * but instead solve (3.26) together with (3.32) and (3.31). The idea is to use this scheme as the basis for a scheme with perturbed iterations and dynamically updated accuracy tolerances, so that the iterative scheme will still converge.
4. The adaptive scheme. In this section, we collect the main conceptual tools from [CDD1, CDD2, SS] that will be needed to treat (CP), i.e., to solve (3.38) with the least amount of unknowns, in a sense to be made precise. The core issue will be the approximate application of Q and the approximate evaluation of the right-hand side g. Before we do so, we need to specify the notion of best approximation and appropriate approximation classes.
4.1. Best N -term approximation and approximation classes. Given an arbritrary vector of wavelet coefficients v ∈ 2 (II) as in (3.4), the most economical approximations for v with N coefficients are provided by vectors v N of length N which contain the largest (in modulus) coefficients from v. This is called the (wavelet-)best N -term approximation of bv. We collect in one class all vectors v whose best N -term approximations v N converge to v at rate s > 0, i.e., we define the approximation class
(4.1) If y is the solution of an infinite matrix-vector equation like (3.25), this best Nterm approximation is certainly not computable beforehand. The main issue of the construction of adaptive schemes is to design a practical method that yields approximations y N of y which, if y ∈ A s for some s > 0, converge to y at this rate s with linear computational complexity. To realize this ambitious task means to find an adaptive scheme which is asymptotically not more expensive than having to compute simply the best N -term approximation, provided y was known (or, equivalently, like not having to solve a system like (3.25) at all).
Adaptive solution of a single equation.
We will need to define an iterative method like (3.40) and apply it to the different systems in the Euler equations (EE) from Proposition 3.4. We will therefore recall first for the nonsymmetric system (3.25) with given right hand side f satisfying, on account of Lemma 3.2,
with some constants 0 < c B ≤ C B < ∞, the main result from [SS] . It is based on applying sophisticated routines called Apply from [CDD2] or [CDD1] together with [GHS] and an appropriate evaluation of the right-hand side called Rhs to the normal equations
(We employ here y for the exact solution to distinguish the solution of this system from the one for (3.26) with control in the right hand side.) We will summarize this into a routine Solve B * B [η, f , y 0 ] → y η determines for a given tolerance η > 0 and input vector y 0 a finitely supported sequence y η satisfying
Correspondingly, a routine Solve BB * can be defined by forming normal equations for the adjoint equation (3.30).
On account of the sophisticated design of this scheme, one can prove its convergence, summarized in the following main theorem from [SS] . The optimal complexity of the scheme is a consequence of the locality (L) and the cancellation property (CanP). To be specific about the validity of the range of the parameter s appearing below, recall thatd x , d x are the number of vanishing moments for Ψ H andΨ H , respectively, and likewised t , d t for Θ andΘ. A s + 1. The conditions on the vanishing moments are, for instance, satisfied for biorthogonal linear B-Splines with four vanishing moments as constructed in [DKU] and optimized with respect to condition numbers in [Bu] .
Next we discuss an adaptive scheme for the approximate computation of the solution of the design equation (3.31). Since R y is a symmetric Riesz operator which only needs to be approximatively applied, a correspondingly designed Apply scheme like in [CDD1] yields the routine Apply R Y [η, p 1 ] → u η determines for a given tolerance η > 0 and (finitely supported) input vector p 1 a finitely supported sequence u η satisfying
It has the following properties. Proposition 4.2. For given tolerance ε > 0, the scheme Apply R Y [ε, p 1 ] → u ε produces an approximation u ε to u satisfying u ε − u ≤ ε, and if, for some s > 0,
Adaptive solution of the Euler equations (EE)
. The next step is to combine these routines to solve the coupled system (EE). First, we define a routine to approximately compute the residual of the condensed system (3.38).
determines for any approximate solution triple ( y, p, v) of the system (EE) which satisfies
an approximate residual r η such that
as follows:
Moreover, the new approximations y η , p η satisfy (4.7) with new bounds
Proof. We will confirm in the following that this algorithm produces indeed the estimate (4.8) which, in particular, brings out the role of the constants (4.9). Let v be any input for the right hand side (3.26) and denote by y v its exact solution. By (4.2) and (4.7) we therefore have
and by
Step (I), in view of (4.4),
Together, this yields
by definition (4.9). Likewise, denoting by p v the exact solution of (3.30) with y replaced by the exact solution y v of (3.26) and by p yη the exact solution of (3.30) with right-hand side y η , we can estimate using (3.28)
Here the factor 2 stems from the trivial estimate y(T ) − y v (T ) ≤ y − y v . By combination with (4.11), we arrive at
We also have by Step (ii) and (4.4) like in (4.11) (difference between exact and approximate solutions of (3.30) with same right-hand sides)
Also, we obtain estimating by (4.10), in view of having both exact solutions with different right-hand sides,
(4.16) Thus, by collecting (4.16), (4.14) and (4.15), we arrive at
which is the second new tolerance in (4.9).
Finally, we have for any input v by Step (iv) and (3.38)
so that in view of (4.6) and
Step (iii), we obtain (4.19) Because the last term on the right can be estimated as in (4.17), we arrive at
which confirms (4.8).
We have now collected all that is needed to solve the coupled system (3.26), (3.30) and (3.31) up to arbritrary accuracy. Let ε > 0 denote the target accuracy and initialize u 0 := 0. We have by (3.39) For defining the following routine, also initialize the iteration counter k := 0.
Solve [ε, Q] → (y ε , p ε , u ε ) determines for a given tolerance ε > 0 finitely supported sequences y ε , p ε , u ε satisfying u − u ε ≤ ε, y − y ε < ∼ ε, p − p ε < ∼ ε (4.25)
as follows: (*) If ε k ≤ ε, stop and set u ε := u k , y ε := y k , p ε := p k . Otherwise, do
define new tolerances δ y,k+1 , δ p,k+1 according to (4.9); (ii) set u k+1 := u k + αr k+1 ; (4.26) (iii) set ε k+1 := 1 2 ε k , k := k + 1 and return to (*). Recall that α is the parameter appearing in (3.40) which can be expressed in terms of the isomorphism constants in (3.39). These, in turn, can be estimated by computing iteratively the extreme eigenvalues of B and R Y . For elliptic control problems, such values were computed in [Bu] .
Theorem 4.4. For any specified tolerance ε > 0, the vectors resulting from the scheme Solve [ε, Q] → (y ε , p ε , u ε ) satisfy (4.25). Specifically, the intermediate iterates satisfy A s ) + 1. Proof. First, note that by definition of g according to (3.37), one can estimate f , y 0 , y * < ∼ g such that (4.22), (4.23) imply (4.27) for k = 0. The estimate for u−u k in (4.27) follows by a straightforward perturbation argument as in [CDD2] . Moreover, the estimates for y − y k and p − p k follow for each k from Lemma 4.3, specifically observing that in view of (4.9) the new tolerances take, with δ v = ε k , the form
The remaining statements concerning the size of the supports and the optimal complexity are direct consequences of Theorem 4.1 and Proposition 4.2.
