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Riassunto
La modellazione quantitativa della propagazione del campo d’onda nei
mezzi fisici costituisce da sempre uno dei temi di maggiore interesse della
geofisica, sia attiva che passiva.
L’equazione d’onda, di tipo differenziale, puo` essere risolta analitica-
mente, ma solo per modelli mono-dimensionali.
Le principali metodologie, impiegate per descrivere invece la propaga-
zione sismica in modelli piu` complessi con eterogeneita` nelle tre dimensioni,
costituiscono approssimazioni delle equazioni costitutive del mezzo fisico.
Nell’ultimo mezzo secolo sono state quindi implementate diverse tec-
niche numeriche che, in qualche modo, suddividono il dominio spaziale
continuo in una griglia discreta di punti e su di essa risolvono le equazioni
governanti la propagazione ondosa. Tra le suddette tecniche, e` possibile
distinguere i metodi a punti di griglia (come il metodo alle differenze fini-
te, detto anche FDM ) dai metodi ad espansioni di serie (come il metodo
spettrale ed il metodo agli elementi finiti, detto anche FEM ), sebbene en-
trambi utilizzino punti discreti. Generalmente i primi sono piu` semplici
e piu` facilmente implementabili su calcolatori rispetto ai secondi ed e` per
questo che sono stati usati piu` frequentemente, sia in ambito sismologico
che esplorativo.
Recentemente e` stato sviluppato anche il metodo agli elementi spettra-
li, detto anche SEM, che combina la flessibilita` del metodo agli elementi
finiti con l’accuratezza del metodo spettrale. Le differenze tra le varie
tecniche sono molteplici ma per lo piu` risiedono sul differente metodo di
discretizzazione delle derivate spaziali dell’equazione dell’onda.
Un’importante caratteristica, che invece le accomuna tutte, e` la presen-
za di errori dovuti all’approssimazione delle derivate che, di norma, porta
ad effetti di dispersione numerica, ovvero rumore di prevalentemente alta
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frequenza. E` impossibile eliminare completamente tale fenomeno, ma si
puo` certamente limitare al massimo progettando in modo appropriato la
griglia di discretizzazione.
Lo scopo della presente tesi e` stato quello di confrontare i risultati del-
le simulazioni ottenute grazie all’applicazione dei metodi FDM e SEM, su
modelli con dimensioni paragonabili a quelle d’interesse in geofisica d’e-
splorazione. A tale fine, sono stati analizzati i risultati sia in dominio
temporale, sismogrammi sintetici, che in quello frequenziale, spettri di am-
piezza ed FK. Inoltre, sono stati studiati anche i fattori che determinano
le principali differenze nelle prestazioni dei due metodi.
I modelli utilizzati sono stati molteplici e con diverse caratteristiche. Il
lavoro e` stato intrapreso con modelli estremamente semplici, per compren-
dere al meglio i problemi che spesso si verificano nelle simulazioni, come
ad esempio effetti di dispersione numerica ed instabilita`. Si e` arrivato in-
fine a modelli completamente eterogenei, come il modello di benchmark
Marmousi2.
Per semplicita`, non e` stata introdotta anisotropia ed e` stata considerata
per tutti una densita` costante. Inoltre, le simulazioni effettuate sono state
per lo piu` di tipo acustico e senza l’introduzione di fenomeni di attenuazione
intrinseca.
Nella fase conclusiva sono stati elencati i pregi e i difetti dei singoli me-
todi in termini di accuratezza ed efficienza. La differenza principale risiede
nella discretizzazione spaziale delle derivate e del dominio computaziona-
le. Infatti, il metodo SEM utilizza una mesh che mantiene un’uniforme
campionamento del campo d’onda sull’intero modello, modificando la di-
mensione degli elementi in funzione della lunghezza d’onda propagante,
mentre FDM utilizza una griglia di spaziatura sempre uguale, che porta a
un sovra-campionamento dello stesso campo nelle zone a piu` alta velocita`.
Il risultato e` un vantaggio economico nei tempi di calcolo del metodo SEM
rispetto al FDM a parita` di accuratezza dei risultati.
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Introduzione
La modellazione della forma d’onda e` da sempre uno degli argomenti prin-
cipali della sismica attiva e passiva. Le equazioni che governano la propaga-
zione delle onde sismiche nel sottosuolo sono di tipo differenziale, continue
nello spazio e nel tempo, quindi difficili da risolvere analiticamente per
modelli complessi. Per tale scopo sono stati sviluppati nell’ultimo mezzo
secolo diversi metodi numerici che le discretizzano e le risolvono su un certo
dominio computazionale (anch’esso discreto).
La presente tesi si e` occupata di studiare le differenze presenti tra due
di questi metodi: metodo alle differenze finite, detto anche FDM, e metodo
agli elementi spettrali, detto anche SEM.
Il metodo numerico FDM e` quello che viene utilizzato maggiormente
dalla comunita` scientifica, poiche´ semplice da implementare. Per tale mo-
tivo, la letteratura su cui si basa il metodo e` molto vasta. I primi lavori in
ambito geofisico, risalenti alla meta` dello scorso secolo, sono attribuibili a
Alford et al. [1974] e Kelly et al. [1976] mentre esempi di applicazioni piu`
recenti possono essere trovati in Levander [1988] e Graves [1996].
Invece, il metodo SEM e` stato implementato solo recentemente, anche
grazie all’avanzamento tecnologico che ha permesso lo sfruttamento di ri-
sorse sempre piu` performanti. E` stato implementato per la prima volta, in
campo geofisico, nella meta` degli anni 90’ per l’equazione d’onda acustica
[Seriani and Priolo, 1994] e successivamente per l’equazione d’onda elasti-
ca [Komatitsch and Tromp, 1999; Komatitsch et al., 2001, 2005], dove ha
acquistato un’elevata popolarita` nella comunita` sismologica. Inoltre, una
completa descrizione del metodo e` presente nel lavoro di Chaljub et al.
[2007].
I primi 3 capitoli della presente tesi sono di stampo teorico, dove vengo-
no spiegati i principi fondamentali della propagazione ondosa, del metodo
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SEM e del metodo FDM.
Seguono 3 capitoli in cui vengono mostrati, invece, i risultati delle simu-
lazioni ottenute grazie all’utilizzo dei software commerciali SPECFEM2D
e FD-soft, basati rispettivamente sui metodi SEM e FDM. Tutti i model-
li utilizzati per le simulazioni sono di scala esplorativa e comprendono il
modello semispazio omogeneo, il modello a due strati omogenei e infine il
modello di benchmark Marmousi2.
Vengono quindi analizzati i dati ricavati in dominio spazio-tempo (si-
smogrammi sintetici), in dominio frequenza (spettro medio di ampiezza e
spettro a offset variante) e in dominio frequenza-numero d’onda (spettro
FK). In aggiunta, si analizzano le differenze piu` importanti tra i due metodi.
Le tecniche di comparazione sono state molteplici, tra cui:
• differenza di energia dei sismogrammi,
• prodotto dei sismogrammi,
• cross-correlazione,
• comparazione degli spettri.
Infine, nell’ultimo capitolo sono state stilate le conclusioni effettuando
considerazioni su vantaggi e svantaggi dei due metodi, da un punto di vista
di accuratezza dei risultati e di efficienza del metodo.
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Capitolo 1
Fondamenti teorici
1.1 Equazioni governanti
I metodi numerici approssimano le equazioni governanti la propagazione
sismica nel terreno tramite l’utilizzo di differenti tecniche di discretizza-
zione. Per capire pienamente il loro funzionamento e` necessario essere a
conoscenza dei principi teorici generali sulle quali si basano.
Il presente capitolo e` quindi di carattere teorico e introduttivo, elen-
cando le relazioni fondamentali che regolano la propagazione ondosa nel
sottosuolo. Per convenzione si useranno, se non specificato altrimenti, let-
tere in grassetto minuscole per indicare i vettori e in grassetto maiuscole
per i tensori.
Una delle equazioni principali, che descrivono la propagazione delle onde
sismiche nei mezzi fisici, e` l’equazione del moto:
ρ ∂2t u = ∇ ·T + f , (1.1)
dove u rappresenta il campo di spostamenti delle onde sul modello, t il
tempo, ρ la distribuzione di densita`, T il tensore degli sforzi e f il termine
di forze esterne. L’equazione (1.1) e` la versione linearizzata della seconda
legge di Newton, che bilancia il momento di spostamento delle particelle
ρ ∂2t u con le forze risultanti da sforzi interni ∇ ·T e con le forze esterne
f , rappresentanti il termine sorgente [Fichtner, 2011]. Nel caso di appros-
simazione di sorgente puntuale, f sara` facilmente ricollegabile al tensore
momento M [Dahlen and Tromp, 1998], come:
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f = −M · ∇δ(x− xs) S(t) , (1.2)
dove x rappresenta lo spazio, xs la coordinata spaziale della sorgente, δ(x−
xs)la distribuzione della delta di Dirac collocata in xs , e S(t) la funzione
temporale della sorgente.
Di importanza fondamentale in meccanica del continuo e` anche la re-
lazione costitutiva che lega il tensore di sforzo T a quello di deformazione
:
T = c :  , (1.3)
dove c e` il tensore elastico di quarto ordine che descrive le proprieta` ela-
stiche del terreno. Quest’ultimo parametro sara` uguale a zero prima del
tempo di origine, poiche´ il tensore di sforzi al tempo t1 non potra` dipendere
da deformazioni a tempi maggiori [Fichtner, 2011]. L’operatore ’due punti’
indica una somma fatta su entrambi gli indici del tensore .
Il tensore di deformazione  e` a sua volta dipendente dal campo di
spostamenti u:
ij =
1
2
(∂jui + ∂iuj) . (1.4)
Sfruttando le proprieta` di simmetria dei tensori di sforzo e di deforma-
zione ed effettuando alcune considerazioni termodinamiche, trattate in Aki
and Richards [1980], il tensore elastico c verra` semplificato da 81 a 21 com-
ponenti indipendenti per modelli anisotropi. Se invece il modello di Terra e`
isotropo vengono fatte ulteriori semplificazioni, arrivando in questo modo a
un tensore elastico con due sole componenti indipendenti, ovvero il modulo
di volume κ e il modulo di taglio µ. Sotto tali condizioni l’equazione (1.3)
diventa
T = (κ− 2
3
µ ) tr() I + 2 µ  , (1.5)
dove I e` la matrice identita` 3x3 e tr() e` la traccia del tensore .
Un modello anisotropo invece includera` non solo le onde P ed S ma an-
che fenomeni di divisione del campo delle onde di taglio dovuto a differenze
di velocita` in funzione della direzione.
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Nelle zone del modello composte da fluidi il modulo di taglio scompare
e l’equazione (1.5) si riduce a
T = κ tr() I . (1.6)
Le equazioni (1.1) e (1.3) costituiscono la formulazione spostamento-sforzo
dell’equazione d’onda elastica in assenza di dissipazione. Di fatto, inserendo
la seconda all’interno della prima, si ricava l’equazione delle onde, la quale,
insieme alle condizioni al contorno, definisce univocamente il campo di
spostamenti u. Essa si presenta nella sua forma generale, senza considerare
il termine della sorgente, come:
∂2t u = v
2 ∇2u , (1.7)
dove v rappresenta la velocita` dell’onda propagante nel sottosuolo.
Piu` specificatamente v =
√
λ+2µ
ρ
nel caso di onde acustiche, dette anche P,
dove λ e` la lunghezza d’onda, mentre v =
√
µ
ρ
nel caso di onde di taglio,
dette anche S. L’equazione (1.7) nella sua approssimazione acustica rimane
quindi:
∂2t u =
λ+ 2µ
ρ
∇2u . (1.8)
Spesso, e` preferibile effettuare simulazioni acustiche rispetto a quelle
elastiche poiche´ sono computazionalmente molto piu` leggere e piu` sempli-
ci da realizzare. Tale approssimazione, nonostante porti a una mancata
creazione di onde superficiali e P-S convertite, nonche´ a un pattern d’ir-
radiazione isotropo della sorgente, e` abbastanza utile quando si effettuano
lavori solamente sui primi arrivi o per simulare sorgenti di tipo esplosivo,
dove l’energia S irradiata e` generalmente molto piccola [Fichtner, 2011].
Le equazioni precedentemente descritte sono spesso accompagnate da
informazioni relative alle condizioni al contorno, ovvero condizioni specifi-
canti il comportamento del fronte d’onda ai bordi del modello (Fig. 1.1).
Queste si traducono in superfici con particolari caratteristiche. La prima
che si menziona e` la condizione di superficie libera ∂Ω, ovvero la superficie
che rappresenta il contrasto terra (o acqua) con l’aria (nonche´ il bordo su-
periore del modello). In corrispondenza di tale superficie, la componente
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normale del tensore di sforzi si annullera`, quindi
T · n = 0 , (1.9)
dove n e` un versore normale a ∂Ω. Ma esistono anche altri tipi di superfici
particolari, come quelle assorbenti Γ, utili quando si vuole testare solo una
porzione della Terra (scala locale o regionale). Queste simulano una propa-
gazione che non termina bruscamente ai bordi del modello, ma continua a
propagarsi, per evitare riflessioni sgradevoli nei sismogrammi sintetici, che
non corrispondono alla realta` (rumore coerente). Le tecniche di assorbi-
mento possono essere differenti ma la maggior parte e` fondata sull’utilizzo
di equazioni attenuanti, poste ai bordi del modello, che tendono pian piano
a smorzare il campo d’onda [Clayton and Engquist, 1977; Quarteroni et al.,
1998]. Recentemente e` stata sviluppata una nuova tecnica per i medesimi
scopi, chiamata Perfectly Matched Layer o PML. Essa utilizza uno strato
assorbente attorno al modello che tenta di annullare le riflessioni ai bordi
del campo d’onda per qualunque frequenza e angolo d’incidenza [Berenger,
1994].
Figura 1.1: Modello geologico limitato spazialmente con le seguenti
condizioni al contorno: superficie libera ∂Ω e superfici di assorbimento Γ
Altre tipologie di superfici, che possono essere presenti all’interno del
modello, sono i limiti solido-solido, dove sia la trazione T che lo sposta-
mento u devono essere continui, e i limiti solido-fluido, come ad esempio
al fondo mare, dove devono invece essere continui sia la trazione T che la
componente normale dello spostamento nˆ · u .
Oltre alle condizioni al contorno, devono essere specificate anche le con-
11
dizioni iniziali, ovvero spostamento u e velocita` v del campo d’onda al
momento di attivazione della sorgente.
1.2 Discretizzazione dello spazio e del tem-
po
Le equazioni governanti, descritte nella sezione precedente, possono avere
soluzioni analitiche ma solo per modelli semplici, come semispazio omoge-
neo e isotropo, mezzo stratificato, globo con simmetria sferica, ecc... Nel
caso in cui e` necessario testare modelli piu` complessi, con eterogeneita` nelle
tre dimensioni, che rappresentano meglio le strutture geologiche del sotto-
suolo, si utilizzano metodi numerici che risolvono le equazioni governanti,
implementando approssimazioni (di diverso tipo a seconda del metodo) del-
le derivate spaziali e temporali. Tali metodi numerici, che saranno trattati
nella successiva sezione, sono molto diversi l’uno dall’altro ma hanno co-
munque un punto in comune, cioe` quello di effettuare una discretizzazione
del campo d’onda continuo u(x, t).
In altre parole, lo spazio x viene discretizzato in una griglia di punti,
ognuno dei quali caratterizzato da un differente valore del campo d’onda
uˆ(t)(diventato un vettore) [Fichtner, 2011]. L’equazione del moto (1.1)
puo` quindi essere scritta, in termini di equilibrio dinamico, con la seguente
equazione algebro-differenziale :
M · ∂2t uˆ(t) + C · ∂t uˆ(t) + K · uˆ(t) = fˆ(t) , (1.10)
dove M e` la matrice di massa, C la matrice di smorzamento, K la matrice
di rigidezza e fˆ(t) la versione discreta di f. E` il caso di notare come, in
molti casi, il termine di smorzamento viene ignorato per semplicita`.
Il risultato a cui mirano i vari metodi numerici e` quello di calcolare il
campo di spostamento, quindi e` possibile esplicitare l’equazione (1.10) in
funzione di quest’ultimo, come:
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∂2t uˆ(t) = M
−1 · [ fˆ(t)− K · uˆ(t) ] . (1.11)
La matrice di massa puo` essere diagonale (detta lumped) o non diagona-
le. Sarebbe piu` conveniente utilizzare la versione lumped, poiche´ facilmente
invertibile, portando a un risparmio computazionale notevole e a risultati
migliori, ma non per tutti i metodi numerici e` possibile.
Successivamente, si procede con la discretizzazione del dominio tem-
porale, visto che risulta praticamente impossibile calcolare i valori di uˆ
per ogni tempo in maniera continua. Si sceglie un opportuno intervallo di
campionamento temporale ∆t che discretizza l’asse dei tempi in maniera
regolare, tramite approssimazioni alle differenze finite. La derivata tempo-
rale di secondo ordine dello spostamento uˆ(t) viene quindi approssimata
da
∂2t uˆ(t) '
1
∆t2
[uˆ(t−∆t)− 2uˆ(t) + uˆ(t+ ∆t)] . (1.12)
Inserendo la (1.12) nella (1.11) si otterra` la seguente equazione algebri-
ca:
uˆ(t+∆t) = 2uˆ(t) − uˆ(t−∆t) +∆t2 M−1 · [ fˆ(t)− K · uˆ(t) ] . (1.13)
L’equazione (1.13) e` il risultato di un procedimento chiamato ’time mar-
ching esplicito’, che presuppone la conoscenza del valore del campo d’onda
nei due istanti iniziali t0 e t1 per determinare il valore dello stesso al tem-
po t2. Questo processo viene quindi ripetuto iterativamente fino all’ultimo
istante della simulazione. I valori di u agli istanti t0 e t1 verranno immessi
come condizioni iniziali all’interno dei codici di simulazione.
1.2.1 Stabilita` e Dispersione
La scelta del passo di campionamento della griglia ∆h e del passo di cam-
pionamento temporale ∆t e` di fondamentale importanza in fase di discre-
tizzazione. Infatti, se non vengono rispettate particolari condizioni, esiste il
rischio di generazione di errori nei sismogrammi, come instabilita` o disper-
sione da griglia, che portano rispettivamente interruzioni delle simulazioni
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e rumore numerico di alta frequenza nei sismogrammi. Entrando nello
specifico, l’instabilita` e` causata da una inopportuna scelta di ∆t: si veri-
fica infatti quando l’intervallo temporale e` maggiore del tempo che l’onda
impiega per arrivare a un punto adiacente della griglia.
Per una scelta oculata del ∆t, si introduce il numero di stabilita` di
Courant (C ), che definisce le condizioni di stabilita` della simulazione. Tale
numero, oltre a dipendere dal metodo numerico utilizzato, e` funzione di
∆t, della velocita` del modello v e della spaziatura della griglia ∆h:
C = ∆t (
vmax
∆h
) , (1.14)
dove vmax e` la velocita` massima delle onde propaganti nel modello.
La stabilita` dei calcoli e` assicurata quando il numero di Courant non
supera un certo valore limite, che varia da metodo a metodo (il cui range
medio va da 0.3 a 1).
Dall’equazione (1.14) deriva la seguente per la scelta del ∆t:
∆t < Cmax
∆h
vmax
. (1.15)
Quando tali condizioni non vengono rispettate la simulazione diventa
instabile e - come conseguenza - si avra` l’esplosione dell’ondina verso valori
vicini all’infinito (vedi fig.1.2), portando all’interruzione della simulazione
[Casarotti et al., 2008; Courant et al., 1928].
Un fenomeno di entita` leggermente differente, ma sempre legato a pro-
cessi di discretizzazione, e` la dispersione da griglia. Quest’ultima e` impos-
sibile da eliminare completamente, in quanto intrinseca nel processo stesso
di discretizzazione, ma si puo` abbondantemente attenuare.
La dispersione da griglia prende il nome dal suo omonimo processo fisi-
co poiche´, anche se di genesi completamente diversa, produce praticamente
gli stessi effetti sui sismogrammi. Sembra infatti che le onde di frequenza
maggiore si propaghino con velocita` minori rispetto a quelle di frequenza
minore [Alford et al., 1974; Boore, 1972]. Conseguentemente, si crea una
coda di alta frequenza nell’ondina e, quindi, un allargamento del fronte
d’onda all’aumentare della distanza dalla sorgente. Il risultato e` un si-
smogramma sporcato da rumore di alta frequenza che spesso rende il dato
indecifrabile.
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Figura 1.2: Stabilita` numerica. In alto: il ∆t= 0.39 e` leggermente sotto il
limite (di 0.4 s) imposto dalle condizioni di stabilita`. In basso: il ∆t=0.41 e`
invece leggermente superiore, portando a instabilita`. Dopo alcune iterazioni
la soluzione numerica esplode [Fichtner, 2011]
Per limitare questo particolare tipo di errore numerico, e` necessario sce-
gliere adeguatamente il valore di spaziatura della griglia ∆h, che dipendera`
dalle lunghezze d’onda λ delle onde che si stanno propagando nel modello.
Generalmente, si puo` dire che:
∆h <
vmin
Fmax N
' λmin
N
, (1.16)
dove N e` il numero di punti della griglia scelti per lunghezza d’onda minima
λmin e Fmax la frequenza massima delle onde sismiche presenti.
Il numero N e` un indice di accuratezza del metodo. Infatti metodi con
accuratezza maggiore necessitano di un minor numero di punti per λmin, a
parita` di tempi di calcolo. Mediamente i valori di N vanno dai cinque ai
quindici punti per λmin (vedi un esempio didattico in figura 1.3).
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Figura 1.3: Spostamento dell’onda nella direzione x per tempi differenti.
In questo esempio, l’intervallo della griglia ∆h e` pari a 1 km e la velocita` v
a 5 km/s. La differenza tra la soluzione analitica esatta (linea tratteggiata)
e quella numerica (linea continua) aumenta con la propagazione. Vengono
generati artefatti (oscillazioni di alta frequenza nelle code degli arrivi) dovuti
alla dispersione da griglia [Fichtner, 2011]
1.3 Metodi numerici
Questa sezione vuole dare un’idea generale dei tipi di metodi presenti sul
mercato e sintetizzarne i punti di forza e le criticita`. Quasi tutti questi me-
todi sono stati sviluppati nell’ultimo mezzo secolo ed applicati in moltissimi
campi scientifici, tra i quali la geofisica, sia attiva che passiva, dove hanno
riscontrato un grande successo pratico per la predizione del movimento del
terreno e per la risoluzione dei problemi d’inversione della forma d’onda.
La scelta di un metodo e` prerogativa dell’utente che effettua la simula-
zione, in funzione delle caratteristiche favorevoli alla conduzione del lavoro
e all’obiettivo da raggiungere. Tra i metodi che hanno ottenuto piu` suc-
cesso, c’e` il metodo alle differenze finite, detto anche FDM. Kelly et al.
[1976] hanno condotto alcuni dei primi lavori in campo geofisico che sfrut-
tano questo metodo, basato sulla sostituzione delle derivate parziali con
differenze finite tra punti adiacenti di una griglia spaziale che discretizza il
dominio computazionale.
I vantaggi del metodo FDM risiedono nella relativa semplicita` di imple-
mentazione dei codici, nella soddisfacente accuratezza raggiunta dai sinte-
tici creati, nei bassi costi computazionali e nella gestione economica della
memoria che viene occupata per punto di griglia.
Un altro metodo importante e` il metodo pseudo-spettrale [Furumura
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et al., 1998; Kosloff and Baysal, 1982], che trasforma il campo d’onda,
campionato ai punti della griglia, in dominio numero d’onda k, utilizzan-
do la trasformata di Fourier veloce (FFT). Successivamente moltiplica tale
trasformata per ik, che equivale a differenziare nel dominio spaziale, e attua
l’antitrasformata veloce di Fourier (IFFT), ritornando quindi in quest’ulti-
mo dominio. Tale metodo e` cos`ı accurato che bastano solamente due punti
per λmin per il campionamento spaziale del campo d’onda. Il fenomeno di
dispersione e` molto minore rispetto al sopra citato metodo FDM.
A causa della natura globale dell’approssimazione, comunque, il metodo
e` applicabile solo a mezzi con limitate variazioni spaziali dei parametri
elastici, e per tale motivazione spesso non preferibile rispetto ad altri.
Il metodo agli elementi finiti, detto anche FEM, appartiene a un’al-
tra categoria di tecniche numeriche, che hanno la particolare caratteristica
di suddividere il dominio computazionale in sotto-domini non sovrapposti
continui, chiamati elementi. Questa operazione di discretizzazione spazia-
le prende il nome di ’mesh’. All’interno di ogni singolo elementino viene
calcolata la weak formulation dell’equazione d’onda, spiegata nel capitolo
successivo, attraverso polinomi di basso ordine (vedi Cap. 2). E` possibile
creare mesh con elementini di qualsiasi grandezza, ovviamente utilizzando
un criterio ponderato. Ad esempio, per simulazioni di alta frequenza o per
approssimare al meglio superfici geologiche complesse, e` possibile aumen-
tare il numero di elementini per unita` di spazio e diminuirne le dimensione,
ma tutto questo ovviamente a spese dei tempi di calcolo e della memoria
occupata. La grande flessibilita` di tale metodo e` pero` scavalcata dall’ele-
vata percentuale di rumore numerico risultante dall’utilizzo di polinomi di
basso ordine. Un ulteriore svantaggio consiste nel fatto che la matrice di
massa non e` diagonale: questo fattore rende difficili le inversioni.
Entrambi questi svantaggi non hanno reso vita facile all’espandersi del
metodo nel mondo scientifico. Recentemente, sono state introdotte alcune
varianti che invece stanno trovando applicazioni importanti, soprattutto
nella geofisica d’esplorazione. Tra queste c’e` il metodo agli elementi spet-
trali [Komatitsch and Tromp, 1999], detto anche SEM, che combina la fles-
sibilita` del metodo FEM con l’accuratezza del metodo pseudo-spettrale.
Anche il SEM suddivide il dominio computazionale in elementini in cui
calcola la weak formulation dell’equazione d’onda, attraverso l’uso di poli-
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nomi. Contrariamente ai metodi FEM, vengono utilizzati polinomi di alto
ordine (Lagrange) che, insieme all’utilizzo di un particolare tipo di qua-
dratura (Gauss-Lobatto-Legendre), guidano a un’equazione finale con una
matrice di massa interamente diagonale. Questo e` uno dei punti forti del
metodo, poiche´ migliora l’accuratezza, l’efficienza numerica e la capacita`
di parallelizzazione.
Per la presente tesi sono stati testati i metodi SEM (Cap. 2) e FDM
(Cap. 3) su modelli di dimensioni paragonabili alla scala dei bacini sedi-
mentari. Questi due metodi sono stati selezionati in ragione delle recenti
applicazioni nel mondo della geofisica d’esplorazione e poiche´ introducono
importanti concetti teorici, utili nel campo della sismologia numerica in
generale [Fichtner, 2011].
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Capitolo 2
Metodo agli elementi spettrali
2.1 Teoria del metodo
2.1.1 Generalita`
Il metodo agli elementi spettrali, detto anche SEM, e` un metodo numerico
utilizzato per la risoluzione di equazioni differenziali, creato inizialmente
per applicazioni nel campo della fluido dinamica computazionale [Patera,
1984] e recentemente anche in quello della meccanica dei solidi. E` stato
implementato per la prima volta nella meta` degli anni 90’ per l’equazione
d’onda acustica [Seriani and Priolo, 1994] e successivamente per l’equazione
d’onda elastica [Komatitsch and Tromp, 1999; Komatitsch et al., 2001,
2005], dove ha acquistato un’elevata popolarita` nella comunita` sismologica.
Il metodo agli elementi spettrali e` una sotto-categoria della piu` generale
classe del metodo agli elementi finiti. Infatti, entrambi sono generalmente
suddivisi in due parti: la fase iniziale di discretizzazione, che avviene per
mezzo di una particolare ’grigliatura’, chiamata mesh, e la fase successiva
di risoluzione dell’equazione d’onda.
La mesh suddivide il dominio computazionale Ω in tanti elementini di
forma esaedrica (3D) o quadrilatera (2D) Ωe, non sovrapposti e continui
fra loro [Komatitsch and Tromp, 1999] (vedi esempio schematico Fig. 2.1).
All’interno di ogni elementino viene poi calcolata la weak formulation
dell’equazione dell’onda, tramite funzioni fondamentali (polinomi di La-
grange). E` proprio il grado dei polinomi che differenzia il metodo FEM
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dal SEM : il primo utilizza polinomi di basso ordine (bassa accuratezza),
mentre il secondo polinomi di alto ordine (Lagrange o Chebyshev).
Nelle sezioni successive del presente capitolo verra` spiegato meglio il
funzionamento del metodo da un punto di vista teorico. Nell’ultima se-
zione si passera` all’introduzione del codice SPECFEM2D, il quale applica
il metodo SEM su modelli di scala esplorativa. I risultati creati con tale
codice verranno illustrati nel Cap.4.
Gran parte della trattazione matematica presente nelle successive se-
zioni e` stata presa dal testo Fichtner [2011].
Figura 2.1: In alto a sinistra: rappresentazione di un ipotetico modello geo-
logico a due strati orizzontali. In alto a destra: possibile mesh discretizzante
il modello. In basso: mesh rappresentata sopra il modello. Gli elementi per
semplicita` sono stati disegnati rettangolari, ma in generale possono assumere
la forma di un qualsiasi quadrilatero.
2.1.2 Principi fondamentali in 1D
Equazione d’onda: weak formulation
Data la complessita` dei principi teorici di base del metodo SEM, in questa
sezione si utilizzera` dapprima una trattazione mono-dimensionale, che sara`
poi estesa in due dimensioni nella sezione successiva.
Di seguito, si utilizza u¨(x, t) per indicare la derivata seconda del campo
di spostamento sul tempo.
L’equazione del moto nella sua versione classica (chiamata anche strong
formulation) in 1D si presenta come
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ρ u¨(x, t) − ∂x[µ(x) ∂xu(x, t)] = f(x, t) , (2.1)
con x ∈ Ω = [ 0 , L ] e t ∈ [ 0 , T ]. L’equazione (2.1) e` soggetta alle
condizioni al contorno di Neumann
∂xu(x, t) = 0 in x = 0 e x = L , (2.2)
ed iniziali
u = v = 0 per t = 0 . (2.3)
Il metodo agli elementi spettrali utilizza invece una versione leggermen-
te modificata dell’equazione d’onda classica, detta weak formulation, che
si ottiene integrando la (2.1) su Ω e moltiplicando per una funzione test
arbitraria w, indipendente dal tempo. L’equazione che si ottiene e`∫
Ω
ρ w u¨ dx +
∫
Ω
µ ∂xw ∂xu dx =
∫
Ω
w f dx , (2.4)
tenendo sempre presenti le condizioni iniziali∫
Ω
ρ w u dx =
∫
Ω
ρ w v dx = 0 per t = 0 . (2.5)
Il vantaggio di utilizzare l’equazione (2.4) consiste nell’implementazione
delle condizioni al contorno (equazione (2.2)), implicita nell’integrazione
per parti, che si riflette in 2D e 3D nell’implementazione della superficie
libera (∂Ω). In altri metodi, che invece utilizzano la strong formulation,
quest’ultima operazione si effettua secondariamente e, in genere, risulta
un’operazione piu` complicata [Fichtner, 2011].
Discretizzazione spaziale
La prima fase del metodo SEM consiste nella discretizzazione spaziale della
weak formulation dell’equazione d’onda. E` infatti necessario trovare una
soluzione di tipo numerico, poiche´ soluzioni analitiche non sono disponibili
per modelli con variazioni laterali di densita` e parametri elastici. La di-
scretizzazione del campo d’onda continuo u(x,t) viene approssimata dalla
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sovrapposizione di n funzioni fondamentali ψi, con i = 1 . . . n, dipendenti
solo dallo spazio. Si ha
u(x, t) ' u¯(x, t) =
n∑
i=1
ui(t) ψi(x) , (2.6)
dove u¯(x, t) e` il campo approssimato e ui(t) sono i coefficienti dell’espan-
sione dipendenti dal tempo [Fichtner, 2011]. L’approssimazione del campo
sara` tanto piu` accurata quanto piu` alto e` il grado n delle funzioni fon-
damentali utilizzato. Inoltre, dipendera` anche dai parametri elastici del
modello. Combinando le equazioni (2.6) e (2.4) e sostituendo alla funzione
test w la funzione fondamentale ψj, con j = 1 . . . n, si ottiene
n∑
i=1
[ u¨i(t)
∫
Ω
ρ(x) ψj(x) ψi(x) dx ] +
+
n∑
i=1
[ ui(t)
∫
Ω
µ(x) ∂xψj(x) ∂xψi(x) dx ] =
=
∫
Ω
ψj(x) f(x, t) dx ,
(2.7)
con le seguenti condizioni iniziali∫
Ω
ρ ψi u¯ dx =
∫
Ω
ρ ψi ¯˙u dx = 0 per t = 0 . (2.8)
Decomposizione in elementi
L’equazione (2.7) e` quindi il risultato della discretizzazione della weak for-
mulation. In seguito, viene decomposto il dominio Ω in ne elementini
disgiunti e l’equazione (2.7) diventa
n∑
i=1
[u¨i(t)
ne∑
e=1
∫
Ωe
ρ(x) ψj(x) ψi(x) dx] +
+
n∑
i=1
[ui(t)
ne∑
e=1
∫
Ωe
µ(x) ∂xψj(x) ∂xψi(x) dx] =
=
ne∑
e=1
∫
Ωe
ψj(x) f(x, t) dx .
(2.9)
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Il problema dell’equazione (2.9) e` che i valori di ui(t) dipendono dagli in-
tegrali su tutti gli elementi. Per rimediare e` possibile creare delle funzioni
fondamentali locali (ψei e ψ
e
j per i , j = 1 . . . N+1) supportate da un solo
elemento. A questo punto, e` possibile calcolare l’equazione (2.7) locale per
ogni elementino, come
N+1∑
i=1
u¨ei (t)
∫
Ωe
ρ(x) ψej (x) ψ
e
i (x) dx +
+
N+1∑
i=1
uei (t)
∫
Ωe
µ(x) ∂xψ
e
j (x) ∂xψ
e
i (x) dx =
=
∫
Ωe
ψej (x) f(x, t) dx .
(2.10)
Tale equazione e` forse maggiormente intuibile nella sua versione matriciale:
Me · u¨e(t) + Ke · ue(t) = f e(t) , (2.11)
dove
M eji =
∫
Ωe
ρ(x) ψej (x) ψ
e
i (x) dx , (2.12)
e` la matrice di massa locale (per elemento), mentre
Keji =
∫
Ωe
µ(x) ∂xψ
e
j (x) ∂xψ
e
i (x) dx , (2.13)
e` la matrice di rigidezza locale (per elemento) ed infine
f ej (t) =
∫
Ωe
ψj(x)
e f(x, t) dx , (2.14)
e` il termine locale della sorgente.
La continuita` di u¯ ai bordi di ogni elemento deve essere imposta espli-
citamente. La dimensione degli elementi invece dipendera` dalla velocita`
delle onde per assicurare un’uniforme campionamento di λ.
La trasformazione della (2.10) in (2.11) viene anche chiamata proiezione
Galerkiana [Fichtner, 2011].
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Mappatura
L’eq. (2.10) approssima l’equazione d’onda su ogni elementino, che hanno
spesso lunghezze (forme in 2 e 3D) differenti. Per trattare in maniera
uguale tutti gli integrali di (2.10) e` necessario mappare ogni elemento Ωe
in una lunghezza standard (quadrato in 2D o cubo in 3D di riferimento),
per esempio in Υe:[-1,1], in modo tale che x=Υ(ξ).
Si puo` quindi riscrivere la (2.10) in
N+1∑
i=1
u¨ei (t)
∫ 1
−1
ρ[x(ξ)] ψej [x(ξ)] ψ
e
i [x(ξ)]
dx
dξ
dξ +
+
N+1∑
i=1
uei (t)
∫ 1
−1
µ[x(ξ)] dξψ
e
j [x(ξ)] dξψ
e
i [x(ξ)] (
dξ
dx
)2
dx
dξ
dξ =
=
∫ 1
−1
ψej [x(ξ)] f [(x(ξ)), t]
dx
dξ
dξ ,
(2.15)
dove dx
dξ
, chiamato anche valore Jacobiano, mette in correlazione la lun-
ghezza del singolo elemento con la lunghezza Υe.
Polinomi di Lagrange
Si definiscono in questa fase le funzioni fondamentali ψe come funzioni
polinomiali.
Nonostante i polinomi di Chebyshev siano stati fin ora utilizzati per
diverse applicazioni [Patera, 1984; Priolo et al., 1994; Seriani, 1998], i po-
linomi di uso piu` comune sono quelli di Lagrange lN , di grado N, che
hanno i punti Gauss-Lobatto-Legendre (GLL) come punti di collocazione.
I polinomi di Lagrange sono definiti come:
ψe [x(ξ)] = lN(ξ) . (2.16)
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Sostituendo la (2.16) nella (2.15) si ottiene
N+1∑
i=1
u¨ei (t)
∫ 1
−1
ρ′(ξ) lj(ξ) li(ξ)
dx
dξ
dξ +
+
N+1∑
i=1
uei (t)
∫ 1
−1
µ′(ξ) dξlj(ξ) dξli(ξ) (
dξ
dx
)2
dx
dξ
dξ =
=
∫ 1
−1
lj(ξ) f
′(ξ, t)
dx
dξ
dξ
(2.17)
con ρ′(ξ) = ρ [x(ξ)] µ′(ξ) = µ [x(ξ)] , f ′(ξ) = f [x(ξ)] .
Quadratura Gauss-Lobatto-Legendre
Gli integrali dell’equazione (2.17) vengono risolti, tramite approssimazio-
ni, con una particolare tecnica di quadratura, chiamata Gauss-Lobatto-
Legendre, o GLL. In seguito a tale operazione, si ottiene:
N+1∑
i,k=1
[u¨ei (t) wk ρ
′(ξ) lj(ξ) li(ξ)
dx
dξ
]ξ=ξk +
+
N+1∑
i,k=1
[ wk u
e
i (t) µ
′(ξ) dξlj(ξ) dξli(ξ) (
dξ
dx
)2
dx
dξ
]ξ=ξk =
=
N+1∑
k=1
[ wk lj(ξ) f
′(ξ, t)
dx
dξ
]ξ=ξk ,
(2.18)
dove ξk sono i punti GLL e wk i corrispondenti pesi d’integrazione.
Se aggiungiamo la seguente proprieta` d’interpolazione dei polinomi di
Lagrange
li(ξk) = δik , (2.19)
con δik la delta di Kronecker, possiamo semplificare l’equazione (2.18) in
termini di matrice di massa e rigidita` come di seguito
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N+1∑
i=1
M eji u¨
e
i (t) +
N+1∑
i=1
Keji u
e
i (t) = f
e
i (t) , (2.20)
dove
M eji = [wk ρ
′(ξ)
dx
dξ
δij]ξ=ξk , (2.21)
e` la nuova matrice di massa locale, mentre
Keji =
N+1∑
k=1
[wk µ
′(ξ) dξlj(ξ) dξli(ξ) (
dξ
dx
)2
dx
dξ
]ξ=ξk , (2.22)
e` la nuova matrice di rigidezza locale ed infine
f ej = [ wk f
′(ξ, t)
dx
dξ
]ξ=ξk , (2.23)
e` il nuovo termine sorgente locale.
Grazie all’utilizzo dei polinomi di Lagrange e della quadratura GLL, si
ottiene una matrice di massa locale completamente diagonale, cosa che inve-
ce non vale per il metodo FEM. Questa caratteristica e` uno dei vantaggi del
metodo SEM poiche´ viene favorito enormemente l’algoritmo d’inversione
per ottenere il valore del campo di spostamenti [Fichtner, 2011].
Assemblaggio
Una volta risolti i sistemi lineari per ogni elemento, si devono mettere
insieme le informazioni di tutti gli elementi, al fine di trovare delle equa-
zioni globali per il calcolo dello spostamento totale. Per raggiungere que-
sto risultato non e` sufficiente la semplice somma dei valori dei parametri
u¯, M eji, K
e
ji e f
e
j in tutti i punti, in quanto alcuni di essi sono condivisi da
due elementi (o piu` elementi in 2D e 3D) (vedi Fig. 2.2). Tali punti, posi-
zionati sui bordi di essi, devono essere contati due volte nell’operazione di
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assemblaggio e, in questi casi, per mantenere la continuita` tra gli elementi,
si calcola la media dei due valori sul punto condiviso.
Al termine dell’operazione di assemblaggio, si passa dunque da una
formulazione di tipo locale (per elemento) a una di tipo globale (per tutti
gli elementi), quindi
Mglobale · u¨globale(t) + Kglobale · uglobale(t) = f globale(t) . (2.24)
Risolvendo infine l’equazione (2.24) si ottiene il valore di uglobale.
La discretizzazione nel tempo avviene invece in maniera analoga agli
altri metodi, cioe` con approssimazioni alle differenze finite (vedi l’equazione
(1.12)).
Dalle considerazioni esposte, e` possibile dedurre che le maggiori differen-
ze, caratterizzanti i vari metodi numerici, risiedono nella discretizzazione
delle derivate parziali spaziali.
Figura 2.2: Esempio in 2D di punti di controllo. In bianco quelli ap-
partenenti a un solo elemento, in nero quelli condivisi da piu` elementi
[Komatitsch and Tromp, 1999].
2.1.3 Estensione al 2D
Una volta compresi i principi teorici su cui si basa il metodo agli elementi
spettrali in una dimensione, e` possibile estenderlo facilmente anche al 2D.
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Questa volta si discretizza il dominio computazionale attraverso l’uso di
una mesh, ovvero un’insieme di ne elementini Ωe, di forma quadrilatera,
non sovrapposti. La creazione di una buona mesh e` basilare per il funzio-
namento corretto del metodo SEM e conseguentemente e` necessario fare
attenzione ai parametri da utilizzare, al fine di evitare fenomeni di discre-
tizzazione erronea, come instabilita` e/o dispersione numerica (gia` esaminati
nel Cap. 1). La mesh deve necessariamente essere conforme, cioe` i limiti di
ogni elemento devono corrispondere esattamente con i limiti dell’elemento
vicino.
Un’altra considerazione che riguarda l’espansione al 2D, deve essere
condotta a proposito della diversa forma degli elementini (quadrati distor-
ti), per i quali e` necessario introdurre diverse equazioni di mappatura,
effettuando trasformazioni in quadrati di riferimento Υe = [−1 , 1]2.
Per una corretta mappatura devono essere utilizzati na punti di con-
trollo xa, chiamati anche ’ancore’, e funzioni ’forma’ Na per descrivere la
forma degli elementini. Le ancore sono di norma punti che risiedono agli
angoli degli elementi, ma se le forme dei quadrilateri risultano piu` comples-
se (per esempio con tratti curvilinei) deve essere preso un numero di punti
maggiore (anche quelli ai lati o al centro degli elementi, vedi Fig. 2.3).
Il rapporto tra dx
dξ
in 2D forma la matrice Jacobiana, indice della di-
storsione piu` o meno elevata degli elementini. Per avere una mesh stabile
i valori della jacobiana non devono essere eccessivamente elevati.
Le velocita` sismiche all’interno del singolo elemento sono implementate
con funzioni smooth, quindi le maggiori variazioni del modello, rappresen-
tate da forti discontinuita` tra due strati, dovrebbero coincidere con i bordi
degli elementi. Dunque, piu` la mesh rispetta le geometrie reali del modello,
piu` accurati saranno i risultati [Chaljub et al., 2007].
Per la costruzione di mesh non strutturate, che soddisfino tali criteri,
esistono dunque software specializzati, chiamati ’mesher ’, come ad esempio
CUBIT [Casarotti et al., 2008]. In ogni caso, si tratta di un lavoro compli-
cato e anche gli utenti piu` esperti possono impiegare molte settimane per
portarlo a termine.
Un’importante vantaggio del metodo SEM e` quindi la sua grande fles-
sibilita` (ereditata dal genitore FEM), che permette di modellare bene le
geometrie, anche complesse, del sottosuolo e superfici topografiche irrego-
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lari.
Figura 2.3: A sinistra: elemento con lati retti perfettamente descritto da
4 ancore. A destra: elemento con lati curvilinei descritto da 9 ancore.
Un vettore posizione x in Ωe e` collegato al vettore ξ nel quadrato di
riferimento come:
x(ξ) = Υe(ξ) =
na∑
a=1
Na(ξ) xa . (2.25)
Le funzioni forma Na sono convenzionalmente definite come prodotti dei
polinomi di Lagrange di secondo o terzo ordine, nei punti ξi:
Na(ξ) = l1,a(ξ1) l2,a(ξ2) l3,a(ξ3) . (2.26)
Il grado dei polinomi N cambia in funzione della complessita` della forma
dell’elementino. Se quest’ultimo possiede lati retti bastera` N=1, mentre
se sono curvilinei N=2 (vedi Fig. 2.4). Nel metodo FEM il grado delle
funzioni forma e` uguale a quello utilizzato per interpolare il campo d’onda
dentro l’elemento. Invece, il metodo SEM ha il vantaggio di utilizzare un
grado d’interpolazione piu` alto (da 4 a 9), portando risultati molto piu`
accurati [Fichtner, 2011]. Un esempio di polinomi di Lagrange (di ordine
4) e` rappresentato in Fig. 2.5.
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Figura 2.4: Polinomi di Lagrange di secondo ordine [FEMwiki, 2014].
Figura 2.5: A sinistra: polinomi di Lagrange di quarto ordine. A destra:
elemento quadrato di riferimento, con rappresentazione dei punti GLL. Que-
sti ultimi saranno (4+1)2, dove 4 e` il grado dei polinomi associati. Notare la
spaziatura non costante dei punti dovuto all’utilizzo dei polinomi di Lagrange
[Tromp et al., 2008].
2.1.4 Accuratezza ed efficienza
L’accuratezza del metodo SEM e` generalmente elevata, e dipendente dal
grado dei polinomi di Lagrange e dalla dimensione degli elementi spettra-
li. L’accuratezza aumenta quando si utilizzano gradi piu` alti ed elementi
di dimensioni minori. Il numero di punti GLL, come visto nelle sezioni
precedenti, e` uguale al grado dei polinomi n + 1. Una regola generale,
presa dalla letteratura, e` quella di usare almeno 5 punti per λmin per un
buon campionamento spaziale ed evitare dispersione numerica. Per questi
scopi vengono utilizzati elementini di diverse dimensioni all’interno di una
stessa mesh, in quanto le λ cambiano in funzione delle velocita` sismiche.
Infatti, con l’aumentare della profondita` del modello di norma si assiste
ad un aumento delle velocita` e quindi delle λ delle onde propaganti, cos`ı
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da rendere sufficiente un minor numero di elementi per unita` di lunghezza
(diradamento della mesh con la profondita`). In questo modo, e` nettamente
risparmiato il tempo di calcolo rispetto ad altri metodi numerici come il
FDM, che utilizzano un passo di griglia sempre costante.
Per discretizzare al meglio modelli geologici complessi si diminuisce la
dimensione degli elementini alle spese dei tempi di calcolo. E` comunque im-
portante non esagerare durante questa operazione, poiche´, se non si attuano
particolari accorgimenti, esiste il rischio di generare gli errori di instabilita`
e dispersione da griglia visti nel Cap. 1.
Per un’adeguata scelta del passo di campionamento temporale ∆t e`
necessario rispettare le seguenti condizioni di stabilita`:
∆t < Cmax
vmin
vmax
T0
n+ 1
f(n)
(2.27)
dove T0 e` il periodo minimo che si cerca di risolvere, Cmax e` il numero di
Courant massimo, visto nell’equazione (1.14), e f(n) e` una funzione empiri-
ca correlata al numero di punti per λ e al grado dei polinomi n (per esempio
per n = 4, f(n) = 5). Dato che Cmax e` direttamente dipendente dalla spa-
ziatura della griglia ∆h, quando si ha una riduzione di quest’ultima deve
necessariamente diminuire anche il passo temporale, con un netto aumen-
to dei tempi di calcolo. Quindi il ∆h deve essere valutato attentamente
per ottimizzare l’efficienza numerica, cercando comunque di rappresentare
correttamente le geometrie del modello.
Una formula generale per il calcolo di ∆h e`:
∆h < vmin T0
n+ 1
f(n)
. (2.28)
La velocita` minima considerata nelle equazioni (2.27) e (2.28) dipende dal
tipo di simulazione, che puo` essere acustica o elastica. Nel primo caso si
utilizzeranno le velocita` minime delle onde P (poiche´ le uniche esistenti),
mentre nel secondo le velocita` minime delle onde superficiali in superficie
e delle onde S sul resto del modello. Con l’equazione (2.28) si limita molto
anche la dispersione da griglia. E` importante ricordare comunque come
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quest’ultima aumenti all’aumentare del tempo di registrazione poiche´ la
natura esplicita del time marching utilizzato porta alla propagazione degli
errori mano a mano che la simulazione procede.
Per finire, un altro problema che spesso si verifica e` la difficolta` di
gestione di enormi quantita` di elementi, che implica la necessita` di un
approccio computazionale parallelizzato, non solo per le simulazioni della
propagazione sismica ma anche per la generazione della mesh [Casarotti
et al., 2008].
2.2 SPECFEM2D: applicazione del metodo
a scala esplorativa
2.2.1 Generalita` del codice
Nelle sezioni precedenti del presente capitolo, sono stati spiegati i principi
generali che regolano il funzionamento del metodo agli elementi spettrali.
In questa sezione, invece, si descrivera` il codice SPECFEM2D - sviluppato
in gran parte da Dimitri Komatitsch e Jeroen Tromp - basato per l’appun-
to sul SEM, che e` stato impiegato per le simulazioni nel corso della tesi
[Komatitsch and Tromp, 2014].
La scelta e` ricaduta su tale software per diverse ragioni: e` liberamente
scaricabile dal sito http://geodynamics.org, riconosciuto dalla comunita`
scientifica e continuamente aggiornato anche in ambito esplorativo.
SPECFEM2D calcola il campo di spostamenti in modelli 2D acustici,
elastici e/o viscoelastici (isotropi o anisotropi). Fino ad ora, per la di-
scretizzazione spaziale, sono state implementate nel codice solo le funzioni
polinomiali di Lagrange di quarto e nono grado. Per quanto riguarda invece
la discretizzazione temporale, possono essere usati diversi time marching,
ma i piu` comuni sono di secondo e quarto ordine.
Generalmente, le simulazioni sono eseguite su modelli rappresentanti
condizioni geologiche reali alla scala d’esplorazione, come ad esempio bacini
sedimentari. Quindi, e` necessario l’utilizzo di bordi assorbenti, implemen-
tati con una particolare tecnica chiamata Perfectly Matched Layer, detta
anche PML (Martin et al. [2008b,c]), per evitare riflessioni dai bordi.
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In teoria SPECFEM2D puo` anche calcolare i Kernel per effettuare tecniche
d’inversione [Tromp et al., 2008], ma questo argomento non e` stato trattato
nella presente tesi.
Per quanto riguarda le caratteristiche tecniche del codice, si precisa
che il linguaggio di programmazione con cui e` stato scritto e` Fortran2003,
mentre per la parallelizzazione si utilizza il pacchetto Scotch [Pelegrini and
Roman, 2012] e il Message Passing Interface , detto anche MPI.
SPECFEM2D e` compatibile anche con formati industriali, in quanto
gestisce sia in entrata (modelli di velocita`) che in uscita (sismogrammi),
file in formato Seismic Unix (SU), con pochi parametri chiave definiti nelle
relative header.
2.2.2 Creazione della mesh
La creazione della mesh, come gia` detto nelle precedenti sezioni, e` un’o-
perazione abbastanza delicata. Esistono in generale due tipi di mesh,
quella strutturata e quella non strutturata. Per ognuna delle due, SPEC-
FEM2D propone diverse strategie di generazione, rispettivamente interna
ed esterna.
Una mesh strutturata e` formata da elementini quadrati o rettangolari,
che possono cambiare di dimensione solamente lungo la profondita` (ve-
di Fig. 2.1). Questa tipologia di mesh e` facilmente implementabile in
SPECFEM2D, attraverso la ricostruzione degli strati principali del model-
lo, specificando per ognuno di essi il numero di elementi spettrali nelle
due dimensioni (generazione interna al codice). Nonostante la creazione di
queste mesh sia piuttosto semplice e veloce, mostrano la criticita` di avere
elementini non molto distorti, quindi non rappresentanti perfettamente un
modello di elevata complessita` geologica. Per tale finalita`, come gia` detto
nella sezione precedente, vengono invece generate mesh non strutturate.
Passando proprio a questo altro tipo mesh, gli elementini possono as-
sumere qualsiasi forma, pur rimanendo dei quadrilateri non troppo distorti
(quindi valori della Jacobiana non eccessivamente elevati) e di conseguenza
i punti della griglia possono raggiungere anche valenze elevate (condivisi
da piu` elementi), con il risultato di garantire una maggiore flessibilita` al
metodo (vedi Fig. 2.6) [Schuberth, 2003].
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Questa tipologia di mesh risulta molto piu` complicata da generare ed e`
per questo che SPECFEM2D non puo` implementarla da solo. Solitamente
l’arduo compito e` affidato a particolari software (come CUBIT ([Casarotti
et al., 2008])), chiamati anche mesher, in cui il lavoro dell’operatore e` an-
cora una grossa parte. Infatti, si possono perdere anche intere settimane
per la generazione di una singola mesh. Una volta che la mesh e` stata
generata viene caricata su SPECFEM2D (generazione esterna al codice),
impostando particolari parametri di entrata. Per quanto riguarda, invece,
la scelta del numero di elementi lungo la direzione x e z del modello occor-
re attenzionare le condizioni di stabilita` e dispersione, come gia` accennato
precedentemente.
Figura 2.6: Esempio di mesh non strutturata, ovvero con elementi G
distorti e varianti con la x [Fichtner, 2011].
2.2.3 Parametri d’entrata e d’uscita
Ecco di seguito una lista dei principali parametri che SPECFEM2D richiede
in ingresso al fine di eseguire una corretta simulazione:
• Modello geologico delle velocita` sismiche e densita`
• Informazioni relative alla mesh (interna o esterna)
• Tipo di simulazione (acustica, elastica, ecc...)
• Tempo di registrazione, time marching e passo temporale ∆t
• Parametri di attenuazione
• Informazioni sulle geometrie di acquisizione
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• Parametri per la visualizzazione del campo d’onda attraverso snap-
shots
• Parametri di assorbimento ai bordi
• Numero e forma degli elementi spettrali nelle due dimensioni
• Informazioni sulla sorgente:
- tipologia (forza elastica, tensore momento o pressione acustica)
- funzione temporale della sorgente (Gaussiana, Ricker, ecc ...)
- frequenza dominante
In uscita invece si avranno i sismogrammi sintetici e, qualora richiesti,
anche gli snapshots rappresentanti il campo d’onda. E` possibile scegliere tra
diversi tipi di sismogrammi, ovvero registrazione di spostamenti, velocita`,
accelerazioni e/o pressioni. Inoltre, viene creato anche un file di testo con
tutte le informazioni sulla simulazione effettuata.
35
Capitolo 3
Metodo alle differenze finite
3.1 Teoria del metodo
3.1.1 Generalita`
Il metodo alle differenze finite, chiamato anche FDM, e` il metodo numeri-
co che viene utilizzato maggiormente dalla comunita` scientifica (compreso
l’ambito geofisico), poiche´ semplice da implementare. In generale, l’appli-
cazione di FDM a un problema di tipo differenziale implica [Moczo et al.,
2007]:
1) la costruzione di un modello discreto del problema, comprendente la
discretizzazione del dominio computazionale attraverso l’uso di una griglia
regolare, l’approssimazione delle derivate parziali, l’inserimento delle con-
dizioni al bordo ed iniziali su tutti i punti della griglia ed infine la creazione
di equazioni algebriche;
2) l’analisi del modello alle differenze finite (stabilita`, convergenza,
dispersione da griglia e ordine dell’approssimazione);
3) calcolo numerico.
In sostanza, l’approssimazione su cui si basa il metodo alle differenze
finite risiede nella sostituzione delle derivate parziali, presenti nell’equazio-
ne d’onda (sia spaziali che temporali), con differenze fra i valori del campo
d’onda su punti di griglia adiacenti.
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La derivata prima esatta, ad esempio, puo` essere definita come:
df
dx
(x) = lim
∆h→0
f(x + ∆h) − f(x)
∆h
, (3.1a)
df
dx
(x) = lim
∆h→0
f(x) − f(x − ∆h)
∆h
, (3.1b)
df
dx
(x) = lim
∆h→0
f(x + ∆h) − f(x − ∆h)
2∆h
. (3.1c)
Le equazioni (3.1a), (3.1b) e (3.1c) danno tutte lo stesso ed unico risul-
tato. Nell’approssimazione FDM, invece, tali derivate vengono calcolate
su una griglia con passo ∆h, di dimensione finita, che non tende a zero.
L’equazione (3.1) verra` quindi sostituita dalle formule:
df
dx
(x) =
f(x + ∆h) − f(x)
∆h
+ O(∆h1) , (3.2a)
df
dx
(x) =
f(x) − f(x − ∆h)
∆h
+ O(∆h1) , (3.2b)
df
dx
(x) =
f(x + ∆h) − f(x − ∆h)
2∆h
+ O(∆h2) , (3.2c)
chiamate rispettivamente approssimazioni alle differenze finite in avanti
(3.2a), all’indietro (3.2b) e centrali (3.2c). O rappresenta l’errore di tron-
catura, dal quale dipende il grado di accuratezza dell’approssimazione di
FDM. Le equazioni (3.2a) e (3.2b) sono accurate al primo ordine, poiche´
calcolate solamente su due punti della griglia, mentre la (3.2c) e` accura-
ta al secondo ordine essendo calcolata su tre punti. Il risultato delle tre
equazioni quindi non sara` piu` unico e uguale, ma cambiera` in funzione del
metodo. Di solito viene maggiormente utilizzato il valore dell’approssima-
zione alle differenze centrali, poiche´ il piu` accurato dei tre. Allo stesso
modo, la derivata seconda puo` essere approssimata alle differenze centrali
come:
d2f
dx2
(x) =
f(x − ∆h) − 2 f(x) + f(x + ∆h)
∆h2
+ O(h2) . (3.3)
Per comprendere meglio il significato di troncatura si espande in serie
di Taylor la (3.2c), discretizzante la derivata prima, ottenendo:
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df
dx
(x) =
1
2 ∆h
[ 2
df
dx
(x) ∆h +
2
3!
d3f
dx3
(x) ∆h3 + ... ] . (3.4)
E` possibile quindi estendere l’equazione (3.4) dal secondo all’n-esimo ordine
di accuratezza, calcolando la derivata sui 2N punti di griglia xn = x±n∆h
con n = 1,...,N :
df
dx
(x) '
N∑
n=1
gn [f(x + n∆h) − f(x − n∆h)] =
=
N∑
n=1
gn [
∞∑
k=0
1
k!
dkf
dxk
(x)(n∆h)k −
∞∑
k=0
1
k!
dkf
dxk
(x)(−n∆h)k ] =
=
df
dx
(x) + O(∆h2N) ,
(3.5)
dove gn rappresentano i coefficienti alle differenze finite, dipendenti dal
grado di approssimazione.
Imponendo le condizioni di convergenza
df
dx
(x) = lim
∆h→0
N∑
n=1
gn [f(x + n∆h) − f(x − n∆h)] (3.6)
si ottengono i coefficienti gn per ogni ordine di approssimazione. Di seguito,
sono mostrati gli esempi delle approssimazioni piu` comuni:
ordine 2 = g1 =
1
2∆h
, (3.7a)
ordine 4 : g1 =
2
3∆h
, g2 = − 1
12∆h
, (3.7b)
ordine 6 : g1 =
3
4∆h
, g2 = − 3
20∆h
, g3 = − 1
60∆h
. (3.7c)
Ovviamente aumentando l’ordine, le approssimazioni convergono piu` velo-
cemente alla derivata esatta quando ∆h → 0 e i risultati divengono piu`
accurati [Fichtner, 2011].
Le approssimazioni FDM, viste fin ora, vengono calcolate su griglie
convenzionali, ovvero su punti uniformemente spaziati e simmetrici al punto
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dove e` approssimata la derivata (nelle differenze centrali, per esempio, il
punto di simmetria e` quello centrale). Queste tipologie di griglie sono
state implementate solamente agli inizi di FDM [Alford et al., 1974],[Kelly
et al., 1976], e successivamente superate da versioni alternative, come le
griglie staggered (a ’zig-zag’), dove invece i valori del campo d’onda vengono
calcolati tra i punti della griglia (quindi non in corrispondenza degli stessi).
Un esempio e` dato dall’approssimazione al quarto ordine della derivata
prima:
df
dx
(x) =
9
8∆h
[f(x +
∆h
2
) − f(x − ∆h
2
)]−
− 1
24∆h
[f(x +
3∆h
2
) − f(x − 3∆h
2
)] + O(∆h4) .
(3.8)
La spaziatura effettiva, cioe` la distanza tra i punti della griglia e le posi-
zioni dove vengono approssimate le derivate, in questo modo diminuisce,
diventando ±∆h
2
e ±2∆h
3
. Tale decremento abbatte notevolmente gli effet-
ti di dispersione numerica a parita` dei tempi di calcolo [Madariaga, 1976;
Virieux, 1984, 1986]. Seguendo le linee guida utilizzate nel precedente
capitolo per il metodo SEM, si utilizzera` dapprima una trattazione mono-
dimensionale del problema (Sez. 3.1.2), per evidenziare meglio alcune delle
caratteristiche di FDM, e successivamente un’estensione al 2D (Sez. 3.1.3).
3.1.2 Principi fondamentali in 1D
Discretizzazione dell’equazione del moto
Nel metodo alle differenze finite viene utilizzata la versione classica dell’e-
quazione del moto, che in 1D si presenta come:
ρ(x)u¨(x, t) − ∂x[ µ(x)∂xu(x, t) ] = 0 . (3.9)
Viene trascurato per il momento il termine della sorgente e vengono imposte
le seguenti condizioni iniziali:
u(x, t) = u0(x) , v(x, t) = 0 per t = 0 (3.10)
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dove u0 rappresenta il campo iniziale di spostamento. Ai bordi del modello
[-L,L], si impone invece uno spostamento nullo.
La discretizzazione ha origine con l’introduzione di una griglia di 2N + 1
punti xi, separati da un passo ∆h, uniformemente distribuiti nell’intervallo
[-L,L].
Il passo successivo e` quello della discretizzazione delle derivate parziali,
che vengono rappresentate da differenze, accurate al secondo ordine per
semplicita`, tra punti adiacenti della griglia:
∂xu(xi, t) ' 1
2∆h
[uˆi+1(t) − uˆi−1(t)] , (3.11)
dove gli scalari uˆi±1 sono i valori del campo di spostamento (tempo variante)
campionato sui punti della griglia xi ± ∆h.
Con lo stesso procedimento e` possibile discretizzare il secondo termine
dell’equazione (3.9), come:
∂x [ µ(x) ∂xu(xi, t) ] ' 1
4∆h2
{µi+1[uˆi+2(t)− uˆi(t)]− µi−1[uˆi(t)− uˆi−2(t)]} ,
(3.12)
con µi rappresentante il valore di µ sul punto xi. Combinando le equazioni
(3.11) e (3.12), e` possibile calcolare l’equazione del moto discretizzata alle
differenze finite, al secondo ordine di accuratezza, come:
ρi ¨ˆui(t) − 1
4∆h2
{µi+1[uˆi+2(t) − uˆi(t)] − µi−1[uˆi(t) − uˆi−2(t)]} = 0 ,
(3.13)
con ρi indicante il valore di densita` nel punto xi. E` importante specificare
che i valori di ρ e µ devono essere continui. Se vi sono discontinuita` nel
modello, si applicano particolari procedure di media [Moczo et al., 2007].
Come gia` osservato nel precedente capitolo, anche in questo caso e` possi-
bile trasformare l’equazione (3.13) in forma matriciale, in termini di matrice
di massa M e di rigidezza K:
M · ¨ˆu(t) + K · uˆ(t) = 0 . (3.14)
Cos`ı come nel metodo SEM, anche nel metodo FDM la matrice di massa
M risulta diagonale, quindi facilmente invertibile.
Il passo finale e` quindi quello di discretizzare anche la derivata tempora-
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le degli spostamenti, sempre al secondo ordine, ed esplicitarne la soluzione
come segue:
uˆ(t+ ∆t) = 2uˆ(t) − uˆ(t−∆t) − ∆t2M−1 · K · uˆ(t) . (3.15)
L’equazione (3.15) segue un time marching esplicito, cioe` il valore dello
spostamento al tempo t2 dipende dai valori ai due istanti immediatamente
precedenti t0 e t1, al secondo ordine di accuratezza della derivata. Quindi
i valori di uˆ, ai primi due istanti di tempo, devono essere imposti come
condizioni iniziali.
E` possibile generalizzare la discretizzazione dell’equazione del moto per
qualsiasi grado di accuratezza, utilizzando l’equazione (3.5).
Proprieta` del metodo
Dopo la fase di discretizzazione del dominio computazionale, esposta nel
paragrafo precedente, e` opportuno analizzare le proprieta` principali del
metodo per verificare eventuali errori commessi durante la prima fase.
Di norma un sistema alle differenze finite deve essere stabile e conver-
gente. E` detto stabile quando, per soluzioni finite ed esatte delle derivate, si
hanno soluzioni finite delle derivate discretizzate, e instabile quando invece
quest’ultime tendono a esplodere all’infinito. Viene invece detto convergen-
te un sistema la cui soluzione discretizzata tende ad essere uguale a quella
esatta, man mano che diminuiscono il ∆t e il ∆h.
Si ricorda ancora una volta come una decisione poco oculata sulla scelta
dei parametri di discretizzazione puo` generare errori di dispersione nume-
rica (vedi Sez. 1.2.1), che tende ad aumentare con la propagazione ondosa
(effetto cumulativo). Per evitare tale problema, si devono campionare in
maniera ottimale le lunghezze d’onda simulate. Solitamente vengono uti-
lizzati almeno cinque punti per λmin [Moczo et al., 2007]. Qualche esempio
pratico di dispersione numerica sara` presentato nel Cap. 4.
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3.1.3 Estensione al 2D
L’implementazione del codice FDM in due dimensioni e` analoga a quella,
gia` vista nella Sez. 3.1.2, per una dimensione. La differenza sostanziale
risiede nel tipo di griglia utilizzato. Infatti, per avere il giusto campio-
namento spaziale delle λ simulate, non basta piu` l’utilizzo di una griglia
convenzionale, ma e` necessario utilizzare la griglia staggered. Un esempio
di approssimazione al quarto ordine di accuratezza, con questa tipologia di
grigliatura, e` stato dato con l’equazione (3.8), tramite la quale e` possibile
approssimare tutte le derivate parziali presenti nell’equazione d’onda 2D.
Per una migliore trattazione del problema, si rimanda alla consultazione
del fondamentale testo Fichtner [2011].
Uno degli svantaggi di FDM, rispetto al SEM, e` quello dell’implemen-
tazione non banale delle condizioni di superficie libera. Per risolvere il
problema sono state implementate svariate tecniche numeriche [Fichtner,
2011], la piu` importante delle quali, chiamata vacuum formulation, inse-
risce sopra la superficie libera un mezzo con parametri elastici e densita`
vicini allo zero.
3.1.4 Accuratezza ed efficienza
Accuratezza ed efficienza sono due parametri essenziali quando si tratta di
metodi numerici: il primo fornisce una stima della bonta` della soluzione e
il secondo una misura delle prestazioni del metodo.
L’accuratezza dipende da molti fattori, tra i quali l’ordine di troncatura
della serie di Tayor e il campionamento spaziale delle lunghezza d’onda
propaganti nel modello. Il numero di punti nmin, che deve essere preso per
λmin, al fine di non avere effetti di dispersione, dipende essenzialmente dalla
discretizzazione spazio-temporale, dal tipo di onda da modellare (di volume
o superficiale), dalla presenza di una superficie topografica irregolare e dalla
distanza della propagazione ondosa.
In letteratura esistono diversi lavori che affrontano questa tematica [Bo-
hlen, 2002; Moczo et al., 2000; Robertsson et al., 1994], i quali attestano
nmin medi rientranti nel range 4 - 8 a seconda dei casi. Comunque, deve
essere precisato come non esista una regola fissa a tal proposito.
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Altro dato importante viene fornito dal lavoro di Moczo et al. [2010],
dove si afferma che, con una griglia convenzionale, si verificano abbondanti
errori numerici nelle simulazioni su bacini sedimentari (rapporti Vp
Vs
> 5).
Utilizzando invece una griglia staggered tale problema viene risolto.
L’altro parametro di importanza fondamentale e` l’efficienza del meto-
do, che dipende dalle risorse computazionali a disposizione. Per ottene-
re la massima efficienza sarebbe necessario utilizzare il minor numero di
punti possibile per λmin, senza che l’accuratezza della soluzione ne risenta
eccessivamente.
In definitiva, si puo` quindi concludere dicendo che la questione del mi-
sfit tra accuratezza ed efficienza del metodo e` un problema non banale.
L’importante e` che nmin venga scelto in maniera ottimale, cos`ı da ottenere
un errore numerico quanto piu` basso possibile [Fichtner, 2011].
3.2 FD-soft : applicazione del metodo a sca-
la esplorativa
3.2.1 Generalita` del codice
In questa sezione verra` descritto il codice FD-soft, come applicazione del
metodo FDM a modelli di scala esplorativa, poiche´ utilizzato per effettuare
le simulazioni nel corso della presente tesi.
FD-soft puo` effettuare simulazioni su modelli sia acustici che elastici,
comprendendo, se necessario, anche gli effetti di anisotropia. L’approssima-
zione alle differenze finite, che tale codice utilizza, e` del quarto ordine nel
tempo e piu` del quarto ordine nello spazio. Questo permette la generazione
di risultati abbastanza accurati e con minima dispersione numerica.
Il codice utilizza un time marching esplicito su una griglia staggered
regolare. Le sorgenti e i ricevitori possono essere piazzati ovunque all’in-
terno del modello, non solo sui punti della griglia, grazie all’uso di funzioni
interpolanti.
Sono state anche implementate entrambe le condizioni di superficie li-
bera e dei bordi assorbenti basati su combinazioni di strati attenuanti e
strati PML ([Berenger, 1994]). Da un punto di vista puramente tecnico, e`
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possibile far girare FD-soft in parallelo su un cluster di lavoro, utilizzando
tecnologia MPI (Message Passing Interface), al fine di diminuire i costi
computazionali.
3.2.2 Parametri d’entrata e d’uscita
Ecco di seguito una lista dei principali parametri che FD-soft richiede in
ingresso al fine di eseguire una corretta simulazione:
• Modello geologico delle velocita` sismiche
• Tipo di simulazione (acustica, elastica, ecc...)
• Informazioni sulle geometrie di acquisizione
• Parametri di assorbimento ai bordi
• Informazioni sulla sorgente:
- tipologia (forza elastica o pressione acustica)
- funzione temporale della sorgente (Gaussiana, Ricker, ecc ...)
- frequenza dominante
• Parametri di discretizzazione:
- Passo della griglia ∆h, uguale in tutte le direzioni
- Intervallo temporale ∆t
- Tempo di registrazione Trec
• Parametri d’inversione (non utilizzati nella presente tesi)
In uscita, invece, il software fornisce i sismogrammi sintetici e un file
contenente tutte le informazioni della simulazione.
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Capitolo 4
Risultati: semispazio
omogeneo
4.1 Introduzione ai risultati
Nei capitoli precedenti si e` cercato di dare una spiegazione quanto piu`
completa dei principi teorici, che governano la propagazione ondosa nel
sottosuolo e che regolano i metodi numerici agli elementi spettrali, SEM, e
alle differenze finite, FDM.
Invece, in questo capitolo e nei due capitoli a seguire si riporteranno i ri-
sultati delle simulazioni generate con i due codici SPECFEM2D (Sez. 2.2) e
FD-soft (Sez. 3.2), rispettivamente basati su SEM e FDM. Verranno quin-
di confrontati i risultati dei due metodi e analizzate le differenze principali
sia in dominio spazio-tempo che in dominio frequenza e frequenza-numero
d’onda.
Le simulazioni sono state effettuate per semplicita` su modelli acustici e
senza anisotropia.
SPECFEM2D impiega polinomi di Lagrange di ordine 4 (25 punti GLL
per elemento)(vedi Fig. 2.5) per la discretizzazione spaziale, mentre un’ap-
prossimazione alle differenze finite del secondo ordine per quella temporale.
Invece, FD-soft utilizza un’approssimazione alle differenze finite di or-
dine maggiore del quarto per la discretizzazione spaziale e del quarto per
quella temporale.
Le simulazioni sono state condotte su differenti tipi di modelli 2D, pas-
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sando da molto semplici (semispazio omogeneo) fino a completamente ete-
rogenei (modello Marmousi2). Per semplicita` sono state mantenute le stesse
dimensioni chilometriche per ogni modello, corrispondenti a 17 Km per la
direzione x e 3.5 Km per la profondita` z. Invece, per quanto riguarda le
sorgenti, si e` fatto uso per lo piu` di Ricker con frequenze dominanti di 5
(Fig. 4.1) e 10 Hz, piazzate in superficie e vicino al centro del modello. Il
numero di ricevitori e` stato per lo piu` di 100.
Per tutte le simulazioni sono stati utilizzati tempi di registrazione di
10 s e passi di campionamento temporali ∆t di 1 ms. Questi ultimi sono
stati scelti in modo tale da non avere problemi di instabilita` durante le
simulazioni.
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Figura 4.1: In alto: Funzione temporale di una Ricker a 5 Hz di frequenza
dominante. In basso: spettro di ampiezza della Ricker di cui sopra
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4.2 Generalita`
Il modello semispazio omogeneo e` il piu` semplice da realizzare, perche´ com-
posto da un solo strato omogeneo con velocita` e densita` uguali in ogni
punto. Data la semplicita` estrema di tale modello, e` possibile eliminare
il problema delle riflessioni imputabili alle complessita` geologiche e con-
centrarsi solamente sugli errori numerici, dovuti a una scorretta discretiz-
zazione del campo d’onda. Risulta infatti piu` facile studiare i fenomeni,
abbondantemente descritti nei capitoli precedenti, di stabilita` e dispersione
numerica.
Le simulazioni effettuate sono state di tipo acustico ed e` stata utilizzata
una velocita` delle onde P di 4300 m/s.
Nelle prossime sezioni saranno esposti dapprima i risultati ottenuti dal
modello convoluzionale, a seguire quelli ottenuti dai due metodi (SEM e
FDM) e infine se ne mostrera` il confronto.
4.3 Risultato modello convoluzionale
Dominio del tempo
Per un modello di tale semplicita`, i sismogrammi senza rumore numerico
possono essere ottenuti grazie all’applicazione della teoria del modello con-
voluzionale. E` infatti facile ricreare i tempi di arrivo diretti delle onde P
(tP (t)), poiche´ semplicemente descritti dall’equazione di una retta:
tP (t) =
x
vP
. (4.1)
Gli impulsi trovati con l’equazione (4.1) vengono poi convoluti con la fun-
zione temporale della sorgente S(t), ricreando cos`ı la traccia esatta (Tr)
(Fig. 4.2):
Tr(t) = tP (t) ⊗ S(t) . (4.2)
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Figura 4.2: Sismogramma, privo d’errore numerico, creato sfruttan-
do la teoria del modello convoluzionale per un semispazio omogeneo
(ingrandimento fino a 2.5 s).
Dominio della frequenza
E` possibile studiare gli arrivi P anche nel dominio della frequenza effet-
tuando la trasformata di Fourier monodimensionale (spettro di ampiezza)
o bidimensionale (spettro FK). Lo spettro di ampiezza delle tracce, mo-
strato nella parte in alto a sinistra di Fig. 4.3, e` uguale allo spettro della
sorgente utilizzata (Fig. 4.1 in basso), perche´ ogni traccia del sismogram-
ma del modello convoluzionale rappresenta semplicemente una Ricker piu`
o meno traslata nel tempo, senza nessun tipo di errore numerico.
Gli arrivi diretti sono mappati chiaramente anche nello spettro FK (fre-
quenza contro numero d’onda), come e` possibile vedere nella parte in alto a
destra di Fig. 4.3. Nella parte bassa della stessa figura, invece, si ritrova lo
spettro d’ampiezza a offset variante del sismogramma, in cui si denota una
mancata variazione dei valori di ampiezza con la propagazione (assenza di
attenuazione e allargamento del fronte d’onda).
E` importante precisare che i valori di ampiezza di tutti gli spettri FK
presenti nella tesi sono normalizzati a 1 come valore massimo (rappresen-
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tato in rosso). Spesso ci si riferira` agli spettri FK solamente come dominio
della frequenza, omettendo per sintesi quello del numero d’onda.
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Figura 4.3: Trattazione in dominio frequenza del sismogramma di Fig. 4.2.
In alto a sinistra: spettro medio di ampiezza; in alto a destra: spettro FK;
in basso: spettro a offset variante.
4.4 Risultato SEM
Dominio del tempo
Le simulazioni effettuate con SPECFEM2D riproducono risultati che pos-
sono essere anche molto diversi da quelli del modello convoluzionale, soprat-
tutto se non vengono rispettate le condizioni necessarie per una corretta
discretizzazione del campo d’onda.
Tali differenze possono essere tradotte in termini di rumore numerico e
sono maggiori man mano che si ci allontana dalla sorgente. Inoltre, occorre
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ricordare come l’implementazione dei bordi assorbenti risulti un’operazione
delicata e quasi mai perfetta.
Con il metodo SEM si intraprende il lavoro creando la mesh per la
discretizzazione spaziale del dominio computazionale. Si tratta di un pas-
saggio essenziale per l’intera simulazione.
Il numero di elementi spettrali scelto varia in funzione della velocita`
minima vmin delle onde propaganti nel modello, del grado di accuratezza dei
polinomi di Lagrange scelto, della frequenza dominante f della simulazione
e della dimensione effettiva del modello.
Dalla letteratura, si riscontra che, per campionare al meglio il campo
d’onda, e` necessario prendere almeno 5 punti per λmin. Dato che in questa
tesi e` stato scelto un ordine dei polinomi di Lagrange pari a 4, contenente
quindi 5 punti in 1D, basta prendere un solo elemento per λmin.
Per la simulazione e` stata utilizzata una sorgente Ricker con frequenza
dominante di 5 Hz, anche se occorre tener conto che la frequenza massima
fmax e` circa tre volte piu` grande (vedi parte bassa di Fig. 4.1).
La spaziatura degli elementi spettrali e` quindi uguale alla λmin, cioe`:
∆h = λmin =
vmin
fmax
=
4300 m/s
15 Hz
= 286.6 m . (4.3)
Il numero di elementi spettrali lungo la direzione x (nxel) e lungo la pro-
fondita` z (nzel) risulta pari a
nxel =
x
∆h
=
17000 m
286.6 m
' 60 elementi (4.4a)
nzel =
z
∆h
=
3500 m
286.6 m
' 13 elementi . (4.4b)
Dopo la scelta dei parametri della mesh sono stati settati anche altri im-
portanti parametri di simulazione, quali ad esempio: intervallo di cam-
pionamento temporale (1 ms), tempo di registrazione (10 s), ordine di
discretizzazione della derivata temporale (2), geometrie di acquisizione,
ecc...
A questo punto la simulazione viene lanciata e nel caso in cui termi-
ni senza errori, si puo` desumere che siano state rispettate le condizioni di
stabilita`. In caso contrario, e` necessario introdurre delle modifiche ai pa-
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rametri di ingresso, per esempio abbassando l’intervallo di campionamento
temporale.
Come risultato della simulazione si hanno gli snapshots, rappresentan-
ti la propagazione del campo d’onda nel modello a determinati intervalli
temporali, e il sismogramma sintetico, di gran lunga piu` importante per gli
obiettivi della presente tesi. Quest’ultimo viene mostrato in Fig. 4.4, dove
si ritrova il sismogramma senza (in alto) e con (in basso) l’utilizzo di bordi
assorbenti.
L’implementazione dei bordi assorbenti in SPECFEM2D e` attuata con
la tecnica PML ([Berenger, 1994]). Vengono presi un numero arbitrario di
elementi spettrali sui quali la propagazione ondosa viene attenuata. Piu`
grande e` tale numero, migliore sara` il risultato finale, sempre pero` a spese
dei tempi computazionali. Ad esempio, per la presente simulazione sono
stati presi 12 elementi assorbenti, con tempi di calcolo che risultano co-
munque decuplicati, ottenendo un risultato piu` che discreto. Si ottiene un
sismogramma pulito, molto simile a quello presentato in Fig. 4.2, in cui
ritroviamo solamente gli arrivi delle onde dirette P, mentre le riflessioni ai
bordi appaiono quasi del tutto eliminate.
Per studiare, invece, il fenomeno di dispersione da griglia si diminuisce
il numero di elementi sia lungo la x che lungo la z, per esempio dividendoli
per 3. Si ottengono dunque: nxel = 20 e nzel = 4 , con una relativa
spaziatura ∆h pari a 3 λmin.
Il sismogramma risultante, mostrato in Fig. 4.5, e` gravemente affetto
da dispersione numerica poiche´ non sono state rispettate le condizioni di
campionamento del campo d’onda. Gli errori presenti sono cos`ı elevati che
mascherano completamente gli arrivi reali delle onde.
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Figura 4.4: Sopra: sismogramma SEM ottenuto con un elemento per λmin
su un semispazio omogeneo senza i bordi assorbenti. Sotto: stesso sismo-
gramma di cui sopra ma con bordi assorbenti; le riflessioni dai bordi appaiono
quasi completamente eliminate. Entrambi i sismogrammi sono normalizzati
traccia per traccia. La frequenza caratteristica della sorgente e` di 5 Hz.
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Figura 4.5: Sismogramma SEM ottenuto con un elemento per 3 ∗ λmin su
un semispazio omogeneo senza bordi assorbenti; sono evidenti i fenomeni di
dispersione da griglia che mascherano completamente il risultato.
Raddoppiando la frequenza dominante della Ricker a 10 Hz, ma lascian-
do inalterati nxel e nzel (rispettivamente 60 e 13), si ottiene il sismogramma
della parte alta di Fig. 4.6. Ritornano ad essere presenti errori di disper-
sione, poiche´, seguendo i calcoli dell’equazione (4.3), viene preso un solo
elemento per 2 ∗ λmin. Per ottenere nuovamente un buon sismogramma,
senza errori numerici, e` necessario dimezzare la spaziatura da griglia ∆h,
quindi raddoppiare il numero di elementi spettrali nelle due dimensioni,
arrivando cos`ı a nxel = 120 e nzel = 26 (vedi Fig. 4.6 in basso). Questa
operazione comporta pero` un notevole aumento nei tempi di calcolo.
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Figura 4.6: In alto: sismogramma SEM (normalizzazione traccia per trac-
cia, ingrandimento fino a 4s, frequenza 10 Hz) effettuato con un elemento
per 2 ∗ λmin e con bordi assorbenti; sono ben evidenti errori di dispersione
numerica. In basso: stesso sismogramma ma con un elemento per λmin; gli
errori di dispersione numerica sono quasi del tutto eliminati.
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Dominio della frequenza
E’ interessante osservare alcuni dei risultati, ottenuti nel dominio del tem-
po, anche nel domino frequenza. L’effetto di dispersione, ottenuto utiliz-
zando una sorgente di 10 Hz e un elemento per 2 ∗ λmin, e` ben osservabile
anche in tale dominio. Esso e` caratterizzato da picchi di errore numerico
alle alte frequenze (maggiori di 15 Hz), come visibile in Fig. 4.7, dove sono
stati rappresentati ben tre differenti tipologie di spettri, rispettivamente
spettro medio di ampiezza, spettro FK e spettro a offset variante. Tali
risultati sono ancora piu` sconfortanti se paragonati a quelli del modello
convoluzionale di Fig. 4.3, dove le differenze sono molto elevate.
Quando viene preso invece un numero doppio di elementi spettrali (uno
per λmin), eliminando quasi del tutto gli effetti di dispersione da griglia,
gli spettri di Fig. 4.7 si modificano in quelli di Fig. 4.8, dove non sono
piu` presenti picchi elevati e/o deformazione degli spettri alle alte frequenze,
bens`ı sono molto piu` simili a quelli del modello convoluzionale (figura 4.3).
Entrando piu` nello specifico, lo spettro di ampiezza a offset variante
si presenta costante con la frequenza tranne che ai bordi, dove esistono
delle leggere differenze per una non perfetta implementazione dei bordi
assorbenti. Tuttavia, e` possibile trascurare tale fenomeno poiche´ di entita`
minima.
Per quanto riguarda invece lo spettro FK, e` possibile notare la presenza
di aliasing spaziale, facilmente eliminabile prendendo un numero maggiore
di canali.
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Figura 4.7: Trattazione in dominio frequenza del sismogramma SEM della
parte alta di Fig. 4.6. In alto a sinistra: spettro medio di ampiezza; in alto
a destra: spettro FK ; in basso: spettro ad offset variante. In tutte e tre le
immagini e` possibile notare la presenza di errore numerico di alta frequenza,
sopra i 15 Hz, dovuto a dispersione da griglia
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Figura 4.8: Trattazione in dominio frequenza del sismogramma SEM della
parte bassa di Fig. 4.6. In alto a sinistra: spettro medio di ampiezza; in
alto a destra: spettro FK; in basso: spettro ad offset variante. Gli effetti di
dispersione appaiono quasi del tutto eliminati.
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4.5 Risultato FDM
Le simulazioni che si basano sul metodo FDM sono state eseguite con il
codice FD-soft. Anche in questo caso, si ha una discretizzazione spaziale del
dominio computazionale attraverso l’uso di una griglia uniforme di punti.
Si riscontrano diverse analogie con i risultati ottenuti per mezzo di
SPECFEM2D. Di fatto, come nel precedente caso, se non si scelgono accu-
ratamente i valori di ∆h e ∆t, e` possibile incappare in errori di instabilita`
e dispersione da griglia.
Anche per il codice FD-soft basterebbero 5 punti per λmin per limitare
il fenomeno di dispersione numerica ma, per sicurezza, se n’e` preso un
numero leggermente maggiore.
In questa sezione non verranno mostrati i risultati ottenuti con disper-
sione, poiche´ molto simili a quelli della sezione precedente e per ragioni di
sintesi. Viene mostrato direttamente in Fig. 4.9 il sismogramma privo di
errori, creato su una griglia di 681 punti lungo x e 141 lungo z, e il rispet-
tivo risultato in dominio frequenza. Anche col metodo FDM si incontrano
effetti ai bordi non completamente eliminati, ma di trascurabile entita`, e
spettri FK aliasati.
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Figura 4.9: Sopra: sismogramma FDM (normalizzazione traccia per trac-
cia, frequenza di 10 Hz, ingrandimento a 4s) senza dispersione. Sotto: do-
minio frequenza (rispettivamente spettro medio di ampiezza, spettro FK e
spettro ad offset variante) dello stesso sismogramma.
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4.6 Confronto
Le tecniche utilizzate per il confronto dei risultati SEM e FDM sono moltis-
sime ma, in questa sede, per questioni di spazio, ci si e` limitati a introdurne
solamente qualcuna. Esse possono essere sia in dominio tempo che in do-
minio frequenza. Di norma, si intraprende il lavoro controllando che le
geometrie di acquisizione delle simulazioni siano identiche, quindi, la pri-
ma valutazione e` quella relativa all’implementazione della sorgente (Ricker
10Hz), che viene posta in mezzo a due ricevitori per non avere problemi
di energia troppo elevata su un solo canale. Se entrambi i codici imple-
mentano la sorgente in maniera uguale, o quasi, come mostrato in Fig.
4.10, e` possibile procedere con la sovrapposizione dei due sismogrammi,
mostrata in Fig. 4.11, dove gli FDM sono colorati in blu e i SEM in ne-
ro. E` facile notare, gia` a questo punto, che non esistono grandi differenze
nei risultati ottenuti con i due metodi, dovuto essenzialmente al fatto che
entrambi utilizzano una griglia uniforme su tutto il modello, quindi una
simile discretizzazione del dominio computazionale.
Figura 4.10: Confronto tra sismogrammi SEM e FDM per quant riguarda
l’implementazione della sorgente. I sismogrammi sono normalizzati per il
massimo dell’ampiezza. La sorgente utilizzata e` una Ricker di 10 Hz.
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Figura 4.11: Sismogrammi FDM e SEM (norm. traccia per traccia, 10Hz
di frequenza) a confronto: in blu viene indicato il FDM e in nero il SEM.
In alto: ingrandimento fino a 2.5s. Al centro: ingrandimento fino a 1s.
In basso: ingrandimento fino ai primi 350ms. Le differenza sono quasi
irrilevanti.
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Per poter osservare le minime differenze, che pure esistono, e` possibile
calcolare l’energia dei due sismogrammi e successivamente la sottrazione:
energia SEM - energia FDM. Il risultato, mostrato nella parte alta di Fig.
4.12, determina maggiori differenze ai bordi del modello, imputabili pro-
babilmente a una diversa implementazione dei bordi assorbenti nei due
metodi. Alcune differenze sono presenti anche in vicinanza della sorgente.
Invece, il prodotto dei due sismogrammi puo` essere un indice di somi-
glianza (vedi parte bassa di Fig. 4.12). Avendo effettuato una normaliz-
zazione traccia per traccia, il valore massimo in valore assoluto presente
nei sismogrammi e` 1. Quindi, laddove le tracce sono simili, con ondine in
fase, il loro prodotto da` valori vicini a +1 (rosso), mentre dove sono diver-
se, con ondine in opposizione di fase, da` valori vicini a -1 (blu). Se non
si somigliano, il risultato e` uguale a 0. In sostanza, e` come se fosse una
cross-correlazione a tempo di traslazione nullo.
Infine, proprio la cross-correlazione dei due sismogrammi rappresenta
un altro potenziale importante strumento a disposizione, che ha la funzio-
ne di mostrare se esistono ritardi costanti (o che aumentano gradualmente)
negli arrivi delle onde, imputabili a possibili errori di modellazione delle
velocita` in un metodo rispetto all’altro. Il risultato per il presente modello
e` mostrato in Fig. 4.13, dove si nota una perfetta correlazione tra i sismo-
grammi a tempi di traslazione nulli, seguiti ovviamente da un picco negativo
quando le due ondine entrano in opposizione di fase. A tempi di traslazio-
ne maggiori della lunghezza temporale della Ricker, la cross-correlazione
ovviamente si annulla, poiche´ data dal prodotto di zeri.
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Figura 4.12: In alto: differenze di energie dei sismogrammi SEM e FDM
in percentuale. Esse sono maggiori in prossimita` della sorgente e dei bordi
(arrivano al 30%). In basso: prodotto dei sismogrammi SEM e FDM (indice
di somiglianza).
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Figura 4.13: A sinistra: cross-correlazione dei sismogrammi FDM con
quelli SEM. A destra: ingrandimento a 1s di traslazione temporale.
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Fino ad ora sono stati osservati sismogrammi normalizzati traccia per
traccia, dunque i valori di ampiezza non possono essere comparati tra loro.
Se invece si effettua una normalizzazione su un unico valore, ad esempio
dividendo tutto per il massimo del sismogramma, si possono osservare altri
tipi di fenomeni, primo tra tutti quello dell’attenuazione con la propaga-
zione, diversa in funzione della frequenza. I risultati nel dominio della
frequenza sono riportati in Fig. 4.14, in termini di spettro offset-variante.
In generale, visto che non vi sono grosse anomalie e discordanze fra i
due metodi, eccetto per le zone bordali, si puo` affermare che, almeno per
il modello omogeneo, i due metodi funzionano molto bene e in maniera del
tutto simile tra loro.
Figura 4.14: Spettri ad offset varianti per il metodo SEM (sopra) e il me-
todo FDM (sotto). Introdotta normalizzazione a valore massimo. Visibile il
fenomeno di attenuazione delle frequenze con la propagazione. Si riscontrano
leggere differenze tra i due.
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Capitolo 5
Risultati: modello a due strati
omogenei e orizzontali
5.1 Generalita`
Le simulazioni effettuate sul modello a due strati omogenei forniscono ri-
sultati leggermente piu` complessi rispetto a quelli visti per il semispazio
omogeneo (vedi capitolo precedente), in quanto questa volta i ricevito-
ri registreranno anche gli arrivi riflessi e criticamente rifratti dal secondo
strato.
Inoltre, viene registrata anche l’energia sismica che viene riflessa piu`
volte all’interno di uno o piu` strati nel sottosuolo dando origine ad eventi
secondari come multiple e ghost. Questi ultimi producono spesso effetti
negativi nei sismogrammi e, proprio per tale motivo, sono identificati come
rumore coerente.
Le multiple sono dovute a un rimbalzo dell’energia tra due superfici ri-
flettenti del sottosuolo caratterizzate da salti elevati dei valori di impedenza
acustica. Nella maggior parte dei casi, una delle due superfici e` quella li-
bera che ha un coefficiente di riflessione pari -1. La superficie piu` profonda
puo` essere il fondo mare o una discontinuita` separante due strati.
Quando, invece, l’onda riflessa da una discontinuita` risale in superficie
e incontra la superficie libera, viene riflessa nuovamente e ritorna verso il
basso. Se i sismogrammi sono posti a una quota minore della superficie
libera, registrano dapprima l’onda risalente, detta primaria, e in secondo
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luogo quella discendente, detta ghost. Il ritardo della ghost dipende dalla
posizione delle geometrie di acquisizione. Spesso i ricevitori sono posti poco
al di sotto della superficie libera, come nel caso di acquisizioni offshore
attraverso l’utilizzo degli streamer, e conseguentemente tale ritardo sara`
cos`ı basso da portare a una parziale sovrapposizione degli arrivi primari
con quelli secondari. Le ghost non si formano nel caso in cui i ricevitori
corrispondono esattamente con la superficie libera.
Un esempio grafico di multipla e ghost e` rappresentato in Fig. 5.1.
Le ripercussioni che le multiple e le ghost hanno sui sismogrammi, e sui
relativi spettri in dominio frequenza, sono difficili da eliminare in quanto
si sovrappongono interamente al segnale utile. Nonostante cio`, esse sono
molto evidenti e posseggono determinate caratteristiche che ne permettono
un facile riconoscimento.
Di fatto, le multiple sono regolarmente localizzate nei sismogrammi a un
tempo doppio rispetto agli arrivi riflessi primari indicanti il riflettore stesso
che le ha generate. Il falso riflettore, cos`ı creato, ricalca le morfologie del
riflettore primario, amplificandone le pendenze. Mentre le ghost, come gia`
suddetto, sono di solito presenti nella coda degli arrivi primari.
Per eliminare alla base tale tipo di rumore, e` possibile introdurre dei
bordi assorbenti anche in superficie: spesso pero` tale introduzione non e`
compiuta per assicurare la massima somiglianza dei sintetici con i dati reali,
dove questi effetti sono quasi sempre presenti o non eliminati del tutto.
Sia le multiple M(t) che le ghost G(t) sono uguali all’arrivo primario,
P(t), scalati in ampiezza per un coefficiente di riflessione e con un certo
ritardo temporale.
E` quindi possibile descrivere la traccia simulata Tr(t) nel dominio del
tempo, attraverso la teoria del modello convoluzionale, come:
Tr(t) = P (t) ∗ M(t) ∗ G(t) . (5.1)
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Il termine relativo alla multipla M(t) e` a sua volta uguale a:
M(t) =
∞∑
n=1
(s)n(r)nP (t− nτM) =
= 1 − rP (t− τM) + r2P (t− 2τM) − r3P (t− 3τM) + . . .
(5.2)
dove n e τM rappresentano il numero e il ritardo delle multiple, mentre
s e r sono rispettivamente i coefficienti di riflessione in superficie (s =
-1) e in profondita` (0 < r  1). In equazione (5.2) e` presente una serie
infinita di termini, poiche´ teoricamente l’energia sismica potrebbe rimanere
intrappolata in uno strato all’infinito.
Il termine delle ghost G(t) e` invece uguale a:
G(t) = s P (t− τG) , (5.3)
dove τG e` il ritardo delle ghost rispetto alle primarie.
L’equazione (5.1) puo` adesso essere riscritta come:
Tr(t) = P (t) ∗
∞∑
n=1
(s)n(r)nP (t− nτM) ∗ s P (t− τG) . (5.4)
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Figura 5.1: Sopra: schema di una riflessione primaria (linea tratteggiata)
e di una multipla (linea continua). Sotto: schema di un’onda diretta (linea
continua) e di una ghost (linea tratteggiata).
Per conoscere anche gli effetti delle multiple e delle ghost in dominio
frequenza si effettua la trasformata dell’equazione (5.4), trovando:
Tr(f) = P (f) M(f) G(f) = P (f) [
∞∑
n=1
(s)n(r)ne−jωnτM ] [ 1 + e−jωτG ] .
(5.5)
Effettuando il valore assoluto dell’equazione (5.5) si ottiene:
| Tr(f) | = | P (f) | · [ 1√
1 + r2 + 2rcos(ωτM)
] · [ | 2cos(ωτG
2
) | ] .
(5.6)
L’equazione (5.6) afferma che lo spettro di ampiezza dell’intera traccia
e` uguale alla moltiplicazione degli spettri di ampiezza degli arrivi primari
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e secondari (multiple e ghost). Questi ultimi sono delle funzioni cosinusoi-
dali che contengono frequenze di notch (in cui lo spettro si annulla) per
ogni n 1
τ
, dove τ indica il ritardo dell’evento secondario generico rispetto a
quello primario. Per un esempio chiarificatore si osservi Fig. 5.2 dove sono
rappresentate, a sinistra, 4 esempi di tracce ricavate con interazioni tra
eventi primari e secondari in dominio tempo e, a destra, i relativi spettri
di ampiezza. Da notare come la presenza degli arrivi secondari modifica
in modo sostanziale lo spettro d’ampiezza, apportando evidenti oscillazioni
dipendenti dal ritardo τ dell’evento e dal coefficiente di riflessione r. In Fig.
5.3 sono stati usati 4 differenti valori di r (0.8, 0.6, 0.4 e 0.2): le oscillazioni
si attenuano al diminuire di r poiche´ l’effetto delle multiple diventa sempre
minore.
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Figura 5.2: Esempio di tracce in dominio tempo, a sinistra, con i relativi
spettri di ampiezza in dominio frequenza a destra: a) evento primario, b)
primaria + multipla, c) primaria + ghost, d) primaria + multipla + ghost.
Notare come lo spettro di ampiezza della primaria viene modificato quan-
do sono presenti gli eventi secondari (ampie oscillazioni). Il coefficiente di
riflessione r utilizzato e` di 0.8.
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Figura 5.3: Le oscillazioni dello spettro di ampiezza dovute alle multiple si
riducono man mano che diminuisce il coefficiente di riflessione r: dall’alto
in basso si ritrova a) r = 0.8, b) r = 0.6, c) r = 0.4, d) r = 0.2
Per un maggiore approfondimento su tale argomento si suggerisce il
lavoro di Ciabarri [2009]. Uno studio che invece riguarda la mappatura
delle ghost nello spettro FK e` quello di Aytun [1999]. Questo lavoro, spiega
come le ghost non siano costanti al variare dell’offset ma hanno un ritardo
sempre minore man mano che ci si allontana dalla sorgente. Per distanze
elevate, infatti, le ghost tendono a diventare uguali alle primarie e quindi ad
annullarsi. Proprio per questo, nello spettro FK le ghost sono rappresentate
da iperboli avente tutte gli stessi asintoti (gli arrivi primari) e separate da
un intervallo di frequenza costante per k = 0. La forma delle iperboli
dipende dalla velocita` delle onde sismiche nel mezzo e dalla configurazione
delle geometrie di acquisizione. L’effetto delle ghost nei sismogrammi e
negli spettri e` comunque solitamente di gran lunga minore rispetto a quello
delle multiple, poiche´ solitamente posseggono un minor ritardo temporale,
che ne consegue un numero di notch piu` piccolo.
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5.2 Risultato SEM
Nel capitolo precedente, riguardante il semispazio omogeneo, si e` adope-
rata una mesh con spaziatura regolare nelle due dimensioni perche´ non vi
erano variazioni di velocita` in tutto il modello. Questo non ha apporta-
to sostanziali differenze nei tempi di calcolo e nell’accuratezza rispetto ai
metodi FDM, che utilizzano anch’essi una griglia regolare.
Invece, nel presente modello si ritrovano due strati con differenti ve-
locita`, rispettivamente 2500 m/s in quello piu` superficiale e 5000 m/s in
quello piu` profondo, quindi e` possibile discretizzare il dominio computa-
zionale con una mesh non piu` del tutto uniforme. Si ricorda, infatti, che
il numero di elementi spettrali dipende dalla velocita` minima. La mesh
viene cos`ı divisa anch’essa in due porzioni corrispondenti ai due strati del
modello. La discontinuita` e` stata posta a 1200 m di profondita`.
La prima simulazione e` stata effettuata con una Ricker di frequenza
caratteristica 5 Hz utilizzando sempre un solo elemento per λmin. Seguendo
le equazioni gia` introdotte nel Cap. 4, sono stati presi i seguenti numeri di
elementi spettrali: nxel = 102 e nzel = 12 per lo strato piu` superficiale e
nxel = 102 e nzel = 6 per quello piu` profondo. In piu`, sono stati utilizzati
10 elementi PML per i bordi assorbenti ed e` stata inizialmente mantenuta la
condizione di superficie libera (riflessione totale). La mesh cos`ı generata,
rappresentata in Fig. 5.4, mostra un diradamento di elementi spettrali
nella porzione piu` profonda del modello, rispetto a quella piu` superficiale.
Questo e` uno dei vantaggi piu` importanti introdotti dai metodi SEM e
FEM, poiche´ consente un risparmio netto nel tempo di calcolo rispetto ad
altri metodi paralleli, come il FDM, a parita` di accuratezza dei risultati.
Da notare, pero`, come nxel sia lo stesso per entrambi gli strati, poiche´,
come gia` detto nel Cap. 2, viene utilizzata una mesh strutturata e di
conseguenza il numero di elementi non puo` variare con la direzione x. Nel
calcolo, quindi, viene utilizzata la velocita` minima assoluta presente nel
modello (cioe` 2500 m/s). Con una mesh non strutturata si aggiungerebbe
l’importante vantaggio del diradamento della stessa anche nella direzione
x nello strato piu` profondo, con tempi di calcolo ancora minori.
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Figura 5.4: Schema di una mesh strutturata per una simulazione su un
modello a due strati omogenei e orizzontali. Sebbene le dimensioni e le
quantita` degli elementi spettrali non siano state rispettate, per una migliore
visualizzazione, e` comunque possibile notare una diramazione della mesh nel-
lo strato piu` profondo rispetto al primo. Tale implementazione e` imputabile
alla maggiore lunghezza d’onda delle onde propaganti in questo strato. Sono
stati utilizzati 10 elementi per l’assorbimento laterale e al fondo, nonche´ una
completa riflessione dalla superficie libera.
E` possibile ritrovare il risultato della simulazione in Fig. 5.5. Si possono
distinguere chiaramente gli arrivi diretti e riflessi, mentre le onde rifratte
criticamente hanno un’ampiezza minore. Inoltre, sono ben visibili le rifles-
sioni multiple a tempi (o ritardi) per l’appunto multipli del tempo di arrivo
delle riflessioni primarie. Nella coda di queste ultime sono presenti anche
riflessioni ghost piuttosto evidenti.
Come gia` detto nella parte introduttiva del presente capitolo, le riflessio-
ni multiple e ghost sono considerate come rumore coerente ben identifica-
bile. Queste non solo affettano i sismogrammi sintetici (dominio spazio-
tempo) ma anche gli spettri in dominio frequenza e frequenza-numero
d’onda.
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Tali effetti si concretizzano essenzialmente in oscillazioni nello spettro
di ampiezza medio del sismogramma e presenza di iperboli in dominio FK,
vedi parte bassa di Fig. 5.5.
Dallo spettro offset-variante, invece, e` possibile osservare la presenza di
notch Nt ogni Hertz:
Nt = n
v
2 z
= n
2500 m/s
2500 m
= n Hz , (5.7)
dove n = 1, 2, 3 ... e z e` la profondita` dell’interfaccia.
Si noti come tali notch si spostano con la propagazione verso le alte
frequenze, fenomeno dovuto al fatto che, allontanandosi dalla sorgente, il
ritardo τM delle multiple rispetto agli eventi primari tende a diminuire
sempre di piu`.
Le oscillazioni dovute a ghost, in questo caso, non sono rilevanti poiche´
sorgente e ricevitori sono posti a 25 metri di profondita` (zr), portando a
frequenze di notch Nt ogni 50 Hz:
Nt = n
v
2 zr
= n
2500 m/s
50 m
= n 50 Hz . (5.8)
Se si introducono bordi assorbenti anche in corrispondenza della super-
ficie libera si ottengono, invece, sismogrammi con multiple e ghost quasi
del tutto attenuate, come visibile nella parte alta di Fig. 5.6. Nella parte
bassa della stessa e` invece rappresentato il dato nel dominio frequenza. No-
nostante non siano state eliminate del tutto le oscillazioni nei vari spettri,
risultano abbondantemente attenuate. Gli eventi primari in dominio FK,
che prima erano quasi completamente nascosti, sono cos`ı messi in piena luce
e i valori di ampiezza dello spettro a offset variante risultano essere nuova-
mente costanti con la propagazione . La mancata completa attenuazione
degli eventi secondari e` associata alla scelta non ottimale degli elementi
per i bordi assorbenti. Per rendere ancora migliori i risultati si potrebbe,
quindi, aumentare il numero di elementi assorbenti, ma a spese di costi
computazionali insostenibili con le risorse a disposizione.
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Figura 5.5: In alto: sismogramma SEM (frequenza 5 Hz, ingrandimento
a 6s, normalizzato traccia per traccia) su modello a due strati omogenei e
orizzontali. Sono stati utilizzati bordi assorbenti ai lati e al fondo, nonche´
imposta la condizione di superficie libera. In basso: trattazione in dominio
frequenza del sismogramma di cui sopra. Presenti rispettivamente spettro
medio di ampiezza, spettro FK e spettro ad offset variante. La presenza di
multiple e ghost nel segnale e` ampiamente visibile sia in dominio tempo che
in quello frequenza (presenza di ampie oscillazioni).
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Figura 5.6: In alto: sismogramma SEM (frequenza 5 Hz, ingrandimento
a 6s, normalizzato traccia per traccia) su modello a due strati omogenei
e orizzontali. Sono stati utilizzati bordi assorbenti ai lati, al fondo e in
superficie. In basso: trattazione in dominio frequenza del sismogramma di
cui sopra. Presenti rispettivamente spettro medio di ampiezza, spettro FK
e spettro ad offset variante. La presenza di multiple e ghost nel segnale, in
entrambi i domini, non e` stata eliminata del tutto ma fortemente attenuata.
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5.3 Risultato FDM
Contrariamente al metodo SEM, il metodo FDM discretizza, come gia` detto
piu` volte, il modello attraverso l’uso di una griglia uniforme.
Il passo della griglia viene scelto in funzione della λmin ’assoluta’ simu-
lata. Non si riscontra, quindi, una suddivisione del dominio computaziona-
le intelligente come invece avviene nel SEM. Questo crea necessariamente
uno spreco dei tempi di calcolo, dovuto al sovra-campionamento del campo
d’onda nel secondo strato. Se infatti, vengono presi 5 punti per λmin nello
strato piu` superficiale, in quello piu` profondo se ne prenderanno ben 10 (vi-
sto che la velocita` e` doppia). La griglia che ne risulta, per una simulazione
di frequenza 5 Hz, conterra` 515 punti lungo la direzione x e 120 lungo la z
(vedi Fig. 5.7). Sono stati introdotti bordi assorbenti, in tutte le direzioni,
di spessore pari a 50 punti della griglia.
I risultati, sia in dominio tempo che in quello frequenza, sono mostrati in
Fig. 5.8 e sono molto simili a quelli di Fig. 5.6 effettuati con il SEM. Anche
qui, infatti, le multiple e le ghost sono state eliminate in dominio spazio-
tempo, ma permangono ancora i lori effetti, seppur limitati, in dominio
frequenza.
I risultati senza bordi assorbenti in superficie non sono stati introdot-
ti per ragioni di spazio, ma verranno comunque esaminati nella prossima
sezione, per il confronto con i sismogrammi SEM.
Figura 5.7: Griglia discretizzante il dominio computazionale in 515 punti
lungo la x e 120 lungo la z. I bordi assorbenti, presenti in tutte e quattro le
direzioni, sono stati implementati su 50 punti.
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Figura 5.8: In alto: sismogramma FDM (frequenza 5 Hz, ingrandimento
a 6s, normalizzato traccia per traccia) su modello a due strati omogenei
e orizzontali. Sono stati utilizzati bordi assorbenti ai lati, al fondo e in
superficie. In basso: trattazione in dominio frequenza del sismogramma di
cui sopra. Presenti rispettivamente spettro medio di ampiezza, spettro FK
e spettro a offset variante. La presenza di multiple e ghost nel segnale, in
entrambi i domini, non e` stata eliminata del tutto ma fortemente attenuata.
77
5.4 Confronto
E` qui riportato il confronto dei risultati SEM e FDM, in dominio tempo,
ottenuti effettuando simulazioni a 5 Hz di frequenza dominante, sul modello
a due strati omogenei e orizzontali.
Dal confronto dei sismogrammi di Fig. 5.9, ottenuti ponendo la con-
dizione di completa riflessione in superficie, si deduce che le differenze tra
FDM (blu) e SEM (nero) sono minime. Infatti, la maggior parte dei segnali
e` esattamente coincidente, sia per quanto riguarda gli eventi primari che
per i secondari.
Quanto detto non e` piu` valido quando si aggiungono i bordi assorbenti
anche in superficie. Di fatto, come e` possibile notare in Fig. 5.10, le diffe-
renze risultano maggiori, soprattutto nelle vicinanze della sorgente. Questa
maggiore incongruenza dei sismogrammi e` probabilmente imputabile a una
differente implementazione dei bordi assorbenti nei due codici.
A conferma di cio`, come si puo` notare nella parte sinistra di Fig. 5.11,
le differenze di energia dei due sismogrammi senza l’utilizzo dei bordi assor-
benti in superficie (in alto) sono, in ampiezza massima (0.45), minori della
meta` di quelle con i bordi (in basso). Nonostante questo, la somiglianza
generale tra i due sismogrammi e` comunque ben mantenuta ed e` eviden-
ziata nei grafici della parte destra di Fig. 5.11, rappresentanti il prodotto
tra FDM e SEM.
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Figura 5.9: Sismogrammi FDM e SEM (norm. traccia per traccia, 5Hz
di frequenza) a confronto: in blu viene indicato il FDM e in nero il SEM.
In alto: ingrandimento fino a 6 s. Al centro: ingrandimento fino a 3 s. In
basso: ingrandimento fino a 1 s. E` imposta la condizione di superficie libera.
Si nota una sovrapponibilita` molto netta tra i due sismogrammi.
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Figura 5.10: Sismogrammi FDM e SEM (norm. traccia per traccia, 5Hz
di frequenza) a confronto: in blu viene indicato il FDM e in nero il SEM.
In alto: ingrandimento fino a 6 s. Al centro: ingrandimento fino a 3 s. In
basso: ingrandimento fino a 1 s. Sono imposti bordi assorbenti anche in
superficie. Il grado di somiglianza sembra essere diminuito rispetto a quello
senza bordi assorbenti.
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Figura 5.11: A sinistra: differenze di energia dei sismogrammi SEM e
FDM per modello senza bordi (in alto) e con bordi assorbenti in superficie
(in basso). A destra: prodotto tra i sismogrammi SEM e FDM per gli stessi
modelli.
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Capitolo 6
Risultati : modello Marmousi2
6.1 Generalita`
Fin ora sono state effettuate simulazioni su modelli semplici (1 e 2 strati),
creati solo ed esclusivamente per la presente tesi. In questo capitolo, invece,
si vogliono applicare i codici di modellazione della forma d’onda, basati su
SEM e su FDM, anche su un modello di benchmark conosciuto a livello
mondiale: il Marmousi [Irons, 1988].
Tale modello e` stato creato dalla Institut Franc¸ais du Pe´trole nel 1988,
riscuotendo velocemente un grande successo in ambito geofisico per simula-
zioni sulla scala d’esplorazione. L’ubicazione esatta della zona in esame si
trova in Africa - Angola, nel North Quenguela, e attraversa tutto il bacino
Cuanza. Il modello originario e` solo acustico ed e` ampio 9.2 Km in larghez-
za e 3 km in profondita`. E` stato creato per dare la possibilita` a chiunque di
effettuare simulazioni in luoghi geologicamente complessi, tanto da essere
composto da ben 158 orizzonti litologici (per lo piu` sabbie e argille) e da
alcune faglie normali, con conseguenti blocchi ruotati, verso il centro del
profilo. Il fondo mare e` situato a circa 32 metri di profondita`.
Col passare del tempo, e quindi con l’avanzamento tecnologico piuttosto
rilevante degli ultimi decenni, e` stato possibile aggiornare il modello Mar-
mousi effettuando diverse modifiche ma lasciando intatta la sua struttura
originaria. Tale nuovo modello e` chiamato Marmousi2 [Martin, 2004] e ha
il vantaggio principale, rispetto al precedente, di essere completamente ela-
stico. Inoltre, ha subito un’estensione spaziale fino a raggiungere i 17 Km
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nella direzione x e 3.5 Km nella profondita`. Il fondo mare e` stato spostato a
450 m per simulare meglio acquisizioni di acqua profonda con lunghi offset.
Un’ulteriore innovazione apportata dal Marmousi2 e` stato l’inserimento di
idrocarburi di diversa tipologia in particolari zone del modello.
Una rappresentazione del Marmousi2, con scala verticale esagerata, e`
data in Fig. 6.1.
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Figura 6.1: Modello di velocita` delle onde P in Marmousi2 (scala verticale
esagerata).
Per le simulazioni della presente tesi e` stato scelto il Marmousi2, con
l’accortezza di eliminare pero` la presenza di idrocarburi. Tale scelta e` stata
compiuta perche´ essa introduce velocita` minori nel modello che condurreb-
bero alla scelta di spaziatura da griglia ∆h minori per limitare l’effetto di
dispersione.
I risultati presentati nelle seguenti sezioni sono stati effettuati con una
sorgente Ricker con frequenza caratteristica 10 Hz, con bordi laterali e al
fondo assorbenti, mentre in superficie e` stata utilizzata la condizione di
superficie libera (totale riflessione delle onde). La sorgente e` stata piazzata
a 9330 m lungo la x e 12 m lungo la z, mentre i ricevitori a 25 m di
profondita`.
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6.2 Risultato SEM
Si e` gia` visto nel Cap. 5 come la mesh nel SEM puo` essere formata da
elementi che assumono diverse dimensioni, a seconda dei valori di λmin
presenti nel modello e conseguentemente anche delle velocita` minime (dato
che i valori di frequenza rimangono costanti).
Il modello Marmousi2 e` un modello eterogeneo, quindi composto da
differenti valori di velocita` per ogni suo punto. Il miglior metodo di discre-
tizzazione spaziale del dominio computazionale, come gia` accennato nel
Cap. 2, sarebbe quello di utilizzare particolari software, chiamati mesher,
con lo scopo di costruire mesh non strutturate, in cui gli elementi possono
variare di dimensione e forma non solo con la profondita` z ma anche con
lo spazio x, in modo da rispettare le complessita` geologiche maggiori del
modello.
Tuttavia, per gli scopi della presente tesi, tali codici non sono stati
disponibili, quindi ci si e` dovuti accontentare di mesh strutturate, che co-
munque hanno sempre il vantaggio di risparmiare tempo di calcolo rispetto
al metodo FDM, utilizzanti una griglia regolare.
E` stato suddiviso il dominio computazionale in 4 strati orizzontali (con
relative interfacce a 750, 2000 e 3000 m di profondita`) dove si e` calcolata
la velocita` minima e il relativo numero di elementi spettrali nel.
Le velocita` minime dallo strato piu` superficiale a quello piu` profondo
sono: 1500, 1600, 2400 e 3000 m/s. Da questi valori dipendono gli nzel
lungo la direzione z, cioe`:
nzel1 =
z1
vmin
fmax
=
750 m
1500 m/s
30 Hz
' 16 elementi , (6.1)
nzel2 =
z2− z1
vmin
fmax
=
1250 m
1600 m/s
30 Hz
' 24 elementi , (6.2)
nzel3 =
z3− z2
vmin
fmax
=
1000 m
2400 m/s
30 Hz
' 14 elementi , (6.3)
nzel4 =
z4− z3
vmin
fmax
=
500 m
3000 m/s
30 Hz
' 6 elementi . (6.4)
Per quanto riguarda invece il numero di elementi lungo x, visto che si tratta
di mesh strutturata, si prende un numero uguale per tutti gli strati, basato
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sulla velocita` minima assoluta di tutto il modello:
nxel =
x
vmin
fmax
=
17000 m
1500 m/s
30 Hz
' 340 elementi . (6.5)
La mesh risultante e` schematizzata in Fig. 6.2. Sono stati utilizzati
20 elementi per l’implementazione dei bordi assorbenti laterali e sul fondo,
mentre in superficie si ha completa riflessione.
Figura 6.2: Mesh del modello Marmousi2 per una simulazione con frequen-
za dominante di 10 Hz. Si assiste alla suddivisione del dominio computazio-
nale in 4 strati, ognuno con un numero diverso di elementi spettrali lungo la
profondita` z. Sono presenti bordi laterali e sul fondo assorbenti con spessori
di 20 elementi spettrali. In superficie, invece, e` imposta la condizione di
completa riflessione.
I risultati della simulazione in dominio spazio-tempo sono mostrati in
Fig. 6.3. Si notano molto bene i primi arrivi, comprendenti onde dirette e
criticamente rifratte. Vi sono, poi, gli arrivi secondari, anch’essi abbastanza
chiari, che comprendono tutte le varie riflessioni all’interno del modello.
Gli stessi risultati possono anche essere osservati in dominio frequenza.
In Fig. 6.4 sono, quindi, mostrati gli spettri di ampiezza media, FK e a
offset variante.
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Lo spettro medio di ampiezza conserva ancora la forma originaria dello
spettro della sorgente (campana asimmetrica centrata sui 10 Hz) ma pre-
senta alcune oscillazioni dovute alla modificazione del fronte d’onda con la
propagazione in un mezzo eterogeneo. Per quanto riguarda lo spettro a off-
set variante, si denota una certa costanza dei valori di ampiezza al variare
dell’offset, che rappresenta assenza di fenomeni di dispersione numerica e
eventi secondari (multiple e ghost) abbastanza limitati. Infatti, nel modello
Marmousi2 non vi e` un salto netto dei valori di velocita` al fondo mare, ma
un passaggio graduale.
Invece lo spettro FK si presenta completamente aliasato, sintomo del
fatto che la frequenza spaziale massima supera abbondantemente la k di
Nyquist. Tale fenomeno si traduce in una pendenza apparente, in dominio
spazio-tempo, che non solo viene rappresentata in maniera errata ma po-
trebbe addirittura sembrare opposta a quella reale. Per poter migliorare la
qualita` del sismogramma, e quindi dello spettro FK stesso, bisognerebbe
aumentare il numero di tracce per unita` di lunghezza.
Fin ora sono state effettuate simulazioni con stendimenti di soli 100
canali per 17 Km di lunghezza.
I risultati, ottenuti utilizzando invece 500 canali, mostrati in Fig. 6.5,
evidenziano finalmente uno spettro FK non aliasato e, quindi, corrette
pendenze dei riflettori. Lo spettro medio di ampiezza e quello a offset
variante non sono stati rappresentati, perche´ molto simili a quelli ottenuti
con 100 tracce. La visualizzazione del sismogramma e` cambiata rispetto
alle precedenti a causa del grande numero di tracce per unita` di lunghezza.
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Figura 6.3: Sismogramma SEM ottenuto dalla simulazione a 10 Hz sul mo-
dello Marmousi. In alto: sismogramma completo. Al centro: ingrandimento
fino a 5 s. In basso: ingrandimento fino a 2.5 s.
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Figura 6.4: Risultati SEM in dominio frequenza. Si rappresentano rispet-
tivamente: spettro medio di ampiezza, spettro FK e spettro ad offset variante.
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Figura 6.5: In alto: sismogramma SEM ottenuto dalla simulazione a 10
Hz sul modello Marmousi con 500 tracce. In basso: relativo spettro FK non
aliasato.
89
6.3 Risultato FDM
I metodo FDM ha lo svantaggio rispetto al SEM di utilizzare una griglia
regolare (vedi Fig. 6.6). Questo ne diminuisce l’efficienza generale, poiche´
ne aumenta i tempi di calcolo a parita` di accuratezza. Il numero di punti
totali della griglia dipende quindi dalla velocita` minima assoluta del mo-
dello. Dato che FD-soft necessita almeno 5 punti per λmin, per campionare
bene il campo d’onda (vedi Cap. 3), la spaziatura ∆h si calcola come:
∆h =
λmin
5
=
Vmin
5 ∗ fmax =
1500 m/s
5 ∗ 30 Hz = 10 m . (6.6)
Quindi, il numero di punti lungo x (nx) e lungo z (nz) e`:
nx =
x
∆h
=
17000 m
10 m
= 1700 ,
nz =
z
∆h
=
3500 m
10 m
= 350 .
(6.7)
Vengono utilizzati anche 60 punti per i bordi assorbenti laterali e 100
per quello al fondo.
I risultati in dominio spazio-tempo sono riportati in Fig. 6.7, dove e`
rappresentato il sismogramma intero (fino a 10 s di registrazione) con due
ulteriori ingrandimenti (rispettivamente fino a 5 e 2.5 s). Anche in questo
caso, come il SEM, e` possibile ben osservare sia i primi arrivi (onde dirette
e criticamente rifratte), che quelli secondari (riflessioni).
Per i risultati in dominio frequenza, mostrati in Fig. 6.8, possono essere
effettuate considerazioni analoghe a quelle gia` viste per i risultati SEM, in
quanto molto simili. Anche qui infatti e` presente aliasing nello spettro FK.
Aumentando il numero di tracce da 100 a 500 si ottengono risultati mol-
to migliori (vedi Fig. 6.9). In ogni caso, questo determina un incremento
in termini di tempi calcolo e di memoria occupata.
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Figura 6.6: Griglia, con spaziatura uniforme nelle due dimensioni, del
modello Marmousi2 per una simulazione con frequenza dominante di 10 Hz.
Sono presenti bordi laterali e sul fondo assorbenti con spessori di 60 e 100
punti di griglia. In superficie, invece, e` imposta la condizione di completa
riflessione.
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Figura 6.7: Sismogramma FDM ottenuto dalla simulazione a 10 Hz
sul modello Marmousi. In alto: sismogramma completo. Al centro:
ingrandimento fino a 5 s. In basso: ingrandimento fino a 2.5 s.
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Figura 6.8: Risultati FDM in dominio frequenza. Si rappresentano ri-
spettivamente: spettro medio di ampiezza, spettro FK e spettro ad offset
variante.
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Figura 6.9: In alto: sismogramma FDM ottenuto dalla simulazione a 10
Hz sul modello Marmousi con 500 tracce. In basso: relativo spettro FK non
aliasato.
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6.4 Confronto
Il confronto viene intrapreso prendendo in considerazione le simulazioni con
solo 100 tracce.
Si mostrano dapprima le differenze di modellizzazione della sorgente in
entrambi i codici (Fig. 6.10). A parte una leggera differenza in ampiezza
(le SEM sono maggiori), i due codici implementano la sorgente in maniera
molto simile.
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Figura 6.10: Implementazione sorgente. A sinistra: risultato SEM. A
destra: risultato FDM. Presente una grandissima somiglianza tra i due.
Invece, comparando interamente i due sismogrammi, si ottengono le
immagini di Fig. 6.11, dove in blu si ritrova il sismogramma FDM e in
nero il SEM. Non si notano grandissime differenze, soprattutto per quanto
riguarda i primi arrivi. A riprova di cio`, e` possibile notare la differenza delle
energie tra i sismogrammi SEM e FDM nella parte in alto di Fig. 6.12. Le
differenze maggiori si riscontrano nella zona della sorgente e ai bordi, ma
per il resto si mantengono sempre nell’ordine del 30%, il che risulta piu` che
accettabile.
Per quanto riguarda il prodotto, visibile nella stessa figura ma al centro,
si notano in rosso i picchi di somiglianza tra i due sismogrammi che corri-
spondono specialmente ai primi arrivi. Questo perche´ i due codici utilizzati
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per le simulazioni sono basati su un time marching esplicito, quindi gli ar-
rivi a tempi maggiori dipendono da quelli a tempi minori. Dunque, se vi
sono piccole differenze dal principio, queste tendono a diventare maggiori
via via che si procede con la simulazione.
Infine, nella parte bassa di Fig. 6.12 si ritrova la cross-correlazione
tra i due sismogrammi (mostrata fino a 1 s di traslazione temporale), dove
l’unica cosa distinguibile e` il segnale entro il primo millisecondo, descrivente
due picchi di massima correlazione separati da uno di minima (equivalente
alla lunghezza temporale della sorgente). Questo vuol dire che non vi sono
ritardi costanti o che aumentano gradualmente tra i due sismogrammi.
Se si moltiplica per 5 il numero di canali si ottengono i risultati delle
Figg. 6.13 e 6.14. Vengono adesso finalmente rispettate le vere pendenze
dei ricevitori ma i risultati sono piuttosto simili ai precedenti. L’unica po-
tenziale differenza risiede nella cross-correlazione, dove si possono scorgere
dei leggeri allineamenti obliqui, a offset corti e a sinistra della sorgente,
indicanti probabili ritardi negli arrivi riflessi che aumentano gradualmente
col tempo nella direzione della verticale alla sorgente.
Le simulazioni possono essere effettuate anche a frequenze maggiori di
10 Hz, sempre pero` al costo dei tempi computazionali.
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Figura 6.11: Sismogrammi FDM e SEM (norm. traccia per traccia, 10Hz
di frequenza, 100 canali) a confronto: in blu viene indicato il FDM e in nero
il SEM. In alto: intero sismogramma. Al centro: ingrandimento fino a 5 s.
In basso: ingrandimento fino a 2.5 s. E` imposta la condizione di superficie
libera.
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Figura 6.12: Comparazione sismogrammi SEM e FDM con 100 canali. In
alto: differenze di energia. Al centro: prodotto. In basso: cross-correlazione
fino a 1 s di traslazione temporale.
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Figura 6.13: Sismogrammi FDM e SEM (norm. traccia per traccia, 10Hz
di frequenza, 500 canali) a confronto: in blu viene indicato il FDM e in
nero il SEM. In alto: ingrandimento nella porzione a destra della sorgen-
te. Al centro: ingrandimento porzione a sinistra della sorgente. In basso:
ingrandimento porzione centrale della sorgente.
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Figura 6.14: Comparazione sismogrammi SEM e FDM con 500 canali. In
alto: differenze di energia. Al centro: prodotto. In basso: cross-correlazione
fino a 1 s di traslazione temporale.
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Capitolo 7
Conclusioni
Lo scopo principale della presente tesi e` stato quello di confrontare i risultati
ottenuti da due dei piu` importanti metodi numerici per la modellazione
del campo d’onda: metodo agli elementi spettrali e metodo alle differenze
finite.
A tal fine, sono state sfruttate conoscenze acquisite dalla letteratura,
richiamate nei capitoli teorici 2 e 3, e sono stati analizzati i risultati ottenuti
nei capitoli 4, 5 e 6.
Si vogliono riepilogare, in sintesi, i vantaggi e gli svantaggi dei metodi in
discussione, anche per fornire un quadro di confronto ottimale per le scelte
di potenziali utenti.
Nonostante i codici basati sul metodo alle differenze finite siano piu`
semplici da realizzare, perche´ fondati essenzialmente su semplici differenze,
i codici basati sul metodo agli elementi spettrali posseggono alcuni vantaggi
di cui si deve ben tener conto nella scelta del giusto metodo numerico da
utilizzare.
Il primo dei vantaggi del metodo SEM consiste nella semplicita` d’im-
plementazione della superficie libera, in quanto implicito nella weak for-
mulation dell’equazione d’onda. Inoltre, esso tiene in considerazione anche
superfici topografiche irregolari.
Nel metodo FDM, invece, questa e` un’operazione piu` complicata che
viene effettuata in secondo luogo. Esistono varie tecniche per imporre tale
condizione, ma la piu` utilizzata e` la vacuum formulation gia` descritta nel
Cap. 3. Allo stesso modo, e` anche difficile simulare superfici topografiche
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irregolari e onde superficiali, cosa che invece nel SEM e` piuttosto facile.
Il vantaggio piu` importante del metodo SEM, adottato dal genitore
FEM, e` l’utilizzo di mesh intelligenti, che tentano di ottimizzare al massimo,
da un punto di vista dei tempi di calcolo, la discretizzazione del dominio
computazionale. Infatti, le mesh strutturate, o ancor meglio quelle non
strutturate (se disponibili), sono costituite da elementini la cui grandezza
e` direttamente proporzionale alle lunghezza d’onda generate nel modello.
Per tale motivo, si riscontra un diradamento della mesh in corrispon-
denza delle zone che hanno alte velocita` (λ grandi) e un rinfittimento della
stessa nelle zone con basse velocita` (piccole λ). In questo modo, il metodo
SEM risulta molto piu` efficiente rispetto al metodo FDM, dove invece il
dominio computazionale viene suddiviso da una griglia sempre uniforme,
il cui numero di punti dipende esclusivamente dalla λ minima di tutto il
modello.
In altre parole, il SEM campiona in maniera costante il campo d’onda
in ogni punto del modello, mentre il FDM, per raggiungere gli stessi livelli
di accuratezza sull’intero modello, e` costretto a sovra-campionare il campo
d’onda nelle zone di alta velocita`, apportando quindi uno spreco del tempo
computazionale e della memoria.
Inoltre, visto che il FDM deve utilizzare passi della griglia minori del
SEM, e` spesso obbligato, per le condizioni di stabilita` di Courant-Friedrichs-
Lewy (CFL), a diminuire il passo temporale.
Il grado di accuratezza puo` essere cambiato a piacimento nei due metodi
ma la differenza sostanziale sta nel fatto che l’aumento del grado nel FDM
e` lineare (trattandosi di differenze finite) mentre nel SEM e` esponenziale
(trattandosi di polinomi). Dunque, aumentando tale grado in maniera
uguale nei due metodi, il SEM dara` un risultato piu` accurato ma in tempi
computazionali maggiori.
Uno degli svantaggi del SEM, invece, e` quello di ottenere risultati che
occupano una memoria maggiore del doppio rispetto a quelli del FDM.
Questo perche´ il SEM necessita del salvataggio delle matrici Jacobiane,
come conseguenza della mappatura di ogni elemento. La memoria occupata
limita il campionamento spaziale, da cui dipende anche l’accuratezza.
Un aspetto che i due metodi hanno in comune invece e` quello di avere
una matrice di massa completamente diagonale, che ne facilita l’inversione
102
per ricavare i valori del campo di spostamenti.
Fin ora si e` discusso dei metodi SEM e FDM in generale, ma qual-
che considerazione puo` essere effettuata anche per i codici utilizzati nella
presente tesi.
Per quanto riguarda la discretizzazione spaziale, sono stati utilizzati con
il codice SPECFEM2D polinomi di Lagrange di quarto ordine mentre con
FD-soft un ordine di troncatura della serie maggiore del quarto. Invece, per
la discretizzazione temporale e` stato usato un ordine 2 per SPECFEM2D
e 4 per FD-soft. Questi valori hanno portato a un uguale campionamento
minimo del campo d’onda nei due codici per evitare effetti di dispersione
numerica, cioe` 5 punti per lunghezza d’onda minima.
Entrambi i codici funzionano molto bene se parallelizzati in potenti
cluster di processori e raggiungono anche elevate velocita` di calcolo.
Data la diversa implementazione dei due codici di calcolo, FDsoft e
SPECFEM2D, il primo parallelo e il secondo seriale, e le diverse macchine
su cui sono state eseguite le prove, risulta difficile poter fornire un confronto
quantitativo sull’efficienza di un algoritmo rispetto all’altro. Di seguito e`
mostrata una tabella che rappresenta le principali caratteristiche delle due
macchine:
Parametri risorse SEM FDM
Nodi 1 1
CPU 1 2
Clock 2.1 Ghz 2.4 Ghz
Ram 3.7 Gb 48 Gb
Per avere un’idea della differenza nei due metodi, in termini di tempi di
calcolo si riportano di seguito i valori degli stessi per alcune delle simulazioni
piu` importanti:
Simulazione T-SEM T-FDM
Semispazio omogeneo 10Hz 9.20 min. 4.00 min.
Due strati omogenei 10Hz 17.30 min. 7.25 min.
Marmousi2 5Hz 9.30 min. 4.15 min.
Marmousi2 10Hz 39.30 min. 17.10 min.
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Si puo` notare che il codice FD-soft conclude le simulazioni in media
circa 2.3 volte piu` velocemente di SPECFEM2D. Tuttavia il guadagno nei
tempi di calcolo puo` essere attribuito alle notevoli superiorita` computa-
zionali (2 CPU, maggiore clock e implementazione parallela del codice)
della macchina su cui e` stato sperimentato il codice alle differenze finite.
Si potrebbe dedurre quindi che, avendo a disposizione le medesime risor-
se, si otterrebbe senza dubbio una maggiore ottimizzazione dell’algoritmo
SEM (in senso di parallelizzazione) con tempi di calcolo inferiori, come gia`
dimostrato in letteratura.
Sarebbe certamente interessante, come sviluppo futuro, poter installare
i due codici nella stessa macchina, in modo da avere anche delle analisi
quantitative sulle differenze di efficienza dei due metodi.
Un altro eventuale sviluppo futuro potrebbe essere quello di generare
mesh non strutturate, utilizzando particolari software avanzati, che per-
mettano una discretizzazione computazionale ancora piu` intelligente, ri-
spettando le geometrie principali presenti nel modello. Questo porterebbe
a risultati piu` accurati e a una efficienza del metodo molto maggiore.
Infine, si potrebbero applicare tali metodi a differenti modelli ed ef-
fettuare anche simulazioni di tipo elastico o con l’introduzione di effetti
anisotropi.
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