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Resumen
A LO LARGO DE este trabajo abordaremos algunos casos particulares de las conjeturasde Weil. En primer lugar estudiaremos la definición de función zeta de una variedad
y la formulación de las conjeturas de Weil, con su respectiva motivación.
Seguidamente, introduciremos toda la teoría de sumas de Gauss y de Jacobi, partiendo
de la base de la teoría de caracteres de un grupo abeliano, para obtener resultados
sobre el cálculo del número de puntos de ciertas variedades sobre cuerpos de carac-
terística positiva (y veremos por el camino otra aplicación de las sumas de Gauss:
la demostración de la ley de reciprocidad cuadrática). Finalmente probaremos la
relación de Hasse–Davenport, que nos permite elevar sumas de un cuerpo base a sus
extensiones.
En el tercer capítulo, siguiendo la línea de Weil, utilizaremos sumas exponenciales




1 +a2xk22 +·· ·+an xknn = a.
A partir de este resultado, mediante ciertas consideraciones sobre los exponentes,
estaremos en condiciones de escribir de manera explícita el número de puntos de
una hipersuperficie diagonal proyectiva, y comprobar que en efecto se cumplen las
conjeturas de Weil.
Finalmente, utilizaremos herramientas más avanzadas de geometría algebraica para
esbozar la prueba de las conjeturas de Weil para curvas proyectivas, dando por cono-
cidos algunos resultados de mayor profundidad como el teorema de Riemann–Roch o




THROUGHOUT THIS DISSERTATION we will be addressing several particular instances ofthe Weil conjectures. First we will study the definition of the zeta function of a varietyand the formulation (and the motivation) of the Weil conjectures.
Afterwards, we introduce the theory Gauss and Jacobi sums, starting from the theory
of characters of an abelian group, to get results on the number of points of certain
varieties over fields of positive characteristic (developping on the way another appli-
cation of Gauss sums: the law of quadratic reciprocity). We also prove the celebrated
Hasse–Davenport relation, that allows us to lift sums from a base field to its extensions.
In the third chapter, following Weil’s path, we use exponential sums to find the number
of affine points in a diagonal hypersurface defined by
a1x
k1
1 +a2xk22 +·· ·+an xknn = a.
From this result, by studying the behavior with respect to the exponents, we can
describe the number of projective points of the homogeneization of the variety, which
allows us to find the zeta function and check that the four conjectures by Weil are
indeed true.
Finally, we use some more advanced tools from algebraic geometry to sketch the proof
of the Weil conjectures for curves, without proving some results like the Riemann–




VEAMOS, EN PRIMER lugar, una pequeña introducción histórica del trabajo. La basefundamental son las funciones zeta, en sus diferentes interpretaciones en ramas delálgebra o el análisis. La historia de las funciones zeta podría remontarse al estudio de







iniciado por Euler para el caso de s real e impulsado con el estudio de Riemann de
la relación de ζ(s) con π(x), que tiene como implicación final una relación entre los
ceros de ζ y la distribución de los números primos. La existencia de una factorización






lleva a Richard Dedekind a generalizar la definición de función
zeta (cf. [Dir99; Neu99]): partiendo de un cuerpo de números K
con anillo de enteros OK , podemos tomar como primos de K los
ideales primos p de OK , y asociarles una noción de tamaño (la
norma) dada por la dimensión del cociente
N(p) =
∣∣∣OKp∣∣∣= pr , p primo,r ∈Z.






Es evidente que se trata de una extensión de la función zeta tra-
dicional, que se obtendría tomando K = Q y OQ = Z. Partiendo
de esta generalización aparece la teoría de funciones zeta que
estudiaremos en este trabajo, debida a Emil Artin.
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La tesis doctoral de Artin se compone de dos partes que desarrollan una idea co-
mún: la extensión de la teoría de números desarrollada sobre cuerpos de números
a extensiones de cuerpos de funciones (i.e. K = Fp (x,
p
D), con Fp un cuerpo finito).
Considerando la clausura integral R de Fp [x] en K obtiene, en la primera parte de su
tesis, resultados sobre descomposición y ramificación de ideales primos, número de
clase o reciprocidad.
La segunda parte de su tesis (cf. [Art24]) comienza con la introducción de la función





que utiliza para estudiar el número de clase o la distribución de los ideales primos, y
para la cual obtiene una ecuación funcional (cf. [Roq02]).
A partir de entonces se logran avances en la comprensión de ζ(s) gracias al trabajo de
varios matemáticos: Friedrich Karl Schmidt con su definición de función zeta, para la
que prueba la racionalidad y la ecuación funcional, o el uso del número de puntos de
grado 1; Helmut Hasse obtiene una desigualdad de la forma
∣∣N − (q +1)∣∣≤ 2g qθ, θ ≥ 1
2
;
posteriormente su trabajo con Harold Davenport les permite probar un análogo de
la hipótesis de Riemann (los ceros de ζ tienen parte real 1/2) para el caso de cuerpos
de funciones de curvas elípticas, utilizando la teoría de sumas exponenciales. La
demostración general de este hecho para cuerpos de funciones de curvas arbitrarias
tardará más, y recibirá aportaciones de otros matemáticos como Ernst Witt o Max
Deuring (cf. [Roq04; Roq06; Roq12]). Finalmente, ya entrados los 40 André Weil publica
una respuesta positiva a la hipótesis de Riemann para curvas (cf. [Wei48]).
Emil Artin Helmut Hasse André Weil
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En 1949, Weil, que conocía de primera mano el trabajo realizado con la función zeta,
redefine en concepto para adaptarlo a una variedad X arbitraria, tomando como
función Z (X ) una función generatriz del número de puntos de una variedad sobre




3. Hipótesis de Riemann.
4. Relación con la homología de X .
Como ejemplo, desarrolla la teoría de la función zeta de hipersuperficies de Fermat, y
comprueba que las cuatro conjeturas son válidas expresando Z en función de sumas
de Gauss.
La demostración de estas cuatro conjeturas (que pasarían a ser llamadas conjeturas de
Weil) requeriría de grandes avances en geometría algebraica durante los siguientes 25
años. En el ICM de Ámsterdam en 1954, Weil explicó que la demostración podía venir
de un nuevo tipo de homología. Esencialmente, los puntos de la variedad son los que
quedan fijos por el automorfismo de Frobenius (adecuadamente particularizado en
función de la extensión), con el teorema del punto fijo de Lefschetz se obtendría∣∣∣{puntos de X }∣∣∣= ∑
k≥0
(−1)k tr(Frob | Hk (X )) ,
donde quedaría por determinar la homología H con la que trabajar.
Bernard Dwork Alexander Grothendieck Pierre Deligne
En 1960, Bernard Dwork demostró la racionalidad de la función zeta con métodos rela-
tivamente elementales de análisis p-ádico (cf. [Dwo60; Kob84]), aunque la prueba no
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abrió paso a más estudios y no se realizaron más avances hacia las demás conjeturas
por este camino.
Grothendieck impartiendo uno de sus seminarios en
Bois Marie (IHES)
Durante la segunda mitad de los 60, Alexander
Grothendieck y otros (incluyendo a Michael Ar-
tin, hijo de Emil Artin, o a Jean–Pierre Serre, me-
dallista Fields y Abel) realizaron importantes
avances utilizando la cohomología étale a tra-
vés del Seminario de Geometría Algebraica de
Bois Marie (cf. [Mil16; Gro95]). Con ella logran
probar tanto la racionalidad como la ecuación
funcional, pero la hipótesis de Riemann sigue
pareciendo inaccesible.
Grothendieck sugiere una nueva línea de ataque
basada en una serie de conjeturas más generales
de las cuales se deducirían las conjeturas de Weil, pero su propuesta no logra tracción.
Finalmente, en 1973, Pierre Deligne, que tenía tan sólo 5 años cuando Weil formuló
sus conjeturas, concluyó la demostración de la hipótesis de Riemann, aunque ale-
jándose de las conjeturas propuestas por Grothendieck (cf. [Gro88, § III.18.5.2.2.]),
convirtiendo las conjeturas en teorema (cf. [Del74]).
A pesar de haber sido demostradas con total generalidad a día de hoy, las conjeturas
de Weil mantienen su numbre inicial. Una exposición más extensa de la historia de
las demostraciones puede leerse en los artículos de Milne ([Mil16]) y Oort ([Oor14]), o
en [Har77, § C.2].
1
Funciones zeta y conjeturas de Weil
If there is one thing in mathematics that fascinates me more than anything
else (and doubtless always has), it is neither “number” nor “size”, but always
form. And among the thousand-and-one faces whereby form chooses to reveal
itself to us, the one that fascinates me more than any other and continues to
fascinate me, is the structure hidden in mathematical things.
— Alexander Grothendieck
EN ESTE CAPÍTULO introduciremos las nociones fundamentales para el trabajo: el con-cepto de variedad algebraica proyectiva, las particularidades que puede presentaral estar definida sobre un cuerpo finito, su función zeta (interpretada de diferentes
maneras) y finalmente las conjeturas de Weil.
Como notación, tomaremos p un número primo, y q = pr , con r un entero positivo.
Llamaremos Fq al único cuerpo (salvo isomorfismo) con q elementos, y Fq s a una
extensión de Fq de grado s.
1.1. Variedades proyectivas
Empezamos recordando el concepto de variedades proyectivas. En el espacio afín es
inmediato definir el valor de un polinomio f en un punto (a0, . . . , an) ∈An+1 como
f (a0, . . . , an). En el caso proyectivo esta identificación no puede hacerse, porque a un
mismo punto le corresponden varios representantes multiplicando por un escalar.
Pese a ello, si f es homogéneo, es posible definir el cero de un polinomio, porque si
9
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[a0 : · · · : an] ∈Pn es un representante de un punto proyectivo que anula a f , entonces
f (λ[a0 : · · · : an]) = f (λa0, . . . ,λan) =λdeg f f (a0, . . . , an) = 0.
Por lo tanto, si para un polinomio f homogéneo, el conjunto algebraico proyectivo
V ( f ) = { a ∈Pn | f (a) = 0} ⊂Pn
está bien definido. Si en lugar de tomar un único polinomio tomamos un ideal I ⊂
k[x0, . . . , xn] homogéneo (es decir, tal que sus generadores, de los cuales hay una
cantidad finita por ser el anillo noetheriano, sean todos homogéneos), tiene también
asociado un conjunto algebraico proyectivo
V (I ) = { a ∈Pn | f (a) = 0∀ f ∈ I } ⊂Pn .
Si I es además primo, entonces decimos que X = V (I ) es una variedad algebraica.
Esta condición hace que X sea en cierto sentido irreducible, es decir, que no podamos
descomponer
X =U1 ∪U2,
con U1 y U2 conjuntos algebraicos tales que no están contenidos uno no está conteni-
do en el otro. Esta definición de irreducibilidad es análoga a la que se formularía en
términos de espacios topológicos.
1.1.1. Dimensión de una variedad
A cada variedad podemos asignarle un entero que codifique el concepto de dimensión.
Lo haremos a través de la topología de Zariski, que tiene como cerrados a los conjuntos
algebraicos.
DEFINICIÓN 1.1.1 (Dimensión de una variedad). — Sea X ⊂Pn(k) una variedad pro-
yectiva. Definimos la dimensión de X , que escribimos como dim X , como la longitud
de la mayor cadena de cerrados irreducibles contenidos en X , es decir, el mayor entero
n tal que existen cerrados X1, . . . , Xn que cumplen
; 6= X0( X1( · · ·( Xn = X .
OBSERVACIÓN 1.1.2. — Es posible también dar una noción de dimensión basada en
álgebra conmutativa. Hacemos esto utilizando la correspondencia biunívoca entre
variedades e ideales primos.
DEFINICIÓN 1.1.3. — Sea A un anillo. La altura de un ideal primo p es el mayor entero
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n tal que existe una cadena de ideales primos
p0( p1( · · ·( pn = p.
Llamamos dimensión de Krull de A al supremo (no necesariamente finito) de las
alturas de los ideales primos de A.
PROPOSICIÓN 1.1.4. — Sea X ⊂ Pn(k) una variedad proyectiva, y sea I = I (X ) ⊂
k[x0, . . . , xn] su ideal primo correspondiente en el anillo de polinomios. Entonces dim X
se corresponde con la dimensión de Krull del anillo cociente k[x0, . . . , xn]/I menos 1.
Intuitivamente, cada subvariedad Xi se corresponde con un ideal I (Xi ) ⊂ k[x0, . . . , xn]
que contiene a I , por lo tanto una cadena de cerrados equivale a una cadena de ideales.
Nótese que restamos uno para descartar el ideal irrelevante dado por 〈x0, x1, . . . , xn〉,
cuya variedad proyectiva es el vacío, pero que admitimos en el cálculo de la dimensión
de Krull.
La definición anterior es consistente con algunas propiedades que le pedimos a la
dimensión, como por ejemplo que la dimensión de An y de Pn sea exactamente n.
Además,
PROPOSICIÓN 1.1.5. — Una variedad proyectiva X en un espacio de dimensión n tiene
dimensión n −1 si y sólo si X = V ( f ), con f ∈ k[x0, . . . , xn] homogéneo e irreducible.
Demostración. La demostración requiere de herramientas alejadas del objetivo de
este trabajo, por lo que la omitimos y referimos a [Har77, § I.2].
Esta proposición nos permite establecer la dimensión de variedades generadas por
un único polinomio, que conforman el núcleo del trabajo.
1.1.2. Variedades no singulares
Una variedad no singular (o lisa) es, como uno podría esperar, una variedad sin puntos
singulares, es decir, que en cierto sentido puede ser vista como un equivalente de las
variedades diferenciables en Cn .
DEFINICIÓN 1.1.6. — Sea X = V (〈 f1, . . . , fl 〉) una variedad algebraica. Se dice que es





tiene rango n −dim X .
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En el caso de una hipersupericie (por ejemplo, una curva en el plano), ser no singular
es equivalente a que no todas las derivadas parciales se anulen simultáneamente.
1.1.3. Cuerpos finitos
En general, es común definir las variedades algebraicas sobre cuerpos algebraica-
mente cerrados (donde tenemos resultados muy fuertes como el Nullstellensatz).
No obstante, vamos a trabajar con cuerpos finitos, que nunca son algebraicamente
cerrados (de manera trivial, basta tomar un polinomio de grado mayor que el número
de elementos y sin raíces múltiples). A pesar de esto, es posible obtener resultados
interesantes en cuerpos finitos.
PROPOSICIÓN 1.1.7. — Sea Fq ⊃ Fp un cuerpo finito con pr elementos. Llamamos
automorfismo de Frobenius a
ϕ : Fq −→ Fq
x 7−→ xp .
Se cumple que ϕ genera Gal(Fq /Fp ) ∼=Z/rZ. Además, si Fq s es una extensión de grado s
de Fq , entonces ϕr genera el correspondiente grupo Gal(Fq s /Fq ) ∼=Z/sZ.
Demostración. Para la primera parte, es claro que ϕ es un homomorfismo, y además
es inyectivo, porque
ap = bp =⇒ ap −bp = (a −b)p = 0 =⇒ a −b = 0 =⇒ a = b.
Por tratarse de un homomorfismo inyectivo entre cuerpos finitos sabemos que será
también isomorfismo. Y por el teorema de Euler, sabemos también que actúa como la
identidad en Fp , luego ϕ ∈ Gal(Fq /Fp ).
Como Fq es el cuerpo de descomposición de xp
r −1 = 0 sobre Fp , es claro que ϕr es
trivial. Y, por otra parte, si una potencia menor de ϕ (por ejemplo ϕk ) fuera trivial
entonces se tendría que
ap
k −1 = 0 ∀a ∈ Fq ,
lo cual es imposible porque un polinomio de grado pk no puede tener pr > pk raíces.
Entonces ϕ,ϕ2, . . . ,ϕr son diferentes, y como |Gal(Fq /Fp )| = [Fq : Fp ] = r se tiene el
resultado.
Para la segunda, la inclusión de cuerpos Fp ⊂ Fq ⊂ Fq s genera una inclusión de grupos
Gal(Fq s /Fq ) ⊂ Gal(Fq s /Fp ), y como sabemos que ϕ tiene orden r · s en Gal(Fq s /Fp ), es
evidente que ϕr genera un subgrupo de orden s. Como Gal(Fq s /Fq ) tiene también
1.1. VARIEDADES PROYECTIVAS 13
orden s, y en un grupo cíclico no puede haber más de un subgrupo de un orden dado,
se deduce que Gal(Fq s /Fq ) = 〈ϕr 〉 ∼=Z/sZ.
A partir de ahora, si trabajamos en el cuerpo base Fq , llamaremos ϕ al automorfismo
de Frobenius en Fq , ϕ : x 7→ xq . Además de la del grupo de Galois, es posible dar una
caracterización sencilla de la clausura algebraica de Fp .






Además, Fqd ⊂ Fq s si y solo si d | s.
Demostración. Para la segunda parte, es evidente que si d | s, entonces Fqd es el
subcuerpo de Fq s que queda fijo por 〈ϕd 〉. Y en la otra dirección,
Fq ⊂ Fqd ⊂ Fq s =⇒ s = [Fq s : Fqd ]d =⇒ d | s.
Para la primera, es evidente que F es un cuerpo. Consideremos el polinomio
f (x) = an xn +an−1xn−1 +·· ·+a1x +a0 ∈ F[x].
Si cada ai está en la extensión Fq si , escribiendo s = s0 · s1 · · · · · sn , se tendrá que todos
los coeficientes están en Fq s , y por lo tanto todas las raíces de f estarán en un cuerpo
Fq N , con s | N , luego en efecto F es algebraicamente cerrado, y que es lo más pequeño
posible es evidente porque debe contener al menos a todos los Fq s .
Supongamos entonces que tenemos un ideal homogéneo primo I ⊂ Fq [x0, . . . , xn].





X (Fq s ),
donde entendemos por X (Fq s ) el conjunto de puntos de X cuyas coordenadas perte-
necen todas a Fq s . Consideremos un punto a = [a0 : · · · : an] ∈ X (Fqd ), tal que Fqd
es la menor extensión de Fqd que contiene a todas sus coordenadas. Llamamos
ϕ(a) = [aq0 : · · · : a
q
n ]. Entonces se tiene que
f (ϕ(a)) = f (aq0 , . . . , a
q
n ) = f (a)q
deg f =
=ϕdeg f ( f (a)) = 0 ∀ f ∈ I =⇒ aq ∈ X (Fqd ),
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porque ϕ no afecta a los coeficientes de f que están en Fq , y (x + y)q = xq + y q .
Aplicando ϕ sucesivamente para hallar la órbita de a obtenemos el divisor primo
D= {a,ϕ(a),ϕ2(a), . . . ,ϕd (a) = a},
donde obtenemos la última igualdad utilizando que, al estar todas las coordenadas
en Fqd , el automorfismo de F dado por ϕ
d restringido a Fqd coincide con la identidad.
Llamamos grado del divisor primo D, degD, al número de puntos (diferentes) de D.
PROPOSICIÓN 1.1.9. — Se cumple que degD= d.
Demostración. Es evidente por construcción que hay como mucho d puntos diferen-
tes. Tomemos 0 ≤ i < j , entonces
ϕi (a) =ϕ j (a) =⇒ ϕi (a −ϕ j−i (a)) = 0 =⇒ ϕ j−i (a) = a =⇒
=⇒ d | j − i =⇒ j = i +kd ≥ d .
Por lo tanto, como no puede haber dos iguales entre los d primeros, concluimos que
degD= d .
OBSERVACIÓN 1.1.10. — Podemos identificar el conjunto de divisores primos D con
las órbitas de X por la acción de ϕ. Como cada elemento en X (F) pertenecerá a una




1.1.4. Reducción desde un cuerpo de números
Sea X una variedad definida sobre un cuerpo de números K = Q(α1, . . . ,αm), con
α1, . . . ,αm ∈Q ⊂ C. Si denotamos por OK a su anillo de enteros, es evidente que los
elementos de K se pueden escribir como un cociente a/b, con a,b ∈OK (es decir, K
es el cuerpo de fracciones de OK ).
OBSERVACIÓN 1.1.11. — Partiendo de una variedad definida X ⊂ Pn(K ), podemos
considerar la inclusión natural X ⊂Pn(K ) ,→Pn(C). Aunque vista en los complejos no
es una variedad, lo que sí que se tiene es que, definiendo X de manera natural como
X ,→ X = V (I (X )) ⊂Pn(C),
entonces X es una variedad algebraica proyectiva compleja que extiende a X .
Sea I un ideal en K [x0, . . . , xn]. Por tratarse de un anillo Noetheriano I estará generado
por unos polinomios f1, . . . , fl . Escojamos un primo p ∈OK tal que no divida a ninguno
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de los denominadores de los coeficientes de los polinomios que generan el ideal
I . Entonces OK /p es un cuerpo con N(p) = pr = q elementos, y podemos escribir
los fi como polinomios en OK /p = Fq ya que los denominadores son invertibles –
denotamos gi al polinomio fi reducido en Fq .
Si X ⊂Pn(K ) es una variedad tal que I =I (I ), entonces los gi definen su reducción a
Fq . Por lo tanto, hemos pasado de una variedad X a otra Xp = V (〈g1, . . . , gl 〉) ⊂Pn(Fq ).
Llamamos a este proceso reducción módulo p.
1.2. Función zeta de una variedad
La idea de función zeta es la de agrupar en una única función información sobre la
variedad de la que proviene, mediante el número de puntos Ns de la variedad en una
extensión de grado s del cuerpo base. Uno podría plantearse entonces definir





pero la definición real es ligeramente diferente.
DEFINICIÓN 1.2.1. — Sea X una variedad proyectiva no singular en Pn(Fq ), y sea Ns
el número de puntos de la variedad en una extensión de grado s de Fq . Entonces se
define la función zeta de X como







Por comodidad daremos por entendida la variedad cuando no cause confusión, y
escribiremos simplemente Z (u). Aunque esta definición parezca artificial, está fuerte-
mente relacionada con la que imaginamos previamente.
PROPOSICIÓN 1.2.2. — u
d
du


























En algunos casos es posible encontrar la función zeta definida a partir de la fórmula
anterior (por ejemplo, [Wei49]). Aunque la definición con la exponencial parezca más
complicada, en realidad simplifica notablemente los cálculos en la gran mayoría de
casos.
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EJEMPLO 1.2.3. — Si X es una variedad tal que, para toda extensión del cuerpo base,
Ns(X ) =α(s)+β(s) = Ns(A)+Ns(B), entonces






























= Z (A,u) ·Z (B ,u).
EJEMPLO 1.2.4. — Supongamos ahora que tenemos X tal que Ns =αs . Entonces







Utilizando que la serie formal del logaritmo es







Z (u) = exp(− log(1−αu))= 1
1−αu .
EJEMPLO 1.2.5. — Expandiendo el ejemplo anterior, supongamos que Ns = ∑αsi −∑
βsj . Entonces es fácil ver que
Z (u) = (1−β1u) · · · (1−βmu)
(1−α1u) · · · (1−αnu)
∈C(u),
imitando el cálculo anterior en base a la serie formal del logaritmo. Lo verdaderamente
interesante (y sorprendente) es que el recíproco también es cierto.
PROPOSICIÓN 1.2.6. — Si Z (u) ∈C(u), entonces Ns =∑αsi −∑βsj .
Demostración. Para probarlo, supongamos que tenemos Z (u) = P (u)/Q(u), con P y
Q polinomios. Como Z (0) = 1 (basta ver la definición para llegar a Z (0) = e0), tenemos
que P (0) = Q(0), luego podemos suponer que P (0) = Q(0) = 1 – en caso contrario,
bastaría dividir ambos polinomios por el término independiente y Z se mantendría








es decir, como producto de sus respectivas raíces inversas. Si denotamos los grados
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El nombre de función zeta no es casual. Recordemos que podemos escribir la función










Si llamamos Xp a la variedad dada por x0 = 0 en P(Fp ), es inmediato que Z (u) =
(1−u)−1. Haciendo el cambio de variable










Es posible de hecho dar un resultado más general que ponga de manifiesto la relación
entre ambas funciones. Recordemos que en la sección anterior vimos cómo dividir
los puntos de una variedad en una serie de divisores primos D disjuntos. Podemos
entonces enunciar la siguiente
















donde an es el número de divisores de grado n. Si tomamos la derivada logarítmica




























Expandiendo la última expresión como serie en u obtenemos que el término corres-
pondiente a un será
∑













que es precisamente la expresión de Z (u) como función generatriz de Ns .
Para apreciar mejor la analogía podemos utilizar de nuevo el cambio de variable u =
q−s . Si, dado un divisor primo, definimos su norma como N(D) = qdegD, el número
de elementos del menor cuerpo en el que está contenidp. Entonces la función zeta
queda escrita como








OBSERVACIÓN 1.2.8. — Al principio de la sección veíamos que la definición de función
zeta no es la natural a partir de la función generatriz de Ns , pero lo cierto es que la










donde p recorre los ideales primos de un cuerpo de números, y a todos los ideales de
ese mismo cuerpo (cf. [Neu99, § VII.5]). Lo sorprendente por lo tanto es la conexión
entre la función zeta y la función generatriz de Ns .
EJEMPLO 1.2.9. — Calculemos la función zeta del espacio proyectivo Pn(Fq ). Sabemos
que en una extensión de grado s de Fq el espacio proyectivo tiene Ns = qns +q (n−1)s +
·· ·+1 puntos (qns en el afín, q (n−1)s en el afín del hiperplano del infinito, y siguiendo
hasta llegar al punto en el infinito). Podemos escribir la función zeta de Pn como















(1−u)(1−qu) · · · (1−qnu) .
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1.3. Conjeturas de Weil
En el ejemplo anterior podemos ver que la función zeta de Pn es de hecho una función
racional. Esto no es casualidad: se trata de una de las propiedades que estudiaremos
de las funciones zeta.
TEOREMA 1.3.1 (Conjeturas de Weil). — Sea X una variedad proyectiva no singular
n-dimensional definida en Fq . La función zeta de X satisface
1. Racionalidad: Z (u) es una función racional de u, con coeficientes enteros.








3. Hipótesis de Riemann: es posible escribir
Z (u) = P1(u) · · ·P2n−1(u)
P0(u) · · ·P2n(u)
,




(1−αi j u) ∈Z[u],
con los αi j enteros algebraicos que cumplen |αi j | = q i /2.
4. Números de Betti: con la notación del punto anterior, escribimos Bi (X ) = degPi .
Entonces E =∑(−1)i Bi , y si X es la reducción módulo p de una variedad definida
sobre un cuerpo de números Y ⊂Q(α1, . . . ,αm)k ⊂Ck , entonces Bi se corresponde
con el i -ésimo número de Betti de la variedad V (I (Y )) ⊂Ck .
Las conjeturas de Weil permiten, por lo tanto, obtener información sobre la variedad
a partir de su función zeta, y enlazan propiedades aritméticas (número de soluciones
de una ecuación) con propiedades geométricas (números de Betti de una variedad).
Veamos una serie de detalles que podemos deducir de las conjeturas.
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Para s = 1, teniendo en cuenta que α1 = 1,αk = qn , se cumple que










es decir, conociendo la homología de X podemos aproximar el número de puntos de
la variedad como N ≈ qn +1 y estudiar el error cometido.
Este enfoque puede no parecer demasiado interesante, pero su particularización para
curvas (cuyos números de Betti son 1,2g ,1) tiene una serie de profundas consecuen-
cias, que estudiaremos en el último capítulo.
OBSERVACIÓN 1.3.3. — La hipótesis de Riemann clásica establece que los ceros no
triviales de la función ζ de Riemann se encuentran todos en la recta Re(z) = 1/2. En la
tercera conjetura de Weil, tenemos que |αi j | = q i /2 (aquí i es un índice, no la unidad
imaginaria), luego
ζ(X , s) = 0 =⇒ 1−αi j q−s = 0 =⇒ |q−s | = q−i /2 =⇒ Re(s) = i
2
.






= ζ(n − s) =±qnE/2q−sEζ(s) = qE(n/2−s)ζ(s) =⇒
=⇒ ζ(n − s)q−(n−s)E/2 = ζ(s)q−sE/2,
luego hay una simetría en el cambio s 7→ n−s de manera similar a la simetría alrededor












Veamos finalmente con el ejemplo anterior que, en efecto, las conjeturas de Weil se
cumplen para el proyectivo.
EJEMPLO 1.3.4. — Recordamos que la función zeta del espacio proyectivo de dimen-
sión n es
1
(1−u)(1−qu) · · · (1−qnu) .
Entonces se cumple que
1. Z (u) es una función racional con coeficientes enteros.
2. Como la característica de Euler del espacio proyectivo complejo es E = n +1, se
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(qnu −1)(qnu −q) · · · (qnu −qn) =
= (−1)
n+1 (qnu)n+1





(1−qnu)(1−qn−1u) · · · (1−u) =
= (−1)n+1qn(n+1)/2un+1Z (u) =±qnE/2uE Z (u).
3. En efecto, P2i+1(u) = 1 y P2i (u) = 1−q i u, con |q i | = q i = q2i /2.




1 si 0 ≤ i ≤ 2n, i ≡ 0 mód 2,0 en otro caso,
luego se tiene que Bi (Pn(C)) = degPi (u).
22 CAPÍTULO 1. FUNCIONES ZETA Y CONJETURAS DE WEIL
2
Sumas de Gauss y Jacobi
Algebra is the offer made by the devil to the mathematician. The devil says: “I
will give you this powerful machine, it will answer any question you like. All




I NUESTRO OBJETIVO es hallar la función zeta de una variedad X mediante el cálculo
del número de puntos de la variedad en una extensión Fq s , necesitaremos herramien-
tas que nos ayuden a calcular las soluciones de una ecuación sobre un cuerpo.
Por ello introducimos primero la teoría de caracteres, y después las sumas de Gauss
y Jacobi, que nos permiten expresar las soluciones de ciertos polinomios. Además,
podremos elevarlas a las extensiones del cuerpo base gracias a la relación de Hasse–
Davenport.
2.1. Caracteres, norma y traza
Para la teoría de sumas exponenciales es fundamental la noción de los caracteres. Un
carácter en un grupo abeliano finito G con m elementos es una función
χ : G →C×,
que cumple que χ(ab) =χ(a)χ(b) para cualesquiera a y b en G . Utilizaremos de ahora
en adelante para G de notación multiplicativa.
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EJEMPLO 2.1.1. — Consideremos ε la función tal que, para todo a ∈G , hace ε(a) = 1.
Es evidente que ε es un carácter, que llamaremos carácter trivial.
La importancia de la noción de carácter multiplicativo viene a partir del siguiente
teorema, que demostraremos más adelante, y que nos ayudará calcular el número de
puntos de algunas variedades en cuerpos finitos (es decir, los coeficientes Ns de la
función zeta de la variedad).
TEOREMA 2.1.2. — Sea a ∈ F×p y n | p −1. Entonces el número de soluciones de xn = a es
N (xn = a) = ∑
χn=ε
χ(a),
donde la suma se extiende sobre todos los caracteres de F×p tales queχn = ε. Para extender
la definición de χ a todo Fq definimos ε(0) = 1, y χ(0) = 0 para cualquier otro χ 6= ε.
Se tienen las siguentes propiedades.
PROPOSICIÓN 2.1.3. — Sea χ un carácter y a ∈G. Se cumplirán:
1. χ(1) = 1.
2. χ(a) es una raíz de la unidad m-ésima.
3. χ(a−1) =χ(a)−1 =χ(a), donde z denota el complejo conjugado de z.
4. La suma
∑
t χ(t), donde t recorre todos los valores de G, vale m si χ = ε, y 0 en
cualquier otro caso.
Demostración. 1. χ(1) = χ(1 · 1) = χ(1)χ(1), y como χ(1) 6= 0, debe tenerse que
χ(1) = 1.
2. G es un grupo con m elementos, luego am = 1 y se cumple que χ(am) =χ(a)m =
χ(1) = 1.
3. La primera igualdad se obtiene haciendo 1 =χ(1) =χ(a−1a) =χ(a−1)χ(a). Para
la segunda, basta tener en cuenta que si z es un número complejo de módulo 1,
entonces zz = eθi e−θi = e0 = 1, es decir, z−1 = z.
4. El caso de ε es trivial. Supongamos por lo tanto que χ 6= ε, y denotemos S =∑
t χ(t). Como podemos escoger al menos un a tal que χ(a) 6= 1 (porque no
estamos en el carácter trivial) hacemos
χ(a)T = ∑
t∈G
χ(a)χ(t ) = ∑
t∈G
χ(at ) = ∑
r∈G
χ(r ) = T =⇒ T = 0.
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Aunque en la definición de caracteres admitíamos que tomaran cualquier valor com-
plejo, la proposición anterior nos limita el rango de valores que puede tomar. Podemos
mejorar el estudio de los caracteres dándoles estructura de grupo abeliano. Definimos
las operaciones entre caracteres
χ1 ◦χ2(a) =χ1χ2(a) =χ1(a)χ2(a), χ−1(a) =χ(a)−1 ∀a ∈G .
Es trivial ver que con las dos operaciones el conjunto de los caracteres en G es un
grupo, cuyo elemento neutro es el carácter trivial ε, y que es abeliano por serlo C×.
Denotamos este grupo como Ĝ .
Veamos algunas de las propiedades del grupo de caracteres. En primer lugar, su
tamaño.
PROPOSICIÓN 2.1.4. — El número de caracteres de un grupo G es igual al orden del
grupo.
Demostración. Necesitaremos un lema previo.
LEMA 2.1.5 (Extensión de caracteres). — Si H es un subgrupo de G y χ ∈ Ĥ , entonces
existe un χ̃ ∈ Ĝ tal que
χ̃(h) =χ(h) ∀h ∈ H ,
es decir, podemos extender χ a un carácter de G.
Demostración. Sea x ∈G \ H , y sea d el mínimo entero con xd ∈ H . Este entero existe
siempre porque 1 ∈ H . Tomamos y ∈C× tal que yd =χ(xd ), y en K = 〈H , x〉 definimos
χ̃(xnh) = ynχ(h).
Es evidente que χ̃ ∈ K̂ , ya que está bien definido porque
xnh = xmh′ =⇒ h′h−1 = xn−m ∈ H =⇒ d | n −m = r d
=⇒ χ(h′)χ(h)−1 =χ(xr d ) =χ(xd )r = (yd )r = yn−m =⇒ χ̃(xnh) = χ̃(xmh′).
Por lo tanto, extendemos χ a un subgrupo estrictamente mayor. Repitiendo este
proceso llegamos a la demostración del lema.
Vayamos ahora a la demostración de la proposición, que haremos por inducción.
Recordemos que, dado G , podemos construir una cadena de subgrupos
{e} =G0(G1(G2( · · ·(Gr =G ,
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con Gi+1 = 〈Gi , xi+1〉. Evidentemente G0 tiene únicamente un carácter: el trivial. Su-
pongamos que Gi tiene exactamente n = |Gi | caracteres, y analicemos cómo se extien-
den a Gi+1 (que cuenta con n ·d elementos. Si χ ∈ Ĝi es un carácter, su extensión aGi+1 estará dada por
χ̃(xki+1g ) =χ(g )χ̃(xi+1)k .
Si xdi+1 = gi+1 ∈Gi , entonces χ̃(xi+1)d = χ(gi+1), luego hay d elecciones para χ̃(xi+1),
y cada una determinará un carácter χ̃ diferente, luego en Gi+1 habrá n ·d caracteres
provenientes de Ĝi . Y por otra parte, cualquier carácter λ de Gi+1 la restricción λ |Gi
es un carácter de Gi , luego debe ser la extensión de un carácter, con lo que llegamos a
que
|Gi+1| = |Gi+1|,
lo que completa la demostración.
Uno podría plantearse que la anterior proposición da mucha información sobre los
caracteres de un grupo, pero lo cierto es que podemos afinar el estudio bastante más.
TEOREMA 2.1.6. — Ĝ ∼=G.
Demostración. Por el teorema fundamental de grupos abelianos finitamente genera-
dos, podemos escribir
G ∼=Z/p1Z⊕Z/p2Z⊕·· ·⊕Z/pkZ= Z ,
con los pi primos no necesariamente diferentes. Probaremos que Ẑ ∼= Z , construyen-
do el isomorfismo
ψ : Z −→ Ẑ
(a1, . . . , ak ) 7−→
{
χa : G −→ C×
(x1, . . . , xk ) 7−→ ζa1x1p1 · · ·ζak xkpk
}
.
Es decir, ψ lleva un punto (a1, . . . , ak ) en el carácter que lleva cada punto a
χa(x1, . . . , xk ) = exp
(
2πi
p1 · · ·pk
(
a1x1p2 · · ·pk +·· ·+ak xk p1 · · ·pk−1
))
.
Es evidente que se trata de un carácter, puesto que al expandir χ(x + y) acabamos con
dos sumandos que, por la exponencial, se convierten en producto de exponenciales,
de donde llegamos a χ(x)χ(y).
Para comprobar que ψ es un isomorfismo basta ver que es inyectiva (puesto que va
entre dos grupos finitos con la misma cantidad de elementos). Y en efecto, si χa =χb ,
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entonces












=χb(1,0, . . . ,0). =⇒ a1 = b1
...












=χb(0, . . . ,0,1). =⇒ ak = bk =⇒
=⇒ a = (a1, . . . , ak ) = (b1, . . . ,bk ) = b.
Finalmente, si ϕ es un isomorfismo entre G y H , se tiene que
ϕ̂ : Ĝ −→ Ĥ
χ 7−→ χ◦ϕ−1
es un isomorfismo entre Ĝ y Ĥ , luego
G ∼= Z ∼= Ẑ ∼= Ĝ .
Veamos cómo se traduce esto en el caso de caracteres multiplicativos de Fq .
COROLARIO 2.1.7. — F̂×q ∼=Z/(q −1)Z.
COROLARIO 2.1.8. — Para todo a ∈ F×q \ {1} existe un carácter χ de Fq tal que χ(a) 6= 1.
Demostración. Basta tomar χ : g k 7→ ζkq−1 para un generador g de F×q .
COROLARIO 2.1.9. — Para todo a ∈ F×q \ {1}, se tiene
∑
χχ(a) = 0, donde la suma recorre
todos los caracteres de Fq .







χ′(a) = S =⇒ S = 0.
Hasta ahora hemos estudiado numerosas propiedades de los caracteres en un cuerpo
fijo Fq . Pero, a partir de la definición de función zeta, cabe preguntarse: ¿cómo pode-
mos relacionar los caracteres de Fq con los de Fq s , un cuerpo que contenga a Fq con
q s elementos? Para analizar la relación entre los caracteres introducimos dos nuevas
funciones: la norma y la traza.
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DEFINICIÓN 2.1.10. — Sea k un cuerpo, y sea K /k una extensión de Galois. Se definen
la traza y la norma de K a k como
trK /k (α) =
∑
σ




respectivamente, donde la suma y el producto recorren los automorfismosσ ∈ Gal(K /k).
En ocasiones denotaremos trK /k y NK /k para evitar posibles confusiones sobre a qué
cuerpos nos referimos, pero en general escribiremos tr y N, dando por entendidos los
cuerpos.
OBSERVACIÓN 2.1.11. — Si k es un cuerpo finito con q elementos, y [K : k] = s enton-
ces, a partir de la proposición 1.1.7, es inmediato ver que
tr(α) =α+αq +·· ·+αq s−1 y N(α) =α ·αq · · · · ·αq s−1 .
De ahora en adelante utilizaremos con frecuencia esta caracterización.
PROPOSICIÓN 2.1.12. — Sean α,β ∈ K y a ∈ k. Entonces,
1. tr(α) ∈ k.
2. tr(α+β) = tr(α)+ tr(β).
3. tr(aα) = a tr(α).
4. tr(K ) = k.
Demostración. 1. tr(α)q =αq +αq2 +·· ·+αq s =αq +αq2 +·· ·+α= tr(α), es decir,
tr(α) anula el polinomio xq −x, y por lo tanto debe suceder que tr(α) ∈ k.
2. Como (α+β)q =αq +βq , por estar en un cuerpo de característica divisora de q ,
tr(α+β) = (α+β)+ (α+β)q +·· ·+ (α+β)q s−1 =
=α+β+αq +βq +·· ·+αq s−1 +βq s−1 = tr(α)+ tr(β).
3. Como a ∈ k, se cumple que aq = a, y por lo tanto
tr(aα) = aα+aαq +·· ·+aαq s−1 = a tr(α).
4. Bastaría hallar γ tal que tr(γ) = c 6= 0, porque en ese caso para todo a ∈ k podría-
mos hacer tr(γa/c) = a tr(γ)/c = a. La existencia de este γ la tenemos porque
f (x) = x +xq +·· ·+xq s−1
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es un polinomio de grado q s−1, y por lo tanto todos los q s elementos de K no
pueden ser simultáneamente raíces.
PROPOSICIÓN 2.1.13. — Sean α,β ∈ K y a ∈ k. Entonces,
1. N(α) ∈ k.
2. N(αβ) = N(α)N(β).
3. N(aα) = as N(α).
4. N(K ∗) = k∗.
Demostración. Los apartados 1 y 2 son iguales a la demostración anterior.
3. N(aα) = aα ·aαq · · · · ·aαq s−1 = as ·α ·αq · · · · ·αq s−1 = as N(α).
4. Consideremos el homomorfismo N∗ : K ∗ → k∗. El núcleo de la aplicación son
los elementos α de K ∗ tales que
N∗(α) = 1 =⇒ α
qs−1
q−1 = 1.
Como K ∗ es cíclico, habrá exactamente ϕ(d) elementos de orden d para cada







q −1 | q
s −1 = |K ∗|,
luego K ∗/kerN∗ tiene exactamente q −1 elementos. Y como N establece un
isomorfismo canónico entre K ∗/kerN∗ y su imagen, debe suceder que
|Im(N∗)| = q −1 y Im(N∗) ⊂ k∗ =⇒ Im(N∗) = k∗.
Tanto la norma como la traza se comportan bien con respecto a la composición
de extensiones de cuerpos. Supongamos que tenemos los cuerpos K ⊃ k ′ ⊃ k, con
[K : k ′] = s y [k ′ : k] = l .
PROPOSICIÓN 2.1.14. — trK /k = trk ′/k ◦ trK /k ′ , y NK /k = Nk ′/k ◦NK /k ′ .
Demostración. La proposición se basa en
{k ∈Z : 1 ≤ k ≤ l · s} = {i · s + j : 1 ≤ i ≤ s,1 ≤ j ≤ l },
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ya que partiendo del automorfismo ϕ que genera Gal(K /k), podemos descomponer
cualquier otro como
ϕk =ϕi l+ j ,
haciendo




)q i l = ϕ̃i ◦ϕ j (a),
donde ϕ̃=ϕl , que es la composición de un automorfismo de Gal(k ′/k) con otro de
Gal(K /k ′).
Estos resultados están enunciados en general para cualesquiera tres cuerpos finitos
K ⊃ k ′ ⊃ k. En nuestro caso, nos será especialmente útil para estudiar el caso Fq s ⊃
Fq ⊃ Fp con p primo.
Volvamos ahora al motivo por el que empezamos a estudiar la traza y la norma: la
relación entre los caracteres de un cuerpo y los de una extensión suya. Consideremos
los cuerpos K ⊃ k, con [K : k] = s. Supongamos que tenemos χ un carácter de k,
definimos entonces χ′ = χ◦NK /k . Como la norma es una función multiplicativa, es
evidente que χ′ es un carácter de K .
PROPOSICIÓN 2.1.15. — Con la notación anterior,
1. χ1 6=χ2 =⇒ χ′1 6=χ′2.
2. χm = ε =⇒ χ′m = ε.
3. χ′(a) =χ(a)s para todo a ∈ k.
Demostración. En primer lugar, nótese que N(a) = as para a ∈ k.
1. Supongamos que χ1 6= χ2. Si se diera que χ′1 = χ′2, como N es sobreyectiva en
k∗, se tendría que χ1 coincide con χ2 en k∗, y por lo tanto en todo k (porque o
bien ambas son cero en el cero si no son iguales a ε, o bien son 1), con lo que
llegamos a una contradicción.
2. χ′m(α) =χ(N(α))m = ε(N(α)) = 1 =⇒ χ′m = ε, porque N(α) ∈ k.
3. χ′(a) =χ(N(a)) =χ(as) =χ(a)s .
Volvamos ahora al teorema que enunciamos al principio del capítulo.
TEOREMA 2.1.16. — Sea a ∈ Fq , y n | q − 1. Entonces, el número de soluciones de la
ecuación xn = a es
N (xn = a) = ∑
χn=ε
χ(a),
donde la suma recorre todos los caracteres de orden divisor de n.
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Demostración. En primer lugar, es claro que hay exactamente n sumandos (por el
mismo argumento utilizado en el último apartado de la proposición 2.1.13). Si a = 0, la
única solución es x = 0 (porque no puede haber elementos nilpotentes en un cuerpo),
y ∑
χn=ε
χ(0) = ε(0)+ ∑
χ 6=ε
χ(0) = 1+0 = 1.
Si a 6= 0 y existe al menos una solución, es decir, un b ∈ Fq tal que bn = a, entonces
habrá exactamente n soluciones (hay n números c1, . . . ,cn ∈ F∗q de grado divisor de
n, luego (ci b)n = a, y no puede haber más soluciones por el grado del polinomio).





Finalmente, supongamos que a 6= 0 y la ecuación no tiene solución. Sean β y λ ge-
neradores del grupo multiplicativo y del grupo de caracteres respectivamente, que
cumplan λ(βk ) = e2πi k/(q−1), y definimos χ̃= λ(q−1)/n . Si escribimos a = βl , con n - l
(porque xn −a no tiene soluciones), vemos que χ̃(a) =λ(βl )(q−1)/n = e2πi l/n 6= 1.






χ(a) =⇒ (χ̃(a)−1) ∑
χn=ε




EJEMPLO 2.1.17. — Volvamos al teorema 2.1.2. Supongamos que queremos encontrar
la función zeta de la variedad definida por la ecuación xn = a en Fq , con n | q −1,











donde los χ(s) son caracteres en Fq s , porque claramente
n | q −1 =⇒ n | q s −1 = (q −1)(q s−1 +·· ·+1).
Cada uno de los χ define un χ(s) a partir de la definición de χ′. Además, el número de
caracteres de un determinado orden es fijo al ser el grupo de caracteres cíclico, con lo
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es decir, logramos el objetivo de expresar Ns en función de los caracteres de Fq , y no
los de sus extensiones.
Veamos ahora una versión más general del teorema anterior.
TEOREMA 2.1.18. — Sea a ∈ Fq , y sea d = gcd(n, q − 1). Tomemos un carácter χ de
orden d en Fq (existe por la proposición 2.1.4). Entonces el número de soluciones de la
ecuación xn = a es




Demostración. Suponemos en primer lugar que a = 0. Entonces la única solución
será x = 0, y en efecto
d−1∑
i=0
χi (0) = 0+·· ·+0+ε(0) = 1.
Si a 6= 0 y la ecuación no tiene solución, debe tenerse que χ(a) 6= 1, y por lo tanto
d−1∑
i=0





Si tiene al menos una, debe tener exactamente d , entonces χ(a) = χ(xd ) = χ(x)d =






1 = d .
2.2. Sumas de Gauss
Acabamos de ver que la teoría de caracteres da información sobre ecuaciones del tipo
xn −a = 0, pero para tratar ecuaciones más complejas necesitamos una maquinaria
más avanzada: en este caso, las sumas de Gauss y de Jacobi. Empezamos la sección
describiendo las sumas de Gauss en cuerpos Fp .
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con ζ= e2πi /p . Decimos que ga(χ) es una suma de Gauss en Fp del carácter χ.
Si queremos generalizar la definición a cualquier cuerpo finito, el problema no estará
en χ (en el capítulo anterior vimos que la norma nos permite relacionar caracteres en
Fp con los de Fq ) sino en ζat . Veamos cómo solventar este problema.
DEFINICIÓN 2.2.2. — Sea Fq ⊃ Fp . Se define ψ : Fq →C como ψ(t ) = ζtr(t ).





Veamos algunas de las propiedades de ga :
PROPOSICIÓN 2.2.4. — Si a 6= 0, ga(ε) = 0 y ga(χ) = χ(a−1)g1(χ). Si no, g0(ε) = q y
g0(χ) = 0.
Demostración. Los dos asertos sobre ε son triviales, utilizando que la suma de raíces
de la unidad es cero al tenerse e2πi ((p−1)+1)/p −1 = 0.
Por otra parte, χ(a)ga(χ) = ∑χ(at)ψ(at) = g1(χ), luego ga(χ) = χ(a−1)g1(χ). Final-
mente, g0(χ) =∑χ(t ) = 0.
A partir de ahora escribiremos g (χ) para referirnos a g1(χ).
PROPOSICIÓN 2.2.5. — Si χ no es trivial, entonces |g (χ)| = q1/2.





χ(a−1)χ(a)g (χ)g (χ) = ∑
a∈F∗q













χ(x)χ(y−1)δx,y q = (q −1)q =⇒
=⇒ |g (χ)|2 = q =⇒ |g (χ)| = q1/2,
donde utilizamos que
∑
a∈Fq ψ(a(x − y)) = qδx,y ([IR90, § 10.3]).
Esta última proposición tiene una gran importancia: nos dice que podemos siempre
hallar el valor absoluto de una suma de Gauss, con independencia del carácter con el
que estemos tratando. Nótese también su relación con la hipótesis de Riemann dentro
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de las conjeturas de Weil: si expresamos el número de puntos de una variedad en
función de sumas de Gauss podemos esperar que los ceros de la función zeta tengan
módulo q1/2, tal y como podríamos predecir.
2.2.1. Reciprocidad cuadrática
Uno de los problemas más antiguos en la teoría de números algebraica es el de la
resolución de la congruencia
x2 ≡ a mód p,
con p primo.








0 si p | a,
1 si x2 ≡ a mód p tiene solución,
−1 en otro caso.
Es claro entonces que el número de soluciones de x2 ≡ a mód p es 1+ (a/p). Esto
está en perfecta sintonía con el teorema 2.1.18, puesto que el símbolo de Legendre es
de hecho un carácter de orden 2.
Utilizando propiedades de las sumas de Gauss es posible dar una demostración del
que el propio Gauss consideraba Theorema Aureum: la ley de reciprocidad cuadrática.
TEOREMA 2.2.7 (Ley de reciprocidad cuadrática). — Sean p y q primos distintos, y








Demostración. Seguiremos en líneas generales la demostración de [Ste09]. Empeza-
mos definiendo ga = ga((·/p)) y g = g1, las sumas de Gauss del símbolo de Legendre
en Fp . Evidentemente, ga = (a/p)g . Escribimos p∗ = (−1)(p−1)/2p.
LEMA 2.2.8. — a(q−1)/2 = (a/q) mód q.
Demostración. Sea b tal que b2 = a, con b ∈ F. Entonces, que a sea un cuadrado en
Fq es equivalente a que bq−1 = 1, es decir, a(q−1)/2 = 1. En caso contrario, bq−1 =
a(q−1)/2 6= 1 implica que a(q−1)/2 =−1 y que a no es un cuadrado en Fq .
LEMA 2.2.9. — g 2 = p∗.
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Demostración. De nuevo evaluamos una suma de dos maneras. Por una parte
p−1∑
a=0



























































Comparando los dos resultados se obtiene el lema.
Haciendo (p∗)(q−1)/2 = g q−1 obtenemos






















ζqt ≡ gq mód q.
































y como los símbolos de Legendre toman valores en {0,1,−1} y q ≥ 3, si son iguales
módulo q serán también iguales en Z. Por lo tanto (q/p) = (p/q)(−1)(p−1)(q−1)/4, de
donde se deduce el teorema.
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2.3. Sumas de Jacobi
EJEMPLO 2.3.1. — Supongamos que queremos hallar el número de soluciones de
xm + yn = 0
en Fq , con m,n | q −1. Podemos hallar el número fijando a y b con a +b = 0 y viendo
las soluciones a todas las posibilidades de combinaciones de xm = 0 e yn = 0, es decir,
haciendo
N (xm + yn = 0) = ∑
a+b=0
N (xm = a) ·N (yn = b).
A partir del teorema 2.1.18 sabemos que N (xm = a) =∑m−1i=0 χi (a), con χ un carácter
de orden m. Si tomamos λ de orden n, se tendrá que







χi (a)λ j (b).
Nos interesa, por lo tanto, hallar el valor de las sumas de la forma∑
a+b=0
χ(a)λ(b).
Introducimos para ello el concepto de suma de Jacobi (cf. [BEW98]).
DEFINICIÓN 2.3.2. — Sean χ1, . . . ,χk caracteres de Fq . Se define la sumas de Jacobi de
los caracteres como
J (χ1, . . . ,χk ) =
∑
c1+···+ck=1
χ(c1) · · ·χ(ck )
y
J0(χ1, . . . ,χk ) =
∑
c1+···+ck=0
χ(c1) · · ·χ(ck ),
con los ci en Fq .
OBSERVACIÓN 2.3.3. — La suma contiene qk−1 términos, porque podemos dar a los
k −1 primeros ci los valores que queramos y despejar el último.
Para k = 1, se tiene que J (χ) =χ(1). Con k = 2, J (χ1,χ2) = J (χ2,χ1). En general,
J (χ1, . . . ,χk ) = J (χσ(1), . . . ,χσ(k))
para cualquier permutación σ ∈ Sk . Lo mismo se cumple para la suma J0.
2.3. SUMAS DE JACOBI 37
OBSERVACIÓN 2.3.4. — En las sumas de Gauss veíamos que solo era importante








χ1(ac1) · · ·χk (ack ) =
= (χ1 · · ·χk )(a)J (χ1, · · · ,χk ).
El cálculo de las sumas de Jacobi no es en general trivial, pero sí es sencillo cuando
hay caracteres triviales.
PROPOSICIÓN 2.3.5. —
J (χ1, . . . ,χk ) =
qk−1 si ∀ i :χi = ε,0 si ∃ i 6= j :χi = ε 6=χ j .
Demostración. Si todos los caracteres son triviales es claro que
J (ε, . . . ,ε) = ∑∑
ci=1
1 = qk−1.
Si solo algunos son triviales, podemos suponer simplemente que χ1 6= ε, y χk = ε. Se
tiene




χ1(c1) · · ·χk−1(ck−1) =
= q ∑
ci∈Fq
χ1(c1) · · ·χk−1(ck−1) =
= q ∑
c1∈Fq




Como no podía ser de otra manera, existen relaciones entre las dos sumas.
PROPOSICIÓN 2.3.6. — Sean χ1, . . . ,χk caracteres de Fq . Se cumple que
J0(χ1, . . . ,χk ) =

qk−1 si ∀ i :χi = ε,
−(q −1)J (χ1, . . . ,χk ) si ∀ i :χi 6= ε, y χ1 · · ·χk = ε,
0 en otro caso.
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χ(c1) · · ·χ(ck ) =
= ∑
c1+···+ck=0





χ(c1) · · ·χ(ck ) =
= J0(χ1, . . . ,χk )+ J (χ1, . . . ,χk )
∑
a∈F∗q
χ1 · · ·χk (a) =
=
J (χ1, . . . ,χk )+ (q −1)J (χ1, . . . ,χk ) si χ1 · · ·χk = ε,J (χ1, . . . ,χk ) si no.




χ(c1) · · ·χ(ck ) =
∑
c1
χ1(c1) · · ·
∑
ck
χk (ck ) =
=
qk si ∀ i :χi = ε,0 si no.
Por lo tanto,
si todos los caracteres son triviales,
J0(χ1, . . . ,χk )+ (q −1)J (χ1, . . . ,χk ) = qk =⇒
=⇒ J0(χ1, . . . ,χk ) = qk + (1−q)qk−1 = qk−1;
si todos son no triviales pero su producto sí,
J0(χ1, . . . ,χk )+ (q −1)J (χ1, . . . ,χk ) = 0 =⇒
=⇒ J0(χ1, . . . ,χk ) =−(q −1)J (χ1, . . . ,χk );
y si se da cualquier otra circunstancia,
J0(χ1, . . . ,χk ) = 0.
Veamos ahora otras propiedades interesantes de las sumas de Jacobi: las fórmulas de
reducción, que nos permiten pasar de una suma en k caracteres a otra con k −1.
PROPOSICIÓN 2.3.7. — Si χ1, . . . ,χk son caracteres no triviales y χ1 · · ·χk = ε, entonces
J0(χ1, . . . ,χk ) =χk (−1)(q −1)J (χ1, . . . ,χk−1).
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Demostración. A partir de la definición de J0,









χ1(c1) · · ·χk−1(ck−1)
χk (ck ) =
= ∑
ck∈F∗q
(χ1 · · ·χk−1)(−ck )J (χ1, . . . ,χk−1)χk (ck ) =
=χ−1k (−1)J (χ1, . . . ,χk−1)
∑
ck∈F∗q
(χ1 · · ·χk )(ck ) =
=χk (−1)J (χ1, . . . ,χk−1)(q −1).
COROLARIO 2.3.8. — En las condiciones anteriores, con χi 6= ε pero χ1 · · ·χk = ε,
J (χ1, . . . ,χk ) =−χk (−1)J (χ1, . . . ,χk−1).
Demostración. Basta utilizar las dos proposiciones anteriores, y se tendrá que
χk (−1)(q −1)J (χ1, . . . ,χk−1) =−(q −1)J (χ1, . . . ,χk ),
de donde se deduce el resultado.
PROPOSICIÓN 2.3.9. — Si χ1, . . . ,χk son caracteres no triviales, entonces
J (χ1, . . . ,χk ) =
−q J (χ1, . . . ,χk−1) si χ1 · · ·χk−1 = ε,J (χ1 · · ·χk−1,χk )J (χ1, . . . ,χk−1) si χ1 · · ·χk−1 6= ε.
Demostración. Calculamos




χ1(c1) · · ·χk (ck ) =
= ∑
ck=1
χ1(c1) · · ·χk (ck )+
∑
ck 6=1
χ1(c1) · · ·χk (ck ) =







χ1(c1) · · ·χk−1(ck−1) =
= J0(χ1, . . . ,χk−1)+
∑
ck 6=1
(χ1 · · ·χk−1)(1− ck )χk (ck )J (χ1, . . . ,χk−1) =
= J0(χ1, . . . ,χk−1)+ J (χ1, . . . ,χk−1)
(
J (χ1 · · ·χk−1,χk )− (χ1 · · ·χk−1)(0)
)
.
Separemos ahora los dos casos posibles.
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Si χ1 · · ·χk−1 = ε, J0(χ1, . . . ,χk−1) = −(q −1)J(χ1, . . . ,χk−1), y J(ε,χk ) = 0, por lo
tanto
J (χ1, . . . ,χk ) =−(q −1)J (χ1, . . . ,χk−1)+ J (χ1, . . . ,χk−1)(0−1) =
=−q J (χ1, . . . ,χk−1).
En caso contrario, J0(χ1, . . . ,χk−1) = 0, y como χ1 · · ·χk−1 6= ε debe tenerse que
(χ1 · · ·χk−1)(0) = 0, por lo que
J (χ1, . . . ,χk ) = J (χ1, . . . ,χk−1)J (χ1 · · ·χk−1,χk ).
Finalmente, veamos la relación entre las sumas de Gauss y las de Jacobi.
TEOREMA 2.3.10. — Sean χ1, . . . ,χk caracteres no triviales. Entonces
J (χ1, . . . ,χk ) =

g (χ1) · · ·g (χk )
g (χ1 · · ·χk )
si χ1 · · ·χk 6= ε,
− 1
q
g (χ1) · · ·g (χk ) si χ1 · · ·χk = ε.
Demostración. Lo haremos por inducción en k. El caso k = 1 es trivial. Para k = 2,
tenemos dos casos posibles.
Si χ1χ2 6= ε, entonces































Como χ1χ2 no es trivial, el sumando de la izquierda se anula. Además, en el
sumando de la derecha aparece una suma de Jacobi con
∑
ci = c, por lo que
normalizando llegamos a
g (χ1)g (χ2) = J (χ1,χ2)
∑
c 6=0
χ1χ2(c)ψ(c) = J (χ1,χ2)g (χ1χ2),
de donde llegamos al resultado.
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Si χ1χ2 = ε, entonces χ2 =χ−11 y
J (χ1,χ2) =−χ1(−1) =−g (χ1)g (χ2)
q
.
Veamos ahora qué sucede con k ≥ 3. Tenemos tres situaciones posibles:
1. Si χ1 · · ·χk−1 = ε, entonces
J (χ1, . . . ,χk ) =−q J (χ1, . . . ,χk−1) =−q
(




= g (χ1) · · ·g (χk−1)
g (χk )
g (χk )
= g (χ1) · · ·g (χk )
g (χ1 · · ·χk )
.
2. Si χ1 · · ·χk−1 6= ε pero χ1 · · ·χk = ε, entonces χ1 · · ·χk−1 =χ−1k y
J (χ1, . . . ,χk ) = J (χ1 · · ·χk−1,χk )J (χ1, . . . ,χk ) =
=−χk (−1)
g (χ1) · · ·g (χk−1)
g (χ1 · · ·χk−1)
=−χk (−1)
g (χ1) · · ·g (χk )
g (χ−1k )g (χk )
=
=−χk (−1)




g (χ1) · · ·g (χk ).
3. Finalmente, si χ1 · · ·χk−1 6= ε 6=χ1 · · ·χk ,
J (χ1, . . . ,χk ) = J (χ1 · · ·χk−1,χk )J (χ1, . . . ,χk−1) =
= g (χ1 · · ·χk−1)g (χk )
g (χ1 · · ·χk )
· g (χ1) · · ·g (χk−1)
g (χ1 · · ·χk−1)
=
= g (χ1) · · ·g (χk )
g (χ1 · · ·χk )
.
De la proposición anterior deducimos inmediatamente un corolario que nos permite
hallar el valor absoluto de una suma de Jacobi.
COROLARIO 2.3.11. — Si χ, . . . ,χk son caracteres no triviales, entonces
|J (χ1, . . . ,χk )| =
q (k−1)/2 si χ1 · · ·χk 6= ε,qk/2−1 si χ1 · · ·χk = ε.
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2.4. La relación de Hasse–Davenport
En la sección 1 vimos que, mediante la traza y la norma, se pueden relacionar los
caracteres en un cuerpo finito con los de sus extensiones. Para el caso de sumas de
Gauss es posible también enlazar las sumas asociadas a caracteres del cuerpo base y
a caracteres de la extensión, mediante la relación de Hasse–Davenport (cf. [DH35] o
[IR90, § 11.4]).
Consideremos como base el cuerpo k con pr elementos, y sea K una extensión suya
de grado s.
TEOREMA 2.4.1 (Relación de Hasse–Davenport). — Sea χ un carácter de k, y χ′ = χ◦
NK /k . Entonces
(−g (χ))s =−g (χ′).
Demostración. Necesitamos en primer lugar una serie de lemas.
LEMA 2.4.2. — Sea α ∈ K , k ′ = k[α], y f (x) ∈ k[x] el polinomio mínimo de α sobre k.
Escribimos
f (x) = xd − c1xd−1 +·· ·+ (−1)d cd .
Entonces,
1. f (x) = (x −α)(x −αq ) · · · (x −αqd−1 ).




3. NK /k (α) = c s/dd .
Demostración. Para la primera parte, basta aplicar la proposición 1.1.7: como φ lleva
raíces en raíces, y los αq
i
son diferentes, deben ser entonces las raíces de f .
Para los siguientes apartados nótese que, por las relaciones de Cardano-Vieta, trk ′/k =
c1 y Nk ′/k = cd . Por otra parte, como α ∈ k ′, sabemos que trK /k ′ = [K : k ′]α y NK /k ′ =
α[K :k
′]. Y como
s = [K : k] = [K : k ′][k ′ : k] =⇒ [K : k ′] = s
d
,
utilizando la proposición 2.1.14, son inmediatos los puntos 2 y 3.
Ahora, para un polinomio mónico arbitrario
f (x) = xn − c1xn−1 +·· ·+ (−1)ncn ∈ k[x],
definimos λ( f ) =ψ(c1)χ(cn).
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LEMA 2.4.3. — λ( f g ) =λ( f )λ(g ).
Demostración. Como f (x)g (x) = xn+m−(b1+c1)xn+m−1+·· ·+(−1)n+mbmcn , se tiene
que
λ( f g ) =ψ(b1 + c1)χ(bmcn) =ψ(b1)ψ(c1)χ(bm)χ(cn) =λ( f )λ(g ).
Escribimos ahora ψ′(a) =ψ◦ trK /k (a).
LEMA 2.4.4. — Si α ∈ K y f ∈ k[x] es su polinomio mínimo, λ( f )s/(deg f ) =χ′(α)ψ′(α).
Demostración. Utilizando los apartados 2 y 3 del lema 2.4.2, y que ψ(a)k =ψ(k ·a) y
χ(a)k =χ(ak ),






χ(c s/dd ) =
=ψ◦ trK /k (α) ·χ◦NK /k (α) =ψ′(α)χ′(α).
LEMA 2.4.5. — g (χ′) =∑deg f ·λ( f )s/(deg f ), donde sumamos los polinomios mónicos
irreducibles tales que deg f | s.
Demostración. Por el lema anterior, los sumandos de la parte derecha son de la forma
deg f ·λ( f )s/d =λ( f )s/d +·· ·+λ( f )s/d =





donde los αi son las diferentes raíces del polinomio. Por la definición de g (χ′) basta
demostrar que los polinomios mínimos de todos los elementos de K tienen grado
divisor de s, y que todos los polinomios mónicos irreducibles de grado divisor de s
tienen todas sus raíces en K .
Para la primera parte, si α tiene a f como polinomio mínimo, entonces K ⊃ F [α] ⊃ k,
y por la transitividad del grado de las extensiones, s = [K /k ′] ·deg f =⇒ deg f | s. Para
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Llamamos ahora M al conjunto de polinomios mónicos de k[x], y M∗ a los elementos
irreducibles de M . Es claro que cada elemento de M se descompone de manera única




λ( f )t deg f = ∏
f ∈M∗
(








λ( f )i t i deg f .
Si escribimos f ∈M como f = pe11 · · · · ·pekk , con los p j ∈M∗ necesariamente distintos,
entonces, aplicando el lema 2.4.3,
λ( f )t deg f =λ(pe11 · · · · ·pekk )t e1 deg p1+···+ek deg pk = k∏
j=1
λ(p j )
e j t e j deg p j ,
por lo tanto todos los términos de la suma a la izquierda en el enunciado aparecen
en el producto tomando los sumandos correspondientes a su factorización, y todos
los productos de la derecha dan lugar claramente a un polinomio de M , de donde se
obtiene la igualdad.
Analicemos ahora la parte izquierda de la igualdad que acabamos de probar. Agrupan-
do los polinomios de M en función de su grado obtenemos
∑
f ∈M








Tomaremos λ(1) = 1, luego el término d = 0 es 1. Para d = 1,∑
deg f =1
λ( f ) = ∑
a∈K
λ(x −a) = ∑
a∈k
χ(a)ψ(a) = g (χ).
Si d > 1, entonces ∑
deg f =d
λ( f ) = ∑
c1,...,cd∈k
λ(xd − c1xd−1 +·· ·+ (−1)scd ).
Como los coeficientes intermedios c2, . . . ,cd−1 son irrelevantes, basta tener en cuenta
en el cálculo de λ los coeficientes c1 y cd y multiplicarlo por las q
d−2 elecciones de
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otros coeficientes, obteniendo∑
deg f =d
λ( f ) = qd−2 ∑
c1,cd∈k









porque la suma de los ψ(c1) se anula. Tenemos entonces que∏
f ∈M∗
(
1−λ( f )t deg f )−1 = ∑
f ∈M
λ( f )t deg f = 1+ g (χ)t .







1−λ( f )t deg f )−1 = ∑
f ∈M∗
deg f
λ( f )t deg f −1
1−λ( f )t deg f =
g (χ)
1+ g (χ)t .
Si multiplicamos por t y volvemos a expandir u/(1−u) como serie geométrica e



















(−1)k+1g (χ)k t k ,
Basta igualar los coeficientes de t s a cada lado y utilizar el lema 2.4.5 para llegar a∑
deg f |s
deg f ·λ( f )s/(deg f ) = g (χ′) = (−1)s+1g (χ)s =⇒ −g (χ′) = (−g (χ))s .
De la misma manera que al principio del capítulo veíamos como relacionar los ca-
racteres en Fq con los de Fq s , la relación de Hasse–Davenport nos dice que también
puede establecerse una analogía similar con sumas de Gauss.
La generalización para sumas de Jacobi es inmediata.
LEMA 2.4.7. —
(
χ1 · · ·χk
)′ =χ′1 · · ·χ′k .
Demostración. Para cualquier a ∈ K ,(
χ1 · · ·χk
)′ (a) = (χ1 · · ·χ2)(N(a)) =χ1(N(a)) · · ·χk (N(a)) =
=χ′1(a) · · ·χ′k (a) = (χ′1 · · ·χ′k )(a).
Extendiendo el lema anterior a productos arbitrariamente largos llegamos a
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PROPOSICIÓN 2.4.8. — Sean χ1, . . . ,χk caracteres en Fq , y sean también χ
′
1, . . . ,χ
′
k sus
equivalentes en Fq s a través de χ′i =χi ◦NFqs /Fq . Entonces
J (χ′1, . . . ,χ
′
k ) = (−1)(s+1)(k+1) J (χ1, . . . ,χk )s .
Demostración. Siguiendo la línea del teorema 2.3.10, tenemos dos opciones:
Si χ1 · · ·χk 6= ε,
J (χ′1, . . . ,χ
′
k ) =
g (χ′1) · · ·g (χ′k )
g (χ′1 · · ·χ′k )
= (−1)
(s+1)k g (χ1)s · · ·g (χk )s




g (χ1) · · ·g (χk )
g (χ1 · · ·χk )
)s
=
= (−1)(s+1)(k+1) J (χ1, . . . ,χk )s .
Si χ1 · · ·χk = ε,
J (χ′1, . . . ,χ
′
k ) =−
g (χ′1) · · ·g (χ′k )
q s
=− (−1)









= (−1)(s+1)(k+1) J (χ1, . . . ,χk )s .
3
Hipersuperficies diagonales
Don’t just read it; fight it! Ask your own question, look for your own examples,
dicover your own proofs. Is the hypothesis necessary? Is the converse true? What
happens in the classical special case? What about the degenerate cases? Where
does the proof use the hypothesis?
— Paul Halmos
C
UANDO EN 1949 Weil introducía sus conjeturas sobre variedades proyectivas (cf. [Wei49]),
lo hacía sobre el ejemplo de ciertas hipersuperficies de Fermat, mediante el uso de
sumas de Gauss y Jacobi. En este capítulo estudiaremos en general las funciones zeta
de hipersuperficies diagonales, que contienen a las hipersuperficies de Fermat, sobre
la base de las sumas de Jacobi.
3.1. Definición
Fijemos un cuerpo Fq a lo largo de todo el capítulo.
DEFINICIÓN 3.1.1. — Sean a1, . . . , an ∈ F∗q , a ∈ Fq coeficientes en el cuerpo, y k1, . . . ,kn ∈
Z+ enteros positivos. Llamamos hipersuperficie diagonal a la variedad enAn(Fq ) defi-
nida por el polinomio
f (x1, . . . , xn) = a1xk11 +a2xk22 +·· ·+an xknn −a.
La restricción de que los ai sean no nulos no es realmente necesaria, ya que reduce al
caso de la ecuación con una variable menos, pero por simplificar descartamos esta
opción.
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EJEMPLO 3.1.2. — La variedad definida en el ejemplo anterior, dada por la ecuación
xm + yn = 0 en Fq , es una hipersuperficie diagonal.
Nuestro primer problema surge del hecho de que estamos analizando variedades
proyectivas, y el polinomio f no es homogéneo. La solución, por lo tanto, es homoge-
neizar el polinomio.
DEFINICIÓN 3.1.3. — Sea P ∈ k[x1, . . . , xs] un polinomio en s variables. Llamamos
homogeneinización de P al polinomio









Evidentemente la homogeneinización de un polinomio devuelve un polinomio homo-
géneo del mismo grado, ya que consiste únicamente en añadir una variable extra a los
monomios que no sean de grado máximo para aumentar su grado.
EJEMPLO 3.1.4. — De nuevo con el mismo ejemplo, si m > n, la homogeneización de
P (x, y) = xm + yn es
P∗(x, y, z) = xm + yn zm−n .
Podemos por lo tanto considerar la variedad generada por la homogeneización de f .
Si deg f = m, obtenemos
f ∗(x1, . . . , xn) = xm0 f (x1/x0, . . . , xn/x0) =
= a1xk11 xm−k10 +a2xk22 xm−k20 +·· ·+an xknn xm−kn0 −axm0 .
¿Pero cómo podemos enlazar el número de soluciones afines con las proyectivas? Es
claro que todas las soluciones afines son también soluciones proyectivas haciendo
x0 = 1. Si por el otro lado hacemos x0 = 0, tendremos varias posibilidades. Por una










donde aparecen todas las coordenadas que tenían grado máximo en f (supongamos
que son de hecho las que van entre 1 y l +1). Llamaremos N H al número de puntos
proyectivos de esta variedad – como quedan n − l −1 coordenadas libres, cada punto
de la nueva variedad genera qn−l−1 en la original.
Por otra parte, si las l +1 variables de la nueva hipersuperficie se anulan, nos quedan
tantos puntos como el proyectivo de dimensión n − l −2, al no haber restricciones
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sobre las variables que restan (lo único a tener en cuenta es que el origen no es un
punto proyectivo). Tendremos entonces que
NP = NA+qn−l−1N H +qn−l−2 +·· ·+q +1.
Naturalmente, el problema estará entonces en el cálculo de NA (del cual deberíamos
ser capaces de deducir el valor de N H ).
3.2. Contando puntos afines
Busquemos primero hallar el número de soluciones afines de la ecuación
a1x
k1
1 +a2xk22 +·· ·+an xknn = 0,





1 = c1) · · ·N (an xknn = cn) =
= ∑
c1+···+cn=0
N (xk11 = a−11 c1) · · ·N (xknn = a−1n cn).







































1 (c1) · · ·χ
jn
n (cn).
Tenemos a la izquierda una suma de Jacobi, J0(χ
j1
1 , . . . ,χ
jn
n ). Distinguimos tres casos:
Si j1 = ·· · = jn = 0, entonces todos los caracteres son triviales, y podemos simpli-
ficar la suma a J0(ε, . . . ,ε) = qn−1.
Si solamente algunos de los ji son triviales, o ninguno es trivial y su producto
tampoco, entonces J0 se anula.
En otro caso (es decir, caracteres no triviales con producto trivial), tenemos que
J0(χ
j1
1 , . . . ,χ
jn
n ) =−(q −1)J (χ j11 , . . . ,χ
jn
n ).
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Llegamos por tanto a















1 ) · · ·χ jnn (a−1n )J (χ j11 , . . . ,χ
jn
n ).




































1 (c1) · · ·χ
jn
n (cn).
Y por las mismas consideraciones de la suma de Jacobi, simplificamos como










1 a) · · ·χ jnn (a−1n a)J (χ j11 , . . . ,χ
jn
n ).
3.3. El caso homogéneo
Consideremos, de manera más específica, el caso
a0x
m
0 +a1xm1 +a2xm2 +·· ·+an xmn = 0,
conocido también como hipersuperficies de Fermat. Es fácil ver que, si NA es el número
de puntos afines, y NP el número de puntos proyectivos, se cumple la relación
NA = 1+ (q −1)NP,
porque cada representante en la variedad proyectiva generará (q −1) múltiplos en la
afín, y hay que añadir el origen que no es un punto proyectivo.
OBSERVACIÓN 3.3.1. — El NP que calculamos ahora coincide de hecho con el N H de
la primera sección, haciendo n = l .
OBSERVACIÓN 3.3.2. — La función zeta de una variedad depende únicamente del
número de puntos, y el número de puntos de la variedad depende únicamente de
gcd(m, q − 1). Para simplificar los cálculos, supondremos que m | q − 1, lo que se
traduce en que gcd(m, q s −1) no varía en función de s. Además, se tiene entonces que
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= mai xm−1i = 0 =⇒ xi = 0,
se tiene que el único candidato a punto singular es [0 : · · · : 0], que no es un punto
proyectivo. En cualquier caso, si se tuviera que p | m, utilizando que x 7→ xp actúa
como la identidad en X se tiene que el número de puntos de la variedad es el mismo
que tomando como exponentes m/p (y, en general, m/pr , con el mayor r posible),
luego podemos atajar el problema.
A partir de los resultados de la sección anterior se tendrá entonces que















0 ) · · ·χ jnn (a−1n )J (χ j00 , . . . ,χ
jn
n ) =⇒















0 ) · · ·χ jnn (a−1n )J (χ j00 , . . . ,χ
jn
n ).
Veamos ahora qué forma tiene la función zeta. En un cuerpo Fq s ⊃ Fq , con los mismos
cálculos llegamos a













j0 (a−10 ) · · · (χ′n) jn (a−1n )J ((χ′0) j0 , . . . , (χ′n) jn ),
y gracias a la relación de Hasse–Davenport simplificamos como
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Llamamos αi a cada uno de los valores posibles de la suma. Nos podemos entonces
preguntar, ¿cuántos sumandos hay, es decir, cuantos valores de αi habrá?
PROPOSICIÓN 3.3.3. — El número de sumandos es
S(n,m) = ((m −1)n+1 − (−1)n+1(m −1))/m.
Demostración. Tenemos que buscar j1, . . . , jn tales que 1 ≤ ji < m y
j1 +·· ·+ jn ≡ 0 mód m.
Lo haremos por inducción sobre n. Sea S(k,m) el número de sumandos en la hipersu-
perficie con variables hasta xk . Es claro que S(0,m) = 0, y S(1,m) = m −1. Para un k
arbitrario, tenemos que se debe cumplir la congruencia
0 6≡ − jk ≡ j0 +·· ·+ jk−1 mód m,
porque jk 6= 0, luego el número de opciones es todas las combinaciones de j0 hasta
jk−1 menos las que sumen cero, que son de hecho S(k,m). Por lo tanto
S(k,m) = (m −1)k −Sk−1 = (m −1)k −












Z (u) = R(u)
(−1)n
(1−u)(1−qu) · · · (1−qn−1u)
con R(u) =∏(1−αi u) un polinomio de grado S(n,m). Veamos que en efecto se verifi-
can las conjeturas de Weil.
1. Racionalidad: Z (u) es evidentemente una función racional en u. Como los
coeficientes se obtienen a partir de sumas y productos de caracteres, y los
valores de los caracteres son necesariamente raíces de la unidad, aprovechando
que los enteros algebraicos forman un anillo obtenemos que los coeficientes de
Z (u) son en efecto enteros algebraicos.
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2. Ecuación funcional: tenemos que probar en primer lugar que z 7→ qn−1/z manda
raíces de R en raíces de R . Basta ver que si αi es raíz, entonces qn−1/αi también.
Como
αiαi = |αi |2 = qn−1,
será suficiente con ver que αi es también una de las raíces.
LEMA 3.3.4. — Si χ1 · · ·χk = ε, entonces χ1 · · ·χk = ε.
Demostración. Basta ver que
χ1 · · ·χk (a) =χ1 · · ·χk (a) = (χ1 · · ·χk )(a) = 1
para cualquier a ∈ Fq .
LEMA 3.3.5. — J (χ1, . . . ,χk ) = J (χ1, . . . ,χk ).
Demostración.








χ1(c1) · · ·χk (ck ) =
= ∑∑
ci=1
χ1(c1) · · ·χk (ck ) = J (χ1, . . . ,χk ).






0 , . . . ,χ
jn
n ) para unos deter-
minados j0, . . . , jn . Entonces
χ
m− j0
0 · · ·χ
m− jn
n =χ j00 · · ·χ
jn
n = ε,
por lo que podemos expresar el conjugado de αi de la forma






0 , . . . ,χ
m− jn
n ),



















(1−u) · · · (1−qn−1u) .
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porque en el producto aparecen cada αi con su conjugado, y su producto da







que es en efecto la ecuación funcional buscada.
3. Hipótesis de Riemann: tenemos ya escrita Z de la forma pedida. Se cumple
que P1 = 1−u y P2dim X = 1−qdim X u, ya que en este caso se tiene que dim X =
dimPn(Fq )−1 = n −1. Con respecto a la hipótesis de Riemann, el denominador
cumple lo esperado. Por otra parte, en el numerador,
|αi | =
∣∣∣(−1)nχ j00 (a−10 ) · · ·χ jnn (a−1n )J (χ j00 , . . . ,χ jnn )∣∣∣= q (n−1)/2,
es decir, podemos identificar R(u) como parte de Pn−1.
4. Números de Betti: los números de Betti de la variedad en Cn+1 son
Bi =

0 si 0 ≤ i ≤ 2(n −1), i 6= n −1 impar,
1 si 0 ≤ i ≤ 2(n −1), i 6= n −1 par,
S(n,m) si i = n −1 impar,
1+S(n,m) si i = n −1 par,
(véase [GY95, § 2]), lo cual se corresponde con los grados de los polinomios de
Z (u). Se tiene entonces que E = n + (−1)n−1Sn .
Por lo tanto, tal y como cabía esperar, la función zeta de la hipersuperficie dada por
a0x
m
0 +a1xm1 +a2xm2 +·· ·+an xmn = 0.
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cumple en efecto todas las conjeturas de Weil.
OBSERVACIÓN 3.3.6. — Dado el polinomio
f (x1, . . . , xn) = a1xm1 +a2xm2 +·· ·+an xmn −a,
con a 6= 0, se tiene que su homogeinización, que define una hipersuperficie en Pn(Fq ),
es de la forma que acabamos de analizar. Si, por el contrario, tuviéramos
f (x1, . . . , xn) = a1xm1 +a2xm2 +·· ·+an xmn ,
se tiene entonces que f define una hipersuperficie en Pn−1(Fq ). En ambos casos, la
función zeta de la hipersuperficie correspondiente cumple todas las conjeturas de
Weil.
OBSERVACIÓN 3.3.7. — La fórmula obtenida para los números de Betti Bi es válida
para cualquier hipersuperficie lisa en Cn+1 de grado m.
3.4. El caso general
Supongamos ahora que partimos de una variedad no homogénea, es decir, que debe-
mos homogeneizar un polinomio para llegar a X = V ( f ∗). Uno podría pensar, visto
lo anterior, que el generalizar supone una gran complicación, pero lo cierto es que
vamos a ver cómo la mayoría de hipersuperficies con las que trabajaremos son de
hecho singulares, luego no podemos esperar de ellas que cumplan las conjeturas de
Weil.
Veamos una serie de lemas para hallar qué hipersuperficies son singulares.
LEMA 3.4.1. — Sea X la variedad proyectiva generada por un determinado polinomio
f ∗ ∈ k[x0, . . . , xn]. Si
máxki −mı́nki ≥ 2,
entonces X contiene al menos un punto singular.
Demostración. Nos basta suponer que k1 −kn ≥ 2. Tenemos entonces que f ∗ se escri-
be como
f ∗ = a1xk11 +a2xk22 xk1−k20 +·· ·+an xknn xk1−kn0 −axk10 ,
y por lo tanto P = [0 : · · · : 0 : 1] ∈ X . Además, calculando las derivadas parciales




(P ) = x0
(









(P ) = kn−1an−1xkn−1−1n−1 xk1−kn−10 = 0
∂ f ∗
∂xn
(P ) = kn an xkn−1n xk1−kn0 = 0.
es decir, P es un punto singular de X .
Nótese que, en el lema, utilizamos la hipótesis para poder sacar factor común y escribir
xk1−kn−20 asegurándonos de que el grado de x0 no es negativo. El caso kn = k1 −1 no
será, por desgracia, tan sencillo.
LEMA 3.4.2. — En las condiciones anteriores, si k = kn−1 = kn = k1 −1, X es singular.
Demostración. Tomaremos el punto P = [0 : · · · : 0 : yn−1 : yn], aunque no diremos de
momento quiénes son yn−1 e yn . El mismo cálculo que hicimos antes nos confirma
que P está en X , y que al menos las derivadas con respecto a x1, . . . , xn se anulan.
Veamos qué ocurre con respecto a x0. Operando obtenemos
∂ f ∗
∂x0
= an−1xkn−1 +an xkn ,
que es una hipersuperficie de Fermat. Por la sección anterior, sabemos que la ecuación
debe tener soluciones (si no su función zeta sería constante e igual a 1, algo que
sabemos que no sucede). Por lo tanto, tomando yn−1, yn soluciones de la ecuación
(quizás en Fq s , pero no nos importaría), obtenemos que P ∈ X es un punto singular.
Hemos eliminado ya bastantes casos, reduciendo el estudio a la ecuación
a1x
k
1 +·· ·+an−1xkn−1 +an xk−1n = 0.
Todavía podemos afinar algo más.
LEMA 3.4.3. — Para una variedad X definida por la ecuación anterior, se tiene que X
será singular si k ≥ 3.
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Demostración. Basta ver que, si tuviéramos k ≥ 3, el punto P = [1 : 0 : · · · : 0] ∈ X es
singular. Las única derivada para las cuales esto no es trivial son xn (que se cumple
porque k −1 ≥ 2, luego xn aparece en el término de la derivada) y x0 (que solamente
aparece en el último término, luego se anula por se xn = 0).
Nótese que el caso k = 1 se reduce a una hipersuperficie de Fermat al homogeneizar,
caso que ya hemos visto. Por lo tanto, nos queda un último obstáculo por superar.
PROPOSICIÓN 3.4.4. — Si X viene dada por la ecuación
a1x
2
1 +·· ·+an−1x2n−1 +an xn ,
definida en Fq con 2 - q, entonces X define una variedad no singular.
Demostración. Supongamos que P = [y0, y1, . . . , yn] ∈ X es un punto singular. Enton-
ces, obligando a que se anulen las derivadas, obtenemos y1, . . . , yn−1 = 0. En el último
término, la derivada con respecto a x0 obliga a tener xn = 0, mientras que la derivada
con respecto a xn fuerza que x0 = 0. Por lo tanto P = [0 : · · · : 0], que no es un punto de
X por no ser un punto proyectivo.
Toca entonces calcular el número de puntos de la variedad
a1x
2
1 +a2x22 +·· ·+an−1x2n−1 +an xn x0.






1 +a2x22 +·· ·+an−1x2n−1
)
∀(x1, . . . , xn−1) ∈An−1.
Si x0 = 0, nos queda la hipersuperficie de Fermat
a1x
2
1 +a2x22 +·· ·+an−1x2n−1,
que tiene qn−3 +·· ·+q +1+∑αi soluciones (donde la suma recorre los productos de
caracteres y sumas de Jacobi correspondientes), por las q opciones disponibles para












)s + (qn−2)s +·· ·+q s +1+∑βsi ,
58 CAPÍTULO 3. HIPERSUPERFICIES DIAGONALES





(1−u)(1−qu) · · · (1−qn−1u) .
La comprobación de que la función Z (u) satisface las conjeturas de Weil es completa-
mente análoga a lo visto en la sección anterior: los denominadores se comportan bien,
y el numerador también por cumplir por los cálculos realizados para hipersuperficies
de Fermat (con la excepción de que hemos pasado de αi a βi , que corrige el módulo
para que se adecúe a lo esperado y se cumpla que |βi | = q (n−1)/2).
Aunque hemos visto que la mayoría de hipersuperficies diagonales no son lisas (y por
lo tanto no tienen por qué cumplir las conjeturas de Weil), merece la pena observar
que sus funciones zeta (que están perfectamente definidas a pesar de ser variedades
singulares) cumplen propiedades similares a las esperadas. Recordemos que en la
primera sección vimos que para la hipersuperficie X dada por
f (x1, . . . , xn) = a1xk11 +a2xk22 +·· ·+an xknn −a.
podemos escribir







)s +·· ·+q s +1.
Si, recordando que H es una hipersuperficie de Fermat, escribimos su número de
puntos como
N Hs = q (l−1)s +q (l−2)s +·· ·+1+
∑
αsi ,
simplificaremos la ecuación anterior llegando a














)s +·· ·+q s +1.
Definimos RH (u) =∏1−βi u, y llegamos a
Z (X ,u) = RH (u)
(−1)n
(1−u)(1−qu) · · · (1−qn−2u) Z (X
A,u).
Falta entonces calcular NAs . Si a 6= 0 (es decir, si el polinomio tiene término indepen-
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diente), habíamos calculado que










1 a) · · ·χ jnn (a−1n a)J (χ j11 , . . . ,χ
jn
n ),




)s +∑((−1)n+1γi )s ,
y por lo tanto
Z (XA,u) = RA(u)
(−1)n+1
1−qn−1u ,
con RA(u) =∏(1−γi u), de donde deducimos que
Z (X ,u) = RA(u)
(−1)n+1 RH (u)(−1)
n
(1−u)(1−qu) · · · (1−qn−1u) .
Podemos destacar ciertas propiedades de la función zeta:
Se trata de una función racional con coeficientes enteros.
Podemos escribirla como productos y cocientes de polinomios alternados, tales
que P0 = 1−u y Pdim X = 1−qn−1u.
Además, todas las raíces de los polinomios cumplen que su módulo es una
potencia entera de q1/2. Para las de los denominadores de manera trivial, y para
el numerador,
|βi | = |qn−l−1αi | = qn−l−1|αi | = (q1/2)2n−l−3,
|γi | =
(q1/2)n−1 para el producto de χi no trivial,(q1/2)n−2 en otro caso.
El estudio de a 6= 0 es idéntico, cambiando únicamente RA, por lo que lo omitimos
señalando simplemente que cumple las mismas propiedades.
A partir de todo el estudio anterior, podemos ver que a pesar de tratarse de superficies
con puntos singulares sus funciones zeta presentan ciertas características similares a
las predichas por Weil. Finalmente, enunciamos el siguiente
TEOREMA 3.4.5. — La función zeta de una hipersuperficie diagonal no singular cual-
quiera satisface las conjeturas de Weil.
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4
Curvas
Pure mathematics is on the whole distinctly more useful than applied. For
what is useful above all is technique, and mathematical technique is taught
mainly through pure mathematics.
— Godfrey Harold Hardy
PASAMOS AHORA DE hipersuperficies en espacios de dimensión arbitraria a curvas pro-yectivas, que para nosotros serán variedades proyectivas de dimensión 1 sobre P2.Para calcular la función zeta utilizaremos la teoría de divisores, así como ciertas
herramientas más avanzadas de geometría algebraica.
Con el objetivo de tratar el tema de la manera más introductoria posible, evitaremos
ser generales y trataremos únicamente con las herramientas que nos resulten im-
prescindibles, sin preocuparnos por los casos más generales (por ejemplo, divisores
generados por subvariedades de codimensión 1).
4.1. Divisores y formas tangentes
Al comienzo del trabajo, antes incluso de introducir la función zeta, mencionábamos
los divisores primos D, que definíamos simplemente como la órbita de un punto
bajo la acción del automorfismo de Frobenius ϕ. Veamos ahora una noción algo más
general.
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donde únicamente para una cantidad finita de puntos se tiene que D(P ) 6= 0. Se define




En cierto sentido, pasamos de considerar un conjunto de puntos a una suma formal
de los puntos (con coeficientes enteros). Esto presenta algunas ventajas.
OBSERVACIÓN 4.1.2. — Podemos ver el conjunto de divisores sobre una curva como









D ≥ 0 ⇐⇒ D(P ) ≥ 0 ∀P ∈ X ,
y de manera natural considerar las comparaciones entre divisores
D1 ≥ D2 ⇐⇒ D1 −D2 ≥ 0.
Veamos entonces qué es el análogo de D en nuestra nueva definición de divisores.
DEFINICIÓN 4.1.3. — Decimos que un divisor es primo si
D = P1 +P2 +·· ·+Pd ,
y se tiene que ϕ(Pi ) = Pi+1.
A partir de la definición anterior, es evidente que el grado de un divisor primo es
degD = d . Si P es el conjunto de todos los divisores primos, definimos Div(X ) =ZP , el
Z-módulo libre generado por los divisores primos, y de manera análoga Div(X )+ =NP
(esto ya no es un módulo, porqueN solamente es un semianillo).
Podemos ahora asociar determinados divisores a las funciones sobre la curva.
DEFINICIÓN 4.1.4. — Dada una función racional f ∈ K (X ), definimos su divisor como
div( f ) = ∑
P∈X
vP ( f )P,
donde vP ( f ) denota el residuo de f en P . En divisor de la forma D = div( f ) se deno-
mina divisor principal, o en algunas ocasiones divisor de polos y ceros de f .
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Es decir, pasamos de una suma arbitraria de puntos a una basada en funciones de
K (X ). Los divisores de funciones racionales nos permiten establecer la siguiente
relación de equivalencia.
DEFINICIÓN 4.1.5. — Sean D1,D2 ∈ Div(X ). Decimos que
D1 ∼ D2 ⇐⇒ D1 −D2 = div( f ), f ∈ K (X ).
Llamamos grupo de Picard de X al cociente
Div(X )∼= Pic(X ).
Es decir, las clases de equivalencia que forman el grupo de Picard son los conjuntos
de divisores tales que la diferencia de dos de ellos es un divisor principal. Sigamos
ahora el estudio de los divisores con el comportamiento del grado de un divisor.
PROPOSICIÓN 4.1.6. — La aplicación deg : Div(X ) →Z es sobreyectiva.
Demostración. Supondremos como cierta la desigualdad de Hasse–Weil (que aparece
como el teorema 4.4.1), para cuya demostración ni esta proposición ni nada que
derivemos de ella es necesario. La desigualdad dice que





En concreto, para valores grandes de r sabemos que siempre podremos hallar solución.
Sean p1, p2 primos suficientemente grandes. Como Np1 ≥ 1, se tendrá que existe al
menos un divisor D1 de grado p1 (y por el mismo argumento, D2 de grado p2). Pero
entonces
αp1 +βp2 = 1 =⇒ degD = deg
(
αD1 +βD2
)= 1 =⇒ deg(nD) = n ∀n ∈Z.
Llamamos ahora Divn(X ) = deg−1(n), y lo mismo para Divn(X )+ y Picn(X ). Tenemos
el siguiente
COROLARIO 4.1.7. — Div(X )Div0(X )
∼=Z.
Demostración. Basta aplicar el primer teorema de isomorfía.
La consecuencia inmediata de este corolario es el siguiente
COROLARIO 4.1.8. — El isomorfismo anterior induce Divn(X ) ∼= Div0(X ), y este a su vez
induce Picn(X ) ∼= Pic0(X ).
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Demostración. Tomamos Dn ∈ Divn(X ) arbitrario pero fijo. Entonces, la aplicación
µ : Divn(X ) −→ Div0(X )
D 7−→ D −Dn
es de manera trivial un isomorfismo, y al cocientar por los divisores principales induce
un isomorfismo µ′ : Picn(X ) → Pic0(X ).
Cambiamos ahora de tema e introducimos muy brevemente el concepto de 1-formas.
DEFINICIÓN 4.1.9. — Una 1-forma racional ω es un elemento de Ω1K (X ), es decir, una
función de la forma f dg con f , g ∈ K (X ).
Uno podría pensar en ω como una función que sale del espacio tangente. Es posible
demostrar que, localmente (en el entorno de un punto P ), cualquier forma se puede
escribirse como g dt , y en esas condiciones definimos vP (ω) = vP (g ).
DEFINICIÓN 4.1.10. — Definimos el divisor de ω como∑
P∈X
vP (ω)P.
Si ω 6= 0, se dice que es un divisor canónico.
Ha llegado la hora de ver para qué sirve toda la maquinaria que hemos estado desa-
rrollando.
DEFINICIÓN 4.1.11. — Para cualquier D ∈ Div(X ), definimos los espacios vectoriales
H0(X ,D) =
{




0 6=ω ∈Ω1K (X ) | div(ω)−D ≥ 0
}
∪ {0}.
Definimos el género de X como g = dim H0(X ,Ω1).
TEOREMA 4.1.12 (Riemann–Roch). — Se tiene que
dim H 0(X ,D)+dim H 0(X ,Ω1(−D)) = deg(D)+1− g .
No demostraremos este teorema, aunque veremos una consecuencia importante.
LEMA 4.1.13. — Sea ω0 6= 0 una forma de tal manera que div(ω0) sea un divisor canó-
nico. Entonces la aplicación f 7→ f ·ω0 establece un isomorfismo
H 0(X ,Ω1(−D)) → H 0(X ,div(ω0)−D).
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Demostración.
f ·ω0 ∈ H 0(X ,Ω1(−D)) ⇐⇒ div( f ·ω0)−D ≥ 0
⇐⇒ div( f )+ (div(ω0)−D)≥ 0
⇐⇒ f ∈ H 0(X ,div(ω0)−D).
DEFINICIÓN 4.1.14. — Llamamos h0(D) a la dimensión de H 0(X ,D) como espacio
vectorial.
COROLARIO 4.1.15. — h0(D)+h0(div(ω0)−D) = deg(D)+1− g .
Hemos acumulado ya suficientes herramientas como para ser capaces de tratar la
función zeta de X . Nótese que el tratamiento que hemos hecho de la teoría de divisores
ha sido muy elemental: un estudio más general pasa por considerar variedades de
codimensión 1 en lugar de puntos, y estudiar la dualidad de Serre para demostrar el
teorema de Riemann–Roch tal y como lo hemos enunciado aquí (con H 0 y no con H 1).
Algunas referencias para un análisis más exhaustivo son [Sha94, § II] o [Mil09, § 12].
4.2. Función zeta de una curva
Veamos ahora cómo expresar la función zeta de una curva en función de sus divi-









Demostración. Recordemos que, por lo que vimos en el capítulo 1, podemos escribir
Z (u) = ∏
D∈P
1
1− t degD .
















Vemos por tanto que el cálculo de Z se reduce al de dn . Veremos cómo hallar este
número a través de una serie de lemas.
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LEMA 4.2.2. — Sea D ∈ Div(X )+, y D su proyección en Pic(X ). Entonces podemos
establecer una biyección
ψ : H0(X ,D) \ {0}F×q −→ π
−1(D)
f 7−→ div( f )+D.
Demostración. En primer lugar, vemos que
f ∈ H0(X ,D) =⇒ div( f )+D ≥ 0 =⇒ ψ( f ) ∈ Div(X )+,
y la aplicación está bien definida. Para probar la inyectividad, observamos que dados
0 6= f1, f2 ∈ H0(X ,D), se tiene que
div( f1)+D = div( f2)+D =⇒ div( f1) = div( f2) =⇒ f1 =λ f2, λ ∈ F×q =⇒ f1 = f2.
Y para probar la sobreyectividad, es evidente que
D ′ ∈π−1(D) =⇒ D = D ′ =⇒ D ′ = D +div( f ) =⇒ D ′ =ψ( f ).
Este lema tiene una serie de consecuencias inmediatas.
















LEMA 4.2.4. — Para n ≥ 2g −1 se tiene que dn =
∣∣∣Pic0(X )∣∣∣ qn−(g−1)−1q−1 .
Demostración. Aplicando el resultado anterior, teniendo en cuenta que h0(D) =
n +1− g si degD = n ≥ 2g −2, y recordando que Picn(X ) ∼= Pic0(X ), obtenemos inme-
diatamente el resultado.
Estamos ya en condiciones de calcular Z (u).
TEOREMA 4.2.5. — Podemos escribir la función zeta de X como
Z (u) = P1(u)
(1−u)(1−qu) , P1 ∈Z[u]≤2g .





























































con f un polinomio que cumple deg f ≤ 2g . Entonces podemos escribir
Z (u) =




tal y como queríamos, con un P1(u) que cumple degP1 ≤ 2g .
4.3. La ecuación funcional
Probemos ahora que la función zeta de una curva satisface la ecuación funcional
prevista por las conjeturas de Weil. Para ello, explotaremos el hecho de que la dualidad
de Serre establece una simetría n 7→ 2(g −1)−n útil para manipular dn , y utilizaremos
el teorema de Riemann–Roch para hallar una relación explícita entre Z (u) y Z (1/qu).
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n | an ∈Q
}
,
que uno podría entender como las series de Laurent con coeficientes racionales.
Necesitaremos en primer lugar un lema.
LEMA 4.3.1. — Para todo 0 ≤ n ≤ 2g se tiene que




Demostración. Tomemos un divisor D ∈ Divn(X ) cualquiera. Se tiene que
∣∣∣π−1(D)∣∣∣= qh0(D) −1
q −1 ,
y consideremos el divisor div(ω)−D. Para un ω arbitrario pero fijo esta involución
induce una biyección
Divn(X ) −→ Div2(g−1)−n(X ),
que a su vez establece otra
Picn(X ) −→ Pic2(g−1)−n(X ).
Además, por la dualidad de Serre podemos relacionar D y div(ω)−D como
h0(D)−h0(div(ω)−D) = n +1− g ,





Entonces se tendrá que
∣∣∣π−1(D)∣∣∣−qn+1−g ∣∣∣π−1(div(ω)−D)∣∣∣= qn−(g−1) −1
q −1 .
Si sumamos para todas las clases, tenemos que∑
D∈Picn (X )
∣∣∣π−1(D)∣∣∣= ∣∣∣{D ∈ Divn(X )+}∣∣∣= dn ,
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y como sumar en Picn(X ) es equivalente a sumar en Pic2(g−1)−n , se cumple que




Estamos ya en condiciones de demostrar la ecuación funcional que cumple Z (u).





recordando que una curva tiene dimensión 1.

























d2g−2−n qn+1−g un ,
y restándolo a Z (u) llegamos a





















Analicemos la suma del término a la derecha. Expandimos y multiplicamos por 1−qu,
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Entonces se tiene que
(1−u)(1−qu)
Z (u)−q g−1u2g−2Z ( 1
qu
)= 0.
Reescribimos lo anterior para llegar a
(1−u)(1−qu)Z (u) = (1−u)(1−qu)
q g−1u2g−2Z ( 1
qu
) .
Una primera observación es darse cuenta de que la parte izquierda está en Q[[u]],
mientras que la derecha está en u2g−2Q[[u−1]], luego debe cumplirse que estén ambas
mitades enQ[u]≤2g . Por lo tanto
Z (u) = P1(u)
(1−u)(1−qu) ,
con P1(u) un polinomio de coeficientes racionales de grado a lo más 2g . Como nuestro
objetivo es relacionar Z (u) y Z (1/qu), y sabemos que en 1 y en q−1 tiene polos ambas,






= q1−g u2−2g Z (u),
tal y como cabría esperar si recordemos que la característica de Euler de una curva de
género g es exactamente E = 2−2g .
Veamos ahora algunas consecuencias particulares de la ecuación funcional, que nos
permitirán arrojar luz sobre la función zeta, que escribimos como




COROLARIO 4.3.3. — degP1 = 2g .
Demostración. Particularizando la ecuación funcional para P (u) es fácil ver que






y como sabemos que P es un polinomio de grado menor o igual que 2g , podemos
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escribirlo como
P1(u) = p0 +p1u +·· ·+p2g u2g ,
y sustituyendo en la ecuación funcional llegamos a
p2g−n = q g−n pn .
Como sabemos que Z (0) = 1 (basta ver la definición con la exponencial) se tendrá
que P1(0) = p0 = 1, y por lo tanto p2g = q g , es decir, P1 es un polinomio de grado
exactamente 2g .
COROLARIO 4.3.4. — Los grados de los Pi (u) en la función zeta coinciden con los
números de Betti Bi de la curva.
Demostración. En efecto, los números de Betti asociados a una curva proyectiva son
B0 = 1, B1 = 2g , B2 = 1, de donde se deduce también que E = 2−2g .
Recopilando todos los resultados probados en esta sección, tenemos que la función
zeta de una curva cumple casi todas las conjeturas de Weil. Nos falta únicamente una:
el análogo de la hipótesis de Riemann.
4.4. Desigualdad de Hasse–Weil
Para hallar la norma de las raíces de P1(u), veremos primero la desigualdad de Hasse–
Weil, que acota Ns , y la utilizaremos para controlar el valor de la suma de los inversos
de las raíces. Hecho esto, explotaremos la simetría de la ecuación funcional para ver






TEOREMA 4.4.1. — Dada una curva proyectiva no singular X de género g definida sobre
un cuerpo Fq , se tiene que ∣∣N − (q +1)∣∣≤ 2g q1/2.
El orden para probar esta desigualdad suele ser el contrario (partiendo de la hipótesis
de Riemann), aunque es posible demostrarla considerando únicamente el número de
intersección de varias subvariedades de la diagonal ∆= X ×X (cf. [EHT16, § 14]). Por
simplicidad (y por compacidad) omitimos la demostración.
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OBSERVACIÓN 4.4.2. — Esta desigualdad es la generalización de la desigualdad de
Hasse para curvas elípticas (con género g = 1), conjeturada por Artin en [Art24] y
demostrada por Hasse (cf. [Has36]) en 1936. Lejos de ser un mero lema auxiliar, la
desigualdad de Hasse–Weil juega un papel importante en áreas tan poco esperadas
como la teoría de códigos (cf. [Mor91]).
Nótese que, si trabajamos en un cuerpo base Fq , para hallar Ns basta aplicar el teorema
directamente en FqS para obtener∣∣Ns − (q +1)∣∣≤ 2g q s/2.
TEOREMA 4.4.3. — En las condiciones anteriores, se tiene que |αi | = q1/2.
Demostración. Por la expresión de la función zeta sabemos que




Entonces se tiene que































)m = 2g q1/2|t |
1−q1/2|t |
para |t | < q−1/2. Entonces, como vemos que ξ no tiene ceros en B(0, q−1/2), deducimos
1
|αi |
≥ q−1/2 =⇒ |αi | ≤ q1/2.
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Para que la función Z a la derecha se anule, necesariamente sucederá que αi /q será
otra raíz, es decir,
αi
q
=α−1j =⇒ αiα j = q =⇒ q1/2 ≤
q
|α j |
= |αi | ≤ q1/2 =⇒ |αi | = q1/2.
OBSERVACIÓN 4.4.4. — En esta sección hemos partido de la desigualdad de Hasse–
Weil para calcular la norma de los αi , pero es posible recorrer el camino en la otra
dirección, haciendo∣∣N − (q +1)∣∣= ∣∣∣α1 +·· ·+α2g ∣∣∣≤ |α1|+ · · ·+ |α2g | = 2g q1/2.
Hemos visto entonces cómo describir la función zeta en función de los divisores de la
curva (que no es más que otra manera de contar puntos). Juntando los resultados de
las secciones anteriores, podemos finalizar el capítulo con el siguiente teorema, cuya
demostración acabamos de terminar.
TEOREMA 4.4.5. — La función zeta de una curva proyectiva sin puntos singulares satis-
face las conjeturas de Weil.
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