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We introduce various types of w-automata, top-down automata and bottom-up 
automata on infinite trees. We study the power of deterministic and nondeter- 
ministic tree automata and prove that deterministic and non-deterministic bottom- 
up tree automata accept the same intinite tree sets. We establish a relationship 
between tree automata, Logic programs, recursive program schemes, and the 
monadic second-order theory of the tree. We prove that the equivalence of two 
rational logic programs is decidable. \r7 1989 Academic Press. Inc. 
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The theory of automata is well known to be strongly connected to both 
logic and computer science. For example, D. Muller (1963) uses automata 
to characterize a class of circuits and then obtains an analysis method of 
these circuits. In another example, J. R. Biichi (1960) uses automata to 
characterize a class of second-order logic formulas and then proves the 
decidability of the satislibility problem for these formulas. 
In computer science, automata techniques are used for applications to 
compiling, modeling concurrent systems, and communicating systems. This 
theory has been extended to infinite trees by many authors (see Referen- 
ces). The idea of extending both Btichi’s and Muller’s automata to infinite 
trees is due to M. 0. Rabin (1969, 1970). Rabin characterizes the monadic 
second-order theory of the tree (i.e., SkS) in terms of automata and then 
proves the decidability of SkS. The proof of the decidability of SkS has two 
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difficult parts, the closure by complementation and the decidability of the 
emptiness problem (i.e., the problem whether a given automaton accepts 
some tree). Rabin’s proof is not simple, for this reason L. Harrington and 
Y. Gurevich (1982) use a special kind of game and reduce the complemen- 
tation problem to a determinancy result. This gives a simple proof. 
Likewise, D. Muller and P. Schupp (1984) introduce alternating infinite 
tree automata and give an alternative simple proof. In another related 
work, A. Emerson and P. Sistla (1984) prove that for each branching time 
logic formula, one can construct an automaton on infinite trees that 
accepts exactly the trees satisfying the formula. 
The well-known theory of program schemes [ 11, describes the program 
as a syntactic object (i.e., program schema) with a semantic object (i.e., 
interpretation) such that the interpretation defines the meaning of the 
program and the scheme, its structure. From this theory, the meaning of a 
program is defined as a set of trees. 
The motivation of our work is to establish the connection between the 
monadic second-order theory of the tree, logic programs, program 
schemes, and tree automata. The second idea of this development is to 
extend the well-known conditions of acceptance on infinite sequences to 
both top-down and bottom-up tree automata on infinite trees and then 
study the difference between deterministic and nondeterministic tree 
automata. 
For this, we introduce tree automata with o-language, called control 
language, which contain all infinite paths of a so-called accepted run (i.e., 
computation). We extend the well-known condition on o-automata to 
automata on infinite trees and we prove the equivalence between 
recognizability by top-down tree automata, recognizability by bottom-up 
tree automata, and recognizability by deterministic bottom-up tree 
automata. On the other hand, top-down tree automata are more powerful 
than deterministic top-down tree automata. 
We introduce oi-regular tree grammars and then we characterize SkS in 
terms of tree grammars. We define a subclass of &-formulas (i.e., 
E,-formulas), a class of program schemas (i.e., rational programs), and a 
class of logic programs (i.e., rational logic programs) and then prove the 
equivalence between computability by rational programs, computatiliby by 
rational logic programs, computability by a kind of tree machines, and 
definability by &-formulas. 
1. BASIC DEFINITION 
Before defining the classes of infinite tree automata, we will give some 
basic definitions. 
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Infinite Words and o-languages 
An infinite word over ,Z is a mapping from [w] to Z. We denote the set 
of infinite word over C by C”. An w-language is a set of infinite words. Let 
L be a language over C, we define: 
L*=uo<i,,Li 
L”= {ZfE~? u=u,u,...and u;EL}. 
K-L”= {u:u=u,u~, u, E K, u2 E L”, and u is an infinite word ). 
The limit of L is the set of infinite words u such that the set of initial 
segments of u meets the set L infinitely many times. 
An o-language is called rational iff there exist two sequences (Aj)ociG, 
and (Bi)o<i<n of rational (i.e., regular) languages such that L = 
WY=, A,. BY. This defines what Cohen and Gold (1977) call the w-Kleene 
closure of regular languages. Let u be an infinite word, we denote by Inf(u) 
the set of symbols that occur infinitely often in u. 
Trees over a Ranked Alphabet 
A ranked alphabet is a structure (Z, r), where r is a mapping from C 
to a finite subset of positive integers. If C is a ranked alphabet, we denote 
by C, the set of symbols from C having n as their rank. The set of trees 
over the ranked alphabet Z is defined as follows: 
(i) If a E C, then a is a tree, and 
(ii) If t,, . . . . t, are trees and f E 2, then f (t, , . . . . t,) is a tree. 
Finite and Infinite k-ary Trees 
Let Z be a finite alphabet, the set of k-ary finite trees over Z:, denoted 
by TZ is defined inductively as follows: 
(i) If aEZ then aE T,. 
(ii) If t,, t,, . . . . tk E T, and a E C then a( t,, . . . . tk) E TX, 
Let t be a k-ary finite tree, called tree for short, then the domain of t, 
denoted by dam(t), is defined inductively as follows: 
(i) If t EC then dam(t) = {A}, where 1 denotes the empty word. 
(ii) If t=a(t,, . . . . tk) then dam(t) = {A> u (Ur= i i.dom(t,)). 
Let t be a finite tree over C, then the frontier of t, denoted by Fr(t), is 
the set (u: u~dom(t) and uj is not in dam(t)}. 
An infinite tree (i.e., o-tree) over C is a mapping from D = { 1, . . . . k}* to 
2. We denote the set of infinite trees over Z by T;. 
Let X, u E D, then x/u is equal to U, if x = uv, and undefined otherwise. 
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Let t be an infinite tree; then we define an infinite branch of t starting 
at the root as an infinite word (t(ui))iro, where: 
(i) uO = 1, and 
(ii) For each i, there exists a jje { 1, . . . . k} such that ui = uiP, i,. Let 
t, be a finite tree with F, as a frontier (i= 1, 2). We define the relation 
between two frontiers as: F, < F2 if for each node y E F, there exists a node 
x E F, such that x < y. 
A Limit of Finite Tree Sets 
We say that t, is an initial tree of t, iff (i) dom(t,) E dom(t,), and (ii) for 
each u~dom(t,: t,(u) = t*(u). t, is called a proper initial tree of t2 (i.e., 
t, < t2) if t, is an initial tree of t, and F, < F2. Let L be a set of finite trees; 
we define a limit of L in the sense of Rabin as: 
Sets of Infinite Trees as Expressions of Sets of Finite Trees 
Let X= {x,, . . . . x,} be a set of variables such that Xn C = (21 and let 
tLi)OGi<n be a sequence of sets of finite trees on Cu X such that 
Lj n X= 0 and Li contains a finite tree such that all variables occurring as 
values of the frontier node are from X. We define L, . (L,, . . . . L,) as the 
set of trees that are obtained by taking t in L, and substituting elements 
of Li for all occurrences of X, on t. L,(L,, . . . . L,) is formally defined as 
follows: 
(i) If t = xi then t . (L,, . . . . L,) = Lj. 
(ii) If t E C then t(L,, . . . . Lk) = { t(t,, . . . . t,): tjE Li}. 
(iii) If t=a(t, ,..., tk) then t(L ,..., L,)=a(t,(L, ,..., L,) ,..., 
fk<L, “., L)). 
(iv) L~(L,...,L,)=U,,L. f.<L,,...,L,). 
Let L, (L,, . . . . L,)p = (LO. (L,, . . . . L,)P-‘) . (L,, . . . . L,), where 
Lo. CL, 3 ---, L,,)’ = LO, LO.(L,,..., L,)” = @ET;: 3(t,)o<,<,t = 
Rlim((t,)), &EL,, and t,st,_,.(L,, . . . . L,)f. 
A projection is a mapping from a set C to a set d. A projection deter- 
mines a mapping from the set of trees on .Z to the set of trees on d. 
Let L be a set of infinite trees, then the adherence of L is the set of all 
infinite trees having their initial subtrees in the set of initial subtrees of L. 
The center of L is the set of initial subtrees of the adherence of L. Let X+ 
be the set of finite k-ary trees over {x> and x”’ be the infinite k-ary tree 
over {x}, then the adherence of a(b+, . . . . b’) is {a(b”, . . . . b”)} and the 
center of a(b +, . . . . b+) is equal to a(b+, . . . . b+ ) + a. Let x = (x1, . . . . x,,), then 
p;(x) =x;. 
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2. AUTOMATA ON INFNITE SEQUENCES 
Before defining top-down and bottom-up automata on infinite trees, we 
will define o-automata (i.e., finite automata on infinite sequences) to clarify 
the passage from words to trees. The idea of using automata for recognizing 
infinite sequences is due to the late Biichi (1960). Biichi used u-automata 
to prove the decidability of the monadic second-order theory of natural 
numbers with the successor relation, which is called SlS. 
DEFINITION 2.1. A Biichi automaton is a structure M= (Q, C, qO, 6, F), 
where: 
(i) Q is a finite set of states, 
(ii) C is the input alphabet, 
(iii) q0 is the initial state, 
(iv) 6: QxC-2Q IS the transition function, and 
(v) FE Q is the set of designated states. 
A computation of M over an infinite word u is a mapping C: [w] + Q 
satisfying the conditions: 
(i) C(O)=q,, and 
(ii) for each in [w], C(i+ l)~B(c(i), u(i)). 
M accepts the infinite word u if and only if there exists a designated state 
which occurs intinitly often in this computation. 
In 1963, D. Muller (1963) introduced a new condition for accepting 
infinite sequences and used it, with finite state automata, to analyze 
asynchronous circuits. 
DEFINITION 2.2. A Muller automaton is a structure M = (Q, C, qO, 6, F), 
where: 
(i) Q, 2, qO, 6 are defined as before, and 
(ii) F is the family of designated sets of states. 
A computation C is accepted in the sense of Muller if and only if the set 
of states ocurring infinitely often in this computation belongs to F . 
Now we shall unify Biichi’s automata and Muller’s automata into 
w-automata. 
DEFINITION 2.3. An w-automaton is a structure M= (Q, Z, q,,, 6, F), 
where Q is the set of states, C is the input alphabet, q0 is the initial state, 
6: Q x C + 2Q is the transition function, and F is the set of designated sets 
of states. 
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Let C be a computation; then we define Inf( C), Fin(C), and Occ(C) as 
follows: 
(1) Inf(C)= {q:Card(C-‘(q))=w} 
(2) Fin(C)= {q:O<Card(C-‘(q))<w} 
(3) Occ(C)= {q: Card(C-‘(q))#O}. 
A computation C of an o-automaton is called i-accepted if there is a 
designated set of states H, such that the condition Cj is satisfied, where Ci 
is defined for i= 1, . . . . 9 as follows: 
C,: Inf(C)n H#@ 
Cz : Inf(C) c H 
C3 : Inf( C) = H 
C4: Occ(C)n HZ@ 
C5 : Occ( C) E H 
C6 : Occ( C) = H 
C,: Fin(C)n H= 0 
C8 : Fin(C) E H 
Cg : Fin(C) = H. 
We use the term &automaton to denote an w-automaton with acceptance 
condition defined according to condition i. An oi-automaton is said to be 
complete if and only if for each state q and each input sumbol a, M can 
read a from the state q. M is called deterministic if and only if for each state 
q and each input symbol a, we have Card(&q, a)) < 1. 
Remarks. (1) A Biichi automaton can be viewed as an ol-automaton 
with one designated set of states. 
(2) An w3-automaton is a Muller’s automaton. 
(3 ) For each computation C, we have Fin(C) = Q - Inf( C). 
It follows from the last remark, that conditions C,, C,, and C, are 
respectively equivalent to the conditions: 
(i) HE Inf(C). 
(ii) Q-HGInf(C). 
(iii) Q - H = Inf( C). 
PROPOSITION 2.4. For each o-language L and for iE { 1, . . . . 9>, the 
following conditions are equivalent : 
(i) L is accepted by an k-automaton; 
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(ii) L is a projection of an w-language accepted by a deterministic 
wi-automaton. 
Proof Let L be an o-language accepted by the wi-automaton 
M = (Q, C, qO, 6, F), we shall exhibit a deterministic wi-automaton - - 
I%? = (Q, C, qO, 8, F) accepting K, and a projection 17 such that L = I7( K). 
Construction. ( 1) 0 = Q 
(2) 90=40 
(3) .i?=CxQ 
(4) For each (a,q)ECxQ and qlEQ, if q2E6(q,,a) then 
!=J(ql, <a,92)) 
(5) F=F. 
Now let I7 be the projection such that, for each (x, q) Z7( (x, q)) = x. It 
is clear that L=ZT(K). To finish the proof one can use the fact that the 
family of w-languages accepted by nondeterministic oi-automata is closed 
under projection. 1 
Now we shall study the power of w&automata (i= 1,9), by comparing 
their power to both Biichi automata and Muller automata. For this we 
firstly recall some results. 
THEOREM 2.5 (MC Naughton, 1966). For each w-language L, the follow- 
ing conditions are equivalent: 
(i) L is accepted a determinstic w3-automaton, 
(ii) L is a finite boolean combination of w-languages accepted by 
deterministic Biichi automata, and 
(iii) L= WY=, L,.Ky, where Li and Kj are regular languages 
The equivalence between (i) and (iii) is well known as a conjecture of 
Muller. 
THEOREM 2.6 (J. R. Btichi, 1960). The family of w-languages accepted by 
nondeterministic WI-automata is a boolean algebra. 
THEOREM 2.7 (D. Muller, 1963). The family of w-languages accepted by 
a deterministic w3-automata is a boolean algebra. 
We shall prove the equivalence between Biichi’s condition and the 
condition (i.e., condition C,,): 
H 2 Inf( C). 
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THEOREM 2.8. For each o-language L, the following conditions are equiv- 
alent: 
(i) L is accepted by a nondeterministic (resp. deterministic) ol- 
automaton, and 
(ii) L is accepted by a nondeterministic (resp. deterministic) wlO- 
automaton. 
Proof Let L be an o-language accepted by the ol-automaton M= 
(Q, C, q,,, 6, F). Now we shall exhibit an olO-automaton M, = 
(Ql,Gs,,~,,F,) acceptingL. 
Construction. (1) Qi = Q 
(2) 41=40 
(3) 6,=6 
(4) F,={{q):qEH, for some HEF}. 
It is clear that M and M, accept the same o-language. Let M be an 
ulO-automaton accepting L; now we shall exhibit an ol-automaton accep- 
ting L. Let F = (F, , . . . . F,). Assume that 0 is not a member of F. 
Construction. (1) Qi = P(F,) x . . x P(F,,) x Q 
(2) 4, = (0, . ..> 07 40) 
(3) For each qEQ, and aeC do 
J,(q,a)=0 
q’=Pn+ 1(q) 
For each q” E 6( q’, a) do 
For each iE [n] do 
Ifp,(q) = Fi then Qi = 0 else Qj = Fi n pi(q) u {q’} 
4 = (Ql, . . . . Q,, q”) 
od; 
J,(q, a) = b(q, a) u 14) 
od; 
od; 
Note that (3) is a procedure defining the transition function 6 i . 
(4) F,=(H,:f or each q E H, and for some ie [n], pi(q) = Fi}. 
M visits all states of Fi infinitely many times if and only if M, visits Hi 
infinitely many times. 
To see that M and M1 accept the same set of infinite trees, we note the 
following: If C is a computation of M then p,, + i(C) is a computation of M, 
and every computation C of A4 is obtained as pn + ,(C’), for some computa- 
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tion C’ of M,. Intuitively, M, keeps track of its compuation by recording 
the visited state in the track associated with Fj, when the visited state 
belongs to Fi, and setting the track associated with Fi to empty when all 
states of Fi are visited. This implies that M, and M accept the same 
w-language. 
Assume that @E F; then it suffices to take M, the automaton obtained 
by substituting F for 2” in M. To finish the proof, one can remark that if 
h4 is deterministic then M, is also deterministic, 1 
PROPOSITION 2.9. For each o-language L, the following conditions are 
equivalent : 
(i) L is accepted by a deterministic Biichi automaton, 
(ii) L is accepted by a deterministic olO-automaton, 
(iii) L is accepted by a deterministic o&automaton, 
(iv) L is accepted by a deterministic co?‘-automaton, and 
(v) L is a limit of a rational (i.e., regular) languages. 
Proof The equivalence between (i) and (v) is due to S. Eilenberg 
(1974). Since the family of o-languages accepted by determinstic Biichi 
automata is closed under union, the equivalence between (i) and (ii) holds 
from Theorem 2.8. Obviously, (iii) is equvalent to (iv), and (ii) is equiv- 
alent to (iii). 1 
PROPOSITION 2.10. For each o-language L, the following conditions are 
equivalent : 
(i) L is accepted by a deterministic &fuller automaton, 
(ii) L is accepted by a deterministic o9-automaton, 
(iii) L is accepted by a nondeterministic w9-automaton, and 
(iv) L is accepted by nondeterminstic Biichi automaton. 
Proof MC Naughton (1966) proves that for each deterministic Muller’s 
automaton, an equivalent Biichi automaton can be constructed. This 
implies that (i) is equivalent to (iv). To finish the proof, one can use the 
fact that each o-language accepted by a nondeterministic wi-automaton is 
a projection of an w-language accepted by a deterministic wi-automaton 
and the fact that regular w-languages are closed under projection. 1 
Let DRi be the family of sets accepted by complete deterministic 
wi-automata. Our first aim is to generalize these conditions to tree 
automata and compare them with both Biichi’s automata and Muller 
automata on inifinite trees. For this we shall recall some results obtained 
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by M. Takahashi and H. Yamasaki (1983). They obtained a hierarchy of 
deterministic w-languages, which can be represented by Fig. 1. 
3. TOP-DOWN AND BOTTOM-UP AUTOMATA ON INFINITE TREES 
It is well known that for finite trees, the regular tree grammars, the top- 
down tree automata, and the deterministic bottom-up tree automata define 
the same sets of finite trees. We shall prove that this is also the case for 
infinite trees. 
DEFINITION 3.1. A top-down k-ary o-tree automaton is a structure 
M= (Q, Z, qO, 6, F), where Q, Z, qO, F are defined as before, and 
6: Qx,Z+~~~ is the transition function. 
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A computation of a top-down k-ary o-tree automaton M on the infinite 
tree t is the mapping from [k] * to Q, where C(1) = q. and for each node 
4 ((C(ul), . . . . C( uk)) E 6( C( u), t(u)). A computation C is called i-accepted if 
for each branch of this computation, there is a designated set of states S 
such that this branch satisfies the condition Ci. We define a Di-automaton 
to be a top-down k-ary o-tree automaton with i-acceptance. M is called 
deterministic if for each state q and each input symbol a, there is at most 
one transition in 6(q, a). 
PROPOSITION 3.2. For each i E { 1, . . . . 9}, the family of sets accepted by 
deterministic Di-automata is properly included in the family of those accepted 
by Di-automata. 
Proof. Let K = a(b”, b”, . . . . b”, co) + a(cw, b”, . . . . b”), where xw is the 
unique infinite tree on {x}. One can easily construct a Di-automaton 
accepting K. Now, assume that K is accepted by a deterministic 
Di-automaton M. Let Cl (resp C2) be the unique computation of M on 
the tree a(b”, . . . . cW) (resp. a(?, . . . . b”)). Cl and C2 are i-accepted. Let 
Cl = q,(Al, . . . . A2) and C2 = q,(A3, . . . . A4). Since M is deterministic, the 
tree qO(A 1, . . . . A4) is a computation of M on the tree a(b”, . . . . b”), which is 
i-accepted; this contradicts the fact that a(bw, . . . . b@) is not a member 
ofK. 1 
PROPOSITION 3.3. For each i E { 1, . . . . 9}, the family of sets accepted by 
Di-automata is closed under union. 
This can be easily proved using the classical construction. It depends on 
the fact that for each pair (M, , MJ of Di-automata, one can easily 
construct a Di-automaton which can simulate M, and M,. 
DEFINITION 3.4a. A bottom-up k-ary w-tree automaton is a structure 
M = (Q, C, 6, T, F), where Q, C, F are defined as before, 6: Q” x C + 2” 
is the transition function, and T is the set of terminal states. 
A computation of M on the tree t is a mapping from D to Q, such that 
C(~.)E T, and for each node U, C(u)~b((C(ul), . . . . C(uk)), t(u)). An 
Ai-automaton is a bottom-up automaton which accepts by terminal state 
at the root and by i-acceptance on each infinite branch. An Ai-automaton 
is called deterministic if and only if for each tuple 4, and each input symbol 
a, there is at most one transition from (q, a). 
We will now define some classes of regular tree grammars, which 
generate the same classes as those accepted by Di-automata. 
DEFINITION 3.4b. An o-regular tree grammar is a structure G = 
( K c, vo, R, Vinr), where V is the set of nonterminal symbols, Z is the 
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alphabet, v0 is the start symbol, R is the set of rewriting rules of the form 
v +f(v,, . . . . vk), and where f~ Z and u, vie V, and Vinr is the set of 
designated sets of nonterminals. 
An w-regular tree grammar is said to be deterministic if and only if when 
v --f a(v,, . ..) vk) and v + a( VI, . . . . Vk) are rules then vi= Vi. 
Let us define the notion of a derivation tree associated with an infinite 
tree for a given w-regular tree grammar. An infinite derivation of G is an 
infinite sequence ( t,)i a 0 satisfying the conditions: 
(i) t, = vO, and 
(ii) for each i>O, ti*ti+1 if and only if there exists a node 
u E dom(ti) and a rule v + t satisfying the conditions: 
(1) t;(u)=v; 
(2) dom(t,+,)=dom(t,)uu~dom(t); 
(3) for each xE dom(t,+ r), we have the conditions: 
l ti+,(x)=ti(x), if xEdom(ti)- {u} 
l ti+ ,(x) = t(x/u) otherwise. 
We suppose that Uiro dom(t,) is the domain of an infinite tree and let T 
be the limit of the sequence (ii)iao, where i is the restriction of t to 
dam(t)- Fr(t). One can associate the sequence (c&)~>,, with the sequence 
(ti)i>O? which is defined as 
(1) do= (T(A), v,>, 
(2) For each i > 0 we have the conditions: 
l dom(d,) = dom(t,) 
l di+ ,(x) = d,(x), if UE dom(di) 
l d,, r(x) = (T(x), ti+ r(x) >, otherwise. 
l Range (di) = Z x V. 
The derivation tree, associated to the infinite derivation (ti), is the 
infinite tree pz(a), where 0 is the limit of the sequence (dj). 
EXAMPLE 1. Let k = 2 and G = (V, Z, vO, R, ViDr) be the regular tree 
grammar where I’= (vo, vl, v2, v3, v,}, Z= {a, b}, VinP= { {vl}, (v2>>, 
and R = iv0 -+ a(~,, v2) + 4v3, v,), vl -+b(v,, v,), v2 -, c(v,, VA v3 -+ 
c(v3, v,), v4 -+ c(v,, v,,}. 
Let 6 = v0 = a(~,, v2) * a(b(v,, v,), v2) =k. a(b(v,, vl), c(v,, v,))= . . . . 
The infinite derivation of a(b”, P) is u,(vy, vy). 
A tree t is i-generated by G if there is an infinite derivation in G, having 
as a derivation tree (i.e., a trace of this derivation), a tree satisfying condi- 
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tion (i) according to V,r.instead of F. An c&regular tree grammar is an 
o-regular tree grammar, using the ith condition to generate trees. 
PROPOSITION 3.5. For each iE { 1, . . . . 9) and for each set K of infinite 
trees, the following conditions are equivalent: 
(1) K is generated by an wi-regular tree grammar, and 
(2) K is accepted by a Di-automaton. 
The equivalence between (1) and (2) is due to the natural corre- 
spondence between regular tree grammars and tree automata. 
PROPOSITION 3.6. For each iE { 1, . . . . 9) and for each set K of infinite 
trees, the following conditions are equivalent: 
(i) K is accepted by a deterministic Di-automaton, and 
(ii) K is generated by a deterministic k-regular tree grammar, 
PROPOSITION 3.7. For each ie (1, . . . . 9} and for each set L of infinite 
trees, the following conditions are equivalent: 
(i) L is accepted by a Di-automaton, and 
(ii) L is a projection of a set accepted by a deterministic 
Di-automaton. 
Proof Since the family of sets accepted by Di-automata is closed under 
projection, it follows that condition (ii) implies condition (i). Let 
M = (Q, 2, q,,, 6, For K) be a Di-automaton accepting L. Now we shall 
exhibit a deterministic Di-automaton Mi = (Q,, C,, 6,) F, or K, ) and a 
projection p, such that the set accepted by M is a projection by p of the 
set accepted by M,. 
Construction. (i) Q, = Q 
(ii) C, = C x Q x [ml, where m = Max(Card(G(q, a))) 
(iii) q1 = qO 
(iv) For each qEQ and acZ do 
If &q, a)= {(qi, . . . . dh . . . . (qi, . . . . qi)) then d,(q, (a, q, i>)= (qj, . . . . qf) 
(v) F,=For K,=K. 
It is clear that L”(M,) =pl(L”(M)). 1 
THEOREM 3.8. For each i E { 1, . . . . 9} and for each set K of infinite trees, 
the following conditions are equivalent: 
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(1) K is accepted by a D&automaton, 
(2) K is accepted by an Ai-automaton, and 
(3) K is accepted by a deterministic Ai-automaton. 
Proof: The equivalence between (1) and (2) is a consequence of the 
facts: 
(i) The family of sets accepted by Di-automata is closed by union 
(i.e., Proposition 3.3). 
(ii) Each Di-automaton can be simulated by an Ai-automaton with 
one terminal state and each Ai-automaton with one terminal state can be 
simulated by a Di-automaton. 
Let M= (Q, C, 6, T, F) be an Ai-automaton accepting K. Now we shall 
exhibit a deterministic Ai-automaton M’= (Q‘, Z, 6’, T’, F’) equivalent 
to A4. 
Construction. (1) Q’=QxQx ... xQ 
(2) for each {q,, .,., qk,q,q’}EQlandaECdo 
IfqE4<q,, . . . . qk), a) then (q,q’) =6’(((q,, q), (q2, q), -., <qk, q’)), a) 
(3) T’=TxQ 
(4) F’ = {A E Q’: p,(A) E F}. 
If C’ is an i-accepted computation of M’, then pl(C’) is a computation of 
M which is also i-accepted. For each i-accepted computation C of M on t, 
one can easily exhibit an i-accepted computation of M’ on t. 1 
A Rabin automaton is a structure M = (Q, C, q,,, 6, Sz), where 
Q, C, q,,. 6 are defined as before and Sz = { ( Ui, Li): 1 < i < n, Li, Ui c Q}. A 
Rabin’s automaton M accepts an infinite tree iff it has a computation such 
that for each infinite branch 17 of this computation, there is a pair ( Ui, Li) 
such that Inf(Z7) n Ui # 121 and Inf(D) n L, = 0. 
It is well known that the emptiness problem for Rabin automata is 
non-trival. M. 0. Rabin improved his original proof of the decidability of 
this emptiness problem, but even the second proof does not yield a simple 
effective criterion for deciding emptiness. R. Hosseley (1972) provided such 
criterion by showing that Rabin’s automaton accepts an infinite tree if and 
only if there is a computation of the automaton containing a certain kind 
of finite subtree. In R. Hosseley and C. Rackoff (1972) the emptiness 
problem of Rabin’s automata is reduced to the emptiness problem of finite 
tree automata. 
Let us mention that A. Mostowski (1982) proved that nondeterministic 
top-down Rabin’s automata and deterministic bottom-up Rabin automata 
accept the same sets. In A. Mostowski (1984) defines a standard form of 
AUTOMATA ON INFINITEOBJECTS 55 
Rabin automaton is defined and it is proved that each Rabin automaton is 
equivalent to a Rabin automaton in standard form. 
PROPOSITION 3.9. For each in { 1, 2, . . . . 9}, thefamily of sets accepted by 
deterministic Di-automata is not closed under union. 
Proof. Let L, = a(b”, . . . . b”, P) and L, = a(c”, . . . . c’“, b”); then one 
can easily construct a deterministic Di-automaton Mi (i = 1, 2) which 
recognizes Li. We have seen that L, u L, cannot be accepted by any deter- 
ministic Di-automaton. 1 
4. CONTROLLED TREE AUTOMATA ON INFINITE TREES 
In this section, we will introduce some kind of tree automata, called 
controlled tree automata, and then we compare them with the above tree 
automata. 
DEFINITION 4.1. A controlled k-ary o-tree automaton, called C-auto- 
maton for short, is a structure M = (Q, C, qO, 6, K), where Q, C, qO, 6 are 
defined as for top-down tree automata and K is an w-language on Q, called 
a control language. 
A G-automaton is a C-automaton, where the control o-language is 
accepted by a deterministic oi-automaton. A computation C of the 
G-automaton M, is called accepted if the control language of M contains 
all inlinites sequences lying on it’s branches. 
THEOREM 4.2. For each iE { 1, . . . . 9} and for each set K of infinite trees, 
the following conditions are equivalent: 
(1) K is accepted by a nondeterministic (rep. deterministic) 
Di-automaton, 
(2) K is accepted by a nondeterministic (resp. deterministic) 
Ci-automaton. 
Proof That part (1) implies (2) is obvious. Let M, = (Q, C, qO, 6, L) 
be a Ci-automaton accepting K and let A = (S, Q, sO, 6,., F) be the deter- 
ministic wi-automaton accepting L. 
Now we shall exhibit a Di-automaton M, = (Q 1, C, ql, 6,) F, ) accep- 
ting K. 
Construction. (1) Q, = S x Q 
(2) 91= (so, 40) 
(3) For each (s, q)EQl and aE:C do 
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If (41, . . . . qk) E &a a) then ((J,h q), qlL . . . . (~,(s, q)- qk)) EdI((sT qh a). 
(4) F,= {AcQ,:p&4)EF}. 
One can easily prove that 44, and M, are equivalent (i.e., they accept the 
same set). Note that if M,. is deterministic, M, is also deterministic. 1 
Remark. It follows from the last theorem that the diagram defined for 
deterministic o-automata in Fig. 1 is valid for both deterministic and 
nondeterministic Di-automata. 
DEFINITION 4.3. A Ci-regular k-ary o-tree grammar is a structure 
G = ( V, C, v,,, R, K), where: 
(i) K 2, vo, R are defined as before, and 
(ii) Ks V” is a set accepted by a deterministic w&automaton. 
An infinite tree t is generated by a G-regular tree grammar if and only 
if t has a derivation tree such that all its infinite branches belong to K. 
From results obtained before, one can easily prove the result: 
PROPOSITION 4.4. For each infinite tree set L and for each i E { 1, . . . . 9}, 
the following conditions are equivalent: 
(i) L is generated by a nondeterministic (resp. deterministic) 
&regular tree grammar, and 
(ii) L is accepted by a nondeterministic (resp. deterministic) 
Di-automaton. 
Now we shall give characterizations of rational infinite tree sets in terms 
of automata and tree grammars. For this, we first define the class of 
rational infinite tree sets. 
A set L of infinite trees is said to be rational if and only if there is a 
sequence lLi)O<i<n of regular sets of finite trees such that L = 
Lo<L, > --*, L>“. 
THEOREM 4.5. For each infinite tree set L, the following conditions are 
equivalen I: 
(i) L is rational, 
(ii) L is accepted by Dl-automaton, 
(iii) L is accepted by a DlO-automaton, 
(iv) L is accepted by a DJ-automaton, and 
(v) L is accepted by a D&automaton. 
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The equivalence between (i) and (ii) is proved in M. Nivat and 
A. Saoudi (1985). The quivalence between (ii), (iii), (iv), and (v) is easy to 
prove using results obtained in the last section. 
Remark. The equivalence between (i) and (ii) is a Kleene’s theorem 
generalized to infinite tree sets accepted by a Dl-automaton. 
Now we shall give a Kleene theorem corresponding to the family of 
intinite tree sets accepted by a DCautomaton. 
THEOREM 4.6. For each infinite tree set L, the following conditions are 
equivalent : 
(i) L is accepted by a complete nondeterministic (resp. deterministic) 
DCautomaton, and 
(ii) L = L,( TW,, . . . . TO,), for some set of finite trees L, accepted by 
nondeterministic (resp. deterministic) top-down tree automata. 
The proof can be obtained from constructions used in M. Nivat and 
A. Saoudi (1985) to prove the equivalence between rational sets and those 
accepted by a nondeterministic Dl-automaton. 
C,=D,=AEAp(iJ,k=3,9) 
C,=D,=A~A~*(i,j,h=l,7,8,10) C,=D,=A,=Ap 
C,=D,=A a=A Ft 
Cs=D,=A5=Ap C.,=D,=A.,=Aj=’ 
FIGURE 2 
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Let Xi (resp. X:e’) be the family of sets accepted by nondeterministic 
(resp. deterministic) Xi-automaton over infinite trees, where i = 1, 10 and 
X= D, A, C. Then the followng charts (i.e., Figs. 2 and 3) summarize the 
previous results. 
5. RATIONAL PROGRAM SCHEMES AND LOGIC PROGRAMMING 
A rational program schema, called rational program for short, is a 
structure P = (C, V, vl, E), where C is the set of functional symbols, V is 
the set of variables, v, is the start symbol, and E is the set of equations of 
theform:vi=t,+ ... + t,, where t, is a term on C u V. A rational program 
can be viewed as a recursive program, where each variable identifies a non- 
deterministic procedure, and v, is the principal procedure. We can also 
view a rational program as regular tree grammar. 
EXAMPLE 2. Let B be the program: 
Vl =f(v*, v*) +ftv3, %I 
v2 =f(v2, v*) 
v,=b 
then the solution of P is ({f(b, b),f”}, {fw}, {b}), where k= 2, 
,Zz = {f), and Z, = {b}. The set of computations of P isf” +f(b, b). 
A finite (resp. infinite) computation of the program P is a finite (resp. 
infinite) tree on Z, obtained as an element of the first component of the 
solution of E. 
A rational program is called deterministic if E is of the form: vi = ti. Note 
that a deterministic rational program has at most one computation. Two 
rational program are said to be C-equivalent (resp. D-equivalent) if they 
compute the same set of finite (resp. infinite) objects (i.e., trees). Two 
programs are said to be equivalent if the compute the same things. We will 
give a forma definition of a rational logic program. 
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DEFINITION 5.1. A rational logic program is a structure S = 
(P, C, X, F, C, G), where: 
(1) P is the set of unary predicates, 
(2) C is the set of functional symbols, 
(3) X is the set of individual variables, 
(4) F is the set of facts of the form A(a) c, where a EC and A E P, 
(5) C is the set of the clauses of form: A(f(x,, . . . . x,)) c 
B,(x, ), . . . . B,(.G), and 
(6) G is a goal of the form c B(x). 
We will give an example of rational logic program which computes the 
set of trees on {f, a, b, g}. 
EXAMPLE 3. 
(1) Facts: 
Tree(a) t 
Tree(b) t 
(2) Clausal procedures: 
Tree(f(x,, x2)) t Tree(x,), Tree(x,) 
Tree(g(x,, x1)) +- Tree(x,), Tree(x,) 
(3) Goal: 
+- Tree(x) 
The meaning of a rational logic program P is the set of its computations 
(i.e., trees) deducible from P and satisfying the predicate X. Intuitively, a 
rational logic program P can be viewed as a classical program such that 
the set of its facts defines the inputs, the set of its clausal procedures defines 
the statements, and the goal defines the output. For more details about the 
interpretation of Horn clauses see R. Kowalski (1972). 
S is called deterministic if when P(tl) t B,(x,), . . . . B,(x,), P(t*) e 
‘4,(x,), ..*, AP(xP) E C then t1 = t,, n =p, A, = Bi. On the other hand, a 
deterministic logic program has at most one computation. 
Now we shall prove that a rational program and rational logic program 
have the same computing power. 
THEOREM 5.2. For each set K of trees, the following conditions are 
equivalent : 
(1) K is computed by a nondeterministic (resp. deterministic) rational 
program, and 
(2) K is computed by a nondeterministic (resp. deterministic) rational 
logic program. 
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Proof: Since a rational program can be viewed as a regular tree gram- 
mar, one can easily transform it to an equivalent one in normal form. By 
normal form, we mean that each rule is of the form A +f(B,, . . . . B,) or 
A + a. It suffices to give the correspondence between rational logic 
programs and rational tree grammars in normal form: 
(1) A(a)+iff A-+a is a rule 
(2) 4f(x, 7 . ..T x,)1 + B,(x, 1, . . . . &kJ is a clause iff A+ 
f(B,, . . . . B,) is a rule 
(3) + A(x) is a goal iff A is an axiom. 
To finish the proof, one can use the facts: 
(i) B** t if and only if B(t), and 
(ii) BaW t if and only if B(t). 1 
It is well known that the equivalence problem for two finite tree 
automata is decidable. This gives us the dedidability of the C-equivalence 
of two rational logic programs. Let us recall some results due to M. 0. 
Rabin (1969), who characterizes SkS in terms of tree automata and then 
obtains the decidability of SkS. It follows from Rabin’s results that the 
equivalence of two D3-automata (i.e., Rabin’s automata) is decidable. 
PROPOSITION 5.3. It is solvable, whether for two rational logic programs 
PI and P,: 
(1) P, is C-equivalent to P,, 
(2) P, is D-equivalent to P,, or 
(3) P, is equivalent to P,. 
Proof: The C-equivalence problem of two rational logic programs, can 
be reduced to the equivalence problem of two finite tree automata on finite 
trees, which is solvable. The D-equivalence problem of two rational logic 
programs, can be reduced to the equivalence problem of two Rabin 
automata, which is solvable. a 
6. COMPUTABLE INFINITE TREE SETS AND E, -FORMULAS 
Let T= (D, v,sl, . . . . s k, G), where v is the constant for the empty word, 
s , , . . . . sk is the successor function such that si(u) = ui, and Q is the prefix 
relation on the tree domain. 
Let Z= {a,, . . . . a,} be an alphabet and P,, . . . . P, be the unary predicates 
such that P,(u) = True iff t(u) = ai, where t is an infinite tree on C. 
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An L,-formtda is a formula built up constants, successor functions, unary 
predicates, individual variables ranging over D, set variables ranging over 
subsets of D, quantifiers, and connectors. Rabin (1969) proves that for each 
L,-formula, one can construct a nondeterministic Rabin automaton (i.e., 
D3-automaton), that accepts exactly the trees satisfying this formula. 
A tree satisfying a formula $ is called a model of 1+5. We denote by 
Model($) the set of infinite trees satisfying $. Now we will define a sub- 
class of L,-formulas $ such that: 
( 1) Model( $) is accepted by some Di-automata, 
(2) Model($) 1s computed by a rational logic program, and 
(3) Model($) is computed by a rational program. 
An &-formula is a formula of the form: 3X, ... 3X,,: Part(X,, . . . . X,,) A 
Root(X,) A Trans(X,, . . . . X,), where: 
(i) Part(X,, . . . . Xn)=vX/yifjXiX' 1x,x 
(ii) Root(X,) = X,v 
(iii) Trans(X,, . . . . X,) = vx /y, j (X,x A P,x) --) T, j) where 
’ 
T, j = 
W;‘~,X,.,S,X A ... A x,,s,x. 
Note that x is an individual variable, Xi is a set variable, and Xx means 
that x belongs to X. 
Remark. By interpreting Xi as a state of a nondeterministic top-down 
tree automaton, an &-formula represents the transtitions of this 
automaton and defines exactly trees having at least one computation (i.e., 
run). 1 
An &-formula $ is reduced to 4 if and only if $ and 4 have the same 
models and the set of set variables of II/ contains the set of set variables of 
4. An E,-formula $ is called minimal if it cannot be reduced to a smaller 
one. 
THEOREM 6.1. For each infinite tree set L, the following conditions are 
equivalent : 
(1) L is definable by an E,-formula, 
(2) L is accepted by a Di-automaton with F= 2Q, 
(3) L is generated by an on-regular tree grammar with Vinf = 2 ‘, 
(4) L is computed by a rational program with C = Z,, 
(5) L is computed by a rational logic program, with Z = C,, and 
(6) L is equal to the adherence of a finite set accepted by a top-down 
tree automaton. 
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Proof (1) is equivalent to (2) by the natural corresppondence between 
top-down tree automata and En-formula. The equivalence between (2), (3)., 
and (4), and (5) is a consequence of Theorem 5.2 and Proposition 3.4. The 
equivalence between (2) and (6) can be proved without difficulty. 1 
It is well known from W. Brainerd (1968) that for each bottom-up finite 
tree automaton, there is an equivalent minimal automaton. To prove the 
effectiveness of constructing a minimal En-formula which is equivalent to a 
given En-formula, we need some results. 
PROPOSITION 6.2. The set of initial subtrees of a set accepted by a Rabin 
automaton is accepted by a finite tree automaton, 
One can take a Rabin automaton and reduce it by eliminating states 
which are not reachable from the initial state and then use the emptiness 
algorithm of Rackoff and Hosseley (1972) to eliminate states which cannot 
accept any tree. From the resulting automaton, it suffices to consider any 
state as a terminal state for accepting the initial subtrees of the initial set. 
PROPOSITION 6.3. The center of a set accepted by a Rabin automaton is 
accepted by a finite tree automaton on finite trees. 
The proof is left as an exercise. 
PROPOSITION 6.4. For each E,,-formula $, a minimal equivalent formula 
can be effectively computed, 
Proof Using Theorem 6.1, one can construct a Di-automaton A4, with 
F= 2Q accepting Model($) = L. Since the center of L is accepted by a 
bottom-up automaton on finite trees, one can minimize the obtained 
automaton and then obtain an equivalent bottom-up automaton with the 
same states. Finally, from the last automaton we can construct a minimal 
formula having L as the set of its models. 1 
THEOREM 6.5. Whether an L,-formula is equivalent to an E,-formula can 
be solved, 
Proof Let I,+ be an En-formula such that Model($) = L, then Ic/ is 
equivalent to an En-formula if and only if Adh(Center(L)) is equal to L. 
This problem can be reduced to the equivalence problem of two 
Di-automata, which is solvable. 1 
On the other hand, the last theorem gives us a procedure for testing if 
a set of models of an L,-formula is computable by a rational program. 
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