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We investigate value distribution and uniqueness problems of difference polynomials of
meromorphic functions. In particular, we show that for a ﬁnite order transcendental
meromorphic function f with λ(1/ f ) < ρ( f ) and a non-zero complex constant c, if n 2,
then f (z)n f (z + c) assumes every non-zero value a ∈ C inﬁnitely often. This research also
shows that there exist two sets S1 with 9 (resp. 5) elements and S2 with 1 element, such
that for a ﬁnite order nonconstant meromorphic (resp. entire) function f and a non-zero
complex constant c, E f (z)(S j) = E f (z+c)(S j) ( j = 1,2) imply f (z) ≡ f (z + c). This gives
an answer to a question of Gross concerning a ﬁnite order meromorphic function f and its
shift.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and results
In this paper, the term “meromorphic” will always mean meromorphic in the complex plane C. We shall use the stan-
dard notation in Nevanlinna’s value distribution theory of meromorphic functions (see, e.g., [13,14,23]). For a nonconstant
meromorphic function f and a set S ⊂ Cˆ (=C∪ {∞}), we deﬁne
E f (S) =
⋃
a∈S
{
z
∣∣ f (z) − a = 0, counting multiplicities}.
We say that two nonconstant meromorphic functions f and g share a CM, if E f (S) = Eg(S) and S = {a}.
In 1982, Gross and Osgood [7] proved the following result.
Theorem A. Let S1 = {−1,1}, S2 = {0}. If f and g are nonconstant entire functions of ﬁnite order such that E f (S j) = Eg(S j)
( j = 1,2), then f = ±g or f · g = ±1.
In 1997, Yi and Yang [25] removed the order restriction and got the next result for the meromorphic case.
Theorem B. Let S1 = {1,ω, . . . ,ωn−1} and S2 = {∞}, where ω = cos(2π/n) + i sin(2π/n) and n is a positive integer. Suppose that
f and g are nonconstant meromorphic functions such that E f (S j) = Eg(S j) ( j = 1,2). If n  6, then f = tg or f · g = t, where
tn = 1.
In 1976, Gross [6] proved that there exist three ﬁnite sets S j ( j = 1,2,3) such that for any two nonconstant entire
functions f and g , E f (S j) = Eg(S j) ( j = 1,2,3) imply f = g . In the same paper, Gross posed the following question:
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functions f and g satisfying E f (S j) = Eg(S j) ( j = 1,2) must be identical?
If the answer to Question 1 is aﬃrmative, it would be interesting to know how large both sets would have to be.
Many authors have been considering about it, and got a lot of related results. Some of them are due to Yi [24], Mues
and Reinders [21], Frank and Reinders [5]. We recall the following result given by Li and Yang [17]:
Theorem C. Let m 2, n > 2m+ 6 with n and n−m having no common factors. Let a and b be two non-zero constants such that the
equation ωn + aωn−m + b = 0 has no multiple roots. Let S = {ω | ωn + aωn−m + b = 0}. Then for any two nonconstant meromorphic
functions f and g, the conditions E f (S) = Eg(S) and E f ({∞}) = Eg({∞}) imply f = g.
Recently, value distribution in difference analogues of meromorphic functions has become a subject of great interest
[1,2,8,9,15,16,20]. With these fundamental results, Heittokangas et al. considered a meromorphic function f (z) sharing val-
ues with its shift f (z + c), see, e.g., [10,11]. We recall the following result.
TheoremD. Let f be a nonconstant meromorphic function of ﬁnite order, and let c ∈C. If f (z) and f (z+ c) share three distinct values
a1,a2,a3 (∈ Cˆ) CM, then f (z) = f (z + c) for all z ∈C.
It is natural to ask what happens if g is replaced by f (z + c) in Theorems B and C. Corresponding to this question, we
obtain the following results.
Theorem 1. Let S1 , S2 be given as in Theorem B, and let c ∈ C. Suppose that f is a nonconstant meromorphic function of ﬁnite order
such that E f (z)(S j) = E f (z+c)(S j) ( j = 1,2). If n 4, then f (z) ≡ t f (z + c), where tn = 1.
The following corollary comes from the proof of Theorem 1.
Corollary 1. The result of Theorem 1 still holds if f is a nonconstant entire function of ﬁnite order and n 4 is replaced by n 3.
Theorem 2. Let m  2, n  2m + 4 with n and n − m having no common factors. Let S be given as in Theorem C, and let c ∈ C.
Suppose that f is a nonconstant meromorphic function of ﬁnite order. Then E f (z)(S) = E f (z+c)(S) and E f (z)({∞}) = E f (z+c)({∞})
imply f (z) ≡ f (z + c).
We have the following result concerning entire function.
Theorem 3. Let n  5 be an integer and let a, b be two non-zero constants such that the equation ωn + aωn−1 + b = 0 has no
multiple roots. Denote S = {ω | ωn +aωn−1 + b = 0}. Suppose that f is a nonconstant entire function of ﬁnite order. Then E f (z)(S) =
E f (z+c)(S) implies f (z) ≡ f (z + c).
Remark 1. Let c ∈C. Theorem 3 gives an aﬃrmative answer to Question 1 for ﬁnite order entire functions f (z) and f (z+c):
#(S1) = 5, #(S2) = 1.
Let f be a transcendental entire function and n be a positive integer. Hayman [12] and Clunie [3] proved that f n f ′
assumes every non-zero value a ∈C inﬁnitely often. For an analogue result in difference, Laine and Yang [15] proved
Theorem E. Let f be a transcendental entire function of ﬁnite order and c be non-zero complex constant. Then for n 2, f (z)n f (z+c)
assumes every non-zero value a ∈C inﬁnitely often.
In this paper, we extend f in Theorem E to the meromorphic case by Theorem 4 as below. To formulate our result, give
the deﬁnition of small function: we call α(z) (≡ 0,∞) is a small function with respect to f (z) if T (r,α) = S(r, f ), where
S(r, f ) = o(T (r, f )), as r → ∞ outside of a possible exceptional set of ﬁnite logarithmic measure. Let n be a positive integer.
We deﬁne a difference product
F (z) =
n∏
j=1
f (z + c j)u j , (1.1)
where c j ( j = 1, . . . ,n) are distinct values in C and u j ( j = 1, . . . ,n) are positive integers.
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Suppose that F (z) is given by (1.1) with u :=∑nj=1 u j  3 and at least one of u j  2. If the exponent of convergence of the poles of f :
λ(1/ f ) < ρ , then F (z) − α(z) has inﬁnitely many zeros, and
N
(
r,
1
F − α
)
 T (r, f ) + S(r, f ).
The following corollary extending Theorem E comes from Theorem 4.
Corollary 2. Let f be a transcendental meromorphic function of ﬁnite order ρ , and c be non-zero complex constant. If λ(1/ f ) < ρ ,
then for n 2, f (z)n f (z + c) assumes every non-zero value a ∈C inﬁnitely often.
Remark 2. We give a counterexample to show that u  3 in Theorem 4 cannot be replaced by u  2. Let f (z) = ez + 1,
c = π i. Then f (z) f (z + c) = −e2z + 1, and 1 is a Picard exceptional value of f (z) f (z + c).
Let f be a transcendental entire function. As for the value distribution of differential polynomial f n( f − 1) f ′ , Fang [4]
showed that f n( f − 1) f ′ assumes every non-zero value a ∈C inﬁnitely often for n 4. We recall the following uniqueness
theorem due to Lin and Yi [18,19].
Theorem F. Let f and g be two nonconstant (resp. transcendental) entire functions, and let n  7 be an integer. If f n( f − 1) f ′ and
gn(g − 1)g′ share 1 (resp. z) CM, then f = g.
Remark 3. We say that two nonconstant meromorphic functions f and g share a small function α CM if f − α and g − α
share 0 CM.
In the present paper, we get analogue results in difference, along with the following.
Theorem 5. Let f (z) be a transcendental entire function of ﬁnite order, and α(z) be a small function with respect to f (z). Suppose
that c is a non-zero complex constant and n is an integer. If n 2, then f (z)n( f (z) − 1) f (z + c) − α(z) has inﬁnitely many zeros.
Theorem 6. Let f (z) and g(z) be two transcendental entire functions of ﬁnite order, and α(z) be a small function with respect to
both f (z) and g(z). Suppose that c is a non-zero complex constant and n is an integer. If n  7, then f (z)n( f (z) − 1) f (z + c) and
g(z)n(g(z) − 1)g(z + c) share α(z) CM, then f (z) ≡ g(z).
2. Some preliminary results
As mentioned in Section 1, Halburd and Korhonen [9] and Chiang and Feng [2] investigated the value distribution theory
of difference expressions. A key result, which is a difference analogue of the logarithmic derivative lemma, reads as follows.
Lemma 1. Let f be a meromorphic function of ﬁnite order and c is a non-zero complex constant. Then
m
(
r,
f (z + c)
f (z)
)
+m
(
r,
f (z)
f (z + c)
)
= S(r, f ).
Next, we give two results to estimate the characteristic function and the counting function of f (z + c).
Lemma 2. (See [2, Theorem 2.1].) Let f be a meromorphic function of ﬁnite order ρ and c is a non-zero complex constant. Then, for
each ε > 0, we have
T
(
r, f (z + c))= T (r, f ) + O (rρ−1+ε)+ O (log r).
It is evident that S(r, f (z + c)) = S(r, f ) from Lemma 2.
Lemma 3. (See [2, Theorem 2.2].) Let f be a meromorphic function with ﬁnite exponent of convergence of poles λ(1/ f ) and c is a
non-zero complex constant. Then, for each ε > 0, we have
N
(
r, f (z + c))= N(r, f ) + O (rλ(1/ f )−1+ε)+ O (log r).
The following result bases on Lemmas 1 and 2.
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T
(
r, F (z)
)= (n + 2)T (r, f (z))+ S(r, f ). (2.1)
Proof. Since f is an entire function of ﬁnite order, we deduce from Lemma 1 and the standard Valiron–Mohon’ko theorem
(see, e.g., [23, Theorem 1.13]) that
(n + 2)T (r, f (z))= T (r, f (z)n+1( f (z) − 1))+ S(r, f )
=m(r, f (z)n+1( f (z) − 1))+ S(r, f )
m
(
r, f (z)n+1
(
f (z) − 1)/F (z))+m(r, F (z))+ S(r, f )
=m(r, f (z)/ f (z + c))+m(r, F (z))+ S(r, f )
 T
(
r, F (z)
)+ S(r, f ),
that is
(n + 2)T (r, f (z)) T (r, F (z))+ S(r, f ). (2.2)
On the other hand, using Lemma 2, we have
T
(
r, F (z)
)
 T
(
r, f (z)n
(
f (z) − 1))+ T (r, f (z + c))
 (n + 1)T (r, f (z))+ T (r, f (z + c))+ S(r, f )
 (n + 2)T (r, f (z))+ O (log r) + S(r, f ).
Noting that f is transcendental, we obtain
T
(
r, F (z)
)
 (n + 2)T (r, f (z))+ S(r, f ). (2.3)
The assertion follows from (2.2) and (2.3). 
When concerning two nonconstant meromorphic functions F , G that share at least one ﬁnite value CM, the following
lemma plays a key role.
Lemma 5. (See [22, Lemma 3].) Let F and G be two nonconstant meromorphic functions. If F and G share 1 CM, then one of the
following three cases holds:
(1) max
{
T (r, F ), T (r,G)
}
 N2
(
r,
1
F
)
+ N2
(
r,
1
G
)
+ N2(r, F ) + N2(r,G) + S(r, F ) + S(r,G); (2.4)
(2) F = G;
(3) FG = 1,
where N2(r,
1
F ) denotes the counting function of zeros of F such that simple zeros are counted once and multiple zeros twice.
3. Proofs of results
In this section, we give the proofs of our results.
Proof of Theorem 1. f (z)n and f (z+ c)n share 1 and ∞ CM by the conditions of Theorem 1. Then there exists a polynomial
Q (z) such that
f (z + c)n − 1
f (z)n − 1 = e
Q (z). (3.1)
From Lemma 1, we have T (r, eQ (z)) =m(r, eQ (z)) = S(r, f ).
Rewriting (3.1) gives
f (z + c)n = eQ (z)( f (z)n − 1+ e−Q (z)). (3.2)
If eQ (z) ≡ 1, denote F (z) = f (z)n
1−e−Q (z) . By the standard Valiron–Mohon’ko theorem, we get T (r, F ) = nT (r, f ) + S(r, f ).
From (3.2), the second main theorem yields
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(
r, F (z)
)
 N
(
r, F (z)
)+ N(r,1/F (z))+ N(r,1/(F (z) − 1))+ S(r, f )
 N
(
r, f (z)
)+ N(r,1/ f (z))+ N(r,1/(1− e−Q (z)))+ N(r,1/( f (z)n − 1+ e−Q (z)))+ S(r, f )
 N
(
r, f (z)
)+ N(r,1/ f (z))+ N(r,1/ f (z + c))+ S(r, f )
 2T
(
r, f (z)
)+ T (r, f (z + c))+ S(r, f ).
Then
(n − 2)T (r, f (z)) T (r, f (z + c))+ S(r, f ).
Similarly,
(n − 2)T (r, f (z + c)) T (r, f (z))+ S(r, f ).
Combining with the last two inequalities, we obtain
(n − 3){T (r, f (z))+ T (r, f (z + c))} S(r, f ),
which contradicts with n 4. Thus eQ (z) ≡ 1, and f (z)n ≡ f (z + c)n from (3.1). The assertion follows. 
Proof of Theorem 2. From the conditions of Theorem 2, we have E f (z)({∞}) = E f (z+c)({∞}) and E f (z)(S) = E f (z+c)(S). Then
there exists a polynomial Q (z) such that
f (z + c)n + af (z + c)n−m + b
f (z)n + af (z)n−m + b = e
Q (z), (3.3)
and T (r, eQ (z)) =m(r, eQ (z)) = S(r, f ) by Lemma 1. Rewriting (3.3), we have
f (z + c)n−m( f (z + c)m + a)= eQ (z)( f (z)n + af (z)n−m + b − b/eQ (z)).
If eQ (z) ≡ 1, applying the second main theorem to f (z)n + af (z)n−m , and by the similar arguments in the proof of
Theorem 1, we get
(n −m − 2)T (r, f (z)) (m + 1)T (r, f (z + c))+ S(r, f ). (3.4)
Similarly,
(n −m − 2)T (r, f (z + c)) (m + 1)T (r, f (z))+ S(r, f ).
The above two inequalities means
(n − 2m − 3){T (r, f (z))+ T (r, f (z + c))} S(r, f ),
contradicting with the assumption n 2m+4. Therefore, we have eQ (z) ≡ 1, and f (z+c)n +af (z+c)n−m = f (z)n +af (z)n−m
for all z ∈C. Denote h(z) = f (z + c)/ f (z), then
f (z)m
(
h(z)n − 1)= −a(h(z)n−m − 1). (3.5)
Suppose that h(z) is not a constant. Noting that n and n −m have no common factors, then the multiplicity of u j-points of
h(z) is at least m from (3.5), where u j = ω j and ω is given as in Theorem B. Therefore,
2
n−1∑
j=1
Θ(u j,h)
n−1∑
j=1
(
1− 1
m
)
= (n − 1)
(
1− 1
m
)
,
which contradicts with m 2 and n 2m + 4. It follows that h(z) is a constant. We get from (3.5) that h(z) ≡ 1 since f (z)
is a nonconstant meromorphic function. This completes the proof of Theorem 2. 
Proof of Theorem 3. The proof of Theorem 2 applies here. From the conditions of Theorem 3, (3.3) holds (m = 1) and
T (r, eQ (z)) = S(r, f ). Suppose that eQ (z) ≡ 1. Noting now N(r, f ) = 0, (3.4) can be replaced by
(n − 2)T (r, f (z)) 2T (r, f (z + c))+ S(r, f ).
By the same way,
(n − 2)T (r, f (z + c)) 2T (r, f (z))+ S(r, f ).
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yields
f (z) = a1+ h(z) + · · · + h(z)
n−2
1+ h(z) + · · · + h(z)n−1 .
We deduce by Picard’s theorem that h(z) has two Picard exceptional values at most if h(z) is a nonconstant function. Noting
that n  5, there exists a ω such that h − ω has zeros, where ωn = 1. Thus f (z) must have poles from the last equation,
which is impossible. Hence h(z) is a constant, f (z) is a constant too, which is a contradiction. Thus, h(z) ≡ 1 and then
f (z) ≡ f (z + c). 
Proof of Theorem 4. We deduce from (1.1) that
T
(
r, F (z)
)

n∑
j=1
u jT
(
r, f (z + c j)
)
.
Then S(r, F ) = S(r, f ). Denote φ(z) = F (z)/α(z). Obviously, T (r, F (z)) = T (r, φ(z)) + S(r, f ). From Lemmas 2, 3 and the
second main theorem, for each ε > 0 we have
T
(
r, F (z)
)= T (r, φ(z))+ S(r, f )
 N
(
r, φ(z)
)+ N(r,1/φ(z))+ N(r,1/(φ(z) − 1))+ S(r, f )
 N
(
r, F (z)
)+ N
(
r,
1
F (z)
)
+ N
(
r,
1
F (z) − α(z)
)
+ S(r, f )
 O
(
rλ(1/ f )+ε
)+
n∑
j=1
T
(
r, f (z + c j)
)+ N
(
r,
1
F (z) − α(z)
)
+ O (log r) + S(r, f )
 nT
(
r, f (z)
)+ O (rρ−1+ε)+ O (rλ(1/ f )+ε)+ N
(
r,
1
F (z) − α(z)
)
+ O (log r) + S(r, f ). (3.6)
On the other hand, by Lemma 1, we get
uT
(
r, f (z)
)= um(r, f (z))+ uN(r, f (z))
=m(r, f (z)u)+ O (rλ(1/ f )+ε)
m
(
r, f (z)u/F (z)
)+m(r, F (z))+ O (rλ(1/ f )+ε)
 T
(
r, F (z)
)+ O (rλ(1/ f )+ε)+ S(r, f ). (3.7)
Combining with (3.6) and (3.7), yields
(u − n)T (r, f (z)) N
(
r,
1
F (z) − α(z)
)
+ O (rρ−1+ε)+ O (rλ(1/ f )+ε)+ O (log r) + S(r, f ). (3.8)
Since at least one of u j  2, we get u  n + 1. Noting that λ(1/ f ) < ρ and f is transcendental, (3.8) gives us
T
(
r, f (z)
)
 N
(
r,
1
F (z) − α(z)
)
+ S(r, f ).
The proof of Theorem 4 is complete. 
Proof of Theorem 5. Denote F (z) = f (z)n( f (z)− 1) f (z+ c). From Lemma 4, we have (2.1) and F (z) is not a constant. Since
f (z) is a transcendental entire function, we get T (r, f (z + c)) = T (r, f (z)) + S(r, f ) from Lemma 2. By the second main
theorem, we have
(n + 2)T (r, f (z))= T (r, F (z))+ S(r, f )
 N
(
r,1/F (z)
)+ N(r,1/(F (z) − α(z)))+ S(r, f )
 N
(
r,1/ f (z)
)+ N(r,1/( f (z) − 1))+ N(r,1/ f (z + c))
+ N(r,1/(F (z) − α(z)))+ S(r, f )
 3T
(
r, f (z)
)+ N(r,1/(F (z) − α(z)))+ S(r, f ).
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N
(
r,1/
(
F (z) − α(z))) (n − 1)T (r, f (z))+ S(r, f ).
The assertion follows by n 2. 
Proof of Theorem 6. Denote
F (z) = f (z)
n( f (z) − 1) f (z + c)
α(z)
, G(z) = g(z)
n(g(z) − 1)g(z + c)
α(z)
. (3.9)
Then F (z) and G(z) share 1 CM except the zeros or poles of α(z), and
T
(
r, F (z)
)= (n + 2)T (r, f (z))+ S(r, f ), (3.10)
T
(
r,G(z)
)= (n + 2)T (r, g(z))+ S(r, g) (3.11)
from Lemma 4. By the deﬁnition of F , we get N2(r, F (z)) = S(r, f ) and
N2
(
r,1/F (z)
)
 2N
(
r,1/ f (z)
)+ N(r,1/( f (z) − 1))+ N(r,1/ f (z + c))+ S(r, f )
 3T
(
r, f (z)
)+ T (r, f (z + c))+ S(r, f )
= 3T (r, f (z))+m(r, f (z + c))+ S(r, f )
 3T
(
r, f (z)
)+m(r, f (z))+m
(
r,
f (z + c)
f (z)
)
+ S(r, f )
 4T
(
r, f (z)
)+ S(r, f ).
Then
N2
(
r, F (z)
)+ N2(r,1/F (z)) 4T (r, f (z))+ S(r, f ). (3.12)
Similarly,
N2
(
r,G(z)
)+ N2(r,1/G(z)) 4T (r, g(z))+ S(r, g). (3.13)
Suppose that (2.4) holds. Substituting (3.12) and (3.13) into (2.4), we obtain
max
{
T (r, F ), T (r,G)
}
 4T
(
r, f (z)
)+ 4T (r, g(z))+ S(r, f ) + S(r, g).
Then
T (r, F ) + T (r,G) 8{T (r, f (z))+ T (r, g(z))}+ S(r, f ) + S(r, g).
Substituting (3.10) and (3.11) into the last inequality, yields
(n − 6){T (r, f (z))+ T (r, g(z))} S(r, f ) + S(r, g),
contradicting with n 7. Hence F (z) ≡ G(z) or F (z) · G(z) ≡ α(z)2 by Lemma 5. We discuss the following two cases.
Case 1. Suppose that F (z) ≡ G(z). That is f (z)n( f (z) − 1) f (z + c) ≡ g(z)n(g(z) − 1)g(z + c). Let h(z) = f (z)/g(z). If
h(z)n+1h(z + c) ≡ 1, we have
g(z) = h(z)
nh(z + c) − 1
h(z)n+1h(z + c) − 1 . (3.14)
Then h is a transcendental meromorphic function with ﬁnite order since g is transcendental. By Lemma 2, we have
T
(
r,h(z + c))= T (r,h(z))+ S(r,h). (3.15)
It is easily to show that h(z)n+1h(z + c) is not a constant from (3.15) and the condition n 7.
Suppose that there exists a point z0 such that h(z0)n+1h(z0 + c) = 1. Then h(z0)nh(z0 + c) = 1 from (3.14) since g(z) is
an entire function. Hence h(z0) = 1 and
N
(
r,1/
(
h(z)n+1h(z + c) − 1)) N(r,1/(h(z) − 1)) T (r,h(z))+ O (1).
Denote H := h(z)n+1h(z + c). From the above inequality and (3.15), we apply the second main theorem to H , resulting in
408 J. Zhang / J. Math. Anal. Appl. 367 (2010) 401–408T (r, H) N(r, H) + N(r,1/H) + N(r,1/(H − 1))+ S(r,h)
 5T
(
r,h(z)
)+ S(r,h).
Noting this, we have
(n + 1)T (r,h(z))= T (r,h(z)n+1)= T (r, H(z)/h(z + c))
 T
(
r, H(z)
)+ T (r,h(z + c))+ O (1)
 6T
(
r,h(z)
)+ S(r,h),
which is a contradiction since n 7. Therefore, h(z)n+1h(z+ c) ≡ 1 and h(z)nh(z+ c) ≡ 1. Thus h(z) ≡ 1. Hence f (z) ≡ g(z).
Case 2. Suppose that F (z) · G(z) ≡ α(z)2. That is
f (z)n
(
f (z) − 1) f (z + c)g(z)n(g(z) − 1)g(z + c) = α(z)2.
Then N(r,1/ f ) = S(r, f ), N(r,1/( f − 1)) = S(r, f ). And
δ(0, f ) + δ(1, f ) + δ(∞, f ) = 3,
which is impossible.
The proof of Theorem 6 is complete. 
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