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Abstract
The classical polynomials of Meixner’s type—Hermite, Charlier, Laguerre, Meixner, and
Meixner–Pollaczek polynomials—are distinguished through a special form of their gener-
ating function, which involves the Laplace transform of their orthogonality measure. In
this paper, we study analogs of the latter three classes of polynomials in infinite dimen-
sions. We fix as an underlying space a (non-compact) Riemannian manifold X and an
intensity measure σ on it. We consider a Jacobi field in the extended Fock space over
L2(X ;σ), whose field operator at a point x ∈ X is of the form ∂†
x
+λ∂†
x
∂x+ ∂x+ ∂
†
x
∂x∂x,
where λ is a real parameter. Here, ∂x and ∂
†
x
are, respectively, the annihilation and
creation operators at the point x. We then realize the field operators as multiplication
operators in L2(D′;µλ), where D′ is the dual of D:=C∞0 (X), and µλ is the spectral mea-
sure of the Jacobi field. We show that µλ is a gamma measure for |λ| = 2, a Pascal
measure for |λ| > 2, and a Meixner measure for |λ| < 2. In all the cases, µλ is a Le´vy
noise measure. The isomorphism between the extended Fock space and L2(D′;µλ) is car-
ried out by infinite-dimensional polynomials of Meixner’s type. We find the generating
function of these polynomials and using it, we study the action of the operators ∂x and
∂†
x
in the functional realization.
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1 Introduction
In his classical work [26], Meixner considered the following problem: Suppose that functions
f(z) and Ψ(z) can be expanded in a formal power series of z ∈ C and suppose that f(0) = 1,
Ψ(0) = 0, and Ψ′(0) = 1. Then, the equation
G(x, z):= exp(xΨ(z))f(z) =
∞∑
n=0
P (n)(x)
n!
zn (1.1)
generates a system of polynomials P (n)(x), n ∈ Z+, with leading coefficient 1. (These poly-
nomials are now called Sheffer polynomials.) Find all polynomials of such type which are
orthogonal with respect to some probability measure µ on R. To solve this problem, Meixner
essentially used the two following facts. First, by the Favard theorem, a system of polynomi-
als P (n)(x), n ∈ Z+, with leading coefficient 1 is orthogonal if and only if these polynomials
satisfy the recurrence formula
xP (n)(x) = P (n+1)(x) + anP
(n)(x) + bnP
(n−1)(x), n ∈ Z+, P (−1)(x):=0, (1.2)
with real numbers an and positive numbers bn; or equivalently, the polynomials P
(n)(x)
determine the infinite Jacobi matrix with the elements an on the main diagonal and the
elements
√
bn on the upper and lower diagonals. And second, as follows from (1.1),
Ψ−1(D)P (n)(x) = nP (n−1)(x), n ∈ N, (1.3)
where Ψ−1 is the inverse function of Ψ and D:= ddx . Meixner showed that the solution of this
problem is completely determined by the equations
λ = an − an−1, n ∈ N, κ = bn
n
− bn−1
n− 1 , n ≥ 2,
where λ and κ are some parameters. If κ = 0, we have to distinguish the two following cases:
I) λ = 0; without loss of generality, we then get an = 0 and bn = n in (1.2), P
(n)(x) are
the Hermite polynomials, µ is the standard Gaussian distribution on R.
II) λ 6= 0, so that an = λn, bn = n, P (n)(x) are the Charlier polynomials, µ is a centered
Poisson distribution on R.
Let now κ 6= 0 and we set κ = 1 for simplicity of notations. We then get an = λn and
bn = n
2. We introduce two quantities α and β through the equation
1 + λz + z2 = (1− αz)(1 − βz). (1.4)
We now have to distinguish the three following cases:
III) |λ| = 2, so that α = β = ±1, P (n)(x) are the Laguerre polynomials, µ is a centered
gamma distribution.
IV) |λ| > 2, so that α 6= β, both real, P (n)(x) are the Meixner polynomials (of the first
kind), which are orthogonal with respect to a centered Pascal (negative binomial) distribution.
V) |λ| < 2, so that α 6= β, both complex conjugate, P (n)(x) are the Meixner polynomials
of the second kind, or the Meixner–Pollaczek polynomials in other terms. These are orthog-
onal with respect to a measure µ obtained by centering a probability measure of the form
C exp(ax)|Γ(1 + imx)|2 dx, where a ∈ R, m > 0, and C is the normalizing constant. We will
call it a Meixner measure, though there seems to be no commonly accepted name for it.
In all the above cases, the generating functionG(x, z) defined in (1.1) can be represented as
G(x, z) = exp
(
xΨ(z)
)
/Lµ(Ψ(z)), where Lµ(z):=
∫
R
ezx µ(dx) is the extension of the Laplace
transform of the measure µ defined in a neighborhood of zero in C.
In the present paper, we will study analogs of polynomials of Meixner’s type and their
orthogonality measures in infinite dimensions. In the case of the Gaussian and Poisson
measures, such a theory is, of course, well studied; we refer to e.g. [6, 17] for the Gaussian
case and to e.g. [20, 22] for the Poisson case. Notice that, in both cases, the Fock space
and the corresponding Jacobi fields of operators in it play a fundamental role (see [3, 7, 25]
for the notion of a Jacobi field in the Fock space). In particular, the field operator at a
point x ∈ X, where X is an underlying space, has the form ∂†x + ∂x in the Gaussian case,
and ∂†x + λ∂†x∂x + ∂x in the Poisson case. Here, ∂x and ∂
†
x are the annihilation and creation
operators at the point x, respectively.
Concerning the gamma case, III), an infinite-dimensional analog of the Laguerre poly-
nomials and the corresponding Jacobi field was studied in [21, 23]. The polynomials are
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now orthogonal with respect to the (infinite-dimensional) gamma measure, which is a special
case of a compound Poisson measure. Since such a measure does not possess the chaotic de-
composition property, instead of the usual Fock space one has to use the so-called extended
Fock space. This space, on the one hand, extends the usual Fock space and, on the other
hand, still has some similarities with it. The field operator at a point x ∈ X has the form
∂†x + 2∂†x∂x + ∂x + ∂
†
x∂x∂x. In [8], the structure of the extended Fock space was discussed in
detail, and in [9], it was shown that the extended Fock space decomposition of the Gamma
process can be thought of as an expansion of any L2-random variable in multiple integrals
constructed by using a family of resolutions of the identity in the extended Fock space. We
also refer to the recent paper [30] and the references therein, where many other properties of
the gamma measure are discussed in detail.
As for the cases IV) and V), the role of the orthogonality measure should be played by
(infinite-dimensional) Pascal and Meixner measures (processes). These processes in the case
X = R+, both Le´vy, were introduced in [11] and [29], respectively. In [16], the Meixner
process was proposed for a model for risky asserts and an analog of the Black–Sholes formula
was established. In [27] (see also the recent book [28]), the gamma, Pascal, and Meixner
processes served as main examples of a chaotic representation for every square-integrable
random variable in terms of the orthogonalized Teugels martingales related to the process.
Though the one-dimensional polynomials of Meixner’s type were used in this work in order
to carry out the orthogonalization procedure of the Teugels martingales (which, in turn,
are the centered power jump processes related to the original process), infinite-dimensional
polynomials corresponding to these processes have not appeared in this work; furthermore,
they were mentioned as an open problem in [28].
The contents of the present paper is as follows. In Section 2, we fix as an underlying
space X a smooth (non-compact) Riemannian manifold and an intensity measure σ on it.
We consider a Jacobi field in the extended Fock space over L2(X;σ), whose field operator at
a point x ∈ X has the form ∂†x+λ∂†x∂x+∂x+∂†x∂x∂x, where λ is a fixed real parameter. Using
ideas of [7, 21, 25], we construct via the projection spectral theorem [6] a Fourier transform in
generalized joint eigenvectors of the Jacobi field. This gives us a unitary operator Iλ between
the extended Fock space and the space L2(D′;µλ), where D′ is the dual space of D:=C∞0 (X)
with respect to the zero space L2(X;σ), and µλ is the spectral measure of the Jacobi field,
i.e., the image of any field operator under Iλ is a multiplication operator in L
2(D′;µλ). The
µλ is a gamma measure for |λ| = 2, a Pascal measure for |λ| > 2, and a Meixner measure for
|λ| < 2, in the sense that, for any bounded ∆ ⊂ X, the (naturally defined) random variable
〈·, χ∆〉 has a corresponding one-dimensional distribution. Furthermore, for |λ| ≥ 2 µλ is a
compound Poisson measure, and for |λ| < 2 µλ is a Le´vy noise measure. In particular, for
X = R we obtain the gamma, Pascal, and Meixner processes, respectively.
Next, under the unitary Iλ, the image of any vector f
(i) ∈ D⊗ˆi
C
is a continuous polynomial
〈:ω⊗i:λ, f (i)〉 of the variable ω ∈ D′, which may be understood as an infinite-dimensional
polynomial of Meixner’s type, since 〈:ω⊗i:λ, χ⊗i∆ 〉 = P (i)λ,∆(〈ω, χ∆〉), where P (i)λ,∆(·) is a one-
dimensional polynomial of Meixner’s type.
In Section 3, we identify the generating function Gλ(ω,ϕ):=
∑∞
n=0
1
n! 〈:ω⊗n:λ, ϕ⊗n〉, ω ∈
D′, ϕ ∈ DC, and show that Gλ(ω,ϕ) = exp
(〈ω,Ψλ(ϕ)〉)/ℓλ(Ψλ(ϕ)), where ℓλ is the extension
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of the Laplace transform of the measure µλ defined in a neighborhood of zero in DC, and Ψλ
is the same function as Ψ in (1.1).
Finally, in Section 4, using results of [22, 24], we introduce a test space (Dλ) consisting of
those functions on D′ which may be extended to entire functions on D′
C
of first order of growth
and of minimal type. This space is densely and continuously embedded into L2(D′;µλ). We
then study the action of the operators ∂x : (Dλ)→ (Dλ) and ∂†x : (Dλ)→ (Dλ)∗, where (Dλ)∗
is the dual of (Dλ). We note that, analogously to (1.3), we have ∂x = Ψ−1λ (∇x), where ∇x is
the Gaˆteaux derivative in direction δx. We obtain explicit formulas for the operators ∂x and∫
X σ(dx) ξ(x)∂
†
x, ξ ∈ D. It should be stressed that, for the latter operator in the case |λ| < 2,
the possibility of a (unique) extension of a test function on D′ to a function on D′
C
plays a
principle role.
In a forthcoming paper, we will study a connection between the extended Fock space
decomposition of L2(D′;µλ) obtained in this paper and the chaotic decomposition of this
space in the case X = R as in [27]. Finally, we note that one can also study a more general
model where, in the field operator at a point x ∈ X, the value of the parameter λ depends on
x. Then, the corresponding noise will be with independent values and at each point x ∈ X
its properties will be the same as the properties of the noise at the point x under µλ(x).
2 Meixner’s Jacobi field and its spectral measures
Let X be a complete, connected, oriented C∞ (non-compact) Riemannian manifold and let
B(X) be the Borel σ-algebra on X. Let σ be a Radon measure on (X,B(X)) that is non-
atomic, i.e., σ({x}) = 0 for every x ∈ X and non-degenerate, i.e., σ(O) > 0 for any open
set O ⊂ X. (We note the the assumption of the nondegeneracy of σ is nonessential and the
results below may be generalized to the case of a degenerate σ.) Note that σ(Λ) < ∞ for
each Λ ∈ Oc(X)—the set of all open sets in X with compact closure.
We denote by D the space C∞0 (X) of all real-valued infinite differentiable functions on X
with compact support. This space may be naturally endowed with a topology of a nuclear
space, see e.g. [10] for the case X = Rd and e.g. [14] for the case of a general Riemannian
manifold. We recall that
D = proj lim
τ∈T
Hτ . (2.1)
Here, T denotes the set of all pairs (τ1, τ2) with τ1 ∈ Z+ and τ2 ∈ C∞(X), τ2(x) ≥ 1 for all
x ∈ X, and Hτ = H(τ1,τ2) is the Sobolev space on X of order τ1 weighted by the function τ2,
i.e., the scalar product in Hτ , denoted by (·, ·)τ is given by
(f, g)τ =
∫
X
(
f(x)g(x) +
τ1∑
i=1
〈∇if(x),∇ig(x)〉Tx(X)⊗i
)
τ2(x) dx, (2.2)
where ∇i denotes the i-th (covariant) gradient, and dx is the volume measure on X. For
τ, τ ′ ∈ T , we will write τ ′ ≥ τ if τ ′1 ≥ τ1 and τ ′2(x) ≥ τ2(x) for all x ∈ X.
The space D is densely and continuously embedded into L2(X;σ). As easily seen, there
always exists τ0 ∈ T such that Hτ0 is continuously embedded into L2(X;σ). We denote
T ′:={τ ∈ T : τ ≥ τ0} and (2.1) holds with T replaced by T ′. In what follows, we will just
4
write T instead of T ′. Let H−τ denote the dual space of Hτ with respect to the zero space
H:=L2(X;σ). Then D′ = ind limτ∈T H−τ is the dual of D with respect to H, and we thus
get the standard triple
D′ ⊃ H ⊃ D.
The dual pairing between any ω ∈ D′ and ξ ∈ D will be denoted by 〈ω, ξ〉.
Following [21], we define, for each n ∈ N, an n-particle extended Fock space over H,
denoted by F (n)ext (H). Under a loop κ connecting points x1, . . . , xm, m ≥ 2, we understand a
class of ordered sets (xpi(1), . . . , xpi(m)), where π is a permutation of {1, . . . , n}, which coincide
up to a cyclic permutation. We put |κ| = m. We will also interpret a set {x} as a “one-point”
loop κ, i.e., a loop that comes out of x, |κ| = 1. Let αn = {κ1, . . . , κ|αn|} be a collection of
loops κj that connect points from the set {x1, . . . , xn} so that every point xi ∈ {x1, . . . , xn}
goes into one loop κj = κj(i) from αn. Here, |αn| denotes the number of the loops in αn,
evidently n =
∑|αn|
j=1 |κj |. Let An stand for the set of all possible collections of loops αn over
the points {x1, . . . , xn}. (We note that the set An contains n! elements [21, Remark 2.1].)
Every αn ∈ An generates the following continuous mapping
D⊗ˆn
C
∋ f (n) = f (n)(x1, . . . , xn) 7→ f (n)αn (x1, . . . , x1︸ ︷︷ ︸
|κ1| times
, x2, . . . , x2︸ ︷︷ ︸
|κ2| times
, . . . , x|αn|, . . . , x|αn|︸ ︷︷ ︸
|κ|αn|| times
) ∈ D⊗|αn|
C
,
(2.3)
where the lower index C denotes complexification of a real space and the symbol ⊗ˆ stands
for the symmetric tensor power. We define a scalar product on D⊗ˆn
C
by
(f (n), g(n))F(n)ext (H)
=
∑
αn∈An
∫
X|αn|
(
f (n)g(n)
)
αn
dσ⊗|αn|, (2.4)
where f (n) is the complex conjugate of f (n). Let F (n)ext (H) be the closure of D⊗ˆnC in the norm
generated by (2.4).
The extended Fock space Fext(H) over H is defined as a weighted direct sum of the spaces
F (n)ext (H):
Fext(H) =
∞⊕
n=0
F (n)ext (H)n!, (2.5)
where F (0)ext(H) = C and 0! = 1. That is, Fext(H) consists of sequences f = (f (0), f (1),
f (2), . . . ) such that f (n) ∈ F (n)ext (H) and
‖f‖2Fext(H) =
∞∑
n=0
‖f (n)‖2F(n)ext (H)n! <∞.
We will always identify any f (n) ∈ F (n)ext (H) with the element (0, . . . , 0, f (n), 0, . . . ) of Fext(H).
Note that the usual Fock space F(H) can be considered as a subspace of Fext(H) generated
by functions f (n) ∈ D⊗ˆn
C
such that f (n)(x1, . . . , xn) = 0 if xi = xj for some i, j ∈ {1, . . . , n},
i 6= j.
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Let Ffin(D) denote the topological direct sum of the spaces D⊗ˆnC , i.e., Ffin(D) consists
of all sequences f = (f (0), f (1), . . . , f (m), 0, 0, . . . ) such that f (n) ∈ D⊗ˆn
C
and the convergence
in Ffin(D) means uniform finiteness and the coordinate-wise convergence. Since each space
D⊗ˆn
C
is nuclear, so is Ffin(D). As easily seen, the space Ffin(D) is densely and continuously
embedded into Fext(H).
For each ξ ∈ D, let a+(ξ) be the standard creation operator defined on Ffin(D):
a+(ξ)f (n) = ξ⊗ˆf (n), f (n) ∈ D⊗ˆn
C
, n ∈ Z+.
A simple calculation shows that the adjoint operator of a+(ξ) in Fext(H), restricted to Ffin(D),
is given by the formula
a−(ξ) = (a+(ξ))∗ ↾ Ffin(D) = a−1 (ξ) + a−2 (ξ),
where a−1 (ξ) is the standard annihilation operator:
(a−1 (ξ)f
(n))(x1, . . . , xn−1) = n
∫
X
ξ(x)f (n)(x, x1, . . . , xn−1)σ(dx),
and a−2 (ξ) is given by
(a−2 (ξ)f
(n))(x1, . . . , xn−1) = n(n− 1)
(
ξ(x1)f
(n)(x1, x1, x2, . . . , xn−1)
)∼
,
where (·)∼ denotes the symmetrization of a function.
Finally, we define on Ffin(D) the neutral operator a0(ξ), ξ ∈ D, in a standard way:
(a0(ξ)f (n))(x1, . . . , xn) = n
(
ξ(x1)f
(n)(x1, . . . , xn)
)∼
.
One easily checks that a0(ξ) is a Hermitian operator in Fext(H).
Now, we fix a parameter λ ∈ [0,∞) and define operators
aλ(ξ):=a
+(ξ) + λa0(ξ) + a−(ξ) + cλ〈ξ〉 id, ξ ∈ D.
Here, 〈ξ〉:= ∫X ξ(x)σ(dx), id denotes the identity operator, and the constant cλ > 0 is given
by
cλ:=
{
λ/2, if λ ∈ [0, 2],
2/(λ+
√
λ2 − 4), if λ > 2. (2.6)
(The special choice of this constant will become clear later on, however it is not of a real
importance.) Each aλ(ξ) with domain Ffin(D) is a Hermitian operator in Fext(H).
By construction, the family of operators (aλ(ξ))ξ∈D has a Jacobi field structure in the
extended Fock space Fext(H) (compare with [3, 7, 25]). We will call this family Meixner’s
Jacobi field corresponding to the parameter λ.
Lemma 2.1 The operators aλ(ξ), ξ ∈ D, with domain Ffin(D) are essentially selfadjoint
in Fext(H), and their closures a∼λ (ξ) constitute a family of commuting selfadjoint operators,
where the commutation is understood in the sense of the commutation of their resolutions of
the identity.
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Proof. The lemma follows directly from [3, Theorem 4.1] whose proof admits a direct gener-
alization to the case of the extended Fock space. 
Theorem 2.1 For each λ ∈ [0,∞), there exist a unique probability measure µλ on (D′, Cσ(D′)),
where Cσ(D′) is the cylinder σ-algebra on D′, and a unique unitary operator
Iλ : Fext(H)→ L2(D′;µλ)
such that, for each ξ ∈ D, the image of a∼λ (ξ) under Iλ is the operator of multiplication by
the function 〈·, ξ〉 in L2(D′;µλ) and IλΩ = 1, where Ω:=(1, 0, 0, . . . ). The Fourier transform
of the measure µλ is given, in a neighborhood of zero, by the following formula: for λ = 2∫
D′
ei〈ω,ϕ〉 dµ2(ω) = exp
[
−
∫
X
log(1− iϕ(x))σ(dx)
]
, ϕ ∈ D, ‖ϕ‖∞:= sup
x∈X
|ϕ(x)| < 1,
(2.7)
and for λ 6= 2∫
D′
ei〈ω,ϕ〉 dµλ(ω) = exp
[
− 1
αβ
∫
X
log
(
αe−iβϕ(x) − βe−iαϕ(x)
α− β
)
σ(dx) + icλ〈ϕ〉
]
(2.8)
for all ϕ ∈ D satisfying ∥∥∥∥α(e−iβϕ − 1)− β(e−iαϕ − 1)α− β
∥∥∥∥
∞
< 1, (2.9)
α, β defined by (1.4). The unitary operator Iλ is given on the dense set Ffin(D) by the formula
Ffin(D) ∋ f = (f (n))∞n=0 7→ Iλf = (Iλf)(ω) =
∞∑
n=0
〈:ω⊗n:λ, f (n)〉
(the series is, in fact, finite), where :ω⊗n:λ ∈ D′⊗ˆn is defined by the recurrence formula
:ω⊗(n+1):λ = :ω⊗n+1:λ(x1, . . . , xn+1) =
(
:ω⊗n:λ(x1, . . . , xn)ω(xn+1)
)∼
− n(:ω⊗(n−1):λ(x1, . . . , xn−1)δ(xn+1 − xn))∼
− n(n− 1)(:ω⊗(n−1):λ(x1, . . . , xn−1)δ(xn − xn−1)δ(xn+1 − xn))∼
− λn(:ω⊗n:λ(x1, . . . , xn)δ(xn+1 − xn))∼ − cλ(:ω⊗n:λ(x1, . . . , xn)1(xn+1))∼,
:ω⊗0:λ = 1, :ω⊗1:λ = ω − cλ. (2.10)
Remark 2.1 It can be shown that µλ is the spectral measure of the commutative family of
selfadjoint operators a∼λ (ξ), ξ ∈ D (see [6, Ch. 3] for the notion of a spectral measure).
Remark 2.2 Note that taking a parameter λ < 0 would lead us to the measure µλ obtained
from the measure µ−λ by the transformation ω 7→ −ω of the space D′, which is why we have
excluded this choice.
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Proof of Theorem 2.1. As easily seen, for any ξ ∈ D and n ∈ N, the operators a+(ξ), a0(ξ),
and a−(ξ) act continuously from D⊗ˆn
C
into D⊗ˆ(n+1)
C
, D⊗ˆn
C
, D⊗ˆ(n−1)
C
, respectively. Therefore,
for any ξ ∈ D, aλ(ξ) acts continuously on Ffin(D). Furthermore, for any fixed f ∈ Ffin(D),
the mapping D ∋ ξ 7→ aλ(ξ)f ∈ Ffin(D) is linear and continuous. Finally, the vacuum Ω is
evidently a cyclic vector for the operators a+(ξ), ξ ∈ D, in Ffin(D), and hence in Fext(H).
Then, using the Jacobi filed structure of aλ(ξ), it is easy to show that Ω is a cyclic vector
for aλ(ξ), ξ ∈ D, in Fext(H). Thus, analogously to [7, 25], and [21, Theorem 3.1], we
deduce, by using the projection spectral theorem [6, Ch. 3, Th. 2.7 and subsec. 3.3.1], the
existence of a unique probability measure µλ on (D′, Cσ(D′)) and a unique unitary operator
Iλ : Fext(H) → L2(D′;µλ) such that, for each ξ ∈ D, the image of a∼λ (ξ) under Iλ is the
operator of multiplication by the function 〈·, ξ〉 and IλΩ = 1.
Let us dwell upon the explicit form of Iλ. Let F∗fin(D) denote the dual space of Ffin(D).
F∗fin(D) is the topological direct sum of the dual spaces (D⊗ˆnC )∗ of D⊗ˆnC . It will be convenient
for us to realize each (D⊗ˆn
C
)∗ as the dual of D⊗ˆn
C
with respect to the zero space H⊗ˆn
C
n!, so that
(D⊗ˆn
C
)∗ becomes D′ ⊗ˆn
C
. Thus, F∗fin(D) consists of infinite sequences F = (F (n))∞n=0, where
F (n) ∈ D′ ⊗ˆn
C
, and the dualization with f = (f (n))∞n=0 ∈ Ffin(D) is given by
〈〈F, f〉〉 =
∞∑
n=0
〈F (n), f (n)〉n!, (2.11)
where 〈·, ·〉 denotes the dualization generated by the scalar product in H⊗ˆn, which is supposed
to be linear in both dots.
Next, according to the projection spectral theorem, for µλ-a.e. ω ∈ D′, there exists a
generalized joint vector P (ω) = (P (n)(ω))∞n=0 ∈ F∗fin(D) of the family a(ξ), ξ ∈ D:
∀f ∈ Ffin(D) : 〈〈P (ω), a(ξ)f〉〉 = 〈ω, ξ〉 〈〈P (ω), f〉〉, (2.12)
and for each f = (f (n))∞n=0 ∈ Ffin(D) the action of Iλ onto f is given by
Iλf = (Iλf)(ω) = 〈〈P (ω), f〉〉 =
∞∑
n=0
〈P (n)(ω), f (n)〉n!. (2.13)
We denote :ω⊗n:λ:=P (n)(ω)n!, which is an element of D′ ⊗ˆnC for µλ-a.e. ω ∈ D′. By (2.12)
and (2.13), we have, for µλ-a.e. ω ∈ D′,
〈ω, ξ〉〈:ω⊗n:λ, ξ⊗n〉 = 〈:ω⊗(n+1):λ, ξ⊗(n+1)〉
+ 〈:ω⊗n:λ, λn(ξ2)⊗ˆξ⊗(n−1) + cλ〈ξ〉ξ⊗ˆn〉
+ 〈:ω⊗(n−1):λ, n〈ξ2〉ξ⊗(n−1) + n(n− 1)(ξ3)⊗ˆξ⊗(n−2)〉 (2.14)
for all ξ ∈ D. Therefore, for µλ-a.e. ω ∈ D′, the :ω⊗n:λ’s are given by the recurrence relation
(2.10). As easily seen, :ω⊗n:λ is even well-defined as an element of D′ ⊗ˆnC for each ω ∈ D′.
Let us calculate the Fourier transform of µλ. Let ∆ ∈ Oc(X) and let χ∆ denote the
indicator of ∆. One easily checks that each of the vectors χ⊗n∆ , n ∈ Z+, χ⊗0∆ = Ω, belongs to
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Fext(H), and let K∆ be the subspace of Fext(H) spanned by these vectors. Let a∼λ (χ∆) denote
the operator in Fext(H) whose image under the unitary Iλ is the operator of multiplication
by the function
〈ω, χ∆〉:=〈:ω⊗1:λ, χ∆〉+ cλσ(∆) = (Iλχ∆)(ω) + cλσ(∆).
We approximate the indicator function χ∆ by functions ϕn ∈ D, n ∈ N, such that
∪n∈N suppϕn is precompact in X, ϕn’s are uniformly bounded, and ϕn(x) → χ∆(x) as
n → ∞ for each x ∈ X. By using the definitions of Fext(H) and a∼λ (ϕ) and the majorized
convergence theorem, we get
a∼λ (χ∆)χ
⊗n
∆ = χ
⊗(n+1)
∆ + (λn+ cλσ(∆))χ
⊗n
∆ + n(n− 1 + σ(∆))χ⊗(n−1)∆ .
Therefore, K∆ is an invariant subspace for the operator a∼(χ∆). Hence, analogously to
[21, pp. 315–316], we may conclude that the distribution of the random variable 〈·, χ∆〉 is
the probability measure µλ,∆ on (R,B(R)) whose orthogonal polynomials (P (n)λ,∆(x))∞n=0 with
leading coefficient 1 satisfy the recurrence relation
xP
(n)
λ,∆(x) = P
(n+1)
λ,∆ (x) + (λn+ cλσ(∆))P
(n)
λ,∆(x) + n(n− 1 + σ(∆))P (n−1)λ,∆ (x) (2.15)
(the measure µλ,∆ being defined uniquely through this condition). Thus, (P
(n)
λ,∆(·))∞n=0 is a
system of Laguerre polynomials for λ = 2, and a system of Meixner polynomials for λ 6= 2.
We will now consider only the case λ 6= 2, the case λ = 2 being considered analogously (see
also [21]). By [26], the Fourier transform of the measure µλ,∆ in a neighborhood of zero in R
is given by ∫
R
eiux µλ,∆(dx) =
(
α− β
αe−iβu − βe−iαu
)σ(∆)/(αβ)
exp[icλuσ(∆)]. (2.16)
Therefore, for any u ∈ R satisfying∣∣∣∣α(e−iβu − 1)− β(eiαu − 1)α− β
∣∣∣∣ < 1, (2.17)
we get ∫
D′
eiu〈ω,χ∆〉 µλ(dω) = exp
[
− σ(∆)
αβ
log
(
αe−iβu − βe−iαu
α− β
)
+ icλuσ(∆)
]
= exp
[
− 1
αβ
∫
X
log
(
αe−iβuχ∆(x) − βe−iαuχ∆(x)
α− β
)
σ(dx) + icλ
∫
X
uχ∆(x)σ(dx)
]
. (2.18)
Now, let ∆1, . . . ,∆n ∈ Oc(X) be disjoint. Then the spaces K∆1 ⊖ F0(H),. . . , K∆n ⊖
F0(H) are orthogonal in Fext(H). Therefore, the random variables 〈·, χ∆1〉, . . . , 〈·, χ∆n〉 are
independent. Hence, for any step function ϕ =
∑n
i=1 uiχ∆i such that all ui’s satisfy (2.17)
with u = ui, formula (2.8) holds.
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Finally, fix any ϕ ∈ D satisfying (2.8). Choose any sequence of step functions {ϕn}n∈N
such that
sup
n∈N, x∈X
∣∣∣∣α(e−iβϕn(x) − 1)− β(eiαϕn(x) − 1)α− β
∣∣∣∣ < 1,
∪n∈N suppϕn ∈ Oc(X), and ϕn converges pointwisely to ϕ as n→∞. Then, by the majorized
convergence theorem, we conclude that the right hand side of (2.8) with ϕ = ϕn converges
to the right hand side of (2.8). On the other hand, 〈·, ϕn〉 converges to 〈·, ϕ〉 in L2(D′;µ),
and therefore also in probability. Hence, again by the majorized convergence theorem, the
left hind side of (2.8) with ϕ = ϕn converges to the left hand side of (2.8). 
Corollary 2.1 For each ∆ ∈ Oc(X), the distribution µλ,∆ of the random variable 〈·, χ∆〉
under µλ is given as follows: For λ > 2, µλ,∆ is the negative binomial (Pascal) distribution
µλ,∆ = (1− pλ)σ(∆)
∞∑
k=0
(
σ(∆)
)
k
k!
pkλ δ
√
λ2−4 k, (2.19)
where
pλ:=
λ−√λ2 − 4
λ+
√
λ2 − 4 ,
and for r > 0 (r)0:=1, (r)k:=r(r + 1) · · · (r + k − 1), k ∈ N. For λ = 2, µ2,∆ is the Gamma
distribution
µ2,∆(ds) =
sσ(∆)−1e−s
Γ(σ(∆))
χ[0,∞)(s) ds. (2.20)
Finally, for λ ∈ [0, 2),
µλ,∆(ds) =
(4− λ2)(σ(∆)−1)/2
2πΓ(σ(∆))
×
∣∣Γ(σ(∆)/2 + i(4− λ2)−1/2s)∣∣2 exp [− s2(4− λ2)−1/2 arctan (λ(4− λ2)−1/2)] ds. (2.21)
Proof. The result follows from (the proof of) Theorem 2.1, [26], and [12, Ch. VI, sect. 3] (see
also [29] and [28, subsec. 4.3.5]). 
For f (n) ∈ F (n)ext (H), let 〈: ·⊗n :λ, f (n)〉 denote the element of L2(D′;µλ) defined as Iλf (n).
Corollary 2.2 For any ∆ ∈ Oc(X) we have
〈:ω⊗n:λ, χ⊗n∆ 〉 = P (n)λ,∆(〈ω, χ∆〉) µλ-a.a. ω ∈ D′, (2.22)
where (P
(n)
λ,∆)
∞
n=0 are the polynomials on R as in the proof of Theorem 2.1.
Proof. This result directly follows from the proof of Theorem 2.1. 
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Remark 2.3 Let us state the one-dimensional analog of the results of Theorem 2.1 and
Corollaries 2.1, 2.2. We consider the weighted ℓ2-space F = ℓ2(((n!)2)∞n=0) consisting of all
sequences f = (f (n))∞n=0, f
(n) ∈ C, such that ‖f‖2F :=
∑∞
n=0 |f (n)|2(n!)2 <∞. Let Ffin denote
the set of all finite sequences in F . For each λ ∈ [0,∞), we define a linear Hermitian operator
aλ in F with domain Ffin by setting
aλ = a
+ + λa0 + a− + cλ id,
where (a+f (n))(k) = δk,n+1 f
(n), (a0f (n))(k) = δk,n nf
(n), (a−f (n))(k) = δk,n−1 n2f (n). Here
δi,j = 1 if i = j and δi,j = 0 otherwise, and cλ is given by (2.6). We note that, under
the natural unitary mapping of the weighted ℓ2-space F onto the usual ℓ2, the operator aλ
goes over into the operator defined by the infinite Jacobi matrix J = (αm,n)
∞
m,n=0 with the
elements αn,n = λn + cλ, n ∈ Z+, αn,n+1 = αn+1,n = n + 1, n ∈ Z+, and αm,n = 0 for
|m− n| > 1.
The operator aλ is essentially self-adjoint, and let a
∼
λ denote its closure. By the spectral
theory of infinite Jacobi matrices (e.g. [2, Ch. VII, Sect. 1]), there exist a unique probability
measure mλ on (R,B(R)) and a unique unitary operator Iλ : F → L2(R;mλ) such that the
image of the operator a∼λ under Iλ is the operator of multiplication by the variable x and
Iλ(1, 0, 0, . . . ) = 1. The mapping Iλ is given on the dense set Ffin by
Ffin ∋ f = (f (n))∞n=0 7→ Iλf =
∞∑
n=0
f (n)P
(n)
λ (x).
Here, (P
(n)
λ )
∞
n=0 is the system of polynomials on R satisfying the following recurrence relation:
for n ∈ Z+
xP
(n)
λ (x) = P
(n+1)
λ (x) + (λn+ cλ)P
(n)
λ (x) + n
2P
(n−1)
λ (x), P
(−1)
λ (x) = 0, P
(1)
λ (x) = 1,
and mλ is the unique probability measure on R with respect to which the polynomials
(P
(n)
λ )
∞
n=0 are orthogonal. By [26], the Fourier transform of the measure mλ in a neigh-
borhood of zero in R is given by∫
R
eiuxmλ(dx) =
eicλu
(
α−β
αe−iβu−βe−iαu
)1/(αβ)
, λ 6= 2,
(1− iu)−1, λ = 2.
(2.23)
Furthermore, the measure mλ is explicitly given by the right hand side of formula (2.19),
resp. (2.20), resp. (2.21), with σ(∆) = 1. Thus mλ is a Pascal distribution for λ ∈ [0, 2), a
Gamma distribution for λ = 2, and a Meixner distribution for λ > 2.
We will now show that each µλ is a compound Poisson, respectively Le´vy noise measure.
Corollary 2.3 For each λ ≥ 2, µλ is a compound Poisson measure on (D′, Cσ(D′)) whose
Le´vy–Khintchine representation of the Fourier transform reads as follows:∫
D′
ei〈ω,ϕ〉 µλ(dω) = exp
[ ∫
X×R+
(eisϕ(x) − 1)σ(dx) νλ(ds)
]
, ϕ ∈ D, (2.24)
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where
ν2(ds) =
e−s
s
ds,
νλ(ds) =
∞∑
k=1
pkλ
k
δ√λ2−4 k, λ > 2. (2.25)
In particular, each µλ is concentrated on the set of all Radon measures on (X,B(X)) of the
form
∑∞
n=1 snδxn , {xn} ⊂ X, sn > 0, n ∈ N.
Proof. It follows from the general theory of compound Poisson measures (e.g. [19]) that there
exists a compound Poisson measure µ˜λ whose Fourier transform is given by (2.24) with νλ
given by (2.25), and which is concentrated on the set of those Borel measures on X as in
the formulation of the theorem. Furthermore, it follows from the general theory that, for
any disjoint ∆1, . . . ,∆n ∈ Oc(X), the random variables are independent. Thus, it suffices to
show that, for any fixed ∆ ∈ Oc(X), the distributions of the random variable 〈ω, χ∆〉 under
µλ and µ˜λ coincide. But this can be easily done by calculating the Fourier transform∫
D′
eiu〈ω,χ∆〉 µ˜λ(dω) = exp
[
σ(∆)
∫
R+
(eius − 1) νλ(ds)
]
, u ∈ R,
and comparing it with the Fourier transform of the measure µλ,∆ (see (2.16) for the case
λ > 2). 
In the case λ ∈ [0, 2), the situation is a little bit more complicated, since the corresponding
Le´vy measure νλ to be identified does not have the first moment finite.
Corollary 2.4 For λ ∈ [0, 2), µλ is the Le´vy noise measure whose Le´vy–Khintchine repre-
sentation of the Fourier transform reads as follows:∫
D′
ei〈ω,ϕ〉 µλ(dω) = exp
[ ∫
X×R
(
eisϕ(x) − 1− isϕ(x)) σ(dx) νλ(ds) + icλ〈ϕ〉], ϕ ∈ D,
(2.26)
where
νλ(ds) =
√
4− λ2
2π
× ∣∣Γ(1 + i(4− λ2)−1/2s)∣∣2 exp [− s2(4− λ2)−1/2 arctan (λ(4− λ2)−1/2)] 1
s2
ds. (2.27)
Proof. The existence of a probability measure µ˜λ on D′ whose Fourier transform is given
by the right hand side of (2.26) with νλ given by (2.27) follows by e.g. the Bochner–Minlos
theorem. Furthermore, as easily seen, for each ∆ ∈ Oc(X), one can naturally define a random
variable 〈·, χ∆〉 as an element of L2(D′; µ˜λ). By (2.26), for any disjoint ∆1, . . . ,∆n ∈ Oc(X),
the random variables 〈·, χ∆1〉, . . . , 〈·, χ∆n〉 are independent. Analogously to the proof of
Corollary 2.3, we conclude the statement by calculating the integral
∫
R
(eius−1− ius) νλ(ds),
u ∈ R, using [28, subsec. 4.3.5], see also [29]. 
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Remark 2.4 It follows from Corollaries 2.3 and 2.4 that s2νλ(ds) is a Meixner distribution
for λ ∈ [0, 2), gamma distribution for λ = 2, and Pascal distribution for λ > 2. Further-
more, for each λ ≥ 0, s2 νλ(ds) is a probability measure on R whose orthogonal polynomials
(Q
(n)
λ )
∞
n=0 with leading coefficient 1 satisfy the following recurrence relation:
sQ
(n)
λ (s) = Q
(n+1)
λ (s) + λ(n+ 1)Q
(n)(s) + n(n+ 1)Q
(n−1)
λ (s), n ∈ Z+, Q−1λ (s):=0.
We denote by P(D′) the set of continuous polynomials on D′, i.e., functions on D′ of the
form
F (ω) =
n∑
i=0
〈ω⊗i, f (i)〉, f (i) ∈ D⊗ˆi
C
, ω⊗ˆ0:=1, i ∈ Z+.
The greatest number i for which f (i) 6= 0 is called the power of a polynomial. We denote by
Pn(D′) the set of continuous polynomials of power ≤ n.
Corollary 2.5 For each λ ≥ 0, we have Iλ(Ffin(D)) = P(D′). In particular, P(D′) is a dense
subset of L2(D′;µλ). Furthermore, let Pλ,n(D′) denote the closure of Pn(D′) in L2(D′;µλ),
and let (L2λ,n) denote the orthogonal difference Pλ,n(D′)⊖ Pλ,n−1(D′) in L2(D′;µλ). Then,
L2(D′;µλ) =
∞⊕
n=0
(L2λ,n). (2.28)
Finally, let Pλ,n denote the orthogonal projection of L
2(D′;µλ) onto (L2λ,n). Then, for any
f (n) ∈ D⊗ˆn
C
,
Pλ,n(〈·⊗n, f (n)〉) = 〈: ·⊗n :λ, f (n)〉 µλ-a.e. (2.29)
and
Iλ(F (n)ext (H)) = (L2λ,n). (2.30)
Proof. Using recurrence relation (2.10), we obtain by induction the inclusion Iλ(Ffin(D)) ⊂
P(D′) and moreover, the equality
〈:ω⊗n:λ, f (n)〉 = 〈ω⊗n, f (n)〉+ pn−1(ω), f (n) ∈ D⊗ˆnC , (2.31)
where pn−1 ∈ Pn−1(D′). Using (2.31), we then obtain by induction also the inverse inclusion
P(D′) ⊂ Iλ(Ffin(D′)). That P(D′) is dense in L2(D′;µλ) follows from the fact that Ffin(D)
is dense in Fext(H). Decomposition (2.28) now becomes evident. Finally, (2.29) follows by
(2.31), and (2.30) is a consequence of (2.29). 
3 The generating function
Now, we will identify the generating function of the polynomials 〈:ω⊗n:λ, ϕ⊗n〉, ϕ ∈ D.
Let M(X) denote the set of signed Radon measures on (X,B(X)). We can evidently
identify any measure ω ∈ M(X) with an element ω˜ ∈ D′ by setting
〈ω˜, ϕ〉:=
∫
X
ϕ(x)ω(dx), ϕ ∈ D.
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In what follows, we will just write ω instead of ω˜. Then, for ∆ ∈ Oc(X), the writing 〈ω, χ∆〉
will mean ω(∆).
Proposition 3.1 We have, for λ 6= 2,
Gλ(ω,ϕ):=
∞∑
n=0
1
n!
〈:ω⊗n:λ, ϕ⊗n〉 = exp
[
− 1
α− β
〈
log
(
(1− βϕ)1/β
(1− αϕ)1/α
)〉
+
1
α− β
〈
ω − cλ, log
(
1− βϕ
1− αϕ
)〉]
(3.1)
and for λ = 2
G2(ω,ϕ):=
∞∑
n=0
1
n!
〈:ω⊗n:2, ϕ⊗n〉 = exp
[
− 〈log(1 + ϕ)〉 +
〈
ω,
ϕ
ϕ+ 1
〉]
. (3.2)
Formulas (3.1), (3.2) hold for each ω ∈ M(X) and for each ϕ ∈ DC satisfying ‖ϕ‖∞ <
(max(|α|, |β|))−1 for (3.1) and ‖ϕ‖∞ < 1 for (3.2). More generally, for each fixed τ ∈ T ,
there exists a neighborhood of zero in DC (depending on λ), denoted by Oτ , such that (3.2),
respectively (3.2), holds for all ω ∈ H−τ and all ϕ ∈ Oτ .
Remark 3.1 In the one-dimensional case (see Remark 2.3), the generating function of the
polynomials (P
(n)
λ (·))∞n=0 is given by (cf. [26])
Gλ(x, u):=
∞∑
n=0
un
n!
P
(n)
λ (x) =
(
(1− βu)1/β
(1− αu)1/α
)−1/(α−β)(
1− βu
1− αu
)(x−cλ)/(α−β)
, λ 6= 2,
G2(x, u):=
∞∑
n=0
un
n!
P
(n)
2 (x) =
1
1 + u
eux/(u+1)
for u from a neighborhood of zero in C.
Proof of Proposition 3.1. We only prove formula (3.1), corresponding to the case λ 6= 2. Let
us fix ω ∈ M(X). Then, as easily seen from (2.10), :ω⊗n:λ ∈ M(Xn) for each n ∈ N (if
we identify M(Xn) as a subset of D′⊗n). Fix ∆ ∈ Oc(X). As follows from the proof of
Theorem 2.1, the equality in (2.22) holds for each ω ∈ M(X). Then,
∞∑
n=0
1
n!
〈:ω⊗n:λ, (uχ∆)⊗n〉 =
∞∑
n=0
un
n!
〈:ω⊗n:λ, χ⊗n∆ 〉 =
∞∑
n=0
un
n!
P
(n)
λ,∆(〈ω, χ∆〉).
Hence, it follows from [26] (see also Remark 3.1) that (3.2) holds with ϕ = uχ∆ and u ∈ C
such that |u| < (max(|α|, |β|))−1 .
We next prove the following lemma.
Lemma 3.1 For any ω ∈ M(X) and any disjoint ∆1, . . . ,∆l ∈ Oc(X),
〈:ω⊗n:λ, χ⊗k1∆1 ⊗ˆ · · · ⊗ˆχ
⊗kl
∆l
〉 =
l∏
i=1
〈:ω⊗ki :λ, χ⊗ki∆i 〉 =
l∏
i=1
P
(ki)
λ,∆ (〈ω, χ∆i〉), (3.3)
where k1, . . . , kl ∈ N, k1 + · · · + kl = n.
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Proof. We prove this lemma by induction in n ∈ N. For n = 1, formula (3.3) trivially holds.
Now, suppose that (3.3) holds for all n ≤ N . Let k1, . . . , kl ∈ N, k1+ · · ·+kl = N+1. Apply-
ing recurrence formula (2.10) to :ω⊗(N+1):λ, we express 〈:ω⊗(N+1):λ, χ⊗k1∆1 ⊗ˆ · · · ⊗ˆχ
⊗kl
∆l
〉 through
〈ω, χ∆j 〉, 〈:ω⊗N :λ, χ⊗k1∆1 ⊗ˆ · · · ⊗ˆχ
⊗(kj−1)
∆j
⊗ˆ · · · ⊗ˆχ⊗kl∆l 〉, 〈:ω⊗(N−1):λ, χ
⊗k1
∆1
⊗ˆ · · · ⊗ˆχ⊗(kj−2)∆j ⊗ˆ · · · ⊗ˆχ
⊗kl
∆l
〉,
and σ(∆j), j = 1, . . . , l. Applying formula (3.3) with n = N and n = N − 1 and then using
the recurrence relation (2.15) for the polynomials P
(n)
λ,∆, we conclude the statement. 
Fix any disjoint ∆1, . . . ,∆m ∈ Oc(X) and any u1, . . . , um ∈ C satisfying |ui| < max(|α|, |β|)−1,
i = 1, . . . ,m, and set f :=
∑m
i=1 uiχ∆i . By Lemma 3.1, we get
∞∑
n=0
1
n!
〈:ω⊗n:λ, f⊗n〉 =
m∏
i=1
( ∞∑
n=0
uni
n!
〈:ω⊗n:λ, χ⊗n∆i 〉
)
.
Hence, (3.2) holds with ϕ = f .
Using (2.10), one easily shows by induction that, for each fixed Λ ∈ Oc(X), there exists
a constant CΛ,ω such that
∀n ∈ N : ∣∣:ω⊗n:λ ↾ Λn∣∣ ≤ n!CnΛ,ω, (3.4)
where
∣∣:ω⊗n:λ ↾ Λn∣∣ denotes the full variation of the signed measure :ω⊗n:λ on Λn. Fix any
ϕ ∈ D such that suppϕ ⊂ Λ and ‖ϕ‖∞ < C−1Λ,ω. Let {fk, k ∈ N} be a sequence of step
functions on X such that
C:= sup
k∈N, x∈X
|fk(x)| < C−1Λ,ω,
∪k∈N supp fk ⊂ Λ and fk → ϕ as k →∞ uniformly on X. We then get by (3.4)∣∣∣∣ ∞∑
n=0
1
n!
〈:ω⊗n:λ, f⊗nk 〉 −
∞∑
n=0
1
n!
〈:ω⊗n:λ, ϕ⊗n〉
∣∣∣∣
≤
∞∑
n=0
1
n!
∣∣:ω⊗n:λ ↾ Λn∣∣ sup
(x1,...,xn)∈Xn
|f⊗nk (x1, . . . , xn)− ϕ⊗n(x1, . . . , xn)|
≤
∞∑
n=0
CnΛ,ω nmax(‖ϕ‖∞, C)n−1 sup
x∈X
|fk(x)− ϕ(x)| → 0 as k →∞. (3.5)
Let G˜λ(ω,ϕ) denote the right hand side of (3.2). Then, if
max(‖ϕ‖∞, C) < max(|α|, |β|)−1,
by the majorized convergence theorem, G˜λ(ω, fk) → G˜λ(ω,ϕ) as k → ∞. Thus, (3.2) holds
for any ϕ ∈ D such that suppϕ ⊂ Λ and
‖ϕ‖∞ < min(C−1Λ,ω,max(|α|, |β|)−1).
Let us show that (3.2) holds for any ϕ ∈ D such that ‖ϕ‖∞ < max(|α|, |β|)−1. Fix such
ϕ ∈ D. Denote
Oϕ:=
{
z ∈ C : |z| < 1 + (1/2)(max(|α|, |β|)−1 − ‖ϕ‖∞)
}
,
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and consider the analytic function
Oϕ ∋ z 7→ g(z):=G˜λ(ω, zϕ).
For all z ∈ C such that |z| ≤ 1, we have the Taylor expansion
g(z) =
∞∑
n=0
g(n)(0)
n!
zn. (3.6)
But it follows from the proved above that
g(z) =
∞∑
n=0
1
n!
〈:ω⊗n:λ, ϕ⊗n〉zn (3.7)
for all z ∈ C from some neighborhood of zero. Comparing (3.6) and (3.7), we get
g(n)(0) = 〈:ω⊗n:λ, ϕ⊗n〉, (3.8)
and thus, by (3.6) and (3.8) we have proved the proposition in the case where ω ∈ M(X).
Let us consider the general case. Fix τ ∈ T . Without loss of generality, we can suppose
that the inclusion Hτ →֒ L2(X;σ) is quasi-nuclear,
‖ϕ‖∞ ≤ Cτ‖ϕ‖τ , ϕ ∈ D, Cτ > 0,
and 1 ∈ H−τ . Let
Oτ :=
{
ϕ ∈ DC : ‖ϕ‖τ ≤ (2Cτ max(|α|, |β|))−1
}
.
It follows from (2.2) that
sup
ϕ∈Oτ
max
(‖ log(1− αϕ)‖τ , ‖ log(1− βϕ)‖τ ) <∞.
Then, for each fixed ω ∈ D−τ , the function G˜λ(ω, ·) is G-holomorphic and bounded on Oτ .
Hence, by e.g. [15], G˜λ(ω, ·) is holomorphic on Oτ . The Taylor decomposition of G˜λ(ω, ·) and
the kernel theorem (cf. [24, subsec. 4.1]) yield
G˜λ(ω,ϕ) =
∞∑
n=0
1
n!
〈G(n)λ (ω), ϕ⊗n〉, (3.9)
where G
(n)
λ (ω) ∈ H⊗ˆn−τ is given through
〈G(n)λ (ω), ϕ⊗n〉 =
dn
dtn
∣∣∣
t=0
G˜λ(ω, tϕ).
Next, for each ω ∈ M(X) ∩H−τ , we have, by the proved above,
〈G(n)λ (ω), ϕ⊗n〉 = 〈:ω⊗n:λ, ϕ⊗n〉, ϕ ∈ D. (3.10)
Differentiating G˜λ(ω, tϕ) in t, we conclude that
dn
dtn
∣∣
t=0
G˜λ(ω, tϕ) depends continuously on
ω ∈ H−τ . On the other hand, 〈:ω⊗n:λ, ϕ⊗n〉 does also depend continuously on ω ∈ H−τ .
Since M(X) ∩ H−τ is dense in H−τ (M(X) ∩ H−τ , in particular, contains D), we conclude
that (3.10) holds for all ω ∈ H−τ , and hence also (3.9) holds for all ω ∈ H−τ . 
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Corollary 3.1 For each λ ≥ 0, the function
ϕ 7→ Lλ(ϕ):=
∫
D′
e〈ω,ϕ〉 µλ(dω)
is well defined and holomorphic on some neighborhood of zero in DC. Furthermore, for each
fixed τ ∈ T , there exists a neighborhood of zero in DC, denoted by Oτ , such that, for all
ω ∈ H−τ and all ϕ ∈ Oτ , we have
Gλ(ω,ϕ) =
e〈ω,Ψλ(ϕ)〉
Lλ(Ψλ(ϕ))
. (3.11)
Here,
Ψλ(ϕ):=
1
α− β log
(
1− βϕ
1− αϕ
)
, λ 6= 2,
Ψ2(ϕ):=
ϕ
ϕ+ 1
,
is a holomorphic DC-valued function defined in a neighborhood of zero in DC which is invert-
ible and satisfies Ψλ(0) = 0.
Remark 3.2 Corollary 3.1 shows that the system of polynomials 〈:ω⊗n:λ, f (n)〉, f (n) ∈ D⊗ˆnC ,
n ∈ Z+, is a generalized Appell system in terms of [22], see also [1, 13, 18, 24] and the
references therein. We also refer to [4] and the references therein for the study of the Appell
systems via the theory of generalized translation operators.
Remark 3.3 Note that
Ψ−1λ (ϕ):=
eαϕ − eβϕ
αeαϕ − βeβϕ , λ 6= 2,
Ψ−12 (ϕ):=
ϕ
1− ϕ.
Remark 3.4 In the one-dimensional case (Remarks 2.3 and 3.1), the function
z 7→ Lλ(z):=
∫
R
ezxmλ(dx)
is well defined and holomorphic on a neighborhood of zero in C (for the explicit formula,
replace iu in formula (2.23) with z). Furthermore, for all x ∈ R and z from the neighborhood
of zero, we have [26]
Gλ(x, z) = e
xΨλ(z)
Lλ(Ψλ(z)) ,
where Ψλ(z) =
1
α−β log
(
1−βz
1−αz
)
, λ 6= 2, Ψ2(z) = zz+1 .
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Proof of Corollary 3.1. Fix λ ≥ 0. Let L˜λ(ϕ) denote the right hand side of (2.7), respectively
(2.8), with iϕ replaced with ϕ. It follows from the proof of Theorem 2.1 and [6, sect. 3.2] that
there exists τ0 ∈ T such that µλ(H−τ0) = 1. By Proposition 3.1, there exists a neighborhood
of zero in DC, denoted by Oτ0 , such that for all ϕ ∈ Oτ0 and all ω ∈ H−τ0
e〈ω,ϕ〉 = L˜λ(ϕ)Gλ(ω,Ψ−1λ (ϕ)). (3.12)
Since the number of the summands in the sum on the right hand side of (2.4) is n!, we easily
conclude that
‖G(·,Ψ−1λ (ϕ))‖2L2(D′;µλ) =
∞∑
n=0
(
1
n!
)2
‖(Ψ−1λ (ϕ))⊗n‖2F(n)ext (H) n! <∞ (3.13)
for all ϕ from some (other) neighborhood of zero in DC, denoted by O. Then, for all ϕ ∈
O˜τ0 :=Oτ0 ∩O, we get by (3.12) and (3.13):∫
D′
e〈ω,ϕ〉 µλ(dω) =
∫
H−τ
e〈ω,ϕ〉 µλ(dω)
= L˜λ(ϕ)
∫
H−τ
Gλ(ω,Ψ
−1
λ (ϕ))µλ(dω)
= L˜λ(ϕ). (3.14)
Formula (3.11) in the case of H−τ0 follows from (3.12) and (3.14) The general case now easily
follows from Proposition 3.1. 
4 Operators ∂x and ∂
†
x
For each τ ∈ T , we introduce on P(D′) a Hilbertian norm ‖·‖λ, τ as follows: for any φ ∈ P(D′)
of the form φ(ω) =
∑N
n=0〈:ω⊗n:λ, f (n)〉 (cf. Corollary 2.5), we set
‖φ‖2λ, τ :=
N∑
n=0
‖f (n)‖2τ n!.
Let (Dλ)τ denote the Hilbert space obtained by closing P(D′) in this norm. By [22, Theo-
rem 34], there exists τ0 ∈ T such that the Hilbert space (Dλ)τ0 is densely and continuously
embedded into L2(D′;µλ). Just as in Section 2, we first set T ′:={τ ∈ T : τ ≥ τ0} and then
re-denote T :=T ′. Thus, each (Dλ)τ , τ ∈ T , consists of (µλ-classes of) functions on D′ of the
form
φ(ω) =
∞∑
n=0
〈:ω⊗n:λ, f (n)〉
with f (n) ∈ H⊗ˆnτ and
‖φ‖2λ, τ :=
∞∑
n=0
‖f (n)‖2τ (n!)2 <∞.
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Let
(Dλ):= proj lim
τ∈T
(Dλ)τ , (4.1)
which is a nuclear space [22, Theorem 32]. (We note that, though only the case of a nuclear
space that is the projective limit of a countable family of Hilbert space is considered in [22],
all the results we cite from this paper admit a straightforward generalization to the case of a
general nuclear space.)
Denote by E1min(D′C) the set of all entire functions on D′C of first order of growth and of
minimal type, i.e., a function φ entire on D′
C
belongs to E1min(D′C) if and only if
∀τ ∈ T, ∀ε > 0 ∃C > 0 : ∀ω ∈ H−τ,C : |φ(ω)| ≤ Ceε‖ω‖−τ .
Denote by E1min(D′) the set of restrictions to D′ of functions from E1min(D′C). Following [22, 24],
we then introduce norms on E1min(D′C), and hence on E1min(D′), as follows. For each φ ∈
E1min(D′C) and for any τ ∈ T and q ∈ N, we set
nτ, q(φ):= sup
z∈H−τ,C
(|φ(z)| exp(−2−q ‖z‖−τ ).
Next, each φ ∈ E1min(D′C) can be uniquely represented in the form φ(z) =
∑∞
n=0〈z⊗n, f (n)〉,
and we set, for any τ ∈ T and q ∈ N,
Nτ, q(φ):=
∞∑
n=0
‖f (n)‖2τ (n!)2 2nq.
By [22, Theorems 2.5, 3.8 and subsec. 6.2], the three systems of norms on (Dλ):
(‖ · ‖λ, τ , τ ∈ T ), (nτ, q(·), τ ∈ T, q ∈ N), (Nτ, q(·), τ ∈ T, q ∈ N),
are equivalent, and hence determine the same topology on (Dλ).
As easily seen, for each ϕ ∈ D, Iλa−1 (ξ)I−1λ can be extended to a continuous operator on
(Dλ). We denote this operator A−1 (ξ). Next, for each x ∈ X, we denote by ∂x the linear
continuous operator on (Dλ) defined by
∂x〈:ω⊗n:λ, f (n)〉:=n〈:ω⊗(n−1):λ, f (n)(x, ·)〉, f (n) ∈ D⊗ˆnC .
Lemma 4.1 For any φ ∈ (Dλ), we have
∀ω ∈ D′ : (A−1 (ξ)φ)(ω) =
∫
X
ξ(x)(∂xφ)(ω)σ(dx).
Proof. Let τ0 ∈ T be such that ‖δx‖τ0 ≤ 1 for all x ∈ X. Fix ω ∈ H−τ , τ ≥ τ0. Let τ ′ > τ be
such that the inclusion Hτ0 →֒ Hτ is quasi-nuclear. By [22, Proposition 22], we have for any
ε > 0
‖:ω⊗n:λ‖−τ ′ ≤ n!Cnτ exp(ε‖ω‖−τ ), Cτ > 0. (4.2)
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Hence, we may estimate
∞∑
n=1
n|〈:ω⊗(n−1):λ, f (n)(x, ·)〉| ≤ sup
x∈X
‖δx‖−τ ′ exp(ε‖ω‖−τ )
∞∑
n=1
(n− 1)!Cn−1τ n‖f (n)‖τ ′ .
Therefore, for each φ =
∑∞
n=0〈: ·⊗n :λ, f (n)〉 ∈ (Dλ), we get, by the majorized convergence
theorem, ∫
X
ξ(x)
∞∑
n=0
n〈:ω⊗(n−1):λ, f (n)(x, ·)〉σ(dx) =
∞∑
n=0
〈:ω⊗(n−1):λ, n〈f (n), ξ〉 〉,
where
〈f (n), ξ〉(x1, . . . , xn−1):=
∫
X
f (n)(x, x1, . . . , xn−1)ξ(x)σ(dx).
From here, the lemma follows. 
Remark 4.1 Let τ, τ ′ ∈ T be as in proof of Lemma 4.1. Note that the operator ∂x acts
continuously in (Dλ)τ . By (4.2), we then have for all ω ∈ H−τ and all ϕ ∈ DC such that
‖ϕ‖τ ′ < min(1, C−1τ ):
∂x
∞∑
n=0
1
n!
〈:ω⊗n:λ, ϕ⊗n〉 = ϕ(x)
∞∑
n=0
1
n!
〈:ω⊗n:λ, ϕ⊗n〉.
By Corollary 3.1, we get for all ω ∈ H−τ and all ϕ from a neighborhood of zero in DC:
∂xe
〈ω,Ψλ(ϕ)〉 = ϕ(x)e〈ω,Ψλ(ϕ)〉,
and consequently
∂xe
〈ω,ϕ〉 = (Ψ−1λ (ϕ))(x)e
〈ω,ϕ〉. (4.3)
Let ∇x denote the Gaˆteaux derivative of a function defined on D′ in direction δx, i.e.,
∇xF (ω):= ddt
∣∣
t=0
F (ω + tδx). Clearly,
∇xe〈ω,ϕ〉 = ϕ(x)e〈ω,ϕ〉. (4.4)
Comparing (4.3) and (4.4), we get (at least informally):
∂x = Ψ
−1
λ (∇x). (4.5)
Remark 4.2 In the one-dimendsional case (Remarks 2.3, 3.1, 3.4), we define a linear oper-
ator A by
AP
(n)
λ (·) = nP (n−1)λ (·).
By Remarks 3.1 and 3.4, one then gets (cf. [26])
A = Ψ−1λ (D), (4.6)
where D = ddx . Thus, (4.5) is an infinite-dimensional counterpart of (4.6).
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Theorem 4.1 For each λ ≥ 0 and for all φ ∈ (Dλ) and ω ∈ D′:
(∂xφ)(ω) =
∫
R
(
φ(ω + sδx)− φ(ω)
)
sνλ(ds), (4.7)
(A−1 (ξ)φ)(ω) =
∫
X×R
(φ(ω + sδx)− φ(ω))sξ(x)σ(dx) νλ(ds),
where x ∈ X, ξ ∈ D, and νλ is the Le´vy measure of µλ (see Corollaries 2.3 and 2.4).
Proof. By Lemma 4.1, it suffices to prove the statement only for ∂x. Fix τ ≥ τ0 as in proof
of Lemma 4.1. Then, for all ω ∈ H−τ and all ϕ from a neighborhood of zero in DC, we have∫
R
(
e〈ω+sδx,ϕ〉 − e〈ω,ϕ〉)s νλ(ds) = e〈ω,ϕ〉 ∫
R
(
esϕ(x) − 1)sνλ(ds)
= e〈ω,ϕ〉(Ψ−1λ (ϕ))(x), (4.8)
where Ψ−1λ is given by (3.3). The latter equality in (4.8) can be derived by differentiating in
θ the following equality:∫
R
(esθ − 1− sθ) νλ(ds) =
∫
R
∞∑
n=2
sn−2θn
n!
s2 νλ(ds)
=
−
1
αβ
log
(
αe−βθ − βe−αθ
α− β
)
, λ 6= 2,
− log(1− θ)− θ, λ = 2,
which holds for all θ from a neighborhood of zero in C (this equality has been already used
in course of the proof of Corollaries 2.3 and 2.4). Therefore, by Remark 4.1, we have (4.7)
for all x ∈ X, ω ∈ H−τ and φ = Gλ(·, ϕ), where ϕ runs through a neighborhood of zero in
DC, denoted by Uτ .
As easily seen, there exists ε > 0 such that∫
R
eε|s|s2 νλ(ds) <∞ (4.9)
(in the case λ < 2, see e.g. [12, p. 180]). Choose q ∈ N such that 2−q/2 < ε. Choose τ1, τ2 ∈ T
and q1 ∈ N such that τ < τ1 < τ2,
CNτ, q(·) ≤ C1nτ1, q1(·) ≤ ‖ · ‖λ, τ2 , C,C1 > 0. (4.10)
Fix any φ ∈ (Dλ). For each k ∈ N, let φk be a linear combination of functions Gλ(·, ϕ) with
ϕ ∈ Uτ and let ‖φk − φ‖λ, τ2 → 0 as k →∞ (evidently, such a sequence {φk} always exists).
By (4.10), we then have
nτ1, q1(φk − φ)→ 0 as k →∞. (4.11)
For a fixed ω ∈ H−τ ⊂ H−τ1 , we define
φ˜k(z):=φk(ω + z)− φk(ω), φ˜(z):=φ(ω + z)− φ(ω)
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for z ∈ H−τ1,C. One easily checks that (4.11) implies
nτ1, q1(φ˜k − φ˜)→ 0 as k →∞,
and hence, by (4.10)
Nτ, q(φ˜k − φ˜)→ 0 as k →∞.
We have
φ˜k(z) =
∞∑
n=1
〈z⊗n, f (n)k 〉
(note that φ˜k(0) = 0). Since ‖δx‖−τ ≤ ‖δx‖−τ0 ≤ 1 for all x ∈ X, we get, using the Cauchy
inequlity (compare with [24, proof of Lemma 2.7])
|φ˜k(sδx)| |s|−1 ≤
∞∑
n=1
|s|n−1‖f (n)k ‖τ1
≤
∞∑
n=1
max(1, |s|)n‖f (n)k ‖τ1
≤ Nτ, q(φ˜k) exp
(
2−q/2max(1, |s|))
≤ C exp (εmax(1, |s|)), k ∈ N,
where C ∈ (0,∞) is independent of k ∈ N. Hence, by (4.9) and the majorized convergence
theorem, ∫
R
φ˜k(sδx) νλ(ds)→
∫
R
φ˜(sδx) νλ(ds) as k →∞. (4.12)
Finally, ∂x acts continuously on (Dλ)τ2 , and hence ‖∂xφk − ∂xφ‖λ, τ2 → 0. Thus, by (4.10),
we get nτ1, q1(∂xφk − ∂xφ) → 0 as k → ∞. Therefore, (∂xφk)(ω) → (∂xφ)(ω) as k → ∞,
which, together with (4.12) concludes the proof. 
Let (Dλ)−τ denote the dual space of (Dλ)τ . Analogously to (2.11), we realize (Dλ)−τ as
the Hilbert space consisting of sequences F = (F (n))∞n=0, F
(n) ∈ H⊗ˆn−τ,C, such that
‖F‖2λ,−τ :=
∞∑
n=0
‖F (n)‖2−τ <∞,
with the scalar product in (Dλ)−τ generated by the Hilbertian norm ‖ · ‖λ,−τ , and the dual
pairing of F = (F (n))∞n=0 with an element
φ =
∞∑
n=0
〈: ·⊗n :λ, f (n)〉 ∈ (Dλ)τ (4.13)
is given by
〈〈F, φ〉〉 =
∞∑
n=0
〈F (n), f (n)〉n!.
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By (4.1), we get the following representation of the dual space of (Dλ):
(Dλ)∗ = ind lim
τ∈T
(Dλ)−τ .
Each test space (Dλ)τ can be embedded into (Dλ)−τ by setting, for φ of the form (4.13),
ι(φ):=(f (n))∞n=0. In what follows, we will just write φ instead of ι(φ) to simplify notations.
For each x ∈ X, we define an operator ∂†x on (Dλ)∗ by
∂†x(F
(n))∞n=0:=(δx⊗ˆF (n−1))∞n=0.
Evidently, ∂†x is the dual operator of ∂x and acts continuously in each (Dλ)−τ , τ ≥ τ0 (with
τ0 as in the proof of Lemma 4.1). We define operators :ω(x):λ· and ω(x)·, acting continuously
from each (Dλ)τ into (Dλ)−τ , τ ≥ τ0, by
:ω(x):λ · :=∂†x + λ∂†x∂x + ∂x + ∂†x∂x∂x, ω(x) · :=:ω(x):λ ·+cλ id . (4.14)
Analogously to A−1 (ξ), we define operators A
−
2 (ξ), A
0(ξ), and A+(ξ). Let also 〈:ω⊗1:λ, ξ〉·
and 〈ω, ξ〉· denote the operators of multiplication by 〈:ω⊗1:λ, ξ〉 and 〈ω, ξ〉, respectively. We
then easily get the following integral representation:
A+(ξ) =
∫
X
σ(dx) ξ(x)∂†x, A
0(ξ) =
∫
X
σ(dx) ξ(x)∂†x∂x, A
−
2 (ξ) =
∫
X
σ(dx) ξ(x)∂†x∂x∂x,
〈:ω⊗1:λ, ξ〉· =
∫
X
σ(dx) ξ(x):ω(x):λ·, 〈ω, ξ〉· =
∫
X
σ(dx) ξ(x)ω(x)·, (4.15)
where the integrals are understood in the sense that one applies pointwisely the integrand
operator to a test function from (Dλ), then dualizes the result with another test function,
and finally integrates the obtained function with respect to the measure σ.
Before formulating the next theorem, we note that, for each x ∈ X, the operator ∇x
introduced in Remark 4.1 acts continuously on (Dλ). This can be easily shown using methods
as in the proof of Theorem 4.1. Furthermore, we introduce on (Dλ) continuous operators
∇α−β, x and Uα−β, x as follows:
∇α−β, xφ(ω):=φ(ω + (α− β)δx)− φ(ω)
α− β ,
Uα−β, xφ(ω):=φ(ω − (α− β)δx).
Notice that, in the case λ ∈ [0, 2), we have α − β = α − α¯, which is a purely imaginary
number, so when writing either φ(ω + (α− β)δx) or φ(ω − (α− β)δx), we understand under
φ its entire extension to D′
C
.
Theorem 4.2 For each x ∈ X, ∂†x considered as an operator from (Dλ) into (Dλ)∗ has the
following representation:
∂†x =
{
:ω(x):λ · (1 + α∇α−β, x)2Uα−β, x − (1 + α∇α−β, x)∇α−β, x Uα−β, x, λ 6= 2,
ω(x) · (∇x − 1)2 + (∇x − 1), λ = 2.
(4.16)
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Proof. We prove the theorem only in the case λ 6= 2 and refer to [21, Lemma 7.1] for the case
λ = 2. By (4.14) and (1.4),
:ω(x):λ· = ∂†x(1 + λ∂x + ∂2x) + ∂x
= ∂†x(1− α∂x)(1− β∂x) + ∂x. (4.17)
Fix τ ≥ τ0 and choose τ ′ ∈ T , τ ′ > τ , such that the operators (1 + α∇α−β, x)2Uα−β, x and
(1+α∇α−β, x)∇α−β, x Uα−β, x act continuously from (Dλ)τ ′ into (Dλ)τ . Take any ϕ ∈ D such
that e〈·,ϕ〉 ∈ (Dλ)τ ′ . Then, by (4.3) and (4.17),
:ω(x):λ · e〈·,ϕ〉 = ∂†x
(
1− α(Ψ−1λ (ϕ))(x)
)(
1− β(Ψ−1λ (ϕ))(x)
)
e〈·,ϕ〉 + (Ψ−1λ (ϕ))(x)e
〈·,ϕ〉. (4.18)
Denoting
∇α−βϕ(x):=e
ϕ(x)(α−β) − 1
α− β ,
we get
(Ψ−1λ (ϕ))(x) =
∇α−βϕ(x)
1 + α∇α−βϕ(x)
(4.19)
(compare with [26, formula (7.2)]). By (4.18) and (4.19),
:ω(x):λ · e〈·,ϕ〉 = ∂†x
eϕ(x)(α−β)
(1 + α∇α−βϕ(x))2
e〈·,ϕ〉 +
∇α−βϕ(x)
1 + α∇α−βϕ(x)
e〈·,ϕ〉,
which yields
:ω(x):λ · (1 + α∇α−βϕ(x))2e−ϕ(x)(α−β)e〈·,ϕ〉
= ∂†xe
〈·,ϕ〉 +∇α−βϕ(x)(1 + α∇α−βϕ(x))e−ϕ(x)(α−β)e〈·,ϕ〉. (4.20)
Since the set of all functions e〈·,ϕ〉 with ϕ as above is total in (Dλ)τ ′ and since :ω(x):λ· and
∂†x act continuously from (Dλ)τ into (Dλ)−τ , (4.20) implies (4.16). 
Corollary 4.1 For any φ ∈ (Dλ) and ξ ∈ D, we have for all ω ∈ D′
A+(ξ)φ(ω) = 〈ω(x)− cλ, ξ(x)(1 + α∇α−β, x)2Uα−β, xφ(ω)〉
− 〈1, ξ(x)(1 + α∇α−β, x)∇α−β, x Uα−β, xφ(ω)〉, λ 6= 2, (4.21)
and
A+(ξ)φ(ω) = 〈ω(x), ξ(x)(∇x − 1)2φ(ω)〉+ 〈1, ξ(x)(∇x − 1)φ(ω)〉, λ = 2,
where x denotes the variable in which the dualization is carried out.
Proof. Again, we prove only in the case λ 6= 2 and refer to [21, Theorem 7.1] for the case
λ = 2. Fix any τ ≥ τ0. Using methods as in the proof of Theorem 4.1, we conclude the
existence of τ1 ∈ T , τ1 > τ , such that, for any fixed ω ∈ H−τ and z ∈ C, |z| ≤ 2|α − β|,
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and for any sequence {φk, k ∈ N} ⊂ (Dλ)τ1 such that φk → φ in (Dλ)τ1 as k →∞, we have
ξφ˜k, z → ξφ˜z in Hτ,C as k →∞. Here,
X ∋ x 7→ φ˜k, z(x):=φk(ω + zδx) ∈ C, X ∋ x 7→ φ˜z(x):=φ(ω + zδx) ∈ C.
Choose τ2 > τ1 such that Cnτ1,1(·) ≤ ‖ · ‖λ, τ2 , C > 0, and choose τ3 > τ2 such that A+(ξ)
acts continuously from (Dλ)τ3 into (Dλ)τ2 . Fix any ϕ ∈ D such that e〈·,ϕ〉 ∈ (Dλ)τ3 . Then,
for any φ ∈ (Dλ), we get by (the proof of) Theorem 4.2 and (4.15)
〈〈A+(ξ)e〈·,ϕ〉, ψ〉〉 =
∫
X
ξ(x)〈〈∂†xe〈·,ϕ〉, ψ〉〉σ(dx)
=
∫
X
ξ(x)(1 + α∇α−βϕ(x))2e−ϕ(x)(α−β)〈〈:ω(x):λ · e〈·,ϕ〉, ψ〉〉σ(dx)
−
∫
X
ξ(x)(1 + α∇α−βϕ(x))∇α−βϕ(x)e−ϕ(x)(α−β)〈〈e〈·,ϕ〉, ψ〉〉σ(dx)
= 〈〈 〈: ·⊗1 :λ, ξ(1 + α∇α−βϕ)2e−ϕ(α−β)〉 · e〈·,ϕ〉, ψ〉〉σ(dx)
− 〈〈 〈1, ξ(1 + α∇α−βϕ)∇α−βφ e−ϕ(α−β)〉e〈·,ϕ〉, ψ〉〉,
which implies (4.21) for φ = e〈·,ϕ〉 and ω ∈ H−τ . Now, approximate an arbitrary φ ∈ (Dλ) in
the ‖ · ‖λ, τ3 norm by a sequence {φk, k ∈ N} of linear combinations of exponents as above.
Then, A+(ξ)φk → A+(ξ)φ as k →∞ in the ‖ · ‖λ, τ2 norm, and hence in the nτ1, 1(·) norm. In
particular, A+(ξ)φk(ω)→ A+(ξ)φ(ω) for any ω ∈ H−τ1 . Furthermore, for any fixed ω ∈ H−τ ,
we get
ξ(1 + α∇α−β,•)2Uα−β,•φk(ω)→ ξ(1 + α∇α−β,•)2Uα−β,•φ(ω),
ξ(1 + α∇α−β,•)∇α−β,•Uα−β,•φk(ω)→ ξ(1 + α∇α−β,•)∇α−β,•Uα−β,•φ(ω)
in H−τ,C. From here, we evidently get (4.21) for an arbitrary φ ∈ (Dλ) and an arbitrary
ω ∈ H−τ . 
Remark 4.3 Analogously to Corollary 4.1, one can derive from Theorems 4.1, 4.2 and (4.15)
explicit formulas for the action of the operators A0(ξ) and A−2 (ξ) (see also [21, Theorems 7.2,
7.3] for the case λ = 2).
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