Abstract Much of the work on statistical machine translation (SMT) from morphologically rich languages has shown that morphological tokenization and orthographic normalization help improve SMT quality because of the sparsity reduction they contribute. In this article, we study the effect of these processes on SMT when translating into a morphologically rich language, namely Arabic. We explore a space of tokenization schemes and normalization options. We also examine a set of six detokenization techniques and evaluate on detokenized and orthographically correct (enriched) output. Our results show that the best performing tokenization scheme is that of the Penn Arabic Treebank. Additionally, training on orthographically normalized (reduced) text then jointly enriching and detokenizing the output outperforms training on enriched text.
some of the lessons learned from working on Arabic-English MT and their applicability to the English-Arabic direction. Arabic is a morphologically rich language and the common wisdom in the field of natural language processing (NLP) is that tokenization of Arabic words through decliticization and reductive orthographic normalization is helpful for MT into English. Tokenization and normalization reduce sparsity and decrease the number of out-of-vocabulary (OOV) words. We explore a space of tokenization schemes and normalization options and their implications on the quality of English-Arabic MT. Regardless of the preprocessing choices, the Arabic output is detokenized and denormalized. Anything less is comparable to producing all lower cased English or uncliticized and undiacritized French. Detokenization is not a simple task because there are several morphological adjustments that apply in the process. In this article we also examine different detokenization techniques for various tokenization schemes. This article draws together and extends on our previously published work in El Kholy and Habash (2010a,b) .
The rest of the article is organized as follows. Section 2 briefly discusses some related work. Section 3 introduces relevant linguistic issues. Sections 4 and 5 present our approach and basic experimental results, respectively. Then, Sect. 6 presents scaled up experiments and provides detailed error analysis.
Related work
Much of the work done on studying the effects of morphological preprocessing on SMT quality focuses on translation from morphologically rich languages such as German (Nießen and Ney 2004) , Czech (Goldwater and McClosky 2005) and Arabic (Lee 2004; Habash and Sadat 2006; Zollmann et al. 2006) . They show that reducing the sparsity caused by rich morphology through some form of morphological tokenization has a positive impact on the quality of SMT. There is also a growing number of publications that consider translation into morphologically rich languages such as Turkish (Oflazer and Durgar El-Kahlout 2007) and Arabic (Sarikaya and Deng 2007; Badr et al. 2008; El Kholy and Habash 2010b) . We focus here on efforts that studied the impact of morphological preprocessing on Arabic as a target language. In previous work on Arabic language modeling, OOV reduction was accomplished using morpheme-based models (Heintz 2008) . Diehl et al. (2009) also used morphological decomposition for Arabic language modeling for speech recognition. They described an SMT approach to detokenization (or what they call morpheme-to-word conversion). Although the implementation details are different, their solution is comparable to one of our new (but not top performing) detokenization models (T+LM). We do not compare directly to their implementation approach in this article. Regarding English-to-Arabic MT, Sarikaya and Deng (2007) use joint morphological-lexical language models to rerank the output of English-dialectal Arabic MT. Badr et al. (2008) report results on the value of morphological tokenization of Arabic during training and describe different techniques for detokenizing Arabic output. The research presented here is most closely related to that of Badr et al. (2008) . We extend on their contribution in two ways: (a) we present a comparison of a larger number of tokenization schemes that yielded improved results over theirs; and (b) we discuss the technical challenges and present solutions of producing unnormalized Arabic output through different detokenization techniques. Another recent effort by Al-Haj and Lavie (2010) presents a comparison of a similar set of morphological tokenizations to ours in addition to some variations and larger training datasets (2.5 times our largest dataset). We reach similar conclusions. We both show TB 1 to be the highest performer; However Al-Haj and Lavie (2010) show that a simpler tokenization scheme that Google has been known to use for Arabic processing (Och 2005) can perform as good as TB. We do not compare directly with this scheme, but with a close relative of it (D1, see Sect. 4.1). We also explore a learning curve that shows the value of TB across different data sizes, whereas Al-Haj and Lavie (2010) don't. 2
Arabic linguistic issues
In this section we present relevant aspects of Arabic word orthography and morphology.
Arabic orthography
Certain letters in Arabic script are often spelled inconsistently which leads to an increase in both sparsity (multiple forms of the same word) and ambiguity (same form corresponding to multiple words). In particular, variants of Hamzated Alif, Â 3 or Ǎ , are often written without their Hamza ( '): A; and the Alif-Maqsura (or dotless Ya) ý and the regular dotted Ya y are often used interchangeably in word final position. This inconsistent variation in raw Arabic text is typically addressed in Arabic NLP through what is called orthographic normalization, a reductive process that converts all Hamzated Alif forms (including Alif Madda Ā ) to bare Alif and dotless Ya/Alif Maqsura form to dotted Ya. This kind of normalization is referred to as a Reduced normalization (Red). Red normalization is contrasted with Enriched normalization (Enr), which selects the appropriate form of the Alif and Ya in context (El Kholy and Habash 2010a) . Enr Arabic is optimally the desired form of Arabic to generate and to evaluate against. Comparing a manually enriched (Enr) version of the Penn Arabic Treebank (PATB) (Maamouri et al. 2004 ) to its reduced (Red) version, we find that 16.2% of the words are different. However, the raw (naturally unnormalized) version of the PATB is only different in 7.4% of the words. This suggests a major problem in the recall of the correct Enr form in raw text. In internal experiments, we noticed that BLEU-4 (Papineni et al. 2002 ) scores drop about 10% absolute when comparing Enr to raw (as opposed to Enr) and about 5% when comparing Red to raw (as opposed to Red) for the same output. As such we only evaluate results against references with their matching normalization condition (Enr or Red).
Arabic morphology
Arabic is a morphologically complex language with a large set of morphological features producing a large number of rich word forms. While the number of (morphologically untokenized) Arabic words in a parallel corpus is 20% less than the number of corresponding English words, the number of unique Arabic word types is over twice the number of unique English word types over the same corpus size.
One aspect of Arabic that contributes to this complexity is its various attachable clitics. We define three degrees of cliticization that are applicable in a strict order to a word base (Habash and Sadat 2006) :
At the deepest level, the BASE can have either the definite article (+ Al+ 'the') or a member of the class of pronominal enclitics, +pron, (e.g., + +hm 'their/them'). Next comes the class of particle proclitics (prt+), e.g., + l+ 'to/for'. At the shallowest level of attachment we find the conjunction proclitic (cnj+), e.g., + w+ 'and'. The attachment of clitics to word forms is not a simple concatenation process. There are several orthographic and morphological adjustment rules that are applied to the word. An almost a complete list of these rules relevant to this article are presented and exemplified in Table 1 .
It is important to make the distinction here between simple word segmentation, which splits off word substrings with no orthographic/morphological adjustments, and morphological tokenization, which does. Although segmentation by itself can have important advantages, it leads to the creation of inconsistent or ambiguous word forms: consider the words mktbh 'a library' and mktbthm 'their library'. A simple segmentation of the second word creates the non-word string mktbt; however, applying adjustment rules as part of the tokenization generates the same form of the basic word in the two cases. See example of Ta-Marbuta rule in Table 1 . For more details, see Habash (2007 Habash ( , 2010 . In this article, we do not explore morphological tokenization beyond decliticization (details in the next section).
Approach
We would like to study the value of a variety of tokenization schemes and orthographic normalizations on English-Arabic SMT. However, since our goal is to always produce correctly detokenized and orthographically enriched Arabic words, we also consider different detokenization techniques and normalization settings. In this section, we discuss the various settings we studied for each of these three issues. Firs, various morphological tokenization schemes are considered to improve the SMT process. This is followed by detokenization techniques used to stitch the word parts back together. Finally we discuss the issue of enriched and reduced normalization which is orthogonal to the tokenization/detokenization question. 
<pron>/< > is a shorthand for pronominal clitic. The rules above are simplified in that they ignore short vowels which may affect the conditions of rule application, e.g., the Shadda rules assume that there are no short vowels intervening between the repeated letter, and the Hamza rule ambiguity is all the result of intervening unwritten short vowels. All examples are undiacritized
Morphological tokenization
As mentioned earlier, morphological tokenization has been shown to be very helpful for machine translation involving morphologically rich languages. We consider five tokenization schemes discussed in the literature, in addition to a baseline no-tokenization scheme (D0). The D1, D2, TB and D3 schemes were first presented by Habash and Sadat (2006) and the S2 scheme was presented by Badr et al. (2008) . The D1, D2 and D3 schemes are named to indicate the degree of decliticization applied to the text. D1 separates conjunction proclitics; D2 extends D1 by separating prepositional clitics and particles (other than the definite article Al+); and D3 separates all clitics including the definite article and the pronominal enclitics. The S1 scheme used by Badr et al. (2008) is the same as Habash and Sadat (2006) 's D3 scheme. S2 is the same as D3 except that all proclitics are put together in a single proclitic cluster. TB is the Penn Arabic Treebank (PATB) (Maamouri et al. 2004 ) tokenization scheme. For more details on alternative tokenization schemes, see Habash (2010) . We use the Morphological Analysis and Disambiguation for Arabic (MADA) 5 toolkit (Habash and Rambow 2005; Roth et al. 2008) to produce the various tokenization schemes. Figure 1 illustrates the different tokenization schemes with an example. Table 2 presents definitions and various relevant statistics for each tokenization scheme. The schemes differ widely in terms of the increase of number of tokens and the corresponding type count reduction. The more verbose schemes, i.e., schemes with more splitting and higher number of word tokens, have a lower number of token types, which leads to lower OOV rates and lower perplexity; however, they are also harder to predict correctly. The increase in the number of tokens has consequences on word alignment, translation models and language models (LM). We control for these effects in our experiments in Sect. 5.
Detokenization
We compare the following six techniques for detokenization that vary in their degree of complexity and dependence on training data. The data used and the experiments setup are described in Sect. 5.1. For a baseline technique, we simply concatenate clitics to word without applying any orthographic or morphological adjustments; this is the simple (S) technique. Second, a rule-based (R) technique uses deterministic rules to handle all of the cases described in Table 1 . We pick the most frequent decision for ambiguous cases. The determination of frequency was done against the language model corpus. 6 We tokenized the whole corpus and for each tokenized word we counted the frequency of each equivalent untokenized form. Then we constructed rules that leads to the most frequent decision for the cases described in Table 1 OOV rates and perplexity values are measured against the NIST MT04 test set while prediction error rates are measured against a Penn Arabic Treebank development set and detokenized words from our language model data which had been processed by MADA. We pick the most frequent decision for ambiguous cases. Words not in the table are handled with the (S) technique. This technique essentially selects the detokenized form with the highest conditional probability P(detokeni zed|tokeni zed). We also consider a variant of T technique that backs off to R not S: Table+Rule (T+R) technique.
The above-mentioned four techniques are the same as those used by Badr et al. (2008) . In this work, we introduce two new techniques that use a 5-gram untokenizedform language model (LM) and the dis\-am\-big utility in the SRILM toolkit (Stolcke 2002) to decide among different alternatives. First is T+LM; here we use all the forms in the T approach. Alternatives are given different conditional probabilities, P(detokeni zed|tokeni zed), derived from the tables. Back-off is to the S technique. This technique essentially selects the detokenized form with the highest P(detokeni zed|tokeni zed)× P L M (detokeni zed). Second is T+R+LM, a technique similar to T+LM but with R as back-off.
Orthographic normalization
We consider two kinds of orthographic normalization schemes, enriched Arabic (Enr) and reduced Arabic (Red). For tokenized enriched forms, the detokenization produces the desired output. In case of reduced Arabic, we consider two alternatives to automatic orthographic enrichment. First, we use the Morphological Analysis and Disambiguation for Arabic (MADA) 7 toolkit (Habash and Rambow 2005; Roth et al. 2008 ) to enrich Arabic text after detokenization (MADA-Enr). MADA can predict the correct enriched form of Arabic words at 99.4%. 8 Alternatively, we jointly detokenize and enrich using detokenization tables that map reduced tokenized words to their enriched detokenized form (Joint-DeTok-Enr).
In terms of evaluation, we report our results in both reduced and enriched Arabic forms. We only compare in the matching form, i.e., reduced hypothesis to reduced reference and enriched hypothesis to enriched reference.
Experiments
In this section we study the value of a variety of detokenization techniques over different tokenization schemes and orthographic normalization. We report results on naturally occurring Arabic text in the first two subsections. Then in the last subsection, we report results on English-Arabic SMT outputs with extended analysis. 7 We use MADA version 2.32. 8 Statistics are measured on a development set from the Penn Arabic Treebank (Maamouri et al. 2004) . Table 3 in terms of sentence-level detokenization error rate defined as the percentage of sentences with at least one detokenization error. The best performer across all conditions is the T+R+LM technique. The previously reported best performer was T+R (Badr et al. 2008) , which was only compared with D3 and S2 tokenizations only. As illustrated in the results, the more complex the tokenization scheme, the more prone it is to detokenization errors. Moreover, Red has equal or worse results than Enr under all conditions except for the S detokenization technique with the TB, S2 and D3 schemes. This is a result of the S detokenization technique not performing any adjustments, which leads to the never-word-internal Alif-Maqsura character appearing incorrectly in word-internal positions in Enr. While for Red, the AlifMaqsura is reductively normalized to Ya, which is the correct form in some of the cases.
The results for S2 and D3 are identical because these two schemes only superficially differ in whether proclitics are space-separated or not. Similarly, TB results are identical to D3 for the S and R techniques. This can be explained by the fact that the only difference between the D3 and TB schemes is that the definite article is attached to the word (in TB and not D3), a difference that does not produce different results under the deterministic S and R techniques.
We analyze the errors (14 cases) for the T+R+LM technique on D3 scheme and classify them into two categories. The first category comprises 11 cases (≈80% of the errors) and is caused by ambiguity resulting from the lack of diacritical marks. Seven (50% overall) of these errors involve the selection of the correct Hamza form before a pronominal enclitic. For example, the tokenized word + + w+ÂšqA'+hA 'and+siblings+her' can be detokenized to wÂšqA'hA or wÂšqAŷhA or wÂšqAŵhA depending on the grammatical case of the noun ÂšqA', which is only expressible as a diacritical mark. The other four cases involve two closed class words, Ǎ n 'that/indeed' and lkn 'however', each of which corresponding to two diacritized forms that require differ-ent adjustments. For example, the tokenized word + Ǎ n+ny can be detokenized to Ǎ ny ( + Ǎ in+niy → Ǎ in∼iy) or Ǎ nny ( + Ǎ in∼a+niy → Ǎ in∼aniy). In many cases, the n-gram language model is able to choose the correct form, but it is not always successful. The second category of errors compromises three cases (≈20% of the errors) which involve automatic tokenization failures producing tokens that are impossible to map back to the correct detokenized form.
Orthographic enrichment and detokenization
As previously mentioned, it's desirable for automatic applications generating Arabic to produce orthographically correct Arabic. As such, reduced tokenized output should be enriched and detokenized to produce proper Arabic. We compare next the two different enrichment techniques discussed in Sect. 4: using MADA to enrich detokenized reduced text (MADA-Enr) versus detokenizing and enriching in one joint step (JointDeTok-Enr). We consider the effect of applying these two techniques together with the various detokenization techniques when possible. The comparison is presented for D3 in Table 4 . D3 has the highest number of tokens per word and it's the hardest to detokenize as shown in Table 3 . The MADA-Enr enrichment technique can be applied to the output of all detokenization techniques; however, the Joint-DeTok-Enr enrichment technique can only be used as part of table-based detokenization techniques. The results for basic Enr and Red detokenization are in columns two and three (same values as the last row in Table 3 ). Columns four and five present the two approaches to enriching the tokenized reduced text. Although the Joint-DeTok-Enr technique does not outperform MADA-Enr for T and T+R, it significantly benefits from the use of the LM extension to these two techniques. In fact, Joint-DeTok-Enr produces the best results overall under T+R+LM, with an error rate that is 20% lower than the best performance by MADA-Enr. Overall, however, enriching and detokenizing Red text yields output that has almost 10 times the error rate compared to detokenizing Enr. This is expected since Enr is far less ambiguous than Red. The best performer across all conditions for detokenization and enrichment is the T+R+LM approach.
All experiments reported so far in this article start with a perfect pairing between the original and tokenized words. The real challenge is applying the detokenization techniques on automatically produced (noisy) text. The next section discusses the effect of detokenization on SMT output.
Tokenization and detokenization for SMT
In this section we present the effect of tokenization in improving the quality of Englishto-Arabic SMT. Then, we show the performance of the different detokenization techniques on the output and their reflections over the overall performance. 
Experimental data
All of the training data we use is available from the Linguistic Data Consortium (LDC). 9 We use an English-Arabic parallel corpus of about 142K sentences and 4.4 million words for translation model training data. The parallel text includes Arabic News (LDC2004T17), eTIRR (LDC2004E72), English translation of Arabic Treebank (LDC2005E46), and Ummah (LDC2004T18). Word alignment is done using GIZA++ (Och and Ney 2003) . For language modeling, we use 200M words from the Arabic Gigaword Corpus (LDC2007T40) together with the Arabic side of our training data. Twelve LMs were built for all combinations of normalization and tokenization schemes. We used 5-grams for all LMs unlike Badr et al. (2008) , who used different n-grams sizes for tokenized and untokenized variants. All LMs are implemented using the SRILM toolkit (Stolcke 2002) . MADA is used to preprocess the Arabic text for translation modeling and language modeling to produce enriched forms and tokenizations. English preprocessing simply includes down-casing, separating punctuation and splitting off "'s".
Standard use of GIZA++ includes filtering out sentences over a certain length (typically 100) and sentences with high ratio of source-to-target or target-to-source length (typically 9-to-1). We will refer to this as basic filtering. Due to the fact that the number of tokens per sentence changes from one tokenization scheme to another, GIZA++'s basic filtering will drop more sentences from the more verbose schemes. The percentage of sentences dropped due to the filtration process can be up to 2.3% in D3 (versus D0) for a generic cut off of 100 tokens per sentence in Arabic. It may seem like a small percentage; but since all dropped sentences are very long, this leads to D0 having access to 6.6% extra words in training over D3. To control for this issue, we filter the training data so that all experiments are done on the same sentences. We use the D3 tokenization scheme as a reference and set the cutoff at 100 D3 tokens. We will refer to this as sentence length bias filtering.
All experiments are conducted using the Moses phrase-based SMT system (Koehn et al. 2007 ). The decoding weight optimization was done using a set of 300 sentences 
Baseline system
For our baseline system, using D0 tokenization, we compare the value of using lemmas for automatic word alignment as opposed to word surface forms (Enr or Red). In both cases, the phrase tables are built using the surface forms. We compare different combinations of settings for translation models and post-processing. For translation models, we either train on Enr or Red text. As for post-processing, we either keep the output as is, reduce it or enrich it. The enrichment is done using a variant of the Joint-DeTok-Enr technique discussed in Sect. 4.3. In this experiment set, we did not use the D3-based sentence length bias filtering described above. The results in Table 5 show that lemma-based alignment consistently yields superior results to surface-based alignment for the same translation model and post-processing conditions. The rest of the experiments in this article will all use lemma-based alignment in the following manner: when aligning a verbose tokenization, the lemma form will be used instead of the base word and the separated clitics will not be modified. Table 5 also shows that Enr training is better than Red training; however, since automatic enrichment error increases with tokenization verbosity (see Table 2 , column 10), it is not clear which normalization settings is best to use with verbose schemes. We explore these combinations next.
Tokenization experiments
We compare the performance of the different tokenization schemes and normalization conditions. The results are presented in Table 6 . The best performer across all conditions is the TB scheme. The previously reported best performer was S2 (Badr et al. 2008) , which was only compared against D0 and D3 tokenizations. Our results are consistent with Badr et al. (2008)'s results regarding D0 and D3. However, our TB result outperforms S2. The differences between TB and all other conditions are statistically significant above the 95% level. Statistical significance is computed using paired bootstrap resampling (Koehn 2004 ). Training over Red Arabic then enriching its output sometimes yields better results than training on Enr directly which is the case with the TB tokenization scheme. However, sometimes the opposite is true as demonstrated in the D3 results. This is likely due to a tradeoff between the quality of translation and the quality of detokenization.
Learning curve experiments
We also compare the value of different schemes across a learning curve where we consider smaller sets of our data: 2M, 1M and 0.5M words. We only show results for the reduced-then-enriched systems in Table 7 . As expected, the increase in training data size causes an increase in BLEU scores. Both TB and S2 at the 2M level outperform D0 at the 4 M level. The TB scheme is almost always the top performer. The S2 scheme goes from being ranked fourth in the smallest condition to being second in the largest. Further experiments considering the same learning curve with Enr training may be necessary to understand how different normalization settings interact with training size.
SMT sensitivity to different detokenization techniques
We measure the performance of the different detokenization techniques discussed in Sect. 4 against the SMT output for the TB tokenization scheme. We report results in terms of BLEU scores in Table 8 . The results for basic Enr and Red detokenization are in columns two and three. Column four presents the results for the Joint-DeTok-Enr approach to joint enriching and detokenization of tokenized reduced output discussed in Sect. 4. When comparing Table 8 (in BLEU scores) with the corresponding cells in Table 4 (in sentence-level detokenization error rate), we observe that the wide range of performance in Table 4 is not reflected in BLEU scores in Table 8 . This is expected given the different natures of the tasks and metrics used. Although the various detokenization techniques do not preserve their relative order completely, the S technique remains the worst performer and T+R+LM remains the best in both tables. However, the R and T+LM techniques perform relatively much better with MT output than they do with naturally occurring text. The most interesting observation is perhaps that under the best performing T+R+LM technique, joint detokenization and enrichment (JointDeTok-Enr) outperforms Enr detokenization despite the fact that Joint-DeTok-Enr has over nine times the error rate in Table 4 . This shows that improved MT quality using Red training data out-weighs the lower quality of automatic enrichment.
SMT detokenization error analysis
Since we do not have a gold detokenization reference for our MT output, we automatically identify detokenization errors resulting in non-words (i.e., invalid words). We analyze the SMT output for the D3 tokenization scheme and T+R+LM detokenization technique using the morphological analyzer component in the MADA toolkit, 10 which provides all possible morphological analyses for a given word and identifies words with no analysis. We find 94 cases of words with no analysis out of 27,151 words (0.34%), appearing in 84 sentences out of 1,056 (7.9%). Most of the errors come from producing incompatible sequences of clitics, such as having a definite article with a pronominal clitic. For instance, the tokenized word + + Al+ς lAqh+nA 'the+rela-tion+our' is detokenized to Alς lAqtnA which is grammatically incorrect. This is not a detokenization problem per se but rather an MT error. Such errors could still be addressed with specific detokenization extensions such as removing either the definite article or the pronominal clitic.
Improving and scaling up
In this section we present results demonstrating the effect of scaling up the training data and the relative gain in the quality of English-to-Arabic SMT using an updated version of MADA. We report results on the baseline system (D0) and our best system (TB). Then, we provide a detailed error analysis of the different types of morphological errors in the output.
Experiment setup and results
We use the same setup used for all the previous experiments explained in Sect. 5.3.1 but we scale up the English-Arabic parallel corpus ≈15 times. The corpus size is about 2.8m sentences (≈60 million words). All data we use is available from LDC 11 and GALE 12 constrained data. We also use an updated version MADA (v 3.0) instead of MADA (v 2.32), to pre-process the Arabic text for the translation model and language model (LM). To control for the change in the MADA version and to compare the results of the scaled up systems (D0-60m & TB-60m) to the basic systems trained on 4 M words, we re-conducted the basic experiments for the baseline system (D0-4m) and our best system (TB-4m) using the new version of MADA. We replicated the basic experiments once with D3-based sentence length bias filtering in addition to the basic filtering discussed in Sect. 5.3.1 and once with just the basic filtering.
We report results in terms of BLEU scores in Table 9 . The first two rows are the old results of the basic systems D0 (baseline) & TB (our best system) trained on 4 M words and using the old version of MADA (v 2.32) and applying D3-based sentence length bias filtering. The following two rows are the results based on the same systems setup except for using the newer version of MADA (v 3.0). The results show that the new MADA with the improved quality of tokenization and enrichment leads to a boost 10 This component uses the databases of the Buckwalter Arabic Morphological Analyzer (Buckwalter 2004) . 11 LDC Catalog IDs: LDC2005E83, LDC2006E24, LDC2006E34, LDC2006E85, LDC2006E92, LDC2006G05, LDC2007E06, LDC2007E101, LDC2007E103, LDC2007E46, LDC2007E86, LDC2008 E40, LDC2008E56, LDC2008G05, LDC2009E16, LDC2009G01. 12 Global Autonomous Language Exploitation, or GALE, is a DARPA-funded research project. in the quality of the translation by 0.76 BLEU point in D0 and 0.33 BLEU point in TB. Moreover, results in rows five and six show that even without the sentence length bias filtering, TB still outperforms D0 in the basic systems. When we scale up the training data, the relative improvement that we get in the basic systems between D0 and TB is still maintained although slightly reduced (from 1.25 BLEU to 0.96 BLEU difference) as shown in the last two rows of the table. This suggests that tokenization can still help even with a much larger data set. This result (comparing TB to D0) is also corroborated at a much larger data set (150 M words) by Al-Haj and Lavie (2010).
BLEU score analysis
In order to overcome the limitations of BLEU (Callison-Burch et al. 2006) , in Table 10 we produce three sets of numbers for the baseline (D0) and our best system (TB) across different systems' setups; basic and scaled up. The first set of numbers are the vanilla BLEU scores that we use in all our experiments. The second set of numbers are Reduced BLEU where the system output and the reference are reduced (Red) during evaluation. The last set of numbers are what we call Lemmatized BLEU where we try to match the words in the output with words in the reference and if there is no exact match, we try to match based on the lemma with the corresponding reference words. This way we factor out the errors resulting from incorrect morphological generation and focus on the lexical choice of words in the translation process. The Reduced BLEU results are higher than the vanilla BLEU scores as we expected but not by much. This shows the robustness of the denormalization process. The interesting results here are the Lemmatized BLEU scores which show a potential increase of ≈8 BLEU points by improving the output morphological form across all different systems. In the next sub-section, we investigate the Lemmatized BLEU scores in more details.
Unigram error analysis
In computing the Lemmatized BLEU scores, we divide the output into three categories. The first category includes words which are correct and exactly match words in the reference. The second category includes the Lemma Match words where the words of the output are matched with words in the reference based on the lemma. The last category includes words which can't be matched automatically with any of the reference words. Table 11 shows the distribution of the output words on the three different categories across different systems' setups; basic and scaled up. Following are the main conclusions:
-≈57% of the output is correct in the basic systems while ≈63% of the output is correct in the scaled up systems which is the expected effect of scaling up the data -≈12-13% of the output could be corrected by making better morphological choices across all different systems -≈29% of the basic systems' outputs and ≈24% of the scaled up systems' outputs can not be matched automatically with any of the reference word -Drop in unmatchable words is almost 4 times the drop in Lemma Match as we scale up. This suggest that scaling up the data helps in increasing the recall of the output but there's still a big margin of improvement by making better morphological choices.
Another interesting observation is that despite the fact that TB systems always produce more Exact Match words than D0 systems, it's not reflected in the ratio over all words. This is the result of D0 systems producing less number of words than TB systems which in return affect the brevity penalty values when computing the BLEU scores. The brevity penalty of the four systems D0-4m, TB-4m, D0-60m and TB-60m are 0.9923, 1.0 , 0.9683 and 0.9807 respectively.
Lemma match errors
In the previous section, we showed that ≈12-13% of the output could be corrected by making better morphological choices. In this section, we examine the different types of morphological errors in the Lemma Match words of our scaled up systems (TB-60m & D0-60m). In Table 12 , we report results in terms of the percentage of Lemma Match words affected by each morphological error. The total doesn't sum up to 100% because a word could have more than one error which counts for 19% of the words in TB-60m and 25% in D0-60m which shows that tokenization helps in reducing the number of morphological errors per word. An interesting point in the results is that ≈40% of the errors come from TB clitics in both systems which shows that tokenization helps but we still need to work more on making better morphological choices in Arabic generation. The results also show that deleting or adding a determiner is the most common error in ≈30% of the Lemma Match words in both systems. Moreover, we noticed that gender, stem and number (in addition to stem, which reflects number change in the form of a broken plural) count for the biggest percentage of the errors. This could be explained by the fact that Arabic is highly inflected with these three morphological features unlike English which leads to many errors. The rest of the morphological features do not contribute much in the errors for many reasons. For example, case in Arabic is only marked by diacritics except for the plural form of some nouns and since all the data are non-diacritized, the effect of case is very small. On the contrary, person and aspect features are explicitly determined in Arabic but it's also explicitly determined in English which helps in the translation process.
Unmatchable words analysis
We took a sample of 50 sentences (1,224 words) from the output of the upscaled best system (TB-60m) and conducted a manual error analysis on the Unmatchable Words. We divide the errors into four categories. The first category compromises words which are considered a correct paraphrase of words in the reference and hold the same meaning. The second category compromises the incorrectly translated words. The third category includes all punctuations errors; for example, adding or deleting periods and commas. The last category compromises the out of vocabulary words (OOV). Table 13 shows the results of the analysis. We can see from the results that punctuation errors and the out of vocabulary words have the least share in the errors. The big bulk of the errors which counts for ≈70% of the unmatchable words and ≈17% of total words are correct paraphrases of words in the reference which could be accounted for by having multi reference. Moreover, there are some word order errors which are not captured by these numbers. We plan to investigate this kind of errors in the future work.
Conclusions and future work
We presented experiments studying a large number of variables for English-Arabic SMT systems that produce correctly tokenized and enriched Arabic text. The results show that lemma based alignment leads to a better output quality. Our best system uses the Penn Arabic Treebank (TB) tokenization scheme and reduced Arabic word forms followed by a language-model based joint detokenization and enrichment step. In the future we plan to investigate the use of system combination techniques and language modeling approaches that target Arabic's complex morphology such as factored LMs Bilmes and Kirchhoff (2003) . We also plan to work on improving the morphological feature choices for the Arabic generation. Moreover, we want to explore the idea of retargeting our framework to post-editing any generic MT system.
