INTRODUCTION
Perhaps the most strikingly counterintuitive theorem in mathematics is the "Banach-Tarski paradox": A ball in R3 can be decomposed into finitely many pieces which can be rearranged by rigid motions and reassembled to form two balls of the same size as the original. The Axiom of Choice is used to construct the decomposition; the "paradox" is resolved by noting that the pieces cannot be Lebesgue measurable.
In this paper, we solve a problem posed by Marczewski in 1930 by showing that there are paradoxical decompositions of the unit ball using pieces which have the property of Baire.
We also prove related "paradoxes" which involve only open sets; these proofs are entirely constructive and make no use of the Axiom of Choice. One such result is the following: one can find a finite collection of disjoint open subsets of the unit ball which can be rearranged by suitable isometries to form a set whose closure is a solid ball of radius 1010.
For both kinds of decomposition, the results are not limited to R3 . In fact, we produce such decompositions for the sphere Sn (n ~ 2) and for the unit ball in R n (n ~ 3), as well as related spaces. (See Theorem 2.6, among others.) It follows (Proposition 2.11) that, for n ~ 2, there is no isometry-invariant, finitely additive measure on the subsets of Sn (Rn+!) with the property of Baire which gives measure 1 to Sn (the unit ball in R n +! ). For other equivalent forms of Marczewski's problem and for additional references, see Mycielski [6] or chapter 9 of Wagon [9] .
From the above, standard arguments show that, if A and B are bounded subsets of R n (n ~ 3) with the property of Baire and with non empty interior, then A can be decomposed into finitely many sets with the property of Baire which can be rearranged to form B (Corollary 2.7).
All of these results are consequences of a theorem about decompositions of open sets which is quite general: it holds in any Polish space (complete separable metric space) with a sufficiently free group of homeomorphisms. (A review of terminology is given at the end of this section.) Variants of Theorem 3.1 are used to prove the following three results, among others:
If A and B are subsets of S2 with the property of Baire having nonempty interior, then A can be decomposed into finitely many pieces which can be rearranged to form B (Corollary 5.2). (This is not as easy as the corresponding result for R3 , because symmetrical neighborhoods in S2 do not have free groups of isometries on more than one generator.)
For any finite N ~ 3 , the sphere S2 can be decomposed into N congruent pieces having the property of Baire (Theorem 5.4). (One cannot just divide the sphere into N identical sectors, because then the two poles would be left over. It is still open whether a sphere can be divided into three congruent Borel pieces, or even into three congruent Lebesgue-measurable pieces [9, p. 47] .)
The sphere S2 can be decomposed into six pieces with the property of Baire which can be rearranged to form two copies of S2 , and the· number six is optimal; the same holds for the unit ball in R3 (Theorems 5.7,5.9, and 5.11). (This contrasts with the situation for unrestricted pieces, where four suffice for S2 but five are needed for a ball in R3 [9, p. 40] .)
As noted earlier, the proofs of our results about open sets are completely constructive (if performed carefully; see the end of §3) and make no use of the Axiom of Choice; hence, one cannot explain away their paradoxical nature by blaming it on that axiom. Instead, one can note that the open sets resulting from our construction have boundaries of positive measure. When the open sets are packed into a small space, these boundaries overlap greatly; when the open sets are rearranged within a larger set, the boundary overlap is less extreme, so the total measure of the closures is greater. This paper is organized as follows: Section 1 includes an overview of the paper and some background material. Section 2 gives a review of the Banach-Tarski theorem and shows how to combine it with our main theorem on open sets (Theorem 3.1) to get decompositions into sets with the property of Baire;
§3 comprises the proof of the main theorem. (These sections are self-contained, except that we omit the proof that free groups of rotations of S2 exist.) Section 4 shows how to modify the proof in §3 to get related results about open sets, and §5 gives applications of these results. The paper concludes with a brief list of open problems. We now give a very brief summary of the method used to prove the main theorem (3.1) . The required open sets are built up in stages, as increasing unions of smaller sets. The density of the images of the open sets under the relevant homeomorphisms can be viewed as a countable list of requirements: each basic open set must be met by one of the images. Each stage of the construction increases the current open sets to meet one of these requirements. Each stage has two parts: first, we add finitely many new generic points (i.e., points that lie in all relevant comeager sets) to the open sets, one of which is in the proper location to meet the current requirement; then we "inflate" these new points to open neighborhoods so small that anything which happens within the neighborhood must happen at the point itself. The most important part of the proof is a list of inductive hypotheses on the current open sets which allows the above two steps to proceed at each stage.
To combine the open set results with the arbitrary set results from the BanachTarski theorem, first note that the open sets handle all points in the space except for a nowhere dense set. At the cost of increasing the nowhere dense set of exceptions to a meager set, we can replace the open sets with Borel sets which are invariant under all of the relevant functions (both from the open set decomposition and from the Banach-Tarski decomposition). This Borel decomposition of an invariant set is then combined with the Banach-Tarski decomposition restricted to the meager exceptional set; the pieces used in the latter are meager and hence have the property of Baire.
We conclude this section with a summary of results from topology and group theory which will be needed later.
Suppose !!C' is a Polish space (a separable complete metric space, or a topological space which admits a complete separable metric). The closure of a set A ~ !!C' is denoted A. A set A ~!!C' has the property 0/ Baire if there is an open set 0 ~!!C' such that the symmetric difference Ab..O is meager (a countable union of nowhere dense sets). A comeager set is a set whose complement is meager; in particular, dense open sets are comeager. (The Baire Category Theorem states that any comeager set is dense.) Clearly the meager sets form a a-ideal; the collection tB of sets with the property of Baire contains all open sets and is easily seen to be closed under countable unions and complements [4, 2H.3] , so all Borel sets have the property of Baire.
Let G be a group acting on a set X. We say G acts/reefy on X if no nonidentity element of G has a fixed point in X. (This has no relation to whether G is itself a free group.) We similarly define" G acts freely on S" for a subset S of X, but S is required to be invariant under the action of G. If G has elements gt' ... , gn such that the unique homomorphism from the free group on generators at, ... , an to G which sends aj to gj for all i is in fact an isomorphism, then we say that the elements gl' ... ,gn are free generators for G. We will use the well-known fact that a free group on two generators (J, • has, for any finite n, a subgroup which is free on n generators; for example, the elements (Jkl for 1 :$ k :$ n are free generators for such a subgroup [3, p. 43 ]. The subgroup generated by a given subset S of a group will be denoted by (S).
An excellent source for background material on paradoxical decompositions is Wagon's book, The Banach-Tarski Paradox [9] .
OLD AND NEW DECOMPOSITIONS
In this section, we will review the basic definitions and results about BanachTarski decompositions (from Wagon [9] ) and show how to combine these results with Theorem 3.1 to get decompositions using sets with the property of Baire. The statement" A and Bare G-equidecomposable" is equivalent to: there is a bijection f: A ---t B which is piecewise in G (i.e., there are sets AI' ... , An with union A such that, for each i, f agrees with some element of G on Ai). For Baire equidecomposability, the sets Ai are required to have the property of Baire; note that, in this case, for any C ~ A, C has the property of Baire if and only if f( C) has the property of Baire.
It is not hard to see that the composition of two functions which are piecewise in G is also piecewise in G. (If f: A ---t Band g: B ---t C are piecewise in G, with pieces AI' ... ,An and B J , ... , Bm ' respectively, then the mn pieces Ainf-J(B) witness that gof is piecewise in G.) Hence, "'G is an equivalence relation.
Intuitively, "X is G-paradoxical" means that one can find finitely many disjoint subsets of X which can be rearranged by elements of G to form two copies of X. (This can be formalized by moving to a space consisting of infinitely many copies of X, where one can form an equidecomposability type semigroup [9, Chapter 8] .) Once one gets two copies, it is easy to get any finite number of copies: if f: X ---t A and g: X ---t B are bijections and piecewise in G, where A and B are disjoint, then the four maps f 0 f, fog, g 0 f, and gog are piecewise in G and have disjoint ranges, and the same method gives 2N such maps for any given N.
We define A :::SG B to mean that A is G-equidecomposable with some subset It is a well-known result of Hausdorff that the group G of rotations of S2 includes a subgroup G' which is free on two generators [9, p. 15] . This subgroup does not act freely on S2; any nontrivial rotation has exactly two fixed points. However, if we define D to be the set of all points which are images under elements of G' of fixed points of nonidentity elements of G', then D is a countable G' -invariant set and G' acts freely on S2 \ D, so we get the result of Hausdorff that S2 \ D is G-paradoxical for some countable D [9, p. 18] .
It is not hard to show that S2 "'G S2 \ D for any countable set D ~ S2 [9, p. 27] . To see this, find an axis of rotation (i.e., a line through the center of the sphere) which does not meet D, and find a rotation p around this axis such that no iterate pn (n > 0) sends a point of D to another point of D (this excludes only countably many of the uncountably many rotations around this axis, so such a p exists).
The same proof works for any sphere Sm (m 2 1 ), if the phrase "axis of rotation" is suitably interpreted (start by finding an (m-l)-dimensional flat through the center of the sphere which does not meet D).
We can now prove the Banach-Tarski paradox: for any n 22, the sphere Sn is paradoxical using rotations, and any ball in R n + I is paradoxical using isometries of R n + 1 [9, p. 53] . For S2 this follows immediately from the preceding two paragraphs. Given the result for Sn , we get the same result for Sn+1 \ {p, p'} where p and p' are antipodal points of Sn+1 , since Sn+1 \ {p , p'} is a union of copies of Sn and we can use the same rotations and decompositions on each copy. By the preceding paragraph, Sn+1 and Sn+1 \ {p, p'} are equidecomposable, so Sn+1 is paradoxical. Similarly, if Sn is paradoxical, then so is B \ {o} where B is a ball in R n + 1 with center 0, since B \ {o} is a union of copies of Sn . If S is one of these copies, and PES, then S \ {p} '" S; but clearly {p} '" {o} , so S '" S U {o} , so B \ {o} '" B , so B is paradoxical. The same argument applies to a "ball" (the set of points within a certain distance of a given center point) in Sn+1 for n 2 2, since the group of isometries of this ball is the same as the group of isometries of a ball in R n + 1 • We now show that any two bounded subsets of R n (n 2 3 ) with nonempty interior, or any two subsets of Sn (n 2 3) with nonempty interior, are equidecomposable using isometries [9, p. 53] . By Proposition 2.2, it suffices to show that, if A and B are two such sets, then A :; B. Let C be a ball included in B. Since A is bounded, it can be covered by finitely many translates of C . Since C is paradoxical, there are finitely many disjoint subsets of C which can be rearranged by isometries to cover all of these translates; these subsets can be cut down so that their images under the relevant isometries cover A without overlap. This shows that A :; C , so A :;. B , as desired. (The same fact holds for subsets of S2, but the proof is more difficult; see §5.)
This completes the review of the Banach-Tarski paradox and related results. We now have to see how to combine these results using arbitrary pieces with Theorem 3.1, which uses open pieces but does not produce a decomposition of the entire space. To do this, we use the following lemma. Proof. For both parts, the hypotheses only involve finitely many elements of G , and these elements generate a countable subgroup of G, so we may assume that G is countable.
For (a), let E be the union of the sets g(D) for g E G; then E is a Ginvariant meager set. If f: A -+ Band f': A \ D -+ B are the piecewise-in-G functions witnessing the hypotheses of (a), then define f":
G. Furthermore, the pieces are of two sorts: the pieces from f restricted to A n E , which have the property of Baire because they are subsets of the meager set E, and the pieces from f' restricted to A \ E , which have the property of Baire because the pieces from f' do. It only remains to show that f" is one-to-one. The function f" is composed of the two parts f t (A n E) and f' t (A \ E), each of which is one-to-one, so we must see that these parts have disjoint ranges. But f and f' are piecewise in G, and E is G-invariant; is one-to-one and piecewise in G, and the pieces have the property of Baire as before. Furthermore, if A~' is the range of 1;", then A~' n E = Ai n E and A~' \ E = A~ \ E (since E is invariant under elements of G and hence under 1; and 1;'). Therefore, the sets A~' for i:5 N are disjoint, so we are done. 0 If the space 2' satisfies the hypotheses of both Theorem 3.1 and the BanachTarski results, then Lemma 2.4(b) combines the Banach-Tarski decomposition with the decomposition from 3.1 to give a Baire paradoxical decomposition of 2'. In particular, we get the following two theorems: Theorem 2.5. Suppose G is a group of homeomorphisms acting freely on a Polish space 2' , and G includes a subgroup which is free on more than one generator. Then, for any N 2: 1, 2' can be partitioned into N pieces with the property of Baire, each of which is Baire G-equidecomposable with 2'. Proof. We may assume that G actually is a free group on finitely many generators, and hence countable. In fact, since a free group on 2 generators has subgroups which are free on any given finite number of generators, we may assume that G is a free group on 3N generators. We saw before that, since G acts freely on 2', For balls in R n + 1 , this is equivalent to the following: any ball in R n + 1 can be partitioned into finitely many pieces with the property of Baire which can be rearranged using isometries to form N disjoint balls identical to the original. The same applies to a ball in Sn+l unless the ball is so large that N disjoint copies of it will not fit in Sn+l .
Proof. Let G be a countable group of rotations of Sn which includes a subgroup which is free on 3N generators. (Such a subgroup exists for n = 2 by previously quoted results, and it can be extended to higher n by keeping the new coordinates fixed.) Clearly the set of fixed points of a nontrivial isometry of Sn or R n + 1 is nowhere dense, so the union of the G-orbits of the fixed points of nonidentity elements of G is meager. Hence, Theorem 3.1 applies to G when fit" is either Sn or a ball in R n + 1 or Sn+l. As described earlier in this section, the Banach-Tarski results also apply to Sn and to balls in R n + 1 
• 
Clearly C and flP \ C are open, so h is openly piecewise in G; we must see that h is one-to-one and that A" and B" = h(A") are dense in A and B, respectively. Since f and g -I are one-to-one, checking that h is one-to-one reduces to showing that f(A' n C) and g -I (g(B') \ C) are disjoint; but this is easy, because if x E f(A' n Cn) and g(x) exists, then g(x) is in Cn+1 and hence not in g(B') \ C.
To Note that Corollary 2.8 implies that, for any n 2:: 2 and R > 0 , the unit ball in R n + 1 includes finitely many disjoint open sets which can be rearranged by isometries to form a dense subset of the ball of radius R. In fact, if C is any bounded subset of R n + 1 which is the closure of its interior, then the unit ball includes finitely many disjoint open sets which can be rearranged by isometries so that the closure of their union is C.
Finally, we note that paradoxical decompositions using sets with the property of Baire imply the nonexistence of certain measures on the a-algebra of sets with the property of Baire: In this section we will prove the main result: given a sufficiently free group action by homeomorphisms on a Polish space (actually, all we need is a second countable Hausdorff space for which the Baire category theorem holds), there are finitely many disjoint open sets which can be rearranged so as to cover a dense open subset of the space more than once. As we saw in the preceding section, this implies that spaces such as Sn or R n + 1 (n 2:: 2) have paradoxical decompositions using pieces with the property of Baire. The important part of the following theorem is the case N = 2 , but the proof of this case is no simpler than the proof for general N. 
this fact is not used, and it is not true without modification for the variant proofs in the next section.) The initial sets are A~j = B~ = 0. During the construction, the following properties (which are clearly satisfied for n = 0) will be maintained as induction hypotheses: 
We will also maintain one other induction hypothesis, to be stated later.
Properties (1 ) and (2) guarantee that the sets A7 j and At)' are disjoint for
; hence, Aij and Ai')' will be disjoint. We must also ensure that, for each j, the set U;=l f;/A i ) is dense; that is, for every nonempty open set Z ~ 2' , at least one of the three sets f;j(A i ) must meet Z. In fact, it will suffice to handle all nonempty sets Z in some base for the topology of 2' . Fix a countable base % for this topology, and let (Un' Zn): n 2:: 0) be an enumeration of {1, 2, ... , N} x (% \ {0}). At stage n of the construction, we will construct A7t and B~+l from A~ and B~ so as to ensure that at least one of the three sets 1.-(A~_+l) (z = 1, 2, 3) meets Zn; once this is done
IJ. IJ.
for all n, the resulting sets Aij will have all of the desired properties. In order for this to work, we must ensure that an open set Z is never excluded from all three of J;)Al) , J;)A2) , and h/A3j) (i.e., included in all of J;)B 1j ) , h/B2j) ' and h/B3))' for any fixed j. If Z is excluded from two of the three sets J;/Aij) , then any nonempty open subset of Z must meet the third such set, so we might as well require that Z be included in this third set. at x' = J;~!(z) = J;~!(J;/x)). In fact, (3) can be restated in terms of x, as follows: If we need to be more specific, we will say that x is linked to x' via i, i' , j . Links are symmetric: if x is linked to x' via i, i' , j , then x' is linked to x via ii, i, j. Also, any point x is linked to only finitely many (in fact, at most 6N) other points. (The links can be viewed as forming a graph. On an orbit on which G acts freely, this graph is made up of triangles, coming from the triples x , x' , x" ; since the elements J;j of G are free generators of a free subgroup of G, it is not hard to show that the graph on this orbit has no simple cycles other than these triangles.)
At stage n in our construction, if we add x to B~ and x is linked to x' (Equivalently, the graph of active links, which is a subgraph of the graph of links, has the property that all connected components are finite.) This is clearly true for n = O.
We have now seen that the sets A~j and B~ satisfy hypotheses (1 )- ( 4); we have also seen that, if we can maintain these hypotheses through an inductive construction of sets A7 j and B~ which takes care of all of the pairs U, Z) = Un' Zn) , then the resulting sets Aij will satisfy the conclusion of the theorem. Hence, it only remains to show Proof. The construction will consist of two steps. In the first step, we will add finitely many points to the sets A7 j and B~ to get sets Aij and Bij satisfying (1)- (4); one of these points will be a point Xo E Afj for some 1 such that J;j(x o ) E Z. Of course, these sets probably will not be open. In the second step, we will "inflate" these finitely many points to get small open sets which, when added to A7 j and B~, give the desired sets A7/' and B~+l .
We start by finding a suitable point Xo and index 1. Each of the open sets A7 j and B~ has a nowhere dense boundary (any open set does); since G is countable, the set E of points in 2" which do not lie in any g-image ( g E G) of any of these boundaries is comeager. Therefore, we can choose a point Zo E E which lies in Z and is also in the comeager set on which G acts freely.
Properties (1) and (3) guarantee that, for at least one 1:S; 3, Zo does not lie in J;j(B~). Fix such an 1, and let Xo = J;;'(zo); if we make sure that Xo is in A~+l , then J;j(A~+I) will meet Z .
The ideas behind the construction of Aij. and Bij are as follows: We will start by putting Xo in A~j' Once we do this, we will have to put Xo in Bij for all (i, j) -:f. (1,:n if we hope to satisfy (2) . Then, if Xo is linked to x' via i, i', j, we might have to add x' to AO because of (3); then (2) will force us to add x' to the other B's, and this might bring (3) into play again, and so on. All of the points which come up in this process are connected to Xo by a path of zero or more links (which are, in fact, active), so they all have the form g(xo) for some g E G; we will keep track of the group elements g instead of the points g(x o ) ' We now give the construction precisely. Define subsets Sij and Tij of G simultaneously for all i and j by the following inductive clauses (these sets are to be the minimal sets meeting the following conditions):
The set Sij indicates which points are to be added to A ij , while Tij gives the points to be added to B ij . Clause (a) ensures that the current density requirement (given by J and Z) is met, while (b) and (c) enforce properties (2) and ( 3'), respectively. Thus, let Aij = A7 j U {g(xo): g E Sij} and Bij = B~ u {g(xo): g E T ij }; we will see that these sets satisfy properties (1)- (4). (It is not obvious that (c) as stated above suffices to prove (3) in all cases, but this turns out to be so.)
Every nonidentity element of Sij or Tij has the reduced form for some numbers i k , i~, and jk;
Proof. The fact that each element of Sij or Tij can be expressed in the form ( *) follows easily from the inductive definition of Sij and T ij , which also gives i~ =1= i k . We have (ik' jk) =1= (i~_I' jk-I) for all k, because rules (b) and (c) are applied alternately. Therefore, the representation ( *) of g is in reduced form in the free group with generators J;j' The last part of the claim follows immediately from the inductive definition. 0
Since the generators J;j are free generators in G, different sequences
, we can determine which of the sets SIJ and T[ J contain g: the unique expression of g as a reduced word in the generators fIJ will have the form J;-;I ow for some particular pair U, j) (unless g is the identity, in which case let (i, j) = (/, J) ), and g will be in Sij and in
j). It follows that no g is in both Sij and T ij ·
When written formally, the proof of Claim 1 is actually a proof by induction on the stage in the definition given by (a)-(c) at which a member g of G is added to the set Sij or Tij (in short, by induction on the definition of Sij and T ij ). We use the same method to prove
Proof. We prove this by induction; that is, we show that no application of one of the rules (a )-( c) can introduce a violation of one of these two statements unless such a violation was already present before the application of the rule. For rule (a), this is clear since Xo was chosen to be a point not in B~. For (b), since g E Sij ' we have g(xo) i:. B~ (otherwise there was a previously existing violation), so g(xo) i:. Atj' by (2) (with (i', j') and (i, j) interchanged). Finally, for (c), since we have g E Tij , the induction hypothesis gives g(x o ) i:. A7 j ; on the other hand, we have .t;~Jct;j(g(xo))) E B':" j , and if we also had .t;~l(.t;j(g(xo))) E B(j, then (3) (applied to z = .t;j(g(x o )) with i and i' interchanged) would
This completes the induction. 0
Recall that Zo was chosen to be in an orbit on which G acts freely, and that Xo is also in this orbit. Hence, every x in this orbit has a unique representation
Another by a path of links that are active for the sets A7 j and B~. 0
We are now ready to prove properties (1)- (4) for Aij and B ij .
(1):
We cannot have x E A~ and x E B~, by (1) for A~ and B~. The combination x E A7 j and x = h(xo)' h E Tij is ruled out by Claim 2, as is the combination x E B~ and ' then by freeness we must have g = h, so we cannot have both g E Sij and h E Tij , by the remarks following Claim 1.
Therefore, there is no way for x to be in both Aij and B ij , so (1) holds.
(2): This is easy; the points in A7 j are handled by (2) for A7 j , while the points g(xo) for g E Sij are handled by (b). 
IS handled the same way, with i and i" (and x and x") interchanged. This leaves the case x = g(xo) and x" = gil (xo) , which we will see cannot happen.
By Claim 1, we can express g in the reduced form (*), where the last pair (i~, jm) (or (T, j) if g is the identity) is different from (i, j) (otherwise g would be in Sij rather than T ij ). We can also express gil in this form, and here the last pair will be different from (i", j are disjoint from each other and do not cross over the boundaries of the sets A~j and B~ (i.e., they are contained in or disjoint from these sets), then anything which happens at a point g(xo) will happen throughout the neighborhood (4) for Ai} and Bi} wIll Imply (1)- (4) for Ai} and Bi} . We now give the proof of these statements (which has one unexpected twist). Let S be the set of all g E G such that Xo is connected to g(xo) by a path of links which are active for the sets Aij and Hij (we allow newly activated links as well as those which were active at stage n); clearly Sij ~ Sand Tij ~ S for all i and j. Define S' to be the set of g E G such that either g E S or there is g' E S such that g(xo) is linked to g' (xo) (by a single inactive link).
Equivalently, S' is the set of all elements of G of the form r:l of· 0 g with ,-I, This completes the proof of Theorem 3.1 (and the results in §2). 0
We stated earlier that the proof of Theorem 3.1 could be given constructively (without appeal to the Axiom of Choice); to do so requires some care at certain points in the proof, since one cannot rely on such seemingly innocuous statements as "a countable union of meager sets is meager." Since the group G was assumed to be countable, we can fix an enumeration of it in advance; hence, arbitrary choices from G pose no problem. We can also fix an enumeration of a countable dense subset of the separable metric space .2"; this lets us explicitly construct a listing of a countable base for the topology of .2" (use balls with rational radii centered at points of the countable dense set). (Here we are just noting that the standard proof that separability implies second countability for metric spaces does not require the Axiom of Choice. The proof of Theorem 3.1 only requires second countability rather than separability.) From this we can give a constructive proof of the Baire category theorem (given an infinite sequence of dense open sets and a nonempty open set, one can find a point in the intersection of all of the sets): at each step in the standard proof [4, 2H.2] where we must choose an open set with certain properties, just choose the first suitable set from the countable base. This takes the arbitrariness out of the choice of Zo at each stage. We must also check that the set E from which Zo was chosen is really comeager; but this is no problem, since it was constructed as a countable is meager, then so is U gEG g(E'); the list of nowhere dense sets composing E' can be copied uniformly to the images g(E') , and the resulting lists can be merged as usual.) The only other arbitrary choice made in the proof was that of I, and here we can just choose the least possible value. Now the proof is completely constuctive.
VARIATIONS ON A THEOREM
In this section we give extensions of Theorem 3.1 in several directions. Most of these extensions do not seem to -follow directly from Theorem 3.1, so we will have to repeat the proof from §3 with modifications; instead of giving complete proofs, we indicate the changes which must be made in the proof of Theorem 3.1. Applications of these results are given in the next section.
Density and disjointness on both sides. The sets Aij from Theorem 3.1 do not necessarily cover a dense subset of .f!C', and two image sets J;j(Aij) and J;lj(Aj/) are not necessarily disjoint. Either one of these properties can be arranged by modifying the sets Aij after they are constructed. (To make the sets have dense union, simply add the interior of the complement of their union to All; to make different image sets with the same j disjoint, subtract the closure of Uj/<jJ;jl(J;)Ai'j» from Aij') Or one could apply a form of Proposition 2.9 (the open-sets version of the Banach-Schrader-Bernstein theorem) to get both properties, at the cost of increasing the number of open sets. With a little more work, however, we can get both of these properties to hold simultaneously without increasing the number of pieces: the required properties. In order to make Uj~3. j~N Aij dense in .f!C' , there are additional requirements to be met: each nonempty Z in the countable base for the topology must meet at least one of the sets Aij' We therefore revise the list of pairs Un' Zn) so that it also includes all pairs (0, Z) ; if Un' Zn) = (0, Z) , then we ensure that, for some i, j, Z n A7t =1= 0.
We maintain the same induction hypotheses (1)-(4) as before, but add two new hypotheses:
(2) Disjointness before moves: Define the sets Sij and Tij by the same inductive clauses as before:
(a) The identity element of G is in SIj.
Also, define sets S;j and Ti~ inductively as follows:
(a') The identity element of G is in S;j.
Then let Aij = A7jU{g(xo): g E SijUS;j} and Bij = B~U{g(xo): g E TijUTi~}· (The sets Sij and Tij are constructed so that Aij and Bij will satisfy (2) and (3), while the sets S;j and ~~ enforce (5) and (6). As we will see, there is no need to mix these two parts of the construction in a single inductive definition.) Every element of S;j or ~~ (other than the identity element in S;j) has the reduced form (the same as before) with (iI' jl) = (T, J), while no element of Sij or Tij has this form. The reduced word for an element of Ti~ has .t;jl as its leftmost component, while the reduced word for an element of S;j does not. Also, if
(These facts are proved by induction on the inductive definition of S;j and Ti~.) Hence, the proof that (1) holds for Aij and Bij goes through as before.
In the proofs of (2) and (3), we have some extra cases to consider. For (2) ,
for some g E S;j. In the first of these cases, we have
where g E S;j is not the identity, then g was added to S;j by clause (c'), and the hypotheses of (c')
To verify (3), suppose {i, i', i"} = {1, 2, 3}; we must show that, if x =
then g has the reduced form It}' 0 h j 0 h for some word h E S;j and some Now suppose x satisfies the hypothesis of (5). For each (i', j') other than (i, i), x is in Bilj' and hence is either in B(j' , of the form g(xo) for some g E Ti'jl, or of the form g' (x o ) for some g' E T/ j'. If the second of these possibilities holds for some (i', j'), then the definition of Ti'j' implies that g E Si" j" for some (i", j") ; then (i", i") must be (i, i) (since we already verified (1)), so X E Ai}. So suppose the second possibility does not arise. If the third possibility holds for some (i', j'), then this (i', j') is unique (by freeness, we can determine g' from x, and then (i', j') can be determined from the reduced form of g'), so x must be in B7J for all other (I, J) , and now (c') with (i, i) and (i', j') interchanged gives x E A ij . Finally, if
The verification of (6) proceeds by a similar consideration of three cases. This completes the proof that Aij and Bij satisfy (1 )- ( 6) .
We can now define S, S', and U o as before, and let Proof. We may assume R =I 0. We proceed as in the proof of Theorem 3.1, constructing sets A7 j and B~ satisfying four inductive hypotheses. Properties (1) and (3) are unchanged. Property (2) is modified to state:
The modification of property (4) must be done carefully; we have to consider connections by active links and by combinations so ,-I for" s E R, but we cannot allow arbitrary combinations of the latter if we want (4) 
This relation is easily seen to be symmetric, but it is not necessarily transitive. The revised (4) is: (4) Any point is actively R-connected to only finitely many other points.
This clearly holds at stage 0, since R is finite.
As before, we define sets Sjj and ~j by three inductive clauses. Clauses i~_1 ' jk-I) . Therefore, the assumed properties of Rand J;j imply as before that properties (1)-(3) hold for the sets Ajj and B ij . For (4), note that, if x is actively R-connectedto y for the sets AlJ and B IJ , then either no newly activated link was used in the path from x to y, in which case x was actively R-connected to y for A;J and B;J' or some newly activated link was used, in which case z is actively R-connected to y for A;Jand B;J' where z is one of the points involved in a newly activated link (namely the last such point in the path from x to y). Since there are only finitely many such z's, and (4) for A;J and B;J can be applied to each such z and to x, we see that only finitely many y 's can be actively R-connected to x for AIJ and B IJ , so (4) holds for these sets. Now define S to be the set of g E G such that Xo and g(xo) are actively R-connected (for the sets Aij and B ij ), and let S' be the set of elements of G which are of either of the forms so r-I 0 g or f;~1 0 f;j 0 g for some g E S, along with all g' E G such that, for some g E S, Proof. Construct Ai} as in Theorem 4.3. The sets Aij n U rER r( 0) also satisfy the conclusion of this theorem, since the set of points being removed from Ai} is nowhere dense and this property is preserved by the homeomorphisms f;j.
Therefore, the sets C ijr = r-I(Ai} n r(O)) and the functions h ijr = f;j 0 r have the desired properties. 0
Incomplete spaces and locally commutative actions. We will now see that the hypotheses of Theorem 3.1 can be weakened in two ways: the space 2' need not be complete, and the action of G need only be locally commutative, rather than free, on a dense subset of 2'. (An action of G is locally commutative if any two elements of G with a common fixed point commute.) Most of the results in this subsection were suggested to us by J. Mycielski. First, consider a countable group G with a free subgroup on 3N generators such that G acts freely by homeomorphisms on a countable metric space (e.g., G itself with a suitable metric). The proof of Theorem 3.1 goes through in this situation, except for one point: we cannot use the Baire category theorem to choose a point Zo avoiding all images of boundaries of the sets A~ and B~. Instead, we make sure that these sets have no boundary (i.e., they are clopen). To do this, we merely have to make sure that the neighborhood U o of Xo chosen in the last part of the proof is clopen; this is easy in a countable space (let U o be a ball with center Xo whose radius is sufficiently small and is not one of the countably many distances between pairs of points in the space).
Once one has Theorem 3.1 for countable metric spaces, one can prove it for an arbitrary separable metric space 2 on which a countable group G (with a subgroup free on 3N generators) acts by homeomorphisms, as long as there is a dense G-invariant subset of 2 on which G acts freely. (In a Polish space, this is equivalent to acting freely on a comeager set, since the set of fixed points of a homeomorphism is closed.) This is a consequence of the following proposition: JJe which is dense in 2. In particular, the sets ui=1 J;j(A i ) are dense in 2, as desired. 0 Now, if G acts freely on a dense subset of a given separable metric space 2 , then one can easily find a countable dense subset of 2 on which G acts freely, apply the version of Theorem 3.1 for countable spaces to this subspace, and use Proposition 4.5 to get the desired result for 2. Alternatively, instead of working "from below" like this, one can work "from above" by embedding 2 in a complete space 'Y on which G still acts by homeomorphisms, and then applying (the original form of) Theorem 3.1 and Proposition 4.5. This cannot always be done using the ordinary metric completion of 2, but the following proposition shows that a suitable space 'Y can be found (although the embedding of 2 into 'Y may be only a homeomorphism rather than an isometry). g 0 hand g--; ;-h must agree wherever they are both defined, because they are continuous and agree on the dense subset 2".
Similarly, ? agrees with g -Ion Ag-I nB g ; furthermore, if e is the identity of G, then e is the identity function on Ae = Be. Let Do be the intersection of the sets Ag and Bg for g E G. Given D n , let Dn+1 be the intersection of g(Dn) n g-I(D n ) for g E G (so Dn+1 ~ Dn); let ~ = n:ODn. Then the sets Dn and ~ are all Go sets including 2", and the functions g I ~ for
is itself a Polish space (Alexandrov's theorem [2, §33 VI]) extending 2" on which G acts by homeomorphisms. 0
Until now, we have assumed that the group G acts freely, at least on a dense subset of the given space. R. Robinson and T. Dekker showed that, for the Banach-Tarski results, the assumption that G acts freely could be weakened so as to require only local commutativity. We will now see that the results for free actions by homeomorphisms can be combined with those for locally commutative actions without a topology to get a version of Theorem 3.1 for locally commutative actions on separable metric spaces. 
Then there are disjoint open subsets Ai} of 2" such that, for each j
Proof. By Proposition 4.5, if the conclusion holds on the dense subspace on which G acts locally commutatively, then it holds on 2"; therefore, we may assume that G acts locally commutatively on all of 2". We may also assume that G is the free group generated by the elements J;j.
For each g E G, let U g be the interior of the set of fixed points of g. Let 2'" = UgEG\{e} U g (where e is the identity in G) and 2"" = 2"\2'" . Then 2'" and 2"" are disjoint G-invariantopensubsetsof 2" (since h(Ug) ~ Uhogoh-l), and 2'" u2"" is dense in 2" . Therefore First, consider 2''' . The definition of 2''' ensures that, for each nonidentity g E G, the set of fixed points of G is nowhere dense in 2''' (since this set is closed). Apply Proposition 4.6 to get a Polish space 1/" with 2'" as a dense subspace such that the action of G on 2''' can be extended to an action of G on 1/" by homeomorphisms. Since the set of fixed points of a nonidentity element of G is closed in 1/" and does not include a nonempty open subset of 2''' , it must be nowhere dense in 1/" . Therefore, G acts freely on a comeager subset of 1/" , so Theorem 3.1 and Proposition 4.5 give the desired open subsets of 2''' .
It remains to handle 2". We will use the standard fact that any subgroup of a free group is free [3, Corollary 2.9]. In particular, if two elements g and h of G commute, then the subgroup of G generated by g and h is both Abelian and free, so it must be cyclic, so g and h are powers of a common element of G, and there exist integers m, n (not both 0) such that gm = h n . We will also use the fact that, if g and h generate a free non-Abelian group, then they are free generators for this group [ Proof. We will just give the proof of the first part; the proof of the second part is the same except for extra bookkeeping (to keep track of the disjointness and density requirements for each j). Again we define A to be the union of an increasing sequence 
;-;I(J;(X)). A link from x to x' is active (for An and Bn) if any point f;-;I (h(x)) or h--;! (h(x')) (I, I' :::; N)
is in An or B n .
A n +! B n + l .
I
t IS stl true t at a mg one new pomt to or activates on y finitely many links.
We must show how to get from An and B n to A n + 1 and B n + 1 so that, for a given nonempty open set Z = Zn' one of the sets J;(A n + l ) will meet Z.
As usual, we find a point Zo ,-I, ,-I" h' . 
i= I such that h-;l(h(h'(x O ))) = h(x o ) is not in Bn.
If h' is the identity, we can just let i l = I and i~ = I' and be done; so as- then g E Tn and h' was added to Sn by applying (c) to g. We may assume 
I' i= I, and h-;,l(h(h'(x O
)
I) I}
and again we may assume (im+I' i~+I) i= (i~, i m ), since otherwise h would be equal to g and the induction hypothesis would give the desired results. We know that h' was added to Tn by an application of (b) to g. Now, if i m+ 1 = i~ but i~+ 1 i= i m' then the applicability of (c) to h' implies that a ° a or a ° a lor any generator a.
J;I(J (h'(xo)))
In addition to replacing homeomorphisms with partial homeomorphisms, we will weaken the hypotheses of Theorem 3.1 in one more way. In the proof of Theorem 3.1, inductive hypothesis (4) held at stage 0 because there were no active links at all at stage 0, and this was because, for a fixed j , every element of the space was initially eligible for membership in at least three different sets fij(A i ) . We now want to consider situations where some points are eligible for membership in only two of the sets; in such cases, some links will be active at stage O. These links form an initial active link graph : § on JC' defined as follows: there is an edge from x to x' iff there is Y E $I' which is in the ranges of exactly two of the given partial homeomorphisms and the preimages of y under these functions are x and x'. This is no problem as long as there are few enough such links for (4) to hold, at least on a comeager set. The resulting theorem can be stated as follows: Proof. We will prove the first part first; as usual, this will be a variant of the proof of Theorem 3.1. Let Q be the (countable) set of partial homeomorphisms from ft" to ft" coming from alternating words on P. There is a com eager subset Do of ft" such that: Do is included in some set D as in (C); if D' is the set defined in (B), then p(Do) ~ D' for all PEP; Do is disjoint from the boundaries of the domains of the functions in Q and from the sets of fixed points of those elements of Q which come from nontrivial alternating reduced words on P; and, for any qE Q, q(Do) ~ Do' (The complement of D, the inverse images of the complement of D' under all PEP, the sets of fixed points of relevant elements of Q, and the boundaries of the domains of the elements of Q are all meager, so when put together they form a meager subset of ft"; the union of this meager subset and all of its images under members of Q is also meager, and we can let Do be the complement of this union.) . Here we define "link" and "active link" as follows:
We will construct open sets
Definition. Points x and x' in ft" are linked if there are p, pi E P such that p(x) = pi (x') ; the link is active if the point p(x) is in at most two of the sets pI! (ft" \ B;,,) for pI! E P (including p and pi).
Note that if two points are linked and one of them is in Do, then the other one is also in Do'
The sets A~ and B~ are defined to be empty as usual. It is easy to verify that (1)-(4) hold for these sets; hypotheses (B) and (C) (as used in the definition of Do) imply (3) and (4) The union of the boundaries of the sets A; and B; for PEP is meager, so all of its images under functions q E Q are also meager; let E be the complement of the union of these images. Then E is comeager and q(E) ~ E for q E Q. Hypothesis (B) implies that at least one PEP has a range which meets Z ; in fact, since Do and E are comeager, we can choose a point Zo E Z such that Zo E p(Do n E) for some pEP. Now (1) and (3) holds for exactly one such p' , then we can use (c); if (ii) holds for more than one p' , we get a contradiction to the preceding paragraph.)
Next, define S to be the set of all alternating reduced words g such that g(xo) exists and the links in the path of links from Xo to g(xo) (one can read off this path from g) are all active for the sets Ap and Bp; since these sets satisfy (4), S is finite. Let S' be the set of all words obtained by taking This completes the proof of the first part of the theorem. For the second part, we will follow the modifications used to get the proof of Theorem 4.1 from that of Theorem 3.1, and make corresponding modifications in the above proof.
First, we add another property to the list of properties of Do: Do is included in the set defined in hypothesis (D). (This set is open and dense, so we can still make Do comeager.) Also, we make a minor change in the definition of "active link": Definition. Points x and x' in JC' are linked if there are p, pi E P such that p(x) = pi (x') ; the link is active if the point p(x) is in at most two of the sets p" (JC' \ B;/I) for p" E P (including p and pi), or if there is p" E P such that The extra clause is needed so that the analogue of the following statement from the proof of Lemma 4.2 will hold here: if g is in S;j or T: j , then Xo is connected to g(x o ) by a path of links, all of which are active (for A;J and B;J) except possibly for the first. This held in the proof of 4.2 because we used a rather inclusive definition of "active link" to begin with; here, when some points are in more of the ranges of the functions PEP than others, we have to be more careful. (Actually, to get the above statement, it would suffice to state the new clause for p" equal to p or pi; however, we want to preserve the property that, in a cluster of links formed by several points in JC' being mapped by various p 's to the same point in ']I' , the links are either all active or all inactive.)
We now add three new inductive hypotheses: Actually, (7) is not really an inductive hypothesis, because we will take care of it once and for all at stage O. To do this, we define B~ to be the interior of the complement of the domain of p; A~ is defined to be empty as before. Now, if x E Do ' then x is not on the boundary of the domain of p, since p -lop E Q has the same domain as p; hence, if x is not in the domain of p, then x is in the interior of the complement of this domain, so x E B~ ~ B; . The parts of B; outside the domain of p have little effect on properties (1)- (6); it is easy to prove that these properties hold for the sets A~ and B~. (For (5), if a point were in all but two of the sets B~, some neighborhood of this point would be included in all but two of these sets, and this would contradict (D). For the same reason, the new part of the definition of "active link" is vacuous for the sets A~ and B~, so (C) implies (4) (1)- (6) for these new sets goes through as before. We must also consider requirements on the 2' side: for any non empty open set Z in some countable base for 2', we have to be able to enlarge A; and B; to A;+I and B;+I so that at least one of the sets A;+I meets Z . Here we just find Zo E Do n E n Z , choose jJ E P so that Zo ¢. B; (such a jJ exists by (5) and (1), and Zo is in the domain of jJ by (7) which are in at least three of the domains of the partial homeomorphisms in U~=I P j be dense.) Then the result is that, if the analogues of (A)-(C) hold, 'Y being defined to be the sum (disjoint union) of the spaces Y j , and with P defined to be all of the sets P j together (with each map in P j composed with the canonical embedding from 'f/j to 'Y). (For (A), we do not have to worry about the alternating reduced words not satisfying the condition that each pair a k , b k come from a single P j , since any such word will be evaluated as the empty partial homeomorphism.) If one really wanted to, one could weaken the conditions in Theorem 4.9 a little further (e.g., by changing (D) to allow more points to be in only two domains, and then giving a more complicated formulation of (C) so that inductive hypothesis (4) will hold at stage 0), but we see little point in doing so; we only went so far as to state the theorem as above because it is needed for a result in the next section.
EQUIDECOMPOSABILITY IN S2 , CONGRUENT SETS, AND MINIMAL DECOMPOSITIONS
The variants of Theorem 3.1 can be combined with corresponding results about decompositions using arbitrary pieces to get more results about decompositions using pieces with the property of Baire. In this section, we give several examples of this: analogues of Corollaries 2.7 and 2.8 for the sphere S2; decompositions of Sn or related spaces into congruent pieces with the property of Baire; and Baire paradoxical decompositions with as few pieces as possible.
Equidecomposability of subsets of S2 or H2
• In order to show that bounded subsets of R n + 1 (n ~ 2) or Sn (n ~ 3) with the property of Baire and nonempty interior are Baire equidecomposable, we used the facts that any bounded set can be covered by finitely many translates of a given ball (symmetrical neighborhood of a point) and that any ball is Baire paradoxical; the latter fact was true because the ball had a sufficiently free group of isometries. Proof· Let 1;, 1; , 1; , gl ' gz be free generators for a free group of rotations of Sz. Clearly the rotations gl and gz are of infinite order, and they are rotations around different axes II and I z ; it is easy to see that any nonempty closed subset of SZ which is invariant under gl and gz must be invariant under any rotation around axis II or around I z , and hence must be the entire sphere. Therefore, if x is any point in A, then the orbit of x under the subgroup H = (gl ' gz) is dense in S2 , which means that the images h(A) for h E H cover S2. Since S2 is compact, there is a finite set R t; H such that In almost the same way, we can give another proof of the corresponding results for Sn (n:::: 3). The only difference is in the construction of the set R, because it is no longer true that, under any two free rotations, all orbits must be dense. Instead, we find a finite set {PI' ... , Pm} of rotations such that the sets Pj(A) cover Sn , without worrying about freeness. Now, using the general fact that the set of sequences gl ' ... , gm' 1; , 1; , 1; of rotations which are free generators for a free subgroup of the rotation group SOn+1 is dense (in fact, comeager) in SO::~3 [9, p. 83], we can find such a sequence where the rotations gj are so close to the rotations Pj that the images gi(A) for i:::; m also cover Sn . Now, if R = {gl ' ... , gm} , then the rotations J; generate a free subgroup which is independent of R, so Corollary 4.4 can be applied as before.
Similarly, we can prove that any two bounded subsets of the hyperbolic plane H2 with the property of Baire and nonempty interior are Baire equidecompos-able. Of course, we need the corresponding result for general equidecomposability, that any two bounded subsets of H2 with non empty interior are equidecomposable; this is a result of Mycielski [5] . To get a version of this for open sets, first note that the methods from chapter 6 of Wagon [9] can be used to prove the following: the set of infinite sequences 1;, 1; , . .. of isometries of H2 such that the isometries 1; are independent (i.e., they are free generators for a free group of isometries) is comeager (in the infinite-dimensional product of the group of isometries of H2, topologized in the standard way). In particular, we can find such a sequence with the property that the points fm(O) , Partitions into congment sets. As we did with Theorem 5.1, we are going to combine Theorem 4.8 with a corresponding result using arbitrary sets to get partitions of Sn into congruent sets with the property of Baire. Here, however, we must be more careful, because instead of having separate pieces for the com eager part (coming from the open sets) and the meager part (coming from the arbitrary sets), we must combine corresponding pieces.
First, we review some definitions concerning congruences [9, p. 44 A system of congruences is called weak if, among all congruences which can be deduced from the system by taking complements and applying transitivity, there is no congruence of the form U kEL Ak ~ U kEL , Ak which requires some set to be congruent to its complement.
The main result about solutions to systems of congruences using arbitrary sets is the following: Suppose the pairs Lj' R j for i :::; m specify a proper system of congruences. Suppose G is a group acting on a set X, and elements (Jj (1 :::; i :::; m) of G are free generators for a free subgroup of G. Finally, suppose that either G acts freely on X, or the system of congruences is weak and G acts locally commutatively on X (i.e., any two elements of G with a common fixed point commute). Then there is a solution to the system of congruences in X such that (Jj witnesses congruence number i [9, p. 46] .
Clearly the action of th~ group of rotations on the sphere S2 is locally commutative. This is not true of higher-dimensional rotation groups, but it is known that the rotation group on the sphere Sn (n ~ 2 ) has subgroups which are free on more than one generator (and hence subgroups which are free on any given finite number of generators) which act locally commutatively (even freely if n is odd) on Sn [9, p. 57] . It follows easily that Sn can be partitioned into N congruent pieces if N ~ 3; one merely has to write down the congruences Al ~ Aj for 2 :::; i :::; N and note that they form a weak system if N ~ 3. If one adds the additional congruences Al ~ U~=j Ak for 3 :::; i < N, then the new system is still weak, and any solution to it in Sn gives a partition of Sn into N congruent sets, any j of which (for 3:::; j :::; N) can be rearranged to form a partition of S2 into j pieces [9, p. 88] . This is the result we combine with Theorem 4.8 to get It is now natural to ask which systems of congruences have solutions using subsets of S2 with the property of Baire, and which systems have solutions using open sets which are only required to cover a dense open subset of S2 . A complete answer to the first question, and a partial answer to the second, will appear in a forthcoming paper [l] . Here we will just show that not all weak systems have solutions. To see this, we use the following fact: One can use this fact to show that, for example, the weak system of congruences defined in the second paragraph of the proof of Theorem 5.4 has no solutions using subsets of S2 with the property of Baire, or using open subsets whose union is just required to be dense, if N ~ 4. Recall that this system included the congruences Al ~ A3 and Al ~ A3 U A 4 , so A3 ~ A3 U A 4 , so the set A4 must be meager; but all of the sets are required to be congruent, so they are all meager, so their union must be meager and hence not all of S2 or even a dense open subset of S2 .
Let G be a countable free group of rotations of S2. Note that, since each element of· G other than the identity has only two fixed points, G acts freely on S2 \ D for some countable set D. But S2 \ D is a G,J set in S2 and is therefore a Polish space itself [2, §33 VI] , and the preceding paragraphs hold for this new space as well. Hence, even in a Polish space on which a free group of homeomorphisms acts freely, it may be that not all weak systems of congruences are solvable.
Decompositions with a minimal number of pieces. In §2 we were not very careful about how many pieces were used in our decompositions. Now we will see what the minimum number of pieces is for a paradoxical decomposition of S2 or the unit ball in R3 using pieces with the property of Baire; here we cannot use results like the Banach-Schroder-Bemstein theorem which increase the number of pieces.
We first obtain a lower bound: S2 is not Baire equidecomposable with two copies of S2 using fewer than six pieces, and the same applies to the unit ball in R3 . This was first proved by F. Wehrung by an argument about Borelmeasurable partitions of unity [10] ; we will give a different proof here. Proof. We just prove (a); the proof of (b) is the same. Let G be the (countable) group generated by 1;, ... , fm ' and let E by the union of all of the sets h (D) and h(D') for h E G; then E is meager. Now define Aj to be (A~ n E) u (A~' \ E). As usual, Aj has the property of Baire since A~' has the property of Baire and E and A; n E are meager; the G-invariance of E shows that This shows that the minimal number of pieces in a paradoxical decomposition from one n-sphere to two (n 2: 2) using pieces with the property of Baire is six; in fact, the same method shows that the minimal number of pieces to go from one n-sphere to N n-spheres is 3N.
There appears to be some inefficiency in the way we are using the free rotations to get open sets, as compared to the way they are used to get arbitrary sets via congruences. When obtaining the four arbitrary pieces, only two rotations are used, because the other two pieces are not moved; in the construction of open sets, we applied a different rotation to each piece. However, if one has rotations J;j and open sets Ai} such that U;=I J;j(A j) is dense for each j, then one gets the same result using the rotations a jj = f;jl 0 J;j , since this just rotates the entire dense set after it is built; since ali is the identity, we are only using the free rotations a 2i and a 3i . Of course, the proof of Theorem 3.1 and its variants uses the rotations ~i; one could give the proof in terms of the rotations a ii , but it would be much more tedious to keep track of which expressions are reduced words in the free group.
For the unit ball B in R 3 , the proofs of Proposition 5.6 and Theorem 5.7 go through using ordinary Lebesgue measure (normalized to give B measure 1, if desired); B is not closed under isometries of R 3 , but this does not matter because the measure is still invariant. One therefore finds that at least six pieces are needed to get two balls from one. On the other hand, the standard method for getting a minimal decomposition of a ball uses the four pieces needed to decompose a sphere by rotations, together with a fifth piece which is just a single point that will become the center of the second sphere [9, p. 40 ]. This point is "stolen" from one of the spheres making up B \ {OJ (where 0 is the center of B), and the decomposition of that sphere is revised to make up for it. If one now repeats the proof of Lemma 5.8, making sure that the meager set E includes the "stolen" point, then there is no problem combining this decomposition of B with the decomposition obtained from Theorem 4.1 (for which only rotations are needed) to get a decomposition from B to two copies of B using seven pieces with the property of Baire (one of which is just a single point). In fact, the same argument applies to higher-dimensional balls, so we get Proposition 5.10. A ball of radius 1 in R n + 1 (n ~ 2) is Baire equidecomposable with two such balls, using seven pieces. 0 The same method shows that one ball and N balls are Baire equidecomposable, using 4N -1 pieces. However, unlike the situation for arbitrary decompositions, this method for getting decompositions of a ball from decompositions of a sphere does not necessarily produce optimal results here: Theorem 5.11. A ball of radius 1 in R3 is Baire equidecomposable with two such balls, using six pieces.
Proof. Let B be the closed unit ball in R3 (the same proof works for the open ball). As usual, getting a decomposition using sets with the property of Baire requires a decomposition using arbitrary sets and a decomposition using open sets. Let 1;, 1;, 1;, gl' g2' and g3 be free generators for a free group of rotations of R3 around the origin (the center of B). This list of mappings cannot be used for the decomposition (the centers of both new balls would have to come from the center of the old ball); however, we will see that, if w is a suitable vector and Tw is the translation of R3 sending the origin to w, then we can get the desired decomposition using the isometries 1;, 1;, 1;, gl' g2' and Tw 0 g3' By Lemma 5.8(b), it will suffice to get an arbitrary-sets decomposition using these mappings and an open-sets decomposition (of dense open subsets of B) using these mappings; we will use R. Robinson's refinement of the Banach-Tarski theorem for the former and Theorem 4.9 for the latter. Instead of specifying the requirements on w directly, it is more convenient to choose a suitable vector v and let w = g) (v). Let vi be a unit vector perpendicular to the axis of the rotation • which is in a free orbit under the action of the group generated by a, ., and .' (the latter condition only excludes countably many unit vectors, so such a vector exists). The vector v will be a small positive multiple of v) ; the magnitude Ivl will be specified later.
For the arbitrary-sets decomposition, we use R. Robinson's method for getting such a decomposition of B using five pieces [9, p. 41] . Here two pieces are not moved (i.e., moved by the identity map 1), one is moved by a, one is moved by ., and the fifth piece is a single point moved to the origin. This single point is usually taken to be on the boundary of B, but it can actually be any point of B in an orbit on which the group (a, .) acts freely; in particular, it can be the point .'-) (-v) , so we can take the map moving it to the origin to be Tv 0 r' . We now have a decomposition using the desired isometries (the isometry a' is not needed, so we can take the corresponding piece to be the empty set).
It now remains to find a decomposition between one dense open subset of B and two such subsets, using open sets (call them A) , A 2 , A 3 , B) , B 2 , and B 3 ) and the isometries 1; , fz, f3' g) , g2' and Tw 0 g3' For this, we will use Theorem 4.9, in the form given immediately after the proof of that theorem. The partial homeomorphisms will be the six isometries above, restricted so that their domains and ranges are included in B. However, the space 2' will not be all of B; as we will soon see, hypothesis (C) of Theorem 4.9 is not satisfied by B.
Let e be the axis of the rotation ., and let ±u be the unit vectors in the direction of e . (Recall that v is perpendicular to e .) When continuously rotated around the line e , the ball Tv(B) sweeps out a shape which includes all of B except for two small "caps," one containing u (call it C) and one containing -u ( -C); see Figure 5 .1. In particular, the sets g) (C). and g) (-C) lie outside (Tw 0 g3)(B) , so they will have to be taken care of by the sets B) and B 2 . But any point in C or -C which is not on e is in an infinite orbit of • = g;) 0 g2 which is included in C or -C; this shows that hypothesis (C) of Theorem 4.9 cannot hold for the entire ball B. To get around this, we will handle C and -C separately, and just work with the rest of B. Let 2' = B \ (C u -C) ; then 2' is a closed set in R3 (an open set if B is an open ball) and hence a Polish space in its own right. Let ~ = B and ~ = g) (2'). Define the partial homeomorphisms p), P 2 , P 3 from 2' to ~ by letting Pi be the restriction of 1; to the interior of 2'; similarly, define the partial homeomorphisms q), q2' q3 from 2' to ~ to be the maps g), g2' Tw 0 g3' with each map h restricted to T w og 3 , respectively. Since the rotations were chosen as free generators, Wi gives a nontrivial rotation p of R3. Using the fact that the translations form a normal subgroup of the isometry group of R3 (in particular, if h is an isometry fixing the origin and x E R3 , then h a Tx = Th(x) a h ), one sees that w" gives an isometry of the form Ty a p for some y. Since p is not the identity, Ty a p cannot be the identity, so its set of fixed points is nowhere dense in R3. The partial homeomorphism given by w is just the restriction of Ty a p to some domain, so its set of fixed points is also nowhere dense (in R3 and hence in .%' ).
For (B) and (C), we will use the fact that the caps ±C can be made as small in diameter as we like (i.e., can be required to lie within arbitrarily small neighborhoods of ±u), simply by requiring Ivl to be sufficiently small; this follows from the fact that v and £ are perpendicular. Now, for (B), we need to see that the ranges of PI ' P 2 ' and P 3 cover a dense subset of ~ = B twice, while the ranges of ql' q2' and q3 cover a dense subset of ~ twice. The only points in the interior of ~ not in the range of Pi (i = 1 , 2, 3) are those in J;(±C) , so we must see that these six cap images do not overlap, if Ivl is sufficiently small. Here it will suffice to show that the six points J;(±u) are distinct, because we can require the caps to lie within very small neighborhoods of the points. But if we had, say, ~ (u) = .1;( -u), then .1;-1 0 ~ 0.1;-1 0 ~ would be a rotation fixing the origin and the point u, so it would be a rotation around the axis £ , so it would commute with g ~ 1 0 g2 ' contradicting the fact that the six given rotations are free generators. Therefore, the six points are distinct, so the interior of ~ is covered twice. As for ~, since.%' is fixed under r = g~1 0 g2 ' we have ~ = gl (.%') = g2(.%') , so the ranges of ql and q2 both cover the entire interior of ~ . This completes the proof of (B).
Next, for (C), let : § be the initial active link graph; we will see that : § has finite connected components, if Ivl is small enough. Note that only points in the interior of .%' can be endpoints of edges of : § , since the domains of the partial homeomorphisms were limited to this interior. The graph : § consists of two parts. The first part comes from the fact that Tw(B) does not cover B; for any point y in the interior of ~ which is not in the interior of Tw(B) (the light gray part of Figure 5 .1), the points x = g;l(y) and Xl = g~l(y) = r(x)
are initially actively linked. Let ~ be the subgraph of : § consisting of these edges. The second part comes from the fact that we are using .%' instead of B, and hence there are initially active links between images of the caps ±C. We will now show that every connected component of : §I is finite, and that, if Ivl is sufficiently small, then each connected component of : § contains at most one edge from ~. It follows that every component of : § is made up of one or two components of ~ and is therefore finite, as desired. Let x be a point in the interior of ~ ; we must see that the component of x in : §I is finite. The only points which could be connected to x by an edge of : §I are r(x) and r-I(x); by iteration, we see that the component of x in : §I is included in the set {rn(x): n E Z} , and the only possible edges of : §I between points in this set are those between rn (x) and r n + 1 (x). If x is on £, then these points all coincide, so x is the only point in its ~ -component; so assume x is not on £. Since r is a member of a free group of rotations, it must be a rotation about '-through an angle 2n(} where () is irrational. Hence, the points rn(x) for n E Z are distinct. To prove that the ~-component of x is finite, it will suffice to show that there exist a positive k and a nonpositive k such that there is no edge in ~ from rk-I(x) to l(x); if kl is the least such positive k and k2 is the greatest such nonpositive k, then the ~ -component of x is {rn(x): k 2 :::; n < k l }.
Since x is in the interior of 2' (and hence not in the closure of C or of -C), the circle obtained by rotating x continuously around '-must meet the interior of T.;(B) , so an entire arc of that circle lies within the interior of Ty (B) . We now use the well-known fact that the multiples (), 2() , 3() , ... of an irrational number () have fractional parts which are dense in the interval (0, 1) [7, §6.4] . This implies that the points rn(x), n = 1,2, ... , are dense in the above circle, so there must be a positive k such that rk (x) is in the interior of Ty(B). Then gl(rk(x)) = g2(l-I(X)) is in the interior of Tw(B) as well as the interior of B, so there is no edge of ~ from r k -I (x) to rk (x) . The argument for negative k is similar, so ~I has finite connected components.
We must now see how to ensure that each connected component of ~ contains at most one edge from ~. Let S be the set consisting of the fourteen points 1;-;-\t;(±u)) (i =j:. i') and g~l(g3(±u)). As in the proof of (B), .one can see that these points are distinct; in fact, the points rk(x) for XES and k E Z are all distinct. (Otherwise we would have rk(h(u)) = h'(±u) with k E Z and We will show that, if Ivl is as above, then a component of ~ which contains an edge of ~2 cannot contain another such edge. First, consider a component of ~ which contains an edge of ~ arising from a point y E T w (g3(±C)). For definiteness, suppose y E T..,(g3(C)); the case y E T.., (g3(-C)) is the same. This edge connects the points x = g~l(y) and r-I(x) = g;l(y). Since y E T..,(g3(C)) , we have y E g3(U) , so x E g~l(g3(U)). Fix a positive kl < K and a negative k2 > -K such that rkl (g~1 (g3(u)) ) . VI > e and 'l2(g~1 (g3(u)) ) .
VI > e. We will show that the component of x is included in the finite set {l(x): k2 S k < k l }.
Let H be the half-space {z: z . VI > IvI/2)}; then it is easy to see that B n H is included in the interior of ~(B). Since U has diameter less than el2 and rkl(g~l(g3(U))) ·v I > e, we have rkl(g~l(g3(U))) ~ H, so ll(X) is in the interior of Tv(B). Hence, there is no edge in ~I from ll-I(x) to rkl (x). Similarly, there is no edge in ~ from l2-1 (x) to r k2 (x). Now note that, by the choice of U, the sets rk(g~l(g3(U))) for k2 S k < kl are disjoint from each other and. from the caps ftl(I;(±C)) (i =I-i') and g;-I(T..,(g3(±C))) (i = 1,2), except that g~I(T..,(g3(C))) ~ g~l(g3(U)) and g;I(T,,(g3(C))) ~ r-l(g~l(g3(U))). Therefore, the only edge of ~ which has an endpoint in the set {l (x): k2 S k < k l } is the edge from r -I (x) to x. This completes the proof that no edge of ~ connects a point in this set to a point not in the set, so the ~ -component of x is included in this set and therefore contains no edge of ~ other than the given one.
Second, consider a component of ~ which contains an edge of ~2 arising from a point y E I;(±C) for some i S 3; again we assume for definiteness is the edge from x to x'. By the choice of k m (m = 1,2,3,4), no edge of ~ connects a point in this finite set to a point outside the set. Therefore, the ~ -component of x is included in this set and hence contains no edge of ~2 other than the edge from x to x' . This completes the proof of (C). Finally, (D) is trivial, because each of PI' P 2 , and P3 has as domain the entire interior of 2' . Therefore, Theorem 4.9 gives the desired decomposition using open sets, so we are done. 0 One can probably generalize this to get decompositions from one unit ball in R n + 1 (n ~ 2) to N such balls using 3N pieces, but we have not worked out the details.
CONCLUSION AND OPEN PROBLEMS
We have seen that problems about decompositions into sets with the property of Baire are quite closely related to problems about decompositions using open sets. The method presented here works quite well for the latter type of problem, but it is very specific to open sets; hence, it cannot handle problems about properties even slightly different from the property of Baire. For example, M. Talagrand has asked us whether S2 is equidecomposable with two copies of S2 using pieces Ai which have the property of Baire universally (i.e., for Mycielski asks whether, for the case of the unit ball in R3 , one can find connected open sets satisfying the conclusion of Theorem 3.1. It seems reasonable to expect that one can achieve this using a modified version of the proof of Theorem 3.1, but we have not yet succeeded in doing so. On the other hand, we have not yet ruled out the possibility that there are connected open subsets of S2 satisfying the conclusion of Theorem 3.1, although this seems highly implausible (but then, so do most of the main results of this paper).
Another problem is to determine the minimal number of pieces for specific instances of Baire equidecomposability: between the unit ball in R4 and two such balls, or between the unit ball in R3 and three such balls, or between a ball of radius 1 and a ball of radius r, etc. The last of these seems likely to be totally intractable, because it is quite difficult just to determine how many translates of the unit ball are required to cover a larger ball.
