Abstract. We provide sets of parameters for multiplicative linear congruential generators (MLCGs) of different sizes and good performance with respect to the spectral test. For = 8, 9, . . . , 64, 127, 128, we take as a modulus m the largest prime smaller than 2 , and provide a list of multipliers a such that the MLCG with modulus m and multiplier a has a good lattice structure in dimensions 2 to 32. We provide similar lists for power-of-two moduli m = 2 , for multiplicative and non-multiplicative LCGs.
Introduction
A multiplicative linear congruential generator (MLCG) is defined by a recurrence of the form x n = ax n−1 mod m (1) where m and a are integers called the modulus and the multiplier , respectively, and x n ∈ Z m = {0, . . . , m − 1} is the state at step n. To obtain a sequence of "random numbers" in the interval [0, 1), one can define the output at step n as
We use the expression "the MLCG (m, a)" to denote a sequence that obeys (1) and (2) . The properties of MLCGs have been studied extensively and are well-known; see, for example, [3, 5, 7] .
If m is prime, a is a primitive element modulo m, and x 0 = 0, then the sequences {x n } and {u n } are periodic with period lengths ρ = m − 1, and the generator is called a full period MLCG.
For each integer t ≥ 1, define
the set of all overlapping t-tuples of successive values of u n , from all possible initial seeds. The set T t is equal to the intersection of a lattice L t with the t-dimensional unit cube [0, 1) t (see, e.g., [5, 9] for more details). This implies in particular that all the points of T t lie on a relatively small number of equidistant parallel hyperplanes.
Among all families of hyperplanes that cover all the points, choose the one for which the distance between the successive hyperplanes is the largest, and let d t be this distance. The set T t is more uniformly distributed over the cube if d t is smaller. In the literature, examining the d t 's associated with a given generator is often called the spectral test [3, 5] .
The minimal value of d t for a lattice in R t with m points per unit of volume is
where the constant γ t depends only on t and is known for t ≤ 8 (see [5] ). For t > 8, lower and upper bounds on γ t are available. An upper bound ρ t can be deduced from Rogers' bound on the density of sphere packings (see [1, p.88] ). It can be written as
where R(t) can be found in [1] for t ≤ 24. For t ≥ 25, R(t) can be approximated with O(1/t) error, and approximately four decimal digits of precision for t = 25, by R(t) = 1 2 t lg t 4πe + 3 2 lg(t) − lg(e/ √ π) + 5.25 t + 2.5 ,
where lg is the log in base 2. A lower bound can be obtained by looking at the value of d t associated with the laminated lattice in dimension t. This gives γ t ≥ t = 2λ
, where λ t is given in [1, p.88] for t ≤ 48. For t ≤ 8, it turns out that t = γ t up to at least 52 bits of precision. Table 1 gives the ratio t /ρ t , of the lower bound over the upper bound, for 1 ≤ t ≤ 48. This ratio tends to decrease with increasing t, but not monotonously.
In this paper, following a suggestion in [11] , we chose to replace γ t by ρ t in the lower bound (4), for t > 8. This yields the lower bound
The value of d t can be normalized to
which takes its values in the interval [0, 1], the larger the better. Following [3, 4] , for any T ≥ 2, we define the figure of merit:
The idea is to find full-period MLCGs with the best value of M T , for given m and T .
Other authors have already performed searches of that sort. Fishman and Moore [4] found all the 414 multipliers a which are primitive elements modulo m and for which M 6 ≥ 0.8, for m = 2 31 − 1. They give the values of S 1 , . . . , S 6 for the five best. Fishman [2] obtained similar results for MLCGs with m = 2 32 and m = 2 48 . Values of S t , t ≤ 8, for various LCGs proposed in the literature or available in software libraries, can be found in [3, 6, 7] . Searches for good multiple recursive generators, based on similar criteria, have also been performed for a few selected prime moduli m near 2 31 , 2 47 , and 2 63 (see [8] ). Our aim in this paper is to provide a table of MLCGs with large values of M T , for different sizes of m and T . For = 8, 9, . . . , 64, and a few larger values of , we consider the largest prime m < 2 , and seek full-period multipliers a with the best values of M 8 , M 16 , and M 32 . The values of d t were computed with the software package of [9] . Section 2 explains how this search was made and gives the results. In Section 3, we provide similar results for the case where m is a power of 2. We consider MLCGs as in (1) , as well as LCGs with a nonzero additive constant, whose period length is m.
MLCGs with large moduli m and good lattice structure can be used as random number generators [3, 5, 7] , e.g., for computer simulation. It is then recommended that the value of m be several orders of magnitude larger than the number of output values u n that are generated, so even m near 2 64 is relatively small in this context, too small for certain types of simulation applications but enough for most.
MLCGs with small values of m can be used for quasi-Monte Carlo integration [10] of a t-dimensional function over the hypercube [0, 1] t . In that case, the function is evaluated at each of the points of T t and the integral is estimated by the average of those m function values. The size of m would depend on how much computing time we are ready to spend. For example, m near 2 20 gives approximately one million evaluation points. If the MLCG has a good lattice structure in dimension t, then it yields a so-called good lattice rule for numerical integration [10, Chapter 5] . As explained in [10] , an upper bound on the integration error can be obtained in terms of a measure of regularity of the function and of a figure of merit for the lattice L t . This figure of merit differs from the ones we consider in this paper, and its computation appears much more involved.
MLCGs with moderate values of m can also be used to experiment with different types of statistical tests for random number generators. One can examine, for example, how the minimal size of m required for a good LCG to pass a given type of test increases with the size of the test.
The search plan and results for prime m
For each prime number m, let Ψ(m) be the set of all primitive elements modulo m; that is, the set of all a in Z m such that a n ≡ 1 (mod m) for n = 1, . . . , m − 2. For each selected value of , we considered the largest prime m smaller than 2 . For ≤ 26, the absolute best multipliers with respect to the criteria M 8 (m, a), M 16 (m, a), and M 32 (m, a) were found by an exhaustive search over Ψ(m). For ≥ 27, we performed a random search within Ψ(m) and retained the multipliers with the largest values of M 8 (m, a), M 16 (m, a), and M 32 (m, a) that we could find. Each random search was given a computing budget of between 10 and 20 hours of cpu time, with the search algorithm and program described in [9] . Different models of SUN Sparcstation computers were used. These random searches gave us plenty of good multipliers. Performing exhaustive searches for those large values of m would provide only a marginal improvement over the best values of M T (m, a) found so far, and would require a huge computing budget, so we think it is not worth the trouble.
For a ∈ {1, . . . , m − 1}, the multiplicative inverse of a modulo m is the unique integer a * ∈ {1, . . . , m − 1} such that a * a ≡ 1 (mod m). If a is replaced by a * in (1), then the same sequence is generated, but in reverse order. Therefore, a and a * are equivalent in the sense that they produce the same lattice structure. So, good multipliers always come in pairs. In Table 2 , each line gives a pair of multipliers of the form (a, a * ). For example, 213 is the inverse of 33 modulo 251, and both multipliers have the same figures of merit.
A symbol * next to a number means that this is the best value found for that figure of merit, for this modulus. For example, for m = 251, the multipliers 33 and 213 are those with the best value of M 8 (m, a), and also with the best value of M 32 (m, a) (ex-aequo with 55 and 178), among all multipliers a that are primitive modulo m. Table 3 reports the results of a similar search, for certain values of , but with the additional restriction that a(m − 1) < 2 53 . Multipliers satisfying this constraint are more interesting from the practical viewpoint, because the generator then lends itself to a fast implementation in floating-point arithmetic on computers whose hardware supports the IEEE floating-point arithmetic standard, with at least 53 bits of precision for the mantissa (most computers do so). The results of this table are based on an exhaustive search among all multipliers a that satisfy the constraint. For ≤ 27, all the multipliers given in Table 2 satisfy the constraint, except for those larger than 67108883 for m = 2 27 − 39. 
Power-of-two moduli
We now report a computer search for the case where m = 2 e for some positive integer e. In this case, the maximal period of the MLCG (1) is 2 e−2 = m/4, attained (in particular) if a mod 8 = 5. The period length can be increased to m if (1) is replaced by
where c > 0 is odd, and a mod 8 = 5 (see, e.g., [3, 5] ). Redefine Ψ(m) = {a ∈ Z m : a mod 8 = 5}. In the case where c is odd, T t , d t (a, m), d * t (m), etc., are defined as before. For the MLCG case (c = 0), redefine
This set has cardinality m/4 and is the intersection of a shifted lattice L t with [0, 1) t ( [5] ). In this case, the lower bound on
t (m/4) −1/t . LCGs with power-of-two moduli have a major drawback: The (r + 1)th most significant bit has period length at most 2 −r times that of the most significant bit. The low order bits thus have rather short period lengths, and for this reason, many authors recommend avoiding these generators for simulation. However, if e is very large and only the most significant bits are used (e.g., if e = 128 and the 53 most significant bits of each x n are used to construct a floating-point number between 0 and 1), this drawback becomes much less important. Also, in the case where the entire set of points T t is used for quasi-Monte Carlo integration, this periodicity issue is no longer relevant. The major reason for considering power-oftwo moduli is that it makes (1) and (9) easy to implement on a computer and yields fast generators. Table 4 gives the results of the search, for selected powers of two, for the case c > 0, c odd. Table 5 gives similar results for c = 0. Note that for c = 0 and m = 2 e , the multiplier a * = a m/4−1 mod m is the inverse of a modulo m, so it produces the same sequence as a, but in reverse order, and it has the same values of d t . Table 5 gives the pairs (a, a * ).
