Convolutional Neural Networks (CNNs) are successfully used in optical flow estimation as learned patch based descriptors. In this work, rather training feature descriptors via CNNs, an end-to-end fully convolutional network, is developed for solving optical flow from a pair of images. Motivated by the success in image transformation tasks, a perceptual loss function is used for training the network for optical flow estimation. We trained a deep convolutional auto-encoder of optical flow field to obtain the high-level representation of motion structures rather than image texture. The perceptual loss function is then defined by high-level features extracted from the pretrained encoder. Conventional variational refinement are not performed. Experiments show the network achieves competitive performance on the challenging MPI Sintel set and Flying Chairs set.
Introduction
Optical flow is topic of great interest in video analysis. By means of its great represent ability of the motion information, optical flow is widely used in object tracking [1] , action recognition [2] , video stabilization [3] and video frame prediction [4] etc. As a result of illumination changes, deformations, repetitive patterns or occlusions optical flow estimation is a highly ill-posed problem. Though significant progress is made through decades of research, it remains an unsolved problem.
Related Work
Conventional methods [5, 6] estimate the optical flow by minimize a global energy function that is the weighted sum of a data term and a prior term.
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(1) In conditional random field manner, the data term, which penalizes association of dissimilar patches can be treated as unary potentials while the prior term, which constrains the ill-posed problem can be treated as pairwise potentials [7, 8, 9] .
Recently, computer vision tasks, especially per-pixel prediction tasks [10, 11, 12] enjoy the performance boost with deep learning methods. Convolutional neural networks are successfully used in optical flow estimation. One approach [13] for solving optical flow tasks is to train a feedforward convolutional neural network in a supervised manner, using a per-pixel loss function to measure the difference between output and ground-truth flow. Another fashion serve convolutional neural network as a feature descriptor [14, 15] . Patch match method is then employed using these local features extracted by the trained network. Both the end-to-end network approach and the feature descriptor method serve the convolutional neural network as the data term. Thus, post variational refinement [16] is required to provide the absence prior term.
Though most recent deep learning based optical flow estimation approach do not serve the network as constrains between pixels, the pairwise regulation is widely used in per-pixel prediction tasks. A pretrained network [10] , a recurrent network [11] or a simple low-level smooth term [12] are used for different tasks. Many of the most successful conventional optical flow estimation methods benefit from well-designed robust prior terms.
Inspired by these methods, we propose a learned prior term. We first train a variational autoencoder to extract high level feature of motions. Then, a perceptual loss for optical flow is defined by the feature map of different layers from the trained encoder. The perceptual loss is then used to train an end-to-end convolutional neural network for optical flow estimation task. The perceptual loss function takes the role of the pairwise potentials i.e. the prior term in the global energy function.
Contributions
Our contributions are twofold. First, we demonstrate that one can extract motion information using a pretrained variational auto-encoder. Second, we show that applying the encoder to optical flow estimation network without variational refinement achieves competitive performance on different dataset.
Method
Given a consecutive frame pair 1 and 2 , a deep convolutional neural network is learned to estimate the per-pixel optical flow field = ( , ) between the two frames, where are the parameters of the network and , are the horizontal and vertical components of optical flow, respectively. The network is then trained using a combined loss functions of a per-pixel loss , a smooth-ness loss ℎ and a perceptual loss defined by a pretrained loss network . The loss network remains fixed during the training process. As shown in Figure 1 , the optical flow estimation network transforms the concatenated two frames 1,2 into optical flow ̂.
(2) The network is then trained by stochastic gradient descent method to minimize the combined loss function.
Network Architecture
We flow the FlowNet [13] Simple architecture. The frame pair is concatenated. We first apply a 10-layers convolutional neural network directly to the concatenated input, and then apply 4 sub-pixel convolution layers that upscales the low-resolution optical flow estimation to high-resolution field. Each sub-pixel convolution layer is composed of a normal convolution layer with a pixel shuffling layer. The pixel shuffling [17] layer is a periodic shuffling operator that rearranges the elements of a × × · 2 tensor to a tensor of shape × × . This operation is more efficient than the popular deconvolution layer. Skip connections between the corresponding layers in the downscale phase and upscale phase is applied to let the low-level information shuttled directly across the net.
Loss Functions
We then define the loss functions. The loss functions are consisted of a per-pixel loss, a smoothness loss and a perceptual loss. The most common error measure for optical flow evaluation is endpoint error (EPE). Thus, we use the endpoint error as the per-pixel loss.
Smoothness prior is a widely-used prior term in conventional methods. Since the loss function is a distance between the estimation and the ground truth, we let the smoothness prior term preserve the edge structure.
Finally, we use a loss network to define perceptual loss functions that measure perceptual differences. Let the denote the output feature map of the th layer. The perceptual loss is defined as,
It is trivial to show that the smooth loss defined above is a special case of the perceptual loss. However, the pairwise potentials are much more complicate that the perceptual term should defined by a network. The pretrained loss network used in [10] is for image classification task. The constraint provided contains texture prior of natural image is therefore not suitable for the optical flow estimation problem. A pretrained network extracted motion and structure information while eliminate texture is needed.
Variational Auto-encoder
For optical flow field, there is no label to train a network for classification task. To train a network for high-level motion feature extracting, the network has to learn in an unsupervised manner. Variational auto-encoders [18] make this approach tractable. Figure 2 , the optical flow dataset contains samples of optical flow . We assume that a latent random variable which contains the motion information is drawn from a prior distribution ( ), then the datum (i) is generated from some conditional distribution ( | ). The architecture of variational auto-encoder is shown in Table 1 . The encoder code the input flow into latent variable by approximates the posterior ( | ) ≈ ( | ). It takes the optical flow datum as input and outputs the parameters and of the prior distribution ( ). After we sample latent variables from the distribution ( ), the decoder reconstructs optical flow back. 4) -
As shown in
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The variational auto-encoder is trained by the loss function defined as the sum of the squared error between the input optical flow and generated field and the Kullback-Liebler (KL) divergence between the distribution created by the encoder and the prior distribution.
= ‖ −̂‖ 2 + ( ( | )|| ( )).
(6) To train the variational auto-encoder with backprop method, reparametrize trick [18] is used.
Experiments
We use the image from Flying Chairs [13] dataset to train the variational auto-encoder. The reconstruction results are shown below. The performance of our optical flow estimation network on the MPI-Sintel [19] and Flying Chairs datasets is reported.
Implementation Details
Basically, the architecture of our optical flow estimation network is similar with the FlowNet Simple architecture. However, there are few differences for faster training. Each convolution layer except the last in both the optical flow estimation network and the variational auto-encoder is followed by a batch-norm layer and an in-place activate layer, a leaky ReLU activation with its negative slope set to 0.1. For the expanding part of the network, instead of deconvolution layer, pixel shuffle layer is used. The configuration of the variational auto-encoder is same with the estimation network.
The variational auto-encoder is trained using Adam optimization with the default parameter values 1 = 0.9 and 2 = 0.999. We set the learning rate to 10 −3 . We end our training at 500k iterations. The optical flow estimation network is trained using Adam optimization with the same parameter, but set the learning rate to 10 −4 and half the value every 100k iterations after 300k iterations for preventing of the gradient explosion. The training is ended at 600k iterations.
We fine-tune the network on MPI-Sintel dataset with a low learning rate 10 −6 . Data augmentation is performed to prevent overfitting. a b c 
Variational Auto-encoder
To have a visualization of the latent manifold that generates the optical flow filed, we scan the latent plane, sampling latent points at regular intervals, and generating the corresponding optical flow field for each of these points. The results are demonstrated in Figure 3a . The decoded optical flow fields indicate the motion of the correspondence latent variable. The figure is somehow different from a flow color coding map. However, it is clear that there is a mapping relation between the latent variable and the optical flow. (There are lattice in the figure due to the input patch size is too small.) The variational take a ground optical flow ground truth as input, and reconstruct it. A reconstruction result is shown in Figure 3b , c. The motion information and the structure information is extracted by the encoder while the texture is loss. Figure 4 shows examples of our results on MPI-Sintel dataset. The average endpoint error on Flying Chairs and MPI-Sintel datasets are reported in Table 2 .
Comparison with the State-of-the-Art
Frames
Our results
Ground Truth The worse result on Flying Chairs dataset than FlowNetS is expected, for extra loss used in training. Unless the network parameters converge at the global minimal, the endpoint error will not be better than the result of network which is trained by using endpoint error only. Nevertheless, on the MPI-Sintel, the proposed method demonstrates that the perceptual loss as pairwise potentials leads to better generalization ability. Notice that the results of our method have no posterior variational refinement.
Conclusion
In this paper, we demonstrate that one can extract motion and structure information from optical flow field using a pretrained variational auto-encoder. The high-level information extracted from the encoder can be further used to train an optical flow estimation network. We show that without any variational refinement an optical flow estimation network trained using a perceptual loss defined by the motion feature extracted from the encoder achieves competitive performance on different dataset.
