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Abstract. We propose a systematic approach to the systems of correlated electrons,
the so-called k-DE-GWF method, based on reciprocal-space (k-resolved) diagrammatic
expansion of the variational Gutzwiller-type wave function for parametrized models of
correlated fermions. The present approach, in contrast to either variational Monte-
Carlo (VMC), or the recently developed real-space diagrammatic expansion of the
Gutzwiller-type wave function (direct-space DE-GWF technique), is applicable directly
in the thermodynamic limit and thus is suitable for describing selected singular features
of the wave-vector-dependent quantities. We employ the k-DE-GWF method to
extract the non-analytic part of the two leading moments of the fermion spectral-
density function across the (two-dimensional) Brillouin zone for the Hubbard model
and away from the half-filling. Those moments are used to evaluate the nodal
quasiparticle velocities and their spectral weights in the correlated superconducting
state. The two velocities determined in that manner exhibit scaling with the electron
concentration qualitatively different from that obtained earlier for the excited states
of the high-Tc cuprates within the projected quasi-particle ansatz, and the results are
in a very good quantitative agreement with experimental data if interpreted as those
characterizing the spectrum below and above the observed kink. We provide a detailed
discussion of the two gaps and two excitation branches (two velocities) appearing
naturally within our DE-GWF approach. The two separate sets of characteristics
distinguish the renormalized quasiparticle states very close to the Fermi surface from
the deeper correlated-state properties. Also, an enhancement of the k-dependent
magnetic susceptibility is shown to contain a spin-fluctuation contribution within our
language. Finally, the k-DE-GWF approach is compared to both the VMC and real-
space DE-GWF results for the cases of Hubbard and t-J-U models.
1. Introduction
Devising the theory of strongly correlated fermions is one of the most longstanding and
challenging problems of condensed matter physics, both in the case of electronic and
cold-atom lattice systems of fermions. The difficulty is caused by the circumstance that,
in such a many-particle system, the mutual interaction is comparable, or can even exceed
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by far, the kinetic- or band-energy contribution to the total energy. In such a situation,
the standard perturbation treatment of the interaction part is not admissible, since the
starting point of this many-fermion state is neither that of electron gas nor Landau-
Fermi-liquid [1, 2]. Instead, the Mott-Hubbard insulating phase of localized (quasi-
atomic) states that sets in, as has been elaborated first by Mott [3], Anderson [4], and
Hubbard [5]. In effect, the correlated systems undergo a discontinuous insulator-metal
(localized-delocalized) phase transition [6, 7] and one has to incorporate such limiting
situations as a transformation between the two complementary, momentum and position,
quantum-mechanical representations. Also, one has to encompass the Hartree-Fock
(weak-interaction) and the kinetic-exchange (strong-correlation) regimes as the opposite
asymptotic limits. The interest in these problems acquired an additional dimension
with the discovery of the Mott-insulating state evolution into the high-temperature
superconducting phase (high-Tc SC) [8, 9], as well as the superfluid-Mott insulator
transition in the cold-atom systems in optical lattices [10, 11]. The latter aspects point
to a universal connection between localization-delocalization (Mott-Hubbard) transition
and SC (superfluidity) in the correlated fermionic and bosonic systems. The question
that still remains is the relation between the Mott transition and the superconductivity
(superfluidity). In particular, whether the mechanism of the superconducting pairing
can be traced back to specific features of the insulating state that become operative
once the metallic phase stabilizes.
Due to these complications, two main approaches have been developed. One of
them starts from microscopic, but parametrized models such as Hubbard, Anderson-
lattice, or t-J-(U) models, and when solving them, the dominant nature of interelectronic
correlations is emphasized. Within this approach, the exact solutions have been obtained
for the special cases of one-dimensional lattice [12, 13]. In the spatial dimension
d ≥ 1, advanced numerical methods based on either quantum Monte-Carlo [14], cluster
expansion, or renormalization group have been implemented for finite (if not small)
systems, sometimes with tightly connected finite-size-scaling analysis [15], to extend
their validity to the properties of extended systems.
A separate class of solutions is based on the variational approach by selecting
either Gutzwiller [16, 17] or Jastrow [18] type of the many-particle wave function. The
variational approach, developed systematically, allows for a detailed analysis of high-Tc
superconducting systems in the thermodynamic limit [19], and one specific version of it
is the subject of the present paper. An alternative approach is based on incorporation of
correlations in advanced band-theoretical calculations, which are based on the density
functional theory (DFT). In this class we have the LDA+U [20, 21], LDA+DMFT
[22, 23], or LDA+Gutzwiller [24, 25] methods. These methods that mix an ab initio and
the parametrized-model approaches, have been used quite frequently and are applid to
concrete materials. Nonetheless, one has to keep in mind that an inherent problem of
all these approaches is double counting of interparticle interaction, overcoming of which
is under debate. Also, they mix both ab initio and parametrized-model aspects of the
problem. In connection with this, we can also mention our earlier work of combining
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the Exact Diagonalization and Ab Initio approach (EDABI method), which is free of
double counting problem, as it does not reintroduce the interaction parameters into the
ab initio calculation scheme. However, so far this method can be implemented effectively
only to either finite-size systems [26], or to the model systems with a small number of
valence orbitals per atom [27].
Here we discuss a variant of the variational approach for parametrized models,
that is based on a systematic expansion of the Gutzwiller wave function, this time
in its reciprocal space version. The previous, real-space treatment [28] allowed us to
include correlations in real-space extending to few lattice constants. That approach
contains, apart from its advantages, also some inaccuracies when considering explicitly
the wave vector, k-dependent, quantities such as the statistical distribution function or
the spectral-density in the quasiparticle terms for the correlated metallic state. Within
the present method we define first the quasiparicle characteristics. Second, we obtain the
related quantities such as the Fermi velocities or the k-dependent magnetic susceptibility
enhancement, which are evaluated explicitly in the two dimensional situation, considered
explicitly in the paper. In our view, this analysis proposes a substantial progress in the
sense that the k-dependent quantities can be obtained for extended (infinite) systems in
a systematic manner. Also, the approach can be extended to a wide class of correlated
models, not limited to those discussed below.
The paper is organized as follows. In section 2 we describe the k-DE-GWF method.
In section 3 we apply it to the Hubbard model. Specifically, in section 3.1 the variational
solution as a function of hole-doping is discussed. In section 3.2 we report the results for
the two leading spectral function moments and extract the two Fermi velocities and the
corresponding weights. In section 3.3 and 3.4 we compare our results with experiment
and provide additional methodological remarks, respectively. Section 3.5 details the
correlation-induced anisotropy of the quasiparticle properties. Finally, in section 3.6 we
provide the analysis of instantaneous spin correlations and compare the results with the
available VMC data. In section 4 we overview the results and discuss briefly the relation
and difference between the Hubbard or t-J models, as well as our earlier results for the
t-J-U model. We also make a suggestion there about a possible relation between our
effective gap and the pseudogap, although this point requires a further future analysis.
Nontrivial technical details of the analysis are transferred to Appendices A-D.
2. Reciprocal-space diagrammatic expansion for the Gutzwiller wave
function: the k-DE-GWF method
2.1. Real-space diagrammatic expansion: A brief summary
For the reader’s convenience, we first summarize the previously developed [17, 28]
real-space diagrammatic expansion of the Gutzwiller wave function (DE-GWF) which
constitutes the starting point for our k-DE-GWF approach. In the subsequent discussion
we consider the fairly general t-J-U model, within which the Hubbard and t-J models
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can be regarded formally as particular cases [29]. The t-J-U model is defined by the
parametrized Hamiltonian
H =
∑
ijσ
tijc
†
iσcjσ + U
∑
i
nˆi↑nˆi↓ + J
∑
〈i,j〉
Sˆi · Sˆj . (1)
In this expression, the first term is the hopping (kinetic-energy) part, here with nonzero
magnitudes t < 0 and t′ = 0.25|t| > 0 for the nearest and next-nearest neighbors,
respectively. The second denotes the intraatomic Coulomb interaction ∼ U ≫ |t|,
and the third is the spin-dependent antiferromagnetic interaction with the dominant
nearest-neighbor integral J (the symbol 〈i, j〉 indicates summation over pairs of nearest
neighbors). The particular cases are: the Hubbard model for J = 0 and the t-J model
for J > 0 and U ≫ |t|. Most of the further discussion is focused on the Hubbard-
model (J → 0) limit. Nonetheless, calculations of limited scope for J > 0 have been
preformed to make comparison with VMC and our earlier real-space DE-GWF results.
The applicability of this model to high-Tc cuprates has been discussed elsewhere [29–32].
The Gutzwiller wave function method is based on minimization of the energy
functional EG = 〈ΨG|H|ΨG〉 / 〈ΨG|ΨG〉, with the trial state |ΨG〉 = PG|Ψ0〉, where
|Ψ0〉 is a wave function of uncorrelated fermions, to be defined later as a Hartree-
Fock state with broken symmetry. The operator PG =
∏
i PGi changes the relative
weights of local many-particle states |0〉i, | ↑〉i, | ↓〉i, and | ↑↓〉i on lattice site i, namely
PGi = λ0|0〉ii〈0|+λ↑| ↑〉ii〈↑ |+λ↓| ↓〉ii〈↓ |+λ↑↓| ↑↓〉ii〈↑↓ | [17]. The normalization factor
〈ΨG|ΨG〉 needs to be introduced, since PG is not a unitary operator. For the sake of
compactness, we adopt the notation 〈Oˆ〉G ≡ 〈ΨG|Oˆ|ΨG〉/〈ΨG|ΨG〉 for the expectation
values of any operator Oˆ.
From now on, we assume the spin-rotational and lattice-translational symmetries,
which simplifies substantially the discussion. In that situation, the kinetic-, Hubbard-,
and exchange-contributions to the variational energy, i.e., EG ≡ Ekin+EU +EJ , can be
written as a sum of three respective terms
Ekin ≡
∑
ijσ
tij〈c
†
iσcjσ〉G =
∑
ij
tij〈Ψ0|PGic
†
iσPGiPGjcjσPGj
∏
l 6=i,j
PGl|Ψ0〉
〈ΨG|ΨG〉
, (2)
EU ≡ U
∑
i
〈nˆi↑nˆi↓〉G =
U
∑
i
〈Ψ0|PGinˆi↑nˆi↓PGi
∏
l 6=i
PGl|Ψ0〉
〈ΨG|ΨG〉
, (3)
and
EJ ≡
3
4
J
∑
〈i,j〉
〈Sˆ+i Sˆ
−
j 〉G + c.c. =
=
3
4
J
∑
〈i,j〉
〈Ψ0|PGiSˆ
+
i PGiPGjSˆ
−
j PGj
∏
l 6=i,j
PGl|Ψ0〉
〈ΨG|ΨG〉
+ c.c., (4)
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where Sˆ+i ≡ c
†
i↑ci↓ and Sˆ
−
i ≡ c
†
i↓ci↑ are spin operators. Note that in the exchange
part EJ it is sufficient to consider the transverse component Sˆ+i Sˆ
−
j due to the assumed
spin-rotational symmetry in pure SC or paramagnetic states, the only states analyzed
here.
Evaluation of the above expectation values using the Gutzwiller-correlated wave
function is a non-trivial many-particle problem that, for finite lattices, can be handled,
e.g., by variational Monte-Carlo (VMC) approach [33, 34]. Here we follow a different
path and employ Wick’s theorem to evaluate them in real space. This is possible since
|Ψ0〉 does not contain any correlations, though it will be selected as a broken-symmetry
(SC) state optimized variationally as well. To rationalize the resultant diagrammatic
decomposition with a formal expansion parameter, an additional constraint P 2Gi =
1+x×dˆHFi needs to be imposed [17], with dˆ
HF
i ≡ (nˆi↑−n
0
↑)(nˆi↓−n
0
↓) and n
0
σ ≡ 〈Ψ0|nˆiσ|Ψ0〉.
The latter formal trick allows to express all four correlator coefficients {λα} in terms
of a single variational parameter x. Explicitly, λ20 = 1 + xn
0
↑n
0
↓, λ
2
σ = 1 − xn
0
σ(1 − n
0
σ¯),
and λ2↑↓ = 1 + x(1 − n
0
σ)(1 − n
0
σ¯), with σ ≡↑ or ↓. By evaluating the on-site operator
products PGiciσPGi, PGinˆiσPGi, PGiSˆ+i PGi, and PGinˆi↑nˆi↓PGi, and Taylor-expanding the
remaining terms in the powers of the parameter x, all the above quantities can be
rewritten in terms of closed-form expressions, namely
Ekin = 2×
∑
ij
tij(q
2T 11ij + 2qαT
13
ij + α
2T 33ij ), (5)
EU = γ
(4)I4 + γ(2)I2 + λ2↑↓n
0
↑n
0
↓, (6)
and
EJ =
3
4
Jλ2↑λ
2
↓
∑
〈i,j〉
S22ij + c.c, (7)
where
T 11ij =
∞∑
k=0
xk
k!
∑
l1,...,lk
′
〈Ψ0|c
†
i↑cj↑dˆ
HF
l1
. . . dˆHFlk |Ψ0〉c, (8)
T 13ij =
∞∑
k=0
xk
k!
∑
l1,...,lk
′
〈Ψ0|c
†
i↑cj↑nˆ
HF
j↓ dˆ
HF
l1
. . . dˆHFlk |Ψ0〉c, (9)
T 33ij =
∞∑
k=0
xk
k!
∑
l1,...,lk
′
〈Ψ0|c
†
i↑nˆ
HF
i↓ cj↑nˆ
HF
j↓ dˆ
HF
l1
. . . dˆHFlk |Ψ0〉c, (10)
S22ij =
∞∑
k=0
xk
k!
∑
l1,...,lk
′
〈Ψ0|Sˆ
+
i Sˆ
−
j dˆ
HF
l1
. . . dˆHFlk |Ψ0〉c, (11)
I2 =
∞∑
k=0
xk
k!
∑
l1,...,lk
′
〈Ψ0|nˆ
HF
iσ dˆ
HF
l1
. . . dˆHFlk |Ψ0〉c, (12)
Realistic estimates of superconducting properties for the cuprates . . . 6
I4 =
∞∑
k=0
xk
k!
∑
l1,...,lk
′
〈Ψ0|dˆ
HF
i dˆ
HF
l1
. . . dˆHFlk |Ψ0〉c. (13)
The subscript “c” indicates that only the connected diagrams are included in the
Wick’s decomposition: The disconnected part is canceled out by the power expansion
of the normalization factor 〈ΨG|ΨG〉. The indices l1, . . . , lk run over lattice sites,
but with the restriction that all ln, i, and j must be different (this is indicated by
primes next to the second summation symbols). Moreover, renormalization factors
q ≡ λσλ0+n
0
σ¯(λ↑↓λσ¯−λσλ0), α ≡ λ↑↓λσ¯−λσλ0, γ
(2) ≡ 2λ2↑↓n
0
σ, and γ
(4) ≡ λ2↑↓(1−xn
0
↑n
0
↓)
emerge due to Gutzwiller-correlator presence (note that one does not need to specify the
spin index σ in the definitions of q, α, and γ(2) because of the spin-rotational invariance).
The multi-site averages appearing in equations (8)-(13) can be evaluated by means of
Wick’s theorem by decoupling them into pairs and, thereby, are expressed in terms of
the two-point expectation values Pijσ ≡ 〈Ψ0|c
†
iσcjσ|Ψ0〉 and the anomalous amplitudes
Sij ≡ 〈Ψ0|ci↑cj↓|Ψ0〉.
The final form of the energy functional, used in the minimization procedure of EG,
reads
F({Pijσ}, {Sij}, x, µ, λ
P
σij, λ
S
σij , E, |Ψ0〉) ≡
≡ ΩG({Pijσ}, {Sij}, x, µ)−
∑
ijσ
λPijσ(Pijσ − 〈Ψ0|c
†
iσcjσ|Ψ0〉)−
−
∑
ij
λSij(Sij − 〈Ψ0|ci↑cj↓|Ψ0〉) + µNe − E(〈Ψ0|Ψ0〉 − 1), (14)
where ΩG ≡ EG − µ〈Nˆ〉G. The Lagrange multipliers λPijσ and λ
S
ij ensure that the
correlation functions, Pijσ and Sij, represent appropriate expectation values, evaluated
with the uncorrelated wave function |Ψ0〉. Additionally, we have relaxed the constraint
of fixed particle number and introduced the chemical potential term µ as an additional
Lagrange multiplier to ensure that the average occupancy equals to Ne [35]. Finally,
the last constraint (with the Lagrange multiplier E) is to keep the normalization of the
uncorrelated wave function 〈Ψ0|Ψ0〉 = 1.
The constrained optimization problem, given by functional (14), results in the
system of equations
λPijσ =
∂ΩG
∂Pijσ
, λSij =
∂ΩG
∂Sij
, (15)
Pijσ = 〈Ψ0|c
†
iσcjσ|Ψ0〉, Sij = 〈Ψ0|ci↑cj↓|Ψ0〉, (16)
〈Nˆ〉G = Ne, (17)
∂EG
∂x
= 0, (18)
and
Heff |Ψ0〉 = E|Ψ0〉. (19)
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i j
l1
l2
Figure 1. Illustration of the square lattice and selected real-space objects involved
in the k-DE-GWF procedure. Specifically, exemplary second-order (k = 2) real-space
diagram contributing to the expectation value T 33ij is drawn by green lines representing
the hopping amplitude 〈Ψ0|c
†
iσcjσ|Ψ0〉 between external vertices i and j and virtual
processes involving internal sites l1 and l2. The summation is performed over indices
l1 and l2 (cf. equation (10)). The orange dashed lines represent a few shortest-range
hopping parameters entering the effective Hamiltonian Heff (cf. equation (20)).
The eigenequation (19) is obtained from optimization of F with respect to
uncorrelated wave function 〈Ψ0|, i.e., Heff |Ψ0〉 = δδ〈Ψ0|{F + E〈Ψ0|Ψ0〉} so that
equation (19) follows from ∂F
∂〈Ψ0|
= 0. By implementing this equation, the starting
wave function |Ψ0〉 is also obtained variationally, i.e., in a self-consistent manner. This
is an essential feature of the DE-GWF approach. Explicitly, the effective Hamiltonian
has the form
Heff =
∑
ijσ
i 6=j
teffij c
†
iσcjσ +
∑
ij
[
∆effij ci↑cj↓ +H.c.
]
− µeff
∑
iσ
nˆiσ, (20)
where teffij ≡
∂ΩG
∂Pijσ
and ∆effij ≡
∂ΩG
∂Sij
denote the effective hopping integrals and pairing
potential components, respectively. Additionally, the effective chemical potential µeff ≡
− ∂ΩG
∂n0iσ
appears. A few shortest-range hopping integrals have been marked in figure 1 by
the orange dashed lines.
Note that Heff comes out formally as a supplemental entity during the procedure
of minimizing the ground-state energy. Nonetheless, we argue in our later analysis that
the latter can be given a precise physical interpretation. Namely, its spectrum (up to
small, well controlled, corrections) corresponds to energies of the normalized projected
quasi-particle states, defined as |Ψk〉 ≡ PGc
†
k|Ψk〉||PGc
†
k|Ψ0〉||
−1. Thus, Heff governs the
dynamics of the projected quasiparticles. This statement is proved formally in Appendix
A.
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The principal technical difficulty of solving equations (15)-(19) is in evaluating
the Wick-decomposed functional ΩG and its derivatives with respect to Pijσ and Sij
(the latter are required to construct the effective Hamiltonian Heff). This leads to
a diagrammatic expansion, constituting the basis for the real-space Diagrammatic
Expansion of the Gutzwiller Wave Function (DE-GWF) method, elaborated in detail
earlier [28] and successfully applied to the high-Tc cuprates [31]. In figure 1 we show an
exemplary second-order real-space DE-GWF graph contributing to the diagrammatic
sum T 33ij .
2.2. Reciprocal-space diagrammatic expansion (k-DE-GWF)
The procedure, described in the previous subsection, with the real-space diagrammatic
expansion in the DE-GWF form, tends to converge rapidly with respect to the expansion
order k for k > 2. Nonetheless, the fundamental limitation of the this technique stems
from the fact that the lattice-site summation over the internal vertex positions {li}
cannot be explicitly performed in the thermodynamic limit, since then the number of
internal sites becomes infinite. An effective way to deal with this problem is then to
introduce a cutoff for the lengths of the graph edges, typically three- to five- lattice
constants. Such a limitation has proven to be irrelevant for the case of local quantities
that are weakly influenced by the long-range correlation effects. However, as far as
the non-local (wave-vector-resolved) quantities are concerned, the real-space cutoff
smears out the physically meaningful discontinuities that appear, e.g., in the statistical
distribution function nk, as well as induces other artifacts, such as the Gibbs-type
oscillations. Consequently, the physical information encoded in those singularities is lost
within this approximation. To illustrate this point, in figure 2 we plot the statistical
distribution function in the correlated state nk ≡ 〈c
†
kσckσ〉G for the t-J-U model and
calculated using the DE-GWF method in the d-wave SC state (green solid line) across
the selected contour in the Brillouin zone; the values of parameters are provided in
the plot caption. The plot encompasses the contour Γ-M-X-Γ in the Brillouin zone
(cf. the inset). The d-wave symmetry requires that the SC gap closes along the nodal
Γ-M direction so that a discontinuity of the distribution function is then expected.
However, due to the real-space cutoff, inherent to the DE-GWF, only a steep albeit
quasi-continuous character is achieved. The latter is accompanied by the so-called
Gibbs oscillations. We point out that nk can be also calculated using the VMC [36, 37].
However, due to the finite size of the system considered, VMC provides the values on a
discrete k-space mesh. The emerging non-analytic features of nk and other k-resolved
quantities can thus be only estimated in a crude manner.
Here we propose an extension of the DE-GWF method that allows to eliminate
the finite-range-summation artifacts and to account for the singular features of the
wave vector resolved quantities in the correlated state by evaluating them directly
in the thermodynamic limit. The effect of such an extension for the case of the
distribution function nk is shown in figure 2 by a black solid line. In contrast to
Realistic estimates of superconducting properties for the cuprates . . . 9
0
0.2
0.4
0.6
0.8
1
Γ M X Γ
Γ X
Y M
n
k
wave vector, k
DE-GWF (k = 1)
k-DE-GWF (k = 1)
Figure 2. Statistical distribution function nk in the correlated state nk across the
two-dimensional Brillouin-zone (BZ) contour Γ-M -X-Γ, evaluated up to the first order
of the diagrammatic expansion (k ≤ 1) within the DE-GWF approach and with the
real-space cutoff of five lattice constants (green line), as well as by the new k-DE-GWF
method, developed here (black line). In the latter case, Cuba Suave algorithm was used
for Monte-Carlo integration and k ≤ 1 diagrams were included in the calculation. Note
the Gibbs-type oscillations, apparent in the DE-GWF result, are absent in the k-DE-
GWF case, where there appears a clear discontinuity of nk along the nodal (Γ-M)
direction. Inset: the selected Γ-M -X-Γ contour in the BZ. The model parameters are
t′/|t| = 0.25, U/|t| = 20, J/|t| = 1/3, and the doping δ ≈ 0.198.
the DE-GWF solution, a true discontinuity appears along the nodal (Γ-M) direction,
from which the quasiparticle weight can be extracted directly (cf. section 3.2). The
transition to the thermodynamic limit is realized by abandoning the real-space cutoff
for the correlation functions and Fourier-transforming all the relevant diagrammatic
sums. As a consequence, the latter can be evaluated for infinite lattice by the Monte-
Carlo integration in k-space, which defines the k-DE-GWF method. To end up with
a finite-dimensional optimization problem, we, however, retain the cutoff for the range
of the effective Hamiltonian parameters teffij and ∆
eff
ij (typically up to the three lattice
constants). From our experience, due to a rapid decay of the effective hoppings with
the relative distance, this is sufficient to accurately reproduce the wave function |Ψ0〉 for
the non-truncatedHeff . These principal alterations define the essence of the k-DE-GWF
approach.
The basic flowchart illustrating the k-DE-GWF method is displayed in figure 3(a).
Equations (15)-(19) are solved in a self-consistent manner, where the correlation
parameter x, uncorrelated wave function |Ψ0〉, and the effective chemical potential µeff
are updated at each step of the iteration procedure. The technical aspects of the k-
space diagrammatic expansion, used to evaluate the functional F and the effective
Hamiltonian Heff , are presented in greater detail in Appendix B. Finally, in figure 3(b)-
(e) we show the exemplary flow record for a few lowest-rangeHeff parameters throughout
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Figure 3. (a) The basic flowchart of the k-DE-GWF method. (b)-(e) Selected effective
Hamiltonian parameters as a function of the iteration number for the actual self-
consistent loop. The model parameters have been taken as t′/|t| 0.25, U/|t| = 12,
J = 0, and δ = 0.12. The calculations have been performed to the third-order of
diagrammatic expansion providing the d-wave SC, which results in ∼ 2000 graphs
mapping onto at most 12-dimensional k-space integrals for single Heff parameter
evaluation (cf. Appendix B for details). Statistical uncertainties are marked by the
error bars.
the actual self-consistent loop for the Hubbard model in the d-wave SC state to the third
order of diagrammatic expansion (k ≤ 3). The parameters have been set to t′/|t| = 0.25,
U/|t| = 12, J = 0, and hole-doping is δ = 0.12. Statistical uncertainties arising from
the k-space integration are indicated by the corresponding error bars.
3. The case of Hubbard model: Discussion of results
Here we apply the k-DE-GWF method to the Hubbard model, obtained by setting J ≡ 0
in equation (1) and keeping again only nearest- and next-nearest hopping integrals, t and
t′, respectively. The variational solution is provided in subsection 3.1, the non-analytic
properties of the spectral function moments and their spatial anisotropy are addressed
Realistic estimates of superconducting properties for the cuprates . . . 11
−0.8
−0.6
−0.4
−0.2
0
0.2
(a)
−0.04
0
0.04
0.08
0.12 (b)
0
0.1
0.2
0.3
0.4 (c)
−0.06
−0.04
−0.02
0
0.02
0.0 0.1 0.2 0.3
(d)
te
ff
ij
,
µ
eff
(|
t|
)
teff10 t
eff
11 µ
eff
te
ff
ij
(|
t|
)
teff20
teff21
teff22
teff30
teff31
teff32
∆
eff ij
(|
t|
) ∆eff10/|t| 〈c↑kX c↓−kX 〉G
∆
eff ij
(|
t|
)
hole doping, δ
∆eff20
∆eff21
∆eff30
∆eff31
∆eff32
Figure 4. Optimized values of the effective-Hamiltonian parameters (in units of bare
|t|) as a function of hole doping δ for the Hubbard model (t′/t = −0.25, U/|t| = 12),
obtained within the k-DE-GWF approach. (a)-(b) Hopping integrals and effective
chemical potential µeff . (c)-(d) Effective SC gap components. Additionally, in panel
(c) we show anomalous amplitude 〈ckX↑c−kX↓〉G ≡ 〈ΨG|ckX↑c−kX↓|ΨG〉/〈ΨG|ΨG〉
at the X point, kX = (π, 0). The diagrams used by k-DE-GWF algorithm were
computed using 2 × 107 k-space samples by Cuba Suave algorithm, except for the
〈ckX↑c−kX↓〉G amplitude, for which sampling at the level of 10
6 was sufficient. The
statistical uncertainties of computed quantities are indicated by the error bars. The
red line describes the dome-like behavior, whereas ∆eff10 is the amplitude of the leading
SC gap component obtained from the effective single-particle Hamiltonian (20).
in subsections 3.2-3.5, and the comparison with the available variational Monte-Carlo
data is discussed in subsection 3.6.
If not stated otherwise, we choose t′/|t| = 0.25, appropriate in the context of
the high-Tc cuprates. We also set U/|t| = 12, which corresponds to the effective
antiferromagnetic exchange J = 4t2/U = 0.3|t|. For t = −0.3 eV the Hamiltonian 1
thus maps onto the t-J model with J ≈ 100meV.
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3.1. k-DE-GWF solution
In figure 4 we display the k-DE-GWF solution for the parameters of the effective
Hamiltonian Heff (cf. equation (20)) as a function of hole doping δ ≡ 1 − n, obtained
for the Hubbard model. Panels (a)-(b) detail the effective hopping integrals teffij and
the chemical potential µeff . The reduction of the nearest- and next-nearest hopping
integrals {teffij } relative to the their starting values, as seen in panel (a), indicates
correlation-induced band narrowing for the projected quasiparticle states. In panel (b)
we show few longer-range hopping integrals which arise as an effect of spatially-extended
correlations. Note that no hopping beyond the next-nearest neighbors is present in
the starting Hamiltonian (1). In panels (c)-(d) consecutive amplitudes of the SC-gap
components {∆effij } are displayed. Their magnitude is smaller by at least an order of
magnitude from the leading ∆eff10 term. Additionally, in panel (c) we plot the anomalous
k-DE-GWF expectation value 〈ckX↑c−kX↓〉G ≡ 〈ΨG|ckX↑c−kX↓|ΨG〉/〈ΨG|ΨG〉 at the X
point, kX = (π, 0), which is a direct measure of the SC correlations contained in the
Gutzwiller wave function. This quantity attains its maximal value around δ = 0.2,
contrary to the leading effective gap component ∆eff10 that monotonously increases as
half-filling is approached. Given that the effective gap parameter controls the energy
spectrum of projected quasiparticle states (cf. Appendix A), there is no simple linear
scaling between the quasiparicle SC gap ∆effij and the Gutzwiller-projected renormalized
SC gaps in the resultant correlated state. It is tempting to propose ∆Gij ∝ 〈c↑ic↓j〉G as
a true equilibrium gap parameters and ∆effij as a precursor of the pseudogap character.
However, detailed analysis of those quantities would require an extension of our results
to nonzero temperatures, as well as inclusion of the fluctuating phase factors in ∆effij .
In the outlook (section 4) we elaborate on this gap duality inherent to the k-DE-GWF
analysis.
In figure 5 we plot the doping evolution of the remaining parameters governing the
wave function. Panel (a) exhibits the variational parameter x. Close to the half-filling,
x steadily decreases and approaches the value −4, the limit of the fully projected-out
double occupancies, with increasing U . Thus, the parameter x cannot be regarded in
equations (8)-(13) as a perturbation parameter in the ordinary sense and in consequence,
the expansions represent an iterative procedure, where the higher-order correlations from
the Hartree-Fock state die out steadily with the increasing order k involving the higher-
order virtual processes. In panel (b) the probablity of double occupancy d2G, normalized
by its uncorrelated (Hartree-Fock) value d2HF, is displayed. A clear correlation-induced
d2G reduction is observed and is most pronounced for δ → 0, again a sign of approaching
gradually the quasi-atomic state of electrons.
Having optimized the ground state energy with respect to the variational
parameters, we are now in a position to focus on the wave-vector-resolved quantities
in the correlated state, as discussed next.
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Figure 5. Doping-dependence of (a) correlator-parameter x and (b) probability of the
double occupancy d2G ≡ 〈nˆi↑nˆi↓〉G, normalized to its Hartree-Fock value d
2
HF = n
0
↑n
0
↓,
for the Hubbard model with t′/t = −0.25, U/|t| = 12, obtained within the k-DE-
GWF approach. As the half-filling is approached, the parameter changes towards the
value x = −4 that corresponds to fully projected-out site double occupancies, i.e. the
Brinkman-Rice Mott insulating state. Note that within the diagrammatic approach
the Brinkman-Rice transition actually never occurs.
3.2. Spectral density, Fermi velocities, and the quasiparticle weight
The consecutive moments of electron spectral function A(k, ω) provide an insight
not only into static electronic properties, but also into the low-energy quasiparticle
dynamics. Specifically, we consider its first two moments: M0(k) ≡
∫ 0
−∞
A(k, ω)dω and
M1(k) ≡
∫ 0
−∞
ωA(k, ω)dω. Additionally, we assume the Fermi-liquid character of the
spectral function, i.e., A(k, ω) = Zkδ(ω − ǫcorrk ) + Ainc(k, ω), where Zk is the so-called
quasiparticle weight (inverse of the effective mass renormalization factor), Ainc(k, ω)
is the incoherent contribution, and ǫcorrk denotes the exact quasi-particle dispersion.
By substituting this formula into the expressions for the moments, one can show that
M0(k) exhibits a discontinuity at the Fermi surface of the magnitude Zk. On the
other hand, M1(k) is continuous, but develops a cusp at the Fermi surface, where its
first derivative jumps by ZkvcorrF [38]. Here v
corr
F ≡ ∇kǫ
corr
k · nˆ, with nˆ being a unit
vector tangent to the Fermi surface, where vcorrF is the value of the Fermi velocity for
quasiparticles. The moments of the spectral function can be equivalently expressed by
the exact formulas: M0(k) = nk and M1(k) = −〈c
†
kσ[H − µNˆ, ckσ]〉 (cf. Appendix
C). The dynamical properties controlling the low-energy renormalized quasiparticle
spectrum are thus encoded in the equal-time commutators with the full Hamiltonian
H which can be evaluated within the k-DE-GWF. The remaining task is to derive the
diagrammatic expansion for the first moment M1(k) detailed also in Appendix C.
In figure 6 we plot M0(k) = nk and M1(k) along the Γ-M-X-Γ contour in the
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Figure 6. Calculated two leading moments of the spectral function: M0(k) = nk
(blue lines) and M1(k) (green lines) along the contour Γ-M -X-Γ for the Hubbard
model (t′/t = −0.25 and U/|t| = 12) at the hole doping (a) δ = 0.02 and (b) δ = 0.12.
The zeroth momentM0(k) exhibits discontinuity along the direction Γ-M equal to the
nodal quasiparticle weight. There are no discontinuities along the remaining M -X-Γ
part of the contour due to nonzero value of the SC gap (the SC correlations are plotted
as the red lines). The first moment exhibits a discontinuity of the first derivative along
the Γ-M line. The linear fits on both sides of this cusp are marked by the magenta
lines. For further details see the main text.
Brillouin zone, calculated for the Hubbard model for t′/t = −0.25 and U/|t| = 12. The
top and bottom panels correspond to the hole-doping levels δ = 0.02 and δ = 0.12,
respectively. In both cases, the statistical distribution function nk (blue line) exhibits
a discontinuity along the nodal Γ-M direction, where the zero-gap quasiparticles are
well-defined. The crossing of the Fermi wave vector is indicated by the vertical dashed
lines. There is no discontinuity along the M-X-Γ contour, since then the Fermi surface
is gapped due to the superconductivity. To further emphasize this point, we illustrate by
red lines the anomalous expectation values 〈ck↑c−k↓〉G which express the SC correlations
in the Gutzwiller wave-function state. It attains the maximal value in the vicinity of the
point X. The values of the first moment of the spectral function obtained variationally
are depicted by the green lines. Note that, along the Γ-M direction, the slopes ofM1(k)
differ below- and above the Fermi wave vector that is marked by dashed vertical lines;
linear fits on both sides are also shown. This is the anticipated feature and physically
meaningful discontinuity of the first spectral-function moment.
An important methodological remark is in order at this point. Namely, the
variational wave function approach induces certain artifacts in the spectral properties
(regardless of the circumstance whether k-DE-GWF, DE-GWF, or VMC method is
used to evaluate the expectation values). The reason for this is that the variational
function |ΨG〉/
√
〈ΨG|ΨG〉 is not the exact ground state of Hamiltonian H, and thus
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inevitably contains an admixture of the excited states. On the other hand, the identity
M1(k) = −〈c
†
kσ[H − µNˆ, ckσ]〉 relies on the assumption that the ground state is
used to compute the expectation value. Within the trial wave-function approach, the
commutator formula forM1(k) is thus an approximation that is influenced by an overlap
between the variational and the exact ground states. This situation may lead to two
types of artifacts in the first variational moment: (i) small discontinuities of M1(k)
at the Fermi surface that can be seen by a careful inspection of Figs. 6(a)-(b). Note
that, due to limited k-space resolution, VMC does not prove conclusively that there is
a jump of M1(k) at the Fermi surface [38]; (ii) M1(k) might become positive around
some points in the Brillouin zone (cf. small positive values of M1(k) near M point in
figure 6(b)). From this perspective, the zeroth moment M0(k) is different, as it equals
to the statistical distribution function nk, which guarantees fulfillment of several exact
relations by construction, e.g., 0 ≤ M0(k) ≤ 1. This remains true even if the trial
function is not the exact ground state. In Appendix E we consider the exactly soluble
non-interacting limit, and show explicitly how the use of approximate ground states
generates those artifacts. In such a situation, we also demonstrate that the physically
meaningful jump of the first derivative ofM1(k) at the Fermi surface is weakly affected
by altering the wave function. Finally, we argue that, for generic case, the discontinuity
of M1(k) might lead to the circumstance that variationally computed vcorrF reflects the
slope of quasiparicle dispersion away from Fermi surface (as we discuss next, this has
implications for the detailed analysis of the photoemission data).
3.3. Comparison with the experimental results and their interpretation
Keeping in mind the approximate nature of the wave function, we extract the Fermi
velocity vcorrF in the correlated state from the discontinuity of the first derivative of
M1(k) and the jump ofM0(k). We also point out that the additional, effective velocity,
veffF , can be defined using the single-particle energy spectrum ǫ
eff
k extracted from the
effective Hamiltonian Heff (i.e., from Heff |Ψ0〉 = ǫeffk |Ψ0〉). Such a dichotomy is not
unphysical as two velocity scales are indeed observed in the photoemission spectra of
high-Tc cuprates as ubiquitous kinks. Namely, experimental v
exp
F,low and v
exp
F,high reflect
the slope of the dispersion curve above and below the kink, respectively. This is
illustrated in figure 7, where we compare the data of reference [39] for LSCO with
the k-DE-GWF solution at fixed doping δ = 0.1 with the k-DE-GWF solution. Here we
have specified the values of the nearest-neighbor hopping t = −0.35 eV and the lattice
spacing a = 3.78Å. The considered Hubbard Hamiltonian with U/|t| = 12 maps then
onto the t-J model with J ≈ 117meV, that is in the experimental range for the high-
Tc cuprates. Remarkably, the relative wave vector ∆k ≡ k − kF needs to be shifted
by ∆k0 ≈ 0.0184Å−1 for the high-energy solution to collapse onto the experimental
points. We attribute this circumstance to the non-zero admixture of excited states in
the Gutzwiller wave function that can be also directly related to the discontinuity of the
first spectral momentM1(k). By making use of the estimate, derived in Appendix E, we
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Figure 7. Kink in the ARPES spectra for LSCO as obtained from the momentum
distribution curves (MDCs) at hole-doping level δ = 0.1, based on the data of [39]
(green squares). Here ∆k denotes wave vector relative to the Fermi surface along the
nodal Γ-M direction in the Brillouin zone. The red line represents the dispersion
ǫeffk = v
eff
F ∆k with v
eff
F extracted from the effective Hamiltonian Heff that arises
within the k-DE-GWF (calculations have been performed for the Hubbard model with
t′/t = −0.25, U/|t| = 12, and δ = 0.1). The blue line shows the slope related to the
“correlated” velocity vcorrF that is obtained from the spectral-function moments, also
within the k-DE-GWF approach. Specifically ǫk = vcorrF (∆k + ∆k0) with one fitting
parameter ∆k0 ≈ 0.0184Å−1 (cf. the discussion in the text).
would get the wave-vector mismatch ∼ ∆M1/(ZvcorrF ) ≈ 0.013Å
−1 which is not far from
0.0184Å−1. Physically, we can write for the two excitations branches along the nodal
direction that ǫeffk ≈ v
eff
F (k − kF ) for the quasiparticle branch and ǫ
corr
k ≈ v
corr
F (k − k
corr
F )
or, alternatively, ǫcorrk ≈ v
corr
F (k − kF ) + v
corr
F ∆k0, where ∆k0 ≡ kF − k
corr
F . Effectively,
the higher excitation branch is shifted with respect to the quasiparticle one by ∆k0.
In figure 8 we present the most important result of the paper, namely the hole
doping dependence of the calculated vcorrF and other quasi-particle properties (once
again, for t = −0.35 eV and a = 3.78Å). In panel (a) two distinct quasiparticle velocity
scales are shown: (i) Effective velocity veffF (green line). As is detailed in Appendix A,
veffF coincides with the Fermi velocity of projected quasiparticles. (ii) The so-called
correlated velocity vcorrF (blue line), extracted from the singular part of the second
spectral-function moments, as described above. The basic distinction between those
quantities is that the latter does not rely on the validity of the projected quasiparticle
ansatz for the excited states. Note that veffF and v
corr
F scale differently with the doping and
are approximately connected by the relation veffF ≈ Znodal × v
corr
F , where Znodal denotes
the nodal quasiparticle weight. The last feature of the results is illustrated in figure 8(a)
by the red line. The full squares show experimental velocities vexpF,low and v
exp
F,high, obtained
from ARPES momentum distribution curves (MDCs) [39, 40]. The k-DE-GWF result
matches quantitatively the experimental values in entire doping range. Even though
within the present approach we are unable to explicitly obtain a systematic evolution
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Figure 8. Nodal quasiparticle properties for the Hubbard model with t′/t = −0.25
and U/|t| = 12, plotted as a function of hole doping δ and calculated within the k-DE-
GWF approach: (a) Effective (green line) and correlated (blue line) Fermi velocities veffF
and vcorrF , obtained from the energy spectrum of the effective Hamiltonian Heff and H,
averaged with |Ψ0〉 and |ΨG〉, respectively, providing the corresponding expressions for
the two leading moments of the spectral function. These two velocities scale differently
with δ and are approximately connected by the relation veffF = Znodalv
corr
F (cf. the red
line in panel (a) which depicts Znodal × vcorrF ). The blue- and green squares show
the Fermi velocity obtained from the slope of experimental [39, 40] low-energy and
high-energy photoemission spectra for LSCO (vexpF,low and v
exp
F,high, respectively). In
panel (b) we display the calculated (black line) and experimental [41, 42] (for BSCCO)
evolution of the nodal quasiparticle weight. In panel (c) the calculated (black line)
and experimental [43] (for LSCO) Fermi wave-vector values are displayed.
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of the quasiparticle properties as a function of energy, this agreement indicates that the
low-energy excited states can be described approximately by the projected BCS wave
function, whereas at higher energies the overlap between the exact- and projected-quasi-
particle states systematically decreases. The applicability of our projected quasiparticle
ansatz for the description of low-lying excitations is independently supported by Lanczos
[44] and VMC [45] studies that reproduce sharp features of the anomalous spectral
function in the t-J model, in agreement with our renormalized BCS theory. However,
this last approach does not yield pronounced kinks in the dispersion spectra obtained in
the photoemission. The correlation-driven bending of the dispersion curve at a threshold
energy can be argued within the recently proposed concept of extremely correlated
Fermi liquid (ECFL) [40, 46, 47] which has been based on a perturbative treatment of
the double-occupancy projection combined with equations-of-motion method for the
Matsubara Green’s functions. Note that neither k-DE-GWF nor ECFL relies on the
presence of any long-wavelength bosonic modes to generate two well-defined velocity
scales. Instead, the latter result from local correlations. This is also independently
supported by the dynamical mean-field theory calculations [48]. To complete the
analysis of the quasiparticle properties, we plot in figure 8(b) the calculated nodal
quasiparticle weight Znodal (black line). The red squares are experimental points for
BSCCO, for which the value of Znodal is available [41, 42]. Panel (c) shows the obtained
doping-evolution of the Fermi wave vector (black line). The latter depends weakly on
the hole concentration, also in agreement with experiments [43] on LSCO (solid squares).
3.4. A brief methodological remark
One should mention that the data for vexpF,low and kF (cf. figure 8a and c) have been
previously rationalized qualitatively within the t-J-U model (cf. figures 6 and 7a in [29])
as coming from the excitations of the effective single-particle Hamiltonian Heff . There,
we have taken J/|t| = 0.25, but U/|t| ≈ 22, much larger than that used here, which
is U/|t| = 12. However, the kinetic exchange in [29] was included explicitly there and
therefore, the principal role of the Hubbard term was to introduce strong correlations
(suppress the double occupancies). Hence, the differences can be understood easily.
Namely, the two formulations: the Hubbard and t-J-U models (the latter being the large-
U limit of either the Hubbard [49] or extended Hubbard forms [50]) represent slightly
different ways of mapping the multi-band model onto the one-band effective model. It
is gratifying that the two models provide the same principal physics. Nevertheless, it
should be noted that the DE-GWF solution for the Hubbard model does not provide the
proper reduction of the kinetic energy in the SC phase and in the underdoped regime,
but the t-J-U does [29]. The kinetic-energy reduction seems present itself as a one of the
most stringent tests of various methods and models, when combined with simultaneous
quantitative analysis (i.e., for the fixed parameters, |t|, J , U , etc.) of other quantities
[29]. The other is the emergence of the pseudogap as driven purely by correlations (cf.
also [51]). It is tempting to associate the pseudogap with our parameter ∆effk (see below).
Realistic estimates of superconducting properties for the cuprates . . . 19
0
1
2
3
4
5
0
1
2
3
4
5
6
7
8
0
1
0 10 20
−1.6
−1.2
−0.8
−0.4
0
0.4
0 4 8 12 16 20
v F
(e
V
Å
)
veffF
vcorrF
vcorrF × Znodal
vexpF,high
vexpF,low
(b)
Z
n
o
d
a
l
Z
a
n
t
i-
n
o
d
a
l
−
1
(%
)
(a)
Z
n
o
d
a
l
U/|t|
en
er
gy
(|
t|
)
U/|t|
Etot/N
Ekin/N
EU/N
(c)
Figure 9. Selected normal-state properties of the Hubbard model for t′/|t| = 0.25
and δ = 0.1, as a function of the on-site repulsion U . (a) Directional anisotropy
between spectral weights of the nodal (Znodal) and anti-nodal quasiparticles near the
X point (Zanti-nodal). The inset shows the value of Znodal. (b) Calculated effective and
correlated Fermi-velocity veffF and v
corr
F scales. The shaded regions correspond to the
experimental velocities vlowF = 1.8 ± 0.2 eVÅ and v
high
F = 5.0 ± 0.7 eVÅ, determined
from low- and high-energy photoemission spectra for LSCO from ARPES momentum
distribution curves (MDCs) [39, 40]. Their height reflects uncertainty of the measured
values. (c) Calculated kinetic- and Hubbard-interaction energies (blue and green lines,
respectively). Black line shows the total energy per site. The non-monotonic behavior
of the potential energy marks a crossover between weak- and strong-correlation regimes.
3.5. Anisotropy of spectral quasiparticle properties
So far we have focused on the nodal quasiparticles that are gapless in the d-wave SC
state. We now turn to the discussion of the normal state, which allows to address
directional dependence of the spectral quasiparticle properties. This is essential feature,
since in the d-wave SC state, considered above, the distribution function nk exhibits a
jump-discontinuity only along the nodal lines. We fix the hole-doping level at δ = 0.1
and monitor how the spectral anisotropy emerges as a function of the on-site repulsion
U .
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In figure 9(a) we plot the relative spectral weight anisotropy parameter
Znodal/Zanti-nodal − 1 with respect to the nodal quasiparticles on the Γ-M line and those
located on the M-X-Γ contour, close to the X point (we call the latter anti-nodal
quasiparticles). Both Znodal and Zanti-nodal have been extracted from the statistical
distribution functions nk. For U = 0, these two spectral weights are equal to unity
and are direction independent. As the interactions are turned on, a small but definite
anisotropy develops between Znodal and Zanti-nodal; the spectral weight concentrates along
the nodal direction. Note that a small difference < 10% remains well within the
resolution of the k-DE-GWF approach (statistical uncertainties are indicated on the
plot), contrary to the real-space result, where the Gibbs-type oscillations occur on even
larger scale (cf. figure 2). Comparable magnitudes of anisotropy have been reported for
the t-J model for the Gutzwiller-projected wave function [52]. Inset in panel (a) shows
the value of Znodal that is rapidly suppressed with the increasing U , indicating the loss
of quasiparticle-state coherence.
In figure 9(b) we present analysis complementary to that of figure 8(a), i.e.,
the interaction-dependence of the effective and correlated velocities, veffF and v
corr
F ,
respectively. In the non-interacting (U = 0) case, they are equal, veffF = v
corr
F . As
the interactions increase, these two velocities split and, around U/|t| ∼ 12, fall into
the corresponding experimental ranges for the values below and above the kink in the
dispersion relation (shaded areas). Finally, in panel (c) we plot the contributions to
the total ground-state energy per site from the Hubbard (EU) and kinetic (Ekin) terms.
The sum of the two, Etot, is depicted as a black line. The crossover from the weak-
to strong-correlation regime is reflected by a non-monotonic interaction-dependence of
EU . For small U the original Fermi-sea ground state is robust to interactions and the
potential energy increases roughly as Un0↑n
0
↓. For sufficiently large U , however, it is
energetically favorable to qualitatively reorganize the state, as is reflected in the trial
wave function via essential reduction of the local double occupancies. This leads to a
reduction of EU , but at the same time, to a partial reduction of the negative kinetic
contribution Ekin. Note that the state reorganization takes place around U ∼ W 8|t|
which defined the crossover from moderately to strongly correlated regime.
3.6. Instantaneous spin correlations: comparison with VMC
Within the k-DE-GWF approach we can determine a variety of instantaneous (equal-
time) correlations, e.g., spin, charge, or nematic. Here we restrict to the spin structure
factor S(k) ≡ 〈SˆzkSˆ
z
−k〉G =
1
4
〈Sˆ+k Sˆ
−
−k + Sˆ
−
k Sˆ
+
−k〉G, which is also available from extensive
variational Monte-Carlo data and thus can be compared to those obtained within
our mehtod. In figure 10(a) the instantaneous spin structure factor for the Hubbard
model with t′/|t| = 0, U/|t| = 4, J/|t| = 0, and δ = 0.218 is calculated to the third
expansion order in the normal state and depicted by the black solid line. This result
agrees well with the variational Monte-Carlo data of reference [36] (open squares). We
emphasize that VMC provides a discrete set of points in k-space as a consequence of
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Figure 10. (a) Instantaneous (equal-time) spin structure factor S(k) along the Γ-
X-M -Γ contour in the Brillouin zone for the Hubbard model (t′/|t| = 0, U/|t| = 4,
J/|t| = 0, and δ = 0.218). The k-DE-GWF and the (non-diagrammatic) Gutzwiller-
approximation results are depicted by solid black and dashed red lines, respectively.
Note the unphysical behavior of the latter near the Γ point. The solid blue line
represents the Hartree-Fock result. Additionally, the variational Monte-Carlo (VMC)
data of reference [36] are displayed by squares (the VMC calculations have been
actually performed for 14 electrons in 8 × 8 lattice that yields δ = 0.21875). (b)
Doping-dependence of S(k) across the Brillouin zone for t′/t = 0.25, U/t = 12, and
J/|t| = 0 in the d-wave SC phase. The k-DE-GWF calculations have been performed
to the third order of the diagrammatic expansion (k ≤ 3).
finite lattice considered (8 × 8 sites in this case), whereas the k-DE-GWF yields a
continuous curve, since it works in the thermodynamic limit. The red dashed line shows
the statistically-consistent Gutzwiller approximation (SGA) result, which is obtained by
discarding all non-local diagrammatic contributions or, equivalently, by taking the limit
of infinite number of spatial dimensions (cf. reference [28] for additional discussion of
the relation between SGA and DE-GWF). The unphysical behavior of the SGA results
is apparent near the Γ point, where S(k) becomes negative, contrary to the full k-DE-
GWF solution where no such an artifact appears. This result underlines the necessity
of including higher-order diagrammatic contributions to reliably describe k-resolved
structure factors. The blue solid line is the Hartree-Fock result. By comparing the latter
with either k-DE-GWF or VMC one can see that the spin correlations are substantially
enhanced by electronic correlations. Note that S(k) is peaked around the M point,
indicating considerable antiferromagnetic correlations in the Gutzwiller wave function.
We can ascribe this enhancement to the inclusion of local spin fluctuations. Note,
however, that the long-wavelength paramagon-type excitations are still not included.
The latter are expected to play an important role in the direct vicinity of half-filling,
where the antiferromagnetic and magnetic inhomogeneous phases (not considered here)
are approached.
In figure 10(b) we display S(k) for the Hubbard model with the same parameters
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as those in previous sections (t′/|t| = 0.25, U/|t| = 12, J/|t| = 0), calculated within
the k-DE-GWF approach in the d-wave SC state up to the third order of diagrammatic
expansion. The antiferromagnetic fluctuations near theM point undergo approximately
6-fold enhancement as the doping level decreases from δ = 0.44 to δ = 0.02, signaling
the tendency to antiferromagnetic instability. Remarkably, due to emergence of the
pseudogap in the projected quasiparticle spectra (evidenced by the monotonous increase
of the effective gap ∆eff10 towards half-filling, seen in figure 4(c)), the S(k) becomes
increasingly smooth as the δ = 0 limit is approached. Specifically, the two cusps around
the M point, visible for δ = 0.44, are absent for δ = 0.02.
4. Outlook and a further interpretation of results
In this paper we have introduced the k-DE-GWF variational method for the systems
of correlated and itinerant fermions that is based on a systematic treatment of
the Gutzwiller partial-projection operators directly in the thermodynamic limit. Its
main advantage, as compared to other variational techniques, such as the variational
Monte-Carlo (VMC) or DE-GWF, is that it is free of the finite-range diagram
summation artifacts which are smearing out the singular character of wave-vector-
resolved quantities, such as jump-discontinuities and cusps of the consecutive spectral-
function moments. The universal feature of the method is that we start from the
real-space description of the interparticle correlations, but evaluate systematically the
relevant averages directly in the reciprocal (k) space. We have focused on those singular
features and used them to extract quasiparticle energies and, related to them, Fermi
velocity scales vcorrF and v
eff
F appearing in a natural manner. On the other hand,
the remaining k-independent characteristics (∆effij , EG, etc.) are close in value when
calculated with either DE-GWF or k-DE-GWF (cf. Appendix D).
Thus, the present approach allows us to improve the description of system properties
as a function of the hole doping, obtained within the real-space diagrammatic expansion
(DE-GWF), by eliminating the spatial cutoff that limits the range of interelectronic
correlations taken into account to few coordination spheres. The technical change of
going directly to the reciprocal-space evaluation of the consecutive expansion coefficients
proved to be essential in the following aspects: (i) the discontinuities of the distribution
function nk are now properly defined and determined, and (ii) the correlated state
characteristics such as ∆G is shown to be characterizing the fully correlated ground-
state. However, vcorrF describes the excited state from that fully correlated state and
thus requires more energy than those very close to the Fermi surface. The quasiparicle
Hamiltonian Heff and |Ψ0〉 represents the low-energy BCS-type theory, with the d-wave
form of the non-renormalized order parameter ∆eff , whereas the state |ΨG〉 provides
intrinsic characteristics of the fully correlated state. The basic question is whether those
two states describe experimental dynamical properties on two different energy scales,
the pseudogap (∆eff), Fermi velocity (veff), and the correlated ∆G and vcorrF , respectively.
Although our main purpose in this paper was to discuss dynamic quantities, we
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Figure 11. Two distinct gap parameters at the X-point (k = (π, 0)) as a function
of hole concentration δ, both normalized to their values at optimal doping δopt ≈
0.16. Solid colored lines represent the k-DE-GWF result for the correlated gap
∆G
k
∝ 〈c↑kc↓−k〉G (panel (a)) and effective wave-vector-resolved gap ∆effk (panel (b)).
The squares are experimental data for the the SC gap (∆SC) and pseudogap (∆PG)
obtained by various experimental probes, taken from reference [53]. The dot-dashed
lines represent the guide for the eye of the data trend. The parameters are the same
as those taken for the computation of Fermi velocities.
have attempted also to compare the results presented in figure 4(c) for ∆Gk ∝ 〈c↑kc↓−k〉G
and ∆effk with the experimental data accumulated in [53] and concerning the SC gap
(∆SC) and pseudogap (∆PG), respectively. In figure 11 we plot those gaps, normalized
to their values for the optimal doping, against the data points for ∆SC – (a) and ∆PG
– (b), both as a function of hole-doping. The overall data trends versus δ are well
reproduced, except the doping dependence ∆Gk in the regime δ ≤ 0.1, since the value of
the Hubbard-U takes as U = 12|t| is to small to suppress ∆Gk (δ) when approaching the
Mott insulator limit. A better quantitative parametrization of the gap is obtained when
one goes beyond the analyzed here in detail Hubbard model, e.g., by using the t-J-U
model in the same scheme [29]. A detailed analysis of such an involved model with
the k-DE-GWF is beyond our present computational capabilities. We, however, point
out that recent studies of the gap [54, 55], based on extrapolation from the near-nodal
direction, suggest that it flattens out in the underdoped region, in contrast to dome-like
trend seen in figure 11(a). The latter could yield better agreement with our calculation,
though a separate analysis would be necessary to confirm this. Note also that, with
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the help of the comparison in figure 11(b), it is tempting to interpret ∆effk (δ) as that
emulating the pseudogap. However, this interpretation attempt should be tested much
more accurately, as for example, one would have to attach random phase fluctuations
to ∆effij and thus test whether this quantity can play the role of pseudogap without
spontaneous breaking of the symmetry leading to the fully developed SC state. For the
time being, it is merely a curious observation.
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Appendix A. Interpretation of the effective Hamiltonian
In this Appendix we provide a rigorous physical interpretation of the effective
Hamiltonian Heff . Specifically, we show that, up to well controlled corrections o(x2),
the quasiparticle spectrum of Heff is given by expectation values ǫeffkσ = 〈ΨGkσ|(H −
µNˆ)|ΨGkσ〉 − ΩG, where |ΨGkσ〉 ≡ PGγ
†
kσ|Ψk〉 × ||PGγ
†
kσ|Ψ0〉||
−1 and γ†σ creates
a Bogoliubov quasiparticle. The norm ||PGγ
†
kσ|Ψ0〉|| ensures proper normalization.
Previously, the validity of this statement was demonstrated for the limit of infinite
number of spatial dimensions that maps onto truncated form of zeroth-order DE-
GWF/k-DE-GWF approximation (cf. Appendix of reference [56]). By using Heff
to evaluate physical quantities, such as nodal Fermi velocity or free energy at finite
temperatures one thus implicitly relies on the projected quasi-particle ansatz for excited
states. This should be contrasted with the analysis based on the moments of the electron
spectral function that is not biased in this manner.
Appendix A.1. Notation
Let us first define two expectation values N ≡ 〈Ψ0|PG(H − µNˆ)PG|Ψ0〉 and D ≡
〈Ψ0|P
2
G|Ψ0〉. The grand potential is thus written as ΩG = N/D and the variational
energy reads EG = N/D + µNe. If N and D are evaluated by means of Wick’s
theorem, the potential ΩG becomes a function of uncorrelated density matrix elements
Pl = 〈Ψ0|oˆ1oˆ2|Ψ0〉, where oˆ1 and oˆ2 are fermionic creation or annihilation operators on
the lattice, i.e., ΩG = ΩG({Pl}). The index l runs over all possible operator pairs. In
this Appendix, contrary to the main text, we use a uniform notation for the normal
(〈Ψ0|c
†
iσcjσ|Ψ0〉) and anomalous (〈Ψ0|ci↑cj↓|Ψ0〉) expectation values, both of which are
special cases of general expression 〈Ψ0|oˆ1oˆ2|Ψ0〉. This makes the formulas appearing
in the reasoning more compact. To facilitate the discussion of superconductivity, in
the text we explicitly singled out the anomalous lines Sij and distinguished them from
paramagnetic counterparts Pijσ. In the present notation, the effective Hamiltonian reads
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Heff =
∑
l
∂ΩG
∂Pl
Pˆl =
∑
l
N
D
×
(
1
N
∂N
∂Pl
−
1
D
∂D
∂Pl
)
× Pˆl, (A.1)
where Pˆl ≡ oˆ1oˆ2 and Pl = 〈Ψ0|Pˆl|Ψ0〉.
Appendix A.2. Auxiliary identity: representation of expectation values
First we prove a useful auxiliary statement. Let us consider the expectation value
F ≡ 〈Ψ0|oˆ0 · oˆ1 · . . . · oˆ2N · oˆ2N+1|Ψ0〉, (A.2)
where N > 0 and oˆi denote either fermionic creation of annihilation operators (the
factor 2N has been introduced in the above expression to ensure that the total number
of operators is even). Additionally, we define
G ≡ 〈Ψ0|oˆ1 · . . . · oˆ2N |Ψ0〉. (A.3)
The latter is similar to F , but the outermost operators oˆ0 and oˆ2N+1 have been removed.
We show next that
F = 〈Ψ0|oˆ0oˆ2N+1|Ψ0〉 ×G+ 〈Ψ0|oˆ0 · Gˆ · oˆ2N+1|Ψ0〉 −
− 〈Ψ0|oˆ0oˆ2N+1|Ψ0〉 × 〈Ψ0|Gˆ|Ψ0〉 (A.4)
with
Gˆ ≡
∑
l
∂G
∂Pl
× Pˆl. (A.5)
Once again, l enumerates operator products of the form Pˆl = oˆi · oˆj .
We start the proof by Wick decomposition of the expression for F :
F = 〈Ψ0|oˆ0 · oˆ2N+1|Ψ0〉 × 〈Ψ0|oˆ1 · . . . · oˆ2N |Ψ0〉+∑
i,j=1,...,2N
i<j
(
〈Ψ0|oˆ0oˆi|Ψ0〉 × 〈Ψ0|oˆj oˆ2N+1|Ψ0〉 −
− 〈Ψ0|oˆ0oˆj |Ψ0〉 × 〈Ψ0|oˆioˆ2N+1|Ψ0〉
)
×
× 〈oˆ1 · . . . · oˆi−1 · oˆi+1 · . . . · oˆj−1oˆj+1 · . . . · oˆ2N 〉 × (−1)
j−i+1. (A.6)
The first term in equation (A.6) comes from contraction of oˆ0 and oˆ2N+1 operators,
and all possible contractions of remaining terms (the latter are simply equal to the
expectation value 〈Ψ0|oˆ1·. . .·oˆ2N |Ψ0〉). The second term originates from contraction of oˆ0
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and oˆ2N+1 with operators from the range oˆ1, . . . , oˆ2N (and all other possible contractions
of remaining terms). Note that there are two contributions in bracket of the second
term due to two possible contractions of the operators oˆ0 and oˆ2N+1 with oˆi and oˆj. The
sign (−1)j−i+1 arises as a consequence of moving oˆi and oˆj to oˆ0 and oˆ2N+1, respectively.
Now, we point out that (for i < j)
G = 〈Ψ0|oˆioˆj|Ψ0〉 × (−1)
j−i+1 ×
× 〈oˆ1 · . . . · oˆi−1 · oˆi+1 · . . . · oˆj−1oˆj+1 · . . . · oˆ2N〉+
+ all possible contractions not involving 〈Ψ0|oˆioˆj|Ψ0〉. (A.7)
There is no summation over i and j indices in equation (A.7), but the latter may be
chosen arbitrarily as long as i < j. If we treat expectation values 〈Ψ0|oˆioˆj|Ψ0〉 with
different sets of indices {i, j} as independent variables, we get
∂G
∂〈Ψ0|oˆioˆj |Ψ0〉
= (−1)j−i+1 ×
× 〈oˆ1 · . . . · oˆi−1 · oˆi+1 · . . . · oˆj−1oˆj+1 · . . . · oˆ2N 〉. (A.8)
The last equality follows from the observation that 〈Ψ0|oˆioˆj|Ψ0〉 appears exactly once
in equation (A.7) as a coefficient of the first term. We thus arrive at a more compact
formula
F = 〈Ψ0|oˆ0 · oˆ2N+1|Ψ0〉 × 〈Ψ0|oˆ1 · . . . · oˆ2N |Ψ0〉+∑
i,j=1,...,2N
i<j
(
〈Ψ0|oˆ0oˆi|Ψ0〉 × 〈Ψ0|oˆj oˆ2N+1|Ψ0〉 −
− 〈Ψ0|oˆ0oˆj |Ψ0〉 × 〈Ψ0|oˆioˆ2N+1|Ψ0〉
)
×
∂G
∂〈Ψ0|oˆioˆj |Ψ0〉
. (A.9)
that can be further simplified by application of the Wick’s theorem to the expressions
in bracket of the second term:
F = 〈Ψ0|oˆ0 · oˆ2N+1|Ψ0〉 × 〈Ψ0|oˆ1 · . . . · oˆ2N |Ψ0〉+∑
i,j=1,...,2N
i<j
(
〈Ψ0|oˆ0oˆioˆj oˆ2N+1|Ψ0〉 −
− 〈Ψ0|oˆ0oˆ2N+1|Ψ0〉 × 〈Ψ0|oˆioˆj |Ψ0〉
)
×
∂G
∂〈Ψ0|oˆioˆj |Ψ0〉
. (A.10)
Note that different lines 〈Ψ0|oˆioˆj |Ψ0〉 and 〈Ψ0|oˆi′ oˆj′|Ψ0〉 are certainly equal if
oˆioˆj = oˆi′ oˆj′. It is thus useful to collect the lines that are expectation values of the
same operator products so that 〈Ψ0|oˆioˆj |Ψ0〉 and 〈Ψ0|oˆi′ oˆj′|Ψ0〉 are now treated as the
same variable if oˆioˆj = oˆi′ oˆj′. The derivative over lines in equation (A.10) should be
then transformed according to the relation
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∂G
∂Pl
=
∑
i,j=1,...,2N;i<j
oˆioˆj=Pˆl
∂G
∂〈Ψ0|oˆioˆj|Ψ0〉
. (A.11)
The expression for F can be then written in its final form
F = 〈Ψ0|oˆ0 · oˆ2N+1|Ψ0〉 × 〈Ψ0|oˆ1 · . . . · oˆ2N |Ψ0〉+∑
l
(〈Ψ0|oˆ0Pˆloˆ2N+1|Ψ0〉 − 〈Ψ0|oˆ0oˆ2N+1|Ψ0〉 × 〈Ψ0|Pˆl|Ψ0〉)×
∂G
∂Pl
=
〈Ψ0|oˆ0oˆ2N+1|Ψ0〉 ×G+ 〈Ψ0|oˆ0 · Gˆ · oˆ2N+1|Ψ0〉 −
− 〈Ψ0|oˆ0oˆ2N+1|Ψ0〉 × 〈Ψ0|Gˆ|Ψ0〉, (A.12)
which completes the reasoning.
Appendix A.3. Energy spectrum of the effective Hamiltonian
We are now in position to relate the expression for the spectrum of the effective
Hamiltonian Heff to the projected wave functions. We first calculate the value of the
grand potential in the state with added projected quasiparticle excitation
ΩGkσ ≡
〈Ψ0|γkσPG(H− µNˆ)PGγ
†
kσ|Ψ0〉
〈Ψ0|γkσP 2Gγ
†
kσ|Ψ0〉
. (A.13)
We can now apply the decomposition of equation (A.4) both to the nominator and
denominator of equation (A.13). The use of equation (A.4) is admissible as Bogoliubov
quasiparticles are linear combinations of the original creation and annihilation operators.
We get
ΩGkσ =
(
〈Ψ0|γkσγ
†
kσ|Ψ0〉N +
∑
l
∂N
∂Pl
〈Ψ0|γkσPˆlγ
†
kσ|Ψ0〉 −
−
∑
l
∂N
∂Pl
〈Ψ0|γkσγ
†
kσ|Ψ0〉〈Ψ0|Pˆl|Ψ0〉
)
×
(
〈Ψ0|γkσγ
†
kσ|Ψ0〉D +
+
∑
l
∂D
∂Pl
〈Ψ0|γkσPˆlγ
†
kσ|Ψ0〉 −
−
∑
l
∂D
∂Pl
〈Ψ0|γkσγ
†
kσ|Ψ0〉〈Ψ0|Pˆl|Ψ0〉
)−1
. (A.14)
Now note that, if γkσ creates a quasi-particle excitation in the state kσ, this state must
be unoccupied in the first place, thus 〈Ψ0|γkσγ
†
kσ|Ψ0〉 = 〈Ψ0|1−γ
†
kσγkσ|Ψ0〉 = 1. Taking
this into account and reorganizing equation (A.14), we arrive at
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ΩGkσ =
N
D
×
1 +
∑
l
1
N
∂N
∂Pl
〈Ψ0|γkσPˆlγ
†
kσ|Ψ0〉 −
∑
l
1
N
∂N
∂Pl
〈Ψ0|Pˆl|Ψ0〉
1 +
∑
l
1
D
∂D
∂Pl
〈Ψ0|γkσPˆlγ
†
kσ|Ψ0〉 −
∑
l
1
D
∂D
∂Pl
〈Ψ0|Pˆl|Ψ0〉
. (A.15)
The denominator can be expanded in the Taylor series with respect to sums over density
matrix elements. As is detailed in the following subsection, the series should converge
rapidly for the case of Gutzwiller wave function. By keeping the terms up to the first
expansion order, we get
ΩGkσ ≈
N
D
+
N
D
∑
l
(
1
N
∂N
∂Pl
−
1
D
∂D
∂Pl
)
× 〈Ψ0|γkσ · Pˆl · γ
†
kσ|Ψ0〉 −
−
N
D
∑
l
(
1
N
∂N
∂Pl
−
1
D
∂D
∂Pl
)
× 〈Ψ0|Pˆl|Ψ0〉. (A.16)
The latter expression can be reorganized with the use of equation (A.1)
ΩGkσ ≈ ΩG + 〈Ψ0|γkσHeffγ
†
kσ|Ψ0〉 − 〈Ψ0|Heff |Ψ0〉 =
ΩG +
∑
k′σ′
ǫeffk′σ′
(
〈Ψ0|γkσγ
†
k′σ′γk′σ′γ
†
kσ|Ψ0〉 − 〈Ψ0|γ
†
k′σ′γk′σ′ |Ψ0〉
)
=
= ΩG + ǫ
eff
kσ, (A.17)
where ǫeffkσ is the quasi-particle dispersion obtained by diagonalization of the effective
Hamiltonian Heff . This completes the reasoning.
Appendix A.4. Justification of the denominator expansion for the case of Gutzwiller
wave function
Here we justify the transition form equation (A.15) to equation (A.16). The argument
is not general and bases on the specific form of Gutzwiller wave function.
First, we develop a formal expansion for the denominator of the right-hand-side of
equation (A.15) in the powers of the parameter x. To do that, we return to its original
form 〈Ψ0|γkσP 2Gγ
†
kσ|Ψ0〉/D = 〈Ψ0|γkσP
2
Gγ
†
kσ|Ψ0〉/〈Ψ0|P
2
G|Ψ0〉. By making use of the
identity P 2G =
∏
i(1+x · dˆ
HF
i ) with dˆ
HF
i = nˆ
HF
i↑
nˆHFi↓ , and collecting the terms proportional
to the same powers of x, we arrive at
〈Ψ0|γkσP
2
Gγ
†
kσ|Ψ0〉
〈Ψ0|P 2G|Ψ0〉
=
∑
δ
exp(ikδ)×
×
∞∑
k=0
xk
k!
∑′
l1,...,lk
〈Ψ0|γiσ · dˆ
HF
l1
· . . . · dˆHFlk · γ
†
i+δ,σ|Ψ0〉
∞∑
k=0
xk
k!
∑′
l1,...,lk
〈Ψ0|dˆHFl1 · . . . · dˆ
HF
lk
|Ψ0〉
, (A.18)
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where primes mean that the summation is performed over sets of unique lattice indices
(i.e. lα 6= lβ for α 6= β). The right-hand side of equation (A.18) can be now expanded
with the use of Wick’s theorem. We get
〈Ψ0|γkσP
2
Gγ
†
kσ|Ψ0〉
〈Ψ0|P 2G|Ψ0〉
=
∑
δ
exp(ikδ)〈Ψ0|γiσγ
†
i+δ,σ|Ψ0〉+
+
x2
2!
∑
δ
exp(ikδ)
∑
l1 6=l2
〈Ψ0|γiσdˆ
HF
l1
dˆHFl2 γ
†
i+δ,σ|Ψ0〉c + o(x
2), (A.19)
where the subscript “c” means that only the connected diagrams should be
included. The disconnected part has been canceled by denominator contribution.
Note that all the terms proportional to x vanish, i.e. 〈Ψ0|dˆHFl1 |Ψ0〉 = 0 and
〈Ψ0|γiσdˆ
HF
l1
γi+δ,σ|Ψ0〉 = 0. As we argued above, the state kσ must be unoccupied, hence∑
δ
exp(ikδ)〈Ψ0|γiσγ
†
i+δ,σ|Ψ0〉 = 〈Ψ0|γkσγ
†
kσ|Ψ0〉 = 1. By comparing equation (A.19)
with the denominator of equation (A.15), we observe that
∑
l
1
D
∂D
∂Pl
〈Ψ0|γkσ · Pˆl · γ
†
kσ|Ψ0〉 −
∑
l
1
D
∂D
∂Pl
〈Ψ0|Pˆl|Ψ0〉 =
=
x2
2!
∑
δ
exp(ikδ)
∑
l1,l2
〈Ψ0|γiσ · dˆ
HF
l1
· dˆHFl2 · γ
†
i+δ,σ|Ψ0〉c +
+ o(x2). (A.20)
The expansion performed in the process of transforming equation (A.15) into
equation (A.16) is thus valid to the order o(x2).
Appendix B. Evaluation of the k-space diagrammatic sums
Here we present the details of k-space diagrammatic expansion, constituting the basis
for the k-DE-GWF approach.
First, a methodological remark is in order. The naive formulation of the
diagrammatic expansion, based on Fourier transformation of real-space Wick-factorized
sums (8)-(13) would lead to complicated k-space expressions due to summation
restrictions over internal vertex positions {lα} (indicated by primes over summation
symbols). By using T 11ij as an example, we now show how this problem is eliminated by
proper redefinition of lines appearing in the Wick’s decomposition; all other sums can
be transformed in an analogous way. Namely, for i 6= j, we have
T 11ij =
∞∑
k=0
xk
k!
∑′
l1,...,lk
〈Ψ0|c
†
i↑cj↑dˆ
HF
l1
. . . dˆHFlk |Ψ0〉c =
=
∞∑
k=0
xk
k!
∑
l1,...,lk
〈Ψ0|c
†
i↑cj↑dˆl1 . . . dˆlk |Ψ0〉
′
c,
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where now summation restrictions over {lα} are lifted and the full operators dˆi =
nˆi↑nˆi↓ are used instead of their shifted versions dˆHFi = (nˆi↑ − n
0
↑)(nˆi↓ − n
0
↓). The
prime over the expectation value on the right-hand-side of equation (B.1) means
that modified paramagnetic lines 〈Ψ0|c
†
iσcjσ|Ψ0〉 → 〈Ψ0|c
†
iσcjσ|Ψ0〉 − δij〈Ψ0|c
†
iσcjσ|Ψ0〉
and 〈Ψ0|ciσc
†
jσ|Ψ0〉 → 〈Ψ0|ciσc
†
jσ|Ψ0〉 − δij〈Ψ0|ciσc
†
jσ|Ψ0〉 should be used in the Wick’s
expansion [17]. To show that these two representations are equivalent, we point
out the following. The effect of using the shifted version of the double occupancy
operators dˆHFi in the original representation of T
11
ij is to eliminate Hartree-bubbles
attached to internal vertices. Due to redefinition of the paramagnetic lines, however,
all Hartree-bubbles vanish by construction if dˆHFi are substituted with dˆi. Note that all
diagrams without Hartree-bubbles remain the same as would come out from the original
expression since the modification is limited to local correlation functions. Moreover,
the summation restrictions can be lifted because diagrammatic contributions involving
two terms located on the same lattice site add up to zero. To illustrate the last
point, we consider an exemplary term contributing to T 11ij with an equal internal and
external lattice index, written schematically as 〈Ψ0| . . . · cˆ
†
i↑ · dˆi · . . . |Ψ0〉
′
c, where dots
represent products of other operators. In the process of Wick-decomposition of this
sum we encounter (i) terms containing the local contraction between dˆi and c
†
i↑ operator
〈Ψ0| . . .·c
†
i↑ ·c
†
i↑ci↑c
†
i↓ci↓·. . . |Ψ0〉
′
c, and (ii) the terms, where dˆi and ci↑ have been contracted
with some other operators. The diagrams of type (i) vanish as a consequence of using
shifted lines. The diagrams from the class (ii), on the other hand, always contain pairs
of contractions that can be represented as
〈Ψ0| . . . · cm↑ . . . · c
†
i↑ · c
†
i↑ci↑c
†
i↓ci↓ · . . . · cn↑ · . . . |Ψ0〉
′
c (B.2)
and
〈Ψ0| . . . · cm↑ . . . · c
†
i↑ · c
†
i↑ci↑c
†
i↓ci↓ · . . . · cn↑ · . . . |Ψ0〉
′
c. (B.3)
These two terms are equal in regard of absolute values, but differ in sign and thus add
up to zero, which concludes the reasoning.
Whereas the expressions for the two-site sums are, strictly speaking, defined only
for i 6= j, it is convenient do set T 11ii ≡
∑∞
k=0
xk
k!
∑
l1,...,lk
〈Ψ0|c
†
i↑ci↑dˆl1 . . . dˆlk |Ψ0〉
′
c. The
value of T 11ii is physically irrelevant as it does not enter any of the functionals used
in our scheme, but adopting this particular form leads to simplification of the k-space
expressions.
Now, the real-space Wick’s decomposition of the expectation values (8)-(13) in the
modified form, explained above, has been performed for the case of (i) the paramagnetic
phase with only normal lines P˜ijσ ≡ Pijσ − δijn0σ included (note the shift due to line
redefinition), and (ii) d-wave SC state allowing for both normal P˜ijσ and anomalous
terms Sij. Inversion symmetry was assumed in the process, which resulted in technical
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simplifications. Subsequently, the isomorphic graphs were collected and combinatorical
factors were calculated. The Nauty library [57] was utilized for low-level graph-theory
operations. Finally, the resultant diagrammatic sums have been Fourier transformed to
the k-space and the local wave vector conservation (modulo reciprocal lattice vector) has
been exploited to eliminate excess k-space integrals. At this stage, the k-space sums of
the form T αβ(p) ≡
∑
δ
T αβi+δ,i exp(ipδ) and S
22(k) ≡
∑
δ
S22i+δ,i exp(ipδ) can be readily
expressed in terms of integrals involving the k-space lines P˜k ≡
∑
δ
Pi+δ,iσ exp(ikδ)−n
0
σ
and Sk ≡
∑
δ
Si+δ,i exp(ikδ) (since we do not consider magnetism, the spin symbol σ
has been omitted in the definition of P˜k). Note that we have not imposed the condition
δ 6= 0 in the definition of the k-space expressions. Additionally, we have reserved the
symbol p to denote the external wave vectors (flowing through entire diagrammatic
sum) that will be contrasted with dummy internal ones kα over which integration is
performed.
In figure B1 we display the paramagnetic diagrams contributing to the variational
energy up to the third expansion order k. In that case, each line of the diagram
corresponds to the k-space expression P˜k with the appropriate combination of wave
vectors written near the line. The numbers next to the graphs are combinatorical
coefficients. The symbols i and j near the vertices mark the external vertices. For
illustration, we write down the explicit expression for T 11(p) in the paramagnetic phase
up to the second expansion order
T 11(p) = P˜p +
x2
2!
× (−2)× P˜ 2p ×
×
∫
d2k0
(2π)2
d2k1
(2π)2
P˜p+k0+k1P˜−k0P˜−k1 + o(x
2), (B.4)
where all integrals are performed over the first Brillouin zone (cf. figure B1(a)). The
one-site sums do not carry external wave vector p and have simpler structure, e.g.,
I2 =
x2
2!
× (−2)×
∫
d2k0
(2π)2
×
×
∫
d2k1
(2π)2
∫
d2k2
(2π)2
P˜ 2−k0−k1−k2P˜k0P˜k1P˜k2 + o(x
2). (B.5)
Having computed all diagrammatic contributions to desired order in this way, one
can retrieve the variational energy components (5)-(7) by Fourier transforming to
real-space again. For δ 6= 0 we get explicitly T αβi+δ,i =
∫
d2p
(2pi)2
exp(−ipδ)T αβ(p) and
S22i+δ,i =
∫
d2p
(2pi)2
exp(−ipδ)S22(p).
In table B1 we list the number (Ndiag) of generated diagrams, contributing to
different expectation values, in the paramagnetic and d-SC phases up to the fourth
expansion order k. Additionally, we display the dimensions D of k-space integrals that
arise from diagrammatic contributions to the variational energy functional EG and its
derivatives over lines. The total graph count Ntotal is given in the last row. Note
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Figure B1. The paramagnetic k-space diagrams contributing to the variational energy
up to the order (k ≤ 3). Some k = 3 diagram classes are not displayed. The lines
have been assigned the combinations of external and internal wave vectors (p and kα,
respectively). The external vertices are labeled by indices i and j. The numbers next
to the diagrams are combinatorical factors.
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Table B1. Number of diagrams contributing to various expectation values (Ndiag)
and the corresponding k-space integral dimensions (D) in the paramagnetic (PM) and
superconducting (d-SC) phases as a function of expansion order k. Here Ntotal denotes
the total number diagrams of given order.
PM phase d-SC phase
Expansion order, k Expansion order, k
0 1 2 3 4 0 1 2 3 4
T 11 Ndiag 1 0 1 2 7 1 0 8 40 644
D 2 N/A 6 8 10 2 N/A 6 8 10
T 13 Ndiag 0 1 2 7 27 0 4 20 322 3262
D N/A 6 8 10 12 N/A 6 8 10 12
T 33 Ndiag 1 1 5 20 91 2 4 133 1238 27187
D 6 8 10 12 14 6 8 10 12 14
S22 Ndiag 1 1 3 8 34 2 4 36 306 4388
D 2 4 6 8 12 2 4 6 8 12
I2 Ndiag 0 0 1 2 7 0 0 6 28 393
D N/A N/A 6 8 10 N/A N/A 6 8 10
I4 Ndiag 0 1 1 3 12 0 3 6 103 888
D N/A 6 8 10 12 N/A 6 8 10 12
Ntotal 3 4 13 42 178 5 15 209 2037 36762
that Ntotal rapidly increases in the SC state which provides a practical limitation for
the k-DE-GWF method. Here we have been able to include the diagrams up to the
third expansion order (k ≤ 3) in the SC state (∼ 2000 graphs resulting in at most 12-
dimensional integrals). The k-space Monte-Carlo integration has been performed using
Suave algorithm as implemented in the Cuba library.
Appendix C. Diagrammatic representation of the spectral function
moments
Here we develop diagrammatic representation of the two leading moments of the spectral
function M0(k) and M1(k), suitable for evaluation within the k-DE-GWF method.
To relate the latter to the ground-state expectation values that can be calculated
diagramatically, we make use of the Lehmann representation of zero-temperature time-
ordered Green’s functions
G(k, ω) ≡ −i
∞∫
−∞
dteiωt〈T ckσ(t)c
†
kσ〉 =
∞∫
−∞
dE
A(k, E)
ω − E + iǫ · sgn(w)
, (C.1)
where T is time-ordering operator and ǫ denotes an infinitesimal positive term. By
Fourier-transforming over ω to get G(k, t) =
∫
dω
2pi
G(k, ω) exp(−iωt), and taking the
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time derivatives of both the Green’s function definition and its Lehmann representation,
we arrive at
lim
t→0−
G(k, t) = i〈c†kσckσ〉 = i
0∫
−∞
dωA(k, ω), (C.2)
and
lim
t→0−
∂tG(k, t) = −〈c
†
kσ · [H− µNˆ, ckσ]〉 =
0∫
−∞
dωωA(k, ω). (C.3)
The zero as the upper limit in above expression follows from closing the integration
contour over E variable in the upper complex half-plane. Another way to derive
equations (C.2)-(C.3) is to make use of the explicit form of the zero-temperature spectral
function
A(k, ω) =
∑
n
〈0|c†kσ|n〉〈n|ckσ|0〉δ(ω + En − E0) +
+
∑
n
〈0|ckσ|n〉〈n|c
†
kσ|0〉δ(ω − En + E0) (C.4)
and evaluate the moments directly. Here |n〉 and En are exact eigenstates of H − µNˆ
and corresponding energies, respectively.
The relations (C.2) and (C.3) allow for diagrammatic calculation of M0(k) and
M1(k). To do that, we approximate the true ground state by the variational solution
PG|Ψ0〉. Explicitly,
M0(k) ≈ 〈nˆkσ〉G = 〈c
†
iσciσ〉G +
∑
δ 6=0
exp(ikδ)〈c†i+δ,σciσ〉G =
= nG +
∑
δ 6=0
exp(ikδ)
[
q2T 11i+δ,i + 2qαT
13
i+δ,i + α
2T 33i+δ,i
]
=
= nG + q
2T 11(k) + 2qαT 13(k) + α2T 33(k)−
−
∫
ddq
(2π)d
[
q2T 11(q) + 2qαT 13(q) + α2T 33(q
)
], (C.5)
where δ runs over lattice sites, d is the spatial dimension, and nG ≡ 〈c
†
iσciσ〉G. The
k-space diagrammatic sums are defined as T αβ(k) =
∑
δ
exp(ikδ) · T αβi+δ,i (cf. Appendix
B). The last term in equation (C.5) arises from the summation restriction δ 6= 0. By
performing a similar calculation for the first moment, one arrives at
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M1(k) ≈ −〈c
†
kσ[H− µNˆ, ckσ]〉G =
= (ǫk − µ) · 〈nˆkσ〉G + U ·
∑
δ
eikδ〈c†i+δ,σnˆiσ¯ciσ〉G. (C.6)
By using the relation PGinˆiσ¯ciσPGi = q′ciσ+α′nˆHFiσ¯ ciσ with q
′ = λσ¯λ↑↓n
0
σ¯ and α
′ = λσ¯λ↑↓,
we get
M1(k) = (ǫk − µ) · nG + Ud
2
G + [(ǫk − µ) · q
2 + Uqq′]×
×
(
T 11(k)−
∫
ddq
(2π)d
T 11(q)
)
+
+ [2(ǫk − µ) · qα + U(qα
′ + q′α)]×
(
T 13(k)−
∫
ddq
(2π)d
T 13(q)
)
+
+ [(ǫk − µ) · α
2 + Uαα′]×
(
T 33(k)−
∫
ddq
(2π)d
T 33(q)
)
, (C.7)
where d2G ≡ 〈nˆi↑nˆi↓〉G is the probability of double orbital occupancy. The remaining task
is to diagrammatically compute the T 11(k), T 13(k), and T 33(k) contributions, which is
detailed in Appendix B.
To illustrate the general scheme, developed in this work, we write an explicit
expression for nk in the paramagnetic state up to the first-order order k (note that
in actual calculations at least second-order terms should be included to obtain reliable
result). This is done with the use of equation (C.5) and the diagrammatic decomposition
described in Appendix B (cf. also figure B1). For two-dimensional lattice (d = 2), one
obtains
nk ≈ nG + q
2P˜k + 2qxα
∫
d2q0
(2π)2
d2q1
(2π)2
P˜kP˜k+q0+q1P˜−q0P˜−q1 +
− α2
∫
d2q0
(2π)2
d2q0
(2π)2
P˜k+q0+q1P˜−q0P˜−q1 +
− 2α2x
∫
d2q0
(2π)2
d2q1
(2π)2
d2q2
(2π)2
P˜−k0−k1−k2P˜k2P˜−k0P˜−k1P˜k+k0+k1 −
− q2
∫
d2k
(2π)2
P˜k − 2qαx
∫
d2k
(2π)2
d2q0
(2π)2
d2q1
(2π)2
P˜k+q0+q1P˜−q0P˜−q1 +
+ α2
∫
d2k
(2π)2
d2q0
(2π)2
d2q0
(2π)2
P˜k+q0+q1P˜−q0P˜−q1 +
+ 2α2x
∫
d2k
(2π)2
d2q0
(2π)2
d2q1
(2π)2
d2q2
(2π)2
P˜−k0−k1−k2P˜k2P˜−k0P˜−k1P˜k+k0+k1, (C.8)
where P˜k is the shifted paramagnetic line, introduced in Appendix B, and x denotes
correlator parameter. Note that at zeroth order nG = n0σ and nk = (1 − q
2)n0σ + q
2n0k,
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where n0k is the distribution function for he Fermi sea of non-interacting quasiparticles.
In the strong-correlation limit, where q2 ≪ 1, the distribution function is almost flat
across the Brillouin zone with only small discontinuity at the Fermi level due to loss of
quasiparticle coherence. The latter behavior also provides the basis for the distinction
between itinerant (∝ q2) and localized (∝ 1 − q2) contributions to physical quantities
[58].
Appendix D. Real-space cutoff scaling of the DE-GWF method: The case
of local quantities
The real-space DE-GWF method is not suitable for description of wave-vector-resolved
quantities, but it is expected to be robust in regard of local correlations (by local
we mean those involving operators acting on lattice sites separated by up to several
lattice constants). To verify this conjecture, as well as to test of our implementations of
both DE-GWF and k-DE-GWF algorithms, we have performed a systematic analysis
of finite-cutoff-range effects on the DE-GWF parameters of effective Hamiltonian Heff
and compared them with the thermodynamic-limit k-DE-GWF values. In figure D1
we plot selected effective hopping integrals (blue squares) and SC gap parameters (red
squares) as a function of inverse cutoff range (measured in a−1 with a being the lattice
spacing). The lines connecting points are guides to the eye. The calculations have
been performed only to the second expansion order (k ≤ 2) so that real-space cutoffs
larger than usual 3-5 lattice constants could be considered. The solid horizontal lines
are the k-DE-GWF values with statistical uncertainties marked by shaded regions. For
the largest real-space cutoffs, we get an excellent agreement. Note that the variation
of effective parameters in the 3-10 lattice-constant cutoff range exceeds the statistical
uncertainties of the k-DE-GWF result in some cases. This confirms the usefulness of
the k-DE-GWF approach to study local quantities as well.
Finally, in table D1 we present detailed comparison of the DE-GWF and k-DE-
GWF results for the t-J-U model with t/t′ = −0.25, U/|t| = 20, J/|t| = 1/3, and
hole-doping δ = 0.198196. The cutoff of 8 lattice sites has been taken in the DE-GWF
calculation. Note the excellent agreement between the two approaches for the real-space
quantities.
Appendix E. Spectral function moments for approximate ground states
Here we address the consequences of evaluating the spectral function moments
using the approximate ground state, the special case of which is the variational
solution. Specifically, we show that using the exact relation M1(k) = −〈ΨGS|c
†
kσ[H −
µNˆ, ckσ]|ΨGS〉, but with the approximate ground state |Ψapprox〉 instead of the exact
one |ΨGS〉, generically induces artifacts in the form of M1(k). This can be illustrated
by referring to the non-interacting and thus exactly diagonalizable model, given by the
Hamiltonian H0 =
∑
kσ ǫ
exact
k c
†
kσckσ, where ǫ
exact
k is the exact quasiparticle dispersion.
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Figure D1. Scaling of selected effective Hamiltonian parameters with the real-
space correlation-range cutoff for the DE-GWF method (connected squares). Vertical
blue lines and shaded regions show corresponding k-DE-GWF values along with
statistical uncertainties, obtained without the cutoff. The model parameters were set
to t′/|t| = 0.25, U/|t| = 20, J = 1/3, and δ ≈ 0.20. Panels (a)-(f) show the effective
hopping integrals, whereas in panels (g)-(i) SC gap parameters are displayed.
Table D1. Comparison of the variational parameters obtained within the real-
space DE-GWF and reciprocal-space k-DE-GWF techniques for the t-J-U model with
t/t′ = −0.25, U/|t| = 20, J/|t| = 1/3, and hole-doping δ = 0.198196. In both
cases the calculations have been performed up to the second order of diagrammatic
expansion (k ≤ 2). The real-space cutoff for the DE-GWF method has been set
to 9 lattice sites, whereas the k-space sampling was set to 16 · 107 within the k-
DE-GWF approach. For the k-DE-GWF data statistical uncertainties are given if
available. Here x is the correlator parameter, EG denotes ground-state energy, µ is the
chemical potential, d2 is the probability of double site occupancy, n0 ≡ 〈Ψ0|nˆiσ|Ψ0〉,
and n0 ≡ 〈ΨG|nˆiσ |ΨG〉/〈ΨG|ΨG〉. The remaining quantities marked by the superscript
“eff” are the parameters of the effective Hamiltonian Heff .
Parameter DE-GWF k-DE-GWF Parameter DE-GWF k-DE-GWF
teff10/|t| −0.51940 −0.51968± 0.00035 ∆
eff
10/|t| −0.08649 −0.08655± 0.00018
teff11/|t| 0.11093 0.11071± 0.00025 ∆
eff
20/|t| −0.00541 −0.00533± 0.00017
teff20/|t| −0.01279 −0.01251± 0.00026 ∆
eff
21/|t| 0.00878 0.00876± 0.00015
teff21/|t| 0.02123 0.02103± 0.00028 ∆
eff
30/|t| 0.00368 0.00374± 0.00015
teff22/|t| −0.00222 −0.00211± 0.00026 ∆
eff
31/|t| −0.00036 −0.00038± 0.00016
teff30/|t| 0.00548 0.00554± 0.00025 ∆
eff
32/|t| −0.00016 −0.00025± 0.00014
teff31/|t| −0.00008 −0.00008± 0.00026 µ
eff/|t| −0.53049 −0.52713
teff32/|t| −0.00193 −0.00191± 0.00026 x −2.58255 −2.58319
EG/|t| −0.649981 −0.65004± 0.00046 d
2 0.005763 0.005762± 0.000008
µ/|t| 1.4047 1.40907 n0 0.392884 0.392956
nG 0.400902 0.400903± 0.000026
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Figure E1. Illustration of the artifacts in the first spectral function moment M1(k)
(solid line) that emerge as a consequence of using an approximate ground state instead
of the exact one: (i) a small jump-discontinuity of M1(k), and (ii) Positive values
of M1(k) for the range of wave vectors. Inside the plot, the exact and approximate
Fermi velocities are given (vexactF and v
approx
F , respectively). The value of v
approx
F has
been obtained from the discontinuity of the first wave vector derivative of M1(k) as
is described in the text. The model definition and the values of parameters, for which
this plot has been generated, are detailed in Appendix E. Horizontal dashed line is
guide to the eye.
We fix the parameters by taking ǫexactk = −2|t|(cos kx + cos ky) + 4 · 0.25|t| coskx cos ky,
where |t| is the magnitude of the nearest-neighbor hopping. Additionally, we set the
doping level at δ = 0.1, corresponding to the chemical potential µ ≈ −0.8046|t|.
Now, instead of using |ΨGS〉 while calculating the quasiparticle velocities, we introduce
the approximate wave function |Ψapprox〉 as the ground state of a slightly modified
Hamiltonian H′0 =
∑
kσ ǫ
′
kc
†
kσckσ, where ǫ
′
k = −2 · 1.1 · |t|(cos kx + cos ky) + 4 ·
0.25|t| cos kx cos ky (note the factor 1.1 multiplying the nearest-neighbor hopping term).
The chemical potential has been adjusted accordingly to µ′0 ≈ −0.8304|t| to preserve
the doping level. The function |Ψapprox〉 is now clearly not the ground state of H0, but
it can be considered a reasonable approximation as it optimizes only slightly modified
Hamiltonian H′0.
In figure E1 we plot the first moment of the spectral function M1(k) along the
interval on the Γ-M line encompassing the Fermi wave vector, calculated using the
|Ψapprox〉 in place of |ΨGS〉. A small discontinuity of M1(k) is seen. Additionally, in a
narrow range of wave vectors, the first moment becomes positive. These are the artifacts
pointed out in the main text.
To check first the impact of the approximate ground state on the value of calculated
Fermi velocity, we have computed its exact value vexactF ≈ 2.47|t|a and contrasted it with
vapproxF ≈ 2.50|t|a, obtained from M1(k) of figure E1 by the methods detailed in the
main text. These two numbers differ by ∼ 1%. Given that the hopping has been scaled
by 10% in the HamiltonianH′0, defining |Ψapprox〉, the method of extracting quasiparticle
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velocities from Mk is robust to the use of approximate solutions in the present case.
Parenthetically, for the particular situation considered in this Appendix, the
velocity obtained from the jump ofM1(k) is equal to the slope of the exact quasiparticle
dispersion, but measured slightly away from the Fermi surface. This supports the
view that singularities of M1(k) might reflect the quasiparticle properties at energies
shifted with respect to the Fermi level if the approximate ground state is used. The
latter observation is compatible with the analysis performed in the main text. For
generic case which cannot be studied analytically, this statement can be also justified
by modeling the impact of the non-zero admixture of excited states in the approximate
wave function. The simplest way to achieve this goal is to allow for the non-zero
upper limit in the expression for M∞(k), i.e., define Mapprox∞ (k) =
∫ ∆E
−∞
ωA(k, ω)dω,
where ∆E models the excited state contribution. Here we also postulate that using the
approximate ground state weakly influences the spectral function itself (which should
hold for sufficiently huge variational space), i.e., A(k, ω) ≈ Zδ(ω − ǫexactk ) + Ainc(k, ω)
with incoherent part Ainc(k, ω). By performing integration, one obtains M
approx
1 (k) ≈
Zǫexactk Θ(∆E − ǫ
exact
k ) + smooth part, where Θ denotes Heaviside step function. The
discontinuity of the first spectral moment thus occurs at some effective Fermi wave vector
kF (different from the exact value kexactF ) and is approximately equal to the energy scale
of the excited states admixed to the wave function: ∆E ≈ ∆M1/Z. By approximating
ǫexactk ≈ v
extact
F (k − k
exact
F ), the mismatch ∆k0 ≡ kF − k
exact
F can be quantified by noting
that ∆E ≈ vexactF ∆k0 or, equivalently, ∆k0 ≈ ∆M1/(ZvF ).
Finally, we point out that, contrary to M1(k), the zeroth moment M0(k) is free
of similar artifacts, even for approximate ground states. The reason is that M0(k) is
equal to the statistical distribution function nk that fulfills 0 ≤ nk ≤ 1 for any wave
function.
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