Abstract-Physiological timeseries such as vital signs contain important information about a patient and are used in different clinical application; however, they suffer from missing values and sampling irregularity. In recent years, Gaussian Processes have been used as sophisticated nonlinear value imputation methods on time series, however there is a lack of comparison to other simpler methods. This paper compares the ability of five methods that can be used in missing data imputation in physiological time series. These models are linear interpolation as the baseline, cubic spline interpolation, and three non-linear methods: Single Task Gaussian Processes, Multi-Task Gaussian Processes, and Multivariate Imputation Chained Equations. We used seven intraoperative physiological time series from 27,481 patients. Piecewise aggregate approximation was employed as a dimensionality reduction and resampling strategy. Linear interpolation and cubic splining show overall superiority in prediction of the missing values, compared to the other complex models. The performance of the kernel-based methods suggest that they are highly sensitive to the kernel width and require incorporation of domain knowledge for fine-tuning.
I. INTRODUCTION
Electronic Health Records (EHR) incorporate a wide array of information ranging from demographics to high-resolution physiological timeseries (vital signs). Physiological timeseries may contain important information about a patient's condition; however, timeseries present challenges stemming from their intrinsic high dimensionality.
Most of the inference methods for time series data assume regular intervals. They also require data points representing the random process in different time indices. However, physiological time series such as vital signs often suffer from missing data points and sampling irregularity. Furthermore, a variety of noise sources, including human error, are present in the data. Therefore, preprocessing steps like data imputation are important to achieve high-quality data for reliable inferences. There are different data imputation methods ranging from linear interpolation and cubic splining to more complex, kernel-based methods. Linear interpolation uses linear polynomials to build new points in the gap interval among the known data points. Cubic splining exploits piecewise polynomials, thus making a smoother interpolation, with less error in approximation compared with linear polynomials. Kernel-based methods including Single-Task Gaussian Processes and Multi-Task Gaussian Process produce a latent representation of the data by transferring each data point to a high dimensional feature space and then exploiting P. V. Nickerson is with the University of Florida, Gainesville, FL, 32611 USA. (email: paul.nickerson@shands.ufl.edu).
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the statistical properties of data in the new space. These methods have previously been utilized to infer missing values as a preprocessing step prior to deep learning [1] . They have also been used to incorporate clinical domain knowledge of sinusoidal temporal patterns and correlate multiple time series to impute missing data [2] . A comparison of various data imputation methods in the medical domain and their strengths is absent from the literature. In this paper, we compare various solutions for imputing missing data within vital signs time series, with an eye toward developing preprocessing strategies that can be implemented prior to further modeling.
II. METHODS

A. Data
The inclusion criteria were defined as patients aged 18 years or older admitted to the UF Shands Hospital for a stay of at least 48 hours following any type of operative procedure between January 1, 2000, and November 30, 2010. The final cohort included 27,481 patients. Vital signs data were extracted and truncated to within the boundary of surgery start and end time. Thus, all examined vital signs time series were measured intraoperatively.
B. Methods
B.1. Single-Task Gaussian Processes (STGP)-
A Gaussian Process is a probability distribution over functions [3] . In most cases, only a single time series (task) is considered. Let ∈ be a vector of training indices and ∈ be the associated values, where is the number of data points. Our goal is to learn a regression model = ( ) + (0, 2 ), where ( ) represents a latent function and (0, 2 ) is a noise term. The function ( ) can be interpreted as a probability distribution ( )~( ( ), ( ,́)), where ( ) is a mean function and ( ,́) is a covariance function (kernel) representing a similarity score between two values of . In these experiments, we used squared-exponential kernel:
2 2 )    The ( ) and ( ,́) models are learned from the data. For notational simplicity, ( ) is generally set to zero, which can be done without loss of generality. Given observed data and , as well as unobserved hypothetical data * and * , we (3) * = − * −1 * + * * (4) Thus, we can make predictions on the output of the latent function for unseen data points. A particularly useful property is the ability to quantify uncertainty using * , allowing us to bound predictions with a confidence interval. Hyperparameter values can be inferred, for example, by starting with an initial guess, then minimizing the negative log marginal likelihood (NLML) [3] :
B.2. Multi-Task Gaussian Processes (MTGP)-Gaussian
Process methodology can be extended to the case of multiple tasks with a few adjustments [2] . Let denote the number of tasks, = ( (1) , … , ( ) ) and = ( (1) , … , ( ) ), with the ℎ task containing points. To specify that ( ) and ( ) belong to task , label vectors ( (1) , … , ( ) ) are added alongside , with all components of ( ) = . Different tasks may have different training indices. This means this model is suited for imputing missing data either using existing data from other related tasks or auto-correlating with existing data in the same task.
Two independent covariance functions can be assumed, ( ,́) for correlation between tasks, and ( ,́) for autocorrelation within a task at different indices. Let and be the covariance matrices formed from the aforementioned kernels. For notational simplicity, we assume the same length for each task, = ∀ ∈ {1, … , }; thus ∈ × and ∈ × . The Cholesky decomposition of is used to construct a valid positive semidefinite matrix in order to satisfy the Mercer theorem, which is needed to form a valid kernel. The full covariance matrix for the training data is
Where ⊗ is the Kronecker product, and ∈ × . To account for the correlations between any given pairs being different from each other, two or more covariance functions, each having their own hyperparameters, can be convolved into a new covariance function. This also satisfies Mercer's theorem. Thus, individual correlation hyperparameters may be learned for each pair of tasks. MICE method assumes that missing data are Missing At Random (MAR), i.e. the probability that a value is missing depends only on the observed values and not on unobserved values [7] . If this assumption is violated, then imputed values may be biased. It is unclear if it would hold in real world, where the fact that vital signs are currently being measured may indicate a higher probability of clinically-significant abnormal values. In these experiments, values are MAR.
B.3. Multivariate Imputation Chained Equations (MICE)-
The specific MICE process used here -known as Predictive Mean Matching, PMM [8, 9] -can be broken down into the following six steps: 1) When a timeseries has no missing data, estimate a linear regression between that timeseries and another timeseries with missing values, producing a set of coefficients. 2) Produce a random sample from a distribution modeled on the coefficients in step 1, producing a new set of coefficients. This allows for an infinite number of possible artificial coefficients, and consequently an infinite number of possible generated datasets. 3) Using the coefficients from step 2, generate cases for all of the values of the time series with missing values, including regions with missing data. 4) Use cases produced in step 3 where observed data is close to predicted data, to impute missing data. 5) From among the cases in step 4, randomly choose one to use for imputing missing data. 6) Repeat steps 2-5 for each completed data set.
I. EXPERIMENTS
A series of experiments using STGP, MTGP, MICE, and cubic spline interpolation were compared to the performance of simple linear interpolation as the baseline.
For this study, we needed to impute missing points to produce a data set from which features can be extracted to make clinical decisions. Towards this end, we selected a set of vital signs traditionally used for feature extraction in applications such as acuity scores [10, 11] . These variables have the possibility of demonstrating inter-relationships and correlations, which may be utilized by the imputation method. Seven time series were selected: end-tidal CO2 (EtCO2), FiO2/SpO2 ratio, systolic blood pressure (Sys), mean arterial blood pressure (MAP), heart rate (HR), respiratory rate (RR), and temperature (Temp).
The minimum measurement resolution was one second. However, the data were very sparse at this resolution. The imputation methods depend on a constant/regular measurement interval; therefore, we employed Piecewise Aggregate Approximation (PAA) as a dimensionality reduction and resampling strategy to create a downsampled representation which closely preserves the properties of the underlying stochastic process [12] . From the original vital signs time series, a new set of PAA representations were derived utilizing a frame width of five minutes, meaning each data point of the new time series was calculated as the average value of a five-minute window of original data. This window length resulted in a maximum of 300 original measurements.
However, the number of measurements included per PAA point was generally lower.
For each vital sign, three batches of 300 random windows were extracted, each with two hours of data (i.e. 24 PAA data points). These batches corresponded to experiments in which one, three, and five consecutive PAA time points would be erased (see Figure I ). To qualify, each window had to contain extant values both in the target area to be erased as well as neighboring time points. We refer to the number of points deleted as the erasure time span. These erasure time span values were chosen to investigate model performance with varying lengths of imputation intervals. Each model's ability to impute missing data values were investigated in terms of Root Mean Square Error (RMSE) between the imputed values and the known values pre-deletion. Here, in model training and evaluation, each attempt to predict missing values for a single window is called a "trial".
A. STGP
The STGP Model was implemented using the Scikit-Learn Python library [13] . We used an exponential kernel for the covariance matrix (as is general practice). This matrix was convolved with a white noise kernel to estimate and account for dataset noise. Kernel parameters are learned during model optimization. However, the initial values can influence the quality of the local minima selection. To improve the local minima selection, an STGP was trained for each trial with default initial kernel parameters. Next, the median of the optimal kernel parameters for all trials was used as the starting kernel parameters for retraining. This resulted in a modest improvement in RMSE. Missing data values were predicted as the value of the GP mean function evaluated at their indices.
STGPs are not computationally expensive to train. We evaluated both "STGP-Windowed" trials, in which windows were examined, as well as "STGP-Whole" trials, in which the entire vital signs time series were examined. The same locations were erased for both STGP-whole and STGPwindowed. The only difference was that, for STGP-whole, the rest of the data outside of the window were available for training as well.
B. MTGP
Due to computational complexity, training the MTGP using the whole timeseries is intractable. Thus, only windowed training was examined. The MTGP MatLab [14] library was utilized for training and prediction. Each trial utilized an MTGP with convolved exponential kernels such that each task/time series had its own kernel parameters. For each of 1000 repetitions, kernel parameters were initialized with random values and optimized to the local minimum. The model with the lowest negative log marginal likelihood (NLML) was chosen as the final model. As with the STGP experiments, the predicted value was calculated as the output of the mean function evaluated at missing data indices.
C. MICE
The MICE experiments were designed similarly to the STGP experiments, and the MICE R Package was used for modeling [15] . Both windowed (MICE-Window) and full time series (MICE-Whole) experiments were performed. Each trial consisted of generating 100 imputation possibilities, and the missing value was predicted as the average of each of these at missing time points.
D. Cubic splining
In this method, the whole time series was used in all cases. The reason for this is that a localized region in the vicinity of the erased area was used to fit the spline. In the windowed version, this may have been truncated off. This localized region consisted of two points on either side of the erased area. These points were used to define a cubic spline, from which the missing data was imputed. Splining was implemented using the Numpy Python library [16] .
"Coverage" as defined below, can be used to measure the timeseries sparsity:
) denotes the indicator function, returning one if vital signs time series has a measurement at index , and zero otherwise. denotes the number of vital signs, and denotes time series length, which is constant for all vital signs in a patient's record. Coverage is an appropriate metric for both the original timeseries and their PAA representations.
III. RESULTS AND DISCUSSION
Prior to PAA dimensionality reduction, coverage was 2.04%. The coverage of the PAA representation with fiveminute frame-width was 80.98%, representing a 3969.61% increase in coverage -a substantial improvement in measurement regularity and a significant decrease in sparsity.
Regarding the various imputation models, Table I lists the prediction accuracies for each experiment.
For erasure time span of one, cubic splining and linear interpolation were superior in all instances. With increasing the erasure time spans, MICE-Windowed appears to start showing superiority for some vital signs. For erasure time span of three, MTGP was superior in one case. The bestperforming model overall was cubic splining. Performance sharply worsened for longer erasure time spans.
MTGP was superior to both STGP-Windowed and STGPWhole in about half of the experiments with significant difference; however, cases where a STGP experiment surpassed MTGP, the results were usually very close. This suggests the advantage of incorporating information from adjacent timeseries. This is also demonstrated by the performance of MICE-Whole versus MICE-Windowed. impute missing data and does not take into account vicinity from the unobserved data. Therefore, the more data available to the model and the longer the time series, the more likely MICE is to impute using properties of a distant time region. MICE-Windowed utilized a smaller region than MICEWhole, therefore missing data were more likely to be imputed using properties of localized regions. MICE-Windowed was far superior to MICE-Whole in nearly all cases, suggesting a strong influence of localized measurements. MTGP's performance and computational complexity suggest that, without major fine-tuning and incorporation of domain knowledge into kernel selection, it is probably not a superior method for general imputation. It may prove more useful in cases where a single time series is being imputed based on information observed in another time series for which domain knowledge suggests a clear relationship, and for which temporal patterns are already known [2] .
In the future, the performance of deep learning models to learn interrelationships and influence of localized versus distant measurements needs to be investigated. Specifically, some variation of a recurrent neural network, such as a Long Short Term Memory (LSTM) or Gated Recurrent Unit (GRU) architecture may prove useful for automatic imputation [17] . We also suspect that a simple machine learning regression model -e.g. Elastic Net or Support Vector Regression -could be trained to utilize features engineered from linear-or splineinterpolated values nearby within the same timeseries and from adjacent timeseries. This model may be adept at learning interdependencies, an advantage over linear interpolation, which allows it to have the best of all worlds, while being computationally inexpensive and trivial to implement in a real-time system. Suffix of 'wd' shows the 'windowed' version of models, while 'w' suffix shows the 'whole' version of the models.
