We present a new method that learns to segment and cluster images without labels of any kind. A simple loss based on information theory is used to extract meaningful representations directly from raw images. This is achieved by maximising mutual information of images known to be related by spatial proximity or randomized transformations, which distills their shared abstract content. Unlike much of the work in unsupervised deep learning, our learned function outputs segmentation heatmaps and discrete classifications labels directly, rather than embeddings that need further processing to be usable. The loss can be formulated as a convolution, making it the first end-to-end unsupervised learning method that learns densely and efficiently for semantic segmentation. Implemented using realistic settings on generic deep neural network architectures, our method attains superior performance on COCO-Stuff and ISPRS-Potsdam for segmentation and STL for clustering, beating state-of-the-art baselines.
Introduction
Modern deep learning methods have demonstrated remarkable success in image understanding tasks such as segmentation, classification and detection (Girshick et al. [2014] , Long et al. [2015] , Simonyan and Zisserman [2014] ). However, the most successful methods are heavily dependent on fully supervised learning. The need for very large quantities of labeled training data severely limits their applicability to many cases of interest. Solving this requires developing learning principles that do not require expensive data annotation, which been the focus of recent research efforts supported by different interpretations of what it means to find structure in raw data (Pathak et al. [2016] , Noroozi and Favaro [2016] , Lee et al. [2017] , Chang et al. [2017] ).
The need for unsupervised learning is particularly great for image segmentation, where the labelling effort required is especially expensive. Despite this, unsupervised semantic segmentation remains relatively unexplored (Greff et al. [2016] demonstrated some potential for instance segmentation). While one could argue that any unsupervised image clustering technique can be applied to segmentation by treating patches as images, this is not necessarily practical (a single 200 × 200 image has 40000 patches), inspiring the question of whether an unsupervised method can be designed to be dense and efficient from the outset. Additionally, there is potential to leverage the denseness of the segmentation problem -for example by using extra information in the spatial relations between patches -to outperform adapted image classification methods that act on patches in isolation.
We present a simple new approach to unsupervised image understanding called Invariant Information Distillation (IID). Given only an unstructured collection of images as input, IID learns to map images or pixels directly to classes representative of their abstract visual content. The key idea is to induce a representation by seeking what is in common between two different images known to share the same visual phenomenon whilst discarding image-specific details, which allows for deeper abstraction than if they were pairs of identical images. We show that this can be elegantly formulated as maximizing mutual information under a bottleneck restraint. Since the setting is unsupervised and associations between images are unknown, image pairs can be generated using image transformations, and in the case of segmentation, from known spatial proximity. The use of transformations and patch proximity has the effect of encouraging learned classes to be invariant to geometric and color nuisance transformations. Crucially, maximising mutual information between the predictions of spatially proximal patches for segmentation can be formulated as a convolution, allowing for efficient and straightforward implementation with any deep learning library.
Our contributions can be summarized as follows. We formalize the concept of mutual information distillation and use it to define a differentiable loss layer that can be used in backpropagation (Section 3.1). We apply distillation to learning invariance to transformations, obtaining a method for unsupervised image clustering (Section 3.2), and invariance to local spatial shifting of image patches, used for unsupervised semantic segmentation (Section 3.3). We formulate the latter as convolution and show that our method has several theoretical and practical benefits, including properties of invariance to noise, contextual informativeness, smoothing, and controllable cluster mass equalization, whilst maintaining a simple objective function without any separate terms or weighting factors. We also explicitly relate information distillation to other clustering principles (Section 3.4). For the main application of segmentation we achieve 71.1% accuracy on COCO-Stuff-3 (Caesar et al. [2016] ) compared to top baseline 61.8% and 72.5% on Potsdam-3 (ISPRS) compared to top baseline 55.5%. We also demonstrate competitive results for image classification, attaining 33.8% on unlabelled STL-10 ( Coates et al. [2011] ) compared to top baseline 32.3%. 
Related work
Methods for learning with reduced manual supervision can be separated into two main camps. The first comprises semi-supervised methods that use partially labelled datasets (Papandreou et al. [2015] ). These methods resemble fully-supervised learning in that one has access to labels corresponding to the target task. The other camp comprises methods that learn using self -supervised generative or auxiliary tasks, such as autoencoder image reconstruction (Vincent et al. [2010] ), inpainting (Pathak et al. [2016] ), solving jigsaw puzzles (Noroozi and Favaro [2016] ), spatial-temporal order prediction (Lee et al. [2017] , Cruz et al. [2017] , Doersch et al. [2015] ), predicting egomotion (Agrawal et al. [2015] ), or learn from repurposed datasets such as segmentation from image-level labels (Pathak et al. [2015] ) or bounding boxes (Hu et al. [2017] , Dai et al. [2015] ). A disadvantage of these methods is that they either require surrogate labels in the form of separate modalities or necessitate a two-step approach: features are first learned using a proxy task, and then must be post-processed to be of use, typically either with a fully supervised last stage, or a separate spectral or k-means clusterer.
Learning from adjacent image patches. One variant of our method learns from adjacent image patches. This is similar to the approach of Isola et al. [2015] , who predict whether two patches are adjacent or not. Like the other proxy task methods discussed above, this approach can learn a data representation, but cannot directly perform image segmentation and clustering as we do.
Deep clustering. Our approach can also be seen as a clustering method, most of which are unsupervised. There is of course a very significant amount of literature on clustering, so we only cite a few recent methods that are most relevant to our work. Chang et al. [2017] (DAC) uses a randomly-initialized network to embed data in a vector space and then gradually modifies it to let the embeddings form well separated clusters. The outcome depends strongly on the initialization and learning schedule. Since the embedding vectors look like indicator vectors of clusters, this is one of the few approaches that, like ours, directly trains a deep neural network to output cluster identities. A related method, Xie et al. [2016] (DEC), learns embeddings that are fed to an external clustering mechanism, reminiscent of k-means. Yang et al. [2016] is similar to both in the sense that it relies on disentangling properties (Greff et al. [2015] ) already present in a randomly initialised CNN to produce an over-clustering, which is then iteratively refined using agglomerative clustering.
Learning from denoising images. Greff et al. [2016] is a generative approach; a function is trained to denoise its input using several clusters to distribute the representation. Different instances of the same visual phenomenon are separated, whereas we aim to group such instances together. However, since the objective is to reconstruct the original image based on features of a noisy copy, it uses the same concept of learning a representation that persists through visual distortion.
Co-learning. The idea of learning a data representation from related observations is not new. An early work that resembles ours is Becker and Hinton [1992] . They maximise agreement between representations of 2D images to learn depth, using an objective corresponding to maximising mutual information between the input and the average of the data representations. Co-learning has also been explored in the context of clustering by co-clustering methods, dating back to the pioneering work of Hartigan [1972] . Many information-theoretic variant of such approaches have been proposed, as discussed by Wang et al. [2010] . The latter are generally related to the information bottleneck principle (Friedman et al. [2001] ).
More recently Dosovitskiy et al. [2016] explored using invariance to image transformations for feature learning, by taking multiple transforms per image and treating each of these sets as a class. However, being an instance based approach requiring one class per patch per image, scaling to segmentation is difficult due to significant memory complexity and consequent reduction in batch size (see Section 4.2). In contrast, IID's ability to densely exploit spatial proximity and efficient formulation as a convolution makes it ideal for segmentation. Note also the fundamental premise of IID quite different; our approach builds on the analysis of proximal or related patches, which in general cannot be obtained as a transformation of another patch (for example because their domain is disjoint). Dosovitksiy does not consider spatial proximity at all, but only global image transformations with the same domain, and therefore the similarity to IID is manifest only in the special case of image clustering, not segmentation. Even in this case, there are significant differences, notably our use of information theory to enable mass equalised clustering, and end-to-end formulation with the clusters being part of the network model whereas Dosovitksiy requires an external feature clustering phase.
Invariant Information Distillation
This section introduces our key contribution, Invariant Information Distillation (IID), starting from the concept of Information Distillation (ID) (Section 3.1), extending it to unsupervised image clustering and segmentation by incorporating invariance to transformations (Sections 3.2 and 3.3), and finally relating it to popular clustering principles (Section 3.4).
Information Distillation
Our goal is to learn to associate with each image x a label Φ(x) that is representative of its visual content, without any ground truth for direction. To achieve this, consider the related problem of co-distillation; assume we have two observations x and y of the same underlying phenomenon, and seek a function Φ that captures what is in common between them. Formally, it is natural to cast the Before training After training
Figure 2: Joint probability and product of marginal probabilities of 10 clusters, measured both before and after training. Cluster z is indexed along the rows, and z along the columns; brighter values indicate higher probability. Our mutual information objective (eq. Eq. (2)) can be interpreted as maximising the KL-divergence between the joint probabilities (left) and product of marginals (right).
latter as the problem of learning to maximize the information between their representations:
However, due to the data processing inequality I(x, y) ≥ I(Φ(x), Φ(y)) (Cover and Thomas [2012] ), we see that this is trivially solved by choosing Φ to be the identity function. To avoid this we need to encourage Φ to be selective. We achieve this by imposing a representational bottleneck, restricting Φ(x) ∈ {1, . . . , C} to a space of C discrete classes, and consequently imposing a ceiling on the entropy of Φ(x) of ln C. Using an explicit bottleneck is a simple approach that has the added benefit of letting us directly learn a classification function.
Soft clusters
In practice, rather than learning a deterministic clustering map, we consider neural networksΦ(x) ∈ R C + that terminate in a softmax layer, so we can interpret z ∼Φ(x) as generating labels with probability P (z = c|x) =Φ c (x). Let z ∼Φ(x) and z ∼Φ(y), and introduce a control parameter λ. We can then rewrite Eq. (1) as:
where information is given by:
Given a dataset (x 1 , y 1 ), . . . , (x n , y n ) of example image pairs and letting e c be the one-hot c-th coordinate vector, the probabilities in Eq. (3) can be written compactly, and approximated from image batches instead of the entire dataset, as follows:
With λ = 1, Eq. (3) is simply the KL-divergence between the joint probability (in the numerator) and the product of marginals (in the denominator). As such, maximizing Eq. (3) will make these two probabilities as different as possible, resulting in random variables that are more dependent (illustrated in Fig. 2 ).
Inherent cluster mass equalization and alternative formulations
We now show that Eq. (1) includes an inherent cluster mass equalisation bias which actively avoids the trivial solution of predicting the same cluster for all inputs. This can be easily seen by considering the degenerate case where x = y so that the common part between two observations, which information is used to distill, is trivially their entirety. Due to the fact that Φ(x) is a deterministic function of x,
where H denotes entropy. Thus the best Φ partitions the mass of the data equally among the C clusters. The same result is found if soft clustering is used instead. 1 This further suggests that formulation (1) can produce meaningful clusters regardless of the amount of difference between images x and y (which will become relevant when x and y are neighbouring patches extracted from the same image, as we shall see). Note that while the formulation does not collapse if x = y, as with the case if we had chosen max Φ I(x, Φ(x)) = max Φ H(Φ(x)), it is no longer possible to exploit differences between x and y to identify a more abstract common representation.
λ-controllable cluster mass equalization
Using our λ-adapted version of the mutual information formula, we can explicitly control the balance of clusters produced by Φ. To understand the effect of λ, note from Eq. (3) 
, so setting λ > 1 forces Φ to produce a more evenly spread clustering and λ < 1 produces a more uneven clustering (Fig. 7) . High λ can be used to overcome poor initialisation and heavily biased initial cluster assignments, or equivalently to force the network to use its full expressive capacity, particularly when the number of output channels is large. This marks an improvement over many of the methods discussed in Section 2 that depend heavily on the initial clustering produced by Φ, and gives ID a degree of robustness to the choice of underlying network architecture.
Furthermore, in a true unsupervised setting the number of ground truth clusters is not known. ID is naturally able to deal with this as the conditional entropy portion of mutual information shrinks unnecessary modes in the clustering, as long as λ is not too high. Thus ID only requires the user to specify an upper limit on the number of output clusters (i.e. number of channels in the network output). ID actually outperforms when the number of output clusters is greater than the ground truth as the network becomes more expressive 2 .
Image clustering
We now apply ID to transform invariance, resulting in Invariant ID (IID) for image clustering. The key idea is in a fully unlabelled and unstructured dataset we are not privy to which images are observations of the same phenomenon (used for Eq. (2)). However we can generate y from x by applying random transformations g. In an image understanding context, g would be geometric warps such as scaling and rotation or colour warps such as changes in contrast and saturation. We assume that none of these effects should change the content of the image, so that Φ(gx) = Φ(x). This could be incorporated as a constraint in any clustering method; however in most implementations one would translate this into an additional term in the objective function, requiring a new weight parameter. Our intuition is that a similar effect can be obtained in a much simpler way by substituting y = gx in Eq. (2), which results in the objective function:
Intuitively this means the class associated to an image and its deformed versions should be maximally informative. In practice, this is obtained when the classes are the same. Eq. (6) can be directly minimized over batches of images x and their deformed versions gx, to train a model Φ that performs image clustering. Section 4.2 describes STL experiments for this simple setting. 
Image segmentation
We now apply IID to clustering patches for image segmentation, again by combining information distillation with transform invariance. First we examine the special case of when the transform is a small shift, before proceeding to the general formulation for multiple composed transforms.
Distillation from neighbouring patches
For segmentation, distillation operates not on pairs of whole images but pairs of image patches. We would like to apply Eq. (2) to a large number of patch pairs where each pair constitutes observations of the same visual phenomenon, and as before we have no label information about each patch. Let image x ∈ R H×W ×3 be a tensor, u ∈ Ω = {1, . . . , H} × {1, . . . , W } a pixel location, and x u a patch centered at u. We can generate such pairs by considering nearby patches, i.e. (x u , x u+t ) from sampling random locations {u} and their small displacements by some t ∈ T ⊂ Z 2 . Additionally, instead of explicitly cropping and computing the representation Φ(x u ) ∈ R C for each individual patch, all of these can be computed in parallel by a single application Φ(x) ∈ R H×W ×C of the convolutional network to the full image x. Then the representation of patch x u can be recovered as column u of the resulting tensor, namely Φ(x u ) = Φ u (x). Likewise, all patch pairs can be formed efficiently by shifting the whole tensor Φ u (x). In fact, since Φ(t −1 x) = t −1 Φ(x), the representation of patch x u+t = (t −1 x) u can be read from tensor Φ(x) at location t −1 (u) = u − t.
In this manner we can express maximising information (Eq. (6)) between two neighbouring patches, or maximising the informativeness of a patch's class for its neighbour's class, using the following objective:
where * is used to indicate that information is computed as an expectation over pixels. This notation clarifies that the goal is to maximize the information between each patch label and neighbouring patch label, over the expectation of all patch centres. The underlying joint, Eq. (5), can be written as:
which is the auto-correlation of tensorΦ u (x i ). This is simply a standard co-occurrence probability estimation: for each pair of classes, to estimate P (class(x) = z, class(y) = z |t) from paired data (x, y) where y is related to x by spatial shift t, it counts the number of times x i is clustered as class z and y i is clustered as class z .
Crucially, there is no need to sequentially perform the sums because Eq. (8) is exactly the equation for convolution. This means we can densely sample all possible displacements t for all pixels u and all batch images i in parallel (illustrated in Fig. 3 ).
Distillation from transformed patches in general
We can generalise Eq. (7) by incorporating image transformations (such as the warps already discussed in Section 3.2) other than small shifts. First, let g : R H×W ×3 → R H×W ×3 be a general smooth image warp (in practice the spatial domain is discretized by interpolation and padding as needed). Formally, g can operate on either the data of each patch x u (for example by flipping or colour distortion) or its location (moving it to a different location in the image). Therefore, in addition to predictions being locally consistent (Section 3.3.1), we would like to specify that the heatmap result is the same in the same location if no spatial change is applied (e.g. simply tinting the image should result in an identical heatmap) but varies with any spatial changes (e.g. shifting, rotating or flipping the entire image should result in the heatmap also being shifted, rotated or flipped) 3 . Thus while previously in Section 3.3.1 we were simply seeking locally translation invariant heatmaps, now we seek its generalisation: local translation invariance with non-spatial warp invariance and global spatial warp equivariance 4 .
Again, note we can use the convolutional nature of Φ to compute the heatmap for each transformed patch in parallel. If we rewrite the second argument of Eq. (7) to incorporate general transforms g (for simplicity we overload g so that when applied to coordinates it either reduces to its obvious g : R 2 → R 2 form if g is a purely spatial image warp, else is the identity for e.g. colour distortion) we obtain:
Let us consider how this achieves our desired heatmap properties, looking at the third term and its use in Eq. (7) in detail. In the case where g is a spatial warp, image x is first warped by g, then the dense pixel labels Φ(gx) are computed, and finally the latter are warped back to their original positions, g −1 Φ(gx), before being correlated with Φ(x) (t −1 notwithstanding). To a first approximation, after spatial transformation g is compensated for, one can expect the pixel labels to be the same as for the original image (i.e. Φ(x) ≈ g −1 Φ(gx)), giving global spatial warp equivariance. Non-spatial warp invariance is achieved because when g is not a spatial warp, applying g to a patch at location u changes its content but g −1 is taken to be the identity (e.g. the result for colour jittered patch is paired with the result for its non-jittered original, t −1 nothwithstanding). Local spatial translation invariance is given since the reversal of small shift t −1 is not present.
We can write this in a simpler form by functionally composing t −1 and g −1 . Since g −1 = 1 in the case of invariance to non-spatial warps, which is not strictly an inverse of g, we replace it with the general reciprocal g . Let g be the composition of several warping functions and g be the composition of several reciprocals, i.e. g = g m • · · · • g 1 and g = g 1 • · · · • g m , and let t −1 be incorporated by setting g 1 = 1 and g 1 = t −1 . We obtain the canonical objective for image segmentation:
3.4 Relating information distillation to other clustering methods
Information bottleneck
An alternative approach is to constrain the representation using an information bottleneck. The multivariate information bottleneck (MIB) Friedman et al. [2001] , Wang et al. [2010] version of Eq. (1) is:
Since Φ is a deterministic function of the data, I(x, Φ(x)) = H(Φ(x)) is simply the entropy of the representation. Hence, MIB seeks for the most compact representation that preserves all (in practice, most of) the mutual information between x and y. In our case, the representation entropy is bounded by ln C and we approach I(x, y) = I(Φ(x), Φ(y)) by maximizing the equation's right hand side.
Generative clustering
is an invertible transformation of the data space, we see that the solution to Eq. (1) does not change as long as the function Φ is powerful enough to compute f −1 . This is a property shared by information-based critera since information itself is invariant to invertible data transformations (i.e. I(x, y) = I(f (x), f (y))).
The latter is very different from generative clustering techniques such as k-means and probabilistic k-means (and, by extension, to generative methods in general), which are very sensitive to distortions of the data. Formally, generative methods fit probability distributions p(x|c) to the data in each cluster c, minimizing the negative log likelihood Ep (x|c) [− log p(x|c)] wherep(x|c) is the empirical distribution of the cluster. The latter quantity is the same as the cross entropy H(p(·|c), p(·|c)), which, in some cases such as Gaussian probabilistic k-means, further simplifies in an approximation of the (Gaussian) entropy H(x|c) of a cluster.
Thus generative modeling tries to minimize the entropy of the data (subject to some modeling approximation), a quantity which is not invariant to data transformations. Information distillation, bottleneck, and co-clustering, on the other hand, look for clusters that most effectively identify different data points, which corresponds to equi-partitioning and is invariant to transformations. The latter is a mixed blessing as data often comes in spaces whose metric is at least somewhat informative. Generative clustering can exploit this (i.e. if x and y are close as vectors, they should cluster together), whereas information distillation cannot, at least in principle. However, in practice the learned representation function Φ is smooth, implicitly providing a degree of metric sensitivity.
Experiments
IID is particularly suited to segmentation due its dense convolutional formulation and use of spatial proximity as a learning signal in this case. A few baselines also utilise spatial context (Doersch et al. [2015] , Isola et al. [2015] ) but none are formulated efficiently for dense prediction (i.e. without sampling pixels in the heatmap for the loss). IID's end-to-end formulation and implicit cluster mass equalisation (since maximising mutual information implies maximising class entropy, see Section 3.1.3) benefit both segmentation and image clustering.
Image segmentation
Datasets. COCO-Stuff-15 (Caesar et al. [2016] ) contains 15 texture classes, such as sky, building, food and furniture; COCO-Stuff-3 is a subset containing the sky, plants and ground classes. Object (non-"Stuff") pixels are ignored using binary masks; images where less than 25% of the pixels belong to the categories of interest are also ignored. Potsdam (ISPRS) contains 24 6000×6000 pixel aerial RGB photographs; we partition these into 5000 training and 400 testing non-overlapping 400×400 images. Potsdam-6 contains the 6 classes of roads, cars, low vegetation, trees, buildings and clutter; Potsdam-3 contains 3 classes formed from merging adjacent pairs of classes from Potsdam-6. Training and test set sizes are reported in Architecture. Inspired by DeepLab (Chen et al. [2016] ), we use a fully-convolutional adaptation of VGG11 (Simonyan and Zisserman [2014] ). Bilinear upsampling is used to ensure input and output sizes are identical. All experiments use the same architecture, randomly initialised.
Training. IID experiments do not use separate data augmentation, relying solely on the transformations in Eq. (10). Batch size is 40 image pairs, learning rate is 10 −5 . The sampled transformations used are horizontal flips, large shifts (between 40 and 100 pixels), and additive colour changes in HSV space (up to 15%). We maximize mutual information according to Eq. (10), using probabilities computed efficiently by convolution within a neighbourhood of 21 × 21 pixels for the dense small shift transformations T (see Eq. (8) and Fig. 3 ).
Evaluation. We compare against Chang et al. [2017] (DAC), Isola et al. [2015] (Co-Occurence Network or CON), Xie et al. [2016] (DEC), Doersch et al. [2015] , Dosovitskiy et al. [2016] , Lowe [2004] (SIFT), and randomly initialised networks. Baselines were adapted for the task of segmentation by running k-means on extracted feature vectors. We avoided pre-training (DEC), auxiliary losses not reported in publication (DAC), and ensured metrics were evaluated on a test set that was held-out and unseen during training for all experiments. All methods operate on raw images. We evaluate using per-pixel accuracy (ACC) and clustering metrics NMI and ARI.
Results. All variants of IID achieve higher accuracy than the baselines on unseen test data, for all 4 datasets (Table 1) , outperforming the state-of-the-art by approximately 10-20%. Notably, there is a striking level of fine grained detail in the produced outputs (Fig. 4) . Higher λ has a positive effect, by constraining the classes to have more equal size (Fig. 7) . IID performs particularly well on datasets with fewer classes . This is expected behaviour as the method is provided with no semantic grounding, and therefore unsurprisingly prefers to combine rather than separate e.g. "trees" and "low vegetation" in satellite images. Similarly, in COCO-Stuff-15, grass playing fields are considered as "ground" and vegetables as "food", rather than both being placed in "plants" with grass, leaves and trees. Such semantically distinct classes are difficult to distinguish from just visual appearance (even for humans), and this constitutes the main challenge for our method.
Our results suggest that end-to-end learning, where the clustering happens within the network model, works better than an external k-means (even if the centroids are learned, as in DEC). Unlike DAC, our end-to-end procedure does not alternate between estimating cluster centers and assigning samples to them, making it less dependent on initialisation, which may explain its better performance. For unlabeled data the true number of clusters may not be known a-priori. We test this case by overestimating the true number of clusters (3× more for Potsdam, and 15 and 20 clusters for COCOStuff-3 and 15, respectively). These variants are denoted with a plus (+) ( Table 1) . Both IID and DAC perform as well under these conditions, in some cases even more so (since the network is more expressive and outlier or low-confidence samples can be placed in new clusters), though IID still outperforms DAC. Datasets. All experiments use the unlabelled 100k partition of STL-10 (Coates et al. [2011] ) for training, and the labelled 8k test partition for testing. The latter contains 10 object classes ranging from cats to trucks.
Image clustering
Architecture. We use a simple network containing 4 convolutional layers (with a maximum of 512 features) separated by 3 max-pooling layers and followed by a single linear classification layer.
Training. Batch size is 400 image pairs, learning rate is 10 −4 . The sampled transformations used are horizontal flips, crops, rescales, and additive colour changes in HSV space (up to 40%). Mutual information is maximised according to Eq. (6). Evaluation. We compare against Chang et al. [2017] (DAC), Xie et al. [2016] (DEC), Dosovitskiy et al. [2016] , Lowe [2004] (SIFT), and randomly initialised networks. Where required, k-means was run on baseline feature vectors. As before, we avoided pre-training (DEC), auxiliary losses not reported in publication (DAC), and ensured metrics were evaluated on a test set that was held-out and unseen during training for all experiments.
Results. We outperform all baselines by at least 7% except Dosovitskiy et al. [2016] , which we outperform by 1.5%. This is unsurprising since the objectives are both forms of increasing the correlation between predictions of images processed through image transformations. The major practical difference is IID is easily scalable whereas Dosovitskiy is not; the batch sizes we could run were 400 for the former (800 images in total) and a maximum of 80 for the latter (since we used 10 exemplars per image, which is already a reduction compared to the original work). This meant training was approximately 5× slower for Dosovitskiy (see Section 2 for additional discussion). Train. 16000 30000 5000 5000 Val. 2000 2000 400 400 Table 3 : Number of images in each subset used in the segmentation experiments.
Unsupervised clustering compared to representation learning
The main goal of our method is pure unsupervised clustering, not merely feature learning, and not as pre-training for supervised regimes. There is intrinsic scientific interest in the problem of discovering classes in raw unlabelled data, which is why methods such as k-means or spectral clustering were created. In practice there are many cases where labelled data is not available, due to resource constraints or lack of human knowledge; nevertheless, we recognize that the transferability of features to the supervised case is useful. Our experiments showed that features learned for STL-10 using IID achieve 77.7% classification accuracy, which beats the best supervised result among our baselines (Dosovitskiy et al. [2016] at 74.2%).
Conclusions
In this work we show that meaningful deep representations can be extracted from images by simply maximizing the mutual information between the representations of adjacent or distorted patches. We show that this is a viable approach for fully unsupervised image segmentation and image clustering into semantic classes, beating state-of-the-art baselines in both cases. Our proposal opens up new interesting research directions, such as learning more complex class hierarchies with mutual information, and optimizing information in videos over time.
