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Abstract 
 
As industrial technologies develop, the manufacturing industry is globally changing in more 
automated and complex manners, and the prediction of real-time product quality has become an 
essential issue. Although many of the physical manufacturing activities are becoming more automated 
than ever, there still exist many uncovered parameters that, either directly or indirectly, affect the 
product quality. At many manufacturing sites, the quality tests and their processes still rely on a few 
skilled operators and quality experts, which require a lot of time and human effort to manage the 
product quality issues. In this thesis, a real-time/in-process quality monitoring system for small and 
medium size manufacturing environments is proposed to provide the data-driven product with a 
quality monitoring system framework. The proposed framework consists of a product quality 
ontology model for complex manufacturing supply chain environments, and a real-time quality 
prediction tool using the support vector machine (SVM) algorithm that enables the quality monitoring 
system to classify the product quality patterns from the in-process production data. Additionally, we 
propose a framework for the analysis of the quality inspection results from the monitoring system 
with respect to quality costs, including inspection and warranty costs. In addition, this thesis 
establishes a relationship between the warranty cost and the severity of customer-perceived quality. 
Finally, we suggest that in future work a prescriptive product quality assessment concept using the 
Hidden Markov Models (HMM) that analyzes and forecasts possible future product quality problems 
using production data from manufacturing processes based on data flow analysis could be 
implemented. Also, a door trim production data in an automotive company is illustrated to verify the 
proposed quality monitoring/prediction model. 
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I. Introduction 
1.1 Background 
As time goes by, consumer demand is becoming more varied and manufacturing companies need to 
develop more competitive features that match the ever-changing consumer needs as they demanding 
an improved quality of products and services. While most of the mass production systems are 
automated for high productivity and quality, a number of low volume manufacturing systems continue 
to rely on order-based production and pursue higher product variability over quantity production. 
Moreover, in such cases, each product has its own value and importance in the market. For example, 
for an auto manufacturing company, a door part affects the final product, the automobile; thus, a door 
part of a luxury car is expected to be of higher quality and value than that of an economy car. Also, as 
product life cycle is getting shorter due to diversity of products, many manufacturing companies have 
outsourcing strategies that are regarded as a popular and easy solution to maintain their cost 
competitiveness in value chains (Lee et al., 2006). However, with this strategy it is not only difficult 
to control the product quality from subcontractors but it also causes a product quality problem. While 
manufacturers manage product quality to ensure customer satisfaction, they must provide warranties 
and pay for the defective parts. As per previous studies, while defective products have not led to an 
increase in warranty costs to the extent expected, they can lead to loss of credibility and customer 
loyalty in the global market (Kumar and Schmitz 2010). Recently, for instance, Toyota got into huge 
trouble in the market because of a series of devastatingly large recalls of its best-selling models due to 
an accelerator pedal error. After this accident, the company’s credit and loyalty became severely 
damaged. Therefore, due to the damaging effect on the company’s overall performance, product 
quality issues must be cautiously dealt with.  
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Figure 1.1: Industry change as the customer needs 
 Although manufacturing processes are getting more automated in the manufacturing industry, 
their product quality inspection and monitoring processes still use traditional methods that include 
manual and visual inspections by a few skilled operators and experts. The methods of production 
monitoring systems have been widely studied using signal processing and pattern analysis algorithms 
based on statistical process control (SPC) methods (Lee et al., 2004; An et al., 2009). Historically, the 
statistical process control is used to indicate the monitoring methods and data-driven pattern analysis 
methods in manufacturing industry. These approaches, however, focused on the machine health 
conditions rather than product quality conditions. In the manufacturing industry, an off-line inspection 
which takes place after the manufacturing process is completed and still relies primarily on the quality 
experts and operators (Avinoam and Yale et al., 2009).  
1.2 Motivation 
In the case of automotive industry, which is regarded as one of the most complex manufacturing 
supply chain systems, the quality control requires high standards of care through individual 
management of all subcontractor products with inter enterprise cooperation (Lee et al., 2006). Like the 
Toyota recall incident, cooperation and information sharing between companies are interrelated to 
secure quality competitiveness of the final products. In addition, it can affect the image promotion of 
company and profit-making (Gu, 2010; The Joongang Ilbo, 2011). 
The business to business information sharing (i.e., design of product, process information and 
quality control condition etc.) is an especially important factor in controlling the product quality level 
(Park et al., 2003). In the U.S., the National Institute of Standards and Technology (NIST) suggested a 
method of handling a production information exchange system using ontology that is the core 
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technology of semantic web realization to secure the inter-operability of the manufacturing industry 
(NIST, 2009). 
In the local industry, the final construction enterprises are getting the supplies through a quality 
certification system to ensure a certain level of quality about the product of cooperative companies 
(Kim et al., 2007). In the case of small and medium sized manufacturing suppliers, however, most 
quality control depends on manual labor and visual examination due to the small scale and old 
equipment. In addition, process quality (i.e., sampling inspection and management drawing etc.) is 
operated by international and fundamental quality methods. Therefore if defective goods were to 
occur, products would be controlled using inefficient and inconsistent methods in different situations.  
1.3 Objective 
Recent advances in the internet have made it possible to connect manufacturing enterprises and their 
value chain together electronically though ICT-innovation in manufacturing sectors, which has 
enabled them to share real-time process and production data including product qualities and process 
control parameters. In this research,  a real-time/in-process quality monitoring system for small and 
medium size manufacturing environments is suggested for the use of remote quality control in a 
complex and dynamic supply chain (Park et al., 2003). This monitoring system can deal with a 
dangerous situation concerning agility when the quality problems arise from certain unforeseen 
circumstances. Also, the number of defective goods can be reduced  using the monitoring system 
when faulty products occur in a manufacturing factory, because we can take a measure to ensure such 
an error does not happen again when the first defective occurs.  
 
Figure 1.2: Real-time quality monitoring system 
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The proposed framework is based on a pattern analysis technique which uses real-time process 
data from shop floors. An SVM algorithm is used to classify the product qualities from in-process 
production data (i.e., temperature, pressure, etc.).  Data-driven patterns can be analyzed  the 
direction of new data which is entered as production data using the SVM algorithm in manufacturing 
process can be predicted. In addition, a new product quality prediction framework using the Hidden 
Markov Models (HMM) is proposed for future research at the end of this thesis. The proposed quality 
monitoring and prediction system is expected to analyze and forecast possible future product quality 
based on current production data from real-time data flow. Also, analysis has shown that quality 
inspection is not only effective, but it is also possible to reduce quality test time about production 
quality condition. An illustrative example of the proposed framework is verified  using the door trim 
assembly processes in an automotive company. 
1.4 Outline of the thesis 
The rest of the thesis is organized as follows: The existing data analysis and quality monitoring tools 
and their applications in manufacturing areas are described in Section 2. The proposed product quality 
monitoring system, cost assessment model and its theoretical basis are described in Section 3. In 
Section 4, the proposed monitoring framework and its application are illustrated using a door-trim 
manufacturing process and quality inspection data. Finally, Section 5 concludes this work with future 
research plans. 
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II. Literature Survey 
2.1 Data analysis 
In this chapter, it is shown that the ontology framework is comprised of the standard model from the 
process quality influence factor and the data-mining method is an analytical tool from a real-time 
process information to the analysis of product quality patterns such as sthe upport vector machine 
(SVM) and the hidden markov model (HMM). These things are needed to compose the real-time 
quality monitoring system.  
2.1.1 Ontology 
Advances in information technology (IT) and web technology have accumulated large amounts of 
information and have become readily accessible. Besides sharing the stored information, we need a 
systematic and controlled mechanism to use the necessary information. Ontology is a core technology 
that utilizes and expresses knowledge in the IT area. Ontology, in analytic philosophy, defines the 
relationship and concept between specific parts and in what sense can  understand conception where 
specific words representing meaning. Several ontologies exist according to their application areas 
because of this, it can be applied to i various fields as knowledge statements (Park et al., 2009).  
Categories of ontology mark-up language can be arranged as in Figure 2.1 (Gomez-Perez et al., 
2003; W3C, 2004). System construction with ontology language is composed of a semantic web to 
process and is made understandable for humans and computers by adding defined meanings to the 
language. In the semantic web, therefore, Information that expresses standard language, such as XML, 
RDF, RDF Schema, shows that humans and computers can understand the meaning from expressive 
forms. It can be applied various field and makes it possible to share and reuse between application 
programs (Lee et al., 2012).  
 
Figure 2.1: Category of ontology mark-up language (Gomez-Perez et al., 2003) 
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Inter-operability problems have been brought up when talking about process information of 
different systems because a lot of information was stored when many companies brought in the 
process of complex establishment of a supply chain and merger with  other companies. If individual 
system operators set up the necessary information for sharing and restructure the relationship using 
ontology, it can automatically share regardless of inter-operability with other systems. Many studies 
have been done on the ontology, there are representative case studies such as high ontology 
SUMO(Suggested Upper Merged Ontology) for other kinds of computer information process systems 
and the ontology of the combined model, GFO(General Formal Ontology), that combines object with 
process (Niles and Pease, 2001; Herre et al., 2007). Especially, ontology studies have been conducted 
a study on various process parameters (i.e., resource, product, order, process, setup, etc.) in a 
manufacturing environment to share systematically (Zhou and Rose, 2004; Lemaignan et al., 2006; 
Bernardo et al., 2011). On the domestic side, there are construct quality influence factors information 
in injection molding processes for quality prediction system implementation based on manufacture 
ontology and an analysis of product/process quality were conducted  using a decision making tree 
algorithm (Kyoung-Hun et al.,2012). The decision making tree, however,  needs expert experience or 
opinion and has to be reset when the environment is shifting. In this paper, thus, the proposed quality 
prediction method can be applied to other companies in the supply chain and minimize the subjective 
opinion of quality expert using a data pattern analysis method.  
2.1.2 Data mining method 
Data mining is the systematic and automatic process of discovering patterns from large scale data 
stored in databases. It is only one step in the knowledge discovery, where a process consists of an 
iterative sequence of the steps (i.e., data cleaning, data integration, data selection, data transformation, 
data mining, pattern evaluation, knowledge presentation). In addition, data mining is an essential 
process where smart methods are applied to extract data patterns. It is an interdisciplinary subfield of 
computer science; contributing areas include machine learning, database systems, data visualization, 
statistics, etc. In this chapter,  support vector machines (SVM) and the hidden markov model (HMM) 
in machine learning are both covered. (Jiawei et al., 2006). 
Support Vector Machine (SVM) 
SVM is a relatively new and popular computational learning-based classification method widely used 
in a variety of engineering applications. It is a statistical learning-based theory and classifies a set of 
data into two different groups based on the previous training data from the system, which was first 
developed by Vapnik (Vapnik et al., 1995). It has been used in smart process monitoring systems, 
generally, it is well known that the classification performance of SVM is excellent compared with 
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other algorithms, and it has been widely applied to the areas of machine condition monitoring and 
manufacturing process fault detections (Widodo and Yang, 2007; Ge et al., 2004). As long as the 
system failure modes are directly mapped with the signals detected directly from the system, the 
classification algorithm can show a relatively good performance for these purposes. Especially, SVM 
can be used as a tool of quality pattern analysis in this paper, there are research and development 
cases which are composed of quality monitoring systems for process damage detection using SVM in 
the semiconductor manufacturing process (Lee et al., 2004; An et al., 2009). 
For separate data, firstly, we choose the uttermost support vector from the opposite group and 
decide the hyper-plane that separates the spaces into two groups. Then, we calculate the margin 
between the optimal hyper-plane and support vectors. Although the hyper-plane exists in several 
planes, there is only one hyper-plane that  maximizes the distance between the support vectors and 
the hyper-plane. Therefore, we can find the optimal hyper-plane and divide the datasets in Figure 2.2.  
 
Figure 2.2: Composition of support vector machine 
However, unlike the theory that there are many cases where input data which is used from 
measurement data in a dynamic system, it is usually impossible to separate linearly. In this case, the 
kernel function, where it is possible to provide, separates data in a higher-dimensional specific space 
and solves non-linear problems for SVM training (Shin et al., 2009; Cho, 2010). In other words, it is 
necessary to apply the kernel function which has a higher vector concept. This case will be calculated 
as below when the kernel function K(  	,   ) has parameter vector (  	,   ) of a specific space.  
    	,    =  (  ) (  ) 
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Since an analysis of the same data as the kernel function shows that results are different from 
each other, we should choose and change suitable kernel functions for certain kinds and distributions 
of data as the occasion demands (Cristianini and Taylor, 2000). In this paper, l solve nonlinear 
problems will be solved using the Gaussian RBF(Radial Basis Function) kernel function as below 
which is the most widely used function in nonlinear data pattern division. and  the existing data is 
then analyzed (Cherkassky and Ma, 2004).  
    	,    = exp	(−
   −    
 
2  
) 
 
Hidden Markov Model (HMM) 
The Hidden Markov Model (HMM) has been studied in speech recognition systems since the 1960s. 
Also, HMM is used in many engineering applications related to signal processing and genomic 
sequences (Rabiner et al., 1986). HMM is a statistical tool for modeling generative sequences of 
system states and is used for a popular prediction monitoring system with a high performance in SPC. 
Sequential events are sometimes hard and complex to be interpreted as a series of simple transitional 
system states as shown in Figure 2.3. HMM, however, enables us to find invisible state transitional 
history and associated probabilities. In other words, HMM helps us discover hidden state sequences 
from observed conditions. 
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Figure 2.3: Hidden state transition information 
To define HMM, the following probabilities have to be specified: 
· The matrix of transition probabilities A =  a   , a  = P s  s  , 
· The matrix of observation probabilities B =  b (v ) , b (v ) = P(v |s ), 
· A vector of initial probabilities π = (π ), π = P(s ),	and 
· Model is represented by M = (A, B, π). 
 
To use the HMM-based approach as a forecasting tool for product quality state as early as 
possible, which is essential for the early warning of abnormal product quality states in production 
lines, the forward procedure based on past and present data is applied. The proposed quality 
prediction framework enables us to decrease the total quality/warranty costs because operators can 
recognize the occurrence of faulty products beforehand and take appropriate prior actions to prevent 
product quality issues. Thus, we can decrease the amount that production stops in the manufacturing 
process and we can improve on production time.  
The principles of HMM-based quality prediction system are as follows: 
· Save data related to imported and faulty goods, 
· Analysis of manufacturing process patterns, 
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· Observe the data flow pattern, and 
· Prediction of poor products. 
 
2.2 Quality monitoring system  
The goal of a quality monitoring system is to minimize defective products from uncertain situations in 
the manufacturing process. To reduce quality problems many researchers have  studied quality 
monitoring methods because quality is a very important issue. In this chapter,  quality concepts will 
be defined and  quality process/monitoring systems will be introduced.  
2.2.1 Quality identification   
Quality originates from the Latin word ‘quails’ which means ‘such as the thing really is’. There is an 
international definition of quality, the ‘degree to which a set of inherent characteristics fulfils 
requirements’. Like this, today, quality is defined as the reliability of products and services and is 
considered as a rating from the competition to the marketplace (Barrie et al., 2013). Also, quality is 
related to warranty cost which is damage compensation that the company will expend to cover  the 
cost of replacing the item or issuing a refund for the damaged product. This means that in addition to 
pursuing full monetary damages, the company will take the brunt of the image and awareness of the 
consumer. Thus, the word quality has been the focus of critical problems in manufacturing industry 
and the research of quality improvement is being carried out in many areas. 
2.2.2 Quality process 
Quality control and process still depends on an inspectorate who takes charge of their products in 
order to sort out the bad from the good. The manufacturing process passes through the inspector’s 
hands during product production and after the production ended, inspectors check the items by hand 
once and for all. From time to time, these processes have potential risks when their defective products 
are released to customer. If the customer receives defective high-priced goods, like in the car recall 
situation, the company records an enormous loss, and it can create great brand damage. 
Over the past years, quality monitoring methods have been developed in the manufacturing 
industry to reduce potential quality risk. Statistical Process Control (SPC) is a method of quality 
system which is the most typical of them all. Along with SPC, which is still one of the most popular 
process monitoring methods in manufacturing systems, data driven pattern analysis methods, such as 
artificial neural networks and fuzzy expert systems, have played an important role in developing a 
monitoring and diagnosis system for estimating machine conditions.  
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 These days, many manufacture companies have applied SPC to check their product conditions 
in a quality inspection process. Using real-time process information and process condition analysis 
algorithms which are applied to SPC, companies can understand the information of condition and how 
some values distribute and classify according to causes from gathered data. SPC  used a strategy for 
reducing variability, and is also the cause of most quality problems concerning variation in materials, 
operator’s attitudes, in products and in everything. To control their product conditions, SPC pays 
attention to manufacture companies and requires that the process can be improved incessantly by 
reducing its variability because a simple control method by itself is not sufficient (Oakland et al., 
2008). Today, SPC is applied to quality management and has changed concepts based on 4 rules as 
shown below in table 2.1. Quality inspection still exists through inspectors but quality monitoring 
methods, like SPC, can save a lot of time and effort and control product quality more effectively  
than the existing method.  
Table 2.1: Change of quality management rules  
QM – 4 Rules Conventional Wisdom Reality 
Definition of quality Goodness Conformance to Requirement 
System of Q.M. Appraisal Prevention 
Performance Standard Quality Levels Zero Defects 
Measurement of Quality Indexes or Process Levels Price of Nonconformance 
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III. Real-time Quality System and 
Cost Assessment Model  
3.1 Quality system  
3.1.1 Ontology modeling 
Ontology modeling of information is usually defined as a relationship between real-class and 
instances such as “isA (process, order) and “hasName (Name)” as instance (relation/property instance). 
Corrected ontology structure can know machine information and data of the machine or computer 
program because the structure and attribute value of a specific instance class are concretely displayed. 
This ontology concept can use the modeling of quality information in the manufacturing process. 
Firstly,  processing, conditions and process factors can be defined through the process analysis and 
then a structured process from quality influence factors as a data form of process factors is needed 
whether it obtains or not. Also, the quality prediction and fraction defective can be estimated through 
a statistical prediction method and experience of a quality expert and the process of quality ontology 
modeling as correlation of each process factors. Quality influence factors can use input data of quality 
prediction modules. Ontology modeling displays a relationship between specific quality indexes 
which is related to significant factors of a product in figure 3.1. This provides basic information which  
matches major process factors that affect product quality in complex supply chains and single 
processes.  
 13 
 
Figure 3.1: quality ontology modeling by process data 
The method of searching the product quality factor is based on ontology modeling, which makes 
it easily possible to collaborate with each supplier and their information concerning the manufacturing, 
and product quality and the cooperation with each other without the consideration of interoperability 
(Zhou and Dieng-Kuntz 2004, Lemaignan, Siadat et al. 2006). The method of searching product 
quality factor consists of five steps are as follows and as shown in Figure 3.2:  
STEP1. Analyzing the process and define the manufacturing process factor; it analyzes the 
current processes such as data flow, process condition and factors. 
STEP2. Finding influence factosr for product quality; it should check whether it is possible to 
obtain data. 
STEP3. Estimating the error rate and product quality; it involves statistical prediction method 
and experience of professional/quality workers 
STEP4. Ontology modeling of the process; it needs thr correlation factor of the process for each 
factor. 
STEP5. Utilization for the monitoring system; it needs the condition which is the process for 
quality assurance.  
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Figure 3.2: The QFS (Quality Forecasts System) concept by process monitoring 
 
3.1.2 Quality prediction system based on SVM 
In this thesis, a new method to predict product quality from online data is proposed  using the pattern 
analysis method of SVM, to provide a real-time quality monitoring system from historical product 
inspection data. It is  expected that the online quality monitoring system can provide small/medium 
size manufacturing suppliers with effective tools for quality assurance of their products, which is a 
critical issue in complex and dynamic value chains and outsourcing environments such as the 
automotive industry.  
The proposed system includes two different modules as shown in Figure 3.3: a data gathering 
module and an SVM-based test module. The data gathering stage is the process for SVM-training, 
which is performed as follows: 1) collecting data from the sensors, 2) preprocessing the data which is 
a combination of inspection data and produced data on middleware, and 3)  transforming data type 
for the SVM-training. After that, the SVM-test stage is processed to find the optimal classification 
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result of product quality patterns to give quality engineers prior information of online product quality 
estimations. 
 
Figure 3.3: The concept of support vector machine based quality monitoring system 
To estimate product quality results from the SVM test, the historical data set of post-
manufacturing inspection results of the product quality and manufacturing process control parameters 
of quality influential factors are required to train the SVM classification algorithm.  The SVM test 
results can be found after training the SVM classification module with the previous data gathered by 
manual inspections. The optimal variable selection for SVM training and test procedures are done 
using cross validation which is a popular approach in which randomly split subsets of original data are 
fitted with an optimal value when one or more unknown parameters exist. Then, the previous product 
quality inspection data from post-manufacturing quality assessment is used to train the SVM test 
module before doing online quality assessment from in-process products.  Using the proposed SVM-
based product quality monitoring system, it is expected to estimate potential product quality problems 
in real-time production and also the resources and processing time required for manual microscopic 
quality inspection can be minimized in the post-manufacturing stages. When using the SVM 
algorithm, it is required to use the kernel function, K, that transforms the original input dataset to a 
higher dimensional space and map dots in the feature space, to deal with classification of a non-linear 
data set and come up with the optimal margin classifier for the hyper-plane. In this research, it is 
necessary to classify the nonlinear dataset from online manufacturing control data. Generally, the 
kernel selection is regarded as highly dependent on the data type and features; therefore,  the radial 
basis function kernel (RBF), which is one of the commonly used kernel functions in non-linear data 
classification problems, was adopted (Sahak et al., 2012; Veillard et al., 2012). 
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Although it is possible to find the optimal margin using the kernel method, setting the kernel 
variables is also very critical in this process. Thus, the optimal value from a given dataset was found 
by applying k-fold cross validation which enables the generalization error to be estimated. The 
temporal data of k-fold cross validation is randomly split in each fold as an approximate size, and the 
process is iterated k times (Duan et al., 2003). 
The k-fold cross validation process is conducted as follows: 
The initial values are as follows; 
Min = 1, max = 100, interval = 10 
While the interval between min and max is 1 
For i = min to max 
Find the optimal value using the 10-fold cross validation method 
Next I = I + interval 
End 
Max = Op_value + interval 
Min = Op_value - interval 
Interval = (max-min ) / 5 
End 
 
Using the SVM-based quality monitoring process, the post-manufacturing quality for each 
product is expected to be estimated in real-time from the operational control data. Then, it is also 
possible to minimize the resources and time required to do a manual macroscopic inspection after 
production, which helps to predict defects on products before the post-manufacturing inspection. 
However, the proposed quality monitoring approach may have a drawback in that it can create type-I 
(a good part estimated as a bad part) and type-II (a bad part estimated as a good part) errors when 
conducting classification between good parts and bad parts, which may cause a catastrophic quality 
problem in safety critical products such as automotive parts (especially with type-II errors). 
Consequently, how to minimize type-II errors should be a key question in this case. 
3.2 Cost assessment  
With customer satisfaction becoming a critical issue for the global manufacturing industry, many 
companies offer a warranty period as quality assurance for their products. Consequently, the warrant 
cost has become a major component in production planning. Many researchers have studied warranty 
policies and costs in order to maximize profit. This paper proposes a framework for analysis of the 
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quality inspection results from the monitoring system with respect to quality costs, including 
inspection and warranty costs. In addition, this thesis establishes a relationship between the warranty 
cost and the severity of customer-perceived quality. The proposed dynamic cost assessment model 
uses a support vector machine (SVM) algorithm for classifying product quality patterns based on data 
from the real-time monitoring system, and incorporates cost effectiveness given that the degree of 
customer-perceived product quality will lead to potential costs for the manufacturing company 
quality-critical products. 
3.2.1 Proposed framework for assessing the effectiveness of the quality monitoring (inspection) 
system 
 
Table 3.1: Nomenclature 
NT 
Total number of products, 
manufactured 
K Severity 
Ni Number of parts inspected manually Cr 
Rework/management costs for the 
defective parts 
Nr Number of reworked products Cw Warranty costs 
NtypeII 
Number of Type II error products 
detected by the quality monitoring 
system 
Ci Cost of inspection 
NtypeI 
Number of Type I error products 
detected by the quality monitoring 
system 
Nf 
Actual number of defective 
parts=Nr+NtypeII 
 
This section presents a mathematical framework for a dynamic production cost analysis based on 
real-time quality monitoring and market-perceived warranty costs based on the CE model. The 
proposed framework will be used for enhancing the accuracy of the quality inspection system and 
assessing the cost effectiveness of the inspection monitoring system, taking into consideration the 
severity of the product quality from the user’s perspective (customer lives, environmental effects, etc.). 
Thus, it focuses on developing an integrated costing model to assess the dynamic effects of the 
manufacturing quality on the manufacturing supply chain taking into account production costs, real-
time monitoring costs, inspection costs, and market-perceived warranty costs (see Figure 3.4).  
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Figure 3.4: Monitoring system framework 
3.2.2 Customer-perceived severity of product quality 
The severity value is assumed as an exponential function of the customer expected quality satisfaction 
(CEQS). For instance, the severity of customer satisfaction from product quality is different for 
different products (or example, a cloth and an automobile) or different parts (for example, the brake 
and the dashboard of an automobile) because when the customer realizes that the product is defective, 
the impact on the economy and society is different in terms of, for example, safety issues and 
warranty costs. Therefore, the severity value K is a major factor in calculating the integrated cost as 
shown in Figure 3.5. 
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Figure 3.5: Severity graph 
The assessment of production and inspection costs may differ on a case-by-case basis. The 
production cost includes the labor, tooling, and manufacturing costs (Taguchi and Organization 1986, 
Taguchi, Elsayed et al. 1989, Chen 2006, Abdul-Kader, Ganjavi et al. 2010, Tirkel and Rabinowitz 
2014). However, none of the previous studies considered the severity of the quality when determining 
the inspection policy. This paper proposes a novel methodology for assessing the efficiency of the 
quality monitoring system efficiency as the severity of the product quality is embedded in assessing 
the cost effectiveness of the inspection system. The proposed system framework is described in the 
following section. 
3.2.3 Analysis of the cost effectiveness 
Receiver operating characteristic (ROC)  has been a popular method for illustrating the 
optimality of the parameters in a binary classification(Metz 2008). However in this paper, CE is used 
as an alternative to ROC. CE utilizes the cost as a weighting system for computing the effect of the 
error; whereas ROC only utilizes the ratio of each error type while putting much less  emphasis or 
even no emphasis on the cost. To decide the control parameters of the monitoring system, the 
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calculation of the CE includes costs savings and costs incurred due to inspections, similar to the 
model by Collofello and Woodfield (Collofello and Woodfield 1989) as follows: 
 
CE= 
 Cr * NTypeI + Cw * Nr*k + Ci*(Nt-Ni)
Ci*Ni + Cr*Nr + CQM_operation*Nt +Cw*k*NType II
 
In this model, the sum, Cr*NTypeI + Cw*Nr*k + Ci*(Nt-Ni), denotes the costs saved due to 
inspections. It includes the manual detection and reworking of the defective products identified by the 
monitoring system. The inspector conducts a quality inspection of the products categorized as 
defective by the monitoring system. It is possible to save the inspection cost and reduce the warranty 
cost of the products identified as defective by manual inspection. The term Cr*NTypeI + Cw*Nr*k + 
Ci*(Nt-Ni) denotes the costs incurred due to inspections, including the manual inspection cost, the 
operating cost of the monitoring system, and the inherent warranty cost of the number of Type II error 
products (Peck and Devore 2010).  
The CE is calculated using the market-perceived severity value and the error types from the 
inspection results of the monitoring system, this is presented in Table 3.2. The Type II error is more 
critical than the Type I error from a cost perspective since the former results in compensation 
payments whenever the product defect is discovered by the user. On the other hand, the product with 
Type I error has no defect, although the monitoring inspection system classifies it as a defective 
product.  
Table 3.2: Error type   
Hypothesis testing 
(Quality assessment) 
Inspection results of the monitoring system 
The null hypothesis  
is true 
(Defective part) 
The alternative 
hypothesis is true 
(Good part) 
T
rue quality of the 
product 
The null hypothesis is 
true 
(Defective part) 
Defective part 
Type II error 
(False alarm) 
The alternative 
hypothesis is true 
(Good part) 
Type I error 
(Correctly Rejected) 
Good part 
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The proposed CE function comes up with the production costs of quality monitoring 
management, inspection costs of the monitoring system, post-inspection costs, and the inherent 
quality risk factor k that indicates the market-perceived severity about the product quality. In addition 
it also considers the error types as classified by the system.  
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IV. Case study:  
Door-trim assembly process 
4.1 The automotive door-trim assembly process  
This section consists of an explanation of the plant environment and features, the data-driven 
monitoring system, and implementation of the proposed framework. In the manufacturing industry, 
quality problems are not only very critical issues but also difficult problems to solve. For example, a 
door-trim which is one of the vehicle products in the automotive industry includes a heat fusion 
process which has the most critical influence on the quality of the part as shown the Figure 4.1 and 4.2.  
 
 Figure 4.1: Processing in door-trim 
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Figure 4.2: (A) Bass process with hot air (B) Cooling process after Bass process 
After the work, we can show three pattern conditions of the heat fusion process results: (a) 
good part, (b) defective due to under-forming, (c) defective due over-forming as we can see from 
Figure 4.3. In the heat fusion process, the heat flux is controlled by setting temperatures located 
inside the forming machine which adjusts the temperature in each product as shown Figure 4.3. 
Although the same product is equipped with the same environment setting, it is influenced for 
uncertain reasons in the majority of cases. Also, it is hard to figure out why defective parts occur 
because the heat fusion process is analyzed at the end of the manufacturing process. 
 
 
Figure 4.3: (A) Good part (B) Defective with under-forming (C) Defective with over-forming 
In the heat fusion process, the temperature of every heating point is pre-set by the operators 
and the actual temperature on the forming tip is measured through PLC. It is required to set up 
more than 20 heating points to produce a product, and the preset temperatures are all different 
depending on the forming position. Therefore, it is necessary to trace the deviations between the 
preset values and the actual measured temperatures at each forming location, and to map the data 
onto the post-manufacturing quality inspection results to build up a training data set for the SVM 
algorithm. The processes taken in this example are as follows: 
 
STEP1. Gathering all required data including machine ID, temperature sensor ID, production  
time, part ID, pre-set temperature data on each heating point, and actual temperatures on  
the point. 
STEP2. Checking the total amount of actual temperature data measured, in order to define the  
size of data arrays. 
STEP3. Restoring the differences between pre-set temperatures and actual temperatures  
measured from the system. 
STEP4. Forming the data structure in [A,B,X,Y], where 
A: machine ID and production time, of which the total size = 2 * the number of products, 
B: pre-set temperature data on each heating point, of which the total size = the number  
of heating points the number of products, 
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X: the differences between pre-set temperatures and actual temperatures measured in the  
system, of which the total size = the amount of actual temperature data on a product the  
number of products, and, 
Y: microscopic quality inspection results at the post-manufacturing stage for a final  
product. 
STEP5. Training the SVM algorithm with the structured data from STEP 4. 
 
4.2 Ontology modeling  
Ontology structure 
As described in section 3.1.1 and shown in Figure 4.4, the proposed ontology modeling is a defined 
ontology class definition which is detailing operating order and performance, vertical structure and 
the relationship between process factors in the door-trim process. Figure 4.4 shows the process of 
construction including the necessary information in the heat fusion process. Each subordinate class is 
consisting of items which prescribe form and correlation of process factors defined in top level class 
process. Process class is the defined basic schedule information such as UserInformation, 
ProcessCapability and quality prediction methods and is expressed as a SCXML class from stage 
justice (i.e., JobOrder, Operation and completed goods etc.) and the context. Also, this enables a real-
time quality monitoring system using a pattern recognition method through connection with a quality 
prediction module based on SVM in the next section and it provides the basic architecture that can 
remotely complete a quality prediction/evaluation model based on he process factor and the product 
interconnection ontology model without empirical knowledge of the process in the supply chain. 
 
Figure 4.4: Process-ontology example 
Ontology modeling using Protégé 4.1 
 25 
Ontology modeling can be shown throughout the whole structure using protégé 4.1 which is supported 
by a community of government, academic and corporate users, who use protégé to build knowledge 
based solutions. Figure 4.5 easily shows correlation between each class and involves all the 
information which is related to the heat fusion process.  
 
Figure 4.5: Ontology modeling using protégé 
 
4.3 The process of SVM-based production data monitoring system 
Quality monitoring system analysis based on SVM 
As shown in Figure 4.6, the proposed quality monitoring framework was implemented in a real 
production line. For the illustration, we analyzed the case in which the temperatures of three 
different heating points are measured and controlled online. The number of input factors in this 
system is three and the product quality patterns can be estimated from the measured input factors. 
The quality patterns of each product are confirmed by inspection operators via microscopy after 
manufacturing. A total of 250 products (50% good parts, 50 % defective parts) were selected as the 
training data set and their production data is structured as described in section 4.1, from STEP1 to 
STEP4. Then, the SVM algorithm is trained using the structured data set.  
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Figure 4.6: SVM based quality monitoring framework 
After the SVM training step, a total of 800 products online have been tested and their quality 
states were estimated as shown in Figure 4.7 and Table 4.1. Compared with the visual inspection 
results from skilled operators, the SVM based online quality analysis results showed approximately 
a 92% accuracy to estimate the door-trim quality patterns, assuming that the post-manufacturing 
inspection data is correct. Thus, the proposed quality monitoring framework is expected to assess 
the product quality patterns in real time from the production conditions measured by sensors 
relatively well. Moreover, if the SVM-based quality monitoring system is adopted with a post- 
manufacturing inspection, the total quality cost can be much reduced by operating a lower number 
of manual inspection stations which use sampling, comparing with the total inspection strategy 
currently adopted by the presented door-trim manufacturer. 
However, the proposed quality monitoring system may have the drawback of causing Type-I 
and Type-II errors as shown in Table 4.1, presenting 60 randomly selected products from the 800 
products. Even though the overall performance of the quality pattern classification from the SVM 
algorithm seems acceptable, Type-I errors (faulty detections; good parts estimated as bad ones) and 
Type-II errors (detection failures; bad parts estimated as good ones) can be problematic, especially 
in the automotive industry which has complex supply chains and safety-critical issues with their 
products. Among the presented 60 data points, 41.7 % are analyzed as Type-I errors and 1.7 % of 
the total fall into the category of Type-II errors. In the case of Type-I errors, they may not create 
any safety critical issues for the supply chain because they can be re-inspected to be good parts by 
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post-manufacturing manual inspections. Type-II errors can be much more critical in complex 
manufacturing supply chains. Although their prevalence is not major compared with the case of 
type-II errors, defective parts not detected by the online quality estimation can go through the 
automotive supply chain and cause serious quality issues in the final products. Even worse, they 
cannot be filtered with manual inspection unless the company adopts a total inspection strategy for 
their quality controls. For this reason, special care is needed to adopt the proposed online quality 
monitoring system in safety-critical product manufacturing. 
 
Figure 4.7: SVM training results with RBF kernel used in the door-trim production example 
 
Table 4.1: Microscopic inspection data and SVM-test results  
Sensing 
Time 
Original 
inspection  
results 
SVM based 
monitoring 
results 
Error 
Type 
Sensing 
Time 
Original 
inspection  
results 
SVM based 
monitoring results 
Error Type 
422 2 2 - 576 1 2 I  
425 1 2 I 586 1 2 I  
427 2 2 - 592 2 1 II 
428 2 2 - 593 2 2 - 
432 2 2 - 594 2 2 - 
447 1 2 I 595 2 2 - 
460 1 2 I 599 2 2 - 
468 2 2 - 600 2 2 - 
470 2 2 - 607 1 2 I  
482 1 2 I 617 2 2 - 
483 1 2 I  624 1 2 I  
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484 1 2 I  627 1 2 I  
489 2 2 - 629 2 2 - 
490 1 2 I  630 2 2 - 
493 2 2 - 634 2 2 - 
505 2 2 - 636 2 2 - 
522 1 2 I  642 2 2 - 
527 1 2 I  654 1 2 I  
530 2 2 - 663 2 2 - 
535 2 2 - 664 2 2 - 
538 2 2 - 678 1 2 I  
546 1 2 I  679 2 2 - 
547 1 2 I  682 2 2 - 
548 2 2 - 688 1 2 I  
554 2 2 - 689 1 2 I  
560 1 2 I  691 1 2 I  
565 2 2 - 699 1 2 I  
567 2 2 - 702 1 2 I  
568 2 2 - 719 2 2 - 
570 2 2 - 727 1 2 I  
 
 
Screen design   
The result of SVM-based quality monitoring system shows probability of defective and present 
conditions of each point to the customer as follows in Figure. After SVM training as historical data 
of process, it is expressed as three methods which are probability (good/average/bad), the present 
situation, and analysis per time based on SVM training results. Probability values marked with 
percentage and colors can be known real-time process measurements. On the left side of the figure, 
the present condition shows that measurement and setting value of each product point goes down as 
shown in the graph. The bar graph on the right represents a fraction defective per time in the 
product process. Quality inspectors through SVM-based analysis screens can check the quality 
condition of product in a way that is easier and more effective. Also, inspectors can keep a level 
head whether it is good or bad and recognize when problems arise through the pattern analysis in 
the graph.   
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Figure 4.8: Screen design using SVM 
4.4 HMM-based quality prediction framework 
Once we have production data patterns on product quality, it is possible to predict future product 
quality trends from the previous data history using HMM. However, to use the HMM algorithm for 
quality prediction, it is necessary to consider three different approaches to solve the problems. In this 
case, the forward algorithm can be applied first to capture the future product quality pattern from the 
historical data, and the Viterbi algorithm and Baum-Welch algorithm can be used to solve the problem 
of missing information in the historical data set of the product quality in Figure 4.9 (Rabiner et al., 
1986). 
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Figure 4.9: HMM framework 
HMM monitoring system can analyze historical data based on probability of three pattern of 
defective and apply Viterbi algorithm which is a dynamic programming algorithm for finding the most 
likely sequence of hidden states. Viterbi algorithm can be calculated as in the steps below.  
STEP1. Initialization 
  ( ) =     (  ), 1 ≤  ≤   
  ( ) = 0 
 
STEP2. Repetition 
  ( ) = max
     
     ( )    ∗   (  ),				2 ≤  ≤  , 1 ≤  ≤   
  ( ) =    max
     
     ( )    ,				2 ≤  ≤  , 1 ≤  ≤   
STEP3. Close 
 ∗ = max
     
[  ( )] 
  ( ) =    max
     
[  ( )] 
STEP4. Back tracking 
  
∗ =     (    
∗ ),  =  − 1,  − 2,⋯ , 1 
Where: 
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 Q = {  ,   ,   , ⋯ ,   	}: the hidden state 
 V = {  ,   ,   , ⋯ ,   	}: the observed state 
 O = {  ,   ,   ,⋯ ,   	}: the observed state sequence 
 π = {  },   =  (  		  	 = 1): initial probability  
 A =    ,    =     	  	 |  	  	 − 1 , 1 ≤  ,  ≤  : A is state transition probability and     is 
transition probability from i to j 
 B =   ( ),   ( ) =     	  	 |  	  	  , 1 ≤  ≤  : B is the observation symbol probability 
and     generates    in j. 
The symbol i, and j are state parameters and t is the frame variable in the above algorithm. As 
shown Figure 4.10, probability is tracking the most likelihood through those processes based on 
probability graph of historical data 
 
Figure 4.10: Viterbi algorithm 
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In the previous illustrative case of door-trim production, once we have analyzed the data pattern 
through stored quality history data, it is possible to find the pattern flow using HMM. Using the 
HMM-based product quality prediction tool, operators can predict the occurrence of bad parts using 
the monitoring system and may be able to take preventative action on the process beforehand.  
4.5 A dynamic cost assessment model 
This section illustrates a case study of the automotive manufacturing industry that takes into 
consideration the manufacturing cost and severity of the product using the SVM-based automated 
inspection system and the implementation of the proposed framework. The manufacturing and quality 
inspection procedures are implemented though the process as shown in Figure. 4.11. 
 
Figure 4.11: Case study process 
4.5.1 Comparison between error rate and CE  
As described in Section 3, the proposed product quality monitoring framework was implemented. The 
case illustrated in Section 4.1 was analyzed, where the data for 10 different heating points were 
gathered and controlled online. The number of input parameters is 10 and the quality patterns of the 
manufactured product can be estimated based on the gathered data regarding the heating points. The 
product quality patterns were confirmed by manual inspection (microscopy). The amount of training 
data was 200 products comprised of 50% good parts and 50 % defective parts, reconstituted as 
described in Section 3.3 from STEP 1 to STEP 4. In order to calculate the CE, it was assumed that 
Cr=$100, Ci=$10, Cw=$150, and CQM=$1. The reconstitution data sets were trained based on the 
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SVM algorithm. The gathered data set for 240 products were tested after the SVM training step and 
compared with the optimal controllable parameters based on different evaluation criteria, between 
Error rate and CE (see Table 4.2). It is shown in Figure 4.12. 
Table 4.2: Comparison of the SVM results 
 CE 
Error rate(# 
of Type I, # of 
Type II) 
Control parameters 
for inspection 
C Arg 
Existing valuation basis       
(Lowest error rate ) 
1.433 
(k=0.1) 
0.05 (3, 9) 1 46 
Proposed valuation 
basis (Maximum CE with 
K ) 
0.1 2.644 0.12 (28, 1) 59 92 
0.5 3.147 0.12 (28, 1) 59 92 
1 4.069 0.12 (28, 1) 66 95 
2 8.056 0.08 (20, 1) 74 88 
3 15.667 0.08 (20, 1) 77 88 
4 25.017 0.08 (20, 1) 89 92 
5 32.307 0.08 (20, 1) 97 94 
10 38.945 0.08 (20, 1) 93 93 
 
When the system is evaluated on the basis of the error rate, the quality monitoring system result 
has a value of 1.433 from the CE and a 95% accuracy as compared to the manual inspection result of 
skilled operators. However, the number of Type II error products is estimated at nine; this implies that 
there is a high risk that the inspection system will create additional warranty compensation expenses 
when the product defect is discovered by customers. If the system is adopted in the post-inspection 
phase, the total cost without assurance perspective can be significantly reduced through fewer manual 
inspections using sampling instead of the total inspection strategy that is currently used by the door 
trim manufacturer.   
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Figure 4.12: Relationship between CE and error type 
However, the system has a drawback of making Type I errors (faulty detections; good parts 
estimated as bad ones) and Type II error (detection failures; bad parts estimated as good ones). 
Although the Type I error will not lead to any problems if such products are sold in the market 
without post-inspection activities, the Type II error will result in larger compensation expenses if 
products are not inspected again in the post-inspection phase. Thus, the Type II error is becoming a 
major problem concerning warranty costs. In other words, the lowest error rate does not guarantee the 
lowest number of defective products. Thus, instead of focusing on the error rate, we need to evaluate 
the system on the basis of the CE in order to reduce the total cost along with the product assurance 
cost. 
4.5.2 Comparison of CE results with different cost assumptions 
In this section, we compare the maximum CE determined in the above case study and the maximum 
CE based on different warranty cost assumptions such as $150, $15, and $1.50. The comparison helps 
to ascertain the importance of CEQS. CEQS is used to calculate the warranty cost directly using the 
gathered data results. It assumes that all the Type II errors have an inherent risk of warranty claims 
from the customer. All the costs except for the warranty cost are identical to those in the case study. 
Based on the comparison results shown in Figure 4.13, it is essential to decide the correct CEQS since 
it has a significant effect on the CE.  
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Figure 4.13: Comparison of CE results with different Cw assumptions 
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V. Conclusions and Future Research 
The SVM-based product quality monitoring framework is developed by mapping real-time process 
data into product quality states. Compared with the traditional SPC, the proposed online quality 
monitoring system can provide the remote and real-time assessment for product quality states, which 
should be a critical issue in complex manufacturing supply chain environments, such as the 
automotive industry. The illustrative example shows that the proposed quality assessment framework 
can effectively estimate real-time product quality based on the previous training data, which are from 
off-line inspection data. In the results, however, Type-I and Type-II classification errors exist. We can 
possibly eliminate the type-II errors by shifting the hyper-plane in the SVM algorithm to minimize the 
number of bad parts which can be assessed as good parts in the quality monitoring system. 
This thesis provides a novel framework for assessing manufacturing quality costs using a real-
time process monitoring system that incorporates product quality and warranty aspects. This thesis 
makes the following contributions to the literature. First, the proposed CE model, adjusted using 
warranty strategies, is used to evaluate the effectiveness of the proposed monitoring system that 
involves both software inspection and manual post-inspection phases. The presented CE model 
considers not only the inspection cost, but also the quality monitoring management cost, the manual 
inspection cost, the reworking cost, and the market-perceived warranty costs. Second, the real-time 
quality inspection case study and the application of the proposed methods are illustrated using an 
SVM-based quality monitoring framework that is incorporated into the proposed CE model. Whatever 
a quality inspection system is, the proposed framework is capable of incorporating the severity level 
of the product or process within the entire manufacturing supply chain. In this regard, the applicability 
of the proposed quality cost assessment framework was verified using the illustrative example of the 
manufacturing of door trims using the sample quality monitoring data from an automotive industry.  
Based on the results of the case study, we ascertain the existing evaluation basis as the error, 
although it provides the lowest error rate based on the error type. Hence, the existing evaluation basis 
has no significance in terms of costs due to the number of Type II error products that critically impacts 
product quality and user satisfaction. The illustrative example shows that the proposed quality cost 
assessment can effectively evaluate real-time product quality with fewer Type II error products and 
maximum value of the CE model from the analysis results provided. 
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It is noteworthy, in the proposed framework, the severity of the customer satisfaction, K, is just 
assumed to be a simple exponential function with single parameter (CEQS) for the illustrative purpose, 
which may be seen as a flaw in the proposed framework. It can be  admitted that, in reality, the 
severity factor may consist of multiple parameters with complicated relations because of the 
complexity and diversity of human perceptions. However, the proposed framework is worthwhile, 
considering that this paper aims to provide a novel framework of assessing cost with warranty and 
real-time monitoring strategy for the use of complicated supply chain environs.  
Future work will involve predicting future product quality trends based on historical data using 
the hidden Markov model (HMM). The HMM is a well-known tool for applying signal processing to 
forecast product quality (Rabiner and Juang 1986, Schrodt 2006). The early warning system for 
abnormal product quality on production lines makes it possible to reduce the total quality/dynamic 
costs since operators/inspectors can recognize the defective products beforehand and take actions to 
avoid defective products or product quality issues. In order to construct a forecasting tool for an 
online production monitoring system, it is necessary to analyze the manufacturing process patterns 
and define probabilities for solving missing information in the product quality data (Rabiner and 
Juang 1986). Also, further investigation of the severity of customer satisfaction in a specific domain 
may be required to enlarge the breadth and depth of the applicability of the proposed framework.  
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