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ontent is rst stored at the ahe and is renewed every time theahe an satisfy a request for this ontent (at eah hit). The ontent is removed when theTTL expires. Under the assumption that requests follow a renewal proess and the TTLs areexponential random variables, we determine exat formulas for the performane metris of interest(average ahe oupany, hit and miss probabilities/rates) for some spei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hite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Analyse de réseaux de ahes TTLRésumé : Cet artile développe des briques de base pour l'évaluation des performanes deréseaux orientés ontenus. Dans es réseaux lorsqu'un n÷ud ou ahe reçoit une requête pourun ontenu qu'il ne possède pas il la transmet à un ou plusieurs ahes de niveau supérieur.Une fois le ontenu loalisé il est envoyé et stoké à tous les ahes qui ont reçu la requête ainsiqu'à l'utilisateur. Dans et artile nous nous intéressons à une politique de gestion des ahesqui utilise des temporisateurs (TTL pour Time-to-Live). A haque arrivée d'un ontenu dansun ahe un temporisateur est délenhé. Chaque nouvelle requête pour e ontenu régénére letemporisateur. Dès qu'un temporisateur expire le ontenu orrespondant est eaé du ahe.Nous alulons de manière exate diérentes mesures de performane (oupation moyenne desahes, probabilité et taux de suès) pour des arhitetures partiulières (réseau linéaire, réseauarboresent omposé d'une raine et de N feuilles) dans le as où les requêtes suessives auxfeuilles forment des proessus de renouvellement et où les temporisateurs sont exponentiellementdistribués. Des approximations très préises (erreurs relatives de l'ordre de 10−2) sont proposéespour des arhitetures plus générales et/ou des distributions arbitraires des TTL.Mots-lés : Arhiteture de ahes, réseau orienté ontenus, temporisateur, modèle de Markov,théorie du renouvellement.
Analysis TTL-based Cahe Networks 31 IntrodutionCahes are widely used in networks and distributed systems for improving performane. Theyare integral omponents of the Web [4℄, DNS [15℄, and Content Distribution Networks (CDNs)[23℄. More reently there has been a growing emphasis on ontent networks where ontent isaddressable and host-to-ontent interation is the ommon ase [22℄. Many of these systems giverise to hierarhial (tree) ahe topologies and to even more general irregular topologies.The design, onguration, and analysis of these ahe systems pose signiant hallenges.An abundant literature exists on the performane (e.g. hit probability, searh ost) of a sin-gle ahe running the Least Reently Used (LRU) replaement poliy1 or, its ompanion, theMove-to-Front (MTF) poliy (see [20, 16, 9, 2, 1, 8, 6, 10, 11℄ for iid requests and [5, 13, 12℄for orrelated requests). With few exeptions, exat models of even single ahes are omputa-tionally intratable, resulting in the reliane on approximations [6, 11℄. Networks of ahes aresigniantly more diult to analyze and no exat solution has been obtained so far for even thesimple onguration of two LRU ahes in series. A few approximations have been proposed,instead, for a simple two-level LRU ahe network [4℄ and a general LRU network [21℄; howevertheir auraies an be poor (relative error up to 16% reported in [21℄).In this paper we fous on a lass of ahes, referred to as Time-To-Live (TTL) ahes. Whenan unahed data is brought bak into the ahe due to a ahe miss, a TTL is set. All requeststo that data before the expiration of the TTL are suessful (ahe hit); the rst request for thatdata to arrive after the TTL expiration will yield a ahe miss. TTL-based ahes are known toexhibit high hit rates and good saling properties and are used in DNS for that reason.We develop a set of building bloks for the performane evaluation of hierarhial TTL ahenetworks where TTLs are set with every request. These building bloks allow one to modelexogenous requests to dierent nodes as independent renewal proesses and to allow for TTLdurations to be desribed by an arbitrary distribution so long as they are independent of eahother.The building bloks onsist of a renewal theoreti model of a single ontent TTL ahe when fed by a renewal requeststream, a renewal proess approximation of the superposition of independent renewal proesses.The rst blok forms the basis for alulating ahe metris suh as miss and hit probabilitiesand rates while the seond blok is used to represent the superposition of exogenous requestsand those resulting from a miss at an upstream ahe as a renewal proess.We apply these bloks primarily to the ase that TTL durations are either onstant or ex-ponentially distributed. Furthermore, we fous primarily on linear TTL neworks, two level TTLtree networks and ombinations of the two. In some ases our results are exat but when theyare not, the relative errors are extremely small (< 10−3 in the ase of exponentially distributedTTLs and < 10−2 in the ase of onstant TTLs). Thus our approah is extremely promising andwe believe apable of aurately modeling a riher lass of network topologies. Last, althoughthe approah applies to single ontent ahes, we demonstrate how it an be used to optimize amulti-ontent ahe network.In the literature the paper loser to our approah is [14℄, where the authors onsider a singleTTL-based ahe fed by iid requests to a single data. They obtain the hit rate for a onstant TTL1 The replaement poliy is the rule used to selet the data to ejet from the ahe. Other popular poliies arethe Most-Reently-Used (MRU) and Random Remplaement (RR); MRU is more eetive than LRU for yliaess patterns and RR is used in RISC arhitetures due to its simpliity.RR n° 7883
4 Niaise Choungmo Fofak, Philippe Nain, Giovanni Neglia, Don Towsleyvia the solution of a renewal-like equation. Despite the inreasing interest in CCNs, previous workhas mainly foused on global arhiteture design. [3℄ is probably the rst attempt to model datatransfer in CCNs. The authors develop approximations to alulate the stationary throughputin a network of LRU ahes taking into aount the interplay between reeiver driven transportand per-hunk ahing.The paper is organized as follows. We introdue notation, the model assumptions, anda key result from [19℄ regarding how to ompute the marginal interarrival distribution for asuperposition of arrival streams modeled as renewal proesses in Setion 2. Setion 3 ontainsour renewal theoreti model along with its appliation to a number of networks where it leads toexat results. Setion 4 desribes our approah to modeling the ombined exogenous/miss requeststream as a renewal proess and the resulting approximations for a larger lass of linear and treenetworks. Setions 5 and 6 report on the auray of the models and the omputational osts oftheir solutions. Setion 7 reports an appliation of our approah to ongure and optimize TTLahe networks. Conlusions are found in Setion 8.2 Denitions and assumptionsThroughout this paper we fous on partiular instanes of TTL ahe tree networks with a singledata hunk (simply alled the data). The ase of multiple data will be briey disussed in Setion7. From now on the words node and ahe will be used interhangeably. Also, a ahe willalways be a TTL ahe unless otherwise speied.New requests for the data an be generated at any node of the network aording to mutuallyindependent renewal proesses; these requests are referred to as exogenous requests or arrivals.The time instants at whih exogenous requests arrive is alled the exogenous request proess orthe exogenous arrival proess. If upon the arrival of a new request the data is not present inthe ahe the request is instantaneously forwarded to the next level of the tree and the proessrepeats itself until the data is found. In ase the data annot be found along the path towardthe root, the root retrieves it from a server. One the data is found, either at a ahe or at aserver, a opy of it is instantaneously transmitted to eah ahe along the path between the ahewhere the data was found and the ahe that issued the request. A new TTL is set for eah newopy of the data and a new TTL is also set at the ahe, if any, where the data was found (byonvention, the TTL at the server is innite). This is in ontrast with the model in [14℄ wherethere is no TTL reset upon a ahe hit (new TTL is set only upon a ahe miss). Resetting theTTL also at eah ahe hit inreases the oupany and the hit probability speially for popularontents (high λ). This hoie is motivated by the CCN paradigm of moving popular doumentsas lose as possible to the users.We point out that in this desription a request is instantaneously satised whether the data isfound loally, at a remote ahe or at a server. This orresponds to a situation where transmissiontimes are negligible with respet to the frequeny at whih the data is requested. We do so sineour primary objetive is to investigate the tra generated in the network in response to arequest for the data.We dene the miss proess at a ahe as the suessive time instants at whih misses ourat this ahe, namely, the times at whih the data is requested and is not found in the ahe.Let us denote by C(n) the set of hildren of ahe n. The (overall) request proess, also alledthe arrival proess, at ahe n is the superposition of the miss proesses of ahes in C(n) andof the exogenous request proess at ahe n, if any. We assume that suessive TTLs at eahahe are iid rvs, that TTLs at dierent ahes are mutually independent, and that all TTLs areindependent of the exogenous arrivals. Inria
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λ Arrival rate (single ahe)
1/µ Expeted TTL (single ahe)
F (t) CDF exogenous arrivals (single ahe)
G(t) CDF inter-miss times (single ahe)
T (t) CDF TTL duration (single ahe)
λn Exogenous arrival rate at ahe n
Λn Overall arrival rate at ahe n
Λn,k Overall arrival rate at ahe n for ontent k
1/µn Expeted TTL at ahe n
Fn(t) CDF exogenous arrivals at ahe n
Hn(t) CDF overall arrivals at ahe n
Hn,k(t) CDF of overall arrivals at ahe n for ontent k
Gn(t) CDF inter-miss times at ahe n
Tn(t) CDF TTL duration at ahe n
hP,n, mP,n Hit, miss probability resp. at ahe n
hR,n, mR,n Hit, miss rate resp. at ahe n
πn Oupany of ahe n (stationary probability ontent is in ahe n)
πn,k Oupany of ahe n for ontent k
qn Average size of ahe n (= πn if single ontent in network)
hP , mP Hit, miss probability resp. (single ahe)
hR, mR Hit, miss rate resp. (single ahe)
C(n) Set of hildren of ahe n
χ∗(s) LST of CDF χ(t)Table 1: Glossary of main notationThroughout the paper hP,n (resp. mP,n = 1 − hP,n) and hR,n (resp. mR,n) denote thestationary hit (resp. miss) probability and the stationary hit (resp. miss) rate at ahe n,respetively. We denote by πn the steady-state probability that the data is in ahe n and weall it the oupany of ahe n.If Λn is the arrival rate of requests at ahe n, the hit rate is given by hR,n = ΛnhP,n andthe miss rate by mR,n = Λn(1− hP,n). As a result one we have alulated hP,n and Λn also thehit/miss probability and hit/miss rate at ahe n are determined.For any non-negative rv X with Cumulative Distribution Funtion (CDF) χ(t) = P (X < t)(t ≥ 0), χ⋆(s) = E[e−sX ] = ∫∞0 e−stdχ(t) (s ≥ 0) denotes its Laplae-Stieltjes Transform (LST),and χ̂(s) = ∫∞
0
e−stχ(t)dt (s > 0) denotes the Laplae Transform (LT) of χ(t). The identity
χ∗(s) = sχ̂(s), s > 0, (1)will be extensively used throughout.For any number a ∈ [0, 1], ā := 1 − a. In partiular, if χ(t) is a CDF, χ̄(t) = 1 − χ(t) is theorresponding Complementary Cumulative Distribution Funtion (CCDF).Additional notation and denitions will be given when studying spei ahe networks.The following result, taken from [19, Formula (4.1)℄, will be repeatedly used throughout thispaper .Theorem 2.1 The CCDF, denoted by R̄(t), of the inter-event times of the point proess resultingfrom the superposition of K mutually independent renewal proesses, labeled, 1, . . . , K, is givenRR n° 7883















R̄j(u)du, (2)with Rk(t) and αk > 0 the CDF of the inter-event times and the arrival rate of proess k,respetively.We observe that suh a superposition is not in general a renewal proess itself.3 Exat results3.1 Single ahe with renewal arrivals and general TTLsWe onsider a single TTL ahe. Requests arrive at the ahe aording to a renewal proess.Without loss of generality, we assume that the rst request arrives at time t = 0 and nds anempty ahe. We denote by X a generi inter-arrival time with CDF F (t) = P (X < t) anddensity f(t) = dF/dt. We also denote by T a generi TTL duration, with CDF T (t) = P (T < t).Sine suessive inter-arrival times and suessive TTLs form two independent renewal sequenesand sine a miss triggers a new TTL, miss times are regeneration points of the state of the ahe.This implies that miss times form a renewal proess, with generi inter-miss time denoted by Yand CDF G(t) = P (Y < t).The stationary hit probability, hit rate and miss rate denoted by hP , hR and mR, respetively,are given by
hP = P (X ≤ T ) =
∫ ∞
0
F (t)dT (t), (3)
hR = λhP , mR = λ(1 − hP ) (4)respetively, with λ := 1/E[X ] the arrival rate. The miss rate is alternatively given by mR =





(1 − T (t))dt
]
. (5)Proof. Let V be the time during whih the doument is in the ahe between two onseutiverequest arrivals. We have π = E[V ]/E[X ] = λE[V ] by renewal theory. Let us nd E[V ]. Denethe binary rv U(t) to be one if the doument is in the ahe at time t and zero otherwise. Withoutloss of generality onsider the interval [0, X ] orresponding to the inter-arrival time between therst and the seond request. We have
















(1 − T (t))dt
]where the last equality follows from E[U(t)|X ] = E[U(t)] = P (U(t) = 1) = P (T > t). ⋄Inria
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he Networks 7If TTLs are exponentially distributed with rate µ
π =
λ(1 − F ∗(µ))
µ




G(t − x)(1 − T (x))dF (x) +
∫ t
0
T (x)dF (x). (7)Proof. Let X1 (resp. Y1, T1) denote the rst inter-arrival time (resp. rst inter-miss time,rst TTL) after t = 0. Sine Y1 ≥ X1, the event {Y1 < t} may only our if X1 < t. Therefore,
G(t) = P (Y1 < t, X1 < t, X1 ≤ T1) + P (Y1 < t, T1 < X1 < t)
= P (Y1 < t, X1 < t, X1 ≤ T1) + P (T1 < X1 < t) (8)
= P (Y1 < t, X1 < t, X1 ≤ T1) +
∫ t
0
T (x)dF (x) (9)where (8) follows from the fat that the event {Y1 < t} is true when T1 < X1 < t. It remains toevaluate the probability P (Y1 < t, X1 < t, X1 ≤ T1) in (9). By onditioning on X1 and T1 weobtain









G(t − x)(1 − T (x))dF (x), (10)where the rst equality is due to the fat that the TTL is renewed at eah request and then
Y1 − X1 onditioned to X1 ≤ T1 has the same distribution of Y1.Suppose that there are two solutions G1(t) and G2(t) satisfying (7). Then G1(t) − G2(t) =
∫ t
0
(G1(t)−G2(t))(1−T (x))dF (x). By Laplae transforming both sides of this equality, it appearsevident that G∗1(s) − G∗2(s) = 0 and then the solution is unique. ⋄Dene h(t) = f(t)T (t), where we reall that f(t) is the density of F (t). Taking the Laplaetransform of both sides of (7) yields
Ĝ(s) = (F ∗(s) − ĥ(s))Ĝ(s) + ĥ(s)
sfrom whih we get
Ĝ(s) =
ĥ(s)




1 − F ∗(s) + ĥ(s)
. (12)RR n° 7883




G(t − x)dF (x) + (F (t) − F (T ))1(t > T ) (13)with a ∧ b = min(a, b). In this ase the hit probability is F (T ).We onlude this setion by examining two partiular ases:Example 1: Exponentially distributed TTLs For T (t) = 1 − e−µt, hP = F ∗(µ) from (3),whih in turn implies from (4) that hR = λF ∗(µ) and mR = λ(1 − F ∗(µ)). On the other hand,
ĥ(s) = F ∗(s) − F ∗(s + µ) so that (12) beomes
G∗(s) =
F ∗(s) − F ∗(s + µ)
1 − F ∗(s + µ) . (14)The miss rate an also be obtained from (14) as mR = 1/E[Y ] = −1/dG∗(s)/ds|s=0 = λ(1 −










µ−λ if λ 6= µ














E[T ] + E[X ]
. (17)3.2 Line of ahes with exogenous arrivals at a single ahe and expo-nential TTLsConsider the line network in Fig. 1 omposed of N TTL ahes labeled 1, . . . , N , with noexogenous requests submitted at ahes 2, . . . , N . Requests arrive to ahe 1 aording to arenewal proess with generi inter-arrival time X and arrival rate λ. Aording to the desriptionmade at the beginning of Setion 2, upon a miss at ahe 1 the rst ahe to hold the doument,say ahe n ≤ N , returns a opy of the doument to ahes n − 1, . . . , 1 and all TTLs arereinitialized. TTLs at all ahes are mutually independent and exponentially distributed rvswith rate µn at ahe n. Inria
Analysis TTL-based Cahe Networks 9
Figure 1: Line of ahes with exogenous arrivals only at ahe 1 (S = server)The arrival proess at ahe n is the miss proess at ahe n− 1 sine there are no exogenousarrivals. Morever, it is easily seen that the miss times at ahe n − 1 form regeneration points,so that the miss proess at this ahe, and therefore the arrival proess at ahe n, is a renewalproess. We an then apply reursively the results obtained for a single ahe. In partiular,if we denote by G∗n(s) the LST of the inter-miss times at ahe n, we may apply formula (14)where the LST of the interarrival times is G∗n−1. We obtain:
G∗n(s) =
G∗n−1(s) − G∗n−1(s + µn)
1 − G∗n−1(s + µn)
(18)for n = 1, . . . , N , where G∗0(s) = F ∗(s). The hit probability at ahe n is given by hP,n =







, (19)so that by using (18)




(1 − G∗i (µi+1)) (20)with mR,0 := λ by onvention. The hit rate at ahe n is













. (22)The unknown onstants {G∗n−1(µn)}Nn=2 in (20)-(22) an be reursively omputed from (18).3.3 Simple tree network with Poisson exogenous arrivals and exponen-tial TTLsConsider the tree network in Fig. 2 with one root (labeled N +1) and N hildren (leaves) labeled
1, . . . , N . Exogenous requests arrive at ahe n = 1, . . . , N + 1 aording to a Poisson proesswith rate λn. Cahes 1, . . . , N have exponential distributed TTLs with rate µn at ahe n. Weassume that TTLs at ahe N +1 have an arbitrary CDF TN+1(t), with LST T ∗N+1(s). For eah
n = 1, . . . , N , ahe n behaves as a TTL ahe in isolation, so that the ahe oupany, theRR n° 7883
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Figure 2: Simple tree networkhit/miss probability, and the hit/miss rate at this ahe are given in Setion 3.1 (with λ = λnand µ = µn). The total arrival rate at ahe n is Λn = λn for n = 1, . . . , N , and the total arrivalrate at ahe N + 1 is




νi (23)with νi = λiµi/(λi + µi) from (17).Let us fous on ahe N + 1. The arrival proess at ahe N + 1 is the superposition of aPoisson proess with rate λN+1 and the mutually independent miss renewal proesses of ahes





if λn 6= µn
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. (27)The hit rate (resp. miss rate) at ahe N +1 is given by hR,N+1 = ΛN+1hP,N+1 (resp. mR,N+1 =
ΛN+1(1 − hP,N+1)).Example 3: Cahes 1, . . . , N idential Assume that λ := λn and µ := µn for n = 1, . . . , N .Eq. (24) redues to
































cn := λn + µ(N − n) + λN+1.The hit probability at ahe N + 1 is (use (26))












µT ∗N+1(cn+1) − λT ∗N+1(cn)
)
. (29)4 Approximate resultsThe exat results in Setion 3 annot be easily extended to general networks. The main problemis that when the aggregate arrival proess at a ahe is not a renewal proess, we an stilldetermine the main performane metris at the ahe if we an alulate the CDF of the inter-arrival times, but we annot apply Proposition 3.2 that allows us to haraterize the miss rateand then to study the upstream ahes.In this setion we develop an approximation method whih produes highly aurate ap-proximations under more general topologies for all metris onsidered in Setion 3 (hit/missprobabilities, hit/miss rate, ahe oupany). The quality of the approximation is assessed inSetion 5.Our approximation is based on the following assumption:Assumption A1: the overall arrival proess at eah node is a renewal proess.A diret onsequene of Assumption A1 is that we approximate also the miss proess at anode as a renewal proess.With a slight abuse of notation we will use the notation of Setion 3 to denote the orre-sponding approximate values alulated under Assumption A1. For example Hn(t) is used toRR n° 7883
12 Niaise Choungmo Fofak, Philippe Nain, Giovanni Neglia, Don Towsleydenote the approximate CDF of the overall inter-arrival times. Similarly Gn(t), Λn, mR,n, hP,nand hR,n are used to denote approximate quantities. Regarding the total rate Λn, note that
Λn = λn +
∑
i∈C(n)





























Gn(t − x)(1 − Tn(x))dHn(x) +
∫ t
0
Tn(x)dFn(x) (32)where Tn(t) the CDF of the TTL duration at ahe n.Eqs (31)-(32) provide a reursive proedure for alulating, at least numerially, approxima-tions for the CDFs Gn(t) and Hn(t) for eah ahe n, from whih we an derive approximateformulas for the hit/miss probability, the hit/miss rate, and the oupany at eah ahe. Inpartiular, for a general tree network the proedure requires alulating the CDFs for all theahes at the same depth, starting from those farthest from the root. The inter-miss time CDFat a given leaf ahe an be derived from the exogenous request proess at the ahe throughrenewal equation (32). For a ahe at the level above the inter-arrival request CDF an be al-ulated using Eq. (31) to ombine the CDFs of the inter-arrival times of its exogenous requestproess and the inter-miss times for its hildren. We an apply again the renewal equation toharaterize the output proess at this ahe and so on.However, even for small networks the numerial omplexity of this proedure an be veryhigh as it requires solving integral equations (see Eq. (32)) and alulating integrals over inniteranges (see Eq. (31)).In order to get expliit results we now fous on a partiular lass of tree networks, lass N .TTLs at eah node are exponentially distributed with rate µn. A network belongs to lass N if,in addition to assumption A1, the following assumption holds:Assumption A2: For eah n, node n is fed by the superposition of two independent requestarrival proesses: one (stream 1) is the miss rate of a hild of ahe n and is a generi renewalproess and the other one (stream 2) is a renewal proess with CDF of the form











Analysis TTL-based Cahe Networks 13is the arrival rate of stream 2 from (33), the total arrival rate at node n is
Λn = νn−1 + ηn. (35)Assumptions A1 and A2 together yield the following proedure for approximating G∗n(s) and
H∗n(s).Proposition 4.1 (Approximation for lass N )Under Assumptions A1 and A2, for eah node n,

















H∗n(s) − H∗n(s + µn)
1 − H∗n(s + µn)
. (37)Proof.















)from whih we dedue (36). (37) is obtained from (14). ⋄Dierentiating both sides of (37) wrt to s and letting s = 0 yields


















(1 − H∗j (µj)) + ηn. (40)Observe that the rst equality in (38) an be obtained without any alulation sine H∗n(µn) isthe hit probability at node n so that Λn(1 − H∗n(µn)) is the miss rate at node n.Relations (36)-(37) and (39)-(40) provide a reursive proedure for alulating Λn and H∗n(µn)for eah n, from whih we obtain approximations for the hit probability, hit rate, miss rate andstationary oupany at node n:
hP,n = H
∗
n(µn), hR,n = ΛnH
∗
n(µn), (41)





.The latter result follows from (6).Below, we present two networks belonging to the lass N , i.e. with exponentially distributedTTLs and satisfying assumption A2.RR n° 7883
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Figure 3: Line of ahes with exogenous arrivals4.1 Line of N TTL ahes with Poisson exogenous arrivals and expo-nential TTLsThis is the same line network as in Setion 3.2 with the addition of Poisson exogenous arrivalsat all ahes 1, . . . , N with rate λn at ahe n, see Fig. 3.This network belongs to the lass N with Mn = 0, αn,0 = 1, βn,0 = λn for eah n, so that









(1 − H∗j (µj)) + λnfrom (34) and (40).Remark 4.1 (Exat results at nodes 1 and 2)Quantities in the r.h.s. of (41) give the exat hit probability, hit rate, miss rate, and oupanyat node n = 1, 2 for the line network in Fig. 3 sine ahes 1 and 2 form a simple tree networkfor whih our analysis is exat.4.2 Line of simple tree networksConsider the network in Fig. 4: node n is fed by node n−1 and by the superposition of the missproesses of single ahes (node 1 is only fed by single ahes; the analysis below extends to thease where node 1 is fed by an additional Poisson stream of requests). For the sake of simpliity,here we assume that there are Rn idential TTL ahes feeding node n, but the analysis anbe extended to the heterogeneous ase (see below). Eah of these single ahes is fed by anexogenous stream of Poisson requests with rate δn and has exponentially distributed TTLs withrate γn. Nodes 1, . . . , N have exponential TTLs with rate µn at node n. Denote by S(n) the setof Rn single TTL ahes assoiated with ahe n. Let us show that this network belongs to N .
Figure 4: Line of simple tree networksWe need to show that the CDF of the inter-arrival times of requests joining node n from ahesin S(n) (denoted by Kn(t)) has the form (33). This CDF has already been alulated in Setion3.3  use formula (28) with N = Rn, λN+1 = 0, λ = δn, µ = γn, ΛN+1 = Rnδnγn/(δn + γn). Itis then easily seen that (33) holds with
Mn = Rn Inria
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he Networks 15
βn,m = δnm + γn(Rn − m)
αn,0 = −δnbn,0







γ2mn (−δ2m)Rn−1−m(δm + γm)
(γ2n − δ2n)Rnfor m = 0, . . . , Rn. A similar analysis an be arried out when, for every n, the Rn ahes feedingnode n are not idential. In this ase, formula (43) in Appendix should be used instead of (28).Remark 4.2 (Exat results at node 1 & leaves) Quantities in the r.h.s. of (41) givethe exat hit probability, hit rate, miss rate and oupany at node 1 and at all leaf nodes of thenetwork in Fig. 4. In fat our analysis is exat for a single ahe and for a simple tree network(as that formed by node 1 and its hildren).5 ValidationIn this setion we investigate the auray of the approximation method developed in Setion4. Reall that the method onsists in assuming that all internal arrival proesses at a node (i.e.proesses formed of the miss proesses of the node's hildren) are renewal proesses and to useEq. (31) to alulate the CDF of the inter-arrival times of the superposed proess. The missproess at this node an then be haraterized by using Eq. (32) and the proedure is repeatedat the node's parent.We fous our validation on the ase when the TTLs are exponentially distributed, but wealso provide some results for onstant TTLs.5.1 Exponential timersWe start by observing that it is possible to model a lass N network with N ahes as anirreduible Markov proess, with state x(t) = (x1(t), . . . , xN (t)) ∈ E = {0, 1}N , where xn(t) = 1(resp. xn(t) = 0) if the doument is present (resp. missing) at time t at node n. One the steady-state probabilities (p(x)) have been alulated, the exat values of the performane metris ofinterest an be obtained by onveniently ombining the stationary probabilities and the rates.For example the stationary oupany of ahe i is πMi = ∑x∈E,xi=1 p(x) (the supersript Mstands for Markov) . For a line of ahes the hit probability and the miss rate at ahe 1 arerespetively hMP,1(1) = p(1, ∗) and mMR,1 = λ1p(0, ∗), while for ahe 2 it holds
hMP,2 =
λ1p(0, 1, ∗) + λ2(p(0, 1, ∗) + p(1, 1, ∗))
λ1(p(0, 0, ∗) + p(0, 1, ∗)) + λ2and mMR,2 = λ1p(0, 0, ∗)+λ2(p(0, 0, ∗)+p(1, 0, ∗)), where p(i, ∗) =∑x2,...,xN∈{0,1} p(i, x2, . . . , xN )and p(i, j, ∗) := ∑x3,...,xN∈{0,1} p(i, j, x3, . . . , xN ) are the stationary probabilities that ahe 1 isin state i ∈ {0, 1} and ahes (1, 2) are in state (i, j) ∈ {0, 1}2, respetively. Due to spaeonstraints we omit the general expressions for these quantities for a generi ahe in the lineand those for a line of simple tree networks that an be similarly alulated.In the rest of this setion we ompare our approximate results versus the exat ones thatan be obtained studying the Markov proess. A omparison of the omputational osts ofRR n° 7883
16 Niaise Choungmo Fofak, Philippe Nain, Giovanni Neglia, Don Towsleythe two approahes is in Setion 6. We onsider rst the line network in Fig. 5: it has fournodes (N = 4), exogenous arrivals and exponentially distributed TTLs at node n with rate
λn and µn, respetively. We have alulated the absolute relative errors at ahe n for the hit
Figure 5: Line of four ahesprobability (EHP,n), the miss rate (EMR,n) and the oupany probability (EOP,n). The exatvalue is alulated through the analysis of the Markov proess, e.g. EHP,n := |hMP,n −hP,n|/hMP,n.Fig. 6 shows the CDFs of the relative errors at ahe 4 for 1001 dierent parameter vetors


































Figure 6: CDF of EHP,4, EMR,4, EOP,4 for network in Fig.5
Figure 7: Linear tree networkFig. 8 shows how the error hanges for dierent request loads. In this ase we have onsideredthe homogeneous senario where all the ahes have the same TTL and the same exogenous arrivalrate, i.e. µn = µ and λn = λ for eah n. The error is shown as a funtion of the normalizedload ρ = λ/µ. We an observe that the largest error (about 2 × 10−4) is obtained when arrivalrates and timer rates have omparable values (ρ ≈ 1). In this ase the dierent request proessessuperposed at a node have similar time sales and then the inter-arrival times of the overallrequest proess are more orrelated (see also omments below). Inria


































































Figure 9: CDF of EHP,2, EMR,2, EOP,2 for network in Fig. 7We have also investigated the auray of the approximation for the line of simple treenetworks (dened in Setion 4.2) shown in Fig. 7: where nodes 11, 12, 13 (resp. nodes 21, 22, 23)have idential arrival rates and idential TTLs rates. Sine the approximation results are exat forall nodes but node 2 we only report results for that node. The empirial CDFs of EHP,2, EMR,2and EOP,2 are shown in Fig. 9. Like for Fig. 6 exat results have been obtained by onsideringthe Markov proess assoiated with this line of simple trees network. Dierent request and TTLrates have been seleted aording to the FAST method respetively in the intervals [0.001, 10]and [0.1, 2]. We used 4921 samples for eah rate. Results are analogous to those for a lineof ahes. The relative errors an be larger in this senario, but they are probably negligiblefor most of the appliations (< 3 × 10−4 in 99% of the ases). We have also onsidered thehomogenous senario also for this topology, the relative errors have the same order of magnitude(< 10−3).We have shown that Assumption A1 leads to very aurate results when exogenous arrivalproesses are Poisson and TTL are exponentially distributed. This let us think that the super-position of the request arrival proesses at every ahe is very `lose' to a renewal proess. Inorder to justify suh statement, we have alulated the rst autoorrelation lag (r1) for the atualarrival proess at node 2 in Fig. 5 using Eq. (6.4) in [19℄. This autoorrelation lag depends onthe arrival rates λ1 and λ2 and the timer µ1. We have found that for any possible hoie ofthese parameters 0 > r1 > −0.015. Simulation results show that the autoorrelation is even lesssigniant at larger lags. We an then onlude that the inter-arrival times are weakly oupled.5.2 Deterministi TimersWhen timers are deterministi we need to rely on the general proedure desribed in Setion 4and based on Eqs (31) and (32). There are two soures of errors in this proedure. Firstly,the aggregate request proess at a ahe is not a renewal proess and it is not orret to applythe renewal equation (32). Seondly, both the steps (31) and (32) introdue some numerialRR n° 7883
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Figure 10: Tree networkerrors. Two parameters determine the entity of the numerial error: 1) the time interval (τ)from whih the CDF samples are taken, 2) the time distane between two onseutive samples(∆). Clearly the larger τ and the smaller ∆ the smaller the numerial error, but also the largerthe omputational ost.We have implemented a Matlab numerial solver that iteratively determines the CDFs in thenetwork as desribed above, and then the metris of interest for a ahe network. The integralsappearing in Eqs. (31) and (32) are approximated as simple sums and for simpliity the samevalues τ and ∆ have been onsidered for all the CDFs. These parameters are seleted as follows:our solver rst obtains an approximated solution for the whole network assuming that all therequest proesses are Poisson and set the parameter τ to 5 times the largest expeted inter-arrivaltime in the network. The parameter ∆ is set to one thousandth of the minimum of the TTLvalues and the expeted interarrival times of the exogenous request proesses.We present some preliminary results for the tree network in Fig. 10. The exogenous requestproesses are Poisson proesses with rates λi (i = 5, 6, 7, 8, 9). TTL values Ti (i = 1, 2, . . .9) areshown in the gure. In order to evaluate the relative error of the estimated metris, we haveonsidered as orret values those obtained through a long simulation. For example if our methodpredits the value hP,n for the hit probability rate at node n and the 99% ondene interval,alulated by simulation, is [hSP,n−ǫ, hSP,n+ǫ], the relative error is alulated as |hP,n−hSP,n|/hSP,n.The relative inertitude of the simulation (ǫ/hSP,n) is at most 0.310−4. For all the performanemetris and all the ahes the relative error of our approah is less than 10−2.6 Computational CostIn this setion we perform a preliminary analysis of the omputational ost of our approah.We rst address the ase of a lass N network, and in partiular we onsider a line of simpletree networks with N trees and M nodes in total as in Fig. 4. Sine the omputational ost forall the metris is roughly the same, we fous here on the hit probability. In order to alulate thehit probability at one of the roots of the simple trees, say it ahe n, we need to evaluate the LST
H∗n(µn) (Eq. (41)). This requires a number of operations proportional to the number of hildrenof ahe n (Rn) and the evaluation of the LST of the miss rate oming from ahe n−1 in µn, i.e
G∗n−1(µn) (Eq. (36)). In turn G∗n−1(µn) an be alulated evaluating H∗n−1(s) in two points (µnand µn + µn−1) (Eq. (37)) and so on reursively. This implies that the ost to alulate the hitInria
Analysis TTL-based Cahe Networks 19probability at ahe n is O(αRn + 2n) for some onstant α. When evaluating the hit probabilityat other ahes the same LSTs needs to be evaluated, but in general at dierent points, then wehave that the total ost is O(∑Nn=1 αRn +2n) = O(αM +2N). Then, depending on the topologyof the network, the ost an be mainly linear in the number of nodes (for a network with smalldepth, e.g. when there are a few trees eah with a lot nodes) or exponential in the number ofnodes (for a network with large depth, e.g. for the linear network in Fig. 3).It is interesting to ompare this ost with alternative approahes. For the line of simple treenetworks, all the metris an be exatly alulated solving a Markov proess as we mentionedin Setion 5. The size of the state spae is 2M , then the ost of determining the steady-statedistribution by solving the linear equation system is O(23M ) and this is muh larger than theost of our method O(αM +2N). A dierent approah is to obtain an approximated steady-statedistribution of the Markov proess using an iterative method. This approah takes advantage ofthe fat that most of the transition rates have value zero. In fat a state hange is triggered byan exogenous request arrival at a ahe that does not have the data or by a timer expiration at aahe with the data, i.e. from a given state we an only reah other M states. Then the numberof non-zero rates is equal to M2M and eah iteration of the method requires O(M2M ) operations.The total ost of the iterative method is then O(KM2M ), where K is the number of iterationsuntil termination and depends on the spetral gap of the matrix used at eah iteration and onthe required preision, but in general we an expet O(KM2M ) << O(23M ). Assuming thatthis is the ase, we an observe that our method, even in the worst ase of the linear network, isstill more onvenient than solving the Markov proess, beause O(2M ) < O(KM2M ).


















Figure 11: Running time omparisonFig. 11 shows the ratio of the omputation times to alulate our approximation (T A) andto solve the Markov hain (T M ) for a line of N ahes (with N = 1, 2, . . .9). Both the methodshave been implemented in Matlab, in partiular the funtion linsolve has been used to determinethe steady-state distribution of the Markov hain.Let us now onsider the ase of a general tree network with onstant TTLs (equal to T ). Inthis ase there is no exat solution to ompare our approah with, so we onsider simulationsas an alternative approah. We perform an asymptoti analysis. A meaningful omparison ofthe omputational osts needs to take also into aount the inertitude of the solution: boththe simulations and our method an produe a better result if one is willing to aord a highernumber of operations. In order to ombine these two aspets in our analysis we onsider asmetri the produt preision times number of operations. Intuitively the larger this produtthe more expensive is to get a given preision. For the simulations the omputational ost isat least proportional to the number of events that are generated, let us denote it by nE . Theinertitude on the nal result an be estimated by the amplitude of the ondene interval, thatRR n° 7883
20 Niaise Choungmo Fofak, Philippe Nain, Giovanni Neglia, Don Towsleydereases as 1/√nE , then the produt preision times number of operations is proportional to√
nE for the simulations. In the ase of our approah, the heaviest operation is the solution ofthe renewal equation. If we adopt the same τ and ∆ for all the integrals, we need to alulatethe value of the CDF of the miss rate (G(t)) in nP = τ/∆ points and then we need to alulate
nP integrals. The integration interval is at most equal to the TTL duration T (see Eq. 13),then eah integral requires a number of operations proportional to n′P = T/∆. If the value of
τ is seleted proportionally to T , then the ost of our method is proportional to n2P . A naiveimplementation of the integral as a sum of the funtion values leads to an error proportionalto the amplitude of the time step and then inversely proportional to n′P or nP . In onlusionthe produt preision times the number of operations is proportional to nP . Then, for a givenpreision, our method would require a number of points muh larger than the number of events tobe onsidered in the orresponding simulation (at least asymptotially). The omparison wouldthen lead to prefer the simulations at least when small inertitude is required (then large nE and
nP ). In reality integrals an be alulated in more sophistiated ways, for example if we adoptRomberg's method, with a slightly larger omputation ost, we an get a preision proportionalto n−2P . In this ase the produt preision times number of operations is a onstant for ourmethod, that should be preferred.7 AppliationsIn this setion we rst show how our model an predit the loation of a ontent in a generalnetwork. Then we use it to tune the TTL values in order to minimize the size of every ahe.
























Figure 12: Oupany versus request rateWe rst onsider a binary tree with 7 ahes: one root, 2 intermediate ahes and 4 leaves.Requests arrive only at the leaves aording to iid Poisson proesses. The timer is deterministiand equal to 1 at all the ahes. This topology does not belong to lass N , but still Eqns(31)-(32) provide a reursive proedure for alulating numerially all the quantities of interest.In partiular, Fig. 12 shows the ahe oupany at the dierent levels of the tree for dierentrequest arrival rates at the leaves. Inria












.Our goal is to solve the following optimization problem:
min
µ1,µ2,...,µN
max{qn|n = 1, 2, . . .N} s.t. N∑
n=1











.This equation an be solved numerially by using the Newton method.As a numerial example we have onsidered the line-of-simple-trees network of Fig. 7 with
K = 100 and iid request proesses at the leaves. The rate of eah request proess for a givenontent has been drawn uniformly at random in the interval [0.01, 10]. Fig. 13 shows the seletedTTL rates for the nodes 1 and 2 and one leaf (all of them have the same TTL rates beause theirrequest arrival proesses are idential) for dierent values of the total oupany in the network
Q ∈ {2, 4, 6, 7.2}.RR n° 7883
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Figure 13: CCN dimensioning: Optimal TTL rates at dierent ahes for dierent total ou-pany in network.8 ConlusionIn this paper we have developed a set of building bloks for the performane evaluation ofhierarhial TTL ahe networks where TTLs are set with every request. For some topologiesour results are exat but when they are not, the relative errors are extremely small. Thus ourapproah is promising and we believe apable of aurately modeling a riher lass of networktopologies. Moreover, although the approah applies to single ontent ahes, we have alsodemonstrated that it an be used to optimize a multi-ontent ahe network.Using (25) in (24) gives
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