Step change-point and slope change-point models in the independent Poisson sequence are developed based on accumulated and doubly-accumulated statistics. The method for the step change-point model developed in Section 2 is an alternative to the likelihood ratio test of Worsley (1986) and the algorithm for -value calculation based on the first-order Markov property is the same as that given there. Different algorithms for the non-null distribution and inference on the change-point itself are, however, newly developed and a Pascal program is given in the Appendix. These methods are extended to the slope changepoint model in Section 3. The approach is essentially the same as that of Section 2 but the algorithm is now based on the second-order Markov property and becomes a little more complicated. The Pascal program related to the slope change-point model is supported on the website, URL: https://corec.meisei-u.ac.jp/labs/hirotsu/.
Introduction
Spontaneous reporting of adverse events due to a drug is collected daily, weekly or monthly by a medical organization such as PMDA (Pharmaceutical and Medical Device Agency of Japan), see Table 1 , for example. These data are the number of events reported per a month from November 2003 to May 2010 at PMDA ; an independent Poisson sequence is assumed. It is important at PMDA to detect a significant change of time series in as short a time as possible. According to Worsley (1986) we consider a fixed segment of a Poisson sequence but the same statistic can be applied also sequentially with a slight modification. For such data, detecting an increasing tendency on the whole is of interest as well as detecting a step change-point. Then the maximal standardized accumulated statistic, max acc. 1, has been shown to be an appropriate statistic to detect both an increasing tendency and the change-point simultaneously, see Hirotsu and Marumo (2002) and Hirotsu (2013) . It is based on the accumulated efficient score and belongs to the complete class of tests for the monotone alternative in the means of a Poisson sequence (Hirotsu, 1982) . It is also asymptotically equivalent to the likelihood ratio test statistic to detect a step change-point in a Poisson sequence given by Worsley (1986) . In the change-point analysis there are two parameters of interest, one is the change in mean and the other is the change-point itself. The algorithm for calculating -values for testing a change is essentially the same as given in Worsley (1986) but the algorithm for the -value for testing the null hypothesis of change-point itself is novel.
An approach to the step change-point is nicely extended to the slope changepoint model and max acc. 2 has been proposed in Hirotsu et al. (2016) . The probability calculations become a little harder now based on the second-order Markov property but the underlying idea is the same.
Algorithms related to a step change-point are given in Chapter 2 and the related Pascal program is given in the Appendix. The Pascal program related to the slope change-point model is given at URL: https://corec.meiseiu.ac.jp/labs/hirotsu/.
Monotone Hypothesis and
Step Change-point Model
Model and Basic Idea
We assume a sequence of variables which are distributed independently as
Poisson random variables with distribution − ( ) / ! of mean i , = 1, … , . Then for testing the null hypothesis
against a monotone alternative 1 : 1 ≤ ⋯ ≤ , with at least one inequality strong,
max acc. 1 has been proposed in Hirotsu (1982) as one of the tests that belongs to the complete class of tests for the monotone hypothesis. It is defined by max acc. 1 = max( 1 , ⋯ , −1 ), where
with = 1 + ⋯ + ,̂= / .
The statistic is the accumulated efficient score since = ( 1 , … , ) ′ is an efficient score vector with respect to = ( 1 , ⋯ , ) ′ , where throughout this paper a prime implies a transpose of a vector or a matrix. Then ( ) is the standardized version of under the null hypothesis 0 . The accumulated statistic is shown to be also an efficient score with respect to parameter ∆ in the step change-point model,
Therefore the max acc. 1 is an appropriate test statistic also for the null hypothesis ∆ : ∆= 0, for all unknown ,
in change-point model (4). It should be noted that the model is a typical example of the monotone hypothesis satisfying 1 . On the contrary, every monotone contrast = ( 1 , ⋯ , ) ′ , ′ = 0, 1 ≤ ⋯ ≤ , = (1, ⋯ ,1) ′ can be expressed by a unique and positive linear combination of step change-point contrasts ( − , ⋯ , − , , ⋯ , ) with the first elements − and the last − elements , = 1, … , − 1,thus suggesting a close relationship between the monotone hypothesis and the step change-point model (Hirotsu and Marumo, 2002) . The null hypotheses 0 (1) and ∆ (5) are of course equivalent. For the change-point model (4) we are interested also in testing the null hypothesis that + 1 is the change-point,
against the alternative hypothesis 1 +1 : + 1 ≠ + 1
asserting + 1 not to be a change-point.
An Algorithm for Calculation of -value under the Null Model or ∆
First define the conditional probability given as ( , 0 ) = Pr( 1 < 0 , ⋯ , < 0 | ), = 1, … , , where ( ) is defined to be − ∞.
Then we have a recursion formula:
where ( | +1 ) is a conditional distribution of given +1 and the range of in the summation is obviously restricted to 0 ≤ ≤ +1 . In this case the conditional distribution is known to be a binomial distribution
Equation (8) is due to the law of total probability and equation (9) It should be noted that large ( ) suggests a shift of mean between and + 1; we call this a change at + 1. Therefore, max acc. 1 suggests a shift of mean at + 1 = 30. Then it is interesting to confirm whether it changed to a decreasing tendency at some point after that time ( + 1 = 30). For this purpose, max acc. 2 of Section 3.2 can be applied.
Power Calculation
We fix the change-point model (4) at as one of the monotone hypotheses and calculate the power of max acc. 1 as a function of ∆. Essentially the same recursion formula for the power is obtained as from the -value calculation except that the conditional distribution is now * ( | +1 ). It is then an easy calculation to obtain the factorization of the joint conditional distribution given under model (4) as
The coefficients of the conditional distribution are determined recursively. For the recursion formula, however, the simpler form
is made more convenient by slightly changing the definition of the coefficients . Then the coefficients are calculated recursively starting from 1 = 1/ 1 ! by
Recursion formula (9) is valid as it is, by replacing the conditional distribution ( | +1 ) by * ( | +1 ) and putting a critical point instead of t0, and gives a useful method for calculating the power at given ∆. Equation (10) shows also that the accumulated statistic is the efficient score with respect to ∆ for the step change-point model (4). It should be noted that this algorithm can be applied also to the -value calculation by setting ∆= 0. This formula is different from that of Worsley (1986) who considers two independent Poisson sequences on both sides of the change-point conditionally given . Our formula extends more conveniently to the slope change-point model in Chapter 3. A Pascal program given in the Appendix can be applied both to the power and p−value calculation.
Inference on the Change-point
In Example 1 we are also interested in the confidence set for the change-point + 1. As usual, this is obtained as the set of + 1 that are not rejected at level by the test of the null hypothesis on the change-point 0 +1 (6) against the alternative hypothesis 1 +1 (7) asserting + 1 not to be a change-point. An appropriate test statistic is again max ( ) of (3) but the maximization is with respect to = 1, … , − 1, ≠ and its null distribution should be defined under the null hypothesis 0 +1 . This statistic is asymptotically equivalent to the likelihood ratio statistic used by Worsley (1986) . In this case the null distribution contains a nuisance parameter ∆. However, according to Worsley, we can make the inference free from ∆ by conditioning on the sufficient statistic under 0 +1 . The conditional null distribution is most easily obtained by running the recursion formulae (9) and (11), fixing at the observed value. This is easily done by altering the inequality for restricting to the one point of the observed value at step = in running recursion formula (11). Then, the confidence set eventually collects those + 1 for which ( ) is sufficiently close to the observed max ( ), = 1, … , − 1. Worsley (1986) proposed a different recursion formula considering independent Markov processes for both sides of the assumed change-point. However, our method is more convenient since the calculations of -value, power and the confidence set of change-points are performed in the one program given in the Appendix. Our method is also systematically extended to the second order Markov sequence in Section 3.
Example 2. Example 1 continued. We test the null hypotheses 0 +1 (6) for = 1, … , − 1, applying the recursion formulae (9) and (11), and collect those + 1 with two-sided -value larger than or equal to 0.10. Then the confidence set at confidence coefficient 0.90 is obtained as an interval 27 ≤ + 1 ≤ 43.
Convexity Hypothesis and Slope Change-point Model

Model and Basic Idea
The idea of Section 2 is extended to the convexity hypothesis and slope changepoint model almost as it is. It should be noted here that the convexity hypothesis depends on the spacing of events, whereas monotonicity is a property independent of spacing. Therefore, we consider here a general case of unequal spacing of events and denote the time or location of the th event by . Then, the convexity hypothesis was introduced in Hirotsu and Marumo (2002) as 1 : * ′ ≥ 0, with at least one inequality strong,
where * ′ is a second-order differential matrix, defined by * ′ = 
The null hypothesis H c0 is defined by (12) with all the equalities, c0 : * ′ = 0.
Corresponding to max acc. t1 (3) for the monotone hypothesis, the statistic max acc. t2 has been developed based on ( * ′ * ) −1 * ′ by Hirotsu et al. (2016) For the change-point model we are also interested in testing the null hypothesis that +1 is the change-point,
against the alternative hypothesis,
asserting +1 not to be a change-point.
An Algorithm for -value Calculation under the Null Model
A recursion formula for the -value has been obtained by Hirotsu et al. (2016) based on the second-order Markov property of the sequence { }. Let us define the conditional probability
where 
where ( | +1 , +2 ) is the conditional distribution of given +1 and +2 . Equation (18) is due to the law of total probability, and equation (19) is due to the second-order Markov property of . Thus, essentially the recursion formula is obtained as
There is no difficulty in extending the formula to and the -value of the observed maximum * is obtained at the final step by
It should be noted again that the procedure converts the multiple summation into the repetition of a single summation, so that the calculation is feasible for large .
The argument for the recursion formula above is similar to that of Section 2.2 except that the conditioning variables become two, reflecting the second order Markov property. In this case, however, the conditional distribution ( | +1 , +2 ) is unknown and needs to be calculated.
Derivation and Calculation of the Conditional Distribution ( | + , + )
The joint conditional probability of given { , } is factorized as
in terms of due to the second-order Markov property of . Then, the th conditional distribution should be written in the form
where +1 is the normalizing constant and (
) is nothing but +2 .
The initial constant is defined as 1 ( 1 , 2 ) = {( It should further be noted that in equation (20) . (21) Then, at the final step the overall normalizing constant −1 ( −1 , ) is obtained and the distribution ( ) is determined in terms of , = 1, … , − 2. Note that which is useful for defining the range of −1 based on .
Example 3: Example 1 continued. In this example we are interested in testing a downturn tendency and therefore we perform a concavity test based on − * .
Applying the recursion formula (19) for concavity test, a downturn is detected at
October 2007 ( + 1 = 48) with observed maximum − * = 2.858 and onesided -value 0.0093 by the aid of recursion formula (21).
Power Calculation
We fix the change-point model (14) at and calculate the power of max acc. 2 as a function of ∆ . An essentially identical recursion formula is obtained as for the -value calculation except for the conditional distribution ( | +1 , +2 ). Now, it is an easy calculation to obtain the joint conditional distribution given ( , ) under in terms of as
Equation (22) shows again that the accumulated statistic is the efficient score with respect to ∆ for the slope change-point model (14). The factorization of ( | , , ∆ ) is obtained by the same idea as equation (10) , where
We can calculate the normalizing constants ( , +1 ) recursively just as in equation (21), noting the change of kernel for calculating +1 ( +1 , +2 , ∆ ) at = . The constant ( , , ∆ ) is obtained at the final step as −1 ( −1 , ,  . The initial value is the same as (21). If the changepoint is at = 2 , then the recursion formula starts from the second equation.
Inference on the Change-point
The confidence set of the change-point +1 is obtained as the set of +1 that are not rejected at level by the test of the null hypothesis on the change-point 0 +1 (15) against the alternative hypothesis 1 +1 (16) asserting +1 not to be a change-point. An appropriate test statistic is again the maximal standardized statistic of in Section 3.1, but the maximization is with respect to = 1, … , − 2, ≠ and its null distribution should be defined under the null hypothesis 0 +1 . Again, to be free from the nuisance parameter ∆ , we make a conditional inference given the sufficient statistic under
The conditional null distribution is most easily obtained by running the recursion formula of Section 3.4 fixing at the observed value. This is just as in Section 2.4.
Example 4 Example 1 continued. In this example we are interested in testing a downturn tendency and therefore we perform a concavity test based on − * .
Applying the recursion formula for = 1, … . , − 2, for the concavity test, the confidence set at confidence coefficient 0.90 is obtained as an interval 35 ≤ +1 ≤ 58.
Concluding Remarks
The calculations of -value, power and the confidence set of step change-points are performed in one Pascal program, which is given in the Appendix. The calculations for the slope change-point model are almost parallel to those for the step change-point model but are more complicated. Therefore, the related program becomes too long to present here but is available at URL:
https://corec.meisei-u.ac.jp/labs/hirotsu/. writeln; write('Hit ENTER key !'); readln; end.
Worked Example
We give here only a short worked example since the real example of Table 1 is too lengthy. For Examples 1 and 2 one should be recommended to visit our website. 
