If a nonlinear regression model is linearized in a non-sufficient small neighbourhood of the actual parameter, then all statistical inferences may be deteriorated. Some criteria how to recognize this are already developed. The aim of the paper is to demonstrate the behaviour of the program for utilization of these criteria.
Introduction
Linearization of a non linear regression model is a frequently used procedure. In some situations it can cause a non-negligible deterioration of some statistical inference on parameters, e.g. it causes a bias in an 22 E. Tesaříková and L. Kubáček estimator, a change of an estimate, etc. Several rules were developed how to prevent this deterioration, cf. [3] , [4] , [5] , [6] , [7] . Using these rules needs a special program, since an amount of calculation needed is relatively large. Such a program is developed and the aim of the paper is to demonstrate how it can be used in the analysis and design of experiments.
Notations and auxiliary statements
where Y is an n-dimensional random vector (observation vector) normally distributed with the mean value equal to f (β) where β is an unknown kdimensional vector and Σ is the covariance matrix of the observation vector Y. The Bates and Watts measures of curvatures ( [1] and [2] ) of the model at the point β 0 are
(the intrinsic curvature) and
(the parametric curvature). Here The matrix F is assumed to be of full column rank, i.e., r(F) = k < n and the matrix Σ is assumed to be known and positive definite. Model (1) in the quadratized form is written as
Here f 0 = f (β 0 ) and δβ = β − β 0 .
In what follows, the influence of nonlinearity of the model is demonstrated in testing the consistency of measured data with the linearized How to deal with regression models with a weak ... Let h be any k-dimensional vector and let
where y is a realization of the observation vector Y,
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Let ε(> 0) and c(> 0) be such constants and
be such neighbourhoods that
respectively. Here Model (2) is c-linearizable with respect to the bias of the estimatorβ, if the difference δβ is inside the O b (β 0 ). The following statements are proved in [4] and [5] , [7] , respectively.
, where δ max is given by the equation
is noncentral chi-square random variable with n − k degrees of freedom and with the parameter noncentrality equal to δ.
,
be spectral decomposition and let
where
and
If the power of components of the vector δβ greater than two is neglected, then in model (2)
E. Tesaříková and L. Kubáček
Statement 2.8. Let the notation W (h) from Statement 2.7 be used. If 
then it is reasonable to calculate the value
then in the actual case the value T is to be preferred, i.e., a linearization is possible in a larger region. Also a comparison of the region O c (β 0 ) and O f (β 0 ) can be interesting and important in practice.
Examples
The performance of the demo program is organized in such a way that in the first step the following values are stored: the approximate value β 0 of the vector β, the values of the unit standard deviation σ (Σ = σ 2 I), the values of the quantity x in the nonlinear regression function y = f (x, β), the measured values y, the value of the vector h, the constants α, ε and c.
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The number of values x cannot be greater than six and the number k of the parameters β 1 , . . . , β k cannot be greater than three. The demo program enables us to study any regression model, however only the following functions are elaborated in more detail:
For these functions we immediately obtain
-the matrices
If the number of parameters is k = 3, then the figures are sections of the three dimensional ellipsoid by the coordinate spaces, i.e., by the axis (β 1 , β 2 ), (β 1 , β 3 ) and (β 2 , β 3 ).
If another function (or nonlinear regression model) is under consideration, then it is necessary to prepare in advance the matrices F, H 1 , . . . , H n , n < 7 and to continue as in the above given functions. Thus the value of σ can be chosen in advance and then it can be verified whether linearization is possible. If not, then we must change the value σ according to the given rules; with respect to them it can be seen that in every nonlinear regression model some problems can be linearized when the value of σ is sufficiently small (the regions O d (β 0 ) and O e (β 0 ) are exceptions). However, in many cases the sufficiently small σ in measurement cannot be attained for the practical reasons (no sufficently accurate measurement device is at our disposal, no time for a replication of measurement is available, etc.). In such cases the only possibility is to use the procedure given, e.g. in [8] . When using the demo program it is necessary to keep in mind that the whole theory is based on the infinitesimal approach. Thus sometimes linearization regions can be determined either as the whole Euclidean space or ellipsoids with extremaly large axes. The shifts of parameters in such cases cannot be generally allowed until the boundary of the linearization region. The agreement between realization y of the observation vector Y and the vector f (β 0 ) should also be checked.
Let us show some differences between values given by the infinitesimal approach and the accurate values in the case of bias.
Let y ∼ N n (f (β * ), Σ), where β * is an actual value of the parameter β and δβ = β * − β 0 . If
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then by developing the function f (·) into Taylor series until the second order terms, the bias is of the form
The accurate value of the bias given by the direct calculation is
Let the model y = β 1 x/(β 2 + x) be under consideration and let β 0 = (5, 1) and the measurement be performed at the points x = 1, 2, 3, 4, 5, 6. Several values β and β * are given in Tables 1 and 2 Table 2 . 
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The agreement between b and b * is obviously better when the shift δβ is smaller, e.g. for δβ = 0.2 0.1 
and by the accurate calculation
The approximate relationship is used for the determination of the region
When the model y = β 1 x/(β 2 + x) and the values β 0 = (5, 1) , σ = 0.1 and c = 0.5 are considered, then for the same values x as in Tables 1 and  2 for the function h(β) = β 1 the region O d (β 0 ) is a circle with the radius equal to 0.468. For the function h(β) = β 2 the radius is 0.352. 
In the following, several illustrations of the mentioned demo program are shown.
In further numerical examples, the value c is chosen for all cases equal to 0.5, α = 0.05, and ε = 0.04.
Let the measurements be performed at the points
and Var(Y) = σ 2 I.
Since K (int) = 0, the linearization region O a (β 0 ) for the consistency of data with the model is the whole plane R 2 .
In the following text, it is necessary to take into account the fact that a linearization region can be used in practice if the confidence region for the parameter β, i.e.
E(β)
is smaller than the linearization region (if the centre of the confidence ellipsoid is shifted into origo, then the shifted ellipsoid must be included into the linearization region). If σ is sufficiently small, it can be attained (cf. the rules given in the beginning of the section).
The values of K (par) (β 0 ) are given for several values β 0 in the following table   Table 5 . 
cf. Remark 2.9. If instead of the values β 1,0 and β 2,0 , respectively, the values β 1,1 and β 2,1 , respectively, are used, then (cf. Remark 2.5 and Lemma 2.11 in [4] )
We can see in Table 4 how the term δβ K It can be seen that even the agreement between the estimators
2 δβ(y, 0) and
is satisfactory ( Var(δβ 2 (Y, β 0 ) = 0.0063), the vector δβ must be inside the confidence region and the region O f (β 0 ) must be substantially larger than the confidence ellipse. It is quite clear that even the linearization region is safe out of the confidence ellipse, it cannot be used until its boundary, since this region is based on the infinitesimal consideration.
Let the measurement be performed at the points 1, 2, 3, 4, 5, 6
and Var(Y) = σ 2 I. The values of K (int) (β 0 ) are given for several values β 0 in the following Table.   Table 7 . 
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For all values given in the Table 7 Table 7 in the following Table 8 . Table 8 . 
It can be deduced from the Table 8 
