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Introduction
Two approaches have been considered for adaptive ANVC: feedforward compensation and feedback compensation. Historically, the feedforward compensation approach has been used first. This approach requires the use of an additional transducer providing information upon the disturbance and is subject to the presence of an unwanted "positive" feedback coupling between the compensator system and the measurement of the disturbance (see also [1] for ANC and [2] for AVC). Despite these difficulties, this approach is systematically used when information upon the disturbance is available and when the disturbance is broadband since from a control point of view the level of compensation is not limited by a Bode integral constraint as is the case in feedback compensation.
The use of the feedback compensation is more recent. It uses the internal model principle (IMP) and it is particularly suitable for narrow-band disturbances [2] (spectral spillover effects limit its use for broadband disturbances, see [3] ). Nevertheless, as it will be shown in this paper, limited-band disturbances can be attenuated significantly by using an IIR internal model. To represent narrow-band disturbance peaks, a notch filter representation can be considered (see [4] ). Notch filters have been extensively used in the estimation and/or rejection of narrow-band disturbances (for example, ANC in a diesel engine submarine in [5] or AVC for active magnetic bearings in [6] ). One advantage of notch filters is that they can be tuned to represent various frequency width narrow-band signals. As such, they play a key role in the transition from narrow-to limited-and then to broad-band disturbances. Furthermore, including the "right amount" of attenuation band is of importance in the context of feedback control in order to limit the spectral spillover effect on the output sensitivity function.
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The idea of combining these two approaches is not new. It was motivated by the fact that one may get better results in a number of situations than using either adaptive feedforward or adaptive feedback compensation alone. The combination of the two approaches is often called "hybrid" even if the term "combined feedback and feedforward" compensation is in our opinion more appropriate. From a control methodology point of view it seems reasonable to attenuate disturbances by feedback up to the level allowed by robustness constraints and then add the feedforward compensation. As first indicated in [7] for the case of fixed feedback control combined with adaptive feedforward, there is a strong interaction between the two loops which has to be taken into account. In fact, this interaction is even stronger when both the feedback and feedforward compensators are adaptive as it will be shown in this paper.
A combined control structure with two secondary sources is presented in [8] for an ANC system. The solution is shown to be able to solve the problem of non-minimum phase secondary path. Hybrid controller design is done using H 2 /H ∞ theory. But the system is not adaptive and its performance is questionable when significant changes in the characteristics of the disturbance occur.
In [9] , a combined controller is evaluated in simulation on an ANC system. The adaptation is done using the FxLMS algorithm and the authors have proposed an original method of adapting the step size. Nevertheless, the simulated ANC system does not take into account the positive feedback coupling generally present in feedforward compensation (see [10] for a presentation of the positive feedback coupling). Furthermore, the filtering uses only the secondary path model without considering the influence of the feedback controller.
In [11] , FuLMS algorithms with variable step size are used for both feedforward and feedback in order to reduce vibrations on a thin-walled structure. A reference filter is used to reduce the influence of the positive feedback.
In [12] , it is shown that reconstruction of the reference signal for the feedback controller in what the authors call the "traditional combination method based hybrid system (tHybrid)" introduces a coupling between the adaptive feedforward and the adaptive feedback controllers which complicates the design. A "simplified" combination without reconstruction is proposed to alleviate this problem. Nevertheless, the inherent positive feedback coupling is not taken into account, which can also introduce a coupling between the feedforward and the feedback controllers.
A combined adaptive feedforward + fixed feedback controller taking into account the positive feedback coupling has been proposed in [7] . The novelty of the design is that the influence of the fixed feedback controller on the adaptive feedforward algorithm is analysed and algorithms assuring the stability of the proposed scheme are presented.
The Youla-Kučera parametrisation has been extensively studied in the control literature. In [13] , a complete review of its applications in identification and controller design for adaptive and nonlinear systems is given. In [2] , the authors show the suitability of this parametrisation for adaptive AVC systems design due to reduced complexity and simplified stability analysis. The Youla-Kučera parametrisation has two main components: a central stabilizing controller and an adaptive filter. One important characteristic for adaptive control is the type of filter that is used. FIRYK has the property that the closed-loop poles are assigned by the central controller. As such, the stability analysis is much more easy to do, however, this does not guarantee the absence of spillover effects and, to prevent this, a careful design of the central controller has to be done.
When using the IIRYK parametrization, part of the system poles are assigned by the central controller and the rest are introduced by the denominator of the IIRYK filter. These poles will be asymptotically inside the unit circle if a strict positive real (SPR) condition is satisfied. These additional poles allow to reduce the spillover effect and simplify the design of the central controller. Concerning adaptive feedforward compensation, it has been shown in [2, Section 13.4 ] that the use of IIRYK allows to reduce the number of parameters of the adaptive filter with respect to the FIRYK.
In this paper, a combined adaptive feedforward + adaptive feedback AVC system is proposed and evaluated on an experimental test-bench with strong mechanical coupling. Both feedforward and feedback controllers' design is done based on the IIR Youla-Kučera (IIRYK) parametrization. A complete theory for the design of combined adaptive feedforward -adaptive feedback controllers is given. For practitioners of AVC, it also helps to understand the potential of feedback, feedforward, and combined feedforwardfeedback approaches. By the various comparisons done, the paper also clarifies the pertinence of the use of combined feedforward -feedback approaches.
There are two intermediate theoretical contributions that lead to the proposed combined adaptive feedforward + adaptive feedback control algorithm. Firstly, a new direct adaptive feedback algorithm using the IIRYK parametrization is introduced. The interesting aspect of this algorithm is that it can be used for attenuation of limited-band disturbances without introducing unwanted amplifications in other frequency regions. This is an extension of the algorithm proposed in [2, Section 13.3] where only the numerator is adapted directly while for the denominator an indirect adaptation scheme is used. Secondly, an adaptive IIRYK feedforward compensator in the presence of a fixed feedback is also presented (this is an extension of the results given in [7] ). The main contribution of the paper is the development of an adaptive feedforward + adaptive feedback compensation algorithm using IIRYK parametrization for which a specific stability analysis is provided.
The paper is organized as follows. In Section 2, the basic equations of the AVC system and notations used in this paper are introduced. In Section 3, the adaptive feedback control algorithm based on IIRYK is presented. The IIRYK parametrization of the feedforward controller in the presence of a fixed feedback is presented and analysed in Section 4. A modification of the feedforward algorithm's filtering is proposed in Section 5 to guarantee the stability of the combined adaptive feedforward + adaptive feedback compensation. Results obtained on a test-bench for active vibration control are discussed in Section 6. Section 7 concludes this paper.
Basic Equations and Notations
The detailed block diagram associated with an AVC system using combined feedback + feedforward control as well as the generalized feedback representation are given Fig. 1 . In Fig. 1(a 
represent the transfer operators associated with the primary, secondary and reverse paths (all asymptotically stable).B G ,Â G ,B M , andÂ M are the estimates of B G , A G , B M , and A M . W represents an unknown asymptotically stable disturbance filter, which is a part of the mechanical system. s(t) is the external disturbance source, w(t) is the correlated disturbance measurement (in the absence of the compensation), x(t) is the output of the primary path (residual acceleration in the absence of compensation), y 1 (t) is the measured primary signal which is the sum between w(t) and the effect of the control signal u(t) filtered by the reverse path M , and v(t) is the output of the secondary path (non measurable).
H 1 In the rest of this paper, it is assumed that very good model estimates can be obtained by system identification techniques, 1 such thatB
The following notation for polynomials is used throughout this paper:
. For the primary, secondary, and reverse paths,
Let's consider a feedforward controller given by
and a feedback controller given by
The control signal applied to the secondary path is given by
where u 1 (t) and u 2 (t) are, respectively, the output of the feedforward and the feedback controllers
In the previous equation, e(t) = y 2 (t) is the residual acceleration measurement, which needs to be minimized.
In this paper, a difference is made between narrow-band and limited-or broad-band disturbances. Narrow-band disturbances can be generally represented by a Dirac impulse δ(t) passed through a notch filter of the form (see also [2, Section 13.4])
where D i (q −1 ) = 1 + a i q −1 + q −2 and a i = −2 cos 2πf i fs . The roots of D i (q −1 ) lie on the unit circle (see also [4] ). n is the number of narrow-band peaks and f i are their frequencies (in Hz). ρ n i allows to obtain different amplitudes and bandwidths for the peaks. The roots of D i (ρ n i q −1 ) are strictly inside the unit circle but on the same radial lines as those of D i (q −1 ).
Limited-or broad-band disturbances can be represented as
where the denominator A b (q −1 ) has well damped zeros. The disturbances considered in this paper can be represented as 2
This disturbance model allows to define an extension of the well-known internal model principle for feedback control ( [14] ). A feedback controller can strongly attenuate a disturbance if it contains the model of the transfer function generating the disturbance. 3 This idea is used in the next section to design the adaptive feedback control algorithm. Experimental results are shown in Section 6.
Youla-Kučera Parametrization of the Feedback Controller
In this section, the adaptive IIR Youla-Kučera parametrization of the feedback controller will be presented in the absence of the feedforward compensation. 4 The following IIRYK parametrization of the feedback controller is proposed
where the IIR filterQ b (q −1 ) =B
is given bŷ
are the polynomials of a central feedback stabilizing controller and H b R (q −1 ), H b S (q −1 ) are its fixed parts.Q b represents the IIRYK filter that needs to be computed.
The output sensitivity function is given bŷ
whereP b (q −1 ) defines the characteristic polynomial of the feedback loop
and P b 0 denotes the characteristic polynomial of the feedback loop with the central controller. 2 In some of the following equations, the parenthesis (q −1 ) will be dropped to save space. For time-varying transfer operators, (t, q −1 ) will become (t). 3 In fact an asymptotic cancellation of the disturbance is obtained. 4 For an introductory presentation of the Youla-Kučera parametrization, see [2] .
Development of the IIRYK Adaptive Feedback Algorithm
The idea of using an IIRYK parametrization instead of an FIRYK parametrization came from the observation made in [2, (13.24), page 261] (see also Appendix A) that considering a poles-zeros representation of the disturbance through the use of notch filters as described in Section 2 allows: (i) to extend the band of disturbances which can be compensated around a central frequency and (ii) to provide an optimal attenuation using IMP combined with the assignment of additional closed-loop poles to the values of the zeros of the disturbance model. As indicated in the introduction, an attempt to use this approach has been considered in [2, Section 13.3] leading to a mixed direct/indirect adaptive algorithm. In this section, a direct adaptive algorithm is proposed for adjusting simultaneously the numerator and denominator of the IIRYK filter. The development of the adaptive algorithm for the feedback controller will be done in the absence of the feedforward compensator. The equivalent block representation is shown in Fig. 2 . The notationû 2 (t) is used to indicate that an adaptive controller is used to compute this control signal.
The following hypotheses are considered:
The disturbance x(t) contains only narrow-and limited-band signals and there exists a filter
of finite dimension that cancels asymptotically the effect of the disturbance x(t) (see also Appendix A) and the characteristic polynomial of the feedback loop
is a Hurwitz polynomial. H 3 The effect of the measurement noise upon the measured residual error is neglected (deterministic context).
Let's begin by considering known constant disturbances. Under hypothesis H 2 , the constant parame-
filter is sufficient to attenuate the disturbances. Adaptive IIRYK filtering is then introduced to deal with unknown and time-varying disturbancesQ b (t, q −1 ) =B
). Under hypothesis H 3 , the measured output of the system is given by
wherev • (t) denotes the secondary path output in the presence of an adaptive controller. 5 The objective is to attenuate the frequency peaks in the disturbance signal x(t) (represented by x n (t)) with a minimum influence on the broad-band characteristics. The band-stop filter (BSF) approach proposed in [2, Section 13.4] is well suited for this as it was shown that the BSFs have a limited influence on the output and input sensitivity functions outside of the frequency region of attenuation.
In the absence of the feedforward compensator, u 1 (t) = 0, the measured output of the system can also be characterized as the disturbance passed through the output sensitivity function obtained using the adaptive filter. Therefore the output of the system is given by
where
Let's consider the IIR band-stop filter
that needs to be introduced in the output sensitivity function to provide the desired disturbance attenuation. It was shown in [2, Section 13.4] that the optimal denominator of the Youla-Kučera filter is given by P BSF = A b and that the optimal B b can be calculated by solving the following Bezout equation (see [2, Eq. (13.84 
Replacing S b 0 (q −1 ) from the previous equation in (17)
In the last equation, ζ(t + 1) tends asymptotically to zero (as it will be shown next). Attenuation is then obtained by letting the computedQ b =B b A b be equal to the ideal Q b . 5 In adaptive control, the superscript • is used to denote signals computed with previous values of the adapted parameters. Here, it reflects the fact that the secondary path has an intrinsic delay of one sampling period.
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Let's analyse ζ(t + 1) to see that it goes to zero.
From [2, Section 13.4], the BSFs should be chosen as the inverse model of the narrow-band disturbances model
One obtains
The transfer function in (27) has all its poles strictly inside the unit circle because ρ n i < 1, ∀ i, P b 0 is designed to have asymptotically stable roots and the limited-or broad-band disturbance model Υ b is asymptotically stable. Therefore, the effect of δ(t + 1) vanishes asymptotically which means that ζ(t + 1) tends asymptotically to zero. In the context of unknown and/or time-varying disturbances, adaptation is necessary. One can consider ε • (t + 1) = y 2 (t + 1) (regulation problem, see Fig. 1 
Lemma 1. The a posteriori adaptation error is given by
are the coefficients of the optimal Q b -filter andb b i ,â b i are the coefficients of the estimatedQ b -filter. For a proof, see Appendix B. Equation (29) will be used to develop the adaptation algorithms neglecting the non-commutativity of the operators whenΘ b is time-varying (however, an exact algorithm can be derived in such cases -see [15] ). Filtering the vector Φ T b (t) through an asymptotically stable filter
becomes
Equation (31) has the standard form of an a posteriori adaptation error which, using the results of [2] , suggests to use for the estimation of the parameters ofQ b (t, q −1 ) the following PAA:
where λ b 1 (t) and λ b 2 (t) give the possibility to obtain various profiles for the matrix adaptation gain F b (t).
Stability analysis
As shown in [2, Theorem 4.1], under the SPR argument for guaranteeing the stability of the adaptive algorithm, the filter L(q −1 ) should be chosen such that
be strictly positive real. The best solution is to choose L = 1 A b . With this choice for the filter L, asymptotic stability of the scheme will be assured provided that
is SPR. This condition will always be satisfied if the estimatedÂ b (z −1 ) is close to A b (z −1 ). In Section 6, the estimatedÂ b (t, q −1 ) at time t is used to adaptively filter the vector Φ b (t).
Practical Aspects
It is supposed that a central feedback stabilising controller is known (R b 0 , S b 0 and its fixed parts). The central controller is in general designed just to stabilize the feedback loop using for example pole placement (see [2, Chapter 7] ). Parameters vectorΘ b (0) and regressor vector Ψ b (0) are initialized as null vectors of appropriate sizes.
An initial diagonal adaptation gain matrix F b (0) = igb · I is chosen with positive igb value (usually smaller than 1).
The following procedure is applied at each sampling time for adaptive operation:
1. Get the measured output y 2 (t + 1) and the applied controlû 2 (t) to compute w δ (t + 1) using (19). 2. Compute w 1 (t + 1) and w f (t) using (20) and (21) with P b 0 given in (13). 3. Compute Φ b (t) and Ψ b (t) using w f (t) and
4. Estimate the parameters of the Q b -filter using the PAA (33).
5. Computeû b (t + 1) using (see Fig. 2 )
6. Compute and apply the controlû 2 (t + 1) (see Fig. 2 )
For the filtering done at step 3 to obtain Ψ b (t), several options can be considered:
• Run the algorithm for a certain time using L(q −1 ) = 1 to get an estimate of A b and then use L(q −1 ) = A b .
• Update L(q −1 ) at each sampling instant using the current estimate ofÂ b (q −1 ). 
Youla-Kučera Parametrization of the Feedforward Controller
where the Youla-Kučera parameter is given by the IIR filterQ f (q −1 ) =B
A f = 1 +â In the case of time-varying parameters, one has to consider the a posteriori output of the estimated feedforward compensatorN (t + 1, q −1 ) using the IIRYK parametrization (see also [2, Chapter 16] )
and the a priori output
is the vector of parameters of the estimatedQ f filter andŷ 1 (t) denotes the measurement of the image of the disturbance with positive coupling from a control signal computed using an adaptive controller. 7 
Development of the Algorithms
The algorithms for adaptive feedforward compensation in the presence of a feedback controller will be developed under the hypotheses:
The disturbance signal w(t) is bounded (which is equivalent to say that s(t) is bounded and W (q −1 )
in Fig. 1 is asymptotically stable) . 
(ii) of the closed-loop (G-K) P b 0 (q −1 ) and (iii) of the coupled feedforward-feedback loop
are Hurwitz. H 6 (Perfect matching condition) There exists a value of the Q f parameters such that
H 7 The effect of the measurement noise upon the measurement of the residual acceleration is neglected (deterministic context). 7 In the feedforward + feedback scheme, the notationŷ1(t) implies that at least one of the two controllers is adaptive.
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A first step in the development of the algorithms is to establish a relation between the errors on the estimation of the parameters of the feedforward filter and the measured residual acceleration. This is summarized in the following lemma, where ν(t) denotes the a posteriori adaptation error. ν(t) can be computed from the a priori adaptation error which is given by ν • (t) = −e(t) (see Fig. 3 ). Lemma 2. Under hypotheses H 4 , H 5 , H 6 , and H 7 , for the system described in Section 2, using an estimated IIR Youla-Kučera parameterized feedforward compensator with constant parameters and a fixed feedback controller K 0 , one has:
is the vector of parameters of the optimal Q f -filter assuring perfect matching and Φ f (t) is given by
with 
Filtering the vector Φ(t) through an asymptotically stable filter
forΘ = constant becomes:
Equation (54) will be used to develop the adaptation algorithms neglecting the non-commutativity of the operators whenΘ f is time-varying (however, an exact algorithm can be derived in such cases -see [15] ).
Replacing the fixed estimated parameters by the current estimated parameters, (54) becomes the equation of the a posteriori residual (adaptation) error ν(t + 1) (which is computed):
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(56) has the standard form for an a posteriori adaptation error ( [2] ), which immediately suggests to use the following PAA:Θ
where λ f 1 (t) and λ f 2 (t) give the possibility to obtain various profiles for the matrix adaptation gain F f (t) (see Section 6 and [2]).
Stability analysis
As shown in [2, Theorem 4.1], the stability of the system will depend on the characteristics of the transfer function
G presented in (56). As stability requires that
be strictly positive real (SPR), appropriate L filters should be chosen. Two choices for the filter L are considered, leading to the following algorithms: Algorithm F U P LR (filtered-U pseudo linear regression):
In this case, (58) implies that
has to be SPR. Algorithm F U SBA (filtered-U stability based algorithm):
is an estimation of the characteristic polynomial of the coupled feedforward-feedback loop computed on the basis of available estimates of the parameters of the filterN . In this case, (58) implies that
has to be SPR. Provided that the estimated polynomials are close enough to the real polynomials, using the F U SBA, the SPR condition will be satisfied (see [2, Chapter 16] for a similar analysis).
The algorithm analysis follows the same lines as in [2, Section 15.7 and Chapter 16] and will not be recalled here.
Remark 1: replacingŜ f andR f from (39), (60) becomeŝ
As opposed to Section 3, the characteristic polynomial of the closed-loop can not be simply written based on onlyÂ f and P f 0 b 0 (see (13)). It can be seen in (62) 
Practical Aspects
It is supposed that a central feedforward stabilising controller is known (R f 0 (q −1 ), S f 0 (q −1 ) and its fixed parts) and that the fixed feedback controller K(q −1 ) is given. Parameters vectorΘ f (0) and regressor vector Ψ f (0) are initialized as null vectors of appropriate sizes.
An initial diagonal adaptation gain matrix F f (0) = igf · I is chosen with positive igf value (usually smaller than 1).
For the F U SBA algorithm, several options for updatingP f b 0 can be considered:
• Run Algorithm F U P LR for a certain time to get estimates ofÂ b ,B b ,Â f , andB f and computê P f b 0 .
• UpdateP f b 0 at each sampling instant or from time to time using Algorithm F U SBA (after a short initialization horizon using Algorithm F U P LR).
1. Get the measured image of the disturbanceŷ 1 (t+1) and the applied controlû 1 (t) to compute α(t+1) and β(t) using (51a) and (51b). 2. Compute Φ f (t) and Ψ f (t) using (50) and (55). 3. Get the measured residual acceleration e(t + 1) to compute ν • (t + 1) = −e(t + 1) (see Fig. 3 ). 4. Estimate the parameters of the Q f -filter using the PAA (57). 5. Compute using (42) and apply the controlû 1 (t + 1) (see Fig. 3 ).
Adaptive Feedforward + Adaptive Feedback Youla-Kučera Control
In this section, in addition to the previous one, also the feedback controller's parameters are updated at each sampling instant. The combined adaptive feedforward + adaptive feedback control scheme is shown in Figure 4 . In the presence of the adaptive feedback controllerK from (9), (54) becomes
The difference with the case of fixed feedback is that S b 0 and P f b 0 are replaced by S b and P f b . Taking into account (63), the stability conditions requires that be SPR. Two choices for the filter L are considered, leading to the following algorithms: Algorithm F U P LR (filtered-U pseudo linear regression):
In this case, (64) implies that
The asymptotic stability of the system is assured if
is SPR. Provided that the estimated polynomials in (66) are close enough to the real polynomials, the SPR condition will be satisfied. Clearly the satisfaction of this condition will depend on the closeness of the real and estimated models (for A M , A G , and B G ) and of the closeness of the P andP polynomials. Although FUPLR is straightforward to apply as only the model of the secondary path is used, it is more difficult to satisfy the SPR condition. It is recommended to use the FUSBA algorithm instead. Nevertheless, for the combined adaptive feedforward -adaptive feedback, both numerator and denominator of the feedback controller are needed for the SPR filtering.
To reduce the computational complexity, fixed feedback controller parameters are considered in the L filter for the FUSBA algorithm. These parameters can be obtained in two ways:
• Run algorithm FUPLR for a certain time and then use the estimates of the feedback controller parameters in the filter for FUSBA.
• Run the combined fixed feedforward + adaptive feedback algorithm for a certain time and then use the obtained feedback controller parameters in the FUSBA algorithm for the feedforward part.
The first approach has been used for the experimental evaluation presented in Section 6.
Experimental Results
(a) Photo of the testbanch suspended by elastic cords.
(b) Photo of the test-bench used for experimental evaluation. The AVC system used for experimental evaluation of the proposed algorithms is shown in Fig. 5 and a bloc diagram is given in Fig. 6(a) . The system consists of 5 metallic plates (in dural of 1.8 Kg each one) connected by springs. The AVC system is suspended in the air with elastic cords (see Fig. 5(a) ). The plates M1 and M3 are equipped with inertial actuators. The one on M1 serves as disturbance generator (inertial actuator I in Fig. 5(b) ), the one on M3 serves for disturbance compensation (inertial actuator II in Fig. 5(b) ). The system is equipped with a measure of the residual acceleration (on plate M3) and a measure of the image of the disturbance made by an accelerometer posed on plate M1. Due to the structure of this testbench, an internal positive feedback coupling appears between the inertial actuator II and the disturbance image measured on M1. This coupling can have a destabilizing effect if not taken into account ( [1, 16] ). Attempting to compensate it does not always provide good results because the compensation can not be perfect ( [17, 18] ). Taking into account this positive coupling becomes even more important for combined feedforward + feedback control because of the effect of the feedback controller upon the measured image of the disturbance. Figure 6 (a) shows a bloc diagram of the system with the feedforward and feedback controllers. The real-time implementation (see Fig. 6(b) ) uses the MATLAB c xPC Target environment (R2009b). The PC for program development is a Dell c Optiplex 760. The PC target (Dell Optiplex GX270 with Pentium c 4 at 2.86 GHz) is equipped with input-output data acquisition board, analog-to-digital and digital-to-analog converters. A sampling frequency f s = 800 Hz is used.
A detailed presentation of this test-bench and parametric identification results are given in [2] . The mechanical system in Fig. 5 (b) has 6 resonant modes taking into account also the resonance of the elastic cords and those from the actuator. The identified model shows 6 vibration modes below 300 Hz with damping between 0.0042 and 0.655. 8 The identified frequency characteristics of the secondary and reverse path models can be analysed in Fig. 7 . The mode at 258 with damping 0.655 is not visible on the diagram. 9 Different experiments have been run to evaluate the proposed algorithms in the presence of broad-band disturbance. In all adaptive experiments, 20 parameters are used for the feedforwardQ f -filter (n A f = 10 and n B f = 9) and 8 for the feedbackQ b -filter (n A b = 4 and n B b = 3). Decreasing gain adaptation algorithms are employed for both feedforward and feedback (λ 1 (t) = λ 2 (t) = 1, ∀t ≥ 0) with initial gains igb = 0.02 and igf = 0.01. The excitation signal s(t) sent from the xPC Target to the inertial actuator I is a PRBS with register length N=10 and 0.15 amplitude. Figure 8 shows the power spectral density (PSD) of the disturbance in open-loop in the absence of the compensation (grey line). Also in Fig. 8 , the PSD using the central feedforward controller (dotted line) is compared to the adaptive feedforward alone (solid black line) and the adaptive feedback controller alone (dashed line). The central feedforward controller is stabilizing the system but it does not introduce 8 Experimental identification of the secondary path detected a supplementary 7 th vibratory mode at 344 Hz. All the identified modes have been taken into account for the design of the central controller. 9 Experimental data can be downloaded from: http://tudor-bogdan.airimitoaie.name/anvc.html. Open-loop var. Closed-loop var. Global att.
var(x(t)) var( significant attenuation (PSD almost identical to the one of the disturbance). It is interesting to note that the attenuation of the adaptive feedback controller alone is better than that of the adaptive feedforward controller alone. An explanation for this is that in the proposed experimental test-bench the broad-band disturbance injected from the computer is passed through the mechanical system before reaching the resid- feedforward is evaluated in the presence of a fixed feedback controller. The fixed feedback is the equivalent feedback controller obtained using the parameters from the adaptive feedback test given in Fig. 8 . An attenuation of −23.16 dB is obtained. In the second experiment, using both adaptive feedforward and adaptive feedback, −25.8 dB of attenuation are obtained. In both cases, the feedforward parametrization in (39) is implemented with the FUSBA algorithm using an approximatedP f b 0 =Â f P f 0 b 0 instead of the exact formula given in (62) (or (60)). In the case of the fixed feedback there is almost no difference between the phases of the two polynomials. For the adaptive feedforward + adaptive feedback, the maximum phase difference is of 28 • (see Fig. 10 ) which is sufficient to guarantee the stability of the algorithm since the positive realness condition requires roughly that the phase difference between the exactP f b 0 given by (62) and the approximated one in the filter of the regressor be less than 90 • . Table 1 To demonstrate the adaptation capabilities of the proposed control scheme, the disturbance s(t) sent from the computer changes its characteristics by the use of two different filters. The frequency responses of these filters are shown in Fig. 11(a) . Before 212 s a low-pass filter with 100 Hz cut-off frequency is used. After 212 s, a high-pass filter with the same cut-off frequency is used instead. The frequency domain comparison of the two disturbances (in open-loop) is given in Fig. 11(b) . Experimental results are shown in Fig. 12 . In Fig. 12(a) , the adaptation is stopped at 200 s and the algorithm is not capable of attenuating the disturbance. In Fig. 12(b) , the adaptation is active and the controller is capable of reducing the disturbance even after the change at 212 s. 
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Conclusions
Three new algorithms for AVC based on the Youla-Kučera parametrizations of the feedback and the feedforward controllers are proposed and analysed in this paper.
A first contribution is the design of a feedback adaptive controller. This algorithm has the benefit that no secondary accelerometer is needed to measure an upstream image of the disturbance. The use of the Youla-Kučera parametrization allows to obtain very good attenuation results even with a small number of adapted parameters as can be seen in the experimental evaluation. The IIRYK adaptive feedback can offer better results and its implementation is much simpler than that of an adaptive feedforward for the case of limited-band signals.
For systems where an upstream measurement of the residual acceleration is available, two algorithms combining feedforward and feedback are also proposed. The paper presents first the adaptive feedforward in the presence of a fixed feedback. Finally, it is shown that in the presence of an adaptive feedback, the stability conditions for the feedforward part change. New stable algorithms are proposed and analysed. The paper has shown that the proposed algorithms for adaptive feedforward + adaptive feedback allow to outperform the adaptive feedforward and the adaptive feedforward + fixed feedback algorithms. In addition, these new algorithms are backed up by a complete stability analysis and take into account the strong coupling between feedback and feedforward for guaranteeing the stability.
It is worth mentioning that the presented methods have the potential of being used in various applications of AVC. A possible approach for a practitioner could be to try them in the order of presentation in this article, i.e. begin with the adaptive feedback and then try the combined schemes. Selection of the good configuration for the compensation of disturbances is problem dependent. While the combined adaptive feedback + adaptive feedforward provides the best results, for specific types of disturbances intermediate configurations may provide good enough performance. with 0 < ρ n < 1. The roots of D(ρ n z −1 ) are on the same radial line as those of D(z −1 ) but inside of the unit circle and therefore stable [4] . Using (9) and (12), the output of the plant in the presence of the disturbance can be expressed as
t). (A.3)
In order to minimize the effect of the disturbance, one should minimize the variance of y 2 (t). where it has also been considered that ε(t) = y 2 (t) sinceB b (t, q −1 ) andÂ b * (t, q −1 ) are used. where Θ b ,Θ b (t + 1), Φ b (t), and ζ f (t + 1) are given in (30).
