Networks of spiking neurons can be modeled as interacting Hawkes processes. As biological neurons have a memory of their past activity, it is useful to endow these Hawkes processes with memory. Recently, Chevallier (2017) have shown that systems of interacting Age-dependent Hawkes processes converge, in the mean-field limit, to the time-elapsed neuron network model PDE of Pakdaman, Perthame and Salort (2009). Here, we extend the definition of Age-dependent Hawkes processes to account not only for the time elapsed since last spike (Age) but also for the recent spike history, via leaky memory variables. We prove that in the mean-field limit, the extended model converges to a multidimensional nonlocal evolution PDE which generalizes the time-elapsed neuron network model. Mathematical Subject Classification : 35Q92, 60F05, 60G55, 92B20.
Introduction

The model
We consider a population of N interacting spiking neurons. Here, 'spiking' means that each neuron is modeled as a point process where each 'point' correspond to 'spike', i.e. a signal sent from the neuron to other neurons. The model is of mean-field type: all neurons are identical and they are all-to-all connected with homogeneous interaction strength scaled by 1 N . Hence, each neuron receives the same mean-field input, denoted X N t , from the whole population. Each neuron i has 1 + d variables (for d a positive integer): an age variable A N t (i) which represents the time elapsed since last spike (of neuron i) and a d-dimensional vector of leaky memory variables M N (i) which models the effect of the recent spike history (of neuron i). Between spikes (of neuron i), the age A N t (i) grows linearly with time whereas the leaky memory M N t (i) decays exponentially towards 0 at rate Λ (where Λ is a d × d-diagonal matrix with strictly positive diagonal terms). When neuron i spikes, its age A N t (i) is reset to 0 and its leaky memory M N t (i) jumps to M N t (i) + Γ(M N t (i)), where Γ : R d → R d is a fixed jump function. Neuron i emits spikes with rate (i.e. stochastic intensity) f (A N t (i), R N t (i), X N t ) where f : R + × R d → R + is the rate function. Finally, the time-dependent effect of a spike of neuron i on neuron j is determined by the interaction function h : R + × R + × R d → R. As we are in a mean-field setup, the interactions between neurons are mediated through the mean-field input X N t . If we write {π i (ds, dz)} i=1,...,N a set of N independent Poisson random measures on R + × R + with intensity dsdz, independent of the initial conditions {A 0 (i), M 0 (i), (H t (i)) t∈R+ } i=1...,N (taking values in (R + × R d × C(R + )) N ), then, the model can be written as a system of (1 + d)N + 1 stochastic differential equations (SDEs):
For i = 1, . . . , N,
We call Eqs. (1) the Age and Leaky Memory (ALM) Model. In this work, we will work under the following assumptions on f , h and Γ:
Assumption 1. f , h and Γ are bounded (i.e. f ∞ , h ∞ , Γ ∞ < +∞). Furthermore, There exists L f > 0, L h > 0, L Γ > 0, K > 0, κ > 0, α > 0 and ω > 0 such that, for all (a, m, x) ∈ R + × R d , ×R and for all for all
|f (a, m,
Refractoriness refers to the fact the neurons are less excitable (the probability of emitting a spike is lower) in a certain time interval following the emission of a spike [3] . Importantly, in [1] , Chevallier showed that the time-marginals of the limit process, i.e. the process towards which any individual Age-dependent Hawkes process converges (weakly) in the mean-field limit, corresponds to the solution of the time-elapsed neuron network model PDE of Pakdaman, Perthame and Salort [17, 18] . Note that [19] proved a similar result, slightly earlier, but in a Markovian setting. Also in a Markovian setting, [20] demonstrated a similar link between the mean-field limit and the solution of a PDE, for a slightly different spiking neuron model (Galves-Löcherbach neurons [21] ).
The aforementioned results linking spiking neuron models and PDEs in the mean-field limit are not surprising since they were non rigorously derived and have been subject of study for several decades in the theoretical neuroscience literature [22, 23, 24, 25] (see [3, Chap. 14] for an introduction and [26] for a recent review).
Although including an age variable to Hawkes process is an important step towards biological realism, real neurons also have a memory of their recent spiking history that goes beyond the time elapsed since last spike. Finding spiking neuron models which account for both the time elapsed since last spike (age) and the recent spike history and for which there exists exact and mathematically well-defined mean-field limits is a notoriously difficult problem in theoretical neuroscience. Master equation-based approaches lead to mean-field equations that might be exact but that are not necessarily well-posed [27] . On the other hand, mathematically more tractable approximations, even if reasonably accurate, are not exact [28, 29] .
Pakdaman, Perthame and Salort have proposed a generalization of the time elapsed neuron network model that accounts for adaptation [30] . However, the limit PDE we derive in this work is different from that of [30] , as we adopt a different perspective, more directly inspired from classical models of computational neuroscience. In [31] , the authors prove a mean-field limit result for systems of interacting neurons with short-term plasticity, in the case where there is no refractoriness (i.e. no effect of age or time elapsed since last spike). In this special case, the mean-field limit is characterized by a system ODEs. The situation is radically different in our case since neurons have both an age A and a leaky memory M (accounting for adaptation and/or short-term plasticity) and the mean-field limit is characterized by a multidimensional nonlocal evolution PDE.
Plan of the paper
In Section 2, we clarify some notations and give a summary of the results. We state the main theorems and doing so, we present the mean-field limit equations (ALM-SDE and ALM-PDE) corresponding to the ALM Model and propose definitions for solutions to ALM-PDE. The proofs are then divided in the two following sections (Sections 3 and 4).
In Section 3, we prove propagation of chaos and follow the classical scheme [16, 32] : we prove that an Ansatz limit nonlinear stochastic differential equation (ALM-SDE) is well-posed (Theorem 1) and then we prove convergence (with rate) of the ALM Model to ALM-SDE (Theorem 2).
In Section 4, we establish the link between ALM-SDE and ALM-PDE. We prove that ALM-SDE allows to construct a probabilistic solution to ALM-PDE (Theorem 3) and prove a uniqueness result for ALM-PDE (Theorem 4).
Finally, in Section 5, we mention a few open questions. Some proofs are developed in the Appendix.
2 Notations and summary of results 2.1 General notations
. . denote positive constants which can depend on all the parameters above plus finite time T ;
• C 0 , C ′ 0 , C ′′ 0 , . . . denote positive constants which can depend on all the parameters above plus the initial condition/initial datum;
• C T,0 , C ′ T,0 , C ′′ T,0 , . . . denote positive constants which can depend on all the parameters above, finite time T and the initial condition/initial datum.
All the above constants can change value from line to line.
• L(X) denotes the law of random variable X;
• C(R + ) denotes the space of continuous functions on R + with values in R, C 1 the space of continuously differentiable functions and C c the space of compactly supported continuous functions;
• Bold letters (M, m, Λ) are d-dimensional vectors or d × d-matrices.
Main theorems
As usually done for propagation of chaos results [16, 32] , we first formulate an Ansatz limit process in the form of a nonlinear (in the sense of McKean) SDE and prove its well-posedness. Let π(ds, dz) a Poisson random measure on
We call Eqs. (7) ALM-SDE.
Theorem 1 (well-posedness of ALM-SDE). Grant Assumption 1. Let (A 0 , M 0 ) be a random initial condition in R + × R d and (H t ) t∈R+ be a real-valued càdlàg stochastic process on R + such that t → E[H t ] ∈ C(R + ). Then, there exists a path-wise unique càdlàg strong solution (A t , M t , x t ) t∈R+ taking values in R + × R d × R to the ALM-SDE (7) . Furthermore, the function t → x t is deterministic and continuous on R + .
To prove convergence of ALM Model (1) to ALM-SDE (7), we need some assumptions on the initial conditions:
and are independent of the Poisson random measures {π i } i∈N and π;
• For all T > 0, There exists C T,0 such that
We define the jump mapping γ corresponding to the jump function Γ:
To prove convergence, for technical reasons, we will also require Assumption 3. γ is 1-Lipschitz.
Even if at first sight the above assumption might seem restrictive, it is naturally satisfied if γ is a translation or equivalently if Γ is constant. Constant jump Γ are common in neuronal modeling for adaptation (moving-threshold adaptation) [6] , short-term synaptic plasticity [31] or approximating the refractory kernel in GLM/SRM spiking neurons [3, Sec. 6.4].
Theorem 2 (convergence with rate). Grant Assumptions 1, 2 and 3. For all T > 0, there exist C T,0 > 0 such that
where inf E[sup t∈[0,T ] |·|+|·|] has to be read as the 1-Wassterstein distance between L ψ(A N t (1)),
This achieves the propagation of chaos part of this work (a more typical propagation of chaos statement is proved in Corollary 1).
In order to relate ALM-SDE (7) with a partial differential equation (PDE) for the time-marginals of the process it defines, we will need:
where div m is the divergence operator with respect to m. We call Eqs. . Similarly, we propose two definitions for solution to ALM-PDE (11), corresponding the two perspectives:
and if for all
and for all t > 0 and for all (a, m)
Theorem 3 (probabilistic solution to ALM-PDE). Grant Assumptions 1 and 4. Let us further assume that u 0 ∈
is equal to t →H t and if we write (ρ t ⊗ δ xt ) t∈R+ the time-marginals of the process defined by ALM-SDE (7) (given by Theorem 1), then, i). (ρ, x) is a weak solution to ALM-PDE (11), and ii). We construct a N -dimenstional counting process
where π i is the same Poisson random measure as in Eqs. (1) . In other words,
. For any finite time T > 0,Z T follows a Poisson law with rate N T f ∞ and is therefore almost surely finite. If we take a realization of {π i } i=1,...,N (such thatZ T < +∞) and some initial conditions
..,N , we can construct the unique solution of Eqs. (1) forward and piecewise in time on the interval [0, T ]. Let us denote s 1 , . . . , sZ T the jump times ofZ t , i 1 , . . . , iZ T the indices of the Z which jumps at times s 1 , . . . , sZ T and z 1 , . . . , zZ T the z values given by π i1 , . . . , π iZ T at times s 1 , . . . , sZ T . 
If
, M N (i 1 ) and X N do not 'jump'. Note that we write 'jump' with quotation marks because X N does not strictly speaking jump. Now, Eqs. (1) is well-defined on [0, s 2 [ and we can iterate this procedureZ T times to cover the interval [0, T ]. Note that for all k = 1, . . . ,Z T −1 and for all t ∈ [s k , s k+1 [, we have
We have thus proved the existence of path-wise unique solutions on [0, T ]. Since this holds for all finite time T > 0, existence of path-wise unique solutions extends to R + . This concludes the proof.
Proof of Theorem 1 (well-posedness of ALM-SDE)
We will prove the well-posedness of ALM-SDE (7) using a fixed point argument. We need a few preliminary lemmas:
is a càdlàg strong solution to ALM-SDE (7), then the function
For all (y t ) t∈R+ ∈ C(R + ), we define a linearized process (A y t , M y t , y t ) t∈R+ :
where π and (A 0 , M 0 ) are the same is in ALM-SDE (7) .
Proof. The well-posedness follows from the same type of argument as for the proof of Proposition 1. The local Lipschitz continuity is obtained similarly as for the proof of Lemma 1.
denotes the unique strong solution (given my Lemma 2) to
Proof. Itô formula for jump processes gives us, for k = 1, 2,
(In the last inequality, we used the fact that |ψ ′ (a 1 ) − ψ ′ (a 2 )| = κ K |ψ(a 1 ) − ψ(a 2 )|, for all a 1 , a 2 ∈ R + .)
Hence,
We can now prove Theorem 1 using a fixed-point argument:
Proof of Theorem 1. Fix T > 0. Thanks to Lemma 2, we can define the functional
where (A y , M y ) is the unique strong solution to the linearized SDE Eq. (17), corresponding to y.
is a càdlàg strong solution to ALM-SDE (7) if and only if and only if (x t ) t∈[0,T ] is a fixed-point of Φ T . In the following, we will prove that Φ T has a unique fixed-point by Banach fixed-point theorem.
For all t ∈ [0, T ] and for all y,
By Grönwall's lemma, we get
Hence, sup
For T small enough, C ′ T exp(CT ) < 1 and Φ T is a contraction and we can apply Banach Fixed-Point Theorem.
Since Φ T has a unique fixed-point, ALM-SDE (7) has a path-wise unique càdlàg strong solution on [0,T], which we write
T ] is deterministic and continuous. Importantly, the constants C and C ′ do not depend on T nor on the initial conditions. Therefore, we can iterate the argument above on the time interval [T, 2T ], taking A T , M T and t → E[H(t+ T )] as initial conditions. By successive iterations, we have proven that there exists a path-wise unique càdlàg solution to ALM-SDE (7) on R + , which we write (A t , M t , x t ) t∈R+ and where (x t ) t∈R+ is deterministic and continuous.
Proof of Theorem 2 (convergence with rate)
To prove convergence, we will use a classical coupling argument [16, 32] . We define the coupled limit process
This process is well-defined (Theorem 1). Importantly, the original process
defined by ALM Model (1) and the coupled limit process 19) share the same initial conditions {A 0 (i), M 0 (i), H · (i)} i∈N and the same Poisson random measures {π i } i∈N . These processes are therefore said to be coupled. Let us highlight the following facts:
Facts. Under Assumption 2, i).
neurons in ALM Model (1) and in the coupled limit process Eq. (19) are both exchangeable, i.e. for any N ∈ N * and any permutation σ on {1, . . . , N },
..,N ) t∈R+ have the same law; ii). neurons in the coupled limit process Eq. (19) are independent, i.e. the processes
have the same law.
By Facts iii). we have that
The proof now follows the same general strategy as the proof of Theorem 8 in [15] (see also the proofs of Theorem IV.1 in [1] and Theorem 1 in [33] ). Let us define,
for all t ∈ R + . Both (Z N t (1)) t∈R+ and (Z t (1)) t∈R+ are counting processes.
t 0 |d(Z N s (1)−Z s (1))| counts the number of times one counting process jumps whereas the other does not, on the time interval [0, t]. We can now define
For clarity, in the rest of this proof, we will omit the index (1).
First, let us verify that
and this achieves the verification. We now have to control δ N T . For all t ∈ [0, T ],
For all s ∈ [0, T ],
.
By Cauchy-Schwartz inequality and Assumption 2, for all s ∈ [0, T ],
(The equality in the first line is justified by the exchangeability of neurons in ALM Model (1) and in Eq. (19) .)
Hence, Q 2,1 ≤ C T δ N s . By Cauchy-Schwartz inequality and then, independence and exchangeability of neurons in Eq. (19) (see Facts i). and ii).),
, where in the last inequality, we used Itô isometry for compensated jump processes, Jensen inequality and Cauchy-Schwartz inequality. Hence,
By Grönwall's lemma,
Using Eq. (23) in Eq. (21) gives Eq. (10). This concludes the proof of Theorem 2.
Denoting
the space of probability measures on this Skorokhod space, we can state our propagation of chaos result in a form typical form [16] :
Under the same assumptions as Theorem 2, we have 1). Convergence in law of the process associated with neuron i = 1:
2). Convergence in probability of the empirical measure associated with the whole population:
Proof. 1). It is easy to check that Eq. (10) implies
Let us denote U the distance on D(R + ,
If we denote ς the Skorokhod metric on D(R + ,
As L 1 -convergence implies convergence in law, we get ψ(
Since ψ is a homeomorphism, by the Continuous mapping theorem, we obtain
2). By exchangeability (Facts i).), Eq. (10) implies that for all T > 0, there exists C T,0 > 0 such that, for k = 1 or 2,
Hence, there exists C ′ T,0 > 0 such that
Using the same arguments as for the proof of 1)., we obtain that
Since, (A t (1), M t (1)) t∈R+ and (A t (2), M t (2)) t∈R+ have the same law (A t , M t ) t∈R+ (given by ALM-SDE (7)), the convergence of empirical measures Eq. (24) is given by Proposition 2.2 in [16] .
4 From ALM-SDE (7) to ALM-PDE (11) To show that we can construct 'probabilistic' solution to ALM-PDE (11) using ALM-SDE (7), we first need to introduce several useful quantities.
Let x = (x t ) t∈R+ ∈ C(R + ). For all t ∈ R + , e −Λt can be seen as a diffeomorphism on R d (m → e −Λt m). For all k ∈ N * , we define θ k recursively:
We then define,
for all t, t ′ ∈ R + and for all m 0 ∈ R d .
Under the assumptions of Theorem 1, for all probability measure µ 0 on R + × R d and for allH = (H t ) t∈R+ ∈ C(R + ), there exists a unique solution (A t , M t , x t ) t∈R+ to ALM-SDE (7) for (A 0 , M 0 ) ∼ µ 0 and (H t ) t∈R+ such that E[H t ] = H t , ∀t ∈ R + . We will denote by S ALM-SDE (µ 0 ,H) this unique solution. In the rest of this subsection, we fixH. For all (a 0 ,
For all k ∈ N * , and for all (a 0 , m 0 ) ∈ R + × R d , we define η k (a0,m0) recursively:
With these definitions, we can state a simple yet important lemma, which we will use for the proof of Theorem 3. 
and for all integer k ≥ 2,
Proof. Because of Eq. (3) in Assumption 1, we have
and for all integer k ≥ 2 and if t k−1 ≤ t,
Then, Eqs. Then, for all k ∈ N * and for all t 1 , . . . , t k ∈ R + ,
Proof. In Appendix A.
η k (a0,m0) (for k ∈ N * ) is therefore nothing but the probability density over the k-first spike times given that the initial condition of ALM-SDE (7) is (A 0 , M 0 ) = (a 0 , m 0 ).
If we assume that γ is a C 1 -diffeomorphism, for all k ∈ N * and for all t 1 , . . . , t k ∈ R + , θ k (t 1 , . . . , t k ) are C 1diffeomorphisms. Therefor, for all k ∈ N * and for all t > 0, we can define the C 1 -diffeomorphism
which is the inverse of
As the Jacobian matrix of φ k t is lower triangular, we easily get
The following result is crucial as it gives an explicit expression for the time-marginals of the process defined by ALM-SDE (7) in terms of all the the quantities introduced above. In addition, these time-marginals are absolutely continuous.
Proposition 3. Grant the assumptions of Theorem 1 and Assumption 4. For all absolutely continuous probability measure u 0 (a 0 , m 0 )da 0 dm 0 and for allH ∈ C(R + ), let us write (A t , M t , x t ) t∈R+ := S ALM-SDE (u 0 ,H), given by Theorem 1. Then, for all t ∈ R + , the law of (A t , M t ) is absolutely continuous. Furthermore, the density ρ t (a, m) of the law of (A t , M t ) is given by
where, for all k ∈ N * , for all t 1 , . . . , t k ∈ R + and for all m 0 ∈ R d ,
Proof. As in Proposition 2, we denote τ k the time of the k-th spike of
is a function of the initial conditions (A 0 , M 0 ) and the spike times {τ k } k∈N * , For all function F continuous and bounded on R + × R d , we can write E[F (A t , M t )] as a 'path integral' [28] :
We can now use the φ k t to perform changes of variables: 
The jump part Q can be written explicitly:
whereπ(dt, dz) denotes the compensated Poisson random measure π(dt, dz) − dtdz.
Taking the expectation in Eq. (39), we get
By Proposition 3, for all t ∈ R + , the law of (A t , M t ) is given by an absolutely continuous probability measure ρ t (a, m)dadm. Thus, we can write (taking T → ∞):
Hence, (ρ, x) solves Eqs. (12) and (13) . It remains to show that ρ ∈ C(R + , L 1 (R + × R d , R + )):
(a−t,e Λt m) (t 1 )dt 1 u 0 (a − t, e Λt m) exp(t Tr Λ) dadm
The same argument applies to Q ǫ 1,2 . appearing in Q ǫ 1,3 is continuous of R + . Thus, by dominated convergence ( u 0 is bounded with compact support), lim sup
Since u 0 − u 0 L 1 (R+×R d ,R+) is arbitrarily small, we get lim ǫ→0 Q ǫ 1 = 0. For Q ǫ 2 , we have
We now have to show that Q ǫ 3 − −− → ǫ→0 0: . . . , t k−1 , a, m)| det(Dφ k t (t 1 , . . . , t k−1 , a, m))|dt 1 . . . dt k−1 dadm
The limit above is a simple consequence of the fact that P(t ′ < τ 1 ) + ∞ k=1 P(τ k ≤ t ′ < τ k+1 ) = 1. The same argument applies to Q ǫ,l 3,2 . Hence, to prove lim ǫ→0 Q ǫ 3 = 0, it suffices to show that for all k ∈ N * , lim ǫ→0 Q ǫ 3,3,k = 0. Again, we choose u 0 ∈ C c (R + × R d , R + ) such that u 0 − u 0 L 1 (R+×R d ,R+) is small. For all k ∈ N * and for all
Then,
The same argument applies to Q ǫ 3,3,k,2 . Since u 0 can be chosen such that u 0 − u 0 L 1 (R+×R d ,R+) is arbitrarily small, it only remains to prove that lim ǫ→0 Q ǫ 3,3,k,3 = 0. is continuous on R + by dominated convergence (the integrand on the RHS is continuous and the integral is taken over a compact domain). By dominated convergence ( u 0 is bounded with compact support), we get that lim ǫ→0 Q ǫ 3,3,k,3 = 0. We have thus proved that ρ ∈ C(R + , L 1 (R + × R d , R + )). Since x ∈ C(R + ) by Theorem 1, this achieves the proof of i).
ii). (Lagrangian solution) Again, by Theorem 1, (ρ, x) solves Eq. (14) . In the proof of i), we havealready shown that ρ ∈ C(R + , L 1 (R + × R d , R + )) (and x ∈ C(R + ) by Theorem 1). Hence, it remains to prove that (ρ, x) solves Eqs. (15) and (16) . (ρ, x) solves Eq. (15): For all m ∈ R d and for all t > 0, by Eqs. (36) ,
For Q 0 , using Eq. (30) of Lemma 4,
(a−t,e Λt •γ −1 (m)) (t, t 2 )dt 2 u 0 (a − t, e Λt • γ −1 (m)) exp(t Tr Λ)| det γ −1 (m)|da, using Eqs. (37) and (26),
For k ∈ N * , let us first observe that, for all t 1 , . . . , t k−1 , a ∈ [0, t] and for all m ∈ R d ,
Hence, for all t 1 , . . . , t k−1 , a ∈ [0, t] and for all m ∈ R d ,
and, using Eq. (35),
Then, for Q k , using Eqs. (40) and (41),
). Hence, we have proved that (ρ, x) solves Eq. (15) . 
(42) It is easy to verify that, for all a ≥ t, 
We have thus proved Eq. (42). This achieves the proof of ii). and the proof the Theorem 3. Proof. If u 0 L 1 = 0, (0,H) is a trivial weak and Lagrangian solution to ALM-PDE (11) . If u 0 L 1 > 0, we use a simple scaling argument: We defineū 0 := u0 u0 L 1 andh := u 0 L 1 h. Let us write (ρ, x) the weak and Lagrangian solution given by Theorem 3 to the modified ALM-PDE (11) where u 0 is replaced byū 0 and h is replaced byh. We now define ρ := u 0 L 1ρ. It is easy to verify that (ρ, x) is a weak and Lagrangian solution to the original ALM-PDE (11) (with the original u 0 and h).
Proof of Theorem 4 (uniqueness of Lagrangian solution to ALM-PDE)
We first establish some a priori estimates: Lemma 5. Grant Assumptions 1 and 4. Let u 0 ∈ L 1 (R + × R d , R + ). i). Let (ρ, x) be a weak solution to ALM-PDE (11) . Then, ρ conserves mass, i.e.
ii). Let (ρ, x) be a Lagrangian solution to ALM-PDE (11) . Then,
Proof. i). In Appendix B ii). For all t > 0, using Eq. (14), we have 
Open questions
In this work, we do not study the relationship between weak solutions and Lagrangian solutions to ALM-PDE (11) . Relating these two definition would be of interest, from the PDE point of view. In addition, these two definitions are restricted to u 0 ∈ L 1 initial datum. Whether our results can be generalized to u 0 any probability measure is left as an open question. From a more concrete perspective, studying the long-term behavior of ALM-PDE (11) (or ALM-SDE (7)), as recently done for the time-elapsed neuron network model [35, 36, 37 ] (see also [38] for a stochastic approach on a different but related model), would be of major interest. Finally, one could investigate how to approximate the finite-size fluctuations of the mean-field limit [39, 40, 29] . , x (a0,m0) s π(ds, dz).
In the following, we will omit the superscript (a0,m0) . We further define the filtration (F t ) t∈R+ where F t is the sigmaalgebra generated by the sets {A 0 , M 0 , π([0, s] × C) : s ∈ [0, t], C ∈ B(R + )}.
For k = 1, we will use arguments similar to those of [41, Section 7] :
The last equality is justified by the fact that the function t → f (A t1−ǫ +t−t 1 +ǫ, e −Λ(t−t1+ǫ) M t1−ǫ , x t ) is continuous on R + . Hence, Now, let us assume that Eq. (32) is verified for 1, . . . , k − 1. For all ǫ > 0 and for all 0 ≤ t 1 ≤ · · · ≤ t k , Since Q 2 × Q 1 = η t k ; θ k−1 (t 1 , . . . , t k−1 )m 0 , t k−1 , x (a0,m0) , we get . . . , t k−1 )m 0 , t k−1 , x (a0,m0) η k−1 (a0,m0) (t 1 , . . . , t k−1 ) = η k (a0,m0) (t 1 , . . . , t k ).
This concludes the proof of Proposition 2.
B Proof of Lemma 5 i).
We first need an elementary 'cut-off' lemma:
Lemma. Grant Assumption 1. Let u 0 ∈ L 1 (R + × R d , R + ) and (ρ, x) be a weak solution to ALM-PDE (11) . Then, for all T > 0 and for all G ∈ C ∞ c (R + × R + × R d ), ∂ t G n + ∂ a G n − Λm · ∇ m G n + G n (t, 0, γ(m)) − G n (t, a, m) f (a, m, x t ) ρ t (a, m)dadmdt.
As G n is a solution of Eq. (53a) on time [0, T ], we get 
This concludes the proof of Lemma 5 i).
