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Abstract
The article presents a parametric Bayesian extension of the rough set model, where
the set approximations are dened by using the prior probability as a reference.
It is shown that the quality of the Bayesian rough set models can be evaluated
using probabilistic gain function which is suitable for easy computation of attribute
reducts. It leads to the Bayesian style criteria for the attribute reduction within
the rough set framework.
1 Introduction
The variable precision rough set (VPRS) model [12,13,14] is parametric, i.e.
the denitions of a set positive and negative regions depend on settings of
model parameters dening the permissible levels of uncertainty associated
with each of the rough regions. In some applications, it is not clear how to
set the parameters [2] and using them to dene the approximation regions is
sometimes not required. For that reason, we introduced in [9] a non-parametric
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modication of VPRS model, where the prior probability of the event is used as
a benchmark value against which the quality of availableinformation about
objects of the universe of interest can be measured. We considered three
possible scenarios in that respect: (1) the acquired information increases our
perception of the lik elihood that the even tof in terestwould happen; (2) the
acquired information increases the assessment of the probability that the event
would not happen; (3) the acquired information has no eect at all. Such a
categorization of the universe led us to the Bayesian Rough Set (BRS) model,
which seems to be more appropriate to application problems concerned with
achieving any certainty gain in the processes of prediction or decision making
rather than meeting specic certainty goals.
However, it appears to be more reasonable to think about BRS model as
a special case of some more general, parametric approach, just lik e in case
of the classical rough set model, which is a special case of VPRS model. In
this article, we focus on the Variable Precision Bay esian Rough Set (VPBRS)
model (cf. [10]), where the set approximations correspond to the following sit-
uations: (1) the acquired information suÆciently increases our perception of
the likelihood that the event of interest would happen; (2) the acquired infor-
mation suÆciently increases the assessment of the probability that the event
would not happen; (3) the acquired information has almost no eect at all.
The verbs "suÆciently" and "almost" are expressed in terms of mathematical
constrains parameterized b yappropriately tuned threshold " 2 [0; 1).
Besides development of theoretical foundations of VPBRS, an important
issue is to inv estigate its properties in terms of being able to capture the quality
of attributes (columns, features) in the analysis of real life data { and hence,
its applicability in the feature selection, extraction and reduction problems.
In this article, we concentrate on the issue of the attribute reduction which is
addressed in the theory of rough sets in terms of (approximate) decision reduct
[5,7,8]. We adapt the relative probabilistic gain function [9,16], to evaluate the
global av erage information gain associated with a subset of features. We also
formulate criteria for maintaining the level of the probabilistic gain during the
process of attribute reduction. Finally, we draw a connection between those
criteria and the reduction principles based on discernibility between the rough
approximation regions of a set.
2 Preliminaries
2.1 Data representation
In [5] it was proposed to represent data as an information system A = (U;A),
where U denotes the universe of objects and each attribute a 2 A is identied
with function a : U ! V
a
, for V
a
denoting the set of v alues ona. Each subset
B  A induces a partition ov erU , with classes { elementary sets { dened by
grouping together objects having identical values ofB. We obtain the partition
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space U=B, which is often referred to as indiscernibility relation IND
A
(B),
and where elements E
B
2 U=B are called the indiscernibility classes or el-
ementary sets of objects, which cannot be distinguished from each other b y
the values of the attributes in B. We will refer to the tuple A = (U;A) as
an approximation spac e, because information provided ov er the universe U b y
means of the attribute based partitions can be applied to approximate target
events (sets) X  U . One can develop a framework for comparison of ca-
pabilities of particular subsets of attributes to approximate a target even tb y
means elementary sets. We will say that A = (U;A) denes the target event
X  U , if and only if X can be expressed as the set theoretic sum of some
elementary sets belonging to U=A. Subset B  A is said to be an X-reduct,
if and only if it denes X and none of its proper subsets does it.
Unless stated otherwise, we will simplify the notation and will not display
attribute collections. We will just assume the existence of an equivalence
relation Eq on U with the nite number of elementary sets. However, the
universe U , in general, can be innite.
2.2 Prob abilitiesin data
For any subset (event) X  U , we assume the existence of the prior proba-
bilit y functionP (X). We also assume that all subsets under consideration in
this article are likely to occur and that their occurrence is not certain, that is
that 0 < P (X) < 1. Each elementary set E is assumed to be assigned the con-
ditional probability P (XjE). The values of conditional and prior probabilities
are normally estimated from sample data b yputting
P (XjE) = card(X \ E)=card(E) and P (X) = card(X)=card(U)(1)
In Bay esian reasoning [3], howev er, the prior probability P (X) is not necessar-
ily derivable directly from data. It may express background knowledge, which
is analyzed against P (XjE) or
P (EjX) = card(X \ E)=card(X)(2)
F or instance,we can use the data derived probabilities (2) to dene
P (XjE) = P (EjX)P (X)=P (E)(3)
where
P (E) = P (EjX)P (X) + P (Ej:X)P (:X)(4)
If we use estimation P (X) = card(X)=card(U), then we simply obtain P (E) =
card(E)=card(U) and P (XjE) = card(X \ E)=card(E). This is, howev er,
just a special case of the Bayesian reasoning approach. In general, the only
assumption we make, besides (3) and (4), is that for each given X  U the
probability of its complementary even tsatises equality P (:X) = 1  P (X).
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3 Probabilistic extensions of the rough set model
3.1 Variable Precision Rough Set (VPRS) Model
The VPRS model [14 ]of rough sets is an extension of the original rough set
approach aimed at enhancing the applicability of the rough set approach to
practical problems. The VPRS model is based on parameter-controlled grades
of conditional probability associated with the elementary sets in dening the
approximation regions. The most general asymmetric VPRS model deni-
tion [4] relies on the values of the lower and upper limit certainty threshold
parameters l and u, which satisfy the postulate
0  l < P (X) < u  1(5)
The u-positive region POS
u
(X) is dened b y the upper limit parameter u,
which reects the least acceptable degree of conditional probability P (XjE)
to include elementary set E in POS
u
(X). That is:
POS
u
(X) =
[
fE 2 Eq : P (XjE)  ug(6)
Intuitively, u represents the desired level of improv ed prediction accuracy when
predicting the occurrence of the even tX based on the information that event E
actually occurred. The improvement of prediction accuracy is possible only if
P (X) < u  1, as stated by (5). The l-negative region NEG
l
(X) is controlled
b y the lower limit parameter l, such that 0  l < P (X). It is an area where
the occurrence of the set X is signicantly, as expressed in terms of l, less
likely than random guess (prior) probability P (X). That is:
NEG
l
(X) =
[
fE 2 Eq : P (XjE)  lg(7)
We hav e the following equality, which means that l-negative region consists of
elementary sets, in which the probability of :X is signicantly increased :
NEG
l
(X) = POS
1 l
(:X)(8)
One can also consider the (l; u)-boundary region, which is a "gray" area where
there is no suÆcient probabilistic bias towards neither X nor :X. That is:
BND
l;u
(X) =
[
fE 2 Eq : l < P (XjE) < ug(9)
In the context of data mining, the VPRS model's ability to exibly control
approximation regions' denitions allows for eÆcient capturing probabilistic
relations existing in data.
3.2 Bayesian Rough Set (BRS) Model
In some applications, it is not clear how to set the parameters [2] and using
them to dene the approximation regions is sometimes not required. In those
applications, the general objective is to increase certainty of a prediction that
an ev ent of interest would occur, or would not occur, based on the available
information, rather than to come up with a high probability rule to predict
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the occurrence of the event, which might be impossible to obtain. F orexam-
ple, in medical domain, the results of medical tests might indicate increased
chances of a specic disease, or they might indicate that the disease is unlikely .
Without the tests, the chances of the diseases occurring would be given by the
prior frequency of its occurrence in the general population, that is the result
of statistical counting that does not take into account any specic information
about the medical condition of individuals in the population. Howev er, the
prior probability is far from being an accurate estimator of the actual prob-
ability of an event (disease) occurrence in individual cases. In fact, it is the
worst indicator of the occurrence of an event, corresponding to total lack of
knowledge about properties of objects belonging to the universe of interest.
Consequently , the BRS model's positive region POS

(X) of X  U denes
an area of the universe where the probability of X is higher than the prior
probability. That is:
POS

(X) =
[
fE 2 Eq : P (XjE) > P (X)g(10)
It is an area of certainty improvement or gain with respect to predicting the
occurrence ofX. Similarly, the BRS model's negative regionNEG

(X) denes
an area of the universe where the probability of the event X occurrence is lower
than the prior probability. That is:
NEG

(X) =
[
fE 2 Eq : P (XjE) < P (X)g(11)
It is an area of certainty loss with respect to predicting the occurrence of X.
The BRS boundary region is an area of the universe characterized by the lack
of certainty improv ement with respect to predicting neither the occurrence nor
non-occurrence of the even tX. In this area, the probability of X occurrence
is the same as the prior probability. That is:
BND

(X) =
[
fE 2 Eq : P (XjE) = P (X)g(12)
Information dening the boundary area is totally unrelated to X resulting in
the same probabilistic distribution of objects belonging to X as in U .
3.3 Variable Precision Bayesian Rough Set (VPBRS) Model
In this section, we introduce a parameterized version of the BRS model, where
the dierences between probabilities P (XjE) and P (X) are made relative to
the signicance threshold " 2 [0; 1). We are going to refer to this model as to
"-BRS model. When comparing this model with the classical VPRS approach,
it will be also referred to as the VPBRS model.
Let us start with specication of the "-BRS negative region NEG
"
(X),
which is dened as an area ofthe univ erse where the probability of the event
X is entirely (up to the choice of " 2 [0; 1)) lower than P (X). That is:
NEG
"
(X) =
[
fE 2 Eq : P (XjE)  "P (X)g(13)
In purpose of keeping a kind of duality of negative and positive regions in the
constructed framework, let us state the "-BRS positive region of X as an area
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of U where probability of :X is entirely (up to the choice of " 2 [0; 1)) lower
than P (:X). That is:
POS
"
(X) =
[
fE 2 Eq : P (:XjE)  "P (:X)g(14)
Equivalently ,POS
"
(X) can be addressed as an area where the probability of
X is "-entirely greater than P (X). That is:
POS
"
(X) =
[
fE 2 Eq : P (XjE)  1  "(1  P (X))g(15)
Consequently ,the "-BRS boundary region is an area where the probability of
X is "-almost the same as the prior probability. That is:
BND
"
(X) =
[
fE 2 Eq : "P (X) < P (XjE) < 1  "(1  P (X))g(16)
The abov e conditions for the boundary region can be related to the notion
of approximate irrelevancy or, in other words, approximate probabilistic in-
dependence of the target even tfrom the elementary sets (cf. [8]). Obviously,
quantities "P (X) and 1   "(1   P (X)) correspond to the upper and lower
thresholds l and u in the classical VPRS. That is:
POS
"
(X) = POS
1 "(1 P (X))
(X) NEG
"
(X) = NEG
"P (X)
(X)
BND
"
(X) = BND
"P (X);1 "(1 P (X))
(X)
(17)
An advantage of VPBRS with respect to VPRS is that we obtain both the
duality of regions with respect to the event complements, expressed by equality
POS
"
(X) = NEG
"
(:X)(18)
as well as the consistency with the postulate (5), for
l = "P (X) and u = 1  "(1  P (X))(19)
in terms of inequalities
0  "P (X) < P (X) < 1  "(1  P (X))  1(20)
In general, VPBRS enables to combine the advantages of VPRS and Bay esian
reasoning approaches in the data mining applications. F urtherproperties of
VPBRS can be found in [10].
4 Attribute Reduction
4.1 Discernibility principles
One of the major applications of rough set theory is the attribute reduction
[5,7,8], that is, the elimination of attributes considered redundant while avoid-
ing information loss. Given approximation space A = (U;A) and the event
X  U , the X-reducts B  A considered in Section 2 enable us to dene X
in terms of elementary sets of U=B. Searching for such subsets of attributes
is equivalent to the discerning between objects belonging to X and :X. It
means that B denes X, if and only if for any x 2 X, y =2 X there is such
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a 2 B that a(x) 6= a(y). In addition, B is an X-reduct, if and only if for each
a 2 B there are x 2 X, y =2 X such that b(x) = b(y) for any b 2 B n fag [7].
The abov e equivalence, often referred to as the discernibility characteristics
enables us to restate the problem of identifying allX-reducts in terms of search
for prime implicants of the data driven boolean discernibility functions [1,7].
The whole procedure can be also rewritten at the level of elementary sets.
Namely, B denes X, if and only if each E
B
2 U=B satises
E
B
\X = ; or E
B
\ :X = ;(21)
There are three main issues in the attribute reduction. First, the search of
the reducts should lead towards possibly general inference rules expressing the
considered events in terms of the available attributes. Hence, one usually tries
to nd reducts, which are minimal with respect to the n umber of elements.
The problem of nding for each given approximation space A = (U;A) and
event X  U the minimal X-reduct is known to be NP-hard. For other
principles concerned with the reduct optimization we refer the reader to [1,8].
The second issue is the approximation of the reduction principles in case of
the lack of interesting results of the search of X-reducts. The approximation
may be connected to the weakening of the discernibility characteristics, e.g., by
searching for subsets of attributes B  A discerning almost all pairs of objects
x 2 X, y =2 X, or corresponding to the indiscernibility classes E
B
2 U=B,
which almost always satisfy (21).
The third issue concerns the way of generalizing the reduction principles
for spaces A = (U;A), where even the whole set A does not dene the given
event X  U . For instance, when applied to such A , the previously stated
principle of discerning pairs of elements of U=A, which are contained in X and
:X, is equivalent to satisfying by each E
B
2 U=B the following:
E
B
\ POS
A
(X) = ; or E
B
\NEG
A
(X) = ;(22)
where POS
A
(X), NEG
A
(X) are the rough set regions induced by U=A, i.e.:
POS
A
(X) =
S
fE 2 U=A : P (XjE) = 1g
NEG
A
(X) =
S
fE 2 U=A : P (XjE) = 0g
(23)
This example is a weaker version of the condition usually used in the rough set
applications [1], because it lets to enlarge POS
A
(X) and NEG
A
(X) with the
elements contained in the boundary region BND
A
(X). Obviously, criterion
(22) can be also redened in terms of the BRS or VPBRS data driven regions.
We describe such an approach in the following subsections.
4.2 Certainty Gain Measures
The main objective of predictive models derived within the rough set frame-
work is the increase in the degree of certainty in decision-making processes.
Given A = (U;A) and X  U , we can use attributes a 2 A to construct
X-oriented decision rules corresponding to the induced partition classes. In-
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tuitively, the reduction of attributes causes potential decrease of certainty in
approximating X. On the other hand, we would still lik e to do it for the
purpose of obtaining more reliable rules, corresponding to larger classes of
objects. T o balance these tendencies, we need a measure of certainty provided
b y each particular B  A. Then we would be able to analyze the dynamics
of this measure while reducing attributes.
In [16] a measure of certainty gain was introduced within the framework of
VPRS. In this subsection, we apply that measure to evaluation of approxima-
tion regions formed with the BRS and VPBRS models. In the next subsection
we use it in the approximate reduction process. The local certainty gain is as-
sociated with every elementary set E reecting the degree of certainty increase
or decrease, relative to the prior probability P (X). That is:
g(XjE) = P (XjE)=P (X)  1(24)
For more comprehensive justication behind the choice of the function g we
will refer the reader to [16], as well as to [11], where statistical aspects of
the classication quality are analyzed in more detail. In [9] we identied the
follo wing correspondencebetween g and BRS regions:
g(XjE) > 0, E  POS

(X), E  NEG

(:X), g(:XjE) < 0
(25)
Analogously, we can do it in VPBRS, for a given " 2 [0; 1):
g(XjE)  (1  ")P (:X)=P (X), E  POS
"
(X),
, E  NEG
"
(:X), g(:XjE)   (1  ")
(26)
Based on the notion of a local gain, the local relative gain is dened as
r(XjE) =
8
<
:
P (XjE)=P (X)  1 i P (X=E) > P (X)
P (:XjE)=P (:X)  1 otherwise
(27)
The local relative gain represents relative improvement in the prediction ac-
curacy when predicting either X or :X, depending upon the eect of the
new information about an object matching the description of the atomic set
E. The eect may be positive, that is it can lead to higher chances of X
occurrence than prior probability of X, or negative, leading to higher chances
of :X occurrence than the prior probability P (:X). The local relative gain
measure can be extended to a global measure of certainty gain R(X) ov er all
elementary sets, b ytaking their statistical av erage value:
R(X) =
P
E2Eq
P (E)r(XjE)
(28)
It can be expressed very easily in terms of the BRS model regions. That is:
R(X) = [P (POS

(X)jX)  P (POS

(X))]
+ [P (NEG

(X)j:X)  P (NEG

(X))]
(29)
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where
P (POS

(X)) =
P
E:EPOS

(X)
P (E)
P (POS

(X)jX) =
P
E:EPOS

(X)
P (EjX)
(30)
It can be also shown [9] that the values of R are related to the notions of
statistical irrelevancy and denability. Namely, for any target set X  U and
any relation Eq on U , we hav e inequalities 0  R(X)  1, where:
R(X) = 0, BND

(X) = U and R(X) = 1, BND(X) = ;
(31)
It indicates that R is an appropriate measure for evaluating the degree of cer-
tainty in approximating even ts (sets) by the the elementary sets of a universe.
4.3 Approximate Gain Reducts
F or approximation space A = (U;A), the even tX  U and subset of attributes
B  A, let us denote b y R
B
(X) the global relative gain measure induced
b y partition U=B. Given the measure R, we can consider the notion of an
R(X)-reduct { an irreducible B  A, which keeps the certainty degree of
approximating X at the same level as the whole set A, in terms of equality
R
B
(X) = R
A
(X)(32)
If A denes X, then R(X)-reducts are equal to the standard X-reducts. If A
does not dene X, we obtain y et another criterion of the attribute reduction
under inconsistency, which should be compared to condition (22). According
to [9], we hav e always inequality
R
B
(X)  R
A
(X)(33)
where (32) holds, if and only if each E
B
2 U=B satises
E
B
\ POS

A
(X) = ; or E \NEG

A
(X) = ;(34)
which is analogous to (22) for the BRS regions instead of the original rough
set regions. Hence, one can re-dene the notion of an R(X)-reduct in terms of
the ability to discern elementary sets contained in POS

A
(X) and NEG

A
(X).
In [8] various criteria of the attribute reduction under the approximate
k eeping of the certainty level were considered. In our approach, it corresponds
to the search for subsets B  A, for which the value of R
B
(X) is almost equal
to R
A
(X), i.e. which provide almost the same average certainty gain with
respect to the prior probability P (X) that that provided b y partition U=A.
One can model such a condition by means of discernibility between the VPBRS
regions: Let " 2 [0; 1), A = (U;A) and X  U be given. By an "-approximate
X-reduct we mean an irreducible B  A, for which each E
B
2 U=B satises
E
B
\ POS
"
A
(X) = ; or E
B
\NEG
"
A
(X) = ;(35)
Simple calculations provide the follo wing boundfor the decrease of the mea-
sure R while applying the abov e reduction criterion. It turns out that if each
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E
B
2 U=B satises condition (35), then
R
A
(X) R
B
(X)  (1  ")
P (BND
"
A
(X))
minfP (X); P (:X)g
(36)
When " is approaching to 1, the left side of the abov e inequality approaches
to 0. It corresponds to the BRS based characteristics (34) of condition (32).
On the other hand, if " is approaching to 0, then the abov e bound becomes
to be mainly related to the size of BND
"
A
(X), which is increasing up to
BND
0
A
(X) = BND
A
(X). Since
BND
A
(X) =
S
fE 2 U=A : 0 < P (XjE) < 1g
(37)
is usually very large for real life data, the loss of the level ofR while basing on "-
approximate X-reducts may be unacceptable. Hence, the reduction condition
(35) is expected to work better for relatively high values of ", for which the
factor (1   ") is close to 0 and the region BND
"
A
(X) is small enough, close
to BND

A
(X). F urther inv estigation is needed to compare the performance of
the proposed reduction principle with the other approaches [1,8].
5 Final Remarks
We in troduced a parametric renement of the Bay esian rough set model b y
allo wing single parameter controlled degree of "-imprecision in boundary area
denition, based on prior probability of the target set as a reference. The use
of the parameter " makes the Bay esian rough set model more applicable to
practical problems where small deviations from prior probability a lik ely to
occur due to noise or measurement inaccuracy. The global relative gain func-
tion, which measures the average amount of certainty improvement provided
b y a predictive model, is used as the model's information quality measure.
We demonstrate its usefulness in computation of attribute reducts. We show
that for denable sets in this model, the denability preserving reducts are
equivalent to the global relative gain value preserving reducts. The presented
approach appears to be well suited for data mining applications where the
acquisition of probabilistic, rather than deterministic, predictive models from
data is of primary importance. F urther inv estigation and experiments are
planned to ev aluate the advantages of BRS and VPBRS models relative to
VPRS model and the original rough set approach to data analysis.
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