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Optimasi multiobjektif berfungsi untuk mengestimasi 
parameter model dengan fungsi tujuan lebih dari satu, 
sebagaimana dalam proses inversi data magnetotellurik (MT). 
Banyaknya fungsi objektif yang ingin dioptimasi memengaruhi 
kecepatan komputasi dari algoritma yang digunakan. Pada 
penelitian ini, dilakukan pemodelan inversi dengan menggunakan 
RR-PSO_ANS untuk mengestimasi paramater resistivitas dan 
ketebalan dari data MT 1D. Algoritma ini memiliki kecepatan 
pencarian solusi dan konvergensi yang cepat dan dapat 
memberikan informasi mengenai ketidakpastian solusi melalui 
Pareto Front (PF) yang dihasilkan. Dilakukan uji algoritma 
terhadap data  ZDT dan dilakukan perbandingan dengan NSGA-
II,  didapatkan bahwa meskipun nilai IGD NSGA-II sedikit lebih 
kecil, RR-PSO_ANS memiliki kecepatan komputasi yang lebih 
cepat, yaitu 30 kali lebih cepat dibandingkan dengan NSGA-II. 
Selain itu, PF yang dihasilkan juga sangat dekat dengan PF yang 
sebenarnya. Selanjutnya, hasil inversi beberapa data sintetik dan 
lapangan menunjukkan bahwa algotima RR-PSO_ANS mampu 
mengestimasi parameter fisis MT 1D dengan baik, dimana nilai 
RMS yang dihasilkan hanya berada pada orde 10-2-10-3 untuk data 
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In the multiobjective otimization, the number of objectives 
that should be minimized often affects the computing performance 
of an algorithm. Within this study, an inversion modeling is 
conducted by using RR-PSO_ANS to estimate the resistivity and 
the thickness of 1D magnetotelluric data. RR-PSO_ANS has an 
exceptionally fast convergence rate and rapid solution-search 
pace. The algorithm is tested and compared with NSGA II 
algorithm for solving the ZDT problems. The result shows that 
RR-PSO_AENS has a computing speed which is 30 times faster 
than that of NSGA-II even though the later algorithm has a 
slightly smaller IGD value. Later, RR-PSO_ANS is implemented 
to several synthetic data and a field data. The yielded results 
shows that the solution (Pareto Front) of the developed algorithm 
has a close value to the True Pareto Front and able to provide the 
information about the model uncertainty through the retrieved 
Pareto Front model. The final solution gave an information about 
how good the RR-PSO_ANS is in estimating the parameters of 1D 
MT data with RMS values only of 10-2-10-3 for synthetic data, and 
less than 5 % for field data. 
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BAB I  
PENDAHULUAN 
 
1.1 Latar Belakang 
Lapisan penyusun bumi terdiri atas 3 lapisan utama yaitu 
kerak bumi, mantel bumi, dan inti bumi. Kerak bumi memiliki 
kedalaman sekitar 25 km dan mantel bumi diperkirakan memiliki 
kedalaman mencapai 2890 km (Campbell, 1987). Terdapat 
beberapa macam sumber daya alam yang terletak di bawah 
permukaan bumi. Untuk mendapatkan informasi mengenai apa 
yang ada di bawah permukaan bumi dan bagaimana karakter yang 
dimilikinya, perlu dilakukan survey geofisika untuk mengetahui 
nilai parameter-parameter fisis yang ditimbulkan oleh material-
material dan struktur geologi yang ada di bawah permukaan bumi. 
Dengan menggunakan nilai parameter-parameter yang didapatkan 
dari survey geofisika, dapat dilakukan pemodelan lapisan bawah 
permukaan untuk mengetahui persebaran parameter fisis dan 
memperkirakan keadaan bawah permukaan. Salah satu parameter 
pengukuran yang dapat menggambarkan tentang keadaan fisis 
dan karakter penyusun lapisan ialah konduktivitas (Rokityansky, 
1982). Melalui parameter ini, banyak informasi yang bisa 
didapatkan seperti material apa saja yang ada pada suatu lapisan, 
karakter kelistrikan batuan, zona-zona tertentu seperti zona 
reservoir, zona melting dan zona dehidrasi, dan masih banyak 
informasi lainnya.  
Metode geofisika yang biasa digunakan untuk mengetahui 
parameter konduktivitas bumi adalah metode geolistrik. Namun 
sayangnya, jangkauan kedalaman pengukuran metode tersebut 
tidak terlalu dalam. Salah satu metode yang dapat menjangkau 
target survey pada kedalaman yang besar adalah magnetotellurik. 
Metode magnetotellurik (MT) merupakan metode geofisika 
berbasis elektromagnetik dengan jangkauan penetrasi yang 
bergantung pada frekuensi gelombang elektromagnet. Metode ini 
memanfaatkan medan elektromagnet alami bumi berupa arus 




MT, dilakukan pengukuran komponen medan magnet dan medan 
listrik bumi untuk kemudian diolah untuk mendapatkan nilai 
resistivitas semu dan fasa. Konduktivitas bawah permukaan dapat 
diamati melalui analisa data resistivitas. 
Untuk mengetahui bagaimana distribusi resistivitas pada 
perlapisan bumi, diperlukan adanya pemodelan berdasarkan 
parameter tersebut. Ada dua jenis pemodelan yang bisa dilakukan, 
yaitu pemodelan ke depan (forward modeling) dan pemodelan 
inversi (inverse modeling). Permasalahan utama yang ada pada 
pemodelan geofisika adalah adanya solusi hasil yang tidak 
tunggal. Menurut Grandis (2009), penyebab ketidaktunggalan 
solusi pemodelan antara lain: 1). Sifat fisika dari fenomena yang 
ditinjau, 2). Adanya noise, dan 3). Kekurangan data untuk 
menjadi constraint solusi. Sampai saat ini, pengembangan dalam 
pemodelan data MT masih terus dilakukan. Beberapa teknik 
pemodelan yang digunakan untuk bisa mendapatkan hasil yang 
lebih cocok dengan data observasi sehingga dapat digunakan 
sebagai representasi keadaan bawah permukaan. 
Model inversi non linear yang menggunakan pendekatan 
lokal cenderung menimbulkan masalah konvergensi dan 
membutuhkan model awal yang cukup dekat dengan solusi 
(Grandis, 2009). Solusi yang dihasilkan dengan menggunakan 
metode ini bersifat minimum lokal, sehingga seringkali hasil 
pemodelan bukanlah model optimum. Untuk menghindari hal 
tersebut, maka dilakukan pemodelan inversi yang menggunakan 
pendekatan global. 
Terdapat beberapa metode yang bisa digunakan dalam 
menentukan minimum global, salah satunya adalah metode 
stokastik. Menurut Kan dan Timmer (1984), metode stokastik 
mampu menentukan baik minimum lokal maupun global. Dalam 
menentukan minimum global, metode stokastik menganalisa 
fungsi objektif dalam sejumlah sampel acak. Fungsi objektif yang 
digunakan dalam pencarian solusi optimum metode stokastik 
dapat berupa objektif tunggal atau multiobjektif (lebih dari satu 




parameter yang akan diminimumkan, karena itu, digunakan 
teknik optimasi multiobjektif dalam penentuan solusi 
optimumnya. 
Dalam optimasi multiobjektif, adanya lebih dari satu fungsi 
objektif menyebabkan proses komputasinya menjadi kurang 
efisien. Karena itu, pengembangan terhadap pendekatan-
pendekatan yang lebih efisien terus dilakukan. Multiobjective 
Optimization Evolutionary Algorithm (MOEA) merupakan 
metode stokastik berbasis populasi dan merupakan metode sangat 
efektif dalam penentuan solusi optimum hanya dalam satu kali 
pemrosesan (Mashwani et al., 2015). MOEA mengalami 
perkembangan dari waktu ke waktu. Ada beberapa jenis MOEA 
yang muncul diantaranya adalah MOEA berbasis Pareto 
Dominance, dekomposisi, Indikator, Seleksi Semetrik, dan masih 
ada beberapa lainnya. Namun demikian, jika jumlah objektif yang 
harus diminimumkan meningkat, maka keefektifan dari MOEA 
pun juga akan semakin menurun. Dari masalah tersebut, 
pencarian pendekatan-pendekatan baru yang lebih efektif terus 
dilakukan. Penelitian serupa dilakukan oleh Ramadhani (2016) 
dengan menggunakan NSGA-II. Hasil inversi dari penelitian ini 
menunjukkan bahwa NSGA-II memiliki kualitas solusi yang 
bagus dalam penyelesaian masalah optimasi multiobjektif, hanya 
saja, waktu yang dibutuhkan dalam proses inversinya cukup lama. 
Pramudiana (2016) juga melakukan penelitian untuk 
mengoptimasi permasalahan multiobjektif dengan menggunakan 
algoritma Multi-objektif Dragonfly dan menghasilkan solusi 
optimum yang bagus dalam penentuan parameter fisis pada data 
magnetotellurik 1D. Kedua penelitian tersebut menunjukkan 
bahwa meskipun MOEA memiliki kemampuan yang unggul 
dalam menyelesaikan permasalahan multiobjektif, perlu 
dilakukan suatu peningkatan kualitas performa dari MOEA saat 
fungsi objektif yang akan diminumkan bertambah. 
 Salah satu MOEA yang beberapa tahun belakangan ini 
sering digunakan adalah algoritma Particle Swarm Optimization 




kecepatannya dalam pencarian solusi optimum. Dalam beberapa 
dekade terkahir, muncul algortima-algoritma baru yang didapat 
dari pengembangan PSO, salah satunya adalah Regressive-
Regressive Particle Swarm Optimization (RR-PSO). Diantara 
varian PSO lainnya, RR-PSO merupakan algoritma yang 
memiliki beberapa keunggulan, diantaranya adalah kemampuan 
eksplorasi dalam ruang pencarian solusi yang lebih baik seperti 
yang diungkapkan oleh Fernandez-Martinez et al. Selain itu, RR-
PSO juga memiliki tingkat konvergensi yang tinggi dan kecepatan 
dalam penentuan solusi optimum pada suatu fungsi objective 
(Laby et al., 2016). 
Zhang et al. (2016) memperkenalkan Approximate Non-
dominated Sorting (ANS), sebuah pendekatan Non-dominated 
sorting yang mana prosedur ini bekerja dengan cara 
mengelompokkan solusi yang ada berdasarkan hubungan Pareto 
Dominance-nya. Dari penelitian yang dilakukan, pendekatan ANS 
ternyata membuat proses komputasi lebih efisien dalam 
menyelesaikan masalah multiobjektif dengan melakukan 
perbandingan tiga objektif diantara dua solusi yang ada untuk 
menentukan hubungan dominasinya. 
Lamanya proses komputasi dalam optimasi multiobjektif 
seiring dengan bertambahnya fungsi objektif yang ada menjadi 
suatu masalah yang harus dipecahkan. Penambahan metode ANS 
pada RR-PSO ditujukan untuk mencapai suatu metode optimasi 
multiobjektif yang dapat tetap beroperasi dengan cepat dalam 
penentuan solusi optimum meskipun jumlah parameter yang 
digunakan bertambah. 
 
1.2 Perumusan Masalah 
Berdasarkan latar belakang di atas, maka dapat dirumuskan 
permasalahan dalam penelitian ini yaitu: 
1. Bagaimana hasil inversi dari algortima RR-PSO_ANS 
2. Bagaimana kemampuan algortima RR-PSO_ANS dalam 
menentukan parameter fisis data magnetotellurik 1D pada 





1.3 Tujuan Penelitian 
Tujuan dari penelitian ini adalah: 
1. Mengetahui hasil inversi dari algoritma RR-PSO ANS 
2. Mengetahui kemampuan algortima RR-PSO_ANS dalam 
menentukan parameter fisis data magnetotellurik 1D pada 
berbagai model lapisan. 
 
1.4 Batasan masalah 
Pada penelitian ini, memiliki batasan masalahan sebagai 
berikut: 
1. Metode optimasi dalam proses inversi yang digunakan 
adalah algoritma RR-PSO_ANS 
2. Data yang digunakan dalam penelitian ini adalah data 
magnetotellurik 1-D 
3. Terdapat Asumsi-asumsi data magnetotellurik 1D yang harus 
dipatuhi 
 
1.5 Manfaat penelitian 
Penelitian ini diharapkan dapat memberikan gagasan 
mengenai pengembangan algoritma RR-PSO dengan metode 
seleksi individu ANS untuk menghasilkan algoritma yang lebih 
efisien dan akurat dalam permasalahan inversi data geofisika. 
 
1.6 Sistematika Penulisan 
Pada penulisan Tugas Akhir ini terdiri dari abstrak yang 
menggambarkan tentang gambaran umum dari penelitian ini. Bab 
I yang berisikan tentang latar belakang, perumusan masalah, 
tujuan penelitian, batasan masalah, manfaat penelitian dan 
sistematika penulisan. Bab II berisikan tentang tinjauan pustaka 
yang berkaitan dengan dasar teori sebagai acuan dari penelitian. 
Bab III berisikan tentang metodologi. Bab IV berisikan tentang 
hasil penelitian dan pembahasannya. Dan Bab V berisikan tentang 













2.1 Metode Magnetotellurik 
Metode  magnetotellurik  (MT)  adalah suatu metode dari 
geofisika yang bersifat pasif yang memanfaatkan medan 
elektromagnetik alami sebagai sumber  gelombang  atau  energi  
untuk mengetahui  struktur  tahanan  jenis  bawah permukaan. 
Metode ini dapat digunakan untuk menentukan sifat listrik bahan 
pada kedalaman yang relatif besar di dalam bumi. Perbedaan pada 
sinyal tercatat digunakan untuk memperkirakan distribusi 
resistivitas listrik bawah permukaan. Medan  elektromagnetik 
yang  digunakan mempunyai  rentang  frekuensi  yang  panjang 
sehingga  mampu  menyelidiki  bawah permukaan  dari  
kedalaman  puluhan  hingga ribuan  meter.   
 
Gambar 2. 1 Rentang resisitivitas-konduktivitas berbagai material 
(Grandis, 2005) 
 
Gambar 2.1 merupakan suatu diagram yang 
menggambarkan tentang rentang nilai resistivitas dan 
konduktivitas dari berbagai material dan fluida. Dengan adanya 





ada pada perlapisan bawah permukaan juga akan lebih mudah 
untuk dianalisa. 
 
2.1.1 Sumber Magnetotellurik 
Sumber-sumber medan elektromagnetik yang digunakan 
bersumber dari petir dan matahari. Medan elektromagnet dengan 
frekuensi tinggi (>1 Hz) berasal dari aktivitas meteorologisberupa 
petir. Petir terjadi akibat adanya  perbedaan  potensial  antara  
awan yang satu dengan awan yang lainnya atau antara awan 
dengan bumi. Proses terjadinya muatan pada awan disebabkan 
oleh pergerakan awan yang terus menerus dan teratur. Selama 
pergerakannya awan akan berinteraksi dengan awan yang lainnya 
sehingga muatan negatif akan berkumpul pada salah satu sisi 
awan, sedangkan muatan positif akan berkumpul pada salah satu 
sisi lainnya. Jika perbedaan potensial antara awan dan bumi 
cukup besar, maka akan terjadi pembuangan muatan negatif dari 
awan ke bumi atau sebaliknya untuk mencapai kesetimbangan. 
petir yang terjadi di suatu tempat akan menimbulkan  gelombang  
elektromagnet  yang  terperangkap  diantara  lapisan  ionosfer  
dan  bumi (wave guide) dan kemudian menjalar mengitari bumi. 
Sumber medan elektromagnetik yang lain adalah solar wind. 
Solar wind memilik rentang frekuensi kurang dari 1 Hz (Simpson 
and Bahr, 2005).  
Gambar 2.2 menggambarkan bagaimana proses terjadinya 
medan elektromagnetik di Bumi yang diakibatkan oleh solar 
wind. Solar wind ini bersumber dari plasma matahari yang 
membawa proton dan elektron, berhembus secara terus menerus 
kearah bumi dengan intensitas yang berbeda. Ketika solar wind 
ini bersentuhan dengan magnetopause bumi, maka proton dan 
elektron yang dibawa olehnya akan berpencar ke arah yang 
berbeda dan menimbulkan arus listrik dan medan magnet. Adanya 
variasi densitas, kecepatan dan intensitas medan magnet solar 
wind akan menyebabkan distorsi pada magnetopause. Medan 
elektromagnet yang dihasilkan oleh solar wind akan terus 




partikel yang berada di dalamnya sehingga menyebabkan 
timbulnya gelombang elektromagnet yang mengalir pada ionosfer 
dan terus menjalar ke permukaan bumi. Gelombang 
elektromagnet yang berhasil menembus permukaan bumi akan 
berinteraksi dengan material-material dalam bumi yang dapat 
menyebabkan timbulnya arus eddy (Hakim dkk, 2014).  
 
 
Gambar 2. 2 Terbentuknya medan elektromagnetik pada bumi karena 
solar wind (Simpson and Bahr, 2005) 
. 
 
2.1.2 Prinsip Dasar Magnetotellurik 
Terdapat beberapa asumsi dasar yang harus dipatuhi 
dalam mengkaji tentang Metode magnetotellurik sebagaimana 
yang telah dijelaskan oleh Simpson dan Bahr (2005). Asumsi-
asumsi tersebut meliputi: 





2. Bumi hanya menyerap dan menyebarkan medan 
elektromagnetik yang mengalir padanya dan tidak 
menghasilkan medan elektromagnetik dengan 
sendirinya. 
3. Semua medan yang berada di dalam bumi dianggap 
sebagai medan konservatif dan dapat diamati jauh dari 
sumbernya. 
4. Sumber medan elektromagnetik adalah medan 
elektromagnetik alami yang dihasilkan dari proses 
meteorologi (petir) maupun dari solar wind dan 
dianggap uniform. 
5. Tidak terdapat akumulasi muatan bebas pada setiap 
lapisan bumi. 
6. Bumi dianggap sebagai medium konduktif yang dapat 
menghantarkan arus listrik. 
7. Medan perpindahan elektrik bersifat quasi-static untuk 
periode perekaman MT. 
8. Variasi permitivitas dan permeabilitas listrik dari 
batuan dianggap tidak ada. 
 
Metode magnetotellurik ini menggunakan dasar 
Persamaan Maxwell yang merupakan persamaan dasar untuk 





   (2. 1) 
∇𝑥𝐻 = 𝑗𝑓 +
𝜕𝐷
𝜕𝑡
   (2. 2) 
∇ ∙ 𝐷 = 𝜂𝑓   (2. 3) 
∇ ∙ 𝐵 = 0   (2. 4) 
dengan B adalah fluks magnetik, E dan H berturut – turut adalah 
medan listrik dan medan magnet, ηf merupakan rapat muatan 




Parameter-parameter pada Persamaan Maxwell tersebut 
memiliki hubungan: 
𝐵 = μH   (2. 5) 
𝐷 = 𝜀𝐸    (2. 6) 
𝑗 = 𝜎𝐸 =
𝐸
𝜌
   (2. 7) 
dengan σ adalah konduktivitas listrik, μ adalah permeabilitas 
magnetik, ε merupakan permitivitas listrik, dan ρ adalah tahanan 
jenis.
 
Sebagai upaya untuk menyederhanakan masalah, medium 
dianggap bersifat homogen isotropis. Selanjutnya digunakan 
pendekatan keadaan kuasistatik dimana harga dari ε dapat 
diabaikan terhadap σ dan μ karena ωμσ >> ω2με untuk μ = μ 0 = 








   
(2. 8) 









   
(2. 9) 
    
 
 
Dilakukan juga penyederhanaan persamaan terhadap waktu dan 
dihasilkan persamaan difusi: 
∇2𝐸 = 𝑘2𝐸   (2. 10) 
∇2𝐻 = 𝑘2𝐻   (2. 11) 
dengan nilai bilangan gelombang k =±√𝑖𝜔𝜇0𝜎. 
 
Prinsip kerja dari metode ini adalah proses induksi 
elektromagnetik yang terjadi pada anomali bawah permukaan. 
Medan  elektromagnet yang menembus  bawah  permukaan  akan 




sehingga menghasilkan E dan magnetik  sekunder  (arus  eddy),  
yang kemudian  akan  direkam  oleh  alat magnetotellurik.  
Gelombang elektromagnetik yang menembus permukaan bumi 
akan mengalami peluruhan amplitudo terhadap kedalaman dan 
akan memberikan besar skin depth (δ). Skin depth merupakan 
kedalaman suatu medium dimana amplitudo gelombangnya sudah 
mengalami atenuasi, yaitu pelemahan gelombang akibat jarak 





   (2. 12) 
 
 Berdasarkan  pada  sifat  penjalaran  medan  
elektromagnet pada anomaly konduktif, kedalaman penetrasi 
bergantung  pada  frekuensi  dan  resistivitas material  bawah  
permukaan.  Material  yang memiliki  resistivitas  yang  kecil  
mempunyai  daya tembus yang kecil, dan medan elektromagnet 
yang mempunyai  frekuensi  yang  tinggi  mempunyai daya 
tembus yang kecil.  
Pada metode magnetotellurik terdapat parameter fisis 
yang disebut dengan impedansi (Z). Impedansi merupakan 
perbandingan antara komponen medan listrik dan medan magnet 
yang saling tegak lurus. Pada model bumi homogen (1-D) 




= √𝑖𝜔𝜇0𝜌  (2. 13) 







   
(2. 14) 

















   
(2. 15) 
dimana pada model bumi homogen (1-D) E dan H tidak 
dipengaruhi oleh arah x dan y (Zxy= -Zyx ; Zxx =Zyy = 0 ) 
(Wahyu dkk, 2013). 
 
2.2  Pemodelan Data Geofisika 
Pengukuran lapangan dilakukan dengan tujuan untuk 
mengetahui kondisi pada daerah tersebut. Pada survey geofisika, 
data lapangan yang didapatkan digunakan untuk mengekstrak 
informasi keadaan bawah permukaan. Untuk mengetahui 
bagaimana keadaan bawah permukaan, perlu dilakukan adanya 
proses pemodelan terhadap parameter-parameter terukur yang ada 
pada data lapangan.Pada pemodelan data geofisika, diperkenalkan 
dua jenis metode pemodelan yaitu pemodelan ke depan (forward 
modeling) dan pemodelan inversi.  
 
 
Gambar 2. 3  Pemodelan data geofisika secara umum 
Forward modeling merupakan sebuah proses pemodelan 
dimana dilakukan prediksi terhadap data observasi   dengan 
menggunakan parameter fisis yang sudah diketahui, 
sebagaimana yang disajikan pada Gambar 2.3. Tarantola (2005) 
mendefinisikan forward modeling sebagai suatu hukum fisika 




dengan menggunakan parameter observasi. Proses forward 
modeling ini merupakan proses iterasi yang cukup rumit dengan 
melibatkan trial and error pada parameter data untuk 
mengetahui di bagian data mana yang terdapat misfit untuk 
kemudian dimodifikasi sampai menemukan data yang fit dengan 
data observasi. 
Jika dalam forward modeling dilakukan prediksi data 
berdasarkan model, maka yang sebaliknya terjadi pada pemodelan 
inversi. Pada pemodelan inversi dilakukan penentuan dan estimasi 
parameter model langsung berdasarkan data lapangan (Menke, 
1984). Dalam pemodelan inversi, dilakukan pencarian solusi 
optimum dari model dengan cara meminimumkan fungsi objektif 
pada data dengan menggunakan teknik penyelesaian secara 
matematis dan statistik. Supriyanto (2007) menjelaskan 
pemodelan inversi dilakukan untuk mengesitimasi parameter fisis 
batuan yang belum diketahui sebelumnya dengan melakukan 
curve fitting antara model matematika dan data lapangan. Secara 
umum, permasalahan dalam pemodelan inversi dapat dinyatakan 
oleh (Martinez et al., 2012):  
 
F (m) = d   (2. 16) 
dimana m, d, dan F(m) berturut-turut adalah parameter model, 
data observasi, dan representasi model kedepan. Penyelesaian 
masalah inversi tersebut diharapkan dapat memberikan hasil nilai 
parameter m yang unik. Namun terdapat beberapa faktor yang 
membuat solusi yang dihasilkan menjadi tidak unik Fernandez-
Martinez et al. (2012), diantaranya adalah model kedepan adalah 
penyederhanaan dari keadaan sesungguhnya, dan data observasi 
selalu mengandung noise.  
 Noise yang terdapat dalam data dapat memengaruhi 
bentuk pemodelan. Dalam beberapa kasus, adanya noise pada 
data dapat meningkatkan jumlah minimum lokal yang dapat 
membuat seleksi solusi optimum menjadi tidak mudah. Metode 
optimasi dengan menggunakan minimum lokal tidak dapat 




dilakukan pendekatan dengan menggunakan optimasi minimum 
global. Terdapat berbagai macam metode optimasi global yang 
dapat digunakan dalam menyelesaikan permasalahan inversi, 
beberapa diantaranya adalah Multiobjective Optimization 
Evolutionary Algorithm (MOEA) dan Particle Swarm 
Optimization (PSO). 
 
2.3 Multiobjective Optimization using Evolutionary 
Algorithm (MOEA)  
Pemodelan inversi non-linear cenderung fokus pada 
pencarian minimum lokal. Pada suatu pemodelan, sangat 
mungkin apabila terdapat lebih dari satu nilai minimum lokal 
yang muncul, dan hal ini menjadi penyebab ketidakunikan pada 
solusi pemodelan. Semakin banyak minimum lokal yang muncul 
dapat membuat kemungkinan solusi terjebak pada minimum lokal 
semakin besar, sementara fungsi optimum yang diinginkan berada 
pada minimum global. Untuk menghindari hal tersebut, maka 
dilakukan pemodelan inversi non-linier yang menggunakan 
pendekatan global. 
Terdapat beberapa metode yang bisa digunakan dalam 
menentukan minimum global, salah satunya adalah metode 
stokastik. Metode stokastik mampu menyelesaikan masalah yang 
berkaitan dengan noise pada suatu data, sistem non-linier, sistem 
berdimensi tinggi, atau pada permasalahan yang tidak dapat 
diselesaikan dengan metode deterministik klasik (Spall, 2012). 
Menurut Kan and Timmer (1984), metode stokastik mampu 
menentukan baik minimum lokal maupun global. Dalam 
menentukan minimum global, metode stokastik menganalisa 
fungsi objektif dalam sejumlah sampel acak. Fungsi objektif yang 
digunakan dalam pencarian solusi optimum metode stokastik 
dapat berupa objektif tunggal atau multiobjektif (lebih dari satu 
fungsi objektif). Pada data yang memiliki dua parameter atau 





Optimasi multiobjektif menitikberatkan pada permasalahan 
meminimumkan lebih dari satu fungsi objektif. Secara matematis, 
persamaan untuk optimasi multiobjektif diberikan oleh: 
 
 
minimize [𝑓1(𝑥), 𝑓2(𝑥),… , 𝑓𝑛(𝑥)]  
𝑇 (2. 17) 
𝑥 ∈Ω 
dengan Ω merupakan ruang ketetapan, x = (x1, x2,…,xn)T 




Gambar 2. 4. Klasifikasi dari Optimasi Multi-Objektif (Talbi, 2009)  
Gambar 2. 4 menunjukkan berbagai jenis algoritma yang 
digunakan dalam optimasi multiobjektif. Berdasarkan pendekatan 
yang dilakukan, optimasi multiobjektif dibagi menjadi tiga yaitu 
optimasi dengan menggunakan pendekatan (Talbi, 2009): 1) a 
priori, dimana pembuat ketetapan memberikan pilihan solusi 




menggabungkan beberapa fungsi objektif untuk mendapatkan satu 
fungsi objektif yang akan dioptimasi, 2) interaktif, dimana 
terdapat interaksi progresif antara pembuat ketetapan dan 
pemecah solusi, 3) a posterioiri, yang mana pada pendekatan ini, 
pembuat ketetapan dilibatkan setelah proses pencarian pada 
pendekatan a posteriori untuk menentukan solusi Pareto optimal 
dari fungsi objektif. 
Pada optimasi multiobjektif a posteriori, pendekatan 
yang sering digunakan dalam menentukan solusi Pareto adalah 
pendekatan berbasis algoritma evolusioner. Multiobjective 
Optimization Evolutionary Algorithm (MOEA) dianggap sangat 
efektif dalam menentukan solusi Pareto hanya dalam satu kali 
pemrosesan (Mashwani et al., 2015). Adapun tujuan dari 
pendekatan ini adalah untuk menentukan model parameter yang 
memberikan solusi Pareto sebaik mungkin dengan fungsi dua 
fungsi objektif atau lebih. Namun demikian, proses pencarian 
solusi optimum yang diinginkan bisa menjadi proses yang rumit. 
Apabila jumlah objektif yang harus diminimumkan meningkat, 
maka keefektifan komputasi dari MOEA pun juga akan semakin 
menurun. Dari masalah tersebut, pencarian pendekatan-
pendekatan baru yang lebih efektif terus dilakukan untuk 
menyelesaikan masalah-masalah multiobjektif yang lebih 
kompleks. 
Dari waktu ke waktu, pengembangan MOEA terus 
dilakukan. MOEA berbasis dominasi menjadi salah satu 
penyelesaian multiobjektif yang efektif dalam menyelesaikan 
masalah pada optimasi multiobjektif kompleks. MOEA berbasis 
dominasi pertama kali dikenalkan oleh Goldberg (1989) dalam 
algoritma genetik (GA). Beberapa hasil pengembangan MOEA 
yang paling populer (Khan et al., 2015) antara lain adalah Non-
dominated Sorting Genetic Algorithm  (NSGA-II), Strength 
Pareto-Evolutionary Algorithm (SPEA2),  Pareto Archive 
Evolution Strategy (PAES), Multi-Objective Genetic Algorithm 




Menurut Zhang et.al (2016), timbul dua masalah baru yang 
muncul dari MOEA berbasis dominasi. Pertama, seiring dengan 
bertambahnya fungsi objektif, maka penentuan kualitas solusi 
juga akan menurun, menyebabkan pencarian individu untuk solusi 
Pareto menjadi menurun. Kedua, dengan bertambahnya waktu 
pemrosesan data yang dibutuhkan pada metode non-dominated 
sorting akan menyebabkan efisiensi dari MOEA menurun. 
Sehingga, ia mengembangkan sebuah pendekatan baru yaitu 
Approximate Non-Dominated Sorting (ANS) dengan tujuan untuk 
mengurangi runtime dan meningkatkan efisiensi pada 
permasalahn optimasi multiobjektif yang memiliki lebih dari dua 
fungsi objektif. 
2.3.1 Approximate Non-Dominated Sorting (ANS) 
Kebanyakan dari metode-metode MOEA berbasis dominasi 
bermasalah pada besarnya runtime yang dibutuhkan sehingga 
mengurangi efisiensi dari algoritma tersebut. Tujuan utama dari 
dilakukannya perbaikan pada algoritma-algoritma yang sudah ada 
sebenarnya adalah untuk mengurangi jumlah perbandingan 
dominasi yang berlebihan pada setiap kali run sebanyak mungkin. 
Jika terdapat dua solusi dengan M buah fungsi objektif, maka 
perbandingan yang harus dilakukan setidaknya minimal dua 
fungsi objektif dan maksimal M buah fungsi objektif. Hal inilah 
yang menyebabkan menurunnya efisiensi pada MOEA saat fungsi 
objektifnya bertambah. Sehingga, Zhang et.al (2016) kemudian 
mengembangkan algoritma Approximate Non-Dominated Sorting 
(ANS) yang diharapkan dapat menyelesaikan permasalahan 
tersebut.  
Approximate Non-Dominated Sorting (ANS) merupakan 
improvisasi dari algoritma Efficient Non-dominated Sorting 
(ENS). Pada ANS, penentuan hubungan Pareto Dominance (PD) 
dilakukan hanya dengan membandingkan paling banyak tiga 
fungsi objektif saja. Jika setelah dilakukan perbandingan tiga 
fungsi objektif dan PD masih belum bisa ditentukan, maka solusi 
yang sudah berada pada suatu non-dominated front akan dianggap 






Gambar 2. 5 Tahap pengerjaan Approximate Non-Dominated Sorting 
(ANS). 
 Secara garis besar, prosedur kerja dari ANS disajikan 
pada Gambar 2.5. Misalkan terdapat M buah fungsi objektif yang 
harus diminimumkan dengan MOEA berpopulasi N. Pertama, 
ANS akan mengelompokkan N buah solusi berdasarkan solusi 
pertama secara urut. Jika urutan populas tersebut adalah p1, p2, 
…,pN, maka objektif pertama dari pi akan selalu lebih kecil atau 
sama dengan objektif pertama dari pj , jika i < j  dengan 1 ≤ i,j ≤ 
N. Sehingga akan berlaku pi mendominasi pj atau keduanya saling 
tidak mendominasi satu sama lain. Selanjutnya, ANS akan 
menormalisasi semua solusi sebelum melakukan sorting pada 
populasi P dengan menggunakan nilai minimum dan maksimum 
dari tiap objektif. Untuk semua solusi p = (f1, f2,…, fN) , maka 









Setelah normalisasi, kemudian dilakukan identifikasi dua fungsi 
objektif yang dimulai dari fungsi kedua M fungsi objektif untuk 
digunakan dalam perbandingan fungsi objektif dalam penentuan 
PD. Selanjutnya dilakukan penempatan solusi ke front pertama 
(F1). Solusi pertama p1 selalu berada pada F1. Untuk solusi 
selanjutnya, jika tidak terdominasi oleh p1 maka akan dimasukkan 
kedalam F1, tapi sebaliknya jika terdominasi oleh p1, maka solusi 
tersebut akan tetap berada di populasi. Kemudian ANS akan 
menempatkan solusi-solusi yang masih ada ke front yang lain. 
Tahapan ini terus dilakukan sampai semua solusi pada populasi 
berada pada sebuah front. 
 
2.4  Particle Swarm Optimization (PSO) 
Satu lagi metode stokastik yang dapat digunakan dalam 
permasalahan optimasi global, yaitu Particle Swarm Optimization 
(PSO). PSO merupakan anggota evolutionary algorithm (EA) 
yang menggunakan dasar paradigma swarm intelligence. 
Kennedy dan Eberhart (1995) menjelaskan bahwa terdapat lima 
prinsip dasar dari swarm intelligence menurut penelitian dari 
Millonas (1994) meliputi: 1) jarak atau kedekatan, 2) kualitas, 3) 
perbedaan respon, 4) stabilitas, dan 5) adaptabilitas. 
Algoritma PSO ini terinspirasi oleh perilaku sosial hewan 
berkelompok seperti burung dan ikan saat mencari makan. PSO 
yang dikembangkan oleh Kennedy dan Eberhart (1995) adalah 
sebuah algoritma yang sederhana namun sangat efektif dan efisien 
dengan hanya membutuhkan beberapa operator matematis 
sederhana serta tidak memakan banyak memori penyimpanan dan 
waktu. Tujuan awal diusulkannya algoritma ini adalah untuk 
menyimulasikan gerakan dari sekawanan burung yang tidak 
menententu, seperti tiba-tiba berubah arah, berpencar, dan 
kemudian kembali berkelompok secara grafik. Simulasi awal 
yang merupakan simulasi lingkungan social kelompok hewan 
kemudian dimodifikasi untuk menggabungkan kecocokan 




serta menggabungkan pencarian multidemensi dan percepatan 
berdasarkan jarak (Eberhart and Shi, 2001). 
Algoritma PSO memiliki kemiripan dengan algoritma 
genetik yaitu mengawali sistem dengan suatu populasi dari solusi 
acak. Namun demikian, PSO memiliki beberapa kelebihan 
tersendiri dibandingkan dengan algoritma genetik. Eberhart et al. 
(1995) mengungkapkan bahwa pada PSO, adanya interaksi pada 
populasi justru akan membuat semakin dekat dengan solusi yang 
dituju. Kemudian PSO juga memiliki memory, suatu aspek yang 
tidak dimiliki oleh algoritma genetik.  
Pada PSO, tiap-tiap solusi potensial atau partikel, dalam 
konteks ini diasumsikan sebagai sekawanan burung, diberikan 
suatu kecepatan acak dan kemudian dilepaskan ke dalam ruang 
multidimensi. Sekawanan burung yang mencari makan secara 
acak akan mengikuti anggotanya yang memiliki posisi terdekat 
dengan makanan. Dari keadaan ini sekawanan burung tersebut 
mendapatkan posisi terbaiknya (pbest).  Lalu anggota populasi ini 
akan mengingat posisi bagus tersebut dan kemudian 
menginfokannya ke anggota sekawanan lainnya yang kemudian 
akan mengikutinya menuju sumber makanan tersebut. Hal ini 
terus berulang sampai benar-benar ditemukan posisi sumber 
makanan yang paling bagus (gbest). 
Adapun prosedur penerapan dari optimasi global PSO 
menurut (Eberhart and Shi, 2001) adalah sebagai berikut: 
1.  Menentukan populasi partikel dengan kecepatan dan 
posisi acak pada dimensi D diruang masalah 
2.  Mengevaluasi fungsi fitness optimasi yang 
diinginkan untuk tiap partikel  
3.  Membandingkan evaluasi fitness partikel dengan 
pbest partikel 
4.  Membandingkan evaluasi fitness dengan gbest 
5. Mengubah kecepatan dan posisi partikel dengan 
berdasarkan: 





𝑐2𝑟𝑎𝑛𝑑() ∗ (𝑝𝑖𝑑 − 𝑥𝑖𝑑) 
𝑥𝑖𝑑+1 = 𝑥𝑖𝑑 + 𝑣𝑖𝑑   (2. 19) 
 
6. Pengulangan langkah kedua sampai ditemukan fitness 
yang bagus. 
 
PSO memliki beberapa keunggulan dibandingkan dengan 
algoritma-algoritma lainnya diantaranya adalah implementasi 
yang sederhana, tidak memiliki perhitungan yang overlapping, 
dapat diselesaikan lebih mudah, kecepatan pencarian solusi 
optimum sangat cepat, dan mengadopsi kode bilangan real yang 
ditentukan langsung oleh solusi (Rini et al., 2011). Disamping itu, 
PSO juga masih memiliki beberapa kelemahan yang perlu 
diperbaiki seperti mudah terjebak pada minimum lokal jika 
berada pada ruang berdimensi tinggi, serta tingkat konvergensi 
yang rendah pada proses iterasi (Li et al., 2014). 
 Dari kekurangan-kekurangan yang dimiliki oleh PSO ini 
kemudian mendorong adanya improvisasi dari algoritma tersebut. 
PSO kemudian mulai dikembangkan dan muncul generasi varian 
PSO yang dapat digunakan dalam berbagai permasalahan, 
diantaranya adalah Generalized Particle Swarm Optimization 
(GPSO), Centered-Centered Particle Swarm Optimization (CC-
PSO), Progressive- Progressive  Particle Swarm Optimization 
(PP-PSO) , dan Regressive-Regressive Particle Swarm 
Optimization (RR-PSO). 
 
2.4.1  Regressive- Regressive Particle Swarm Optimization 
(RR-PSO) 
Regressive-Regressive Particle Swarm Optimization (RR-
PSO) merupakan salah satu varian dari algoritma PSO yang 
dikembangkan oleh Fernandez-Martinez et al. (2010) melalui 















dengan menggunakan diskritisasi regresi pada percepatan dan 
kecepatan. Fernandez-Martinez et al. (2010) merumuskan 
algoritma RR-PSO secara matematis sebagai berikut: 
 
𝑥′(𝑡) ≈









  (2. 20) 
 
 
Pada persamaan tersebut berlaku hubungan: 
 
𝑥(𝑡) = 𝑥(𝑡 − ∆𝑡) + 𝑣(𝑡)∆𝑡 , 
 
𝑣(𝑡) − 𝑣(𝑡 − ∆𝑡)
∆𝑡
+ (1 − 𝜔)𝑣(𝑡) + 𝜙 (𝑥(𝑡 −Δ𝑡)) 
+𝑣(𝑡)Δ𝑡) = 𝜙1𝑔(𝑡 − 𝑡0) +  𝜙2𝑙(𝑡 − 𝑡0)  (2. 21) 
 









(2. 22)                 
 







 𝑣(𝑡) + 𝜙1Δ𝑡(𝑔(𝑡) − 𝑥(𝑡)) + 𝜙2Δ𝑡(𝑙(𝑡) − 𝑥(𝑡))
1 + (1 − 𝜔)Δ𝑡 + 𝜙Δ𝑡2
 , 
 
𝑥(𝑡 +Δ𝑡) = 𝑥(𝑡) + 𝑣(𝑡 +Δt)Δt                               (2. 23) 
 
dengan 𝜙 = 𝜙1 + 𝜙2, kemudian (1- ω), g, l, ϕ1, ϕ2 , ω masing 
masing adalah konstanta kekakuan, posisi gbest, posisi lbest, 
random global dan percepatan lokal, serta bobot inersia. 
Dibandingkan dengan varian PSO lainnya, RR-PSO memeliki 
kelebihan pada beberapa aspek seperti kemampuan eksplorasi dan 
tingkat konvergensi yang lebih bagus serta penentuan parameter 
yang lebih mudah. 
 Dalam algortima RR-PSO yang digunakan, terdapat 
proses mutasi yang berfungsi untuk menghasilkan generasi baru. 
Hal ini ditujukan untuk menambah kemampuan algoritma dalam 
pencarian solusi optimum dan menghindari terjebaknya solusi 
pada minimum lokal dengan menghambat konvergensi. Secara 





𝑙 )𝛿𝑘    (2. 24) 
dimana ck adalah partikel yang dihasilkan dari proses mutasi 
dan pk adalah partikel orang tua dari hasil mutasi. 𝑝𝑘
𝑢 dan 𝑝𝑘
𝑙  
merupakan batas atas dan batas bawah dari pk, dan 𝛿𝑘 adalah 





− 1,            𝑟𝑘 < 0.5
1 − [2(1 − 𝑟𝑘)
1
𝜂𝑚+1
,    𝑟𝑘 > 0.5
   (2. 25) 
dengan rk adalah angka acak uniform yang berada pada interval 0-





2.5 Pemodelan Ke Depan Data Magnetotellurik 1-D 
Data magnetotellurik 1-D merupakan data yang paling 
sederhana dimana pada data ini, resistivitas semu hanya bervariasi 
pada kedalaman. Pada data MT 1-D, model bumi dianggap 
sebagai model berlapis horizontal, dimana pada tiap lapisannya 
memiliki resistivitas homogen pada tiap lapisan (Gambar 2.6). 
 
Gambar 2. 6 Ilustrasi model bumi berlapis horizontal (Grandis, 2009) 
Pada model bumi berlapis horizontal, nilai impedansi 
didapatkan melalui persamaan rekursif sederhana, dimana 
persamaan ini menghubungkan impedansi di permukaan dua 
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Zi, Z i+1 dan Z0i masing-masing merupakan impedansi pada 
permukaan lapisan ke-i, impedansi permukaan dibawah 
permukaan I, dan impedansi intrinsic lapisan ke-I dimana pada 




adalah resistivitas lapisan ke-i, T adalah periode, dan hi adalah 
ketebalan lapisan ke-i. Impedansi permukaan Z1 dapat dihitung 
dengan memulai perhitungan terhadap impedansi medium paling 
bawah dengan menggunakan Persamaan (2.13). Kemudian 
Persamaan (2.26) digunakan untuk menghitung impedansi untuk 
lapisan-lapisan yang berada diatas lapisan homogen (paling 
bawah). Secara sederhana, pemodelan ke depan data MT 1-D 
dapat dideskripsikan sebagaimana pada Gambar 2.7.  
 






3.1 Peralatan dan Bahan 
Dalam penelitian ini, peralatan pendukung yang digunakan 
antara lain adalah MATLAB R2009a sebagai software utama 
dalam tahap pengolahan data, Satu unit PC dengan processor 
AMD sixcore 3.5GHz dan RAM 10GB, satu unit laptop dengan 
spesifikasi processor Intel Corei5 dan RAM 4GB sebagai 
perangkat pengolah data. Data yang digunakan adalah data 
rekaman magnetotellurik Alberta yang diambil pada tahun 2010. 
 
3.2 Prosedur Kerja 
 Pemodelan keadaan konduktivitas bawah permukaan 
menggunakan data MT 1-D dengan menggunakan Approximate 
Non-Dominated Sorting (ANS) dan Regressive-Regressive 
Particle Swarm Optimization (RR-PSO). Kedua algoritma ini 
merupakan algoritma yang digunakan dalam optimasi minimum 
global. Adapun penelitian ini mengikuti alur kerja yang 
ditampilkan pada Gambar 3.1. 
Secara garis besar, prosedur kerja yang disajikan dalam 
Gambar 3.1 dapat dijelaskan sebagai berikut: 
1. Studi Literatur 
Sebelum penelitian dilakukan, perlu adanya pemahanman 
mengenai konsep-konsep dan teori yang berkaitan dengan 
penelitian. Dilakukan proses studi literatur untuk memberikan 
pemahaman mengenai metode magnetotellurik dan parameter-
parameter fisis yang dihasilkan,serta bagaimana proses 
pemodelan data magnetotellurik dilakukan dengan menggunakan 
algoritma Approximate Non-Dominated Sorting (ANS) dan 
Regressive-Regressive Particle Swarm Optimization (RR-PSO). 
Literatur yang dipelajari bersumber dari jurnal-jurnal 
internasional, tugas akhir universitas, artikel, dan buku yang 
berkaitan dengan magnetotellurik, optimasi multiobjektif, dan 




2. Modifikasi Algoritma 
Dilakukan modifikasi algoritma sebelum pengolahan data 
dimulai. Modifikasi dilakukan terhadap algoritma RR-PSO 
dengan mengganti fungsi pencarian minimum objektifnya dengan 
algoritma ANS yang dikembangkan oleh Zhang et al. (2016). 
Modifikasi ini dilakukan dengan tujuan agar runtime dari 
algortima yang digunakan dapat lebih efektif dan efisien dalam 
pemodelan data yang akan dilakukan. 
3. Algorithm Testing 
Sebelum proses inversi dijalankan pada data MT 1-D, terlebih 
dahulu dilakukan algortihm testing dengan menggunakan data set 
Zitzler-Deb-Thiele (ZDT) 1 sampai 6 yang dikembangkan oleh 
Zitler et al. (2000). Tahap pengujian algoritma ini dilakukan 
untuk melihat bagaimana performa algortima yang digunakan 
terhadap suatu data. Bagus atau tidaknya solusi yang dihasilkan 
dapat dipantau melalui performance indicators. Pada penelitian 
ini digunakan performance indicator berupa Inverted 
Generational Distance (IGD). 
4. Forward Modeling 
Tahap forward modeling ini dilakukan untuk mendapatkan 
data sintetik berdasarkan parameter model dari model bumi 
berlapis yang telah ditentukan. Pada penelitian ini, digunakan 
empat buah model bumi berlapis. Proses forward modeling pada 
data MT 1-D dilakukan dengan menggunakan metode rekursif 
yang telah dibahas pada subbab 2.5 dengan parameter model 
berupa resistivitas dan kedalaman. 
5. Pemodelan Inversi 
Dalam penelitian ini proses inversi menggunakan 
algoritma modifikasi RR-PSO_ANS. Fungsi objektif dalam 
proses inversi data magnetotellurik 1D adalah resistivitas semu 
dan fasa dengan hasil berupa resistivitas dan ketebalan lapisan.  









)   (3.1) 
𝑆2 = (ϕ𝑐𝑎𝑙 − 𝜙𝑜𝑏𝑠)
2   (3. 2) 
 
dengan S1 adalah fungsi objektif untuk resitivitas dan S2 adalah 
fungsi objektif dari fasa. Nilai misfit antara data perhitungan dan 




 𝑆1,2    (3.3) 
dengan ND adalah banyaknya data.  
Pada pemodelan inversi ini dilakukan pembangkitan 100 
partikel, sehingga pada akhir pemodelan akan didapatkan 100 
buah solusi. Untuk itu, perlu dilakukan penentuan solusi optimum 
dari semua data yang ada. Penentuan solusi optimum dilakukan 
menghitung jarak minimum dari fungsi objektif terhadap Pareto 
Minimum (D). Adapun persamaan matematis yang digunakan 








    (3.5) 
𝐷 =  √𝑥2 + 𝑦2    (3.6) 
Dimana x dan y merupakan posisi dimana fungsi objektif 
resistivitas dan fasa berharga minimum. Nilai x dan y pada nilai D 
terkecil merujuk pada keberadaan solusi optimum dari 
permasalahan multiobjektif. 






Gambar 3. 1 Diagram Alir RR-PSO_ANS 
6. Uji Variasi Iterasi 
Pengujian algoritma dengan variasi iterasi dilakukan 
untuk melihat bagaimana RR-PSO_ANS bekerja apabila 
nilai iterasi yang diberikan berbeda. Digunakan nilai variasi 




7. Analisa Data dan Pembahasan 
Setelah semua proses modeling dilakukan dan hasil 
didapatkan, selanjutnya dilakukan analisa data hasil forward 
modeling dan inversi pada tiap-tiap model bumi yang digunakan 
sebagai data sintetik. Begitu juga untuk data lapangan, dilakukan 
analisa penentuan lapisan dan estimasi ruang model pada proses 
inversi dan kecocokan kurva respon model lapangan dan respon 
model dari pemodelan inversi. Analisa data dan pembahasan 
selengkapnya dijabarkan pada Bab IV. 
 
 












ANALISA DATA DAN PEMBAHASAN 
 
4.1 Pengujian Algoritma 
Tahapan pengujian algoritma dilakukan untuk melihat 
performa dari algoritma RR-PSO_ANS untuk menyelesaikan 
permasalah multiobjektif (objektif jamak). Pada penelitian ini, 
digunakan 5 permasalahan standar yang sering dipakai untuk 
menguji performa algoritma multiobjektif, yaitu: ZDT1, ZDT2, 
ZDT3, ZDT4, dan ZDT6 (Zitler et al., 2000). Parameter uji yang 
dilihat adalah waktu yang dibutuhkan suatu algoritma dalam 
menyelesaikan suatu permasalahan dan nilai Inverse Generalized 
Distance (IGD) yang dihasilkan. Sebagai parameter indicator, 
IGD menunjukkan bagus tidaknya solusi yang dihasilkan dengan 
melihat jarak euklidis dari Pareto Front (PF) dan solusi 
optimumnya. Semakin kecil nilai IGD menunjukkan semakin 
dekatnya jarak antara PF dan solusi optimumnya. Artinya, solusi 
aproksimasi yang dihasilkan semakin bagus 
Untuk mengetahui kualitas dari algoritma RR-PSO_ANS, 
hasil uji yang dilakukan dibandingkan dengan hasil pengujian dari 
algoritma lain, dalam hal ini adalah NSGA-II. Masing-masing 
algoritma di proses selama 10 kali, selanjutnya masing-masing 
parameter yang dihasilkan dirata-ratakan. Kedua hasil pengujian 
algoritma yang dilakukan ditampilkan pada Tabel 4.1. Tabel 4.1 
merupakan IGD dan waktu yang dibutuhkan untuk menyelesaikan 
parameter multiobjektif dari algoritma RR-PSO_ANS dan NSGA 
II. Pada keseluruhan dataset (ZDT1-ZDT4 dan ZDT6), IGD yang 
dihasilkan oleh NSGA-II bernilai lebih kecil dibandingkan 
dengan RR-PSO_ANS. Hal ini dapat disebabkan oleh cepatnya 
RR-PSO_ANS dalam mencapai nilai konvergensi yang begitu 
cepat, namun demikian, perbedaan nilai yang diberikan tidak 
terlalu jauh ( 1x10-5 ). Sebaliknya, terlihat perbedaan yang cukup 
besar pada waktu yang dibutuhkan untuk menyelesaikan 





yakni algoritma RR-PSO_ANS 30 kali lebih cepat jika 
dibandingkan dengan algoritma NSGA-II. 
 
Tabel 4. 1 Hasil Pengujian algoritma RR-PSO_ANS dan NSGA-II 
(tulisan tebal menunjukkan hasil yang terbaik) 
Data 
Model 
RR-PSO_ANS NSGA II 
Waktu (s) IGD Waktu (s) IGD 
ZDT1 16.028 9.14 x 10-5 595.439 
8.494 x 
10-5 
ZDT2 15.9804 8.72 x 10-5 590.961 
8.494 x 
10-5 
ZDT3 14.35 4.22 x 10-3 585.280 
8.828 x 
10-5 
ZDT4 39.23 9.088x10-5 575.873 8.987x10-5 
ZDT6 13.474 9.811x10-5 556.634 9.797x10-5 
  
Distribusi PF hasil aproksimasi kedua algortima disajikan 
pada Gambar 4.1. Terlihat pada kedua gambar bahwa distribusi 
PF hasil estimasi sangat mendekati nilai Pareto Front (PF) yang 
sebenarnya baik pada RR-PSO_ANS dan NSGA-II. Begitu juga 
dengan pola distribusi PF aproksimasi RR-PSO_ANS dengan 
NSGA-II, yang mana keduanya terlihat sama, kecuali pada ZDT6.  
Pada data ZDT6, terdapat beberapa PF yang berada 
sedikit jauh dari PF pada data hasil estimasi RR-PSO_ANS. Hal 
tersebut dapat disebabkan oleh cepatnya konvergensi sehingga 
algortima kesulitan untuk mencari PF yang tepat. Hal ini dapat 






Gambar 4. 1 Kurva IGD terhadap Iterasi 
Kecepatan konvergensi IGD menuju ke nilai nol dari RR-
PSO_ANS dapat dilihat pada Gambar 4.1 yang menunjukkan 
kurva konvergensi IGD dari NSGA-II dan RR-PSO_ANS. Pada 
data ZDT6, RR-PSO_ANS hanya membutuhkan 2 kali iterasi 
untuk menuju ke nilai nol, sedangkan pada data NSGA-II, 
konvergensi baru terjadi pada iterasi ke 30. Hal ini menimbulkan 
kemungkinan bahwa solusi dari RR-PSO_ANS dapat terjebak 
pada nilai minimum lokal. Meskipun demikian, kemungkinan 
RR-PSO_ANS untuk terjebak pada minimum lokal sangat kecil, 
hal ini karena terdapat proses mutasi, dimana pada proses ini 
dihasilkan partikel-partikel baru yang bertujuan untuk 
mengeksplor area pencarian lebih banyak lagi dan mengurangi 
kemungkinan RR-PSO_ANS untuk mengalami konvergensi yang 
terlalu cepat, sehingga kemungkinan terjebak di minimum lokal 
dapat diantisipasi. Selain itu, mutasi ini juga berfungsi untuk 




dengan memperkecil nilai IGD dan mengisi ruang kosong (gap) 
pada Front solusi non-dominasi. 
 
 
Gambar 4. 2 Distribusi Pareto Front terhadap True Pareto (hitam) dari 
hasil aproksimasi menggunakan RR-PSO_ANS (merah) dan NSGA-II 
(biru) pada  data set ZDT dengan 10 kali proses 
 Dari data hasil pengujian algortima yang dilakukan, 
yangmana hasil perolehan dari RR-PSO_ANS dan NSGA-II 
menghasilkan kurva yang hampir sama, didapatkan bahwa 
algoritma RR-PSO_ANS memiliki tingkat keefisienan pencarian 
solusi yang lebih baik dari pada NSGA-II. RR-PSO_ANS 
menghasilkan nilai IGD dengan selisih yang sangat kecil dengan 
NSGA-II dan waktu yang digunakan dalam pencarian solusi 
setidaknya 30 kali lebih cepat daripada NSGA-II. Selain itu, 
kedua PF yang dihasilkan algoritma RR-PSO_ANS dan NSGA-II 




4.2 Pemodelan Ke Depan 
Untuk mengetahui bagaimana performa dari RR-PSO_ANS 
dalam menyelesaikan permasalahan bumi berlapis, maka dibuat 
suatu model lapisan sintetik. Empat model lapisan bumi yang 
digunakan dalam pembuatan data sintetik disajikan pada Tabel 
4.2.   
 
















































Pemodelan kedepan dilakukan pada keempat model 
perlapisan (Tabel 4.2) dengan menggunakan persamaan rekursif 
(Persamaan 2.26). Pada data MT 1D, medium bumi dianggap 
sebagai homogen isotropis. Artinya, parameter fisis hanya akan 




 Tahap pemodelan pertama dilakukan terhadap model 
bumi 3 lapisan dengan lapisan terakhir merupakan lapisan half 
space, yaitu lapisan dengan ketebalan tak hingga. Frekuensi yang 
digunakan dalam pemodelan ini berkisar antara 10-3 sampai 
dengan 103 Hz. Pada akhir proses pemodelan akan didapatkan 
data parameter fisis berupa resistivitas semu (ρₐ), dan fasa (ϕ). 
Kurva pemodelan ρₐ dan ϕ ditunjukkan oleh Gambar 4.3 dan 4.4. 
Kedua gambar tersebut merepresentasikan kondisi tiap-tiap 
bagian dari model perlapisan. Gambar 4.3 (a) dan 4.4 (a) 
menunjukkan kurva resistivitas semu didapatkan setelah 
melakukan perhitungan dengan Persamaan Rekursif. 
 
Gambar 4. 3 Data MT sintetik 3 lapisan resistif diantara konduktif, (a) 





Gambar 4. 4 Data MT sintetik 3 konduktif diantara resistif, (a) 
Resistivitas semu,  (b) Fasa, (c) Resistivitas bawah permukaan. 
 Mengikuti asumsi-asumsi studi magnetotellurik 1D yang 
dijelaskan oleh Simpson dan Bahr (2005) pada Bab 2, yang 
membahas bahwa resistivitas pada suatu lapisan bumi dianggap 
seragam dan hanya akan bernilai berbeda pada lapisan yang 
berbeda. Lapisan konduktif pada kurva resistivitas sebagai fungsi 
periode ditunjukkan pada bagian lembah yang memiliki nilai 
resistivitas semu yang rendah. Sebaliknya, pada lapisan resistif, 
kurva akan berada pada nilai yang tinggi. Pada model bumi 
homogen berlapis seperti yang digunakan pada penelitian ini, 
kurva akan memiliki bentuk seperti lembah dan bukit yang 
menunjukkan adanya lebih dari satu lapisan akibat adanya 
perbedaan nilai resistivitas, dimana bagian lembah menunjukkan 
lapisan yang konduktif, dan bagian bukit akan menujukkan 
lapisan resistif. 
 Kurva fasa pada Gambar 4.3(b) dan 4.4(b) juga dapat 
digunakan untuk melihat ada berapa lapisan yang diteliti. 
Perubahan bentuk kurva dari lembah menjadi bukit dan 
sebaliknya menujukkan adanya perubahan medium yang dilewati 
oleh medan elektromagnetik. 
 Gambar 4.3(c) dan 4.4(c) menunjukkan gambaran kondisi 




bahwa resistivitas bervariasi terhadap kedalaman. Resistivitas 
pada tiap lapisan merupakan representasi dari sifat-sifat batuan-
batuan atau material lain yang menyusun lapisan tersebut.  
 Berikutnya adalah pemodelan kedepan pada model bumi 
5 lapisan. Adanya variasi perlapisan yang lebih banyak ditujukan 
untuk mengetahui bagaimana algoritma menyelesaikan 
permasalahan dengan parameter model yang lebih banyak. Ada 
dua jenis model yang digunakan pada variasi 5 lapisan ini yaitu 
model resistif diantara konduktif dan model yang resistivitasnya 
meningkat sesuai dengan kedalaman. Hasil pemodelan kedepan 
dari model 5 lapisan disajikan pada Gambar 4.5 dan 4.6. 
 
Gambar 4. 5 Hasil pemodelan kedepan pada model 5 lapisan konduktif- 
resistif-konduktif-resistif-konduktif. (a) Resistivitas Semu dan (b) Fasa. 
Gambar (c) merupakan gambaran distribusi resistivitas bawah 
permukaan. 
 Seperti yang telah dijelaskan sebelumnya, pada kurva 
resistivitas semu, lapisan konduktif ditunjukkan oleh bagian 
lembah kurva dan lapisan resistif ditunjukkan oleh bagian bukit 
kurva, dan kurva fasa digunakan untuk pertimbangan berapa 





Gambar 4. 6 Hasil pemodelan kedepan pada model 5 lapisan dengan 
resistivitas yang meningkat dengan kedalaman. (a) Resistivitas Semu 
dan (b) Fasa. Gambar (c) merupakan gambaran distribusi resistivitas 
bawah permukaan. 
4.3 Inversi Data Sintetik 
Setelah didapatkan resistivitas semu dan fasa melalui 
pemodelan kedepan yang selanjutnya disebut sebagai data 
observasi, diinversi dengan menggunakan algoritma RR-
PSO_ANS untuk mengestimasi ketebalan dan resistivitas pada 
tiap lapisan. Pada keempat data model diinversi menggunakan 
algoritma RR-PSO_ANS dengan membangkitkan 100 populasi 
dengan iterasi sebanyak 500. Penentuan kecepatan partikel 
dilakukan sesuai dengan Persamaan (2.23) dengan rentang acak 
uniform. Selain itu, untuk mengontrol agar pencarian solusi tetap 
seimbang dan tidak terlalu jauh saat kecepatan menjadi semakin 
tinggi, diberikan suatu faktor inersia sebagai pengontrol. Faktor 
inersia yang biasa digunakan berada diantara 0,8 sampai 1,2. Pada 
penelitian ini, digunakan faktor inersia sebesar 0,8, dan faktor 
percepatan partikel c1 dan c2 sebesar 0,05. Eberhart and Shi 
(2005) mengungkapkan bahwa nilai c yang kecil akan 
menyebabkan partikel dapat bergerak menjelajahi ruang model 
pada jarak yang jauh dari area target sebelum akhirnya kembali. 




tiba-tiba menuju area target tanpa melakukan penjelajahan area 
yang lain.Hasil inversi ke empat data model dapat dilihat pada 
Gambar 4.7−4.10. dengan indeks (a) merupakan resistivitas semu 
sebagai fungsi periode, (b) fasa sebagai fungsi periode, (c) nilai 
RMS dari resistivitas semu (sumbu x) dan fasa (sumbu y), dan (d) 
adalah gambaran perlapisan bawah permukaan dari masing-
masing model. 
 
Gambar 4. 7 Hasil inversi dengan algortima RR-PSO_ANS pada model 
3 lapisan resistif diantara konduktif. 
 Gambar 4.7 menunjukkan bahwa nilai resistivitas semu 
dan fasa hasil inversi mirip atau berhimpit dengan data observasi. 
Hal ini didukung dengan nilai dari fungsi misfit atau RMS yang 
dihasilkan yang menunjukkan informasi mengenai kemiripan data 
hasil inversi dengan model awal. Nilai RMS yang 
dihasilkansangat kecil, yaitu hanya sekitar 10-1-10-3 untuk kedua 
respon model (resistivitas semu dan fasa). Artinya, model bawah 
permukaan hasil inversi yang dihasilkan sangat mendekati data 
sebernarnya. Hal yang sama juga terjadi pada model 3 lapisan 
konduktif diantara resistif, dan kedua model 5 lapisan. Kecilnya 
nilai RMS pada fasa menunjukkan bahwa pengaruh fasa yang 
diberikan fasa dalam pengukuran tidak sebesar pengaruh yang 




kurva fasa biasanya digunakan sebagai data pendukung dalam 
penentuan perlapisan. 
 
Gambar 4. 8 Hasil inversi dengan algortima RR-PSO_ANS pada model 
3 lapisan resistif diantara konduktif. 
 Model bawah permukaan Gambar 4.8 (d) lebih baik dari 
pada Gambar 4.7(d). Pada model 3 lapisan konduktif diantara 
resistif (Gambar 4.7(d)), best solution yang didapatkan tidak 
sebagus Gambar 4.8. Meskipun data observasi dan data inversi, 
pada lapisan kedua tampak best solution dari kurva resistivitas 
semu (garis putus-putus merah) yang agak menyimpang dari 
model awal. Disamping itu, best solution dari nilai RMS 
keduanya (bulatan merah jambu) juga menunjukkan bahwa nilai 
RMS model kedua lebih kecil daripada model pertama. Data 
RMS untuk masing-masing lapisan dapat dilihat pada Tabel 4.3. 
Gambar 4.9 dan 4.10 merupakan hasil inversi dari model 
5 lapisan. Solusi optimum yang didapatkan memiliki kualitas 
yang sangat bagus dimana sama seperti kedua model sebelumnya, 
kurva resistivitas semu dan fasa terlihat berhimpit antara data 






Gambar 4. 9 Hasil inversi dengan algortima RR-PSO_ANS pada model 
5 lapisan konduktif- resistif-konduktif-resistif-konduktif.   
 
Gambar 4. 10 Hasil inversi dengan algortima RR-PSO_ANS pada model 




Hal ini menunjukkan bahwa, meskipun terjadi 
penambahan jumlah parameter model, RR-PSO_ANS masih 
dapat bekerja dengan baik. Terdapat beberapa hal yang bisa 
memengaruhi hasil pemodelan inversi yang dilakukan. Pertama, 
bertambahnya parameter model sehingga beban kerja dari 
algoritma bertambah untuk menemukan solusi yang optimum. 
Kedua, karakteristik dari metode MT secara khusus dan metode 
geofisika pada umumnya, yakni ketidakpastian solusi model dari 
metode geofisika berbanding lurus dengan kedalaman. Faktor lain 
yang berpengaruh dalam penetuan solusi akhir dari inversi adalah 
pemberian kecepatan partikel untuk mencapai titik konvergensi. 
Proses konvergensi yang terlalu cepat menyebabkan hasil inversi 
dapat terjebak pada minimum lokal, sehingga perlu diberikan 
suatu faktor inersia untuk mengimbanginya. Selain itu, lebar 
ruang model juga memengaruhi solusi dari pemodelan inversi. 
Ruang model adalah ruang model tempat partikel-partikel 
bergerak untuk mencari solusi optimum. Ruang model bisa 
ditentukan melalui besaran skindepth. Namun, yang menjadi 
acuan utama dalam penentuan ruang model adalah nilai 
maksimum dan minimum dari model awal yang diberikan. 
Penentuan ruang model tidak boleh terlalu lebar untuk 
menghindari banyaknya nilai optimum lokal yang dihasilkan, dan 
tidak boleh pula terlalu sempit mengingat faktor reduksi yang ada 
pada pemodelan. Ruang model yang tepat akan menghasilkan 
hasil inversi yang optimum dengan nilai RMS yang kecil. Tabel 
4.3 merupakan nilai RMS hasil inversi untuk keempat model 
sintetik.  Nilai RMS yang dihasilkan menyatakan besarnya nilai 
misfit antara data observasi dan data inversi. Artinya, semakim 
kecil nilai RMS yang dihasilkan, maka kecocokan nilai antara 
data observasi dan data inversi juga semakin dekat.  
 































Hasil inversi RR-PSO_ANS pada penelitian ini tidaklah 
tunggal. RR-PSO_ANS menghasilkan satu set model solusi yang 
disebut dengan Pareto Optimum (PO), dimana pada penilitian ini 
terdapat 100 buah model dalam PO yang dihasilkan. Seluruh 
model dalam PO ini memiliki nilai yang hampir mirip antara satu 
sama lain, dan semuanya dapat dijadikan solusi dari permasalahan 
inversi yang diselesaikan. Namun, pada penelitian ini hanya 
dipilih satu solusi terbaik, dimana solusi ini memiliki nilai jarak 
minimum (Persamaan 3.5) yang paling kecil dan nilai yang paling 
mendekati dengan nilai model sebenarnya, dimana data terbaik ini 
memiliki nilai RMS yang paling kecil dibandingkan dengan 
model lainnya. 
Tabel 4.4 berikut ini merupakan data best solution 
keempat model sintetik yang didapatkan dari hasil inversi. 
Tampak bahwa semua solusi sangat mendekati model awal yang 
diberikan dengan perbedaan yang kecil. 
 





















500 498.621 498.99 
50 1007.21 50.23 




50 499.27 49.96 
1200 993.59 1186.34 










300 599.88 300.83 
2500 1306.98 2480.07 
50 3505.23 50.39 
3000 4036.08 2991.61 





400 595.20 399.48 
600 1305.38 596.59 
800 3506.21 801.04 
1000 3953.30 994.73 
2500 Halfspace 2490.18 
  
Keempat data sintetis yang digunakan telah diinversi dan 
menghasilkan solusi yang mendekati dengan model awal. 
Ramadhani (2016) melakukan penelitiannya dengan 
menggunakan algoritma NSGA-II, yangmana seperti yang telah 
dipaparkan pada subbab 4.1, algoritma ini memiliki nilai IGD 
yang lebih kecil dibandingkan dengan RR-PSO_ANS, artinya, 
pendekatan terhadap solusi optimum dari NSGA-II umumnya 
akan lebih bagus dibandingkan dengan RR-PSO_ANS, walau 
tidak berbeda jauh. Selain itu, NSGA-II juga memiliki ketelitian 
yang lebih baik dalam menentukan Meskipun begitu, inversi data 
lapangan RR-PSO_ANS menunjukkan  yang sedikit lebih unggul 
dibandingkan dengan inversi yang dilakukan oleh Ramadhani 




dengan jumlah iterasi lebih banyak pada jumlah lapisan yang 
sama. Dengan demikian, kinerja dari algoritma RR-PSO_ANS 
telah terbukti bekerja dengan sangat baik dalam menyelesaikan 
permasalahan multiobjektif dengan lebih dari satu parameter 
model. 
4.4 Analisa Data Lapangan 
Setelah berhasil dalam menginversi data sintetik, selanjutnya 
algoritma RR-PSO_ANS diimplementasikan pada sebuah data 
lapangan. Data lapangan yang digunakan bersumber dari Alberta 
yang diambil pada tahun 2010. Sebagaimana yang telah dibahas 
sebelumnya, penentuan ruang model merupakan faktor penting 
dalam proses inversi yang dilakukan. Sama halnya dengan data 
sintetik, penentuan ruang model dilakukan dengan 
memperhatikan kurva respon model dari data lapangan untuk 
mengestimasi jumlah lapisan pengukuran. Gambar 4.11 
merupakan kurva respon model dari data lapangan yang 
digunakan. Kurva skindepth pada Gambar 4.11 (c) 
menggambarkan kedalaman penetrasi perekaman data. Selain 
resistivitas dan fasa, parameter ini juga sangat berguna dalam 





Gambar 4.11 Profil bawah permukaan data lapangan. (a) Resistivitas 
semu, (b) fasa, (c) skindepth 
   
 





Ketebalan (m) Resistivitas (Ωm) 






1 10 150 0,05 10 
2 50 1000 10 50 
3 100 10000 10 250 
4 4000 168000 50 300 
5 Halfspace 50 250 
 
Berbeda dengan data sintetik pada subbab sebelumnya, 
data lapangan hanya memiliki respon berupa resistivitas semu dan 
fasa saja, sehingga perlu dihitung nilai skindepth berdasarkan 
Persamaan (2.12) untuk mengestimasi ketebalan lapisan dari data 
lapangan. Berdasarkan Gambar 4.11c, diperkirakan terdapat lima 




lapisan resistif diantara konduktif, dan estimasi ruang model yang 
digunakan untuk data ini disajikan pada Tabel 4.5. 
Gambar 4.12 merupakan hasil inversi data lapangan 
dengan RR-PSO_ANS menggunakan ruang model yang terdapat 
pada Tabel 4.5. Kurva resistivitas semu dan fasa yang terdapat 
pada Gambar 4.12 tampak berhimpit pada beberapa bagian, hal 
tersebut menunjukkan bahwa pemilihan ruang model pada proses 
inversi yang dilakukan sudah tepat. Selain itu, solusi model yang 
dihasilkan juga berada pada interval standar deviasi data lapangan 
yang menunjukkan bahwa solusi dari pendekatan yang dilakukan 
masih berada daerah kemungkinan distribusi nilai solusi. Solusi 
model bawah permukaan pada Gambar 4.12(c) menunjukkan 
ketidakpastian yang cukup besar (garis kurva abu-abu) seiring 
dengan meningkatnya kedalaman. Besar kecilnya nilai 
ketidakpastian dari data pengukuran tersebut dapat dipengaruhi 
oleh beberapa faktor, diantaranya adalah noise yang diterima saat 
pengukuran, serta kurangnya data constraint dalam menentukan 
solusi, serta pengaruh sifat fisis dari parameter yang diukur. 
 




Gambar 4.12 (a) menunjukkan bahwa data hasil inversi 
mendekati data pengukuran untuk resistivitas, sedangkan untuk 
kurva fasa pada Gambar 4.12 (b) masih memperlihatkan beberapa 
data yang kurang dekat dengan data lapangan. Hal ini dapat 
disebabkan karena tidak adanya faktor pembobot yang diberikan 
pada saat inversi sehingga kurva fasa menunjukkan nilai 
kecocokan yang kurang baik. Tidak adanya faktor pembobot pada 
inversi RR-PSO_ANS menyebabkan tidak adanya faktor yang 
dapat mengurangi nilai misfit pada data kurva fasa. Dipaparkan 
oleh Grandis (2001) bahwa terkadang kualitas data fasa yang 
terukur tidak terlalu bagus atau bahkan tidak bisa digunakan sama 
sekali, karena itu kura fasa hanya dijadikan sebagai data 
pendukung dalam penentuan perlapisan. Hasil terbaik dari proses 
inversi data lapangan disajikan pada Tabel 4.6. 
 




















 Hasil inversi data magnetotellurik 1D dengan 
menggunakan MOEA pada penelitian yang dilakukan Ramadhani 
(2016) dan Pramudiana (2016) menunjukkan bahwa algoritma 
yang digunakan pada masing-masing penelitian mampu 
mengestimasi parameter fisis berupa resistivitas dan ketebalan 
lapisan. Membandingkan dengan penelitian-penelitian tersebut, 
inversi menggunakan RR-PSO_ANS pada penelitian ini 




bahkan pada beberapa titik, RR-PSO_ANS memiliki nilai 
kecocokan kurva yang lebih bagus dibandingkan dengan 
keduanya. 
 Berdasarkan hasil inversi data lapangan ini, dapat 
diketahui bahwa RR-PSO_ANS mampu digunakan dalam 
penentuan parameter fisis pada data magnetotellurik 1D dengan 
kecepatan pencarian solusi optimum dan cepat serta hasil respon 
model dari inversi yang mendekati model yang sebenarnya. 
 
4.5 Uji Variasi Iterasi 
Penambahan ANS yang dilakukan pada algoritma RR-PSO 
ditujukan untuk memepercepat proses komputasi dalam pencarian 
solusi optimum. Dengan sifat pencapaian konvergensi yang bagus 
dari RR-PSO dan kecepatan komputasi yang diberikan oleh ANS 
membuat RR-PSO_ANS menjadi pengembangan MOEA dengan 
kualitas performa yang unggul dalam penentuan solusi optimum 
pada permasalahan optimasi multiobjektif.  
Salah satu parameter yang berpengaruh pada performa 
MOEA adalah iterasi. Semakin banyak iterasi yang digunakan 
dalam suatu optimasi, maka akan semakin dekat solusi yang 
dihasilkan dengan data sebenarnya. Untuk mengetahui bagaimana 
pengaruh iterasi pada performa RR-PSO_ANS, maka dilakukan 
proses inversi pada salah satu data sintetik, yaitu pada data lima 
lapisan resistif diantara konduktif dengan iterasi yang berbeda. 





Gambar 4. 13 Hasil inversi data sintetik dengan menggunakan 50 iterasi 
Pada Gambar 4.13 ditunjukkan hasil inversi pada data 
sintetik lima lapisan model resistif diantara konduktif dengan 
iterasi sebanyak 50. Jika dibandingkan dengan hasil proses inversi 
data sebelumnya yang memiliki 500 iterasi (Gambar 4.9), hasil 
dari inversi ini ternyata juga menunjukkan kecocokan kurva yang 
bagus. Selain itu, hasil inversi juga menunjukkan solusi model 






Gambar 4. 14 Model hasil inversi RR-PSO_ANS dengan 50 iterasi. 
Hal ini menunjukkan bahwa meskipun iterasi pada proses 
inversi yang dilakukan tidak banyak, namun RR-PSO_ANS sudah 
mampu dalam menentukan solusi optimum dari permasalahan 
multiobjektif. Seperti yang telah dibahas pada subbab 4.1, RR-
PSO memiliki tingkat konvergensi yang sangat cepat, hanya pada 
beberapa iterasi saja, algoritma ini sudah mampu mencapai nilai 
nol, sehingga tidak diperlukan terlalu banyak iterasi pada 
pemodelan ini untuk bisa menemukan solusi optimum bagi suatu 
permasalahan multiobjektif. Keadaan yang sama juga terjadi pada 





Selain itu, pengaruh iterasi pada pemodelan inversi yang 
dilakukan berada pada distribusi PF dari RR-PSO_ANS. Pada 
pemodelan inversi dengan jumlah iterasi sebanyak 50, distribusi 
PF tampak tidak beraturan dan berjarak sedikit lebih jauh 
dibandingkan dengan data inversi dengan iterasi 500. Persebaran 
PF untuk data dengan 50 iterasi dapat dilihat pada gambar 4.15.  
 
Gambar 4. 15 Distribusi PF pada data 5 lapisan dengan 50 iterasi. 
Sedangkan pada data dengan iterasi yang lebih besar, 
jarak antar PF akan semakin berdekatan dan konvergensinya akan 
semakin tinggi. Gambar 4.16 menunjukkan distribusi PF dengan 
iterasi sebanyak 150. Dibandingkan dengan persebaran PF pada 
50 iterasi, PF pada 150 iterasi menunjukkan posisi yang lebih 





Gambar 4. 16 Distribusi PF pada data 5 lapisan dengan 150 iterasi. 
 
Dan dengan variasi iterasi yang diberikan, didapatkan 
bahwa semakin banyak iterasi yang digunakan, maka jarak antar 
PF akan menjadi lebih dekat dan nilai PF akan semakin tereduksi. 
Semakin kecilnya nilai PF bersamaan dengan semakin banyaknya 
iterasi diharapkan dapat menghasilkan solusi non dominasi yang 
lebih baik, oleh karena itu, pada digunakan iterasi sebanyak 500 












KESIMPULAN DAN SARAN 
 
a. Kesimpulan 
Berdasarkan dari hasil inversi menggunakan algoritma RR-
PSO_ANS yang telah dilakukan, maka dapat ditarik kesimpulan 
sebagai berikut : 
1. Meskipun memiliki nilai IGD yang lebih besar daripada 
NSGA-II, RR-PSO_ANS memiliki waktu komputasi 30 
kali lebih cepat dan model Pareto Front yang dihasilkan 
juga mendekati nilai dari True Pareto Front. 
2. Solusi dari pemodelan inversi data sintetik dan lapangan 
menunjukkan hasil yang sangat mendekati dengan model 
awal yang diberikan. 
3. RR-PSO_ANS mampu menyelesaikan permasalahan 
multiobjektif dengan cepat meskipun terjadi penambahan 
parameter model. Selain itu, RR-PSO_ANS juga mampu 
untuk mengestimasi parameter resistivitas dan ketebalan 
dari perlapisan bumi pada data suatu pengukuran dengan 
sangat baik. 
4. RR-PSO_ANS dapat diterapkan pada permasalahan 
optimasi data magnetotellurik 1D. 
 
b. Saran  
Setelah dilakukannya penelitian ini maka diperoleh 
beberapa hal yang dapat disarankan untuk menjadi bahan 
perbandingan dalam penelitian yang akan lebih lanjut, di antara 
lain sebagai berikut: 
1. Mengaplikasikan algoritma RR-PSO_ANS untuk joint 
inversi data geofisika 
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Hasil Inversi RR-PSO_ANS dengan Variasi Iterasi 
 
1. 50 iterasi 
a. Kecocokan Kurva 
 







2. 100 iterasi 
a. Kecocokan Kurva 
 







3. 150 iterasi 
a. Kecocokan Kurva 
 






4. 200 iterasi 
a. Kecocokan Kurva 
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