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Abstract
We consider estimation of a multivariate normal mean vector under sum of squared error
loss.We propose a new class of minimax admissible estimator which are generalized Bayes
with respect to a prior distribution which is a mixture of a point prior at the origin and a
continuous hierarchical type prior. We also study conditions under which these generalized
Bayes minimax estimators improve on the James–Stein estimator and on the positive-part
James–Stein estimator.
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1. Introduction
We consider the problem of estimating the mean of a multivariate normal mean.
In particular, let X have a p-variate normal distribution Npðy; IpÞ: Let the loss
function be given by Lðy; dÞ ¼ jjdðXÞ  yjj2 ¼Ppi¼1ðdi  yiÞ2 and the risk function of
an estimator, dðXÞ; of y be given by
Rðy; dÞ ¼ Ey½jjdðXÞ  yjj2 ¼
Z
Rp
jjdðxÞ  yjj2
ð2pÞp=2
exp jjx  yjj
2
2
 !
dx:
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The usual estimator dðXÞ ¼ X has constant risk p and is minimax. Stein [15]
showed that there are orthogonally equivariant estimators of the form dfðX Þ ¼
ð1 fðjjX jj2Þ=jjX jj2ÞX which dominate d when pX3 and James and Stein [10] gave
an explicit dominating procedure
dJSðXÞ ¼ ð1 ðp  2Þ=jjX jj2ÞX ;
called the James–Stein estimator. A drawback of dJS is that when jjxjj2op  2; the
shrinkage factor ð1 ðp  2Þ=jjX jj2Þ becomes negative and changes the signs of
the components of X : This ‘‘over shrinkage’’ of dJS is eliminated by the so-called the
James–Stein positive-part estimator
dJSþ ðXÞ ¼ maxð0; 1 ðp  2Þ=jjX jj2ÞX :
Baranchik [3] showed that dJSþ dominates d
JS: However dJSþ fails to be analytic at
jjxjj2 ¼ p  2 and is therefore inadmissible by a complete class result of Brown [6].
Admissible minimax estimators have been given by Strawderman [17], Alam [2],
Berger [5], Faith [8], Maruyama [12,13] and Fourdrinier et al. [9].
A somewhat more challenging problem is to ﬁnd admissible (minimax) estimators
dominating dJS and dJSþ : Stein [16] suggested that a generalized Bayes estimator with
respect to the prior distribution which is a mixture of a point prior at 0 and the
generalized density jjyjj2p may dominate dJS or dJSþ : This is ‘‘Stein’s Idea’’ of the title
of this paper which we will pursue in part by replacing jjyjj2p by more general
densities. Kubokawa [11] in fact showed that the generalized Bayes estimator with
respect to jjyjj2p is admissible and does dominate dJS: This suggests that, with a
small point mass at 0, ‘‘Stein’s Idea’’ may well also produce dominating procedures.
Efron and Morris [7] expressed Stein’s [16] estimator explicitly and numerically
evaluated some of its properties.
In this paper, we study analytically the properties of admissibility, minimaxity,
and domination of dJS and dJSþ ; for generalized Bayes estimators corresponding to
priors which are a mixture of a point mass with weight b=ð1þ bÞ at the origin 0 and
a scale mixture of normal distributions given by
ð2pÞp=2
Z 1
0
l
1 l
 p=2
exp  ljjyjj
2
2ð1 lÞ
 !
lahðlÞ dl; ð1:1Þ
with weight 1=ð1þ bÞ for bX0: It is assumed that hðlÞ is a measurable nonnegative
function on (0,1) and that liml-0 hðlÞ ¼ 1:
The organization of the paper is as follows. In Section 2, we derive the generalized
Bayes estimator with respect to the above distribution which is denoted by db and
show that db is admissible if and only if ap2 regardless of b and hðlÞ: In Section 3,
we give a general sufﬁcient condition for minimaxity of db: For suitable hðlÞ and a;
we are able to ﬁnd b such that db for bpb is minimax. In Section 4, necessary
conditions for the domination of the estimator df over d
JS and over dJSþ are stated.
In particular, nonmonotonity of fðwÞ is indispensable for admissible domination
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over dJSþ : In Section 5, we characterize a broad subclass of the prior distributions
which lead minimax admissible estimators with nonmonotone fðwÞ: I do not
presently have any direct way to demonstrate admissible domination over the
James–Stein positive-part estimator. I believe, however, that results in this article
supply important clues.
2. A generalized Stein’s Bayes estimator and its admissibility
In this section, we construct a generalized Bayes estimator with respect to the prior
distribution given in Section 1, and consider its admissibility. Results in this section
are based on the earlier results, in particular Fourdrinier et al. [9].
By using Fubini’s theorem for positive functions, the marginal density function of
X ; denoted by fbðxÞ is calculated as
fbðxÞpð2pÞp=2
Z 1
0
Z
Rp
l
1 l
 p=2
lahðlÞ

 exp jjx  yjj
2
2
 ljjyjj
2
2ð1 lÞ
 !
dy dlþ b exp jjxjj
2
2
 !
¼ ð2pÞp=2
Z 1
0
Z
Rp
l
1 l
 p=2
exp l
2
jjxjj2
 

 exp jjy ð1 lÞxjj
2
2ð1 lÞ
 !
lahðlÞ dy dlþ b exp jjxjj
2
2
 !
¼
Z 1
0
exp l
2
jjxjj2
 
lp=2ahðlÞ dlþ b exp jjxjj
2
2
 !
: ð2:1Þ
Lebesque’s dominated convergence theorem ensures that differentiating under the
integral sign is valid. Hence we obtain
rfbðxÞp
Z 1
0
lp=2þ1a expðjjxjj2l=2ÞhðlÞ dlþ b expðjjxjj2=2Þ
 
x ð2:2Þ
and
DfbðxÞp
Z 1
0
lp=2þ2ahðlÞ expðjjxjj2l=2Þ dlþ b expðjjxjj2=2Þ
 
jjxjj2
 p
Z 1
0
lp=2þ1a expðjjxjj2l=2ÞhðlÞ dlþ b expðjjxjj2=2Þ
 
: ð2:3Þ
Noting that the generalized Bayes estimator under the quadratic loss function is
written as X þr log fbðX Þ; we see that fbðxÞ exists for all x and the generalized
Bayes estimator is well deﬁned if and only if aop=2þ 1 andZ 1
0
hðlÞ dloN: ð2:4Þ
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Thus we have the generalized Bayes estimator
dbðXÞ ¼ ð1 fbðjjX jj2Þ=jjX jj2ÞX ;
where
fbðwÞ ¼ w
R 1
0 l
p=2aþ1 hðlÞ expðwl=2Þ dlþ b expðw=2ÞR 1
0
lp=2ahðlÞ expðwl=2Þdlþ b expðw=2Þ
: ð2:5Þ
Now consider the admissibility of dbðXÞ: Brown [6] theorem is used as the main tool
and is stated in the following.
Theorem 2.1. Suppose that dðXÞ is the bounded risk generalized Bayes estimator with
respect to a spherically symmetric prior FðyÞ: In this case, the marginal density of X is
also spherically symmetric and hence denoted by %fðjjxjjÞ: Then dðXÞ is admissible if and
only ifZ N
1
r1p %fðrÞ1 dr ¼N:
Hence the asymptotic behavior of the marginal density function is crucial for
admissibility. The following Tauberian theorem in [18] gives a nice technique for
relating the tail behavior of a function and its Laplace transform. (See [9].)
Theorem 2.2 (Tauberian Theorem). For the Laplace transform
kðsÞ ¼
Z N
0
expðstÞgðtÞ dt;
if we have gðtÞBtg as t-þ 0; then kðsÞBsg1Gðgþ 1Þ as s-N:
Using this theorem, we can evaluate fbðxÞ as
fbðxÞp
Z 1
0
expðljjxjj2=2Þlp=2ahðlÞ dlþ b expðjjxjj2=2Þ
¼ 2p=2aþ1
Z N
0
expðjjxjj2tÞtp=2ahð2tÞIð0;1=2ÞðtÞ dt þ b expðjjxjj2=2Þ
B 2p=2aþ1Gðp=2 a þ 1Þjjxjj2ðp=2aþ1Þ; ð2:6Þ
as jjxjj-N: Letting %fbðjjxjjÞ ¼ fbðxÞ; we have t1p %fbðtÞ1BC1t2aþ3 as t-N;
where C ¼ 2p=2aþ1Gðp=2 a þ 1Þ: Therefore the integral
Z N
1
t1p %fbðtÞ1 dt
diverges if and only if ap2 and hence we have the following result.
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Theorem 2.3. dbðXÞ is admissible if and only if ap2:
3. Minimaxity of Stein-type generalized Bayes estimators
In this section, we give a general sufﬁcient condition for minimaxity of Stein-type
generalized Bayes estimators. By Theorem 2.3 we may restrict attention to the case
ap2 in the following minimaxity results if we wish admissible minimax procedures.
We assume either
A1. hðlÞ is a bounded nonnegative function such that lh0ðlÞ=hðlÞ can be
decomposed as h1ðlÞ þ h2ðlÞ where h1ðlÞpH1 and is nonincreasing while
0ph2ðlÞpH2;
or
A2. hðlÞ ¼ ð1 lÞb for 1obo0:
These two assumptions were ﬁrst presented in [9,12], respectively. Notice that
inequality (2.4) is satisﬁed by each of A1 and A2. The following result gives a
sufﬁcient condition for minimaxity of dbðXÞ under each of the assumptions.
Theorem 3.1. dbðXÞ is minimax if 0pbpb where
b ¼
Z 1
0
lp=2ahðlÞ dl

 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ D
Z 1
0
lp=2ahðlÞ dl
 1Z 1
0
lp=2aþ1ð1 lÞhðlÞ dl
s0
@
1
A
provided that DX0 where
D ¼ a þ p=2 3 H1  2H2 under A1;ð3p=2þ 1 a þ bða þ p=2 3ÞÞðb þ 1Þ1 under A2:
(
This theorem includes all previous results on minimax generalized Bayes
estimators, that is, a sufﬁcient condition for minimaxity of db for b ¼ 0 is DX0:
See Remark 3.2 for the detail.
Proof. The sufﬁcient condition for minimaxity derived by Stein [16] is, in this case,
equivalent to
jjrfbðxÞjj1D fbðxÞ þ fbðxÞ1jjrfbðxÞjj=2X0:
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By (2.2) and (2.3), we rewrite the above inequality as
p  jjxjj2
R 1
0 l
p=2þ2ahðlÞ expðjjxjj2l=2Þ dlþ b expðjjxjj2=2ÞR 1
0
lp=2þ1ahðlÞ expðjjxjj2l=2Þ dlþ b expðjjxjj2=2Þ
þ jjxjj
2
2
R 1
0 l
p=2þ1ahðlÞ expðjjxjj2l=2Þ dlþ b expðjjxjj2=2ÞR 1
0 l
p=2ahðlÞ expðjjxjj2l=2Þ dlþ b expðjjxjj2=2Þ
X0:
Letting s ¼ jjxjj2=2 and ZkðsÞ ¼ expðsÞ
R 1
0
lkhðlÞ expðslÞ dl; we can rewrite the
above inequality as
ðp  sÞb2
Zp=2aðsÞZp=2aþ1ðsÞ
þ p  2s
Zp=2aþ1ðsÞ
þ p
Zp=2aðsÞ

þ 2s Zp=2aþ1ðsÞ  Zp=2aþ2ðsÞ
Zp=2aðsÞZp=2aþ1ðsÞ

b
þ p  2s Zp=2aþ2ðsÞ
Zp=2aþ1ðsÞ
þ s Zp=2aþ1ðsÞ
Zp=2aðsÞ
 
X0: ð3:1Þ
From the fact Zp=2aþ1ðsÞ  Zp=2aþ2ðsÞX0; the value b which satisﬁes the inequality
sb2
Zp=2aðsÞZp=2aþ1ðsÞ
þ 2sb
Zp=2aþ1ðsÞ
 p  2s Zp=2aþ2ðsÞ
Zp=2aþ1ðsÞ
þ s Zp=2aþ1ðsÞ
Zp=2aðsÞ
 
p0
also satisﬁes the inequality (3.1). Let
AðsÞ ¼ p  2sZp=2aþ2ðsÞZp=2aþ1ðsÞ1 þ sZp=2aþ1ðsÞZp=2aðsÞ1 ð3:2Þ
and BðsÞ ¼ s=Zp=2aþ1ðsÞ: When b40; for the quadratic equation
Zp=2aðsÞ1BðsÞb2  2BðsÞb AðsÞ ¼ 0; we would like to bound the larger solution
bðsÞ ¼ Zp=2aðsÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Zp=2aðsÞ2 þ Zp=2aðsÞAðsÞ=BðsÞ
q
below.
First we have
bðsÞX Zp=2að0Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Zp=2að0Þ2 þ Zp=2að0ÞAðsÞ=BðsÞ
q
since x þ ðx2 þ axÞ1=2 for a40 is increasing in x and Zp=2aðsÞ is increasing in s: To
establish the proof, we have only to bound AðsÞ below and BðsÞ above. AðsÞ under
A1 and A2 is denoted by A1ðsÞ and A2ðsÞ; respectively. As shown in Lemmas A.1
and A.2 in the appendix, we have A1ðsÞXa þ p=2 3 H1  2H2 and A2ðsÞX
ð3p=2þ 1 a þ bða þ p=2 3ÞÞðb þ 1Þ1: As for BðsÞ; we have
BðsÞ ¼ s
XN
n¼0
sn
n!
Z 1
0
lp=2aþ1ð1 lÞnhðlÞ dl
 !1
p
Z 1
0
lp=2aþ1ð1 lÞhðlÞ dl
 1
:
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Therefore, we see that bðsÞ is bounded below by b where
b ¼
Z 1
0
lp=2ahðlÞ dl

 1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ D
Z 1
0
lp=2ahðlÞ dl
 1Z 1
0
lp=2aþ1ð1 lÞhðlÞ dl
s0
@
1
A
provided that D40 where D ¼ a þ p=2 3 H1  2H2 under A1: ð3p=2þ 1 a þ
bða þ p=2 3ÞÞðb þ 1Þ1 under A2.
When b ¼ 0; inequality (3.1) becomes AðsÞX0: Hence a sufﬁcient condition for
minimaxity is DX0: We have completed the theorem. &
Remark 3.2. All minimax admissible estimators given in the previous researches are
included in subclass of generalized Bayes estimators with respect to (1.1) and hence
expressed as d0: Hence we can see that previous results are divided into two classes,
as in Table 1, on the basis of two assumptions A1 and A2 on hðlÞ: For f0 in the
table, the sign s means ‘‘monotone increase’’ and sr ‘‘ﬁrst increase and then
decrease’’. See Theorem 5.3 for the detail of the behavior of fb for b40:
4. Toward the improvement on the James–Stein estimator and the positive-part
estimator
In this section, we consider a necessary condition for dominance over the
James–Stein estimator and the James–Stein positive-part estimator. The risk of the
estimator df is
Rðy; dfÞ ¼ p þ E fðjjX jj
2ÞðfðjjX jj2Þ  2ðp  2ÞÞ
jjX jj2  4f
0ðjjX jj2Þ
" #
: ð4:1Þ
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Using a Laplace approximation on the expectation in (4.1), we have
E
fðjjX jj2ÞðfðjjX jj2Þ  2ðp  2ÞÞ
jjX jj2  4f
0ðjjX jj2Þ
" #
E
fðZÞðfðZÞ  2ðp  2ÞÞ
Z
 4f0ðZÞ;
where Z ¼ jjyjj2: By carefully working with the error terms in the Laplace
approximation, Berger [4] showed that the error of approximation is oðZ1Þ; that is,
Rðy; dfÞ ¼ p þ fðZÞðfðZÞ  2ðp  2ÞÞZ  4f
0ðZÞ þ oðZ1Þ: ð4:2Þ
Note that limZ-N Zf0ðZÞ ¼ 0 is satisﬁed by almost all minimax estimators in
previous results to the best of my knowledge. In fact, limZ-N Zf0ðZÞ ¼ aa0 implies
that fðZÞ is not bounded. In this case df is not minimax because
lim
Z-N
ZðRðy; dfÞ  pÞ ¼ lim
Z-N
ffðZÞðfðZÞ  2ðp  2ÞÞ  4Zf0ðZÞg
¼ þN:
The generalized Bayes estimators considered in Section 2 also satisfy
limZ-NZf0ðZÞ ¼ 0 as shown in Lemma 5.2. By the approximation Rðy; dJSÞ ¼
p  ðp  2Þ2=Zþ oðZ1Þ; we have
Rðy; dJSÞ  Rðy; dfÞ ¼ ðfðZÞ  ðp  2ÞÞ
2
Z
þ oðZ1Þ; ð4:3Þ
for df with limZ-N Zf0ðZÞ ¼ 0: Clearly, then, we have the following result.
Theorem 4.1. A necessary condition for an estimator df with limw-N wf0ðwÞ ¼ 0 to
dominate the James–Stein estimator is that limw-N fðwÞ ¼ p  2:
Next we consider a necessary condition for an admissible estimator df to dominate
the James–Stein positive-part estimator. If df is admissible, fðwÞpw for wX0
should be satisﬁed. Moreover, note that dJSþ ðXÞ ¼ ð1 fJSþ ðjjX jj2Þ=jjX jj2ÞX where
fJSþ ðwÞ ¼ minðw; p  2Þ: If the inequality fJSþ ðwÞXfðwÞ for every wX0 is satisﬁed,
for the risks of these two estimators at jjyjj ¼ 0; we have Rð0; dJSþ ðXÞÞoRð0; dfðX ÞÞ;
which implies that df cannot dominate d
JS
þ : Therefore, there exists w0ð4p  2Þ so
that fðw0Þ exceeds p  2: This implies that the nonmonotonity of fðwÞ is
indispensable for admissible domination over dJSþ :
Theorem 4.2. A necessary condition for an admissible estimator df with
limw-Nwf0ðwÞ ¼ 0 to dominate the James–Stein positive-part estimator is that
limw-NfðwÞ ¼ p  2 and that there exists w0ð4p  2Þ so that fðw0Þ exceeds p  2:
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Remark 4.3. Shao and Strawderman [14] gave two classes of the estimators
improving on the James–Stein positive-part estimator. The ﬁrst class consists of
estimators which change dJSþ only on the set p  2pjjxjj2pp: These are clearly
inadmissible because they are not generalized Bayes. The other class includes the
estimators, f of which is sufﬁciently smooth to be possibly generalized Bayes.
However many sufﬁcient conditions, which are very hard to check, are imposed on
f: For example, fðwÞ is required to have two maximal and minimum values on
½q;NÞ for q4p  2:
5. The properties of the behavior of /b
In this section we consider some properties of the behavior of fbðwÞ: First we
investigate the behavior of fbðwÞ as w-N: As in (2.6), we haveZ 1
0
expðlw=2Þlp=2aþ1hðlÞ dlB2p=2aþ2Gðp=2 a þ 2Þwp=2þa2;
which implies that as w tends to inﬁnity,
fbðwÞB
2p=2aþ2Gðp=2 a þ 2Þ
2p=2aþ1varGðp=2 a þ 1Þ w
1ðp=2aþ2Þþðp=2aþ1Þ ¼ 2ðp=2 a þ 1Þ:
Hence we have the following result.
Lemma 5.1. limw-N fbðwÞ ¼ p  2a þ 2 regardless of hðlÞ and b:
Note that fbðwÞ for a ¼ 2 approaches p  2 as w-N: Similarly, we can easily
derive the following.
Lemma 5.2.
lim
w-N
w  d
dw
fbðwÞ ¼ 0:
To investigate the properties of the behavior further, we set some additional
assumptions for bounded hðlÞ satisfying A1:
A1(a). hðlÞ  1;
A1(b). hðlÞ is not a constant function and lh0ðlÞ=hðlÞ is monotone nonincreasing,
A1(c). hðlÞ is not a constant function and lh0ðlÞ=hðlÞ is monotone nondecreasing.
A1(b) implies h0ðlÞp0 and A1(c) implies h0ðlÞX0 because the value lh0ðlÞ=hðlÞ on
l ¼ 0 is zero. A1(b) is typically satisﬁed by hðlÞ ¼ ð1 lÞb for b40 and hðlÞ ¼
expðclÞ for c40: A1(c) is satisﬁed by hðlÞ ¼ expðdlÞ for d40:
Theorem 5.3. (1) Under A1(a) with b ¼ 0; f0ðwÞ is monotone increasing.
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(2) Under A1(a) with b40 or A1(c) with bX0 or A2 with bX0; fbðwÞ is increasing
from the origin to a certain point and is decreasing from that point.
(3) Under A1(b) with bX0; there exists a constant b1 so that the following are
satisfied.
(a) If 0pbpb1; fbðwÞ is monotone nondecreasing.
(b) If b4b1; the function fbðwÞ is increasing from the origin to a certain point w1 and
is decreasing from the point w1 to a second point w2 and is increasing from the
point w2: Namely, fbðwÞ has two extreme points.
See the appendix for the proof. The results in the case of A1(a) with b ¼ 0; A1(b)
with b ¼ 0 and A2 with b ¼ 0 have been already shown in Strawderman [17], Faith
[8] and Maruyama [12], respectively.
We cannot derive the value b1 of part (3) analytically although we see that b14b2
where
b2 ¼
Z 1
0
lp=2að1 lÞhðlÞ dl


R 1
0
lp=2aþ1ð1 lÞ2h0ðlÞ dlR 1
0 l
p=2að1 lÞ2hðlÞ dl

R 1
0
lp=2aþ1ð1 lÞh0ðlÞ dlR 1
0 l
p=2að1 lÞhðlÞ dl
 !
:
Note that the original Stein’s [16] idea corresponds to A1(a) with a ¼ 2 and b40: In
this case, fbðwÞ corresponds to p  2 from above. It also converges to p  2 from
above under A1(c) with bX0: On the other hand, if A1(b) holds with a ¼ 2 and
b4b3; then fbðwÞ ﬁrst increases above p  2 then decreases back below p  2 and
ﬁnally, increases to p  2 from below, although we cannot give b3 analytically. It is
this class of estimators which I believe, are candidates for estimators that dominate
the James–Stein positive-part estimator, in the sense that they satisfy the necessary
ARTICLE IN PRESS
0
0 10 20 30
w
p-2
βφ (
w)
β
β
=1
=0.5
=0.25
Fig. 1. The behavior of fbðwÞ for p ¼ 6; a ¼ 2 and hðlÞ ¼ 1 l when b ¼ 0:25; 0:5; 1:
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condition of Theorem 4.2 although they do not satisfy the Shao–Strawderman
sufﬁcient condition.
Fig. 1 gives the behavior of fbðwÞ with a ¼ 2 and hðlÞ ¼ 1 l; in the case of
b ¼ 0:25; 0:5; 1; for p ¼ 6: We can guess that there exist b1 and b3 on ð0:25; 0:5Þ and
ð0:5; 1Þ; respectively.
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Appendix
Lemma A.1. A1ðsÞXa þ p=2 3 H1  2H2:
Proof. This proof is based on Fourdrinier et al. [9]. Applying an integration by partsZ 1
0
lp=2þ1ahðlÞ expðslÞ dl
¼ c2
s
expðsÞ þ 1
s
Z 1
0
½ðp=2þ 1 aÞhðlÞ þ h0ðlÞllp=2a expðslÞ dl;
where liml-1 hðlÞ ¼ c2ðX0Þ; in the numerators of second and third term of A1ðsÞ
given by (3.2), we have
A1ðsÞ ¼ a þ p=2 3þ 2c2 expðsÞR 1
0 l
p=2þ1ahðlÞ expðslÞ dl
"
 c2 expðsÞR 1
0 l
p=2ahðlÞ expðslÞ dl
#
 2
R 1
0
lp=2þ2ah0ðlÞ expðslÞ dlR 1
0 l
p=2þ1ahðlÞ expðslÞ dl
þ
R 1
0 l
p=2þ1ah0ðlÞ expðslÞ dlR 1
0
lp=2ahðlÞ expðslÞ dl
:
Clearly the term in the bracket of the right-hand side of the above equality is
nonnegative since the denominator of the second term is larger than that of the ﬁrst.
Letting,
fkðlÞ ¼ l
kgðlÞ expðslÞR 1
0
lkgðlÞ expðslÞdl
for ﬁxed s; we obtain
A1ðsÞXa þ p=2 3 2Ep=2þ1a lh
0ðlÞ
hðlÞ
 
þ Ep=2a lh
0ðlÞ
hðlÞ
 
;
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where Ek denotes expectation with respect to the density fkðlÞ: Let lh0ðlÞ=hðlÞ ¼
h1ðlÞ þ h2ðlÞ where h1pH1 and is nonincreasing and 0ph2pH2: Noting that h1 is
nonincreasing and bounded by H1; we have by the correlation inequality
2Ep=2þ1aðh1Þ  Ep=2aðh1ÞpEp=2aðh1ÞpH1:
Moreover, we have 2Ep=2þ1aðh2Þ  Ep=2aðh2Þp2H2: Hence A1ðsÞ is bounded below
by a þ p=2 3 H1  2H2: &
Lemma A.2.
A2ðsÞXbðp=2þ a  3Þ þ 3p=2þ 1 a
b þ 1 :
Proof. In our proof, the conﬂuent hypergeometric function
Mða; b; xÞ ¼ 1þ ax=b þ?þ ðaÞnxn=ðbÞnn! þ?;
where ðaÞn ¼ a  ða þ 1Þ?ða þ n  1Þ for nX1 and ðaÞ0 ¼ 1 is quite useful. From the
following formulas from (13.1.27), (13.2.1), (13.4.3) and (13.4.4) given in
Abramowitz and Stegun [1], we have the following relations:
Gðb  aÞGðaÞðGðbÞÞ1Mða; b; xÞ
¼
Z 1
0
extta1ð1 tÞba1 dt; for b4a40; ðA:1Þ
Mða; b; xÞ ¼ exMðb  a; b;xÞ; ðA:2Þ
bMða; b; xÞ  bMða  1; b; xÞ  xMða; b þ 1; xÞ ¼ 0 ðA:3Þ
and
ð1þ a  bÞMða; b; xÞ  aMða þ 1; b; xÞ þ ðb  1ÞMða; b  1; xÞ ¼ 0: ðA:4Þ
Using relations (A.1)–(A.4), we have
A2ðsÞ ¼ p=2þ a  3 2b þ 2c Mðb; c; sÞ
Mðb þ 1; c þ 1; sÞ
 ðp=2þ 1 aÞ Mðb; c; sÞ
Mðb þ 1; c; sÞ;
where c ¼ p=2 a þ b þ 2: For s which satisﬁes Mðb; c; sÞX0; A2ðsÞ is greater than
p=2þ a  3 2b since it is clear that cXp=2þ 1 a and that Mðb þ 1; c þ 1; sÞ1
XMðb þ 1; c; sÞ1: For s which satisﬁes Mðb; c; sÞo0; we have
A2ðsÞXp=2þ a  3 2b þ 2b c þ 1
b þ 1 ¼
p=2þ a  3þ ð3p=2þ 1 aÞb
b þ 1 ;
since the inequality
ðb þ 1ÞcMðb; c; sÞ  bðc þ 1ÞMðb þ 1; c þ 1; sÞX0
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is satisﬁed for 1obo0: The above inequality is shown by verifying that the
coefﬁcients of sn for every nX0 are nonnegative. &
Proof of Theorem 5.3. First we deﬁne some functions for the case of bounded hðlÞ;
where liml-1 hðlÞ ¼ c2 and investigate their properties. Applying an integration by
parts to the numerator of the right-hand side of (2.5), we rewrite fbðwÞ as
fbðwÞ ¼ p  2a þ 2þ
2
R 1
0
lp=2aþ1h0ðlÞ expðð1 lÞw=2Þ dlþ bw
bþ R 10 lp=2ahðlÞ expðð1 lÞw=2Þ dl
 2c2 þ bðp  2a þ 2Þ
bþ R 10 lp=2ahðlÞ expðð1 lÞw=2Þ dl:
From this representation it is clear that part 1 holds. Letting
j1ðwÞ ¼
Z 1
0
lp=2aþ1h0ðlÞ expðð1 lÞw=2Þ dlþ bw=2 c2  bðp=2 a þ 1Þ;
j2ðwÞ ¼ bþ
Z 1
0
lp=2ahðlÞ expðð1 lÞw=2Þ dl;
jðwÞ ¼ j1ðwÞ=j2ðwÞ; and
cðwÞ ¼ j1
0ðwÞ
j20ðwÞ
¼
R 1
0 l
p=2aþ1ð1 lÞh0ðlÞ expðð1 lÞw=2Þ dlþ bR 1
0
lp=2að1 lÞhðlÞ expðð1 lÞw=2Þ dl
;
we have fbðwÞ ¼ p  2a þ 2þ 2jðwÞ and j0ðwÞ ¼ j20ðwÞðj2ðwÞÞ1ðcðwÞ  jðwÞÞ:
Moreover, letting
rðwÞ ¼ j
00
1ðwÞ
j002ðwÞ
¼
R 1
0 l
p=2aþ1ð1 lÞ2h0ðlÞexpðð1 lÞw=2Þ dlR 1
0 l
p=2að1 lÞ2hðlÞ expðð1 lÞw=2Þ dl
;
we have c0ðwÞ ¼ j002ðwÞðj20ðwÞÞ1ðrðwÞ  cðwÞÞ: Furthermore, jð0Þ ¼ p=2þ a  1;
cð0Þ ¼
R 1
0
lp=2aþ1ð1 lÞh0ðlÞ dlþ bR 1
0 l
p=2að1 lÞhðlÞ dl
¼  p=2þ a  1þ
R 1
0 l
p=2aþ1hðlÞ dlþ bR 1
0
lp=2að1 lÞhðlÞ dl
;
rð0Þ ¼
R 1
0
lp=2aþ1ð1 lÞ2h0ðlÞ dlR 1
0 l
p=2að1 lÞ2hðlÞ dl
ðA:5Þ
and
limw-N jðwÞ ¼ lim
w-N
cðwÞ ¼ lim
w-N
rðwÞ ¼ 0: ðA:6Þ
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Now we deal with part (2). Under A1(c) with bX0 and A1(a) with b40; cðwÞ is
monotone decreasing from cð0Þð40Þ to cðNÞ ¼ 0: Note that for sufﬁciently large w;
j1ðwÞ is positive. If the inequality jðwÞpcðwÞ were satisﬁed for every wX0; by (A.6)
we would have jðwÞp0 for every wX0: This contradicts the positivity of j1ðwÞ for
large w: Hence there exists w1 which satisﬁes jðw1Þ4cðw1Þ: Since cðwÞ is decreasing,
there is the only one point w2 which is strictly less than w1 and satisﬁes jðw2Þ ¼ cðw2Þ:
Clearly for any point w which satisﬁes 0owow2; we have jðwÞocðwÞ: For any point
w which satisﬁes w4w2; we easily see that jðwÞ4cðwÞ: This completes the proof for
A1(c) with bX0 and A1(a) with b40: We omit the proof under A2 with bX0 since we
can prove it similarly to the above and to Maruyama’s [12] Theorem 2.1.
Under A1(b), rðwÞ is monotone increasing by the correlation inequality.
Therefore, if rð0Þpcð0Þ; that is, bpb2; we easily see that cðwÞ is monotone
increasing, which implies that jðwÞ is monotone increasing. For b4b2; cðwÞ is
decreasing from the origin to a certain point and is increasing from that point. For
ﬁxed wð4p  2a þ 2Þ; as b increases, there exists b such that fbðwÞ exceeds p 
2a þ 2; that is, jðwÞ exceeds 0, which implies that jðwÞ is not monotone by (A.6). By
continuity of fbðwÞ in b; there exists a constant b1 such that for bpb1; cðwÞXjðwÞ
for every w and for b4b1; we have the point w0 which satisﬁes that cðw0Þojðw0Þ:
Hence we see that for b4b1; there exist two points w1ðow0oÞw2 such that cðwiÞ ¼
jðwiÞ for i ¼ 1; 2: In this case, we see that cðwÞ4jðwÞ for 0pwow1; cðwÞojðwÞ
for w1owow2 and cðwÞ4jðwÞ for w4w2: Thus we have proved the result of
part 3. &
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