We consider an M B /G/∞ exchangeable-item repair system with spares and ample servers to which arriving customers bring groups of random size B identical items for repair. An exact formula for the waiting time distribution and a computationally efficient approximation are presented for this system.
INTRODUCTION
As a prelude to the model development and analysis to be presented in this paper, we begin with a motivational illustration in the framework of repair of armored personnel carriers or tanks operating in a wartime theatre. We focus only on the repair of the wheels of these vehicles; when a vehicle experiences failure of one or more of its identical wheels, it is taken to one of the nearby bases for repair attention. There the vehicle is immediately assigned a maintenance team to effect the total repair, with a view to its return to service as soon as possible. The team uses a combination of spares, if available on the shelf, and local repair of the wheels to restore operability. In some cases, the team decides they do not have the proper equipment to repair certain wheels at their base, and so these may be sent to some regional facility for repair and subsequent use as a spare replacement. This process can be repeated up to the main central facility for spares and repair. Of course, this entire process is applicable to more than one class of item, but we restrict our attention at this stage only to wheels. In this context, an important consideration is the determination of how many spare wheels to allocate to each of the facilities in this hierarchical repair structure, all with a view to returning the vehicles to action within an acceptable period of time.
In the general literature, a commonly used service criterion is the fillrate, which is the probability of having spares available upon arrival at the base; alternately, it is also called the immediate response time or the probability of no wait. But it is not always the case that the response time need be immediate; rather, we may only require availability within an allowable specified time frame. Thus, in practice, the existing fillrate criterion of no wait at all is used as a surrogate for the more practical and important case of a new 'fillrate window' (adapted from Song (1998) ); this has been the case since the waiting time distribution has been unavailable. In this paper, we will consider the modeling of such hierarchical repair structures with a view to determining the customer (vehicle) waiting time distribution, which directly provides the desired fillrate window. This idea allows more flexibility in planning for the optimal allocation of spares among the various facilities.
Over the past decades, several articles were published on multi-echelon systems using a variety of different order policies, different service times and different service levels. Albright (1989 Albright ( , 1993 , Nahmias (1981) , Graves (1981 Graves ( , 1985 Graves ( , 1996 , Sherbrooke (1968 Sherbrooke ( , 1986 Sherbrooke ( , 1992 and Muckstadt (1973) created the basic terminology of this field, and Chaudhry (2003) and Chen (2000) analyzed the complexity of multi-echelon systems with bulk arrivals or batch reordering. But all concentrate mainly on three different service measures: The average waiting time, the fillrate and the average number of jobs in the system. Willmot (2009) did present a procedure for determining the transient distribution of the number of customers in the system; but none of the others were able to provide a form for the waiting time distribution. Then, Berg and Posner (1990) presented their paper which does give the waiting time distribution in a one-echelon system with one item class, Poisson arrivals and general service, under an ample server assumption. This assumption is pervasive in the related literature and we will use it as well. In practice, when large numbers of servers are available, this assumption makes analysis far easier and resulting formulas more applicable. Finally, Gullu (2003) considered the case of batch arrivals to a dedicated server. He developed a formula for the distribution of the number of jobs in the system; but something important is omitted: The waiting time distribution for a customer bringing a batch. In addition, the results of Berg and Posner (1990) are not practical in the sense that the formulas are not efficient in terms of computer execution time.
In this paper, we extend the paper of Berg and Posner (1990) and look at bulk arrivals. We also present a computational efficient formula and show some numerical examples. Thus, any researcher or computer engineer who faces this problem will be able to overcome the problem complexity and get results.
THE SYSTEM
A multi-echelon repair system is a system to which customers bring items for repair and get serviceable ones in return. We will deal in the following system with only one kind of item. The system operates through a repair facility, but sometimes one or some items are sent to another repair facility -the second echelon -for repair (e.g from 1 to 7 in Figure 1 ). If the entire system contains several levels of repair facilities, it is called a multi-echelon system. The first echelon may send failed items to the next echelon either immediately (base stock policy), or after some given time t (periodic review policy), or after the system has accumulated a certain number of items (batch replenishment policy). Every node operates as an exchangeable-item repair system as depicted in Figure 2 . Items are considered exchangeable in the sense that customers are ready to take any serviceable item of the same kind they brought to the system. The arriving customers join a queue to wait for serviceable items, if at their arrival at the desk, the system does not have available items on the shelf (stock). At the same time his failed items are sent directly to its repair facility or on to the next echelon. After their repair, the items will be stocked on the shelf for further use. This stock contains new items, which are called spares (at the beginning of running the system) and repaired items (during work). Customers will then obtain replacement items from this stock as they become available, based on a FCFS-policy. After getting such serviceable items, the customer leaves the system. The replenishment time is the time interval measured from when an item enters the node until it or its replacement joins the stock. The item might either be repaired at the node or sent to the next echelon (see Figure 2) . The waiting time of a customer at a node is the time elapsed until he obtains a serviceable item there, which in turn depends on the replenishment time at that node. Thus, to know the waiting time distribution at a node, we need to know the replenishment time distribution at that node, which itself depends on the waiting time distribution of the following nodes. For example, the waiting time distribution of a customer at node 1 depends on the replenishment time distribution at node 1 and the waiting time distribution at node 5.
Figure 2: Repair system at each node.
In the current paper, we develop the waiting time distribution at any node. We present the waiting time distribution when arrivals follow a homogenous Poisson process with fixed bulk size b or with random bulk size B. Then, it will be straightforward to develop the lower echelon waiting time distributions. For example, if the waiting time distribution of node 7 in Figure 1 is known, it is straightforward to determine the waiting time distributions of nodes 5 and 6, and then so on back to 1 to 4.
The "standard fillrate" is the probability that a customer does not have to wait at all. From this follows the newer concept of "fillrate window" (first defined in Song (1998) ) which is the probability that a customer waits up to a specified time. This fillrate window can be developed directly from the waiting 
Items
Customer distribution at each node and determining this for an exchangeable-item repair system with spares is the primary novelty of this paper.
THE MODEL
Consider an exchangeable-item repair system with ample servers, and repair time distribution G( . ) with mean  / 1 . Arrivals of customers follow a homogenous Poisson process with rate  , and   
To serve all the customers in front of 
 Number of items that arrived onto the shelf in (0,t+x)≥ Total number of items for all customers who arrived in (0,t)+ B N(t)+1 .
(2)
We now define the following random variables:
is the number of items repaired in (t,t+x) from those brought by 
Considering the definitions of
, we can now write
and
is distributed binomial with parameters b and G(x). 
For later use, we take limits, and thus,
be the number of items brought by any (unordered) customer k C (k=1,2,3,..) who arrived in (0,t), which completed repair after time t+x. Also, the total number of items that are repaired after t+x is given by
where N(t) is and is and hence
is compound Poisson, it follows that (see Kao (1997) 
is a generalized generating function for any random variable W.
Taking limits in (10) for   t , and utilizing (8) we get 
Proof: Using the analogous development of (7)- (11), the result follows directly.
Let us now consider the non-stationary customer waiting time distribution. From (3) and (5), we have
where
We can also define its limiting form
which is generally approximately
as shown in Appendix A.
Proposition:
In an exchangeable-item repair system with n spares, the non-stationary delay distribution of a customer that arrives at time t is given by
Due to the fact that the Normal distribution is commonly a good approximation for the Poisson distribution, the corresponding stationary waiting time distribution can be calculated by (17) where    , .,  is the Normal cdf. Using (18), the stationary fillrate window ) , ( n w F for an allowable specified time w, can be calculated directly. This is one of the main goals of this research as explained in the introduction.
To conclude, we also develop here an expression for the stationary fillrate 
Now, when a customer
For the stationary waiting time distribution, we have
from (6), and hence
Finally, to complete the aforementioned service levels, the Average Waiting Time (AWT) can be determined directly from the definition: (20) and the Average Number of Customers in the system (ANC), using Little's Formula, is
Special case: Fixed Bulk Size b
Consider a customer arriving to the system at time t with exactly b items requiring repair. He waits until he gets full satisfaction and leaves the system. W t will be the waiting time of "virtual" customer t c .
From (20), we get
The corresponding stationary waiting time distribution is
Thus, we have the helpful computable form
Also,
The Average Waiting Time, the Average Number of Customers, the fillrate, and the fillrate window can now be calculated, respectively, directly from (20), (21), (25) and (24).
A TWO-ECHELON CASE
In this section, we show how the results might be used in a two-echelon system. Consider the particular system depicted in Figure 4 . Customers arrive following Poisson streams to nodes 1,2 and 3 at rates 
From (17), the corresponding waiting time distribution of such an order arriving to node 4 is given by 
For node 1, the waiting time distribution presented by Berg and Posner (1990) will be used, for node 2, (17) will be used and for node 3, (24) will be used. In all three expressions, the repair time distribution
NUMERICAL EXAMPLES:
In this section, we present a number of examples of the waiting time distribution where ρ=λ/μ, n, and B(.) vary. We choose a common example for the repair time distribution Figure 4 shows the cumulative waiting time distribution function when the bulk distribution is constant, ρ=2 and there are no spares. In Figure 5 , we add spares, and thus we see the impact of the spares on the waiting time cdf. In Figure 7 and Figure 8 , we see the results of increasing the arrival rate λ; in Figure 7 , we show the pdf and in Figure 8 , the cdf. Finally, we analyze the impact of the bulk size distribution. In Figure 9 , we compare the pdf for the geometric bulk size with the constant bulk size when there are no spares.
To summarize we can say that the more "left" the graph of the cdf is, the better the result since the probability of waiting less is higher. Thus, as expected, for larger b, the "worse" the graph; and for larger n, the "better" the graph. 
SUMMARY AND CONCLUSIONS
This work is an extension of a number of articles. Berg and Posner (1990) developed a formula for the delay time of a customer bringing exactly one item, whereas Gullu (2003) focused on the effect of batch arrivals on the number of jobs in the system. This work joins the two ideas into one framework.
Obviously, with the delay time (=waiting time) distribution known, we can then also determine the fillrate, the fillrate window (Song 1998) , the Average Waiting Time and the Average Number of Customers in the System.
In a multi-echelon system, the replenishment time is required to describe the behavior of the actual system. Often, the replenishment is accomplished by first accumulating items requiring service and then shipping in bulk to a higher echelon. Having an exact formula for the waiting time distribution of the next echelon level will improve the decision making at the lower level. Thus, this work should have considerable utility when analyzing multi-echelon systems.
Using the Normal approximation for the Poisson distribution simplifies the computation of the solution and should lead to effective implementation in any larger framework. This helps these models to move from being merely theoretical forward into a more practical utility, and we thereby anticipate that these formulas will be very useful in a variety of different model settings.
Finally, this model will assist us in future research where we will want to optimize the number of spares in a multi-echelon system with perfect or imperfect repairs, with one or different class of items for any given objective function such as the average waiting time, the fillrate or the fillrate window for a base stock, batch replenishment or periodic review policy. The number of cases to compare the approximation with the formula is 25125. We expected this data to be representative for all different possibilities. After a brief analysis, it became apparent that and  have no influence on the fitness of the approximation. In addition, we determined that in 97% of the cases, the approximation is a lower bound for the true value; furthermore the approximation usually rises rapidly and asymptotically to the true value. Finally, we defined the regions where the approximation might practically be used and also where the exact formula should be used. 0.0τ-0.2τ 0.2τ-0.4τ 0.4τ-0.6τ 0.6τ-0.8τ 0.8τ-1.0τ 1.0τ-1.2τ 1.2τ-1.4τ 1.4τ-1.6τ 1.6τ-1.8τ 1.8τ-2.0τ Table 1 : Sensitivity analysis of the fitness of the approximation over n and x.
