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The ability to solve a high-resolution protein structure is largely dependent on the 
successful generation and identification of protein crystals prior to X-ray diffraction 
(XRD). For novel protein targets, high-throughput crystallography often involves 
generation of multiple targets and thousands of crystallization trials per target to generate 
diffraction-quality crystals. Second harmonic generation (SHG) imaging has been 
developed as a fast, non-destructive and sensitive method for the selective identification 
of protein crystals, even in highly scattering environments. Polarization-dependent SHG 
microscopy methods were developed to assess the presence of multidomain crystals to 
provide a handle on crystal quality. In addition, polarization-dependent two-photon 
excited fluorescence (TPEF) microscopy was developed as a complementary method to 
SHG, providing selectivity based on the presence of protein and crystalline order, thereby 
reducing the potential for false negatives and positives that can arise with SHG and 
conventional TPEF imaging. Novel instrumentation, data acquisition methods, and data 
analysis techniques were developed for quantitative polarization-modulated SHG 




noise ratios compared to polarization modulation through the manual rotation of 
waveplates. Quantitative polarization-dependent SHG imaging was extended to the 
analysis of collagen structures in biological tissues, where local-frame second order 
susceptibility tensors were solved for every pixel within an image of collagenous tissue 
and combined with ab initio modeling to assess internal ordering of collagen fibers in 




CHAPTER ONE: INTRODUCTION 
1.1 Nonlinear Optics 
Shortly after the advent of the laser, nonlinear optical phenomena were observed 
in certain materials, spurring the development of the field of nonlinear optics, which has 
seen vast use in science and technology. One example of a nonlinear optical (NLO) 
phenomenon is second harmonic generation (SHG). SHG arises under intense optical 
fields (i.e. in the focus of a laser beam) when two photons of the same energy interact at 
the sample to generate one photon of exactly twice the frequency of the incident photons. 
This nonlinear optical interaction can be understood by considering the polarizability of a 
molecule, which can be qualitatively understood in a one-dimensional (1D) molecule as 
the “sloshing” of its electron cloud. The direction and magnitude of the polarizabiltiy is 
largely dependent on the incident polarization of the electric field. Under relatively low 
electric fields, the dipole induced in the molecule can be modeled as a harmonic 
oscillator. Under intense optical fields, anharmonicity in the oscillations arises. These 
distortions in the time domain are recovered in the frequency domain by adding 
contributions from higher harmonics, (the second harmonic contribution is shown in 
Figure 1-1). If the orientation of the 1D molecule is flipped, the phase of the second 
harmonic component is inverted. As a result, for an isotropic sample where there is an 




polarization at the second harmonic frequency will be zero. This dependence on 
anisotropy results in selectivity to samples where there is a break in symmetry (e.g. in 
surfaces and interfaces) and ordered materials, such as chiral crystals and biological 
fibers (e.g. collagen).1 
SHG imaging has been studied extensively in the Simpson Group as a sensitive 
and selective method for detecting protein crystals for applications in structural biology 
and has been shown to display high contrast even for small microcrystals in the presence 
of highly turbid media,2-4 which is discussed in greater detail in Section 1.2 and in 
Chapter 2. SHG imaging has also been used as a method of detecting trace levels of 
crystallinity of active pharmaceutical ingredients (APIs) in solid dispersions and bulk 
powders, and for visualizing ordered biological assemblies such as collagen.5-10  
 Two-photon excited fluorescence (TPEF) is another NLO phenomenon, which is 
similar to the related one-photon fluorescence. One-photon fluorescence involves 
absorption of a single photon, followed by relaxation of the molecule to its ground state 
through emission of a lower energy photon. In TPEF, two photons of a given frequency 
are simultaneously absorbed, and a single photon is emitted. The emission photon is 
higher in energy than the incident photons, but lower in energy than the corresponding 
second harmonic photon. TPEF microscopy has been widely used for biological imaging 
due to its larger penetration depths and signal-to-noise (S/N), as well as its ability to 




1.2 The Role of Second Harmonic Generation Microscopy in Structural Biology 
High-resolution protein structure determination is key in understanding protein 
structure and function relationships and is a crucial step in the pipeline for rational drug 
design and characterization. The most widely used method for solving a high-resolution 
protein structure is X-ray crystallography, which hinges on the crystallization of large (>5 
μm) single crystals prior to diffraction. The process of solving a protein structure is 
shown schematically in Figure 1-2, with a large amount of resources and time spent on 
protein crystallization.  For novel protein targets, high-throughput crystallography often 
involves the generation of many targets and thousands of crystallization trials per target 
to generate diffraction-quality crystals.  
Forming large, well-ordered crystals suitable for diffraction presents additional 
challenges for membrane proteins, where conventional aqueous purification and 
crystallization procedures are incompatible with their hydrophobic nature. The native 2D 
lipid bilayer environment that a membrane protein resides in in the cell can be mimicked 
with 3D macroscopic architectures, such as lipidic cubic phases (LCP). Crystals of 
membrane proteins grown within LCP have been used to determine high resolution 
structures of key protein targets that could not otherwise have been solved using 
conventional crystallization techniques.17,18 However, the physical properties of LCPs 
pose unique complications when it comes to identifying whether a crystallization trial 
produced crystals, arising from their intrinsic turbidity. SHG imaging has been shown to 
be able to rapidly selectively detect several different protein crystals, even membrane 




small microcrystals with S/N of up to 15,000/1, as well as the identification of crystals in 
several trials that were missed by other common imaging methods (Figure 1-3).3  
The selectivity of SHG to crystalline order also has potential for assessing the 
quality of a protein crystal. In addition to the need for a sufficiently large crystal for X-
ray diffraction (XRD), it must also be a single, uniform crystal. In a perfect crystal, the 
molecules all adopt a uniform, repeated set of orientations and positions within in the 
lattice. This situation is rarely achieved, but in general, the closer a crystal is to this ideal, 
the better the quality of the XRD data. There are several mechanisms by which this ideal 
case is not realized. Crystal twinning may arise, where during crystal growth nuclei may 
arrange themselves in different orientations, disrupting the overall symmetry of the 
crystal. In such a case, the crystal is composed of two or more domains, where each 
domain lies in an orientation that is related to the other (e.g., 180° rotation). Similar to 
twinning, the formation of multidomain crystals can arise during crystallization when two 
or more crystals grow together in non-specific orientations.19 Such cases of twinning and 
multidomain crystal formation can be challenging to identify with conventional optical 
techniques and add additional time and complexity to protein structure determination. 
The role of SHG microscopy in assessing crystal quality is discussed further in Chapter 4.  
1.3 Polarization-Dependent Nonlinear Optical Microscopy 
The selectivity of SHG for ordered materials is also manifested in the 
polarization-dependence of SHG. For an assembly such as a crystal, the resulting 
polarization of the second harmonic frequency is largely dependent on the polarization of 




symmetry) and the orientation of the assembly. The polarization-dependent tensor that 
describes SHG is composed of up to 18 unique tensor elements, as compared to just three 
unique elements for linear optics. As a result, polarization-dependent SHG imaging can 
provide a much richer set of information, compared to analogous linear optical 
measurements such as birefringence imaging. 
 Polarization-dependent SHG microscopy has been used extensively for analysis 
of collagen, and other ordered biological assemblies, and has been used for in vivo studies 
for diagnosis of cancer, musculoskeletal disorders and corneal disease.20-28 In addition to 
biological imaging applications, polarization-dependent SHG microscopy has been used 
for characterizing inorganic materials and for surface analysis.29-32 
1.4 Dissertation Overview 
This dissertation will focus on novel instrumentation, data analysis methods and 
applications for polarization-dependent NLO microscopy, for both qualitative and 
quantitative analyses of protein crystals and collagen assemblies in biological tissues. The 
role of NLO imaging in the field of structural biology is emphasized, but the techniques 
and methods discussed should be generally applicable to the study of other systems 
including API crystals, crystalline inorganic materials and surfaces.  
Chapter 2 will focus on assessing the coverage of SHG imaging for protein crystal 
detection. Two major factors affect SHG activity: the symmetry of the crystal and the 
intrinsic NLO response. As a result, a large diversity is expected for SHG activities of 




challenge to detect with existing SHG instrumentation. A symmetry-additive ab initio 
model was used to assess the SHG activity of many (>2000) protein crystals, and 
complementary experimental polarization-dependent studies of lysozyme crystals were 
performed to assess the expected practical detectability of protein crystals using SHG 
microscopy.  
Chapter 3 will discuss two-photon excited UV fluorescence (TPE-UVF), a 
complementary method for SHG microscopy for the detection of protein crystals, which 
is especially valuable for high symmetry crystals where SHG microscopy may fail. The 
mechanism of contrast for TPE-UVF is based on the presence and concentration of 
aromatic amino acids, making the technique selective for protein content, as opposed to 
SHG, which is sensitive to crystalline order. Incorporating TPE-UVF with SHG 
measurements can reduce false negatives and positives that can arise in SHG 
measurements. In turn, false positives can arise in TPE-UVF from the presence of protein 
aggregation. Including polarization-dependent measurements in TPE-UVF imaging can 
further enhance the technique by serving as a means of discriminating between crystalline 
protein and amorphous, aggregated protein, thereby reducing the occurrence of false 
positives that may be associated with TPE-UVF.  
Chapter 4 focuses on the extension of SHG microscopy to provide a qualitative 
assessment of crystal quality. The ability to solve a high-resolution protein structure via 
synchrotron XRD is largely dependent on the quality of the protein crystal utilized. 
Crystal quality can be diminished by crystal twinning and/or the presence of multiple 
randomly oriented crystalline domains within a single crystallite. In Chapter 4, 




(PCA) is used to identify differently oriented domains within single crystallites, with 
confirmation of domains by spatially-resolved synchrotron XRD.   
In Chapter 5, a novel method for rapid and quantitative polarization modulation 
will be discussed. Most existing methods of polarization modulation require manual 
rotation of optical elements, which increase measurement time and as well as 
measurement noise. The method presented in Chapter 5 utilizes an electro-optic 
modulator (EOM), which modulates the incident polarization state of light at 8 MHz, 
with a data acquisition technique termed synchronous digitization (SD). Pairing the use 
of an EOM with SD enabled polarization-modulated SHG imaging at up to video rate 
speeds. Additionally, parameters were extracted from the measurement that can be 
directly related to the Jones tensor elements of the sample.   
Chapter 6 expands upon the methods used in Chapter 5 for quantitative 
polarization-dependent SHG imaging. In this chapter, the analysis for measuring 
parameters related to Jones tensors is extended to extract the local-frame second-order 
nonlinear susceptibility tensor for collagen. Local-frame tensor elements are obtained at 
every pixel for various biological samples, where the relative sign and magnitudes of the 
individual tensor elements for collagen are dependent on the local structure of the sample. 
Alternatively, data from an entire field of view (FOV) of a given sample can be pooled to 
generate a single set of tensor elements for a large data set. Ab initio calculations and the 
symmetry-additive model were used in combination with experimentally determined 
local-frame tensors to determine local ordering within collagen fibers from different 
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Figure 1-3 Comparison of SHG microscopy with conventional optical imaging for four 
different membrane proteins. Optical imaging results for four different membrane 
proteins: 1) b2-adrenergic receptor 2) A2A adenosine receptor 3) outer membrane adhesin 
and 4) OpcA. Rows 1-4 show the conventional optical approaches of bright field, cross-
polarized, UV fluorescence and labeled Cy3 fluorescence imaging, respectively. SHG 
images are shown in row 5. Line traces comparing S/N for the UV fluorescence and SHG 
images of OpcA protein crystals (column 4) are also shown. Figure adapted from Kissick 














































CHAPTER TWO: ASSESSING THE COVERAGE OF SECOND HARMONIC 
GENERATION MICROSCOPY FOR PROTEIN CRYSTAL DETECTION 
2.1 SHG Detection of Protein Crystals 
Though many techniques have been utilized for protein structure determination, 
including NMR, electron diffraction, and X-ray free electron laser (XFEL) diffraction, X-
ray crystallography remains the method of choice for high-resolution structure 
determination.1-10 X-ray crystallography utilizes X-ray diffraction (XRD), where an X-
ray beam illuminates a crystal, leading to diffraction of the X-rays at various angles and 
intensities, creating a diffraction pattern. The diffraction pattern is then used to 
reconstruct the 3D map of electron densities, which in turn can be used to locate the 
position of atoms within the crystal. The need for protein crystals for structure 
determination has spurred years of research and development for not only methods of 
crystallizing proteins, but also detecting the presence of crystals in crystallization trials. 
Current methods of protein crystal detection include: 1) birefringence imaging, which 
suffers from low signal-to-noise (S/N) in the case of scattering media, and the inability to 
distinguish between protein and salt crystals 2) bright field microscopy which often 
results in false positives and negatives and 3) UV fluorescence microscopy, which 
exposes the crystals to potentially damaging UV light and can also suffer from limited 




Research efforts in the Simpson Group have led to the development of SHG 
microscopy as a novel analytical probe for the detection of protein crystals.11-15 SHG 
imaging offers a significant advantage compared to other detection and characterization 
methods for protein crystals in its unique symmetry properties that allow for crystal 
specific contrast. SHG is selective for chiral crystals, with no signal arising from 
amorphous materials, including solution-phase and aggregated protein, resulting in 
measurements with no appreciable background. 11,15,16 Fortuitously, proteins by their very 
nature form chiral crystals, and nearly all protein crystals fall into space groups that are 
bulk-allowed for SHG. In addition, most (but not all) salts form achiral crystals, resulting 
in limited interference from salt crystals.17 Consequently, SHG microscopy has been used 
for selective and sensitive detection of protein microcrystals, with S/N of >12,000, even 
in the turbid media.11,15,16 
2.2 Factors Affecting the SHG Activity of Protein Crystals 
The intrinsic chirality of protein crystals requires them to adopt 
noncentrosymmetric space groups upon crystallization, which are all allowed based on 
symmetry for SHG, with the relatively rare exception of O (octahedral). Although the 
symmetry dictates that protein crystals are allowed for SHG, it only indicates that there 
are underlying hyperpolarizability tensors (β(2)) that may be non-zero and constrains 
certain relationships between the tensor elements, without taking into account the overall 
magnitude of β(2). The hyperpolarizability tensor, β(2), is a 3 x 3 x 3 tensor that describes 
the relationship between polarization, orientation and SHG activity of the sample.18 The 




the protein crystal as well as detection limits of the instrumentation used. The most direct 
approach for assessment of the experimental coverage of SHG microscopy for protein 
crystal detection would be to experimentally measure the SHG activities of a large and 
diverse set of protein crystals in order to obtain sufficient information for 
characterization. However, computational methods offer less time-intensive alternatives 
to such experimental methods, enabling rapid simulation of thousands of protein crystals. 
Numerical methods also allow systematic study of the underlying roles of specific factors 
that may influence the efficiency of SHG for a protein crystal. Such factors include 
crystal size, protein size, protein secondary structures and crystal symmetry. 
2.2.1 Crystal Size 
Crystal size has a large impact on overall SHG intensity. For nanocrystals that are 
smaller than both the focal volume and the coherence length, the SHG intensity from the 
crystal increases with the square of the volume of the crystal. As the crystal becomes 
larger, the role of coherence becomes increasingly important. In the limit of tight 
focusing, the SHG intensity in the transmitted direction will plateau for crystals larger 
than the focal volume (~10 μm)19. In the reflected (epi) direction, SHG intensity plateaus 
for crystals larger than the backwards coherence length (~100 nm). Therefore, for a depth 
of field of ~10 μm, signals in transmission can routinely be ~1000 times brighter than 




2.2.2 Protein Size 
SHG intensity is proportional to the bulk number density, therefore the calculated 
protein tensors should be scaled by the unit cell volume. It is assumed that the density of 
a protein is constant within 10% for all proteins, and that the average mass per amino 
acid is constant for all proteins, the influence of protein size can be simply be assessed by 
normalizing β(2) by the number of residues in the protein.20 
2.2.3 Protein Secondary Structures 
The presence of ordered structures within the protein may also impact the SHG 
intensity of a protein crystal. Secondary structures exhibit local order, so it is reasonable 
to speculate that β-sheets and α-helices would contribute more to β(2) than relatively 
disordered areas of the protein. Previous calculations of NLO properties of secondary 
structures suggested relatively strong SHG for β-sheets, while the SHG activity of α-
helices was relatively small.21 Although an individual β-sheet may have substantial SHG 
activity, it is also possible that the structures would arrange themselves in a protein in 
opposite or random directions, resulting in SHG cancellation.  
2.2.4 Crystal Symmetry 
Lastly, the arrangement of the individual proteins within the lattice can have a 
dramatic impact on the SHG activity of protein crystals. Qualitatively, the higher the 
symmetry the larger the number of zero elements in β(2), and consequently, the smaller 




elements in the β(2) tensor. For a C2 crystal, the number of nonzero elements drops to 13. 
In the cases of high symmetry, for example octahedral (O) and isotropic systems, all of 
the tensor elements in β(2) are zero.  
2.3 Theoretical Prediction of Expected Coverage of SHG Microscopy for Protein Crystals 
Using a Symmetry-additive Ab Initio Model 
 
Approximate hyperpolarizabilites for protein structures were calculated using the 
symmetry-additive model, which was developed previously as an extension of 
perturbation theoretical approaches for modeling the linear optical properties of proteins 
and includes perturbations to the NLO response from coupling between amide units.21,22 
The nonlinear polarizabiltiy of a given protein was generated by first calculating β(2) for 
the model amide chromophore, N-methylacetamide (NMA), and then coherently 
summing the amide contributions from all the amino-acid linkages in the protein 
structure. In order to scale the hyperpolarizability to protein size, the parameter ξ is used 
to compare predicted SHG intensity from protein crystals rather than β(2), where ξ is 
defined as the square of the ratio of the magnitude of the SHG hyperpolarizability of the 
of the protein crystal unit cell (β(2)) and the number of amino acids in the protein (Nres), as 







       (2.1) 
This symmetry additive model treats every peptide bond in the protein as being 
equivalent to NMA, and neglects influences from side chains. Previous work suggests 




the case of aromaticity. The abundance of aromatic residues in proteins is relatively low, 
and taking into account the quadratic dependence of SHG on number density it is 
expected that perturbations from aromatic amino acids will be relatively low.21 In 
addition, other components within the crystal including water, buffers, cofactors and 
metals could contribute to the SHG response. However, these components are expected to 
exhibit weak orientational order and low number densities compared to the amide 
linkages, and are therefore ignored in this model. The presence of internal chromophores, 
such as GFP-labels and hemes, are expected to greatly increase the SHG activity of 
protein crystals. Such constituents are not included in the model, and consequently the 
present study represents the lower bound for anticipated SHG coverage of protein 
crystals.  
Calculations of β(2) were performed in GAMESS23 using the 6-311+G** basis 
set24. Following geometry optimization of NMA using DFT with B3LYP functional25, 
β(2) for NMA was calculated for a fundamental frequency of 1000 nm using a time-
dependent Hartree-Fock (TDHF) approach. These calculations produce real-valued tensor 
elements, and as a result cannot describe cases of resonance-enhancement. However, this 
approach is applicable for non-resonant SHG measurements used for the majority of 
protein crystal measurements. In order to generate ξ for a diverse set of crystals, 250 
known structures from the Protein Data Bank (PDB) were used in combination with the 
symmetry-additive approach. First, the protein was positioned randomly from a uniform 
orientation distribution within the unit cell. Next, β(2) tensors were symmetrized according 
to the crystal point group to generate the net tensor for the crystal. Calculations were 




Since β(2) is dependent on crystal orientation and the polarization state of light, 
this study evaluated |β(2)|, effectively integrating over the individual polarization-
dependent elements. However, the effect of crystal orientation remains and consequently 
this work is most applicable to experimental studies involving pooled analysis of multiple 
crystals, or a single crystal measured in multiple orientations, so that a uniform 
orientation distribution is probed.  
2.4 Assessment of the Experimental Detection Limit of SHG Instrumentation using 
Lysozyme Crystals 
 
For comparison with theoretically predicted responses, experimental studies of 
both high symmetry (point group D4) and low symmetry (point group C2) lysozyme 
crystals were performed. A 25 mg ml-1 was prepared in water and filtered prior to 
crystallization. Tetragonal (D4) crystals were grown in glass capillary tubes from equal 
volumes of 25 mg ml-1 protein solution and 0.02 M sodium acetate buffer, pH 4.5, 7% 
NaCl. Capillaries were paced in an inner beaker, with the outer beaker containing 0.02M 
sodium acetate buffer. The outer beaker was sealed and crystallization progressed over 2 
days. Monoclinic (C2) were grown in 96 sitting drop crystallization well plates. 
Crystallization was performed with equal volumes of 25 mg ml-1 lysozyme solution and 
0.02 M sodium acetate buffer, pH 4.5, 12% NaCl. These conditions formed both D4 and 
C2 crystals. A crystallization well that contained only monoclinic crystals was selected 
for SHG imaging.  
 SHG images of lysozyme crystals were acquired with a custom-built SHG 




Mai Tai laser (SpectraPhysics), with 100 fs pulses and 80 MHz repetition rate. The 
incident wavelength was selected to be 1000 nm, with 300 mW average power for 
imaging of the D4 crystals and 50 mW average power for imaging the C2 crystals. The 
acquisition time for both sets of crystals was ~ 2 min. Both coparallel and cross-polarized 
images of D4 crystals were acquired. The incident beam was selected to be either 
vertically (V) or horizontally (H) polarized using polarizing beam-splitting cubes and a 
sheet polarizer was used to pass vertically polarized SHG and reject horizontally 
polarized SHG in the transmitted detection pathway, for polarization combinations of 
Hin\Vout and Vin\Vout. The incident beam was scanned across the sample using a resonant 
scanning mirror at 8 kHz and a galvanometer mirror. The beam was directed through a 
telecentric lens pair and square aperture to block the turning points of the sinusoidal 
resonant mirror trajectory. The scanned beam was focused onto the sample with a 10X, 
0.3 NA objective. TPEF signal was collected in the reflected (epi) direction on a 
photomultiplier tube (PMT) and SHG signal was collected in the transmitted and epi 
direction on two PMTs. Dichroic mirrors were used to separate the fundamental and SHG 
signals, and to separate SHG and TPEF. For SHG imaging of lysozyme crystals, both 
cross-polarized and coparallel imaging were performed. For imaging of D4 crystals, the 
capillary was rotated between measurements to acquire images of the same crystals at 
difference angles. 
2.5 Results and Discussion 
The hyperpolarizability tensor elements of NMA at 1000 nm calculated from the 




sphere representations are shown in Figure 2-2.22,26 The results from the study of 2500 
model protein crystals are shown in Figure 2-3. The results show a clear separation 
between the D4 and D6 symmetry groups and those of lower symmetry, with the D4 and 
D6 crystals exhibiting four orders of magnitude lower values of ξ. In addition, significant 
variety is predicted for different proteins within the same crystal class. The results of the 
effect of Nres and secondary structure content are shown in Figure 2-4. Normalized 
covariance coefficients for log ξ vs. Nres, α-helix and β-sheet were determined to be -0.53, 
0.05 and -0.22, respectively. 
The results for the experimental studies of D4 lysozyme are shown in Figure 2-5. 
When the crystals were rotated to lie approximately in the [101] orientation, the 
crystallographic c-axis was approximately parallel the incident beam. For the two D4 
crystals studied, significant SHG signal was observed only for cross-polarized 
transmitted SHG, and exclusively when the c-axis of the crystals was not parallel with the 
incident beam. SHG was not observed in the epi direction. C2 crystals were imaged in 96-
well crystallization plates. In contrast to D4 crystals, bright SHG signals were observed 
for both coparallel and cross-polarized polarizations. A composite SHG image of the two 
polarization combinations for C2 lysozyme crystals is shown in Figure 2-6.  
 From comparisons shown in Figures 2-3 and 2-4, crystal symmetry is clearly the 
most reliable predictor of ξ. Crystals of D4 and D6 are expected to produce SHG signals 
orders of magnitude less than those of lower symmetry point groups. However, it is 
evident from Figure 2-3 that even within a single point group, protein crystals may 
exhibit as much as three orders of magnitude diversity in their responses. Protein size was 




can be attributed to the potential for higher degrees of cancellation in crystals containing 
proteins with greater numbers of amino acids. The percentage α-helix and ξ are not 
strongly correlated as shown in Figure 2-4b. One explanation is tendency of α-helices to 
form random or antiparallel assemblies that counteract their net nonlinear polarizabilites. 
In addition, β-sheet composition was found not to be strongly correlated to ξ, as shown in 
Figure 2-4c. Consequently, it appears from the theoretical studies that secondary structure 
is not a strong indicator of SHG activity.  
 Experimental studies of lysozyme crystals (Figures 2-5 and 2-6) were performed 
to provide context for theoretical predictions of coverage of SHG microscopy for the 
detection of protein crystals. The images in Figure 2-5 show weak, but visible SHG from 
D4 lysozyme crystals. Weak autofluorescence was observed on the TPEF PMT for one of 
the lysozyme crystals, but due to its relatively weak intensity compared to SHG, it is 
unlikely that the signal detected on the SHG detector contains contributions from TPEF 
breakthrough. In addition, based on the relationships of the non-vanishing β(2) tensor 
elements for a D4 crystal (βzxy= -βzyx, βxyz= -βyxz, βxzy= -βyzx), generation of coparallel 
SHG is not possible, regardless of crystal orientation. This requirement dictated by 
symmetry is not required in TPEF due to the incoherent nature of fluorescence emission. 
The experimental results demonstrate that only cross-polarized SHG signal is observed 
from D4 lysozyme crystals. The experimentally observed dependence on crystal 
orientation is also consistent with that of D4 symmetry crystal. For such a crystal, all 
three polarization indices of the β(2) tensor elements are orthogonal to each other, 
stipulating that SHG is forbidden when the incident beam is polarized along one of the 




that none of its crystallographic axes are parallel to the incident beam. Through manual 
rotation of the capillaries containing the D4 crystals and visual bright field inspection, 
each crystal was positioned approximately in the [101] orientation, where the c-axis of 
the crystal is parallel to the incident beam.27,28 In these cases, very weak cross-polarized 
SHG signal was observed with S/N of only slightly greater than 1 for both crystals. 
(Figure 2-5b and d, second row). As shown in Figures 2-5a and c, second row, when the 
c-axis is tilted with respect to the incident beam, cross-polarized SHG signal is observed 
with S/N between 3-5. Consequently, these studies indicate that for SHG imaging of 
higher symmetry crystals, probing crystals in multiple orientations, and with different 
input polarizations may be necessary.  
 In addition, from the experimental results in Figure 2-5, it is clear that SHG signal 
was detectable when measured in transmission, but not in the epi direction. Crystals that 
are large relative to the backwards coherence length (~200 nm) produce significantly 
stronger SHG in the transmission direction. For small crystals that approach the 
diffraction limit, SHG will propagate equally in the forward and backward directions, and 
similar signal intensities are expected on both the transmission and epi detectors. The 
observation of signal on the transmission SHG PMT, but not on the epi PMT is consistent 
with SHG for a relatively large crystal.  
 For comparison, a composite image of coparallel and cross-polarized SHG images 
of several needle-like lysozyme crystals, which are typically monoclinic (C2)
29,30 is 
shown in Figure 2-6. The C2 crystals were relatively bright compared to the D4 crystals. 
The average intensities of the two D4 crystals, with their c-axes tilted, was ~9.9 x 10
5 
counts s-1 and the average intensities of the C2 crystals were 2.1 x 10




of C2 crystals was performed with an average power six times lower than that used to 
image D4 crystals. Due to the dependence of SHG intensity on the incident power 
squared, the image of the C2 crystals was multiplied by a factor of 36 in order to compare 
the signals from both the D4 and C2 crystals. After scaling for incident average power, the 
resulting intensities for the C2 crystals were ~ 800 times brighter than those from the D4 
crystals. The theoretically predicted ξ values for C2 and D4 lysozyme were determined to 
be 4.3 and 0.00064, respectively. This corresponds to predicted SHG intensities that are 
~670 times greater for C2, which is in close agreement with the experimentally 
determined factor of 800. 
Using the ξ value for D4 lysozyme as an experimental limit of detection, we 
predict ~5% coverage for crystals with D4 or D6 symmetries and over 95% coverage for 
crystals with symmetries lower than D4, using the instrumentation outlined in these 
experimental studies. After weighting the results from Figure 2-3 with the occurrence of 
point groups in the PDB, it is estimated that SHG microscopy should be capable of 
detecting ~84% of all protein crystals deposited within the PDB.  
2.6 Conclusions 
The factor with the greatest predictive power of SHG intensity for protein crystals 
was determined to be the point group of the crystal. In general, the lower the symmetry of 
the crystal, the more non-zero elements are present within the hyperpolarizability tensor, 
β (2) and the greater the magnitude of the hyperpolarizability and consequently the greater 
the SHG signal intensity. However, even within a single symmetry class, SHG 




This variation was attributed to orientation effects within the protein and within the 
lattice. The number of amino acids within a protein was found to have a slight negative 
correlation with SHG efficiency, while secondary structure content was found to have a 
negligible effect. Experimental studies confirmed that SHG microscopy was able to 
detect D4 lysozyme crystals. The experimental ratio of SHG intensities of D4 and C2 
lysozyme was in good agreement with the theoretically predicted ratio using the model. 
These collective results suggest a coverage of ~84% for protein crystal detection using 
SHG microscopy. However, these results also indicate the importance of highly 
optimized instrumentation, the necessity for collection in the transmitted direction and the 
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Figure 2-1 Instrument schematic of an SHG microscope for imaging of protein crystals. 
The incident beam at 1000 nm (shown in red) is directed through a pair of scanning 
mirrors and focused onto the sample. Both TPEF (~515-545 nm, shown in yellow) and 
SHG (500 nm, shown in green) are collected in the epi (reflected) direction. Vertically 
polarized SHG is detected in the transmission direction. Dichroic mirrors (DCMs) are 
used to separate the fundamental beam, SHG and TPEF. TPEF and SHG signals are 
collected on photomultiplier tubes, PMTS.  
Laser 



























Figure 2-2. Visual representations of NMA hyperpolarizability a) hyperellipsoid 
representation and b) unit-sphere representation. In a) the distance from the origin along 
any direction in the ellipsoid effectively describes the efficiency of generating a Raman 
electric field polarization in that direction when driven by a coparallel incident field. In b) 
the position on the sphere represents the direction of the driving electric field and the 
vector describes the induced polarization. The projection of the induced polarization 
along the sphere normal is used to make the hyperellipsoid surface. Red indicates 







Figure 2-3. Fraction of protein crystals detectable as a function of log ξ for different 
crystal point groups. The vertical dashed line represents D4 lysozyme (ξ = 0.0064), the 


















Figure 2-4 Dependence of ξ on a) N
res
, b) on the fraction of α-helices and c) on the 
fraction of β-sheets 
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Figure 2-5 SHG and TPEF images of D4 lysozyme crystals. The rows contain bright field 
and SHG images of two D
4
 lysozyme crystals in capillaries before and after rotation of 
the capillary: a) Crystal on the side of the capillary wall b) the same crystal after rotation 
into the [101] orientation c) a second crystal on the side of a capillary wall and d) the 
same crystal in c) after rotation into the [101] orientation. 

































Table 2.1 Dynamic first hyperpolarizability for NMA at 1000 nm. Elements with 
magnitudes of less than 1.3 are indicated as ~ 0. 
Element Value (atomic units) 
βxxx 43.0 
βxxy 39.0 
βxxz ~ 0 
βxyx 39.0 
βxyy 21.6 
βxyz ~ 0 
βxzx ~ 0 




βyxz ~ 0 
βyyx 22.8
βyyy -58.6 
βyyz ~ 0 
βyzx ~ 0 
βyzy ~ 0 
βyzz -11.5 
βzxx ~ 0 
βzxy ~ 0 
βzxz -5.4 
βzyx ~ 0 








CHAPTER THREE: TWO-PHOTON EXCITED UV FLUORESCENCE FOR 
PROTEIN CRYSTAL DETECTION 
3.1 Two-photon Excited UV Fluorescence as a Complementary Protein Crystal Detection 
Method to SHG Microscopy 
 
From Chapters 1 and 2, it is apparent that SHG can provide a handle on the 
presence or absence of protein crystals within a crystallization trial. For many crystals, 
SHG provides high contrast images, with high selectivity and sensitivity to crystals. As 
discussed in Chapter 1, even very small microcrystals (< 10 μm) can produce large SHG 
signals. Although the majority of protein crystals are capable of yielding bright signals 
for SHG, high symmetry crystals are expected to generate weak SHG signals. As 
discussed in Chapter 2, even with optimized instrumentation and relatively high average 
incident power, SHG microscopy is predicted to result in detectable signals for ~84% of 
all protein crystals deposited in the PDB, resulting in a potential false-negative rate as 
high as 16%. Additionally, the presence of chiral salts or precipitants commonly used in 
protein crystallization protocols can lead to false positives. A study evaluating the 
potential interference of salt crystals in SHG imaging for protein crystal detection found 
that six out of the most common 19 salts used in protein crystallization procedures 
produced large SHG signals.1  
 In this chapter, two-photon excited UV fluorescence (TPE-UVF) is introduced as 




protein, rather than the crystallinity. Incorporation of an orthogonal method of protein 
crystal detection should reduce the false positives and negatives associated with a single 
SHG measurement. Conventional one-photon UV fluorescence (UVF) imaging is one of 
the most widely used techniques for initial screening and detection of protein crystals.  
TPE-UVF operates in a similar way to UVF, with signals generated from intrinsic 
fluoresce from aromatic amino acids within the protein. For tryptophan, UVF is typically 
carried out with excitation at ~280 nm and collection of fluorescence emission at 320-350 
nm.2-9 TPE-UVF probes the same aromatic amino acids as UVF, but with two photons of 
visible light, rather than one photon of UV light. TPE-UVF offers several advantages 
over UVF, largely stemming from the confocal nature of TPE-UVF and the use of visible 
rather than UV excitation. Advantages of TPE-UVF include 1) Reduction of sample 
damage and photobleaching from out of plane exposure to UV radiation 2) less effects 
from optical scattering, allowing for imaging within turbid media 3) improved S/N from 
the reduction of out-of-plane fluorescence and 4) elimination of the need for specialized 
UV excitation optics.4,5  
3.1.1 Instrumentation for TPE-UVF Microscopy 
TPE-UVF can be incorporated into existing SHG instrumentation, such as that 
shown in Chapter 2, with the addition of a few relatively simple optical elements, shown 
in Figure 3-1. For both TPE-UVF and SHG, the fundamental light source was a 1030 nm, 
200 fs laser with a repetition rate of 76 MHz. For TPE-UVF measurements, the 1030 nm 
light was focused onto a lithium triborate (LBO) doubling crystal and recollimated, to 




studies of aromatic amino acids, tryptophan is expected to dominate the fluorescence 
spectrum, with an excitation maximum at 280 nm, corresponding to a two-photon 
excitation maximum of 560 nm. Excitation with 515 nm was expected to be ~20% lower 
than that at 560 nm, but still significant. Beam scanning was performed, similarly to that 
described for SHG imaging in Chapter 2, with a 7.8 kHz resonant scanning mirror and a 
galvanometer mirror. The scanned, 515 nm beam was directed into an inverted Nikon 
microscope base and through a dichroic that reflected 450-550 nm and focused onto the 
sample with a 10X, 0.3 NA objective. TPE-UVF signal was collected in the reflected 
direction on a PMT with appropriate optical filters to reject the 515 nm and 1030 nm 
incident light. SHG imaging was carried out in the same manner as TPE-UVF imaging, 
but differed through the use of a dichroic that reflected 900-1300 nm to direct the 1030 
nm incident beam through the excitation objective, while allowing collection of the 
reflected 515 nm SHG on a PMT. In addition, SHG signal was collected in the 
transmitted direction on a PMT, as shown in Figure 3-1.  
3.1.2. Comparison of TPE-UVF with Existing Methods                                                    
of Protein Crystal Detection 
 
TPE-UVF imaging was performed on several different protein crystals, and 
compared with SHG. Figure 3-2 shows an ABC maltose transporter protein crystal, 
imaged with both SHG and TPE-UVF. Both SHG and TPE-UVF imaging modes yielded 
bright signals, indicating that the sample was both crystalline and protein. However, SHG 
and TPE-UVF have different mechanisms of contrast, and are not always expected to 




lysozyme crystal. Lysozyme has been well characterized, and generates bright signals as 
a result of its six tryptophan residues per protein.3,4,10-14 The preliminary lysozyme results 
show bright TPE-UVF signal with an exposure time of 18 s, with signal being detectable 
with acquisition times as short as 3 s. In comparison, in the SHG image the maximum 
signal was 50 times lower than that of the TPE-UVF image, even when imaged with 10 
times greater average laser power. As discussed in detail in Chapter 2, D4 lysozyme 
crystals are highly symmetric and therefore only weakly SHG active, capable of 
generating SHG signals only when the crystal is tilted with respect to its crystallographic 
axes. However, the mechanism of TPE-UVF is inherently different than SHG, and 
depends on the aromatic amino acid makeup of the protein in question rather than its 
crystalline symmetry. As a result, D4 lysozyme crystals yielded bright TPE-UVF signal 
from the presence of tryptophan, and weak SHG from cancellation due to the symmetric 
nature of the crystal.  
One potential limitation to TPE-UVF imaging for protein crystallization, is that 
the protein may contain species that are capable of quenching the intrinsic fluorescence 
within proteins. Figure 3-4 shows TPE-UVF and SHG images of catalase crystals. 
Catalase contains an iron heme group, which does not fluoresce but has a strong 
absorption that overlaps with tryptophan emission. As a result, TPE-UVF signals were 
weak for catalase while SHG signals were bright.  
The confidence in protein crystal detection can be increased by incorporating both 
SHG and TPE-UVF into crystal screening measurements. In the case of D4 lysozyme 
(Figure 3-3), it is clear from the bright field image that the sample in question was a 




in cases where bright field images may not confirm crystallinity and SHG signals are 
weak due as a result of high crystal symmetry, an independent method of confirming 
crystallinity is still desirable.  
3.2 Polarization-dependent TPE-UVF Microscopy for Crystal-Specific Contrast 
Polarization-dependent TPE-UVF imaging was developed as an extension to the 
methods described in Section 3.1. Polarization analysis was used to enable crystal-
specific multiphoton imaging as a complement to SHG microscopy. Two-photon 
excitation, which serves as the first step in the TPE-UVF process, is much more sensitive 
to polarization than the analogous one-photon excitation. Taking into account the 
emission dipole for fluorescence, the complexity and intrinsic information content of 
TPE-UVF is increased. Formally, the polarization-dependent TPE-UVF is described by a 
rank six tensor. However the process can be understood at the single fluorophore level by 
the sequential process of two-photon absorption, which is described by a 3 × 3 matrix, 
followed by fluorescence emission, which is described by a vector dipole. In TPE-UVF, 
the protein may contain multiple aromatic amino acids, with tryptophan typically 
dominating the fluorescence spectrum. In cases where more than one tryptophan residue 
is present within one protein, the polarization-dependent response of the protein is 
described by the incoherent addition of the intensities from the individual tryptophan 
residues.2 For the case of a protein crystal, the contributions from each protein are 
summed to produce the net polarization-dependent TPE-UVF response. In an amorphous 
aggregate or a protein solution there is an isotropic distribution of protein orientations. 




operations of the crystalline lattice, and as a result the polarization-dependent TPE-UVF 
response of a crystal should be different than that of amorphous protein.  
Several strategies were assessed for interpreting the polarization dependent TPE-
UVF responses. The first strategy was to calculate a polarization parameter, P, for both 
crystalline and amorphous protein according to the following equation: 
;
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Where I represents TPE-UVF intensity and the subscripts H and V represent horizontal or 
vertical polarized input (last two indices) and output (first index) polarizations, 
respectively. For amorphous systems the two ratios in Equation 3.1 will be identical, 
which will result in a P of zero. Generally, crystals will yield different values for the two 
ratios, resulting in a P value that is not zero. Analysis in terms of two ratios, one ratio per 
detector, has the advantage of removing artifacts that may be introduced from differences 
in detector sensitivity. Initial experiments were performed on tetragonal lysozyme 
crystals and lysozyme solution. D4 lysozyme was chosen as a model system. Although 
lysozyme is bright for TPE-UVF, due to its high symmetry it was anticipated to yield a 
weak polarization dependence compared to lower symmetry crystals. Polarization 
dependent imaging was performed by rotating a half-wave plate (HWP) to generate 
horizontally (H) and vertically (V) polarized input polarizations. A Glan polarizer was 
used to separated the H and V components of the TPE-UVF signal, which were detected 




lysozyme solution are shown in Figure 3-5. From Figure 3-5, it is shown that the mean P 
value of the lysozyme solution is zero, and one of the crystals has a substantially different 
P value than the lysozyme solution. However, the other lysozyme crystal has value of P 
that is approximately zero. This is likely due to the crystal being probed along its four-
fold rotation c axis, as discussed in more detail in Chapter 2. When probed along the c-
axis, the D4 crystal is expected to generate equal values for PH and PV.   
The polarization dependence of two lysozyme crystals, one aligned along its four-
fold axis and one not aligned along its four-fold axis, was examined more closely using 
18 different linear input polarizations from 0-360°, generated with a HWP. A polar plot 
of normalized horizontally polarized TPE-UVF intensity for the two crystals is shown in 
Figure 3-6. From this figure, it is apparent that the crystal that is being interrogated along 
its crystallographic four-fold axis has relatively similar TPE-UVF intensities for the 18 
different input polarizations. At 0° and 90° (H and V, respectively), TPE-UVF are 
approximately equal, which would generate a near-zero P value. For the crystal that is not 
probed along its four-fold axis, the polarization dependence is more obvious from the 
polar plot in Figure 3-6. However, from this plot it is clear that the largest differences in 
polarization dependent intensities do not arise at input polarizations of 0° and 90° as used 
for evaluation of P, but rather at ~45° and 90° input polarization. This study suggests that 
for D4 lysozyme crystals, and likely other crystalline systems, using a greater diversity of 
input polarizations can maximize the information content obtained in polarization-
dependent TPE-UVF measurements, and should increase the ability to discriminate 




Polarization-dependent TPE-UVF imaging was performed on another protein 
crystal system, D4 thaumatin. Thaumatin suffers from the same challenges as lysozyme 
arising from the relatively high crystal symmetry, D4. However, unlike lysozyme, 
thaumatin crystals do not have the tendency to lie along their four-fold rotation axis 
within a crystallization well. For studies of thaumatin, 11 linear input polarizations were 
generated with a HWP, and two polarization dependent images were acquired (one per 
detector) for each input polarization, for a total of 22 images. Principal component 
analysis (PCA) was used to visualize the variance in the 22 polarization-dependent 
images. While the first principal component will be dominated by overall differences in 
intensity across the field of view (FOV), the second principal component (PC2) should 
largely be due to the polarization dependence of the sample. PCA as a tool for extracting 
information from polarization-dependent imaging is discussed in more detail in Chapter 
4. PC1 and PC2 images of thaumatin crystals in the presence of aggregated protein are 
shown in Figure 3-7. In addition, the H-polarized TPE-UVF intensity as a function of 
input polarization is shown for two thaumatin crystals as well as the aggregate. From the 
PC2 plot, it is clear that the different thaumatin crystals have different polarization-
dependences, likely due to their different orientations within the FOV. In addition, the 
contribution observed from the aggregated thaumatin in the PC1 image is largely 
suppressed in PC2. The plots of polarization-dependent TPE-UVF intensity show clear 
differences in the polarization-dependent responses of the crystals and the amorphous 
protein. These results suggest that the polarization-dependent TPE-UVF should provide 
sufficient information for discrimination of protein crystals from amorphous protein, 




In the previous study of thaumatin, 11 different input polarizations were used 
through rotation of a HWP, resulting in a relatively long acquisition time of ~10 minutes. 
For routine and quantitative analysis, a rapid and hands-free method of modulating the 
incident polarization is highly desirable. A method of rapid polarization modulation 
should reduce 1/f noise in the measurement, artifacts from photobleaching and image 
acquisition time. In preliminary experiments demonstrating rapid polarization 
modulation, an electro-optic modulator (EOM) was used to sinusoidally modulate the 
input polarization between different elliptical polarizations at 10 MHz. Significant data 
acquisition and hardware development were required to enable rapid polarization 
modulation, and are discussed in detail in Chapter 5. Briefly, the polarization modulation 
at 10 MHz was synchronously timed to the pulse train of the laser at 80 MHz, generating 
a set of 8 different input polarizations. The signals from the PMTs at each laser pulse 
were flash digitized and the pulses were separated in real time into 8 different 
polarization-dependent images per detector (16 total). This method of polarization 
modulation was used to investigate D4 thaumatin crystals. A set of 8 TPE-UVF images 
are shown in Figure 3-8. In order to visualize the polarization dependence without PCA, 
the first three polarizations were assigned colors red, green and blue, and overlaid to 
generate a single polarization-dependent color map, where different hues represent 
different polarization dependences. From the color map in Figure 3-8, the aggregate 
response was observed to be fairly uniform, while the crystals are unique from the 
aggregate and exhibit different colors, likely due to different crystallographic orientations 





TPE-UVF has been shown to be a useful complement to SHG imaging of protein 
crystals. Through multiphoton excitation of tryptophan residues inherent in proteins, 
TPE-UVF images provide contrast based on the presence of protein, offering practical 
advantages over SHG imaging including: insensitivity to crystal symmetry and the ability 
to discriminate between protein and salt crystals. However, TPE-UVF imaging is limited 
in its insensitivity to crystalline order. In cases where crystals are small or in the presence 
of large amounts of aggregated protein, TPE-UVF may not be able to selectively identify 
crystals. Incorporation of polarization analysis in TPE-UVF has shown potential for 
extending the technique for crystal specific detection. Differences in the polarization 
dependence of protein crystals from amorphous protein suggest that the information 
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Figure 3-1 Instrument schematic for SHG and TPE-UVF microscopy, with incorporation 






















Figure 3-2 SHG and TPE-UVF images of an ABC maltose transporter crystal a) bright 
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Figure 3-4 SHG and TPE-UVF images of catalase crystals showing the effect of 













Figure 3-5 Polarization-dependent TPE-UVF images of lysozyme crystals and solution: 
a) bright field b) image of P values for two crystals (the integrated P value for each 
crystal is overlaid) c) image of P value for lysozyme solution (with overlaid integrated P 
value) and d) a line trace through the crystals and solution. The y-axis represents P and 
the x-axis represents distance in pixels. 
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Figure 3-8 Polarization-dependent TPE-UVF images of thaumatin crystals and aggregate 
acquired with rapid polarization modulation. Rapid polarization modulation with an 
EOM provided a set of 8 unique input polarizations. a) Is a color merge image of the first 








CHAPTER FOUR: POLARIZATION-RESOLVED SECOND HARMONIC 
GENERATION MICROSCOPY FOR CRYSTAL QUALITY ASSESSMENT 
4.1 Protein Crystal Quality and Structure Determination 
 Although X-ray crystallography remains the method of choice for obtaining high-
resolution protein structures1, predicting the diffraction quality of a crystal remains 
challenging. Only a limited number of methods have been proposed for determining 
crystal quality prior to XRD analysis. Approaches that have been explored for crystal 
quality assessment include analysis of the protein crystal birefringence and low intensity 
XRD prior to synchrotron XRD.2,3 The lack of a reliable bench-top method for the rapid 
assessment of crystal diffraction quality adds considerable time and expense to the 
protein structure determination process, when poorly diffracting crystals are often 
identified as such only after crystal harvesting and subsequent synchrotron diffraction 
analysis.4-7 
 One factor that can complicate and lower the quality of diffraction analysis is the 
process of multidomain crystal formation, which arises when multiple crystal grow 
together in non-specific orientations.7-11 Crystalline samples with multiple domains are 
not always identifiable with conventional optical techniques, especially for the specific 
case of crystal twinning. A twinned crystal is composed of two or more domains, where 




In this case, birefringence would be identical for the two domains, and incapable of 
identifying twinning. A method for rapid and non-destructive identification of crystals 
with multiple domains could significantly improve the productivity and throughput of 
synchrotron facilities and the process of protein structure determination in general.12-18  
4.2 Polarization-resolved SHG Microscopy for                                                       
Visualizing Protein Crystal Domains 
 
As introduced in Chapters 1 and 2, SHG microscopy has been developed as a 
method for crystal detection, and has attractive properties that may allow it to be useful in 
the study of crystalline domains. The selectivity of SHG to orientation and order 
manifests itself in its inherent polarization dependence. Due to its coherent nature, the 
emerging polarization state of SHG generated from a crystal is dependent on 1) the 
polarization state of the fundamental light 2) the symmetry of the crystal and 3) the 
orientation of the crystal.19-21 The polarization dependent tensor describing SHG has up 
to 18 unique tensor elements defining its orientation and polarization dependent response, 
compared to just 3 unique elements for linear optics.22,23 Consequently, a much more 
detailed information set is available from polarization analysis in NLO measurements 
compared to analogous linear optical measurements such as birefringence. Polarization-
resolved SHG (PR-SHG) measurements have been used for the structural and orientation 
studies of biological assemblies24-35, as well as for discrimination of samples with similar 
NLO properties36-38. In this chapter, instrumentation and analysis methods for PR-SHG 




The basic SHG microscope used for SHG screening of protein crystals was 
described in detail and shown schematically in Chapter 2. For the PR-SHG experiments 
described in this chapter, modifications were made to existing instrumentation to enable 
compatibility with looped and cryogenically frozen samples. An instrument schematic 
and photograph are shown in Figure 4-1. Specific modifications include the addition of a 
rotation mount and miniature, motorized translation stage, which allowed for rotation and 
fine xyz positioning of looped crystals, and the incorporation of a cryostream, which 
maintained the looped protein crystals at 100K during imaging. SHG images were 
acquired at six different input polarizations by automated rotation of a HWP and quarter-
wave plate (QWP) to produce H, V, +45°, -45°, right circular (RC) and left circular (LC) 
polarizations. A wave plate independently tunable in both phase retardance and fast-axis 
orientation angle (Alphalas) was also included after the HWP and QWP in order to 
correct for the changes in polarization induced by the entire microscope beam path 
through to the objective. The SHG signal generated at the sample was collected in the 
transmitted direction with a 25.4 mm spherical lens and was separated by a Glan-Taylor 
polarizer into its horizontal and vertical components, which were then measured 
independently and simultaneously with two PMTs. Bright field images were acquired for 
each loop prior to SHG imaging. 
 A single protein crystallized under identical conditions for each trial was used for 
imaging. For crystallization, purified phenylalanine hydroxylase from Chromobacterium 
violaceum (cPAH) was concentrated to 10 mg/ml in a solution of 5 mM HEPES, pH 7.4.  
Crystals of cPAH were obtained at ambient temperature utilizing hanging drop vapor 




pH 7.0, 0.01 M Magnesium chloride hexahydrate, 0.005 M Nickel (II) chloride 
hexahydrate, and 15% w/v PEG 3,350) with 8.3 mM Hexammine cobalt (III) chloride 
and 8.3 mM Guanidine hydrochloride as additives. Crystals of cPAH were grown via 
seeding using seeds (crushed crystals) of the wild-type protein. The total drop size was 
5ul (2 μL protein, 2 μL reservoir solution, 0.4 μL of each additive, 0.2 μL seeding 
solution). The described crystallization conditions are known to produce crystals of P1 
symmetry 39,40. The cPAH crystals were frozen in 25% ethylene glycol and maintained at 
cryogenic temperatures for the duration of the experiment. Several loops that contained 
crystalline conglomerates were selected for PR-SHG imaging, as well as loops that 
appeared to contain single domain crystals.  
Looped crystals were analyzed at the Advanced Photon Source for synchrotron X-
ray diffraction at Argonne National Laboratory, beam line 23-ID-B after SHG imaging in 
order to provide an independent means of confirming the presence or absence of multiple 
crystalline domains within one crystallite. Each loop was positioned in approximately the 
same orientation as in the original set of PR-SHG images and a raster grid with 5 μm 
squares was set up over the entire area of the crystalline sample. An X-ray beam with a 
wavelength of 0.979 Å was used for raster scans with 10-fold attenuation, 1 s acquisition 
time and a sample-to-detector distance of 150 mm. A diffraction pattern was acquired for 
each square. 
4.3 Results and Discussion 
A representative PR-SHG image stack is shown in Figure 4-2 for a cPAH 




the different polarization combinations, consistent with the high sensitivity of SHG to 
polarization. Each pixel in the stack was described by a polarization-dependent vector, 
effectively generating a 12-dimensional “polarization space”. Although the full 
information of the measurements was contained within the complete polarization-
dependent image stacks such as those shown in Figure 4-2, the primary question of 
interest was whether more than one domain was present in the crystal. Generally, a 
crystal that exhibits uniform polarization dependence corresponds to a single, uniform 
crystal. Therefore, the presence of domains in the polarization dependent SHG response 
throughout a crystal should suggest a lower uniformity in the crystalline sample. A 
method of dimension reduction is highly desirable in this case, where interpretation of the 
full 12-dimensional dataset is non-trivial. 
Using principal component analysis (PCA) for dimension reduction allowed the 
collective set of images to be concisely summarized by a small number of principal 
dimensions (in this case, 2) that carried the majority of the intrinsic information of the 
polarization-dependent responses. PCA separates multi-dimensional pooled data based on 
the intrinsic axes of greatest signal variance. In the present case, that variance can arise 
from changes in both the overall intensity as well as the polarization-dependence arising 
from differences in crystal orientation within the pooled data. For each given data set, 12 
polarization-dependent measurements were obtained, each pixel of which corresponded 
to a single point in a 12-dimensional “polarization space”. Including a diverse and 
representative set of crystals in many orientations within the pooled data set should 
increase the variance in the PCA due to orientation effects, and more effectively identify 




combined data from 8 samples was used in PCA (PCA of PR-SHG images was 
performed using [R] Version 2.15 with the built-in PCA function (princomp)). Since PC 
axes are ranked by the corresponding variance, the first few axes provide the greatest 
separation, thereby reducing the overall dimensionality while retaining the majority of the 
polarization-dependent information content. A representative set of results for the PCA of 
cPAH crystals and crystalline conglomerates is shown in Figure 4-3, with PC1 images 
shown in row 2 and PC2 images shown in row 3 for six different cPAH crystalline 
samples (columns A-F).  
All of the samples showed negative-valued PC1 images (Row 2 of Figure 4-3) 
with no obvious separation between the different samples. Visual inspection of the raw 
images showed that the majority of variance in the images corresponded to crystal 
location. PC1 successfully distinguished the two regions corresponding to where the 
crystal is located and where it is not, showing large negative values in regions of crystals 
and near zero values in regions in which no crystals were contained, producing in essence 
a domain map of overall SHG intensity.41,42 Consistent with this expectation, the 
elements defining PC1 contained 69% of the total signal variance. The absence of 
meaningful contrast in PC1 suggests that the overall SHG intensity alone is not a reliable 
indicator for discriminating between a single crystal and a multidomain crystal, since it is 
dominated by effects unrelated to crystal orientation (e.g., thickness of the crystal in a 
given pixel, position within the focal volume, laser intensity, collection efficiency, etc.).  
In PC2, the images for the first 4 samples (A-D) exhibited substantial positive 
(white) and negative (black) contrasting regions within each crystallite, while samples E 




that crystal orientation represents the next most significant difference between the 
different locations within the crystals, PC2 should be dominated by differences in 
orientation and provide contrast for domain detection. PC2 contained 17% of the 
variance, and collectively, PC1 and PC2 comprise 86% of the total signal variance, with 
the higher principal coordinates largely dominated by additional subtle effects and 
measurement noise.  
X-ray raster imaging was performed to assess the validity of PCA analysis of PR-
SHG data. Figure 4-4 shows diffraction patterns for three locations in sample F from 
Figure 4-3. Consistent with the expectations from PCA for a single domain crystal, all 
three diffraction patterns produced qualitatively similar X-ray diffraction patterns. In 
contrast, Figure 4-5 shows diffraction patterns for four locations within a sample 
identified as a cPAH polycrystalline conglomerate based on PCA in Figure 4-3D. In this 
case, the four diffraction patterns appeared to differ from each other. Qualitatively similar 
results were obtained for all the other crystals analyzed, with uniform single-crystals 
identified by PCA corresponding to uniform diffraction patterns, and multidomain 
crystals producing distinctly different diffraction patterns as a function of location.  
From visual bright field inspection, the conglomerate in Figure 4-5 appears to 
consist of only 2 domains. However, the presence of several regions of differing contrast 
in the PC2 image indicates that the composition of the conglomerate is more complicated 
than suggested by conventional optical imaging. Adjacent regions within the crystalline 
conglomerate that clearly differ in brightness in the PC2 image produced different X-ray 
diffraction patterns [(e) and (f) in Figure 4-5], while the bright field image suggests that 




Figure 4-5 (a) and (b) also differ, indicating the presence of more than one crystalline 
domain. Figure 4-6 shows an overlay of the three diffraction patterns from the single 
crystal (a) and the four diffraction patterns from the conglomerate (b). The different 
diffraction patterns were assigned different colors in the overlay (colors as shown in 
Figure 4-4 and Figure 4-5) and a zoomed in view is shown (area outlined by the black 
box in Figure 4-4 and Figure 4-5). Colors were chosen such that overlapping regions of 
the three [Figure 4-6 (a)] or four [Figure 4-6 (b)] colors added to result in a white spot in 
the overlay. As shown in Figure 4-6 (a), white spots consistent with diffraction peaks 
uniformly appearing in multiple diffraction patters were observed from samples 
exhibiting uniform contrast in PC2. The nearly identical diffraction pattern for three 
locations within the crystal suggests that the uniformity in the PC2 image indicates the 
presence of a single crystalline domain. Differences in the four diffraction patterns for the 
crystalline conglomerate from Figure 4-5 were also clearly observed in Figure 4-6 (b), 
with individual red, blue, green and orange diffraction spots dominating the overlay and 
very few spots showing overlapping colors. The differences in the diffraction patterns 
confirm the presence of multiple crystalline domains, suggesting that the non-uniformity 
in the PC2 image is a reliable indication of the presence of more than one crystalline 
domain. 
The PCA images present a single scalar value that depends nontrivially on 
crystallographic orientation, and consequently the value of PC2 should not necessarily 
indicate identical crystallographic orientations within multidomain crystals. Prior studies 
suggest it is reasonable to expect crystals of similar orientation to produce similar values 




discrimination by PCA could still yield distinct diffraction patterns. Consistent with these 
expectations, the diffraction patterns in Figure 4-5 do not necessarily correspond to a 
single domain, and the regions of similar contrast in Figure 4-5 do not necessarily 
indicate identically oriented domains. Rather, this figure demonstrates that the crystalline 
sample contained several areas of differing contrast and sign in the PC2 image, and that 
this sample also yielded non-uniform diffraction. 
Although the PR-SHG measurements performed in this work were acquired for 
looped crystals to enable independent validation by X-ray diffraction, the greatest 
benefits are likely to be realized in analysis of crystals still within the mother liquor prior 
to harvesting. Incorporation of PR-SHG measurements into routine screening of 
crystallization trays could allow for the early identification of multidomain crystals, such 
that time is not spent on crystallization procedures and synchrotron diffraction 
measurements that are unlikely to yield high quality structures. Furthermore, the 
experimental modifications to instrumentation developed previously for plate-reading by 
SHG19 involve only the addition of simple wave-plates and polarizers. Consequently, this 
approach may provide a means of rapidly screening to select a subset of crystals most 
likely to produce single-crystal diffraction in subsequent X-ray analysis.  
A potential drawback to this strategy is the 6-fold increase in the measurements 
time compared to conventional screening by SHG microscopy44 when using dual-
polarization detection, or 12-fold increase if using a single detector. Incorporation of 
rapid polarization–modulation approaches into the instrumental design has the potential 
of decreasing acquisition times as well as reducing noise and allowing for better 




samples still enabled identification of PC axes capable of effectively identifying 
multidomain crystals in the present study, the ability of PCA of PR-SHG data to separate 
crystals based on orientation may improve further with a larger sampling of different 
crystal orientations. Most crystallization droplets contain multiple crystallites, such that 
the PCA could be performed from the combined polarization-dependent data acquired 
either within a single droplet, or from a larger pooled data set from crystals in multiple 
droplets of the same crystal space group. 
Although these collective results indicate the potential promise for the application 
of PR-SHG microscopy for the detection of unique crystallographic domains, it should be 
noted that these collective data were acquired for only one type of protein crystal. The 
broader utility of the approach remains to be tested through systematic studies of many 
protein crystals by combined PR-SHG microscopy and spatially resolved synchrotron X-
ray diffraction. Nevertheless, initial results from this study suggest that it is possible to 
identify polycrystalline samples that could complicate subsequent diffraction analysis at 
early stages in the crystal screening process. Furthermore, it may be possible through PR-
SHG microscopy to localize the diffraction analysis to single-domains to reduce 
complications in indexing and subsequent structure determination of conglomerated or 
twinned crystals.  
4.4 Conclusions 
PR-SHG microscopy analyzed by PCA was found to be a rapid and non-
perturbative technique compatible with X-ray crystallography for identifying 




nature of SHG, in which the frequency-doubled light emerges in a well-defined 
polarization state dependent on the incident driving polarization, the nonlinear optical 
properties of the crystal, and the crystallographic orientation within the laboratory frame. 
PR-SHG microscopy was shown to reliably distinguish multidomain crystalline samples 
from single crystals. Identification of differences in crystal orientation were demonstrated 
with the intention of moving towards rapid and reliable all-optical identification of 
crystals that are likely to provide single-domain diffraction typically associated with high 
resolution protein structures, and the selection of promising regions for diffraction within 
crystalline conglomerates or other types of multidomain crystals that otherwise would 
have resulted in poor diffraction data. Future development and incorporation of rapid 
polarization modulation techniques should allow for faster analysis times, as well as 
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CHAPTER FIVE: QUANTITATIVE POLARIZATION-MODULATED SECOND 
HARMONIC GENERATION MICROSCOPY AT VIDEO RATE 
5.1 Polarization-modulation Techniques for NLO Microscopy 
Polarization-dependent nonlinear optical microscopy has a rich history in 
providing information on local structure and orientation of various samples, including of 
collagen,1-3 cell membranes,4 and other ordered biological motifs,5,6 and has been 
extended to in vivo studies of cancer, musculoskeletal disorders, cardiovascular disease 
and corneal disorders.5-9 Polarization-dependent SHG imaging has also been used for 
inorganic materials characterization,10-12 crystal domain imaging,13 and surface 
analysis.14,15  Despite these successes, the most common approaches for polarization 
imaging are largely based on the physical rotation of polarization optics including 
waveplates and polarizers, such as the methods used in Chapters 3 and 4. Such methods 
suffer from significant limitations including 1) Slow acquisition times which introduces 
1/f noise in the measurement 2) artifacts from sample motion, a particular challenge for 
in vivo imaging and 3) measurement bias from bleaching and/or thermal effects induced 
by the laser.   
 Several strategies have been explored for reducing the time needed for 
polarization analysis in SHG microscopy through development of passive methods of 




performed at 4 kHz in measurements of collagen in rat tail sections. In this work, 
detection of the modulation harmonics was performed using two lock-in amplifiers per 
detector, and imaging was performed using sample scanning. Tanaka et al.16, have 
performed fast polarization modulation, using an EOM to toggle between two fixed 
polarization states on a per-pixel basis. Lien et al.17 have performed polarization 
modulated SHG imaging using a liquid crystal modulator, which had a response time on 
the order of several ms. With the exception of the work by Tanaka et al, these techniques 
have been demonstrated at relatively low frame rates (several seconds to hours per 
frame). Furthermore, these techniques were not used to directly recover the local (2) 
tensor elements driving the nonlinear response of the sample, which is a key step in 
quantitative modeling to predictively connect local structure to the observed response.  
5.2 Methods for Rapid Polarization Modulation for Nonlinear Optical Stokes 
Ellipsometric Imaging 
 
In this chapter, quantitative polarization-dependent SHG imaging based on 
nonlinear optical Stokes ellipsometry (NOSE) is demonstrated. This work builds upon 
previous studies in the Simpson group, where NOSE was shown to provide a substantial 
(7 orders of magnitude) improvement in measurement S/N when compared to approaches 
based on the rotation of waveplates.14,18 This enhancement in S/N was largely attribute to 
the reduction of 1/f noise originating from slow changes in the source, detector and 
sample over the time-frame for polarization analysis. However, previous implementations 
of NOSE required analysis times of several ms per pixel, a time frame that is too long for 




modulation using an EOM with synchronous digitization (SD) (a novel method of data 
acquisition developed in the Simpson Group),19 the timeframe for NOSE analysis was 
reduced to as low as 150 ns per pixel, enabling full polarization analysis at each pixel at 
up to video-rate speeds. The ability of this method to be performed at up to video rate 
should reduced artifacts from sample motion, allowing compatibility with in vivo 
imaging. In addition, the sensitivity and speed of video rate NOSE imaging could also 
provide a method for rapidly screening for different polymorphs of active pharmaceutical 
ingredient (API) crystals, where different polymorphs are expected to exhibit different 
polarization-dependent NLO responses. Additionally, this method should allow 
improvements for screening of multidomain and twinned protein crystals over the 
methods using physical rotation of polarization optics described in Chapter 4.  
5.2.1 Instrumentation for SHG and Laser Transmittance Imaging 
SHG and laser transmittance imaging was performed on a custom microscope  
adapted from instrumentation described in previous chapters and shown schematically in 
Figure 5-1. Briefly, an 80 MHz 100 fs MaiTai Ti:sapphire laser (SpectraPhysics) tuned to 
800 nm was used as the incident light source for both SHG and laser transmittance 
imaging, with average powers between 20-220 mW. The beam was scanned across the 
sample using a resonant scanning mirror at 8 kHz synchronized to the laser and a 
galvanometer mirror in the fast and slow axes, respectively. The beam was passed 
through an EOM rotated 45o from its fast-axis. A Soleil-Babinet compensator was placed 
after the EOM to correct for polarization changes induced by the rest of the beam path 




and square aperture to block the turning points of the sinusoidal resonant mirror 
trajectory. The scanned beam was focused onto the sample with a 10X, 0.3 NA objective. 
SHG and fundamental light were separated using a dichroic mirror and collected in the 
transmitted direction. The SHG signal was separated into its horizontal and vertical 
components with a Glan-Taylor polarizer, which were detected on two photomultiplier 
tubes (PMTs) with bandpass filters to further reject the fundamental. The transmitted 
fundamental light was detected with a photodiode after passing through a Glan-Talyor 
polarizer set to pass horizontal, allowing for simultaneous polarized laser transmittance 
imaging and SHG imaging. 
5.2.2 Data Acquisition Methods for Rapid Polarization Modulation 
Data acquisition was performed using SD.19 A schematic of the synchronous 
timing control required for SD is depicted in Figure 5-1. Two PCIe digitizer cards 
(AlazarTech ATS-9350) were used to flash digitize the SHG and laser transmittance on 
three channels synchronously with the laser. Custom software was designed to record 
digitized voltages as 32-bit numbers. The 80 MHz signal from the laser’s internal 
photodiode was used as the master clock. The laser clock was sent through a custom 
timing module, where it was amplified, shifted, and divided by 8, to produce a 10 MHz 
square wave. The synchronous 10 MHz signal was sent to the onboard 10 MHz phase-
locked-loop of the digitizer card, and the digitizer card was set to digitize at 80 MHz 
synchronously with the laser.  
Due to the high Q-factor of the resonant mirrors (Q > 250) amplitude stability was 




custom control box was designed and built to perform real-time active phase correction 
of the resonant mirror. The resonant mirror timing box was controlled by an 8-bit 
microcontroller running at 80 MHz derived from an external 10 MHz phase-lock loop 
(PLL) synchronous with the 80 MHz master clock from the Ti:Sapphire laser, allowing 
for precise knowledge of the number of laser pulses per resonant mirror trajectory. The 
microcontroller ran a custom built operating system using a combination of hardware and 
software timers to produce the mirror drive signal. The feedback of the resonant mirror 
was analyzed by the box, and corrections to the driving phase were made to maintain 
phase stability of the resonant mirror. Phase corrections were performed to a precision of 
25 ns, or two clock ticks from the master clock. A monitor output signal from the mirror 
driver box was sent to the trigger input on the digitizer card. A synchronous ramp signal 
generated by the timing module was used to control the galvanometer mirror by 
incrementing the angle of the mirror after every pass of the resonant mirror.  
The signal transients from each individual detector response from every laser 
pulse were digitized synchronously with the laser. A 3-13 ns electronic digital delay stage 
was added between the master clock (10 MHz) signal and the PCIe digitizer cards to 
allow for adjustment of the phase of digitization relative to the signal generation to 
account for the absolute time difference of the clock and the optical path. The resultant 
data were then binned following a sine-wave trajectory, resulting in higher density of 
sampling near the turning points of the trajectory, Figure 5-2, with the corresponding data 





5.2.3 Rapid Polarization Modulation 
Synchronous polarization modulation was performed using a custom-built 
extended length EOM (Conoptics). A third 10 MHz output from the timing module was 
used as an external clock source for a function generator, which was used to generate an 
8 MHz sine wave. The 8 MHz signal was amplified using a high voltage amplifier 
combined with a custom built resonant tank circuit and was used to drive the EOM 
beyond its half-wave voltage. Under an applied sinusoidal voltage, the EOM imparts 
time-varying phase shifts between the horizontal and vertical components of light that 
passes through it, producing a series of elliptical polarizations for the exiting beam, 
shown in Figure 5-3. The period of the resonant mirror was carefully chosen using its 
driver box, so that the number of laser pulses per image was an integer multiplier of the 
number of polarizations used to ensure that each frame began with the same starting 
polarization. For the described experiments, the laser frequency was 80 MHz and the 
EOM was driven at 8 MHz for a total of 10 unique elliptical polarizations. Custom 
software was developed in Matlab to separate out each laser pulse to generate the 10 
polarization-dependent images in real-time. To ensure all 10 polarizations were sampled 
in one trajectory of the resonant mirror, pixels were binned in the fast-axis to generate 
images that were 300 by 512 pixels. After acquisition, images were resized to 512 by 512 
pixels using image interpolation (ImageJ). 
5.3 Theoretical Foundation for NOSE 
Nonlinear optical ellipsometry is by definition a technique for determining the 




definition is directly analogous to conventional linear ellipsometry for thin film analysis, 
in which the relative values of the diagonal elements in the Jones matrix describing 
surface reflection are determined experimentally.22 NOSE is one method to perform 
nonlinear optical ellipsometry based on Stokes polarimetry in which the polarization state 
of the SHG signal is determined from the combined intensities measured by several 
detectors, each probing different polarization-dependent responses. 
The relationship between the detected intensity and a modulated incident 
polarization state in NOSE has been described in detail in previous works14,18,23 and is 
briefly summarized here. In linear optics, the incident polarization state can be described 
in terms of well-established Jones vectors and Jones matrices. Recently, this framework 
has been extended to introduce the concept of Jones tensors as polarization transfer 
tensors.21,24 By analogy with Jones matrices, knowledge of the Jones tensor allows one to 
predict all polarization-dependent observables of a given measurement as a function of 
the incident polarization state or states. In this framework, the Jones matrix for the EOM 
rotated an angle  is given by the following expression.  
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          (5.1) 
The time-dependent phase shift of the EOM, (t), is in turn sinusoidally modulated. 
 t   A sin 2 f 0t    B              (5.2) 
In Equation 5.2, A represents the amplitude of modulation, f0 is the modulation frequency 




experimental phase of the EOM, and B is the constant residual phase shift inherent in the 
EOM.  
Expressions relating the Jones tensor elements to the intensity of n-polarized SHG 
where n is either v or h for vertical or horizontal polarization, respectively, have been 
previously derived.14,18,23  
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          (5.4) 
In the above equation, the -terms indicate individual elements from the 2 × 2 × 2 (2) 
laboratory frame Jones tensor. From this above equation, it is clear that the measured 
intensity on a single detector can generally recover up to 5 unique parameters ultimately 
dependent on three nonzero tensor elements, which in general are complex-valued. Since 
the number of real and imaginary unknowns exceeds the number of observables by one, 
only the relative phase between the tensor elements can be recovered, which is similar to 
conventional ellipsometry performed for surface analysis. Far from resonance and in the 
absence of birefringence in the sample, B and D are zero-valued, reducing the number of 
observable down to three, paired to the number of unique elements within the Jones 




In practice, it is often more convenient to perform the linear fitting to an 
alternative set of Fourier functions. Conversion from the polynomial to Fourier 
coefficients is performed through simple matrix multiplication. The use of Fourier 
coefficients also provides direct comparison with alternative measurements performed by 
lock-in detection.2 In this framework, the detected intensity is described by the following 
analytical expression. 14,18,23  
I
det
2  a b cos 2  c cos   d sin   e sin 2           (5.5) 
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          (5.6) 
An analogous framework can be used to describe the polarization-dependent 
transmittance of the incident infrared beam, which in turn provides information on the 
sample birefringence. In brief, the intensity of the transmitted beam under the conditions 
identical to those used for the SHG measurements is given by the following expression. 
I
det
  a b cos   c sin                         (5.7) 
If the principal (fast) axis of the birefringent material is oriented an angle  within 
the field of view with an optical phase shift of  induced between the major and minor 
optical axes, the coefficients in Equation 5.7 are related to the orientation angle  and the 








1 cos4 cos  cos4 cos 
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sin sin 2
           (5.8) 
For a single crystal, the phase shift 2 ( ) /f sn n d    , where d is the path 
length through the crystal, λ is the optical wavelength, and nf and ns are the refractive 
indices for the fast and slow axes of the crystal, respectively. Equations 5.8 are specific 
for the measurement configuration used in these experiments, in which the horizontally 
polarized beam is detected and the beam is vertically polarized before introduction to the 
EOM. If the orthogonal polarization is measured instead, the signs of b and c in Equation 
5.8 are both inverted. The expressions in Equations 5.7 and 5.8 implicitly assume either 
the absence of substantial reflective losses or negligible polarization-dependence in the 
reflected or scattered light. 
From Equations 5.5 and 5.7, it should be clear that the detected response would 
generally exhibit amplitude and phase terms for both the fundamental and second 
harmonic in , in addition to a constant term. However,  is itself sinusoidally modulated 
in time. As a result, direct recovery of the Fourier coefficients from the -dependent 
intensity is straightforward, but analogous quantitative analysis based on the harmonics 
of f0 from the time-dependent intensity with sinusoidal modulation is not trivial. Previous 
early efforts have addressed this challenge by using sawtooth modulation that is linear in 
time.2 However, this strategy is challenging to implement at high speeds because of the 
much larger bandwidth required to drive sawtooth modulation at MHz frequencies 
relative to sinusoidal modulation. In the present case, the use of a resonant tank circuit 




frequencies) and improved the stability through bandwidth reduction, but was 
fundamentally incompatible with sawtooth modulation.  
The preceding treatments are valid within the paraxial approximation consistent 
with low numerical aperture lenses and objectives as used in the present study. However, 
it is relatively straightforward in principle to extend this mathematical framework for 
polarization analysis to high numerical aperture objectives in which the electric field has 
projections along all three spatial coordinates, as detailed explicitly in previous work.21 In 
brief, the matrix-notation for propagation of the electric fields as presented in the present 
study allows the influence of tight focusing to be incorporated through multiplication by 
an additional “local field” matrix. This additional matrix relates the incoming and exiting 
local fields experienced within the focal volume to the far-field polarization state detected 
in the laboratory frame. Consequently, the present polarization modulation approaches 
can be easily extended to analogous measurements performed with high numerical 
aperture objectives. 
5.4 Results and Discussion 
Quantitative analysis of the polarization-dependent nonlinear optical response was 
enabled through initial characterization of the incident polarization state of the 
fundamental beam at each laser pulse. Measurement of the transmitted polarized 
fundamental beam allowed for evaluation of the time-dependent phase angle of the EOM, 
which in turn defines the polarization state of the incident light. Polarized laser 
transmittance images were obtained simultaneously with SHG images, allowing for 




employed to evaluate the phase angle of the EOM using the detected second harmonic 
beam. Z-cut quartz has well-established relationships between the nonzero tensor 
elements dictated by symmetry, and exhibits no birefringence for light propagating 
parallel to the z-axis. The absence of birefringence minimizes the impact of polarization 
changes induced in either the incident fundamental or produced second harmonic beams 
that are not accounted for by the model. A nonlinear fit of experimental intensity to the 
theoretical intensity as a function EOM modulation (Equations. 5.1 and 5.2) was 
performed for both polarized laser transmittance and horizontally polarized SHG. The 
results of both approaches are summarized in Figure 5-4 for representative data acquired 
with a quartz rotation angle of 30°.  
Reasonably good agreement was achieved between the two techniques despite the 
substantial differences in the measured time-dependent intensities used in the fits, as 
shown in Figure 5-4c. Although a relatively subtle offset remains between the two 
calculated phase angles, the good overall agreement suggests that the incident 
polarization state can be reliably recovered from measurements of the polarized 
fundamental beam. Uncertainties in the parameters A, δ and B from Equation 5.2 were 
determined through numerically calculating the second derivative around the minimum of 
chi-square space as described elsewhere and propagated to determine the standard 
deviation in the phase values obtained from the fit.25 The values derived from the 
nonlinear fit for A, δ and B were 1.90 ± 0.04, 1.18 ± 0.02 and 1.10 ± 0.02, respectively, 
and the standard deviations for Δ are all ~± 0.04, indicated by the error bars shown in 




5.4.1 Validation of NOSE Microscopy Using Z-Cut Quartz 
Using the EOM phase angles recovered by the linear fitting process for laser 
transmittance, the polarization-dependent SHG response was measured at multiple 
rotation angles of quartz. Linear fitting of the data to Equation 5.5 was then performed to 
extract Fourier coefficients. Figure 5-5 shows representative results for z-cut quartz, 
performing the linear fit on both a per-pixel basis (a-b) and across the average of 104 
pixels (c). Derived Fourier coefficients across multiple rotation angles of z-cut quartz are 
summarized in Figure 5-6. Coefficients a and b are predicted by theory to be non-zero, 
with coefficients c-e predicted to be zero. Coefficients c-e extracted from the linear fitting 
of experimental data were centered about zero and are not included in Figure 5-6 for 
clarity. Results reported in Figure 5-6 are for the average response over an area of 
100x100 pixels. Images were integrated over 32 consecutive frames, corresponding to a 
single pixel acquisition time of 4.8 s. For comparison, the theoretical results are also 
included for the anticipated coefficients expected using the established nonlinear optical 
properties of quartz26 and the measured EOM phase angles.  
 The recovered coefficients were in reasonably good agreement with those 
predicted by symmetry for z-cut quartz. Systematic departures were observed, increasing 
at quartz rotation angles approaching 30°. These deviations are attributed to a 
combination of uncertainties in the phase angles, subtle birefringence in the quartz from 
imperfections in the cut and the breakdown of the assumption of plan polarized light after 
focusing through an objective. Although the S/N was lower in measurements obtained in 
4.8 μs from single pixels, the recovered fits and resulting coefficient values were 




quartz, the five Fourier coefficients extracted from the linear fitting were converted to 
polynomial coefficients (Equation 5.6) and subsequently converted into six Jones tensor 
elements (taking advantage of the interchangeability of the latter two subscripts in SHG) 
using the equalities described in Equation 5.4. This process was performed for seven 
rotation angles of z-cut quartz (15°, 20°, 25°, 30°, 35°, 40°, and 45°). The Jones tensors 
obtained for each of the seven known rotation angles were converted to the tensor for 
quartz rotated to 0°, described in the following equations. 
The Jones tensor elements for z-cut quartz oriented at 0° (i.e. the local-frame 
tensor elements) are given by the equalities yyy = -yxx = -xyx= -xxy, with all other tensor 
elements zero-valued. However, rotation of the quartz by an angle  results in the 
emergence of additional nonzero tensor elements in the laboratory frame Jones tensor. 
These new elements can be predicted from the above tensor elements using matrix 
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          (5.9) 
In Equation 5.9, the lowercase letters each correspond to a different trigonometric 
























          (5.10) 
Only three elements are included in  , since xyx must always equal xxy in SHG. The 
expression in Equation 5.10 can be rewritten more concisely in matrix notation. 
           (5.11) 
From measurements of and knowledge of , the three tensor elements describing in 
Equation 5.9 can be isolated by the following matrix product.  
          (5.12) 
Furthermore, the experimental variance in the values of  is given by the 
corresponding diagonal elements of   1TR R 

 multiplied by the standard error, given by 
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        (5.13) 
The standard deviations in the recovered tensor elements are simply given by the 
square root of the variance. It is assumed that the tensor element ratios are all real-valued, 
such that only three parameters in are recovered from the fit. The values of were 
determined based on inverting the equalities in Equation 5.4. The means and standard 




5.4.2 Experimental Demonstration of NOSE Microscopy using Naproxen and Glucose 
Isomerase Crystals 
 
Evaluation of the measurement approach was next assessed in polarization-
modulated measurements of naproxen crystals, summarized in Figure 5-7 and 5-8. Figure 
5-7a corresponds to overall intensity of the horizontally polarized SHG channel, 
generated by integrating the 10 unique polarization-dependent images. Figure 5-7b 
corresponds to those same results separated out into the 10 unique polarization states 
sampled at each pixel during different time-points in the EOM cycle. Figure 5-7c 
contains images of the Fourier coefficient values recovered by linear fitting of 10 images 
in Figure 5-7b to Equation 5.5. These Fourier coefficient images represent the full native 
information content available by the measurements. To concisely represent these images, 
the five coefficient images were mapped onto a five-color scheme: red, greed, blue cyan 
and magenta (RGBCM). The intensity of Fourier coefficient a was displayed on a scale 
of 0-40 mV, and coefficients b-e were displayed on a scale of 0 -20 mV. The relative 
amplitudes of the native coefficients could then be recovered simply by separation into 
the individual color elements.  
A complete set of results for naproxen for all three detectors is summarized in 
Figure 5-8, with a, b, and c, representing integrated intensity for the horizontal PMT, 
vertical PMT, and laser transmittance, respectively. Figures 5-8d and e correspond to the 
coefficient color maps as determined from the linear fitting to Equation 5.5 for SHG 
(shown on the same color scale as Figure 5-7) and Figure 5-8f shows the coefficient color 
map image as determined form the linear fitting to Equation 5.7 for laser transmittance. 




green and blue respectively. In order to display all three coefficients on the same image, 
coefficient a (red) was displayed on a scale of 0 to +0.3 V, coefficient b (green) was 
displayed on a scale of -0.3 to 0.0 V and coefficient c was displayed on a scale of -0.15 to 
+0.15 V. The images in Figures 5-7 and 5-8 were produced using signal averaging for 
improved quality, but the analysis can be performed on images acquired with continuous 
sampling at video rate. A single video frame of the color-encoded polarization maps for 
naproxen crystals obtained at a 15 Hz frame rate is shown in Figure 5-9. The naproxen 
crystals shown in the video were not index matched in oil, making edge effects more 
pronounced in the laser transmittance color maps when compared to the crystals in Figure 
5-8f.  
Additional measurements were performed for a multidomain glucose isomerase 
crystal, shown in Figure 5-10. Polarization-dependent images were acquired at 11 z-slices 
through the aqueous drop to generate a 3D polarization color map of the crystal. Figure 5-
10a corresponds to a laser transmittance image integrated over all 10 polarizations for a 
single z-slice, suggesting two crystalline domains based on crystal habit. Figure 5-10b 
shows a 3D image obtained by performing principal component analysis (PCA) of the 
pooled set of 10 different polarization-dependent images for each z-slice. As detailed in 
Chapter 4, multidomain crystals have been identified using PCA of polarization-
dependent SHG images as an assessment of crystal diffraction quality based on training 
using measurements obtained over a large number of similar protein crystals. In 
comparison, Figure 5-10c shows a 3D Fourier coefficient color map obtained through 




the need for training. The coefficient images of glucose isomerase were treated in the 
same manner as the naproxen sample with respect to the scaling of the coefficients.  
In this particular case, NOSE analysis provided significantly higher contrast for 
visualization of protein crystal domains compared to the same polarization-dependent 
images analyzed with PCA. NOSE has the additional distinct advantage of requiring no 
training prior to domain discrimination. In addition, drift in the EOM response between 
samples, or from measurements acquired on different days or on different instruments 
typically alter the principal axes, such that PCA requires routine retraining. In contrast, 
NOSE analysis acquired on a calibrated instrument should be consistent, even with 
different EOM settings or in the presence of measured drift.  
It is interesting to compare the NOSE microscope figures of merit to those of 
previous single-point nonlinear optical ellipsometry instruments.18,20,23,24,27,28 At video 
rate, pixels in the central field of view are sampled with as few as 12 consecutive laser 
pulses, each of which corresponds to one of the 10 possible polarization states produced 
by the EOM. The value of 12 laser pulses represents a minimum, with a greater number 
of pulses sampled per pixel near the edges of the fast scan axis where the resonant mirror 
was moving the beam more slowly. Compared to the 12.5 ms acquisition time used 
previously, the minimum per-pixel acquisition time for z-cut was 4.8 μs (32 averaged 
frames, each 150 ns), representing a 2600-fold reduction in the measurement time. 
Assuming noise is dominated by Poisson fluctuations in the detected intensity, this 
change corresponds to an anticipated reduction of ∼50 in the signal-to-noise ratio (SNR) 
relative to the previous polarization measurements by NOSE. In that prior work, quartz 




value by a factor of 50 yields a SNR ratio of approximately 2 in 4.8 μs. In practice, the 
measured SNR in a single pixel in an integration time of 4.8 μs in the current NOSE 
experiments was typically approximately 5−6, representing approximately a 3-fold 
increase over previous experiments. The most likely explanation for the improvement in 
the SNR in the present work is the higher signal level achievable using fast scanning and 
synchronous digitization for high dynamic range detection rather than photon counting as 
was done in the previous work.  
Because the data were initially fit to a set of Fourier coefficients, it may be 
tempting to suggest that high speed lock- in amplification (LIA) could serve as an 
alternative platform for recovery of the coefficients. However, the expressions in 
Equation 5.5 and Equation 5.7 represent a Fourier series in the EOM phase shift, Δ, not in 
time. While Δ(t) is sinusoidally modulated in time, the intensity of the SHG given by 
Equation 5.5 depends nontrivially on trigonometric functions of the sinusoidal function 
Δ(t). It is only in the limit of low amplitude modulation that Δ(t) ≅ A(2πf 0t + δ) + B, 
such that the harmonics in time correspond to the harmonics in Δ. Lowering the 
modulation amplitude to maintain this approximate relationship restricts one to relatively 
shallow depths of polarization modulation, which in turn reduces the confidence in the 
recovered coefficients. From a practical standpoint, most LIAs operate at a single 
frequency, such that two LIAs would be needed for each detector to access the full set of 
coefficients expressed in Equation 5.5. Maintaining careful calibration between the 
amplitudes of each LIA together with the zero-frequency DC response is nontrivial. In 
addition, the central advantages of LIA in terms of bandwidth reduction and phase-




detection bandwidth scales inversely with the sampling time, which for a minimum of a 
125 ns acquisition time corresponds to 32 MHz of frequency bandwidth about the center 
frequency in the underlying electronics. Interestingly, the LIA’s now commercially 
available to achieve detection at MHz modulation frequencies are based on high-speed 
digitization qualitatively similar to the oscilloscope cards used in the present study, but 
without the advantages of SD15,29 and user-defined data analysis.  
As can be seen from the coefficient color map images in Figures 5-7 and 5-8, the 
polarization-dependence of SHG varies significantly for different naproxen crystals 
depending on their orientation relative to the image axes. The variation in polarization-
dependence is attributed largely to the differences in crystal orientation relative to the 
laboratory frame. The overall similarity of the color-map hues for different crystals at 
similar rotation angles is consistent with this explanation. Indeed, such good agreement 
between similarly azimuthally oriented crystals is somewhat surprising, given that the 
azimuthal rotation angle is just one of the three possible rotation angles available to the 
crystals. Additional variability in the tilt angle into/out of the focal plane and the twist 
angle would generally be expected to introduce greater diversity in the polarization-
dependent responses. This absence of diversity is tentatively attributed to nonisotropic 
orientation distributions due to templating by the glass interface during crystallization. 
Heterogeneous nucleation is quite common, driven by the lower free energy barrier 
introduced for clusters at the interface relative to within the bulk. Furthermore, the 
interfacial energy at the crystal/glass interface will be dependent on the particular crystal 




twist angle relative to the interface. Under these conditions, only the azimuthal rotation 
angle is fully unconstrained.  
This reduction in orientational diversity for materials crystallized on a glass 
surface is highly advantageous, as it reduces a potentially complicated relationship 
between the crystal orientation and the laboratory frame response. If only azimuthal 
orientation is unique from crystal to crystal, the analysis is reduced down to a relatively 
simple one, based on relations similar to those described for treating the rotated z-cut 
quartz (Equations 5.9-5.12). Provided the crystal azimuthal rotation angle is determined 
independently in advance (e.g., from image analysis), NOSE should enable recovery of 
the crystal tensor in the local-frame from the Jones tensor elements measured in the 
laboratory frame. In this manner, NOSE may potentially serve as a reliable orientation- 
independent identifier for crystal polymorphism in APIs.  
Both the naproxen crystals and the two crystalline domains of glucose isomerase 
exhibited large variations in polarization response as a function of crystallographic 
orientation. It is also of note that the net polarization response of naproxen appears to 
differ from the net polarization response of glucose isomerase. For the horizontal SHG 
channel, the naproxen color-map contains largely red, green, and purple, whereas the 
glucose isomerase 3D color map contains crystalline domains of cyan and magenta. This 
difference between samples suggests not only the ability to distinguish between 
differently oriented crystals, but also between different types of crystalline materials. 
This shows promise in the area of API polymorph screening, in cases where full 




The sensitivity to crystal orientation may also potentially be beneficial in the 
identification of crystal twinning prior to structure determination. Twinning is a similar 
phenomenon to the case of multidomain crystal formation, as shown for glucose 
isomerase in Figure 5-10 and discussed in detail in Chapter 4, but is often impossible to 
identify with conventional optical imaging, especially in the case of merohedral 
twinning.30 Twinning can significantly complicate structure determination from X-ray 
diffraction, yet a rapid, nondestructive and sensitive screening method for twinning is still 
lacking. The differences in the polarization-dependent NLO properties of differently 
oriented twin domains may in principle provide contrast for the identification of twinned 
crystals.  
A key long-term goal of this measurement platform is the recovery of the local-
frame tensor to assess subtle changes in local structure from the polarization-dependence 
of SHG, analogous to the measurements performed for z-cut quartz. For crystals, the 
polarization-dependence could be used to sensitively detect changes in crystal 
polymorphism for high- throughput API crystal screening applications. In studies of 
collagen, subtle local structural changes within the fibers can serve as indicators for 
different collagen types or different disease states. In these applications, the laboratory 
frame Jones tensor elements depend on the sample orientation within the field of view, on 
the nonlinear optical properties of the samples, and on the linear properties through 
sample birefringence. In z-cut quartz, the absolute orientation of the sample was known a 
priori and the sample exhibits no birefringence, considerably simplifying the analysis. 




analyses of the model- independent measurements represents additional efforts, which are 
addressed in Chapter 6.  
5.5 Conclusions 
The theoretical framework for NOSE microscopy, based on polarization-
dependent SHG measurements, was experimentally demonstrated at imaging speeds up to 
video rate. Through incorporation of fast polarization modulation with SD, it was shown 
to provide a substantial reduction in acquisition time without a significant loss in 
measurement precision, allowing for real-time imaging. Validation of NOSE 
methodology and instrumentation was performed with z-cut quartz, a well-characterized 
NLO reference sample. The experimentally measured Jones tensor elements for z-cut 
quartz fell within error of the theoretical predicted values. This technique was further 
used to investigate naproxen and glucose isomerase, with resulting Fourier coefficient 
color maps showing substantial differences due to crystal orientation. In addition, the 
Fourier coefficient maps of naproxen compared to glucose isomerase demonstrate an 
overall net difference in coefficient values, potentially allowing for not only 
differentiation of crystal orientation, but also discrimination of different crystalline 
materials. It was also demonstrated that by coupling fast polarization modulation 
synchronously with detection, the S/N of the measurement was sufficient to perform real-
time (15 Hz) polarization-dependent imaging with as little as 150 ns per pixel integration 
time and still recover statistically significant Fourier coefficients that are directly 






1 Campagnola, P. J. et al. Three-dimensional high-resolution second-harmonic 
generation imaging of endogenous structural proteins in biological tissues. 
Biophys. J. 81, 493-508 (2002). 
2 Stoller, P. et al. Polarization-modulated second harmonic generation in collagen. 
Biophys. J. 82, 3330-3342 (2002). 
3 Gusachenko, I. et al. Polarization-Resolved Second-Harmonic Generation in 
Tendon upon Mechanical Stretching. Biophys. J. 102, 2220-2229 (2012). 
4 Moreaux, L., Sandre, O. & Mertz, J. Membrane Imaging by Second Harmonic 
Generation Microscopy. J. Opt. Soc. Am. B 17, 1685-1694 (2000). 
5 Plotnikov, S. et al. Characterization of the myosin-based source for second 
harmonic generation from muscle tissue. Biophys. J. 90, 693-703 (2006). 
6 Brasselet, S. Polarization-resolved nonlinear microscopy: application to structural 
molecular and biological imaging. Advances in Optics and Photonics 3, 205-271 
(2011). 
7 Lin, S. J. et al. - Discrimination of basal cell carcinoma from normal dermal 
stroma by quantitative. Opt Lett. 31, 2756-8 (2006). 
8 Le, T. T. et al. Label-free molecular imaging of atherosclerotic lesions using 
multimodal nonlinear optical microscopy. J Biomed Opt.  12, 054007 (2007). 
9 Latour, G. et al. In vivo multiphoton imaging of the cornea: Polarizatoin-resolved 
second harmonic generation from stromal collagen.  - 8226, - 82262I-7 (2012). 
10 Brasselet, S. & Zyss, J. Nonlinear polarimetry of molecular crystals down to the 
nanoscale. C. R. Phys. 8, 165-179 (2007). 
11 Sandeau, N. et al. Defocused imaging of second harmonic generation from a 
single nanocrystal. Opt. Express 15, 16051-16060 (2007). 
12 Chowdhury, A. U. et al. Kinetic trapping of metastable amino acid polymorphs. J. 
Am. Chem. Soc. 136, 2404-2412 
13 DeWalt, E. L. et al. Polarization-resolved second-harmonic generation 
microscopy as a method to visualize protein-crystal domains. Acta Cryst. D 69, 
74-81 (2013). 
14 Begue, N. J. & Simpson, G. J. Chemically Selective Analysis of Molecular 





15 Anceau, C., Brasselet, S. & Zyss, J. Local orientational distribution of molecular 
monolayers probed by nonlinear microscopy. Chem. Phys. Lett. 411, 98-102, 
(2005). 
16 Tanaka, Y. et al. - Motion-artifact-robust, polarization-resolved second-harmonic-
generation microscopy based on rapid polarization switching with electro-optic 
Pockells cell and its application to in vivo visualization of collagen fiber 
orientation in human facial skin. Biomed. Opt. Express 5, 1099-1113 (2014). 
17 Lien, C.-H. et al. Precise, motion-free polarization control in Second Harmonic 
Generation microscopy using a liquid crystal modulator in the infinity space. 
Biomed. Opt. Express 4, 1991-2002 (2013). 
18 Begue, N. J., Moad, A. J. & Simpson, G. J. Nonlinear Optical Stokes 
Ellipsometry. 1. Theoretical Framework. J. Phys. Chem. C 113, 10158-10165 
(2009). 
19 Muir, R. D. et al. Synchronous Digitization for High Dynamic Range Lock-in 
Amplification in Beam-Scanning Microscopy. submitted. 
20 Polizzi, M. A., Plocinik, R. M. & Simpson, G., J. Correction: Ellipsometric 
Approach for the Real-Time Detection of Label-Free Protein Adsorption by 
Second Harmonic Generation. J. Am. Chem. Soc. 127, 1058 (2005). 
21 Dettmar, C. M. & Simpson, G. J. in Second Harmonic Generation Imaging   (eds 
Francesco S. Pavone & Paul J. Campagnola) Ch. 1, 3-22 (CRC Press, 2013). 
22 Azzam, R. M. A. & Bashara, N. M. Ellipsometry and Polarized Light.  (Elsevier, 
1987). 
23 Begue, N. J. et al. Nonlinear Optical Stokes Ellipsometry. 2. Experimental 
Demonstration. J. Phys. Chem. C 113, 10166-10175 (2009). 
24 Plocinik, R. M. et al. A Modular Ellipsometric Approach for Mining Structural 
Information from Nonlinear Optical Polarization Analysis. Phys. Rev. B 72, 
125409 (2005). 
25 Robinson, P. B. D. K. Data Reduction and Error Analysis for the Physical 
Sciences. 3rd edn,  (McGraw-Hill, 2002). 
26 Boyd, R. W. Nonlinear Optics. 2nd edn,  (Academic Press, 2003). 
27 Plocinik, R. M. & Simpson, G. J. Polarization Characterization in Surface Second 
Harmonic Generation by Nonlinear Optical Null Ellipsometry. Anal. Chim. Acta 




28 Dehen, C. J. et al. Discrete retardance second harmonic ellipsometry. Rev. Sci. 
Instr. 78, 013106 (2007). 
29 Kissick, D. J. et al. in Proc. SPIE 8657, Computational Imaging XI.  86570E-
86570E-7. 























































































Figure 5-3 Resulting polarizations as a function of modulation of the EOM phase shift, Δ, 
between the horizontal and vertical components of the input beam. The polarization 
modulation as pictured indicates a vertically polarized input polarization with the axis of 
modulation rotated to 45°. Although only five polarizations are explicitly depicted above, 
for the experiments described in Chapter 5, a total of 10 input polarizations were used. 





Figure 5-4 Recovery of the EOM phase through nonlinear fitting of the horizontally 
polarized transmitted fundamental beam and horizontally polarized SHG for z-cut quartz 
rotated at 30°. Recovery of the EOM phase, Δ, through nonlinear fitting of a) horizontally 
polarized transmitted fundamental beam and b) horizontally polarized SHG for z-cut 
quartz rotated at 30° The EOM phases as determined from the two nonlinear fits in a) and 
b) are shown in c). The Δ values for horizontal (H), vertical (V) and left-circularly 
polarizations are indicated by the dashed lines in c). The relationship of Δ as a function of 












































































































Figure 5-5 Linear fitting results of the polarization-dependent SHG image stacks of z-cut 
quartz rotated at 30° for the horizontal detector for a single pixel and for the average 
response of 1 × 104 pixels. Representative single-pixel fits are shown in a) and b), and a 
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Table 5.1 Experimental and theoretical normalized relative Jones tensor elements for z-
cut quartz oriented at 0° 
 Theoretical Experimental (magnitude) 
χnhh -0.58 0.52 ± 0.06 
χnvh -0.58 0.61 ± 0.03 







CHAPTER SIX: STRUCTURAL STUDIES OF COLLAGEN IN BIOLOGICAL 
TISSUES USING NONLINEAR OPTICAL STOKES ELLIPSOMETRIC 
MICROSCOPY 
6.1 Polarization-dependent SHG Imaging of Collagen 
SHG has a rich history in structural analysis of biological tissues, 1-4 and has been 
used to visualize structures including: microtubule assemblies in brain tissue5 and C. 
elegans embryos,6 collagen organization in tumors,7 pericardial tissue,8 human atrial 
myocardium,9 rat tails,10,11 corneas12 and human skin.13 SHG has several properties that 
make it advantageous in biological imaging. Certain ordered biological structures, 
including collagen, naturally generate SHG thereby avoiding the need for exogenous 
labeling with dyes. In addition, SHG is typically performed using IR sources, thereby 
reducing sample damage and increasing penetration depth through biological tissues as 
compared to other optical imaging methods. SHG is also an instantaneous and coherent 
process, and does not involve absorption and emission as in TPEF. Consequently, SHG 
does not suffer from photobleaching effects that can limit TPEF microscopy. 
As discussed in Chapters 4 and 5, the unique symmetry properties of SHG make it 
particularly sensitive to polarization-dependent measurements, which can provide rich 
quantitative information on local structure and organization. The local-frame second-
order nonlinear susceptibility tensor, (2)l , that describes the polarization-dependent 




for SHG. Comparable linear optical methods such as bright field and birefringence 
imaging contain only three unique parameters. As a result, polarization-dependent SHG 
imaging can provide a greater amount of structural information compared to conventional 
optical imaging methods.  
Incorporation of polarization-dependent analysis into SHG imaging has been used 
for the discrimination of different biological tissues14 and differentiation of tumor and 
normal tissues.15 Despite the success of previous polarization-dependent SHG imaging 
approaches, two major limitations exist. The first is the time required for polarization 
analysis. The most common methods of polarization modulation involve manual rotation 
of optical elements such as polarizers and waveplates, increasing both measurement time 
and 1/f noise. The relatively long measurement time also reduces the practicality of the 
measurement, limiting it to the study of stationary samples or in the case of in vivo 
measurements, causing artifacts and image blurring from sample movement. A second 
limitation is related to sample orientation. Recovering structural information that is 
accessible in polarization-dependent SHG measurements often relies on aligning the 
sample along the horizontal or vertical axis with respect to the laboratory frame, or 
rotating the incident polarization to align along one of the axes of the sample.16  
Several attempts have been made to increase the speed of polarization-dependent 
SHG measurements, which are discussed in greater detail in Chapter 5, but generally 
include polarization modulation schemes that utilize passive modulation methods such as 
liquid crystal modulators and EOMs. While these techniques offer relatively fast data 




access only a small subset of the total possible set of polarization states required for full 
nonlinear optical ellipsometry, ultimately resulting in the inability to recover 
l
(2) .  
In Chapter 6, NOSE imaging is used to extract the three unique local-frame tensor 
elements for collagen in biological tissue. NOSE is based on polarization-dependent SHG 
imaging, and utilizes rapid polarization modulation with an EOM and analytical 
modeling to recover the unique polarization dependent parameters of the sample. This 
work builds upon previous studies in Chapter 5, where NOSE imaging was carried out at 
video-rate on a variety of crystalline samples, enabling recovery of parameters directly 
related to the laboratory-frame Jones tensor, (2)J . In the present chapter, NOSE is 
extended to the analysis of biological tissues and analytical models for direct recovery of 
(2)
l  are demonstrated. Additionally, a set of three unique local-frame tensors is 
experimentally determined for every pixel in the image, generating three tensor images 
for every sample. The experimental results are compared with bottom-up ab initio atomic 
models of the NLO response of collagen triple helices, enabling visualization of 
differences in the degree of local order between different areas in the same image and 
between different tissue types.  
6.2 Theoretical Framework for Determining Local-frame Second Order Nonlinear 
Susceptibility Tensors for Collagen 
 
The key goal of this chapter is to provide a foundation for quantitatively 
connecting SHG at the molecular level to the polarization-dependent SHG intensities 




determination of the local-frame tensors has been developed previously,17,18 where the 
measured SHG intensity can be described through knowledge of the input polarization, E, 
the orientation of the sample within the laboratory frame, J, the local field effects, L, the 
symmetry of the sample, Q, and the unique local-frame tensor elements of the sample, 
(2)
l . For the work demonstrated in Chapter 6, the collagen samples were thinly sectioned 
such that they had minimal birefringence, and consequently the local field effects, L, are 
reduced to an overall scaling factor that becomes insignificant when considering relative 
differences within the elements of (2)l .
17 The general process of relating measured SHG 
intensity to the local-frame tensor elements involves conversion of polarization-
dependent intensity to a set of five coefficients related to the Jones tensor,  J
(2) , of the 
sample, and subsequent conversion to the full set of 27 possible local-frame tensors given 
knowledge of the sample orientation. The full rank 3 tensor, (2)l , can be written in a 
vectorized form, and this full set of tensor elements can be contracted to solve for , 
which contains only the remaining unique, non-zero elements after the symmetry 
operations of the sample are accounted for. The general outline for solving is shown in 
Figure 6-1 and described in detail in the subsequent sections.  
6.2.1 Relating Polarization-dependent SHG Intensity to the Unique, Non-zero Elements 
of the Local-frame Second Order Nonlinear Susceptibility Tensor 
 
The relationship between the detected intensity and the modulated incident 
polarization state has been described in previous work and in Chapter 519-21, and is 




yields five trigonometric functions dependent on the phase of modulation of the EOM, Δ, 
with five corresponding observables, termed “polynomial coefficients.” As indicated in 
the expressions in Equation 6.2, the five polynomial coefficients, A-E, are directly related 
to the laboratory-frame Jones tensor elements of the sample. The individual Jones tensor 
elements are designated by subscripts H and V, which indicate the horizontal and vertical 
axes in the laboratory frame, with the vectorized Jones tensor notated as . In 
comparison, the individual local-frame tensors are indicated by the subscripts x, y, and z, 
which correspond to the three local-frame axes, with the vector of unique local-frame 
tensor elements indicated as   
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An analogous set of relationships (Equation 6.3) can be derived if the 
polarization-dependent intensity is fit to a set of Fourier sine and cosine functions, rather 




conversion between the set of Fourier and polynomial coefficients, as discussed in detail 
in previous work and in Chapter 5.19-21  
I
L,n
2 ()  a  bcos(4)  ccos(2)  d cos(2)  esin(4)         (6.3) 
For clarity in the analytical expression, the expressions in Equation 6.2 can be 
rewritten in matrix form as shown in Equation 6.4 . For n-polarized detection, Pn 
describes the relationships of the polynomial coefficients, , to the products of Jones 
tensors, , and can be written as a sparse matrix of dimension 5×64. The product of 
should formally be performed using the complex conjugate in one of the two 
vectors, but under the conditions far from resonance consistent with the present 
measurements, it is reasonable to assume purely real local-frame and Jones tensors. 
Although shown for only one polarized detector, n, in Equation 6.4, information for two 
orthogonally polarized detectors can be combined in a single analysis.  
             (6.4) 
The expressions for the non-zero elements in matrix P are given in Equation 6.5. The 
corresponding set of nonzero elements in the sparse matrix P for the orthogonally 
polarized intensities can be generated simply be replacing the |M0,0|
2 with |M1,0|
2, 
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(6.5e) 
 This same mathematical framework based on Jones vectors and tensors for the 
recovery of Fourier coefficients, polynomial coefficients and products of the individual 
Jones tensor elements in  can be extended for the determination of the unique 
vectorized local-frame tensor, and/or the sample orientation. In the most general case 
of sum frequency generation, the vector containing the full set of local tensor elements, 
indicated by , has 27 elements but is reduced to 18 possible unique elements for SHG 
due to the interchangeability of the last two indices in l . For the measurements of 
collagen considered in Chapter 6, only eleven non-zero elements survive the symmetry 




zyy, xxz = yyz, xzx = yzy, xyz = -yxz, and xzy = -yzx. For SHG measurements, xxz = yyz 
= xzx = yzy and xyz = -yxz = xzy = -yzx.22,23 For mathematical convenience, a full vector 
of 27 tensor elements, , can be populated through a 27×n matrix Q, where n is the 
number of unique non-zero tensor elments, according to the following equation: 
             (6.6)  
A rotation operation is included in the mathematical framework to perform the 
coordinate transformations between the Jones (laboratory) references frame and the local 
reference frame. The transformation of coordinate frames was realized through the matrix 
J (Equation 6.7), which is generated through a double Kronecker product of the 
multiplication of a truncated identity matrix and a rotation matrix, R, dependent on , ψ 
and  (Equation 6.8). The truncated identity matrix serves to remove the last z-coordinate 
to relate the Jones tensor in terms of H and V to the local-frame tensor, which is given in 
the local-frame Cartesian coordinates x, y and z.  
, ,J l    
 
J
             
(6.7)
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For the analysis of C∞ collagen fibers the twist angle, ψ, has no effect on the 
polarization dependent response of the fiber. In addition, for the experiments described in 
this chapter, the fibers are all assumed to be lying within the image plane yielding an out-
of-plane tilt angle, θf, of 90°. For this tilt angle and with plane-wave incident and detected 




inaccessible, and will be considered to be negligible in the subsequent analyses. 
Consequently the vector contains just the three unique elements xxz, zxx, and zzz.  In 
this case, the coordinate transformation is performed using a simple rotation matrix 
dependent only on the in-plane rotation angle, ϕ, as shown in Equation 6.9 















              
(6.9)
 
The full expression relating the polynomial coefficients to the products of the 
local-frame tensor elements for a single measurement on one detector is given in 
Equation 6.10. 
      (6.10) 
 
The expressions in Equation 6.2 include a general Jones matrix M between the 
source and n-polarized detector.20 In the absence of post-sample polarization-dependent 
optical elements, the matrix M is simply the identity matrix, and it is implicitly assumed 
that only purely horizontally or vertically polarized laboratory-frame intensities are 
recorded in the measurement, yielding values of zero for the polynomial coefficients B 
and D (when far from resonance, and in the absence of sample birefringence). In the 
experiments described in this chapter, products of the elements in  are measured 
experimentally, with the addition of the QWP rotated to 22.5° allowing for sampling of 
products containing orthogonal polarization components on a single detector (e.g.




a 2×2 complex numbered Jones matrix, Mqwp, where R is the rotation matrix for the QWP 
at 22.5°. 
        (6.11) 
6.2.2 Pixel-by-Pixel Recovery of Local-frame Tensor Elements 
The above framework is presented for a single pixel, or single measurement on a 
single detector. To assess intra-sample variance of recovered tensor elements, this 
analysis can be performed on every pixel in a single image for two detectors. As the 
observed nonlinear optical response is a function of both sample orientation and , 
either of these quantities can in principle be recovered if the other is known a priori or 
obtained through alternative methods. The analysis employed for the pixel-by-pixel 
approach focuses on the recovery of local-frame tensor elements while assuming sample 
orientation. For the biological tissues studied in this chapter, the observed NLO response 
for a uniaxial collagen fiber is independent of the local-frame twist angle of the fiber, , 
and under the assumption that the majority of the fibers are lying within the focal plane, 
the out of plane tilt angle, , is assumed to be 90°, leaving consideration of only the in-
plane rotation angle . The in-plane rotation  may be approximated through simple 
image analysis of integrated SHG intensity images of the collagen fibers. In the 
experiments performed in this chapter, the OrientationJ plug-in for ImageJ was used to 
independently recover and store the value of  at each pixel within the data set. For pixel-




products (Equation 6.10) was replaced with a nonlinear least squares fit of the observed 
polynomial coefficients to directly recover at every pixel. A nonlinear fit to the 
measured polynomial coefficients removed the need for a matrix inversion, where 
 , , ( )n n nJ J Q Q   P  is a singular matrix when there is only one element (n=1) and one 
in-plane rotation angle considered.     
6.2.3 Pooled Analysis for Recovery of Global Local-frame Tensor Elements 
A pooled analysis approach can also be performed, whereby polarization-
dependent information from a whole image, or multiple images, can be combined to 
identify a global that best describes all of the pixels within the pooled data set. 
Vectors and matrices containing n independently oriented data points are constructed in 
this pooled analysis, and the fitting is performed to recover one universal , as shown in 
Equation 6.12, where sh and sv are the detector sensitivities for the H and V detector, 
respectively.  





The pooled analysis may be employed while assuming sample orientation and 
solving directly for . In the pooled analysis described in Equation 6.12, multiple pixels 
with different orientations are described simultaneously by one global set of local-frame 
tensor elements. Combining multiple data points within one analysis could reduce the 
uncertainty in the recovered , as compared to the single pixel analysis described 
previously, although this method may not be as informative for structurally diverse 
samples such as the biological tissues considered here. Here, experimental  products 
may be directly recovered from the observed polynomial coefficients via matrix inversion 
and a nonlinear least squares fit to the observed products can be used to calculate the 
unique local-frame tensor elements. An iterative algorithm to recover the local-frame 
tensor and refine orientations for the pooled data set can be employed in the pooled-
analysis. In the first step of the iterative process, the unique collagen tensor elements 
(xxz, zxx, and zzz) can be assumed explicitly based on reported literature values, and a 
nonlinear least squares fit to sample orientation is performed on a pixel-by-pixel basis as 
described previously. Initial guess values for  are determined using image analysis, as 
described above. Following minimization, the recovered values of  are then assumed 
explicitly and input in the J matrices in Equation 6.12. Following matrix inversion and 
the recovery of local tensor element products, another nonlinear least squares fit is 
performed to recover one unique set of local-frame tensor elements describing the pooled 
data set. These two steps are then iterated until the system converges on values of  for 




6.2.4 Relating Local-frame Tensors to Molecular Tensors to Identify Differences in Local 
Order of Collagen Fibrils 
 
 Interpreting differences in  can provide information regarding the structure of 
the collagen fibers within tissues, where variation in is largely dependent on the 
internal ordering of the fiber. The structural hierarchy of collagen is illustrated in Figure 
6-2, where a model amide chromophore, NMA (a) is considered to be dominant 
chromophore within the collagen triple helix (b). Triple helices tightly pack together to 
form collagen fibrils (c), and individual collagen fibrils assemble to form a larger 
collagen fiber (d). A hyperellipsoid representation of  is also shown in Figure 6-2, 
which describes the relative local-frame tensor elements of the structures.24 Several 
studies have examined the orientations and packing of collagen triple helices and fibrils 
within individual fibers. Previous polarization-dependent SHG studies of collagen fibers 
in rat tails have found that the individual triple helices lie along the long-axis of the 
collagen fibers, while studies of collagen fibers within the dermis have found that triple 
helices can be distributed around the fiber axis with a constant tilt angle of ~16-18°.22,25 
NMR studies of fibril distribution within collagen fibers in a sheep tendon have found 
that the fibrils lie along the fiber axis, but can have tilt angle distributions of 19°.26 
Scanning electron microscopy (SEM) measurements of rat tail tendons have found that 
individual collagen fibrils lie primarily along the fiber axis, but also exhibit regions of 
interweaving fibrils and regions exhibiting random fibril order.27,28 A study of fibril 
structures in cornea using electron tomography, found that microfibril substructures 
adopted tilt angles of 15° with respect to the fibril axis.29 From the breadth of work on 




helices away from the fiber axis can be expected. This is visualized conceptually in 
Figure 6-2d, where the individual fibrils exhibit a distribution in tilt angles within the 
fiber. 
 In theory, the tilt angle of the triple helix with respect to the fiber axis can be 
probed through the connection of the measured χ(2) of the fiber to the molecular structural 






 can be determined experimentally, while the molecular hyperpolarizability 
tensor β(2) of the triple helix cannot. For a collagen triple helix specifically, the 
hyperpolarizability tensor, β(2) can be calculated using the symmetry additive model, in 
which NMA serves as a model system for the amide bonds of a protein. The amide 
contributions are then coherently summed for a single collagen triple helix. The validity 
of the symmetry-additive model has been confirmed previously with experimental hyper-
Rayleigh scattering experiments of polypeptides30, and has been used previously for SHG 
measurements of collagen.31 If the triple helices were all perfectly aligned within a 
collagen fiber, χ(2) would be directly proportional to β(2), and consequently “straight” 
fibers (those with triple-helices aligned and ordered with respect to the fiber axis) should 
have measured relative values of χ(2) that are similar to theoretically predicted values of 
β(2).22,25 Transformation of the triple helix and fiber references frames indicate that 
variation in the tilt angles of the helices away from the fiber axis is expected to yield 
differences between the experimentally observed χ(2) and β(2) for an individual helix. The 
projection of individual elements of β(2) onto χzzz, one of the three unique non-zero local-
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      (6.13)
 
The primed coordinates on β ( x’, y’ and z’), indicate the local reference frame of 
the triple helix, where the unprimed coordinates on χ indicate the local reference frame of 
the collagen fiber. In Equation 6.13, Ns is the number density of the helices,  is the tilt 
angle away from the fiber axis and ψ is the rotation of helices about the fiber axis. 
Collagen fibers possess C∞ symmetry and as a result the dependence on ψ disappears. In 
addition, the equalities dictated by the symmetry of a collagen helix (βy’y’z’ = βx’x’z’, βy’z’y’ 
= βx’z’x’ and βz’y’y’ = βz’x’x’) results in the simplified expression shown in Equation 6.14. 
 3 2 2' ' ' ' ' ' ' ' '1 1cos sin cos sin cos2 2zzz s z z z x x z z x xN                (6.14)  
 Similar expressions can also be derived for χxxz and χzxx, and a conversion matrix 
K can be constructed to bridge the known molecular tensor of a model collagen triple 
helix, β(2), and the experimentally determined χ(2) , as shown in Equation 6.15. If it is 
assumed that the helices adopt a normal distribution of tilt angles centered at 0, a 
nonlinear fit to the spread of the tilt angle, σ, can be performed to quantitatively map out 
the molecular order. 






6.3 Experimental Methods for NOSE Microscopy of Collagen Structures in Biological 
Tissues 
 
SHG and laser transmittance signals were collected using a custom microscope, as 
described in detail and shown schematically in Chapter 5. Modifications to the 
instrumentation described in Chapter 5 include the use of a 10X and 40X excitation 
objective, and the incorporation of a QWP rotated to 22.5° before the Glan polarizer in 
front of the two transmission SHG PMTs. Polarization modulation was performed with 
an EOM at 8 MHz and SD was used to perform data acquisition32 and polarization 
modulation synchronously with the laser, as described in Chapter 5. NOSE imaging was 
performed on several FOV for three tissue types: porcine skin, porcine ear and mouse 
tail. Average powers between 60-140 mW and acquisition times between 30-100 s were 
used, depending on the sample. NOSE imaging was performed on 5 and 10 μm sections 
of mouse tail, with one field of view imaged using 40X magnification and two FOV 
using 10X magnification. NOSE imaging was performed for three FOV of 10 μm 
sections of porcine skin (two using 40X magnification, and one using 10X magnification) 
and four FOVs of 10 μm sections of porcine ear (two using 40X magnification, and two 
using 10X magnification). 
 Mouse tails were obtained from the Purdue University Center for Cancer 
Research’s Transgenic Mouse Core Facility (Under Purdue Animal Care and Use 
Committee protocol 1111000314). Porcine skin and ear samples were gifted from Prof. 
Jonathan Wilker (Purdue University, West Lafayette, IN). Porcine ear samples were 
obtained from the surface of the ear, and were likely composed largely of skin tissue. The 




from birefringence, and thaw mounted to glass microscope slides. Sections were stored at 
-80° C prior to analysis. Immediately before imaging, frozen sections were allowed to 
come to room temperature and 10 μL of phosphate buffer saline was added to each 
section and sealed with a coverslip to prevent sample dehydration during NOSE imaging.  
The predicted nonlinear polarizability of collagen was generated by calculating 
the NLO properties of NMA, which was used as a model system for the amide bonds 
within proteins. The symmetry additive model was then applied, in which the amide 
contributions from the amino-acid linkages in collagen were coherently summed.31,33 The 
input geometry of the NMA was optimized using DFT calculations with the BL3YP 
function34. The SHG hyperpolarizability of NMA was calculated with a driving 
frequency of 800 nm using the time-dependent Hartree-Fock method.35 All calculations 
were performed using GAMESS (Version May.01.2013.R1) with input parameters using 
the 6-311+G** basis set. A collagen-like peptide, (Pro-Pro-Gly)10 (Protein Data Bank ID 
1K6F) was chosen as a model for single collagen triple helix due to its similarity to the 
collagen triple helix structure. The amide contributions predicted from the quantum 
chemical calculations of NMA were coherently summed for the collagen-like peptide 




6.4 Results and Discussion 
6.4.1 Pooled Analysis for the Determination of Global and Sample Orientation 
Z-cut quartz was used as a model system to evaluate the experimental methods 
and computational algorithms for global tensor recovery. Z-cut quartz was chosen as a 
model system for its well-characterized relationships between its nonzero local-frame 
tensor elements, as dictated by its crystal class, D3. Furthermore, z-cut quartz exhibits no 
birefringence for light propagating along the z-axis. Sets of polarization-dependent NOSE 
images of z-cut quartz were acquired for 10 known rotation angles (ϕ) about the z-axis of 
quartz (-60°,-50°, 40°, -30°, -20°,  -10°, 0°, 10°, 20°). Images were integrated to generate 
a set of 20 polarization-dependent SHG intensities for each rotation angle, (10 input 
polarizations, 2 detectors), which were converted to Fourier and subsequently polynomial 
coefficients. The data were pooled together, and known rotation angles were used to 
generate the unique matrix Jϕ as shown in Equation 6.1, which describes the relationship 
of pooled polynomial coefficients, , to . For the specific case of z-cut quartz 
probed along its crystallographic z-axis, θ = 0° and ϕ and ψ describe equivalent 
symmetry operations, effectively reducing J to have a dependence on ϕ only. For SHG 
measurements where z-cut quartz is probed along the z-axis, 3 non-zero tensor elements 
remain with the following relationships: χxxx = -χxyy = -χyyx. From these relationships, it is 
clear that the three non-zero elements are all equal in magnitude, with χxyy and χyyx being 
opposite in sign to χxxx. Analysis of the pooled, polarization-dependent data set for z-cut 




to generate polynomial coefficients and  products. As χxyy and χyyx are dictated by 
symmetry to be equal and of the same sign, they were assumed to be equal in the analysis. 
The recovered relative experimental products of the two unique elements, χxxx and χxyy are 
indicated in Table 6.1. The absolute magnitude of the products of tensor elements and the 
tensor elements themselves do no provide meaningful information, rather the ratios and 
relative signs of the elements carry the relevant information in the analysis. 
Consequently, the values for tensor element products and for individual tensor elements 
are reported as normalized unitless unit vectors. Nonlinear fitting to the  products 
recovered normalized experimental values for χxxx and χxyy of 0.74 ± 0.03 and -0.67 ± 
0.03, respectively. The values of χxxx and χxyy are predicted by theory to be equal and 
opposite in sign. The recovered experimental values are in close agreement with 
theoretical predictions, with differences in magnitude being attributed to residual 
uncertainties in the calculated phase angles of the EOM, imperfections in the cut of the z-
cut quartz, and/or subtle deviations from the assumption of plane polarized light after 
focusing through the low NA objective.  
 NOSE imaging was performed on several FOV of the three different tissue types. 
For each imaging session, 10 polarization-dependent images were acquired for both the H 
and V SHG detectors and the polarized laser transmittance detector (30 total). The total 
time required for acquisition of the full polarization-dependent data set for all three 
detectors was 30-100 s for a single FOV, corresponding to an average pixel dwell time of 
less than 1 ms. The initial step in NOSE analysis after characterization of the input 




the polarization-dependent SHG intensity to Fourier coefficients through linear fitting, as 
described in detail in Chapter 5 and briefly in Section 6.2. This process is shown in 
Figure 6-3 for a single FOV of porcine ear for the vertically polarized SHG detector. The 
set of 10 SHG images are shown in Figure 6-3a and a representative fit to a single pixel 
to extract Fourier coefficients is shown in Figure 6-3b. Fourier coefficient images are 
shown in Figure 6-3c, with a unique color assigned to each coefficient. The Fourier 
images were overlaid to generate a single color map depicting the differences in Fourier 
coefficients as a function of location within the sample, shown in Figure 6-3d. This 
process is also outlined in detail for naproxen crystals in Chapter 5. Fourier coefficient 
color maps for three representative FOV for each collagen sample are shown in Figure 6-
4 for both the H and V PMTs. In order to more clearly visualize relative differences 
between the five coefficients, Fourier coefficient a is displayed on an intensity scale that 
is two times less sensitive than the other four coefficients in Figures 6-3 and 6-4. 
Subsequent conversion to polynomial coefficients was accomplished through a simple 
matrix multiplication prior to solving for the local-frame tensor elements in  as 
described in Chapter 5 and in previous work.20,21 Contrast in the Fourier coefficient color 
maps of the collagenous tissues is largely dependent on the orientation of the fibers 
within the FOV. Accordingly, a coordinate transformation between the laboratory frame 
and the local-frame is necessary in order to determine the local-frame tensor elements in 
  
 Pooled analysis was performed for each FOV of each of the three samples, where 




tensor elements and sample orientation, as described in detail in Section 6.2.3. Starting 
guess values for ϕ were obtained using the OrientationJ plug-in in ImageJ in which local 
orientation is determined based on image texture analysis of integrated SHG intensity 
images. Good agreement was observed between angles using OrientationJ and those 
obtained from the polarization measurements using the iterative tensor analysis, as shown 
in Figure 6-5. A set of the three non-zero elements in  for collagen was obtained for 
each FOV for each sample, and are reported in Figure 6-6 along with the 95% confidence 
intervals from the sample set of three/four FOV for each tissue type. Relative standard 
deviations (RSDs) in the nonlinear fit to retrieve individual tensor elements from the 
products were ~21% for the images acquired using the 40X objective and ~25% for 
images acquired using the 10X objective.  
6.4.2 Pixel-by-Pixel Recovery of  to Assess Intra-sample                                    
Variations in Local Structure 
 
 From simple inspection of the SHG images, it is evident that the collagen fibers 
within the samples exhibit gross morphological differences in structure at the microscale 
that may have origins in the local-frame orientation and structure. In such cases, 
obtaining a single global set of local-frame tensor values for the entire FOV may not be 
representative of the sample. Accordingly, a pixel-by-pixel analysis was used for each set 
of images in addition to the pooled analysis described above. For the pixel-by-pixel 
analysis, orientations obtained using OrientationJ were used to build the Jϕ matrix, and 




between the experimental polynomial coefficients and the theoretical polynomial 
coefficients calculated from the P, J and Q matrices, as indicated in Equation 6.11, in 
ordered to recover the three individual elements of . This process is outlined in greater 
detail in Section 6.2.2. In this pixel-by-pixel analysis, three unique local-frame tensor 
elements were calculated for every pixel within the FOV. Mean RSDs in the fit to recover 
individual tensor elements for a single pixel were ~30% for images acquired with the 
40X objective and ~60% for images acquired with the 10X objective. RSDs for the pixel-
by-pixel analysis were higher than those associated with the pooled analysis, likely due to 
the reduction in S/N for a single pixel compared to pooling thousands of pixels in a single 
analysis.  The RSDs for the FOV acquired with the 10X objective were larger than those 
acquired with the 40X objective. For the pixel-by-pixel analysis, values for ϕ were 
obtained directly from image analysis in ImageJ, rather than the iterative process 
described previously. Accordingly, determining values of ϕ using image analysis 
techniques should be more robust in the higher resolution images using the 40X 
objective, which is one possible explanation for why the analyses of images acquired 
with the 40X objectives had lower errors.  
 Images of calculated tensor elements for representative FOV for each collagen 
sample are shown in Figure 6-7. Each image in Figure 6-7 was generated by assigning the 
three local-frame tensor images, χxxz, χzxx and χzzz, a unique color (green, blue and red, 
respectively) before merging them together to generate a single tensor color map. In the 
images in Figure 6-7, the overall intensity of the image is represented by the brightness at 




mean values of χxxz, χzxx and χzzz were calculated for each FOV of each sample, and are 
shown and compared to results from the pooled analysis in Figure 6-6. The relative mean 
values of the three tensor elements are similar between the pooled and pixel-by-pixel 
analysis. In both the pooled analysis and pixel-by-pixel analysis, the values of χzzz/ χzxx 
were relatively large for the skin tissue (2.4 and 2.5, respectively). The values of χzzz/ χzxx 
for the porcine ear tissue were 1.9 and 2.3 for the pooled and pixel-by-pixel analysis, 
respectively. The mouse tail tissue had the smallest values of χzzz/ χzxx, which were 1.7 
and 1.8 for the pooled and pixel-by-pixel analysis, respectively. These ratios are in good 
agreement with previously reported ratios for χzzz/ χzxx, which range from 1.4-1.9 for 
measurements of a rat tail.16,25 
 To further investigate the differences in local structure that can be observed by the 
differences between the tensor elements of the different collagen tissue samples, the 
spread in θ (the tilt angles of collagen triple helices within collagen fibers) was calculated 
as described in Section 6.2.4. In the tilt angle analysis, a normal distribution centered 0° 
with respect to the fiber axis was assumed, and the standard deviation, σ, was used as the 
model of the distribution in θ. A nonlinear fit was performed to recover σ at each pixel 
within the FOV, and an image of σ was generated for three representative FOV of each 
collagen sample, shown in Figure 6-8. To further compare the structural differences 
between the different sample tissues, results from multiple FOV of each sample are 
pooled to build a histogram of σ for the different tissue types, as shown in Figure 6-9.  
The different domains in the images shown in Figure 6-7 were attributed to 




had the smallest values of , with a mean  of 21°. The ear with the skin tissues had 
larger  values with means of 25° and 29°, respectively. This trend agrees with previous 
findings, where the triple helices were found to be more aligned along the fiber axis in rat 
tails as compared to dermis tissues.36-38 Constant tilt angles between 0-19° for collagen 
helices and/or fibrils within collagen fibers have been measured for several different 
collagen structures using a variety of techniques. 22, 25-29 The values of  between 20-30° 
reported here are higher than those reported previously, yet are in remarkably good 
agreement with the values and trends found in previous work. This agreement supports 
not only the validity of the measurements and mathematical models presented in this 
work, but also the accuracy of the ab initio calculations and the symmetry-additive 
model. 
Although variation in  is solely attributed to differences in  in the analysis 
presented here, differences in the experimentally measured may also be due to out-of-
plane tilt of the fibers, which was not considered in this work. In addition, the influence 
of birefringence was not accounted for in the analysis, yet the presence of strong sample 
birefringence can affect the relative magnitude of the unique tensor elements, which can 
complicate quantitative polarization-dependent SHG analyses. Despite these 
simplifications, future work will aim at modifying the algorithm for the iterative analysis 
to include contributions from out-of-plane tilt angles. In addition, the ability to perform 
polarized laser transmittance imaging simultaneously with SHG imaging illustrated in 
this work can provide information related to birefringence. Analytical models and 




laser transmittance images should allow for accurate recovery of χ(2) for even highly 
birefringent samples. 
The ability to quickly recover local-frame tensor and local orientation angles at 
every location in the field of view has potential applications to aid in tissue analysis and 
diagnosis by nonlinear optical microscopy. While the images presented in preceding 
figures were acquired with 0.3-1 ms per pixel measurement times, polarization images of 
collagen samples can be acquired at video rate with as little as ~150 ns per pixel total 
measurement time (not shown). These timeframes open up the possibilities of 
quantitative polarization imaging in real-time for in vivo analysis and high-throughput 
measurements.  
6.5 Conclusions 
 Tensor imaging by NOSE microscopy, based on polarization-dependent SHG 
imaging, was used to extract three unique second-order nonlinear susceptibility tensor 
elements for collagen fibers in biological tissues. Analytical models that enable the direct 
recovery of the unique local-frame nonlinear susceptibility tensor, χ(2), were 
demonstrated. Computational algorithms for iteratively solving for the vectorized tensor 
of unique local-frame elements, , and for the in-plane rotation of collagen fibers, ϕ, 
were implemented. In addition, methods for pooling data and calculating a global  for 
an entire image were demonstrated, as well as an approach for generating  for a single 
pixel to generate images with contrast based on differences in . In addition, molecular 




distributions of the tilt angles () of helices within the collagen fiber, which were in good 
agreement with previously reported values and trends recovered using independent 
methods. This agreement suggests not only the reliability of the experimental methods 
described in this chapter, but also the accuracy of the ab initio modeling for predicting 
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Figure 6-1 General process of conversion of polarization-dependent SHG intensity to 
vectorized unique local-frame tensor, . Conversion from intensity, 2I  , to a vector of 
polynomial coefficients, , requires knowledge of the time-dependent phase modulation 
of the EOM (Δ). Conversion between the vectorized Jones tensor in the laboratory frame, 
, and the vector of the full set of local-frame tensor elements, , requires knowledge 
of the in-plane fiber orientation, ϕ. Contracting the full set of 27 possible values of l  to 
just the remaining unique, nonzero elements requires prior knowledge of the symmetry of 






Figure 6-2 Hyperellipsoid representation of the tensor for NMA, a collagen triple helix, a 
collagen fibril and a collagen fiber exhibiting a distribution in fibril: a) NMA b) a 
collagen triple helix c) a collagen fibril and d) a collagen fiber exhibiting a distribution in 
fibril tilt angles  
 





 Figure 6-3 The process of linear fitting to recover Fourier coefficients for collagen fibers 
in a porcine ear sample. A set of 10 unique polarization-dependent images for the vertical 
PMT are shown in a) and a representative linear fit to recover Fourier coefficients for a 
single pixel is shown in b). The five Fourier coefficient images were assigned a unique 
color (red, green, blue, cyan and magenta) c) before being merged into a single five-color 
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Figure 6-5 Orientation images for a single FOV of porcine ear tissues generated by image 
analysis from OrientationJ and from the iterative, pooled analysis. The image in a) was 
generated from OrientationJ and the image in b) was obtained from the iterative, pooled 












Figure 6-6. Normalized local-frame tensor elements for three tissue types for the pooled 
analysis and the pixel-by-pixel analysis. Error bars indicate 95% CI within each sample 






























Figure 6-7 Images representing the relationships between the three unique local-frame 
tensor elements, χxxz, χzxx and χzzz for the three tissue types generated using a pixel-by-
pixel analysis. Images were created by assigning each tensor image acquired from the 
pixel-by-pixel analysis a unique color (green, blue and red for χxxz, χzxx and χzzz, 
respectively) and overlaying them on the same intensity scale. Image brightness 
represents overall SHG intensity and the hue of the image represents the relative 
magnitudes of χxxz, χzxx and χzzz.   
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Figure 6-9 Histogram of the spread of tilt angles of collagen triple helices pooled from 
multiple FOV for three different tissue types. A histogram of σ is shown in blue, red and 
green for the mouse tail, porcine ear and porcine skin tissues, respectively. 
  




Table 6.1 Recovered relative experimental products of 
l
 for z-cut quartz. 
  
Relative products of l  
  3.9 ± 0.9 
  -3.4 ± 0.4 
  -3.7 ± 0.4 
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Polarization-resolved second-harmonic generation (PR-SHG)
microscopy is described and applied to identify the presence
of multiple crystallographic domains within protein-crystal
conglomerates, which was confirmed by synchrotron X-ray
diffraction. Principal component analysis (PCA) of PR-SHG
images resulted in principal component 2 (PC2) images with
areas of contrasting negative and positive values for
conglomerated crystals and PC2 images exhibiting uniformly
positive or uniformly negative values for single crystals.
Qualitative assessment of PC2 images allowed the identifica-
tion of domains of different internal ordering within
protein-crystal samples as well as differentiation between
multi-domain conglomerated crystals and single crystals. PR-
SHG assessments of crystalline domains were in good
agreement with spatially resolved synchrotron X-ray diffrac-
tion measurements. These results have implications for
improving the productive throughput of protein structure
determination through early identification of multi-domain
crystals.
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1. Introduction
X-ray crystallography has become the method of choice for
obtaining high-resolution protein structures, with over 70 000
protein structures solved by X-ray diffraction deposited in the
Protein Data Bank (PDB) [compared with other techniques
such as NMR and electron microscopy (EM), which together
have contributed 10 000 protein structures; http://
www.pdb.org]. Despite advances in protein X-ray crystallo-
graphic techniques, predicting the diffraction quality of a
crystal remains a challenge. Only a limited number of methods
have been proposed for determining crystal quality prior to
diffraction, including analysis of the birefringent properties of
protein crystals and low-intensity X-ray diffraction prior to
synchrotron X-ray diffraction (Watanabe, 2005; Owen &
Garman, 2005). The lack of a reliable bench-top method for
rapidly predicting crystal quality adds considerable time and
expense to structure-determination efforts, since poorly
diffracting low-quality crystals are often only identified as such
after crystal harvesting and diffraction analysis by synchrotron-
radiation X-ray diffraction (Lunde et al., 2005; Vernede et al.,
2006; Groves et al., 2007; Garcia-Caballero et al., 2011). During
crystal growth, multiple crystals can grow together in non-
specific orientations and can complicate diffraction analysis,
often resulting in poor quality of the structural data (Dauter,
2003; Borshchevskiy et al., 2010; Boudjemline et al., 2008;
Garcia-Caballero et al., 2011; Yeates & Fam, 1999). Crystalline
samples with multiple domains are not always easily identifi-
able by bright-field imaging, especially for the specific case of
twinning. Consequently, rapid and nondestructive identifica-
tion of crystalline domains could significantly improve the
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productive throughput of synchrotron facilities (Chayen &
Saridakis, 2008; Santarsiero et al., 2002; Walter et al., 2003;
Chayen, 2003; Bergfors, 2003; Stojanoff et al., 2011; Kisselman
et al., 2011).
Recently, second-harmonic generation (SHG) microscopy,
or second-order nonlinear imaging of chiral crystals
(SONICC), has emerged as a complementary method for
crystal detection (Kissick et al., 2010; Wampler et al., 2008; Hall
& Simpson, 2010) and may have attractive properties for the
identification of crystalline domains. SHG is a nonlinear
optical process that is exquisitely sensitive to internal order. It
is symmetry-forbidden in centrosymmetric media, and conse-
quently amorphous liquids and glasses, solvated molecules and
most achiral crystals generate no coherent SHG (Boyd, 2003).
However, all crystals of natural proteins must adopt noncen-
trosymmetric lattices by nature of their intrinsic chirality, the
large majority of which are symmetry-allowed for SHG (Shen,
1984; Gualtieri et al., 2008; Perry et al., 2005). As a result, SHG
microscopy has been shown to produce higher contrast than
common alternative methods such as birefringence, intrinsic
ultraviolet fluorescence and trace fluorescence labeling
(Kissick et al., 2010; Haupert & Simpson, 2011).
The same selectivity for orientation and order manifests
itself in the polarization-dependence of SHG. Owing to its
coherent nature, the emerging polarization state of SHG
generated from the sample is highly dependent on both the
polarization state of the incident light as well as the symmetry
and orientation of the crystal (Haupert & Simpson, 2011;
Boyd, 2003; Simpson et al., 2005). The polarization-dependent
tensor describing SHG has up to 18 unique tensor elements
defining its orientation and polarization-dependent response,
compared with just three for linear optics (i.e. the three
principal refractive indices; Hubbard, 1995; Azzam &Bashara,
1988). Consequently, a significantly greater amount of infor-
mation is available from detailed nonlinear optical polariza-
tion measurements and analysis relative to analogous linear
effects such as birefringence.
In this study, instrumentation and algorithms for polariza-
tion-resolved SHG (PR-SHG) microscopy with principal
component analysis (PCA) were developed to assess the
merits of SHG for crystal-domain detection. PR-SHG
measurements of monolayers at interfaces have previously
been shown to enable discrimination between samples with
similar nonlinear optical properties (Begue, Everly et al., 2009;
Begue & Simpson, 2010; Begue, Moad et al., 2009). Further,
polarization-dependent SHG microscopy has a rich history
of enabling structural and orientational studies (Psilodimi-
trakopoulos et al., 2010; Amat-Roldan et al., 2010; Chang et al.,
2011; Latour et al., 2012; Duboisset et al., 2012; Stoller et al.,
2002; Mansfield et al., 2007; Nucciotti et al., 2009; Filippidis et
al., 2009; Madden et al., 2011; Tuer et al., 2011; Brideau & Stys,
2012). PCA offers the advantages of simplicity, generality and
the absence of required training when extracting the core
features of high-dimensional data. The central goal of PCA
is to capture the greatest amount of variance within a multi-
dimensional data set by extracting a series of orthogonal
factors (eigenvectors) that reduce the information-carrying
dimensionality of the data set from many to only a few. The
eigenvalues are sorted by descending order and the corre-
sponding eigenvector of greatest value explains the largest
variance of the data set, termed the first principal component
(PC1; Varmuza, 2009; Hotelling, 1933; Wold et al., 1987;
Moore, 1981). The second principal component (PC2) is
orthogonal to PC1 and accounts for the largest variance not
captured by PC1, and so on (Varmuza,
2009).
The potential for PCA of PR-SHG
images was explored as a means of
mining polarization-dependent SHG
microscopy measurements to determine
the presence of multiple domains in a
crystalline sample. Validation of domain
detection was performed by synchro-
tron X-ray diffraction raster imaging
using a tightly collimated X-ray ‘mini-
beam’ (Hilgart et al., 2011; Cherezov et
al., 2009). PR-SHG microscopy was
performed on cryogenic looped crys-
talline samples to enable direct
comparison with synchrotron diffrac-
tion measurements. However, this
method should also be applicable to
samples in crystallization trays, as the
conventional SHG microscopy instru-
mentation used for protein crystal
detection is already optimized for
routine screening within 96-well crys-
tallization trays (Kissick et al., 2010;
Haupert & Simpson, 2011).
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Figure 1
(a) An instrument schematic and (b) a photograph of the PR-SHGmicroscope (QWP, quarter-wave





For crystallization, purified phenylalanine hydroxylase from
Chromobacterium violaceum (cPAH) was concentrated to
10 mg ml1 in a solution of 5 mM HEPES pH 7.4. Crystals
of cPAH were obtained at ambient temperature utilizing
hanging-drop vapor diffusion from solution No. 43 of the
PEG/Ion 2 screen from Hampton Research [0.1M Na HEPES
pH 7.0, 0.01M magnesium chloride hexahydrate, 0.005M
nickel(II) chloride hexahydrate, 15%(w/v) PEG 3350] with
8.3 mM hexammine cobalt(III) chloride and 8.3 mM guani-
dine hydrochloride as additives. Crystals of cPAH were grown
via seeding using seeds (crushed crystals) of the wild-type
protein. The total drop size was 5 ml (2 ml protein solution, 2 ml
reservoir solution, 0.4 ml of each additive and 0.2 ml seeding
solution). The described crystallization conditions are known
to produce crystals of P1 symmetry (PDB entry 3tcy; J. A.
Ronau, M. M. Abu-Omar & C. Das, submitted work). cPAH
crystals were cooled in 25% ethylene glycol and maintained at
cryogenic temperature for the duration of the experiment.
Several loops that contained crystalline conglomerates were
selected for PR-SHG imaging, as well as loops that appeared
to contain single crystals.
2.2. PR-SHG imaging
The basic SHG microscopy instrument used for SONICC
has been described previously and was originally designed for
compatibility with 96-well plate screening at room tempera-
ture (Haupert & Simpson, 2011; Kissick et al., 2010). Modifi-
cations were made to an existing SONICC instrument to allow
compatibility with cryogenic looped samples, and an instru-
ment schematic and photograph are shown in Fig. 1. Specific
modifications include the addition of a rotation mount and
miniature motorized translation stage (-Glide, Rigaku),
which allowed rotation and fine XYZ positioning of looped
crystals, and the installation of a 600 series Oxford Cryostream,
which maintained the looped protein crystals at 100 K during
imaging. An 80 MHz Tsunami Ti:Sapphire laser (Spectra
Physics) provided the incident beam and SHG images were
acquired with an incident wavelength of 800 nm and 75 mW
average power at the sample. The beam was scanned with a
slow-axis galvanometer mirror and a fast-axis resonant mirror.
A 10 objective with a 1.6 cm working distance (Nikon,
numerical aperture of 0.3) was used to focus the incident beam
onto the sample. SHG images of the crystals were acquired at
six different input polarizations by rotating a half-wave plate
(HWP) and a quarter-wave plate (QWP) to produce hori-
zontal (H), vertical (V), +45, 45, right-circular (RC) and
left-circular (LC) polarizations. A wave plate independently
tunable in both phase retardance and fast-axis orientation
angle (Alphalas) was also included after the HWP and QWP
in order to correct for the changes in polarization induced by
the entire microscope beam path through to the objective. The
SHG signal generated at the sample was collected in the
transmitted direction with a 25.4 mm spherical lens and was
separated by a Glan–Taylor polarizer into its horizontal and
vertical components, which were then measured indepen-
dently and simultaneously with two photomultiplier tubes
(PMTs) (Hamamatsu). Bright-field images were acquired for
each loop prior to SHG imaging. Although video-rate bright-
field imaging was affected by thermal gradients under the
cryogenic temperatures used, SHG images were acquired over
a period of 30 s and image distortion was not observed.
2.3. PCA of PR-SHG images
PCA of PR-SHG images was performed using R v.2.15 with
the built-in PCA function (princomp). PCA separates multi-
dimensional pooled data based on the intrinsic axes of greatest
signal variance. In the present case, this variance can arise
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Figure 2
Set of PR-SHG images of a cPAH crystal conglomerate. Each image represents a unique combination of input and detected polarization. Row I
corresponds to vertically polarized light at the detector and row II corresponds to horizontally polarized light at the detector. The respective input
polarization for each image is given in the bottom left-hand corner of each SHG image (H, horizontally polarized; V, vertically polarized; + 45, linearly
polarized at + 45; 45, linearly polarized at 45; RC, right-circularly polarized; LC, left-circularly polarized).
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from changes in both the overall intensity as well as the
polarization-dependence arising from differences in crystal
orientation within the pooled data. In the present case for
each given data set, 12 polarization-dependent measurements
were obtained, each pixel of which corresponds to a single
point in a 12-dimensional ‘polarization space’. Including a
diverse and representative set of crystals in many orientations
within the pooled data set will increase the variance in the
PCA owing to orientation effects, and more effectively iden-
tify the PC axes best capable of discriminating based on crystal
orientation. Therefore, the combined data from eight samples
were used in the PCA. Since PC axes are ranked by the
corresponding variance, the first few axes provide the greatest
separation, thereby reducing the overall dimensionality while
retaining the majority of the polarization-dependent infor-
mation content (PC1 and PC2 images are shown in Fig. 3).
2.4. Synchrotron diffraction measurements
Looped crystals were analyzed for synchrotron X-ray
diffraction on beamline 23-ID-B at the Advanced Photon
Source, Argonne National Laboratory after SHG imaging.
Each loop was positioned in approximately the same orien-
tation as in the original set of PR-SHG images and a raster
grid with 5 mm squares was set up over the entire area of the
crystalline sample. An X-ray beam with a wavelength of
0.979 Å was used for raster scans with tenfold attenuation, 1 s
acquisition time and a sample-to-detector distance of 150 mm.
A diffraction pattern was acquired for each square.
3. Results and discussion
A representative PR-SHG image stack is shown in Fig. 2 for
a cPAH crystalline conglomerate. Substantial differences in
overall intensity were observed for the different polarization
combinations, consistent with a high sensitivity of SHG to
polarization. Each pixel in the stack was described by a
polarization-dependent vector to produce a 12-dimensional
‘polarization space’. Although the full information of the
measurements is contained within the complete polarization-
dependent image stacks such as those shown in Fig. 2, the
primary question of interest was whether more than one
domain was present in the crystal. Generally, a material that
exhibits uniform polarization-dependence is uniformly
arranged throughout. Therefore, the presence of domains in
the polarization-dependent SHG throughout a crystal should
suggest a lower uniformity in the crystalline sample.
Using PCA for dimension reduction allowed the collective
set of images to be concisely summarized by a small number of
principal dimensions (in this case two) that carried the
majority of the intrinsic information of the polarization-
dependent responses. A representative set of results for the
PCA of cPAH crystals and crystalline conglomerates is shown
in Fig. 3, with PC1 images shown in row 2 and PC2 images
shown in row 3 for six different cPAH crystalline samples
(columns A–F).
All of the samples showed negative-valued PC1 images
(row 2 of Fig. 3), with no meaningful separation between the
different samples. Visual inspection of the raw images showed
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Figure 3
Bright-field images (row 1) and corresponding PC1 (row 2) and PC2 (row 3) images of PR-SHG images analyzed with PCA. Results for four cPAH
crystalline conglomerates (columns A–D) and two apparently single pristine crystals (columns E and F) are shown. White regions correspond to large
positive values and black regions correspond to large negative values.
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that the majority of the variance in the images corresponded
to crystal location. PC1 successfully distinguished the two
regions corresponding to where the crystals are located and
where they are not, showing large negative values in regions of
crystals and near-zero values in regions that contained no
crystals, producing in essence a domain map of sample loca-
tion (Lee et al., 2008; Loukas et al., 2003). Consistent with this
expectation, the elements defining PC1 contained 69% of the
total signal variance. The absence of strong contrast in PC1
suggests that the overall SHG intensity alone is not a reliable
indicator for discriminating between a single crystal and a
multi-domain crystal, since it is dominated by effects that are
unrelated to crystal orientation (e.g. the thickness of the
crystal in a given pixel, the position within the focal volume,
laser intensity, collection efficiency etc.).
In PC2, the images for the first four samples (A–D)
exhibited substantial positive (white) and negative (black)
contrasting regions within each crystallite, while samples E
and F yielded uniformly positive and negative PC2 images,
respectively. If it is assumed that crystal orientation represents
the next most significant difference between the different
locations within the crystals, PC2 should be dominated by
differences in orientation and provide contrast for domain
detection. PC2 contained 17% of the variance and collectively
PC1 and PC2 comprise 86% of the total signal variance, with
the higher principal coordinates largely dominated by addi-
tional subtle effects and measurement noise.
X-ray raster imaging was performed to assess the validity of
these expectations. Fig. 4 shows diffraction patterns for three
locations in sample F from Fig. 3. Consistent with the expec-
tations from PCA for a single-domain
crystal, all three diffraction patterns
produced qualitatively similar X-ray
diffraction patterns. In contrast, Fig. 5
shows diffraction patterns for four
locations within a sample identified as a
cPAH polycrystalline conglomerate
based on PCA in Fig. 3(d). In this case,
the four diffraction patterns appeared
to differ from each other. Qualitatively
similar results were obtained for all of
the other crystals analyzed, with
uniform single crystals identified by
PCA corresponding to uniform diffrac-
tion patterns and multi-domain crystals
producing distinctly different diffraction
patterns as a function of location.
From visual bright-field inspection,
the conglomerate in Fig. 5 appears to
consist of only two domains. However,
the presence of several regions of
differing contrast in the PC2 image
indicates that the conglomerate is more
complicated than suggested by conven-
tional optical imaging. Adjacent regions
within the crystalline conglomerate that
clearly differ in brightness in the PC2
image produced different X-ray
diffraction patterns (Figs. 5e and 5f),
while the bright-field image suggests
that these two regions appear to be a
single domain. The diffraction patterns
presented in Figs. 5(a) and 5(b) also
differ, indicating the presence of more
than one crystalline domain. Fig. 6(a)
shows an overlay of the three diffraction
patterns from the single crystal and
Fig. 6(b) shows the four diffraction
patterns from the conglomerate. The
different diffraction patterns were
assigned different colors in the overlay
(colors as shown in Figs. 4 and 5) and a
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Figure 4
(a) Bright-field image and (b) PC2 SHG image for a single cPAH crystal. (c, d, e) Corresponding




zoomed-in view is shown (area outlined by the black box in
Figs. 4 and 5). Colors were chosen such that overlapping
regions of the three (Fig. 6a) or four (Fig. 6b) colors added to
give a white spot in the overlay. As shown in Fig. 6(a), white
spots consistent with diffraction peaks uniformly appearing in
multiple diffraction patterns were observed from samples
exhibiting uniform contrast in PC2. The nearly identical
diffraction pattern for three locations within the crystal
suggests that the uniformity in the PC2 image indicates the
presence of a single crystalline domain. Differences in the four
diffraction patterns for the crystalline conglomerate from Fig.
5 were also clearly observed in Fig. 6(b), with individual red,
blue, green and orange diffraction spots dominating the
overlay and very few spots showing overlapping colors. The
differences in the diffraction patterns confirm the presence of
multiple crystalline domains, suggesting that the non-unifor-
mity in the PC2 image is a reliable indication of the presence
of more than one crystalline domain.
The PCA images present a single scalar value that depends
nontrivially on crystallographic orientation, and consequently
the value of PC2 should not necessarily indicate identical
crystallographic orientations within multi-domain crystals.
Prior studies suggest that it is reasonable to expect crystals
of similar orientation to produce similar values from PCA
(Begue & Simpson, 2010), but even
subtle differences in orientation that are
too small to enable discrimination by
PCA could still yield distinct diffraction
patterns. Consistent with these expec-
tations, the diffraction patterns in Fig. 5
do not necessarily correspond to a
single domain and the regions of similar
contrast in Fig. 5 do not necessarily
indicate identically oriented domains.
Rather, this figure demonstrates that
the crystalline sample contained several
areas of differing contrast and sign in
the PC2 image and that this sample also
yielded non-uniform diffraction.
Although the PR-SHG measure-
ments performed in this work were
acquired for looped crystals to enable
independent validation by X-ray
diffraction, the greatest benefits are
likely to be realised in the analysis of
crystals still within the mother liquor
prior to harvesting. The incorporation
of PR-SHG measurements into routine
screening of crystallization trays could
allow the early identification of multi-
domain crystals, such that time is not
spent on crystallization procedures and
synchrotron diffraction measurements
that are unlikely to yield high-quality
structures. Furthermore, the experi-
mental modifications to instrumentation
developed previously for plate-reading
by SHG (Haupert & Simpson, 2011)
involve only the addition of simple wave
plates and polarizers. Consequently, this
approach may provide a means of
rapidly screening to select a subset of
crystals that are most likely to produce
single-crystal diffraction in subsequent
X-ray analysis.
A potential drawback to this strategy
is the sixfold increase in the measure-
ment time compared with conventional
screening by SHG microscopy (Kissick
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Figure 6
A zoomed-in overlay of a section of (a) the three diffraction patterns from Fig. 3 assigned their
respective colors (red, blue and yellow) and (b) the four diffraction patterns from the crystalline
sample from Fig. 4 assigned their respective colors (blue, red, green and orange). In both (a) and
(b), white indicates overlapping diffraction spots between the individual diffraction patterns.
Figure 5
Bright-field image (c) and PC2 SHG image (d) for a cPAH crystal conglomerate. (a, b, e, f)





et al., 2010) when using dual-polarization detection or the 12-
fold increase when using a single detector. The incorporation
of rapid polarization-modulation approaches into the instru-
mental design has the potential to decrease acquisition times
as well as to reduce noise and to allow for better discrimina-
tion between domains (Begue & Simpson, 2010). Finally,
although the combined results of only eight samples still
enabled the identification of PC axes capable of effectively
identifying multi-domain crystals in the present study, the
ability of PCA of PR-SHG data to separate crystals based on
orientation may improve further with a larger sampling of
different crystal orientations. Most crystallization droplets
contain multiple crystallites, such that the PCA could be
performed from the combined polarization-dependent data
acquired either within a single droplet or from a larger pooled
data set from crystals in multiple droplets of the same crystal
space group.
Although these collective results indicate the potential
promise of the application of PR-SHG microscopy for the
detection of unique crystallographic domains, it should be
noted that these collective data were acquired for only one
type of protein crystal. The broader utility of the approach
remains to be tested through systematic studies of many
protein crystals by combined PR-SHG microscopy and
spatially resolved synchrotron X-ray diffraction. Nevertheless,
the initial results from this study suggest that it is possible to
identify polycrystalline samples that could complicate sub-
sequent diffraction analysis at early stages in the crystal-
screening process. Furthermore, it may be possible through
PR-SHG microscopy to localize the diffraction analysis to
single domains to reduce complications in indexing and
subsequent structure determination of conglomerated or
twinned crystals. Confirmation of PR-SHGmicroscopy for this
application will be the subject of further study.
4. Conclusions
PR-SHGmicroscopy analyzed by PCAwas found to be a rapid
and nonperturbative technique compatible with X-ray crys-
tallography for identifying polycrystalline conglomerates.
These measurements take advantage of the coherent nature of
SHG, in which the frequency-doubled light emerges in a well
defined polarization state dependent on the incident driving
polarization, the nonlinear optical properties of the crystal
and the crystallographic orientation within the laboratory
frame. PR-SHG microscopy was shown to reliably distinguish
multi-domain crystalline samples from single crystals. Identi-
fication of differences in crystal orientation are demonstrated
with the intention of moving towards the rapid and reliable
all-optical identification of crystals that are likely to provide
the single-domain diffraction typically associated with high-
resolution protein structures and the selection of promising
regions for diffraction within crystalline conglomerates or
other types of multi-domain crystals that otherwise would
have resulted in poor diffraction data.
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ABSTRACT: Fast 8 MHz polarization modulation coupled
with analytical modeling, fast beam-scanning, and synchronous
digitization (SD) have enabled simultaneous nonlinear optical
Stokes ellipsometry (NOSE) and polarized laser transmittance
imaging with image acquisition rates up to video rate. In
contrast to polarimetry, in which the polarization state of the
exiting beam is recorded, NOSE enables recovery of the
complex-valued Jones tensor of the sample that describes all
polarization-dependent observables of the measurement. Every
video-rate scan produces a set of 30 images (10 for each
detector with three detectors operating in parallel), each of
which corresponds to a different polarization-dependent result.
Linear fitting of this image set contracts it down to a set of five parameters for each detector in second harmonic generation
(SHG) and three parameters for the transmittance of the incident beam. These parameters can in turn be used to recover the
Jones tensor elements of the sample. Following validation of the approach using z-cut quartz, NOSE microscopy was performed
for microcrystals of both naproxen and glucose isomerase. When weighted by the measurement time, NOSE microscopy was
found to provide a substantial (>7 decades) improvement in the signal-to-noise ratio relative to our previous measurements
based on the rotation of optical elements and a 3-fold improvement relative to previous single-point NOSE approaches.
■ INTRODUCTION
Polarization-dependent optical microscopy can provide rich
information on local structure and orientation, with the benefits
particularly pronounced in nonlinear optics (NLO) by nature of
the greater number of photons involved in the light−matter
interactions. In the case of second harmonic generation (SHG),
up to six independent parameters can be recovered from a single
measurement, whereas only two are typically accessible in linear
optics. In biological samples, polarization-dependent SHG
microscopy has been used to great effect in the analysis of
collagen,1−3 cell membranes,4 and other ordered biological
motifs,5,6 and has been extended to in vivo studies of cancer,
musculoskeletal disorders, cardiovascular disease, and corneal
disorders.5−9 Polarization-dependent SHG imaging has also
been used for inorganic materials characterization,10−12 crystal
domain imaging,13 and surface analysis.14,15
Despite these successes, the most common approaches for
polarization imaging are based on rotation of waveplates/
polarizers, which suffer from some significant limitations. First,
mechanical methods of polarization modulation are typically
relatively slow, introducing significant 1/f noise into the
measurement. In addition, the sample can change over time
from sample motion, which represents a challenge particularly
for in vivo imaging. Bleaching and/or thermal effects induced by
laser exposure can also result in systematic bias and increased
uncertainty in the parameters extracted from the polarization
dependence.
Numerous strategies have been taken to reduce the time
frame for polarization analysis in SHG microscopy to address
these limitations. In exceptional early studies by Stoller et al.,2
polarization modulation at 4 kHz was performed in sample-
scanning microscopy measurements of rat tail tendon. Detection
of the modulation harmonics was performed using two lock-in
amplifiers per detector. Tanaka et al.16 have included fast
polarization modulation using an electro-optic modulator
(EOM) toggling between two fixed polarization states on a
per-pixel basis. Lien et al.17 have performed polarization
modulation for SHG imaging using a liquid crystal modulator,
which had a response time on the order of several milliseconds.
With the exception of the work by Tanaka et al., these
techniques have only been demonstrated at relatively low frame
rates (several seconds to hours per frame). Furthermore, none
of the techniques directly recover the χ(2) tensor elements
driving the nonlinear response of the sample, which is a key step
in quantitative modeling to predictively connect local structure
to the observed response.
In the present study, quantitative polarization analysis in SHG
microscopy is demonstrated based on nonlinear optical Stokes
ellipsometry (NOSE). This effort builds on previous work, in
which NOSE has been shown to provide a substantial (7
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decade) improvement in the signal-to-noise of polarization-
dependent SHG measurements compared to approaches based
on the physical rotation of optical elements.14,18 This advantage
was found to arise primarily through reduction of 1/f noise from
slow changes in the source, detector, and sample over the time-
course of the polarization measurement. However, previous
implementations of NOSE required practical analysis times of
several milliseconds per pixel,14,18 which is a prohibitively
lengthy measurement time per-pixel for reasonable imaging
applications. By combining high speed (8 MHz) polarization
modulation using an EOM with synchronous digitization (SD),
the time frame for NOSE was reduced to as low as 150 ns per
pixel, enabling full polarization analysis at each pixel at up to
video-rate frame rates. Under an applied sinusoidal voltage, the
EOM imparts time-varying phase shifts between the horizontal
and vertical components of light that pass through it, producing
a series of elliptical polarizations for the exiting beam. In the
present study, 10 polarization states were sampled with each
period of the EOM and three simultaneous channels of data
were acquired, resulting in a set of 30 raw polarization-
dependent images produced for each frame. A total of 5
independent observables in SHG per detector and 3 observables
in laser transmittance are experimentally allowed, corresponding
to 13 unique degrees of freedom recovered at each pixel in each
frame at video rate.
The ability of this method to be performed at up to video rate
is expected to reduce artifacts from sample movement,
improving compatibility with in vivo measurements from
structural features of collagen in living specimens. In addition,
the sensitivity and speed of video rate NOSE measurements
should also provide a method of rapid polymorph screening for
active pharmaceutical ingredient (API) crystals, where different
polymorphs will generally exhibit different polarization-depend-
ent NLO responses. Although the primary goal of the present
work is to describe the methodology, instrumentation and
validation of video rate NOSE imaging for recovering model-
independent observables, the aforementioned applications will
be the subjects of future studies.
■ EXPERIMENTAL METHODS
Instrumentation. SHG and laser transmittance measure-
ments were performed on a custom microscope adapted from an
instrument described previously12,19,20 and shown schematically
in Figure 1. Briefly, an 80 MHz 100 fs MaiTai Ti:sapphire laser
(SpectraPhysics) tuned to 800 nm was used as the incident light
source for both SHG and laser transmittance imaging, with
average powers between 20 and 220 mW. The beam was
scanned across the sample using a resonant scanning mirror at 8
kHz (EOPC) synchronized to the laser and a galvanometer
mirror (CambridgeTech) in the fast and slow axes, respectively.
The beam was passed through an EOM rotated 45° from its fast-
axis. A Soleil-Babinet compensator was placed after the EOM to
correct for polarization changes induced by the rest of the beam
path and microscope components. The beam was then directed
through a telecentric lens pair and square aperture to block the
turning points of the sinusoidal resonant mirror trajectory. The
scanned beam was focused onto the sample with a 10×, 0.3 NA
objective (Nikon). SHG and fundamental light were separated
using a dichroic mirror and collected in the transmitted
direction. The SHG signal was separated into its horizontal
and vertical components with a Glan-Taylor polarizer, which
were detected on two photomultiplier tubes (PMTs)
(Hamamatsu H12310-40) with bandpass filters (HQ 400/
20m-2p; Chroma Technology) to further reject the fundamen-
tal. The transmitted fundamental light was detected with a
photodiode (Thorlabs DET-10A) after passing through a Glan-
Talyor polarizer set to pass horizontal, allowing for simultaneous
polarized laser transmittance imaging and SHG imaging.
Data Acquisition. Data acquisition was performed using
SD.20 A schematic of the synchronous timing control required
for SD is depicted in Figure 1. Two PCIe digitizer cards
(AlazarTech ATS-9350) were used to flash digitize the SHG and
laser transmittance on three channels synchronously with the
laser. Custom software was designed to record digitized voltages
as 32-bit numbers. The 80 MHz signal from the laser’s internal
photodiode was used as the master clock. The laser clock was
sent through a custom timing module, where it was amplified,
Figure 1. Instrument and timing schematic for a SHG and laser transmittance microscope capable of synchronous polarization modulation. The
master clock for controlling the scanning mirrors and for data acquisition is provided by the laser, originally an 80 MHz signal, divided by 8 to generate
a 10 MHz clock.
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shifted, and divided by 8, to produce a 10 MHz square wave.
The synchronous 10 MHz signal was sent to the onboard 10
MHz phase-locked-loop of the digitizer card, and the digitizer
card was set to digitize at 80 MHz synchronously with the laser.
Due to the high Q-factor of the resonant mirrors (Q > 250)
amplitude stability was achieved at the sacrifice of phase stability.
To correct for this drift in phase stability, a custom control box
was designed and built to perform real-time active phase
correction of the resonant mirror. The resonant mirror timing
box was controlled by an 8-bit microcontroller (Silicon
Laboratories, C8051f120), running at 80 MHz derived from
an external 10 MHz phase-lock loop (PLL) synchronous with
the 80 MHz master clock from the Ti:sapphire laser, allowing
for precise knowledge of the number of laser pulses per resonant
mirror trajectory. The microcontroller ran a custom built
operating system using a combination of hardware and software
timers to produce the mirror drive signal. The feedback of the
resonant mirror was analyzed by the box, and corrections to the
driving phase were made to maintain phase stability of the
resonant mirror. Phase corrections were performed to a
precision of 25 ns, or two clock ticks from the master clock. A
monitor output signal from the mirror driver box was sent to the
trigger input on the digitizer card. A synchronous ramp signal
generated by the timing module was used to control the
galvanometer mirror by incrementing the angle of the mirror
after every pass of the resonant mirror.
The signal transients from each individual detector response
from every laser pulse were digitized synchronously with the
laser. A 3−13 ns electronic digital delay stage was added
between the master clock (10 MHz) signal and the PCIe
digitizer cards to allow for adjustment of the phase of
digitization relative to the signal generation to account for the
absolute time difference of the clock and the optical path. The
resultant data were then binned following a sine-wave trajectory,
resulting in higher density of sampling near the turning points of
the trajectory (Figure S-1 in the Supporting Information), with
the corresponding data analysis accounting for this sampling
density.
Polarization Modulation. Synchronous polarization mod-
ulation was performed using a custom-built extended length
EOM (Conoptics). A third 10 MHz output from the timing
module was used as an external clock source for a function
generator, which was used to generate an 8 MHz sine wave. The
8 MHz signal was amplified using a high voltage amplifier (AR
Worldwide KAW1040) combined with a custom built resonant
tank circuit and used to drive the EOM beyond its half-wave
voltage. The period of the resonant mirror was carefully chosen
using its driver box, so that the number of laser pulses per image
was an integer multiplier of the number of polarizations used to
ensure that each frame began with the same starting
polarization. For the described experiments, the laser frequency
was 80 MHz and the EOM was driven at 8 MHz for a total of 10
unique elliptical polarizations. Custom software (Matlab) was
developed to separate out each laser pulse to generate the 10
polarization-dependent images in real-time. To ensure all 10
polarizations were sampled in one trajectory of the resonant
mirror, pixels were binned in the fast-axis to generate images
that were 300 by 512 pixels. After acquisition, images were
resized to 512 by 512 pixels using image interpolation (ImageJ).
Sample Preparation and Imaging. Polarization-depend-
ent imaging was performed on z-cut quartz (500 μm thickness)
at various rotation angles about the z-axis. Images of z-cut quartz
were acquired with 20 mW average power and signal averaged
for ∼2 s. Polarization-dependent imaging was performed on
naproxen recrystallized in isopropanol with 95 mW average
power. Video rate imaging was performed to generate
polarization-dependent movies of the sample being translated
using an automated sample stage (Prior). Still images of
naproxen crystals indexed matched in Type A immersion oil
were acquired with 64 frames averaged. Glucose isomerase was
obtained as a crystalline suspension, and was dialyzed against 10
mM HEPES, 1 mM MgCl2 and 100 mM HEPES, 10 mM
MgCl2. The protein solution was concentrated to 26 mg/mL in
water and crystallized in 0.7 M sodium citrate tribasic dihydrate
at pH 7 in a 96-well sitting drop crystallization tray (Corning).
Polarization-dependent imaging of glucose isomerase crystals
was performed in situ with 225 mW average power. Photon
counting was performed with data acquisition times of ∼2 min.
Images were acquired in 3D through the drop using automated
focus control (Prior) with 15 μm steps in the z-direction.
■ THEORETICAL FOUNDATION
Nonlinear optical ellipsometry is defined to be the determi-
nation of the relative Jones tensor elements describing the
nonlinear optical response of the sample.21,22 This definition is
directly analogous to conventional linear ellipsometry for thin
film analysis, in which the relative values of the diagonal
elements in the Jones matrix describing surface reflection
(typically) are determined experimentally.23 NOSE is one
specific method to perform nonlinear optical ellipsometry based
on Stokes polarimetry, in which the polarization state of the
exiting nonlinear beam is determined from the combined
intensities measured by several detectors, each probing different
polarization-dependent responses.14,18
The relationship between the detected intensity and a
modulated incident polarization state in NOSE has been
described in detail in previous works14,18,24 and is only briefly
summarized herein. In linear optics, the incident polarization
state can be described in terms of well-established Jones vectors
and Jones matrices. Recently, this framework has been extended
to introduce the concept of Jones tensors as polarization transfer
tensors.22,25 By analogy with Jones matrices, knowledge of the
Jones tensor allows one to predict all polarization-dependent
observables of a given measurement as a function of the incident
polarization state or states. In this framework, the Jones matrix


















The time-dependent phase shift of the EOM, Δ(t), is in turn
sinusoidally modulated.
π δΔ = + +t A f t B( ) sin(2 )0 (2)
In eq 2, A represents the amplitude of modulation, f 0 is the
modulation frequency in cycles/s, δ is the phase shift between
the driving sinusoidal function and the experimental phase of
the EOM, and B is the constant residual phase shift inherent in
the EOM.
We have previously derived expressions relating the Jones
tensor elements to the intensity of n-polarized SHG where n is
either v or h for vertical or horizontal polarization,
respectively.14,18,24
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In the above equation, the χ-terms indicate individual elements
from the 2 × 2 × 2 χ(2) Jones tensor. From this above equation,
it is clear that the measured intensity can generally recover up to
five unique parameters ultimately dependent on three nonzero
tensor elements, which in general are complex-valued. Since the
number of real and imaginary unknowns exceeds the number of
observables by one, only the relative phase between the tensor
elements can be recovered, which is similar to conventional
ellipsometry performed for surface analysis. Far from resonance
and in the absence of birefringence in the sample, B and D are
zero-valued, reducing the number of observables down to three,
paired to the number of unique elements within the Jones tensor
for a given polarization state of detection.
In practice, it is often more convenient to perform the linear
fitting to an alternative set of Fourier functions. Conversion
from the polynomial to Fourier coefficients is performed
through simple matrix multiplication. The use of Fourier
coefficients also provides direct comparison with alternative
measurements performed by lock-in detection.2 In this frame-
work, the detected intensity is described by the following
analytical expression.
Δ ∝ + Δ + Δ + Δ
+ Δ
ωI a b c d
e





Interconversion between the two sets of coefficients can be
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(6)
An analogous framework can be used to describe the
polarization-dependent transmittance of the incident infrared
beam, which in turn provides information on the sample
birefringence, and is described in detail in the Supporting
Information. In brief, the intensity of the transmitted beam
under the conditions identical to those used for the SHG
measurements is given by the following expression.
Δ ∝ + Δ + ΔωI a b c( ) cos( ) sin( )det (7)
From eqs 5 and 7, it should be clear that the detected response
will generally exhibit amplitude and phase terms for both the
fundamental and second harmonic in Δ, in addition to a
constant term. However, Δ is itself sinusoidally modulated in
time. As a result, direct recovery of the Fourier coefficients from
the Δ-dependent intensity is straightforward, but analogous
quantitative analysis based on the harmonics of f 0 from the time-
dependent intensity with sinusoidal modulation is not trivial.
Previous early efforts have addressed this challenge by using
sawtooth modulation that is linear in time.2 However, this
strategy is challenging to implement at high speeds because of
the much larger bandwidth required to drive sawtooth
modulation at MHz frequencies relative to sinusoidal modu-
lation. In the present case, the use of a resonant tank circuit
significantly increased the amplitude of modulation (which can
be challenging at radio frequencies) and improved the stability
through bandwidth reduction, but was fundamentally incompat-
ible with sawtooth modulation.
The preceding treatments are valid within the paraxial
approximation consistent with low numerical aperture lenses
and objectives as used in the present study. However, it is
relatively straightforward in principle to extend this mathemat-
ical framework for polarization analysis to high numerical
aperture objectives in which the electric field has projections
along all three spatial coordinates, as detailed explicitly in
previous work.22 In brief, the matrix-notation for propagation of
the electric fields as presented in the present study allows the
influence of tight focusing to be incorporated through
multiplication by an additional “local field” matrix. This
additional matrix relates the incoming and exiting local fields
experienced within the focal volume to the far-field polarization
state detected in the laboratory frame. Consequently, the
present polarization modulation approaches can be easily
extended to analogous measurements performed with high
numerical aperture objectives.
■ RESULTS AND DISCUSSION
Quantitative analysis of the polarization-dependent nonlinear
optical response was enabled first through characterization of
the incident polarization state of the fundamental beam at each
firing of the laser. Measurement of the transmitted polarized
fundamental beam allowed for evaluation of the time-dependent
phase angle of the EOM, which in turn defines the polarization
state of the incident light. Polarized laser transmittance images
are able to be obtained simultaneously with SHG images,
allowing for characterization of the polarization state while the
SHG images were acquired. An additional independent method
was used to evaluate the phase angle of the EOM, through the
detected second harmonic beam. Z-cut quartz has well-
established relationships between the nonzero tensor elements
dictated by symmetry, and exhibits no birefringence for light
propagating parallel to the z-axis. The absence of birefringence
minimizes the impact of polarization changes induced in either
the incident fundamental or produced second harmonic beams
that are not accounted for by the model. A nonlinear fit of
experimental intensity to the theoretical intensity as a function
EOM modulation (eqs 1 and 2) was performed for both
polarized laser transmittance and horizontally polarized SHG.
The results of both approaches are summarized in Figure 2 for
representative data acquired with a quartz rotation angle of 30°.
Reasonably good agreement was achieved between the two
techniques despite the substantial differences in the measured
time-dependent intensities used in the fits, as shown in Figure
2c. Although a relatively subtle offset remains between the two
calculated phase angles, the good overall agreement suggests
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that the incident polarization state can be reliably recovered
from measurements of the polarized infrared beam. Uncertain-
ties in the parameters A, δ, and B from eq 2 were determined
through numerically calculating the second derivative around
the minimum of chi-square space as described elsewhere, and
propagated to determine the standard deviation in the phase
values obtained from the fit.26 The values derived from the
nonlinear fit for A, δ, and B were 1.90 ± 0.04, 1.18 ± 0.02, and
1.10 ± 0.02, respectively, and the standard deviations for Δ are
all ∼±0.04.
Using the values for Δ recovered by the nonlinear fitting
process for laser transmittance, the polarization-dependent SHG
response was measured at multiple rotation angles of quartz.
Linear fitting of the data to eq 5 was then performed was then
performed to extract the Fourier coefficients. Figure 3 shows
representative results for z-cut quartz, performing the linear fit
on both a per-pixel basis (a, b) and across the average of 104
pixels (c). Derived Fourier coefficients across multiple rotation
angles of z-cut quartz are summarized in Figure 4. Coefficients a
and b are predicted by theory to be nonzero, with coefficients c−
e predicted to be zero. Coefficients c−e extracted from the linear
fitting of experimental data were centered about zero and are
shown in Figure S-2 in the Supporting Information. Results
reported in Figure 4 are for the average response over an area of
100 × 100 pixels. Images were integrated over 32 consecutive
frames, corresponding to a minimum single pixel acquisition
time of 4.8 μs. For comparison, the theoretical results are also
included for the anticipated coefficients expected using the
established nonlinear optical properties of quartz27 and the
measured Δ.
The recovered coefficients were in reasonably good agree-
ment with those predicted by symmetry for z-cut quartz.
Systematic departures were observed, increasing at quartz
rotation angles approaching 30°. This departure is attributed
to a combination of residual uncertainties in the phase angles
(subtle errors can have significant effects), subtle residual
birefringence in the quartz from imperfections in the cut, and
the breakdown of the assumption of plane polarized light after
focusing through the objective. Although the SNR was lower in
measurements obtained in 4.8 μs from single pixels, the
recovered fits and resulting coefficient values were consistent
between the single pixels and the entire field of view. For a given
rotation of z-cut quartz, the five Fourier coefficients extracted
from the linear fitting were converted to polynomial coefficients
(eq 6) and subsequently converted into six Jones tensor
elements (taking advantage of the interchangeability of the latter
two subscripts in SHG), as described in the Supporting
Information, eq S-6. This process was performed for seven
rotation angles of z-cut quartz (15°, 20°, 25°, 30°, 35°, 40°, and
45°). The Jones tensors obtained for each of the seven known
rotation angles were converted to the tensor for quartz rotated
to 0° using eq S-4 in the Supporting Information, the results of
which are summarized in Table 1.
Figure 2. Nonlinear fitting of (a) horizontally polarized transmitted
fundamental beam and (b) horizontally polarized SHG for z-cut quartz
rotated to 30° and (c) the EOM phase, Δ, as determined from the two
nonlinear fits. The Δ values for horizontal (H), vertical (V), and left-
circularly polarizations are also indicated. The relationship of Δ as a
function of time is demonstrated in (d) for nonlinear fitting of laser
transmittance.
Figure 3. Linear fitting results of polarization-dependent SHG image
stacks of z-cut quartz rotated at 30° for the horizontal PMT.
Representative single-pixel fits are shown in (a) and (b), and a fit to
the average response of 1 × 104 pixels is shown in (c).
Figure 4. Experimental and theoretical normalized Fourier coefficients
a and b for the vertical and horizontal SHG detectors as a function of
rotation angle for z-cut quartz.
Analytical Chemistry Article
dx.doi.org/10.1021/ac502124v | Anal. Chem. 2014, 86, 8448−84568452
169
Evaluation of the measurement approach was next assessed in
polarization-modulated measurements of naproxen crystals,
summarized in Figures 5 and 6. Figure 5a corresponds to
overall intensity of the horizontally polarized SHG channel,
generated by integrating the 10 unique polarization-dependent
images. Figure 5b corresponds to those same results separated
out into the 10 unique polarization states sampled at each pixel
during different time-points in the EOM cycle. Figure 5c
contains images of the Fourier coefficient values recovered by
linear fitting of the 10 images in Figure 5b to eq 5. These Fourier
coefficient images represent the full native information content
available from the measurements. To concisely represent these
images, the five coefficient images were mapped onto a five color
scheme: red, greed, blue cyan and magenta (RGBCM). The
intensity of Fourier coefficient a was displayed on a scale of 0−
40 mV, and coefficients b−e were displayed on a scale of 0−20
mV. The relative amplitudes of the native coefficients could then
be recovered simply by separation into the individual color
elements.
A complete set of results for naproxen for all three detectors is
summarized in Figure 6, with panels (a)−(c) representing
integrated intensity for the horizontal PMT, vertical PMT, and
laser transmittance, respectively. Figure 6d and e corresponds to
the coefficient color maps as determined from the linear fitting
Table 1. Experimental and Theoretical Normalized Relative
Jones Tensor Elements for z-Cut Quartz Oriented at 0°
theoretical experimental (magnitude)
χnhh −0.58 0.52 ± 0.06
χnvh −0.58 0.61 ± 0.03
χnvv 0.58 0.59 ± 0.03
Figure 5. Summary of polarization-modulation SHG results for naproxen crystals for the horizontal PMT. An overall intensity image (a) and the same
image separated out into its 10 unique polarization-dependent images (b) are shown. The five Fourier coefficient images are shown in (c), with each
coefficient representing a unique color (red, green, blue, cyan and magenta for coefficients a, b, c, d, and e, respectively). The five coefficient images
were then merged into a single five-color image, shown in (d).
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to eq 5. for SHG (shown on the same color scale as Figure 5)
and Figure 6f shows the coefficient color map image as
determined form the linear fitting to eq 7 for laser transmittance.
Figure 6f is composed of Fourier coefficients a, b, and c,
represented by the colors red, green and blue, respectively. In
order to display all three coefficients on the same image,
coefficient a (red) was displayed on a scale of 0 to +0.3 V,
coefficient b (green) was displayed on a scale of −0.3 to 0.0 V
and coefficient c was displayed on a scale of −0.15 to +0.15 V. A
representative result of the linear fitting for laser transmittance
of a single pixel from a naproxen crystal is shown in Figure S-3 in
the Supporting Information. The images in Figures 5 and 6 were
produced using signal averaging for improved quality, but the
analysis can be performed on images acquired with continuous
sampling at video rate. A video frame of the color-encoded
polarization maps for naproxen crystals obtained at 15 Hz frame
rates is shown in Figure 7. The naproxen crystals shown in the
video were not index matched in oil, making edge effects more
pronounced in the laser transmittance color maps when
compared to the crystals in Figure 6f.
Additional measurements were performed for a multidomain
protein crystal, shown in Figure 8. Polarization-dependent
images were acquired at 11 z-slices through the aqueous drop to
generate a 3D polarization color map of the crystal. Figure 8a
corresponds to a laser transmittance image integrated over all 10
polarizations for a single z-slice, suggesting two crystalline
domains based on crystal habit. Figure 8b shows a 3D image
obtained by performing principal component analysis (PCA) of
the pooled set of 10 different polarization-dependent images for
each z-slice. Previously, multidomain crystals have been
identified using PCA of polarization-dependent SHG images
as an assessment of crystal diffraction quality based on training
using measurements obtained over a large number of similar
protein crystals.13 In comparison, Figure 8c shows a 3D Fourier
coefficient color map obtained through NOSE analysis of the 10
polarization dependent images acquired for each z-slice without
the need for training. The coefficient images of glucose
isomerase were treated in the same manner as the naproxen
sample with respect to the scaling of the coefficients.
In this particular case, NOSE analysis provided significantly
higher contrast for visualization of protein crystal domains
compared to the same polarization-dependent images analyzed
with PCA. NOSE has the additional distinct advantage of
requiring no training prior to domain discrimination. In
addition, drift in the EOM response between samples, or from
measurements acquired on different days or on different
instruments typically alter the principal axes, such that PCA
requires routine retraining. In contrast, NOSE analysis acquired
on a calibrated instrument should be consistent, even with
different EOM settings or in the presence of measured drift.
It is interesting to compare the NOSE microscope figures of
merit to those of previous single-point nonlinear optical
ellipsometry instruments.18,21,24,25,28,29 At video rate, pixels in
the central field of view are sampled with as few as 12
consecutive laser pulses, each of which corresponds to one of
the 10 possible polarization states produced by the EOM. The
value of 12 laser pulses represents a minimum, with a greater
number of pulses sampled per pixel near the edges of the fast
scan axis where the resonant mirror was moving the beam more
slowly. Compared to the 12.5 ms acquisition time used
previously, the minimum per-pixel acquisition time for z-cut
was 4.8 μs (32 averaged frames, each 150 ns), representing a
2600-fold reduction in the measurement time. Assuming noise is
dominated by Poisson fluctuations in the detected intensity, this
change corresponds to an anticipated reduction of ∼50 in the
signal-to-noise ratio (SNR) relative to the previous polarization
measurements by NOSE. In that prior work, quartz tensor
elements could be determined in 12.5 ms with a SNR of ∼100.
Reducing this value by a factor of 50 yields a SNR ratio of
approximately 2 in 4.8 μs. In practice, the measured SNR in a
single pixel in an integration time of 4.8 μs in the current NOSE
experiments was typically approximately 5−6, representing
approximately a 3-fold increase over previous experiments. The
most likely explanation for the improvement in the SNR in the
present work is the higher signal level achievable using fast
scanning and synchronous digitization for high dynamic range
Figure 6. Integrated intensity images of index matched naproxen
crystals for (a) horizontally polarized SHG, (b) vertically polarized
SHG, and (c) polarized laser transmittance, with corresponding Fourier
coefficient color maps in (d)−(f).
Figure 7. Video frame of color encoded Fourier coefficient color maps
for naproxen crystals being translated in the X/Y plane (also see the
video). Polarization data were acquired in real time simultaneously on
all three channels (horizontal-SHG, vertical-SHG, and laser trans-
mittance). The sample was translated using an automated prior-stage
during imaging.
Figure 8. Images of a multidomain glucose isomerase crystal. A 2D
laser transmittance image of a multidomain glucose isomerase crystal
integrated for all 10 polarizations is shown in (a). Corresponding 3D
PCA (principal component 2) and Fourier coefficient false color
images are shown for the horizontal SHG detector in (b) and (c),
respectively.
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detection rather than photon counting as was done in the
previous work.
Because the data were initially fit to a set of Fourier
coefficients, it may be tempting to suggest that high speed lock-
in amplification (LIA) could serve as an alternative platform for
recovery of the coefficients. However, the expressions in eq 5
and eq 7 represent a Fourier series in the EOM phase shift, Δ,
not in time. While Δ(t) is sinusoidally modulated in time, the
intensity of the SHG given by eq 5 depends nontrivially on
trigonometric functions of the sinusoidal function Δ(t). It is
only in the limit of low amplitude modulation that Δ(t) ≅
A(2πf 0t + δ) + B, such that the harmonics in time correspond to
the harmonics in Δ. Lowering the modulation amplitude to
maintain this approximate relationship restricts one to relatively
shallow depths of polarization modulation, which in turn
reduces the confidence in the recovered coefficients. From a
practical standpoint, most LIAs operate at a single frequency,
such that two LIAs would be needed for each detector to access
the full set of coefficients expressed in eq 5. Maintaining careful
calibration between the amplitudes of each LIA together with
the zero-frequency DC response is nontrivial. In addition, the
central advantages of LIA in terms of bandwidth reduction and
phase-sensitive detection become less pronounced as the
acquisition times are reduced. The detection bandwidth scales
inversely with the sampling time, which for a minimum of a 125
ns acquisition time corresponds to 32 MHz of frequency
bandwidth about the center frequency in the underlying
electronics. Interestingly, the LIA’s now commercially available
to achieve detection at MHz modulation frequencies are based
on high-speed digitization qualitatively similar to the oscillo-
scope cards used in the present study, but without the
advantages of SD15,19 and user-defined data analysis.
As can be seen from the coefficient color map images in
Figures 5 and 6, the polarization-dependence of SHG varies
significantly for different naproxen crystals depending on their
orientation relative to the image axes. The variation in
polarization-dependence is attributed largely to the differences
in crystal orientation relative to the laboratory frame. The
overall similarity of the color-map hues for different crystals at
similar rotation angles is consistent with this explanation.
Indeed, such good agreement between similarly azimuthally
oriented crystals is somewhat surprising, given that the
azimuthal rotation angle is just one of the three possible
rotation angles available to the crystals. Additional variability in
the tilt angle into/out of the focal plane and the twist angle
would generally be expected to introduce greater diversity in the
polarization-dependent responses. This absence of diversity is
tentatively attributed to nonisotropic orientation distributions
due to templating by the glass interface. Heterogeneous
nucleation is quite common, driven by the lower free energy
barrier introduced for clusters at the interface relative to within
the bulk. Furthermore, the interfacial energy at the crystal/glass
interface will be dependent on the particular crystal plane
positioned at the interface, such that thermodynamics will favor
a particular tilt and twist angle relative to the interface. Under
these conditions, only the azimuthal rotation angle is fully
unconstrained.
This reduction in orientational diversity for materials
crystallized on a glass surface is highly advantageous, as it
reduces a potentially complicated relationship between the
crystal orientation and the laboratory frame response. If only
azimuthal orientation is unique from crystal to crystal, the
analysis is reduced down to a relatively simple one, based on
relations similar to those described in the Supporting
Information for treating the rotated z-cut quartz. Provided the
crystal azimuthal rotation angle is determined independently in
advance (e.g., from image analysis), NOSE should enable
recovery of the crystal tensor in the crystal frame from the Jones
tensor elements measured in the laboratory frame. In this
manner, NOSE may potentially serve as a reliable orientation-
independent identifier for crystal polymorphism in APIs.
Both the naproxen crystals and the two crystalline domains of
glucose isomerase exhibited large variations in polarization
response as a function of crystallographic orientation. It is also of
note that the net polarization response of naproxen appears to
differ from the net polarization response of glucose isomerase.
For the horizontal SHG channel, the naproxen color-map
contains largely red, green, and purple, whereas the glucose
isomerase 3D color map contains crystalline domains of cyan
and magenta. This difference between samples suggests not only
the ability to distinguish between differently oriented crystals,
but also between different types of crystalline materials. This
shows promise in the area of API polymorph screening, in cases
where full orientation mapping and therefore full NOSE analysis
is not possible.
The sensitivity to crystal orientation may also potentially be
beneficial in the identification of crystal twinning prior to
structure determination. Twinning is a similar phenomenon to
the case of multidomain crystal formation, as shown for glucose
isomerase in Figure 8, but is often impossible to identify with
conventional optical imaging, especially in the case of
merohedral twinning.30 Twinning can significantly complicate
structure determination from X-ray diffraction, yet a rapid,
nondestructive and sensitive screening method for twinning is
still lacking. The differences in the polarization-dependent NLO
properties of differently oriented twin domains may in principle
provide contrast for the identification of twinned crystals.
A key long-term goal of this measurement platform is the
recovery of the local-frame tensor to assess subtle changes in
local structure from the polarization-dependence of SHG,
analogous to the measurements performed for z-cut quartz. For
crystals, the polarization-dependence could be used to
sensitively detect changes in crystal polymorphism for high-
throughput API crystal screening applications. In studies of
collagen, subtle local structural changes within the fibers can
serve as indicators for different collagen types. In these
applications, the laboratory frame Jones tensor elements depend
on the sample orientation within the field of view, on the
nonlinear optical properties of the samples, and on the linear
properties through sample birefringence. In z-cut quartz, the
absolute orientation of the sample was known a priori and the
sample exhibits no birefringence, considerably simplifying the
analysis. Disentangling the roles of each of these additional
effects using model-dependent analyses of the model-
independent measurements represents an effort beyond the
scope of the present study. However, the simultaneous
acquisition of both the polarization-dependent SHG together
with the polarized laser transmittance from that same location
will help inform such analyses. Those efforts are currently in
progress and will likely be the subject of subsequent
publications.
■ CONCLUSIONS
The theoretical framework for SHG ellipsometric microscopy
has been presented and experimentally verified. By incorporat-
ing fast polarization modulation with SD, it has been shown to
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provide a substantial reduction in acquisition time as compared
to previous NOSE techniques without significant loss in
precision, allowing for real-time imaging applications. Validation
of the technique and instrumentation was performed using z-cut
quartz with well characterized NLO properties as a reference.
The experimentally measured Jones tensor elements for z-cut
quartz fell within error of the theoretical predicted values. The
technique was further used to explore naproxen and glucose
isomerase crystals with the resulting Fourier coefficient images
showing substantial differences due to crystal orientation.
Furthermore, the Fourier coefficient maps of naproxen as
compared to glucose isomerase crystals demonstrate an overall
net coefficient difference, potentially allowing for not only
differentiation of crystal orientation but also discrimination of
different crystalline material. Lastly, it was demonstrated that by
coupling fast polarization modulation synchronously with
detection, the signal-to-noise of the measurement was sufficient
to perform real-time (15 Hz) polarization-dependent imaging
with as little as 150 ns per pixel integration time and still recover
statistically significant Fourier coefficients directly connected to




Mathematical methods used to recover the local-frame χ(2)
tensor elements for quartz from the laboratory-frame measure-
ments of the Jones tensor for the rotated quartz are given.
Information describing details regarding the data acquisition for
image construction with nonuniform sampling from the
sinusoidal resonant mirror trace is shown. In addition,
independent plots of all five Fourier coefficients for z-cut quartz
are shown (only two are shown in Figure 4 of the main article).
Representative linear fit is also shown for recovery of the
birefringence coefficient images in Figures 6 and 7, as well as
analytical expressions for recovering parameters related to
birefringence from the transmitted fundamental beam. A video
displaying the 30 polarization-dependent images obtained in a
single measurement of naproxen crystals is available. This
material is available free of charge via the Internet at http://
pubs.acs.org/.
*W Web-Enhanced Feature
A video of the color-encoded polarization maps of naproxen
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