Let C, W ⊆ Z. If C + W = Z, then the set C is called an additive complement to W in Z. If no proper subset of C is an additive complement to W , then C is called a minimal additive complement. Let X ⊆ N. If there exists a positive integer T such that x+T ∈ X for all sufficiently large integers x ∈ X, then we call X eventually periodic.
Introduction
Let N denote the set of nonnegative integers and Z be the set of integers.
For A, B ⊆ Z and k ∈ Z, let A + B = {a + b : a ∈ A, b ∈ B} and kA = {ka : a ∈ A}. If A + B = Z, then A is called an additive complement to B in Z. If no proper subset of A is a complement to B, then A is called a minimal complement to B in Z.
It is easy to see that if A ⊆ Z is a (minimal) complement to B ⊆ Z, then
A is also a (minimal) complement to B + d, d ∈ Z, where B + d = {b + d :
In 2011, Nathanson [4] proved the following theorem. For the second part of the above problem, in 2012, Chen and Yang [2] gave two infinite sets W 1 and W 2 of integers such that there exists a complement to W 1 that does not contain a minimal complement and every complement to W 2 contains a minimal complement.
For the first part of the above problem, in 2012, Chen and Yang [2] proved the following results. By Theorem A, now we only need to consider the cases inf W > −∞ or sup W < +∞. Without loss of generality, we may assume that inf W > −∞.
Theorem B (See [2, Theorem 2]). Let W = {1 = w 1 < w 2 < · · · } be a set of integers and 
Then it is clear that both lim sup i→+∞ (w i+1 − w i ) = +∞ and lim sup i→+∞ (w i+1 − w i ) = +∞ hold. Hence lim i→+∞ (w i+1 − w i ) = +∞ in Theorem B (b) cannot be changed to lim sup i→+∞ (w i+1 −w i ) = +∞.
In this paper, we will give further results on Nathanson's problem and deal with some sets W do not satisfy the conditions of Theorem B.
First we give some definitions. Let S ⊆ N. Denote by S mod m the set of residues of S modulo m, i.e.,
S mod m = {r : r ∈ {0, 1, . . . , m − 1}, r ≡ s (mod m) for some s ∈ S}.
Let X ⊆ N. If there exists a positive integer T such that x + T ∈ X for all x ∈ X, then we call X periodic with period T . If X ∪ C is a periodic set for some finite set C ⊆ N, then we call X quasiperiodic. If there exists a positive integer T such that x + T ∈ X for all sufficiently large integers x ∈ X, then we call X eventually periodic with period T . Clearly, a periodic set must be quasiperiodic and a quasiperiodic set must be eventually periodic. If W is eventually periodic with |N \ W | = +∞, then both lim i→+∞ (w i+1 − w i ) < +∞ and lim i→+∞ (w i+1 − w i ) < +∞ hold. Hence W does not satisfy the conditions of Theorem B.
Suppose that W is an eventually periodic set and m is a positive period.
By shifting a number, we may assume that W has the following structure:
where 
In this paper, we study that what conditions are needed to ensure the existence of a minimal complement to W . First we prove a sufficient condition. 
for any c ′ ∈ C and x ∈ X m . In the next step we prove a necessary condition.
Theorem 2. Let W be defined in (1) . Suppose that there exists C ⊆ {0, 1, . . . , m − 1} such that the following two conditions hold:
for any c ′ ∈ C \ {c} and x ∈ X m ∪ Y (1) .
Then there exists a minimal complement to W .
By Theorems 1 and 2, we have the following corollary. 
, where c ′ ∈ C \ {c} and
We see that Theorems 1 and 2 transfer Nathanson's problem into a finite modulo version when W is an eventually periodic set. In the next theorem, we give a sufficient and necessary condition, but we cannot bound the module.
Theorem 3. Let W be defined in (1). There exists a minimal complement to W if and only if there exists
Finally, as a complement to Remark 2, we give the following theorem. 
Proofs
Proof of Theorem 1. Suppose that D is a minimal complement to W . For
does not contain any sufficiently small negative integers. It follows from
Next we shall prove (b). Suppose that there exists c ∈ C such that for any y ∈ Y (1) there exist c ′ ∈ C and x ∈ X m with c + y ≡ c ′ + x (mod m).
We take an integer d ∈ D such that d ≡ c (mod m) and we shall prove that D \ {d} is also a complement to W . For any integer n, Proof of Theorem 2.
By (a), we have
and so 
Next we shall prove that D ′ is a minimal complement to W .
and so
Noting that ({j + y} mod m) ⊆ C + X m mod m = C 1 , we have ({j +
Next we prove that D ′ is a complement. For any integer n ∈ C ′ 1 , by C + X m mod m = C 1 , there exists c ∈ C and x ∈ X m such that n ≡ c + x (mod m). Since |D 
Finally, we prove that
It follows that
and so (
Therefore, D ′ is a minimal complement to W .
Proof of Theorem 3.
Assume that the set W satisfies the conditions of Theorem 3. Applying Theorem 2 with m = T , it follows that W has a minimal complement.
Suppose that W has a minimal complement E. We will prove that there exist a positive integer T and a set C ⊆ {0, 1, . . . , T − 1} satisfying the conditions of Theorem 3.
For 0 ≤ i < m, let E − i = {e : e < 0, e ∈ E, e ≡ i (mod m)}.
Let 0 ≤ i 1 < i 2 < . . . < i t < m be the sequence of indices with |E
It is clear that there exists an integer N 0 such that, e ∈ E and e ≤ N 0 imply that e ∈ E i j for some i j . It follows from Theorem 1 that
and y 0 = max{y + , −y − , y + − y − }. Let χ E (k) denote the characteristic function of the set E, i.e.,
Let A = N 0 + min{0, y − }. We consider the following vectors: Define L = A − k 1 m and choose a sufficiently large integer k i such that
Now we shall prove that such an integer T and a set C satisfy the conditions of Theorem 3. By definitions, K and L have the following properties.
First we prove that C + (X T ∪ Y (1) ) mod T = {0, 1, . . . , T − 1}, where
For any integer l with K ≤ l < L, there exist e ∈ E and w ∈ W such that l = e + w. As w ≥ min{0, y − }, it follows from (2) that e = l − w < L − min{0, y − } ≤ N 0 , and so e ∈ E − i j for some
. Then we have y − ≤ w ≤ y + and
We have three cases.
by (5), we have e+(L−K) ∈ E. By K −y + ≤ e < K and (3), it follows that
It follows that e mod T ∈ C and so l mod T ∈
Suppose that w ∈ T N + X T . Since w ≥ 0 and e = l − w < L ≤ N 0 ,
we have e ∈ E − i j for some integer i j , and so e ≡ i j (mod m). It follows from (6) that there exists an integer e ′ such that e
, where x ∈ X m . Obviously,
. By (4) there exists an integer u
In the next step we show that the second condition of Theorem 3 holds.
For any integer e ∈ E with K ≤ e < L, there exists a w ∈ W such that e + w = e ′ + w ′ for any e ′ = e, e ′ ∈ E and w ′ ∈ W .
, by e < L ≤ N 0 and e ∈ E, then there exists a positive integer s such that e + w = (e − sm) + (w + sm), where e − sm ∈ E and w + sm ∈ W . This is a contradiction.
Now we may assume that w ∈ Y (1) . It is enough to prove that e + w ≡
Suppose that such e ′ and w ′ exist, i.e., e + w ≡ e ′ + w ′ (mod T ).
If w ′ ∈ X T , then e + w = e ′ + w ′ + tT for some integer t. Hence there exists a positive integer s such that e + w = (e ′ − sm) + (w
where e ′ − sm ∈ E and w ′ + sm + tT ∈ W . This is a contradiction.
Now we assume w
By T = L − K ≥ y 0 ≥ y + − y − , it follows that either e + w = e ′ + w ′ or e + w = e ′ + w ′ + T or e + w = e ′ + w ′ − T . Case 1. e+w = e ′ +w ′ . Then we have e = e ′ and w = w ′ , a contradiction.
Case 2. e + w = e ′ + w ′ + T . It follows that K + y − ≤ e ′ + w ′ < K + y + , and so
By (5), we have e ′ + T ∈ E, and then e + w has another representation (e ′ + T ) + w ′ . Therefore w = w ′ and e = e ′ + T , which contradicts with
It follows from (5) that e ′ − T ∈ E which implies that e + w = (e ′ − T ) + w ′ . Therefore w = w ′ and e = e ′ − T , which is a contradiction because K ≤ e, e ′ < L.
The proof of Theorem 3 is completed.
Proof of Theorem 4. By induction we can construct {d
. Now we prove that C is a minimal complement to W . Therefore, C is a minimal complement to W . Furthermore, by (iii), we can choose suitable c i such that W is infinite and not eventually periodic.
First we prove
d i+1 − d i ≤ −2 for all integers i ≥ 1. Clearly d 2 = −3, d 2 −d 1 = −2. Suppose that d i+1 −d i ≤ −2 for all integers i < k (k ≥ 2). Since d k = (d k − c k ) + c k , d k − 1 = (d k − 1 − c k ) + c k , −2c k−1 ≤ d k − 1 − c k < d k − c k < −c k + d k−1 , it follows that d k − c k , d k − 1 − c k ∈ W k and then d k , d k − 1 ∈ W k + {c k }.
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