what is being learned. In section four we look in more detail at this issue, and see how learning biases can lead to language universals by introducing a model of linguistic transmission called the Iterated Learning Model. We go on to show how this model can be used to understand some of the fundamental properties of human language syntax.
Finally, we look at the implications of our work for linguistic and evolutionary theory.
Ultimately, we argue that linguistic structure arises from the interactions between learning, culture and evolution. If we are to understand the origins of human language, we must understand what happens when these three complex adaptive systems are brought together. different? The answer is yes, because the linguistic environment is made up of the set of all utterances that that child hears, and this is unlikely to be the same for any two learners. This in itself makes human language very unusual even compared with other learned behaviours in nature. The environment that the learner interacts with consists of the "output" of that learning by other individuals. We will return to examine the significance of this later.
Constraints on variation
Linguistics is interested not only in documenting cross-linguistic variation, but also in uncovering the fundamental limits on that variation. There a number of obvious universal facts about languages. For example:
Digital infinity Languages make "infinite use of finite means" (Humboldt, 1836 , cited in Chomsky, 1965 . Despite having a fairly small inventory of sounds, language is open-ended, allowing us to produce an unlimited range of utterances.
Compositionality The meaning of an utterance is some function of the meanings of parts of that utterance and the way they are put together. For example, you can understand this sentence by virtue of understanding the meanings of its component words and phrases, and how they are put together. Although we can use non-compositional expressions (for example, the meaning of many idiomatic expressions must be stored holistically), all languages are compositional to a great extent.
Whilst these universals are immediately obvious facts about language, there are other constraints on variation that cannot be uncovered by looking at one or two languages. In order to discover more subtle patterns of variation, typologists categorise languages into a taxonomy of types. For example, one type might divide the set of languages into those that use prepositions (such as English) and those that use postpositions (such as Hindi). What is interesting is that typically some combination of types are common, whereas others are rare or completely absent in a representative sample of the world's languages. For example:
Branching direction Dryer (1992) has shown that languages with a consistently branching word-order are more common than those with inconsistent branching. This means that languages whose direct object follows the verb are almost certain to have prepositions, for example.
There is a third sort of universal properties that are not as obvious as compositionality, for example, but are typically discovered without looking at a large sample of languages. By very detailed analysis of only a handful of languages, certain regularities become clear that can be used to predict the grammaticality of a variety of constructions. Whereas typology relies heavily on cross-linguistic comparison, evidence for these universals comes mainly from comparing patterns of grammaticality within a language. If a large range of seemingly unrelated grammaticality facts can be captured by a simple generalisation, and furthermore, if that generalisation can be applied to other unrelated languages, then this is taken as evidence that the generalisation captures a universal property of language. A classic example of this type of universal is:
Subjacency The subjacency condition limits the distance that an element in a sentence can be moved from its canonical position (though see the next section for a different perspective on this universal). "Movement" is used here to refer to the relationship between the position of who in "Mary loves who" and in "Who does Mary love", for example. The ungrammaticality of sentences such as "Who did Mary tell you when she had met" is predicted by the subjacency condition. Interestingly, subjacency applies universally, although the precise details of the measurement of "distance" varies from language to language (see Kirby, 1999 for a more detailed discussion.)
Acquisition as explanation
It is helpful to think of the various aspects of a theory of human language in terms of the sorts of questions that they answer. A major goal of the sorts of cross-linguistic comparison and in-depth syntactic analysis summarised in the previous section is finding an answer to a what question:
What constitutes a possible human language?
Having uncovered some of the features of language -the constraints on possible variation -a second question naturally follows:
Why are human languages the way they are, and not some other way? This is the fundamental explanatory challenge for the study of language.
As we argued earlier, it is the unique status of language as a learned communication system that leads to cross-linguistic variation. Given this, it seems sensible to look to learning to explain why that variation is constrained in the way that it is. From the viewpoint of Chomskyan generative linguistics (see, e.g., Chomsky, 1986) , language universals are determined by the structure of our language learning mechanism, which is in turn determined by our genetic endowment.
In the Chomskyan approach, the characterisation of language universals (i.e., the description of linguistic variation) is replaced by the characterisation of set of constraints on language, termed Universal Grammar (UG). Jackendoff (2002) notes that the exact meaning of UG is somewhat ambiguous in the literature. We use it here to refer to the prior biases that the language learner brings to the task of learning language -in some sense, the knowledge of the hypothesis space of the language learner before hearing a single utterance.
Generative linguistics suggests that a correct description of language universals and a correct description of Universal Grammar are one and the same thing. In other words, the what and the why questions can be rolled together. So, for example, if the Subjacency Principle captures linguistic variation correctly, then the Subjacency Principle forms part of UG. Thus, on this account, by careful examination of languages, one may uncover a property of the language-learning part of our brain -the human language acquisition device.
In itself, this is not quite enough to constitute a theory of language learning. UG gives us a model of a child's initial biases relative to language acquisition, but does not tell us how these interact with the child's experience of language to give her knowledge of Hungarian, for example. There are a number of different approaches to language learning in the generative program, but a shared characteristic of these approaches is that they downplay the complexity of the learning task. In fact, the term "learning" is usually avoided in favour of "acquisition".
On this view, if all the child is doing is setting a few switches on their already-provided UG rules, then perhaps "learning" is too grand a term, suggesting that the process of picking up knowledge of one's native language is more open-ended than it is.
This may seem like we are merely tinkering with terminology, but in fact opting for "acquisition" over "learning" hides another key feature of the generative approach to explanation.
If the constraints on cross-linguistic variation are due to constraints on learning, which in turn are due to our genetic endowment, we have not made any claims that these learning constraints are specific to language. After all, a particular genetic predisposition to learn in a particular way may well affect how we develop competency in a range of different domains.
But by removing learning from the process of language development, one implicitly allows linguistic constraints to become domain-specific. That is, if language is considered to be acquired rather than learned, the principles of UG can be kept pristine from the influence of other learning biases. From this perspective, it therefore makes sense to assume that linguists can uncover properties of our biology by examining languages alone.
In short, the generative approach contends that what makes a human language is determined by innately-coded domain-specific knowledge. In this chapter, we present a different perspective on language acquisition. Firstly, we will argue that some, perhaps many, of the learning biases we bring to language learning may not be domain-specific. From this perspective, it may be unhelpful to think of the prior knowledge of the child as Universal Grammar, with all the language-specific connotations of the term. Perhaps, Universal Bias is a better term. Either way, it should be clear that what we (and many other language researchers) are studying is the set of constraints and preferences that children have and which are brought to bear on the task of language learning.
After showing that we need to be extremely cautious in assuming that constraints on language learning are necessarily language-specific, we go on to show that innateness alone cannot be the determinant of linguistic structure. Our findings suggest that an explanatory theory of language must be evolutionary in the widest possible sense.
Sequential learning
The appeal to language-specific learning biases seems like a reasonable response to the challenge of explaining universals such as branching-direction and subjacency. How else can we explain universals that appear to be unique to language? A surprising alternative arises when we look at a computational modelling work involving simple recurrent networks (SRN -Elman, 1990 ).
SRNs and language learning
An SRN is a type of neural network that can be used to learn sequences of items. Like many types of network, it consists of three layers of "nodes" wired together with weighted connections. One of these layers, the input layer, represents an element in a sequence that the network is currently attending to. Another layer, the output layer, represents the network's expectation of what the next element in the sequence will be. The weights on the connections between nodes encode the network's knowledge of sequences. The networks can be trained on a set of sequences which amounts to tuning the connection weights in such a way that the network is good at next-element prediction. Importantly, the SRN has a way of building up a representation of the structure of a sequence as it goes along from element to element. This representation acts like a memory, and enables the prediction of the next element in a sequence to depend not only on the current element, but also those that have gone before.
SRNs are interesting to us because they can be used to model many aspects of language learning (see Christiansen & Chater, 2001b , for a review) as well as sequential learning (Cleeremans, 1993) . While language learning certainly involves more than simply predicting the next word in a sentence, infants do appear to acquire aspects of their language through such statistical learning (e.g., Saffran, Aslin, & Newport, 1996) . Importantly, SRN behaviour after training closely resembles that of humans. In particular, the types of sequence that cause difficulty for the networks also seem to be ones that humans find hard. Christiansen & Chater (1999) , for example, show that sequences generated by a grammar with multiple center-embeddings are hard for networks to learn correctly. The same sorts of structure are difficult for us too: consider the difficulty in understanding balls girls cats bite see fall, which contains multiple clauses embedded inside each other. Crucially, the SRNs fit the human data without having to invoke external performance constraints as is the case with more traditional non-statistical models.
But what if the linguistic universals that have been said to require a language-specific UG fall naturally out of the prior biases of an SRN in a similar way?
SRNs and learning-based constraints
Christiansen and Devlin (1997) set out to explore this possibility. They look at the earlier mentioned branching-direction universal, which captures the fact that some basic word-orders are far more commonly attested in the world's languages than others. There have been a number of suggestions in the literature for how this might be accounted for by a domainspecific account of UG (see, for example Giorgi and Longobardi, 1991) . Another influential approach explains word-order universals such as this one by appealing to a particular model of parsing (Hawkins, 1994; Kirby, 1999) .
If, however, the pattern of cross-linguistic variation matches the prior bias of an SRN, then we have a strong argument for rejecting a domain-specific or parsing-based explanation.
To test this, Christiansen and Devlin (1997) constructed 32 simple grammars each of which exhibited different word-orders, but were in all other aspects identical. The grammars, though simple, posed non-trivial tasks for a neural-network that is learning to predict sequences. For example, they were recursive, allowing sentences where adpositional-phrases were embedded within other adpositional-phrases. They included grammatical number marked on nouns, verbs, and genitive affixes, as well as a requirement that verbs agree with their subjects, and genitives agree with the possessing noun.
Each of the 32 grammars can be used to generate a corpus of sentences. In the Christiansen and Devlin (1997) model, these sentences are actually sequences of grammatical categories and an end-of-sentence marker. So, for example, a possible sequence in one of the grammars that mirrors English word order might be "singular noun + singular verb + preposition + singular noun + singular genitive + singular noun + end-of-sentence marker". 1 In order that these corpora can be used to train SRNs, each grammatical category is arbitrarily assigned one input node and one output node in the networks. So, if node 1 corresponds to a singular noun, and node 2 to a singular verb, then we should expect a network successfully trained on an English-like language to activate node 2 of the output layer after being shown the first word of the sequence above. Actually, things are a little more complicated than this, because a singular verb is not the only thing that can follow a sentence-initial singular noun. For example, a singular genitive affix is also possible. In this case, then, the network should show a pattern of activation that corresponds to all the grammatical continuations of a sentence that started with a singular noun in the language that it is trained on.
The ability of a network to correctly predict continuation probabilities after being trained on a corpus can be used to calculate a learnability score for a grammar. We can think of this score as reflecting how well each of the 32 grammars fits the prior bias of an SRN sequential learner. The surprising result is that these scores are significantly correlated with the degree of branching-consistency in the grammars used. Furthermore, a direct comparison with the cross-linguistic data (using Dryer's, 1992 , statistically controlled database) shows that the prior-bias of an SRN is a good predictor of the number of languages that exhibit each word-order type. Simulations by Van Everbroeck (1999) and Lupyan & Christiansen (2002) involving SRNs learning grammatical role assignments from simple sentences incorporating noun/verb inflection and noun case-markings, respectively, provide further support for explaining language-type frequencies using learning-based constraints. This is clearly a striking result. Why postulate a domain-specific constraint if the data that constraint should account for is predicted by a general model of sequential learning?
One potential criticism might be that the SRN is so different from the human brain, we can draw no parallels between its learning-bias and humans. Aside from the fact that the same argument could be applied to any model of UG, there are reasons to suspect that the human prior is not so far from the network's.
Christiansen (in preparation; described in Christiansen and Ellefson, 2002) employs an experimental paradigm known as artificial language learning (ALL) to demonstrate this. Two grammars were chosen from the set that the neural networks were trained on: one which exhibited a word-order that was rare cross-linguistically (and which the SRNs found hard to learn), and one which exhibited a more common pattern. The grammars generated "sentences" made up of strings of arbitrary symbols.
In the first phase of the experiment, subjects are exposed to strings generated from one of the grammars. They are asked to read and reproduce the strings, but were not told that the strings conformed to any kind of rule-set or grammar. During the test phase, however, they were told that the strings were part of a language. They were presented with novel strings and asked to say whether they were grammatical or not.
Christiansen found that subjects trained on the grammar with rare word-order were significantly worse at determining grammaticality than those trained on the more common wordorder type. This was despite the fact that the word-order of the latter grammar did not have anything in common with English word-order (in fact, the difficult grammar had more features in common with English).
The ALL experiment suggests that the SRN's sequential learning biases mirror those of humans, and that this non-language-specific bias underpins at least some of the constraints on cross-linguistic variation. Further evidence for this comes from experiments by Christiansen, Kelly, Shillcock, and Greenfield (in preparation) that look at the ability of subjects with agrammatic aphasia to learn sequences in ALL experiments. Agrammatic aphasics are characterised by a reduced ability to deal with grammatical constructions in language. There have also been suggestions (Grossman, 1980 ) that they have a more general deficit in their ability to deal with sequential learning tasks (see also Lieberman, in Chapter 14). In the ALL experiments, normal subjects were able to determine the grammaticality of strings generated by a simple finite-state grammar whereas the aphasic subjects could not perform above chance. Once again, this provides further evidence for a strong connection between language learning and sequential learning.
What these experiments with ALL and SRNs show us is that we should be careful about ascribing universal properties of language to a domain-specific innate bias. We argue that an explanation that appeals to non-linguistic biases should be preferred where possible. Simplistic all-or-nothing explanations should be avoided, however. Whereas the above results suggests that some language universals may drive from non-linguistic sequential learning biases, others may require language-specific biases for their explanation. We submit, however, that this is an empirical question that cannot be settled a priori.
We end this section with a brief look at another language universal that has been claimed to reflect a domain-specific UG principle: subjacency. Christiansen and Ellefson (2002) used a similar paradigm of SRN and ALL experiments to see if the patterns of grammaticality that are predicted by the subjacency principle actually reflect biases from sequential learning. In particular, they wanted to see if a language with the grammaticality pattern of English would be easier for an SRN to learn than a language with an unnatural grammaticality pattern (i.e., one in which subjacency-violating constructions were permitted).
The following types of strings make up the English-like language (English glosses are given for clarity -the networks were trained on category names, and human subjects were presented with arbitrary symbols, as with the word-order experiment): (1) Everybody likes cats.
(2) Who (did) Sara like?
Sara heard (the) news that everybody likes cats.
(4) Sara asked why everybody likes cats.
(5) What (did) Sara hear that everybody likes?
(6) Who (did) Sara ask why everybody likes cats?
The unnatural language looks like this (note the last two examples, which are ungrammatical in English since they violate the subjacency principle):
(7) Everybody likes cats.
(8) Who (did) Sara like?
(9) Sara heard (the) news that everybody likes cats.
(10) Sara asked why everybody likes cats.
(11) * What (did) Sara hear (the) news that everybody likes?
(12) * What (did) Sara ask why everybody likes?
As with the SRN simulations, and ALL experiments for word-order, human subjects and neural networks behaved the same way. The unnatural language was significantly harder for subjects to learn, and resulted in significantly greater network error, than the English-like language.
These two string sets obviously do not capture all the possible distinctions between a subjacency-obeying language and a hypothetical subjacency-violating language. There are many more predictions about grammaticality that follow from the principle. Nevertheless, the learning biases reflected in this language universal is not likely to be completely domainspecific.
4 Iterated learning and the origins of structure
In the previous section we examined one approach to answering the question: "why are languages the way they are". We argued that the range of cross-linguistic variation is ultimately determined by our innately given learning biases, many of which may not be specific to language (see figure 1 ).
There is something missing from this picture, however. We have looked at the way in which particular types of learning respond to particular sets of data. We have not said anything about where this data comes from. In most models of learning, the data is considered to be given by some problem domain. In Christiansen's simulations, for example, the training data is provided by the experimenter. 2 It is the ability of the networks or experimental subjects to learn the data, and the limitations they exhibit, that is of interest.
The ILM
Kirby (2000) has suggested that we need to look more carefully at where the training data comes from if we want a truly explanatory account of the structure of language. What makes language unique in this regard is that the data that make up the input to learning is itself the output of that same process (see figure 2) . This observation has lead to the development of a model of language evolution -the Iterated Learning Model (ILM) -that builds this in directly (Kirby and Hurford, 2002) .
The ILM is a multi-agent model that falls within the general framework of situated cognition (Brighton, Kirby, and Smith, in press ). It treats populations as consisting of sets of individuals (agents), each of which learns its behaviour by observing the behaviour of others (and concequently contributes to the experience of other agents' learning). We can contrast this approach with the idealisations of the homogenous speech community of Chomsky (1965) .
The ILM is evolutionary in the sense that the linguistic behaviour of agents is dynamic. It is not predetermined, but emerges from the process of repeated use and acquisition from generation to generation. This is not biological evolution taking place over the lifetime of a species, rather the process of linguistic transmission operating on a historical/cultural timescale.
Iterated learning is discussed in depth in Kirby (1999) , where it is used to demonstrate how biases (such as the bias for consistent branching direction) actually lead to language universals, and why some classes of universal (specifically, implicational or hierarchical ones)
can only be explained from the viewpoint of iterated learning (for possible psychological and connectionist underpinnings of this view, see Christiansen, 1994) . In the following section, we will summarise recent research that suggests some of the more fundamental properties of language arise from the process of repeated acquisition and use.
The origins of compositionality
A striking property of human language that sets it apart from most other communication systems is the way in which the meaning of an utterance is composed of the meanings of parts of that utterance. 3 This compositional nature of language is so fundamental to the syntax of human language, it is rarely considered a target of explanation. Yet, it is compositionality that gives language its open-ended expressivity (consider how difficult it would be if you had to give every communicatively relevant situation a unique, atomic name).
Whilst compositionality is rife in language, it is not everywhere equally. For example, idiomatic expressions are not as clearly compositional. The sentence "John bought the farm" can be read compositionaly as being information about someone called John buying a farm.
In some dialects of English, however, it can be taken to mean that John has died. This second meaning of "bought the farm" is holistic, rather than compositional.
Similarly, if we look at the morphology of a lot of languages, we can see both holism and compositionality. In the English past tense, there are regular verbs, such as walk/walked, and irregulars, such as go/went. The former express their past tense compositionally through the addition of the affix -ed, whereas the latter are holistic.
Where did compositionality come from and what maintains it in language? If language was once holistic (as Wray, 1998, suggests) , by what mechanism did this change? Kirby (2000) suggests that the answer to these questions lies in understanding the process of iterated learning.
To test this, Kirby and others (Batali, 1998; Batali, 2002; Brighton and Kirby, 2001; Brighton, 2002; Kirby and Hurford, 2002; Kirby, Smith, and Brighton, 2002; Tonkes, 2002) have implemented the ILM as a computational simulation. Modelling situated cognition, and dynamical systems in nature more generally, using computational techniques is an increasingly popular methodology (see, e.g., Kirby, 2002 , for a review of the ways in which it has been used in evolutionary linguistics). Computer modelling gives us an easy way to uncover the relationship between the components of a complex system -in this case individual learners -and the emergent outcomes of their interactions.
The simulation models are typically made up of these components:
1. A population of agents.
A space of possible signals (usually strings of symbols).
3. A space of possible meanings (usually some kind of structured representation, such that some meanings are more similar to each other than others).
4. A production model. This determines how, when prompted with a meaning, an agent uses its knowledge of language to produce a signal.
A learning model. The learning model defines how an individual agent acquires its
knowledge of language from observing meaning-signal pairs produced by other agents. 4
Within this broad framework, there is a lot of variation in the literature. In particular, a range of different learning models have been employed; from symbolic approaches such as grammar induction (Kirby and Hurford, 2002) to connectionist approaches such as SRNs (Batali, 1998) . A key point in common between the various ILM simulations is that the language of the population persists only by virtue of its constant use and acquisition by individual agents.
These simulations are usually initialised with a random language. That is, the agents initially produce purely random strings of symbols for every meaning that they are prompted with. Excepting some highly improbable set of random choices, this language will be purely holistic. That is, there will be nothing in the structure of the strings of symbols that corresponds to the structure of the meanings being conveyed.
In the simulations, these intial random languages are typically highly unstable. A snapshot of the language of the population at one point in time will tend to tell you very little about what the language will be like at a later point. It is easy to see why. Unless a learning agent is exposed to the output of a particular speaker for every possible meaning, there is no way in which that learner will be able to reproduce accurately the language of that speaker.
In some simulations, holistic languages can be made to be stable, but only if the learners hear so much data that they are guaranteed to observe a speaker's utterance for every possible meaning. However, this is a highly unrealistic assumption. Much is made in the language acquisition literature of the "poverty of the stimulus" (see Pullum and Scholz, 2002 , for a review), suggesting that learners are exposed to an impoverished subset of the total language.
Aside from this, in reality the range of possible meanings is open-ended, so complete coverage cannot be assumed.
In the initial phases of the simulations, then, the language of the population tends to vary widely and change rapidly. The striking thing is that eventually some part of the language will stabilise, being passed-on faithfully from generation to generation. How long the simulations run before this happens depends on a variety of factors relating to the particular simulation's population dynamics (we return to this briefly in the next section). Nevertheless, for a broad range of different simulation models with different learning models and so on, these pockets of stability always seem to occur.
As the simulations continue, more and more of the language increases in stability until eventually signals corresponding to the entire meaning-space are passed on reliably from generation to generation without the learner being exposed to the whole language. These final languages invariably use a compositional system to map meanings to strings (and vice versa) .
How are these languages stable, and why are they compositional? The initial holistic languages are unstable by virtue of the poverty of the stimulus, which acts as a bottleneck on the transmission of language. In the early stages of the simulation, the population is essentially randomly searching around the space of possible meaning-string pairs, driven by the learners' failure to generalise (non-randomly) to unheard meanings. At some point, a learner will infer some form of non-random behaviour in a speaker and use this to generalise to other meanings. In the first instance, this inference of "rule-like" behaviour will actually be ill-founded (since the speaker would have been behaving randomly). Nevertheless, this learner will now produce utterances that are, to a small extent, non-random.
Languages that are generated by a learner who has generalised are themselves generalisable by other learners. The key point is that the aspects of the language that are generalisable in this way are more stable. This is because, by definition, generalisations can be recreated each generation without the need for complete coverage in the training sample. In other words, because a generalisation can be used for a range of meanings, and can be learnt by exposure to a subset of those meanings, generalisations can pass through the learning-bottleneck more easily. As Hurford (2000) puts it: "social transmission favours linguistic generalisation".
As a result of this differential in stability between random and non-random parts of the linguistic system, the movement towards a language that is made up of generalisations is inevitable. The meanings in the model have internal structure, as do the signals. What is learnt is the mapping between these two spaces. Generalisations about this mapping have to utilise the fact that the spaces are structured. It is unsurprising, therefore, that a compositional system of mapping is inevitable. In a compositional language, the internal structure of a meaning to be conveyed is non-randomly related to the structure of the string that conveys that meaning. 5
These results link compositional structure in language to the impoverished stimulus that a learner faces. Poverty of the stimulus arguments are usually used to suggest the need for a strongly constraining prior provided "in-advance" by our biology. For us, the restricted richness of input is actually the engine that drives the evolution of language itself. Language adapts to aid its own survival through the differential stability of generalisations that can be transmitted through the learning bottleneck.
Further evidence that this type of evolution through iterated learning explains some aspects of language structure is given by Kirby (2001) . Returning to the fact that language is not 100% compositional, Kirby wonders whether the ILM might explain not only why compositionality emerges, but also why some kinds of holism persist.
In this simulation, the frequency with which particular meanings are used by the agents is not uniform. In other words, some meanings turn up more frequently than others (in contrast to earlier work where every meaning has an equal chance of making it through the bottleneck). This is clearly a more realistic assumption, mirroring the fact that the real world is "clumpy"
-that some things are common, others rare. With this modification in place, the result is a language that utilises both compositional structure, and holistic expressions.
The simple language in the simulation can be compared to a morphological paradigm.
The infrequently used parts of the paradigm tend to be compositionally structured, whereas the more frequent parts are holistic. 6 The simulation appears to be an appropriate model for language since there is a clear correlation between frequency and irregularity in morphology (the top-ten verbs in English by frequency are all irregular in the past-tense).
Once again, we can understand these results in terms of the pressure on language to be transmitted through a learning bottleneck. Frequently used expressions may be faithfully transmitted even if they are idiosyncratic simply by virtue of the preponderance of evidence for them in the data provided to the child (or to the learning agents in the simulation). Infrequent expressions, on the other hand, cannot be transmitted in this way and must instead form part of a larger paradigm that ensures their survival even if they do not form part of the linguistic data observed by the learner. This also explains why languages vary in the degree to which they admit irregulars. A completely regular paradigm is perfectly stable, so there is no reason to expect that language must have irregulars (for example, Chinese is noted for the rarity of irregularity). On the other hand, if for reasons such as language-contact, or processes of phonological erosion, irregulars make their way into a language, the pressure to regularise them will be strongest in the low-frequency parts of the system.
Implications and conclusion
We have argued that human languages vary because they are learned. The key to understanding the constraints on this variation (and hence the universal structural properties of language) lies in a characterisation of the properties of the language learner. The generativist approach to language equates language universals with domain-specific, innate constraints on the learner -essentially drawing a direct relationship between universals and UG.
We agree that it is important to give an account of the initial state of the language learner:
the Universal Biases. However, it is premature to assume that such an account necessarily has to be domain-specific. Results from artificial language learning experiments and neuralnetwork models show that some universals can be explained in terms of biases relating to sequential learning in general.
The results from the Iterated Learning Model have further implications for an explanatory account of linguistic structure. Typically, the relationship between prior (i.e., innate) bias and linguistic variation is assumed to be transparent and one-to-one. That is, the "problem of linkage" (Kirby, 1999 ) is left unsolved. Iterated learning is an evolutionary approach to the link between bias and structure, in that it looks at the dynamical system that arises from the transmission of information over time. It no longer makes sense to talk about language structure as being purely innately coded. Instead, learning bias is only one of the forces that influence the evolutionary trajectory of language as it is passed from generation to generation. Other factors include the number of utterances the learner hears, the structure of the environment, social networks, population dynamics, and so on. 7 If we are right, we cannot infer the nature of the learning biases purely through linguistic analysis. In some sense, the learning biases act like the environment within which languages themseleves adapt (Christiansen, 1994) , and without understanding the process of adaptation we cannot be sure any particular theory of language acquisition makes the correct predictions.
So far in this chapter we have said little about the biological evolution of the language learner, instead focussing on the evolution of language itself as it passes from learner to learner. Pinker and Bloom (1990) , in their classic paper on language evolution, take a complementary stance by arguing that evolution by natural selection is the key explanatory mechanism (see also Pinker, in Chapter 2). The logic of their argument runs as follows:
of design is evolution by natural selection.
Obviously, if our conclusions are right, we cannot use this logic for at least some of the properties of language since they are neither innate nor domain-specific. The question of whether the language faculty is well adapted to communication would be the subject of another chapter, but Kirby (1999) argues that in fact disfunctionality may be the hallmark of innate aspects of language.
Does biological evolution have any role to play in an explanatory account of language structure? Despite our reservations about the adaptationist approach of Pinker and Bloom, we agree it must (how else can we understand human uniqueness?). To our what and why questions, we add a third:
How did language come to exhibit the structure that it does?
It makes little sense to mount an explanation in terms of natural selection for the aspects of learning that are not language specific. We could, however, try to uncover evolutionary pressures that shaped more general biases such as those that underpin sequential learning (see e.g., Conway & Christiansen, 2001) . Much structure in biology is the result of exaptation rather than adaptation (although a combination of both forces is likely to be common). Perhaps the mechanisms for sequential learning evolved earlier in our species history and more recently were employed to assist language learning (see Lieberman, in Chapter 14). Perhaps the relevant biases are spandrels arising as a bi-product of other aspects of our biology.
Currently, there is no way of telling.
Another possible line of enquiry might be to look at what the evolutionary prerequisites for iterated learning itself might be. The simulation models mentioned in the previous section take a lot of things for granted. There are three principle assumptions: It is also possible that learning mechanisms may undergo biological adaptation after they have been employed for a particular task. Briscoe (Chapter 16) looks at this possibility in some detail (though from the viewpoint of a language specific UG). We can consider an extension to the iterated learning model that also allows for genetic specification of different learning biases which may lead to co-evolution of language and language learners (see figure 3 ). This provides a potential framework for understanding the evolution of language learning mechanisms that may include both domain-general and domain-specific components.
A complete theory of language evolution will necessarily be multi-faceted. We should not expect a single mechanism to do all the work. Ontogenetic development, cultural transmission and evolution of prior biases may all conspire to give rise to human language. As we begin to understand the central role of learning in these three interacting complex dynamical systems, we will get closer to a fundamentally evolutionary understanding of linguistic structure.
Further readings
In this chapter, we have shown how a number of different computational techniques can be used to explore the concept of innate learning biases. This approach to language evolution is rapidly gaining in popularity as complex simulations become more practical. A review of this literature, looking in particular at so-called "artificial life" models is Kirby (2002). Cangelosi and Parisi (2002) and Briscoe (2002) are two collections of recent research into this area.
For some of the work we describe, simple recurrent neural networks act as models of We use the term "bias" throughout this chapter to describe the preferences a learner has before the linguistic experience of that learner is taken into account. A technical discussion about bias from the perspective of statistics and the relationship between bias and learning mechanisms can be found in Mitchell (1997) . This book is also a excellent textbook on various approaches to modelling learning more generally.
We talk about both "language universals" and "learning biases" when discussing what evolutionary linguistics needs to explain. The former term is used is typically used in the field of linguistic typology (see, e.g., Croft, 1990) , whilst the latter within generative approaches are associated with the notion of a universal grammar (see, Jackendoff, 2002 , for an accessible introduction). Newmeyer (1998) reviews a fundamental divide between "functional"
and "formal" approaches in linguistics that is commonly associated with the typological and generative perspectives.
Notes
1 To see that this is like English word-order, consider a sentence like "the man sat on the cat's mat". It should be noted that one of the simplifications in the grammars used is that determiners are ignored.
2 Though see Christiansen & Dale (in press ) for simulations in which the learning biases of the SRN forces languages to change over generations of learners to become more easily learnable. 3 We note, however, that during normal language comprehension each word in a sentence may not contribute to its overall meaning -sentence interpretation appears to be at least partially underspecified. For a review of the relevant literature from psycholinguistics and computational linguistics, see Sanford & Sturt (2002) . 4 The fact that the learners are given meanings as well as signals seems unrealistic. Ultimately, simulations of the process of iterated learning will need to enrich the model with contexts. Whereas meanings are private and inaccessible to learners, contexts are public and may allow the inference of meanings. See, e.g., (Steels, Kaplan, McIntyre, and Van Looveren, 2002; Smith, 2001 ) for discussion of these fascinating extensions to the model. 5 The stability of particular representations in an iterated learning scenario is related to their compressibility (see Brighton, 2002; Teal and Taylor, 1999 for discussion).
6 An interesting by-product of the introduction of frequency biases to the meaning space is the removal of a fixed end-point to the simulations. The language in this model is always changing -but not so much that speaker-to-speaker intelligibility is degraded. This is another way in which these simulation results seem to mirror what we know about language more accurately. Further research on the dynamics of language change in these models is needed.
For example, see Niyogi and Berwick (1997) and Briscoe (2000) for discussion of iterated learning and the oft-noted logistic time-course of change.
7 We do not describe them here for lack of space, but a comparison of different ILM simulations (e.g., Batali, 1998 and review in Hurford, 2002) reveals the importance of vertical versus horizontal transmission in the population. When learners mainly learn from adults, the language changes relatively slowly and may take many generations to stabilise on a structured system. If, on the other hand, there is a lot of contact between learners, structure can emerge very rapidly. It has been suggested that modelling work may provide insights into the very rapid emergence of languages like Nicaraguan Sign Language (Ragir, 2002) . 
