Consider a contraction operator T over a Banach space X with a fixed point x ⋆ . Assume that one can approximate the operator T by a random operatorT N using N ∈ N independent and identically distributed samples of a random variable. Consider the sequence (X N k ) k∈N , which is generated byX
Introduction
the interval [0, 1] and f is convex and differentiable in x 2 . We can use the gradient descent method as follows:
where T : R n → R n is the gradient descent map. Evaluating E [∇ x f (x k , W )] for every k ∈ N may be computationally challenging, so we can use i.i.d. generated samples W 1 , . . . , W N to approximate the map T withT N k as follows:
where the samples used to generate the random operatorsT N k andT N l for l = k are statistically independent. Further, we note here that for any x ∈ R n , we have E T N k (x) = T (x) for every k ∈ N. Define x ⋆ := arg min x∈R n E [f (x, W )]. We would like to know how close is the sequence (X N k ) k∈N thus generated to x ⋆ . More importantly, we want to obtain a lower bound on the limit of P ρ(X N k − x ⋆ ) ≥ ǫ for ǫ > 0 as k → ∞ and N → ∞. We now formulate this class of problems precisely.
Key Research Problems
Let (Ω, F , P) be a standard probability space. DefineT N k over this probability space such that (a) for each N ∈ N, theT We investigate here the convergence properties of the (random) sequenceX
, which is generated from the approximation process. We are interested here in three different questions: We investigate these questions in this paper. The first question is addressed in Section 2, where we identify conditions such that π N converges to δ x ⋆ in weak* topology, where δ x ⋆ is the Dirac measure over x ⋆ . We apply this result on empirical dynamic programming for Markov decision problem with discounted cost case, and show that the iterates of the empirical Bellman operator converge in probability to optimal value function.
We address the second question in Section 3, where we use the theory of stochastic dominance to derive a lower bound on the probability of error being larger than ǫ in the limit k → ∞. We apply the result to empirical dynamic programming for Markov decision problem with average cost case to arrive at the rate of convergence of the iterates to the optimal value function.
Thereafter, in Section 4, we consider the case whereT N k are independent, but not identically distributed. This happens, for instance, in stochastic variance reduction gradient descent method (SVRG method). We tweak the results proved in Section 3 to arrive at the rate of convergence for this case. We apply the result to analyze the convergence rate of a slight variant of the SVRG method that captures its essential elements.
Prior Work
The fixed point theorems for random operators has been a subject of study for a long time [3, 2, 9, 15, 14] . However, the setup they consider is substantially different from our setting. In particular, a realization of a random operator is chosen at the first time step, and this realized operator is fixed for all the times. This operator may or may not have a fixed point, and the key questions the authors addressed are twofolds: (i) do the random operators admit fixed points, and (ii) under what conditions are the fixed points measurable with respect to the underlying probability space over which the random operators are defined.
On the other hand, in our setting, we consider a new (and independent of the past) realization of the random operator at every time step, and we quantify the probability that the iterates are far from the fixed point of the expected value of the random operator. This setup is similar to the ones addressed on reinforcement learning and stochastic approximation literature, except that in those settings, only one sample is chosen to defineT N k at every time step (N = 1 for all time steps). Some machine learning algorithms, including backpropagation algorithm for neural networks, batch gradient descent, and SVRG method, also feature a similar behavior with varying values of N .
There is also a weak connection of the problem studied here and those studied in the field of random dynamical systems [1] . While the system under consideration, expressed asX
, is indeed a random dynamical system, the mapT N k has a special property that as N goes to infinity, the sequence of random maps converges almost surely to the contraction map T . Thus, we would expect that the steady state behavior of the random dynamical system should be in the vicinity of the fixed point of the contraction map T with high probability. We have investigated this intuition rigorously here.
Convergence of Probabilistic Fixed Points via Invariant Measures
In this section, we place certain assumptions on the random operatorT N k to prove that for a fixed N , the sequence of probability measures of the empirical process (X N k ) converges to a stationary distribution π N as k → ∞. We make the following assumptions: Assumption 1. The following holds:
(i) X is a locally compact separable Banach space. The map T : X → X is a contraction operator with contraction coefficient α ∈ (0, 1) and fixed point x ⋆ ∈ X .
(ii) For every N ∈ N and
both possibly dependent on x ⋆ , such that we have -(a) for every k ∈ N, {x ∈ X : V (x) ≤ k} is compact; and (b) for every N ≥ 1, we have
(iv) For every ǫ > 0 and compact set K ⊂ X , there exists M 1 ∈ N, possibly dependent on ǫ and K, such that for all
Remark 1. In Assumption 1 part (iii)(b) above, we only need the statement to hold for N sufficiently large.
Using the assumptions above, we now prove the existence of stationary distributions π N and that the sequence of stationary distributions (π N ) N ∈N converges weakly to δ x ⋆ , the Dirac measure over x ⋆ .
2. π N converges weakly to δ x ⋆ as N → ∞. Thus,
where w = denotes the equality in the weak topology.
Previous Work
In [4] , the authors studied the problem of iterated random functions. The problem we consider here also falls within the framework of iterated random functions, as we haveX
DefineŶ N k by reversing the sequence of random functions: andŶ N k remain the same; reference [4] shows that under certain conditions (delineated in Theorem 2 below), the sequence (Ŷ N k ) k∈N converges to some variable in X almost surely, and the limit admits an invariant distribution. Using this approach, they prove the following result 3 .
Suppose that there exist constants α 1 , α 2 , β 1 , β 2 > 0 andx ∈ X such that for any a > 0, we have
Then, there exists a unique invariant distribution π N of the Markov chain
. Further, the convergence rate of the sequence of distributions of the chain (X N k ) to this invariant distribution π N is exponential.
Thus, for a fixed N , the main result of [4] can be used to establish the existence of invariant measures (provided that the conditions in (2) is satisfied). However, it cannot be used to ascertain that the sequence of invariant measures converges to δ x ⋆ as N grows. This is our main contribution in this section. We do note here that we strengthened our assumptions, as compared to the ones in (2), to establish Theorem 1.
Proof of Theorem 1
This subsection is devoted to proving the above theorem. We first need the following two lemmas. 
Proof: From Assumption 1(iii) (see (1)), for all N ≥ 1, we have
Pick C = {x ∈ X : V (x) ≤ 1 + c}, which is a compact set by Assumption 1(iii). Then, we have −V (x) + c ≤ −1 + (1 + c)1 {C} (x) for all x ∈ X (we use the fact that V (x) ≥ 0), which further implies
The proof of existence of an invariant measure π N follows immediately from Theorem 12.3.4 in [10] . Equation (3) We now prove that π N converges weakly to δ x ⋆ . We first prove that (π N ) N ≥1 is a tight set of measures. Pick ǫ > 0, N ≥ 1, and l > 0 such that c/l < ǫ. By Lemma 4 and Markov inequality, we have
Since X l (V ) is a compact set by Assumption 1(iii), (π N ) N ≥1 is tight, and therefore, admits a convergent subsequence (π Ni ) i∈N by Prohorov's theorem. Let π ∞ be the limiting measure of (π Ni ) i∈N . We next show that π ∞ = δ x ⋆ . Let LC b (X ) be the space of functions f : X → R that are Lipschitz continuous and bounded.
To establish π ∞ = δ x ⋆ , we need the following claim:
Proof: See Appendix A.
Since (4) holds for every f ∈ LC b (X ), we conclude that the support of π ∞ must be contained in the set of fixed points of the map T . Since x ⋆ is the unique fixed point of T , we have f (T (x ⋆ )) = f (x ⋆ ) for every f ∈ LC b (X ). This implies π ∞ = δ x ⋆ . Now notice that any limit point of the sequence (π N ) N ∈N is δ x ⋆ . Thus, we conclude that the sequence (π N ) N ∈N converges to δ x ⋆ . The proof of Theorem 1 is thus complete.
Application to Empirical Value Iteration: Discounted Cost Case
We consider here empirical value iteration for a discounted Markov decision problem. We show that the iterates of empirical Bellman operator converge in probability as N → ∞. The precise problem is formulated below. Let us consider an infinite-horizon finite Markov decision problem in which the state and action of the decision maker at time t is denoted by s t and a t . The state and action spaces are denoted by S and A, respectively, and we assume it is finite. We use w t to denote the noise and without loss of generality, assume w t to be uniformly distributed in the unit interval [0, 1]. The state transition equation is
where we assume f : S × A × [0, 1] → S to be a measurable function. The cost to the decision maker at time t is c(S t , A t ). Given a stationary strategy γ : S → A, the decision maker's infinite-horizon discounted cost is given by
We assume that the decision maker minimizes this discounted cost by choosing a strategy γ ⋆ .
Lemma 6. Consider an discounted cost MDP described above. Then, there exists a value function v ⋆ : S → R such that
for all s ∈ S. Moreover, the optimal decision rule π ⋆ for the MDP is given by
Proof: See Theorem 8.4.3 in [11] .
Let V := {v ∈ R |S| : max s∈S |v(s)| ≤ c ∞ /(1 − α)} denote the space of value functions with the supremum norm · := · ∞ . Let T : V → V be defined as
where the expectation is taken with respect to the uniform measure over the random noise W . The nonlinear operator T is called the classical Bellman operator.
We now describe the value iteration algorithm. This algorithm is used to compute the value function v ⋆ for the discounted cost MDP. 
For
and return it as ǫ-optimal decision rule. Otherwise, k ← k + 1 and go to
Step 2.
Notice that at step k + 1, one needs to compute
where
is a sequence of i.i.d. samples of the random variable W . Consider the following approximate empirical relative value iteration algorithm.
and return it as ǫ-optimal decision rule with high confidence. Otherwise, k ← k + 1 and go to Step 2.
It is easy to show that T :
T is a contraction map over the normed space V. Our main result is as follows:
Proof: We only need to show that Assumption 1 holds for this case. It is clear that V is a locally compact normed space and T is a contraction operator with contraction coefficient α. Further,T Next, let ǫ > 0 and K ⊂ V be a compact set. Let κ = max v∈K v . Pick v ∈ K. We have
] is a zero-mean random variable with variance at most 4κ 2 . Thus, for sufficiently large N and state action pair (s, a),
is approximately a zero-mean Gaussian random variable with variance at most 4κ 2 by the weak law of large numbers. Also note that for any random variable Z, we have
2 ≤ E Z 2 by Jensen's inequality. This yields
As a consequence of all the facts noted above, for N > (2ακ|S||A|/ǫ) 2 , we have
Since v ∈ K was arbitrary, we have
Since all four assumptions are satisfied by this problem, we use Theorem 1 to conclude both the claims.
Rate of Convergence to Probabilistic Fixed Point
Consider the error process as E
Although we now know conditions under which the Markov chain (X N k ) k∈N admits an invariant distribution, it is hard to compute the functional form of the invariant distribution. If we knew the invariant distribution, we could easily calculate the asymptotic distribution of the error process. Since computation of invariant distribution is hard in general, we instead focus on the error process {E N k } k∈N and find an upper bound on the probability of asymptotic error being large for every N ∈ N.
Let us provide some context for this section. In a recent work [7] , the authors studied convergence properties of empirical value iteration for infinite horizon Markov decision problems with discounted reward function. They formulated the convergence issue as a problem of finding a fixed point of certain random Bellman operators. Since each random operatorT N k (for a fixed N and ω k ) may have a different fixed point, one can only understand the fixed point of random operators in certain limit. Thus, they proposed the following definition of a fixed point for such random operators.
We say that a pointx ⋆ is a weak probabilistic fixed point of the {T
To derive a bound on the error being large, we make the following assumption:
Assumption 2. The following holds:
(i) T : X → X is a contraction operator with contraction coefficient α < 1.
(ii) For any k ∈ N, x ∈ X and ǫ > 0,
One can notice that Assumption 2 is weaker than the hypotheses of Theorem 2 (withx = x ⋆ ). In particular, we do not assume that the probabilities in (2) are exponential decaying with respect to a. We have the following result.
where w = w ǫ .
In order to prove the above theorem, we show that error
is stochastically dominated by a Markov chain constructed over the space of natural numbers. Note here that although (X N k ) k∈N is a Markov chain, the error process {E N k } k∈N need not be a Markov chain. For N sufficiently high, the Markov chain we construct has an invariant distribution. The invariant distribution allows us to compute an upper bound on the probability of asymptotic error being greater than ǫ. Through this approach, we can also compute the rate of convergence as N → ∞.
Prior Work
Since this paper builds on the analysis and the main result of [7] , let us first recall the main result of [7] below.
Theorem 9 ([7], Theorem 4.2)
. Let (X , · ) be a Banach space. Consider the random sequence generated byX
⋆ denote the fixed point of T . Suppose that the following conditions hold:
1. T : X → X is a contraction operator with contraction coefficient α < 1.
2. For any ǫ > 0, k ∈ N, and N ∈ N, we have
3. There exists κ > 0 such that x ⋆ ≤ κ and X N k ≤ κ for all k ∈ N almost surely.
4. For every k ∈ N, we have
As one can notice above, [7] assumes that the norms of the iterates (X N k ) and the fixed point x ⋆ are bounded almost surely by the same constant. While analyzing empirical value iteration for average cost Markov decision problems in [6] , we found that both these assumptions do not hold. Thus, we relax the assumptions of [7] substantially to prove that x ⋆ remains a weak probabilistic fixed point of {T N k : N, k ∈ N}. In particular, we get rid of hypotheses 3 and
Proof Technique
In order to prove the above theorem, we show that error E N k is stochastically dominated by a Markov chain constructed over the space of natural numbers. We prove that if N is sufficiently high, then the dominating Markov chain has an invariant distribution, which allows us to compute an upper bound on the probability of asymptotic error to be greater than some specified threshold. Through this approach, we can also compute the rate of convergence as N → ∞. We now introduce some notation and proof technique in greater details below.
The error evolution can be written as
We note here that by assumption, W 
This yields for every k ∈ N, we get
For sufficiently large N , we show that the Markov chain (Y N k ) k∈N admits an invariant distribution π N . This implies lim sup
Further, as N grows, we show that the invariant distribution at η 
Proof: See Appendix B.
In the light of the theorem above, we need to know a lower bound on the joint distribution P α
We obtain a lower bound by using Fréchet-Hoeffding theorem.
Lemma 11. For any a 1 , a 2 ∈ [0, ∞), we have
Proof: This is a consequence of Fréchet-Hoeffding Theorem [12] .
Suppose that we know the upper bounds γ 1 (N, δ) and γ 2 (N, ǫ) on the probability P α N k > 1 − δ and P W N k > ǫ , respectively:
Assume further that γ 1 (N, δ) → 0 and γ 2 (N, ǫ) → 0 as N → ∞. We let p N ǫ,δ be defined as follows:
This, together with Lemma 11, implies
We make the following observation. 
Proof:
The proof essentially follows from Assumption 2. Assumption 2(iii) implies that γ 1 (N,
Proof: See Appendix C.
Proof of the Main Result Theorem 8
We now prove Theorem 8 using Propositions 10 and 13 as follows. Recall that we fixed a κ > 0 and picked ǫ, δ > 0 such that η 
From Proposition 13, we conclude that
where w := w ǫ . Consequently, we have lim sup
Taking the limit N → ∞ on both the sides and using Lemma 12, we conclude the result.
Sample Complexity
The sample complexity result is as follows: For a fixed κ > 0 and confidence level γ, let N κ,γ be defined as
Then, for any N ≥ N κ,γ , we have
The proof of the above result follows immediately from Theorem 8 and Proposition 13. To compute N κ,γ , one only needs to have a good estimate of or an upper bound on the norm of the fixed point x ⋆ . Let us now compute the sample complexity bound for the empirical value iteration for the discounted Markov decision problem. Recall the setup described in Subsection 2.3. Recall that α < 1. Thus, for δ ∈ (0, 1 − α), we havê α N k ≤ α < 1 − δ almost surely. Moreover, from Hoeffding inequality [8] and union bound, we conclude that
Thus, we have
Let us pick ǫ = κ/4 and note that w =
for this case. Let N κ,γ be chosen such that for any N ≥ N κ,γ , we have
It should be noted that our sample complexity bound for the discounted cost case is much higher than the tighter bound given in [7, Theorem 3.1] . This is attributed to the substantially general setting we are considering in this paper, wherein the dominating Markov chain is defined over the space of natural numbers. Nonetheless, we hope that in the future, one can potentially consider some other tighter dominating Markov chain and improve the sample complexity bound.
Application to Empirical Value Iteration: Average Cost Case
Let us consider an infinite-horizon finite Markov decision problem in which the state and action of the decision maker at time t is denoted by s t and a t . The state and action spaces are denoted by S and A, respectively. We use w t to denote the noise and without loss of generality, assume w t to be uniformly distributed in the unit interval [0, 1]. The state transition equation is
where we assume f : S × A × [0, 1] → S to be a measurable function. The cost to the decision maker at time t is c(S t , A t ). Given a stationary strategy γ : S → A, the decision maker's infinite-horizon average cost is given by
We assume that the decision maker minimizes this average cost by choosing a strategy γ ⋆ . Let p(j|s t , a t ) denote the transition kernel, which represents the probability that the state at time t + 1 is j ∈ S given that the state and action at time t is s t and a t , respectively. We make the following assumption. A MDP is said to be unichain if under any (stationary) strategy of the decision maker, the resulting Markov chain visits all the states infinitely often. The second part of the assumption states that for any two current state-action pairs, there exists at least one state j, possibly dependent on the state-action pairs, such that the probability that the future state is j is positive. Note that the two parts of the assumptions are not equivalent to each-other.
Let V := R |S| denote the space of value functions. Let T : V → V be defined as
We now describe (a variant of) relative value iteration algorithm. This algorithm is used to compute the value function v ⋆ for the average cost MDP.
Initialization:
Pick an ǫ > 0. Initialize k = 0 and v 1 = 0.
Notice that at step k + 1, one needs to compute 
Let V be the space of value functions, which is endowed with the span seminorm span(·), defined as
Note that span(v + λ1 {|S|} ) = span(v). It is easy to show that T :
, where α is given by
Thus, if Assumption 3 holds, then T is a contraction map over the seminormed space V. Now, we can define two elements v 1 , v 2 ∈ V to be equivalent,
The quotient space V/ ∼ with the span seminorm is a Banach space (the seminorm becomes a norm on this space), and T : V/ ∼→ V/ ∼ is a contraction map. Our main result is as follows:
Theorem 15. If Assumption 3 holds, then v ⋆ is the weak probabilistic fixed point of (T N k ), that is, for any κ > 0, we have
Proof: Since Assumption 3 holds, we know that
is close to zero with high probability. To see this, note that
For N sufficiently large, Hoeffding inequality implies
Letp N (·|·, ·) be the transition probability underT N , andα N be the corresponding contraction coefficient, given bŷ
Note that for any three-tuple j, s ∈ S and a ∈ A,p N (j|s, a) converges almost surely to p(j|s, a) as N → ∞. Thus, for N sufficiently large and δ ∈ (0, 1 − α), the probability ofα N being greater than 1 − δ is vanishingly small. Thus, Theorem 8 implies that v ⋆ is the weak probabilistic fixed point of (T N k ).
The Case of Non-identically Distributed Random Operators
In the previous analysis, we assumed that for fixed N , the sequence of operators (T N k ) k∈N is independent and identically distributed. For that case,X N k is a homogeneous Markov chain, that is, the transition probability does not depend on time. We relax the assumption of (T (i) T : X → X is a contraction operator with contraction coefficient α < 1.
(ii) For any k ∈ N, x ∈ X and ǫ > 0, 
Then, for N sufficiently large,
where w = (8)). It is easy to observe that (ǫY N k ) k∈N stochastically dominates the error process (E N k ) k∈N for all k ∈ N. Consequently, the bound on the probability of error being large we found in Theorem 8 also holds for the case considered here. We use this bound to study stochastic variance reduction gradient descent method in the sequel.
Application to SVRG Descent Method
Let X = R n . We consider here the Stochastic Variance Reduction Gradient Descent (SVRG) algorithm in which the purpose is to solve the following problem
where f (·, w) is a convex function in x for every w, and W is a discrete random variable taking values in a finite set W. We further assume that f (·, w) is twice differentiable in x with continuous second derivative.
The SVRG algorithm is a two time-scale algorithm in which there is an outer iteration, which we denote by index k, and an inner iteration within the iteration k, which we denote by l. Let X 1,1 be chosen arbitrarily in the set R n . At every step l within the iteration k, the estimate of the optimal point is updated as follows:
where the expectation in the second line above is taken with respect to W , and the sequence (W k,l ) k∈N,l∈{1,...,L} is i.i.d.. Note that within each outer iteration k, the function E W ∇ x f (X k,1 , W )] is computed exactly once and used or all steps within the inner iteration.
Let us formulate this problem within our framework. We will use only one index k here instead of the two time-scale index for compactness of notation. Pick any (deterministic) sequence (x k ) k∈N that satisfies two properties: (i)x k → x ⋆ as k → ∞; and (ii) the entire sequence is in the neighborhood of x ⋆ , that is, there exists ν > 0 such that x k − x ⋆ < ν for all k ∈ N. For N ∈ N, define the operatorsT
It can readily be checked that E T N k (x) = T (x) and T is a contraction operator with contraction coefficient α :
k∈N is a time dependent non-identically distributed operator. Thus, we need to use the result from Section 4 to study this operator.
Let us define µ(x) as the mean E [∇ x f (x, W )], and Σ(x) and ξ(x) as follows:
We assume that the function f has the following property.
Assumption 5. There exists m > 0 and M < ∞ such that ∇ 2 xx f (x, w) satisfy the following:
for any appropriately chosen matrix norm . . For any x ∈ X , Σ(x) satisfies
The above assumption leads to the following proposition.
Proposition 17. If Assumption 5 holds and η ∈ (0, 2 M ), then all three hypotheses of Assumption 4 are satisfied by the model described above.
The proof of the proposition above is presented in the next subsection.
Proof of Proposition 17
Throughout the proof, we will use the following fact. By mean value theorem, for any x 1 , x 2 ∈ X and w ∈ W, there exists β ∈ [0, 1], possibly dependent on (x 1 , x 2 , w), such that
This implies
We also need the following theorem.
Theorem 18. Let (U k ) ∞ k=1 ⊂ R n be a sequence of independent zero-mean random vectors defined on a probability space (Ω, F , P). Further, assume that V ar(U k ) = Σ k and E ( U k 1 ) 3 = ξ k . Let S N = U 1 + . . . + U N and Φ denote the cumulative distribution function of standard zero-mean unit variance Gaussian random variable. Then, there exists a constant C 0 ≈ 0.56, independent of N , such that
Further, if (U k ) is also identically distributed with Σ k = Σ and ξ k = ξ, then we have
Proof: See Appendix D.
We are now ready to prove Proposition 17.
It is easy to show that if
, where we could push the second derivative inside the expectation because W takes values in a finite set. This implies that the maximum of the absolute values of the eigenvalues of ∇ x T (x) is α := max{|1 − ηm|, 1 − ηM |} < 1.
2. For any k ∈ N and x ∈ R n , we have
Fix ǫ > 0. For any x ∈ X , we use the union bound to conclude that
, where last inequality follows from Theorem 18. Taking the supremum over all k ∈ N, we observe that the expression converges to zero as N → ∞ for all x ∈ X due to Theorem 18.
Letα
N ω k denote the contraction coefficient ofT N k . We show that it is less than 1 almost surely. We can use the above expression to yield the following inequality:
where we used (9) . Then, for any η ∈ (0,
As a result of the theorem above, we have the following corollary.
Corollary 19. If Assumption 5 holds and η ∈ (0,
Proof: The proof follows immediately from Proposition 16.
Conclusion
In many settings, one needs to invoke Banach contraction mapping theorem to prove the convergence of some sequence generated via a contraction map. We are interested in scenarios where it may be difficult to compute the exact map, but one can simulate approximate outputs of the map by using randomly generated random variables. By using i.i.d. random maps at every step of the iteration, one gets a random sequence, and we wanted to study the convergence properties of such a random sequence. In [7] , the authors proved that the tail of the random sequence is close to the fixed point of the exact map with high probability. To prove the result, one of the key assumptions was that the random sequence is bounded almost surely. Building upon the work in [7] , we showed that the tail of the sequence thus generated is close to the fixed point of the exact map with high probability, even when the random sequence may not be bounded almost surely. We exploited this result to prove that empirical relative value iteration for the average cost case Markov decision problem (MDP) yields a (random) sequence that is close to the optimal value function of the MDP with high probability. One can use a similar result to prove that empirical policy iteration also stays close to optimal policy with high probability.
We further generalized the result to the case of non-identically distributed, but independent, random operators. We then applied the result to conclude that the tail of sequence generated from stochastic variance reduction gradient algorithm for solving an unconstrained optimization problem is close to the optimal point with high probability under the boundedness assumption on the second derivative of the function being optimized.
For the future, we would like to understand the behavior of time average of the simulated sequence and provide a tighter bounds on how close the sequence is with respect to the fixed point of the exact map. Further, we would also like to consider the case where N increases in every iteration. For this case, the Markov chain that would dominate the error process would be a nonhomogeneous Markov chain. It would be interesting to investigate the methods to bound the probability of error being large.
This establishes (10) , which further implies
Since f and f • T are continuous functions, we get the expression in (4) by taking the limit on both sides above. This completes the proof of the lemma.
B Proof of Proposition 10
Let us define an auxiliary random variable Z
We show using induction that at every step k ∈ N, ǫY Since we have ǫY
, the statement is true for k = 0. This also implies that for any q ≥ 0,
Assume that the statement holds up to step k. We next prove the induction step in two steps.
Step 1: For any q ∈ [0, ǫη
4 , we naturally have , we have
The proof of the lemma is complete.
Step 2: In this step, we consider the case of ǫη N ǫ,δ < q < ∞. We now divide the proof in two steps in which E Step 2(a):
k is almost surely greater than or equal to −1. This implies for any q ′ ∈ (−∞, −ǫ], we have 
Step 2(b):
Thus, for any q ∈ (ǫη 
C Proof of Proposition 13
Let (Ω,F ,P) be a standard probability space. On this probability space, we define two different Markov chains: (P k ) and (Q k ). Pick w ∈ N and p ∈ (0, 1]. Markov chains P k and Q k , k ∈ N, evolves as
with probability p if P k = 0 P k − 1 with probability p if P k ≥ 1 P k + w with probability 1 − p ,
w ⌈Q k /w⌉ + 1 with probability 1 − p .
Both Markov chains thus constructed are supported over the space of nonnegative integers. We next have the following claim:
Proof: We show that along every sample path, Q k (ω) ≥ P k (ω). Suppose that P k = Q k = n for some n ∈ N. Then, for anyω ∈Ω, either P k+1 = Q k+1 = max{0, n − 1}, or
Thus, Q k+1 ≥ P k+1 . The result then holds from Theorem 1.A.6 in [13] .
As a result of the claim above, if both Markov chains (P k ) and (Q k ) admit invariant distributions π P and π Q , respectively, then π P (0) ≥ π Q (0). We next identify certain sufficient conditions under which the two Markov chains admit invariant distributions.
Theorem 22. The following holds true:
1. If p > w/(w+1), then the Markov chain (P k ) has an invariant distribution (π P (n)) ∞ n=0 . 2. If p > 2w/(2w + 1), then Q k has an invariant distribution (π Q (n)) ∞ n=0 . Proof: Both Markov chains are weak Feller chains since they are defined over a countable state space.
Let γ P = (w + 1)p − w > 0. Consider V P (i) = (i + 1)/γ P and compact set C P = {0}. Then, given P k = i ≥ 1, we have E V P (P k+1 ) P k − V P (P k ) = pP k + (1 − p)(P k + w + 1) − (P k + 1) γ P = −1.
For P k = 0, we have E V P (P k+1 ) P k = 0 − V P (0) = p + (1 − p)(w + 1) − 1
Thus, by Theorem 12.3.4 of [10] , an invariant probability distribution π P for the Markov chain (P k ) exists.
Let γ Q = (2w + 1)p − 2w > 0. Consider V Q (i) = (i + 1)/γ Q and compact set C Q = {0}. Then, given Q k = i ≥ 1, we have
For Q k = 0, we have
Again, we invoke Theorem 12.3.4 of [10] to conclude the existence of an invariant probability distribution π Q for the Markov chain (Q k ).
We characterize the invariant distribution π Q in the following claim. Proof: See Subsection C.1 below.
Corollary 24. Assume that p > 2w/(2w + 1). Then, an invariant distribution π P exists and π P (0) ≥ π Q (0) = 2p w −1 p w .
Proof:
Note that 2w/(2w + 1) > w/(w + 1) for any w ∈ N. The proof then follows immediately from Theorem 22 and Claim 23.
It is now easy to observe that if p = p 
C.1 Proof of Claim 23
The invariant distribution π Q exists by Theorem 22 above. It must satisfy 
D Proof of Theorem 18
In order to prove the theorem, we will use Berry-Esseen Theorem, which we recall below.
Theorem 25 (Berry-Esseen Theorem). Let (A k ) k∈N ⊂ R be a sequence of independent random variables satisfying Let us now prove Theorem 18. Let · p denote the p-norm on the Euclidean space R n . We know that all norms on the Euclidean space are equivalent, that is, for any p, q ∈ [1, ∞], there exist constants c p,q and d p,q such that for any u ∈ R n , we have c p,q u q ≤ u p ≤ d p,q u q . This yields the following inequality.
P (S N ) i < − t nd p, 1 .
Next, we can use Berry-Esseen Theorem to conclude that
.
Both the inequalities above yield
