We consider a certain class of Herglotz-Nevanlinna matrix-valued functions which can be realized as the Weyl-Titchmarsh matrix-valued function of some symmetric operator and its self-adjoint extension. New properties of Weyl -Titchmarsh matrixvalued functions as well as a new version of the functional model in such realizations are presented. In the case of periodic Herglotz-Nevanlinna matrix-valued functions we provide a complete characterization of their realizations in terms of the corresponding functional model. We also obtain properties of a symmetric operator and its self-adjoint extension generating periodic Weyl-Titchmarsh matrix-valued function. We study pairs of operators (a symmetric operator and its self-adjoint extension) with constant Weyl-Titchmarsh matrix-valued functions and establish connections between such pairs of operators and representations of the canonical commutation relations for unitary groups of operators in Weyl's form. As a consequence of such an approach we obtain the Stone-von Neumann theorem for two unitary groups of operators satisfying the commutation relations as well as some extension and refinement of the classical functional model for generators of those groups. Our examples include multiplication operators in weighted spaces, first and second order differential operators, as well as the Schrödinger operator with linear potential and its perturbation by bounded periodic potential.
Introduction
In this paper we study a certain class of Herglotz-Nevanlinna matrix-valued functions which can be realized as the Weyl-Titchmarsh matrix-valued function M H,H (z) generated by the densely defined symmetric operator H and its self-adjoint extension H acting on some Hilbert space H [3] , [4] , [5] . The new properties of these functions as well as a new version of the functional model for the pair (H, H) in terms of M H,H (z) are obtained. We introduce so called (U, b)-periodic pair of operators (H, H), ( UHU * = H − bI, UHU * = H − bI, U is a unitary operator in H ) and establish that the Weyl-Titchmarsh matrixvalued function is b-periodic ( M H,H (z + b) = M H,H (z) ) if and only if the corresponding pair of operators (H, H) generating this matrix-valued function is (U, b)-periodic. It is shown that any Weyl-Titchmarsh function M H,H (z) corresponding to symmetric operator H with the defect indices (1, 1) which admits quasi-hermitian extension H v without spectrum is always π/tr(ℑH −1 v )-periodic. Each (U, b)−periodic symmetric operator H is associated with a group Γ of transformations of the set U(m) of all m × m unitary matrices into itself. It turned out that the group Γ is cyclic if and only if an operator H admits periodic extension. We consider pair of operators (H, H) with the constant Weyl-Titchmarsh matrix-valued functions and find out connections between such type of pairs and representations of the canonical commutation relations for unitary groups of operators in Weyl's form. As a consequence of such approach we obtain the Stone-von Neumann theorem [8] for two unitary groups of operators satisfying the commutation relations as well as some extension and refinement of the classical functional model for generators of those groups. The examples of the Schrödinger operator with linear potential and its perturbation by bounded periodic function and are considered.
The Weyl-Titchmarsh function.
Let H be a Hilbert space, H be a prime symmetric operator in H, that is H does not contain a proper subspace that reduces H, and in which H induces selfadjoint operator. Let D(H) denotes the domain of H. We assume that defect index of H is (m, m), m < ∞. It means that for any non-real z defect subspace N z =
[(H −zI)D(H)]
⊥ has dimension m. Let H be a self-adjoint extension of H in H (an orthogonal extension) with domain D(H). The Weyl-Titchmarsh function of the pair (H, H), M H,H (z), is an operator-valued function whose values are operators on m−dimensional space N i . M H,H (z) is defined on the resolvent set ρ(H) of the operator H by
where P + is the orthogonal projection from H onto N i . From spectral representation of H it follows that M H,H (z) can be written as
Values of a nondecreasing function σ(λ) are operators on N i , and it is defined by σ(λ) = P + E(λ)| N i , where E(λ) is the resolution of identity associated with H. We normalize E(λ) by condition E(λ) = 1/2(E(λ + 0) + E(λ − 0)). It is evidently that M H,H (z) is analytic on ρ(H), particularly, for ℑz = 0, and from (2 it follows that ℑM H,H (z) ≥ 0 for z ∈ C + . Therefore, M H,H (z) belongs to the Heglotz-Nevalinna class.
Function σ has the following properties:
and σ(λ) = 1/2(σ(λ + 0) + σ(λ − 0)). Condition (3) is obvious, condition (4) follows from the fact, that according to von Neumann's formulas, for vector h ∈ N i , h ∈ D(H). Condition (3) provides normalization condition for the Weyl-Titvhmarsh function: M H,H (i) = iI N i . From condition (4) it follows that points of growth of σ form a noncompact set.
Selecting an orthonormal basis in N i we can identify the space N i with C m , and regard M H,H (z) and σ(λ) as operators on C m . Matrices of these operators with respect to the selected basis are also denoted by M H,H (z) and σ(λ).
Important property of the Weyl-Titchmatsh functions is given by the following theorem. 
These equalities show that W 0 possesses desired property.
is an arbitrary orthonormal basis in N i , then {W 0 e j } is the orthonormal basis inÑ i . With respect to these bases matrices of M H,H (z) and MH ,H (z) are equal. Therefore, the Theorem 1 can be reformulated as following: 
where σ(λ) is a nondecreasing function with values on the set of linear operators on N, and which satisfies (3) and (4 Proof. Since σ(λ) is nondecreasing operator-function and satisfies (3), it is the generalized resolution of identity which acts in N. According to the theorem of M.A.Najmark (see, for example [1] ) there exist a Hilbert spaceH which contains N as a subspace and the orthogonal resolution of identityẼ(λ), such that for any Borel set ∆ ∈ B(R) (B(R) is the Borel field of R) σ(∆) = PẼ(∆)|N, where P is the orthogonal projection fromH onto N. The spaceH can be selected minimal in that sense that c.l.h.{Ẽ(∆)h|∆ ∈ B(R), h ∈ N} = H, where c.l.h means closed linear hall. The orthogonal resolution of identitỹ E(λ) defines the self-adjoint operator H inH. Under minimality condition the Hilbert spaceH and the operatorH are defined uniquely up to unitary equivalence.
In our situation this construction gives Hilbert spaceH = L 2 (R, N, dσ). Elements ofH are measurable functions f (λ), λ ∈ R with values in N such that
The space N is identified with subspace of L 2 (R, N, dσ) which consists of constant functions. The orthogonal resolution of identityẼ is defined as E(∆)f (λ) = χ ∆ (λ)f (λ), where χ ∆ is the indicator function of the set ∆.
The self-adjoint operatorH defined as follows:
From (4) it follows thatH is unbounded operator.
and
D(H) is linear manifold, dense inH (this fact follows from (4)), and (Hf, g) = (f,Hg) for f, g ∈ D(H). Thus,H is a symmetric operator. Moreover, condition
and defect index ofH is (m, m). In general, for arbitrary nonreal z the defect
The Weyl-Titchmarsh function for the pair (H,H) is
coincides with the given function F . Uniqueness of this realization (up to unitary equivalence) is provided by the Najmark's theorem.
Combining results of the Theorems 1 and 2 we obtain the following statement (see [4] , [5] 
Let U be a unitary operator on H, andŨ = ΦUΦ * be its representation in the model spaceH. We say that the operator U is of shift-type (s-type) operator if for f ∈H
where D is a unitary operator on N which commutes with σ(λ), and b is a real number.
Often it is more convenient to use the following realization of F (see [4] , [5] ). Put
Then
The mapping W :
is a unitary one . For the self-adjoint operatorĤ = W HW * we have
In such representation the s-type unitary operator U acts as
Some additional properties of the Weyl-Titchmarsh functions and their applications can be found in [4] , [5] .
Periodic Operators.
Let H be a prime symmetric operator with index of defect (m, m), m < ∞ and H be its orthogonal self-adjoint extension. In this section we study pairs (H, H) for which the Weyl-Titchmarsh function is b−periodic, that is
where b is some real number.
We start from the following lemma.
Lemma 1 . Let F (z) be a function whose values are linear operators on m− dimensional space N, and which admits integral representation
F (z) = ∞ −∞ λz + 1 λ − z dσ(λ) = zI N + (1 + z 2 ) ∞ −∞ 1 λ − z dσ(λ),
where σ(λ) is a nondecreasing function with values on the set of linear operators on N which satisfies conditions (3) and (4). The function F (z) is b−periodic, if and only if
for any ∆ ∈ B(R), where τ is defined by (12).
Proof. In order to prove the Lemma we need the following generalization of the Stieltjes inversion formula. This generalization due to M.Livsic (see [6] , Lemma 2.1):
some function of bounded variation on each finite interval, such that the integral
Let ϕ(λ) be some function analytic on the closed interval ∆ = [α, β].
Denote by ∆ ǫ the broken path of integration consisting of directed segment
Fix and orthonormal basis {e j } m j=1 in the space N. Condition of b−periodicity of the function F (z) gives
ℑz = 0, and σ jk (λ) = (σ(λ)e k , e j ). Since dimN = m < ∞, variations of all functions σ jk , j, k = 1, 2, . . . , m are uniformly bounded and (15) follows from the Livsic's lemma. Indeed, evaluating the integral of both sides of (16) along ∆ ǫ and then taking the limit as ǫ → 0 we obtain
which is (15).
Suppose now that (15) is fulfilled. Then we have
2 )]dτ (λ), and the integrals converge absolutely. We assume for simplicity that m = 1 (for case m < ∞ the proof can be done by componentwise arguments). Consider difference
For large y we have 1/(
for any ǫ > 0 uniformly with respect to y. From the other side,
for y large enough (we used the fact that R dτ (λ)/(1 + λ 2 ) = 1). We have proved that the constant c = 0, and
The Lemma is proved now.
Definition. An operator T acting on a Hilbert space H with domain D(T ) is said to be (U, b)−periodic, if there is a unitary operator U such that
UT U * = T − bI (18) for some number b.
Of course, periodic operator cannot be bounded. One can easily see that if the operator T * exists, then it is (U,b)−periodic.
We say that prime symmetric operator H in H and its self-adjoint extension H form a (U, b)-periodic pair, if conditions (17) and (18) are fulfilled for both of them (with the same unitary operator U).
It is evidently, that if H is a (U, b)−periodic periodic operator, and N z is a defect subspace of H, then UN z = N z+b . Indeed, properties 1 and 2 follow directly from the definitions above. The property 3 follows from the fact that the operator W commutes with the resolution of identity E(λ) associated with H, c.l.h.{E(∆)N|∆ ∈ B(R)} = H, where N is a defect subspace of H, and the spectrum of W |N consists of finite numebrs of eigenvalues. Proof. Let pair (H, H) has b−periodic Weyl-Titchmarsh function. Let (H,H,H) be the realization of (H, H, H), described in the Theorem 2. According to the Lemma 1 the function σ(λ) satisfies the periodicity condition
OperatorŨ is a unitary operator in
The domain of the operatorH is invariant underŨ . For f ∈ D(H), that is
It is obvious that if f ∈ D(H), thenŨHf = (H − bI)Ũ f . Therefore, (H,H) is the (Ũ , b)−periodic pair. Therefore, the pair (H, H) is the (U, b)−periodic one, and U is the s-type operator.
Conversely, let (H, H) be a (U, b)-periodic pair, with operator U of s-type. Therefore, in the realization (H,H,H) the pair (H,H) is (Ũ , b)−periodic, withŨ of the form (11). From the equationŨHŨ * =H − bI it follows that the resolution of identityẼ(λ) of the operatorH satisfies the conditioñ
IfN i is the defect subspace of the operatorŨHŨ * , thenN i = N i+b . Let {e j } be an orthonormal basis in N.
De j , j = 1, 2 . . . , m is the orthonormal basis inN i = N i+b . Now the Theorem 1 gives
from which we get
Therefore, the function σ satisfies the condition of the Lemma 1, and M H,H (z) is the b−periodic function. The Theorem is proved.
Remark. It can be proved, that if (H, H)
is a (U, b)−periodic pair, where index of defect of H is (1, 1), then the unitary operator U is necessarily of s-type.
Lemma 2 . Let H be a (U, b)-periodic prime symmetric operator with finite and equal defect numbers, and let (H, H 0 ) is a (U, b)-periodic pair. Define operator functions A(z) and B(z) by the equations
where σ 0 (λ) = P + E 0 (λ)| N i , E 0 (λ) is the resolution of identity for H 0 . Then the functions A and B satisfy the following identities:
Proof. We prove identity for A. Identity for B is proved similarly.
Since (H, H 0 ) is the (U, b)-periodic pair, the Weyl-Titchmarsh function M H,H 0 (z) for the pair has period b, from which it follows, that the measure dτ 0 (λ) = (1 + λ 2 )dσ 0 (λ) also has period b. This condition provides, that
and the statement regarding the function A(z) follows. 
, and V is a some unitary operator in N −i . We also have that for
From the definition of Weyl-Titchmarsh function of the pair we have that
where R and R 0 are resolvents of H and H 0 respectively. Calculating the difference of resolvents, we get the following expression 
Since UD(H) = D(H) the set U n D(H 0 ) is the domain of another self-adjoint extension H n of the operator H. The extension H n is defined by the pair of defect subspaces N i+nb and N −i+nb , and by the unitary operator V (n) 0 in the space N −i+nb . This operator is defined by the condition that its matrix with respect to the basis {U n ψ j } coincides with the matrix V 0 . It is easily seen that V
The extension H n can be also characterized in terms of the defect subspaces N i and N −i and the unitary operator V n acting on N −i . In order to do it it is sufficiently to find the operator V n from the system of equations
Let us introduce the following m × m matrices:
Then the matrix of operator V n with respect to the basis {ψ j } is defined by the expression
Putting T 0 = id− the identity mapping, we obtain the family Γ = T n , n ∈ Z of mappings of the set U(m) of m × m unitary matrices into itself. By its construction the mappings T n posses the property T n (T m (·)) = T n+m (·). Therefore the family Γ is a group.
From the Corollary 1 we obtain that if for some initial unitary matrix V 0 the trajectory {T k (V 0 )} ∞ k=−∞ is periodic,that is T n (V 0 ) = V 0 for some positive integer n, than it is periodic for any other initial matrix with the same period n. In such a situation the operator H admits (U, nb)− periodic self-adjoint extension, where n is the period of the trajectory of an initial unitary matrix V 0 . We reformulate this property as a property of the group Γ: This theorem does not admit generalization for the case of larger defect numbers. Indeed, let H = L 2 [0, l], and let 0 < ξ < l. Consider the symmetric operator H on H, defined as following:
The domain D(H) is the set of all functions f (t) which are absolutely continuous for 0 < t < ξ and ξ < t < l, f ′ ∈ H, and (2, 2) . This operator admits quasi-self-adjoint extension H v without spectrum, and H So far we have considered the Weyl-Titchmarsh functions, which are invariant under some fixed shift b of the argument. Let F (z) be a function whose values are operators on m−dimensional space N, which admits representation (13) and invariant under arbitrary real shift, that is F (z + s) = F (z) for any real s. In such a situation the function F (z) is, of course, constant in each half-plane,
These properties are fulfilled if and only if dτ (λ) = π −1 dλI N .
We have F (z) = MH ,H (z) for the pair (H,H) acting in the Hilbert spacẽ
where
(Hf )(λ) = λf (λ); (35)
(Hf )(λ) = λf (λ).
According to the Theorem 3 for any real number s there is a unitary operator
The operatorsṼ (s) act as following: (Ṽ (s)f )(λ) = f (λ−s). Therefore, the family {Ṽ (s)} is strongly continuous unitary group. IfW (t) = exp (itH), thenṼ (s)W (t) = e −istW (t)Ṽ (s),
which is the Weyl's form of the canonical commutative relation. Let D be the selfadjoint operator, such thatṼ (s) = exp (iDs). Then
The operator D is the selfadjoint extension of the operator D defined as We have
where f 0 ∈ D(H), |θ| = 1, and z ∈ C. 
, and F (0) = 0.
where χ ± are indicators functions of the positive and negative semaxes respectively. The integrand of the last expression is equal to zero at t = 0, therefore Γ θ f ∈ D(H). It is also clear that (Hf ) ± = λf ± , and Γ * θ = Γθ.
For the operator D ω we have
and D = D 1 .
The unirtary operator J ω such that D ω = J ω D 1 J * ω acts as following:
From (45) and (48) it follows that Γ θ J ω = J ω Γ θ .
LetW θ be the unitary group generated byH θ , andṼ ω (s) be the unitary group generated by D ω . It is not hard to describe their actions. For example, the groupṼ ω (s) acts as following: Last proposition admits reformulation in abstract form. This proposition follows from the Stone-Von Neumann Theorem and previous consideration. It also gives some refinement of the Stone-von Neumann's Consider the self-adjoint operator
Again Fourier transform gives that the operator L 1 is unitarily equivalent to the operator
Operator H 1 is the selfadjoint extension of the symmetric operator H 1 with the same domain that the operator H above. Now we have 
