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Measurements of the total pp → W/Z → ll′ cross sections in the electron and muon
channels are presented. Data collected at a center-of-mass energy
√
s = 2.76 TeV with the
ATLAS detector at the LHC (in 2013), corresponding to a total integrated luminosity of 4
pb−1, are used for this analysis.
In this measurement, several sources of systematic uncertainties are estimated. The back-
ground contribution is estimated using simulation (for electroweak and tt̄ backgrounds)
as well as data-driven methods (for the multijet background). The combined results for
electron and muon channels provide the following cross sections:
σ
f id
W (W → lν) = 2206.3 ± 20.2(stat.)± 10.6(sys.)± 68.4(lumi.) [pb],
σ
f id
Z (Z → ll) = 200.4 ± 6.1(stat.)± 0.3(sys.)± 6.2(lumi.) [pb].
The combined cross sections are used for the calculation of the W/Z and W+/W− cross
section ratios.
These results are compared with different orders of QCD calculations. The effect of the
addition of the measured cross sections to the parton density functions (PDF) is estimated.
The total uncertainty of the measurements is comparable to the current global PDF uncer-
tainties, which makes them applicable for future PDF determination.
Additionally, studies of the Frozen Showers method for fast simulation have been per-
formed. A new method of Frozen Showers library generation, allowing to reduce time
spend on this stage, is developed.
Kurzfassung
Es werden Messungen der totalen Wirkungsquerschnitte der Prozesse pp → W/Z →
ll′ in Endzuständen mit Elektronen und Myonen präsentiert. Für diese Analyse werden
Daten, die im Jahr 2013 mit dem ATLAS-Detekor am LHC bei einer Schwerpunktsenergie
von
√
s= 2.76 TeV aufgezeichnet wurden und einer integrierten Luminosität von pb−1
entsprechen, verwendet.
In dieser Analyse werden mehrere Quellen systematischer Unsicherheiten berücksichtigt.
Die Untergründe werden sowohl mittels Simulationen (für elektroschwache und tt̄ Un-
tergründe) als auch mithilfe datengetriebener Methoden (für den Multi-Jet Untergrund)




W (W → lν) = 2206.3 ± 20.2(stat.)± 10.6(sys.)± 68.4(lumi.) [pb],
σ
f id
Z (Z → ll) = 200.4 ± 6.1(stat.)± 0.3(sys.)± 6.2(lumi.) [pb].
Die kombinierten Wirkungsquerschnitte werden zur Berechnung der Wirkungsquerschnitts-
Verhältnisse W/Z und W+/W− benutzt.
Die Ergebnisse werden mit QCD-Berechnungen unterschiedlicher Ordnungen verglichen.
Der Einfluss dieser Messung auf Partonverteilungsfunktionen (parton distribution func-
tions, PDFs) wird abgeschätzt. Die gesamte Unsicherheit dieser Messungen ist vergleich-
bar mit den Unsicherheiten aktueller PDFs, weshalb diese Analyse zur Einbeziehung in
zukünftige PDF-Bestimmungen geeignet ist.
Außerdem wurden Studien zur Frozen Showers Methode zur schnelleren Simulation
von Ereignissen im ATLAS-Detektor durchgeführt. Es wurde eine neue Methode zur Gener-
ierung einer Frozen Showers Bibliothek entwickelt, die eine Reduzierung der für diesen
Abschnitt benötigten Zeit erlaubt.
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This thesis presents the measurement of W and Z-boson production cross sections in the elec-
tron and muon channels using 2.76 TeV p-p data collected by the ATLAS experiment in 2013.
The thesis is organized into three main parts. The theoretical basis is described in part 1. The
experimental input and software organization is explained in part 2. The measurements per-
formed by the author are described in part 3. The results and its interpretation in the context
of parton density functions are presented in a part 3.
The presented work was performed within the ATLAS collaboration. All plots in this thesis
were produced by the author unless it is referenced otherwise.
The theoretical input as presented in part one consist of the following chapters:
Chapter 2 (Theoretical introduction) contains a brief overview of the current status of the
Standard Model, the proton structure and the theory of the W and Z bosons in pp colli-
sions. The production cross sections predictions are presented;
Chapter 3 (Methodology) describes the procedures of the cross section measurement and the
calculation of their ratios and also methods of extractions of parton density functions
(PDF).
The experimental setup is described in part two in the following chapters:
Chapter 4 (The LHC and the ATLAS experiment) gives an overview of the Large Hadron
Collider (LHC) accelerator complex and its experiments. The ATLAS detector, used to
collect data for this analysis, is shortly discussed;
Chapter 5 (Event reconstruction) contains the detailed description of the physics objects re-
construction. The study of missing transverse energy reconstruction algorithm, performed
by author, is presented;
Chapter 6 (Monte Carlo) describes the Monte Carlo (MC) production steps and contains a
short description of generators used in this analysis;
Chapter 7 (Frozen Showers) gives a description of so-called Frozen Showers method used
for fast MC simulation at the ATLAS experiment. The machine learning procedure for
optimization of this method, developed by author, is presented;
Chapter 8 (Data and Monte Carlo samples) describes experimental data and simulated sam-
ples, used in the analysis.
1
Thesis organization
The following chapters present work, done by the author, unless stated otherwise:
Chapter 9 (Event selection) gives a set of selection criteria used to derive W and Z boson
candidate events in collected data samples;
Chapter 10 (Monte Carlo corrections) presents the corrections applied to the simulated events,
which are required to improve data to MC agreement. The correction factors have been
derived by the ATLAS performance group, except for the muon trigger scale factors,
which are determined by the author;
Chapter 11 (Hadronic recoil calibration) describes a method of missing transverse energy
calibration in the data and methods for the corresponding uncertainty determination;
Chapter 12 (Background estimation) provides a description of the main background pro-
cesses and the techniques to estimate their contributions;
Chapter 13 (Uncertainties in the cross section measurements) presents the sources of exper-
imental and theoretical uncertainties and shows the methods of their propagation to the
final results;
Chapter 14 (Control distributions) shows the comparison of different distributions between
data and MC simulation;
Chapter 15 (Results) presents the results of the measurements of production cross section for
W and Z-bosons in electron and muon channels. The results have been used to test the
lepton universality. Moreover, the combined cross sections and their ratios are shown.
The impact of these measurements on the PDF distributions is estimated. The NNLO
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This thesis presents the measurement of a Standard Model (SM) process. Therefore the first
section of this chapter gives a small overview of this model. The proton structure (Sec. 2.2) and
physics of W and Z bosons in proton collisions (Sec. 2.3) are also discussed. Additionally, the
predictions for W → lν and Z → ll cross sections are presented in Sec. 2.3.
Several references were used for a preparation of this chapter, including [1, 2].
2.1 The Standard Model
The Standard Model is the model that explains the interactions between the elementary parti-
cles. It provides our current best understanding of the particle physics and unifies the quan-
tum mechanics, special relativity, and a field theory. It was postulated by Weinberg and Salam
in mid-1970 [3–5] and is successfully tested for the last 40 years. Despite the fact that there
are some unexplained phenomena in SM such as dark matter [6], the SM describes almost all
laboratory data. The summary of all SM production cross section measurements at ATLAS
experiment is given in Fig. 2.1. The results agree with SM prediction over several orders of
magnitude, and no significant deviation from SM has been found yet.
The SM postulates two types of fundamental particles: fermions and boson. Graphical rep-
resentation of particles in SM with their masses and quantum numbers is shown in Fig. 2.2.
The bosons are the carriers of the fundamental forces with the integer spin. Strong interactions
are mediated by 8 massless gluons. The massless photons are carrying the electromagnetic in-
teractions, while the W and Z-bosons are responsible for the weak forces. The last SM boson,
observed in experimental data is the Higgs boson [8, 9]. It is associated with Yukawa interac-
tions, which are responsible for the fermion masses.
The fermions are the spin 1/2 particles that form the ordinary atomic matter. They can
be further divided to leptons and quarks. Leptons can interact just electromagnetically and
weakly, while quarks also undergo strong interactions. Both groups are divided into three
separate generations.
The SM is a non-abelian gauge theory, meaning, that this theory is based on Lagrangian that









































s = 13 TeV
Data 0.08−13.3 fb−1




s = 7, 8, 13 TeV
Fig. 2.1: Summary of SM production cross section measurements in the ATLAS experiment,
corrected for leptonic branching fractions, compared to the corresponding theoretical
expectations. The amount of data used for each measurement is indicated close to the
data point [7].
Fig. 2.2: Fundamental particles of the Standard Model: three generations of fermions, the
gauge bosons and Higgs boson [10].
6
2.1 The Standard Model
orem [11, 12] it is known that each symmetry is connected to at least one conserved quantity.
The symmetry group of SM is:
SU(3)C × SU(2)L × U(1)Y, (2.1)
where hypercharge Y, a left-handed helicity L and a color charge C are the quantum num-
bers of the corresponding symmetry group. The SU(2)L × U(1)Y symmetry describes the
electroweak (EW) theory, while the SU(3)C corresponds to the theory of strong interactions
- Quantum Chromodynamics (QCD) [13–15].
The EW part of SM postulates three massless vector fields in SU(2)L - the isospin triplet of
vector fields W1μ , W2μ , W3μ with the coupling constant g and a single gauge field Bμ in U(1)L
group with coupling strength g′. The massless γ and the massive Z and W bosons are pro-
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where θW is the electroweak mixing angle whose value is not predicted in the SM. The masses






The QCD Lagrangian has only one free parameter - the strong coupling constant αs. The QCD
does not predict the value of αs, however it predicts its evolution with renormalization scale





= −b0α2s(μ)− b1α3s(μ)− O(αs, n  4), (2.5)
where the first coefficient is:
b0 =
33 − 2 f
12π
, (2.6)
and f = 3 is the number of quark flavors. A typical scale of μR for a physics process corre-
sponds to the momentum transferred Q2 between the interacting objects. The energy depen-
dence of the strong coupling constant is showed in Fig. 2.3. The αs value increases towards
smaller scales, and it becomes small for higher Q2. As a consequence, the quarks have a prop-
erty of asymptotic freedom and confinement, meaning that they cannot be observed as free parti-
cles, but there are bound in QCD states, for example, a proton.
The physical quantities like cross sections, do not depend on renormalization scale. How-
ever, the calculation on any perturbative order in αs is a function of μR. The cross section for
the partonic interactions (or the partonic cross section) σab→X can be expressed perturbatively in
αs as:
σab→X = σ̂0 + αs(μR)σ̂0 + α2s(μR)σ̂2 + ..., (2.7)
where σi is the i-th order contribution to the final cross section. The cross section, calculated
at the lowest-order of the expansion is called the leading order (LO) cross section. The calcu-
7
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Fig. 2.3: The coupling of the strong interaction, αs, as a function of energy scale [17].
lation using the expansion of αs up to the i-th order is called (next-to)i order (NiLO) cross
section. The inclusion of higher order corrections in the calculations allows the reduction of
the dependency on the renormalization scale.
2.2 Proton structure
QCD predicts the cross section for the individual quark–quark interactions at different orders
in αs. However, since quarks have not been observed in a free state, the tests of QCD are possi-
ble using the experiments with hadrons (e.g. proton beams), so the internal quark composition
in the hadron should be taken into account.
In 1969 Feynman proposed a model of the proton structure called a parton model of the
hadrons [18]. In this model he assumed that any hadron can be treated as a composition of
point-like constituents called partons. In the high-energy scattering, the soft interaction be-
tween partons can be neglected, and therefore they can be treated as quasi-free in the collision.
In this approximation, a total cross section for the process in hadron–hadron interaction can










• f (Pk)i (xi) are the parton distribution functions (PDF) for both colliding hadrons. They
describe the probability to find parton i in hadron k with a fraction of longitudinal mo-
mentum xi;




Fig. 2.4: The MMHT2014 NNLO PDFs predictions at a) Q2 = 10GeV2 and b) Q2 = 104GeV2
with associated 68% confidence-level uncertainty bands [20].
• σ̂(x1x2s) is the partonic cross section for a given scattering process, calculated in QCD.
The partons, which determine the quantum numbers of hadrons, are called valence quarks (u
and d quarks in case of the proton). However, due to the quantum fluctuations, some number
of quark pairs (of uū, dd̄, cc̄ etc) with low momentum can be created. These quarks are called
sea-quarks. Due to the conservation of the total momentum and the quark flavor of a proton,
the following sum rules are applicable for proton PDFs:∫ 1
0 dx ∑i x f
(p)
i (x) = 1;∫ 1
0 dx( f
(p)
u (x)− f (p)ū (x)) = 2;∫ 1
0 dx( f
(p)
d (x)− f (p)d̄ (x)) = 1;∫ 1
0 dx( f
(p)
s (x)− f (p)s̄ (x)) = 0,
where index i runs over the quark flavors.
For the partonic cross sections, the soft emission of real and virtual gluons causes collinear
singularities. However, it is possible to include initial state emissions below a given scale
into non-perturbative parton distribution functions. The cutoff parameter in this procedure
is called a factorization scale μF [19]. This definition of PDFs is universal, i.e. they do not de-
pend on the physics process. Similarly, the factorization scale μF is not a physical quantity,
and the total partonic cross section should be independent of μ f . The typical choice of the
scale is μF ≈ μR ≈ Q2.
The parton density distributions cannot be calculated perturbatively in QCD and therefore
need to be extracted from the experimental data. However, it is possible to predict the evo-
lution of PDFs with factorization scale using the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
(DLGAP) evolution equations [21–24]. An example of quark and gluon PDFs in the proton
predicted by MMHT2015 NNLO [20] for different energy scales is shown in Fig. 2.4. The PDFs
of valence (u and d) quarks are reaching maximum at x=1/3, while the sea quark and gluon




Fig. 2.5: A schematic representation of the W/Z production via Drell-Yan process in a hadron
collider.
2.3 Physics of W and Z bosons in pp collisions
The W and Z bosons are the massive vector bosons in the Standard Model. They have been
predicted by the Glasgow, Weinberg, Salam in 1960’s [3–5] and discovered in 1983 by UA1
and UA2 at CERN pp̄ collider [25–28]. These particles are mediating weak interactions and
decaying almost immediately (t ≈ 10−25 s).
The leading order production mechanism of W/Z boson in pp collisions is the Drell-Yan
mechanism, shown schematically in Fig. 2.5. It is defined as an annihilation of the quark–
antiquark pair through the exchange of a gauge boson, which then decays into a fermion pair.
A simplest example of this process is the production of the virtual photon qq̄ → γ∗ → l+l−.
The corresponding cross section can be calculated using QED:





where Qq is the quark charge, ŝ is the center-of-mass energy of the quark–antiquark system,
and 1/N = 1/3 is the color factor, coming from the fact that quark and antiquark colors should
match to create a color-singlet final state.
In analogy to this process, the on-shell production of W and Z bosons using Drell-Yan reac-















q)δ(ŝ − M2Z), (2.11)
where the q and q′ are the different quarks. The Vqq̄′ is the appropriate Cabibbo-Kobayashi-
Maskawa matrix element (describes a strength of flavor changing weak decays), and vq (aq)
the vector (axial vector) coupling of the Z-boson to the quarks. For the full production cross
section, the partonic spectrum of colliding hadrons has to be considered. For two quarks, car-
rying fractions x1 and x2 of the colliding protons momenta, the momentum transfer Q2 can be
written as:
Q2 = (x1P1 + x2P2)2 ≈ x1x2s = M2Z,W,γ∗ , (2.12)
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where the parton masses have been neglected in the calculation, the
√
s in the Eq. 2.12 is the
center-of-mass energy of 2 hadrons:
s = (P1 + P2)2. (2.13)







E − Pz , (2.14)
where E is the energy of the boson and Pz is its z component of the momentum. This quan-






The maximum accessible rapidity range for the production of the bosons can be determined
from the
√
s and the mass of the boson as:





The kinematic phase space of the proton, accessible at ATLAS for different center-of-mass
energies is shown in Fig. 2.6. The W and Z cross sections at 2.76 TeV correspond to Q2 ≈
104 GeV2 and therefore can probe the ranges of momentum fractions xW > 8 · 10−4 and xZ >
1 · 10−3 for W and Z bosons respectively. The W+ production depends mainly on the u and
d̄-quark distributions (the leading process is ud̄ → W+) and the W− to ū and d-quark distribu-
tions. The Z boson production cross section is most sensitive to the valence quark distributions.
The Drell–Yan process contributes to around 65% of cross section [30], with both valence–
sea and sea–sea quarks interactions included. The dominant higher order corrections are de-
termined by the interaction of quarks with gluon (occurs in approximately 20% of the events).
Due to the very small lifetime of W and Z-bosons, this production is instantly followed by
decay. The probability of a certain decay mode is described by the branching ratio, BR(X →
a + b), that is a fraction of a partial decay rate (of the decay mode of interest) and the total
decay rate of the boson. The W and Z-boson decay modes are summarized in Tab. 2.1. The
W and Z bosons can decay hadronically with the production of a quark–antiquark pair for
all quark flavors, except for top quark since its mass exceeds the mass of the bosons. This
mode of the decay is the dominant one because of the three possible color states for each
quark. In a leptonic decay mode of the W-boson, the lepton plus corresponding same fla-
vor neutrino/antineutrino pair are produced. The leptonic decays of Z-boson create a lepton-
antilepton pair. The visible fraction of Z-bosons decaying into leptons is smaller (compared
to W) because of the invisible mode of Z-bosons decay, where a neutrino-antineutrino pair is
produced. Because of the lepton universality in the SM and large masses of W and Z-bosons
compared to lepton (MZ > MW  Ml), the branching ratios of the leptonic decays are almost
identical.
Due to experimental difficulty to measure the hadronic decays, the W/Z cross sections are
usually measured through their leptonic decay modes. The expected NNLO production cross
sections times their branching ratios to one of the leptons is estimated using FEWZ program
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Fig. 2.6: The parton kinematics accessible in the ATLAS experiment in Q2–x plane. The limits
are shown for
√
s = 13 TeV,
√
s = 8 TeV and
√
s = 2.76 TeV [29].



















where the the first uncertainty comes from the uncertainty of the scale choice. The second
uncertainty arises from the imperfect knowledge of proton PDFs. The difference between W+
and W− cross sections (called charge asymmetry) is due to the higher probability of finding a
u–quark rather than d–quark in the proton.
The NNLO QCD predictions of W and Z-boson cross sections in pp and pp̄ collisions to-
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Table 2.1: Branching ratios of the different W and Z decay modes [31]. Invisible denotes the
Z decays with a neutrino-antineutrino pair as a final state. The predicted values are
estimated with sin2θW = 0.23.
Boson Decay mode Measured SM
branching ratio prediction
W eνe (10.71 ± 0.16)%
μνμ (10.63 ± 0.15)% 11.1%
τντ (11.38 ± 0.21)%
hadrons (67.41 ± 0.27)% 66.7%
Z e+e− (3.363 ± 0.004)%
μ+μ− (3.366 ± 0.007)% 3.4 %
τ+τ− (3.3658 ± 0.008)%
invisible (20.00 ± 0.06)% 20.5%
hadrons (69.91 ± 0.06)% 69.2%
gether with the results obtained using different experiments are shown in Fig. 2.7. It can be
observed that the W and Z-boson cross sections have not been measured so far in the region
around 1 TeV <
√
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Fig. 2.7: The measured values of a) σW→lν and b) σZ→ll compared to the theoretical predictions
based on NNLO QCD calculations. The predictions and previous measurements are
shown for both proton-proton and proton-antiproton colliders as a function of
√
s.
All data points are displayed with their total uncertainty. The calculations were per-
formed with the program FEWZ using the CT14nnlo parton density function parame-
terization. The theoretical uncertainties on the cross section predictions are not shown.
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In this chapter, the methodology of the measurements is given. The first section gives a
description of cross section measurement in the different phase space regions. The second
section presents the method of linear averaging of the results, used for the combination of
electron and muon channel analyses. In the last section, the PDF fit procedure used to put
constraints on PDFs is described.
3.1 Cross section calculation
Due to the limited geometrical detector acceptance and reconstruction efficiency of the ATLAS
detector (Sec. 4.2) the W and Z-boson cross sections cannot be measured in the full phase space.












• N is the number of events measured in the data;
• B is the estimated number of background events;
• NW/Zsig = NW/Z − BW/Z is the number of the signal events;
• Lint is the integrated luminosity of a dataset;









where NMC,rec is the total number of simulated events which pass the final selection require-
ments after reconstruction, and NMC,gen,selection is the total number of simulated events after
fiducial selection on the generator level.







where σtotW/Z is the total inclusive production cross section for the W or Z-bosons, and AW/Z is
the acceptance factor.





where NMC,gen,all is the total number of simulated events. Both AW/Z and CW/Z are defined at
the "born level", i.e. before the decay leptons emit photons via QED final state radiation.
3.1.1 Fiducial phase space definition
The fiducial region definition corresponds to the analysis selection described in Chap. 9. For
W boson measurement, it is depicted as:
• PlT > 20 GeV;
• |ηl| < 2.5;
• PνT > 25 GeV;
• MWT > 40 GeV,
where PlT (PνT) is the charged lepton (neutrino) transverse momentum, ηl is the lepton pseudo-
rapidity, and MWT is the transverse mass, defined as:
MWT =
√
2PlT · PνT [1 − cos(φl − φν)], (3.5)
where φl − φν is the azimuthal angle between charged lepton and neutrino.
For the Z-boson production measurement the fiducial phase space is defined as:
• PlT > 20 GeV;
• |ηl| < 2.5;
• 66 GeV < MZ < 116 GeV,
where MZ is the di-lepton invariant mass.
The differences between analysis selection for the electron and muon channels are neglected
in this definition.
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3.1.2 Extrapolation to the 13 TeV fiducial phase space
The inclusive cross section measurements at
√
s=13 TeV use a stricter set of analysis criteria
and therefore a stricter definition of the fiducial phase space. However, it is possible to extrap-














where NMC,gen,selectionnew is the total number of simulated events after new fiducial selection on
the generator level. The extrapolation procedure allows direct calculation of the cross section
ratios for a different
√
s.
The 13 TeV fiducial phase space is defined as:
• PlT > 25 GeV;
• |ηl| < 2.5;
• PνT > 25 GeV;
• MWT > 50 GeV
for the W-boson production decays and as:
• PlT > 25 GeV;
• |ηl| < 2.5;
• 66 GeV <mZ < 116 GeV
for the Z-boson measurement.
3.1.3 The W boson cross section calculation
In this analysis, the cross section for the production of the W-boson is calculated by combining
the W+ and W−-bosons production cross sections in the following way:











The absolute systematic uncertainty of this measurement is calculated from uncertainties of
W+ and W− cross sections as:
(δXW)2 = (δXW+)2 + (δXW−)2 + 2 · ρXW+W−δXW+δXW− , (3.9)
where δX is a systematic component on the cross section and ρXW+W− is a correlation between
W+ and W−-bosons production for this component, which is estimated in Chap. 13.
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3.2 Averaging of the results
The SM predicts the same branching ratios for the leptonic decays of W and Z bosons. There-
fore, it is possible to combine the measurements in the electron and muon channels into a
single cross section. This analysis uses the standard tool for averaging of the measurements
(called Havereger), which was originally developed for the HERA experiment [35]. The tool
uses a method of linear averaging, which is described below.
For a given observable, the probability density function for a "true" value m to get a value μ










































where μave and Δave are the average value and its uncertainty respectively. These values are
found by minimizing χ2sum with respect to m. The value χ20 indicates a consistency in the mea-
surements and should be χ20/N ≈ 1.
Systematic uncertainties are a consequence of imperfections in the experiment (e.g. due to





where α is the "true" value of the parameter and α0 is measured at the experiment with uncer-
tainty Δα. The nuisance parameter b corresponds to a coherent change of the measurements
due to systematic effects μi → μi + bFi.
Using this nuisance parameters representation, Eq. 3.14 can be rewritten in a more general
way:
χ2sum(m, b) = ∑
i






3.3 Calculation of the cross section ratios
where:
• i runs over all measured values used in averaging;
• b is the vector of nuisance parameters, bj, corresponding to each source of systematic
uncertainties;
• Γji is the absolute correlated systematic uncertainty;
• Δ2i is the uncorrelated (statistical) uncertainty.
3.3 Calculation of the cross section ratios
The calculation of the cross section ratios is a powerful tool for testing theory predictions, due
to the cancellation of the correlated uncertainties. The ratio for two cross section measurements




























This means that Ri,j does not depend e.g. on the integrated luminosity and its uncertainty.
The relative uncertainty on Ri,j can therefore be obtained by taking into account the correla-





















Uncertainties on the first two terms are considered to be uncorrelated, while the uncertain-
















where X is the relevant systematic component and ρij is the correlation between two measure-
ments. The estimation of correlation parameters is discussed in details in Chap. 13.
3.4 Estimation of the parton density functions
As already mentioned in Chap. 2, the parton density functions (PDFs) cannot be calculated
perturbatively in QCD. However, they can be calculated from the global fit to the experimental
data. In this thesis the xFitter program [36] is used to determine the proton PDFs.
The PDFs are defined at a given starting scale Q20 and then evoluted to a needed scale using
the DLGAP equations. There are different parameterizations used for the PDFs at the starting
scale. A very standard form uses a simple polynomial for interpolation between low- and
high-x regions:
x f (x; Q20) = Ax
B(1 − x)CPi(x), (3.20)
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where Pi is a polynomial of a given order. In the analysis presented in Chap. 15 a standard
HERA parameterization is used, implementation is discussed in details below.
There are 11 different partons to consider, however heavy quark (c and b-quarks) distribu-
tions can be determined perturbatively. This leaves at least 7 independent combinations. The
parameterized PDFs are the valence distributions (xuv and xdv), the gluon distribution (xg),
and the u-type (xŪ) and d-type (xD̄) sea, where:
xuv = xu − xū ; xdv = xd − xd̄ ; xŪ = xū ; xD̄ = xd̄ + xs̄ .
For the strange quark distributions, it is assumed that at a given starting scale Q20:
xs = xs̄ = fsxD̄, (3.21)
where fs = 0.31 - is a strange quark fraction which is chosen to match the experimental data.
The following functional form is used for PDFs parameterization:
x f (x; Q20) = Ax
B(1 − x)C(1 + Dx + Ex2), (3.22)
where Auv, Adv and Ag are constrained by the number sum-rules and the momentum sum-
rule, and the parameters BŪ and BD̄ are set to be equal, so there is a single parameter for the
sea distributions [37].
Similar to the averaging procedure from Sec. 3.2, the nuisance parameters representation of
the experimental systematic uncertainties is used in the PDF fiting procedure:






• mi(p) is the true value of a given observable, that depends on set of parameters p =
(p1, p2, ...);
• μi is the value observed in the experiment;
• σi are the statistical and systematic uncertainties;
• Γiα is the sensitivity of i-th measurement to the correlated systematic source α;
• ri are the normally distributed random variables;
• bα are the nuisance parameters associated with the corresponding experimental system-
atic uncertainty.
The simple parameterization form of χ2 defined in Eq. 3.16 can be also used. This equation
can be rewritten by introducing a Poisson distribution for the statistical uncertainty:
χ2sum(m, b) = ∑
i






where δ2i,stat is the statistical uncertainty.
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The effect of adding new data to the PDF evaluation procedure can be obtained using the
profiling procedure [38]. It is preformed using the following representation of the χ2 function
(with both theoretical and experimental uncertainties included):
χ2(m, bexp, bth) = ∑
i








where bexp and bth are the vectors of correlated experimental and theoretical uncertainties
respectively. The sensitivity of the measurements is split into two experimental and theoretical
components: Γexpα and Γthβ . This χ
2 function is represented as a system of linear equations, that
can be minimized iteratively, allowing the shifted PDF parameters to be determined. Then,
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To probe QCD in its high-energy regime, large machines to accelerate particles have to be
built. In this section an overview of the experimental setup used to collect data for this analysis
will be given. The first section introduces the Large Hadron Collider (LHC). In the second
section, the ATLAS detector will be described. In the last section, the procedure of luminosity
measurement is given
4.1 The LHC accelerator complex
The LHC is currently the largest accelerator in the world. It is built near Geneva, Switzerland
and started its operation with the first collisions in 2009. It is located in a tunnel 27 kilometers
in circumference. It can be operated with proton and lead-ion beams. It was designed to make
precise studies of the Standard Model (SM) predictions and to search for new physics beyond
the SM. The heavy-ion program serves a purpose of studying nuclear matter properties and
quark-gluon plasma [39].
Beams are accelerated in several stages [40], as it is shown in Fig. 4.1. The beam source is
hydrogen gas or lead in the case of the heavy ion runs. An electrical current is used to remove
the electrons from each atom, and then the ion begins its ride through the linear accelerator.
For example, proton beams are accelerated in the linear accelerator LINAC2 up to energies of
50 MeV. Then, they are injected in the PS booster, where they are further accelerated to 1.4 GeV.
The last steps before injecting beams into the LHC are the rings of the Proton Synchrotron (PS)
and Super Proton Synchrotron (SPC) that accelerate protons to 25 GeV and 450 GeV respec-
tively. The bunch structure of the beam is formed in the PS, and has a nominal pattern of 39
groups of 72 bunches with 25–50 ns time spacing. Because of a large number of protons in each
bunch (∼ 1 · 1011), several separate events (called pileup event) in collisions can happen.
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Fig. 4.1: The LHC acceleration complex [45].
In the LHC ring, proton beams are accelerated up to 7 TeV (currently 6.5 TeV achieved). The
beams circulate in opposite directions inside 2 beam pipe. In order to bend the beam trajectory,
the pipes are surrounded by 1232 superconducting dipole magnets. Superconducting cavities
are used to accelerate the protons and maintain the beam at a constant energy during the
operation time.
As with most of circular colliders, the LHC has several experiments installed in the regions,
where beams are intersecting. The main experiments are:
ALICE A Large Ion Collider Experiment [41] - a dedicated detector to study heavy-ion physics,
physics of strongly interacting matter, where a new phase of matter (quark-gluon plasma)
is expected;
ATLAS A Toroidal LHC ApparatuS [42] is a largest particle detector at the LHC. It is a general
purpose detector, that is used to study SM processes and searches for new physics. A
detailed description of this detector is given in Sec. 4.2;
CMS the Compact Muon Solenoid [43] is an another multiple purpose detector at the LHC. It
is built using slightly different technologies compared to ATLAS;
LHCb the Large Hadron Collider beauty [44] specializes in measurement of heavy (charm
and bottom) quark properties, that allow the mechanism of CP violation to be studied.
4.2 The ATLAS experiment
The ATLAS detector is a multipurpose particle detector, designed to perform various types of
analysis. The schematic representation of the ATLAS detector is shown in Fig. 4.2. The physics
goals put a strict set of requirements on the ATLAS detector. Heavy particles, produced in pp
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Fig. 4.2: The ATLAS detector [42].
collisions are expected to decay almost immediately. Thus their properties are measured only
indirectly through their decay products, which should be precisely detected and identified.
Good identification efficiency of photons, electrons and hadrons is achieved thanks to the sys-
tem of calorimeters. Muons penetrate beyond the calorimeter system, so in order to detect
them, muon chambers are built. Neutrinos escape the detector without interaction and there-
fore can be detected only indirectly through the energy imbalance in the detector.
The ATLAS detector can be divided into 3 main subdetectors:
• The Inner Detector (ID), that is used for tracking and precise measurement of charged
particle momentum;
• The Calorimetry system that is used to measure the properties of electrons, photons and
hadrons;
• The muon system, designed to detect muons and measure their momenta.
Due to the symmetric LHC beams, the detector is built symmetrically around the beam pipe.
The magnet system is used for tracking charged particles for measurements of momentum
and charge. The ATLAS detector has 2 sets of superconducting magnets: the solenoid is built
around the Inner Detector and the toroid is used together with the muon spectrometer. The
strength of the magnetic field varies from 0.8 T up to 3.8 T.
4.2.1 Coordinates and kinematic variables
The detector shape motivates the choice of the coordinate system. It is natural to choose the z
axis to be aligned with the beam, with origin at the interaction point, while leaving the x and y
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axis to be perpendicular to it. Because of detector symmetry along the beam z axis, cylindrical
coordinates are often used, with the radial distance r =
√
x2 + y2 and the polar θ and azimuth
φ angles.




E − Pz , (4.1)
where E is the energy of the particle and Pz is the z component of its momentum. In the limit









It is preferred over the polar angle, because the difference in rapidity is Lorentz invariant
under the boost in the beam direction.
The spacial distance between two Lorentz vectors is defined as:
ΔR =
√
(Δη)2 + (Δφ)2. (4.3)
Finally, the transverse momentum is defined as:
PT =
√
P2x + P2y , (4.4)
where Px and Py are the x and y components of a particle momentum respectively. Since the
incoming protons are aligned along the z-axis and have the same energy, the total transverse
momentum of all particles produced in the interaction is expected to be zero.
4.2.2 Inner Detector
The Inner Detector (ID) is the tracking detector system located closest to the interaction point.
It is used for reconstruction of charged particles trajectories. In order to achieve a good position
resolution, it is necessary to use a high granularity detector. The layout of the ID is shown in
Fig. 4.3.
The ID consists of 3 sub-detectors:
• The pixel detector consists of approximately 80.4 million readout channels placed in 3
barrel and 3 disk layers at the end of each barrel region. Each pixel module is made
of silicon as an active material and a layer of front-end electronics. A charged particle,
passing through the module, creates electron-hole pairs, that cause a signal in the read-
out electronics. The pixel detector is placed close to the interaction point, which allows
achieving 10 μm resolution for vertices;
• The silicon strip detector (SCT) consists of 6.3 million readout channels. It gives a sig-
nificant contribution to the measurement of charged particle momentum, because of a
large number of hits the particle produces in this detector. It works in a similar way as
the pixel detector, however with the reduced tracking precision. On average, each track
crosses around 8 strip layers;
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Fig. 4.3: Cut-away view of the ATLAS Inner Detector. Drawing is showing the sensors and
structural elements traversed by two charged with PT of 10GeV [46].
• The transition radiation tracker (TRT) consists of straw tubes and provides the largest
number of hits (∼ 36) per track. Each straw is a polyamide drift tube 4 mm in diameter.
The excellent precision of the coordinate measurements is achieved thanks to the combi-
nation of high precision measurements near the interaction point and plenty of hits at larger
distances.
4.2.3 Calorimeter system
The general structure of the ATLAS calorimeter system is shown in Fig. 4.4. The calorimetric
system consists of a barrel (|η| < 1.7) and two end-cap parts (1.5 < |η| < 3.2). The central part is
used for the high-precision measurements, while the end-cap part with its coarser granularity
is mostly used for the jet reconstruction and the EmissT measurements.
Particles, entering the calorimeter, produce a cascade of secondary particles called a particle
shower. Each shower is registered by a set of small structures within the calorimeter (so-called
cells). The distribution of cells energies differs for different types of particles and can be used
for particle identification.
In order to measure the energy of the particle properly, calorimeters must provide good con-
tainment for showers. Since the depth of the shower, caused by the electromagnetic particle is
significantly smaller than the depth of the hadronic shower, calorimeters are divided into two
types: electromagnetic (EM) and hadronic. EM calorimeters are placed closer to the interaction
point and have a smaller amount of the dead material, compared to the hadronic calorimeters.
In the central region, calorimeters are required to have high granularity for combination
with ID information and a precision measurement of photons and electrons.
Electromagnetic calorimeter
The main purpose of the electromagnetic calorimeter is to measure energies of electrons and
photons. The shower production in the EM calorimeter is mainly determined by electron-
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Fig. 4.4: Cut-away view of the ATLAS calorimeter system [46].
positron pairs production and photons emitted via bremsstrahlung. The EM shower starts
from the initial high-energy electron or photon entering the calorimeter. The EM calorimeter
consists of a barrel part (EMB) and two symmetric end-caps (EMEC), that cover a range of
pseudorapidity of |η| < 1.475 and 1.5 < |η| < 3.2 respectively. The EM calorimeters have
an accordion structure, as shown in Fig. 4.5. This geometry allows for a full coverage in the φ
coordinate. The calorimeters consist of layers of lead/steel, interplaced with liquid argon, that
acts as a sensitive material.
The EMB calorimeter consist of four sampling layers:
• presampler A single layer of LAr without dead material. It allows to correct for the
energy loss in front of the calorimeter. It covers the pseudorapidity range of |η| < 1.8;
• 1st sampling The first layer has a fine segmentation in η with thin η strips with size Δη ×
Δφ = 0.0031 × 0.098. Thanks to the fine granularity this layer provides an information
for γ and π0 separation;
• 2nd sampling The majority of the energy is deposited in the second sampling layer. It
consists of the square cells with size Δη × Δφ = 0.0245 × 0.0245;
• 3rd sampling Only the highest energy electrons are reaching the third layer. The size of
the cells in this layer is Δη × Δφ = 0.0245 × 0.05
All of the sampling layers, except for the presampler are shown in Fig. 4.5.
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Fig. 4.5: The sketch of EMB module at η ≈ 0. The granularity in η and φ of each of the three
layers is also shown [46].
Each wheel of the EMEC calorimeter consists of 2 co-axial wheels: Inner Wheel (IW) and
Outer Wheel (OW). Each endcap wheel is divided into 8 wedge-shaped modules. In the central
region (1.5 < |η| < 2.5), the EMEC calorimeter consists of 3 layers with granularity Δη ×Δφ =
0.025 × 0.025.
Hadronic calorimeter
The mechanism of hadronic shower development differs from the relevant process in an EM
shower. The main physical processes, determining the shower development are hadron pro-
duction, nuclear deexcitation and pion decays. The ATLAS hadronic calorimeter consists of
the central part (tile), the hadronic end-cap calorimeter (HEC) and the forward part of the
hadronic calorimeter (discussed separately).
The tile calorimeter is placed right after the EMEC and covers a pseudorapidity range up to
|η|=1.0 in the barrel region and 0.8 < |η| < 1.7 in the two end-caps. It is a sampling calorimeter
with steel acting as a dead material, and the scintillator tiles for a sensitive material. The signal
readout from the scintillator is performed using wavelength shifting fibers. The readout cells
are built by grouping several fibers into a single photomultiplier.
The HEC calorimeter uses a liquid argon as a sensitive material and shares the same LAr
cryostat with the EMEC. The copper plates are acting as an absorbers. The size of the cell in
HEC is Δη × Δφ = 0.1 × 0.1 for |η| < 2.5 and Δη × Δφ = 0.2 × 0.2 for forward region 2.5 < |η|
< 3.2.
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Fig. 4.6: Electrode structure of FCAL1
with the matrix of copper plates
and copper tubes and rods with
the LAr gap for electrodes [46].
Fig. 4.7: View of the FCAL hadronic module
absorber matrix, including a set of
tungsten rods and copper tubes sur-
rounded by 1 cm long tungsten slugs
[46].
Table 4.1: Table of parameters for the three FCAL modules.
Module Type Absorber Gap width Number Number
(μm) of electrodes of readout channels
FCAL1 electromagnetic copper 250 12 260 1008
FCAL2 hadronic tungsten 375 10 200 500
FCAL2 hadronic tungsten 500 8 224 254
Forward calorimeter
The forward calorimeter (FCAL) shares the same cryostat with the EMEC and covers the pseu-
dorapidity range of 3.1 < |η| < 4.9. It is placed 4.7 m away from the interaction point and ex-
posed to very high particle fluxes. This motivates the choice of detector design, with a small
amount of sensitive material. The FCAL module consists of co-axial copper rods and anode
tubes, separated by wires around each rod. The LAr fills the gap between the rod and the an-
odes. The small size of the gaps produces a faster signal and helps to avoid signal degradation
caused by distortion of the electric field in the gap. The structure of the FCAL calorimeter is
shown in Fig. 4.6.
The FCAL is divided into 3 modules: one electromagnetic (FCAL1) and two hadronic (FCAL2
and FCAL3). Parameters of these modules are summarized in Tab. 4.1. In hadronic modules,
tungsten is used instead of copper, in order to keep the large absorption length. These modules
are similar to the FCAL1, except for the use of tungsten rods instead of copper rods. The space
between the end-plates and tubes in FCAL2 and FCAL3 is filled with tungsten slugs, as shown
in Fig. 4.7. The readout is formed from groups of four, six and nine electrodes for FCAL1,
FCAL2 and FCAL3 respectively. The granularity of the FCAL is about Δη × Δφ ≈ 0.2 × 0.2.
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Fig. 4.8: Cut-away view of the ATLAS muon spectrometer [46].
4.2.4 Muon Spectrometer
The muon trajectories are measured in the ID, however, for a high-PT muon, it could be diffi-
cult to make a precise determination of the charge and the momentum. The Muon Spectrome-
ter (MS) measures more precisely the muon momentum and is also used for muon identifica-
tion. The MS is placed in the outermost part of the ATLAS detector, close to the calorimeters.
The cut-off view of the MS is shown in Fig. 4.8.
The Muon Spectrometer covers the area up to |η| = 2.7 and allows triggering on particles in
the range |η| < 2.4. The precision muon tracking is performed by the Monitored Drift Tubes
(MDT). The MDT consist of 8 layers of drift tubes and have a position resolution of 80 μm per
tube (or 35 μm per chamber). In addition, in the forward region (2.0 < |η| < 2.7), Cathode-Strip
Chambers (CSC) are used. The CSC are multiwire proportional chambers and give a spacial
resolution of 40 μm in the bending plane and 5 mm in the transverse plane.
The trigger system in the Muon Spectrometer consists of fast Resistive Plate Chambers
(RPC) and Thin Gap Chambers (TGC) which are located in the barrel (|η| < 1.05) and end-
cap (1.05 < |η| < 2.4) regions respectively.
4.2.5 Trigger system
The trigger system is used for reducing the information stored while leaving "interesting"
events untouched. The trigger system in ATLAS is divided into 3 steps:
Level-1 The first level trigger has a high operation speed and it uses reduced-granularity
information from Resistive Plate Chambers (RPC) and Thin-Gap Chambers (TGC) and
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calorimeter systems. It searches for leptonic and hadronic signatures (or large total trans-
verse energy) in the detector. This trigger allows the rate to be reduced so that it can be
handled by a readout electronics (∼ 75 kHz);
Level-2 The second-level ATLAS trigger can analyze in more details Regions-of-Interest (RoI’s)
identified by the Level-1 trigger. It uses information on RoI’s, such as energy and a po-
sition of clusters to further reduce the rate of events. The output Level-2 event rate is
below 3.5 kHz;
High-Level Trigger (Event filter) The final level trigger selection is performed on a large
scale computing farm. CPU cores analyze full information from detectors to refine the
trigger selections. The additional information from tracking improves particle identifi-
cation and can distinguish between electrons and photons. About 200 events per second
are left after the HLT selection criteria and are transmitted further to the permanent stor-
age.
4.3 Luminosity measurement
One of the main components characterizing the collider is its instantaneous luminosity L, that
is defined as a proportional factor between the cross section for a given process σ and the
number of interactions per second dRdt :
dR
dt
= L× σ (4.5)






where Np is the number of protons per beam, Nb - number of bunches, frev is the revolution fre-
quency, σx and σy are the horizontal and vertical beam profile widths. The factor F comes from
the beam crossing angle. In 2012, at
√
s =8 TeV, the LHC reached an instantaneous luminosity
of 7.7 × 1033 [cm−2s−1].





where σvis is the visible interaction cross section and μvis is the visible in the detector interaction
rate.
The ATLAS experiment uses several detectors to measure the instantaneous luminosity.
The Beam Condition Monitors (BCM) are used to monitor beam parameters close to the in-
teraction point and allows measurement of bunch intensities. In the forward region, a special
detector for a luminosity measurements is placed: the LUCID (LUminosity measurement us-
ing Cerenkov Integrating Detector). The beam profile and the visible interaction cross section
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Raw detector information can not be used directly in the physics analysis. The reconstruc-
tion allows interpreting the electronic signals as parameters of physics objects. Event recon-
struction is used to identify the particles, estimate their momenta and interaction vertices. In
this chapter, the reconstruction and identification of the physics objects used in the ATLAS
experiment is described.
Since this analysis presents the measurement of W → lν and Z → ll cross sections in both
the electron and muon channels, the reconstruction and identification of electrons (Sec. 5.2)
and muons (Sec. 5.3) are discussed in detail. The missing transverse energy (EmissT ), which
acts as an approximation for neutrino transverse momentum from W decays, is described
in Sec. 5.4. It should be noted, that the standard EmissT reconstruction used in the ATLAS exper-
iment was not applicable in the dataset used in the analysis and a different approach has been
adapted.
5.1 Tracks and vertices
Tracks and vertices are reconstructed using the ID [48]. The reconstruction can be divided into
2 steps. On the first step, the inside-out algorithm is used based on the information from the
pixel detector and SCT. Tracks are reconstructed from a set of three points called the seed and
then the new hit positions are added while moving closer to the interaction point using the
iterative algorithm called the Kalman filter [49].
Ambiguities in the track candidates are resolved in the final step and then the tracks are
extended to the TRT position. In this step, the algorithm searches for track segments recon-
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structed in the TRT and then extends them into the pixel detector and SCT. Tracks recon-
structed in the TRT with no extension are referred to as TRT-standalone tracks.
Interaction vertices are reconstructed using the iterative vertex finding algorithm. The ver-
tex finding starts from the z-position at the beam axis of a random track. The fit,d based on
χ2 minimisation, is performed on the initial track and nearby tracks. Tracks, that are displaced
by more than 7σ from the vertex are used to form a separate vertex. The procedure is repeated
until no new vertices are found. The vertices are required to contain at least two tracks. The
vertex with the highest sum of outgoing track momenta is defined as the primary vertex.
5.2 Electron reconstruction and identification
The reconstructed electrons can be divided into two groups: central and forward. In the case
of the central electrons (|η| < 2.5) there is ID tracking information available, which allows
more precise reconstruction and identification. The forward electrons (2.5 < |η| < 4.9) are re-
constructed using only the calorimeter information and a different electron reconstruction
algorithm is used. In this section, the identification criteria of the central electrons and the
reconstruction for both central and forward electrons, are discussed.
5.2.1 Central electrons reconstruction
Reconstruction of central electrons start from the EM cluster information. EM calorimeter clus-
ters are formed from cells with size Δη × Δφ = 0.25 × 0.25, with a total transverse energy in
all calorimeter layers above 2.5 GeV, using the sliding window algorithm [50]. The position of
the cluster is determined from the barycenter of the cluster.
In the second step, tracks with PT > 0.5 GeV are extrapolated to the middle layer of the EM
calorimeter. A track is considered matched with a cluster if the distance track impact point and
cluster position is within |Δη| < 0.05. In order to take into account the effect of bremsstrahlung
losses, the azimuthal distance between track and cluster position is required to be Δφ < 0.1.
An electron is considered to be reconstructed if at least 1 track is matched to a given EM
cluster. In case there are several tracks passing this requirement, the track with the smallest
distance ΔR =
√
Δη2 + Δφ2 is selected as the match. In case there is no track matched, the EM
cluster is treated as a photon candidate.
After track-matching the cluster size is enlarged. The total reconstructed electron energy is
determined from the corrected cluster energy, energy deposits in the material in front of EM
calorimeter and energy deposits outside of the cluster and calorimeter. The relevant energy
scale determination is described in Sec. 10.2. The direction of the electron is determined from
the corresponding track parameters.
5.2.2 Forward electrons reconstruction
Since there is no tracking information in the forward region (2.5 < |η| < 4.9), the electrons can be
reconstructed using the information from EMEC and FCAL. Forward electron reconstruction
uses the topological clustering algorithm [50] with a variable cell size. In this algorithm, cells
with energy higher than the expected noise are merged together iteratively. The average noise
in the cell is obtained in dedicated (calibration) runs. The cluster building procedure starts
from the cell having a significantly large energy and then expands by neighborhood cells. If
two clusters are sharing one neighboring cell, they are merged into a single cluster.
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The energy of the electron is defined as the sum of the cell energies, taking into account the
energy losses in the passive material in front of the calorimeter. The direction of a forward
electron is defined from the barycentre of the associated cluster.
5.2.3 Electron identification
The application of additional selection criteria to reconstructed electrons allows rejection of
objects, which can be misidentified as electrons, such as jets and photons.
The identification of central electrons is based on sequential selection criteria based on
calorimeter and tracking information. There are three sets of electron identification criteria,
used for physics analyses [51]. They are ordered by the increasing background rejection at the
cost of decreasing identification efficiency:
Loose The loose identification criteria uses the shower shape variables in the first and the sec-
ond layer of EM calorimeter and the fraction of cluster energy, deposited in the hadronic
calorimeter. There are also additional requirements on electron track and track-cluster
matching;
Medium The medium selection is based on loose identification incorporating additional in-
formation from the 3-rd layer of EM calorimeter, transverse impact parameter of the
electron candidate and TRT information. Additionally, a hit in the innermost layer of the
pixel detector is required to discriminate against the photon conversions.
Tight In addition to medium criteria, this selection puts stricter requirements on electron track
quality, on the ratio of EM cluster energy to electron track momentum, and on the recon-
structed photon conversion vertices associated with the cluster.
It should be noted that none of the electron identification criteria requires the presence of
additional tracks near the identified electrons. The definition of these requirements (called
isolation requirements) is specific to a given analysis.
5.3 Muon reconstruction and identification
To reconstruct muons in ATLAS the information from ID and MS is used. Energy measure-
ments in the calorimeter can also be used for muon identification. The muons, based on the
information, available for reconstruction, can be divided into different types:
Combined (CB) Muons with a track both in the ID and MS, that could be matched to each
other.
Segment-tagged (ST) Muons with a track in the ID and at least one local track segment in
the MDT or CSC chambers.
Stand-Alone (SA) These are the muons that are crossing at least 2 layers of MS chambers but
have no reconstructed track in the ID. The parameters of the track are determined using
the extrapolation to the primary vertex, taking into account the estimated energy loss in
the detector in front of the MS.
Calorimeter-tagged (CaloTag) Muons, that have a track in the calorimeter, that can be asso-
ciated with the minimum ionizing particle.
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The ID track, used in the muon reconstruction, should satisfy additional requirements:
• at least 1 pixel hit;
• at least 2 SCT hits;
• at most 2 active pixel or SCT hits, that are traversed by the track, but have no hit;
• in the region of full TRT acceptance (0.1 < |η| < 1.9) at least 9 TRT hits.
The muons are reconstructed in MS in two steps: first, the local segments within one layer
are combined and then the segments are combined in a full track. The reconstruction of the
MS and combined ID-MS track can be done using one of the two independent reconstruction
procedures, called Staco and Muid [52].
The Muid algorithm performs full track refit using the parameters from the ID and MS [53].
For the Staco algorithm, the reconstruction of the track in the MS starts from the segment from
the outer station. The segments from the middle and inner layers are iteratively added until
the full track is obtained. The matching between the ID and MS sub-detectors is performed via
the statistical combination of the parameters in ID and MS using the corresponding covariance
matrices [54].
5.4 Missing transverse energy reconstruction
The large angle coverage of the ATLAS detector allows calculation of the total energy imbal-
ance inside the calorimeter. In this section, two methods of EmissT reconstruction and the reasons
for use of non-standard method are discussed.
5.4.1 Standard reconstruction
Standard reconstruction of EmissT in the ATLAS experiment [55] uses contributions from the
transverse energy deposits in the calorimeter (Emiss,calox(y) ), measured muons (E
miss,muon
x(y) ) and cor-






















where each term is calculated from the negative sum of calibrated cell energies inside the
corresponding objects. Each jet with energy PT>20 GeV is corrected for pile-up and a jet energy
scale is applied. The soft Emiss,So f tTermx(y) term is calculated from clusters and tracks, that are not
associated with physics objects. The muon Emiss,calo,μx(y) term is the contribution to calorimeter part
of EmissT from the muons energy loss in the calorimeter. Since pile-up has a significant effect on
EmissT , several methods of pile-up suppression are used [56].
The Emiss,cryox(y) term accounts for the energy lost in the cryostat between the LAr barrel elec-
tromagnetic calorimeter and the TileCal barrel hadronic calorimeter, which at the thickness
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-12.76 TeV, 4.0 pb
νμ→W
b)
Fig. 5.1: Missing transverse energy distribution for a) the W → eν selection and b) the W → μν
selection (described in Chap. 9). EmissT is calculated using the standard ATLAS algo-
rithm. The expected contributions from all backgrounds are estimated with Monte
Carlo simulations, except for multijet background that is not included. All Monte
Carlo corrections from Chap. 10 are applied. There are visible discrepancies between
data and MC, that cannot be explained by the contribution of the multijet background,
which is expected to contribute mostly in the low EmissT region (see Sec. 12.1).
of about half an interaction length can lead to significant energy losses in the shower. The
Emiss,muonx(y) term in case of isolated muons is combined from the inner detector and MS and the
Emiss,calo,μ is not added into the calorimetric term. For nonisolated muons measurement from
MS is used and the parametrised energy loss in the calorimeter is subtracted. Outside the
fiducial volume of ID the MS measurement is used alone.
The data used in the analysis are characterized by low pile-up (Chap. 8), so the usage of
a standard ATLAS procedure (optimized for high pile-up 8 TeV runs) is not optimal. It was
observed, that there are big discrepancies between the EmissT distributions for data and MC
simulation, as shown in Fig. 5.1, where the missing transverse energy distribution for data is
compared to signal and background MC predictions.
The differences are visible in both the electron and muon channels and cannot be explained
by the contribution from the missing multijet background, which is expected mainly in the
low EmissT region (see Sec. 12.1 for more details).
5.4.2 Hadronic recoil
An alternative method to calculate EmissT was developed in [57]. This procedure is based on a






T = ∑ PISRquarks,gluonT = HR, (5.3)
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Fig. 5.2: Definition of different zones in the calculation of the cluster-based hadronic recoil.
Zone B is excluded from hadronic recoil calculation because it contains decay lepton.
To describe properly the overall activity it is replaced by the zone C, rotated in the
direction of B. Zone A corresponds to the rest of the calorimeter [58].
where ∑ PISRquarks,gluonT is the transverse momentum of partons from the initial state radiation,
also called hadronic recoil (HR) and PlT, PνT are the transverse momenta of leptons and neutri-
nos respectively. Therefore, EmissT can be determined using the relation:
EmissT = −PνT = − HR + PlT. (5.4)
This procedure assumes, that recoil arises from one single leading jet, and the rest is coming







while a scalar sum of cluster energies in the transverse plane corresponds to the hadronic






To avoid double counting due to lepton energy loses in the calorimeter, the clusters energy
inside a cone with a radius of dR = 0.2 around the lepton direction are excluded from the
calculation. To compensate for the subtracted soft activity from a cone, a replacement cone is
added (Fig. 5.2). This cone is defined as a cone at the same pseudorapidity but at a different φ
and away from any other lepton and hadronic recoil direction. The cone is then rotated to the
original lepton direction.
Fig. 5.3 shows the control plots for the distributions of missing transverse energy calculated
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-12.76 TeV, 4.0 fb
νμ→W
b)
Fig. 5.3: Missing transverse energy distribution for a) the W → eν selection and b) the W → μν
selection (described in Chap. 9). EmissT calculated using the hadronic recoil algorithm.
The expected contributions from all backgrounds are estimated with Monte Carlo
simulations, except for multijet background that is not included. All Monte Carlo cor-
rections from Chap. 10 are applied.
using the hadronic recoil procedure. In both the electron and muon channels the agreement
between data and MC simulation is much better than in the case of the standard procedure
(Fig. 5.1). Therefore it is decided to use hadronic recoil EmissT reconstruction method for the data
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The Monte Carlo (MC) method was invented by scientists working on the atomic bomb in
the 1940s. Its core idea is to use random samples of parameters or inputs to explore the behav-
ior of a complex system or process. Nowadays, MC simulation is the essential part of research
in both theoretical and experimental particle physics. This chapter gives an overview of the
ATLAS experiment simulation scheme, the simulation methods and the simulation software.
Moreover, techniques for fast simulation are discussed.
6.1 Monte Carlo production in ATLAS
Monte Carlo method allows different types of analyses to be performed , such as generation
of predictions for comparisons with data, to study the detector or the selection algorithms
performance. The ATLAS simulation software is integrated into the Athena framework used
at the ATLAS experiment [59]. The simulation chain is can be divided into four main steps
(Fig. 6.1):
Event generation Simulation of hard interaction, parton evolution and hadronization. This
step is independent of the ATLAS detector geometry;
Fig. 6.1: Diagram of the ATLAS MC simulation chain.
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Fig. 6.2: Schematic view of top quark pair production associated with a Higgs boson event
produced in a pp collision: the hard scattering is shown as a red blob with the solid
and dashed lines as the resulting three particles. Multi-particle interactions are indi-
cated by the violet blob. Parton showers are shown with curly lines. Hadronization is
shown in light green, while the final state particles as dark green [60].
Detector simulation Simulation of energy deposits ("hits") which are produced by final state
particles;
Digitalization Simulation of detector electronics response. This procedure can be divided into
two steps: first the inputs to the read out drivers (ROD’s) are simulated, in the second
step the ROD functionality is emulated. Detector noise effects are also simulated in the
second step;
Reconstruction Production of the Analysis Object Data (AOD) files, which contain the in-
formation needed for physics analysis. This stage is identical for both data and MC and
discussed in details in Chap. 5.
Additionally, the pile-up effects are added to MC by overlaying the simulation of the hard in-
teraction with the simulation of additional soft inelastic interactions. In the following sections,
event generation and simulation will be described in more detail.
6.2 Event generation
The main goal of the event generator is to provide a complete picture of the final state: de-
scription of the particle types and momenta on an event-by-event basis. According to the fac-
torization theorem [61], the event generation can be divided into four independent stages:
Modeling of hard subprocess The process of interest is simulated from its production chan-
nels using the corresponding matrix elements (ME) at a fixed order of the strong cou-
pling constant. The momenta of the incoming protons in the matrix elements are ran-
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domly chosen based on the parton distribution functions (PDF). Most of the generators
make simulation at leading (LO) order or next to leading order (NLO) in αs;
Parton showering Quarks and gluons from hard processes can radiate secondary partons,
resulting in the production of additional hadrons in the event. This process is calculated
as a step-by-step evolution of momentum transfer scales from highest (hard subprocess),
to the lowest (around 1 GeV), where the perturbative calculations are not valid. There is
a possible double counting between showering and hard process simulation which can
be avoided by using different matching approaches.
Hadronization Final-state hadrons, which can be detected in an experiment, are formed dur-
ing hadronization step. This process occurs at large scales, where perturbative calcu-
lations are not applicable and usually implemented using different phenomenological
models [62];
underlying event In parallel to the main process, collisions of other partons can also occur.
This effect is called underlying event.
The scheme of simulation of a top quark pair production associated with a Higgs boson event
is shown in Fig. 6.2:
The current analysis uses samples generated with the following generators:
Powheg [63] is a Monte Carlo generator, which calculates the QCD process at the NLO level
[64]. It can be interfaced to other generators (such as Pythia or Herwig) to get showering;
Pythia [65] is a general purpose generator for simulating hadron-hadron, hadron-lepton and
lepton-lepton collisions. It can model initial and final state showers, hadronization, hadron
decays and underlying event. Pythia contains around 240 QCD processes at LO. It uses
the Lund String model [66] to simulate hadronization;
Herwig [67] is an LO general purpose event generator for simulation of lepton-lepton, hadron-
lepton and hadron-hadron collisions. The main difference between Pythia and Herwig is
that Herwig uses angular ordering in the parton showers [68] and models the hadroniza-
tion using the cluster fragmentation [69];
Sherpa [70] is an event generator, that uses LO QCD predictions for a hard scattering and
features its own implementation of parton shower and hadronization models;
Photos [71] is a program used to generate QED radiative corrections, that is additionally
linked to multipurpose generators;
Tauola [72] is a generator, used to describe leptonic and semi-leptonic τ-decays, that is addi-
tionally linked to multipurpose generators.
6.3 Detector simulation
After the event generation step, a dedicated simulation software is used to provide detector
response for final state particles. The main method used by ATLAS experiment, referred to as
a Full Simulation, uses of the Geant4 [73] libraries. Geant4 is a C++ based toolkit for the simu-
lation of the passage of particles through the matter. It is used in a wide range of experiments
in the high energy and nuclear physics.
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Geant4 can simulate complex detector structures with sensitive detector material and cor-
responding infrastructure. It can also calculate basic properties of composite materials, like
radiation and interaction length. Geant4 stores "hits" information - snapshots of physical in-
teractions. In Geant4, events and particles are simulated separately and each particle is moved
in steps. The size of each step is chosen to preserve both CPU performance and required pre-
cision.
Interactions of particles with the detector are treated as a set of discrete processes. The
Geant4 package provides different models for hadronic and electromagnetic interaction pro-
cesses. It allows a set of the models (called physics list) depending on particular requirements
to be chosen. There are several reference physics lists that are validated for each new release
of Geant4 software. The ATLAS experiment uses one of these lists.
The simulation of detector response is the most CPU-time consuming part of the ATLAS
simulation chain. Most of the CERN computing resources are used by a mass MC production,
required for each data taking period. Uncertainties of some of the Run-I analyses are domi-
nated by available MC statistics. It is possible to improve the CPU usage by tuning physics list
or replacing complex magnetic field maps by a parameterization. Additionally, there are long-
term developments for multi-threading and vectorization of the code. The fast and accurate
simulation approach is essential. During the simulation the largest time is spent on simula-
tion of calorimeters. This is motivation for the development of fast calorimetry simulation
techniques.
There are two main methods currently used by ATLAS to reduce the time needed for the
simulation of the calorimeter response [74]:
• Parameterization of the calorimeter cells response. The spacial energy response is simu-
lated using longitudinal and lateral energy profiles;
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Fast simulation techniques are an essential part of the Monte Carlo production in the AT-
LAS experiment. The typical time needed for simulating a top pair production event is around
one minute. Most of this time is spent on the simulation of particle interaction in the calorime-
ters. This motivates the development of fast simulation techniques, allowing to describe calorime-
ter response.
In this chapter, a Frozen Showers method for the forward calorimeter simulation is de-
scribed. The first section gives a small introduction to the method. In the second section prop-
erties of the electron shower in the FCAL are presented. In Sec. 7.3 the usage of this method
is explained. Sec. 7.4 introduces a new procedure for finding initial parameters. Finally, in the
last section, the validation of Frozen Showers accuracy is presented.
7.1 Introduction
Frozen Showers is currently the main fast calorimeter simulation algorithm used in the AT-
LAS experiment [75]. It is based on pre-simulated showers, used later in the simulation. This
method allows reducing the time spent on a simulation of low energy sub showers of the main
shower. It gives in comparison to the full simulation a 25% speedup. The method requires pre-
generated libraries of showers for each detector and particle used.
For each pre-generated shower, its lateral and transverse size and a list of all energy depo-
sitions inside the sensitive material (hits) with information about their energy, position and
time are stored. If the energy of a secondary electron in the simulation falls below the cut-off
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Fig. 7.1: Shower substitution of the low-energy electron, during the high energy electron sim-
ulation. Some of the showers from particles, substituted by Frozen Showers method
marked by brown squares.
Table 7.1: Main parameters used for the frozen shower libraries. The FCAL1 and FCAL2 are
the first two froward calorimeters (see Sec. 4.2.3) and Eγ, Ee, Tn are the maximum
energies of photons, electrons and neutrons used in the method.
The general Frozen Showers parameters
Detectors used FCAL1, FCAL2
Type of the particle photons, electrons, neutrons
Energy cut-off Eγ < 10 MeV, Ee < 1000 MeV, En < 100 MeV
energy, it is replaced by a shower from a library, as presented in Fig. 7.1. The parameters used
in the Frozen Showers method are summarized in Tab. 7.1.
7.2 Properties of electron showers in FCAL
The fast simulation of the ATLAS forward calorimeters is a complicated task, due to the com-
plex structure. As it is mentioned in Sec. 4.2.3 FCAL consists of hexagonal absorber cells with
the anode tube and cathode rod in the cell center and the liquid argon in the gap between
the rod and tube. An efficient fast simulation technique should take into account this signif-
icant amount of non-uniformly distributed sensitive material to simulate electron resolution
correctly.
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a) b)
Fig. 7.2: a) Electron shower energy response in the transverse FCAL plane. Light circles cor-
respond to showers, developing inside the LAr gaps with on average higher energy
response, while dark parts correspond to dead material with a smaller sum of the
"hits" energy. b) Distance to the closest rod center scheme. The rod centers and liquid
argon gaps are shown by black dots and red circles respectively.
a) b)
Fig. 7.3: Distribution of the a) electron energies and b) a mean number of hits in the shower vs
electron energy for electrons used in the generation of 1 TeV electron.
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where ⊕ indicates the quadratic sum. The first term is the ’stochastic term’, which includes in-
trinsic shower fluctuations, the second one takes into account readout noise effects and pile-up
fluctuations. The const term is connected to non-uniformities in the detector, causing signifi-
cant fluctuations of the energy loss. The constant term dominates the typical energy resolution
for high energy electrons.
Fluctuations due to the detector design can be observed in the simulation of low-energy
electrons. The shower energy (Eshower) distribution in the transverse FCAL plane is shown in
Fig. 7.2 (a). The shower energy is defined as:
Eshower = ∑ Ehitsi , (7.2)
where Ehitsi is the energy of the i-th hit in the shower inside the sensitive detector material.
The periodic structure resembles the calorimeter design, where the light circles correspond to
gaps in the liquid argon sensitive material. The distance to the closest rod center for the initial
electron is calculated as (Fig. 7.2):
drod = min(d(1, e), d(2, e), d(3, e)), (7.3)
where 1,2,3 are the positions of the rod centers and e is the position of the initial electron.
Most of the electrons, substituted by the Frozen Showers algorithm have a low energy
(Fig. 7.3 a). The mean number of deposits in the sensitive material for the shower from the
Frozen Showers algorithm is around 5 and this value rises with the electron energy (Fig. 7.3
b). Fig. 7.4 presents the distribution of the distance to the closest rod center and shower en-
ergies for Frozen Showers used in the simulation of 1 TeV electrons. There is a visible peak
of shower energy for the region around liquid argon gap, marked by the red lines. A similar
structure is also visible in a number of depositions in the sensitive material (Fig. 7.5 a) and the
standard deviation of the hits energies in the shower (Fig. 7.5 b) distributions. The magnitude
of the peak depending on the electron energy and is higher for the low energies (Fig. 7.6 a)
and less significant for higher energies (Fig. 7.6 b). The proper simulation method should be
able to reproduce these distributions in the simulation.
It should be noted, that this method is not used in the full electron energy range. For the high
energy electrons, this method gives no significant speedup compared to the full simulation.
The usage of the Frozen Showers in the low electron energy region can be suboptimal, due to
limited energy depositions in the sensitive material. Most of the electrons with energy below
3 MeV have no hits in the sensitive material (Fig. 7.7 a) and only 0.5% produce more than
one hit (Fig. 7.7 b). The studies of the Frozen Showers algorithm performance have shown,
that introduction of the 3 MeV lower threshold for the algorithm allows to reduce time spent
on the simulation of the high-energy electrons. The electrons with energy below 3 MeV are
substituted with single hit in the detector.
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Fig. 7.4: Distribution of distance to the closest rod center vs shower energy for electron show-
ers created by electrons used in the generation of 1 TeV electron in the distance to the
closest rod center vs shower energy plane. Red lines note the position of the liquid
argon gap.
a) b)
Fig. 7.5: Distribution of distance to the closest rod center vs a) number of hits in a shower
plane and b) standard deviation of hits energy in a shower from electrons used in the




Fig. 7.6: Distribution of distance to the closest rod center vs shower energy for electron show-
ers created by electrons with energy a) less than 100 MeV and b) higher than 300 GeV
coming from the initial electron with energy 1 TeV. Red lines note the position of the
liquid argon gap.
a) b)
Fig. 7.7: The fraction of showers with a) at least 1 b) at least two depositions inside the sensitive
material as a function of the initial electron energy. The red line denotes the 3 MeV
lower limit applied in the Frozen Showers method.
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7.3 Generation and use in simulation
The Frozen Showers method consists of two stages: generation of libraries and the use in sim-
ulation. The generation process is repeated after each significant change in the simulation (e.g.
detector or physics process description). Pre-simulated showers are parameterized in bins of
pseudorapidity and distance to the closest rod center, while the energy of the initial electrons
remains unbinned. The distance bin, which position corresponds to the position of the liquid
argon gap is called liquid argon bin. This bin is introduced to simulate the peak in the distribu-
tions described in Sec. 7.2.
In simulation, particles originating from SM processes are used. The hit information is com-
pressed in two steps:
Hit merging If the distance between two hits is smaller than a given parameter Rmin, then the
hits are merged into one deposit at the energy barycenter of the hits;
Truncation The hits with the energy below the cutoff energy are truncated. The energy of the
remaining hits is rescaled to preserve the total deposited energy.
If during the simulation, the energy of a particle falls below a cut-off energy, the Frozen
Showers algorithm examines the resulting shower. It checks that the shower energy is by 90%
contained inside the calorimeter. This check depends on position and energy of the initial
particle (since the shower size grows with the particle energy). Later, the algorithm matches
the particle with a given entry in the Frozen Showers library. To correct for the differences in
the energy between the initial particle and a matched library entry, each hit in the shower is
scaled as:




where Ehit is the energy of the hit, Epart is the energy of the particle and Epart,lib is the energy of
the particle stored in the library. In the final step, the particle is substituted with the shower
and the rescaled shower hits are used in the reconstruction procedure.
7.3.1 Tuning procedure
The fast simulation method is required to be consistent with full simulation. In case of Frozen
Showers in FCAL, there are problems with modeling the energy resolution, since the reso-
lution of the reconstructed electrons coming from Frozen Showers simulation is found to be
around two times smaller (Fig. 7.9), than in the full simulation. Using the Eq. 7.1, this behavior
can be interpreted due to a too small size of fluctuations introduced in fast simulation and as
a consequence a lack of the high-energy sub-showers. This problem can be solved by tuning
the parameters of the library to match the full simulation.
The tuning procedure consists of two steps:
Bin width change At this stage the width of the liquid argon bin is enlarged. This procedure
causes a higher number of showers with large energy response in simulation (and there-
fore higher fluctuations). This procedure causes an increase in the simulated energy scale
and the resolution;




Fig. 7.8: The position of liquid argon gap bins for different η bins after the tuning procedure.
Dots correspond to the each η and the distance to the closest rod center bin positions.
The red lines are denoting the original position of the distance to the closest rod center
bins and correspond to the position of the liquid argon gap in the calorimeter.
This procedure is repeated iteratively in each pseudorapidity bin separately until the desired
agreement between the full and the fast simulation results is obtained. The resulting liquid
argon bin positions for different pseudorapidity bins are shown in Fig. 7.8. This method yields
a relatively good agreement with full simulation (black dots in Fig. 7.9). However, this method
- as requiring a lot of human effort - has to be optimised before being used for the MC simula-
tion.
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Fig. 7.9: Simulated electron resolutions for full simulation (black dots), tuned (white circles)
and untuned (star points) Frozen Showers.
7.4 Machine learning based bin finding procedure
Since the Frozen Showers method is used in the ATLAS simulation, there was a need for a
more automatic procedure of library contents generation with proper electron resolution. One
of such automatizations is a procedure allowing to choose different positions of liquid argon
bins using machine learning tools. In this section, a newly developed automatic bin finding
procedure is explained.
7.4.1 Machine learning introduction
Machine learning is a set of algorithms for finding patterns in the data without being explicitly
programmed. There are two main types of machine learning algorithms: supervised, where an
example of the desired output is provided by the "supervisor" and unsupervised , where no
labels are given to the algorithm [77]. The initial parameters of interest, which the algorithm
uses in the learning process, are called features.
Machine learning algorithms can be used for solving a classification problem, where each
event should be identified to one of the specified classes. In this analysis, decision trees and
support vector machines from [78] are used.
Binary decision trees
Binary decision trees [79] (also called single decision trees) are one of the most commonly used
machine learning algorithms for classification problems in particle physics. These algorithms
can be represented as a set of sequential selections on input variables. The advantage of these
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algorithms is simplicity of visualization and interpretation. An example scheme of this algo-
rithm is shown in Fig. 7.10 a). Red circles indicate the nodes of the tree. Each node corresponds
to one of the internal input variables and connects to two branches, which are split by the deci-
sion on the value of selected variable. The first node is called a root node. The depth of the tree
is defined as the number of branches starting from the root node. A tree ends with squares,
called leaf nodes, where all events are classified into a particular class. The tree, where each
node has at most two branches is called binary decision tree.
A binary tree is build using the variable called Shannon entropy [80], which is defined sim-






Here pi is the probability to find an event of class i. The information gain is defined as:





where S0 is the initial entropy (without new node), Si is the entropy of the one of the i-th branch
of the node. From all the possible variants of splits, the one with the highest information gain
is taken.
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a) b)
Fig. 7.10: Schematic representation of machine learning algorithms, used in this analysis for
the classification of showers. Green and violet figures represent the two classes of
events. a) Representation of a binary decision tree structure: red circles correspond
to nodes. Each node has two branches that are split by the decision on the value of
selected variable. Squares represent "leafs", where events are classified into a partic-
ular class. b) Representation of the SVM algorithm. The solid line shows the dividing
hyperplane. The dashed lines represent the maximum margin boundaries.
Support vector machines
Support vector machines (SVM) [81] is a machine learning algorithm which can be used for clas-
sification problems. In this algorithm, each event is represented in a p-dimensional parame-
ter space. The classification is performed by finding a hyperplane that separates two given
classes with the largest separation (Fig. 7.10 b). The hyperplane can be described using the set
of points x in the parameter space satisfying the relation:
w ·x − b = 0, (7.7)
where w is a vector normal to the hyperplane and the parameter b‖w‖ determines the offset of
the hyperplane from the origin along the normal vector w.
The maximum margin boundaries between two classes are described by equations:
w ·x − b = 1, (7.8)
w ·x − b = −1, (7.9)
where 2‖w‖ is the distance between these 2 hyperplanes. The planes with the maximum margin
between them correspond to the minimum ‖w‖.
In order to prevent each point from falling into the margin, the following constrain should
be satisfied:
w ·x − b  1( where yi = 1), (7.10)
w ·x − b  −1( where yi = −1), (7.11)
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Fig. 7.11: Schematic representation of the model of shower creation in the FCAL. Electron 1
is created in a liquid argon gap. Electron 2 is created near a liquid argon gap and
crosses the gap. This causes a smearing of shower distribution. Electrons created in
the sensitive material tend to create more energetic showers than electrons produced
in the dead material.
where yi represents the class of the i-th event, classified as 1 or -1. These equations can be
rewritten as:
yi(w ·x − b)  1. (7.12)
It is also possible to construct a non-linear classifier by replacing the dot-product with a
different kernel function. In this analysis, different kernel functions have been tested and the
best performance was obtained using the radial basis function (RBF) kernel, defined as:
Krb f (xi,xj) = e−γ|xi−xj |
2
γ > 0, (7.13)
where the parameter γ adjusts the width of the kernel.
7.4.2 Electron shower categorization
The FCAL modules consist of different types of material and therefore showers produced
inside the dead material are usually having lower energies than those created in sensitive
material. However, the validation (summarized in Fig. 7.9) can be interpreted as an implication
of high-energy showers production outside the liquid argon gap. This can be explained by the
fact that electrons, created in a dead material, can cross a liquid argon gap (and give a hit) as
shown in Fig. 7.11. These electrons would be indistinguishable from electrons created directly
in the sensitive material (electron 1 in Fig. 7.11). Due to this similarity, electrons created outside
the sensitive material can be combined in one class of the sensitive material showers. Showers
that did not cross a liquid argon gap, are called dead material showers. The real gap position in
this model is substituted by the effective liquid argon gap, which has a larger width.
The width of the effective liquid argon gap depends on the following parameters:
Electron energy From the data (Fig. 7.6) it is expected to have wider gap for the higher elec-
tron energies
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Fig. 7.12: Distribution of sub-shower energy vs direction of a shower (η) for showers used in
the production of 1 TeV electrons.
Direction of the electron Electrons aligned collinearly with the liquid argon gap will have a
smaller probability to cross it. This probability will grow with the angle (with reaching
its maximum at 90◦).
The procedure of finding the effective liquid argon gap is divided into two steps: in the first
step the showers are classified using the simulated parameters of the showers, in the second
step the dividing hyperplane in drod and E phase-space is produced. The training sample and
classifiers used in these two steps are discussed in the following subsections.
Training sample
The parameters of electrons, substituted by the frozen showers, have a complicated structure
and depend on the physics processes. Machine learning algorithms can identify these depen-
dencies instead of identifying the true width of the effective liquid argon gap, so the simpli-
fied training sample is used. The training sample was produced by simulation of electrons
produced in the FCAL.
Fig. 7.12 shows the distribution of the shower direction (ηdirection) vs electron energy for elec-
trons used in the simulation of 1 TeV electron. Most of the showers are produced in the η
range between 3.0 and 5.0, which corresponds to the coordinates of the FCAL. The direction
of the shower is highly correlated with the position of the electron. Therefore, electrons were
generated uniformly in η between 3.0 and 5.0. In order to treat equally high and low energy
electron initial showers, a uniform distribution of the electron energies is used.
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Fig. 7.13: Schematic representation of the preselected data for the first classifier in the x-y (left)
and distance (right) plane. Electrons, created near the rod center and on the borders
of the module have low probability to cross the sensitive material, while those cre-
ated inside the liquid argon gap are considered as sensitive material showers.
First classifier
The first classifier aims to categorize all showers using the simulated parameters. A supervised
learning algorithm is used on artificially reduced pre-labeled training sample. The results ob-
tained can be expanded to the full sample afterwards.
The pre-labeling procedure uses the definitions of sensitive and dead material showers
(Fig. 7.13). Showers, produced in the liquid argon gap are labeled as sensitive material show-
ers. Showers, produced near the rod center and on the edges of the cell are labeled as dead
material showers due to the small probability of the initial electrons to cross the liquid argon
gap. For this classifier, simple decision trees have been chosen since it has shown an excellent
classification efficiency on the reduced training sample. Different input parameters have been
tested using variance. The best differentiating parameters are:
• Total shower energy, defined as the sum of all sensitive material hits energies in the
shower;
• Maximum hit fraction, calculated as the energy of the most energetic hit divided by the
total shower energy;
• RMS of the hits, calculated as the standard deviation of the hits energies in the shower.
The classification efficiency of the obtained binary search tree for the reduced sample is 97%.
The results expanded to the full phase space are shown in Fig. 7.14 a).
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a) b)
Fig. 7.14: Results of machine learning algorithm classification for a) first classifier and b) sec-
ond classifier. Cyan dots correspond to sensitive material showers, red to dead ma-
terial showers. The black lines in Fig. b correspond to the resulting bin positions.
Second classifier
The second classifier uses predictions of the first classifier as an input. The algorithm recon-
structs a hyperplane between two types of the shower using SVM. As an input it uses the truth
parameters of the electron, e.g. energy of the initial electron and its distance to the closest rod
center and RBF as a kernel function. A classification is performed separately in each η bin used
in the library.
An example of the classifier output is shown in Fig. 7.14 b). The obtained gap positions are
wider than the original ones, as expected from the model. The difference between obtained
effective liquid gap widths for different η bin used in the library is considered to be small. The
mean effective liquid argon gap width is used as an input for the bin finding procedure.
Interpretation of results
The resulting hyperplane from the second classifier can be translated to the bin positions in
different ways. Therefore several interpretations of the bin positions have been tested. The dif-
ferent interpretations are compared using the toy MC method. The initial electron parameters
generated using random generator and distributions of pseudorapidity ηposition, the electron
energy and distance to the closest rod center from the full simulation. This simulation allows
comparing the shower energies and shower energies divided by the energy of the initial elec-
tron (SumE/E) distributions with the distributions coming from the full simulation, which is
considered as a reference.
The best bin position is shown in Fig. 7.14 b) with black lines. The central bin, according to
the classifier, contains only sensitive material showers events. Bins 2 and 4 include events from
both classes. All events in bins 1 and 5 are treated as events with sensitive material showers.
The effective liquid argon bin width (bin 3) is wider than a liquid argon gap width in the
FCAL.
The comparison of the total shower energy divided by the initial electron energy distribu-




Fig. 7.15: Comparison of the distributions of shower energy divided by the energy of the initial
electron between full simulation and toy MC for a) old "tuned" libraries with 1 liquid
argon gap bin and b) new libraries using 3 liquid argon gap bins. There are still
remaining differences between full simulation and toy MC, but the new machine
learning binning gives a better agreement with full simulation.
libraries with the new binning (Fig. 7.15 b) has shown, that we can expect a better performance
of the reconstructed values for the new binning.
7.4.3 Validation of reconstructed electron energy
A validation is performed using single electrons of the following energies: 100 GeV, 200 GeV,
500 GeV and 1000 GeV and within the η directions that correspond to the 12 η bins of the
library. The electron energy resolution is calculated as RMS of all reconstructed energies for
each energy and η bin position. The validation plots are shown in Fig. 7.16- 7.17. The results
obtained using the binning found by the machine learning procedure are compared to the full
simulation results and to the results coming from the libraries using the old binning. The new
method improves for many bins the agreement between full simulation and the Frozen Show-
ers results. However there are some η bins, where the new algorithm performs significantly
worse, than an old one (η = 3.5 and η = 4.3). The methods of the algorithm performance
improvement are discussed in Sec. 7.4.4.
7.4.4 Outlook
The validation of the electron energy resolution simulation have shown a good agreement
between the full and fast simulation results for most of the η-bins, however, this method still
can be improved. The following ways of improvement have been investigated and planned to
be implemented in the nearest future:
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Fig. 7.16: The energy resolution of reconstructed electrons for full simulation, new libraries
with machine learning binning and old libraries for different η ranges (η = 3.0, 3.35,
3.42, 3.5, 3.65, 3.8).
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Fig. 7.17: The energy resolution of reconstructed electrons for full simulation, new libraries
with machine learning binning and old libraries for different η ranges (η = 3.95, 4.1,
4.2, 4.3, 4.45, 4.6).
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• η-dependent bin size. Currently, all of bins have the same width of the liquid argon bin.
The procedure should be modified so that the effective width of the liquid argon gap is
calculated separately for each η-bin;
• Improvement of the training sample. Too simplified training sample could also cause the
problem of not perfectly described electron resolution. It is planned to repeat the training
procedure using samples with distributions, closer to the nominal ones;
• Addition of a new variable, used in the library (e.g. direction of the shower). Since there
is a complex dependency between the position of the electron and its direction (espe-
cially in the small energy region), an additional binning could solve the problems with
the electron energy resolution modeling.
7.5 Validation
The fast simulation method should be in a good agreement with a full simulation results for
all reconstructed objects. The Frozen Showers method is validated using the following physics
objects:
• Z bosons decaying to one central and one forward electron (Fig. 7.19 a). The mass resolu-
tion of Z-boson is dominated by the resolution of the central electron. Therefore it is most
sensitive to the mean energy of the forward electron. There is a visible shift observed in
the mass distribution between the full and fast simulations (Fig. 7.18), however, is within
the tolerable region;
• Jets from two jet events. This validation shows a good agreement with full simulation.
The distribution of the jet response (Fig. 7.19 b) shows that the Frozen Showers method
does not change the jet energy scale;
• Inclusive forward electron production. The forward electron validation, that usage of
the Frozen Showers is not changing the η and ET distributions of the forward electrons.
Studies of the forward electrons resolution have been performed separately and are dis-
cussed in the previous section.
The total agreement between the full and the fast simulation results for different observables





Fig. 7.18: Results of validation of the Frozen Showers library on forward electrons. Compar-
ison between full simulation and fast simulation using Frozen Showers in forward
electron events a) electron pseudorapidity and b) electron transverse energy. Modi-
fied from [82].
a) b)
Fig. 7.19: Results of validation of the Frozen Showers library on Z → ee and jets sample. Com-
parison between full simulation and fast simulation using Frozen Showers for and
a) mass of the dilepton pair in Z → ee candidate events (modified from [83]) b) jets
response vs pseudorapidity distribution (modified from [84]).
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8.1 Collision data
The data used in this analysis was collected in proton–proton (pp) collision runs at a center-
of-mass energy 2.76 TeV at the LHC operation using the ATLAS detector. The mean number
of interactions per bunch crossing for this runs is shown in Fig. 8.1.
During these runs ATLAS collected 4.45 pb−1 of data (Fig. 8.1 b). However, not all of the
data is applicable for a precise physics analysis, so a set of additional data quality (DQ) re-
quirements is applied. Information about subdetectors that were disabled during data-taking
is used. The information is stored in a Good Run List (GRL). The total luminosity of a data
sample used in the analysis is 4.0 pb−1 with the uncertainty of 3.1% [85].
Mean number of interactions per crossing
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 = 2.76 TeVs
-1Total Recorded: 4.45 pb
-1Total Delivered: 4.74 pb
b)
Fig. 8.1: a) Mean number of interactions per bunch crossing and b) cumulative luminosity
delivered by LHC (dark blue) versus day, and recorded by ATLAS (light blue) for pp
collisions at the center-of-mass energy 2.76 TeV in 2013.
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8.2 Monte Carlo samples
Simulated events are used to estimate both the signal and background processes contribu-
tions. A summary of the MC samples used in the analysis is given in Tab. 8.1. The primary sig-
nal samples are generated using Powheg generator with CT10 [86] PDFs and showered with
Pythia8 using AU2 [87] tune. Alternative signal MC samples are produced for W-analyses.
They are generated using Sherpa with CT10 PDFs. This sample is used for studies of system-
atic errors coming from the choice of the generator (see Chap. 13).
The Monte Carlo samples are also used to estimate the fraction of background events in
data. More detailed description of the background sources can be found in Chap. 12. The
W → τν and Z → ττ processes are generated with Powheg+Pythia8 generator with CT10
PDF and AU2 tune. Events with diboson decays (WW, WZ, ZZ) are generated using Herwig
with CTEQ6L1 [88] PDF set and AUET2 [89] tune. The top pair production (tt̄) background is
estimated using Powheg generator interfaced with Pythia6. The additional heavy quark pairs
production (bb̄ and cc̄) samples needed for the multijet background determination (Sec. 12.1)
are generated with Pythia8 with AU2 tune and CTEQ6L1 PDF set.
Table 8.1: Monte Carlo samples used to estimate signal and background processes.
Process Generator Nevents
Signal MC
W+ → eν Powheg+Pythia8 2.0 · 105
W+ → μν Powheg+Pythia8 2.0 · 105
W− → eν Powheg+Pythia8 1.2 · 105
W− → μν Powheg+Pythia8 1.2 · 105
Z → ee Powheg+Pythia8 9.5 · 104
Z → μμ Powheg+Pythia8 7.0 · 104
W → eν Sherpa 4.9 · 105
W → μν Sherpa 4.8 · 105
Background MC
W+ → τν Powheg+Pythia8 5.0 · 104
W− → τν Powheg+Pythia8 3.0 · 104
Z → ττ Powheg+Pythia8 2.0 · 104
tt̄ Powheg+Pythia6 5.0 · 103
WW Herwig 1.0 · 103
ZZ Herwig 5.0 · 103
WZ Herwig 1.0 · 103
bb̄ Pythia8 5.0 · 105








Selection criteria are defined as a set of requirements used to separate process of interest (sig-
nal) from other processes (background). For pp → W → eν/μν and pp → Z/γ∗ → ee/μμ
the selection criteria can be divided into three main groups: data quality requirements, lepton
selection criteria and boson selection criteria. The full set of selection requirements used in the
analysis is summarized in Tab. 9.1 and are discussed in this chapter.
9.1 Event selection
Data-taking conditions are important in the analysis, so in order to preserve high data quality,
selection criteria are applied. The events with unstable beam conditions, disabled parts of the




Reject events with LAr errors
Number of tracks associated with primary vertex ≥ 3
Lepton selection
Electron selection Muon selection
Trigger matching Trigger matching
PlT > 20GeV PlT > 20GeV
|ηl|< 2.47 |ηl|< 2.5
excluding 1.37 < |ηl|< 1.52
Object quality cut Staco reconstruction chain
Medium electron identification Combined muon




W boson selection Z boson selection
EmissT > 25 GeV
MWT > 40 GeV 66 GeV < MZ < 116 GeV
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detector or events with high noise in calorimeter are rejected. Runs, that can be used in the
analysis, are stored in the so-called Good Run List (GRL).
Events for which the LAr calorimeter was malfunctioning are excluded by LAr quality crite-
ria. Furthermore, events are required to have at least one primary vertex formed with at least
three tracks.
The online selection of events is based on single lepton triggers. For electrons EF_e15_loose1
trigger is used, which records electrons with ET > 15 GeV. This trigger uses additional "loose"
isolation requirements to exclude jets that are misidentified as electrons. In the muon channel,
the lowest single lepton trigger is EF_mu10. It records events containing at least one muon
with PT >10 GeV.
9.2 Lepton selection
Both W and Z-boson analyses use similar offline lepton selection criteria. All leptons must
satisfy a requirement, PlT > 20 GeV. The leptons are required to trigger the event and therefore
to be within the distance ΔR =
√
Δη2 + Δφ2 = 0.2 of the event trigger.
Electron candidates are required to be within pseudorapidity range of |ηl|< 2.47. Because
the precise reconstruction of the electrons is not possible in the transition region between bar-
rel and endcap, the electron candidates reconstructed within the pseudorapidity range 1.37
< |ηl|< 1.52 are not used. Additionally, for a better multijet background rejection medium
identification criteria are applied. The object quality (OQ) criteria are also applied to electron
candidates in order to remove events from runs where the EM calorimeter was malfunction-
ing.
Muons have to satisfy the following offline selection criteria: they should be reconstructed
by a staco algorithm and fall within a range of |ηl|< 2.5. Additionally, for a better rejection of
background, muons are required to be combined, i.e. having a matched track in both ID and
MS.
In order to reach a better background rejection, the isolation criteria (Pcone,20T < 0.1) is applied
on both electron and muon candidates. These criteria use the information about ID tracks that
fall within a distance of ΔR =
√
Δη2 + Δφ2 = 0.2 around the lepton direction. Events with the
sum of all tracks transverse momenta (except for the selected lepton) greater than 0.1 × PlT are
excluded from the analysis.
9.3 Boson selection
Events containing W-boson candidates are required to have exactly one reconstructed lepton.
Missing transverse energy is required to be EmissT > 25 GeV. Transverse mass, calculated from
the lepton and the missing transverse energy (Eq. 3.5) has to be bigger than 40 GeV.
Events for the Z-boson selection are required to contain exactly two, opposite sign, same
flavor lepton candidates. The invariant mass of the reconstructed lepton pair is required to fall
within the region 66 GeV < MZ < 116 GeV.
The effect of each selection can be studied using the number of events passing each set of
selections in a sequential order (Tab. 9.2). The events, fulfilling the all of the W and Z-boson
selection requirements are called W and Z-boson candidate events, respectively.
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Table 9.2: Number of W and Z-boson candidate events in data and signal simulation, remain-
ing after each major requirement. The simulation is normalized to the NNLO cross
section shown in Tab. 12.1.
Number of candidates
Requirements Data signal MC Data signal MC
W+ → eν W+ → μν
No selection 27491394 8354 27491394 8354
Event selection 333054 6044 26475069 8226
Lepton selection 15075 4315 11466 4782
Boson selection 3914 3544 4365 3936
W− → eν W− → μν
No selection 27491394 5002 27491394 5002
Event selection 333054 3139 26475069 4916
Lepton selection 15075 2306 11466 2595
Boson selection 2209 1941 2460 2164
Z → ee Z → μμ
No selection 27491394 1196 27491394 1196
Event selection 333054 1051 445817 1059
Lepton selection 459 430 698 621
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Monte Carlo simulation plays an important role in the cross section measurement. Therefore
is is important to have the best possible agreement with the data. A subset of these corrections
is described in Chap. 6. Some of the discrepancies between the data and the MC simulation
are corrected using the reconstructed events. There are two possible methods for correcting the
MC simulation: application of weights on the MC events (reweighing) and random changing
of the reconstructed 4-vectors (smearing).
This chapter describes all additional corrections that are applied to MC simulation samples
in this analysis.
10.1 Lepton efficiency corrections
The efficiency of the lepton selection at the ATLAS detector can be divided into three compo-
nents:
• The reconstruction efficiency εrec. It is the probability to reconstruct a lepton as a lepton
of the correct flavor;
• The identification efficiency εid|rec. It is the probability that a reconstructed lepton sur-
vives the identification requirements;
• The trigger efficiency εtrig|rec,id. It is the probability that the lepton satisfies the trigger
requirements.
The full selection efficiency for a single lepton can be written as:
εtotal = εrec × εid|rec × εtrig|rec,id. (10.1)
The efficiencies are measured using the tag-and-probe method with Z → ll decays. One
of the leptons from the Z-boson, called "tag", is initially selected with the full set of selection
requirements. Second lepton, "probe" candidate, is used for the efficiency measurements.
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Fig. 10.1: Comparison of electron efficiencies as calculated for 8 TeV (blue points) and 2.76 TeV
(red points) for MC simulation. Efficiencies are shown as a function of pseudorapid-
ity (η) for different bins in electron ET. Both statistical and systematic uncertainties
are shown [90].
The single lepton efficiencies can be translated to the corresponding efficiency for the detec-
tion of a lepton in W and Z-boson decays :
εWtotal = εrec × εid|rec × εtrig|rec,id, (10.2)
εZtotal = εrec × εid|rec × (1 − (1 − εtrig|rec,id)2). (10.3)
The reconstruction efficiency is associated with the algorithm used in the event reconstruc-
tion process. In the electron channels, the reconstruction efficiency is defined as the probability
to reconstruct an electron given the presence of a cluster.
The muon reconstruction efficiency is estimated as:
εreco,muon = εreco,muon|ID · εID ≈ εreco,muon|ID · εID|MS, (10.4)
where εreco,muon|ID is the probability that a muon which was reconstructed in ID is also recon-
structed in the MS (combined muon), and εID is the efficiency of the muon reconstruction
given an ID track. The identification efficiency εID cannot be measured directly in the data
and can be approximated by the value of the εID|MS efficiency to reconstruct a muon in the MS
given an ID track.
The efficiency in MC simulation is corrected to match the lepton efficiencies in the data by
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where εdata and εMC are the lepton efficiencies in the data and MC, respectively.
The scale factors are calculated as a function of PlT and ηl and have associated statistical and
systematic uncertainty components. The statistical component is connected to the size of the
Z → ll sample, which in our case is around 500 events for each lepton flavor. This makes the
statistical error the dominant one and means that precise calculation of scaling factors based
on this data is difficult.
It is possible, however, to use scale factors derived using
√
s = 8 TeV 2012 data [90]. The
main difference between
√
s = 2.76 TeV and
√
s = 8 TeV data samples are the center-of-mass
energy and the pile-up conditions. The effects of these differences have been studied by the
electron performance group at ATLAS using a Z → ee MC simulation sample. Fig. 10.1 shows
the electron efficiencies for different Ee ranges as a function of ηe, for the MC simulation for√
s = 2.76TeV and
√
s = 8 TeV. The obtained scale factors agree with each other within the
uncertainties. This justifies the usage of the
√
s = 8 TeV scaling factors with increased statistical
uncertainty in the analysis at
√
s = 2.76 TeV.
The muon trigger scale factors have to be derived from the
√
s = 2.76 TeV data since the
muon trigger used in the analysis had not been present in the 2012 data. The available statistics
of the Z-boson candidates in data does not allow to measure the scale factors as a function
of PlT and ηl. The selection criteria on the muon momenta are significantly higher than the
trigger threshold. Therefore, the PT dependence of the trigger scale factors can be neglected.
Binning in η is motivated by the detector construction: |η| < 1.05 corresponds to the barrel
part of the muon spectrometer, while 1.05 < |η| < 2.5 is the end-cap of the MS (see Sec. 4.2.4).
The bending of the muon trajectories in the magnetic field can cause differences in the trigger
efficiencies for opposite muon charges. Additionally, a possible charge dependency of the scale
factors is studied.
The obtained scale factors with neglected η dependency are shown in Tab. 10.1. The ob-
tained scale factors for different muon charges are not in agreement with each other within the
uncertainties, which can be interpreted as a non-negligible charge dependency. The compari-
son of trigger efficiencies for data and MC simulation as a function of η is shown in Fig. 10.2.
The effect of applying different scale factors on muons for the W analysis is shown in
Fig. 10.3- 10.5. Good agreement between the data and simulation is achieved by applying
non-η-dependent but charge-dependent scale factors. Therefore, for this analysis, the η de-
pendency of the trigger scale factors is considered to be negligible.
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Fig. 10.2: Trigger efficiencies for a) μ b) μ+ c) μ− as a function of muon pseudorapidity.
lepη

































tt /NDF = 1.072χ





































tt /NDF = 0.392χ
-12.76 TeV, 4.0 pb
νμ→W
b)
Fig. 10.3: Muon pseudorapidity distributions for the W → μν event selection with a) binned
b) un-binned charge-dependent trigger scale factors applied.
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μμ→Z /NDF = 2.942χ
































μμ→Z /NDF = 0.982χ
-12.76 TeV, 4.0 pb
ν+μ→W
b)
Fig. 10.4: Muon pseudorapidity distributions for the W → μ+ν event selection with a) binned
b) un-binned charge-dependent trigger scale factors applied.
lepη





























μμ→Z /NDF = 1.292χ

































μμ→Z /NDF = 0.572χ
-12.76 TeV, 4.0 pb
ν-μ→W
b)
Fig. 10.5: Muon pseudorapidity distributions for the W → μ−ν event selection with a) binned
b) un-binned charge-dependent trigger scale factors applied.
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10.2 Electron energy scale and resolution correction
The possible shift in the reconstructed energy of the electron is corrected using a three-step
procedure [91]:
• Calibration of the electronics, which matches a raw signal from the readout electronics
to a cluster energy deposit.
• MC-based e/γ response calibration, that corrects effects of the energy loss in the material
in front of the calorimeter and the leakage into the hadronic calorimeter. This calibration
is applied on both data and MC.
• Correction of the calorimeter cell response in the data, which corrects the response vari-
ations in specific detector regions.
The overall energy shift is parameterized as:
Edata = EMC(1 + α), (10.6)
where Edata and EMC are the energies in data and simulation, respectively and α is a mean shift.
The effect of this miscalibration on a reconstructed mass of the Z boson, neglecting second
order terms is:
Mdata = MMC(1 + α), α1,2 ∼ α1 + α22 , (10.7)
where Mdata and MMC are the reconstructed masses of the Z-boson for data and MC simulation,
respectively, and αi is the mean energy shift of the i-th electron from the Z-boson decay.
Additionally, the difference between data and MC simulation in the electron energy reso-
lution is taken into account. The general dependency of the electron energy resolution on the
electron energy is described by Eq. 7.1. It is assumed that the sampling and the noise terms
are well-modeled by the MC simulation and the main difference comes from a constant term.









where c is a resolution correction. Similar to the electron energy scale correction, it is possi-
ble to derive the electron energy resolution correction factor by comparing Mdata and MMC
distributions.
The values α and c are obtained using the χ2-based fit of an invariant mass of electron pairs
in data and MC.
10.3 Muon momentum correction
Muon momentum resolution depends on η, φ and PT of the muon [46]. There is an empirical






⊕ rDet1 (η, φ)⊕ rDet2 (η, φ) · PT. (10.9)
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) originates from the fluctuations of the energy loss in the material. The
second term ( rDet1 ) comes from non-homogeneities in the magnetic field . The third term (rDet2 )
describes the intrinsic resolution effects.






0 (η, φ) + s
Det
1 (η, φ) · PMCT , (10.10)
where sDet0 (η, φ) comes from the imperfect knowledge of energy losses for muons passing
through the detector.



















where the gm are normally distributed random variables (with a mean of 0 and a standard
deviation of 1). Due to a small amount of material in the ID, ΔrID0 (η, φ) and sID0 (η, φ) are set
to zero. The misalignment effect of the MS is corrected in simulation by adding a random
smearing to the MS alignment constants. This allows to set ΔrMS2 (η, φ) to zero during the fit
procedure.
The relevant correction factors are extracted using events from Z → μμ decays, where both
muon candidates fulfill the combined muon criteria described in Sec.5.3. The correction ex-
traction is performed first for the ID part and then for the MS part using the distributions of






which represents the PT imbalance (the difference between the ID and the MS).
The momentum correction factors are propagated to the combined muon momentum using
a weighted average:
PCor,CBT = f · PCor,IDT + (1 − f ) · PCor,MST , (10.13)
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As mentioned in Sec. 5.4, due to discrepancies between the data and simulation, this analysis
uses a hadronic recoil algorithm for the missing transverse energy reconstruction. The miss-
ing transverse energy (EmissT ) significantly affects the W-boson measurement, so it is important
to have a solid understanding of discrepancies in hadronic recoil. In Sec. 11.1 the hadronic
recoil calibration procedure is described. Sec. 11.2 presents the procedure of the hadronic re-
coil resolution correction. In Sec. 11.3 the hadronic recoil bias determination is presented. The
summary of the hadronic recoil calibration studies is given in Sec. 11.4.
11.1 Introduction
This analysis uses a standard hadronic recoil calibration procedure, described in details in [93],
that was modified and adapted for the
√
s = 2.76 TeV data sample. The procedure, described
in [93] consists of three main steps.
In the first step, the differences in the pile-up modeling are corrected. Possible discrepancies
are usually corrected by reweighting the average number of interactions per bunch cross-
ing in MC to match the data. Due to the precision of the pile-up modeling at
√
s = 2.76 TeV
(Fig. 11.1) a precise reweighting is impossible. However, since the mean number of interac-
tions per bunch crossing is below 1, the effect of pile-up mismodelling on EmissT distribution
can be neglected.
In the second and the third steps, possible discrepancies in the resolution and the scale of
the hadronic recoil are corrected. The performance of hadronic recoil algorithm can be stud-
ied in MC simulation using the projection of hadronic recoil vector HR on the direction of
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the transverse momentum of the vector boson, as shown in Fig. 11.2. This projection can be
divided into perpendicular u⊥ and parallel u‖ components as follows:
u‖ = vxy · HR, (11.1)
u⊥ = vx · HRy − vy · HRx, (11.2)
where vxy is a unit vector along the transverse component of a vector boson momentum and
vx and vy are its projections on the x and y axis respectively. In the case of the generator level
kinematics u‖ = −PbosT and u⊥ = 0. However, the limited calorimeter resolution causes rel-
atively wide distributions for these projections. The parallel component u‖ is sensitive to a
possible bias in the hadronic recoil, while the perpendicular u⊥ can be used for determination
of the resolution discrepancies. The mean and the width of these distributions can depend
on different variables, such as a mean number of interactions in an event per bunch crossing,
hadronic activity and PbosT .
It is very convenient to use Z-boson decays for hadronic recoil calibration since their trans-
verse momentum PZT can be determined not only from the hadronic recoil but also from their
decay products. It is observed that the PZT resolution from a lepton reconstruction is 3-4 times
more precise than the one extracted from a hadronic recoil. This allows leptonically recon-
structed PZT to be treated as a reference PT of the boson and u⊥ and u‖ to be directly compared
in the data and the simulation. However, the small size of the Z sample in the 2.76 TeV data
leads to a high statistical error for this method.
The hadronic recoil calibration constants can also be derived from the W-boson decays. In
order to exclude a possible bias from the PWT mismodelling in simulation, these calibration
constants are derived through the data-MC comparison of the PWT independent distributions
(such as MWT ).
In this analysis, a combined procedure based on Z and W-bosons decays is used for a
hadronic recoil calibration.
Fig. 11.1: Mean number of interactions per bunch crossing in W → eν analysis.
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⊥
Fig. 11.2: Parallel and perpendicular projections of the hadronic recoil with respect to the
transverse momentum of the vector boson [58].
11.2 Hadronic recoil resolution correction
The event activity plays an important role in the EmissT reconstruction. Since ∑ ET and the
hadronic recoil are correlated, the possible mismodelling of the event activity can lead to dif-
ferences between the data and the Monte Carlo EmissT resolution. There are two ways to correct
the resolution (Fig. 11.3):
• A two-step procedure, shown as path 1-2-3 in Fig. 11.3. In the first step, the ∑ ET distri-
bution in the simulation is corrected to match the data. In the second step, the remaining
differences in hadronic recoil resolution between data and simulation are corrected.
• As a one-step procedure, where the second order effects on EmissT coming from ∑ ET mod-
eling are neglected and the resolution differences between data and MC corrected di-
rectly. This procedure is shown as the path 1-2’ in Fig. 11.3.
Both methods of hadronic recoil resolution correction are described in the following sections
11.2.1 Event activity correction
The distributions of event activity are shown in Fig. 11.4. A visible shift between the data
and the MC distribution for both W boson channels is observed. The standard procedure
of hadronic recoil resolution correction (used in the MWT measurement at 7 TeV [93]) uses a
Smirnov transformation applied on the distributions of ∑ ET and PbosT from simulated events.
Distributions of the event activity in the Z-boson candidate events are shown in Fig. 11.5. The
discrepancies between data and simulation are not visible using the χ2-test, therefore this pro-
cedure cannot be adapted for the
√
s = 2.76 TeV data. The W-boson candidate events are used
to determine the event activity correction instead.
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Fig. 11.3: Schematic view of hadronic recoil correction procedure: this figure illustrates the
resolution of u⊥ as a function of event activity ∑ ET. The dotted curve represents u⊥
resolution in data(σdata) and the solid black line a nominal u⊥ resolution in simulation





































ττ→Z /NDF = 3.922χ









































ττ→Z /NDF = 3.362χ
-12.76 TeV, 4.0 pb
νμ→W
b)
Fig. 11.4: ∑ ET distribution from a) the W → eν and b) the W → μν analysis selection.
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-12.76 TeV, 4.0 pb
μμ→Z
b)
Fig. 11.5: ∑ ET distribution from a) the Z → ee and b) the Z → μμ analysis selection.
The event activity ∑ ET is correlated to the truth transverse momentum of the boson, as
shown in Fig. 11.6. In order to avoid introducing a bias in the PWT spectrum by the reweighting,
the reweighting constant are considered as a function of reconstructed W-boson transverse
momentum PW,recT . For each P
W,rec
T bin the reweighting scale factors are calculated as:
SFchannel = ∑
Edata, selectionT
∑ EMC, no selectionT
, (11.3)
where ∑ Edata, selectionT is a ∑ ET distribution inside a given P
W,rec
T for events satisfying the full
event selection. The second term, ∑ EMC, no selectionT , stands for ∑ ET distribution in MC before
applying event selection. The total number of PW,recT bins is 6. The scale factors are applied as a
reconstructed weight on simulated events.
The distribution of ∑ ET for two different PW,recT regions is shown in Fig.11.7. The scale fac-
tors determined for W → eν and W → μν MC samples are shown in Fig. 11.8. The ∑ ET
distribution after the correction is shown in Fig. 11.9. This correction has almost no effect on
the reconstructed transverse momentum distribution and introduces only a small change in
the truth boson spectrum, as shown in Fig. 11.10.
Method cross-check
The method can be cross-checked using the approximation of the correction constants by first






(yi − y(xi, μ))2
σ2i
, (11.4)
where index i runs over all of the data points (xi, yi), the σi is the error of the i-th measurement,



























Fig. 11.6: Distribution of ∑ ET vs true transverse momentum of the W boson (PWT truth) in the











































































Fig. 11.7: ∑ ET distribution for the a) PW,recT < 2 GeV b) 6 GeV < P
W,rec
T < 10 GeV .
nomial order n. The covariance matrix C for the obtained fit parameters is calculated from a
88





























































































ττ→Z /NDF = 1.092χ









































ττ→Z /NDF = 0.942χ
-12.76 TeV, 4.0 pb
νμ→W
b)
Fig. 11.9: ∑ ET distribution from a) the W → eν and b) the W → μν analysis channels after

































































Fig. 11.10: Effect of the ∑ ET reweighting on a) reconstructed transverse momentum of the
boson and b) truth transverse momentum of the W-boson.






This method allows removing effects related to statistical fluctuations in data, especially for
the high ∑ ET regions (with a low number of events). The reweighting constants after applying
smoothing procedure are shown in Fig. 11.11.
Statistical error estimation
The statistical error related to the ∑ ET reweighting procedure is estimated using pseudo-
experiments (as described in Chap.13). The parameters of polynomial, obtained from the χ2-fit
are varied inside each PW,recT bin within their fit uncertainties using the Eq. 13.3.
Because of the possible correlations between the fit parameters, a multivariate Gaussian
distribution is used. This distribution is calculated as:






(x − μ)TC−1(x − μ)
)
, (11.6)
where x ∈ Rn and (x − μ)T is a transpose of the vector (x − μ). For the statistical error deter-
mination a total of 25 pseudo-experiments is used. The total error is calculated using Eq.13.4.
Effect of the ∑ ET correction on the cross section measurement
The effect of the ∑ ET correction on the measured cross section is estimated by applying differ-
ent correction factors on simulated events. The related uncertainty is estimated by calculating
90





















































Fig. 11.11: ∑ ET reweighting constants derived for a) W+ → eν and b) W+ → μν analysis
channels after polynomial approximation.
Table 11.1: Effect of ∑ ET correction on CW for different analysis channels and ∑ ET correction
methods.
Channel δCW δCW δCW δCW
no approximation polynomial order 2 polynomial order 1 Toy MC
W+ → e+ν 0.48% 0.39% 0.31% 0.03%
W− → e−ν 0.49% 0.33% 0.22% 0.03%
W+ → μ+ν -0.27% -0.20% -0.28% 0.03%
W− → μ−ν -0.29% -0.21% -0.27% 0.03%
a difference in correction factor CW using the On/Off method (see Chap. 13). The overall effect
of the ∑ ET correction for different correction methods is summarized in Tab. 11.1. Statistical
error, estimated using pseudo-experiments, is negligible. The systematic uncertainty is calcu-
lated as a difference between CW for two methods and is observed to be small.
The behavior of the hadronic recoil should not depend on the flavor of the analysis. How-
ever, it is observed, that in the data correction of the hadronic recoil mismodelling introduces
changes to CW in the different directions. This discrepancies are considered to come from the
introduced bias in the PWT distributions. The correction is not used in the final analysis.
11.2.2 Resolution correction using Z boson candidate events
A possible way to check the hadronic recoil resolution effects is to study u⊥ and u‖ −PZT distri-
butions in Z-boson candidate events. This procedure assumes that the hadronic recoil resolu-
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Fig. 11.12: Difference between parallel hadronic recoil component (u‖) and the transverse mo-
mentum of the Z-boson from a) the Z → ee b) Z → μμ and c) combined analysis
channels. The expected contribution from signal is estimated with Monte Carlo sim-
ulation, wherea any background sources are considered negligible.




σ2data − σ2MC, (11.7)
where σdata and σMC are the RMS of some distribution in the data and simulation respectively.





where N is the number of events. The distribution of u⊥ and u‖ −PZT for Z → ll event selection
are shown in Fig. 11.12-Fig. 11.13. A typical resolution uncertainty for data is around 0.1 GeV,
while the difference in hadronic recoil resolution is around 1.0 GeV. The overall difference in
resolutions is consistent between u⊥ and u‖ −PZT distributions. For the resolution correction
it was decided to use the resolution difference dσ, obtained from combined Z → ll analysis,
where dσ = 1.3 GeV.
The hadronic recoil resolution in simulation is corrected using the Gaussian smearing of
perpendicular and parallel component of hadronic recoil using the equations:
u′‖ = u‖ + Gaus(0, dσ) (11.9)
u′⊥ = u⊥ + Gaus(0, dσ), (11.10)
Estimation of systematic uncertainty
The effect of hadronic recoil resolution smearing correction is estimated using the On/Off
method (Chap. 13). The scan through the possible dσ parameters shows a decrease in the
correction factor CW with the growth of the smearing parameter dσ (Fig. 11.14).
The systematic uncertainty is estimated by repeating the correction procedure 25 times
(Fig. 11.15). The mean of the obtained parameters CW is treated as a systematic ucertainty
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Fig. 11.13: Perpendicular hadronic recoil component (u⊥) from a) the Z → ee b) Z → μμ and
c) combined analysis channels. The expected contribution from signal is estimated
with Monte Carlo simulation, whereas any background sources are considered neg-
ligible..
Table 11.2: The effect of hadronic recoil smearing correction on CW for different channels. The
statistical error (noted stat.err.) of the mean value is estimated using Eq. 11.11.
Channel δCW ± stat. err. rms
W+ → e+ν -0.20±0.01% 0.04%
W− → e−ν -0.11±0.01% 0.06%
W+ → μ+ν -0.16±0.01% 0.04%
W− → μ−ν -0.12±0.01% 0.07%
of the resolution correction. Tab. 11.2 presents the results of CW systematic error measurement









where σ(Cw) is the standard deviation of the CW distribution and N = 25 is the total number of
repetitions used. The overall systematic effect is below 0.2% for each analysis channel, which




Fig. 11.14: Shift in correction factor CW from hadronic recoil resolution correction as a a func-
tion of smearing correction (dσ) for a) W → eν b) W → μν analysis channels.
a) b)
Fig. 11.15: Shift in correction factor CW from hadronic recoil resolution correction (dσ = 1.3
GeV) for a) W → eν b) W → μν analysis channels as a function of number of
repetitions.
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Fig. 11.16: Transverse mass distribution for the W → eν event candidates for different choice
of hadronic recoil correction factors: a) HRSF=0.75 b) HRSF= 1.1 c) HRSF=1.23. The
expected contributions from signal and background processes are estimated using
Monte Carlo simulation.
11.3 Hadronic recoil bias correction
As discussed in Sec. 11.1, the hadronic recoil distribution in the simulation may be shifted with
respect to the data due to the mismodelling of the underlying event and calorimeter cluster
responses. The correction of the hadronic recoil bias is performed by applying the relevant
correction factor HRSF to the hadronic recoil in simulation:
ucor‖ = u‖ · HRSF, (11.12)
where u‖ is the parallel component of the hadronic recoil measured with the respect to the
W-boson direction.
The determination of the optimal parameter HRSF is performed through the scan of correc-
tion factor values. It is assumed that the best value of the hadronic recoil bias corresponds to
the best agreement between the data and simulation, tested using the χ2-test, calculated as
sum of the χ2 over the all bins. The correction value is obtained through the χ2 fit of χ2-test
results using the function:
χ2 =
(HRSF − s fbest)2
σ2s f
+ χ20, (11.13)
where s fbest is the hadronic recoil correction scale factor, obtained from the χ2 fit, σs f is the
statistical error of correction factor and χ20 is the value of χ2 at its minimum.
In the following sections, methods of hadronic recoil bias determination using W and Z-
boson candidate events are discussed.
11.3.1 Bias determination from the MWT distribution
The hadronic recoil bias determination is performed using distributions that are not sensitive
to the true PWT spectrum, to exclude the effect of possible PWT mismodelling in the simulation.
One of the optimal choices is the MWT distribution. Transverse mass distributions for different




Fig. 11.17: Distribution of the difference in the mean transverse mass < MWT > between data
and simulation as a function of the hadronic recoil correction factor HRSF a) for
various W-boson decay channels and b) for combined W → lν selection.
One of the possible methods to determine the correction factor is to use the difference in the
mean of the transverse mass distributions in data and simulation (Fig. 11.17). The statistical
uncertainty on HRSF is considered to be the dominant source of uncertainty. It is estimated as









where σ(MWT ) is the standard deviation of MWT distribution and N is the total number of events.
The minimum difference is reached at HRSF = 1.1± 0.2. Due to the large statistical uncertainty
of this method, it is used as a cross-check for other methods of hadronic recoil bias determina-
tion.
The distributions of χ2-test values for different values of HRSF for the W-boson selection are
shown in Fig. 11.18 a). Because of a possible mismodelling of the tail of the MWT distribution,
events with MWT > 100 GeV are not included in the χ2-test. There is a small peak visible in
the χ2 distribution for W → eν events, that is assumed to come from the missing multijet
background contribution. Hadronic recoil bias parameters are determined through the fit of
χ2-test distribution in the combined W → lν analysis using Eq. 11.13. The resulting correction
factor is HRSF = 1.02, with the statistical uncertainty of 0.06.
The range of the MWT distribution used in the χ2-test introduces an additional source of sys-
tematic uncertainty. This uncertainty is estimated by repeating the χ2-test and χ2 fit procedure
for different MWT ranges, as shown in Fig. 11.19. The resulting hadronic recoil correction factor
is HRSF = 1.02 ± 0.06(stat.)± 0.03(syst.) = 1.02 ± 0.07.
11.3.2 Bias determination from the u‖ distribution
The correction factors can be determined from the Z sample using the u‖/PZT distribution, as
shown in Fig. 11.20. Results of the χ2-test for different values of HRSF for data and simulation
for Z → ll selection are shown in Fig. 11.21. A χ2 fit of the χ2-test values distribution for
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a) b)
Fig. 11.18: Distribution of χ2-test results for and simulation for < MWT > distribution as a
function of hadronic recoil correction factor HRSF a) for different W boson channels.
b) for combined W → lν selection and the χ2 fit results.






































































































Fig. 11.20: Hadronic recoil component u‖ divided by the transverse momentum of the Z-
boson for Z → ee event selection for different hadronic recoil correction factors:
a) HRSF=0.75, b) HRSF= 1.1 and c) HRSF=1.23.
a) b)
Fig. 11.21: Distribution of χ2-test values for data and simulation for u‖/PbosT distribution as a
function of hadronic recoil scale correction factors HRSF for a) different Z boson
channels. b) for combined Z → ll selection with the χ2 fit results.
combined channel gives the most precise estimation of the hadronic recoil bias, HRSF = 1.00±
0.01.
11.3.3 Systematic uncertainty estimation
A summary of the hadronic recoil correction factors is shown in Tab. 11.3. The results are
consistent with each other within the uncertainty. In the final step, it was decided to choose
HRSF determined with the smallest uncertainty (from Z → ll analysis). Scale factors extracted
using other methods are used as a cross-check.
The effect of the hadronic recoil bias correction for different bias correction factors are pre-
sented in Fig. 11.22. The systematic error, coming from the bias correction, is estimated using
the Offset method (see Chap. 13).
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Table 11.3: Hadronic recoil bias determination results and errors for different methods.
Method SF error
Mean MWT 1.10 0.2
MWT χ2 1.01 0.07
u‖ χ2 1.00 0.014
a) b)
Fig. 11.22: Shift in the CW for a different hadronic recoil scale correction factors for a) W → eν
b) W → μν event selection.
11.4 Summary of hadronic recoil calibration
Using the standard EmissT reconstruction algorithm the data is not described properly by the
simulation, therefore it has decided to use a dedicated hadronic recoil algorithm for EmissT re-




The hadronic recoil calibration procedure consists of two parts: the correction of resolution
effects and the bias correction. The hadronic recoil resolution has been corrected using the
following methods:
• Event activity correction through the reweighting of ∑ ET distribution. Different meth-
ods of the data/MC ratio parameterization have been developed and showed a consis-
tent result. However, this method gives a nonphysical difference between electron and
muon channels, that cannot be accounted for the data uncertainty, so it was decided to
drop this method;
• Smearing correction of the hadronic recoil. This method uses the Z sample to determine
the difference in resolutions of the hadronic recoil components. The overall effect of these
corrections was estimated by repeating the smearing 25 times and consistent between
electron and muon channels.




Table 11.4: Systematic uncertainties from the hadronic recoil calibration for different W boson
decay channels.
Systematic source W+ → e+ν W− → e−ν W+ → μ+ν W− → μ−ν
Hadronic recoil resolution -0.2% -0.11% -0.16% -0.12%
Hadronic recoil scale 0.21% 0.20% 0.23% 0.24%
• Comparison of the mean of the MWT distributions between data and simulation. This
method gives the biggest uncertainty and is used as a cross-check for other results;
• From the χ2 fit of the χ2-test results for MWT distribution for different values of hadronic
recoil corrections. Error on this method is dominated by the statistics;
• From the χ2 fit of the χ2-test results for u‖/PZT distribution for different values of hadronic
recoil corrections. Despite the limited statistics of the Z-boson sample, this method gives
the best sensitivity to the hadronic recoil scale choice. It was decided to use this method
as a baseline for the hadronic recoil bias.
The corresponding systematic uncertainties for the hadronic recoil calibration are summa-




12.1 Multijet background estimation . . . . . . . . . . . . . . . . . . . . . . . . 102
12.1.1 Template selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
12.1.2 Template normalization . . . . . . . . . . . . . . . . . . . . . . . . . 104
12.1.3 Systematic uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . 104
12.2 Background-subtracted W and Z boson candidate events . . . . . . . . . . . 107
Main backgrounds for W analysis are coming from:
• Processes with τ leptons, misidentified as an electron or muon;
• Leptonic Z-boson decays with one missreconstructed lepton;
• QCD (or multijet) processes. In the electron channel the background is mostly jets faking
electrons, while in the muon channel it consists of real muons produced in decays of
mesons.
Most of the background processes are estimated using the MC simulation. In order to esti-
mate the expected number of events, the simulated events are normalized to the cross-section
predictions. Full list of simulated background samples together with the corresponding cross
section predictions is shown in Tab. 12.1. The multijet background is estimated using data
driven method, as described below.
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Table 12.1: Background processes with their associated cross sections and uncertainties (if
given) for W → lν and Z → ll processes. The quoted cross sections are used to
normalize expected number of events.
Process σ · BR(±unc.) [pb] Order
W+ → lν 2116(±41) NNLO
W− → lν 1267(±24) NNLO





12.1 Multijet background estimation
The jet can fake the W-boson signature with single isolated lepton and large EmissT in the event.
Due to a large large theoretical uncertainties and high statistics needed, generation of MC sim-
ulation events for multijet background estimation becomes impractical. Instead data driven
technique for multijet background estimation is used in W → eν and W → μν analysis chan-
nels. In case of
√
s = 2.76 TeV data the expected contribution from the multijet background
in the Z sample is below 1% [96], what is negligible compared to the statistical uncertainty
(Fig. 14.15).
The template selection used in data driven method is applied to produce the multijet en-
riched and signal supressed region. The template selection uses the reversed identification
or isolation criteria. It is assumed, that template selection does not introduce differences in
multijet backgound shape compared to the signal region. The normalization constants are de-
rived in the control region through the template fit. This section describes method of multijet
background determination, that have been used in 2.76 TeV data.
12.1.1 Template selection
Because of the origin of the multijet background, relaxing the EmissT requirement allows to ob-
tain higher statistics for a multijet template. Another possibility is to relax the transverse mass
MWT requirement. Most of the multijet background events should contribute to the lower MWT
values. A template can contain also contributions from other backgrounds (mostly coming
from W → lν).
In electron channel, template selection requires that the electron candidate fails medium
identification criteria, but passes loose selection criteria. Control distributions for different
template selection criteria in electron channel analysis are shown in Fig. 12.1. Relaxing EmissT
criteria gives higher template statistics.
In the muon channel a template is build by inverting isolation criteria (Pcone,20T > 0.1). Then, for
the multijet background template the higher data statistics is achieved by relaxing transverse
mass requirement MWT > 40 GeV (Fig. 12.2).
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-12.76 TeV, 4.0 pb
νe→W
b)
Fig. 12.1: Distribution of a) missing transverse energy (EmissT ) and b) transverse mass (MWT ) from
the multijet template selection for W → eν candidate events.
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-12.76 TeV, 4.0 pb
νe→W
b)
Fig. 12.2: Distribution of a) missing transverse energy (EmissT ) and b) transverse mass (MWT ) from
the multijet template selection for W → μν candidate events.
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The electroweak processes (signal and other backgrounds) are subtracted from a template







Nbkg enrichedMCj , (12.1)
where Nbkg enricheddata and N
bkg enriched
MCj
are numbers of the events in data and MC simulation respec-
tively. The resulting template contains 1348 and 1509 events for W → eν and W → μν channels
respectively.
12.1.2 Template normalization
The normalization constant for the template is obtained through the χ2 fit to the data. The









fi) · FQCD(x), (12.2)
where the index i goes over signal and electroweak background MC samples, x is a fit variable
(EmissT or MWT ), Fi(x) and FQCD(x) are the probability density functions associated with signal
and EWK background and multijet background template respectively. The fit parameters fi,
that represent the fraction of events in the fit region, are allowed to be varied within 5% un-
certainty, in order to take into account luminosity and cross-section uncertainties.
The normalization constant of the multijet events is calculated from the obtained fit param-
eters as:
scale =
(1 − ∑i fi) · N f itData
Ntemplate
, (12.3)
where ∑i fi is a sum signal and background fractions in the fit region, N
f it
Data is a number of
data events and Ntemplate is a number of events in a multijet template. The χ2 fit is performed
separately for W+, W− and W analysis channels. The distributions before the inclusion of
multijet background are shown in Fig. 12.3. The results of the fitting procedure are shown in
Fig. 12.4 .
12.1.3 Systematic uncertainty








f it bias + δ
2
template, (12.4)
where δ f it unc is the uncertainty of the normalization constant coming from the χ2-fit uncer-
tainty.
The second component (δMC) comes from a possible shape mismodelling in the simulated
sample. It is estimated by comparing fit results for W, W+ and W− analysis channels. Number





QCD = 0.5 × NWQCD. (12.5)
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-12.76 TeV, 4.0 pb
νe→W
b)
Fig. 12.3: Distribution of a) missing transverse energy (EmissT ) and b) transverse mass (MWT ) used
for the multijet background estimation.
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Fig. 12.4: Control distribution in the multijet background estimation for a) events satisfying

































































Fig. 12.5: The different QCD template comparison for a) W → eν and b) W → μν analyses.
Table 12.2: Results of the multijet background estimation for W → eν analysis channels and
its systematical uncertainties. Last row (total per channel) shows the final result for
W+ → μν and W− → μν after averaging.
Charge NQCD δNf it unc δNMC δNf it bias
W+ 38.3 7.0 7.0 5.0
W− 21.5 0.7 9.4 4.0
W 66.1 21.2 4.2 10.
Total per channel 31.0 6.1 8.6 4.7
The standard deviation of the obtained number of events is taken as a systematic uncertainty.
Since in W → μν channel the multijet template normalization is derived from the fit at the
low MWT region (where electroweak contributions are negligible) this systematic source is not
considered in the calculation.
The third component (δ f it bias) comes from the arbitrary choice of the bin width . This uncer-
tainty is estimated by repeating the fit procedure for different bin widths. This component is
assumed negligible for the W → μν analysis channel.
The uncertainty (δtemplate) is due to a potential bias in the template, as a result of the template
selection and statistical uncertainty. For estimation of this uncertainty, several different tem-
plate selections are used. For W → eν channel, different reversed isolation criteria are tested
(Fig. 12.5 a). For W → μν channel template variations are estimated comparing the fit results
for data template and bb̄ + cc̄ MC simulated samples as a multijet template. Fig. 12.5 b) com-
pares multijet template obtained from the data and bb̄ + cc̄ template obtained using the signal
and template selection. Results for a different choice of template fits are presented in Tab. 12.3
Summary of the multijet background uncertainty estimation is shown in Tab. 12.2 and
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Table 12.3: Results of the multijet background estimation for W → μν analysis channels.
Analysis NQCD NQCD NQCD
data template bb̄ + cc̄ template selection bb̄ + cc̄ signal selection
W+ 2.48 0.73 1.34
W− 2.48 0.73 1.35
W 4.97 1.47 2.70
Mean number 2.48 0.73 1.35
Fit error 0.60 0.73 0.19
Tab. 12.3. The overall number of multijet background events is estimated as 31.00 ± 13.0 for
W → eν channels and 2.48 ± 0.9, for W → μν channels. The overall fraction of the multijet
events is lower, than in 7 TeV [96] and 13 TeV [34] analysis, what is in agreement with expec-
tations.
12.2 Background-subtracted W and Z boson candidate events
Tab. 12.4 summarizes the number of background events for W and Z selections. The main
sources of background uncertainties for the backgrounds estimated using the simulated events
are: statistical uncertainty, cross section uncertainty (if given) and 3.1% of luminosity determi-
nation uncertainty.The multijet background estimation uncertainty is esimtated in Sec. 12.1.3.
For the background-subtracted events the statistical uncertainty is quoted first, followed by
the total systematic uncertainty, derived from the EWK+top and multijet backgrounds ones,
considering the sources as uncorrelated. The main background contribution comes from W →
ττ background process for W-boson selection and diboson production for Z-boson selection.
Table 12.4: Number of observed candidate events for the W → lν channel, electroweak (EWK)
and top, and data-driven multijet background events, and background-subtracted
signal events and their corresponding uncertainties.
l Observed Background Background Background-subtracted
candidates (EWK + top) (Multijet) candidates
Ndata ± δdata.stat NEWK+top ± δEWK+top NQCD ± δQCD NsigW ± δdata.stat ± δEWK+top ± δQCD
W-boson selection
e+ 3914±62.6 108.1 ± 5.7 31.00 ± 13.0 3774.9 ± 62.6 ± 5.7 ± 13.0
e− 2209±47.0 74.2 ± 3.3 31.00 ± 13.0 2103.8 ± 47.0 ± 3.3 ± 13.0
μ+ 4365±66.1 152.4 ± 6.7 1.50 ± 0.9 4211.1 ± 66.1 ± 6.7 ± 0.9
μ− 2460±49.6 107.5 ± 4.2 1.50 ± 0.9 2351.0 ± 49.6 ± 4.2 ± 0.9
Z-boson selection
e 430±20.7 1.3 ± 0.0 - 428.7 ± 20.7 ± 0.0
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The cross section measurement relies on theoretical models and corrections, used in the
Monte Carlo, therefore the corresponding uncertainties should be propagated to a final result.
The methods of uncertainties propagation are discussed in Sec. 13.1. The sources of system-
atic uncertainties on CW/Z are discussed in Sec. 13.3, the statistical uncertainty is described
in Sec. 13.2. Sec. 13.4 discussed the theoretical uncertainties of the extrapolation factors AW/Z
and EW/Z. In Sec. 13.5 treatment of correlation between uncertainties for different analyses is
demonstrated.
Tab. 13.1 summarizes main sources of uncertainties and their effect on the cross section
errors. Systematic errors coming from the hadronic recoil calculation are discussed in Sec. 11.
109









































































































































































































































































































































































































































































































































































































































































































































13.1 Methods of uncertainties propagation
13.1 Methods of uncertainties propagation
There are three main methods of uncertainties propagation used in this thesis. The Offset
method shiftes the correction factor used by its systematic uncertainty (±1σ) . The contribution
of each correction’s uncertainty on the observable (e.g. CW/Z, AW/Z or a cross section) is taken
as a symmetric approximation:
δ







where σup(down)i is the change in an observable due to the shift of the correction by +σ (up) or
−σ (down).
For the On/Off method the contribution of each correction is estimated with (σOn) and
without(σO f f ) correction applied. A systematic error can be then estimated as:
δOn/O f f = σOn − σO f f . (13.2)
The Toy MC method [97] uses pseudo experiments with modified input corrections. For
electron and muon scale factors binned in PT and η, the uncertainties within each bin can
be divided to correlated and uncorrelated components and statistical uncertainty. For each
pseudo-experiment new scale factors are produced, where for each bin a scale factor is ran-
domly varied:
SFToyni = SFi + Gauss(0, ΔSF
uncorr+stat
i ) + ∑ ΔSFcorri · Gauss(0, 1), (13.3)
where SFToyni is a new scale factor in i-th bin, ΔSF
uncorr+stat
i - is the quadratic sum of uncorrelated
and statistical errors and ΔSFcorri is a correlated uncertainty.











where n runs over the number of pseudo-experiments. The total number (N) of Toy MC scale
factors should be sufficiently large (typically above 20) to avoid possible bias in the uncertainty
estimation.
13.2 Statistical uncertainty
The statistical uncertainty comes from the limited data and MC statistics. It is calculated sep-
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13.3 Systematic uncertainties on CW /Z factor
13.3.1 Electron energy scale and resolution
Electron energy scale correction, described in Sec. 10.2 has its associated uncertainty that
comes from various sources [98]:
• Statistical component of the electron energy scale uncertainty;
• Uncertainty from the possible bias of the electron energy calibration method;
• Scale uncertainty from the choice of the generator;
• Uncertainty from the EM calorimeter presampler energy scale;
• Imperfect knowledge of the material in front of EM calorimeter.
The uncertainty contribution to the energy scale from each component is estimated using the
Offset method.
13.3.2 Muon energy scale and resolution
Systematic uncertainties coming from muon momentum corrections (described in Sec. 10.3)
can be divided into three categories:
• variations of the smearing constants for the MS track;
• variation of the smearing constants for the ID track;
• overall muon correction scale uncertainty.
The uncertainty contribution on the muon momentum from each component is estimated us-
ing Offset method.
13.3.3 Muon and electron efficiency
The systematic uncertainty coming from lepton efficiency scale factors is estimated using the
Toy MC method for electron reconstruction, identification and trigger scale factors and muon
reconstruction and identification. Since the muon trigger scale factors are not η and pT depen-
dent for
√
s = 2.76 TeV data, the Offset method for corresponding uncertainty estimation is
used.
For the electron scale factors the correlated and uncorrelated uncertainties are considered to
be negligible compared to the statistical uncertainty. The total number of 30 pseudo-experiments
is used.
13.3.4 Theoretical uncertainty
The impact of theoretical uncertainty is considered to originate from imperfect knowledge of
parton density functions. It is calculated as:
112
13.4 Uncertainty on AW/Z and EW/Z
Table 13.2: Acceptance corrections AW/Z together with their relative uncertainties. Various
components of the uncertainties are defined in the text. The total uncertainties
(δAtot) are obtained as a quadratic sum.
A δApd ferr (%) δA
pd f
sets(%) δAhs+ps(%) δAtot(%)
W+ 0.62 0.20 0.95 0.9 1.3
W− 0.57 0.64 1.04 0.9 1.5
Z 0.63 0.40 1.37 0.9 1.68
• Uncertainty coming from the choice of PDF set is estimated using the PDF reweighting
procedure [99] the original MC generated using CT10 to the following PDF sets: ATLAS-
epWZ12 [100], abkm09 [101] and NNPDF23 [102]. The error is calculated as a maximum
deviation between the CW/Z calculated using CT10 and CW/Z from the different PDF set;
• Systematic uncertainty within one PDF is evaluated using CT10 NLO set. This set con-
tains 52 associated error sets, corresponding to 90% C.L. limits along 26 eigenvectors.









(X+ − X−)2, (13.6)
where the sum goes over N=26 eigenvectors. The X+ and X− are the up and down vari-
ations along one eigenvector.
13.4 Uncertainty on AW /Z and EW /Z
The effect of theoretical uncertainties is estimated for extrapolated cross sections, through their
effect on extrapolation factors AW/Z and EW/Z. The main sources of theoretical uncertainties
for AW/Z are summarized in Tab. 13.2. The main sources of uncertainties are:
• Uncertainty coming from an arbitrary choice of PDF set (δApd fsets(%)) and systematic error
within one PDF set (δApd ferr (%)). These uncertainties are estimated in the same way, as for
CW/Z (see Sec. 13.3.4). These sources are considered to be uncorrelated and are added in
quadrature;
• The uncertainties arising from the choice of the generator and the parton shower model
(δAhs+ps). They are calculated as a difference in the acceptance factors for events, gen-
erated using the same PDF set, but different models for showering and matrix element
modeling, namely Powheg + Pythia and Sherpa.
Due to the lack of additional Z-boson simulation samples, the uncertainty for Z-boson
analyses is estimated using the assumption of uncertainty equality for W and Z-boson
selection. The corresponding uncertainties are in agreement within the uncertainty with
uncertainties in measurements of W and Z bosons at
√
s = 7 TeV and
√
s = 13 TeV.
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The values of EW/Z factors, used for extrapolation to the 13 TeV fiducial phase space, are 1.09,
1.07, 1.11 for W+, W− and Z bosons respectively. The corresponding theoretical uncertainties
are considered to be negligible.
13.5 Correlation between uncertainties
The correlation between different uncertainties sources is taken into account in combination
and averaging steps. In this section correlation between the uncertainties are discussed.
Systematic uncertainties related with electroweak background modeling are treated as un-
correlated between W and Z-analysis channels. However, this sources are fully correlated for
different decay channels of W and Z-bosons . In addition the following systematic sources are
considered to be fully correlated between W+ → eν, W− → eν, W+ → μν and W− → μν
channels:
• Multijet background estimation;
• Hadronic recoil scale;
• Hadronic recoil resolution.
In addition to the above mentioned systematic uncertainties, the following uncertainties are
considered fully correlated in the electron channel analyses:
• Electron energy scale;
• Electron resolution
and in muon analyses:
• Muon energy scale;
• Muon resolution;
• Muon trigger efficiency.
The PDF uncertainties are considered to be fully correlated in all analyses. The statistical
uncertainty of MC sample is considered to be fully uncorrelated for all analyses.
The following sources of uncertainties are considered to be partially correlated between Z,
W+ and W− analyses:
• Electron trigger efficiency;
• Electron resolution efficiency;
• Electron identification efficiency;
• Muon reconstruction and identification efficiency.




















































Fig. 13.1: Correlation coefficients ρXY between CZ , CW+ and CW− factors for a) electron recon-
struction, b) electron identification, c) electron trigger and d) muon trigger uncer-
tainties.
where ōX and ōY are the mean values of the observables oX and oY respectively. The σ(oX) and
σ(oY) are the standard deviations of the observables. The index i runs over the experiments.
CXY denotes elements of the covariance matrix. Resulting correlation matrices for each Toy MC
systematic source are shown in Fig. 13.1.
The Cholesky decomposition method [103] allows to decompose the corresponding corre-
lation matrices to three sources of uncorrelated uncertainties. In this method the covariance
matrix C is re-written as:
C = L · LT, (13.8)
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where L is a lower triangular matrix, and LT is a transpose of this matirx.
Rows of the matrix L correspond to the three systematic error vectors, that are fully corre-







The results of the Cholesky decomposition can be found in Appendix A. The correlation coef-




Kinematic distributions for events satisfying all selection criteria (Chap. 9) are presented in
this chapter. Data are compared to MC predictions, corrected following the prescription from
Chap. 10. Distributions for W → lν analyses are presented separately for positively and nega-
tively charged leptons and are shown in Figs. 14.1- 14.12. Distributions for Z → l+l− analysis
are shown in Figs. 14.13-14.17.
For each plot the expected statistical uncertainty of MC is shown as a shaded band. The
expected background contributions are estimated using techniques described in Chap. 12.
Good overall agreement between data and expectations is observed.
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Fig. 14.2: Lepton pseudorapidity distribution for a) W+ → e+ν and b) W+ → μ+ν candidate
events.
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Fig. 14.6: Lepton transverse momentum distribution for a) W− → e−ν and b) W− → μ−ν
candidate events.
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Fig. 14.8: Missing transverse energy distribution for a) W+ → e+ν and b) W+ → μ+ν candidate
events.
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Fig. 14.10: Transverse mass distribution distribution for a) W → eν and b) W → μν candidate
events.
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Fig. 14.12: Transverse mass distribution distribution for a) W− → e−ν and b) W− → μ−ν can-
didate events.
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Fig. 14.14: Lepton transverse momentum distributions for a) Z → e+e− and b) Z → μ+μ−
candidate events.
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Fig. 14.16: Z boson transverse momentum distributions for a) Z → e+e− and b) Z → μ+μ−
candidate events.
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In this chapter results for the W/Z cross section measurements at
√
s = 2.76 TeV and their
interpretation are discussed. In Sec. 15.1 the cross sections measured for both lepton flavors
are presented. These results are used to test lepton universality. Sec. 15.3 describes the results
obtained for combined lepton channels. Finally, in Sec. 15.4, the interpretation in terms of
parton density functions (PDFs) is presented.
15.1 Cross section measurement results
The cross sections are calculated separately for W and Z-bosons and lepton flavor, as described
in Chap. 3. The cross-sections are measured in the fiducial region (σ f idW/Z) corresponding to the
detector acceptance and are extrapolated to the full phase space (σtotW/Z) and fiducial region
of W and Z-boson measurements at
√
s = 13 TeV (σ13W/Z), following the methodology from
Chap. 3. The obtained cross sections are summarized in Tab. 15.1.
The main source of uncertainty for the cross section measurement is a luminosity uncer-
tainty. The statisitcal uncertainty of the data is a second dominant uncertainty. For the mea-
surement of W-boson cross section decaying to electron and neutrino, total systematic uncer-
tainty is around 1%, which is significantly lower, than statistical uncertainty. For the W-boson
decays in muon channel, total systematic uncertainty is higher (around 1.2%) because of the
high uncertainty of the trigger scale factors. The systematic uncertainty of Z-boson cross sec-




Table 15.1: Results on a fiducial σ f id and total cross section measurement for W+, W− and Z
bosons in electron and muon channels. The cross sections are shown with their sta-
tistical (stat), systematical (syst) and luminosity (lumi) uncertainties (and extrapo-
lation uncertainty (ext) for total cross section) quoted in that order.
central value ± stat ± syst ± lumi (± ext) central value ± stat ± syst ± lumi (± ext)
W+
W+ → eν W+ → μν
σ
f id
W [pb] 1406.0 ± 23.3 ± 8.9 ± 43.6 1430.0 ± 22.4 ± 18.3 ± 44.3
σtotW [pb] 2253.2 ± 37.3 ± 14.2 ± 69.8 ± 20.3 2291.7 ± 36.0 ± 29.3 ± 71.0 ± 20.6
σ13W [pb] 1293.9 ± 21.4 ± 8.9 ± 40.1 1316.7 ± 20.7 ± 14.9 ± 40.8
W−
W− → eν W− → μν
σ
f id
W [pb] 784.0 ± 17.5 ± 6.9 ± 24.3 795.0 ± 16.8 ± 10.9 ± 24.6
σtotW [pb] 1373.0 ± 30.7 ± 12.1 ± 42.6 ± 12.4 1392.3 ± 29.4 ± 19.1 ± 43.2 ± 12.5
σ13W [pb] 733.8 ± 16.4 ± 5.0 ± 22.7 743.7 ± 15.7 ± 8.6 ± 23.1
Z
Z → ee Z → μμ
σ
f id
Z [pb] 194.8 ± 9.4 ± 1.4 ± 6.0 203.5 ± 8.0 ± 0.9 ± 6.3
σtotZ [pb] 310.5 ± 15.0 ± 1.6 ± 9.6 ± 2.8 324.8 ± 12.8 ± 0.6 ± 10.1 ± 2.9
σ13Z [pb] 176.1 ± 8.5 ± 1.3 ± 5.5 183.2 ± 7.2 ± 0.8 ± 5.7
15.2 Lepton universality test
Because of the lepton universality in the Standard Model (SM), the equal cross sections for
different lepton decay channels are expected. The measured W cross sections are calculated in
the fiducial region (following the prescription from Sec. 3.1.3) are:
σ
f id
W (W → eν) = 2190.0 ± 29.1(stat.)± 14.5(sys.)± 67.9(lumi.) [pb],
σ
f id
W (W → μν) = 2225.0 ± 28.0(stat.)± 28.2(sys.)± 69.0(lumi.) [pb],






= BR(W→μν)BR(W→eν) = 1.015 ± 0.026(sys.)± 0.019(stat.),
which is in agreement with the SM prediction of its unity and the world average RworldW =
0.991 ± 0.018 [31].






= BR(Z→μμ)BR(Z→ee) = 1.046 ± 0.004(sys.)± 0.065(stat.),




Fig. 15.1: The correlated measurement of the muon-to-electron fiducial cross section ratios in
the W and the Z channels. The vertical (horizontal) band represents the uncertainty
of the corresponding Z (W) branching fractions based on the current world average
data. The green ellipse illustrates the 1 σ for the correlated measurement of RW and
RZ.
A comparison of RW and RZ, taking into account the correlated systematic uncertainties,
with world average and SM predictions is shown in Fig. 15.1. The correlation matrix for RW
and RZ can be found in Appendix B. The ellipse angle is obtained from the correlation matrix
using the eigenvector decomposition and corresponds to the angle between x axis and the one
of the 2 eigenvectors. The obtained values agree, within the 68% confidence level, with the
Standard Model expectations and the world average.
15.3 Combined results
Since the results for different analysis are agree withing the uncertainty, it is possible to per-
form averaging procedure as described in Sec. 3.2. The combination is done in the fiducial
region. The combined cross sections are extrapolated afterwards to the full phase space and
fiducial region of
√
s = 13 TeV. The common luminosity uncertainty is excluded from the com-
bination process.
The resulting combined cross sections are summarized in Tab. 15.2. The combination pro-
cedure allows to significantly reduce statistical uncertainty of the measurement compared to
individual lepton flavor cross sections. The systematic uncertainty is also reduced, because
most of the sources are uncorrelated for different lepton flavors of the analysis. The combina-
tion yields good χ2/NDF ≈ 1/3, indicating a good agreement between the measurements.
The W cross section is calculated from the combined W+ and W− cross sections.
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Table 15.2: Results on a fiducial σ f id and total cross section measurement for W+, W− and Z
bosons in electron and muon channels. The cross sections are shown with their sta-
tistical (stat), systematical (syst) and luminosity (lumi) uncertainties (and extrapo-
lation uncertainty (ext) for total cross section) quoted in that order.
value ± stat ± syst ± lumi (± ext) value ± stat ± syst ± lumi (± ext)
W+/−
W+ → lν W− → lν
σ
f id
W [pb] 1417.2 ± 16.2 ± 6.7 ± 43.9 789.1 ± 12.1 ± 4.5 ± 24.5
σtotW [pb] 2271.2 ± 25.9 ± 10.7 ± 70.4 ± 20.4 1382.0 ± 21.2 ± 7.8 ± 42.8 ± 12.4




W [pb] 2206.3 ± 20.2 ± 10.6 ± 68.4
σtotW [pb] 3653.2 ± 33.5 ± 17.5 ± 113.2 ± 32.9




Z [pb] 200.4 ± 6.1 ± 0.3 ± 6.2
σtotZ [pb] 319.1 ± 9.8 ± 0.5 ± 9.9 ± 2.9
σ13Z [pb] 181.2 ± 5.5 ± 0.3 ± 5.6
15.3.1 Comparison with theoretical predictions
Theoretical predictions are obtained at NLO and NNLO level of precision. The NLO calcula-
tions are performed using the MCFM generator [104], interfaced with APPLGRID [105], that
provides an x vs Q2 grid for a calculation and convolution with a given PDF set. The NNLO
predictions, provided to the author, are calculated using the FEWZ program [32].
The comparison between NLO and NNLO predictions for CT14nnlo [33] PDF set and the
obtained cross sections in the fiducial region for W+, W−, W± and Z-bosons decaying in elec-
tron, muon and combined channels are shown in Fig. 15.2 and Fig. 15.3. The NLO and NNLO
cross sections are in agreement with each other and with experimental data withing the PDF
uncertainty. The values of NLO cross section predictions are smaller, than the obtained exper-
imental results and have a higher uncertainty. The NNLO predictions have better agreement
with data.
Additionally, the obtained W+, W− and Z cross sections in a combined channel are com-
pared to the NNLO predictions for various PDF sets: ABM12nlo [106], CT14nnlo [33], MMHTnnlo
[20], ATLASepWZ12 [100], NNPDF3.0 [102] and HERApdf2.0nnlo [107] in Fig. 15.4-15.6. The
best overall agreement is achieved with NNPDF3.0 PDF set. Additional plots theoretical com-
parison plots can be found in the Appendix C.
Fig 15.7 shows the LHC, Tevatron and other pp and pp̄ results on measuring W and Z-
boson cross sections. It the same plot that has shown earlier in Chap. 2 (Fig. 2.7), however the
cross sections measured in this analysis are added. The cross sections measured at
√
s = 2.76
TeV are fully consistent with earlier LHC results and CT14 NNLO theoretical predictions. The





Fig. 15.2: The NLO and NNLO theoretical predictions calculated using the CT14nnlo PDF set
compared to the measured fiducial cross sections as given in Tab. 15.1 and Tab. 15.2
for a) σ f idW+ and b) σ
f id
W− . The blue and red dots correspond to the electron and muon
channels respectively, while black dots represent the combined channel. The NLO
and NNLO predictions are presented by the red and green lines with error-bands
respectively.
a) b)
Fig. 15.3: The NLO and NNLO theoretical predictions calculated using the CT14nnlo PDF set
compared to the measured fiducial cross sections as given in Tab. 15.1 and Tab. 15.2
for a) σ f idW and b) σ
f id
Z . he blue and red dots correspond to the electron and muon
channels respectively, while black dots represent the combined channel. The NLO




Fig. 15.4: NNLO predictions for the fiducial cross section σ f idW+ in pb for the six PDFs CT14nnlo,
MMHT2014, NNPDF3.0, ATLASepWZ12, abm12, HERApdf2.0 compared to the
measured fiducial cross section as given in Tab. 15.2. The green (cyan) band cor-
responds to the experimental uncertainty without (with) the luminosity uncertainty.
The theory predictions are given with the corresponding PDF uncertainties shown
as error bands.
Fig. 15.5: NNLO predictions for the fiducial cross section σ f idW− in pb for the six PDFs CT14nnlo,
MMHT2014, NNPDF3.0, ATLASepWZ12, abm12, HERApdf2.0 compared to the
measured fiducial cross section as given in Tab. 15.2. The green (cyan) band cor-
responds to the experimental uncertainty without (with) the luminosity uncertainty.




Fig. 15.6: Predictions for the fiducial cross section σ f idZ in pb for the six PDFs CT14nnlo,
MMHT2014, NNPDF3.0, ATLASepWZ12, abm12, HERApdf2.0 compared to the
measured fiducial cross section as given in Tab. 15.2. The green (cyan) band cor-
responds to the experimental uncertainty without (with) the luminosity uncertainty.
The theory predictions are given with the corresponding PDF uncertainties shown
as error bands.
15.3.2 Cross section ratios
Measurement of cross section ratios is a powerful tool to test PDF predictions, because of the
cancellation of luminosity uncertainty and partial cancellation of other sources of systematic
uncertainties. The ratios of W and Z-boson production cross sections have been measured at√
s = 7 TeV [96] and
√
s = 13 TeV [34]. The measurement of the ratio RW+/W− is potentially
sensitive to the uv, dv valence quarks distributions, while the ratio RW/Z can put a constrains
on the strange quark distributions. The ratios of W and Z-boson production cross sections are
calculated in a fiducial region, following the procedure from Sec. 3.3. For the electron channel,
the ratios are:
ReW/Z = 11.231 ± 0.563 (stat.) ± 0.058 (sys.);
ReW+/Z = 7.210 ± 0.369 (stat.) ± 0.034 (sys.);
ReW−/Z = 4.021 ± 0.214 (stat.) ± 0.030 (sys.);
ReW+/W− = 1.793 ± 0.050 (stat.) ± 0.004 (sys.)
and for the muon channel:
RμW/Z = 10.907 ± 0.452 (stat.) ± 0.150 (sys.);
RμW+/Z = 7.010 ± 0.298 (stat.) ± 0.097 (sys.);
RμW−/Z = 3.897 ± 0.174 (stat.) ± 0.057 (sys.);
RμW+/W− = 1.799 ± 0.047 (stat.) ± 0.003 (sys.).
The ratios in combined channel are benefiting from the reduced cross section uncertainties.
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RW/Z = 11.010 ± 0.351 (stat.) ± 0.052 (sys.);
RW+/Z = 7.072 ± 0.231 (stat.) ± 0.033 (sys.);
RW−/Z = 3.938 ± 0.135 (stat.) ± 0.022 (sys.);
RW+/W− = 1.796 ± 0.034 (stat.) ± 0.002 (sys.).
The uncertainties on ratios are dominated by the statistical uncertainty. The ratios are in
agreement between electron, muon and combined channel. The ratios for combined cross
analysis are used to compare with NLO predictions (Fig. 15.8 and Fig. 15.9) for the six PDFs
CT14nnlo, MMHT2014, NNPDF3.0, ATLASepWZ12, abm12, HERApdf2.0. Thanks to the higher
statistics in the combined W-boson analysis the ratio RW+/W− has the lowest statistical uncer-
tainty, that is compatible with the uncertainty within one PDF set. The ratios to the Z-boson
production cross section (RW/Z, RW+/Z and RW−/Z) are significantly less accurate because of
the large statistical uncertainty of the Z-boson cross section measurement. The best agreement
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Fig. 15.7: The measured values of a) σW→lν for W+, W− and their sum and b) σZ→ll for Z-boson
compared to the theoretical predictions based on NNLO QCD calculations. The AT-
LAS official results with addition of the 2.76 TeV measurement are shown for the
combined electron-muon channel only . The predictions and previous measurements
are shown for both proton-proton and proton-antiproton colliders as a function of√
s. The data points at the various energies are staggered to improve readability.
All data points are displayed with their total uncertainty. The calculations were per-
formed with the program FEWZ using the CT14nnlo parton density function pa-





Fig. 15.8: Ratio of a) W to Z and b) W+ to W− fiducial cross sections compared to predic-
tions based on the six PDF sets: CT14nnlo, MMHT2014, NNPDF3.0, ATLASepWZ12,
abm12, HERApdf2.0. The yellow band corresponds to the statistical uncertainty,
while the systematic uncertainty is considered to be negligible. Theory predictions
are given with the corresponding PDF uncertainties, denoted as error bars.
a) b)
Fig. 15.9: Ratio of a) W+ to Z and b) W− to Z fiducial cross sections compared to NLO predic-
tions based on the six PDF sets: CT14nnlo, MMHT2014, NNPDF3.0, ATLASepWZ12,
abm12, HERApdf2.0. The yellow band corresponds to the statistical uncertainty,
while the systematic uncertainty is considered negligible. Theory predictions are
given with the corresponding PDF uncertainties, denoted as error bars.
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15.4 Impact on parton density functions
The effect of addition of obtained cross sections in the global PDF analysis are estimated using
the profiling method, as described in Sec. 3.4. As a reference predictions, it is decided to use
CT14 PDF set, because of its relatively good agreement with the data for both NLO and NNLO
calculation. The studies are performed at NLO.
As mentioned in Chap. 2 the measurement at
√
s = 2.76 TeV is mostly sensitive to the valence
(uv and dv), light-sea (d̄ and ū) quark distributions. The addition of cross sections at
√
s =
2.76 TeV in the PDF set can introduce both the reduction of the uncertainties and shift in the
distributions.
A sensitivity of this measurement to the PDF uncertainties is studied with adding into the
PDF set the W and Z cross sections scaled to match the theoretical predictions. The resulting
distributions are shown in Fig. 15.10 for the initial scale Q2 = 1.9 GeV2. There is a reduction of
the uncertainties on ū and d̄ distributions and in low-x region for the valence quarks. Because
of the statistical uncertainty, the addition of the cross sections measured at
√
s = 2.76 TeV can
not reduce the uncertainties on the strange quark distributions. As expected, the W and Z cross
sections are not sensitive to the gluon density. It is also possible to reduce the uncertainties on
PDF distribution with inclusion of 5, 7 and 13 TeV W and Z cross sections in the analysis,
because of the large number of correlated uncertainties for a different energy measurements
(especially luminosity).
The full PDF analysis results are shown in Fig. 15.11- 15.12. The starting value of χ2/NDF
= 1.2/3 for a CT14 set shows a good agreement with theoretical predictions, however the pro-
filing procedure allows get better agreement with theory predictions (χ2/NDF=0.8/3). This
method introduces a shift in uv, dv, ū, v̄, s quark distributions. The gluon distribution is left
unchanged. The additional figures for PDF analysis can be found in Appendix D.
The comparison between predictions from the original and profiled CT14 PDF set are shown
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Fig. 15.10: Relative experimental uncertainties for the a) uv b) dv c) ū d) d̄ e) s quark and f)
gluon densities as a function of x at scale Q2 = 1.9 GeV2. The red band denotes the
reference NLO PDF distributions from CT14 pdf set. The impact of the addition of
the new W,Z cross sections at 2.76 TeV on the PDF set uncertainties is shown by the
blue boundaries.
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Fig. 15.11: Absolute (for a) uv, c) dv, e) ū quarks) and relative (for b) uv, d) dv, f) ū quarks) parton
densities distributions as a function of x at scale Q2 = 1.9 GeV2 with the experimen-
tal uncertainties. The red band denotes the reference NLO PDF distributions from
CT14 pdf set. The impact of the addition of the new W,Z cross sections at 2.76 TeV
























































































































Fig. 15.12: Absolute (for a) d̄ c) s quarks and e) gluon) and relative (for b) d̄ d) s quarks and f)
gluon) distributions for parton densities as a function of x at scale Q2 = 1.9 GeV2
with the experimental uncertainties. The red band denotes the reference NLO PDF
distributions from CT14 pdf set. The impact of the addition of the new W,Z cross
sections at 2.76 TeV on the PDF set is shown by the blue boundaries.
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a) b) c)
Fig. 15.13: The measured a) W+, b) W− and c) Z production fiducial cross sections in combined
channel compared to NLO predictions based on the original and profiled CT14 PDF
set.
c) b)
Fig. 15.14: The measured a) W and b) ratio of W+ to W− fiducial cross sections in combined






This thesis presents the measurement of the W → lν and Z → ll cross sections, where l
represents electrons or muons and ν stands for neutrino. These leptonic decay channels offer
a clear experimental signature and thus allows performing a high-precision measurement.
Theoretical predictions are available up to next-to-next-to leading order accuracy in quantum
chromodynamics (QCD) and include electroweak (EW) corrections at next-to leading order
accuracy. The cross section predictions depend on the parton distribution functions (PDFs) of
protons and therefore the measurement of the W and Z-boson cross sections allows testing
models of parton dynamics and offers input for a more precise determination of the parton
distribution functions of the proton.
In this analysis, a sample of pp collisions collected at the ATLAS experiment at the center-
of-mass energy 2.76 TeV is used. The data corresponds to an integrated luminosity of 4pb−1.
In total about 5500 (500) W-boson (Z-boson) candidates were found per lepton channel.
Due to the very limited size of the sample used, the statistical uncertainty is one of the
main uncertainties of this measurement. Several sources of the systematic uncertainties were
studied as well. The uncertainty of the luminosity measurement is the dominant one. Studies
of the hadronic recoil calibration for the missing transverse energy reconstruction have been
performed. The corresponding uncertainties have a small, but not negligible, contribution to
the systematic uncertainties of the W analyses. The contribution of the main background pro-
cess has been estimated using Monte Carlo simulation, except for the multijet background for
which a data-driven method was used.
The measured W → eν and Z → ee fiducial cross sections are:
σ
f id
W (W → eν) = 2190.0 ± 29.1(stat.)± 7.8(sys.)± 65.7(lumi.) [pb],
σ
f id
Z (Z → ee) = 195.0 ± 9.4(stat.)± 1.0(sys.)± 6.0(lumi.) [pb],
and the cross section for W → μν and Z → μμ are:
σ
f id
W (W → μν) = 2217.0 ± 27.9(stat.)± 50.6(sys.)± 66.5(lumi.) [pb],
σ
f id
Z (Z → ee) = 204.0 ± 8.0(stat.)± 0.4(sys.)± 6.3(lumi.) [pb].
The measured values of cross sections agree with each other within the uncertainties and as
well agree with theoretical predictions in different orders of QCD accuracy.
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The measurement of the cross-section ratios benefits from the partial cancellation of cor-
related experimental uncertainties and full cancellation of the luminosity uncertainty, which
makes them a powerful tool to test SM predictions. The measured cross section ratios in the












= BR(Z→μμ)BR(Z→ee) = 1.046 ± 0.004(sys.)± 0.065(stat.)
which is in agreement, within the uncertainty, with SM predictions and the world average.
The combination of the electron and muon channel cross section results allows to further
reduce the statistical uncertainties of the measurements:
σ
f id
W (W → lν) = 2206.3 ± 20.2(stat.)± 10.6(sys.)± 68.4(lumi.) [pb],
σ
f id
Z (Z → ll) = 200.4 ± 6.1(stat.)± 0.3(sys.)± 6.2(lumi.) [pb].
These results are used to measure the W to Z-boson cross section ratios:
RW/Z = 11.010 ± 0.351 (stat.) ± 0.052 (sys.),
which has an uncertainty comparable with the uncertainty of the next-to leading order predic-
tions.
The obtained cross sections have been used to constrain the proton PDF distributions and
have shown a slight reduction of uncertainties for the u, d and ū, d̄ distribution functions.
The analysis dedicated to constraining the PDF distributions would certainly benefit from
a bigger data sample collected at a similar center-of-mass energy and a combination with




In this Appenndix results of Cholesky decomposition for partially correlated uncertainties (see
Sec. 13.5) are presented. The resulting uncorrelated systematic sources are shown in Fig. A.1
in source vs the analysis plane. The content of the cell corresponds to the value of δC/C(%).

























































Fig. A.1: Results of Cholesky decomposition for correlated uncertainties for a) electron recon-
struction, b) electron identification, c) electron trigger and d) muon trigger scale factor













where index k runs over all independent sources of uncertainties, σkX and σkY are the k-th uncer-
tainties of the measurement X and Y respectively. The coefficient ρkXY - is a correlation coeffi-
cient between two estimates from the correlation matrix. Each element of the diagonal matrix
is equal to 1. The off-diagonal elements are equal to 0 for non correlated sources of uncertainty,
to 1 for totally correlated and -1 for totally uncorrelated. The uncertainties sources and their
correlations are explained in Chap. 13.
The covariance matrix for the cross-section measurements in electron and muon channels
are shown in Fig. B.1- B.2. The correlation matrix for the combined measurement is shown in




























Fig. B.1: Covariance matrix for the measurements of Z, W+ and W− cross sections for electron
channel in fiducial region a) for all uncertainty b) for all but luminosity uncertainty c)






























Fig. B.2: Covariance matrix for the measurements of Z, W+ and W− cross sections for muon
channel in fiducial region a) for all uncertainty b) for all but luminosity uncertainty c)




























Fig. B.3: Covariance matrix for the measurements of Z, W+ and W− cross sections for com-
bined channel in fiducial region a) for all uncertainty b) for all but luminosity uncer-














Fig. B.4: Covariance matrix for the measurements of RW and RZ ratios from Sec. 15.2 for elec-




Additional comparisons with theoretical
predictions
The cross section results for combined channel in fiducial regions have been compared to
NNLO predictions for different PDF sets in Sec. 15.3. This appendix presents the comparison
of cross section in full and extrapolated to 13 TeV regions with NNLO predictions (Fig. C.1-
Fig. C.3). The agreement between predictions and results in full region is worse, than for fidu-
cial and extrapolated regions, however it is still within 2σ of uncertainty.
Additionally, the comparison for NLO predictions in fiducial region is presented in Fig. C.4-
C.5.
a) b)
Fig. C.1: The NNLO predictions for the W+ cross section in a) full phase space and b) new
13 TeV phase space in pb for the six PDFs CT14nnlo, MMHT2014, NNPDF3.0, AT-
LASepWZ12, abm12, HERApdf2.0 compared to the measured cross section as given
in Tab. 15.2. The green (cyan) band corresponds to the experimental uncertainty with-
out (with) the luminosity uncertainty. The theory predictions are given with the cor-
responding PDF uncertainties shown as error bands.
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a) b)
Fig. C.2: The NNLO predictions for the W− cross section in a) full phase space and b) new
13 TeV phase space in pb for the six PDFs CT14nnlo, MMHT2014, NNPDF3.0, AT-
LASepWZ12, abm12, HERApdf2.0 compared to the measured cross section as given
in Tab. 15.2. The green (cyan) band corresponds to the experimental uncertainty with-
out (with) the luminosity uncertainty. The theory predictions are given with the cor-
responding PDF uncertainties shown as error bands.
a) b)
Fig. C.3: The NNLO predictions for the Z cross section in a) full phase space and b) new
13 TeV phase space in pb for the six PDFs CT14nnlo, MMHT2014, NNPDF3.0, AT-
LASepWZ12, abm12, HERApdf2.0 compared to the measured cross section as given
in Tab. 15.2. The green (cyan) band corresponds to the experimental uncertainty with-
out (with) the luminosity uncertainty. The theory predictions are given with the cor-
responding PDF uncertainties shown as error bands.
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a) b)
Fig. C.4: The NLO predictions for the fiducial cross section a) σ f idW+ b) σ
f id
W− in pb for the six PDFs
CT14nnlo, MMHT2014, NNPDF3.0, ATLASepWZ12, abm12, HERApdf2.0 compared
to the measured fiducial cross section as given in Tab. 15.2. The green (cyan) band cor-
responds to the experimental uncertainty without (with) the luminosity uncertainty.
The theory predictions are given with the corresponding PDF uncertainties shown as
error bands.
Fig. C.5: The NLO predictions for the fiducial cross section σ f idZ in pb for the six PDFs
CT14nnlo, MMHT2014, NNPDF3.0, ATLASepWZ12, abm12, HERApdf2.0 compared
to the measured fiducial cross section as given in Tab. 15.2. The green (cyan) band cor-
responds to the experimental uncertainty without (with) the luminosity uncertainty.





Additional PDF profiling plots
The results of PDF profiling have been showed in Sec. 15.4. In this Appendix the effect on
valence quarks ratio dv/uv (Fig. D.1) and difference in sea u and d quarks d̄ − ū (Fig. D.2) is
shown. The effect of inclusion of the new data at the scale of the measurement Q2 ≈ M2W is
shown in Fig. D.3- D.5.
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Fig. D.1: The a) absolute and b) relative distributions for the d̄− ū quark densities as a function
of x at scale Q2 = 1.9 GeV2 with the experimental uncertainties. The red band denotes
the reference NLO PDF distributions from CT14 pdf set. The impact of addition of the
new W,Z cross sections at 2.76 TeV on the PDF set is shown by the blue boundaries.
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Fig. D.2: The a) absolute and b) relative distributions for the uv/dv quark densities as a function
of x at scale Q2 = 1.9 GeV2 with the experimental uncertainties. The red band denotes
the reference NLO PDF distributions from CT14 pdf set. The impact of addition of the
new W,Z cross sections at 2.76 TeV on the PDF set is shown by the blue boundaries
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Fig. D.3: The absolute for the a) uv and b) dv quark densities as a function of x at scale Q2 = M2W
with the experimental uncertainties. The red band denotes the reference NLO PDF
distributions from CT14 pdf set. The impact of addition of the new W,Z cross sections
at 2.76 TeV on the PDF set is shown by the blue boundaries.
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Fig. D.4: The absolute for the a) ū and b) d̄ quark densities as a function of x at scale Q2 = M2W
with the experimental uncertainties. The red band denotes the reference NLO PDF
distributions from CT14 pdf set. The impact of addition of the new W,Z cross sections
at 2.76 TeV on the PDF set is shown by the blue boundaries.
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Fig. D.5: The absolute for the a) s quark and b) gluon densities as a function of x at scale
Q2 = M2W with the experimental uncertainties. The red band denotes the reference
NLO PDF distributions from CT14 pdf set. The impact of addition of the new W,Z
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