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Weyl–Titchmarsh matrix functions play an essential role in the spectral theory of
Dirac-type equations (Oper. Theory: Adv. Appl. 107 (1999)). In this paper, we have
constructed a class of Weyl–Titchmarsh matrix-functions generating potentials of
ﬁnite-zone type. It has turned out that the corresponding potentials have derivatives
of an arbitrary order. Using the above-mentioned results, we deduce the matrix
analogue of the trace formula for ﬁnite-zone matrix potentials. In the last part of the
paper, we consider separately the scalar case of Dirac-type equations. For this case,
we have constructed ﬁnite-zone potentials in explicit forms and proved that these
potentials are quasiperiodical. We note that for scalar Schro¨dinger equations the
corresponding results are well known (see Invent. Math. 30 (1975), 217–274; ‘‘Soliton
and the Inverse Scattering Transform,’’ SIAM, Philadelphia, 1981; Rev. Sci. Technol.
23 (1983), 20–50; ‘‘Theory of Solitons, The Method of Inverse Problem,’’ New York,
1984; ‘‘Inverse Sturm–Liouville Problems,’’ VSP, Zeist, 1987; ‘‘Inverse Spectral
Theory,’’ Academic Press, New York, 1987). # 2002 Elsevier Science (USA)1. WEYL–TITCHMARSH MATRIX FUNCTION ON
THE HALF-LINE
In this section, we introduce the main notions.
Let us consider the matrix equation
dw
dx
¼ ½i z j þ xðxÞw; 04xo1; ð1Þ
where xðxÞ; wðx; zÞ and j are n n matrices (n ¼ 2m) and
j ¼
Im 0
0 	Im
" #
; xðxÞ ¼
0 qðxÞ
qnðxÞ 0
" #
; wð0; zÞ ¼ In: ð2Þ385
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L. A. SAKHNOVICH386We suppose that the inequality
jjxðxÞjj4Ml ; 04x4lo1 ð3Þ
is true for some Ml :
Equation (1) can be reduced to the form
dW
dx
¼ ½i z J þ BðxÞW ; ð4Þ
where
W ðx; zÞ ¼ Uwðx; zÞUn; BðxÞ ¼ UxðxÞUn; ð5Þ
UjUn ¼ J ¼
0 Im
Im 0
" #
; U ¼
1ﬃﬃﬃ
2
p Im 	Im
Im Im
" #
: ð6Þ
From (2) and (5) we deduce that
BðxÞ ¼ BnðxÞ ¼
aðxÞ bðxÞ
	bðxÞ 	aðxÞ
" #
; ð7Þ
where
aðxÞ ¼ 	½qðxÞ þ qnðxÞ=2; bðxÞ ¼ ½qðxÞ 	 qnðxÞ=2:
Definition 1. The mm matrix function jðzÞ is called a Weyl–
Titchmarsh matrix function for system (1) if
Z 1
0
½jnðzÞ Imwnðx; zÞwðx; zÞ
jðzÞ
Im
" #
dxo1: ð8Þ
Remark 1. In (8) and subsequently we use matrix inequalities of the type
Ao1; where A50: It means by deﬁnition that Tr Ao1:
In terms of Eq. (4) inequality (8) can be written in the following form:
Z 1
0
½jnðzÞ ImUnW nðx; zÞW ðx; zÞU
jðzÞ
Im
" #
dxo1:
MATRIX FINITE-ZONE 387Using the equality
U
jðzÞ
Im
" #
¼
1ﬃﬃﬃ
2
p jðzÞ 	 Im
jðzÞ þ Im
" #
;
we have
Z 1
0
½Im ivnðzÞW nðx; zÞW ðx; zÞ
Im
	ivðzÞ
" #
dxo1; ð9Þ
where
vðzÞ ¼ i½Im þ jðzÞ½jðzÞ 	 Im	1: ð10Þ
Definition 2. The mm matrix function vðzÞ deﬁned by inequality (9)
is called a Weyl–Titchmarsh matrix function for system (4).
Let us represent the matrix function A1ðl; zÞ ¼ wnðl; %zÞ in the block form
A1ðl; zÞ ¼
a1ðl; zÞ b1ðl; zÞ
c1ðl; zÞ d1ðl; zÞ
" #
;
where all blocks are of mm order.
Now we introduce the class of mm matrix functions
jðl; zÞ ¼ ½a1ðl; zÞR1ðzÞ þ b1ðl; zÞQ1ðzÞ½c1ðl; zÞR1ðzÞ þ d1ðl; zÞQ1ðzÞ	1: ð11Þ
Here, the pair of meromorphic mm matrix functions R1ðzÞ and Q1ðzÞ are
such that
Rn1ðzÞR1ðzÞ þQ
n
1ðzÞQ1ðzÞ > 0;
Rn1ðzÞR1ðzÞ 	Q
n
1ðzÞQ1ðzÞ50;
ð12Þ
where Im z > 0:
Proposition 1 (Sakhnovich [9]). Let condition (3) be fulfilled. Then the
following assertions are true:
1. There exists a unique matrix function
jðzÞ ¼ lim
l!1
jðl; zÞ: ð13Þ
2. The matrix function jðzÞ defined by relation (13) is the unique Weyl–
Titchmarsh matrix function of system (1).
L. A. SAKHNOVICH388Formulas (10)–(13) can be rewritten in terms of Eq. (4). Let us represent
the matrix function Aðl; zÞ ¼W nðl; %zÞ in the block form
Aðl; zÞ ¼
aðl; zÞ bðl; zÞ
cðl; zÞ dðl; zÞ
" #
: ð14Þ
Then the matrix function
vðl; zÞ ¼ i½Im þ jðl; zÞ½jðl; zÞ 	 Im	1 ð15Þ
can be written in the form
vðl; zÞ ¼ i½aðl; zÞRðzÞ þ bðl; zÞQðzÞ½cðl; zÞRðzÞ þ dðl; zÞQðzÞ	1: ð16Þ
Here, the meromorphic mm matrix functions RðzÞ and QðzÞ are such that
RnðzÞRðzÞ þQnðzÞQðzÞ > 0;
RnðzÞQðzÞ þQnðzÞRðzÞ50;
Im z > 0: ð17Þ
Proposition 2. Let conditions (3) be fulfilled. System (4) has one and
only one Weyl–Titchmarsh matrix function vðzÞ and this matrix function can
be represented in the form
vðzÞ ¼ lim
l!1
vðl; zÞ: ð18Þ
Proposition 3. Let conditions (3) be fulfilled. Then the inequality
vðzÞ 	 vnðzÞ
i
50; Im z > 0 ð19Þ
is true.
Proof. By virtue of (1) we have the relation
wnðx; zÞjwðx; zÞ ¼ j þ iðz	 %zÞ
Z x
0
wnðu; zÞwðu; zÞ du: ð20Þ
From (20) we deduce that
wnðx; zÞjwðx; zÞ5j; Im zo0: ð21Þ
Using the equality A1ðl; zÞ ¼ wnðl; %zÞ we obtain that
A1ðl; zÞjAn1ðl; zÞ5j; Im z > 0: ð22Þ
MATRIX FINITE-ZONE 389It follows from (11), (12) and (22) that
jnðl; zÞjðl; zÞ5Im; Im z > 0 ð23Þ
i.e.
vðl; zÞ 	 vnðl; zÞ
i
50; Im z > 0: ð24Þ
The proposition follows directly from (18) and (24). ]
2. WEYL–TITCHMARSH MATRIX FUNCTION ON THE LINE
The notion of a Weyl–Titchmarsh matrix function on the line can be
expressed in the terms of a Weyl–Titchmarsh matrix function on the half-
line by doubling the dimension of the system.
Using the notations
BðxÞ ¼ BðxÞ; Wðx; zÞ ¼W ðx; zÞ; x > 0;
we can rewrite the equation on the line
dW
dx
¼ ½i z J þ BðxÞW ; 	1oxo1 ð25Þ
in the form of an equation on the half-line:
dW0ðx; zÞ
dx
¼ ½i z J0 þ B0ðxÞW0ðx; zÞ; 04xo1; ð26Þ
where
W0ðx; zÞ ¼ T	1
Wþðx; zÞ 0
0 W	ðx; zÞ
" #
T ; T ¼
J I2m
	J I2m
" #
; ð27Þ
B0ðxÞ ¼ T	1
BþðxÞ 0
0 B	ðxÞ
" #
T ; J0 ¼
0 I2m
I2m 0
" #
: ð28Þ
It follows from (7) and (27), (28) that
J0 ¼ T	1
J 0
0 	J
" #
T ; ð29Þ
B0ðxÞ ¼ BnðxÞ: ð30Þ
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the line ð	1;1Þ coincides with Weyl–Titchmarsh matrix function v0ðzÞ of
system (26) on the half-line ð0;1Þ (see [9, Chap. 5].
We can write the inequalityZ 1
0
½I2m ivn0ðzÞW
n
0 ðx; zÞW0ðx; zÞ
I2m
	iv0ðzÞ
" #
dxo1
in the formZ 1
0
ðJ ivn0 zð ÞÞW
n
ðx; zÞWðx; zÞðJ iv0 zð ÞÞ dxo1: ð31Þ
Let us represent v0ðzÞ in the block form
v0ðzÞ ¼
v11ðzÞ v12ðzÞ
v21ðzÞ v22ðzÞ
" #
; ð32Þ
where vijðzÞ are mm matrices. We shall use the following assertion
[9, Chap. 9].
Proposition 4. If the relations
det v11ðzÞc0; det½Im iv12ðzÞc0; Im z > 0 ð33Þ
hold, then
vþðzÞ ¼ 	½Im 	 iv21ðzÞv	111 ðzÞ ¼ v22ðzÞ½Im 	 iv12ðzÞ
	1; ð34Þ
v	ðzÞ ¼ 	½Im þ iv21ðzÞv	111 ðzÞ ¼ v22ðzÞ½Im þ iv12ðzÞ
	1; ð35Þ
½Jv0ðzÞ2 ¼ 	I2m: ð36Þ
Let us use relations (34) and (35) to express the blocks vijðzÞ of the matrix
v0ðzÞ through vðzÞ:
v11ðzÞ ¼ 	2½vþðzÞ þ v	ðzÞ	1; ð37Þ
v21ðzÞ ¼ i ½vþðzÞ 	 v	ðzÞ½vþðzÞ þ v	ðzÞ	1; ð38Þ
v12ðzÞ ¼ 	i ½vþðzÞ þ v	ðzÞ	1½vþðzÞ 	 v	ðzÞ; ð39Þ
v22ðzÞ ¼ 2vþðzÞ½vþðzÞ þ v	ðzÞ	1v	ðzÞ: ð40Þ
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SYSTEM WITH SHIFTED ARGUMENT
Let us consider a system of the form
dW ðx;s; zÞ
dx
¼ ½i z J þ Bðxþ sÞW ðx;s; zÞ; 	1oxo1; ð41Þ
where
W ð0;s; zÞ ¼ I2m; s ¼ %s:
We denote by v0ðs; zÞ the Weyl–Titchmarsh matrix function of system (41).
In order to ﬁnd the connection between v0ðs; zÞ and v0ðzÞ ¼ v0ð0; zÞ we
introduce the notations
Bþðx; sÞ ¼ Bðxþ sÞ; B	ðx;sÞ ¼ Bðs	 xÞ:
The matrix functions Wðx;s; zÞ are deﬁned by the relations
dWðx;s; zÞ
dx
¼  ½i z J þ Bðx; sÞWðx; s; zÞ;
Wð0;s; zÞ ¼ I2m; 04xo1:
By (42) we can write
Wþðx; s; zÞ ¼
Z s
0
exp½i z J þ Bðxþ sÞ dx: ð43Þ
Now let us introduce the matrix function
Aðs; zÞ ¼
Z s
0
exp½i z J þ BðxÞ dx: ð44Þ
Using (43) and (44) we obtain
Wþðx;s; zÞ ¼Wþðxþ s; 0; zÞAðs; zÞ
	1: ð45Þ
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Z1
0
½ J þ vn0ðs; zÞðA
nðs; zÞÞ	1W nþðxþ s; 0; zÞ
Wþðxþ s; 0; zÞA	1ðs; zÞ½J þ v0ðs; zÞ dx
¼
Z1
s
½J þ vn0ðs; zÞðA
nðs; zÞÞ	1W nþðx; 0; zÞ
Wþðx; 0; zÞA	1ðs; zÞ½J þ v0ðs; zÞ dxo1;
i.e.
v0ðs; zÞJ ¼ Aðs; zÞ½v0ðzÞJA	1ðs; zÞ: ð46Þ
Corollary 1. The singular points zka1 of the matrix function v0ðzÞ and
v0ðs; zÞ coincide.
4. HYPERBOLIC PENCILS
Further we need the notion of a hyperbolic pencil (see [5]).
A polynomial mm matrix pencil
LðzÞ ¼ ANzN þ AN	1zN	1 þ    þ A0
is called self-adjoint if Ak ¼ Ank ð04k4NÞ:
Definition 4. A self-adjoint pencil LðzÞ is called hyperbolic if ANo0
and for any m 1 vector fa0 all zeroes Pkðf Þ ð14k4NÞ of the polynomial
f nLðzÞf are real and distinct.
We number the zeroes Pkðf Þ in increasing order.
The set fPkðf Þg (with k ﬁxed) formed by all the m 1 vectors f is either a
segment or the point Dk:
5. FINITE-BAND POTENTIALS
Now, we shall investigate the case where the Weyl–Titchmarsh matrix
function v0ðzÞ of system (25) can be represented in the form
v0ðzÞ ¼
iPðzÞ Q1ðzÞ
Q2ðzÞ iSðzÞ
" #, ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðzÞ
p
; ð47Þ
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RðzÞ ¼ ðz	 l1Þðz	 m1Þ    ðz	 lNÞðz	 mNÞ: ð48Þ
Relation (36) is equivalent to the relations:
Q1ðzÞPðzÞ þ PðzÞQ2ðzÞ ¼ 0; ð49Þ
SðzÞPðzÞ 	Q22ðzÞ ¼ RðzÞIm: ð50Þ
We suppose that
det PðzÞc0:
Theorem 1. Let the polynomial RðzÞ and mm hyperbolic pencil
PðzÞ ¼ 	zNIm þ zN	1AN	1 þ    þ A0 ð51Þ
be given. We suppose that
	1ol1om1ol2o   olNomN ; ð52Þ
Dk 2 ½lk;mk: ð53Þ
Then there exist mm matrix polynomials Q1ðzÞ; Q2ðzÞ; and SðzÞ such that
the matrix
v0ðzÞ ¼
iPðzÞ Q1ðzÞ
Q2ðzÞ iSðzÞ
" #, ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðzÞ
p
ð54Þ
satisfies the conditions
½Jv0ðzÞ2 ¼ 	I2m; ð55Þ
½v0ðzÞ 	 vn0ðzÞ=ðz	 %zÞ50: ð56Þ
Proof. We denote by E the set
E ¼ ð	1; l1 [ ½m1; l2 [    [ ½mN ;1Þ: ð57Þ
The sign of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðzÞ
p
is such that
PðlÞﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðlÞ
p > 0; 	1olol1; RðlÞ ¼ Rðlþ i0Þ:
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PðlÞﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðlÞ
p > 0; l 2 E: ð58Þ
It follows from relations (56)–(58) that the matrix function
v11ðzÞ ¼ iPðzÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðzÞ
p.
belongs to the Nevanlinna class. Then the matrix function ½	v	111 ðzÞ belongs
to the Nevanlinna class also, i.e. the following representation:
i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðzÞ
p
P	1ðzÞ ¼ 	
1
p
Z
E
1
z	 l
þ
l
1þ l2
 	 ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðlÞ
p
P	1ðlÞ dl
	
Xn
l¼1
gl
z	 nl
þ g0; nl ¼ %nl %2E; gl50 ð59Þ
is true. Now we introduce the mm matrix function
Q2ðzÞ ¼
Xn
k¼1
gkek
z	 nk
 !
PðzÞ; ek ¼ 1: ð60Þ
(The signs of ek are arbitrary.) In view of (59) we have
lim
z!nl
glPðzÞ ¼ lim
z!nl
PðzÞgl ¼ 0: ð61Þ
From relations (60) and (61) we deduce that Q2ðzÞ is a matrix polynomial
and
deg Q2ðzÞ4N 	 1: ð62Þ
Taking into account (59) and (61) we have
i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðnkÞ
p
gk ¼ 	gkP
0ðnkÞgk; 14k4n: ð63Þ
Equalities (49) and (60) imply that
Q1ðzÞ ¼ 	PðzÞ
Xn
k¼1
gkek
z	 nk
 !
: ð64Þ
It follows from (61) and (64) that Q1ðzÞ is an mm matrix polynomial and
deg Q1ðzÞ ¼ deg Q2ðzÞ4N 	 1: ð65Þ
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SðzÞ ¼ RðzÞP	1ðzÞ þ
Xn
k¼1
gkek
z	 nk
 !
PðzÞ
Xn
k¼1
gkek
z	 nk
 !
: ð66Þ
In view of (63) and (66) we have
resz¼nj SðzÞ ¼ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðnjÞ
p
gj þ gjP
0ðnjÞgj ¼ 0:
This means that SðzÞ is an mm matrix polynomial and deg SðzÞ ¼ N:
Let us prove now that inequality (56) is true. Comparing formulas (60)
and (64) we deduce that
Q1ðzÞ ¼ 	Qn2ð%zÞ: ð67Þ
In view of (49), (50) and (67) we obtain the relation
SðzÞ ¼ Qn2ð%zÞP
	1ðzÞQ2ðzÞ þ P	1ðzÞRðzÞ: ð68Þ
Using inequality (58) we deduce from (68) that
SðlÞﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðlÞ
p > 0; l 2 E; ð69Þ
½SðlÞ 	Qn2ðlÞPðlÞQ2ðlÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðlÞ
p
> 0; l 2 E: ð70Þ
It follows from (47) that
v0ðlþ i0Þ 	 vn0ðlþ i0Þ
2i
¼ 0; l %2 E; ð71Þ
v0ðlþ i0Þ 	 vn0ðlþ i0Þ
2i
¼
PðlÞ Q1ðlÞ=i
Q2ðlÞ
i
SðlÞ
2
4
3
5, ﬃﬃﬃﬃﬃﬃﬃﬃﬃRðlÞp ; l 2 E: ð72Þ
Relations (58) and (70)–(72) imply that
v0ðlþ i0Þ 	 vn0ðlþ i0Þ
2i
50; l ¼ %l;
i.e. inequality (56) is true. The theorem is proved. ]
Theorem 2. Let the conditions of Theorem 1 be fulfilled and let the Weyl–
Titchmarsh matrix function v0ðzÞ have form (47). Then the Weyl–Titchmarsh
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v0ðs; zÞ ¼
iPðs; zÞ Q1ðs; zÞ
Q2ðs; zÞ iSðs; zÞ
" #, ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðzÞ
p
; ð73Þ
where Pðs; zÞ; Q1ðs; zÞ; Q2ðs; zÞ and Sðs; zÞ are mm matrix polynomials and
deg Pðs; zÞ ¼ deg Sðs; zÞ ¼ N; ð74Þ
deg Q1ðs; zÞ ¼ deg Q2ðs; zÞ4N 	 1: ð75Þ
Proof. The matrix functions v0ðs; zÞ and v0ðzÞ are connected by relation
(46). It follows from (44) that Aðs; zÞ and A	1ðs; zÞ are entire matrix
functions and
jjA1ðs; zÞjj4eM jzj: ð76Þ
Using formulas (46) and (47) we deduce that v0ðs; zÞ has form (73), where
Pðs; zÞ; Q1ðs; zÞ; Q2ðs; zÞ and Sðs; zÞ are entire matrix functions and
jjPðs; zÞjj þ jjQ1ðs; zÞjj þ jjQ2ðs; zÞjj þ jjSðs; zÞjj4eM1 jzj: ð77Þ
The matrix function v0ðs; zÞ belongs to the Nevanlinna class and [9]
v0ðs; zÞz!1 ¼ iI þ oð1Þ; 0oe4arg z4p	 e: ð78Þ
The assertion of the theorem follows directly from (77) and (78).
Let z ¼ %z; fa0: We number the zeroes of ðPðs; zÞf ; f Þ and ðSðs; zÞf ; f Þ in
increasing order Pkð f ;sÞ and Skð f ;sÞ (14k4N), respectively. It is easy to
see that
signðPðs; zÞf ; f Þ ¼ signðSðs; zÞf ; f Þ ¼ sign PðzÞ; z 2 E:
Hence, the following assertion is true. ]
Corollary 2. The self-adjoint pencils Pðs; zÞ and Sðs; zÞ are hyperbolic
and
Pkð f ;sÞ 2 ½lk;mk; Skð f ; sÞ 2 ½lk;mk:
Example 1. Let us consider the equation
dw
dx
¼ ði z j þ xÞw; 	1oxo1; m ¼ 1; ð79Þ
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x ¼
0 q
%q 0
" #
: ð80Þ
We introduce the notation
lðzÞ ¼ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 	 jqj2
q
; Im
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 	 jqj2
q
> 0; Im z > 0:
It is easy to see that
i z j þ x ¼ T	1ðzÞ
lðzÞ 0
0 	lðzÞ
" #
TðzÞ; ð81Þ
where
TðzÞ ¼
	 %q=½iz	 lðzÞ 1
	 %q=½izþ lðzÞ 1
" #
: ð82Þ
Hence we have
wðx; zÞ ¼ T	1ðzÞ
exlðzÞ 0
0 e	xlðzÞ
" #
TðzÞ: ð83Þ
From (11), (13) and (82), (83) we deduce that
jðzÞ ¼
q
izþ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 	 jqj2
q ; ð84Þ
where Im
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 	 jqj2
q
o0 when Im zo0: Using equalities (10) and (84) we
obtain the relation
vþðzÞ ¼ i
	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 	 jqj2
q
þ i Re q
z	 Im q
; Im zo0: ð85Þ
In a similar way, we deduce the formula
v	ðzÞ ¼ i
	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 	 jqj2
q
	 i Re q
z	 Im q
; Im zo0: ð86Þ
L. A. SAKHNOVICH398It follows from formulas (37)–(40) that
v0ðzÞ ¼
ð	zþ Im qÞi 	Re q
Re q i ð	z	 Im qÞ
" #, ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 	 jqj2
q
; Im zo0:
Corollary 3. The Weyl–Titchmarsh matrix function v0ðzÞ belongs to
class (47).
6. TRACE FORMULA
We assume that xðxÞ has the form
xðxÞ ¼
0 qðxÞ
qnðxÞ 0
" #
; ð87Þ
where qðxÞ is an mm matrix function. We shall use the following assertion
[9].
Proposition 5. If the Weyl–Titchmarsh matrix function vþðs; zÞ of
system (1), (87) admits in a neighborhood of z ¼ 1 the representation
vþðs; zÞ ¼ i Im þ
aðsÞ
z
þO
1
z2
 	
; ð88Þ
then
aðsÞ ¼ 	qnðsÞ: ð89Þ
In view of (48) we have
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðzÞ
p
¼ 	zN 1	
1
2z
XN
k¼1
ðlk þ mkÞ þO
1
z2
 	" #
: ð90Þ
We deduce from Theorem 2 that
Pðs; zÞ ¼ 	zNIm þ AN	1ðsÞzN	1 þ    þ A0ðsÞ; ð91Þ
Sðs; zÞ ¼ 	zNIm þ BN	1ðsÞzN	1 þ    þ B0ðsÞ; ð92Þ
Q2ðs; zÞ ¼ zN	1DN	1ðsÞ þ zN	2DN	2ðsÞ þ    þD0ðsÞ: ð93Þ
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P	1ðs; zÞ ¼ 	z	N Im þ
1
z
AN	1ðsÞ þO
1
z2
 	 
; ð94Þ
Q2ðs; zÞ ¼ zN
1
z
DN	1ðsÞ þO
1
z2
 	 
; ð95Þ
Using (34) and (47) we see that
vþðs; zÞ ¼ i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðzÞ
p
P	1ðsÞ þQ2ðzÞP	1ðzÞ: ð96Þ
Taking into account (90) and (94)–(96) we have
vþðs; zÞ ¼ i Im þ
1
z
AN	1ðsÞ 	
1
2z
XN
k¼1
ðlk þ mkÞIm
" #
	
1
z
DN	1ðsÞ þO
1
z2
 	
; z!1: ð97Þ
Comparing formulas (88), (89) and (97) we obtain the following matrix
analogue of the trace formula:
qnðsÞ ¼ 	i AN	1ðsÞ 	
1
2
Im
XN
k¼1
ðlk þ mkÞ
" #
þDN	1ðsÞ: ð98Þ
7. AUTONOMOUS SYSTEMS
From (44) and (46) we deduce that
dvðs; zÞ
ds
J ¼ ði z J þ BðsÞÞvðs; zÞJ 	 vðs; zÞJði z J þ BðsÞÞ: ð99Þ
We represent Q1ðs; zÞ in the form
Q1ðs; zÞ ¼ CN	1ðsÞzN	1 þ    þ C0ðsÞ: ð100Þ
L. A. SAKHNOVICH400Substituting form (73) into Eq. (99) we deduce that
dQ1
ds
¼ 	 zðS 	 PÞ þ ðaQ1 	Q1aÞ þ ðbS þ PbÞi;
dQ2
ds
¼ 	 zðP	 SÞ 	 ðaQ2 	Q2aÞ 	 ðbPþ SbÞi;
dP
ds
¼ zðQ2 	Q1Þ 	 iðbQ2 	Q1bÞ þ ðPaþ aPÞ;
dS
ds
¼ zðQ1 	Q2Þ þ iðbQ1 	Q2bÞ 	 ðSaþ aSÞ:
From (91)–(93) and (100), (101) we obtain
dCkðsÞ
ds
¼ 	 ðBk	1 	 Ak	1Þ þ ðaCk 	 CkaÞ
þ iðbBk þ AkbÞ; 04k4N 	 1; ð102Þ
dDkðsÞ
ds
¼ 	 ðAk	1 	 Bk	1Þ 	 ðaDk 	DkaÞ
	 ðbAk þ BkbÞi; 04k4N 	 1; ð103Þ
dAkðsÞ
ds
¼ ðDk	1 	 Ck	1Þ 	 iðbDk 	 CkbÞ
þ ðAkaþ aAkÞ; 04k4N 	 1 ð104Þ
dBkðsÞ
ds
¼ ðCk	1 	Dk	1Þ þ iðbCk 	DkbÞ
	 ðBkaþ aBkÞ; 04k4N 	 1: ð105Þ
We suppose that
A	1 ¼ B	1 ¼ C	1 ¼ D	1 ¼ 0:
Comparing (99) and (102)–(105) we see that differential system (99) is
equivalent to system (102)–(105) with the conditions
aðsÞ ¼ 1
2
½DN	1ðsÞ 	 CN	1ðsÞ; bðsÞ ¼ 12 i ½BN	1ðsÞ 	 AN	1ðsÞ: ð106Þ
We note that v0ðzÞ ¼ vð0; zÞ has form (47) and is given. This means that
Akð0Þ; Bkð0Þ; Ckð0Þ and Dkð0Þ are given. Using the method of successive
approximation and Theorem 2 we obtain the following assertion.
MATRIX FINITE-ZONE 401Theorem 3. Let the conditions of Theorem 2 be fulfilled. Then system
(102)–(105) with conditions (106) has one and only one solution.
Corollary 4. If v0ðzÞ has form (47), then the corresponding matrix
functions aðsÞ; bðsÞ; qðsÞ have continuous derivatives of arbitrary order.
Proposition 6. The following relation
BN	1ðsÞ þ AN	1ðsÞ ¼
XN
j¼1
ðlj þ mjÞIm ð107Þ
is true.
Proof. From (36) we deduce that
Sðs; zÞPðs; zÞ 	Q22ðs; zÞ ¼ RðzÞIm; ð108Þ
Q1ðs; zÞPðs; zÞ þ Pðs; zÞQ2ðs; zÞ ¼ 0: ð109Þ
We obtain equality (107) by comparing the coefﬁcients by z2N	1 of the left-
and right-hand sides of (108). ]
8. SCALAR CASE
We consider separately the case where m ¼ 1: In this case the polynomial
Pðs; zÞ can be represented in the product from
Pðs; zÞ ¼ 	
XN
j¼1
½z	 njðsÞ; ð110Þ
where
njðsÞ 2 ½lj ;mj ; 14j4N: ð111Þ
It follows from (110) that
dPðs; zÞ
ds

z¼nkðsÞ
¼
YN
j¼1ðjakÞ
½nkðsÞ 	 njðsÞ
dnkðsÞ
ds
: ð112Þ
Relation (109) implies that in case m ¼ 1 we have
Q1ðs; zÞ ¼ 	Q2ðs; zÞ ¼ Qðs; zÞ: ð113Þ
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dPðs; zÞ
ds

z¼nkðsÞ
¼ 	2½nkðsÞ 	 ibðsÞQðnkðsÞÞ: ð114Þ
From equality (108) we deduce that
QðnkðsÞÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðnkðsÞÞ
p
ekðsÞ; ekðsÞ ¼ 1; ð115Þ
where
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðnkðsÞÞ
p
50; 14k4N: Comparing (112) and (114), (115) we have
dnkðsÞ
ds
¼ 	2
½nkðsÞ 	 ibðsÞQN
j¼1ðjakÞ ½nkðsÞ 	 njðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðnkðsÞÞ
p
ekðsÞ: ð116Þ
We note that in view of (91), (92) and (106) the following relation
bðsÞ ¼
1
2
i
XN
k¼1
½tkðsÞ 	 nkðsÞ ð117Þ
holds. Here tkðsÞ ð14k4NÞ are the zeroes of the polynomial Sðs; zÞ:
Relation (107) takes the form
XN
j¼1
½tjðsÞ þ njðsÞ ¼
XN
j¼1
ðlj þ mjÞ: ð118Þ
It follows from formulas (117) and (118) that
nkðsÞ 	 ibðsÞ ¼ s	
XN
j¼1ðjakÞ
njðsÞ; ð119Þ
where
s ¼
1
2
XN
j¼1
ðlj þ mjÞ: ð120Þ
Now Eq. (116) can be written in the form
dnkðsÞ
ds
¼
	2½s	
PN
j¼1ðjakÞ njðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðnkðsÞÞ
p
ekðsÞQN
j¼1ðjakÞ ½nkðsÞ 	 njðsÞ
: ð121Þ
A system of type (121) in Schro¨dinger equation theory allows us to ﬁnd the
corresponding ﬁnite-zone potentials in an explicit from (see [1, 7]). Further,
we use system (121) for similar aims in the case of Dirac-type equation.
MATRIX FINITE-ZONE 403Remark 2. The function ekðsÞ changes sign when nkðsÞ coincides with
the ends of the segment ½lk;mk:
Example 2. Let us consider the case when m ¼ 1; N ¼ 1: In this case
Eq. (121) has the form
dn1
ds
¼ 	2s
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn1 	 l1Þðm1 	 n1Þ
p
e1: ð122Þ
It follows from (122) that
arctan
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n1ðsÞ 	 l1
m1 	 n1ðsÞ
s
¼ c1ðsÞ 	 s s e1ðsÞ; ð123Þ
where e1ðsÞ and c1ðsÞ are piecewise constant functions and
04c1ð0Þ4
p
2
: ð124Þ
Relation (123) implies that
n1ðsÞ ¼ s	
m1 	 l1
2
cos 2½c1ðsÞ 	 s s e1ðsÞ: ð125Þ
According to Corollary 4 the function n1ðsÞ has continuous derivatives.
Hence e1ðsÞ and c1ðsÞ change signs simultaneously. Thus, formula (125) can
be written in the form
n1ðsÞ ¼ s	
m1 	 l1
2
cos 2ðc	 e s sÞ; ð126Þ
where
e ¼ e1ð0Þ; c ¼ c1ð0Þ: ð127Þ
In view of (115) we have
D0ðsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½n1ðsÞ 	 l1½m	 n1ðsÞ
p
e1ðsÞ ¼
m1 	 l1
2
sin 2ðc	 e s sÞe: ð128Þ
From (125), (128) and the trace formula (98) we deduce that
qðsÞ ¼ 	i
m1 	 l1
2
e	2isse2ice; e ¼ 1: ð129Þ
Formula (129) can be also deduced by means of Example 1 and the
following general assertion.
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of system (1), (2). Then vðzþ aÞ ða ¼ %aÞ is the Weyl–Titchmarsh matrix
function of system
dw
dx
¼ ½i z j þ xaðxÞw; 04x41;
where
xaðxÞ ¼
0 qaðxÞ
qnaðxÞ 0
" #
; qaðxÞ ¼ e	2iaxqðxÞ:
Example 3. Now we consider the case where m ¼ 1; N ¼ 2: We assume
that
l1 ¼ 	m2; m1 ¼ 	l2: ð130Þ
In this case s ¼ 0: Hence Eq. (121) take the form
dn1ðsÞ
ds
¼
2n2ðsÞ
n1ðsÞ 	 n2ðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	Rðn1ðsÞÞ
p
e1ðsÞ; ð131Þ
dn2ðsÞ
ds
¼
2n1ðsÞ
n2ðsÞ 	 n1ðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	Rðn2ðsÞÞ
p
e2ðsÞ: ð132Þ
It follows from (131) and (132) that
e1ðsÞn1ðsÞ dn1ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	Rðn1ðsÞÞ
p ¼ 	e2ðsÞn2ðsÞ dn2ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	Rðn2ðsÞÞ
p ¼ 2n1ðsÞn2ðsÞ ds
n1ðsÞ 	 n2ðsÞ
¼ dw: ð133Þ
From (133) we deduce that
arctan
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n21ðsÞ 	 l
2
2
m22 	 n
2
1ðsÞ
s
¼ wðsÞe1ðsÞ þ c1ðsÞ; ð134Þ
arctan
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n22ðsÞ 	 l
2
2
m22 	 n
2
2ðsÞ
s
¼ 	wðsÞe2ðsÞ þ c2ðsÞ; ð135Þ
where ekðsÞ; ckðsÞ are piecewise constant functions and
wð0Þ ¼ 0; 04cpð0Þ4
p
2
; p ¼ 1; 2: ð136Þ
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n1ðsÞ ¼ 	l2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ k2 sin2½wðsÞe1ðsÞ þ c1ðsÞ
q
; ð137Þ
n2ðsÞ ¼ l2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ k2 sin2½	wðsÞe2ðsÞ þ c2ðsÞ
q
; ð138Þ
where k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m22 	 l
2
2
q
=l2: According to Corollary 4 the functions n1ðsÞ and
n2ðsÞ have continuous derivatives. Hence epðsÞ and cpðsÞ change the signs
simultaneously. This means that formulas (137) and (138) can be written in
the forms
n1ðsÞ ¼ 	l2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ k2 sin2½wðsÞd1 þ a1
q
; ð139Þ
n2ðsÞ ¼ l2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ k2 sin2½	wðsÞd2 þ a2
q
; ð140Þ
where
dp ¼ epð0Þ; ap ¼ cpð0Þ; p ¼ 1; 2: ð141Þ
From formula (115) we deduce that
D1ðsÞ ¼
e1ðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	Rðn1ðsÞÞ
p
	 e2ðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	Rðn2ðsÞÞ
p
n1ðsÞ 	 n2ðsÞ
¼ ðm22 	 l
2
2Þ
d1 sin 2½wðsÞd1 þ a1 	 d2 sin 2½	wðsÞd2 þ a2
2½n1ðsÞ 	 n2ðsÞ
:
Due to (133) the connection between s and w is given by the relation
s0ðwÞ ¼
1
2l2
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ k2 sin2ðwd1 þ a1Þ
q þ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ k2 sin2ð	wd2 þ a2Þ
q
2
64
3
75: ð143Þ
Using the trace formula (98) we obtain the following assertion.
Proposition 8. Let the Weyl–Titchmarsh matrix function v0ðzÞ have
form (47), where m ¼ 1; N ¼ 2 and l1 ¼ 	m2; m1 ¼ 	l2: Then the
corresponding potential is defined by the relation
qðsÞ ¼ i½n1ðsÞ þ n2ðsÞ þD1ðsÞ; ð144Þ
where n1ðsÞ; n2ðsÞ and D1ðsÞ are given by formulas (139)–(143).
L. A. SAKHNOVICH406Remark 3. The case when m ¼ 1; N ¼ 2 and npð0Þ ¼ lp ðp ¼ 1; 2Þ was
considered in the paper [2] by other methods.
Example 4. Now we consider the case where m ¼ 1; 24No1: We
deﬁne the polynomials
ukðzÞ ¼ cN	1;kzN	1 þ    þ c0;k; 14k4N ð145Þ
using the conditions
Zmj
lj
ukðzÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðzÞ
p dz ¼ pdkj ðk; j ¼ 1; 2; . . . ; NÞ: ð146Þ
Here dkj is the Kronecker symbol. We note that
	RðzÞ50 and
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðzÞ
p
50; lj4z4mj : ð147Þ
As in the case of Sturm–Liouville equations (see [4, Chap. 10]) the following
assertions are true.
1. There exist polynomials ukðzÞ such that conditions (146) are fulﬁlled.
2. The polynomials ukðzÞ ð14k4NÞ are linearly independent.
Further, we consider the Riemann surface PN of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðzÞ
p
:
By aj we denote the cycle which goes round the lacuna ðlj ; mjÞ on the upper
sheet. Let us consider the system
XN
j¼1
ZZj
aj
ukðzÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðzÞ
p dz ¼ ek; 14k4N; ð148Þ
where ek are real and given, aj are ﬁxed and aj 2 aj : All the integrals are
taken along the corresponding cycles. The following assertion is true
(see [4, Chap. 10]).
Lemma 1. System of Eq. (148) can have only one solution Z1; Z2; . . . ; ZN
and the variables Zj are continuous functions of the variables e1; e2; . . . ; eN :
Let us introduce spectral parameters
ZjðsÞ ¼ fnjðsÞ; ejðsÞ; njðsÞg;
where njðsÞ is the number of revolutions of njðsÞ round cycle aj :
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zkðsÞ ¼ zkðZ1ðsÞ; Z2ðsÞ; . . . ; ZNðsÞÞ ¼
XN
j¼1
ZZj ðsÞ
Zjð0Þ
ukðzÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðzÞ
p dz: ð149Þ
All the integrals are taken along the corresponding cycles.
It follows from (149) that
dzkðsÞ
ds
¼
XN
j¼1
XN	1
l¼0
Cl;k
nljðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðnjðsÞÞ
p dnjðsÞ
ds
ejðsÞ: ð150Þ
Formulas (121) and (150) imply that
dzkðsÞ
ds
¼ 	
PN
j¼1
PN	1
l¼0 Cl;kn
l
jðsÞ½s	
PN
p¼1ðpajÞ npðsÞQN
p¼1ðpajÞ ½njðsÞ 	 npðsÞ
: ð151Þ
We use now the relation (see [1, Chap. 2])
XN
j¼1
nljQN
p¼1ðpajÞ ðnj 	 npÞ
¼
0; 04l4N 	 2;
1; l ¼ N 	 1;PN
p¼1 np; l ¼ N
8><
>:
and obtain the following equality:
dzkðsÞ
ds
¼ Uk; ð152Þ
where
Uk ¼ 	2ðCN	1;ksþ CN	2;kÞ: ð153Þ
Then we have
zkðsÞ ¼ Uks: ð154Þ
Procedure of finding qðsÞ by the given Weyl–Titchmarsh matrix function of
form (47) when m ¼ 1; No1: (1) Solving the system
zkðsÞ ¼ zkðZ1ðsÞ; Z2ðsÞ; . . . ; ZN ðsÞÞ ¼ Uks ð155Þ
we ﬁnd Z1ðsÞ; Z2ðsÞ; . . . ; ZNðsÞ; i.e. we obtain n1ðsÞ; n2ðsÞ; . . . ; nN ðsÞ and
e1ðsÞ; e2ðsÞ; . . . ; eN ðsÞ:
L. A. SAKHNOVICH408(2) Then we can calculate DN	1ðsÞ by solving the linear system
XN	1
k¼0
DkðsÞnkj ðsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
	RðnjðsÞÞ
p
ejðsÞ; 14j4N: ð156Þ
(3) From the trace formula (98) we have
qðsÞ ¼ i
XN
j¼1
njðsÞ þDN	1ðsÞ: ð157Þ
Remark 4. The problem of solving system (155) is an analogue of the
well-known Jacoby inversion problem.
As in the case of Sturm–Liouville equation ([4, Chap. 10]) we deduce from
relations (155) the following assertion.
Corollary 5. The functions njðsÞ are quasiperiodical.
Using (156), (157) and Corollary 5 we prove the following theorem.
Theorem 4. If Weyl–Titchmarsh matrix function has form (47) and
m ¼ 1; No1; then the corresponding potential qðxÞ is quasiperiodical.
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