Abstract-This paper addresses the multiplexing loss that occurs in relay networks due to causality of relays and the halfduplex constraint. We devise relay selection methods to recover the multiplexing loss in decode-and-forward (DF) relay networks, while requiring very little feedback (merely bits/relay). Two network topologies are studied: First the case is considered where a direct link is available between the source and destination, in addition to the relayed links. For this configuration, an incremental transmission scheme is proposed, and comprehensively analyzed, which uses limited feedback to improve both diversity as well as multiplexing gain. Then, the case without a direct link is considered, for which efficient non-orthogonal DF protocols are produced and analyzed. An interesting feature of the latter methods is unequal error protection capability via a family of embedded diversity-multiplexing (DMT) curves, which can be very useful for practical applications. Even considering this method's minimal DMT, a marked improvement over previous DF methods is observed, especially in high spectral efficiencies.
I. INTRODUCTION

R
ELAYS can improve the performance of a wireless system via a number of mechanisms, such as increased spatial diversity or beamforming effects (whenever available). But for half-duplex relays, some time must be set aside for listening to the source, during which the relay must be silent. These silent times lead to a loss of spectral efficiency (also known as the multiplexing loss).
In this work, we address the issue of multiplexing loss in relay networks. As our main tool, we use variations on relay selection, which has nice properties but requires an exchange of channel state information between the nodes. We aim to recover the multiplexing loss using relay selection, under the constraint of very limited feedback (on the order of merely bits/relay).
Relay selection has been recently proposed to overcome some shortcomings of the existing relaying approaches in networks with multiple relays. Relay selection simplifies signaling, avoids complex synchronization schemes, and with careful design can preserve the spatial diversity provided by the total number of relays available in the network [1] . However, the selection process requires some information exchange between the relays and the destination which is considered an overhead. This overhead grows with the number of relays in the network. Moreover, in practice, the control channel that often conveys the feedback information is of very limited rate [2] . Hence, one is motivated to devise relay selection methods with limited feedback. The setting of this work includes a source, a destination, and multiple relays, all of them single-antenna nodes in a fading wireless environment (see Figure 1) . The relays employ a regenerative, decode-and-forward (DF) strategy. We consider two topologies: Either (a) the destination has a viable link to all transmitters, so a direct link from the source to destination exists, or (b) a direct link does not exist between the source and destination, so they can only communicate through the relays. The topologies include a very general inter-relay interference, which is not assumed to be either strong or weak. In fact, the general relay-on-relay interference is a key challenge and interesting facet of this work. Throughout this work, we define the best relay as the one with the highest instantaneous channel gain to the destination.
In the scenario where a direct source-destination link exists, one may use feedback not only to select the best relay, but also to select no relay when none is needed [3] . Thus, feedback can be used to gain both diversity as well as multiplexing. Motivated by this argument, we present an Incremental Transmission Relay Selection (ITRS) protocol, which employs a Type-I hybrid ARQ with packet combining at the destination, and includes a limited-feedback handshake for relay selection. We perform a detailed outage and DMT analysis of this method. ITRS meets the multiple-input-single-output (MISO) DMT bound, and provides a distinct improvement on a number of existing comparable methods.
In the scenario where a direct source-destination link does not exist, we employ overlapping (non-orthogonal) transmissions from the source to the relays and from the selected relay to the destination. This strategy leads to a Multi-Hop Relay Selection (MHRS) protocol. We analyze the performance of this method when the relays employ either successive can-cellation, joint decoding of the incoming messages, or hybrid adaptive strategies. This system provides an embedded set of DMT curves that can be used for unequal-error protection (UEP), a very attractive feature for practical systems. Even the minimal DMT of this system is shown to improve on comparable existing methods.
We now outline some past works on DF multi-relay networks. To improve the spectral efficiency of relaying, Laneman and Wornell [4] propose distributed space-time codes (DSTC), which requires synchronization between the nodes. Azarian et al. [5] propose dynamic decode and forward (DDF) for multiple relays. The basic ideas of DDF are very nice, but unfortunately DDF does not scale with increasing number of relays in the high-rate regime. Bletsas et al. [1] propose an opportunistic relaying scheme that achieves the DMT of DSTC without the synchronization requirement, but requires transmit and receive-side channel-state information at the relays. Recently, Tajer and Nosratinia [6] show that it is possible to achieve the same DMT with very little information exchange.
Relay selection has also generated a sizable literature. The work in [7] shows the outage-optimality of relay selection under aggregate power constraint, which borrows much from the earlier work in [1] . In the multi-source, multi-destination scenarios, only a few works exist. Nosratinia and Hunter [8] demonstrate relay selection techniques that can capture maximum diversity in the number of cooperating nodes, while each node only knows its own receive channel state. Lin et. al. [9] presents relay selection criteria in the presence of node locations. Beres and Adve [10] considers various levels of centralization and compares selection with DSTC under instantaneous channel knowledge. There are also several works on relay selection adopt the amplify-and-forward (AF) scheme [11] , [12] , [13] , [14] , [15] , [16] whose details are beyond the scope of this work.
There are some works with similarities to our ITRS protocol: Zhao and Valenti [3] were the first to consider hybrid-ARQ in relays, but they select relays based on average channel gains, resulting in coding gain and second order diversity but not a diversity order that is equal to the number of available relays in the network. Lo et al. [17] propose a decentralized, limited-feedback, HARQ-based relay selection, and concentrate on BER and throughput studies.
Recently, Yang and Belfiore [18] present a sequential AF technique where, like our MHRS protocol, the relays transmit in succession. The results of [18] on AF networks cannot be directly compared with the present work, which is on DF networks. Furthermore, the achievable DMT of [18] is not known except for special cases where relays are isolated, or when two-slot transmission is used.
To summarize, the contributions of this paper are as follows: Relay selection methods are devised under very limited feedback and very general inter-relay interference conditions, for the purpose of recovering multiplexing gain in half-duplex DF relay networks. For two topologies with and without a direct link, we propose two protocols, named ITRS and MHRS, which are analyzed in detail and their DMT is provided or bounded. The MHRS protocol gives rise to an embedded set of DMT curves that can be used for unequal error protection.
Our protocols improve over existing methods for half-duplex DF relays, including DSTC, DDF, and opportunistic relaying.
II. SYSTEM AND CHANNEL MODELS
The system model consists of a destination node, a source, and M half-duplex relays (see Figure 1) . The channel gains between any two nodes is described by a flat, quasi-static Rayleigh fading model. We also consider the case where the source-destination link is non-existent, thus the communication must take place in a two-hop fashion through the relays, creating a bigger challenge for spectral efficiency. The analysis is general and avoids any special assumptions, such as isolated relays or strong inter-relay interference.
For relay selection, we assume the existence of a lowrate, reliable feedback from the destination to the relays (and possibly from destination to the source). Aside from this, no transmit-side channel state information (CSI) is assumed. The nodes have access to perfect receive CSI.
Throughout the paper, we assume that the input codewords are obtained from a random Gaussian codebook. The length of a codeword is asymptotically large but spans one coherence interval of the channel. Source and relay nodes each transmit under an average power constraint P . The receive noises are normally distributed ∼ N(0, σ 2 ). The average receive SNR at each receiver is denoted ρ, i.e., ρ = and follow exponential distributions. Whenever it exists, the source-destination channel is described with h s,d and follows similar statistics as the other links in the system. For simplicity of exposition, throughout the paper we assume that the sourcerelay channels have identical distributions, and the same holds for relay-destination and inter-relay channels, respectively. However, the DMT results do not depend on this assumption and continue to hold even if channels have non-identical (but finite) variance.
The performance of protocols is measured by outage [19] , and the diversity-multiplexing tradeoff [20] . A channel is said to achieve multiplexing gain r and diversity gain d if there exists a sequence of codes C(ρ) with rate R(ρ) and resulting outage probability P out (ρ) such that:
III. INCREMENTAL TRANSMISSION RELAY SELECTION
This section presents a protocol for a multi-relay network with limited feedback, called Incremental Transmission Relay Selection (ITRS). The network consists of a source, M relays, and a destination, where the destination has a fading link to the source as well as the relays (see Section II). In this protocol, the limited feedback has dual use: it selects the best relay, thus improving diversity, and also enables retransmission (HARQ), thus improving spectral efficiency. The broad outline of the protocol is as follows: A packet is broadcast by the source. If the destination cannot decode, a limited-feedback handshake is performed that identifies the best available node (among source and relays), which will retransmit the packet. The ITRS protocol is described in detail in Figure 2 . Note that the channel gains are assumed to remain fixed during steps 3-5.
The ITRS protocol uses a maximum of one retransmission. Further retransmissions would reduce (and eventually eliminate) outage, but also incur further delay. We study the case of one retransmission, which incurs modest delay and yet captures the biggest part of the gains available through retransmissions.
The ITRS protocol uses type-I H-ARQ with packet combining, i.e., relays use the same codebook as the source. Type-II H-ARQ, where the relays use non-identical codebooks, has better mutual information but also increases complexity. The two methods achieve the same DMT.
The ITRS protocol includes the source in the competition for the re-transmission, thus improving the diversity as well as throughput, as seen in the sequel.
The protocols presented in this paper require feedback, whose transmission in turn requires a channel and a protocol. Feedback often goes through a control channel that exists in many wireless standards. The medium access layer for these channels can be either contention-based or slotted. In the former, all relays contend in sending their RTS to the destination, in which case the relay address (ID) must be attached to the RTS packet. In a time-slotted system, on the other hand, each relay transmits an RTS in its designated minislot only. This avoids collision between relays, but some minislots may go unused depending on the number of available relays, therefore usage of channel resources may be inefficient.
A. Outage Probability and Effective Rate
During the first transmission of a packet by the source, the received signals at the relays and the destination are given by:
During a re-transmission, the received signal at the destination is given by
Where m * denotes the index of the selected relay. We emphasize again that for the retransmission, the best relay is chosen from among all the nodes (including the source) that have possession of the packet data at that time.
During the original packet transmission, the mutual information across the source-destination channel is:
1) The source transmits a packet.
2) If the destination correctly decodes the message, it broadcasts an ACK and system returns to Step 1. Otherwise destination broadcasts a NACK. 3) Upon receiving the NACK, the relays that successfully decoded the packet will declare their status via a one-bit packet (RTS -Request to Send) to the destination. The RTS packet includes a pilot. 4) The destination estimates channel gains, picks the best transmitter from among successful relays and the source, and broadcasts the index of the best node. 5) The best node will retransmit the packet. The destination combines its two received packets and decodes. If unsuccessful, destination is in outage. If a retransmission occurs, the combination of the two transmissions forms an equivalent channel between the source and the destination, whose mutual information is:
Denote the set of all relays that have decoded the source message with D(s). Using the law of total probability, the outage probability can be expressed as:
The outage probability in (8) is computed for a rate R in case of successful source transmission and for a rate R 2 in case of incremental transmission due to information repetition.
The probability that exactly t nodes (including the source) know the message is given by [4] ,
By substituting (9) in (8) and obtaining the CDF of I * itrs one can find a closed form expression for the overall outage probability (M ≥ 1):
Where
and for simplicity we let
The details of the analysis are carried out in Appendix A.
We now calculate the throughput η, also known as effective rate or expected rate, for the ITRS protocol. This value has two contributing terms: for packets that are received in one try, or two tries, as shown below:
The first term is the average rate from the direct link and it occurs with the associated success probability. The second term is the average rate from HARQ with relay selection. Therefore, the rate is reduced to half since two blocks are used to transmit the same information. This second round of transmission is successful under the following two conditions:
1) The first round transmission failed.
2) The second round transmission with relay selection is successful. We note that a somewhat similar notion of expected spectral efficiency was developed in [21] for a single-relay Amplify and Forward (AF) incremental relaying. The mapping R → η is highly nonlinear and one may choose R to maximize the throughput η.
The ITRS protocol requires 1 + log(M+1)
)] bits of overhead per transmitting node. First, the destination broadcasts one bit of ACK/NACK. With probability
), the response is a NACK. The available relays and the source will respond with one-bit (known as Request To Send, or RTS). Finally, the destination will broadcast the index of the best node via log(M + 1) bits. Asymptotically, this overhead is one bit per node per packet.
The above overhead analysis only counts the information bits in the feedback/control channels. It does not include the extra overhead that must be included in practice, for example a preamble. We also note that although we strive to design protocols with minimal overhead, this overhead will not affect the DMT results. In the high SNR regime, any constant overhead will diminish with respect to the channel capacity.
Remark 1: If the source is excluded from the competition for relaying the expected rate will be given by
This expected rate will approach (12) for large number of relays and high ρ.
B. DMT Analysis
In the high-SNR regime the performance of ITRS is described as follows, where we denote (·) + = max{·, 0}. which is equivalent to the optimal DMT of a system with one source node and M relay nodes [5] , [20] .
Proof: See Appendix B Corollary 1: ITRS with independent codebooks (type-II ARQ) achieves the same DMT.
Proof: Since the identical codebooks achieve the MISO DMT bound, and independent codebooks will do no worse, then type-II ARQ will also achieve the same upper bound.
The DMT of ITRS protocol with eight relays is shown in Figure 3 . Also shown are other DF-based protocols, including the DDF of Azarian et al. [5, Theorem 6] , and the DSTC of Laneman-Wornell [4] , which has DMT equivalent to Bletsas et al. [1] . For fairness, we have compared our algorithm with a slight enhancement of DSTC by allowing its source to participate in the second phase of transmission. For the non-cooperative benchmark, the DMT of HARQ signaling is shown, where a maximum diversity order of two is possible via packet combining [22, Corollary 3] . We see that ITRS has improved performance over previous protocols across all r, while requiring only limited feedback.
Protocol analysis corroborates the merits of allowing the source to compete for transmission in the relaying phase, which results in higher effective rate and diversity order M +2 (since M + 1 nodes act as a distributed antenna array in the second phase).
Remark 2: Consider the case where the destination node is limited to a type-I HARQ without diversity combining. Then the ITRS protocol still works, and achieves a slightly diminished maximum diversity order of M + 1. Thus, ITRS can also be used in networks with very simple nodes without packet combining capabilities, e.g., wireless sensor networks.
Remark 3: When SNR is low, retransmissions are frequent. If, furthermore, relays are not abundant, the source may be called upon to re-transmit frequently, which is a strain on its power resources. Under these conditions, one may use a variation of ITRS, where the source will re-transmit only if all relays have failed to decode. This results in a slightly diminished maximal diversity of M + 1, while extending the lifetime of the network.
1) The source transmits alone in the first time slot. Then, in each time slot: 2) Relays that successfully decode the source packet, declare their status to the destination via a one-bit RTS packet (which includes a pilot).
3) The destination picks the best relay and broadcasts its index. 4) The best relay retransmits its decoded packet, which the destination attempts to decode. At the same time, the source transmits a new packet. 5) The source packet and relayed packet combine at other relays. Relays attempt to decode new source packet in the presence of interference. Then continue to Step 2. 
IV. TWO-HOP RELAY SELECTION
When a direct path between the source and destination is unavailable, the relays must repeat the signal in a two-hop fashion. But it has been well-known that repeating the source's transmission limits the spectral efficiency in relay networks.
The work in this section shows that in the presence of multiple relays, one may recover a good part of the rate loss with appropriate protocol design. We present a Multi-Hop Relay Selection (MHRS) protocol with attractive spectral efficiency, using non-orthogonal decode-and-forward signaling. The basic operation of the algorithm is as follows: in each time interval, the source transmits a new packet for the benefit of the relays. Simultaneously, the "best" relay re-transmits a packet for the benefit of the destination, interfering with the reception of other relays. All relays attempt to decode in the presence of interference, to be able to participate in the next round of transmission. The details of the MHRS protocol is described in Figure 4 . It is assumed the channel remains constant within steps 2-4.
A sample timing diagram of the MHRS protocol is shown in Figure 5 . The reception status of the relays is shown with a check or a cross. A check mark means successful decoding while a cross means failed decoding. Notice that whenever a relay transmits, due to the half-duplex constraint, it cannot receive. Therefore, in the following time interval, it is operating at a disadvantage since it cannot peel-off the interference signal from the source transmission. Thus, in this sample path many relays are shown to fail in decoding immediately after transmission. In each time interval, the best available relay is called upon to transmit to the destination. Note that at the very end, the source is silent while a relay communicates the final packet with the destination. The overhead for control in the MHRS protocol is 1 + log(M−1)−1 M bits per node per packet (as mentioned in the previous section, this overhead does not include preamble and pilots of packets transmitted through the control channel).
Remark 4: If no relay has successfully decoded the sources message, i.e. an empty decoding set, the source will notice the absence of the relays' RTS (Request to Send) signal, and can resend the packet. This is easy to implement, but in general not straight forward to analyze. The full analysis of this extension can be a subject of future work.
In the following, we calculate a DMT upper bound and then present two decoding protocols at the relays, each with their own achievable DMT. The first decoding protocol is based on successive cancellation at the relays. The key result in successive cancellation is that, after each relay's transmission, due to interference it cannot recover its own decoding diversity, thus it cannot contribute to the overall diversity any longer. It follows that across time, a family of DMT curves are produced with varying diversity. Every B + 1 blocks, the maximal diversity is restored when the source transmits alone and relays are silent.
The interesting outcome of the family of DMT curves is that it allows variable error-protection. The overall data can be divided into several groups with varying error sensitivity. The most sensitive data is transmitted early, and enjoy the best DMT, while other packets with lower sensitivity are transmitted later. To our knowledge, this is the first formal introduction of a variable-error protection scheme in relay networks, in the DMT sense.
If the relays have enough computational power, they may be able to jointly decode the two interfering signals. We show that a hybrid strategy, incorporating both successive cancellation and joint decoding, in part meets the DMT upper bound, and is superior to successive cancellation.
A. DMT Upper bound
We upper bound the DMT of our system by considering a hypothetical system where the individual relays are replaced with one MIMO relay. This will result in a system that operates as follows: during each interval, the best antenna for the relay-destination channel is used for relaying, while the other antennas listen to the source to receive the next frame. Since the new system is equivalent to perfect information exchange between relays, its performance upper bounds the performance of our system. Using the above model, we have the following result: Theorem 2: The DMT of the multi-hop with relay selection (MHRS) protocol is upper bounded by:
Proof: According to [23, Lemma 1] , the DMT of a channel with a single MIMO relay is bounded by the minimum of the source-relay and relay-destination DMT bounds. The source-relay DMT bound is the well-known SIMO bound
The relay-destination DMT is bounded by a MISO DMT with single-antenna selection out of M − 1 available antennas, which has been recently reported in [24, Theorem 4.1] .
The proof is completed by taking the minimum of the previous two bounds and taking into account the rate loss due to the causality of the relay. The optimal DMT is given by,
B. Successive Cancellation DMT and Variable-Error Protection
Based on the protocol description, the received signals at the intermediate nodes and the destination are respectively given by:
Where m = 1, . . . , M and m = m * . The transmission of the packets occurs in cycles. The source packets in each cycle are indexed by b = 1, . . . , B. At the end of the cycle, the source stays silent for one period so that the last packet can be cleared to the destination. Then the entire process starts again (see Figure 5) .
The mutual information of the channel between the "best" relay node and the destination is given by:
The outage probability can be expressed as:
Thus, the diversity-multiplexing tradeoff is governed by two probabilities: the relay decoding probability, and the outage probability conditioned on a decoding set D(s).
Recall that from a relay's viewpoint, there are two packets arriving simultaneously over the air. For example, when the source is transmitting packet b, another relay is transmitting packet b − 1. We aim to calculate the probability that a given relay fails to decode the source packet b, denoted P (O b ). Conditioned on having decoded packet b − 1, the probability of relay outage for packet b is:
However, if the previous packet b − 1 cannot be peeled off, the interference has the same order of magnitude as the signal, and thus
Now, we derive a equation using the law of total probability
During transmission of the first packet, the relays listen to the source signal without interference, so
+ . Then according to the above recursion, each relay will continue to decode with
until it is called upon to transmit. During a relay's transmission interval, it cannot listen to the source signal, so in the next interval, it will have to decode the source signal without knowledge of the interference. This task has outage probability proportional to ρ 0 . From this point onwards, the recursion shows that the relay will continue to experience outage proportional to ρ 0 . In other words, the loss of diversity propagates in time. The diversity of all relays is restored at the end of the transmission cycle.
Now consider P r{|D(s)| = t}. To have exactly t decoding relays, M − t relays must be in outage. For the first packet, all relays decode without interference on i.i.d. channels, therefore
Subsequently, one of the relays is chosen to relay packet b = 1. This relay will lose its diversity for all subsequent packets, until the end of the cycle. Each relay that transmits will then stay out of the decoding set in successive blocks with probability proportional to ρ 0 . Effectively, as we go through the packets, the number of available relays is reduced one-byone. 1 Thus, for packet b, the probability that there are t relays ready to transmit is:
Now we look at the destination outage conditioned on the decoding set.
Substituting (24) and (25) in (22), we get:
Finally, we have to take into account a fractional rate loss, because as seen in Figure 5 , overall B blocks are transmitted in B + 1 time intervals, due to causality requirement of the relays. Therefore, we must make the adjustment r → B+1 B r. The final result can be described as follows:
Theorem 3: For the MHRS protocol, the following diversity-multiplexing tradeoff is achievable for the packet b, where b ∈ {1, . . . , B}.
The variable-error protection strategy is an attractive feature of this system that allows a tailoring of transmission to the application requirements. Figure 6 shows the family of DMT's obtained in a MHRS protocol with five relays and B = 5. In some applications, we may not be interested in a multiplicity of DMT's, thus the diversity across different packets b is dominated by the smallest diversity gain, i.e.,
Note that in this expression, B + 1 is a refresh cycle of the system, i.e., the period after which the source will transmit alone and will reset all the interferences at the relays. For an overall DMT above, since the two terms M − B + 1 and (B + 1)/B move in opposite directions, one may optimize B for each multiplexing gain r so that the best diversity is obtained. This will lead to an overall DMT curve as shown in Figure 7 .
C. MHRS Protocol with Hybrid Joint Decoding
In the previous section, we observed that successive cancellation in the MHRS protocol leads to error propagation and a gradual loss of diversity with increasing packet index. This loss arises from the reduced ability of the relays, after their own transmission, to correctly estimate and subtract the interference caused by other relays.
For better performance, we can employ a more powerful decoding technique at the relay. Whenever possible, the relays will decode by successive cancellation, but whenever that is not possible, the relays attempt an optimal joint decoding of the two arriving signals. Compare this with the method of Section IV-B, where the unavailable interfering signals were treated as noise. The more powerful method, denoted MHRS with hybrid joint decoding, improves the DMT of the MHRS protocol, and in fact meets the DMT upper bound up to a certain multiplexing gain, as we shall see in the sequel.
To calculate the DMT of MHRS with hybrid joint decoding, we use certain recent results on the so-called Z-channel. It is not difficult to see that our system model is a special case of the Z-channel, since the source is heard only by the relays, while the best relay in each interval is heard by both the destination and relays. (See Figure 8) .
Recently, the DMT of the Z channel under general decoding was reported in [25] . Specializing the result of [25] to our channel model gives in the following relay outage diversity for a single-block decoding:
Since hybrid MHRS, for each packet detection, chooses the better of successive cancellation or joint decoding, the hybrid method must perform strictly better than either of its components. We will use this fact to find a lower bound to the DMT of the hybrid method.
The DMT of the non-hybrid method that always attempts successive cancellation was calculated in Section IV-B. In the following Lemma, we calculate the DMT of the non-adaptive method that always uses joint decoding.
Lemma 1: The DMT of MHRS protocol under joint decoding is lower bounded by
Proof: We first consider an individual frame. When all relays (excluding the selected one) use joint decoding for detecting the message of the source and using the DMT of the Z-channel given in (28), we can write
Now, from (25), we have
Therefore, the asymptotic outage probability is expressed as
Hence, the diversity order is given by
We now consider the overall rate loss due to sending B frames in B + 1 time intervals, therefore we must make the substitution r →
B+1
B r. This completes the proof of the Lemma.
At low spectral efficiencies, the above expression shows a distinct improvement over successive cancellation.
The overall DMT of the hybrid joint decoding method is bounded by the following.
Theorem 4: The DMT of hybrid joint decoding is bounded below by:
Proof: The DMT of the adaptive (hybrid) protocol d(r) is bounded below by the two DMT's belonging to the pure successive cancellation and joint decoding meth- Figure 9 compares the diversity-multiplexing tradeoff of several DF-based protocols in a two-hop relay network with M = 10 and B = 6. Also, shown the MHRS protocol upper bound derived in Section IV-A. The hybrid MHRS protocol attains better DMT performance, across a large range of spectral efficiencies, compared with distributed space-time codes and opportunistic relaying 2 .
2 Distributed space-time codes and opportunistic relaying have the same DMT, for compactness, only one of them is marked in Figure 9 . 
Remark 5:
The hybrid MHRS protocol, as analyzed above, used a successive cancellation component whose minimal DMT was included in the analysis. The reader may recall, however, that the successive cancellation MHRS produces a family of unequal error protection DMT's. Thus, the hybrid strategy can also inherit the embedded DMT property of the successive cancellation. Since the hybrid DMT is influenced by the successive cancellation DMT in the high-rate regime, it follows that the embeddedness of the hybrid DMT is observable at high multiplexing rates. In the low multiplexing rates, all frames will experience the same diversity. To summarize, the embedded hybrid MHRS has the following achievable DMT, where b is the index of the packet. 
V. CONCLUSION This paper proposes spectrally-efficient relay selection techniques with limited feedback. In a multi-relay scenario, when a direct link exists between the source and destination, we propose an Incremental Transmission Relay Selection (ITRS) protocol. In the absence of a direct link, we propose a MultiHop Relay Selection (MHRS) protocol. The ITRS achieves the MISO DMT bound, and a bound is developed for MHRS which is tight over a portion of the multiplexing gains. Both improve over existing methods for half-duplex DF relay systems.
We can foresee several avenues for future research. One of them, which has a strong practical impact, is the design of channel codes for the above-mentioned protocols. Another point of interest is power/rate control strategies across the nodes while maintaining limited feedback. A code-combining type-II H-ARQ for the ITRS protocol may also provide improved performance. Finally, design issues related to higher layers can be explored, including selection of the number of transmission blocks for MHRS and designing signaling protocols for exchanging the feedback information over a control channel. 
Finally, the overall outage probability for ITRS protocol is calculated by The effective rate of the ITRS protocol is η, as defined in (12) , therefore the multiplexing gain must be defined with respect to η. However, one can equivalently use the nominal per-packet transmission rate R for the DMT calculations, since an inspection of (12) shows they are asymptotically equivalent:
Hence we can proceed and calculate the multiplexing gain based on R as defined in (1).
There are two ways to obtain the diversity order in terms of the multiplexing gain. One can either find an upper bound on the outage expression in (8) in a manner similar to [1, Theorem 3] , or use the closed-form outage expression that is developed in this paper, in asymptotic SNR form. The former approach is easier and we briefly mention the required steps.
First, from (9) 
where we have used the results of Lemmas 2 and 3 of [1] . Combining (49) and (50), the diversity order of the ITRS protocol is given by
