INTRODUCTION
Before presenting the two-step adaptive management model, we first consider the expected value 137 of sample information. This gives us the expected benefit of information acquired from a 138 particular experimental design. EVSI essentially ignores costs associated with obtaining the 139 experimental results; whether or not experimentation occurs, the same amount will be invested in 140 implementing the expected best action. We then consider a two-step adaptive management (AM) 141 scenario, made up of an experimental phase and an implementation phase. We use this 142 framework to investigate the trade-off between investing in experimentation and saving resources 143 to implement the best action. We highlight the relationship between the AM solution and EVSI.
144

Expected Value of Sample Information
145
In the case that the manager must choose between the two actions in the absence of any further 146 information, or reduction in uncertainty, the optimal decision is to invest the entire budget in the Because we wish to estimate this value prior to making the observation of {p1, p2}, we now need 171 to take the expectation of this quantity with respect to the prior distribution. The only random 172 variables are p1 and p2. Thus, the pre-posterior expectation for the maximum efficiency is 
183
In the case that sampling is obtained for free and the entire budget B is spent on implementing the 184 action with the highest expected posterior efficiency, the total expected benefit with sampling is 185 = * ,
187
The expected value of sample information (EVSI) is the difference between the expected benefit 188 with sampling and the expected benefit in the face of uncertainty: 
210
The total expected net benefit over the two time-steps is the expected benefit from the 211 experimental phase plus the expected benefit of spending the remaining funds on the action that 212 is found to have the highest expected efficiency (equation 11),
Let the total cost of the experimental phase be given by Cexperiment = (c1+k1)n1 + (c2+k2)n2.
217
Equation (14) can be re-written as
benefits of experimentation (n1m1+n2m2). However, the lost opportunity costs incurred by using 226 up resources during sampling, (Cexperiment/B)Es, are also greater.
227
The number of trials of each action that maximizes the total net benefit can be found efficiently 228 using numerical methods. We generated the numerical results using Wolfram Mathematica 229 V8.0.4 (Inc. 2014)). We used a built in optimization function, FindMaximum, to find the optimal 230 non-zero allocation to the learning phase and compared this to the expected reward under no 231 experimentation (Data S1). We also derived explicit analytic solutions for several special cases
232
(Appendix S2). 
253
We assume that sugar water is provided using general feeding stations in all situations (i.e. during juveniles in the nests (L. Walker, personal observations). Therefore, we considered two scenarios.
261
In scenario (i) we assumed that the full dietary supplement (N+) will continue to be administered 
279
There is no simple rule for when learning is worthwhile due to the large number of parameters 280 involved in determining the threshold. Nonetheless, general tendencies can be observed
281
(summarized in Box 1 and Table 2 ).
282
If monitoring costs are negligible it is nearly always optimal to spend some of the budget on ( Fig. 2b and 2d ).
294
Note that the graphs in Figure 1 are not perfectly symmetric around m2-m1=0. When the benefit 295 of action 1 is known with certainty ( Fig. 1c-d) , it is optimal to spend less on the learning phase if is the same probability that the expected worse action will be found to be better. In this case, we 300 observe the opposite behavior: it is optimal to spend a larger proportion of the budget on the 301 learning phase when the expected value of action 2 is 5 units smaller than action 1 than when it is is a decreasing function of the ratio of the prior expected benefit to prior standard deviation 305 (Appendix S4: Fig. S11 ).
306
The solution for the optimal proportion to spend on the learning phase displays a number of 307 interesting critical thresholds (Figs. 1-3 ). For example, as the difference in the expected prior 308 benefit of the two actions increases, a point is eventually reached beyond which it is not worth investing in learning (Fig. 1) . At this point, the optimal solution drops suddenly from spending a monitoring cost (Appendix S4: Fig. S1 ) and monitoring variance (Fig. 3) . These thresholds are 316 more prevalent when monitoring costs are significant.
317
This threshold behavior can be better understood by observing that the optimal (non-zero)
318
investment in experimentation is a local, but not necessarily global, optimum (Fig. 4) . The experimentation is positive, the optimal solution is found at the maximum of this curve (e.g., at 323 an investment of ~50 in Fig. 4a ). However, as, for example, the sampling variance increases,
324
EVSI and also the expected net benefit decrease, but an optimal allocation can still be found,
325
until the whole curve drops below 0 (Fig. 4b) , in which case, no investment in learning is 326 warranted.
327
Analytical results for the optimal number of trials can be derived for several, potentially 328 common, special cases (Appendix S2). These analytic solutions suggest a maximum of 1/3 of the 329 budget should be spent on the learning phase. Numerical results showed that this limit is 330 occasionally exceeded when: monitoring costs are negligible, means differ, and either sampling 331 variance is (reasonably) high or the budget is small (Figs. 2 and 3) . However, for the parameter ranges we explored, it is usually optimal to spend less than 20% of the budget on learning. When 333 monitoring costs are significant, the optimal allocation of effort to the learning phase is always 334 less than a third. Moreover, in this case the analytic solution derived assuming identical 335 parameters (Appendix S2: Eq. S3) is an upper bound.
336
For both negligible and significant monitoring costs, the highest proportion of the budget is spent 337 on learning when the budget is fairly small (Fig. 2 , Appendix S2: Eq. S3). As the budget 
343
For a fixed budget, the optimal proportion to spend on learning is an increasing function of 
352
When monitoring costs are negligible, the amount spent on the learning phase is an increasing 353 function of the difference in the prior mean benefit (until the threshold is reached) (Fig. 1a and For the parameters used, the total proportion of the budget to spend on the learning phase would be fed directly to nestlings or could be administered via feeders, the optimal proportion to 408 spend on the learning phase was more or less the same.
409
It is worth highlighting that these results depend on the reference weight. The optimal proportion 410 to spend on experimentation depends on the ratio of the expected benefit to standard deviation of 411 the prior (Appendix S4: Fig. S11 ). Consequently, if the reference weight is expected to be large
412
(so that benefit above reference weight is small), then it will be optimal to spend more on 413 experimentation than if the reference weight is small.
414
DISCUSSION
415
The formal derivation of the net benefit of two-phase adaptive management for a simple setting 
424
More specific guidance for investment in learning becomes complicated quickly (Box 1 and 425 Table 2 ). The management scenario we have presented was as simple as we could make it while 426 including all the relevant factors. Nevertheless, there were still 11 parameters to consider, making 427 it difficult to extract general insights and tendencies from numerical sensitivity analyses alone.
428
By considering a simple scenario we were able to derive analytical solutions for several special the optimal allocation of resources depends strongly on the parameters that were excluded from 436 the analytical result.
437
The scenario analyzed gave rise to several unintuitive results. For example, there is a tendency to 438 think that monitoring large projects is more important than monitoring small projects -sure, learning at each time-step. At best, the two time-steps will approximate sequential decisions over for some {n1 , n2} not equal to 0.
620
Analytic solutions suggest a maximum of 1/3 of the budget should be invested in learning. This is 621 an upper bound when monitoring costs are significant. When monitoring costs are negligible, it 622 may be optimal to spend more than 1/3 on learning if: the prior mean benefit differs between 623 actions and either the sampling variance is (reasonably) large or the budget is small.
625
The optimal solution is characterized by several interesting critical thresholds.
627
Significant monitoring costs result in a higher proportion of the budget being spent on learning
628
when the expected performance of the two actions is the same. In contrast, when monitoring costs 629 are negligible a higher proportion of the budget is spent on learning when the expected 630 performance of the two actions differ (Table 2) .
632
How should we split the resources spent on learning between the two actions? (Fig 5,6 and S6)
It is optimal to spend more on the most uncertain or the expected best action.
636
If the prior distributions differ, it is sometimes optimal to only trial one of the actions (expected 637 best or most uncertain) if: the budget is small or sampling variance is large. 
