The optimal design of waste treatment processes always involves several objectives to be considered like cost and Environmental Impact (EI). Hence a multi-objective optimisation framework is required whose solution is not a single value but a Pareto set, which includes the alternatives representing potential compromise solutions among the objectives. Further, uncertainties are inherent in EI assessment, these uncertainties need to be propagated and analysed. In this paper, a multi-objective optimisation algorithm called MOEGA is developed. This new and efficient algorithm identifies more tradeoff solutions (with and without uncertainties in EI) than before.
Introduction
The treatment of acetic acid aqueous solution is an important industrial issue since there are various manufacturing processes which produce wastes or by-products containing acetic acid which is a valuable solvent as well as a pollutant to the environment when discharged without any treatment. Several competing processes have been proposed for recovering acetic acid from these aqueous solutions like extractive distillation (Lei et al., 2004) and heterogeneous azeotropic distillation (Downs and Siirola, 1997) . Among these processes, heterogeneous azeotropic distillation is most suitable for the dilute acetic acid aqueous solution process. Figure 1 shows such a process configuration employed in Eastman Chemical. Co. (Downs and Siirola, 1997) . In this process, a Environmentally Benign Solvent (EBS) is added to the mixture of acetic acid and water, then the mixture of water, acetic acid and EBS is fed to the distillation column. The overhead of the distillation column is the heterogeneous azeotropic mixture of solvent and acetic acid, which can be separated by a decanter. The bottom product of distillation column is highly pure acetic acid that can be reused. Though this process seems straightforward, it is very unstable due to the existence of an azeotrope. Any variation in the feed composition or the amount of extractant used would result in undesirable separation products. To increase the number of degrees of freedom for the azeotropic distillation column which is the most unstable component in this process, a new separation configuration is developed (Xu and Diwekar, 2005a ) based on P-graph (Feng et al., 2003) technique, Residual Curve Maps (RCMs) analysis and optimisation technique that is shown in Figure 2 . In this figure, the amount of recycle streams and feed flows fed to the distillation column to guarantee the purity of the bottom product, which ideally is pure acetic acid, is controlled by split fraction of splitters for feed flows and recycle streams. Unlike the earlier separation structure, in the new separation structure (Figure 2 ), the initial feed stream is split and one stream goes to the distillation column while the other part is sent to the extractor. The split fraction between these two operating units is determined by optimisation strategy. The distillate passes through a heat exchanger and is split again. One part goes to decanter while the other is recycled to the distillation column. This split ratio is again determined by the optimisation strategy. Unlike the conventional structure where only organic stream is recycled to the distillation column, in the new structure, both organic and aqueous streams can be recycled to the distillation column. The higher number of decision variables brought about by the new structure thus increases the overall process flexibility especially the flexibility of the azeotropic distillation column.
The EBS, which determines • the shape of two-phase region
• the azeotrope composition
• the aqueous phase composition discharged from decanter also has an effect on the separation performance. Thus attention should also be focused on the selection of solvents, which is accomplished by Computer-Aided Molecular Design (CAMD) (Kim and Diwekar, 2002) , from which the molecules that satisfy property constraints and chemical feasibility constraints are identified. The solvents finalised in the CAMD step that also meet the requirements of the above separation process like the existence of azeotrope and two-liquid phase region are:
• ethyl acetate
• propyl acetate
• isopropyl acetate
• methyl propyl ketone
• methyl isopropyl ketone
These seven solvents are the potential EBS for the heterogeneous azeotropic distillation process in case of the acetic acid-water system.
In the integrated solvent selection and solvent recycling design, more than one objective needs to be taken into account. Several variants of Multi-Objective Genetic Algorithm (MOGA) have been widely used for the purpose of finding the Pareto set for the multi-objective optimisation problems. These variations include Vector Evaluated Genetic Algorithm (VEGA) (Schaffer, 1985) , Niched Pareto Genetic Algorithm (NPGA) (Horn et al., 1994) , Non-dominated Sorting Genetic Algorithm-II (NSGA-II) (Deb et al., 2002) and weighting method based MOGA (Leung and Wang, 2000; Ishibuchi and Murata, 1998) . In VEGA, the population is divided into as many subpopulations as there are objectives. The individuals in each subpopulation are selected in terms of the corresponding objective for next generation. NPGA is extended from the traditional GA by adding two genetic operators:
The basic idea is to initially pick two candidates and a comparison set at random. Then each of the candidates is compared to that comparison set. If one candidate is dominated by the comparison set while the other is not, the latter one is selected. If there is a tie between two candidates, irrespective of whether both are dominated or not by the comparison set, the less clustered candidate is selected by a sharing strategy to increase the population diversity. NSGA-II is implemented by non-dominated sorting. In NSGA-II, individuals are assigned to different Pareto fronts based on their priority ranking in each Pareto set. The overall Pareto set is ranked as the first Pareto front. The second Pareto front is obtained by removing the individuals in the first Pareto front and sorting the remaining individuals for non-dominated set, which is second Pareto front. This procedure is repeated until all the individuals have been assigned to Pareto fronts. A non-parameter sharing is also used in the selection of non-dominated solutions in the same Pareto front by computing shortest distance between adjacent individuals and the individual in a less crowded cluster is selected for the purpose of population diversity. The weighting method based Genetic Algorithm (GA) associates each population with a different set of weighting coefficients for diversifying the search directions and to optimise the weighted sum of the objective. By changing the weight of each objective, a set of Pareto solutions is found.
In this paper, a new variant of MOGA is developed using weighting method (Diwekar, 2003) , where weights are generated by HSS technique Diwekar and Kalagnanam, 1997) in order to increase the efficiency of the search. We apply this new algorithm to the integrated solvent selection and solvent recycling of acetic acid and water mixture. The objectives of the integrated solvent selection and process design are:
• maximise acetic acid recovery rate
• minimise the environment impact based on LC 50
• minimise the environment impact based on LD 50
• minimise the environment impact based on Bio-Concentration Factor (BCF)
• minimise the energy consumption
• maximise the process flexibility when facing the input flow fluctuation.
Another important issue is that the prediction models of LC 50 and BCF are both regressed from the limited experimental data by minimising the difference between calculated value and experimental value and thus the errors are unavoidable. The optimisation without considering these errors would lead to sub-optimal solutions instead of the real optimum. Thus in this paper, the uncertainties of LC 50 and BCF are characterised, quantified and propagated through the optimisation model to counter the effects of prediction errors. This paper has three sections. In Section 2, a MOEGA is developed. In Section 3, a multi-objective integrated solvent selection and process design problem is formulated based on deterministic and stochastic frameworks and then solved using MOEGA developed in Section 2. The last part puts forth conclusions based on this work.
Multi-Objective Efficient Genetic Algorithm (MOEGA)
In the weighting method based MOGA, the weights play an important role in computing the Pareto set since every combination of weights for each objective represents a search direction. To identify more non-dominated solutions, more uniformly distributed search directions are preferred to the clustered search bias towards one region. A technique has been developed (Ishibuchi and Murata, 1998) which involves randomly assigning the weights to each objective of each population. The advantage of this method is it simplifies the decisions of assigning the weights, but the drawback is that there is no control on how to diversify the search directions. The random number generator is mostly developed based on Monte Carlo sampling, which can not distribute random samples uniformly on the search space. The consequence is that the search directions bias towards some directions as showed in Figure 3 (a). Another strategy uses uniform design to select weights (Leung and Wang, 2000) . The uniform design scatters the search directions uniformly towards the Pareto frontier, but it also complicates the weight selection and would consume considerable computation time. To keep weight selection simple while make search directions as uniform as possible, we use an efficient sampling method, HSS, to assign the weights. HSS uses an optimal design scheme for placing N samp points on a k-dimensional hypercube. This scheme ensures that the sample set is more representative of the population, showing better uniformity in the multi-dimensional uncertain surface compared to Monte Carlo. The uniformity property would spread out search directions towards Pareto frontier evenly as showed in Figure 3 (b) . At the same time, the strategies used in Efficient Genetic Algorithm (EGA) Diwekar, 2005b, 2005c) are also employed in the development of MOEGA. Sharing is used to keep the population diversity. The MOEGA algorithm is summarised as follows:
At generation t = 0,
• Use HSS method to generate initial population P(t), keep the k-dimensional uniformity property intact.
• Use HSS method to generate weights for each objective in each population.
• Evaluate P(t) by weighted sum objective function.
• Use sharing strategy to penalise clustered population.
• Generate tentative Pareto set.
While termination condition is not satisfied,
• Use HSS method to generate random moves in selection, crossover and mutation step by keeping the k-dimensional uniformity property intact.
• Recombine P(t) to generate C(t).
• Evaluate C(t) by the weighted sum objective function.
• Update the tentative Pareto set.
• Select P(t + 1) from tentative Pareto set and C(t).
• Set P(t) = P(t + 1).
Until Pareto set is stable or maximal generation is reached.
where P(t) denotes the population at generation t. C(t) denotes the candidates that are evaluated to yield P(t + 1).
Multi-objective problem formulation for the integrated solvent selection and process design
The multi-objective integrated solvent selection and process design problem has been solved before (Xu and Diwekar, 2005a) with four objectives using combination of P-graph, RCM, and MOSA-NLP (SA-Constraint method) framework. In this section, we first solve the same problem configuration using MOEGA. Then two more objectives • minimise the EI based on BCF
• minimise the reboiler energy consumption of distillation, are incorporated and a
Pareto set for six objectives is generated.
Finally, the uncertainties in the prediction models of LC 50 and BCF are characterised, quantified and propagated through the multi-objective optimisation framework. The stochastic Pareto set incorporating these uncertainties are generated using MOEGA and compared to the deterministic Pareto set.
Deterministic problem formulation with four objectives
The four objectives in this optimisation framework are • maximise acetic acid recovery (Z 1 )
• minimise EI based on LC 50 (Z 2 )
• minimise EI based on LD 50 (Z 3 )
• maximise the process flexibility (Z 4 ) which is defined as the number of feasible solutions upon process uncertainty, which is expressed by feed variability. Unlike coupled simulated annealing and constraint method (SA-Constraint) that keeps the primary objective and transforms other objectives to the constraints, MOEGA assigns weights to each objective and optimises them simultaneously. At the same time, to keep the objective functions on the same scale, normalisation is applied to all the objectives as showed in equation (1).
Here, i is the index of objective, Z i is the value of objective i, Z imin , Z imax and i Z − are the minimum, maximum and normalised value of objective i at current generation. Then the optimisation problem is formulated as follows with the same constraints as previously solved using SA-Constraint method (Kim and Diwekar, 2002) . where x and y, which are also showed in Figure 2 are continuous and discrete decision variables respectively. The continuous decision variables are split fractions and bottom flow rate of distillation column. y 1 is solvent type, y 2 and y 3 are locations of feed streams, y 4 and y 5 are locations of recycle streams. n is the number of objectives, which is '4' in this formulation. The weight coefficients of Z 1 and Z 4 are positive, while weight coefficients of Z 2 and Z 3 are negative. This process is simulated using Aspen plus 12.1 simulation software and the MOEGA is embedded as a user block to perform the search for the Pareto set. The parameters of MOEGA are chosen from our previous paper Diwekar, 2005b, 2005c) . The population size used in MOEGA is 200; probabilities of crossover and mutation are 0.9 and 0.1; sharing parameter is 0.1.
The Pareto set computed by MOEGA is listed in Table 1 , and the Pareto set found by the SA-Constraint method (Kim and Diwekar, 2002 ) is listed in Table 2 . From the comparison, we can see that MOEGA has identified a higher number of potential solutions (Pareto solutions) than the SA-Constraint method. Ethyl acetate, which is one of the most commonly used extractants, appears in eight configurations in the Pareto set. These eight configurations all have favourable acetic acid recovery rates and also contain the highest value (0.9996) though it does not hold the largest distribution coefficient (a factor that affects the extraction defined as ratio of concentration of solute in extractive phase to the concentration of solute in raffinate phase) among the three selected solvents: ethyl acetate, isopropyl acetate and methyl propionate in the Pareto set. This shows that recovery rate is not only affected by extraction, but also is affected by the recovery process. Another observation is that though ethyl acetate (solvent index 1) has the largest LD 50 , the lowest EI in terms of LD 50 is held by isopropyl acetate (solvent index 3). The main reason is that the flow rates of solvent and acetic acid have a considerable effect on the EI value. The appearance of isopropyl acetate (solvent index 3) in the Pareto set is mainly due to its relatively high flexibility and lower EI in terms of LD 50 . The disappearance of methyl isopropyl ketone from the Pareto set can be explained from the much larger EI value in terms of LD 50 , which lowers the overall quality of the weighted sum objective value and consequently is not generated in the genetic operation.
Besides computing a more representative Pareto set, the MOEGA also substantially reduces the number of model calls (chemical process simulation). It has been found that for the four objective problem, the SA-constraint method required 32985 model calls to obtain the complete Pareto surface, as compared to the 15608 calls of MOEGA. From the comparison, it is evident that MOEGA saves 52.68% model calls.
Table 1
The Pareto set (four objectives) found by MOEGA with 5% feed flow variation (normal distribution) 
Deterministic problem formulation with six objectives
In this formulation, two more objectives are incorporated:
• minimise the EI based on BCF (Z 5 )
• minimise the reboiler energy consumption of distillation (Z 6 ).
Besides LC 50 and LD 50 , which represent aquatic eco-toxicity and rodent toxicity (and possibly human toxicity) respectively, BCF is another important factor in risk assessment, which measures the long-term effects in individuals, populations and ecosystems. It is defined as the ratio of concentration of the chemical in an organism (such as fish) at steady state to the concentration of the chemical in the surrounding medium (such as water) during exposure period. In our design, the BCF values of seven solvent candidates are calculated from the model developed by Mackay (Devillers et al., 1996) , which has the following formulation:
log BCF 1.00 log 1.32.
Here log P is the n-octanol/water partition coefficient. The log BCF values of seven solvent candidates and acetic acid are listed in Table 3 . Because the flows of pollutants should be minimised and the solvents should be safe, the definition of EI in terms of BCF is given as in equation (4).
The primary motivation for employing heterogeneous azeotropic distillation is to avoid the considerable energy cost in case of simple distillation caused by the fact that all the water needs to be taken overhead due to it's higher volatility. In our new separation configuration as showed in Figure 2 , a portion of feed flow is added to the distillation column to increase the stability of the process, but it goes against the motivation of employing heterogeneous azeotropic distillation which is to bring the least amount of water to the distillation column as possible. The extreme case is that all the feed flows are added to the distillation column and it turns to be a simple distillation. To strike a balance between the energy cost and process operability, an additional objective which is 'the reboiler energy consumption' is minimised while maximising the operability which is the flexibility in this case. The new optimisation model with additional objectives is formulated in the following equation (5). and ( 1, , 6; 1, ,5) use the same constraints as in equation (2) i i
( 1, , 4) use the same formulas as in equation (2) i Z i = … Here n is equal to 6 in this model, HOAc is acetic acid. The weight coefficients of Z 1 and Z 4 are positive, while weight coefficients of Z 2 , Z 3 , Z 5 and Z 6 are negative.
Totally, 46 solutions (Pareto set) are identified using MOEGA for this six-objective formulation (Table 4 ). Compared to the Pareto solutions found for 4-objective model, we can see that with the incorporation of more objectives, the number of trade-off solutions increases tremendously. In addition to ethyl acetate, isopropyl acetate and methyl propionate, methyl propyl ketone, methyl isopropyl ketone and diethyl ketone also appear for their smaller energy consumption and higher flexibility. Though methyl porpyl ketone and methyl isopropyl ketone have pretty large EI values in terms of LD 50 , they still contribute to the Pareto set, which is not the case for the 4-objective model. This can be explained from the fact that with more objectives being incorporated, the effect of each objective to the weighted sum value becomes smaller. Thus a chance of methyl propyl ketone and methyl isopropyl ketone being in Pareto set is higher. The relationships between acetic acid recovery, flexibility and energy consumption are shown in Figure 4 as an example of trade-off between different objectives. From Figure 4 , we can see that region A has advantages of high recovery rate and flexibility, while region B has the advantage of low energy consumption. The increase of recovery rate and flexibility is at the expense of operating cost. Table 4 The Pareto set (six objectives) found by MOEGA with 5% feed flow variation (normal distribution) Table 4 The Pareto set (six objectives) found by MOEGA with 5% feed flow variation (normal distribution) (continued)
Index y 
Uncertainty analysis for BCF and LC 50 model
Both LC 50 and BCF model are regressed from limited experimental data with the objective of minimising the differences between experimental and prediction values. Thus the prediction values are subjected to uncertainties (overestimation or underestimation). The omission of these uncertainties would lead to the fake 'optima' in the optimal design problem. So to analyse the effect of uncertainties on the design, an 'Uncertainty Factor' (UF) term is introduced, defined as the ratio of experimental value to the calculated value. A UF of 1 indicates an ideal case where the calculated value is exactly equal to the experimental value. In the BCF model, n-octanol/water partition coefficients (log P) which are subject to uncertainties also introduce estimation errors to in the BCF prediction. These are included implicitly in the uncertainty analysis of BCF. The UF of BCF is defined in the following equation.
exp cal log BCF UF . log BCF =
The Probability Distribution Function (PDF) of a total of 178 UF data points (Devilles et al., 1996) is characterised and fitted to a normal distribution ( Figure 5 ) with an arithmetic mean of 0.95 in UF and a standard deviation of 0.73 by the least squares method. From the distribution, we can see that PDF of UF is negatively shifted and thus the prediction results are tend to be overestimated. Because the log BCF values of all seven solvent candidates and acetic acid are negative, the overestimation of log BCF results in the underestimation of BCF. After incorporation of the UF, we would expect an increase of the EI in terms of BCF.
Figure 5 Probability distribution of UF for the log(BCF) from literature vs. theoretically calculated probability distribution using normal distribution function
The LC 50 in this chapter is predicted by the group contribution approach (Gao et al., 1992) given by the following formula. where n j is the number of groups of type j, α j is the contribution of groups of type j, l is the total number of groups in the compound. α j are solved by regression analysis and a total of 16 groups are included. The UF of LC 50 is defined in the following equation (8). 
The PDF of a total of 130 UF data points (Gao et al., 1992) are characterised and fitted in the beta distribution function (Figure 6 ). We used Beta distribution here because the distribution appears to be slightly skewed. Beta distribution is generally represented by four parameters like minimum, maximum (or mean and variance) and shape parameters P and Q. The two parameters P, Q for the distribution shown in Figure 6 are 4 and 6.86 respectively. The shift towards left of PDF leads to the underestimation of LC 50 and consequently underestimates the EI based on LC 50 . We would expect an increase of EI in terms of LC 50 after propagating the uncertainties through the model.
Figure 6
Probability distribution of UFs for the LC 50 from literature vs. theoretically calculated probability distribution using beta distribution function
Problem formulation
After employing the uncertainties, the integrated solvent selection and process design problem is formulated as follows. where δ is an uncertain parameter of UF and is imposed on the log(BCF) and LC 50 . N is the number of uncertain samples. In this model, we take a constant number of samples (30) that balances the accuracy of representing the UF distributions and calculation efficiency. The other variables have the same meaning as in equation (2).
The MOEGA is applied to this model. Figure 7 represents the generalised solution procedure where the ASPEN model with all the configuration is augmented with the sampling loop accounting for feed fluctuations, an additional sampling loop represents the uncertainties in LC 50 and BCF parameters, and the MOEGA optimises iteratively with these two sampling loops. The results of this analysis are presented in Table 5 . The total number of Pareto solutions has been decreased to 30. As expected, the EIs in terms of LC 50 (Z 2 ) and BCF (Z 5 ) both have increased after uncertainty propagation. From Table 4 , we can see that most of the Z 2 and Z 5 values are below 1. But in Table 5 , most Z 2 and Z 5 values are well above 1. Ethyl acetate (solvent index 1), the most promising solvent in the deterministic case which featured 22 times in Pareto solutions in a total of 46, only contributes to five configurations in the stochastic case. Methyl propyl ketone (solvent index 4), methyl isopropyl ketone (solvent index 5) and diethyl ketone (solvent index 6) that do not have an important portion of contribution to the deterministic Pareto set, have more presences and show they are also very promising solvent candidates. Table 5 The Pareto set (six objectives) under uncertainty found by MOEGA with 5% feed flow variation (normal distribution)
Conclusions
In this paper, a MOEGA is developed by exploiting the k-dimensional uniformity property of HSS method. The process of recycling of acetic acid from its aqueous solution is formulated as a multi-objective problem with the consideration of EI and process operability. The recycle strategy developed from the P-graph technique is simulated in Aspen plus 12.1 and the optimisation is achieved by implementing MOEGA as a user block which enables the simulation and optimisation to proceed simultaneously. A higher number of Pareto solutions are identified with this algorithm compared to the simulated annealing based SA-Constraint method. To obtain a more comprehensive evaluation of this recycle strategy, two more objectives are incorporated into the multi-objective model • EI based on BCF
• energy consumption.
Another aspect of this paper is to characterise and quantify the uncertainties in the prediction model of LC 50 and BCF to counteract the deviation caused by estimation errors. By propagating these uncertainties through the optimisation model and comparing the stochastic and Pareto surfaces, it was found that these uncertainties have a considerable effect on the optimal designs.
