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非線形計画法における双対性
t－
kagrange乗数および双対問題の経済学的意味
小　山　昭　雄
1　序
　線形計画法は，1940年代の後半には，すで
にその理論的基礎は確立されていたが，それ
の一般化ともみられる非線形計画法の研究の
進展は，1951年のKuhn－Tuckerの有名な
論文“Non－linear　programming”（文献〔1〕）
まで待たなくてはならなかった。その後，こ
　の論文を契機として非線形計画問題のもつ
理論的構造が次第に明らかになってきたので
ある。
　経済学上の問題で条件付極値問題として定
式化されるものは少くない。制約条件が等式
で与えられる問題は，ラグランジュ乗数法が
有力な解法を与えることは周知の通りであり，
制約条件が不等式であっても，それらカミ1次
式で目的関数もまた1次式であれば，線形計
画法によって解を求めることができる。制約
条件，目的関数のなかに非線形の関数が含ま
れ，しかも，制約条件が不等式である場合を
非線形計画問題とよぶが，これはラグラソジ
ュ乗数法と線形計画法の双方の一般化とみな
すことができる。
　線形計画法においては，主問題と双対問題
の間に見られる美しい双対性が，理論面にお
いても計算技術面においても，線形計画法の
内容を極めて豊かなものにしていることはよ
く知られているが，この双対性のもつ経済学
的意味は，この方法を経済学上の問題に適用
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するときに，きわめて重要である。ラグラソ
ジュ乗数法でも，双対問題を考えることがで
きるが，これは線形計画法における双対性ほ
どには知られていないようである。しかし，
経済学上の条件付極値問題にラグラソジュ乗
数法を適用した場合，Lagrange乗数および
双対問題の経済学的意味を考えることは興味
深い。
　非線形計画法はラグラソジュ乗数法および
線形計画法を特殊な場合として含む。したが
って，非線形計画法における双対問題を定式
化し，その中に含まれるLagrange乗数の
もつ意味と，双対問題のもつ経済学的意味を
考えることは，経済学徒にとっては興味もあ
ることだし，また，重要なことであろう。こ
れはまた，当然のこととして，線形計画法に
おける双対問題の解釈，ラグラソジュ乗数法
における双対問題の解釈を特殊の場合として
含むはずである。
　筆者は，かつて，線形計画問題における双
対問題の（筆者のとる）解釈を述べた（文献
〔8〕，〔9〕）また，同じ立場から，ラグラ
ソジュ乗数法の双対問題のもつ意味を考えた
（文献〔10〕）。ここでは，はじめに非線形計
画法における主要な結果を整理した上で，
Lagrange乗数の意味付けをおこない，さら
に，双対問題に対して，その経済学的意味を
考えてみたい。
2　非線形計画問題
　われわれが考えるのは，つぎの問題である。
（問題1）　条件
　　9i（x）≧0，　i＝1，2，……m，　x≧0
のもとで
　　maxf（x）
ならしめるxを求めよ。
　ここでは最大問題の形で問題を定式化した
が，目的関数の符号を変えれば最大問題はい
つでも最小問題に転化できるから，最大問題
でも最小問題でも，本質的に変りはない。
　非線形計画法では取扱づ関数を凸関数ある
いは凹関数に限定する場合カミ多い。また，重
要な諸定理は，いわゆる鞍点問題と深い関り
をもつ。そこで，まず，準備として凸関数》
凹関数について述べ，次いで鞍点問題に触れ，
そのあとでKuhn－Tuckerの定理を述べる。
そして最後に，Lagrange乗数と双対性のも
っ意味について考察する。
3　凸関数，凹関数
　n次元空間の凸集合Ω上で定義された関数
∫（x）は，任意のxl，　x2∈Ω，0≦α≦1に対し
てf（a　v2十（1一α）xl）≦αf（x2）十（1一α）f（x1）
が成り立つとき，Ω上で凸関数である，ある
いは凸である，という。逆向きの不等式が成
り立つならば凹関数である，あるいは凹であ
る，という。0＜α＜1のとき強い不等号〈
（あるいは〉）が成り立つならば，f（X）は
強い意味で凸（あるい｛ま凹）であるという。
メ（x）ぶ凸（あるいは凹）ならば，一〆（X）は
凹（あるいは凸）である。
　定理1　f（x），f2（x），……fm（x）がいずれ
も凸集合Ω上で凸関数ならぽ
　　　　ア（x）篇Σゐα）
　　　i鳳1
もΩ上で凸関数である。
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証明　0≦α≦1に対して
　　　　　　　　　　ノ（αx2＋（1＋α）x1）＝ Ef，（αx2＋（1一α）xi＞
　　　　　　　　　炉1
　m≦Σ（αfi（κ2）＋（1一α）f、（xl））
　i＝－1
　　　　　　　　　　　　　　　　　　　　　　m
＝αΣA（x2）＋（1一α）Σノ1（xl）
　i＝1　　　　　　　　　　　乞＝1』
　　　＝α∫（x2）＋（1一α）f（xl）　（証明終）
　定理1系　凹関数の和は凹関数である。
　凸関数の定義のなかには関数の連続性は仮
定されていないが，ノ（X）が開凸領域内で凸
であれば，そこで連続であることが示されるひ
　定理2　凸集合Ω上で定義された凸関数
f（X）がΩの内点で連続な偏導関数をもてば．
Ωの任意の内点xlと任意のκ2∈Ωに対し
て
　　加一Xdl）∂傷1）≦！（x2）一！（x・）
が成立する。ここでκ」2，X」1はX2，　X1の第ノ
成分である。ノ（X）がΩ上の凹関数であれ鵬
同様の仮定のもとで逆向きの不等式が成立す
る。
　証明　f（x）の凸性から
　ア（αx2＋（1一α）κ1）≦α／（tf）＋（1一α）f（x1＞
これを変形して
f（X1＋α（X2－X’））－f（X1）≦ア（X・）一∫ω＞
　　　　　Ct
左辺に平均値の定理を使うと
卓｛紛・一…）∂f（xl十αθ（X2一澱1　　　∂xゴ））
　　　≦ア（」じ2）－f（xl）
ここでα→0とすると
爵…－X」・）∂霧1）≦f（・・）－f（X・）
　同様にして，凹関数の場合は逆向きの不等
式がえられる。（証明終）
　定理3ア（x）がn次元空間全体で凸関数
のときは，任意のbに対して，
　　ノ（x）≦b，x≧0
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をみたすxの集合は凸集合である。
　証明　f（xl）≦b，f（κ2）≦b，　xl≧0，κ2≧0
であれば，0≦α≦1に対して
　　ノ（αx2＋（1一α）κ1）≦αf（κ2）＋（1一α）
　　ア（xl）≦αb＋（レα）b＝b
　また，αx2＋（1－一α）xl≧0は明らかである。
（証明終）
　定理3系　ア（x）がn次元空間全体で凹関
数であれば
　　ノ（x）≧b，x≧0
をみたすXの集合は凸集合である。
　凸（凹）関数が非線形計画法において重要
な意味をもつのは，つぎの定理による。
　定理4　／（x）を閉凸集合Ω上の凸関数と
すれば，Ωにおけるノ（X）の極小値（局所的
最小値）は最小値（大域的最小値）である。
　証明　f（X）が♂に．おいて極小値をとり，
諾において最小値をとるとする。当然f（X）
≦f（L3K（））であるが，ここでノ（x）〈ノ（副）であ
ったとしよう。このときノ（X）は凸関数だか
ち，0≦α≦1に対して
　　ノ（αx＋（1一α）f）≦αf（x）＋（1一α）fj　O）
が成り立つ。f（♂）は極小値だから，十分小
さいε＞0をとれVSt，　1　x－xO　l〈εであるすべ
てのX∈Ωに対してア（観）≦ノ（X）となるよ
うにできる。このようなεを，さらにIX－
．xOl＞εをみたすようにえらび，0のε一近傍
を考える。αを
　　　　　　　　e
　　o＜α＜1’X－。PI
　　　　　　　　　　　A　　　＿
となるようにえらべば，x；αx＋（1一α）Xo
は副のε一近傍に属する。なぜなら
　　A　　　　　　　　－　　　　　　　　　　　E　　　　　　
　　IX－X°トalX－01＜ほ一汐IIκ一副
　　　＝ε
となるからである。そしてf（X）の凸性と
f（X）く！（♂）とから
　　　A　　　　　　　＿
　If（x）≦α！（x）＋（1一α）ブ（xo）〈！（rf）
がえられるが，これは不合理である。よっセ
ノ（X）＝f（ガ）でなくてはならない。（証明終）
　定理4系　閉凸集合上の凹関数メ（x）の極
大値は同時に最大値である。
　定理5　凸集合上の凸（凹）関数メ（x）が
最小（大）値をとるXの集合は凸集合である。
　証明　凸関数の場合を証明する。ノ（X）の
とる最小値をMとし，メ（X1）＝∫（薪）＝Mと
する。f（X）の凸性から
　　f（αX2＋（1一α）xl）≦αf（♂）＋（1一α）
　　ノ（xl）＝M
であるが，Mは最小値であるから左辺はMよ
りも小さくはなりえない。よって
　　！（α㎡＋（1一α）κ1）＝M
でなくてはならない。（証明終）
　定理5系f（x）が凸集合上で強い意味で
凸（凹）ならば，f（X）が最小（大）値をと
る点は，あるとすれば，唯一つである。
　証明　相異る2点xl，　x2で最小値Mをと
るとすれば’
　　f（αx）2＋（1一α）xl）＜αア（V）＋（1一α）
　　ノ（X1）＝・M
となって不合理である。（証明終）
　定理6　凸集合Ω上の凸（凹）関数f（x）
が連続な偏導関数をもつとする。0∈Ωで
　　∂蓋禦）一・・」一…ド…・・n
が成り立つならば，0においてア（X）は最小
（大）値をとる。
　証明　定理2により，任意のx∈Ωに対し
て
　　海・一拘・）∂る穿゜）≦アωイ（X・）
・・成り立つが・∂揩f）一・だから左辺・…
よって　！（xo）≦f（x）である。（証明終）
4　鞍点問題
n次元ベクトルXとm次元ベクトルえの
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関数F（Xs　2）に対して，不等式
　　F（Xt、妙）≦F（xo，　RO）≦F（xo，　R）
をみたすような点（xO，20）があれば，（xO，
λo）をF（x，λ）の鞍点とよぶ。
　経済学で登場する変数は，いずれも，何ら
かの経済量をあらわすから，変数に対して非
負性を要求するのが普通である。鞍点を求め
る問題を鞍点問題というが，非負変数の関数
の鞍点問題に関して，つぎの定理は重要であ
る。
　定理7　F（x，2）は各変数について連続
な偏導関数をもつとする。すべてのx≧0，
λ≧0に対して，点（xo，20），　xo≧0，　x≧0
において
　　F（x，zo）≦F（xo，20）≦F（xo，2）　　（4・1）
が成り立つならば，点（xo，　zo）において
（・）∂F（E塑≦αノーL島……nt
かつ 猿｣護1｝λ゜L・
（ii）∂F（Eλ゜）≧α何………m・
かつか・3F（xo，20∂λi）一・
が成立する。
　証明　（4・1）式の前半から
　　F（JC，　RO）－F（xo，20）≦0，　x≧0
ここでのを第ノ成分が1である単位ベクト
ルとしてx＝xo＋加ブとおけば，　xOj　＋　h≧0
であるhに対して
　　F（xo　＋　hej，λo）－F（xo，　zo）≦0
が成立する。したがって
　　　F（xO＋heノ，20）－F（xO，20）
　　　　　　　　h
　　≦O　h＞0のとき
　　　　　　　　　　　　　　　　　（4・2）
　　≧O　h＜0のとき
となる。κP＞0のときはlh［を十分小さく
とれぽ，hの符号に関係なくぎゴ〇＋h≧Oとで
きるから（4・2）でh＞0，h＜0のおのおのの
場合にh→0とすると
　　∂tEgtSi：ftv　l°）一・…°〉・のとき（・・3＞
がえられる。一方，X」°＝＝　OのときはX」°　＋　h’
≧0となるのはh≧0のときだから，（4・2）
のh＞0の場合にh→0とすると
　　∂F（xo，、も∂Xj）≦・・・…＝　・のとき
　　　　　　　　　　　　　　　　　（4・4＞
がえられる。（4・3），（4・4）から（i）が成立す
ることはすぐわかる。同様にして2について
も
∂F（xo，20）
　　　　　　二〇，2iO＞0のとき
　　∂λo
∂E（－Xb撃求CL，1．2°）≧・・　…一・のとき．
がえられるが，これは（ii）と同値である。
（証明終）
　上記（i）（ii）は（xO，　ZO）が鞍点であるた
めの必要条件であるが，十分条件ではない。
十分条件は（i）（ii）のほかに別の条件をつけ
加えなくてはならない。
　定理8　点（xOeλo），　xo≧0，20≧0にお
いて，前定理の（i）（ii）のほかに，さらに
　（iii）　　 F（X，　　ZO）≦F（xO，　　ZO）
　　　　＋捧・・－X」・）∂F（塞￥1
　（iv）F（xO，λO）≧F（xO，　ZO）
　　　　＋嵩（2t－2tO）∂F（読λ゜）
がすべてのx≧0，2≧0に対して成り立つ
ならぽ，（xo，20）において
　　F（X，λO）≦F（xO，　ZO）≦F（xO，2）
が成立する。
　証明　（iii），（i），（ii），（iv）の順で各条
件式を使うと
　F（xO，2）≦F（xO，20）
・罫隅゜）∂F（xo，　zo∂xゴ）
（（iii）による〉
非線形計画法における双対性（小山）
一F（…　・・）・捧∂F（畿λ゜）
≦F（xo，λo）　（x≧0，
（（i）による）
∂F
　　≦0による）
∂xゴ
≦F（…　z・）・か∂F（義λ゜）
　　　　∂F　　　　　　≧0による）（2≧0，
　　　　∂λi
＝＝F（x・，　・・）・菖（2・－2i・）∂F（蓉llκ゜）
　　　　　　　　　　　　　　（（ii）による）
　≦F（xO，2）　　　　　　　　（（iv）による）
　　　　　　　　　　　　　　　（証明終）
　定理9　F（x，2）がXについて凹関数，
λについて凸関数であり，さらに各変数につ
いて連続な偏導関数をもつとする。このとき
（xo，λo）がF（x，λ）の非負の鞍点である
ための必要十分条件は，定理7の（i）（ii）が
成り立つことである。
　証明　必要性は定理7で証明した。十分性
については，F（X，2）に関する仮定から，
定理2により（iii）（iv）がえられることから
わかる。　　　　　　　　　　（証明終）
5　Kuhn－Tuckerの定理
　ここでは，非線形計画法における基本定理
ともいうべきKuhn－Tuckerの定理につい
て述べる。問題を改めて述べておこう。
〔問題1〕　条件
　　9t（x）≧0，　i＝1，2，……m，　x≧0
　　　　　　　　　　　　　　　　　（5・1）
のもとで
　　max！（x）　　　　　　　　　　　　　　　　　　　　（5・2）
ならしめるXを求めよ。
　目的関数f（X），制約条件を与える関数9i
（X）を用いて，つぎの関数F（x，R）をつく
る。
　　　　　　　　　、F（x，λ）＝f（x）＋Σλigt（x）
　　　　　　　　i－1
（5・3）
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F（x，2）を問題1のLagrange関数といい，
2包，ゴ＝1，2，……mをLagrange’乗数とい
う。
　！（x），9z（x），　i＝1，2，……〃tはすべて，
各変数について連続な偏導関数をもつものと
する。さらに，制約条件をみたすXの集合を
Ωとしたとき，Ωの点について，つぎの制約
想定（ConStraint　qualification）を設ける。
　Kuhn－Tu6kerの制約想定　xo∈Ωにお
いて
　　9i（xo）＝0となるiの集合を∫
　　κP＝0　となるゴの集合を／
としたとき
瓢∂9霧゜）・・≧・i∈・
　　　　　　　hゴ≧、0　ノ∈1
をみたす任意のh＝（ht，　h2，
（5・4）
　　　　　　　　　　　　　……現）に対し
て，xoから出るΩ内の微分可能な曲線で，　xe
において，x°からh方向に向う半直線に接す
るようなものが存在する。
　点xoがこの条件をみたすとき，　xo、におい
てKuhn－Tuckerの制約想定がみたされる
というのである。
　xo∈Ωとhに対して，δ＞0を十分小さく
とれぽ，0＜α〈δとなるすべてのαに対し
て
　　xo＋αh∈Ω
が成り立つとき，hをxoにおける実行可能方
向（feasible　direction）というが，これは，
xoから出てh方向に向う半直線上の点は，　xo
の十分近くではすべてΩに属することを意味
する。したがって，hがxoにおける実行可
能方向であれば，xoから出るΩ内の微分可能
曲線で，xoにおける接線方向がhであるも
のが存在する。hがxoにおける実行可能方
向でなくても，こういうことぽ可能である。
この場合は，共にxoから出るh方向の半直
線とΩ内の微分可能曲線とがxoで接するの
だから，hのいくらでも近くに実行可能方向
がなくてはならない。すなわち，ゐに収束す
る実行可能方向列hl，　h2，・∴・・hnが存在す
図1
叱o
る（図1参照）。hがxoにおける実行可能
方向であるか，あるいは実行可能方向列の極
限であれば，それに対して（5・4）が成り立
つことは容易に確かめられる。この逆を主張
するのがKuhn－Tuckerの制約想定にほか
ならない。
　以上のことから，Kuhn－Tuckerの制約想
定はつぎのように述べることができる。
　Kuhn－・Tuckerの制約想定　zoにおいて
（5・4）をみたすhは，それ自身が実行可能
方向であるか，さもなければhに収束する
実行可能方向列がある。
　Kuhn－Tuckerの制約想定をおくことの意
味は，つぎの定理を成立させるためである。
　理定10zoを問題1の最適解とし，さら
に驚oおいてKuhn－Tuckerの制約想定がみ
たされているものとする。このとき（5・4）
をみたすすべてのhに対して
鷺∂傷゜）h・≦・　　（・・5）
が成立する。
　証明　（5・4）をみたすあるhに対して
頚∂fftl，°）h・〉・
（5・6）
となったとしよう。xoはKuhn－Tuckerの
制約想定をみたすから，このhはκoにおけ
る実行可能方向列hl，　h2，……〃……の極限
である（h自身が実行可能方向である場合は
h’＝h，v＝1，2，……と考えればよい）。　hv
が実行可能方向だから十分小さなすべてのα
＞0に対してxo＋αhp∈Ωである。ところで
平均値の定理により，ある0＜θ〈1に対し
て
　ノ（xo＋α〃）＝ノ（xo）
・頚∂ア（xo＋θα〃　∂Xj）…　　（…）
tfi∂霧）・・はx・　hの連纈数だから・
〃→hのとき
｝蠣∂f（xo＋α〃∂κブ）・〆r麟∂！（㌃αゐ）h」
　　　　　　　　　　　　　　　　　（5・8）
　　　　　　　　　　　　　　　　∂ノ
となる。（5・6）が成り立つならば　　　　　　　　　　　　　　　　　　の連
　　　　　　　　　　　　　　　　∂κゴ
続性から，十分小さなすべてのα＞0に対し
て（5・8）の右辺は正であり，したがって十
分大きなすべてのりに対して
嬉∂ノ（xo＋αゐ・∂xノ）ゆ・
である。このことと，α＞0とから（5・7）の
右辺の第2項は正である。よって
　　f（xo＋α〃）〉ア（xo）
となるが，xo＋αhp∈Ωだから，これはxoが
Ω上でのf（X）の最大値を与えるという仮定
に矛盾する。よって（5・5）が成立する。
（証明終）
　この定理の成立を保証するためにKuhn－
Tuckerの制約想定は必要となるのであり，
しかも，この定理を成立させるためには，最
適解を与えるxoにおいて制約想定がみたさ
れればよい。xoが制約想定をみたさないの
は，たとえばそれがΩの外向き尖点になって
いるような特殊な場合だけであって，実際上
はきわめて稀であるから，大抵の場合は定理
10は成立すると思ってよい。
　以上を準備として連続微分可能性だけを仮
定した場合のKuhn－Tuckerの定理の説明
に入る。
非線形計画法における双対性（小山）
　定理11（Kuhn－Tuckerの必要条件）
　xoを問題1の最適解とし，　xoはKuhn－
Tuckerの制約想定をみたすものとする。そ
のとき，Lagrange関数F（x，λ）に対して，
条件
（・）∂F（?ﾉ゜）≦qゴーL島……nt
か脅・・∂F（xo，λo∂xゴ）一い・≧・
（ii）∂F（Eλ゜）≧・・i－・・　2・……n
かつ
g・・∂F（xo，λo∂λi）＝＝・・2・≧・
をみたす20が存在する。
　証明　xOは問題1の最適解であり，　XOで
Kuhn－Tuckerの制約想定がみたされるから，
定理10により，（5・4）をみたすすべてのhに
対して（5・5）が成立する。（5・4），（5・5）を
行列形式でかくと
e／1
e／2
¢ゴ己
∂9i1∂9il
∂Xl　∂x2
塑亜．．＿。
∂9tl
∂Xn
∂9t2
∂κ1∂κ2　　∂Xin
∂9侃∂9tiC　　　∂9脇
∂κ1　∂x2　　　∂Xn
　O……1……0
　0…・…・…・1……0
　0……　　　……1
≧
1
　
2
　
　η
擁
乃
．
．
．
．
．
．
乃
0
0
0
（5・9）
1・＝｛il，ち……iκ｝
J＝｛ノ、，ノ2……ノε｝
童　∂Xl
＿．2fL
　∂x2
＿．i塑κ＝κ
　∂x・）
∂9i1　∂9iiC　O　O…0
∂Xl　∂Xl
∂9i1．．．∂9ik
∂x2∂x210…0
　　…　　　　0　1…0
壽…舞・・・…
X＝＝xO
2iOl
2iO2
λio，
μノ01
μゴo‘
　　　　　　　　　　　　　　　　（5・11）
となる非負ベクトル（褐0，碗0，……煽0，μゴ10，
…… Cμブzo）が存在する。この右辺の行列では
1に含まれないiとノに含まれないノの列
が欠けているが，これらのi，ノに対しても，
そ漁の場所に・iについては弩の形の
列を補い，ノについては第」成分が1である
単位ベクトルを補って完全なものにし，それ
に対応して非負ベクトル（ZiO，……λ％，μoゴ1，
……^1tOゴt）中の欠けている個所に0を補って
m＋n次元のベクトルにする。このようにし
ても，行列中の補った列とベクトル中に補っ
た0とが掛け合されることになるから，（5・
11）はつぎのようにかくことができる。
互∂X1
互∂x2
∂f
瓦
X＝＝xO
をみたすすべてのhに対して
（ご築；隅唱1齢
が成立する。（5・9）の左辺の行列中のgの
添字i1，　i2，・・…煽は（5・4）の集合1に属す
る添字であり，行列の下方には，／に属する
添字ム，ノ2，……五番目の成分が1である単
位ベクトルが並べてある。（5・9），（5・10）に
Farkas－Minkowskiの定理を適用すると
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μη
ここでiG∫ならばλ2＝0であり，ノq…ノな
らばμゴ゜＝Oである。この関係を成分毎にか
くと
　　∂霧）一津∂磐り・ko
　　ノ＝1，2，……，n
あるいは
∂弩）＋津旦響）＋…一・・
　　ノ；1，　2，　・・。…　，　n　　　　　　　　　　　　（5●12）
となる。ここでpa」°≧0であるから
∂Fｼ潔）一∂弩）・か∂9’li：（。Xd°）≦・
　　ノ＝1，　2，　・・・…　n　　　　　　　　　　　　　（5・13）
がえられる。また，ノ∈ノFならばX」°　＝0，ノ
（E／ならぽPtj°＝0であるから
　　ΣXt°μゴ゜＝0
　　ゴー1
となり，したがって
鞄∂F（x°，k°∂κゴ）一海悠卦）
・掘・溜∂磐り
一身ノ（∂ア（x°　∂κブ）・か∂響）・・り
とかける。最後の式の（）内は（5・12）に
より0となるから，結局
≠ズ∂F（x°，λ゜∂xゴ）一・　（…4）
がえられる。（5・13）と（5・14）から定理の
（i）が成立する。
　つぎに
　　∂F（xo，2°∂λi）－9・（・・）≧・
であり，ここでi∈…1ならば9i（x°）＝0，妊1
ならばλ2＝0であるから
　　n　Σ2・°9i（x°）＝0
　　㌍1
よって
　　津∂F審写）一爵纈ω一・
これで（ii）が示された。（証明終）
　定理12（Kuhn－Tuckefの十分条件）
　問題1のLagrange関数F（x，2）に対し
て，点（x°，λ゜）において定理11の（i），（ii）
が成り立ち，さらに，すべてのx≧0に対し
て
　（iii）　　F（」じ，　　」ヒ0）≦LF（」じ0，　　」～0）
＋身勘ザ）∂F鴇紛
β0
が成り立つならば，x°は問題1の最適解で
ある。
　証明　定理11の条件（i）とx≧oとから
趣一の∂F讐）一海・∂Fl碧）≦・
したがって（iii）により，不等式
　F（X，λ゜）≦F（X。，λ゜）
＋か一ガ）∂F（x°，えo∂Xj）≦F（x・・　・°）
がすべてのx≧0に対して成り立つ。よって
　　　　m　　　　　　　　　　　　　　　　　　　　　　　　
　∫（X）＋Σλ包゜9i（X）≦∫（X°）＋Σ　RiOgi（xO）
　　　　i閣1　．　　　　　　　　　　　　i－1
となるが，定理11（ii）により，右辺の第2
項は0であるから
　　　　　　　f（x）＋Z］2i°9i（x）≦ノ（x°）
　　　　i＝’1
ところで，9i（x）≧0，　i＝1，2，……，mを
　　　　　　　　　　れみたすκに対してはΣ溜g琶（x）≧0だから，
　　　　　　　　　　乞ロ1
したがゐて
　　f（x）≦／（x°）
となり，X°はf（x）の最大値を与える。す
なわち問題1の最適解である。（証明終）
　この定理の証明にはKuhn－Tuckerの制
約想定は不要である。
　つぎに，！（x），9i（x），　i＝1，2，……，m，
がすべて凹関数である場合を考えよう。この
場合にはLagrange関数F（x，λ）はx≧0
のときにXについて凹関数になる。　したが
って定理2により，実行可能領域内で定理12
の（iii）はつねに成立するから，（i），（ii）が
成立すれば定理12が成り立つことになる。よ
ってつぎの定理がえられる。
　定理13　ノ（x），9i（x），　i＝1，2，……，　m，が
いずれも凹関数であり，かつ，X°でKuhn－
Tuckerの制約想定がみたされているとする。
そのとき，x°が問題1の最適解であるため
の必要かつ十分な条件は，定理11の（’i），（ii）
をみたすλ゜が存在することである。
　鞍定問題との同値性も証明できる。
非線形計画法における双対性（小山）
　定理14　（Kuhn－Tuckerの同値定理）
　ア（x），9i（x），　i＝1，2，……，　mtはいず
れも凹関数で，x°においてKuhn－Tucker
の制約想定がみたされるとする。そのとき，
x°が問題1の最適解であるための必要かつ
十分な条件は，あるλ゜≧0をとれば，（x°，
2°）が，すべてのx≧0，2≧0に対して
　　F（X，2°）≦F（X°，λ゜）≦F（X°，2）
をみたすことである。
　証明　F（x，λ）はXについて凹関数であ
り，2については1次式だから凸関数と考え
てよい。定理9によれば，条件（i），（ii）は
（x°，λ゜）がx≧0，2≧0内でのF（x，λ）
の鞍点となるための必要十分条件である。一
方定理13によれば，（i），（ii）はx°が問題1
の最適解であるための必要十分条件である。
よって，x°が問題1の最適解であるための
必要十分条件は（x°，2°）が非負領域でのF
（X，λ）の鞍点となるλ゜が存在することで
ある。（証明終）
　〔注意〕定理11の（i），（ii）はつぎの（i’），
（ii’）と同値である●
（i’）
珈ならば∂ｴ）・津∂響L・
X」°一・ならば∂o痔）・か∂9野）≦・
（ii’）
　　2i°＞0ならば9i（x°）＝0
　　λi°　・．0ならば9i（x°）≧0
　条件（i），（ii）あるいは（i’），（ii’）をKuhn－
Tuckerの条件という。
　この同値定理は，Kuhn－Tuckerの制約想
定をつぎの制約想定でおきかえても成立する。
（文献〔3〕）
　Slaterの制約想定
　　A　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　A
　gz（x）＞0，　i＝1，2，・・…・，　m，となるx≧0
が存在する。
　定理15ノ（x），9t（x），　i＝1，2，……，　m，
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はすべて凹関数であり，かっ，Slaterの制約
想定がみたされるものとする。このとき，κ゜
≧0が問題1の最適解であるための必要かつ
十分条件は，Lagrange関数F（x，　R）に対
して，（xo，λo）が非負鞍点となるようなλ゜
≧0が存在することである。
　証明　すべての9i（X）が凹関数だから定理
3系，および，いくつかの凸集合の共通部分
は凸集合である，という事実から制約条件を
みたすXの集合，すなわち実行可能領域は凸
集合である。はじめに十分性を証明する。
　十分性：（x°，zo）が非負領域でのF（x，λ）
の鞍点であるときx°が問題1の最適解であ
ることを示す。（x°，λo）が非負鞍点だから，
任意のx≧O，2≧0に対して
　　F（X，λ゜）≦F（κ゜，λ゜）≦F（X°，λ）
すなわち
り誕。8ろ
－
盟
Σ
「
　
十りπ≦）誕惣ゐ
肌
Σ
『
＋
，
めπ
　　　　　　　≦ア（x°）＋Σ］え・igi（x°）　　　　　　　　　　　　（5・15）
　　　　　i”1
が成立する。後半の不等式から，すべてのZ
≧0に対して
　m　　　　　　　　　　　　　　　
　Σλigi（xo）≧Σ2，°9i（x°）　　　　　（5・16）
　t＝1　　　　　　i・41
となるから
　　9i（xo）≧O　　　i＝1，　2，　・・・…　，　〃t　　（5●17）
でなくてはならない。なぜなら，9i（x°）く0
となるiがあれば，そのiに対するλtを十
分大ぎくとることによって（5・16）の左辺を
いくらでも小さくできるからである。9t（x）
≧0と2°≧0とからΣ2¢°9t（x°）≧0となるが，
一方（5・16）で2，　・O，i＝1，2，・…・・，　m，と
おけばΣ2名゜9i（x°）≦0となる。よって
　　
評・°9i（x°）＝O　　　　（5・18）
である。つぎに（5・15）の前半の不等式と（5
・18）により
り
　
κπ≦）
　
κ（
　
激贈鵠
Σ
d
＋
z
めπ
となるから，R°≧0を考慮すると9i（x）≧0，、
1＝1，2，……，m，をみたすx≧0に対して
　　f（x）≦ノ（xo）
が成立する。よってX°は問題1の最適解で
ある。
　必要性：x≧0が問題1の最適解であると
き，すべてのx≧0，λ≧0に対して（x°，λ゜）
がF（x，2）の非負鞍点であるような20≧0
が存在することを示す。m＋1次元ベクトル
y＝＝（Yo，　Pt1，……，）’m）の集合Sl，　S2をつ
ぎのように定義する。
　　Sl・＝｛副あるx≧0に対して〃≦（f（x），91，
　　　（x），……，9．（x））｝
　　S2＝｛〃r〃〉（∫（xo）0，・…・・，0）｝
あきらかにSl，　S2は空集合ではない。ε2が
凸集合であることはすぐわかるが，S1もま
た凸集合である。なぜなら，y1，　y2∈Slとす
ればYl≦（ノ（κ1），91（κ1），……，9m（κ1））
となるκ1≧0があり，Y2≦（f（x2），91（x2），
…… C翫（x2））となるx2≧0がある。この
とき，0≦α≦1に対してαgl＋（1一α）〃2の
第1成分αyol＋（1一α）Yo2は
　αyoi＋（1一α）Yo2≦αf（κ1）＋（1一α）f（x2）
をみたすが，f（x）が凹関数であるから
　　αyoi＋（1一α）Yo2≦！（αxl＋（1一α）κ2）
が成り立つ。しかもκ1≧0，x2≧0からαxl＋
（1－」α）x2≧0である。第2成分以後につい
ても，まったく同様にして
　　α錫＋（1一α）Y12≦9i（αx1＋（1一α）κ2），
　　霧＝1，2，・…・・，m
が成立する。そこでx3　＝αxi＋（1一α）κ2とお
けば
　　α〃1＋（1一α）〃2≦（メ（x3），91（x3），……，
　　9．（x3））
となって，α〃1＋（1一α）y2∈S1となるからで
ある。さらに，S1とS2に共通に含まれる〃
は存在しない。なぜなら，u∈S1，　u∈S2と
なる’があれぽ，その診に対して，一方に
おいて〃≦（ノ（£），91（2），……，9m（i））と
なる£≧0があり，他方，シ〉（f（x°），0，…
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…，0）となるから
　　（f（xo），0，……，0）〈（f（£），91（託），
　　……，9．（忌））
となる。よって5iiはすべてのieこ対して9i
（x）＞0をみたし，諺≧0で，しかもノ（xo）＜
f（x）となる。これはxoカミ問題1の最適解
であるという仮定に反するからである。Si
とS2が共通点をもたない凸集合であるから，
SlとS2を分離する分離超平面が存在する。
すなわち，超平面
　　a・〃・＝b，a＝（ao，　al，……，　am）　）E　O
で（注：a・yはaとyの内積である），任意のul
∈Sl，　y2∈S2に対して
　　α・ul≦b，かつ，伽〃2≧b
をみたすものが存在する。このとき当然
　　a・yl≦q・y2　　　　　　　　　　　　　　　　　（5・19）
カミ成立する。ここでα≧0でなくてはならな
い。なぜなら，S2の定義からy2の各成分は
いくらでも大きい値をとりうるから，ai〈　O
となる幼ミあれば，対応するy2の第i成分
を限りなく大きくすることによって（5・19）
の右辺α・u2の値をいくらでも小さく（負で
絶対値をいくらでも大きく）でき，したがっ
てα・u1の値はすべてのul∈S1に対して一
。。になってしまい不合理だからである。そこ
でいま，任意のx≧0に対して
　　U1＝（∫（x），91（x），……，9m（x））
とおき，さらに
　　〃2＝（f（xo），0，……，0）
とおけぽ，このg2はS2には属さないが，
しかしS2の境界上の点だから，この〃1と〃2
に対しても不等式（5・19）が成立する。そし
て
　　　　　　　　　α・〃1＝a。∫（X）＋Z］aigi（X），α。・〃2＝α。ノ（xO）
　　　　　　　　iml
であるから，すべてのx≧0に対して
　　　　　　a・ノ（x）＋Z］a・igi（x）≦σ♂（xo）　　　（5・20）
　　　　　t＝1
が成立する。すでに示したようにai≧0，　i＝
0，1，……，m，であるが，特にα。＞0でなく
非線形計画法における双対性（小山）
てはならない。なぜなら，a。＝0であったと
すれば，（5・20）から，すべてのx≧0に対し
　
2］aigi（x）≦0であるが，一方，仮定により
i蟹1
　A　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　A
gi（x）＞0，　i＝1，2，……mとなるx≧0が
存在するから，α≧0かつ少くとも1つの
　　　　　　　　　　　　　　　　　　　　　　A
ai＞0であることを考慮するとZ］aigi（x）＞
　　　　　　　　　　　　　　　tTtl
Oとなって矛盾が生ずるからである。a。＞0
であるから，（5・20）の両辺をa。でわり
　　λz・⊥，i＝1，2，……，　m
　　　　ao
とおけば，λzo≧0，　i＝1，2，……，　mであって
　　　　　ノてx）十Σ】λε09i（x）≦ノ（xo）　　　　　　　　　（5●21）
　　　　i凹1
が成立する。すなわち，すべてのx≧0に対
して
　　F（x，　20）≦ノ（xo）　　　　　　　　　　　　　　（5・22）
　　　　　　　　　　　　　　　　　　が成り立つ。（5・21）でx＝xoとおけentΣλtOgi
　　　　　　　　　　　　　　　　　in1
（xo）≦0となるが，一方，2iO≧0，9i（xo）≧
　　　　　　　0であるからΣ　2iOgi（xo）≧0である。よって
　　　　　　i＝＝1
　　　　　Z］2iOgi（xo）＝0　　　　　　　　（5・23）
　　t園1
がえられる。これから
　　　　　　　　　　　ア（xO）＝ノ（♂）＋Σ2iOg，（♂）＝F（κ0，λ0）
　　　　　　　　　t■1
よって（5・22）から，すべてのx≧0に封し
て
　　F（x，　λo）≦F（xo，　zo）　　　　　　　　　（5●24）
　つぎに，9i（xo）≧0，∫＝1，2，・・…・，　mで
　　　　　　　　　　　　　　　　mあるから，すべての2≧0に対してΣλ瀬（x）
　　　　　　　　　　　　　　　　iml
≧0となり，したがって
　　　　　　　　mノ（xO）≦ア（xO）＋Σ2igi（xO）＝F（xO，λ）
　　　　　　　　i■1
すなわち　　゜
　　F（xo，　20）≦F（xo，　2）　　　　　　　　　（5・25）
が成立する。（5・24），（5・25）から，すべて
のx≧0，え≧0に対して
　　F（X，20）≦F（xO，λO）≦F（xO，2）
が成立する。（証明終）
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　（注意）　この定理では9z（X）の偏導関数の
存在は仮定していないことに注意せられたL・。
　Slaterの制約想定とKuhn－Tuckerの制
約想定の間には，つぎの定理が成立する。
　定理16　9t（x），　i＝1，2，……，　mが連続
な偏導関数をもつ凹関数で，しかも・Slater
の制約想定をみたすならば，実行可能領域Ω
＝｛xlgi（x）≧0，∫＝1，2，……，　m，　x≧0｝
のすべての点でKuhn－Tuckerの制約想定
がみたされる。
　証明　9i（x）はすべて凹関数だからΩは凸
集合であり，Slaterの制約想定がみたされる
　　　A　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　A
から9i（x）＞O，1，2，……，　mとなるx≧0
が存在する。いま，任意にX∈Ωをとる。9i
（x）が凹関数であることから
貞∂磐）（〈κゴーXj）≧諭一・・（x）（・・26）
が成り立つ。
　　1＝｛ilgi（x）＝0｝，　J＝｛ノlXj＝O｝
とおき，hを
　　た鮒噌∂磐）・・≧・
　　ノ∈1に対して　　hj≧0
となるようにとったとき，hに収束する実行
可能方向列が存在することを示す。そのため
に
　　Ax－x＝k
とおき，hPを
　　hβ＝　Bk＋（1一β）h　　　（0≦β≦1）
で定義する。当然β→0のときhβ→hであ
る。i∈1ならばg乞（x）＝0であることと，凹
関数であることから，平均値の定理により
　9i（x＋αhβ）＝9i（x＋αβk＋α（1一β）ゐ）
　　＝9i（β（x＋Ctk）＋（1一β）（x＋αの）
　　≧β9i（x＋αk）＋（1一β）9i（x＋αの
一・
i弓≦∂喋αθ1ゐ）・・＋（・一β）
貞∂喋αθ2ゐ）・・　（・・27＞
がえら『れる。（5・26）から
K・
ﾓ一∂讐）島≧91（〈x）〉・
であるから
蕩∂9’（x＋αθlk∂κブ）1・・－k・・
とおくと，
hの定義から
H－
狽戟C∂管）h’≧・
であるから
（5・28）
α→0のときε→0である。一方
墓∂9’（駕αθ2の圃・・　（・・29）
とおくとα→0のときδ→0である。
　（5・28），（5・29）を（5・27）の右辺に代入
すると
　9i（x＋αゐβ）≧α（βK＋（1一β）H＋βε
　　　十（1一β）δ）　　　　　　　　　　　　　　　（5・30）
となるが，与えられたβ＞0に対してβK＋
（1一β）E＞0であるから，十分小さなすべ
てのα＞0に対して（5・30）の右辺は正にな
る。したがって十分小さなすべてのα＞0に
対して
　　iEIならば9i（x＋αh）＞0
となる。妊1のときは9i（x）＞0であり，し
たがって，十分小さなすぺてのα＞0に対し
て9i（x＋αk）＞0，9i（x＋αh）＞0となるから
　9i（」じ十αhβ）≧β9i（x十αk）十（1一β）9i
　　（x十αh）＞0
となる。よって，すべてのiに対してα＞0
を十分小さくとれば，つねに
　　9i（x＋αhβ）＞0
が成立する。
　つぎに，十分小さなすぺてのα＞0に対し
て
　　x＋αhβ≧O
　　　　　　　　　　　　　　Aとなることを示す。まず，X，　x∈ΩとΩが
凸集合であることから，0≦α≦1のとき
　　　　　　　　ム　　　　　　　　　ム
　x十ak＝x十α（x－x）＝αx十（1一α）x∈Ω
よってx＋αk≧0である。このことから
　ゴ∈ノならばκ」＝0で，Cthj≧0すなわち馬≧0
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でなくてはならない。またhの定義から，ノ
∈1のときhj≧0である。よって
　　ゴ∈ノならば姫＝β房＋（1一β）乃ゴ≧0
である。ゴ∈ノならばκゴ＞0であるから，十分
小さなすべてのα＞0に対してxゴ＋姻ノ＞0
である。
　以上により，十分小さなすべてのα＞0に
対してx＋αhβ∈Ωとなる。したがってhSは
実行可能方向である。h＝　lim　hPであったか
　　　　　　　　　　　　β→0
ら，hは実行可能方向列の極限となる。した
がってxでKuhn－Tuckerの制約想定がみ
たされる。（証明終）
　　　　　　A（注意） 9i（x）＞0，　i＝1，2，……，　mと
　　Aなるx≧0がなければKuhn－Tuckerの制
約想定は必ずしもΩのすべての点でみたされ
るとは限らない。（注：Slater，Kuhn－Tuckerの
制約想定のほかにも，　各種の制約想定が考えられ，
これらの間の関係も研究されている）
6　双対性
　線形計画法の場合と同様に，非線形計画法
においても，与えられた問題（主問題）に対
して，それの双対問題とよばれる別の問題が
対応し，それらの一方が最適解をもつ場合は
他方が最適解をもち，双方の最適値は一致す
る，という性質が示される。この性質を双対
性とよぶ。主問題と双対問題は，1つの問題
の表から見た姿と裏から見た姿をあらわすと
考えることができる。このことは，非線形計
画法を現実の問題に適用した場合に，しばし
ば，重要な意味をもつ。
　まず，問題1を主問題としたとき，その双
対問題はどういう形になるべきか，を考えて
みよう。そのために，まず，問題1をLagra－
nge関数F（x，λ）を使って表現してみる。
　　　　　　　　　mF（x，λ）＝ア（x）＋Σλ乞9乞（x）
　　　　　　　　　i“’1
であること，および
　　9・（x）一∂F（著鼓、λ）
非線形計画法における双対性（小山）
であることから
f（x）－F（x・　z）一 ｩ∂Fl貯λ）
となる。したがって問題1はつぎのようにか
くことができる。
　〔問題1〕　条件
　　∂F鴇2）≧・・属島・…・1・me
　　x≧0，　R≧0　　　　　　　　　　　　　　　　　　（6。1）
のもとで
m・・F（x・・）一 ﾒ・・∂F暴λ）（…）
　ここで，2≧0という条件をつけてあるが，
2は実質的には問題1の中には現れて来ない
のだから，非負性を仮定しても何ら差支えな
㌔、。
　問題1をこの形で捉えれば，これの双対問
題は，線形計画法の場合から類推して，Xと
2の役割を入れかえ，不等号の向きを逆にし，
さらにmaxとminを入れかえて，つぎの
ようになると考えられる。
　〔問題∬〕条件
　　　∂F（x，R）
　　　　　　　　≦0，ノニ1，2，……，n，
　　　　∂∫ゴ．
　　x≧0，　2≧0　　　　　　　　　　　　　　　　　　（6・3）
のもとで
m・・F（x・　Z）春∂畿λ）（…）
　事実，f（」C），9i（2），　i＝1，2，……，　m，が
すべて凹関数で連続な偏導関数をもつ場合に
は，問題1と問題∬の間には，以下に示すよ
うな双対定理が成立する。
　定理17　問題1の最適解をx°とし，x°は
Kuhn－Tuckerの制約想定をみたすとする。
そのとき適当なλOに対して（xO，20）は問
題皿の最適解になり，双方の最適値は一致す
　る。
　証明　定理13により，つぎの条件をみたす
RO≧0が存在する。
　　　∂F（xO，　ZO∂xゴ）≦αノ汕島……・n
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捧・∂F鴇λ゜）一・
脅・・∂F器卸）一爵・・9i（x・）一・
）．
5
6（
）66（
（6・7）
このとき（xo，20）が問題Hの最適解とな
ることを証明する。
［F（x…R・）一か面F（叢｝λ゜）〕
一〔F（x・・2）一煮斯∂弩薪亙〕
＝・F（x…z・）－F（x・・2・）＋海∂F鴇λ）
　　　　　　　　　　　　　（（6・6）による）
　　　　　　m　＝∫（xO）＋ΣえiOgi（xO）－F（X，λ）
　　　　　包一1
・海∂F鴇λ）－f（x°）－F（x・・2）
・身・∂F鴇2）　（（・・7）に・る）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　れt
　＝f（xO）＋Σ2igi（xO）－F（X，2）一Σ2igi（xO）
　　　　　i…1　　　　　　　　　　　　　　　　　炉1
・海∂F鴇え）－F（x…2）－F（x・・z）
一恥（x°）・ゑ・・∂F鴇λ）
ここでF（X，λ）がXの凹関数であることを
使うと
≦身…一・」）∂F（譲，2L継（x）
・海∂F（x，2∂xゴ）一身・°∂F鴇λ）
　　　　一Σλigi（xo）≦0　（xゴo≧0，9i（x）≧0，
　　intl
　　　　　　　　　　　　　　（6・3）セこよる）
よって，条件（6・3）のもとで
F（X…2・）一
g・・∂F鴇λ゜）≦（X・　2）
一寿・∂F蜜、λ）　　（・・8）
が成立する。よって（xo，20）は問題豆の最
適解である。さらに，（6・8）の左辺がノ（xo）
に等しいことはすぐわかる。すなわち問題1
の農大値と問題皿の最小値は一致する。　（証
明終）
　関tw　f（x，），9i（x）に対する条件を少し強
くすれば，この定理の逆が成立する。
　定理18ノ（x），9i（x），　i＝1・2・……，　m，
がいずれも連続な2階の偏導関数をもつ凹関
数とする。問題五の最適解を（xo，　zo）とし，
点（xo，20）において，行列
FOXPt＝
　∂2F（X°，2°）∂2F（X°，R°）．．．∂2F（X°，2°）
　　　∂メ、2　　∂X、∂X2　　∂Xl∂Xn
　∂2F（X°，2°）∂2F（X°，a°）．．．∂2F（X°，Z°）
　∂X2∂X1　　∂X22　　∂X2∂κ。
∂2F（xO，　ZO）∂2F（xO，　Z°）∂2F（xO，　ZO）
　　∂X。∂Xl　　∂Xn∂κ2　　　∂X。2
が負値であり，さらに（xo，　zo）において
Kuhn－Tuckerの制約想定がみたされるとす
る。このときは問題1の最適解であり，双方
の最適値は一致する。
　証明　問題皿を，制約条件式，目的関数の
符号を変えてつぎの最大問題にしておく。す
なわち
　問題∬’　条件
　　一∂F鴇之）≧αノー璃……・n
　　　x≧O，2≧0
のもとで
　　m・・－F（X・　2）・身・∂Fl鶏λ）
この間題に対するLagrange関数数は，μ＝
（μ1，μ2，……，μ。）をLagrange乗数ベク
トルとして
・（x・・2・…）一一Fω）・か∂tE9（it；t！xxj2）
一か∂F（x，2∂X」）
となる。このとき定理11により，つぎの（6・
9）から（6・15）までの条件をみたすμoが存
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在する。
　μ≧0
∂G（xO，　20，μ0ﾝX」） ｹ・－ILic・）∂2差乏謬劉）
　≦0，　」＝1，　2，　・・・…　，　n　　　　　　　　　（6・10）
　∂G（xO，20，μ0）＿＿∂F（蛭），20∂えi　　　　　　　∂λi）一一t＋壽≦κ汐一屍・）
解激卸）≦・・　i－1・・ヂ……m（・・1・）
身・°∂°（寄らμ゜L網・・（Xic・一仰・）
　∂2F（xO，　20）
　　　　　　＝0　　　　　　　　　　　　　　　　（6・12）
　　∂Xj∂κκ
か・∂G（xo，20，∂2，）一一捧・∂F器λ゜）
・揖か（XicO　一　paicO）∂2激λ゜L・（…3）
∂G（♂，凶，μoﾝμゴ）一一∂F（ p；λ゜）≧（）sノー1・2・
　．．．，．．n　　　　　　　　　　　　　　　　　　　　　　　（6・14）
身・°∂G（κ0，λ0，μ0∂μ」）一一身・・∂Fl尋λ゜）
　＝0　　　　　　　　　　　　　　　　　　　　　　　　（6。15）
　（6・10）と（6・12）から
勲…一・・W一燦）ρ2器≠）
一一
?f（　　　　　　　∂2F（xo，2°XiC－Ptk）　　　　　　　　　∂X」∂κκ）≧・
－fi）仮定に・・て行列（∂2F（xo，λo　　∂Xj∂XiC））は負値
だから
鋼（…一・1・）（・・…一・i・°）∂2讐識≠°）≦・
である。よって
揖凶（Xj・一…）（XiC・一・評）解畿畿λ゜）一・
　　　　　　　　　　　　　　　　　（6・16）
であ・・と・ろで騰1ギ））の負離から・
xo≒μoならば（6・17）の左辺は負でなくては
ならない。したがって（6・16）が成り立つた
めには
　　」じo；μo　　　　　　　　　　　　　　　　　　　　　（6・17）
でなくてはならない。これと（6・11）とから
非線形計画法における双対性（小山）
　　∂F（xo，　20∂えi）≧・…2・……・
（6・13）カtSら
魯・∂F（xO，　ZO∂えi）一・
また（6・14），（6・15）から
m（6・18）
（6・19）
　　∂F（xo，20∂Xj）≦αゴー1・2・……n（・・2・）
身・°∂F（xo，　zo∂X」）一・　　（・・21）
である。（6・18）から（6・21）まではF（x，λ）
に対するKuhn－Tuckerの条件にほかならな
い。したがって，∫（x），9i（X）が凹関数であ
るわれわれの場合には，これらの条件が成り
立てばκoは問題1の最適解になる。（定理13）
・（x°・・2°）一 g・∂F（畿姻）一・（x…2・）
　　　　　　　　　　　（（6。21）による）
　　　　　　m＝！（xo）＋Z］hogi（x9）
　　　　　z＝1
　　一f（X・）・爵・・∂F（読λ゜）
　　＝f（xo）　　　　　　　　（（6・19）による）
であるから，問題1の最大値と問題∬の最小
値は一致する。（証明終）
　定理17，定理18で与えられる双対定理には，
条件に多少の変更を加えた形のvariantが
何種類かある。条件の変更の主たるものは，
変数の非負性を落す場合と，制約不等式を等
t
式にする場合である。これらの場合に双対問
題に加えられる変更は，つぎの表のようにな
る。
主問馴双対問題
　　　　　　　∂、FminF（x，λ）一ΣX」
　　　　　　　∂Xj
　これらのうち（1）はわれわれが考察してぎた
ケースである。（2）の対応関係を確かめるには，
9i（x）＝0を9i（x）≧0，－9i（x）≧0とかきか
えて（1）の関係を使えばよいし，（3）を確かめる
にはx＝x＋－x－，x＋≧0，　x－≧0とおいて（1＞
を使えぽよい。（4）は（2）と（3）を合せたものであ
り，これは微分法におけるLagrange乗数法
の場合である。
7　Lagrange乗数および双対問
　　題のもつ経済学的意味
max！ω
制
約
条
件
（1）gゴα）≧0，x≧0
（2）9ゴ（x）＝0，x＝　O
（3）　8’ブ（x）≧0
（4）　9ゴ（x）＝0
　　∂F
（1）一v≦0・x≧0・え≧0
　　∂F
（2＞－nP≦い≧0
　　∂F
（3）一v＝0，　　　λ≧0
　　∂F
（4）砺＝0
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　ここでは，いままでの理論を経済学上の問
題に適用した場合の，Lagrange乗数2のも
つ経済学的意味と，それを踏まえて，双対問
題のもつ経済学的意味を考えてみたい。
　主問題（問題1）をつぎの形の問題とする。
　主問題　条件
　9i（x）≦ts，　i＝1，　2，　t・・…　〃t，　x≧0　　（7・1）
のもとで
　　maxノ（X）
　（7・1）の制約条件は，bi－9t（x）≧0とかぎ，
b・－9i（x）を前節までで扱ってきた9i（記）と
考えれば，前節の問題1の形になる。
　この問題を生産の問題と考え，xは生産量
ベクトル，btは第i資源の手持ち量とする。
目的関数ノ（X）は，Xだけの生産によって企
業が得る収入額をあらわし，9i（x）はxだけ
の生産に必要な第i資源の量である。そのと
き，手持ち資源の範囲内で最大の収入を獲得
する生産計画を求めているのが主問題である。
　Lagrange関数F（x，　Z）は
　　　　　　　　F（x，2）＝！（x）＋Σλ乞（b・一・8・t（x））
　　　　　　　¢■1
となる。f（X），9i（X）に対しては前節におけ
る諸仮定は，そのままおくことにする。その
とき定理11によれば，最適な生産計画ペクト
ルxo≧0に対して，つぎのKuhn－Tucker条
件をみたすλe≧0が存在する。
（・）∂掾K）≦爵・°∂畿κ゜）・ゴー・………・n
x・jO＞0となるノに対して
讐゜）一浄・錘舞）
（ii）　　9L（xQ）≦傷　　 i＝1，　　2，　　・●●一●◎，　　m
　　2iO＞0となる～た対して9i（nfO）＝あ
　さて
　　zo　・・　f（xo）
とおく，最適な生産計画xoは利用可能な資
源量の関数である。そのことを明示してxo＝
xO（b）とかく。このときZO＝f（xO）もbの
関数である。また，xoに対応してきまるzo
もまたbの関数である。ここで，bゐ関数
としてのxo，λoに対して，つぎのことを仮
定する。
くa）xo　ex　bの近傍で各b・について連続な偏
導関数をもち，さらに，XjO（の＝0であるゴ
については，十分【db　tが小さい範囲で，つ
ねにXjO（b＋db）＝0である。
　（b）20はbの近傍で各b，　vこついて連続で
ある。
　仮定（a）は，経済学的にはつぎのことを意味
する。すなわち，資源ベクトルがゐからb＋
abに変ったときの最適生産計画の変更は，db
が十分小さいかぎりいままで隼産していた製
品の数量の調節という形でおこなうことがで
き，いままで生産していなかった製晶を生産
する形は採らないで済む，ということである。
こう仮定することは，数学的にはxoをかな
り限定することにはなるが，経済学的には，
ほとんど無害な仮定でありt’がつて筆者が別
のところ（文献〔8〕）で示したように，線計形
画問題に対しても，同様な仮定は必要なので
ある。仮定（b）については問題はないだろう。
〔ここで多少の弁解を含めて一言述べさせて
‘もら51と，’（a），（b）めような仮定のおき方は，
数学的な見地からは実は，あまり面白くな小
やり方である。本来は，f，9i，　bなどに何ら
かの付加的な仮定をおいて，その仮定のもと
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で（q），（b）が証明できる，という形に議論をも
ってゆくのが筋であろう。しかし，そうする
ためには，もっとぎめ細かい考察をしなくて
はならないが，そして，できれば将来それを
試みてみたいとは思っているが，多くの経済
学者が理論展開の過程でごく普通におこなっ
ているやり方に安易に従って，経済学的根拠
で数学的な仮定を設けるという方法を採った。
ただ，この節の議論は，経済学的な意味付け，
という点に狙いがあるのだから，このような
態度も，必ずしも不当ではないであろう〕
　仮定（a），（b）のもとで以下，論を進める。
　2tO＞0となるiの集合を∫とおく。
　　1＝｛il2iO＞0｝
このとぎ，iElならばλの連続性（仮定（b））
から，bの十分近傍ではつねにλiO＞0である
から，Kuhn－Tuckerの条件（ii）により，　b
の近傍で恒等的に9i（xo）＝ゐiが成立する。
よって，この式の両辺をbiCで微分すると
爵醗゜）蕩多一娠
ここで・炉｛琶調塞
となる。この式の両辺に炉をかけ，i∈1に
ついて加えると
昌脅塵畿゜）霧一か゜δ・
iGIならばλ‘o＝0であることを考慮すると
菖か・禦認一海゜…ic　＝＝　Rk°
移項して
・iC・一燈�E∂磐゜）釜一・（…）
つぎにZo＝f（xo）をbiCで微分すると
謬一一聖一鶯∂メ1書）鑑
となるが，この式の右辺に（7・2）の左辺を
加えると
鷺煮∂吾禦募槻
一護か゜∂響）募一2k°
非線形計画法における双対性（小山）
・鷺（∂ノ（κo　∂XjO）一浄゜∂響≧綴（…）
ここで，XyO＞0となるノの集合を／とする。
　　／＝±｛ノiXjO＞0｝
xoはbについて連続だから，ゐの近傍で，ノ∈
ノならばつねにκ」＝Oであり，ゴ旺ノFならば，
つねにXjO＝0である。したがって，　Kuhn－
Tuckerの条件（1）により，ノ∈1ならば，ゐの
近傍でつねに
∂｛鐸）一か喉）一・
であり，i庄ノならば，　bの近傍でつねに
書謬一・
である。したがって（7・3）の右辺の第2項
はつねに0になって
　　筈一庵・　一　　（・・4）
がえられる。
雅甑の微小変化・撮大収入にもたら
す限界効果をあらわし，それがλkOにほかな
らないのである。経済学者の慣用の用語によ
れば，λicoは，第le資源の1単位の増加による
企業の収入の増加分である。したがって畑
はrg　k資源の限界（価値）生産力にほかなら
ず，これは，一般に，sha己ow　priceとよば
れているものに対応する。別の言い方をすれ
ば，第k資源は，それを最適に使用すること
によって，限界1単位当り，RkO．だけの収入
をもたらすのである。
　λkOに対してこのような意味が与えられれ
ば，Kuhn－Tuckerの条件（i），（ii）は，経
済学的にきわめて当然な条件であることが理
解される。まず（i）についていえば，条件（i）
はつぎのように言い換えることができる。
∂傷9Σ〈薪・°∂85！手゜）とな・ノに対して
壱ま　κJO＝0　　　　　　　　　　　　　　　　　　　　　　　　（7●5）
∂響は…うまでもなく・第濃品の限
界1単位Q生産によって企業が獲得する収入
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である。第ノ製品の限界1単位を生産するの
腰する籔資源の増脚暁禁である
から，不等式の右辺は，第ゴ製品の限界1単
位を生産するのに要する各資源の量を，sha－
dow　priceλiOで評価したどきの総価値額で
ある。既述のshadow　priceの意味に照して、
考えれば，資源量ベクトル
偽撃・晦禦・…・∂響））（…）
は，それの各成分を企業内で個別に最適に利
用すれば，第i資源の限界1単位はRiOであ
らわされる価値を生む力をもっているのだか
ら，全体として
　　爵・°讐）
だけの価値を生む力をもづているはずである“
ところが（7・6）の資源ベクトルを実際に企
業内に投入す・と・∂�K）鮒の収入増しか
もたらさない。したがって，（7・5）の不等式
が成立するということは，（7・6）の各資源量
を使って第ノ製品を生産するということが，
各資源に，それのもつ価値創造能力を一杯に
発揮させることにはならないことを意味する。
そして，そのような製品は最適な生産計画の
中では，生産してはならない，というのがXjO
＝0の意味である。あるいは，逆に見て，実
際に生産される製品，すなわちXjO＞0とな
るノに対しては，それを生産することによっ
て，各資源は能カー杯の力を出しているので
あり，これが
・・°〉・ならば∂掾K）一痔・∂饗゜）一
の意味である。これにより条件（i）のもつ経
済的意味は明瞭になった。
　条件（ii）の意味は，ほとんど自明に近い。
すなわち，条件（ii）をいいかえて
　　9i（x）＜btとなるiに対してRiO　＝0
とすれば，これは，最適な生産計画を実行し
たとき，第i資源が余るならば，第i資源の
shadpw　priceは0とい5ことである。第i
資源が余分にあるなら，第f資源の量を少し
減ちしても，前と同じ生産計画を実行するこ
とは可能である。したがわて，第i資源の限
界1単位は，企業の収入増加に何ら貢献しな
い。そのような資源の限界（価値）生産力は
当然0であり，したがってshadpw　price
et　Oである。この考え方は，技術的見地から，
皆が十分に使用してもなお余りがあるほど多
くある資源は経済学的には価値0と評価され
るという，自由財の考えに通じるものである。
　Kuhn－Tuckerの条件（i），（ii）は，線形
計画法における相補スラック性（均衡定理と
もいう）に対応するものである。
　つぎに，双対問題の経済学的意味を考えて
みよう。改めて双対問題をかいておく。
　双対問題　　条件
　　∂F器；λ）≦・・ゴーL島……・－nt
　　x≧0，λ≧0
のもとで
m・h・ω）一 ﾏ・・難；λ）
ここで
　　　　　　　　　　F（x，2）＝ノ（x）＋Σλ乞（bi－9i（x））
　　　　　　　　　i＃＝1
（7・7）
（7・8）
であるから，ノ（X），g（壽）を用いて双対問題
を表わすとつぎのようになる。
　双対問題　条件
∂狩）≦か∂磐）・ノー1・2・…
　　x≧0，2≧0
のもとで
　　　　　　　　min！（x）＋Σ擁（bi－9i（x））
　　　　　　　ゲ1
一身・（∂f（x∂Xj）一捧∂鶉κ））
’，m，
（7・9）
（7・10）
　経済学的見地からすれば，主問題（表の問
題ともいう）が生産の最適編成の問題であれ
ば，双対問題（裏の問題ともいう）は資源の
評価の問題であるべきである。そして，これ
らは，同一の問題の表から見た姿と裏から見
た姿の記述であると考えられる。線形計画法
においては両者の関係はまことにあざやかに
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説明できるので（文献〔9〕）非線形計画法に
おいても，同様のことを試みてみよう。
　はじめに，Lagrange関数F（x，λ）の意味
を考えてみよう。f（X）はXだけの生産によ
り企業の獲得する収入である。bi－9i（x）は・
　　　　　　　　　　　　　　　　ig iで資源の余剰分であるから，Σ娠6仁9i
　　　　　　　　　　　　　　　ttl
（pu））はxだけ生産したときの余剰資源の，価
格体系λのもとでの総価値である。vfeかっ
て，F（X，2）は，資源価格ベクトルが2であっ
てxだけ生産したときの企業の総資産ともい
うべきものである（総資産といっても，当面の
生産活動に直接かかわる部分だけを問題にし
ているのであって，しかも，生産水準の変化
によって影響を受ける部分のみに限定した用
い方をしていることは言うまでもなかろう）。
そうすると畷≦・という制約条件は・第
」製品の限界1単位の生産に伴う総資産の変
化分が正にならないこと，あるいは（7・9）の
形でいえば，第ゴ製品の限界1単位の生産に
必要な各資源の価格体系2のもとでの総価値
が，それによって生産される第ゴ商品のもた
らす収入を下まわらないことを意味する。こ
れは，資源価格λのもとで限界コストが限界
収入を下まわってはならないごとを意味する
から，ちょっと考えると，奇妙に感ぜられる
かもしれない（線形計画法においても，事情
は同じであった）。
　目的関数の意味を（7・8）あるいは（7・10）
に照して考えてみよう。
　企業家がxだけ生産したものとする。こ
のとき・　・・の生産に・る限界収入は器で
あるが，彼がもし，資源を，不等式（7・9）
をみたす価格体系λで売ることができると知
ったならぽ，彼は第ゴ製品の限界1単位につ
いて
　　オλ、．錘一．QLf
　　　　　　　∂π」〔 ∂XJ
だけ損をしたと考えるだろう。資源の価格は
限界（価値）生産力で決まると考えれば，彼
非線形計画法における双対性（小山）
はκの生産によって（λで資源を他に売る場
合に比べて
身・（爵騰「銑）一海鵠、
だけ損をしたと考えるだろう。F（X，2）は，
すでに述べたように総資産と考えられるから，
目的関数は“企業家がxだけの生産をし，そ
のとき資源がλで売れると知ったときに，残
余資源をλで評価したときの企業家の総資産
と，彼がxだけの生産をしたことによって蒙
ったと考える機会損失額との合計である”と
みなすことができよう。これは，裏から考え
れぽ，企業家が，彼の生産したxと残余資源
を資源価格2のとぎに手放すに当って補償と
して要求する額である，とみることもできよ
う。
　以上のことを念頭におけば，双対問題に対
して，つぎのような解釈を与えることができ
よう。
　主問題の経済主体から，彼の持っている資
源を買い取ろうとしている架空の主体を想定
する。その際，架空の主体は，製品をもとの
資源に還元する能力をもっているとしよう。
したがって，彼は，企業家のもつ全資源を手
に入れるに当って，必ずしもすべてを資源の
ままで入手しなくても，製品と資源の組合せ
の形で入手しても，何ら差し支えないものと
する。こう考えれば，双対問題は，架空の主
体から企業家への次のような提案と考えるこ
とができる。
　tt私があなたに，生産量xと，残余資源の
買取り価格を提示します。そのときの資源の
買取り価格λは，その価格のもとでの資源の
限界価値が，あなたの限界収入を下まわらな
いことを保証します。その上で，あなたが生
産した製品のすべて，すなわちXと，残余資
源のすべてを私に売って下さい。対価として
私が支払う額は，Xの生産によってあなたカミ
得られるはずの収入額f（X）と，資源価格λ
のもとでの残余資源の価値総額，および，あ
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たたが，λで売れる資源でxだけの生産をし
たことによって損をしたと思われるであろ，5
損失額の合計です。”
　この提案を，企業家は，彼が十分賢明であ
れば受け入れるはずである。なぜなら，双対
定理で示したように，企業家が，自由意志で
生産したときの彼の期待できる最大の収入額
ノ（xo）よりも，架空の主体の提示する保証額
の方が，つねに多い（少くはない）からであ
る。こうして，買取り交渉に応じさせた上で，
架空の主体は，彼の支払額を，可能な限り小
さくするようにκとλを決める。それが双
対問題の意味である。そして，架空の主体が，
支払額を最小にするようにκとλを決めたと
き，企業家の手に入るのは，結局，彼が独自
に，最適な生産をおこなったときの収入額と
同じになってしまい，余剰の出る資源につけ
る価格0はとなってしまうのである（Kuhn－
Tucker条件（ii））。これが双対定理の意味で
ある。
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