On the orbit spaces of irreducible representations of simple compact Lie groups of types B, C, and D
The paper is a continuation of [1, 2, 3] . First of all, we give two basic definitions that also played a key role in those papers.
Definition. A continuous map of smooth manifolds is called piecewise smooth if it takes any smooth submanifold onto a finite union of smooth submanifolds.
In particular, any proper smooth map of smooth manifolds is piecewise smooth. Consider a differentiable action of a compact Lie group G on a smooth manifold M .
Definition. The quotient M/G is a smooth manifold if the topological quotient M/G admits a structure of a smooth manifold such that the factorization map M → M/G is piecewise smooth. Now we can formulate the main problem. Let V be a real vector space and G ⊂ GL(V ) a compact linear group. Like in [1, 2, 3] , the question is whether the quotient V /G is a topological manifold and, also, whether it is a smooth manifold. Following [1, 2, 3] , we will say 'manifold' instead of 'topological manifold'.
Denote by V C the complex space V ⊗ C, by g the linear Lie algebra Lie G ⊂ gl(V ), and by g C the complex linear Lie algebra g ⊗ C ⊂ gl(V C ).
The problem has almost been solved in the following cases: 1) [g, g] = 0 (see [1] ); 2) g ∼ = su 2 (see [2] ); 3) g ∼ = su r+1 , r = rk g > 1, and the linear Lie algebra g ⊂ gl(V ) is irreducible (see [3] ).
In this paper we consider the case when g is a simple compact Lie algebra of one of types B r (r > 1), C r (r > 2), and D r (r > 3), and the linear Lie algebra g ⊂ gl(V ) is irreducible.
Denote by R ′ the representation of a complex reductive Lie group dual to its representation R.
When meaning indecomposable systems of simple roots, we will use the numeration of the simple roots given in [4] , [5, Table 1 ], and [6, Table 1 ], denoting by ϕ i the fundamental weight with the number i.
The space V has a G-invariant scalar product. Hence, we will suppose that V is a Euclidean space and the group G acts on it by orthogonal operators. Thus, G ⊂ O(V ).
We obviously have r = rk g > 1.
Denote by R the tautological representation g C : V C . One of the following cases occurs: 1) R = R, where R is an irreducible representation; 2) R = R + R ′ , where R is an irreducible representation.
In the latter case, the space V has a g-invariant complex structure inducing a complex representation g C : V isomorphic to the representation R.
In this paper we will prove Theorems 1.1 1.6. Theorem 1.1. If G ∼ = B r , then the condition that V /G be a smooth manifold excludes all but the following cases: 1) the representation R of the algebra g C coincides with the representation R and is isomorphic to one of the representations ad, R ϕ1 , and R 2ϕ1 ; 2) R = R+R ′ , r ∈ {2, 5}, and the representation R is isomorphic to the representation R ϕr .
Theorem 1.2.
If G is a connected Lie group of type B r and the representation R is isomorphic to one of the representations ad, R ϕ1 , R 2ϕ1 , and R ϕ2 (r = 2), then V /G is not a manifold. Corollary 1.1. If G is a connected Lie group of type B r and V /G is a smooth manifold, then r = 5, and the representation R is isomorphic to the representation R ϕ5 . Theorem 1.3. If r > 2 and G ∼ = C r , then the condition that V /G be a smooth manifold excludes all but the following cases: 1) the representation R of the algebra g C coincides with the representation R and is isomorphic to one of the representations ad, R ϕ2 , and R ϕ4 (r = 4); 2) R = R + R ′ , and the representation R is isomorphic to the representation R ϕ1 .
Theorem 1.4.
If G is a connected Lie group of type C r , r > 2, and the representation R is isomorphic to one of the representations ad, R ϕ2 , R ϕ1 , and R ϕ4 (r = 4), then V /G is not a manifold. Corollary 1.2. If G is a connected Lie group of type C r , r > 2, then V /G is not a smooth manifold. Theorem 1.5. If r > 3 and G ∼ = D r , then the condition that V /G be a smooth manifold excludes all but the following cases: 1) the representation R of the algebra g C coincides with the representation R and is isomorphic (up to an outer automorphism) to one of the representations ad, R ϕ1 , R 2ϕ1 , and R ϕ8 (r = 8); 2) R = R + R ′ , r ∈ {5, 6}, and the representation R of the algebra g C is isomorphic (up to an outer automorphism) to the representation R ϕr . Theorem 1.6. If G is a connected Lie group of type D r , r > 3, and the representation R of the algebra g C is isomorphic (up to an outer automorphism) to one of the representations ad, R ϕ1 , R 2ϕ1 , and R ϕr (r = 5, 8), then V /G is not a manifold. Corollary 1.3. If G is a connected Lie group of type D r , r > 3, and V /G is a smooth manifold, then r = 6, and the representation R of the algebra g C is isomorphic (up to an outer automorphism) to the representation R ϕ6 .
In the cases mentioned in Corollaries 1.1 and 1.3 (i. e. G = G 0 is of type B 5 and R ∼ = R ϕ5 , or G = G 0 is of type D 6 and R ∼ = R ϕ6 ), the problem has not been resolved. The further text is structured in the following way. In § 2, we prove Theorems 1.1, 1.3, and 1.5. The proofs use lower estimates on ranks of some operators of the linear algebra g ⊂ gl(V ). Therefore, we should prove a number of quantitative relations for the weight set of the representation R of the algebra g C that we do in § 3. Since this weight set is explicitly expressed through the Weyl group action on the weight lattice, § 3 does not deal with Lie algebras and involves just a rigorous technical work with abstract root systems of types B, C, and D in Euclidean spaces and the structure of orbits of the above-mentioned actions. So, the statements of § 2 essentially refer on those of § 3, but not vice-versa. As for Theorems 1.2, 1.4, and 1.6, they are much easier proved in § 4. § 2.
Proofs of the main results
This section is devoted to proving Theorems 1.1, 1.3, and 1.5. First of all, we should give special and recall well-known notations and facts. For any non-zero vector α in a Euclidean space E, denote byα the vector 2α (α,α) ∈ E. In [7] , for each indecomposable system of simple roots Π, we defined some subset ∂Π ⊂ Π. All indecomposable systems of simple roots Π such that ∂Π = Π are listed in [7, § 4, Table 1 ], including the explicit statement of the subsets ∂Π ⊂ Π. In particular,
For a linear representation of a Lie group G (resp. a Lie algebra g) in a space V , we denote the stabilizer (resp. the stationary subalgebra) of a vector v ∈ V by G v (resp. by g v ).
Definition. A representation of a compact Lie group G in a real space V is called polar if there exists a subspace
Lemma 2.1. The orbit space of any faithful polar representation of a nontrivial connected compact Lie group is homeomorphic to a closed half-space.
See Lemma 2.10 in [3, § 2] .
Return to the conventions of § 1.
Lemma 2.2. Assume that V /G is a smooth manifold. For each vector v ∈ V such that rk g v = 1 and for each non-zero vector ξ ∈ g v , we have dim(ξV ) dim[ξ, g] + 6.
See Lemma 2.4 in [3, § 2]. Set δ := 1 ∈ R if the representation R of the algebra g C is orthogonal and δ := 2 ∈ R otherwise.
There exist a complex space V and an irreducible representation g C : V such that the representation g : V is either the realification or a real form of the representation g : V . We clearly have (δ = 1)
Fix a maximal commutative subalgebra t of the algebra g and the Cartan subalgebra t C := t ⊗ C of the algebra g C . Thus we get a root system ∆ ⊂ t * C and its Weyl group
For any root α ∈ ∆, denote by h α the vector of the space t C identified with the vectoř α ∈ ∆ ⊂ t * C via the Cartan scalar product. Fix a positive root system ∆ + ⊂ ∆ and the corresponding simple system Π ⊂ ∆ and Weyl chamber C ⊂ ∆ ⊂ t * C . Denote by P and Q the lattices λ ∈ ∆ : (λ,α) ∈ Z ∀ α ∈ ∆ ⊂ ∆ and ∆ Z ⊂ ⊂ ∆ respectively. We have Q ⊂ P . Let λ ∈ (P ∩ C) \ {0} be the highest weight of the representation R of the algebra g C with respect to the simple system Π ⊂ ∆ ⊂ t * C . Set Λ := W λ ⊂ P and
It is easy to see that the set of weights of the representation R of the algebra g C equals the subset
We will use the notation · for the order of an arbitrary subset of the weight set • Λ ⊂ P of the representation R taking multiplicities of weights into account.
Lemma 2.4. Let Ω ⊂ Λ be some subset and H the subspace 
Proof of Theorem 1.1
In this subsection, we will prove Theorem 1.1. Suppose that g ∼ = so n , where n := 2r + 1 ∈ N. Clearly, ∆ ⊂ t * C is an indecomposable root system of type B r . We will prove Theorem 1.1 'by contradiction': assume that V /G is a smooth manifold and the linear algebra R(g C ) is not isomorphic to any of the linear algebras ad(g C ), R ϕ1 (B r ), R 2ϕ1 (B r ) (r > 1), and R ϕr (B r ) (r = 2, 5). Since ϕ 1 = ε 1 and the highest root ε 1 + ε 2 are the only roots contained in C, and ϕ 2 ∈ ∆ for r > 2, the latter means that
Lemma 2.5. Let Π ′ ∈ P be a system of simple roots such that (r > 2) ⇒ (Π λ ∩ Π ′ = ∅) and let Π 0 ⊂ ∆ ⊂ ∆ ⊂ t * C be the simple system corresponding to the positive root system
C is an (r − 1)-dimensional (real) subspace, and, hence, the intersection of the kernels of all its linear functions has the form Cξ ⊂ t C , ξ ∈ t \ {0}.
Assume that the claim does not hold. By Lemma 3.4 in [7, § 3] , there exists a vector v ∈ V such that ξ ∈ g v and rk g v = 1. Lemmas 2.2 and 2.3 imply
Using Lemma 3.4 and Equations (2.2), (2.3), and (2.5), we obtain that r = 3 and λ = 2ϕ 3 or r = 2 and λ ∈ ϕ 2 + Q \ {0} . Suppose that r = 3 and λ = 2ϕ 3 .
We have
. The adjoint representation (resp. the representation R) of the algebra g C = so n (C), n = 7, is isomorphic to the external square (resp. the external cube) of its tautological representation, and the eigenvalues of the semisimple operator h α1 ∈ so n (C) are exactly the numbers 0, 1, and −1 with multiplicities n 0 := 3, n + := 2, and n − := 2 respectively. Therefore,
. Now suppose that r = 2 and λ ∈ ϕ 2 + Q \ {0} . We have (λ,α 2 ) ∈ (ϕ 2 ,α 2 ) + (α 1 ,α 2 ) · Z + (α 2 ,α 2 ) · Z = 1 + 2Z, and thus the representation R of the algebra g C is symplectic. Hence, δ = 2. By (2.5), 2 · • Λ \ H |∆ \ H| + 6, contradicting Lemma 3.3. This completes the proof. Corollary 2.1. Assume that (2.3) holds. Then r > 2. Also, 1) for any α ∈ Π λ we have (λ,α) = 1; 2) for any simple system Π ′ ∈ P we have Π λ ∩ Π ′ \ (∂Π ′ ) = ∅; 3) on the Dynkin diagram of the simple system Π each two distinct roots of the subset Π λ ⊂ Π correspond to vertices, the path between which contains at least r − 2 edges.
The simple system Π ′ := {α 1 , . . . , α r−2 } ⊂ Π lies in the family P. Besides,
C corresponds to the indecomposable simple system Π 0 of type B r−1 containing the simple roots α 1 , . . . , α r−2 , α in the standard order. According to (2.1), ∂Π 0 ⊂ {α 1 , α}. By Lemma 2.5, i = 1, (λ,α 1 ) = 1, (λ,α 2 ) = . . . = (λ,α r−2 ) = 0, and, also, (λ,α) = 0,
Applying Corollary 2.1, Lemma 2.6, and Equations (2.1) and (2.2), we obtain that
Indeed, if (2.3) does not hold, then the claim is evident. Suppose that (2.3) holds. By Corollary 2.1, r > 2 and (λ,α) = 1 for any α ∈ Π λ .
Assume that r 7. Applying Equation (2.1) and Corollary 2.1 for
Suppose that (λ,α r ) = 0. By Lemma 2.6, λ = ϕ r−1 . It follows from (2.2) that r > 3. If we had that r ∈ {5, 6}, then on taking Π ′ := {α 3 , . . . , α r } again, we would arrive at α r−1 / ∈ ∂Π ′ by Equation (2.1), in contradiction to Corollary 2.1. Thus, r = 4 in this case. To conclude, we may assume that (λ,α r ) = 0. By Corollary 2.1, {α r } ⊂ Π λ ⊂ ⊂ {α 1 , α 2 , α r } and Π λ = {α 1 , α 2 , α r } ⇒ (r = 3). Therefore, λ ∈ {ϕ r , ϕ 1 + ϕ r , ϕ 2 + ϕ r }, or r = 3 and λ = ϕ 1 + ϕ 2 + ϕ 3 . Note also that, by (2.2), if λ = ϕ r , then r = 5 and thus r ∈ {3, 4, 6}.
Case 1). r = 3, 4, 5, 6 and λ ∈ {ϕ 1 + ϕ r , ϕ 2 + ϕ r } or r = 3 and λ = ϕ 1 + ϕ 2 + ϕ 3 . Using the inequality δ 1, Proposition 3.2, and Lemma 2.4, we come to a contradiction to the suggestion that V /G is a smooth manifold.
Case 2). r = 3, 4 and λ = ϕ r . The representation R ϕr of the complex simple Lie group Spin n (C) is orthogonal and (see [8, § 3] ) polar. Further, by Lemma 3
, where E denotes the identity operator, and thus G = G 0 . According to Lemma 2.1, the quotient V /G is homeomorphic to a closed half-space. At the same time, V /G is a smooth manifold, which is a contradiction.
Case 3)
. r = 6 and λ = ϕ 6 . The representation R of the algebra g C is symplectic. Hence, δ = 2. Using Proposition 3.3 and Lemma 2.4, we get a contradiction to the assumption that V /G is a smooth manifold.
Case 4)
. r = 4 and λ = ϕ 3 . The representation R of the algebra g C is orthogonal implying δ = 1. By Proposition 3.4 and Lemma 2.4, V /G is not a smooth manifold, which contradicts the suggestion.
Thus, we have completely proved Theorem 1.1 ('by contradiction').
Proof of Theorem 1.3
In this subsection, we will prove Theorem 1.3. Suppose that r > 2 and g ∼ = u r (H). Set n := 2r ∈ N. Clearly, ∆ ⊂ t * C is an indecomposable root system of type C r . We will prove Theorem 1.3 'by contradiction': assume that V /G is a smooth manifold and the linear algebra R(g C ) is not isomorphic to any of the linear algebras ad(g C ), R ϕ2 (C r ), R ϕ1 (C r ) (r > 2), and R ϕ4 (C 4 ). The latter means that
It is easy to see that δ = 1 ∈ R if λ ∈ Q and δ = 2 ∈ R if λ / ∈ Q, where δ is defined as in the beginning of § 2.
Lemma 2.7. Let Π ′ ∈ P be a system of simple roots such that Π λ ∩ Π ′ = ∅ and let Π 0 ⊂ ∆ ⊂ ∆ ⊂ t * C be the simple system corresponding to the positive root system
where α ∈ ∂Π ′ ⊂ Π, and (λ,α) = 1; 2) if the simple system Π 0 ⊂ ∆ is indecomposable, then (2.4) holds.
C is an (r − 1)-dimensional (real) subspace, and, hence, the intersection of the kernels of all its linear functions has form Cξ ⊂ t C , ξ ∈ t \ {0}.
Assume that the claim does not hold. By Lemma 3.4 in [7, § 3] , there exists a vector v ∈ V such that ξ ∈ g v and rk g v = 1. It follows from Lemma 2.3 that δ ·
• Λ \ H |∆ \ H| + 6. Applying Lemma 3.7 and Equation (2.6), we obtain that r ∈ {3, 4} and λ = ϕ 3 , contradicting (2.7).
Corollary 2.2. Assume that (2.7) holds. Then 1) for any α ∈ Π λ we have (λ,α) = 1; 2) for any simple system Π ′ ∈ P we have Π λ ∩ Π ′ \ (∂Π ′ ) = ∅; 3) on the Dynkin diagram of the simple system Π each two distinct roots of the subset Π λ ⊂ Π correspond to vertices, the path between which contains at least r − 2 edges.
Follows from Fact 2.1 and Lemma 2.7.
Lemma 2.8. If (2.7) holds and, also, (λ,α r ) = 0, then (λ,α 1 ) = . . . = (λ,α r−2 ) = 0. Assume that (λ,α i ) = 0 for some i ∈ {1, . . . , r − 2}. The simple system Π ′ := {α 1 , . . . , α r−2 } ⊂ Π lies in the family P. Besides,
C corresponds to the indecomposable simple system Π 0 of type C r−1 containing the simple roots α 1 , . . . , α r−2 , α in the standard order. According to (2.1),
Applying Corollary 2.2, Lemma 2.8, and Equations (2.1) and (2.6), we obtain that 
Indeed, if (2.7) does not hold, then the claim is evident. Suppose that (2.7) holds. By Corollary 2.2, (λ,α) = 1 for any α ∈ Π λ .
Applying Equation (2.1) and Corollary 2.2 for
Suppose that (λ,α r ) = 0. By Lemma 2.8, λ = ϕ r−1 . Hence, r − 1 4, r 5. It follows from (2.6) that r > 3. Thus, r ∈ {4, 5} in this case.
To conclude, we may assume that (λ,α r ) = 0. We have r 4, r ∈ {3, 4}. By Corollary 2.2, {α r } ⊂ Π λ ⊂ {α 1 , α 2 , α r } and Π λ = {α 1 , α 2 , α r } ⇒ (r = 3). Therefore, λ ∈ {ϕ r , ϕ 1 + ϕ r , ϕ 2 + ϕ r }, or r = 3 and λ = ϕ 1 + ϕ 2 + ϕ 3 . Note also that, by (2.6), if λ = ϕ r , then r = 4 and thus r = 3.
Case 1). r = 3, 4 and λ ∈ {ϕ 1 + ϕ r , ϕ 2 + ϕ r } or r = 3 and λ = ϕ 1 + ϕ 2 + ϕ 3 . Using Proposition 3.5 and Lemma 2.4, we come to a contradiction to the suggestion that V /G is a smooth manifold.
Case 2). r = 4, 5 and λ = ϕ r−1 . Applying Proposition 3.6 and Lemma 2.4, we get a contradiction to the assumption that V /G is a smooth manifold.
Case 3). r = 3 and λ = ϕ 3 . We have λ / ∈ Q and thus δ = 2. By Proposition 3.7 and Lemma 2.4,
The representation R of the algebra g C = sp n (C), n = 6, is isomorphic to the external cube of its tautological representation, and the eigenvalues of the semisimple operator h α1 ∈ ∈ sp n (C) are exactly the numbers 0, 1, and −1 with multiplicities n 0 := n + := n − := 2.
Thus, we have completely proved Theorem 1.3 ('by contradiction').
Proof of Theorem 1.5
In this subsection, we will prove Theorem 1.5. Suppose that r > 3 and g ∼ = so n , where n := 2r ∈ N. Clearly, ∆ ⊂ t * C is an indecomposable root system of type D r . We will prove Theorem 1.5 'by contradiction': assume that V /G is a smooth manifold and the linear algebra R(g C ) is not isomorphic to any of the linear algebras ad(g C 
Lemma 2.9. Let Π ′ ∈ P be a system of simple roots such that Π λ ∩ Π ′ = ∅ and let Π 0 ⊂ ∆ ⊂ ∆ ⊂ t * C be the simple system corresponding to the positive root system
Assume that the claim does not hold. By Lemma 3.4 in [7, § 3] , there exists a vector v ∈ V such that ξ ∈ g v and rk g v = 1. It follows from Lemma 2.3 that
Case 1). λ ∈ Q. By Lemma 3.9, λ ∈ ∆ ∪ {2ϕ 1 } or r = 4 and λ ∈ {2ϕ 3 , 2ϕ 4 }, contradicting (2.8).
Case 2). λ / ∈ Q and (λ,α r−1 ) ≡ (λ,α r ) (mod 2).
By (2.8), λ / ∈ Q ∪ {ϕ 1 }. Further, according to Lemma 3.10, r = 4. Thus, r = 4 and (λ,α 3 ) ≡ (λ,α 4 ) (mod 2). By (2.9), (λ,α 1 ) ≡ (λ,α 3 ) ≡ (λ,α 4 ) (mod 2) implying λ ∈ Q. This contradicts the assumption.
Case 3).
By Lemma 3.8, λ ∈ {ϕ r−1 , ϕ r , ϕ 1 + ϕ r−1 , ϕ 1 + ϕ r }. Further, it follows from (2.9) and (2.10) that λ = ϕ r−1 , Π ′ = (3, . . . , r) ⊂ Π, and r > 8, contradicting Lemma 3.11. This completes the proof. Corollary 2.3. Let Π ′ ∈ P be some system of simple roots. Denote by Π 0 the simple system corresponding to the positive root system
If Π λ ∩ Π ′ = ∅ and the simple system Π 0 is indecomposable, then (2.4) holds.
Corollary 2.4. For any α ∈ Π λ we have (λ,α) = 1. Besides, on the Dynkin diagram of the simple system Π each two distinct roots of the subset Π λ ⊂ Π correspond to vertices, the path between which contains at least r − 2 edges.
In the case λ ∈ {ϕ r−1 , ϕ 1 + ϕ r−1 }, the claim is evident, and in the case λ / ∈ / ∈ {ϕ r−1 , ϕ 1 + ϕ r−1 }, it follows from Fact 2.1 and Corollary 2.3.
Lemma 2.10. Suppose that (λ,α r−1 ) = (λ,α r ). Then (λ,α 1 ) = . . . = (λ,α r−2 ) = 0.
By assumption, λ / ∈ {ϕ r−1 , ϕ 1 + ϕ r−1 }. Assume that (λ,α i ) = 0 for some i ∈ {1, . . . , r − 2}. The simple system Π ′ := {α 1 , . . . , α r−2 } ⊂ Π satisfies Π ′ ∈ P, Π λ ∩ Π ′ = ∅, and H := {λ} ∪ Π ′ = α r−1 − α r ⊥ . We have α := α r−2 + α r−1 + α r ∈ ∆ + ∩ H,α = ε r−2 + + ε r−1 ,α r = ε r−1 + ε r ,α r−1 = ε r−1 − ε r ,α r−2 = ε r−2 − ε r−1 ,α =α r−2 +α r−1 +α r , (λ,α) = (λ,α r−2 ) + (λ,α r−1 ) + (λ,α r ). The positive root system ∆ + ∩ H ⊂ ∆ ⊂ t * C corresponds to the indecomposable simple system Π 0 of type D r−1 containing the simple roots α 1 , . . . , α r−2 , α in the standard order. According to (2.1), ∂Π 0 ⊂ {α 1 , α r−2 , α}. By Corollary 2.3, i ∈ {1, r − 2}, (λ,α j ) = δ ij (j = 1, . . . , r − 2), and, also, (λ,α) = 0, (λ,α r−2 ) + + (λ,α r−1 ) + (λ,α r ) = (λ,α) = 0, yielding (λ,α r−2 ) = (λ,α r−1 ) = (λ,α r ) = 0, i = r − 2, i = 1, (λ,α j ) = δ 1j (j = 1, . . . , r), λ = ϕ 1 , contradicting (2.8). Applying Corollary 2.4, Lemma 2.10, and Equations (2.8) and (2.9), we obtain that λ ∈ {ϕ r−1 , ϕ 1 + ϕ r−1 } and (λ = ϕ r−1 ) ⇒ (r = 4, 5, 6, 8).
Case 1). λ
It is easy to see that δ = 1 ∈ R if r ∈ 4Z and δ = 2 ∈ R if r / ∈ 4Z. Using Proposition 3.8 and Lemma 2.4, we get a contradiction to the assumption that V /G is a smooth manifold.
Case 2). r = 7 and λ = ϕ 6 . The representation R of the algebra g C is not self-adjoint. Therefore, δ = 2. Applying Proposition 3.9 and Lemma 2.4, we come to a contradiction to the suggestion that V /G is a smooth manifold.
Case 3)
. r > 8 and λ = ϕ r−1 . The simple system Π ′ := {α 3 , . . . , α r } ⊂ Π lies in the family P and satisfies (2.10). By Corollary 2.3,
which is a contradiction. Thus, we have completely proved Theorem 1.5 ('by contradiction'). § 3. Orbits of the Weyl group
In this section, we obtain a number of technical results that play an auxiliary role in § 2. More exactly, we should set some quantitative relations and estimates for weight sets of irreducible representations of complex simple Lie algebras. However, simple linear Lie algebras are not concerned here since their weight sets can be explicitly described in terms of root systems, root and weight lattices, and Weyl groups. So, we consider an abstract root system of type B, C, or D in a Euclidean space and orbits of the Weyl group action on the corresponding weight lattice, study in detail convex hulls of these orbits, and prove the properties needed.
Let E be a Euclidean space, ∆ ⊂ E a root system, W ⊂ O(E) its Weyl group, and P ⊂ E and Q ⊂ E the lattices λ ∈ E : (λ,α) ∈ Z ∀ α ∈ ∆ and ∆ Z respectively. It is clear that W P = P , W Q = Q, and Q ⊂ P . Further, let Λ ⊂ P be some orbit of the action W : P . Set
Lemma 3.1. If a subspace H ⊂ E, a root α ∈ ∆ \ H, and a finite subset K ⊂
Let x ∈ K be an arbitrary vector. We have
Let r > 1 be some integer. Consider the Euclidean space R r whose standard basis {ε i } r i=1 is orthonormal, an indecomposable root system ∆ ⊂ R r of rank r, its Weyl group W ⊂ O(R r ), Weyl chamber C ⊂ R r , and the corresponding simple system Π = {α 1 , . . . , α r } ⊂ ∆. Clearly, ∆ = R r , the lattices P ⊂ R r and Q ⊂ R r are W -invariant and Q ⊂ P holds. Let ϕ 1 , . . . , ϕ r ∈ P be the fundamental weights corresponding to the system of simple roots Π = {α 1 , . . . , α r } ⊂ ∆ keeping the order. Then {ϕ i } r i=1 is a basis of the lattice P ⊂ R r . For brevity, orbits of the action W : P will simply be called orbits. Let Λ ⊂ P be an arbitrary orbit. Set
it follows from the fact that Λ is the set of extremal points of
We will now study the sets • Λ separately in the three cases of type B, C, and D. To that end, fix an orbit Λ ⊂ P \ {0}. Obviously, Λ ∩ C = {λ} for some non-zero λ ∈ P ∩ C.
The case of type B
. . , r − 1), and α r = ε r .
We have ∆ ∼ = B r , |∆| = 2r 2 , |P/Q| = 2. Let λ 1 , . . . , λ r be the components of the vector λ ∈ Λ ∩ C. For some λ 0 ∈ 0, |∆ \ H| + 6; 2) r = 3 and λ ∈ {2ϕ 3 , ϕ 1 + ϕ 3 }; 3) r = 2 and λ ∈ ϕ 2 + Q.
Assume that
r , there exists a number p ∈ {1, . . . , r} such that ε p / ∈ H. Let γ ∈ W be the reflection against the hyperplane (Rε p ) ⊥ ⊂ R r and Γ ⊂ W the subgroup {E, γ}, where E denotes the identity operator. If x ∈ R r and x, γx ∈ H, then
We have λ 1 + . . . + λ r 3 and
Suppose that r 4. Then ε 1 + ε 2 + ε 3 ∈
• Λ. For the subset K ⊂ P of all vectors ±ε i ± ε j ± ε p ∈ P , where p is fixed as above, i, j ∈ {1, . . . , r} \ {p} and i = j, we have |K| = 4(r−1)(r−2) 24, K ⊂ 6. Assume that r = 3 and λ = ε 1 + ε 2 + ε 3 . Then 2ε 1 + ε 2 ∈ • Λ and ε 1 + ε 2 + ε 3 ∈ • Λ. For the subset K ⊂ P of all vectors ±ε 1 ± ε 2 ± ε 3 ∈ P and ±2ε i ± ε p ∈ P (i ∈ {1, 2, 3} \ {p}) we have
6. Suppose that r = 2. Then 2ε 1 + ε 2 ∈ • Λ and 2ε 1 ∈ • Λ. For the subset K ⊂ P of all vectors ±2ε i + δε j ∈ P ({i, j} = {1, 2}, δ ∈ {0, ±1}) we have |K| = 12 and K ⊂ • Λ \ ∆. Also, dim H = r − 1 = 1, and the subset K ⊂ P does not contain two proportional vectors of different lengths. Thus, |K ∩ H| 2,
|K \ H| |K| − 2 = 10, contradicting the inequality
6. Now, we can conclude that r = 3 and λ = ε 1 + ε 2 + ε 3 = 2ϕ 3 .
Case 2). r > 2 and λ 0 = We have λ ∈ ϕ 2 + (Zε 1 ⊕ Zε 2 ) = ϕ 2 + Q. This completely proves the claim. Lemma 3.3. Let H ⊂ R r be some hyperplane. If r = 2, λ ∈ ϕ 2 + Q, and 2 ·
Also, dim H = r − 1 = 1, and the subset K ⊂ P does not contain two proportional vectors of different lengths. It follows that |K ∩ H| 2,
be an indecomposable system of simple roots of order r − 2 such that
If λ / ∈ ∆ and λ = 2ϕ 1 , then the inequality
can take place just in the following cases: 1) r = 3, 4, 5, 6 and λ = ϕ r ; 2) r = 3 and λ ∈ {2ϕ 3 , ϕ 1 + ϕ 3 }; 3) r = 2 and λ ∈ ϕ 2 + Q.
Assume that
• Λ \ H |∆ \ H| + 6, λ / ∈ ∆, and λ = 2ϕ 1 . It is easy to see that dim H = r − 1. By Proposition 3.1, it suffices to prove that
Suppose that λ = ϕ r and 2 r−1
|∆ \ H| + 6 8r − 2 and thus r < 7.
2) there exist a subset Ω ⊂ Λ and a hyperplane H ⊂ R r such that Ω = H, (Ω + Ω) ∩ ∆ = = (Ω − Ω) ∩ ∆ = ∅, and
Firstly, note that λ 1 3 2 , 2λ 1 3, and, consequently, 2λ / ∈ ∆ ∪ (∆ + ∆), which proves the first statement. Let us pass to proving the second.
It is clear that cε 1 + ε 2 + ϕ r ∈ Λ, where
Set Ω := {cε 1 − 2ε j + ϕ r : j = 2, . . . , r} ⊂ Λ and H := Ω ⊂ R r . We have H = x ∈ R r : (r−5)x 1 = (2c+1)(x 2 +. . .+x r ) ⊂ R r and |Ω| = dim H = r−1.
It remains to prove that
|∆\H|+6. By Proposition 3.1, r = 3 and λ = ϕ 1 +ϕ 3 . Therefore, c = 0,
r (r + 1) = 32, |∆| = 2r 2 = 18, and H = x ∈ R r : − 2x 1 = x 2 + x 3 ⊂ R r . We have
Thus, we come to a contradiction, proving the claim. 
Consequently, |Λ ∩ H| = 24, |Λ \ H| = 40, 2 · |Λ \ H| = 80 > |∆| + 6 |∆ \ H| + 6. We have λ = ε 1 + ε 2 + ε 3 . It follows that 2λ = 2(
, and dim H = 3. By Proposition 3.1,
Lemma 3.5. If λ = ϕ r , then λ / ∈ Q and 2λ ∈ Q.
We omit the proof since it is evident.
The case of type
. . , r − 1), and α r = 2ε r .
We have ∆ ∼ = C r , |∆| = 2r 2 , and |P/Q| = 2. Set δ := 1 ∈ R if λ ∈ Q and δ := 2 ∈ R if λ / ∈ Q.
Lemma 3.6. Let H ⊂ R r be some hyperplane. If λ / ∈ ∆∪{ϕ 1 } and δ·
• Λ\H |∆\H|+6, then at least one of the following conditions (3.2) and (3.3) holds:
By assumption, λ 1 , . . . , λ r ∈ Z 0 and λ 0 := λ 1 + . . . + λ r ∈ 3 + Z 0 . Since H = R r , there exists a number p ∈ {1, . . . , r} such that ε p / ∈ H. Let γ ∈ W be the reflection against the hyperplane (Rε p ) ⊥ ⊂ R r and Γ ⊂ W the subgroup {E, γ}, where E denotes the identity operator. If x ∈ R r and x, γx ∈ H, then
The number λ 0 ∈ Z is even. Therefore, λ 0 ∈ 4+2Z 0 and (
6. The subset K ⊂ P of all vectors ±2ε i ± ε j ± ε p ∈ P , where i, j ∈ {1, . . . , r} \ {p} and i = j, satisfies
, which is a contradiction. Consequently, λ 1 = 1. Let ∆ max (resp. ∆ min ) be the subset of long (resp. short) roots of the root system ∆ ⊂ R r . Then ∆ = ∆ max ⊔ ∆ min , ∆ min = W (ε 1 + ε 2 ), and |∆ max | = 2r.
Set r 0 := r − 2 ∈ N.
Since λ 1 = 1, we have λ = ε 1 +. . .+ε k = ϕ k , k ∈ {1, . . . , r}. Note that k = λ 0 ∈ 4+2Z 0 . Therefore, r k 4 and, also,
|∆ max | + 6 = 2r + 6. The subset K ⊂ P of all vectors ±ε i1 ± ε i2 ± ε i3 ± ε p ∈ P , where i 1 , i 2 , i 3 ∈ {1, . . . , r} \ {p} are pairwise distinct numbers, Case 2). λ / ∈ Q, δ = 2. The number λ 0 ∈ Z is odd. Consequently, λ 0 ∈ 3 + 2Z 0 , ε 1 + ε 2 + ε 3 ∈
• Λ, and, also,
The subset K ⊂ P of all vectors ±ε i ± ε j ± ε p ∈ P , ±2ε i ± ε p ∈ P , ±ε i ± 2ε p ∈ P , and ±ε p ∈ P (i, j ∈ {1, . . . , r} \ {p},
Let K ⊂ P be the subset of all vectors ±ε i ± ε j ± ε p ∈ P , where i, j ∈ {1, . . . , r} \ {p} and
Let Π ′ ⊂ Π ⊂ R r be an indecomposable simple system of order r − 2.
Clearly, dim H = r − 1. By Lemma 3.6, it suffices to prove that (3.3) implies r < 5. Assume that (3.3) holds. The indecomposable simple system Π ′ ⊂ Π ⊂ R r of order r − 2 corresponds to an indecomposable root system of rank r − 2 and of order at least (r − 1)(r − 2). Consequently, |∆∩H| ∆∩ Π ′ (r −1)(r −2). Further, according to (3.3), |∆\H|+6 4(r −1)(r −2). Hence, 5(r − 1)(r − 2) |∆| + 6 = 2r 2 + 6, 3r(r − 5) + 4 0, r < 5.
By assumption, λ 1 . . . λ r 1, λ 1 + . . . + λ r r > 2, 2(λ 1 + . . . + λ r ) > 4, and thus 2λ / ∈ ∆ ∪ (∆ + ∆). This proves the first statement. Let us pass to proving the second. It is obvious that cε 1 + ε 2 + ϕ r ∈ Λ, where
Set Ω := {cε 1 − 3ε j + ϕ r : j = 2, . . . , r} ⊂ Λ and H := Ω ⊂ R r . We have H = x ∈ R r : (r − 4)
Finally, by Lemma 3.6, δ · 
We have H := Ω = ε 1 , . . . , ε r−1 ⊂ R r . It follows that dim H = r − 1 and, also, ∆ \ H = = {±ε j ± ε r , ±2ε r : j = 1, . . . , r − 1} ⊂ ∆, |∆ \ H| = 4r − 2 < 4r 4r(r − 3), |∆ \ H| + 6 < < 4r(r − 3) + 6 < 4(r − 1)(r − 2). Lemma 3.6 and the relations |∆ \ H| + 6 < 4(r − 1)(r − 2) and λ / ∈ ∆ ∪ {ϕ 1 , ϕ r } imply δ · By assumption, λ = ε 1 +ε 2 +ε 3 , |∆| = 2r 2 = 18, and H = x ∈ R 3 :
, |∆ \ H| = 14, and the subset Ω := ±(ε 1 + ε 2 ) + ε 3 ⊂ Λ satisfies Ω = H and (Ω − Ω) ∩ ∆ = ∅.
. . , r − 1), and α r = ε r−1 + ε r . We have ∆ ∼ = D r , |∆| = 2r(r − 1), |P/Q| = 4, λ 1 , . . . , λ r−1 ∈ λ 0 + Z 0 , and λ r ∈ λ 0 + Z (λ 0 ∈ 0, 1 2 ). Let p, q ∈ {1, . . . , r} be some distinct numbers, π the orthogonal projection operator R r ։ ε p , ε q , α the root ε p + ε q ∈ ∆, and K 0 ⊂ ε p , ε q ⊂ R r the subset of all vectors
2) we have x∈K0 (x p + x q ) = 6 where every summand is positive;
for any x ∈ K 0 , and, consequently,
, λ = ϕ r−1 , ϕ r , and λ = ε 1 + ϕ r−1 , ε 1 + ϕ r , then
for any x ∈ K 0 , and thus
Lemma 3.8. Suppose that (λ,α r−1 ) ≡ (λ,α r ) (mod 2) and λ = ϕ r−1 , ϕ r . Set δ := 1 ∈ ∈ R if r ∈ 4Z and δ := 2 ∈ R if r / ∈ 4Z. If some hyperplane H ⊂ R r satisfies δ ·
• Λ \ H |∆ \ H| + 6, then r = 4 and λ ∈ {ϕ 1 + ϕ 3 , ϕ 1 + ϕ 4 }.
By assumption, λ 0 = 1 2 . There exist distinct numbers p, q ∈ {1, . . . , r} such that α := ε p + ε q ∈ ∆ \ H. 3·2 r−3 ∈ R. Hence, r 6. Thus, 4 r 6, l ω < 3 r − 1, implying λ ∈ ε 1 + {ϕ r−1 , ϕ r }. If r = 4, then r ∈ {5, 6}, δ = 2 and ω < 2, contradicting δ ω.
It follows from above that r = 4 and λ ∈ {ϕ 1 + ϕ 3 , ϕ 1 + ϕ 4 }.
Lemma 3.9. Suppose that λ ∈ Q \ ∆ and λ = 2ϕ 1 . If some hyperplane H ⊂ R r satisfies
• Λ \ H |∆ \ H| + 6, then r = 4 and λ ∈ {2ϕ 3 , 2ϕ 4 }.
By assumption, λ 0 = 0, λ 1 , . . . , λ r−1 , |λ r | ∈ Z 0 , and λ 1 +. . .+λ r−1 +|λ r | ∈ 4+2Z 0 . Therefore, using p. 1 6 of the list above, 
Λ\(∆∪H) =
• Λ\H −|∆\H| 6. There exists a number p ∈ {1, . . . , r} such that ε p / ∈ H. Further, let γ ∈ O(R r ) be the reflection against the hyperplane (Rε p ) ⊥ ⊂ R r and Γ ⊂ O(R r ) the subgroup {E, γ}, where E denotes the identity operator. If x ∈ R r and x, γx ∈ H, then x − γx ∈ Rε p ∩ H = 0, i. e. x = γx. Hence, if K ⊂ R r , ΓK = K, and K ∩ (Rε p ) ⊥ = ∅, then K Γ = ∅, |K \ H| |K/Γ| = 1 2 · |K|. Assume that r > 4. Then ε 1 + ε 2 + ε 3 + ε 4 ∈ • Λ. The subset K ⊂ P of all vectors ±ε i1 ± ε i2 ± ε i3 ± ε p ∈ P , where i 1 , i 2 , i 3 ∈ {1, . . . , r} \ {p} are pairwise distinct numbers, satisfies |K| = Proposition 3.9. If r = 7 and λ = ϕ 6 , then there exist a subset Ω ⊂ Λ and a hyperplane H ⊂ R 7 such that Ω = H, (Ω − Ω) ∩ ∆ = ∅, and 2 ·
• Λ \ H > |∆ \ H| + 6. By assumption, λ = ϕ 7 − ε 7 , |Λ| = 2 r−1 = 64, and |∆| = 2r(r − 1) = 84. Set Ω 0 := ε 1 +ε 2 +ε 5 , ε 3 +ε 4 +ε 5 , ε 1 +ε 4 +ε 6 , ε 2 +ε 3 +ε 6 , ε 5 +ε 6 +ε 7 ⊂ R 7 . The subset Ω := {−ϕ 7 } ⊔ (ϕ 7 − Ω 0 ) ⊂ Λ satisfies (Ω − Ω) ∩ ∆ = ∅ and H := Ω = x ∈ R 7 : x 1 + x 3 = = x 2 + x 4 ⊂ R 7 . Hence, |Λ ∩ H| = 24, |Λ \ H| = 40. We also have ∆ ∩ H ⊃ ∆ ∩ ε 5 , ε 6 , ε 7 , |∆ ∩ H| 12, |∆ \ H| 72, 2 · |Λ \ H| = 80 > |∆ \ H| + 6. § 4. Particular cases
In this section, we will prove Theorems 1.2, 1.4, and 1.6. As before, we will use the conventions of § 1. Set n := 2r + 1 ∈ N if G ∼ = B r and n := 2r ∈ N otherwise. Suppose that G = G 0 and the linear algebra R(g C ) is isomorphic to one of the following linear algebras:
2) R ϕ1 (B r ); 3) R 2ϕ1 (B r ); 4) R ϕ2 (B 2 ) ∼ = R ϕ1 (C 2 ); 5) R ϕ2 (C r ) (r > 2); 6) R ϕ1 (C r ) (r > 2); 7) R ϕ4 (C 4 ); 8) R ϕ1 (D r ) (r > 3); 9) R 2ϕ1 (D r ) (r > 3); 10) R ϕ5 (D 5 ); 11) R ϕ8 (D 8 ).
The following representations of complex simple Lie groups are polar (see [8, § 3] ):
• the adjoint representation of an arbitrary complex simple Lie group;
• the representations R ϕ1 and R 2ϕ1 of the complex simple Lie group SO n (C);
• the representations R ϕ2 and 2R ϕ1 of the complex simple Lie group Sp 2r (C);
• the representation R ϕ4 of the complex simple Lie group Sp 8 (C);
• the representation R ϕ5 + R ′ ϕ5 of the complex simple Lie group Spin 10 (C); • the representation R ϕ8 of the complex simple Lie group Spin 16 (C).
Therefore, in each of the cases 1) 11), the linear Lie group G ⊂ GL(V ) is polar and, by Lemma 2.1, the quotient V /G is homeomorphic to a closed half-space (in particular, is not a manifold).
Thus, we have completely proved Theorems 1.2, 1.4, and 1.6. Theorems 1.1 1.6 obviously imply Corollaries 1.1 1.3.
