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Abstract
Using generating functions techniques we develop a relation between the Hausdorff
and spectral dimension of trees with a unique infinite spine. Furthermore, it is shown
that if the outgrowths along the spine are independent and identically distributed,
then both the Hausdorff and spectral dimension can easily be determined from the
probability generating function of the random variable describing the size of the out-
growths at a given vertex, provided that the probability of the height of the outgrowths
exceeding n falls off as the inverse of n. We apply this new method to both critical
non-generic trees and the attachment and grafting model, which is a special case of the
vertex splitting model, resulting in a simplified proof for the values of the Hausdorff
and spectral dimension for the former and novel results for the latter.
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1 Introduction
Random trees and their properties have been studied in several branches of probability the-
ory, mathematical physics and science in general. Their applications span from phylogenetic
trees [1, 2] and random folding of RNA molecules [3] to models of quantum gravity [4, 5, 6, 7],
amongst others.
In general terms a random tree ensemble is a set of trees together with a probability
measure associated to it. We focus on a class of infinite, rooted trees which have the property
that there is a unique, non-backtracking path from the root to infinity. This path will be
referred to as the spine. In this case the ensemble is characterized by the distribution of
the finite outgrowths from the spine. Such ensembles can arise in very different contexts:
One example considered in this article is the equilibrium statistical mechanics model of
simply generated trees, first introduced in [8], which describes trees with a local action.
These random tree ensembles are related to critical and sub-critial Galton-Watson processes
[9]. The second example considered is the attachment and grafting model [10] which is a
specific case of the vertex splitting model [11]. This random tree ensemble is very different in
nature from the simply generated trees in the sense that it arises from a growth process with
non-local action which results in a non-equilibrium statistical mechanics model. An effect
similar to the emergence of a unique infinite spine is also observed in triangulation models
in quantum gravity where a unique large “universe” emerges with finite baby–universes
attached, see e.g. [12].
A simple observable of a random tree ensemble is its Hausdorff or fractal dimension
defined as dh provided that the number of edges within a distance R from the root, denoted
by |BR|, scales as
|BR| ≈ Rdh as R→∞. (1)
The meaning of “≈“ is that both sides are asymptotically the same in a sense which will be
made precise in Section 2. Another notion of dimensionality of the random tree ensemble is
the so-called spectral dimension. Let p(t) be the probability that a simple random walk on
a tree which starts at the root at time 0 is back at the root at time t. If
p(t) ≈ t−ds/2 as t→∞ (2)
we say that the spectral dimension of the tree is ds. The spectral dimension of various classes
of graphs has been studied by probabilists [13, 14, 15, 16, 17] and by physicists, especially in
the quantum gravity literature, see e.g. [18, 19, 20, 21]. Coulhon [22, Theorem 7.7] derived
that one has
2dh
1 + dh
≤ ds ≤ dh (3)
for fixed graphs under certain regularity assumptions. As we will see in the following, random
tree ensembles with an infinite spine are tight with the left-hand-side of the inequality and
we show below how one can obtain an improved inequality for those tree ensembles which is
tight on both sides for many examples.
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We develop methods which relate the diffusion of the random walk to properties of the
volume distribution of the finite outgrowths. An important concept is the hull dimension
defined as d¯h, provided that the total volume of the hull B¯R, the outgrowths from vertices
on the spine within distance R from the root, scales as
|B¯R| ≈ Rd¯h as R→∞ (4)
see Figure 1.
Using simple generating function techniques we begin by proving in Theorem 1 that the
following bounds hold for trees with a unique infinite spine
2dh
1 + dh
≤ ds ≤ 2d¯h
1 + d¯h
(5)
which, in many examples of interest, tightens the general bound (3) for fixed graphs. In-
tuitively, if the probability that the outgrowths reach height n decays fast enough with n,
dh and d¯h should be close in which case (5) gives a tight bound on ds. We make this a
precise statement in Theorem 5 in the case when the outgrowths from different vertices on
the spine are independent and identically distributed (i.i.d.). There, we prove that if the
random variable |Ai|, denoting the size of the outgrowths from a vertex on the spine, has
a probability generating function 〈z|Ai|〉 = 1 − (1 − z)αl(1 − z), where l(x) varies slowly at
zero, then almost surely
dh ≤ 1
α
, ds ≤ 2
1 + α
. (6)
Furthermore, we show that if the probability that the height of the outgrowths from a vertex
on the spine exceeds n falls off as the inverse of n then one has equality in (6).
Up to that point, our results are very general and we devote the rest of the article to
applying the results to specific models. In Section 3 we calculate the spectral dimension
of the so–called non–generic, critical phase of simply generated trees, giving an alternative
proof to the recent results by Croydon and Kumagai [15]. We note here that our result
is weaker in the sense that we define ds through the singular behaviour of the generating
function of p(t), rather than from the asymptotic behaviour of p(t). In Section 4 we calculate
the Hausdorff and spectral dimension of the attachment and grafting model for a certain
parameter range, extending results in [10]. We leave the generalisation to the full range of
parameters as an open problem.
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2 Hausdorff and spectral dimension of trees with infi-
nite spine
2.1 Trees with infinite spine and their ball and hull dimension
Let us denote by Γ the set of all planar rooted locally finite trees, where the root has valency
one.1 The planarity condition simply means that edges containing the same vertex are
ordered around that vertex. One has Γ = Γ′ ∪ Γ∞, where Γ′ is the set of finite such trees
and Γ∞ the set of infinite such trees. We often denote elements of Γ′ by T, T1 etc., while
elements of Γ∞ are called τ, τ1 etc. For T ∈ Γ′, let |T | be the size of the tree, i.e. the number
of edges in T . Let r denote the root of the tree. We consider in this article trees which
have a unique, non–backtracking path from the root to infinity and call this path the spine.
Denote the set of such trees by Γ∞S ⊂ Γ∞. Furthermore, denote the vertices on the spine,
ordered away from the root r, by s1, s2, s3, .... We also denote the valency of a vertex v by
σ(v), i.e. for the root r one has σ(r) = 1.
For a given τ ∈ Γ we denote by BR ⊂ τ the ball of radius R around the root, this is the
subgraph of τ spanned by the vertices which have a graph distance from the root which is
less than or equal to R. Another important concept in the article is the notion of the hull
B¯R. For a τ ∈ Γ the hull B¯R denotes the subgraph which is the union of the spine from r up
to vertex sR and all finite trees attached to it. The concepts of ball and hull are illustrated
in Figure 1; it is easy to see that BR ⊆ B¯R.
A random tree ensemble (Γ, ν) is a set of trees Γ equipped with a probability measure
ν. An important notion of dimensionality of a random tree ensemble, as discussed in the
introduction, is the so-called Hausdorff or fractal dimension, which describes the growth of
the size of a ball of radius R and can formally be defined as
dh = lim
R→∞
log |BR|
logR
. (7)
Throughout the paper we consider the following strong criterion for existence of dh: There
exists an R0 > 0 such that for R > R0
RdhL(R) < |BR| < RdhL¯(R), (8)
where L(R), L¯(R) are functions which vary slowly at infinity. A real–valued, positive, mea-
surable function L is said to vary slowly at infinity if for each λ > 0
lim
R→∞
L(λR)
L(R)
= 1. (9)
We refer to [26] for some properties of slowly varying functions and in particular the fact
that (8) implies (7).
1Note that the assumption that the root has valency one is for conventional reasons and the analysis
which follows could in principle also been done without it.
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Figure 1: An illustration of the ball and the hull in a tree with a unique infinite spine
started at the root r and labeled by vertices s1, s2, ... away from the root. The ball BR is the
subgraph of all vertices within distance R from the root. The hull B¯R is composed of the
spine up to distance R from the root and the finite outgrowths from its vertices s1, ..., sR.
The finite outgrowths from vertex si are denoted by Ai.
If for a random tree ensemble (Γ, ν) one has that (7) holds for ν-almost all τ ∈ Γ then
we call dh the quenched Hausdorff dimension. Furthermore, one can also define the annealed
Hausdorff dimension through the expected size of the ball of radius R
dH = lim
R→∞
log〈|BR|〉ν
logR
. (10)
Furthermore, we say that the quenched Hausdorff dimension dh exists in the sense of (8) if
the latter is fulfilled for ν-almost all τ ∈ Γ.
In analogy, we also define the quenched hull dimension, if for ν-almost all τ ∈ Γ
d¯h = lim
R→∞
log |B¯R|
logR
(11)
where existence is again provided through (8) analogous to the Hausdorff dimension. From
the fact that BR ⊆ B¯R it is then also clear that one has dh ≤ d¯h.
2.2 Random walks on trees and spectral dimension
In the following, we consider simple, discrete time random walks on trees i.e. walks which, in
each discrete time step, jump to a nearest neighbour with uniform probability. For a given
τ ∈ Γ we denote by Ωτ the set of finite walks on τ . For a walk ω ∈ Ωτ we denote by |ω|
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the length of the walk and for t ≤ |ω|, ω(t) denotes the vertex where the ω is located after t
steps. We now formulate generating functions for the return probabilities of random walks
on a given tree τ .
An important quantity is the generating function for the probability of first return to the
root r given by
Pτ (x) =
∞∑
t=0
∑
ω∈Ωτ :|ω|=t
Pτ ({ω(t) = r |ω(0) = r, ω(t′) 6= r, 0 < t′ < t}) (1− x) 12 t (12)
and for all returns to a starting point which is given by
Qτ (x) =
∞∑
t=0
∑
ω∈Ωτ :|ω|=t
Pτ ({ω(t) = r |ω(0) = r}) (1− x) 12 t. (13)
By decomposing a walk which returns to the root into a first return, second return etc., the
two generating functions can be related through
Qτ (x) =
∞∑
n=0
(Pτ (x))
n =
1
1− Pτ (x) . (14)
The generating function Qτ encodes all information of the asymptotic of the return
probability and one can extract the spectral dimension from it. In particular, for a given
τ ∈ Γ we define the spectral dimension through
ds = 2
(
1 + lim
x→0
logQτ (x)
log x
)
, (15)
provided that Qτ (x) diverges as x→ 0. As for the Hausdorff dimension we also consider the
strong criterion for existence, that there exists an x0 ∈ (0, 1) such that for x < x0
x−1+ds/2l(x) < Qτ (x) < x
−1+ds/2l¯(x) (16)
where l(x) and l¯(x) are functions which vary slowly at x → 0+. Notice that the definition
of ds through (15) is slightly weaker than the more common definition
ds = −2 lim
t→∞
logP ({ω(2t) = r |ω(0) = r})
log t
. (17)
For an ensemble (Γ, ν) we say it has quenched spectral dimension ds if (15) is fulfilled for
ν-almost all trees τ ∈ Γ. Furthermore, we define the annealed spectral dimension dS through
dS = 2
(
1 + lim
x→0
log〈Qτ (x)〉ν
log x
)
, (18)
provided that 〈Qτ (x)〉ν diverges as x→ 0.
To illustrate the concepts introduced in this subsection consider the following:
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Example The easiest example is the (non-random) tree consisting of a single infinite spine
which we denote by S. One has trivially that |BR| = |B¯R| = R and thus dh = d¯h = 1. To
calculate the first return probability generating function PS(x) note that the random walk
leaves the root with probability 1, then at vertex s1 the walker returns to the root with
probability 1/2 or leaves to the right with probability 1/2 and makes an excursion until its
first return to s1. It then returns to the root with probability 1/2 or does another excursion
with probability 1/2, and so on. Hence, one has for the generating function that
PS(x) =
1
2
(1− x)
∞∑
n=0
(
1
2
PS(x)
)n
=
1− x
2− PS(x) . (19)
From (19) it follows that
PS(x) = 1−
√
x (20)
and thus from (14) one has
QS(x) =
1√
x
. (21)
Hence, using (15) one finds that ds = 1 as expected.
2.3 Relating spectral and Hausdorff dimension
The main result of this section is the following theorem which we prove in the two subsections
below.
Theorem 1 For any tree τ ∈ Γ∞S with a unique infinite spine for which dh, d¯h and ds exist,
the following holds
2dh
1 + dh
≤ ds ≤ 2d¯h
1 + d¯h
. (22)
In the proof of this theorem, in the following two subsections, we use results developed
in [23] in the context of generic trees and show that they can be employed in a more general
context by introducing the hull dimension. When assuming existence of the dimensions we
will in practice use the stronger criteria (8) and (16) although the results also easily follow
from assuming existence in the usual sense (7) and (15).
2.3.1 Upper bound on the spectral dimension
For any tree τ ∈ Γ one can easily derive the following recursion relation [23] analogous to
(19) as presented in the example above
Pτ (x) =
1− x
kτ + 1−
∑kτ
i=1 Pτi(x)
, (23)
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where the τ1, ..., τkτ denote the kτ trees meeting the edge from the root to the unique vertex
next to it. In [23] the following simple lemma is proven which follows straightforwardly from
(23) by induction
Lemma 2 For all finite trees T ∈ Γ′ one has
PT (x) ≥ 1− |T |x. (24)
If the root of T has degree k the above equation is generalized to PT (x) ≥ 1 − |T |k x. To
prove the upper bound on the spectral dimension we use the following lemma which is a
reformulation of Lemma 7. in [23]
Lemma 3 For all τ ∈ Γ∞S and R ≥ 1 one has
Pτ (x) ≥ 1− 1
R
− x|B¯R| . (25)
Proof The proof follows directly the proof of Lemma 7 in [23]. Denote by PRτ (x) the
generating function for the first return probability of walks which do not visit the vertex
sR+1 on the spine. An induction proof using the recursion relation (23) then easily shows
that
PRτ (x) ≥ 1−
1
R
− xR−
R∑
i=1
(σ(si)− 2)(1− PAi(x)) , (26)
where Ai denotes the union of the vertex si and the finite trees attached to it. Noting that
Pτ (x) ≥ PRτ (x), using Lemma 2 and observing that |B¯R| =
∑R
i=1 |Ai| + R completes the
proof.
To prove the upper bound in the theorem we note that from the existence of the hull
dimension one has that |B¯τ (R)| ≤ Rd¯hL¯(R), where L¯(R) varies slowly at R→∞. Thus one
has from the proceeding lemma that
Qτ (x) ≥ R
1 + xRd¯h+1L¯(R)
(27)
Choosing R = ⌊x−1/(1+d¯h)⌋ one has
Qτ (x) ≥ x
−1/(1+d¯h) l(x)
1 + l(x)
, (28)
where l(x) = 1/L¯(⌊x−1/(1+d¯h)⌋) varies slowly at x → 0+. Provided that ds exists and from
the fact that d¯h ≥ 1, this proves that ds ≤ 2d¯h/(1 + d¯h).
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2.3.2 Lower bound on the spectral dimension
To prove the lower bound on the spectral dimension we exploit the following lemma derived
in [23] in the context of generic trees and note that it can be used in a more general situation.
Lemma 4 For all τ ∈ Γ one has
Qτ (x) ≤ R + 2
x|Bτ (R)| (29)
The proof of this lemma can be found in [23]. It uses a decomposition of walks in Ω1,
the set of walks which do not reach further than distance R from the root, and Ω2, the set
of walks which do reach further. Then one can show that Qτ (x) = Q
Ω1
τ (x) + Q
Ω2
τ (x), where
QΩ1τ (x) ≤ R and QΩ2τ (x) ≤ 2x|Bτ (R)| .
To prove the lower bound in the theorem we observe that by existence of the Hausdorff
dimension one has that |Bτ (R)| ≥ RdhL(R), where L(R) varies slowly at R→∞. Thus, by
Lemma 4
Qτ (x) ≤ R + x−1R−dhL−1(R) (30)
Choosing R = ⌈x−1/(1+dh)⌉ (which also optimises the inequality) proves that ds ≥ 2dh/(1 +
dh).
2.4 Independent and identically distributed outgrowths
If one considers random tree ensembles with a unique infinite spine, where the outgrowths
from different vertices along the spine are independent and identically distributed (i.i.d.),
one can make stronger statements about the dimensions of the tree ensemble. Recall, the
definition of the hull B¯R as the union of the spine from r up to vertex sR and all finite trees
attached to it. Let us furthermore denote by Ai the union of the vertex si and the finite
trees attached to it. Denote by X in the number of vertices in Ai at a distance n from si, e.g.
X i0 = 1. Furthermore, denote by Ain the intersection of Ai with the ball of radius n centered
around si. We have the following Theorem:
Theorem 5 Let (Γ, ν) be a random tree ensemble concentrated on the set of trees with a
unique infinite spine Γ∞S and i.i.d. outgrowths (Ai)i≥1 on the spine.
(i) If for α ∈ (0, 1) and z ∈ (0, 1),
〈z|Ai|〉ν = 1− (1− z)αl(1− z), (31)
where l(x) varies slowly at x→ 0+, then almost surely
d¯h ≤ 1
α
, ds ≤ 2
1 + α
(32)
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provided that d¯h and ds exist.
(ii) If furthermore,
ν({X in > 0}) ≤
c
n
, (33)
where c > 0 is a constant, then almost surely dh and ds exist and
dh =
1
α
, ds =
2
1 + α
. (34)
2.4.1 Proof of first part of Theorem 5
Since |B¯R| =
∑R
i=1 |Ai|+R is just a sum of i.i.d. random variables |Ai| (with possibly infinite
variance), one can easily determine a bound on their sum |B¯R| and with that a bound on d¯h
almost surely. We begin by observing that by a Tauberian theorem [24], (31) is equivalent
to
ν({|Ai| > R}) ∼ R−αL(R), (35)
where L(R) varies slowly at R→∞. Here, we define “∼” to mean that the ratio of the two
sides tends to one as R →∞. By (35) there exists a function L1(R) which varies slowly at
infinity such that
∞∑
i=1
ν({|Ai| > R 1α L1(R)}) <∞. (36)
It then follows from a theorem by Feller [25, Theorem 2] that
ν({τ :
R∑
i=1
|Ai| > R 1α L1(R) infinitely often}) = 0 (37)
One then has that for ν-almost all trees there exists a constant C > 1 and an R0 such that
for R > R0 one has
|B¯R| < CR 1α L1(R). (38)
This proves that d¯h ≤ 1/α almost surely and using Theorem 1, one has further ds ≤ 2/(1+α)
almost surely.
2.4.2 Proof of second part of Theorem 5
In this section we prove that there exists a constant C such that,
ν({τ : |BR| < λR 1α}) ≤ Ce−λ−αl(λ−1R−1/α) (39)
for λ small enough such that λ−αl(λ−1R−1/α) > c with l(x) from (31). Assuming that (39)
holds we proceed as follows. By [26, Theorem 1.5], for any c˜ ∈ R, there exists a function
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L2(R), slowly varying as R→∞, which satisfies
lim
R→∞
L2(R)
−αℓ(L2(R)
−1R−1/α)
log(Rc˜)
= 1. (40)
To see this, let L∗ be a slowly varying function conjucate to L(R) = 1/l(R−1/α) i.e.
lim
R→∞
L∗(R)L(RL∗(R)) = 1
and choose L2(R) =
(
L∗( R
logRc˜
)/ log(Rc˜)
)1/α
.
Therefore, by choosing λ = L2(R) which obeys the requirement of λ given above and
c˜ > 1 one finds that
∞∑
R=1
ν({τ : |BR| < R 1α L2(R)}) <∞. (41)
Using the Borel-Cantelli lemma one then has that
ν({τ : |BR| < R 1α L2(R) infinitely often}) = 0. (42)
Thus, for ν-almost all trees there exists an R0 such that for R > R0 one has
|BR| > R 1α L2(R). (43)
This proves that dh ≥ 1/α almost surely. Together with the results of the previous section
and Theorem 1 one has thus almost surely
dh =
1
α
, ds =
2
1 + α
. (44)
The basic idea to prove (39) is the following: if the finite outgrowths along the spine die
out fast enough, i.e. if (33) holds, then the ball BR and hull B¯R are close in size and one can
use the latter to estimate BR. Recall that Ain is the intersection of Ai with the ball of radius
n centered around si. An essential ingredient to measure how close BR and B¯R are in size is
provided by the following lemma:
Lemma 6 For z ≤ 1 one has for the probability generating functions
〈z|Ai|〉ν ≤ 〈z|Ain|〉ν ≤ 〈z|Ai|〉ν + ν({X in > 0}) (45)
Proof The proof is inspired by ideas of [23]. Firstly, note that |Ai| ≥ |Ain|, hence the lower
bound follows. For easy notation let us denote the event En = {X in > 0}. Then
〈z|Ain| − z|Ai|〉ν =
∫
En
(z|A
i
n| − z|Ai|)dν +
∫
Ecn
(z|A
i
n| − z|Ai|)dν
=
∫
En
(z|A
i
n| − z|Ai|)dν ≤
∫
En
z|A
i
n|dν
≤
∫
En
dν = ν({X in > 0}) (46)
Thus the upper bound follows.
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To prove (39) we first note that since
A1[R/2] ∪ A2[R/2] ∪ ... ∪ A[R/2][R/2] ⊂ BR (47)
it suffices to prove that
ν({τ :
R∑
i=1
|AiR| < λR
1
α}) ≤ Ce−λ−αl(λ−1R−1/α). (48)
Using Markov’s inequality, the independence of the |AiR| and Lemma 6 we find that for any
t ∈ (0, 1) and λ > 0
ν({τ :
R∑
i=1
|AiR| < λR
1
α}) ≤ ν({τ : exp (−t
R∑
i=1
|AiR|) > exp (−tλR
1
α )})
≤ etλR
1
α 〈
R∏
i=1
e−t|A
i
R|〉ν = etλR
1
α 〈e−t|AiR|〉Rν
≤ etλR
1
α
(
〈e−t|Ai|〉ν + ν({X iR > 0})
)R
. (49)
From (31) it follows that
〈e−t|Ai|〉ν ≤ 1− tαl(t) + o(tαl(t)) (50)
where l(t) varies slowly as t→ 0+. Choose t = λ−1R−1/α and λ small enough such that
λ−αl(λ−1R−1/α) > c (51)
with c from (33). Apply (50) and (33) to (49) and get, for a suitable constant C ′
ν({τ :
R∑
i=1
|AiR| < λR
1
α}) ≤ C ′
(
1− λ
−αl(λ−1R−1/α)− c
R
)R
≤ C ′e−λ−αl(λ−1R−1/α)+c. (52)
Thus (39) follows from (52) with C = C ′ec.
3 Conditioned Galton-Watson trees
3.1 The model
In this section we apply the results of the previous section to the model of simply gener-
ated trees. Simply generated trees can, in most cases of interest, be interpreted as a size
conditioned Galton-Watson process. A Galton-Watson process is a discrete time branching
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process which starts from a single particle. At each time step the particles branch indepen-
dently to k other particles with the same probability p(k), k ≥ 0 referred to as offspring
probability. We denote the generating function of the offspring probabilities (or outdegrees)
by f(z) =
∑∞
n=0 p(n)z
n. The value of f ′(1), the mean number of offspring, determines the
survival properties of the process. If f ′(1) = 1 and excluding the trivial case p(1) = 1 the
process is said to be critical and it dies out with probability one. If f ′(1) < 1 the process is
sub–critical and dies out exponentially fast and if f ′(1) > 0 the process is super–critical and
has a positive probability of surviving forever, see e.g. [27].
The model of simply generated trees has as parameters a sequence of non–negative
weights (wn)n≥1 referred to as branching weights and is defined by a (Gibbs) measure on
the set of trees with n edges by
νn(T ) = Z
−1
n
∏
v∈V (T )\{r}
wσ(v), T ∈ Γn (53)
where Zn is a normalization
Zn =
∑
T∈Γn
∏
v∈V (T )\{r}
wσ(v) (54)
often referred to as the finite volume partition function. It is useful to define the generating
functions
Z(ζ) =
∞∑
n=1
Znζ
n and g(z) =
∞∑
n=0
wn+1z
n (55)
which are related by the equation
Z(ζ) = ζg(Z(ζ)), (56)
see e.g. [28]. We will denote their radii of convergence by ζ0 and ρ respectively and we
furthermore define Z0 = limζ→ζ0 Z(ζ). When ρ > 0 the measure νn can equivalently be
defined by a Galton-Watson branching process with offspring probabilities
p(k) = ζ0wk+1Zk−10 (57)
conditioned to have n edges, see e.g. [29]. By (56), the mean offspring number can be written
as f ′(1) = 1 − g(Z0)/Z ′(ζ0) and thus it is clear that the process is either critical or sub–
critical. Here we will only consider the critical case i.e. when Z ′(ζ0) =∞ in which case the
following theorem holds.
Theorem 7 For a critical size conditioned Galton-Watson process, the finite volume mea-
sures νn converge weakly as n→∞ towards a measure ν which is concentrated on Γ∞S . The
degrees of vertices on the spine are independently distributed by
φ(k) = ζ0(k − 1)wkZk−20 (58)
and the outgrowths from the spine are independent Galton-Watson trees with offspring prob-
abilities (57).
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The critical model is usually divided into two cases depending on whether f ′′(1) is finite
or infinite. For the case f ′′(1) < ∞, Theorem 7 is originally due to Kennedy [30] and later
to Aldous and Pitman [31], see also [23]. To our best knowledge, the generalisation which
includes the case f ′′(1) = ∞ was first proved in the special case wn ∼ n−β by Jonsson and
Stefa´nsson [29] and later in full generality by Janson [32]. The same limiting behaviour was
also obtained earlier by Kesten [33] for Galton-Watson trees conditioned on their height.
In the case f ′′(1) < ∞ the trees always belong to the same universality class and have
been referred to as generic trees in the physics literature. In the infinite case there is a
range of universality classes depending on the singular behaviour of f and this case has been
referred to as critical non-generic.
3.2 Dimensions
The following theorem holds for the Hausdorff and spectral dimension in the critical case
Theorem 8
(i) The quenched Hausdorff dimension and spectral dimension of generic trees is almost
surely
dh = 2 and ds = 4/3 (59)
respectively.
(ii) For critical non-generic trees with wn ∼ n−βL(n), where β ∈ (2, 3] and L slowly varying
at infinity, the quenched Hausdorff and spectral dimensions are almost surely
dh =
β − 1
β − 2 and ds =
2(β − 1)
2β − 3 (60)
respectively.
The result on dh in (i) is proven for instance in [21] and the result on ds was originally
proven in [14, 16]. The results in part (ii) were conjectured in the physics literature [34, 35]
and later proven in the mathematical literature by Croydon and Kumagai [15]. Below we
will show how Theorem 8 easily follows from Theorem 5. While the proof in [15] is slightly
more general, as discussed in the introduction, the proof presented here is more intuitive
and hopefully makes the result more accessible to physicists.
Proof It is a standard result, see e.g. [9], that for generic trees
〈z|Ai|〉 = 1− c(1− ζ)1/2 + o((1− ζ)1/2) (61)
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and
1
1− fn(z) −
1
1− z =
1
2
f ′′(1)n+ o(n), (62)
where fn = f ◦ · · · ◦ f , n-times, is the n-th iterate of the generating function f(z) of the
offspring distribution. Denoting by X i,jn the size of the n-th generation of the j-th outgrowth
from si, one thus has using (62) that for n ≥ 1
ν({X i,jn > 0}) = 1− fn−1(0) =
2
f ′′(1)n
(1 + o(1)), (63)
Hence, since the outgrowths are independent, one has using Theorem 7
ν({X in > 0}) = 1− f ′(1− ν({X i,jn > 0}))
=
2
n
(1 + o(1)). (64)
The results then follow from Theorem 5.
Next, consider the case f ′′(1) =∞. By a Tauberian theorem [24], wn ∼ n−βL(n), implies
that one can write
f(z) = z + (1− z)β−1l1(1− z) (65)
where l1 is slowly varying at zero. Let W(ζ) = Z(ζ0ζ)/Z0. Using generating function
arguments one can deduce from Theorem 7 that
〈z|Ai|〉 = f ′(W(z)). (66)
Write
W(ζ) = 1− (1− ζ) 1β−1χ(1− ζ). (67)
By (56) and (65) we find that χ has to satisfy
lim
x→0
χ(x)β−1l1
(
x
1
β−1χ(x)
)
= 1 (68)
which, by [26, Theorem 1.5], entails that χ is slowly varying at zero. Therefore, by (65),
(66), (67) and Tauberian theorems one can write
〈z|Ai|〉 = 1− (1− z)β−2β−1 l2(1− z) (69)
with l2 slowly varying at zero. Thus, by part (i) of Theorem 5 we have established the upper
bounds on dh and ds.
For the lower bounds we use part (ii) and consider the survival probability of the out-
growths. Let X i,jn be the size of the n-th generation of the j-th outgrowth from si. It was
shown by Slack [36, Lemma 2] that
(
ν({X i,jn > 0})
)β−2
l1(ν({X i,jn > 0})) =
1
(β − 2)n(1 + o(1)), (70)
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where l1 is the same slowly varying function as in (65). Then, since the outgrowths are
independent, we find by (65) that
ν({X in > 0}) = 1− f ′
(
1− ν({X i,jn > 0})
)
= (β − 1)(ν({X i,jn > 0}))β−2 l1(ν({X i,jn > 0}))(1 + o(1))
=
β − 1
β − 2
1
n
(1 + o(1)). (71)
which completes the proof.
4 The attachment and grafting model
4.1 The model
The attachment and grafting (ag) model [10] is a recent model of randomly growing rooted
planar trees which is a special case of a very general tree growth model, referred to as the
vertex splitting model. The vertex splitting model was introduced in [11] as a modification
of a combinatorial model encountered in the theory of random RNA folding [3]. The original
motivation for studying the special case of the ag–model is that it has a so–called Markov
branching property which makes it exactly solvable in a strong sense. It furthermore turns
out to have a unique infinite spine which enables us to apply Theorem 5 to study its Hausdorff
and spectral dimension. Using the first part of the theorem we establish what we believe to
be tight upper bounds on the dimensions for the full range of parameters. The corresponding
lower bounds require information on the extinction probability of the outgrowths and we will
provide results on that only for a certain range of parameters.
We give an informal description of the growth rules of the ag–model below but refer
to [10] for a more detailed discussion. The model has two parameters α, γ ∈ [0, 1] and a
constraint D on the maximum degree of vertices. For easier notation we define
η =
{ − 1−α
D−2
if D <∞,
1− γ if D =∞. (72)
Call the edges which are adjacent to vertices of degree one (besides the root) leaves and call
the other edges internal edges. Starting from the unique tree with two edges, in each time
step the number of edges is increased by one by randomly selecting
(a) a vertex of degree k ≥ 2 with relative probability ηk + 1− 2η − α and attaching a new
edge to it (the k possibilities of attaching chosen uniformly at random) or
(b) an inner edge with relative probability α and dividing it into two edges by grafting a
vertex to it or
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Figure 2: Growth rules of the ag–model. The root is indicated by a circled vertex.
(c) a leaf with relative probability 1− η and dividing it into two edges by grafting a vertex
to it,
see Fig. 2. The growth rule generates a sequence of probability measures on Γ which we
denote by (νn)n≥1 (not writing explicitly the dependency on α, γ and D). The probability
of a tree T ∈ Γn+1 is given by a recursion
νn+1(T ) =
∑
T ′∈Γn
νn(T
′)P(T ′ → T ) (73)
where P(T ′ → T ) is the probability of growing T from T ′ according to the above growth
rule.
4.2 Markov branching and convergence of the finite volume mea-
sures
The ag–model has a property called Markov branching, a concept originally introduced by
Aldous [1]. Markov branching means that for any k ≥ 2 there is a function qk : Nk−1 → R+
such that for each finite tree T0 which branches at the nearest neighbour of the root to
subtrees T1, . . . , Tk−1 it holds that
ν|T0|(T0) = qk(|T1|, . . . , |Tk−1|)
k−1∏
i=1
ν|Ti|(Ti). (74)
The functions qk are referred to as the first split distribution. In the ag–model, the first split
distribution is given by [10]
qk(n1, . . . , nk−1) =
Γ
(
k − 2 + 1−α
η
)
Γ
(
1−α
η
)
Γ(k)
Γ (1− η) Γ (n)
ηΓ (n− η)
k−1∏
i=1
ηΓ(ni − η)
Γ (1− η) Γ (ni + 1)
×
(
1− η − α + α
k−1∑
i=1
ni
n− ni
)
(75)
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where n1 + · · ·+ nk−1 = n− 1.
In [10] it was shown, using (74) and (75), that the sequence (νn)n≥1 converges weakly as
n → ∞ to a measure ν which is concentrated on the set of infinite trees with exactly one
infinite spine having finite outgrowths. Outgrowths from different vertices on the spine are
independent and the probability that a vertex on the spine has degree k and that the finite
outgrowths attached to it are T1, . . . , Tk−2, is given by
µk(T1, . . . , Tk−2)=
αΓ
(
k − 2 + 1−α
η
)
Γ
(
1−α
η
)
Γ(k − 1)(1 +m)
k−2∏
i=1
ηΓ(|Ti| − η)ν|Ti|(Ti)
Γ (1− η) Γ(|Ti|+ 1) , (76)
where m = |T1|+ · · ·+ |Tk−2| (with the convention that µ2(∅) = 1).
4.3 Dimensions
The annealed Hausdorff dimension of the ag–model was calculated in [10] using a generating
function argument. It was shown that dH = 1/α when D is finite and in the case D = ∞
and α > 1 − γ. Note that it is meaningless to consider the annealed Hausdorff dimension
when D = ∞ and α ≤ 1 − γ since then it follows from (76) that the expected degree of a
vertex on the spine is infinite and thus dH =∞.
Despite this, one might still conjecture that a.s. dh = 1/α. This was confirmed in
[10] when γ = 0 in which case the outgrowths from the spine are single edges and it was
furthermore shown that in this case ds = 2dh/(1 + dh) = 2/(1 + α). Below, we extend these
results to a wider range of parameters.
Theorem 9 1. For the ag–ensemble (Γ, ν) it holds for any α, γ and D, that almost surely
dh ≤ 1
α
and ds ≤ 2
1 + α
. (77)
2. Furthermore, for D = 3, 1
2
≤ α ≤ 1 and for D =∞, γ = 0, we have almost surely
dh =
1
α
and ds =
2
1 + α
. (78)
Proof As before, we denote the outgrowths from vertex si on the spine by Ai. The upper
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bounds in (77) follow from the simple observation that
〈z|Ai|〉ν =
∞∑
k=2
∞∑
m=k−2
∑
n1+···+nk−2=m
∑
T1∈Γn1 ,...,Tk−2∈Γnk−2
µk(T1, . . . , Tk−2)z
m
=
1
z
∫ z
0
dx
∞∑
k=2
αΓ
(
k − 2 + 1−α
η
)
Γ
(
1−α
η
)
Γ(k − 1)
[1− (1− x)η]k−2
=
1− (1− z)α
z
. (79)
The second equality in (79) is obtained by noting that the innermost sums of νni(Ti) over
Ti, i = 1, . . . , k − 2, yield 1 and then using standard gamma function identities [37]
∞∑
n=1
σΓ(n− σ)
Γ(1− σ)Γ(n+ 1)z
n = 1− (1− z)σ. (80)
Finally, an application of the first part of Theorem 5 yields (77).
To obtain the equalities in (78) we study the height distribution of the outgrowths from
the spine and apply the second part of Theorem 5. We start by noting that the case when
D = ∞ and γ = 0, which was already proved in [10], follows immediately from Theorem 5
since in this case the outgrowths from the spine all have height 1. We now focus on the case
D = 3. As before, denote by X in the size of the n–th generation of Ai. The result follows
from
Lemma 10 When D = 3 and 1
2
≤ α ≤ 1 it holds that
ν({X in > 0}) ≤
2
n
(1 + o(1)). (81)
We devote the following subsection to the proof of this lemma.
4.4 Proof of Lemma 10
We start the proof with a general approach and reduce to the specific parameters stated in
Lemma 10 only in the end when needed. In this way we keep the problem of extending the
results to all parameters clearly approachable.
For a finite tree T , let h(T ) be its height, i.e. the maximum distance from the root to
any vertex. We make the following definitions for more compact notation
ck =
Γ
(
k − 2 + 1−α
η
)
Γ
(
1−α
η
)
Γ (k)
and Cn,R =
−ηΓ(n− η)νn({h(T ) ≤ R})
Γ(1− η)Γ(n+ 1) (82)
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with the convention that ν0({h(T ) ≤ R}) = 1. The main tool that we will use in the proof
is the following generating function
HR(ζ) =
∞∑
n=0
Cn,Rζ
n. (83)
Proposition 11 The probability that Ai is extinct at level R + 1 is given by
ν({X iR+1 = 0}) = α
∫ 1
0
(HR(ζ))
α−1
η dζ. (84)
Proof Using the distribution of the outgrowths given in (76) one can write
ν({X iR+1 = 0}) = ν({h(Ai) ≤ R})
= α
∫ 1
0
[
∞∑
k=2
(k − 1)ck
∞∑
m=k−2
∑
n1+···+nk−2=m,ni≥1
k−2∏
i=1
(−Cni,R)ζni
]
dζ. (85)
The sum overm is first performed giving (1−HR(ζ))k−2 and the sum over k is then performed
using standard gamma function identities similar as above giving (84).
Proposition 11 shows that HR(ζ) contains all the information needed to calculate the extinc-
tion probability of Ai. Next, using the Markov branching property, we will derive a recursion
equation for HR(ζ) which enables us to extract enough information.
Proposition 12 For R ≥ 1, it holds that
HR(ζ) = 1 + αHR−1(ζ)
∫ ζ
0
(HR−1(y))
α−1
η dy − (α + η)
∫ ζ
0
(HR−1(y))
α+η−1
η dy (86)
with the convention that H0(ζ) = 1.
Proof Using the Markov branching property and (75) we write
− nCn,R =
∞∑
k=2
ck
∑
n1+···+nk−1=n−1,ni≥1
k−1∏
i=1
(−Cni,R−1)
×
(
1− η − α + α
k−1∑
j=1
nj
n− nj
)
. (87)
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Multiply by ζn−1 and sum from n = 2, . . .∞ to get
−(H ′R(ζ) + η) =
∞∑
k=2
ck
∞∑
n=k
∑
n1+···+nk−1=n−1,ni≥1
k−1∏
i=1
(−Cni,R−1)ζni
×
(
1− η − α + α
k−1∑
j=1
nj
n− nj
)
= (1− η − α)
∞∑
k=2
ck
(
−
∞∑
n=1
Cn,R−1ζ
n
)k−1
− α
(
d
dζ
∞∑
n=1
Cn,R−1ζ
n
)∫ ζ
0
∞∑
k=2
(k − 1)ck
(
−
∞∑
n=1
Cn,R−1y
n
)k−2
dy. (88)
Using the definition of HR and performing the sum over k yields
H ′R(ζ) = −η (HR−1(ζ))
α+η−1
η + αH ′R−1(ζ)
∫ ζ
0
(HR−1(y))
α−1
η dy. (89)
Integrating this equation and using integration by parts on the second term on the right
hand side finally yields the result (86).
We now reduce to the case D = 3 in which case η = α − 1 ≤ 0. The recursion (86) is then
greatly simplified. We define FR(ζ) = α
∫ ζ
0
HR(y)dy and then ν({X iR+1 = 0}) = FR(1). Next
we integrate (86) to get
FR(ζ) = αζ +
1
2
FR−1(ζ)
2 − 2α− 1
α
∫ ζ
0
∫ y
0
(
F ′R−1(x)
)2
dxdy. (90)
One can see directly from the definition ofHR (83) that when η ≤ 0, FR and all its derivatives
are increasing in R. One can furthermore deduce from (83) that
F∞(ζ) := lim
R→∞
FR(ζ) = 1− (1− ζ)α. (91)
Therefore, under the assumption that 1
2
≤ α ≤ 1 we may insert F∞(ζ) into the integral in
(90) to get the inequality
FR(ζ) ≥ 1
2
+
1
2
(FR−1(ζ))
2 − 1
2
(1− ζ)2α. (92)
Evaluated at ζ = 1 this can be written as
FR(1) ≥ f(FR−1(1)) (93)
with f(x) = 1
2
+ 1
2
x2.We can interpret f as a generating function of the offspring probabilities
p(0) = p(2) = 1/2 of a critical Galton-Watson process, cf. Section 3. Let fR be the R–th
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iterate of f i.e. fR = f ◦ · · · ◦ f , R times. Now, f is an increasing function and therefore, by
repeatedly applying (93) one gets
ν({X iR+1 = 0}) = FR(1) ≥ fR(F0(1)) ≥ fR(1/2) (94)
where in the last step we used that F0(1) = α ≥ 1/2. It then follows from (62) that
fR(1/2) = 1− 2R(1 + o(1)). This concludes the proof of Lemma 10.
5 Discussion
We developed relatively simple methods, relying on generating function arguments, for cal-
culating the Hausdorff and spectral dimension of trees with a unique infinite spine resulting
in Theorems 1 and 5, where the latter applies when the outgrowths along the spine are inde-
pendent and identically distributed. These methods were applied to two models of random
trees of very different nature, demonstrating the versatility of our results.
The first application of Theorem 5 concerns non-generic critical trees which are a special
case of simply generated trees. The values of the Hausdorff and spectral dimension of the
non–generic, critical, size conditioned Galton–Watson trees were conjectured by mathemat-
ical physicists 15 years ago [34, 35] but only recently proved by mathematicians [15]. We
used the opportunity here to communicate these results to the physics community as well
as providing a simple alternative proof.
We would like to point out that these results complete the study of the dimensionality
of the different phases of simply generated trees. Theorems 7 and 8 concern critical Galton–
Watson processes. As was mentioned in Section 3, the simply generated trees can also
correspond to sub–critical Galton–Watson processes. In the sub–critical case, the finite
volume measures converge weakly to a measure concentrated on the set of trees with a
finite spine ending with a vertex of infinite degree. The length of the spine has a geometric
distribution and the outgrowths from the spine are finite, independent, sub–critical Galton–
Watson processes. This convergence theorem was originally proved in [29] in the case wn ∼
n−β and later in full generality in [32].
Due to the presence of a vertex of infinite degree it clearly follows that almost surely
ds = ∞ since a random walker will eventually hit the infinite degree vertex and similarly
dh = dH = ∞. However, it was shown in [29] that when wn ∼ n−β, the annealed spectral
dimension is finite and dS = 2(β − 1). This is due to the fact that the fluctuations of the
outgrowths from the spine serve to slow the random walker down on the way to the infinite
degree vertex. Note that in this case it does not hold that dS = 2dH/(1+dH) as in the other
phases due to the absence of the infinite spine.
We summarize the above discussion in the phase diagram in Figure 3 where we consider
the case when w1 and β are the free parameters and wn ∼ n−β . This choice of parameters
allows us to access all phases and explore the full range of dimensions in each phase, see [29]
for a more detailed explanation.
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32
Generic
Non-generic, sub-critical
Generic
Non-generic, critical
Figure 3: A phase diagram for the size conditioned Galton-Watson trees, having free pa-
rameters w1 and β, where wn ∼ n−β. A critical line separates the generic phase from the
non–generic phase. For the values 2 < β ≤ 3 on the critical line (grey line) the offspring prob-
ability distribution has infinite variance and therefore this case corresponds to non–generic,
critical trees.
The second application of Theorem 5 concerns the attachment and grafting model which
is a special case of the vertex splitting model. We give a novel proof that for the parameter
range D = 3, 1
2
≤ α ≤ 1 and for D = ∞, γ = 0, one has almost surely dh = 1/α and
ds = 2/(1 + α). This proves part of a previous conjecture [10].
It remains an open problem to prove that the quenched Hausdorff and spectral dimension
of the ag–model are almost surely dh = 1/α and ds = 2/(1 + α) for the full range of the
parameters α, γ and D. The only missing ingredient in the proof is to generalize Lemma 10
to the full range of parameters. We formulate this as the following:
Conjecture For the ag–ensemble (Γ, ν) it holds for any α, γ and D, that there exists a
constant c > 0 such that
ν({X in > 0}) ≤
c
n
(1 + o(1)). (95)
Furthermore, we expect that one even has the stronger result ν({X in > 0}) ∼ 1/(αn). This
conjecture could possibly be proven by analysing the recursion relation (86) to find the
critical behaviour of the generating function HR(ζ) when ζ → 1 and R → ∞. We hope to
return to this proof in the near future.
At this point we would also like to note that all of the results derived for the ag–model
can straightforwardly be extended to Ford’s α-model [2] and its generalisation, the αγ–
model [38]. We leave a more detailed discussion for future work after the proof of the above
conjecture.
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There are also different applications of the presented work in the field of quantum grav-
ity. Firstly, the results derived in the article for critical non-generic trees are useful to
understand in more detail the branched polymer phase of Euclidean quantum gravity and,
in particular, in the presence of matter. Furthermore, the critical non-generic trees are
described by branching processes whose population size has polynomial growth which is po-
tentially relevant to the analysis of recently introduced multigraph ensembles as models for
four-dimensional causal or Lorentizan quantum gravity [39, 40].
Acknowledgment
The authors would like to thank Bergfinnur Durhuus, Georgios Giasemidis, Thordur Jonsson
and JohnWheater for discussions as well as the anonymous referee for useful comments which
improved the manuscript. S.O¨.S. acknowledges hospitality at the University of Iceland. S.Z.
acknowledges financial support of STFC grant ST/G000492/1. Furthermore, he would like
to thank NORDITA for kind hospitality and financial support for a visit during which this
work was initiated.
References
[1] D. Aldous, “Probability distributions on cladograms,” in Random discrete structures,
vol. 76 of IMA Vol. Math. Appl., pp. 1–18. Springer, 1996.
[2] D. J. Ford, “Probabilities on cladograms: introduction to the alpha model,” 2005.
[3] F. David, C. Hagendorf, and K. J. Wiese, “A growth model for RNA secondary
structures,” J. Stat. Mech. (2008) P04008, 0711.3421.
[4] J. Ambjørn, B. Durhuus, and T. Jonsson, Quantum geometry. A statistical field theory
approach. No. 1 in Cambridge Monogr. Math. Phys.,. Cambridge University Press,
Cambridge, UK, 1997.
[5] G. Schaeffer, Conjugaison d’arbres et cartes combinatoires ale´atoires. PhD thesis,
Universite´ de Bordeaux I, 1998.
[6] J.-F. L. Gall, “Random trees and applications,” Prob. Surveys 2 (2005) 245–311.
[7] P. Di Francesco, “2D quantum gravity, matrix models and graph combinatorics,”
math-ph/0406013.
[8] A. Meir and J. W. Moon, “On the altitude of nodes in random trees,” Canad. J.
Math. 30 (1978), no. 5, 997–1015.
[9] K. Athreya and P. Ney, Branching Processes. Springer Verlag, 1972.
25
[10] S. O¨. Stefa´nsson, “Markov branching in the vertex splitting model,” J. Stat. Mech.
(2012) P04018 1103.3445.
[11] F. David, M. Dukes, T. Jonsson, and S. O¨. Stefa´nsson, “Random tree growth by
vertex splitting,” J. Stat. Mech. (2009) P04009, 0811.3183.
[12] O. Angel and O. Schramm, “Uniform infinite planar triangulations,” Comm. Math.
Phys. 241 (2003) 191–213, math/0207153.
[13] M. T. Barlow, T. Coulhoun, and T. Kumagai, “Characterization of sub-gaussian heat
kernel estimates on strongly recurrent,” Communications on Pure and Applied
Mathematics 58 (2005) 1642–1677.
[14] M. T. Barlow and T. Kumagai, “Random walk on the incipient infinite cluster on
trees”, Illinois J. Math. 50 Number 1-4 (2006) 33–65.
[15] D. Croydon and T. Kumagai, “Random walks on Galton-Watson trees with infinite
variance offspring distribution conditioned to survive,” Electronic Journal of
Probability 13 (August, 2008) 1419–1441.
[16] I. Fujii and T. Kumagai, “Heat kernel estimates on the incipient infinite cluster for
critical branching processes,” Proceedings of German-Japanese symposium in Kyoto
2006 B6 (2008) 85–95.
[17] M. T. Barlow and R. Masson, “Spectral dimension and random walks on the two
dimensional uniform spanning tree,” 2009.
[18] J. Ambjørn, D. Boulatov, J. L. Nielsen, J. Rolf, and Y. Watabiki, “The spectral
dimension of 2D quantum gravity,” JHEP 02 (1998) 010, hep-th/9801099.
[19] T. Jonsson and J. F. Wheater, “The spectral dimension of the branched polymer
phase of two-dimensional quantum gravity,” Nucl. Phys. B515 (1998) 549–574,
hep-lat/9710024.
[20] J. Ambjørn, J. Jurkiewicz, and R. Loll, “Spectral dimension of the universe,” Phys.
Rev. Lett. 95 (2005) 171301, hep-th/0505113.
[21] B. Durhuus, T. Jonsson, and J. F. Wheater, “On the spectral dimension of causal
triangulations,” J. Stat. Phys. 139 (2009) 859–881, 0908.3643.
[22] T. Coulhon, “Random walks and geometry on infinite graphs,” in Lecture notes on
analysis on metric spaces, L. Ambrosio and F. S. Cassano, eds. 2000.
[23] B. Durhuus, T. Jonsson, and J. F. Wheater, “The spectral dimension of generic trees,”
J. Stat. Phys. 128 (2007), no. 5, 1237–1260, math-ph/0607020.
[24] W. Feller, An introduction to probability theory and its applications, vol. 2. Wiley,
1966.
26
[25] W. Feller, “A limit theorem for random variables with infinite moments,” American
Journal of Mathematics 68 (1946), no. 2, 257–262.
[26] E. Seneta, Regularly varying functions. Springer Verlag, 1976.
[27] T. E. Harris, The theory of branching processes. Springer-Verlag, Berlin, 1963.
[28] P. Flajolet and R. Sedgewick, Analytic combinatorics. Cambridge University Press,
Cambridge, 2009.
[29] T. Jonsson and S. O¨. Stefa´nsson, “Condensation in nongeneric trees,” J. Stat. Phys.
142 (2011) 277, 1009.1826.
[30] D. P. Kennedy, “The Galton-Watson process conditioned on the total progeny,” J.
Appl. Probability 12 (1975) 800–806.
[31] D. Aldous and J. Pitman, “Tree-valued Markov chains derived from Galton-Watson
processes,” Ann. Inst. H. Poincare´ Probab. Statist. 34 (1998) 637–686.
[32] S. Janson, “Simply generated trees, conditioned Galton–Watson trees, random
allocations and condensation,” Preprint (2011) 1112.0510.
[33] H. Kesten, “Subdiffusive behavior of random walk on a random cluster,” Ann. Inst. H.
Poincare´ Probab. Statist. 22 (1986) 425487.
[34] J. D. Correia and J. F. Wheater, “The spectral dimension of non-generic branched
polymer ensembles,” Phys. Lett. B422 (1998) 76–81, hep-th/9712058.
[35] Z. Burda, J. D. Correia, and A. Krzywicki, “Statistical ensemble of scale-free random
graphs,” Phys. Rev. E64 (2001) 046118, cond-mat/0104155.
[36] R. Slack, “A branching process with mean one and possibly infinite variance,” Z.
Wahrscheinlichkeitstheorie verw. Geb. 9 (1968) 139–145.
[37] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions, With
Formulas, Graphs, and Mathematical Tables. Dover Publications, 1974.
[38] B. Chen, D. Ford, and M. Winkel, “A new family of Markov branching trees: the
alpha-gamma model,” 2008.
[39] G. Giasemidis, J. F. Wheater, and S. Zohren, “Dynamical dimensional reduction in
toy models of 4D causal quantum gravity,” Preprint (2012) 1202.2710.
[40] G. Giasemidis, J. F. Wheater, and S. Zohren, “Multigraph models for causal quantum
gravity and scale dependent spectral dimension,”Preprint (2012) 1202.6322.
27
