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TIGHT LOWER BOUNDS ON THE SIZES OF SYMMETRIC
EXTENSIONS OF PERMUTAHEDRA AND SIMILAR RESULTS
KANSTANTSIN PASHKOVICH
ABSTRACT. It is well known that the permutahedron Πn has 2n − 2 facets.
The Birkhoff polytope provides a symmetric extended formulation of Πn of size
Θ(n2). Recently, Goemans described a non-symmetric extended formulation of
Πn of size Θ(n log n). In this paper, we prove that Ω(n2) is a lower bound for
the size of symmetric extended formulations of Πn. Moreover, we prove that the
cardinality indicating polytope has the same tight lower bounds for the sizes of
symmetric and non-symmetric extended formulations as the permutahedron.
1. INTRODUCTION
Extended formulations of polyhedra have gained importance in the recent past,
because this concept allows to represent a polyhedron by a higher-dimensional one
with a simpler description. Thus, an optimization problem over an initial polytope
can be easily transformed into an optimization problem over its extension. In some
cases where the initial polytope has a complicated description in the initial space or
even no such description is known, the reformulations via extended formulations
appear to be helpful.
To illustrate the power of extended formulations let us take a look at the per-
mutahedron Πn ⊆ Rn, which is the convex hull of all points obtained from the
point (1, 2, . . . , n) ∈ Rn by coordinate permutations. The minimal description
of Πn in the space Rn looks as follows [2]:
n∑
v=1
xv =
n(n+ 1)
2
∑
v∈S
xv ≥
|S|(|S|+ 1)
2
for all ∅ 6= S ⊂ [n] .
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Thus the permutahedron Πn has n! vertices and 2n − 2 facets. At the same time
it is easy to derive an extended formulation of size Θ(n2) from the Birkhoff poly-
tope [2]:
n∑
i=1
izi,v = xv for all v ∈ [n]
n∑
v=1
zi,v = 1 for all i ∈ [n]
n∑
i=1
zi,v = 1 for all v ∈ [n]
zi,v ≥ 0 for all i, v ∈ [n] .
(1)
The projection of the polyhedron described by (1) to the x-variables gives the per-
mutahedron Πn. Clearly, every coordinate permutation of Rn maps Πn to itself.
The extended formulation (1) respects this symmetry in the sense that every such
permutation of the x-variables can be extended by some permutation of the z-
variables such that these two permutations leave (1) invariant (up to reordering of
the constraints).
Also there exists a non-symmetric extended formulation of the permutahedron
of size Θ(n log(n)) [3]. This is the best one can achieve [3] due to the fact that
every face of Πn (including the n! vertices) is a projection of some face of the
extension. And since the number of faces of a polyhedron is bounded from above
by 2 to the number of its facets, we can conclude that every extension of the per-
mutahedron has at least log2(n!) = Θ(n log(n)) facets.
Another illustrative example is the cardinality indicating polytope Pcard(n),
which is defined as the convex hull of vectors (x, z) for which the following equa-
tions hold
n∑
i=1
xi =
n∑
j=0
jzj+1 and
n∑
j=0
zj+1 = 1
and components satisfy x ∈ {0, 1}n and z ∈ {0, 1}n+1. The cardinality indicating
polytope Pcard(n) has a minimal description in the initial space R2n+1 given by
the following linear constraints [6]:
∑
i∈S
xi ≤
|S|∑
j=0
jzj+1 + |S|
n∑
j=|S|+1
zj+1 for all ∅ 6= S ⊂ [n]
n∑
i=1
xi =
n∑
j=0
jzj+1
n∑
j=0
zj+1 = 1
xi ≥ 0, zj ≥ 0 for all i ∈ [n] and j ∈ [n+ 1].
(2)
This shows that the cardinality indicating polytope has exponentially many facets.
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One can construct a symmetric extended formulation of the cardinality indicat-
ing polytope of size Θ(n2):
n∑
i=1
yi,j = (j − 1)zj for all j ∈ [n + 1]
n+1∑
j=1
yi,j = xi for all i ∈ [n]
n∑
j=0
zj+1 = 1
0 ≤ yi,j ≤ zj for all i ∈ [n] and j ∈ [n+ 1] ,
(3)
which represents the Balas extension [1] for the faces of the cardinality indicating
polytope induced by equations zj = 1, j ∈ [n+ 1]. There is also a non-symmetric
extended formulation of size Θ(n log(n)) [4], which is constructed in the similar
way to the non-symmetric extended formulation of the permutahedron.
Moreover the cardinality indicating polytope Pcard(n) has a set of n! non-trivial
faces, which shows that every extended formulation of the cardinality indicating
polytope involves Ω(n log(n)) inequalities. The mentioned non-trivial faces of the
cardinality indicating polytope Pcard(n) are indexed by all possible permutations µ
of n elements and each of those faces is the intersection of the following n − 1
facets:
∑
µ(v)∈[q]
xv −
q∑
k=0
kzk+1 − q
n∑
k=q+1
zk+1 = 0 for all 1 ≤ q ≤ n− 1.
One can easily check that two such faces of the cardinality indicating polytope are
different whenever they correspond to two different permutations. Indeed, having
two different permutations µ′ and µ′′ we can find q with 1 ≤ q ≤ n − 1, such
that µ′−1([q]) is not equal to µ′′−1([q]). Then the vertex (x, z) of the cardinality
indicating polytope Pcard(n) defined by:
xi = 1 if i ∈ µ′−1([q])
xi = 0 otherwise
zj = 1 if j = q + 1
zj = 0 otherwise
belongs to the face indexed by the permutation µ′, but does not belong to the face
indexed by µ′′.
As we show in this paper the size of the extended formulations (1) and (3) are
asymptotically optimal for symmetric formulations of the permutahedron and the
cardinality indicating polytope. Thus there exists a gap in the size between sym-
metric and non-symmetric extended formulations of Πn and of Pcard(n). This situ-
ation appears in some other cases as well, e.g. the cardinality constrained matching
polytopes and the cardinality constrained cycle polytopes [5]. But even if the gaps
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observed in those cases are more substantial, the permutahedron and the cardinal-
ity indicating polytope are interesting because of the possibility to determine tight
asymptotical lower bounds Ω(n2) and Ω(n log(n)) on the sizes of symmetric and
non-symmetric extended formulations, respectively.
The paper is organized as follows. Section 2 contains definitions of extensions,
the crucial notion of section and some auxiliary results. In section 3 we exploit the
techniques from [5],[7] and some new approaches to investigate the structure of
symmetric extensions of certain size. In sections 4 and 5 we apply our knowledge
about the structure to get lower bounds on the size of symmetric extensions of the
permutahedron and the cardinality indicating polytope.
Acknowledgements. I thank Volker Kaibel for valuable comments which led to
simplifications in the proofs and for his useful recommendations on wording. I
also thank the referee for his careful reading and constructive comments which
helped to increase the readability of the presented paper.
2. EXTENSIONS, SECTIONS AND SYMMETRY
Here we list some known definitions and results, which will be used later. For
a broader discussion of symmetry in extended formulations of polyhedra we refer
the reader to [5].
A polytope Q ⊆ Rd together with a linear map p : Rd → Rm is called an
extension of a polytope P ⊆ Rm if the equality p(Q) = P holds, the size of the
extension Q, p is the number of facets of the polytope Q. Moreover, if Q is the
intersection of an affine subspace of Rd and the nonnegative orthant Rd+ then Q is
called a subspace extension. A (finite) system of linear equations and inequalities
whose solutions are the points in Q is an extended formulation for P , the size of
the extended formulation is the number of inequalities in the system.
Throughout the paper we heavily deal with sections s : X → Q, which are
maps that assign to every vertex x ∈ X of P some point s(x) ∈ Q ∩ p−1(x).
Such a section induces a bijection between the vertex set X of the polytope P and
points s(X) in the polytope Q, whose inverse map is given by p.
Let G be a group with the group operation ◦ : G×G→ G acting on the set X
of vertices of P . In other words, every group element π ∈ G defines a map of
X on itself (for every x ∈ X the image of x under this map is denoted by π.x),
satisfying:
(1) (π ◦ σ).x equals π.(σ.x) for every x ∈ X and π, σ ∈ G,
(2) the identity element of G maps every vertex in X on itself.
In this setting, an extension is called symmetric with respect to the action of G
onX, if for every π ∈ G there is an affine isomorphism κpi : Rd → Rd with κpi.Q =
Q and
p(κpi.y) = π.p(y) for all y ∈ p−1(X). (4)
The extension is called coordinate-symmetric if the corresponding affine maps κpi
can be chosen to be coordinate permutations, i.e. for all π ∈ G we have κpi ∈
S(d), where S(d) is the group of all permutations of elements in [d].
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We define an extended formulation A=y = b=, A≤y ≤ b≤ describing the poly-
hedron Q, i.e.
Q = {y ∈ Rd : A=y = b=, A≤y ≤ b≤}
to be symmetric (with respect to the action of G on the set X of vertices of P ) if for
every π ∈ G there is an affine isomorphism κpi : Rd → Rd, κpi(y) = Cpi.y + cpi ,
satisfying (4) and such that the matrices (A=.Cpi, b= −A=.cpi) and (A≤.Cpi, b≤ −
A≤.cpi) are equal to the matrices (A=, b=) and (A≤, b≤) up to possible row re-
orderings. A coordinate-symmetric extended formulation is the symmetric ex-
tended formulation with κpi ∈ S(d) for all π ∈ G.
Clearly, in the case of a symmetric extended formulation the maps κpi sat-
isfy κpi.Q = Q, which implies the following lemma.
Lemma 1. Every symmetric extended formulation (coordinate-symmetric extended
formulation) describes a symmetric extension (coordinate-symmetric extension).
On the other hand, every symmetric extension can be transformed into a sub-
space coordinate-symmetric extension of a smaller or the same size (see [5]).
Lemma 2. Every symmetric extension induces a coordinate-symmetric subspace
extension of a smaller or the same size.
Thus, a lower bound on the number of variables in coordinate-symmetric sub-
space extensions of the given polytope P provides a lower bound on the size of
symmetric extensions for P (note, that the size of a subspace extension is at most
the dimension of the ambient space, since every subspace extension can be defined
by a set of equations and a set of the non-negativity constraints).
To prove lower bounds for subspace extensions one may use the following
fact [5]: if Q is a subspace extension of the polytope P with a section s : X → Q
and 〈a, x〉 ≤ b a valid inequality for P then the system:
∑
x∈X
sj(x)λx ≥ 0 for all j ∈ [d] (5)
∑
x∈X
(b− 〈a, x〉)λx < 0 (6)
does not have a solution λ ∈ RX .
A section s : X → Q is coordinate-symmetric (with respect to the action of G
on X) if for every π ∈ G there is a permutation κpi ∈ S(d) with s(π.x) = κpi.s(x)
for all x ∈ X. It can be shown that every coordinate-symmetric extension admits
a coordinate-symmetric section [5].
For a coordinate-symmetric section s : X → Q ⊆ Rd we can define an action
of G on the set S = {s1, . . . , sd} of the component functions of the section s :
X → Q via π.sj = sκ−1
pi−1
(j) ∈ S for each j ∈ [d]. Before showing that this
definition yields a group action observe that for each j ∈ [d] the following holds
(π.sj)(x) = sκ−1
pi−1
(j)(x) = (κpi−1 .s(x))j = sj(π
−1.x) for all x ∈ X . (7)
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Now from (7), we deduce that (π◦σ).sj = π.(σ.sj) for all π, σ ∈ G and id .sj = sj
for the identity element id in G, which shows that the action of the group G on S
is defined correctly.
The isotropy group of sj ∈ S under this action is defined as the following
subgroup of G
iso(sj) = {π ∈ G : π.sj = sj} .
Thus an element π of G is in the isotropy group iso(sj) if and only if sj(x) =
sj(π
−1.x) holds for all x ∈ X (or equivalently, sj(π.x) = sj(x) for all x ∈ X).
The orbit corresponding to the component function si ∈ S under the action of the
isotropy group iso(sj) is the following subset of S
{π.si : π ∈ iso(sj)} .
In general, it is impossible to determine the isotropy groups iso(sj) without
more knowledge on the section s. However, for each isotropy group iso(sj) it is
possible to bound its index
(G : iso(sj)) = |G|/|iso(sj)| ,
since the index is equal to the number of orbits under the action of iso(sj) on S ,
and thus is bounded from above by the total number of variables, i.e.
(G : iso(sj)) ≤ d .
To identify suitable subgroups of the isometry group iso(sj) one may use the above
bound on the index together with the following result on subgroups of the symmet-
ric group S(n) [7].
Lemma 3. For each subgroup U of S(n) with (S(n) : U) ≤ (n
k
) for k < n4 , there
is some W ⊆ [n] with |W | ≤ k such that
{π ∈ A(n) : π(v) = v for all v ∈W} ⊆ U
holds.
3. SYMMETRIC SUBSPACE EXTENSIONS OF QUADRATIC SIZE
The main result of this section is Theorem 5, which describes the action of the
group A(n) on the components sj . Here A(n) denotes the alternating group, i.e.
the group consisting of all even permutations on the set [n].
Consider a polytope P ⊆ Rn+m for n ≥ 9, where the group S(n) acts on the
set X of vertices of P by permuting the first n coordinates. Let a polytope Q ⊆ Rd
with 2d < n(n− 1) be a subspace extension of the polytope P with a coordinate-
symmetric section. The mentioned coordinate-symmetric section s : X → Q is
defined with respect to the action of G = S(n) on the vertex set X.
Lemma 4. For each j ∈ [d] there is vj ∈ [n] such that
{π ∈ A(n) : π(vj) = vj} ⊆ iso(sj)
This element vj is uniquely determined unless A(n) ⊆ iso(sj).
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Proof. As we assumed d < (n2
)
and thus Lemma 3 implies that for all j ∈ [d]
{π ∈ A(n) : π(v) = v for all v ∈ Vj} ⊆ iso(sj)
for some set Vj ⊂ [n], |Vj | ≤ 2. Thus, it has to be proven that Vj can be chosen to
contain not more than one element, which we later denote by vj .
Let us assume that the set Vj consists of two elements {u,w} such that
{π ∈ A(n) : π(v) = v for all v ∈ {u,w}} ⊆ iso(sj) and
{π ∈ A(n) : π(u) = u} 6⊆ iso(sj) and
{π ∈ A(n) : π(w) = w} 6⊆ iso(sj) .
Due to (7), for every π, σ ∈ A(n) and for every x ∈ X the following holds
(σ.sj)(π.x) = sj((σ
−1 ◦ π).x) .
Note that sj(σ−1.x) = sj(σ−1 ◦ π.x) holds for all x ∈ X if and only if sj(x) =
sj(σ
−1 ◦ π ◦ σ.x) holds for all x ∈ X since σ defines an automorphism on X.
Thus, we obtain the following
{π ∈ A(n) : π(σ(v)) = σ(v) for all v ∈ {u,w}} ⊆ iso(σ.sj) and
{π ∈ A(n) : π(σ(u)) = σ(u)} 6⊆ iso(σ.sj) and
{π ∈ A(n) : π(σ(w)) = σ(w)} 6⊆ iso(σ.sj) .
This shows that for every two element u′, w′ ∈ [n] there is a coordinate function
sj′ ∈ S such that
{π ∈ A(n) : π(v) = v for all v ∈ {u′, w′}} ⊆ iso(sj′) and
{π ∈ A(n) : π(u′) = u′} 6⊆ iso(sj′) and
{π ∈ A(n) : π(w′) = w′} 6⊆ iso(sj′) , (8)
since the alternating group A(n) is 2-transitive, i.e. for every (possibly involving a
common element) two pairs of elements in [n] there exists a permutation in A(n)
which maps the first pair on the second pair.
Since the number of different component functions in S is smaller then
(
n
2
)
there
exists a component function sj′, which satisfies (8) for two different pairs (u′, w′)
and (u′′, w′′) of elements in [n]. Let us consider two different cases: these pairs
have one element in common or these pairs are disjoint.
Let us consider the first case and let u′ be equal u′′. We obtain a contradiction
to the statement
{π ∈ A(n) : π(u′) = u′} 6⊆ iso(sj′) ,
since it is not hard to see that for every two distinct elements w′ and w′′ the ele-
ments in two following subgroups of iso(sj′)
{π ∈ A(n) : π(v) = v for all v ∈ {u′, w′}} and
{π ∈ A(n) : π(v) = v for all v ∈ {u′, w′′}}
together generate the group {π ∈ A(n) : π(u′) = u′}.
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In the second case, it is straightforward to show that for two disjoint pairs
(u′, w′) and (u′′, w′′) the groups
{π ∈ A(n) : π(v) = v for all v ∈ {u′, w′}} and
{π ∈ A(n) : π(v) = v for all v ∈ {u′′, w′′}}
together generate the alternating group A(n), which contradicts (8). The same
argumentation shows that vj is uniquely determined unless the isotropy group con-
tains all even permutations. 
Theorem 5. There exists a partition of the set [d] into sets A1,. . . ,Aι and B, such
that each set Ai consists of n elements ai1, ai2,. . . ,ain satisfying
sai
t
(π.x) = sai
pi−1(t)
(x) and sb(π.x) = sb(x) (9)
for every x ∈ X, b ∈ B, π ∈ A(n), i ∈ [ι], t ∈ [n].
Proof. Let us consider the orbit of a component function sj ∈ S under the action
of the alternating group A(n). There are two possible cases A(n) ⊆ iso(sj) and
A(n) 6⊆ iso(sj). In the first case, the component function sj is associated with the
set B.
In the second case, due to (7) for every π, σ ∈ A(n) and for every x ∈ X the
following holds
(σ.sj)(π.x) = sj((σ
−1 ◦ π).x) .
Note that sj(σ−1.x) = sj(σ−1 ◦ π.x) holds for all x ∈ X if and only if sj(x) =
sj(σ
−1 ◦ π ◦ σ.x) holds for all x ∈ X since σ defines an automorphism on X.
Now let us use Lemma 4 to show that for every σ and φ in A(n) the component
functions σ.sj and φ.sj are identical whenever σ(vj) equals φ(vj). Indeed, for
every x ∈ X the following holds
(σ.sj)(x) = sj((σ
−1).x) = sj(φ
−1 ◦ σ.(σ−1.x)) =
sj(φ
−1 ◦ σ ◦ σ−1.x)) = sj(φ
−1.x) = (φ.sj)(x) ,
the second equality holds because the permutation φ−1 ◦ σ is even and maps vj on
itself, and thus lies in iso(sj).
Moreover, for every σ in A(n) the element vj′(here sj′ = σ.sj) is uniquely
defined and equals σ(vj). This follows in a straightforward manner from the fact
that (σ.sj)(π.x) equals (σ.sj)(x) for every x ∈ X if and only if sj((σ−1◦π◦σ).x)
equals sj(x) for every x ∈ X.
Now, it is easy to see that it is enough to associate the coordinate functions π.sj ,
π ∈ A(n) in the same orbit of sj to their elements π(vj) to finish the proof of the
theorem. 
Let us establish the following theorem using Theorem 5 proved above.
Theorem 6. If X ⊆ {0, 1}n × Rm there exists a partition of the set [d] into
sets A1,. . . ,Aι and B, such that each set Ai consists of n elements ai1, ai2,. . . ,ain
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satisfying
saiv(x) = saiw(x) if xv = xw (10)
sb(x) = sb(y) if x = π.y for some π ∈ A(n) (11)
for every x, y ∈ X, b ∈ B, i ∈ [ι], t ∈ [n].
Proof. Due to the definition of the section s, for every component function sj ∈ S ,
permutation π ∈ A(n) and vertex x ∈ X the value sj(x) equals sj(π.x), whenever
π lies in the isotropy group iso(x). Moreover, for every two elements v and w with
xv = xw there exists a permutation π in iso(x) ∩ A(n) with π(v) = w. Thus, the
statement (10) follows directly from Theorem 5. 
4. PERMUTAHEDRON
Now we would like to establish a lower bound on the number of variables in
symmetric subspace extensions of the permutahedron.
Theorem 7. For every n ≥ 9 there exists no symmetric extension of the permuta-
hedron Πn of size less than n(n−1)2 with respect to the group G = S(n).
Let us introduce the operator Λ(ζ), which maps every permutation ζ ∈ S(n) to
the vector (ζ−1(1), ζ−1(2), . . ., ζ−1(n)). Thus, we have
X = {Λ(ζ) : ζ ∈ S(n)}
and
(π.Λ(ζ))v = Λ(ζ)pi−1(v)
for all π ∈ S(n), ζ ∈ S(n), v ∈ [n].
Let us assume the contrary, i.e. that there exists a symmetric subspace extension
of the permutahedron of size less than n(n−1)2 . From Theorem 5 we have some
understanding of how permutations in A(n) act on the component functions of the
section s, which can be used to prove Theorem 7.
Lemma 8. There exists w ∈ [n− 1] such that
if sai
w
(Λ(idn)) > 0 then
∑
v>w
sai
v
(Λ(idn)) > 0 (12)
and
if sai
w+1
(Λ(idn)) > 0 then
∑
v≤w
saiv(Λ(idn)) > 0 (13)
hold for all i ∈ [ι].
Proof. Since each set Ai consists of n components, we can conclude that ι is less
than n−12 (recall d < n(n−1)2 ).
There can exist just one element u from [n− 1], which violates the statement
(12) for a fixed index i ∈ [ι] (it can be only the maximal element from [n− 1] for
which saiu(Λ(idn)) > 0, since the component functions take non-negative values).
Analogously, for each i ∈ [ι] there can exist only one element u from [n− 1],
which violates the statement (13).
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Thus, for at least one element w ∈ [n− 1] both (12) and (13) are satisfied for
all i ∈ [ι]. 
Let us introduce the following subgroups of A(n) induced by elements w of the
set [n− 1]
Gw = {π ∈ A(n) : π([w]) = [w]} ,
i.e. Gw is the set of all even permutations of [n] which map [w] to itself.
To construct a contradiction to the assumption that there is an extension with the
above properties we use (5) and (6). Here, we choose λx, x ∈ X, x = Λ(ζ), as
follows:
λx =


1 if ζ ∈ Gw
−ǫ if ζ ∈ Gwτ
0 otherwise ,
where τ ∈ A(n) is the cycle (n,w+1, w) or (1, w,w +1), depending on whether
w is equal to 1 or not, and Gwτ denotes the right coset for the subgroup Gw and
the element τ ∈ A(n), i.e. Gwτ denotes the set {π ◦ τ : π ∈ Gw}.
We would like to guarantee that the inequality (5) holds for some ǫ > 0, i.e.
∑
x∈X
λxsb(x) ≥ 0 for every b ∈ B (14)
∑
x∈X
λxsai
t
(x) ≥ 0 for every i ∈ [ι], t ∈ [n] . (15)
The left side of (14) could be rewritten as follows:
∑
x∈X
λxsb(x) =
∑
pi∈S(n)
λΛ(pi)sb(Λ(π)) =
∑
pi∈S(n)
λΛ(pi)sb(π.Λ(idn)) =
∑
pi∈Gw
sb(π.Λ(idn))−
∑
pi∈Gwτ
ǫsb(π.Λ(idn)) = |Gw|(1− ǫ)sb(Λ(idn)) ,
which is non-negative for all ǫ ≤ 1.
The left side of (15) could be rewritten as follows:
∑
x∈X
λxsai
t
(x) =
∑
pi∈Gw
sai
t
(Λ(π)) −
∑
pi∈Gwτ
ǫsai
t
(Λ(π)) =
∑
pi∈Gw
sai
t
(π.Λ(idn))− ǫ
∑
pi∈Gwτ
sai
t
(π.Λ(idn)) .
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For t ≤ w this expression is equal to
∑
pi∈Gw
sai
t
(π.Λ(idn))− ǫ
∑
pi∈Gwτ
sai
t
(π.Λ(idn)) =
∑
v≤w
∑
pi∈Gw
pi−1(t)=v
saiv(Λ(idn))−
∑
v≤w−1
∑
pi∈Gwτ
pi−1(t)=v
ǫsaiv(Λ(idn))−
∑
pi∈Gwτ
pi−1(t)=w+1
ǫsaiv (Λ(idn)) =
|Gw|
w
(
∑
v≤w
saiv(idn)− ǫ
∑
v≤w−1
saiv (idn)− ǫsaiw+1
(idn) ) .
For t > w this expression is equal to
∑
pi∈Gw
sai
t
(π.Λ(idn))− ǫ
∑
pi∈Gwτ
sai
t
(π.Λ(idn)) =
∑
v≥w+1
∑
pi∈Gw
pi−1(t)=v
sai
v
(Λ(idn))−
∑
v≥w+2
∑
pi∈Gwτ
pi−1(t)=v
ǫsai
v
(Λ(idn))−
∑
pi∈Gwτ
pi−1(t)=w
ǫsai
v
(Λ(idn)) =
|Gw|
n− w
(
∑
v≥w+1
sai
v
(idn)− ǫ
∑
v≥w+2
sai
v
(idn)− ǫsai
w
(idn) ) .
Since for w ∈ [n− 1] conditions (12), (13) are satisfied, we can guarantee that
the above expressions are non-negative for some ǫ > 0.
But on the other side for the inequality
∑
v∈[w] xv ≥
w(w+1)
2 , which is valid for
the permutahedron, we obtain the inequality (6):
∑
x∈X
λx(
∑
v∈[w]
xv −
w(w + 1)
2
) =
∑
pi∈Gw
(
∑
v∈[w]
Λ(π)v −
w(w + 1)
2
)− ǫ
∑
pi∈Gwτ
(
∑
v∈[w]
Λ(π)v −
w(w + 1)
2
) =
∑
pi∈Gwτ
−ǫ < 0
and finish the proof of Theorem 7.
5. CARDINALITY INDICATING POLYTOPE
Theorem 9. For every n ≥ 9 there exists no symmetric extension of the cardinality
indicating polytope Pcard(n) of size less than n(n−1)2 with respect to the group G =
S(n).
Let us introduce the operator Λ(W ), which maps every set W ⊆ [n] to the
vector (χ(W ), e|W |+1), where ei ∈ Rn+1 denotes the i-th standard basis vector.
Thus, we have
X = {Λ(W ) : W ⊆ [n]}
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and for every permutation π ∈ S(n) and set W ⊆ [n] we have
(π.Λ(W ))v = Λ(W )pi−1(v) for 1 ≤ v ≤ n
(π.Λ(W ))k = Λ(W )k for n+ 1 ≤ k ≤ 2n+ 1 .
For the cardinality indicating polytope the group S(n) does not act transitively on
the vertex set X, i.e. all vertices are divided into orbits corresponding to all possible
cardinalities.
Let us assume the contrary, i.e. that there exists a symmetric subspace extension
of the cardinality indicating polytope of size less than n(n−1)2 . Applying Theorem 6
to the cardinality indicating polytope, we conclude that for every set W ⊆ [n] the
value sai
v
(Λ(W )), i ∈ [ι], v ∈ [n] is determined by the cardinality of the set W
and correctness of the statement v ∈ W . In the same way, the value sb(Λ(W )),
b ∈ B is determined by the cardinality of the set W . Thus, we can introduce the
following notation:
c0i (k) = saiv(Λ(W )) for some v /∈W and |W | = k
c1i (k) = saiv(Λ(W )) for some v ∈W and |W | = k
cb(k) = sb(Λ(W )) for some |W | = k ,
which are non-negative values.
Lemma 10. There exists a cardinality k∗ ∈ [n− 1] such that
if c0i (k∗) > 0 or c1i (k∗) > 0 then
∑
0≤k<k∗
c0i (k) +
∑
k∗<k≤n
c1i (k) > 0 (16)
holds for all i ∈ [ι].
Proof. Since each set Ai consists of n components, we can conclude that ι is
smaller than n−12 (recall d < n(n−1)2 ).
For each set i ∈ [ι] there are not more than two cardinalities in [n− 1], which
do not satisfy (16). To prove this assign to i the minimum cardinality kimin and the
maximum cardinality kimax for which the statement (16) is violated. From (16) we
can conclude that for all k, kimin < k < kimax the values c0i (k) and c1i (k) are equal
to 0. Thus, for all kimin < k < kimax the statement (16) holds.
This shows, that there exists at least one cardinality from 1 till n − 1 which
satisfies (16) for all i ∈ [ι]. 
To construct a contradiction to the assumption that there is an extension with
the above properties we use (5) and (6). Here, we choose λx, x ∈ X, where
x = Λ(W ), W ⊆ [n] as follows:
λx =


1 if W = [t], 0 ≤ t ≤ n, t 6= k∗
1 + ǫ if W = [k∗]
−ǫ if W = [k∗ − 1] ∩ {k∗ + 1}
0 otherwise .
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We would like to guarantee that the inequality (5) holds for some ǫ > 0, i.e.
∑
x∈X
λxsb(x) ≥ 0 for every b ∈ B (17)
∑
x∈X
λxsai
t
(x) ≥ 0 for every i ∈ [ι], t ∈ [n] . (18)
The left side of (17) could be rewritten as follows:
∑
x∈X
λxsb(x) =
∑
0≤k≤n
cb(k) + ǫcb(k
∗)− ǫcb(k
∗) =
∑
0≤k≤n
cb(k) ,
which is non-negative for all ǫ.
The left side of (18) for t /∈ {k∗, k∗ + 1} is equal to :
∑
x∈X
λxsai
t
(x) =
∑
0≤k≤t−1
c0i (k) +
∑
t≤k≤n
c1i (k)
and for t = k∗ is equal to :
∑
x∈X
λxsai
t
(x) =
∑
0≤k≤k∗−1
c0i (k) +
∑
k∗≤k≤n
c1i (k)− ǫc
0
i (k
∗) + ǫc1i (k
∗) =
∑
0≤k<k∗
c0i (k) +
∑
k∗<k≤n
c1i (k)− ǫc
0
i (k
∗) + (1 + ǫ)c1i (k
∗)
and for t = k∗ + 1 is equal to :
∑
x∈X
λxsai
t
(x) =
∑
0≤k≤k∗
c0i (k) +
∑
k∗+1≤k≤n
c1i (k)− ǫc
1
i (k
∗) + ǫc0i (k
∗) =
∑
0≤k<k∗
c0i (k) +
∑
k∗<k≤n
c1i (k)− ǫc
1
i (k
∗) + (1 + ǫ)c0i (k
∗) .
Due to (16) there exists ǫ > 0 such that all above expressions are non-negative.
Let us use the inequality
∑
1≤v≤k∗
xv −
∑
1≤k≤k∗
kzk −
∑
k∗<k≤n
k∗zk ≤ 0 ,
which is valid for Pcard(n), as the inequality in the condition (6). For all ver-
tices x ∈ X except Λ([k∗ − 1] ∪ {k∗ + 1}), the coefficient λx or the value
−
∑
1≤v≤k∗ xv +
∑
1≤k≤k∗ kzk +
∑
k∗<k≤n k
∗zk is equal to 0, and thus
∑
x∈X
λx(−
∑
1≤v≤k∗
xv+
∑
1≤k≤k∗
kzk+
∑
k∗<k≤n
k∗zk) = λΛ[k∗−1]∩{k∗+1} = −ǫ < 0 ,
which finishes the proof.
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