Optical diagnostic techniques are commonly used to observe the breakup of dense sprays. In order to extract quantitative data from such images, edge detection algorithms have commonly been used. However, correlation image velocimetry techniques are now also becoming available for such applications. An empirical comparison between these two techniques is demonstrated for the high-speed velocimetry of the breakup of an annular air-assisted spray. A threshold based sub-pixel interpolating edge detection algorithm is employed. Both real and synthetic images are used to determine the sensitivity of the error in these techniques to changes in both image noise and defocus, the two leading causes of information loss. It is demonstrated that correlation image velocimetry techniques are generally superior in precision and accuracy as compared to edge detection techniques for the application of spray velocimetry within a reasonable parameter space of noise and defocus.
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achievable spatial resolution is desired. In addition, the necessity of selecting a set threshold level means that measurement accuracy and repeatability is contingent on the lighting arrangement.
We have recently presented a new approach to subpixel velocimetry utilising an image correlation technique [10] , including a detailed error sensitivity analysis. Due to the multiplicative-additive nature of cross-correlation algorithms, a low sensitivity to random noise is expected. However, the merits of such an approach need to be weighed against suitable alternatives.
A popular approach is local edge detection. A large number of specialised algorithms [11] have been developed for machine vision purposes, with the aims of noise rejection and repeatability under varying lighting conditions. A popular family of algorithms are filtering methods, such as the Canny, Sobel, and Prewitt filters [12, 13, 14] . These algorithms are mature and offer excellent noise rejection but are precise only to within the filter size; typically several pixels. More modern approaches to edge detection include the adaptive wavelet [15] or phase congruency [16] algorithms. These are more advanced, and employ wavelet fitting and trigonometric interpolation to provide a much higher level of edge precision under varying lighting conditions. Precision is limited for these algorithms primarily by noise.
A common feature of all edge detection algorithms is a manually or automatically set threshold criteria to trigger detection of an edge as a function of its position, regardless of the approach. These existing algorithms generally lack the thorough error analysis necessary to determine the merit of such approaches for confident quantitative scientific measurements of fine details such as spray instabilities. As such it is necessary to quantify the precision (random) errors and mean (systematic) errors of any suitable alternative algorithm [17] .
In this paper, we will compare the performance of the correlation technique [10] to a competitive edge detection algorithm. Since one of the essential features of edge detection is its highly optimised nature [11] , a suitable algorithm is adapted specifically for spray applications. The key features and benefits of several edge detection algorithms such as automatic thresholding, subpixel fitting and Gaussian filtering are combined. Both edge detection and correlation are subjected to sensitivity analysis using real experimental images of sprays. The experimental spray is an annular sheet with dual co-flowing, non-swirling gas flows which promote the aerodynamic breakup of the sheet. The annular sheet [18] is employed in preference to the more traditional planar sheet [7, 19] due to the ease of line of sight observation of the axisymmetric instability without the free end interference of a plane sheet. We will demonstrate that under typical conditions, correlation methods offer superior precision and accuracy to optimised subpixel edge detection methods for the specific application of measuring mixing layer instability velocity.
METHOD 2.1. Experiment setup
The annular sheet under study is shown in Fig. 1 . Water is pumped through a recirculating system and compressed air is supplied through separately metered inlets to the inner and outer gas flows. The annular nozzle has a diameter of 36 mm and an outer co-flow thickness of 5 mm. The inner and outer gas velocities may be varied independently. The nozzle exit conditions are purely axial, resulting in a highly axisymmetric nonswirling instability suitable for line of sight measurements. For a detailed description of the nozzle geometry, see [10] . The sheet thickness h = 1 mm is used as the characteristic length scale in the cylindrical co-ordinate system (r, θ, x). The typical scaling parameters for the annular sheet are the Reynolds Number and Weber Numbers of the liquid sheet and gas phases;
where subscripts i,o,w represent the inner co-flow jet, outer co-flow and water sheet. The characteristic mean exit velocity is taken as the mass flow rate measured from the supply averaged over the known area of the exit plane of the inner co-flow jet, water sheet or outer co-flow; 
The 3 conditions considered in the sensitivity analysis span a typical range of spray co-flow operating conditions (MR i = 0.792, We w = 4.37, Re w = 563, MR o = 0, 0.549 & 4.942) matching those used in the sensitivity analysis of the correlation technique [10] .
A high speed monochromatic camera records the 648 × 168 pixel region indicated in Fig. 1 at 6144 frames/s. A 200 mm prime lens gives a magnification of 40 pixels/mm, with an exposure time of 10 µs. 18432 frames were recorded per experiment, giving a continuous recording time of 3 seconds, and measurements at each condition were repeated 6 times for a total of 1.1 × 10 5 samples per condition. A DC floodlamp was employed as a backlight in order to achieve a high contrast image. A typical sequence of images is shown in Fig. 2 . Sample sequence of images of sheet instability matching the region of interest in Fig. 1 . Images are rotated such that the sheet convects left to right. Every sixth frame is shown.
Subpixel edge detection algorithm
An optimised subpixel edge detection algorithm for spray applications has been developed based on several requirements of optical quality. It is assumed that background noise is universally represented by a single statistical distribution with defined, measurable parameters, and that the edge can always be represented as a discrete continuous function on the image plane (the edge does not cross itself).
The design of an optimum algorithm is achieved by combining the most beneficial features of existing algorithms. Gaussian filtering approaches such as Canny [12] have low noise and defocus sensitivity, as the image is low-pass filtered before gradient thresholding is applied. Edge precision within the filter width (typically several pixels) is lost. In more modern algorithms such as the adaptive wavelet [15] , trigonometric interpolation and adaptive thresholding provide subpixel precision but require low levels of local noise. In the optimised algorithm presented in this paper, subpixel precision is achieved by employing the subpixel curve-fitting and automatic thresholding typical to modern wavelet techniques, but in the form of a Gaussian fit typical of filtering algorithms, permitting reduced noise and defocus sensitivity.
The background noise distribution of the source image is the remaining noise after subtraction of the CCD dark current by the sensor and subtraction of the average background. Imaging system noise is caused by photon noise on the digital sensor, consisting of a spatially homogeneous component (dark current noise) and a spatially varying component (pattern noise) [20] . The resulting images can be linearly histogramequalised in order to minimise the intensity quantisation error [21] . The remaining image noise for a CCD camera has a Poisson distribution [20] .
Within the image, an edge is approached at each discrete pixel value of x (streamwise distance from the nozzle) by taking a strip of edge-normal values I j which represents a normal intensity profile as per Fig. 3 . Subpixel location within this intensity profile can be inferenced from local pixel intensity changes and curve-fitting between pixel boundaries [15, 22] . To do so, knowledge of the form of the normal intensity profile is necessary. The optical transform of a defocused edge is commonly modelled with a Gaussian point spread function [23] and this is accepted to be the most robust model available in accounting for aberrations in real imaging systems [13] . However, this does not completely accurately model the defocus transform [24, 25, 26] across its entire width, but does accurately fit the transform at the half-width as demonstrated in Fig. 3 . In the reverse transform, a Gaussian is fitted with least squares error to the derivative of the edge ∂I/∂r to extract the level of blur (variance of the Gaussian) and the edge location (taken as the mean). In the forward transform (simulating the blur) a Gaussian kernel is applied to the discretised image of the true edge. Fig. 3 demonstrates the reverse transform as applied to a strongly defocused edge, and the forward transform (at the equivalent blur level) applied to an ideal step. In fitting the Gaussian, a kurtosis is apparent in comparison to a real edge.
Since the error in the Gaussian fit is locally minimised at the mean, the error in the spatial derivative of the intensity is also minimised and the normal intensity profile becomes linear around the mean of the Gaussian. In order to interpolate the subpixel edge location accurately the interpolation must occur within this region of vanishing error. Exploiting this feature of the Gaussian least squares fit, a linear interpolation within the linear region will yield an accurate subpixel interpolation of the location of the half-width of the edge transform, which we define as being the true edge.
The pixel location i is defined as the pixel closest to the true edge, being first pixel past the threshold intensity (7) The automatically set threshold intensity is defined as the mean of the expected low intensity (foreground) and high intensity (background) levels away from the defocused edge region 
Figure 3:
A real defocused edge and an ideal step edge are shown. The edge coordinate is the radial axis in which velocity is to be measured, which is aligned with the pixel array, as typical of most edge detection algorithms. It is scaled by the standard deviation of the Gaussian fit. Convolutions of the step edge with the Gaussian kernel and the true edge with the Gaussian least squares fit are shown. Error in the Gaussian and its derivative shown on second axis, normalised to the intensity range of the image (which is at 8 bit depth). σ b represents the standard deviation of the least squares Gaussian fit to the edge intensity profile; the choice of the boundary of the edge intensity profile ±2.5σ b is based on empirical observations of the edge transform as per Fig. 3 . If the nearest pixel position r i is approximated to be the edge position, the edge detection is binarised by a threshold and is typical of most machine vision algorithms [12] . In order to improve the sensitivity of the measurement to small velocities, a subpixel interpolation based on the Gaussian fitting approach above is introduced. For any streamwise position x , the radial position of the edge is approximated by the linear interpolation (9) where the radial image intensity vector I at some x is histogram-equalised between 0 (object) and 1 (background). Once the edge location is known, the local velocity between consecutive images separated by ∆t can be estimated; (10) Provided that the lighting setup is consistently controlled, bias in the detected edge location due to skewing of the defocus caused by off-axis lighting or surface reflection can be removed from the resultant signal based on the known position of the nozzle as the starting point.
Changes in the blur level σ b will shift the offset proportionally to any error in locating the linear region of intensity profile from eqn. 8. In very noisy images, the noise can become so large that the detected threshold falls outside the nearest pixel and subpixel accuracy is rapidly lost. Additionally, severe increases in σ b will lower the signal-tonoise ratio of the edge as the normal intensity gradient decreases relative to the background noise, leading to an inevitable loss of edge precision regardless of the method. As such, an error sensitivity analysis is required.
Correlation algorithm
As stated above we will compare the previously introduced edge detection technique to a cross-correlation edge detection algorithm based on a family of image correlation techniques [27] . In this technique the edge velocity is obtained via cross-correlation of normal intensity profiles (as per Fig. 3 ) between consecutive frames. This is achieved with a high computational efficiency by employing the convolution theorem. The peak of the resulting cross-correlation function is located to subpixel precision via quadratic interpolation, given an expected shape of the cross-correlation function for a defocused edge. An error & sensitivity analysis against noise and defocus has been conducted, and the results of this error analysis compared to one below for the subpixel edge detection method presented above. For more details on this technique see [10] . 
Sensitivity analysis
In order to determine the sensitivity of both methods to typical variations in image quality, the effect of distortions of the intensity gradient across the interface that are related to factors other than the desired displacement must be considered. These factors primarily include random noise, and variation in the intensity gradient due to blur (defocusing) between frames [10] . A defocus is always present due to the optics and the nature of the liquid surface itself -a focused image minimises the blur but does not eliminate it. Since the optical blurring is approximately Gaussian, the metric for blur is taken as the standard deviation σ b of the Gaussian kernel (11) which represents the loss of spatial precision in the intensity data. σ b in the focal plane for the liquid surface is typically in the range 1 < σ b < 2 pixels.
Following the optical blurring, noise is added by the CCD array from multiple sources [14] . The random photon shot noise is represented by a Poisson distribution [20] and increases proportional to the image intensity as the number of photons (ie. exposure time) decreases. Given a sufficiently large number of photons arriving at the CCD array during the exposure time, the photon shot noise can be modelled with the Gaussian approximation to the Poisson distribution. The scaled noise factor 0 ≤ N ≤ 1 is proportional to the standard deviation of the Gaussian noise distribution, where N = 1 corresponds to a sufficient level of noise such that none of the original image signal remains.
The absolute deviation ε for surface velocity (eqn. 10) due to constant or varying blur scaled to the pixel size (σ b , ∆σ b ) and noise (N ) is thus calculated as the absolute deviation of u r from the distorted image to the reference image at the same conditions; (12) The reference image is the same image as the distorted one, but without any added noise or blurring.
Since the oscillation of the sheet surface is periodic, the power spectrum is also of interest. The signal to noise ratio of a spectral peak under the influence of the distortion parameters above is given by the relative Power Ratio; (13) where the peak and noise floor power are determined by integration of the velocity power spectrum, and are functions of the distortion parameters σ b , ∆σ b , N.
The sensitivity of the error transfer function H is thus tested independently against each of the distortion parameters. Assuming that the reference condition error is
International journal of spray and combustion dynamics · Volume . 3 · Number . 2 . 2011 unsaturated, an estimate of the uncertainty of the measurement introduced by the distortion parameters can be obtained as a mean (bias) and precision (random) error derived from the statistical properties of ε. Following [10] , several tests are undertaken to determine the effects of image distortion on velocity measurement and power spectrum signal to noise ratio. In Test A, artificial Gaussian blur is applied uniformly using eqn. 11. This kind of blurring typically results from the focal & exposure limitations of the camera. A range of blur values σ b ≤ 10 is considered, which represents the maximum level of blur which may be observed due to motion of the surface. In Test B, Gaussian blur is applied differentially to consecutive frames such that the shape of the intensity profile is distorted. This kind of blurring typically occurs due to motion blurring of fast wave peaks and out-of-plane waves travelling on the sheet surface. The effect is observed with a differential blur level ∆σ b ≤ 10. In Test C, random noise is added equally to all frames. A range of noise values N ≤ 0.5 is considered.
RESULTS AND DISCUSSION
Each test was conducted over 3 experimental conditions, each comprising 18432 images and ten x values near the nozzle exit where the perturbations are small. This gives a statistical population of approximately 6×10 5 samples per test. The statistical properties of the deviation ε due to image distortion are represented as mean error (bias) being the expected deviation ε -and and precision (random) error ε 3s being 3 sample standard deviations (a 99.7% confidence interval around ε -).
The velocity measurement for a typical spray image with correlation is shown in Fig. 4(a) . The velocity waveform is resolved to sub-pixel amplitude close to the nozzle exit. The corresponding edge detection measurements are shown in Figs. 4(b) & 4(c) , with and without subpixel interpolation. Without interpolation the binarised threshold measurement is typical of many commonly used filtering algorithms such as Canny [12] . The advantages of subpixel interpolation are clearly shown by the contrasting resolution of Figs. 4(b) & 4(c) . In the error sensitivity analysis which follows only the interpolated edge detection method will be considered, as the accuracy and precision of this measurement will be better. The interpolation and correlation measurements are well-correlated for the smaller velocities but discrepancies at the peak velocities are observed.
The corresponding power spectra from Fig. 4 (a) are shown in Fig. 5 , demonstrating a single strong peak frequency. Integration of the power at this peak gives the signal power for the power ratio (eqn. 13). The integration bandwidth is one FFT bin either side of the peak signal (±3Hz).
Figs. 6 & 7 demonstrate the sensitivity of velocity error statistics to constant and varying defocus on both correlation and edge detection algorithms. Both techniques are insensitive to increase in σ b . Under typical experimental conditions (σ b = 2), the edge detection algorithm has a mean velocity error of ε -= 0.056U − (0.127 pixels) with a precision error of ε 3s = 0.454U − (1.033 pixels). The correlation method has a consistently lower error; at typical conditions the mean error is ε -= 0.006U − (0.013 pixels) and precision error ε 3s = 0.024U − (0.054 pixels). Velocity error statistics ε -and ε 3s for Test A; constant defocus σ b . Fig. 9 demonstrates the sensitivity of PR to changes in defocus. Sensitivity to σ b is small. Both techniques lose signal to noise ratio under the influence of varying defocus ∆σ b . Due to differences in the edge intensity profile between consecutive images, the cross-correlation peak for the correlation method is reduced [10] , whereas the edge detection method will record a consistent velocity bias which will redistribute the spectral energy away from the true peak. In our previous paper, the correlation method performed very poorly under these conditions due to the power spectrum being taken Velocity error statistics ε -and ε 3s for Test B; varying defocus ∆σ b . from the integrated velocity signal, which summed the bias errors in the velocity over time [10] . In this paper, the power spectrum of velocity is taken, and performance under the influence of varying blur ∆σ b is found to be significantly improved. Regardless, the edge detection method still demonstrates less error sensitivity. However, at the high frame rates necessary for spray experiments, a typical rate of change of defocus due to out of plane motion or motion blur due to wave acceleration would be much less than ∆σ b = 1 pixels per frame (given a short enough exposure time). As such, the advantages of the edge detection method in this regard are minimal. For Test C (Fig. 10) , the correlation algorithm is much less sensitive to noise. Under typical experimental conditions (σ b = 2, Ν = 0.02) both methods have near-unity relative power ratios due to both defocus and noise. It can therefore be concluded that under typical conditions, there is no drop in spectrum signal to noise ratio due to noise, and drops in spectral signal to noise ratio are primarily due to defocusing effects.
CONCLUSIONS
A comparison of edge detection and correlation algorithms for the measurement of initial instabilities in spray formation jets and sheets has been demonstrated, with application to measurement of the surface instability of an annular sheet undergoing aerodynamic breakup. A subpixel edge detection method has been developed based on local interpolation of the intensity gradient. Without interpolation, the technique is typical of many common filter-based edge detection methods. With subpixel interpolation, velocity measurements are significantly more precise. Error sensitivity analysis demonstrates that a correlation method is superior to a competitive and optimised subpixel edge detection method with both lower mean error (bias) and lower precision error (random error) under most conditions. These results confirm the advantageous noise rejection properties of correlation techniques due to their multiplicative-additive nature. Spectral power ratio is also superior for the correlation algorithm under most conditions, however the edge detection power spectrum is slightly less sensitive to rate of change of defocus.
The increased sensitivity of the correlation coefficient to rate of change of defocus may be employed as an indicator of out of plane sheet motion. In the edge detection algorithm, no such metric is available. Furthermore, at the high frame rates necessary for time resolved spray measurements, differential blur effects are minimal and the lower velocity error and noise sensitivity of the correlation method are more advantageous.
It is concluded that at both typical experimental conditions and more severe noise and defocus conditions, even with the clear advantages of a highly optimised subpixel interpolation, a correlation algorithm is a more accurate and precise method of measuring instability velocity in sprays than the traditionally preferred local edge detection approach.
