Abstract-This paper presents the results of measurements and simulations of the characteristics of 900 MHz band radio propagation channels in a tunnel environment. The simulations were made using the FDTD method (with companion UPML) and measurements made use of the swept frequency technique. Another method, the metaheuristic Simulated Annealing, was implemented for estimating the values of characteristic parameters of materials. The FDTD code was reformulated for use with CUDA with the objective of decreasing program running time. 
B. Simulated Annealing Technique: Practical Implementation for Characteristic Parameters Estimation.
Lack of knowledge of characteristic parameters of walls materials made it necessary the use of a meta-heuristic technique, called "simulated annealing", in order to minimize the difference between estimated and measured values. The concept of the method is based on the manner in which liquids freeze or metals recrystalize in the process of annealing, thereby transforming a poor, unordered solution into a highly optimized, desirable one [5] [6] . This process of reducing the mismatch is called calibration and it consists in extracting relevant multipath components (MPCs), for instance once reflected paths, simultaneously from the model and measurement. Afterwards, the simulated annealing is performed to optimize the material parameters. The calibration was performed using the measurements for LOS case Tx-Rx1 in Fig.1 . Fig. 3 displays the obtained (before and after calibration) and measured power delay profile (PDP). As expected, the calibrated PDP shows a better match with the measured PDP for Tx-Rx1. The values encountered were used for the other cases considered in this work.
Details of the implementation are described in the following paragraphs. In the process of annealing used, the initial material properties were defined using known tabulated values for reinforced concrete (ε r = 4.95 and conductivity σ= 0.01 S/m) available in the literature [7] .
As the relation between the power taps and material parameters is a non linear combinatorial relationship, this technique provides the general optimal solution by simultaneously changing the dielectric constant and conductivity of concrete parameters with a changing step at each range of iterations, for relevant multipath components(MPC).
The algorithm considers a subset of M measurements with P i power taps from each measurement i.
The objective function, defined as the root mean square error (RMSE) between the measured and the predicted tap powers from all M measurements, is optimized to return a measure of the energy state This scheme allows the algorithm to escape from local minima. By decreasing the step, it computes the best value at each iteration as depicted in Fig. 2 with 1764 iterations for the convergence of the simulated annealing algorithm when minimizing RMSE. The objective function evolves from 7 dB to an optimal value of 0.3 dB for which the material parameters of the database are changed. 
C. Antenna modelling
The transmitter (Tx) and receiver antennas (Rx1, Rx2) in Fig 
III. FDTD IMPLEMENTATION
As for the implementation of the FDTD method for the most critical configuration, the discretization of the computational domain followed an uniform grid with spatial step ∆x = λ/10, which, for a working frequency of 900 MHz (wavelength λ=0.3331 m), corresponds to ∆x = 0.0333 m. Numerical dispersion was thereby avoided and, by proper choice of the temporal step (∆t = 0.0577 ns), calculated according to Courant criteria [1] and used in central difference approximation of Maxwell equations, numerical stability was assured. Also, for the truncation of the domain, 7 UPML layers were implemented accordingly [2] . iterations were necessary to address the 500 ns duration of the simulations displayed above, rendering approximately 5 hours of computer time. In order to remedy this problem, the original code in C language was translated to CUDA (Compute Unified Device Architecture), a parallel computing architecture that use C with Nvidia extensions [8] . GPUs for parallel computation with minimum graphics knowledge, the framework CUDA providing to the programmer a minimal extension to use functions named kernel to call a process a number of times concurrently. In the CUDA model, being each data processed by an individual thread, each thread runs a distinct process or program. Threads are organized inside blocks, and blocks are in turn grouped inside grids. The kernel is called using a global declaration and the number of threads and blocks. Each process runs on a thread, and each thread has a number for its identification [8] . Each multiprocessor has a small shared memory that can be accessed from each of its processors, and there is a large global memory space common to all the multiprocessors. Shared memory is very fast and is usually used for caching data from global memory. Both shared and global memory can be accessed by any thread for reading and writing operations without restrictions [8] .
B. GPU implementation
These multiple levels of memory hierarchy are quite different from the common CPU memory/cache model. The CUDA memory hierarchy is composed of a large on-board global memory which is used as main storage for the computational data and for synchronization with the host memory. Unfortunately, the global memory is very slow and not automatically cached. To fully utilize the available memory bandwidth between the global memory and the GPU cores, data has to be accessed consecutively. To alleviate the high latencies of the global memory, a shared memory can be used. Shared memory is explicitly managed by the kernel and special care has to be taken when it is accessed. When the same shared memory banks are accessed by multiple threads at the same time, a memory access conflicts will occur and the readings to the same memory bank will be serialized [9] .
A general-purpose computing on GPUs so-called GPGPU applications follows the steps:
1. Define and reserve memory for CPU and GPU data structures. 2. Copy data from CPU to GPU global memory 3. Define numThreads and numBlocks variables 4. Execute CUDA procedure for each thread 5. Copy data results from GPU to CPU 6. Free GPU data structures
The initial CUDA FDTD version of the code was implemented to work on GPU Quadro FX 1800 series with clock rate: 1400 MHz, multiprocessors: 8, threads per block: 512, global memory: 767.688 MB, memory shared per block: 16 KB. The (x,y,z) E and H field components were stored on the device memory as 32 bit floating point variables. A texture memory was used to store, as a pointer stream, the material types in the model space. In both of these cases, the 3D volume was flattened into 2D and was accessed via an algorithm based on 3D to 2D address translation. This allows the entire 3D space to be updated in one render pass and also avoids potential "read after write" data corruption.
The material type pointer stream was used for material property lookups stored in textures. E and H scattered field update calculations were converted to fragment programs, taking the E and H fields values stored in textures as inputs. Between each time step, input and output memories on the device are swapped providing a feedback loop and avoiding the performance penalty of pushing data across the system bus. Performance achieved with this version GPU was 10 times more fast that if compared to the CPU version one, it is believed that this should improve in upcoming versions of the program due to ongoing code optimization processes.
IV. MEASUREMENTS The wideband experimental setup is shown in Fig. 6 [3] , [4] . The system consists of an HP 8350B sweep oscillator, 8510C network analyzer, and 8517A -parameter test set. Port 1 was connected to the transmit antenna through a 10-m coaxial cable. The power outputted to the transmit antenna was 15 dBm. The transmitted sweep frequency waves were captured by the receive antenna connected to port 2 through another 50-m cable. The measured data of wideband propagation characteristics was stored onto a floppy disk of the network analyzer for subsequent analysis. Deviations between measurement and simulations, thereafter, are credited to probe resolution which fails to take into account relevant reflected ray contributions for short distances between transmitter and receiver antennas. Figure 8 show the comparison between averaged 900 MHz vertically polarized power delay profiles for a 50 m antenna separation, which permits the probe resolutions to yield measured data followed more closely by simulations. Also, as expected, the main contribution following a direct propagation path, detected at about 167 ns, is observed to be substantially stronger than those reaching the receiver via reflected paths with partial energy carried by the delayed waves being inevitably absorbed by the tunnel walls. Future work will address the analytical description of mode guiding in tunnels in order to investigate coverage characteristics along extended frequency bands. Modal analyses can then be converted into ray-optical ones via appropriated Poisson Sums to access the localized tracking of field contributions to specific observation regions and, through Fourier inversions, the corresponding evolutions in time. In this way, a physical transparency may be added to FDTD results such as these presented herein, therefore contributing to its interpretation and desired validation. Once this is achieved, one gains confidence in exploring the implementation of FDTD to simulate the EM coverage of more complex and arbitrary tunnel scenarios, whereby frequency-domain analytical efforts tend to be cumbersome and diversified for broad band purposes.
