Abstract-The removal of Poisson noise is often performed through the following three-step procedure. First, the noise variance is stabilized by applying the Anscombe root transformation to the data, producing a signal in which the noise can be treated as additive Gaussian with unitary variance. Second, the noise is removed using a conventional denoising algorithm for additive white Gaussian noise. Third, an inverse transformation is applied to the denoised signal, obtaining the estimate of the signal of interest. The choice of the proper inverse transformation is crucial in order to minimize the bias error which arises when the nonlinear forward transformation is applied. We introduce optimal inverses for the Anscombe transformation, in particular the exact unbiased inverse, a maximum likelihood (ML) inverse, and a more sophisticated minimum mean square error (MMSE) inverse. We then present an experimental analysis using a few state-of-the-art denoising algorithms and show that the estimation can be consistently improved by applying the exact unbiased inverse, particularly at the low-count regime. This results in a very efficient filtering solution that is competitive with some of the best existing methods for Poisson image denoising.
I. INTRODUCTION

P
OISSON noise is characteristic of many image acquisition modalities, and its removal is of fundamental importance for many applications and particularly in astronomy and medical imaging. As the noise variance equals the expected value of the underlying true signal, Poisson noise is signal dependent, which makes the premise for Poisson denoising very different from the case of additive white Gaussian noise with constant variance typically assumed by signal processing filters.
Although denoising algorithms specifically designed for Poisson noise have been proposed (e.g., [1] - [7] ), often the removal of Poisson noise is performed through the following three-step procedure. First, the noise variance is stabilized by applying the Anscombe root transformation [8] to the data. This produces a signal in which the noise can be treated as additive Gaussian with unitary variance. Second, the noise is removed using a conventional denoising algorithm for additive white Gaussian noise. Third, an inverse transformation is applied to the denoised signal, obtaining the estimate of the signal of interest.
This paper focuses on this last step and aims at identifying and emphasizing the role that the inversion plays in ensuring the success of the whole procedure.
In the recent years, variance stabilization has often been questioned as a viable method for Poisson noise removal because of the poor numerical results achieved at the low-count regime, i.e., for low-intensity signals, which corresponds to the case of low signal-to-noise ratio (SNR). We show that this disappointing performance, reported in many earlier works (e.g., [1] - [3] ), is not due to the stabilization itself (i.e., to the forward transformation), but rather to the inverse transformation.
The choice of the proper inverse transformation is crucial in order to minimize the bias error which arises when the nonlinear forward transformation is applied. Both the algebraic inverse and the asymptotically unbiased inverse proposed by Anscombe [8] lead to a significant bias at low counts. In particular, the latter inverse provides unbiasedness only asymptotically for large counts while at low counts it leads to a larger bias than the former one.
This work extends our preliminary paper [9] by considering more general optimal inverses for the Anscombe transformation. First we introduce the exact unbiased inverse and show that it coincides with a form of maximum likelihood (ML) inverse, and then we consider a more sophisticated minimum mean square error (MMSE) inverse. After that, we present an extensive experimental analysis using a few state-of-the-art denoising algorithms and show that the results can be consistently improved by applying the exact unbiased inverse. In particular, the combination of BM3D [10] and the exact unbiased inverse outperforms some of the best existing algorithms specifically targeted at Poisson noise removal, while maintaining low computational complexity.
The rest of the paper is organized as follows. Section II introduces some preliminaries about Poisson noise, variance stabilization and the conventional inverses of the Anscombe transformation. In Section III, we consider optimal inverse transformations: first we propose the exact unbiased inverse, which can be interpreted as an ML inverse, and finally we discuss the MMSE inverse. Section IV consists of various experiments, followed by discussion and conclusions in Section V.
II. PRELIMINARIES
A. Poisson Noise
Let , , be the observed pixel values obtained through an image acquisition device. We consider each to be an independent random Poisson variable whose mean is the underlying intensity value to be estimated. Explicitly, the discrete Poisson probability of each is (1) In addition to being the mean of the Poisson variable , the parameter is also its variance (2) Poisson noise can be formally defined as (3) thus, we trivially have and . Since the noise variance depends upon the true intensity value, Poisson noise is signal dependent. More specifically, the standard deviation of the noise equals . Due to this, the effect of Poisson noise increases (i.e., the signal-to-noise ratio decreases) as the intensity value decreases.
B. Variance Stabilization and the Anscombe Transformation
The rationale behind applying a variance-stabilizing transformation is to remove the data-dependence of the noise variance, so that it becomes constant throughout the whole data , . Moreover, if the transformation is also normalizing (i.e., it results in a Gaussian noise distribution), we can estimate the intensity values with a conventional denoising method designed for additive white Gaussian noise. Neither exact stabilization nor exact normalization are possible [11] , [12] , therefore, in practice, approximate or asymptotical results are employed.
One of the most popular variance-stabilizing transformations is the Anscombe transformation [8] (4) Applying (4) to Poisson distributed data gives a signal whose noise is asymptotically additive standard normal.
The denoising of produces a signal that can be considered as an estimate of . We need to apply an inverse transformation to in order to obtain the desired estimate of . The direct algebraic inverse of (4) is (5) but the resulting estimate of is biased, because the nonlinearity of the transformation means we generally have (6) and, thus (7) Another possibility is to use the adjusted inverse [8] (8) which provides asymptotical unbiasedness for large counts. This is the inverse typically used in applications.
III. OPTIMAL INVERSE TRANSFORMATIONS
While the asymptotically unbiased inverse (8) provides good results for high-count data, applying it to low-count data leads to a biased estimate, as can be seen, e.g., in [1] . Here we consider three types of optimal inverses.
A. Exact Unbiased Inverse
Provided a successful denoising, i.e., is treated as , the exact unbiased inverse of the Anscombe transformation is an inverse transformation that maps the values to the desired values
Since for any given , the problem of finding the inverse reduces to computing the values , which is done by numerical evaluation of the integral corresponding to the expectation operator (10) where is the generalized probability density function of conditioned on . In our case, we have discrete Poisson probabilities , so we can replace the integral by summation (11) Further, since here is the forward Anscombe transformation (4), we can write (11) as (12) Fig. 1 shows the plots of the inverse transformations , and . Since is unbiased, we see that at low counts the asymptotically unbiased inverse actually leads to a larger bias than the algebraic inverse.
Let us remark that if the exact unbiased inverse (9) is applied to the denoised data with some errors (in the sense that ), then the estimation error in can include variance as well as bias components. In general, the unbiasedness of holds only provided that exactly, as it is assumed when defining (9) .
B. ML Inverse
In the previous Section III-A, we assumed that the denoising is successful (i.e., we can treat the denoised signal as ), which then lead us to the concept of the exact unbiased inverse. Now we consider a more general scenario, where this assumption does not necessarily hold: instead of the strict equality, we assume that the pointwise MSE of as an estimate of is (13) In practice the distribution of is unknown. For simplicity, we assume that is normally distributed around with variance (14) While formally (14) implies that is an unbiased estimate of , in fact also unknown estimation-bias errors can be considered as contributors of , with the symmetry of the distribution about reflecting our uncertainty about the sign of the bias.
By treating as the data, the ML inverse is defined as (15) where, according to (14) (
Under the previously mentioned assumptions, this equals to (see Appendix for details)
Thus, the exact unbiased inverse coincides with this form of ML inverse. Note also that is independent of . The obtained result (17) holds whenever has a fixed (invariant with respect to ) unimodal distribution with mode at 0. 
C. MMSE Inverse
Under the same hypotheses of Section III-B, we define the MMSE inverse, which is parametrized by , as (18) It is worth reminding that we assume to be normally distributed according to (14) ; if this assumption does not hold, the obtained inverse is not necessarily the true minimum MSE inverse.
Additionally assuming that the true signal is uniformly distributed, solving for (see Appendix for details) produces the following formula for computing the inverse (19) where is given by (16) . Note that the exact unbiased inverse can be considered a limit case of the MMSE inverse, obtained when , because becomes a Dirac impulse centered at that particular value of such that . In other words 
IV. EXPERIMENTS
All of our experiments consist of the same three-step denoising procedure: First we apply the forward Anscombe transformation (4) to a noisy image. Then we denoise the transformed image (assuming additive white Gaussian noise of unit variance) with either BM3D [10] , SAFIR [13] or BLS-GSM [14] , and finally we apply an inverse transformation in order to get the final estimate. (12), and for large values 1 of we approximate by . In similar fashion, the MMSE inverse can be obtained based upon numerical evaluation of the two integrals in (19) .
Matlab functions implementing these two optimal inverse transformations are available online at http://www.cs.tut.fi/ foi/invansc. We evaluate the performance either by normalized mean integrated square error (NMISE) or by peak signal-to-noise ratio (PSNR). The NMISE is calculated using the formula (21) where are the estimated intensities, the respective true values, and the sum is computed over the pixels in the image for which . The PSNR is calculated using the formula (22) where is the total number of pixels in the image. In Section IV-A, we consider the exact unbiased inverse, and Section IV-B consists of experiments with the MMSE inverse. Section IV-C addresses the computational complexity of the inverse transformations and the denoising algorithms.
A. Exact Unbiased Inverse
We consider three sets of experiments in order to compare against the three recent works [1] - [3] , each of which proposes an algorithm specifically designed for Poisson noise removal (MS-VST, PH-HMT, and Interscale PURE-LET, respectively). To the best of our knowledge, these algorithms are currently achieving the best results in denoising Poisson data. In particular, both MS-VST and PURE-LET have been shown [1] , [3] to outperform the Haar-Fisz algorithm [4] and platelets [6] , [7] .
1) NMISE Comparison Against MS-VST [1] and PH-HMT [2]:
For the first set we proceed in the same way as in [1] in order to produce comparable results: the previously mentioned three-step denoising procedure is performed five times for each image, each time with a different realization of the random noise. We evaluate the performance by using NMISE, and the obtained NMISE values are finally averaged over these five replications. This metric was chosen because of the available results for comparison in [1] and [2] . The authors of [1] also kindly provided us with their set of test images (all of them 256 256 in size), shown in Fig. 3 .
The denoising is done with either BM3D, SAFIR, or BLS-GSM, and for the inversion of the denoised signal we use the exact unbiased inverse. The same experiments are also done for the asymptotically unbiased inverse (8), whose results serve as a point of comparison.
The numerical results of our experiments are presented in Table I , where we also compare them to the state-of-the-art results obtained with the PH-HMT and MS-VST algorithms proposed in [2] and [1] , respectively. In addition, we have included the results obtained in [1] with the asymptotically unbiased inverse Anscombe transformation combined with various undecimated wavelet transforms (here collectively denoted as WT). Table I shows not only that the exact unbiased inverse produces significantly better results at low counts than the asymptotically unbiased inverse, but also that the method is competitive with both PH-HMT and MS-VST. In particular, the combination of BM3D and the exact unbiased inverse outperforms both of them in terms of NMISE.
Figs. 4 and 5 illustrate the improvement that is achieved (especially at low counts) by applying the exact unbiased inverse instead of the asymptotically unbiased inverse, while Fig. 6 compares the different algorithms for the denoising of the Cells image (the exact unbiased inverse combined with Fig. 7(a) . Fig. 7(b) . [1] . The original image is shown in Fig. 3. BM3D, SAFIR, and BLS-GSM, and the best MS-VST result from [1] ). In addition, we present a chosen cross section (i.e., one row) of some of the test images in Fig. 7 . These plots also clearly demonstrate that at low counts the exact unbiased inverse provides a significant improvement over the asymptotically unbiased inverse, whereas at high counts the difference is expectedly negligible.
For additional figures we refer to our preliminary paper [9] .
2) PSNR Comparison Against PH-HMT [2]:
In the second part of the experiments we use the test images shown in Fig. 8 and evaluate the performance in terms of PSNR, thus, enabling us to compare against the PH-HMT results in [2] . This time we scale each image to seven different peak intensity levels (1, 2, 3, 4, 5, 10, and 20), and for each of them we perform the denoising procedure ten times, with ten different realizations of the random noise.
As shown previously, we use either BM3D, SAFIR, or BLS-GSM for the denoising, and the inversion is done with either the exact unbiased inverse or the asymptotically unbiased inverse.
The results, which are averages of ten PSNR values, are reported in Table II . We see again that at low peak intensities we get a substantial improvement by applying the exact unbiased inverse instead of the asymptotically unbiased inverse, regardless of the used denoising algorithm. Indeed, the best results of the table mainly correspond to algorithms combined with the exact unbiased inverse. In particular, the best overall performance is obtained with BM3D, although both SAFIR and PH-HMT provide competitive results especially at the lowest peak intensities. The different performance at low counts is possibly explained by SAFIR exploiting adaptive window sizes, as opposed to BM3D, which uses fixed-size blocks.
Note that the average PSNR values of the noisy images in Table II have minor differences to those reported in [2] due to different realizations of the random noise.
3) PSNR Comparison Against PURE-LET [3]:
The third part of our experiments is very similar to the second one, with the following differences: Now we use the four test images shown in Fig. 9 and compare our results against the best results obtained with the Interscale PURE-LET (with two cyclic shifts) [3] . Each image is scaled to the peak intensity levels 1, 5, 10, 20, 30, 60, and 120 so we do not focus at low counts as much as earlier.
As in [3] , the denoising performance is evaluated in terms of PSNR. values), which are consistent with the results in Table II : the overall performance of BM3D is strong, but it is often outperformed by SAFIR at the lower peak intensity levels. It is interesting to note that for an image like Moon, which presents a large black background area that is completely flat, the performance gap between multiscale (BLS-GSM and PURE-LET) and patch-based (BM3D and SAFIR) methods is reduced, in as much as in a few cases the former methods are producing slightly better numerical results than the latter ones.
4) Summary:
All three sets of experiments produce consistent results, showing that at low intensities we obtain significantly better results by applying the exact unbiased inverse instead of the asymptotically unbiased inverse, whereas at high intensities there is expectedly no significant improvement.
The results also show that combined with a state-of-the-art Gaussian denoising algorithm, the exact unbiased inverse is competitive with some of the best algorithms targeted at Poisson noise removal.
B. MMSE Inverse
Assuming that (14) is valid, the use of the MMSE inverse (18) requires knowledge of the pointwise MSE (13) for the estimate produced by the denoising algorithm. In other words, for each pixel, a pair is used as an argument for . First, in order to illustrate the full potential of this inverse, we show results obtained by employing an oracle estimate of the MSE computed by Monte-Carlo simulations. Second, as an example of the actual performance that can be achieved in practice, we compute an estimate of the MSE using Stein's unbiased risk estimate (SURE) [15] .
For both cases, due to space limitation, we present only the results corresponding to Table I produced using the BM3D algorithm.
1) Oracle Monte-Carlo MSE:
Here we compute the MSE (13) from 50 independent replications of the denoising experiment. This estimate, denoted as , is an oracle estimate which cannot obviously be produced if is unknown. Note that very fine structures of the image are visible in , as shown in the leftmost images in Figs. 10, 11 . The corresponding MMSE estimate of is obtained as . The average NMISE and PSNR results over five independent replications of are reported in Table IV. For some images, the improvement is dramatic (up to almost 2.7 dB PSNR difference for Spots). However, for those images where already the exact unbiased inverse did not provide substantial improvement over the asymptotically unbiased inverse (see Table I ), the differences are much smaller. In the case of Barbara the results are even slightly worse. This can be attributed to the failure of the normal model (14) in describing the actual estimation errors for this particular image dominated by repeated texture.
2) Empirical SURE Estimate: SURE [15] can be used to provide a surrogate for the MSE (13) for an arbitrary denoising algorithm without needing to be known and without resorting to 
where . The Anscombe variance-stabilizing transformation ensures that these assumptions approximately hold with . We compute the partial derivative in (23) as the finite difference , where is the denoised output obtained after perturbing with a finite increment (this value is chosen so that the perturbation can compete with the noise). Thus, calculating (23) requires individual denoising procedures. Although these can be first accelerated by processing only a neighborhood of the perturbed sample and then parallelized, the computational cost of this SURE approach remains obviously very high. Depending upon the particular denoising filter, more sophisticated approaches to empirically estimate (23) exist (see, e.g., [16] ).
This risk estimator is unbiased, but its variance can be high, so it is reasonable to smooth SURE in order to approximate its expectation, thus, improving the estimate. Also for this smoothing we use the BM3D filter. Further, since is constant only approximately, we replace the factor in (23) by (this conditional variance of can be computed numerically as it is done for its conditional expectation). We denote the obtained MSE estimate as . Table IV . On a very simple image, such as Spots, can provide a reasonable approximation of the MSE and, thus, a noticeable improvement in the PSNR. However, for all other images this for Spots and Barbara, respectively. While visually the three estimates of Barbara 
C. Computational Complexity
As our Matlab implementation of the exact unbiased inverse takes advantage of precomputed values of and , the inverse transformation can be executed quickly. Thus, the computation time of the whole denoising procedure mainly depends upon the execution time of the chosen denoising algorithm. Table V shows average computation times of the denoising of Lena (512 512, peak 10) and Cameraman (256 256, peak 10) with the exact unbiased inverse, for two different CPUs. It is worth noting that for SAFIR we do not use the default parameters, but the ones that should give the best results (no subsampling, patch radius , iterations , ,
). This significantly increases the computation time by a factor of about 580, but provides an improvement of about 0.6 dB (see [17] for details about the complexity/performance scaling of the algorithm). Also for BLS-GSM we use its full steerable pyramid implementation.
Note that the faster execution times for the dual core T8300 are rather explained by the fact that the CPU is much newer than the Pentium 4, as at least the Matlab implementation of BM3D does not take advantage of more than one CPU core.
In comparison, the authors of [1] report that the MS-VST + curvelet denoising of Cells [see Fig. 6 (e)] required 1287 s on a 1.1-GHz PC. The authors of [2] do not specify their hardware, but they report the PH-HMT denoising of Cameraman (peak 20) taking 92 s with unoptimized Matlab code. Finally, the authors of [3] report the Interscale PURE-LET denoising of Cameraman at 17.25 dB taking only 0.37 s with two cyclic shifts and 4.6 s with 25 cyclic shifts (hardware not specified). Note that in Table III we compare our results against the PURE-LET with two cyclic shifts, as similar results for 25 cyclic shifts are not presented in [3] .
Regarding our MMSE inverse, even with exploiting some acceleration, the time needed for computing the empirical MSE estimate is hundreds of times higher than that of a single denoising run. Therefore, based upon the minor improvements over shown in Table IV , the practical use of the MMSE inverse appears extremely limited.
V. DISCUSSION AND CONCLUSIONS
In this paper we showed that the three-step procedure of first stabilizing the noise variance by applying the Anscombe transformation, then denoising with an algorithm designed for Gaussian noise, and finally applying an inverse transformation, can still be considered a viable approach for Poisson noise removal. In particular, the poor performance of the asymptotically unbiased inverse at low counts can be overcome by replacing it with the exact unbiased inverse. The excellent performance achieved through the exact unbiased inverse is justified by the fact that this inverse can be interpreted as an ML inverse under rather generic hypotheses.
Further, when combined with a state-of-the-art Gaussian denoising algorithm, this method is competitive with some of the best Poisson noise removal algorithms, such as PH-HMT [2] and MS-VST [1] . While most of the improvement is due to the exact unbiased inverse, the choice of the denoising algorithm does also matter, and of the methods considered here BM3D seems to be the best choice due to its overall strong results combined with low complexity.
We have also proposed an MMSE inverse parametrized by the pointwise MSE of the denoised stabilized data. While this inverse is not suitable for practical applications with generic filters, we argue that it can be relevant within specific implementations where more knowledge about the statistics of the estimates is available.
In connection with our contributions, we would like to mention the work of Neyman and Scott [18] on the unbiased inversion of transformed and stabilized variables, and highlight the aspects that make their results different than ours. First, in [18] it is assumed that the transformed variables are exactly stabilized and normalized, which (as the authors also point out) is not possible for Poisson distributed variables stabilized by a root transformation. In our paper we instead always provide a fully accurate statistical modelling of the distribution of the stabilized Poisson variables . Second, in the case when the estimation is inaccurate, even though we and they both assume a normal distribution of the estimate , the inverse sought by them is an unbiased one (minimum variance unbiased estimate) whereas we address this case by the ML and MMSE inverses.
In this paper we contemplated only imaging, but it is worth noting that the same procedure can be applied to data of any dimension, including 1-D signals and volumetric data.
Let us also remark that even though our focus is on the Anscombe transformation, there exist a variety of other variance-stabilizing transformations for Poisson data, such as the Freeman-Tukey transformation [19] , or more optimized ones discussed in [20] and [21] . However, the emphasis of this paper is on the improvement gained through applying a suitable inverse, rather than on the improvement gained through optimized variance stabilization. We chose to use the Anscombe transformation because it is in wide use, but the proposed method is in no way limited to this particular transformation.
Finally, we wish to note that the concept of optimal inverse transformations is of course not restricted to the Poisson distribution. As a notable example, in our recent paper [22] , we have studied the stabilization and the exact unbiased inverse transformation for the raw data from digital imaging sensors, modelling these data by a doubly censored heteroskedastic normal distribution.
APPENDIX
Here we present the derivations of the ML inverse (17) and the MMSE inverse (19) .
A. Derivation of the ML Inverse
To prove (17) , let us consider two cases. First, if , (15) can be maximized by choosing in such a way that the maximum of the probability density function (PDF) of given (16) coincides with , i.e., . Thus, from (9) we obtain the first half of (17) . Second, if , it is not possible for the maximum of the PDF (16) to coincide with , since ; however, because this PDF is monotonically increasing between and , and because variations of correspond to translations of the PDF, is achieved with the smallest possible , i.e., . Note that this proof relies only on the fact that has a fixed (invariant with respect to y) unimodal distribution with mode at 0.
B. Derivation of the MMSE Inverse
Equation (19) in Section III-C is derived as follows: We define our MMSE inverse transformation by Assuming has an improper uniform distribution over (uninformative prior), we can further write (27) The minimizing the integral in (27) is found by differentiation, giving us (28) In practice, the same result can be obtained by equivalently assuming to be uniformly distributed between 0 and , where is a constant much larger than any of our observations , because
The difference between the two integrals is negligible due to our choice of and the exponential decay of .
