We consider the Vlasov-Poisson system that is equipped with an external magnetic field to describe the time evolution of the distribution function of a plasma. An optimal control problem where the external magnetic field is the control itself has already been investigated in [4] and [5] . However, in real technical applications it will not be possible to choose the control field in such a general fashion as it will be induced by fixed field coils. In this paper we will use the fundamentals that were established in [4] and [5] to analyze an optimal control problem where the magnetic field is a superposition of the fields that are generated by N fixed magnetic field coils. Thereby, the aim is to control the plasma in such a way that its distribution function matches a desired distribution function at some certain final time T as closely as possible.
Introduction
The three dimensional Vlasov-Poisson system in the plasma physical case is given by the following system of partial differential equations:
−∆ψ = 4πρ, lim |x|→∞ ψ(t, x) = 0, ρ(t, x) = f (t, x, v) dv.
(1)
Here f = f (t, x, v) ≥ 0 denotes the distribution function of the particle ensemble that is a scalar function representing the density in phase space. Its time evolution is described by the first line of (1) which is a first order partial differential equation that is referred to as the Vlasov equation. For any measurable set M ⊂ R 6 , M f (t, x, v) d(x, v) yields the charge of the particles that have space coordinates x ∈ R 3 and velocity coordinates v ∈ R 3 with (x, v) ∈ M at time t ≥ 0. The function ψ is the electrostatic potential that is induced by the charge of the particles. It is given by Poisson's equation −∆ψ = 4πρ with an homogeneous boundary condition where ρ denotes the volume charge density. The self-consistent electric field is then given by −∂ x ψ. Note that both ψ and −∂ x ψ depend linearly on f . Hence the Vlasov-Poisson system is nonlinear due
Combined with the condition f | t=0 =f (4) for some functionf ∈ C 1 c (R 6 ) we obtain an initial value problem. A first local existence and uniqueness result to this initial value problem was proved by R. Kurth [6] . Later J. Batt [1] established a continuation criterion which claims that a local solution can be extended as long as its velocity support is under control. Finally, two different proofs for global existence of classical solutions were established independently and almost simultaneously, one by K. Pfaffelmoser [8] and one by P.-L. Lions and B. Perthame [7] . Later, a greatly simplified version of Pfaffelmoser's proof was published by J. Schaeffer [10] . This means that the follwing result is established: Any nonnegative initial datum f ∈ C 1 c (R 6 ) launches a global classical solution f ∈ C 1 ([0, ∞[×R 6 ) of the Vlasov-Poisson system (1) satisfying the initial condition (4) . Moreover, for every time t ∈ [0, ∞[, f (t) = f (t, ·, ·) is compactly supported in R 6 . Hence equation (2) and the reformulation of the Vlasov-Poisson system (3) are welldefined in the casef ∈ C 1 c (R 6 ). For more information we recommend to consider the article [9] by G. Rein that gives an overview on the most important results.
To control the distribution function f we will add an external magnetic field B = B(t, x) to the Vlasov equation:
The cross product v × B occurs since, unlike the electric field, the magnetic field interacts with the particles via Lorentz force. In [4] and [5] we have already established the basics for variational calculus. Therefore, we will briefly sketch the most important results. The first step was to find a set of fields that are admissible for these optimal control problems. For any K > 0, the closed ball
is referred to as the set of admissible fields (with radius K).
Then the following holds:
(a) B K is a bounded, convex and closed subset of W.
(b) B K is a subset of L 2 0, T ; C 1,γ (R 3 ; R 3 ) with γ = 1 − 3 /β and there exists some constant C > 0 that depends only on β such that for all B ∈ B K ,
(c) B K is a weakly sequentially compact subset of W.
This result has been established in [4, Lem. 4] 
However, in this paper it is not necessary that the magnetic fields are in L 2 (0, T ; H 1 ) so we will drop this condition. One can easily see that the proofs of [4] and [5] that we are referring to hold true in this case.
It was also proved in [4, Thm. 12 ] that any admissible field has its corresponding unique solution of the initial value problem (5). However, as these fields are only L 2 in time, the solution is not classical any more but merely strong.
Proposition 2. Let B ∈ B K be any admissible field and suppose that f ∈ C 2 c (R 6 ). Then there exists a unique strong solution f B of the initial value problem (5) to the field B. It has the following properties:
for some constant C > 0 depending only onf , T , K and β.
(b) f B satisfies the Vlasov equation
(c) f satisfies the initial condition f B t=0 =f everywhere on R 6 .
(d) There exists some radius R > 0 depending only onf , T , K and β such that supp
With this knowledge it is possible to define an operator that maps any admissible field onto its corresponding solution. The most important attributes of this field-state operator have also already been established in [4] and [5] . We will summarize them in the following proposition:
is called the field-state operator. It has the following essential properties:
(a) The field-state operator is Lipschitz/Hölder continuous in the following sense: There exists constant C L , C H > 0 depending only onf , T , K and β such that for all B,B ∈ B K ,
where γ is the constant from Proposition 1.
(b) The field-state operator is weakly compact in the following sense: Let
(c) The field-state operator is Fréchet differentiable on B K . For any field B ∈ B K and any direction H ∈ W, the Fréchet derivative f
is the unique strong solution of the initial value problem
This means that f
, satisfies (6) almost everywhere and there exists some radius ̺ > 0 depending only on T, K,f and β such that supp f
depends Hölder-continuously on B ∈ B K in the following sense: There exists some constant C > 0 depending only onf , T , K and β such that for all B,B ∈ B K and H ∈ V,
In [4] , [5] these properties could finally be used to analyze an optimal control problem with a tracking type cost functional where the field B was the control itself. However, in real technical applications it will not be possible to choose the magnetic field ad libitum as it is generated by a finite number of field coils.
2 The set of admissible controls and the controlstate operator
Let us assume that our magnetic field B is induced by N field coils. Each coil generates a magnetic field of a certain shape m i = m i (x) and its intensity at time t is determined by a factor u i (t). This means that the magnetic field of the i-th coil is given by B i (t, x) = u i (t) m i (x) and thus
is the total external magnetic field. The intensity factor u i is directly proportional to the current that flows through the i-th coil. Now the vector (u 1 , ..., u N ) T is the control in this model and the magnetic field can be interpreted as the function value of the operator u → B(u). We suppose that m i ∈ W 2,β (R 3 ; R 3 ) for every index i ∈ {1, ..., N } and, since real magnetic fields are always source-free, we may also assume that div
in order to ensure that the field B(u) has the desired regularity. This is specified in the following definition: Definition 4. Let N be a fixed positive integer and let M > 0 be a real number.
The set U will be referred to as the set of admissible controls. Moreover we define the operator
where
The operator B(·) is referred to as the control-field operator.
This definition does only make sense if the fields that are generated by the control-field operator are admissible in the sense of Proposition 1. In this case the state f B(u) is well-defined but we also have to know how it depends on the control u. Therefore we introduce another proposition:
(a) The set U is a bounded, convex and closed subset of L 2 ([0, T ]; R N ) and thus it is weakly sequentially compact.
(b) The operator B(·) is linear and continuous and there exists some constant K > 0 depending only on N, a, b and M such that B(U) ⊂B K/2 ⊂ B K , i.e., the control-field operator provides only admissible fields.
(c) The control-field operator B(·) is continuously Fréchet differentiable on U and its Fréchet derivative at the point u ∈ U is given by
is Fréchet differentiable on U and its Fréchet derivative at the point u ∈ U is given by
is determined by the initial value problem (6). The Fréchet derivative depends Hölder-continuously on u, i.e., there exists some constant C > 0 depending only onf , T, K and β such that
where γ is the constant from Proposition 1. f B(·) is referred to as the control-state operator.
For brevity we will use the notation f u := f B(u) and f
is evidently bounded, convex and closed. Thus weak compactness follows directly from the theorems of Banach-Alaoglu and Mazur. The same holds for
Hence B(·) is continuous. Moreover this yields
and thus B(U) ⊂B K/2 . This proves (b) which directly implies (c). Finally (d) follows directly from (b), (c), Proposition 3(c) and the chain rule.
The optimal control problem
We will now suppose that
The aim is to find a control u ∈ U such that the distribution function f matches the desired distribution function f d as closely as possible. This is modeled by the following minimization problem:
• f is a strong solution of the Vlasov-Poisson system
Using the control-state operator this problem can be reduced to
Existence of a globally optimal solution
Of course, this optimal control problem does only make sense if it has at least one solution. This is established by the following Theorem:
Theorem 6. The optimization problem (8) possesses a globally optimal solutionū, i.e., for all u ∈ U, J(ū) ≤ J(u). In this case it holds that
Proof J is bounded from below since J(u) ≥ 0 for all u ∈ U. Hence the infimum M := inf u∈U J(u) exists and there also exists a minimizing sequence
up to a subsequence. By the fundamental theorem of calculus this directly implies that
. Hence we can deduce from the weak lower semicontinuity of the L 2 -norm that
By the definition of infimum this yields J(ū) = M . Now suppose that there
where 0 denotes the null function (0, ..., 0) T ∈ U. This, however, is a contradiction to the global optimality ofū and thus the asserted inequality follows.
Of course, this theorem does not provide uniqueness but only existence of a globally optimal solution. Since the control-state operator u → f u is nonlinear we cannot expect the cost functional J to be convex. This means that the optimal control problem may also have several locally optimal solutions. In the following subsection, these locally optimal solutions will be characterized by necessary optimality conditions of first order.
Necessary conditions for local optimality
Since our set of admissible controls is a box-restricted subset of L 2 ([0, T ]; R N ) this provides better possibilities to establish necessary optimality conditions compared to the model in [5] where the magnetic field was the control itself. As the basic approach will be quite similar we will also have to discuss the costate equation. In this context we will need the constant R Z > 0 from [4, Lem. 8] , This means that for any admissible field B ∈ B K the solution
Proposition 7. Let u ∈ U be arbitrary and let f u = f B(u) be its induced state that is given by the control-state operator. Suppose that χ ∈ C 2 c (R 6 ; [0, 1]) with χ = 1 on B RZ (0) and supp χ ⊂ B 2RZ (0). Then the costate equation
has a unique strong solution
Note that g u BR(0) does not depend on the choice of χ.
Moreover g u depends Hölder-continuously on u in such a way that there exists some constant C ≥ 0 depending only onf , f d , T, K, β and χ C 1 b such that
The operator g. :
and thus B(u) ∈ B K , this result follows directly from [5, Thm. 8] by using the estimate
that is a direct consequence of Lemma 5(b).
Of course the costate equation (9) does not appear out of thin air. In the proof of Theorem 8, this equation will be deduced by Lagrangian technique. This theorem provides a list of equivalent necessary conditions for local optimality: Theorem 8. Suppose that λ i > 0 for every i ∈ {1, ..., N } and letū ∈ U be any function. According to the definition of the control-state operator fū denotes the unique strong solution of the state equation to the field B(ū) ∈ B K . Moreover let gū denote the unique strong solution of the costate equation (9) . We define the function p(ū) :
The following items are equivalent:
(NC1)ū satisfies the variation inequality, i.e., for all u = (u 1 , ..., u N ) ∈ U,
(NC2) For almost every t ∈ [0, T ] and every i ∈ {1, ..., N },
whereū is an arbitrary but fixed representative of its equivalence class.
(NC3)ū satisfies the pointwise variation inequality, i.e., for almost all t ∈ [0, T ] and any i ∈ {1, ..., N },
In other wordsū satisfies the weak minimum principle, i.e., for almost all t ∈ [0, T ] × R 3 and any i ∈ {1, ..., N },
(NC4)ū satisfies the (strong) minimum principle, i.e., for almost all t ∈ [0, T ] and any i ∈ {1, 2, 3},
(NC5)ū is given implicitely by the projection formula, i.e., for almost all t ∈ [0, T ] and any i ∈ {1, 2, 3},
where P [a,b] denotes the projection of R onto the interval [a, b], i.e., Now suppose thatū is a locally optimal solution of the optimization problem (8), i.e., there exists δ > 0 such that J(ū) ≤ J(u) for every u ∈ U with ū − u L 2 < δ. Thenū satisfies the assertions (NC1)-(NC5). This means that these items are (equivalent) necessary conditions for local optimality. stay true in this case if we just replace λ i by zero. Instead of (NC5) we only havē
This phenomenon is called a bangbang control as it switches abruptly between the two boundary functions. . First we will show that item (NC1) holds ifū is a locally optimal solution. Therefore we will approach similarly to the previous section and apply the Lagrangian technique: For u ∈ U and f, g ∈ H
Integration by parts yields
The Lagrangian is partially Fréchet differentiable with
) and hence
is nonnegative ifū is a local minimizer of J. Thus inserting g = gū yields
For any fixed i ∈ {1, ..., N } we can choose h j = 0 if j = i while h i is still arbitrary. This finally implies that
For any arbitrary u ∈ U we can now
R N ) and hence we can conclude that for all u ∈ U,
that is (NC1). Now we will show that for anyū ∈ U the items (NC1)-(NC5) are equivalent.
(NC1) ⇒ (NC2): To prove that (NC1) implies (NC2) we define the measurable sets
for i = 1, 2, 3 whereū denotes an arbitrary but fixed representative of its equivalence class. Let now i ∈ {1, 2, 3} be arbitrary. We assume that there exists some measurable subset
In the first case we choose u ∈ U such that
which is a contradiction to (NC1). The other case can be treated analogously. (NC3) ⇒ (NC4): Let now t ∈ [0, T ] be any point where the pointwise variation inequality holds. We consider the continuously differentiable function
Of course the minimizerw is unique since j is strictly convex. This means that w is the minimizer of j on
Hence we can conclude from the pointwise variation inequality thatw is the unique minimizer of j on the interval [a i (t), b i (t)] if and only ifw =ū i (t). This implies (NC4) as t was arbitrary.
Consequently the minimizerw is uniquely determined bȳ
This proves (NC5).
(NC5) ⇒ (NC1): For any i ∈ {1, ..., N } we can split the time interval into three disjoint measurable sets, i.e., [0, T ] = I + ∪ I 0 ∪ I − up to a nullset where
Ifū ∈ U is a locally optimal control we can also show that the triple (fū, gū,ū) satisfies a certain system of partial differential equation that will be referred to as the optimality system of the optimization problem. A strong solution of the optimality system is defined as follows:
is called a strong solution of the optimality system iff the following conditions hold:
where R, R * > 0 are the constants from Theorem 2 and Theorem 7.
(iii) f , g and u satisfy the following system of equations almost everywhere:
We obtain the following condition for local optimality:
Corollary 10. Suppose thatū ∈ U is a locally optimal solution of the optimization problem (8) . Then the following holds:
(NC6) (fū, gū,ū) is a strong solution of the optimality system (11).
Moreover, condition (NC6) is equivalent to the necessary optimality conditions (NC1)-(NC5).
Proof It is obvious that condition (NC6) is equivalent to (NC5). Hence it is a necessary condition for local optimality that is equivalent to the conditions (NC1)-(NC5) according to Theorem 8.
Note that for any locally optimal controlū the costate gū can be considered as a Lagrangian multiplier with respect to the side condition on fū that is the state equation. However, we can also find Lagrangian multipliers with respect to the control restrictions. This makes it possible to write the optimal control problem as a Karush-Kuhn-Tucker system. Corollary 11. Suppose thatū ∈ U is a locally optimal solution of the optimization problem (8) . Then the following holds:
(NC7)ū satisfies the Karush-Kuhn-Tucker conditions, i.e., there exist Lagrangian multipliers
(Primal feasibility) For all i ∈ {1, ..., N },
(Dual feasibility) For all i ∈ {1, ..., N },
(Complementary slackness) For all i ∈ {1, ..., N },
(Stationarity) For all i ∈ {1, ..., N },
Moreover, condition (NC7) is equivalent to the necessary optimality conditions (NC1)-(NC6).
Proof Letū ∈ U be a locally optimal solution. Then, according to Theorem 8, it satisfies the necessary optimality condition (NC2). It remains to prove that (NC2) and (NC7) are equivalent.
(NC2) ⇒ (NC7): The primal feasibility condition is always satisfied ifū ∈ U.
We choose
where s + = 1 2 (|s|+s) and s − = 1 2 (|s|−s) for any s ∈ R. Then the dual feasibility condition and the stationarity condition are satisfied by definition. From (NC2) we obtain the following implications:
for almost all t ∈ [0, T ]. This proves the complementary slackness condition as one of the factors is always zero.
. By the stationarity condition this directly implies that λ iūi (t) − p i (ū)(t) = 0 and thus especially
For almost all t ∈ [0, T ] withū i (t) = a i (t) we have u i (t) −ū i (t) ≥ 0 for any u ∈ U. From the complementary slackness condition we obtain that µ b i (t) = 0 and the stationarity condition implies that λ iūi (t) − p i (ū)(t) = µ a i (t) ≥ 0. If u i (t) = b i (t) the argumentation proceeds analogously. Hence, we can conclude that (12) holds for almost all t ∈ [0, T ] and that is (NC3). This proves that (NC7) is equivalent to (NC2) and thus, according to Theorem 8, it is equivalent to all conditions (NC1)-(NC6).
Uniqueness of the optimal solution on small time intervals
Theorem 12. Let λ > 0 be defined by λ := min{λ 1 , ..., λ N }. Suppose that λ ∈]0, 1] and let us assume that there exists a strong solution (f, g, u) of the optimality system (11) . Then this solution is unique if the quotient T λ is sufficiently small.
Proof Suppose that the triple (f ,g,ũ) is another strong solution. Let C ≥ 0 denote some generic constant that may depend on
and hence
Let now Z u = Z u (s, t, z) denote the solution of the characteristic systeṁ
to the initial condition Z u (t, t, z) = z and let Zũ be defined analogously. Now, l s, t ∈ [0, T ] (without loss of generality s ≤ t) and z ∈ R 6 be arbitrary. Then
and thus by Gronwall's lemma,
Analogously to the proof of [5, Thm. 14], we can conclude that
and consequently
If now
T λ is sufficiently small, we have C T λ 2 exp C T λ < 1 and it follows that f −f C([0,T ];C b ) = 0. This means that f =f and then we obtain g =g by (15) and finally u =ũ by (13).
Finally, we can easily deduce uniqueness of the globally optimal solution if T λ is small: Corollary 13. Let λ denote the parameter from Theorem 12. Again, we assume that λ ∈]0, 1] and that T λ is sufficiently small. Then the following holds: (a) The optimal control problem (8) has a unique globally optimal solution.
(b)ū is the unique globally optimal solution of (8) if and only ifū satisfies the optimality conditions (NC1)-(NC7).
In this case, (NC1)-(NC7) are necessary and sufficient conditions for global optimality.
Proof First note that there exists at least one globally optimal solutionū according to Theorem 6. Then, of course,ū is also locally optimal and satisfies condition (NC6). If now T λ is sufficiently small, we can conclude from Theorem 12 thatū is uniquely determined by the optimality system. Hence there is exactly one globally optimal solution of the optimal control problem and that is u. This proves (a).
Ifū is the unique globally optimal solution it is obviously also locally optimal and satisfies the equivalent conditions for local optimality (NC1)-(NC7). To prove the reverse implication, we will now assume that there exists some control u ∈ U that satisfies the conditions (NC1)-(NC7). It remains to show that u is then the unique globally optimal solution. Recall that according to item (a) there is a unique globally optimal solutionū of the optimal control problem. As both u andū satisfy the necessary condition (NC6) it must hold that u =ū if T λ is small enough. This proves the equivalence assertion of item (b). Obviously, (NC1)-(NC7) are now necessary and sufficient conditions for global optimality as they are satisfied only by the unique globally optimal solution.
A sufficient condition for local optimality
In the previous section, we have showed that the necessary conditions (NC1)-(NC7) are also sufficient conditions if T λ is small enough. We will now establish a sufficient condition for (even strict) local optimality in the general case where
is not necessarily small. Therefore we will need continuous second-order Fréchet derivatives of the cost functional J. Unfortunately, we cannot prove that the control-state operator u → f u is twice Fréchet differentiable. However, it will be sufficient to have first-order Fréchet differentiability of the field-costate operator u → g u . This is established by the following Lemma: 
where Φ is the operator from Proposition 7. This means that g
, satisfies (16) almost everywhere and there exists ̺ > 0 depending only on T, K,f and β such that supp g
Moreover, the Fréchet derivative g ′ u [h] depends Hölder-continuously on u ∈ U in the following sense: There exists some constant C > 0 depending only onf , T , K and β such that for all u,
Proof We already know from [5, Lem. 11] (which obviously holds true if the
is Fréchet differentiable. Here B K is the set from Proposition 1 and g B is the unique strong solution of the final value problem 
satisfies (18) almost everywhere and there exists ̺ > 0 depending only on T, K,f and β such that supp g
As the control-field operator u → B(u) is Fréchet differentiable according to Proposition 5(c), the chain rule implies that the control-costate operator u → g u = g B(u) is also Fréchet differentiable and the Fréchet derivative is given by g From this result we can conclude that the control-state operator is twice continuously Fréchet-differentiable.
Proposition 15. The cost functional J of the optimization problem (8) is twice Fréchet differentiable on U. The Fréchet derivative of second order at the point u ∈ U can be described as a bilinear operator
is given by
Moreover there exists some constant C > 0 depending only onf , f d , N , M , a, b, T and β such that for all u,ũ ∈ U,
denotes the operator norm. This means that J is twice continuously differentiable.
Proof Let C > 0 denote some generic constant depending only onf , f d , N , M , a, b, T and β. In (10) we have already proved that
We will now prove that J ′ (u)[h] is once more Fréchet differentiable with respect to u. For ε > 0 we define the sets
Then U ⊂ U ε and, since B(U) ⊂B K/2 according to Proposition 5(b), it holds that B(U ε ) ⊂B K if ε is sufficiently small. Let now u be any function in U ε and let h ∈ L 2 ([0, T ]; R N ) be arbitrary with u + h ∈ U ε . By Taylor expansion we obtain the decompositions
as h L 2 ([0,T ];R N ) tends to zero. Now, by integration by parts,
Inserting (21) then yields
The remainder R can be bounded by
From Proposition 3(a), Proposition 7 and (22) we can now conclude that
Hence, J is twice Fréchet differentiable on U ε (and thus especially on U) and its Fréchet derivative is given by
For any u,ũ ∈ U and h,h ∈ L 2 ([0, T ]; R N ),
Note that for h L 2 ([0,T ];R N ) ≤ 1 the terms Finally we obtain a sufficient condition for local optimality:
Theorem 16. Suppose thatū ∈ B K and let fū and gū be its induced state and costate. Let 0 < α < 2 + γ be any real number. We assume that the variation inequality 
and henceū is even a strict local minimizer of J on the set U.
Proof Let u ∈ U with u−ū L 2 ([0,T ];R N ) < δ be arbitrary. By Taylor expansion we obtain that This means that J(u) > J(ū) for all u ∈ U with u −ū L 2 ([0,T ];R N ) < δ and thusū is a strict local minimizer of J.
