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Re´sume´ – Dans cet article, nous conside´rons le proble`me de l’allocation conjointe de puissance et de rendement pour un utilisateur secon-
daire exploitant le protocole de retransmission d’un utilisateur primaire. Nous proposons un algorithme, base´ sur les Processus de Markov
De´cisionnels (MDP), permettant de calculer une allocation optimale pour le proble`me de la maximisation du de´bit de l’utilisateur secondaire
tout en garantissant un de´bit minimal pour l’utilisateur primaire.
Abstract – In this paper, we address the joint rate and power allocation problem for a secondary user exploiting a primary user retransmission
protocol. We propose an algorithm, based on Makov Decision Processes (MDP), which computes an optimal allocation for the maximization
problem of the secondary user throughput under a constraint of minimum primary user throughput.
1 Introduction
Dans un contexte radio cognitif (cf. [1]), un utilisateur se-
condaire (non licencie´) est autorise´ a` communiquer en meˆme
temps et dans les meˆmes bandes de fre´quences qu’un utilisateur
primaire (licencie´) a` condition que les de´gradations sur les per-
formances du syste`me primaires soient limite´es (spectrum sha-
ring). Afin de re´pondre a` ce proble`me, des allocations de puis-
sance et/ou de rendement ont e´te´ propose´es. En particulier,[2]
propose une allocation de ressources pour un utilisateur secon-
daire prenant en compte un sensing imparfait. Un protocole
permettant d’apprendre les interfe´rences ge´ne´re´es est propose´
dans [3]. Aussi [4], diffe´rentes allocations de ressources sont
propose´es a` partir de diffe´rentes contraintes de puissances ins-
tantane´es, puissances moyennes ou chute en de´bit de l’utilisa-
teur primaire.
Dans cet article, nous supposerons que le syste`me primaire
utilise un protocole de retransmission simple (sans combinai-
son de paquet). Il a de´ja` e´te´ prouve´ (cf. [5] ou [6]) qu’en e´cou-
tant les canaux de retour de l’utilisateur primaire, l’utilisateur
secondaire peut e´valuer les de´gradations cause´es sur le de´bit de
l’utilisateur primaire. Cette e´valuation permet au syste`me se-
condaire d’adapter ses parame`tres de transmission (dans notre
cas puissance et rendement) afin de maximiser le de´bit de l’uti-
lisateur secondaire tout en assurant un de´bit minimal pour l’uti-
lisateur primaire. Nous de´taillerons, par la suite, le mode`le du
syste`me conside´re´. Nous montrerons que le proble`me d’alloca-
tion de puissance et de´bit peut eˆtre vue comme un processus de
Markov de´cisionnel (cf. [7], [8], [9] ou [10]). Enfin, nous pro-
poserons un algorithme permettant de calculer une politique
optimale.
2 Description du syste`me
2.1 Mode`le de canal
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FIGURE 1 – Canal en Z
Nous conside´rons le contexte repre´sente´ dans la figure 1,
commune´ment appele´ canal en Z. Ce mode`le est approprie´
lorsque h12 ≫ h¯22 avec une grande probabilite´, car on peut
alors supposer que l’utilisateur secondaire peut de´coder le mes-
sage primaire et annuler l’interfe´rence (cf [10]). On suppose
que les paquets envoye´s dans le canal sont tous de taille L
symboles. On appellera ”slot” le temps de transmission d’un
paquet. L’expression des messages rec¸us au niveau de T1 et T2
pendant le slot n est la suivante :{
yn1 = h
n
11x
n
1 + h
n
21x
n
2 + z
n
1 ,
yn2 = h
n
22x
n
2 + z
n
2 .
(1)
Dans cette e´quation xn1 et x
n
2 repre´sentent des mots de codes
gaussiens de puissances respectives pn1 et p
n
2 . z
n
1 et z
n
2 sont des
bruits blancs inde´pendants, complexes gaussiens circulaires,
conside´re´s sans perte de ge´ne´ralite´ centre´s et re´duits. Les gains
hnij sont mode´lise´s par des variables ale´atoires telles que |h
n
ij |
2
suivent des lois exponentielles de moyennes respectives α¯ij .
2.2 Protocole Primaire
On conside`re que la paire T1/R1 utilise un me´canisme de
retransmission gardant fixe sa puissance p1 et son rendement
r1. T1 encode les paquets d’information avec un code de ren-
dement r1 et obtient un paquet note´ x1 qui sera envoye´ dans
le canal. Nous conside´rerons tout au long de ce papier que L
est suffisamment grand pour que la probabilite´ que R1 puisse
de´coder l’information contenue dans x1 est donne´e par
P1(p
n
2 ) = P
(
log2(1 +
p1|h
n
11|
2
1 + pn2 |h
n
21|
2
) > r1
)
, (2)
=
e
1−2r1
p1α¯11 p1α¯11
p1α¯11 + (−1 + 2r1) pn2 α¯21
. (3)
Si R1 ne parvient pas a` de´coder correctement x1, il envoie un
bit d’acquittement ne´gatif (NACK) dans le canal de retour. A`
la re´ception de ce bit NACK, T1 re´e´met x1. Ce protocole conti-
nue jusqu’a` ce que, soit R1 de´code correctement x1 (dans ce
cas un bit d’acquittement positif ACK est envoye´ dans le canal
de retour), soit le maximum de transmissions (note´N1) a e´te´ at-
teint. Lorsque T1 finit la transmission d’un paquet, on suppose
qu’avec une probabilite´ α il posse`de un nouveau paquet d’in-
formation a` transmettre et qu’avec une probabilite´ 1−α, il reste
silencieux. Ce protocole peut eˆtre naturellement mode´lise´ par
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FIGURE 2 – Chaıˆne de Markov
une chaıˆne de Markov (cf. figure 2) sur l’ensemble fini d’e´tats
S = {0, 1 · · · , N1}. L’e´tat
′0′ repre´sente un primaire silen-
cieux alors qu’un e´tat i repre´sente la ieme transmission de x1.
La matrice de transition associe´e a` cette chaıˆne de Markov est
q(p2) = (4)

1− α α 0 · · · 0
(1− α)P1(p2) αP1(p2) Q1(p2) 0
...
...
. . .
(1− α)P1(p2) αP1(p2) 0 Q1(p2)
1− α α 0 · · · 0

 ,
ou` Q1(p2) = 1− P1(p2).
Le crite`re de performance, utilise´ pour l’e´valuation des pro-
tocoles HARQ, est le de´bit long terme. Celui-ci est de´finit comme
e´tant le nombre moyen de bits correctement rec¸u par unite´ de
temps (cf. [11], [12] ou [13]). Il sera note´ η1 et est donne´e par
η1(π2) = lim inf
n→∞
1
n
Eπ2
(
n−1∑
k=0
r1(sk, p
k
2)
)
, (5)
ou` pour tout k ∈ N, r1(sk, ak) est obtenu comme
r1(sk, p
k
2) =
{
r1(1− P1(p
k
2)) si sk 6= 0,
0 sinon.
(6)
L’indice π2 dans Eπ2 est utilise´ pour signifier que l’espe´rance
doit eˆtre faite en prenant en compte π2, l’allocation du syste`me
secondaire.
2.3 Allocation Secondaire
Au de´but de chaque slot, les utilisateurs secondaires scannent
la bande de fre´quence dans laquelle fonctionne l’utilisateur pri-
maire afin de de´tecter la pre´sence ou l’absence de l’utilisateur
primaire (e´tape sensing). On supposera dans ce papier queL est
suffisamment grand afin de pouvoir ne´gliger la dure´e du sen-
sing par rapport a` la dure´e totale du slot. On supposera de plus
que le sensing est parfait (on sait parfaitement si le primaire
est pre´sent ou absent). En couplant ce sensing avec l’observa-
tion des signaux sur la voie de retour (bits ACK et NACK),
on peut supposer que pour chaque temps n, le syste`me se-
condaire connaıˆt l’e´tat s du syste`me primaire. En fonction de
l’e´tat s observe´, T2 ”choisit” une puissance p
n
2 dans l’ensemble
A = [0, p2M ] ou` p2M est une puissance maximale instantane´e.
Une politique est une se´quence π = {πn}n∈N tel que pour
tout s ∈ S, πn(p2|s) est la densite´ de probabilite´ de ”choisir” la
puissance p2 alors que le syste`me est dans l’e´tat s. L’ensemble
des politiques est note´ Π. Lorsque πn est inde´pendant de n,
une politique est dite stationnaire. Cette de´finition comprend
les politiques ”de´terministes”, c’est a` dire les politiques de la
forme s 7→ p2(s). En particulier, on notera πM et π∅ les poli-
tiques pour lesquelles T2 e´met avec des puissances constantes
et respectivement e´gales a` p2M et 0.
Le crite`re d’e´valuation des performances pour ce protocole
secondaire est aussi le de´bit long terme. Il sera cette fois note´
η2 et posse´dera l’expression suivante
η2(π2) = lim inf
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ou` pour tout k ∈ N, r2(sk, p
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2) est donne´ par
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ou` W0(·) est la premie`re branche de la fonction de Lambert
(fonction re´ciproque de xex). La justification de l’e´quation (9)
est omise celle-ci est directement obtenue apre`s de´rivation de
r2P
(
log2(1 + p
k
2 |h
n
22|
2) > r2
)
par rapport a` r2.
Afin de re´pondre aux exigences pose´es par le syste`me pri-
maire, la politique π est de´termine´e comme e´tant la solution du
proble`me d’optimisation suivant :
η⋆2 = sup
π∈Π
η2(π), (10)
sous la contrainte : η1(π) ≥ η1T , (11)
ou` η1T est le de´bit minimal que l’on doit garantir pour le syste`me
primaire. La re´solution du proble`me d’optimisation (11) est
re´alise´e en utilisant la the´orie des processus de Markov de´cisionnel
contraint (voir [8] ou [9] et leur re´fe´rences).
3 Re´solution de (11)
Dans notre cas, on peut montrer que le processus de Mar-
kov de´cisionnel contraint ve´rifie les proprie´te´s ne´cessaires pour
pouvoir utiliser la the´orie de´veloppe´e dans [9]. En particulier
on montre que l’ensemble S est fini, l’ensemble A est compact,
pour tout s et pour tout s′, les fonctions qs,s′(p2) sont conti-
nues en p2 et pour tout s, les fonctions r1(s, p2) et r2(s, p2)
sont continues en p2. De plus on peut montrer une proprie´te´
d’ergodicite´ e´tant donne´ que pour tout p2 ∈ A on peut montrer
que
P1(p2) ≥ P1(p2M ) > 0. (12)
Ces de´monstrations sont omises car obtenues directement a`
partir des expressions (3) et (9). En revanche, ces proprie´te´s
nous permettent d’utiliser directement les re´sultats de´montre´s
dans [9]. Nous allons maintenant rappeler certains de ces re´sultats
qui seront utile dans notre cas.
Pour toute politique π2 et pour tout re´el positif λ soit
ηλ(π) = η2(π) + λη1(π), (13)
la formulation du proble`me d’optimisation (11) utilisant des
multiplicateurs de Lagrange. A` cette formulation est associe´e
le proble`me d’optimisation sans contrainte suivant :
η⋆λ = sup
π∈Π
ηλ(π). (14)
Il est montre´ dans [9] que pour chaque λ, il existe une politique
de´terministe πλ solution du proble`me d’optimisation (14). De
plus il a e´te´ montre´ que s’il existe un re´el ν > 0 et une politique
π2 ∈ Π ve´rifiant
η1(π2) = η1T , ην(π2) = η
⋆
ν (15)
alors π est une politique optimale pour le proble`me d’optimi-
sation (11). Supposons maintenant que η1T ve´rifie
ηM < η1T < η∅, (16)
alors il est montre´ dans [9] qu’un tel re´el ν et une telle poli-
tique π2 existent et que de plus π2 peut eˆtre obtenu comme un
”me´lange” entre les deux politiques πν− et πν+ ve´rifiant
η1(πν−) ≤ η1T ≤ η1(πν+). (17)
Ce me´lange est obtenu en choisissant πν− si
1
n
n−1∑
k=0
r2(sk, p
k
2) ≥ η1T (18)
et en choisissant c dans le cas contraire.
Pour chaque λ, πλ peut eˆtre obtenu a` partir d’un algorithme
appele´ algorithme de la valeur ite´re´e (VI) pre´sente´ dans l’Al-
gorithme 1.
Algorithme 1 Value Iteration (VI) Algorithm
1: u(0) ← 0
2: i← 0
3: Re´pe´ter
4: i← i+ 1
5: Pour k = 0 a` N1 Faire
6:
u
(i)
k ← max
a∈A
Rλ(k, a) +
N1∑
j=0
u
(i−1)
j qk,j(a). (19)
7: Fin Pour
8: Tant que
∣∣∣∣u(i)∣∣∣∣
S
< ǫ
Dans notre cas, en exprimant directement les coefficients
qk,j(a), l’e´quation (19) peut eˆtre re´e´crite comme
u
(i)
k = max
p2∈A
R⋆2(p2) + a
(i)
k P1(p2) + c
(i)
k , (20)
ou` les grandeurs a
(i)
k et c
(i)
k ne de´pendent pas de p2 et r2 et sont
donne´s dans par les e´quations suivantes :
a
(i)
k =


0 si k = 0
λr1 si k = N1
λr1 + αu
(i−1)
0 + (1− α)u
(i−1)
1 − u
(i−1)
k+1 sinon,
(21)
et
c
(i)
k =
{
αu
(i−1)
0 + (1− α)u
(i−1)
1 si k = 0 ou k = N1
u
(i−1)
k+1 sinon.
(22)
A partir de l’expression analytique de R⋆2(p2) et de celle
de P1(p2), on peut montrer que la fonction p2 7→ R
⋆
2(p2) est
une fonction de´rivable et convexe alors que la fonction p2 7→
P1(p2) est de´rivable et concave. Le proble`me d’optimisation
sans contraintes donne´ par l’e´quation (20) est est une program-
mation convexe si a
(i)
k est ne´gatif et est une programmation
diffe´rence de convexes si a
(i)
k est positif. Dans le premier cas,
on cherche a` ”maximiser” une fonction convexe, le re´sultat
sera donc obtenue sur les bords de l’ensemble A. Dans le se-
cond cas, la solution du proble`me (20) est calcule´e par le biais
d’un algorithme appele´ la Convex ConCave Proce´dure (CCCP)
pre´sente´e dans [14] qui construit une solution par la se´quence
de programmations convexes donne´es dans l’Algorithme 2.
Algorithme 2 Proposed CCCP procedure
Ne´cessite p
(0)
2 , a
(i)
k , ǫ
1: Re´pe´ter
2:
p
(i+1)
2 ← argmax
p2
R⋆2(p2) + a
(i)
k p2
dP1
dp2
∣∣∣∣
p
(i)
2
(23)
3: Tant que
∣∣∣p(i+1)2 − p(i)2 ∣∣∣ < ǫ
4 Simulations
Nous avons compare´ les re´sultats obtenus par notre algo-
rithme a` ceux obtenus dans [10]. Ce dernier conside`re une al-
location de type ON/OFF. Cette comparaison a e´te´ propose´e
pour diffe´rentes valeurs de α¯21 en prenant α¯11 = 1 et α¯22 = 1.
Ces re´sultats sont pre´sente´s sous la forme de diffe´rentes re´gions
de de´bits que nous pre´sentons en Figure 3. Les parame`tres du
syste`me primaire sont les suivants : un taux d’arrive´e de nou-
veaux paquets de α = 0.8, un nombre maximal de retrans-
missions N1 = 5, un rendement de r1 = 2.17 bits/s/Hz
et une puissance de p1 = 10dBW . La puissance instantane´e
maximale tole´re´e pour les utilisateurs secondaires est p2M =
10dBW . Les courbes pre´sente´es dans la Figure 3 ont e´te´ obte-
nues comme l’ensemble des points solutions du proble`me d’op-
timisation (11) pour diffe´rentes valeurs de η1T .
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FIGURE 3 – Re´sultats de simulation
La principale conclusion de ces simulations est la suivante :
bien que les politiques ON/OFF soient en ge´ne´ral sous opti-
males (elles sont un sous-ensemble des politique conside´re´es
dans notre proble`me), elles ont des performances proches des
performances optimales pour le re´gime de forte interfe´rences
(α¯21 ≤ 1). En revanche, elles sont clairement sous-optimales
dans le re´gime de faible interfe´rences (α¯21 ≤ 1).
5 Conclusion
Dans cet article nous avons propose´ de re´soudre le proble`me
de l’allocation de puissance et de rendement pour un utilisa-
teur secondaire exploitant les retransmissions d’un protocole
de retransmission d’un utilisateur primaire. Nous avons pro-
pose´ un algorithme efficace, base´ sur l’algorithme de la valeur
ite´re´e, permettant d’obtenir une solution du proble`me d’opti-
misation pose´. Nous avons enfin compare´ nos re´sultats a` ceux
obtenus par les politiques ON/OFF et observe´ que les poli-
tiques ON/OFF sont des solutions inte´ressantes dans le re´gime
de forte interfe´rences.
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