Rank 2 indecomposable arithmetically Cohen-Macaulay bundles E on a nonsingular cubic surface X in P 3 are classified, by means of the possible forms taken by the minimal graded free resolution of E over P 3 . The admissible values of the Chern classes of E are listed and the vanishing locus of a general section of E is studied.
Introduction
Given a smooth projective variety Y of dimension n, equipped with a very ample line bundle O Y (1), a vector bundle E on Y is called Arithmetically Cohen-Macaulay (aCM) if all its intermediate cohomology modules vanish, i.e. if H p (Y, E(t)) = 0 for p = 0, n and for all t ∈ Z.
The class of aCM bundles on projective varieties has been studied in a large number of papers. The splitting criterion of Horrocks, cfr. [Hor64] , asserts that line bundles are the only indecomposable aCM bundles on projective spaces. Knörrer in [Knö87] proved that line bundles and spinor bundles are the only aCM indecomposable bundles on smooth quadrics.
The classification of varieties of finite Cohen-Macaulay type (i.e. where there exists a finite set of isomorphism classes of aCM indecomposable bundles up to twist by O Y (t)) can be found in [EH88] , and it traces back to the results of Buchweitz-Greuel-Schreyer, Auslander-Reiten, Solberg, Greuel-Knörrer, [BGS87] , [AR87] , [Sol89] , [Sol88] , [GK85] .
The question was then posed of classifying families of aCM indecomposable bundles, at least those of low rank, on varieties which are not of finite Cohen-Macaulay type. The case of rank 2 bundles on Fano threefolds with Pic(X) ≃ Z, and on hypersurfaces of degree up to 6 and dimension at least 3 was taken up by Arrondo, Costa, Madonna, Chiantini and by the author in the papers [AC00] , [Mad02] , [Mad00] [CM04b], [CM00] , [CM04a] , [AF04] , [Fae04] . The case of G(P 1 , P 4 ) has been studied by Arrondo-Graña in [AG99] . On the other hand, splitting criteria on Grassmann varieties and on smooth quadrics have been studied by Ancona and Ottaviani in [Ott89] , [Ott87] , [AO91] . Finally, aCM sheaves in connection with liaison 2000 Mathematics Subject Classification. Primary 14J60. Secondary 13C14, 14F05, 14D20.
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theory have been recently considered by Casanellas, Drozd and Hartshorne in [CH04] , [CDH03] .
Here we classify rank 2 Cohen-Macaulay indecomposable bundles E on a smooth cubic surface X in P 3 . Putting together Theorem 4.1 and the Propositions of sections 5 and 8, we prove that the set of aCM indecomposable rank 2 bundles on X can be summarized in the following table:
(1.1) Resolution Chern Families Here Gen(E) (resp. Syz(E)) describes the set of generators (resp. syzygies) in the minimal graded free resolution of (the extension by zero to P 3 of) E, deg(c 1 (E)) is the degree of the first Chern class with respect to the hyperplane section class, c 2 (E) represents a finite number of points, num. and dim. indicate the number and the dimension of families with the required invariants. The column Lift points out whether the line bundle ∧ 2 (E) lifts to a line bundle on P 3 or not.
In the next section we set up some background. Then, in section 3, we start by classifying line bundles on X. In sections 4 and 5 we analyze the form of the minimal graded free resolution of the aCM vector bundle E and its Chern classes.
Of course, if the bundle E is an extension of two aCM line bundles, it must be comprehended by our analysis. We will focus on this in section 6, where we prove that all cases of table (1.1) contain indecomposable extension bundles. Finally, in sections 7 and 8 we study the moduli spaces and the number of distinct families of aCM bundles of rank 2.
The material we need concerning the nonsingular cubic surface, is contained in [Har77] , [GH78] , [Seg42] , [Man72] , [GM92] . However, in the Appendix A.1, A.2 we recall the behaviour of lines, conics and twisted cubics contained in X.
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Theorem 2.2. Let Y = V(F Y ) be a smooth hypersurface of degree d in P n and let F be an aCM rank r vector bundle on Y . Then the minimal graded free resolution of the sheaf F, extended by zero to P n , takes the form:
Moreover, suppose that there exists an ε-symmetric duality κ : F ⊗ F → O Y (d + t). Then we have a natural isomorphism Syz(F) ≃ Gen(F) * (t), and f(F) = ε f(F) ⊤ .
Remark 2.3. Let Y ⊂ P n be as above, let deg(Y ) = d, and let L (resp. F) be a line bundle (resp. a rank 2 vector bundle) on Y . Then Theorem 2.2 implies:
(1) The matrix f(L) is symmetric if and only if L ⊗ 2 ≃ O Y (t), for some t ∈ Z;
(2) The matrix f(L) is skew-symmetric if and only if ∧ 2 (F) ≃ O Y (t), for some t ∈ Z; (3) If rk(Gen(F)) = r, then any minor if order (r − 1) of f(F) vanishes on Y (i.e. any such minor is either zero or divided by F ). Moreover, by a result of Eisenbud (cfr. [Eis80] ), if f : G 1 → G 0 is a presentation matrix over P n for the vector bundle F on Y (i.e. coker(f ) ≃ F), then there exists an infinite 2-periodic exact sequence (perhaps non-minimal) of the form:
with G 2 k = G 0 (−k d), G 2 k+1 = G 1 (−k d), and where the map g : G 2 → G 1 is a presentation matrix over P n for ker(f |Y ), which is an aCM vector bundle on Y of rank rk(G 0 ) − rk(F). Therefore g gives a resolution of the syzygy bundle ker(p(E) |Y ).
2.2. Codimension 2 subschemes. The Serre correspondence relates rank 2 vector bundles on X to subschemes Z ⊂ X of codimension 2.
For the proof of the following theorem we refer to [HL97, Theorem 5.1.1].
Theorem 2.4. Let Z ⊂ X be a locally complete intersection subscheme of codimension 2 in X, and let L be a line bundle on X. Then the following are equivalent: i) There exist a vector bundle E with ∧ 2 E ≃ L and an extension:
ii) The pair (L ⊗ ω X , Z) has the Cayley-Bacharach property i.e. for any s ∈ H 0 (L ⊗ ω X ), and for any Z ′ ⊂ Z with len(Z ′ ) = len(Z) − 1, we have s |Z = 0 ⇔ s |Z ′ = 0.
Notice that dualizing (2.3) we obtain the exact sequence:
We will make use of the following Remark. The proof of the statements regarding Hilb m (X) can be found e.g. in [HL97, pag. 104 ].
Remark 2.5. The vector bundle E * of the previous theorem provides an extension class which is an element of Ext 1 (J Z , L * ). By Serre duality we have:
The exact sequence (2.3) can be interpreted as the Koszul complex associated to the section s Z ∈ H 0 (E Z ) vanishing along the subvariety Z of codimension 2 represented by the class c 2 (E Z ). So, a general global section of E Z behaves likewise and we have that ζ −1 ([E Z ]) is birational to P(H 0 (E Z )). In this case we have a rational map defined around the point [E Z , s Z ]:
ξ : FM s s (2; c 1 (L * ), len(Z)) Hilb len(Z) (X)
This map is birational onto its image, ζ being its local inverse. Finally, the map ξ is dominant (i.e. birational) if and only if the pair (E Z , s Z ) is defined for a generic subscheme Z of X of length len(Z).
Line bundles
In the following proposition we classify aCM line bundles on a smooth cubic surface X in P 3 . Proposition 3.1. Let X = V(F ) be a smooth hypersurface in P = P n defined by the cubic form F and let L be a normalized aCM line bundle on Y . Then the minimal graded free resolution of L takes one of the following forms:
where det(f(L)) = F . For n ≥ 4, only case (3.1) occurs i.e. L ≃ O X .
If n = 3, in case (3. 2), we have L ≃ O X (L); in case (3. 3), we have L ≃ O X (C) and in case (3.4) , we have L ≃ O X (T ). In particular, there are 27 (resp, 27, 72) ways of writing F as a determinant of the form (3. 2) (resp. (3.3) , (3.4) ).
Proof. It follows by Theorem 2.2 that the minimal graded free resolution of L has length 2 i.e. we have an injective map f(L) : Syz(L) → Gen(L) with coker(f(L)) ≃ L and det(f(L)) = F . First notice that if rk(Gen(E)) = 1, then the line bundle L is necessarily isomorphic to O Y , indeed we have Gen(L) = O P and f(L) = F . So we suppose rk(Gen(L)) ≥ 2.
By the minimality of the resolution, any degree zero term in the matrix f(L) vanishes. Thus, any summand contributing to the development of det(f(L)) is either given by a product of three linear forms of by a product of a quadratic form and a linear form. Then the rank of Gen(L) and Syz(L) is either 3 or 2.
Furthermore, since F is irreducible, any row and any column of the the matrix f(L) contains at least two nonvanishing entries. Therefore if rk(Gen(L)) = 3 all entries of f(L) are linear and the resolution takes the form (3.4) .
On the other hand if rk(Gen(L)) = 2 the two summands in the development of det(E) are both a product of a quadric and a linear form. Arranging these linear forms in two rows or in two columns of the matrix f(L) gives respectively cases (3.2) and (3.3) .
In case n = 3, the number of line bundles of class T , C and L are very well known (cfr. A.1). The result for if n ≥ 4 is well known, cfr. [Bea00] .
Remark 3.2. Let C and L be residual to each other with respect to H. Then the transpose of f(O X (L)) (resp. of f(O X (C))) is a presentation matrix over P 3 for O X (C + 2 H) (resp. for O X (L + 2 H)).
Moreover, once restricted to X, we get the infinite 2-periodic exact sequence:
Finally, the transpose of f(O X (T )) is a presentation matrix over P 3 for the line bundle L * (2).
We will need the following Lemma, where we classify line bundles of degree up to 3 whose first cohomology group is trivial. 
Moreover, if h 0 (L) = 0, and h 0 (L(1)) = 0, then a general curve D in |L(1)| is reduced, connected and rational of degree 3 + deg(L).
Proof. Taking a nonvanishing section s ∈ H 0 (L), we can write the two equivalent exact sequences:
Clearly, if deg(L) = 1, then the curve C is a line contained in X. If deg(L) ∈ {2, 3}, observe that our statement is equivalent to the claim that C contains no multiple lines. Indeed, the cases (3i), (3ii), (3iii), (3iv) are classified by the geometric genus if the curve C is reduced.
Consider the exact sequences:
Tensoring (3.7) by O X ((m − 1) L), for any m ∈ Z, we have:
Setting m = 2 (resp. m = 3) in (3.8), we see that h 1 (O X (2 L)) = 1 (resp. that h 1 (O X (3 L)) = 5. So C is not a multiple line and we finish the case deg(L) = 2. Similarly, setting m = 2 in (3.8) and tensoring by O X (L ′ ), we see that h 1 (O X (2 L + L ′ )) = 1 when L · L ′ = 0. On the other hand, if L · L ′ = 1, then L ∪ L ′ is linearly equivalent to a smooth conic, so we are back in case (3iii). This finishes the case deg(L) = 3.
Finally, suppose h 0 (L) = 0, h 0 (L(1)) = 0, let D be a general curve of the linear system |L(1)| and consider the exact sequence:
Recall that, if L is a line in X, h 1 (O X (−m L)) = −1/2 (m 2 + m) + 1, for m ≥ 2, indeed it suffices to use induction on the exact sequence (3.8). Since h 1 (L * (−1)) = h 1 (L) = 0, it follows that D contains no multiple lines i.e. D is reduced. Moreover by (3.9) and by the hypothesis h 1 (L) = h 2 (L) = 0 it follows that h 0 (O D ) = 1 and h 1 (
We have the following basic Lemma. Lemma 3.4. Let L be a line bundle on X with h 0 (L) > 0 and h 1 (L * ) = 1. Then a general element of the linear system |L| is a reduced curve with 2 connected components. Moreover, we have L ≃ L 1 ⊗ L 2 and there is (up to scalars) a unique nonsplitting extension:
Taking a nonzero section s ∈ H 0 (L) we obtain the exact sequence (3.6) associated to the curve C ∈ |L|, indeed L is not isomorphic to O X , since h 1 (O X ) = 0. We would like to prove that, taking s general in H 0 (L), the curve C is reduced. This is equivalent to proving that C contains no multiple lines, since any reduced irreducible curve other than a line moves at least in a pencil. So, let C be of the form:
where D is a reduced curve containing no lines, and m j ≥ 1. Notice that L i · L j = 0, for all i, j ∈ J, for otherwise L i ∪ L j is linearly equivalent to a smooth conic. We have an exact sequence:
We first prove that D·L j = 0, for all j ∈ J. Consider the set of irreducible components {D i |i ∈ I} of D. We have i D i ·L j = D·L j . The linear system |O X (D i ∪ L j )| contains reduced curves since D i does not contain L j . For each i and j we have the exact sequence:
Moreover, each curve of the linear system |O X (D i ∪ L j )| is the union of L j and a curve in the linear system |O X (D i )|, for otherwise we could replace
Equivalently, we have an isomorphism of linear systems between |O X (D i )| and |O X (D i + L j )|, for each i and j. By (3.12), this implies that D i · L j = 0, for all i and j. Thus D · L j = 0, for all j ∈ J. Now, one checks easily that h 0 (O m L ) = 1/2(m 2 + m) for m ≥ 1. Since h 0 (O X (−D)) = 0, using (3.11) and the equality h 1 (L * ) = 1, we conclude that m j ≤ 1, for all j ∈ J. Therefore the curve C is reduced. Now, by h 1 (L) = 1 we get h 0 (O C ) = 2, so C has two connected components C 1 and C 2 , associated to effective line bundles L 1 and L 2 , and
Therefore, taking two general sections s i ∈ |L i |, i = 1, 2, since C 1 · C 2 = 0, the exact sequence (3.10) is the Koszul complex of the section (s 1 , s 2 ) ∈ H 0 (L 1 ⊕ L 2 ). But by H 1 (L * ) ≃ Ext 1 (O X , L * ) = k, one sees that such extension is unique.
In the following lemma, we classify all nontrivial extensions of aCM line bundles on X. Ref.
Proof. We do a case by case analysis, after Proposition 3.1. If M ≃ N, there is nothing to prove.
Case 1. If L 1 · L 2 = 0, then L 1 − L 2 + H = T , where T is the class of a twisted cubic in X, and O X (T ) is an aCM line bundle. If L 1 · L 2 = 1, then L 1 − L 2 + H = L 1 + C 2 , with L 1 · C 2 = 0, where C 2 is the conic residual to L 2 . So we get h 1 (O X (−L 1 − C 2 )) = 1, and h 1 (O X (−L 1 − C 2 − t H)) = 0 for t > 0. Notice also that L 1 + C 2 − 2 H = −C 1 − L 2 , with C 1 · L 2 = 0. So, using Serre duality, we conclude that the group h 1 (O X (−L 1 − C 2 + t H)) is nonzero if and only if t = 0, 1.
Cases 2, 3, 4 and 5. If L · C = 0, then C − L = L ′ , and O X (L) is an aCM sheaf. If L · C = 1 (case 2), then H − (C − L) = L + L ′ , with L · L ′ = 0, so we get h 1 (O X (C − L − H)) = 1, and h 1 (O X (C − L − t H)) = 0 for t > 1. Since 2 H −(L+L ′ ) = C +C ′ , with C ·C ′ = 1, we get no further intermediate cohomology, because C ∪ C ′ is reduced and connected. If L · C = 2 (case 3), then C = H − L. Thus we compute h 1 (O X (−2 L + t H)). This is easily done setting m = −1 in (3.8) and taking twisted sections. This way we get the only nonvanishing groups for t = −2, −1, 0. Cases 4 and 5 are computed by Serre duality.
Case 6. Since 2 H − C 1 − C 2 = L 1 + L 2 this case is equivalent to 1. Cases 7, 8, 9, 10. If T · L = 0, then T − L = C and O X (C) is an aCM sheaf. If T ·L = 1 (case 7), then T −L = L 1 +L 2 , with L 1 ·L 2 = 0: we already studied this case above. If T ·L = 2 (case 8), then
with T ′ · L = 0, so we conclude h 1 (O X (−T ′ − L)) = 1. Cases 9 and 10 are computed by Serre duality.
Cases 11, 12, 13 and 14. These are treated in similar way to 7, 8, 9, 10, considering the conic C residual to the line L with respect to H.
Cases 15, 16, 17. In any case h 1 (T 1 − T 2 + t H) = 0 for t ≥ 1. If T 1 · T 2 = 2, we have T 2 − T 1 + H = T 3 , and O X (T 3 ) is aCM. If T 1 · T 2 = 3, then T 1 − T 2 + H = C + L, with C · L = 0. We have seen this already above (namely in case 1).
If T 1 · T 2 = 4, we have T 2 − T 1 + H = L 1 + L 2 + L 3 , with L i · L j = 0 for i = j. So h 1 (O X (−L 1 − L 2 − L 3 )) = 2 is the minimal nonvanishing twist. By the symmetry of the role of T 1 and T 2 , we conclude by Serre duality that h 1 (O X (T 1 − T 2 )) = 2.
If T 1 · T 2 = 5, we have
and there is no further intermediate cohomology.
Classification of resolutions
In the following Theorem, we suppose that E is rank 2 aCM bundle on X, and we classify the degree of the generators Gen(E) and of the syzygies Syz(E) appearing in the minimal graded free resolution of E, extended to zero to P 3 . according to Theorem 2.2.
The column dual describes the minimal graded free resolution of E * . The column kernel provides a resolution (possibly non-minimal) of the aCM vector bundle ker(p(E) |X ), in the case that it also has rank 2 (i.e. in case rk(Gen(E)) = 4).
In these two columns, the number in parenthesis points out the twist in which the resolution of E * or p(f(E) |X ) occurs.
Theorem 4.1. Let X be a smooth cubic surface in P 3 and let E be an indecomposable normalized aCM rank 2 vector bundle on X. Then the minimal graded free resolution of E takes one of the following forms:
Moreover we can summarize the following information:
Beginning of the proof of 4.1. The proof is similar to that of Proposition 3.1, though more involved. After Theorem 2.2 we consider the presentation matrix f(E) in the minimal graded free resolution of E, satisfying det(f(E)) = F 2 . Clearly, we have rk(Gen(E)) ≤ 2, and equality holds if and only if E is isomorphic to O X ⊕ O X (−m), for some m ≥ 0. Indeed if rk(Gen(E)) = 2, the map p(E) |X is a surjective morphism of vector bundles of the same rank, hence an isomorphism.
Further, in case rk(Gen(E)) = 3, by Remark 2.3, L := ker(p(E) |X ) is an aCM line bundle and let g be a presentation matrix over P 3 for L such that
Recall now Proposition 3.1. In case rk(Gen(L)) = 3, f(L) is a matrix of linear forms, and f(E) is the matrix of minors of order 2 associated to f(L) so we obtain the case (H).
If L is a twist of O X (L) or O X (C) (i.e. if rk(Gen(L)) = 2), the matrix g can be reduced, under the action by conjugation of the group GL(3, k), to:
Since g |X • f(E) |X = 0 and f(E) |X • g |X = 0, f(E) can be reduced to:
This implies that E is decomposes as O X (m) ⊕ coker(f ′ ), for some m. On the other hand, if rk(Gen(L)) = 1 (i.e. if L ≃ O X (m), for some m), the matrix g can be reduced to:
Also in this case, the bundle E is decomposable. So, we suppose rk(Gen(E)) ≥ 4. Since any term of degree zero in the matrix f(E) vanishes, any nonzero summand contributing to the development of det(E) is given by a product of one of the following types: a) Six linear entries; b) Four linear entries and one quadratic entry; c) Three linear entries and one cubic entry; d) Two linear entries and two quadratic entries;
Clearly the rank of Gen(E) is determined by the above alternatives and satisfies 4 ≤ rk(Gen(E)) ≤ 6. Further, since F is irreducible, any row (and any column) of f(E) contains at least two nonvanishing entries. We will take into account the cases rk(Gen(E)) = 4, 5, 6 in the following lemmas.
We summarize the fact that the (i, j)-th entry of f(E) has degree a i,j by writing a matrix of integers (a i,j ).
Lemma 4.2 (Six by Six). Let E and X be as in Theorem 4.1, and suppose rk(Gen(E)) = 6. Then f(E) is a matrix of linear forms.
Proof. Recall that every row (and every column) of f(E) contains at least 2 linear entries, contributing to the development of det(f(E)). Arrange the first sextuple on the main diagonal.
Up to reordering of a basis of Gen(E), we can arrange the second sextuple in three possible ways. The first two are:
and the third is:
However, notice that in both cases of (4.2), we have to add linear entries in the undetermined blocks, for otherwise det(f(E)) would factorize as the product of a quartic and a quadratic form. This implies that in both cases we end up with a linear resolution.
In case (4.3), letting a be the degree of the entries in the upper right block, the lower left block will have degree 2 − a. In case a = 1 all entries are linear and we are done. On the other hand, when a ≥ 2 (or a ≤ 0), f(E) will have a vanishing block. Let a ≥ 2.
Up to twist by O X (t), the two blocks of linear entries present O X (T 1 ) and O X (T 2 ), where T 1 , T 2 are twisted cubics contained in X. In fact, normalizing E we can construct here a commutative exact diagram:
where the solid vertical maps are the constant inclusions (and surjections) defined on P 3 , the dashed maps are induced on X, and we omit zeroes all around the diagram for brevity. But by Lemma 3.5 we have:
for a ≥ 2, and for any pair (T 1 , T 2 ), so E is decomposable. Proof. Any term contributing to the development of det(f(E)) is the product of four linear entries and one quadratic entry. Arrange the first set of such entries, ordered by ascending degree, on the main diagonal of f(E).
The block containing linear entries contains at least three more linear entries, contributing to the development of det(f(E)). Up to reordering of a basis of Gen(E), the degrees of f(E) thus behave according to one of the two configurations:
We would like to prove that in both cases we have a = 1 and either b = 1 i.e. case (C), either b = 2 i.e. case (B). In both cases, developing the determinant with respect to different rows and columns, we obtain the implications:
Case (4.5). In this case, b = 1 implies a ≥ 1 and 3 − a ≥ 1 for otherwise det(f(E)) would factorize as the product of a quadratic and a quartic form. Thus we have b = 1 ⇒ a ∈ {1, 2}. On the other hand b = 2 implies a = 1. Thus it remains only to exclude b = 1, a = 2.
After a permutation of the basis vectors, this means that we have to show that the following configuration does not occur:
Recall that, given a twisted cubic T in P 3 , we have the exact sequences:
where the second is obtained dualizing the first.
The degree configuration (4.9) implies that that there exist two twisted cubics T 1 , T 2 contained in X and the following commutative exact diagram (omitting zeroes all around for brevity):
for any pair (T, L) and any a ≤ 0, so E splits. Similarly for a ≥ 3. For b = 2, we have to exclude a ≤ −1 and a ≥ 2. We proceed similarly and use:
for any C, T and for a = 0, 1 Thus, to complete the proof, it remains only to exclude b = 1, a = 2 i.e. to exclude the possibility:
Recall that any 4 × 4 minor obtained by a submatrix of f(E) containing the 3 × 1 block of zeroes on the first column must vanish on X. This implies that either the remaining 2 × 1 block of linear entries on the first column is zero, either that all 3 × 3 minors taken out of the 3 × 4 matrix of linear entries must vanish. In both cases the resolution is not minimal. Independently of the choice of how to arrange the degrees of the remaining entries, at least one linear entry must fall on the 3 × 3 block spanned by the first three terms of the main diagonal of f(E). Therefore we have the configuration of degrees:
We would like to prove that a = 1, b = 2, i.e. case (G). Developing the determinant with respect to appropriate rows and columns we obtain:
Thus we obtain the possibilities a = 1, (a = 0, b ∈ {2, 3}) and (a = 2, b ∈ {1, 2}). Let us take a closer look at the cases with a = 1, and prove that they lead to a contradiction. The degree matrices, up to reordering and transposition, fall into one of the two alternative possibilities:
Recall that all minors of order 3 of f(E) must vanish on X and consider those associated to the entries of the last two rows. This implies that all 2 × 2 determinants taken from the first two rows of f(E) should vanish on X.
In the first instance of (4.16), this cannot occur since all such determinants have degree 2. On the other hand, in the second instance of (4.16) this can happen only if one of the 2 × 1 blocks of linear entries in the first two rows of f(E) vanishes on P 3 , so we obtain a vanishing 2 × 2 block in f(E), and E must be an extension of the form:
Let us now consider the case a = 1, and prove that b = 2. We first we prove that b ∈ {1, 2, 3} and then exclude separately the cases b = 1, b = 3. In a way similar to that of Lemma 4.3, we suppose b ≤ 0. Then we obtain an exact commutative diagram (we omit zeroes all around the diagram):
for some twisted cubic T ⊂ X. But since O X (T ) is aCM, this extension splits, so E is decomposable. Similarly for b ≥ 4. Therefore we get a = 1 and b ∈ {1, 2, 3}.
Considering the case a = 1, b = 3 (equivalently, a = b = 1), we get the degree configuration
Looking at the minors of order 3, associated to the right column of f(E), we deduce that all 3 × 3 determinants of the linear forms in (4.18) must be zero or a scalar multiple of F . Therefore the matrix f(E) can be reduced, under the action by conjugation of the group GL(4, k), to:
where f ′ is a 3 × 3 matrix of linear forms and f ′′ is a 3 × 1 block of cubic entries. Since det(f ′ ) = F , f ′ is a presentation matrix over P 3 for the line bundle O X (T ), for some twisted cubic T in X. So the bundle E must fit into an extension of the form:
Case (II). In this case there must be at least two sets of entries of type (d), contributing to the development of det(f(E)). Order the first of these sets by ascending degree and arrange it along the main diagonal of f(E).
Since det(f(E)) is not a product of a quadratic and a quartic form, at least one linear entry of the second set must fall in the lower left (or upper right) 2 × 2 submatrix of f(E). Thus we have the two cases:
We would like to show that in both cases of (4.19) we have either b = 2, a = 1 (yielding cases (F) and (D)), either b = a = 2 (i.e. case (E)). Since the two cases are equivalent after transposition, we only analyze the first one.
Clearly, if a ≤ 0, we have b ≥ 3. One sees easily that if b ≥ 4, then we have b = 4 − a or b = 3 − a. Accordingly, E must be an extension of one of the forms:
So E must decompose by Lemma 3.5. On the other hand if b = 3 we are back in case (I). Similarly, for a ≥ 3, we have b ≤ 1, and one sees that if b ≤ 0 then E splits because it is a trivial extension, while if b = 0 then we are back in case (I).
Finally, a ∈ {1, 2} implies b ∈ {1, 2, 3}. But in both cases b = 1 or b = 3 implies that we have a summand of the form (c), i.e. we are in case (I).
End of the proof of 4.1. We have proved in the above Lemmas that the resolution of E takes one of the desired forms. This gives at once the Hilbert polynomial of E, and thus the value of deg(det(E)).
Using Grothendieck duality and the Leray spectral sequence for Ext groups on P 3 , it is easy to write the formulas:
So, whenever there is no constant morphism Syz(E) → Gen(E), (i.e. in all cases but (E)) in order to determine the minimal resolution of E it suffices to compute the Hilbert function of E. Then a resolution of the dual of E is obtained, in all cases except (E), applying Serre duality:
(4.23) h 0 (X, E(t)) = h 2 (X, E * (−t − 1)) For instance, E has resolution of type (A) if and only if: h 0 (E) = 6 and h 0 (E(−1)) = 0 or, equivalently if and only if: h 2 (E(−3)) = 6 and h 2 (E(−2)) = 0. By (4.23), this happens if and only if h 0 (E * (2)) = 6 and h 0 (E * (1)) = 0, i.e. if and only if E * (2) has resolution of the form (A). Now, case (E) differs from (H) only in that we have:
By (4.21) and (4.22), this gives the desired resolution for E * in case (E). Finally, a resolution of the syzygy bundle ker(p(E) |X ) is given by Remark 2.3.
Chern classes of rank 2 aCM bundles
We classify the invariants of an indecomposable normalized rank 2 aCM bundle E, subdivided according to the form of their minimal graded free resolution after Theorem 4.1.
5.1. Linear resolutions. We take into account the possible Chern classes of and aCM rank 2 bundle E, supposing that its minimal resolution is a 6× 6 matrix of linear forms.
Proposition 5.1. Let E be an indecomposable rank 2 aCM bundle on X having resolution (A). Then we have:
where T 1 and T 2 are twisted cubics contained in X with 3 ≤ T 1 · T 2 ≤ 5. Moreover we have:
Proof. Since E has resolution (A), it is globally generated. Taking a general section s of E we can write the following exact sequences:
where Z ⊂ X is a subscheme of codimension 2, isomorphic to a set of distinct points of X, with c 2 (E) = deg(Z) ≥ 0, and (5.1) is the Koszul sequence associated to s.
Suppose deg(Z) = 0, i.e. Z = ∅. By (5.2) and (5.1) we have:
Define the line bundle L := ∧ 2 (E) * (−H). If Z = ∅ we have:
(5.5) h 0 (L) = c 2 (E) − 1 By Serre duality, L satisfies the hypothesis of Lemma 3.3 and deg(L) = 3. Therefore, one of the alternatives (3i), . . . , (3iv) of this Lemma must take place. In cases (3i), (3ii), (3iii), we easily see that
On the other hand, in case (3iv), or in case h 0 (L) = 0, we still have c 1 (L) + H ≡ T 1 + T 2 , with T 1 · T 2 ∈ {1, 2}. Notice, in the latter case, that this hold by Lemma 3.3, since a section of L(H) provides a rational curve of degree 6, which linearly equivalent to the union of two twisted cubics in X meeting at one point.
So, if c 2 (E) ≤ 2, tensoring (5.2) by O X (T 1 ) we get h 0 (J Z ⊗ O X (T 1 )) = 0. Thus, tensoring (5.1) by O X (T 1 ) we get h 0 (E * (T 1 )) = 0, indeed O X (T 2 ) is aCM. This means that there exists a nonzero morphism E → O X (T 1 ), which in turn has to be a constant map. Then, since c 1 (E) ≡ T 1 + T 2 , E fits into an extension of the form:
Since T 1 · T 2 ≤ 2, this extension has to split by Lemma 3.5, so E is decomposable.
Finally, if Z = ∅, we have h 1 (∧ 2 (E * )) = 1 and we can write the exact sequence:
The last statement follows, since the divisor T 1 + T 2 lift to P 3 if and only if it is linearly equivalent to 2 H. This condition is equivalent to f(E) being skew-symmetric after Theorem (2.2).
5.2.
Rank 5 presentation matrix. We will describe the behaviour of the two sets of 5 × 5 resolutions, which are related by duality after Theorem 4.1.
Proposition 5.2. Let E be an indecomposable aCM rank 2 bundle on X with resolution (B). Then we have:
where T and C are a twisted cubic and a conic contained in X with T · C ∈ {2, 3}. In this case, we also have c 1 (E) − H ≡ L 1 + L 2 , where L i 's are lines contained in X with:
The proof is analogous to that of Proposition 5.1. The exact sequences (5.1), (5.2) and the formulas (5.3), (5.4) still hold, and the subvariety Z is not empty since E is indecomposable. Setting L := ∧ 2 E(−H), we still have the formula (5.5) and L verifies the hypothesis of Lemma 3.3. Since deg(L) = 2, we have c 2 (E) ≤ 3. If h 0 (L) = 0 one checks easily that c 1 (E) ≡ T + C. In case h 0 (L) = 0, again by the last statement of Lemma 3.3 we see that c 1 (E) ≡ T + C since any rational curve of degree 5 in X is linearly equivalent to the union of a conic and a twisted cubic meeting at one point.
In this case tensoring the exact sequences (5.1) and (5.2) by O X (T ) we obtain a nonzero constant map E → O X (T ), so E splits by Lemma 3.5.
The formulas contained in last statements are now straightforward.
Notice that, tensoring (5.1) and (5.2) by O X (T ) we can also prove the following remark.
Remark 5. 3 . Let E be as in the above Proposition, and suppose c 2 (E) = 2. Then E fits into an extension of the form:
with C, T ⊂ X, T · C = 2, and T + C ≡ c 1 (E).
Proposition 5.4. Let E be an indecomposable aCM rank 2 bundle on X with resolution (C). Then we have:
where T and L are a twisted cubic and line contained in X with T ·L ∈ {1, 2}.
If L · T = 1, then E fits into the exact sequence:
Moreover, set f := f(E) |X , g := f ⊤ , and F := coker(g) ⊗ O X (−2). Then F satisfies the hypothesis of Proposition 5.2, and we have:
T ′ · C = T · L + 2 and c 2 (F) = c 2 (E) + 2. We also have a minimal 2-periodic exact sequence:
Proof. Recall from Theorem 4.1 that the minimal graded free resolution of the normalization of E * takes the form (B). It also follows by the functoriality of Serre duality that the presentation matrix of E * is f(E) ⊤ . Therefore we have (5.8). This implies minimality in the 2-periodic exact sequence provided by Remark 2.3, so we have the required exact infinite which can be also written as:
The Chern classes of E are thus computed in terms of those of F after Proposition 5.2. In case c 2 (E) = 0, we have that E is an extension of the form (5.7) because F fits as the middle term of the exact sequence (5.6).
The following Remark shows that rank 2 aCM bundles can occur as extensions of line bundles which are not aCM.
Remark 5.5. If L and T are such that T · L = 1, then we have a unique nonsplitting extension of the form:
By Lemma 3.5, h 1 (O X (T − L + t H)) = 0 for t = −1, so the vector bundle E is aCM. Further, E is simple and rigid. It is easy to see that its resolution takes the form (B).
Rank 4 presentation matrix.
If the presentation matrix f(E) is skew-symmetric, then we obviously have Gen(E) * ≃ Syz(E)(t) for some t.
In the next proposition we show that, in case rk(Gen(E)) = 4, this condition is also sufficient i.e. we prove that the determinant of a bundle E having resolution of the form (E) or (G) lifts to a line bundle on P 3 .
Proposition 5.6. Let E be an indecomposable rank 2 aCM bundle on X.
(1) If the minimal graded free resolution of E takes the form (E), then c 1 (E) ≡ H, c 2 (E) = 2.
(2) If the resolution takes the form (G), then c 1 (E) = 0, c 2 (E) = 1.
In both cases f(E) is skew-symmetric.
Proof. Take E as in case (2), and set F := E(1), L := ∧ 2 (F)(−H) ≃ ∧ 2 (E)(H). The bundle F is globally generated and L satisfies the hypothesis of Lemma 3.3. Since deg(L) = 3, we have:
So, take E with h 0 (L) = 3, i.e. c 1 (L) ≡ T , i.e. c 2 (F) = 3. We will prove that E splits as a direct sum of two line bundles.
Consider the Koszul complex associated to a general s ∈ H 0 (F):
where Z is a set of 3 distinct points. Tensoring (5.9) by O X (T ) and taking cohomology we get a morphism H 1 (J Z (T )) → H 2 (O X (−H)), which is Serre H) ). This morphism is nonzero, for it represents the extension (5.9), so we have h 2 (E * (T − H)) = 0. Then h 0 (E * (T − H)) = 0, since, by Riemann-Roch, χ(E * (T − H)) = 3. Thus we have nonzero maps E → O X (T − H), which are constant because E has resolution of the form (G), cfr. the argument of page 13. Then E splits as O X (T − H) ⊕ O X . The case h 0 (L) ≤ 2 can be settled similarly. For E as in case (1), we define G as the normalization of the aCM bundle ker(p(E) |X ). For c 1 (G) ≡ H, i.e. if h 0 (∧ 2 (G)) = 4, the statement is clear. In case h 0 (∧ 2 (G)) = 3, i.e. c 1 (G) ≡ T , we know that T ≃ O X (T ) ⊕ O X . This implies that the minimal graded free resolution of E takes the form (H). The case h 0 (∧ 2 (G)) ≤ 2 can be treated likewise.
In the next proposition, we examine the second pair of 4 × 4 presentation matrices, i.e. (D) and (F) in Theorem 4.1.
Proposition 5.7. Let E and F be an indecomposable rank 2 aCM bundles on X such that the minimal graded free resolution of E (resp. of F) takes the form (D) (resp. (F)). Then we have:
where C 1 and C 2 are conics in X with C 1 · C 2 = 2, and where L 1 and L 2 are lines in X with L 1 · L 2 = 1. Moreover we have:
Proof. Take a general section s of the globally generated bundle E and write the Koszul resolution (5.1). Set L := ∧ 2 (E)(−H). It follows by Lemma 3.3 that h 0 (L) = 0 if and only if c 1 (L) ≡ L, in which case the vanishing locus Z is non empty and by the formula (5.5) we have c 2 (E) = deg(Z) = 2.
On the other hand, again by Lemma 3.3, if h 0 (L) = 0 then |L(1)| contains a connected rational curve of degree 4, which is linearly equivalent to the union of two conics C 1 and C 2 with C 1 · C 2 = 1. Since c 2 (E) = 1, tensoring (5.1) by O X (C 1 ) we see that there exists a (constant) morphism E → O X (C 1 ), so E splits by Lemma 3.5.
All the remaining statements are clear after Remark 2.3, and formula (4.20).
Extensions
In this section we take into account rank 2 aCM vector bundles on X arising from extensions of aCM line bundles. Recall that in the previous sections we proved that an indecomposable rank 2 aCM bundle on X necessarily admits certain resolutions and invariants, but we still haven't proved that any of these cases actually occurs. We will do this here. Recall also that a simple bundle is indecomposable. 
Proof. The bundle E corresponds to an exact sequence:
So we have a commutative exact diagram (we omit zeroes all around the diagram): (N, M) , the boundary map k = H 0 (O X ) → H 1 (M ⊗ N * ) is nonzero. So, taking cohomology of the left column and of the top row we obtain (i), which in turn implies (ii). Since h 1 (O X ) = h 2 (O X ) = 0, we also get (iii). 6.1. Pairs of twisted cubics. Let T 1 and T 2 be twisted cubics contained in X. If T 1 · T 2 ∈ {1, 2}, there are no extensions to examine after Lemma 3.5. Proposition 6.2. If T 1 ·T 2 ∈ {3, 4, 5}, any nonsplitting extension E between O X (T 1 ) and O X (T 2 ) is simple and satisfies H 2 (End(E)) = 0. Furthermore, the minimal graded free resolution of E is of type (A) in Theorem 4.1. The matrix f(E) is skew-symmetric if and only if T 1 · T 2 = 5.
Proof. We have an exact sequence:
Recall that:
Moreover, taking sections of (6.3), we find h 0 (E(−H)) = 0 and h 0 (E) = 6. So, since is E aCM, the resolution takes the required form. In the above Proposition, notice that, when T 1 · T 2 = 5, we have f(O X (T 1 )) ⊤ = f(O X (T 2 + H)). So, in this case, even if E splits as O X (T 1 ) ⊕ O X (T 2 ), the presentation matrix f(E) is skew-symmetric. Remark 6.3. Let T 1 , T 2 be twisted cubics in X with T 1 · T 2 ≥ 3, and let E be a nonsplitting extension corresponding to an element [E] ∈ Ext 1 (O X (T 2 ), O X (T 1 − H)).
(1) If T 1 · T 2 = 5, then c 1 (E) ≡ H, so E has resolution (E);
L are a conic and a line in X satisfying C · L = 0 and C + L = T 1 + T 2 − H.
Pairs of lines and pairs of conics.
We consider rank 2 extensions of line bundles over X associated to two lines or to two conics. Let L 1 and L 2 (resp. C 1 and C 2 ) be lines (resp. conics) contained in X. If L 1 ·L 2 ∈ {−1, 0}, (resp. if C 1 · C 2 ∈ {0, 1}) there are no extensions to examine after Lemma 3.5.
Proposition 6.4. Let L 1 · L 2 = 1 and C 1 · C 2 = 2, and let E (resp. F) be any nonsplitting extension between O X (L 1 ) and O X (L 2 ) (resp. between O X (C 1 ) and O X (C 2 )).
(1) The bundle E is simple and satisfies H 2 (End(E)) = 0. Furthermore, the minimal graded free resolution of E is of type (F) in Theorem 4.1.
(2) The bundle F is simple and satisfies H 2 (End(F)) = 0. Its minimal graded free resolution takes the form (D).
Proof. Since L 1 −L 2 and C 1 −C 2 are not effective and have degree 0, it follows from Lemma 6.1 that E and F are simple bundles. Therefore H 2 (End(E)) = H 2 (End(F)) = 0.
We have the exact sequences:
Since the line bundles O X (C i ) are globally generated, by (6.8) we have that F is globally generated. So there is a graded free resolution of F having the required form. But this resolutions is also minimal since there are no constant maps between O P 3 (−2) 2 ⊕ O P 3 (−1) 2 and O 4 P 3 . The same argument applies to E. Remark 6.5. If L 1 and L 2 are lines residual to C 1 and C 2 for the hyperplane section H, there is an isomorphism
If the bundle E corresponds to an element [E] of H 1 (O X (L 2 − L 1 )), then the bundle F corresponding to ψ([E]) is isomorphic to E * (−H). Moreover, under this correspondence we have f(E) = f(F) ⊤ and there is a 2-periodic minimal exact sequence:
Lemma 3.4 implies the following Remark.
Remark 6.6. Let L i , C i be as in Proposition 6.4. If E corresponds to a nonzero element of
where L i and C i are residual to each other with respect to H.
Lines and conics.
In the following Proposition we classify extension of the forms:
for any t and s in Z.
Proposition 6.7. Let L and C be a line and a conic contained in X, with C · L ≥ 1, and let E (resp. F) represent a nonzero element of H 1 (O X (C − L + t H) (resp. of H 1 (O X (L − C + s H)), for some t, s ∈ Z.
(1) In case C · L = 1, we have:
(2) In case C · L = 2, we have the possibilities for the bundles E and F:
For all other values of t and s the extension groups are zero.
Proof. We will analyze the bundle E. The proof of the claims regarding the vector bundle F is similar and we omit it here. The first statement (i.e. when C · L = 1) follows from Lemma 3.4. When when C · L = 2, recall that C = H − L, so C − L − 2 H = −(L + (L + H)).
Since L · (L + H) = 0, the extension associated to the one dimensional space
For the remaining claims about E, L + C = H implies that E has the required resolution by Theorem 4.1. Indeed deg(c 1 (E)) equals 3 so the resolution takes one of the forms (E) or (H) but c 1 (F) ≡ T for any sheaf F having resolution of the the form (H).
Simplicity of E in case t = 0 follows from Lemma 6.1. Finally, let t = −1, and suppose that E decomposes as a direct sum of two aCM line bundles L 1 and L 2 . We have L 2 ≃ L * 1 . Notice that h 0 (End E) = 2, c 1 (E) = 0, c 2 (E) = 1. Let m be the degree of the normalization L ′ 1 of L and let n be an integer such that L 1 = L ′ 1 ⊗ O X (n). After Proposition 3.1, we have: c 2 (E) = c 2 (L 1 ⊕ L * 1 ) = 2 − m + 3 n 2 Thus we obtain m = 1 and n = 0 i.e.
6.4. Twisted cubics and lines or conics. After Lemma 3.5, given t ∈ Z, and given a twisted cubic T and a line L contained in X, we classify in the following proposition nonsplitting extensions of the form: H) ).
If T · L = 2, simplicity for t = −1 is given again by Lemma 6.1 and the resolution takes the same form. Setting T ′ := 2 H − T , we get T ′ · L = 0, so by Lemma 3.4 we have a unique extension:
One sees easily that the divisor T ′ − L is a conic C, so we have (2).
In a similar way we analyze extensions of the forms:
where C and T are a conic and a twisted cubic in X. Proposition 6.9. Suppose T ·C ≥ 2 and let E (resp. F) represent a nonzero element of H 1 (O X (T − C + t H)), (resp. of H 1 (O X (C − T + s H))) for some t, s ∈ Z.
(1) If T · C = 3 and t = −1, the aCM bundle E is simple and its minimal graded free resolution is (F) of Theorem 4.1, while F splits
(2) If T · C = 3 and t = 0, the aCM bundles E and F are simple and their resolution is (B). (3) If T · C = 2, then t = −1, s = 0 and E splits as
where L i 's are two skew lines in X with T · L i = 2, C · L i = 0, while F is simple with resolution (B).
Proof. Given T and C with T · C = 3, there are skew lines L 1 , L 2 such that T − H = L 1 − L 2 and C · L 1 = 0, C · L 2 = 1. Thus (C − L 2 ) · L 1 = 0. But C − L 1 is not effective, indeed C − L is effective only if C · L = 0. Thus h 0 (O X (−T + H + C)) = 0 and clearly h 0 (O X (T − H − C)) = 0, so E is simple in case (1) by Lemma 6.1. On the other hand C − T − H represents a curve of degree 4 and genus −1, which is linearly equivalent to the disjoint union of T and the line L ′ := H − C. After Lemma 3.4, this implies that F is obtained tensoring by O X (T ) the unique extension:
Similarly, h 0 (O X (C −T )) = h 0 (O X (T −C)) = 0, so E is simple also for t = 0. Its resolution takes the desired form by Theorem 4.1 since deg(c 1 (E)) = deg(T + C) = 5. The same statements hold replacing E by F.
When T · C = 2, one can find 2 skew lines L 1 and L 2 in X with T · L i = 2, C · L i = 0, and with T − C − H = −L 1 − L 2 . So (3) follows from Lemma 3.4, indeed E is obtained tensoring by O X (C) the unique extension:
On the other hand F is simple in this case by Lemma 6.1. Since deg(c 1 (F)) = 5, the resolution is the desired one.
Remark 6.10. If the bundle E fits into nonsplitting exact sequence of one of the forms (5.6), (5.7), (6.10) with s = 0, then E is stable.
If E is an extension of one of the forms (6.3), (6.7), (6.8), then E is strictly semistable.
Proof. The slope µ of the bundle E fitting in the relevant extension can be summarized in the following table:
(6.12) Extension (5.6) (5.7) (6.10) (6.3) (6.7) (6.8) Slope 5/2 1/2 3/2 3 1 2
Write E as an extension of the form (6.1), recall that 2 µ(E) = deg(N) + deg(M), and consider a line bundle K with an injection j : K ֒→ E, with deg(K) > µ(E). In case σ • j is a nonzero map, it is necessarily injective (its kernel is a torsion sheaf). This implies deg ( By virtue of (6.12), one sees easily that this implies the required statements.
Moduli spaces
In this section we draw a few remarks on moduli spaces of aCM rank 2 bundles, and compute the dimension of the families by means of the Hartshorne-Serre correspondence. 7.1. Moduli of linear resolutions. We consider here moduli spaces of aCM rank 2 vector bundles whose minimal graded free resolution is a 6 × 6 square matrix of linear forms.
Theorem 7.1. Let E be indecomposable aCM of rank 2, and have resolution (A). Then c 1 (E) ≡ T 1 · T 2 , 3 ≤ c 2 (E) = T 1 · T 2 ≤ 5. The general E is stable, MCM s (2; c 1 (E), c 2 (E)) is smooth and irreducible of dimension 2 c 2 (E) − 5.
The family in MCM s s (2; c 1 (E), c 2 (E)) of bundles corresponding to extensions of the form (6.3) is a projective space of dimension c 2 (E) − 3.
The proof is subdivided into the following Lemmas.
Lemma 7.2. Let Z ⊂ X be a general 2 codimensional subscheme with 3 ≤ len(Z) ≤ 5, let T 1 , T 2 be two twisted cubics contained in X with T 1 ·T 2 = len(Z), and define L = O X (T 1 +T 2 ). Then there exist a rank 2 vector bundle E on Z with ∧ 2 (E) = L, c 2 (E) = len(Z), and a section s ∈ H 0 (E) with Z = {s = 0}.
Proof. According to Theorem 2.4, we have to check the Cayley-Bacharach property for the pair (O X (T 1 + T 2 − H), Z).
If len(Z) = 5, we have T 1 + T 2 = 2 H, so T 1 + T 2 − H = H. For a general Z ′ ⊂ X with len(Z ′ ) = 4, we have h 0 (J Z ′ (1)) = 0, so we are done.
If len(Z) = 4, we have T 1 + T 2 − H = T 3 . For a general Z ′ ⊂ X with len(Z ′ ) = 3, we have h 0 (J Z ′ ⊗ O X (T )) = 0, since a unique twisted cubic of a fixed class passes through 2 general points in X.
Finally, if len(Z) = 3, then T 1 + T 2 − H = C + L, with C · L = 0. In this case, we see that a general length 2 subscheme of X does not lie on the disjoint union of a conic and a line, indeed there is a unique conic (and no line) through a general point of X. So h 0 (J Z ′ ⊗ O X (T )) = 0.
Lemma 7.3. Fix hypothesis as in Lemma 7.2. For general Z, the bundle E is stable and aCM. The moduli space MCM s (2; c 1 (L), len(Z)) is smooth and irreducible of dimension 2 len(Z) − 5.
The bundle E is strictly semistable if it is an extension of the line bundles O X (T ′ 1 ) and O X (T ′ 2 ), with T ′ 1 · T ′ 2 = len(Z). The family of such extensions is a projective space of dimension c 2 (E) − 3 in MCM s s (2; c 1 (L), len(Z)).
In any case the minimal graded free resolution of E takes the form (A) of Theorem 4.1.
Proof. After Remark 2.5, we first have to check:
This is easily done, for each length between 3 and 5, with the same proof of Lemma 7.2, replacing Z ′ by Z.
Now we prove stability of E. Notice that, since Z has pure codimension 2, we have µ(E * ) = −3. Take a destabilizing line bundle K of E * , i.e. suppose deg(K) ≥ 3. Since deg(∧ 2 (E) * ) = −6, K has to map nontrivially (i.e. injectively) to J Z , and thus to O X . So c 1 (K) represents an effective divisor of degree between 1 and 3, with h 0 (J Z ⊗ K) = 0. But for len(Z) ≥ 4, no such divisor contains Z if Z is general. On the other hand, if len(Z) ≥ 3, the only such divisor is the hyperplane class H. But hom(O X (−H), E * ) = h 0 (E * (H)) = 0, hence we are done. Since the argument holds for general Z ⊂ X, we conclude that the map ξ or Remark 2.5 is dominant in this case. Semistability of the extension bundle follows from Remark 6.10.
It is straightforward to check that, for general Z, we have:
for t ≥ 0 (7.2) Therefore, using the exact sequences (2.3) and (2.4), and since h 1 (E(t)) = h 1 (E * (−t − 1)), to prove that E is aCM it suffices to show: h 1 (E * (1)) = 0 (7.3) h 1 (E(−1)) = 0 (7.4) Condition (7.4) always holds. Indeed, by Serre duality, we have the commutative diagram:
The bottom map is an isomorphism for it corresponds to the extension given by E, which is necessarily nontrivial. Thus by (2.4) we have (7.4).
If len(Z) = 5, since det(E) ≃ O X (2), (7.4) implies (7.3). If len(Z) = 4, for general Z no hyperplane section contains Z. So h 1 (J Z (1)) = 0 and (7. 3) holds. In case len(Z) = 3, for general Z no pencil of hyperplane sections contains Z, so h 1 (J Z (1)) = 0 and (7.3) holds.
The above argument also applies to prove that, for general Z, we have h 0 (E(−1)) = 0 h 0 (E) = 6
After Theorem 4.1, this implies at once that the resolution of E takes the form (A). Thus E is globally generated and ξ is birational on an open subset of FMCM s (2; c 1 (E), c 2 (E)) (cfr. Remark 2.5). Since ζ is dominant and Hilb m (X) is irreducible for any m, we have that FMCM s (2; c 1 (E), c 2 (E)) is irreducible. Thus the same holds for MCM s (2; c 1 (E), c 2 (E)) since η is a surjective map. Now, by dim(ζ −1 ([E])) = 5, we conclude that MCM s (2; c 1 (E), c 2 (E)) has dimension: dim(Hilb len(Z) (X)) − 5 = 2 len(Z) − 5
Finally, E fits into an extension of the form (6.3) if and only if there exists a nonzero map E → O X (T 2 ), i.e. if and only if h 0 (E * (T 2 )) = 0. This happens if and only if h 0 (J Z ⊗ O X (T 2 )) = 0 i.e. if and only if the scheme Z is contained in some twisted cubic T 2 . Since through 2 general points of X there passes a unique twisted cubic of class T 2 , the subset of Hilb len(Z) (X) parametrizing such Z has dimension 4+len(Z)−2 = len(Z)+2. So the family of semistable bundles corresponding to extensions has dimension c 2 (E) − 3. Therefore this family is isomorphic to P(H 1 (O X (T 1 − T 2 ))).
In case c 2 (E) = 5, the moduli space MCM s (2; 2 H, 5) can also be described as the quotient of the space of skew-symmetric 6 × 6 matrices with linear entries and with Pfaffian equal to F by the action of SL(6) acting by conjugation.
7.2. Families of rank 5 presentation matrices. We will analyze here the moduli space of stable aCM rank 2 bundles E having resolution (B). We know the Chern classes of E by Proposition 5.2. Recall that in case c 2 (E) = 2 we have discrete families by Remark 5.3, so we only take into account the case c 1 (E) = T + C, with c 2 (E) = T · C = 3. The case of resolutions of the form (C) also follows after (5.8) of Proposition 5.4. Proof. We apply Theorem 2.4. If T · C = 3, T + C − H represents a conic C ′ . So, given a subscheme Z ′ of length 2 of Z, since Z is general, we have: h 1 (J Z ⊗ L(−H)) = 1 (7.6) h 0 (J ′ Z ⊗ L(−H)) = 0 (7.7)
Indeed a general subscheme of X of length 2 is not contained in a conic. So the pair (O X (T + C), Z) verifies the Cayley-Bacharach property, and there exists a unique extension of the form (2.3), represented by a locally free sheaf E with ∧ 2 (E) ≃ O X (C + T ).
If T · C = 2, T + C − H represents a pair of skew lines L 1 + L 2 . Since a general closed point of X does not lie on a line (or on the union of skew lines), we still have (7.6) and (7.7). Thus we have the vector bundle E with c 2 (E) = 2 and the extension (2.3).
Notice that in the above Lemma, it suffices to suppose that Z is not contained in a conic if len(Z) = 3, and Z is not contained in a union of two skew lines if len(Z) = 2.
Proof of 7.4. We have to prove that the bundle E provided by Lemma 7.5 is a aCM sheaf. That is, we have to prove (7.3) and (7.4). Recall by the proof of Theorem 7.1 that (7.4) always holds. On the other hand h 1 (J Z (1)) = 0 for general Z. Indeed a general subscheme Z ⊂ X of length 3 is contained in exactly 1 hyperplane, so h 0 (J Z (1)) = 1. Now, we have to prove stability of E. Recall that µ(E * ) = −5/2. Choose a destabilizing line bundle K ⊂ E * and observe K ⊂ O X . So the line bundle K corresponds to an effective divisor in X of degree between 1 and 2, which should contain the subscheme Z ⊂ X. There is no such K for general Z so E is stable. Stability of extension bundles is proved in Remark 6.10. Now, any aCM bundle E with ∧ 2 (E) ≃ L and c 2 (E) = len(Z) is globally generated by Theorem 4.1 Thus the map ξ is defined on an open subset of FMCM s (2; c 1 (E), c 2 (E)), and since the bundle E exists for general Z, ξ is also birational. Then we have: dim(MCM s (2; c 1 (E), c 2 (E))) + 4 = dim(Hilb len(Z) (X))
The dimension of the general family follows. Extension families have the expected dimension. Indeed they are dominated by subvarieties of dim(Hilb 3 (X)) parametrizing subschemes Z of length 3 which are contained in a twisted cubic T , and these subvarieties have dimension 5.
The following Lemma allows to study families of aCM bundles having resolution of the form (C).
Lemma 7.6. Let Z be a general closed point of X, let T and L be a twisted cubic and a line in X such that T · L = 2, and set L := O X (T + L − H). Then there exist a unique rank 2 bundle E and a section s ∈ H 0 (E) with
Proof. The proof is similar to that of Lemma 7.5. Indeed it suffices to observe that if T · L = 2, then T + L − 2 H = −C, where C is a conic contained in X. Tensoring by O X (−C) the exact sequence (5.2), we deduce formulas (7.6) and (7.7). This completes the proof. Proof. The two moduli spaces in question are isomorphic by virtue of (5.8), so they are both smooth and irreducible by Theorem 7.4.
Further, it is easy to prove that the general bundle E provided by Lemma 7.6 is a stable aCM sheaf. Since E exists for a general point of X, ξ dominates X in this case. Since h 0 (E) = 1, the general fiber of ζ is a single point. This completes the proof. 7.3. Families of rank 4 presentation matrix. We consider moduli of bundles having resolution of the forms (D), (E) and (G). The description of families of the form (F) follows after (5.12) of Proposition 5.7.
Theorem 7.8. Let E be an indecomposable aCM bundle of rank 2 on X.
(1) Suppose that E has resolution (F). Then the general E is stable and the moduli space MCM s (2; c 1 (E), c 2 (E)) is smooth and irreducible of dimension 1. The moduli space MCM s s (2; c 1 (E), c 2 (E)) contains points corresponding to semistable bundles given by unique extensions of the form (6.8).
(2) If E is a general bundle with resolution (E), (and so c 1 (E) ≡ H, c 2 (E) = 2) then E is stable. The moduli space MCM s (2; H, 2) is smooth irreducible and birational to X. (3) If E has resolution (G) (and so c 1 (E) = 0, c 2 (E) = 1), then E is semistable with h 0 (End(E)) = 2, and MCM s s (2; 0, 1) is birational to X, while MCM s (2; 0, 1) is empty.
Lemma 7.9. Let Z be a general subscheme of X with len(Z) ∈ {1, 2}, let C 1 and C 2 (resp. L 1 , L 2 ) be conics (resp. lines) in X with C 1 ·C 2 = 2 (reps. L 1 · L 2 = 1). Proof. Under our hypothesis, we have C 1 + C 2 − H = L and L 1 + L 2 − H = −L ′ , where L and L ′ lines contained in X. Tensoring by O X (L) (or by O X (−L ′ )) the exact sequence (5.2), we deduce formulas (7.6) and (7.7).
The following Lemma is straightforward. Proof of 7.8. In case (1), we have c 1 (E) ≡ C 1 + C 2 , with C 1 · C 2 = 2 and C 2 + C 2 − H = L. For general Z, the bundle E provided by Lemma 7.9 is aCM by virtue of (7.3) and (7.4). Indeed, a general subscheme Z ⊂ X with len(Z) = 2, is contained in 2 independent hyperplanes, so tensoring (5.1) by O X (H) we deduce H 1 (J Z (1)) = 0 and thus (7.3).
The bundle E is stable for general Z, since a destabilizing sub line bundle would correspond to an effective divisor of degree at most 2 containing Z.
Since the argument holds for the general Z, and since an normalized aCM bundle E with c 1 (E) = C 1 + C 2 is globally generated by Theorem 4.1, the maps ζ and ξ of Remark 2.5 are birational. So the moduli space in question is irreducible, and since dim(ζ −1 ([E])) = 3, we obtain: dim(MCM s (2; C 1 + C 2 , 2)) + 3 = dim(Hilb 2 (X))
A bundle E fitting into an extension of the form (6.8) is strictly semistable by Remark 6.10. The family of such extensions corresponds a divisor in Hilb 2 (X): namely the divisor of pairs of points on a conic in X. Therefore this family is a point in MCM s s (2; C 1 + C 2 , 2).
In case (2) we have µ(E) = 0, and c 1 (E) = 0, so (5.1) amounts to the Harder-Narasimhan filtration of E. In this case, a general closed point Z of X gives rise to a bundle E equipped with a unique (up to scalar) global section s, with Z = {z = 0}, so MCM s s (2; 0, 1) is birational to X. Furthermore, the moduli space MCM s (2; 0, 1) is empty, indeed it is easy to prove that any aCM bundle E having resolution of the form (G) satisfies h 0 (End E) ≥ 2 (cfr. the proof of Proposition 6.7). So E cannot be stable.
In cases (2) and (3) the bundle E provided by Lemma 7.10 is clearly an aCM sheaf. Stability of E in case (2) follows since a general subscheme Z ⊂ X with len(Z) = 2 satisfies h 0 (J Z (1)) = 2. The moduli space MCM s s (2; H, 2) is isomorphic to MCM s s (2; 0, 1). Indeed, given an aCM bundle E with resolution of the form (G), the resolution of ker(p(E) |X )(2) takes the form (E) and semistability is preserved.
The case of resolutions of type (H) is summarized by the following Remark.
Remark 7.11. There are 72 isomorphism classes of bundle on X admitting a minimal resolution of the form (H). Each of them is stable and rigid, and satisfies c 1 (E) ≡ T , c 2 (E) = 1, where T is a twisted cubic in X. A general section of E vanishes on a single point.
Proof. Clearly, the set of bundles of the form (H) is in one-to-one correspondence with the set of twisted cubics in X via the application:
Since E is globally generated, a general global section s of E vanishes on a single point, indeed c 2 (E) = c 1 (T ) 2 = 1. Considering the Koszul complex of the section s, and taking a destabilizing line bundle K, since µ(E * ) = −1, one sees that K must represent a line in X. But the general point of X does not lie on a line so E is stable. It is also rigid since we have χ(End(E)) = 1.
Counting Families
We set up some remarks to count the families of indecomposable rank 2 aCM bundles studied in the previous section. The number of these families equals the number of possible choices for the line bundle ∧ 2 (E). By a family of extensions we mean a family of indecomposable bundles having the relevant Chern classes and isomorphic to an extension of line bundles. The number of families of extension equals the number of pairs of line bundles such that a nonsplitting extension has the required invariants.
These numbers are made explicit, considering the surface X as the blowup of P 2 at six points, in the tables contained in the Appendix, cfr. A.2.
Remark 8.1. Let E be as above and suppose that the resolution of E takes the form (A).
(1) There is a unique 5-dimensional family with c 1 (E) ≡ 2 H, containing 72 2-dimensional families of extensions of the form (6.3).
(2) There are 72 3-dimensional families with c 1 (E) ≡ T 1 + T 2 , T 1 ·T 2 = 4, each containing 20 1-dimensional families of extensions (6.3). (3) There are 270 1-dimensional families with c 1 (E) ≡ T 1 +T 2 , T 1 ·T 2 = 3, each containing 12 0-dimensional families of extensions (6.3).
Proof. The first statement is clear, since any of the 72 classes of twisted cubics in X provides an extension in the required family (cfr. Proposition 6.2). Moreover, if T 1 · T 2 = 4, then T 1 + T 2 − H ≡ T 3 . So the class of the twisted cubic T 3 determines ∧ 2 (E) in case (2). One sees easily that the number of
For each L among the 27 lines in X one sees that there are 10 classes of conics C with L · C = 0, so we have 270 families. Each sum T 1 + T 2 with T 1 · T 2 = 3 can be expressed in 6 ways as T ′ 1 + T ′ 2 . Notice that 270 equals the number of classes of irreducible curves in X of genus 2 and degree 6.
Remark 8.2. Let E be as above. Suppose that the resolution of E takes the form (B) of Theorem 4.1.
(1) There are 216 rigid indecomposable aCM bundles E with c 1 (E) ≡ T + C, with T · C = 2. Every such bundle is stable an fits into an exact sequence of the form (5.6).
(2) There are 27 2-dimensional families of bundles E with c 1 (T +C) with T · C = 3, each containing 16 unique extensions of the form (5.6) and 16 more of the form (6.11) with t = 0.
Proof. We have T · C = 2 if and only if T + C − H ≡ L 1 + L 2 , with L 1 · L 2 = 0. Thus the number of families equals the number of pairs of disjoint lines contained in X. For any line L 1 there are 16 lines L 2 skew to L 1 , so this number is 27 · 16/2 = 216. The fact that E is in fact an extension is proved in Remark 5.3, while stability is asserted in Remark 6.10. The number 216 also equals the number of classes of irreducible curves of genus 1 and degree 5 contained in X.
On the other hand, T · C = 3 if and only if T + C − H ≡ C ′ , where C ′ is also a conic in X. Thus the number of these families equals the number of pencils of conics i.e. 27. The number of extensions in direction (5.6) or (6.11) equals the number of ways of writing T + C as T ′ + C ′ . This also equals the number of classes of twisted cubics in X meeting C ′ at one point. It is easy to see that this is 16.
The number of families with resolution (C) in Theorem 4.1 follows. It is 216 for c 2 (E) = 0 and 27 for c 2 (E) = 1.
(1) There are 27 families of bundles with c 1 (E) ≡ C 1 + C 2 , C 1 · C 2 = 2, (resp. with c 1 (E) ≡ L 1 + L 2 , L 1 · L 2 = 1) each having dimension 1 and containing 10 semistable extensions of the form (6.7) (resp. of the form (6.8)). (2) There is a unique family with c 1 (E) ≡ H; this family has dimension 2 and contains 27 unstable extensions of the form (6.9) with t = 0 and 27 stable extensions of the form (6.10) with s = 0.
The proof is analogous to the cases we have seen above. One only has to observe that there are 270 ordered pairs (C 1 , C 2 ) (or L 1 , L 2 ) meeting at the maximum number of points, and that any line provides a way of writing H as L + C. Similarly, on can interchange the role of L and C in (2).
Appendix A. The blow up at six points of the projective plane All the material contained in this appendix is well know. We enclose it here for the reader's convenience.
We consider the smooth cubic surface X as the blow up at six points P 1 , . . . P 6 of the projective plane P 2 over k. We let σ : X → P 2 be the blowdown morphism; ℓ be the pull-back by σ of the class of a line in P 2 ; b 1 , . . . , b 6 be the exceptional divisors on X associated to the points P 1 , . . . , P 6 . The hyperplane divisor H on X is defined by H = ℓ − b i .
A.1. Lines, conics and twisted cubics. Recall the 27 classes of lines and conics defined on X:
Recall also the 72 classes of twisted cubics defined on X:
We have the formulas:
A.2. Intersection numbers. Let L, C and T , be the classes of a line, a conic, and a twisted cubics contained in X, and let D ∈ {L, C, T }. We subdivide the set of lines L ′ (resp. conics C ′ , twisted cubics T ′ ) according to the intersection number with L, C and T . So let D ′ ∈ {L ′ , C ′ , T ′ }, Clearly, the number of classes D ′ with fixed intersection number against L, C and T is independent of the choice of the classes L, C and T . Thus we will let:
In the following tables, Int. denotes the intersection number D ·D ′ . Num. (resp. Tot.) denotes the number of classes D ′ having the given intersection against D and a fixed coefficient for ℓ (resp. regardlessly of the coefficient for ℓ). We consider first the case D = L = L 1 .
16 L i,j 1 < i < j 10 0 16 L 1 1 1 10 L 1,i i = 1 5 1 10
Int. Tot. C ′ Class C ′ Indices Num. C ′ 0 10 C i i = 1 5 0 10 C 1,i i = 1 5 1 16 C 1 1 1 16 C i,j 1 < i < j 10 1 16 We consider then D = C = C 1 .
Int. Tot. L ′ Class L ′ Indices Num. L ′ 0 10 L i i = 1 5 0 10 L 1,j i = 1 5 1 16 L 1 1 1 16 L i,j 1 < i < j 10 1 16 Finally, we write the intersection numbers in case D = T = T 0 .
