Interaction between humans is a multimodal process in nature, which integrates the different modalities of vision, hearing, gesture and touch. It is not surprising then that conventional uni-modal human-machine interactions lag in performance, robustness and naturalness when compared with human-human interactions. Recently, there has been increasing research interest in jointly processing information in multiple modalities and mimicking human-human multimodal interactions [2, 4, 5, 9, 13, 14, 16, 18, 19, 21, 22] . For example, human speech production and perception are bimodal in nature: visual cues have a broad influence on perceived auditory stimuli [17] . The latest research in speech processing has shown that integration of both auditory and visual information, i.e., acoustic speech combined with facial and lip motions, achieves significant performance improvement in tasks such as speech recognition [3] and emotion recognition [16] . However, information from difference modalities can be difficult to integrate: the representations of different signals are heterogeneous and the signals are often asynchronous and loosely-coupled. Therefore, finding more effective ways to integrate and jointly process information from different modalities is essential for the success of such multimodal human-machine interactive systems. Meanwhile, multimodal applications are becoming increasingly important, especially for mobile computing and digital entertainment scenarios, such as natural user interfaces (NUI) on smartphones and motion sensing gaming.
30 high-quality submissions and each manuscript was peer-reviewed by at least three reviewers. After the first and second rounds of review, 14 manuscripts were finally selected to be included.
This special issue covers a wide range of topics in human-machine interaction, including text-or speech-driven facial animation [11, 23, 28] , emphatic speech synthesis [20] , head and facial gesture synthesis [10] , human pose estimation [24] , crowd counting [6] , person identification [25] and facial expression recognition [8] .
Recognizing humans and understanding their behaviors from multiple modalities are indispensable steps for creating systems that interact naturally with human users. In this special issue, Fu et al. [6] aim to achieve reliable and real-time human counting. They propose a scene-adaptive, accurate and fast crowd counting approach using joint depth and color information. Tsai et al. [25] address the problem of long-range person identification with a multimodal information fusion approach, which includes multiview face detection, height measurement and face recognition. Recognizing human facial expressions is critical to NUI applications that are required to understand human emotions. As a means to this end, Hsu et al. [8] propose an effective facial expression recognition approach using bag of distances. In another paper, Sun et al. [24] deal with the problem of 3D human pose estimation. Specifically, they address the difficulty of high-dimensionality of human pose space and the multimodality of the distribution by a novel motionlet LLC coding approach in a discriminative framework. Last, but not least, data is extremely important in order to understand human behavior, cognition and emotion. In this special issue, Gamboa et al. [7] introduce a new multimodal database, namely HiMotion, which includes both human-computer interaction and psycho-physiological data, collected through experiments with synchronized recordings of keyboard, mouse, and central/peripheral nervous system measurements.
Another goal for NUI is to provide machines with synthesized faces that look, talk and behave like real human faces, which gives human-machine interfaces the feel of immersive human-human interaction. To this end, machines need to synthesize both auditory and visual human speech, i.e., to animate a speaking virtual character with vivid lifelike appearance and expressive synthetic speech [27] . In this special issue, Xie et al. [28] propose a statistical parametric approach to video-realistic text-driven talking avatar. In the approach, multimodal hidden Markov models (HMMs) are learned from audio-visual recordings of a talking subject and a video-realistic talking avatar is synthesized using the HMM trajectory generation algorithm. In an accompanying paper by the same institution, Jiang et al. [11] present a speech-driven facial animation approach that models the audio-visual articulatory process by a specifically-designed dynamic Bayesian network (DBN). In the mobile computing age, talking avatars, or virtual assistants, are playing an increasingly important role in serving a natural user interface due to the physical limits of smartphones and special features of mobile platforms. In [23] , Shih et al. aim to synthesize a real-time speech-driven talking face for mobile multimedia. A lifelike talking avatar requires not only natural speech articulation, but also expressive head motions, emotional facial expressions and other meaningful facial gestures [15] . Jia et al. [10] provide an interesting piece of work that synthesizes expressive head and facial gestures using the three dimensional pleasure-displeasure, arousal-nonarousal and dominance-submissiveness (PAD) descriptors of semantic expressivity. Synthesizing human speech has many potential applications. For example, in this special issue, Meng et al. [20] introduce a hidden Markov model (HMM)-based emphatic speech synthesis approach which is used to generate corrective feedback in a computer-aided pronunciation training (CAPT) application.
The other four papers of this special issue focus on diverse research areas related to human-machine interaction. Alcoverro et al. [1] propose an interesting gesture-based interface designed to interact with panoramic scenes. Wang et al. [26] present an affectionarousal-based highlight extraction approach for soccer video retrieval and summarization. Zhang et al. [29] introduce a web video thumbnail recommendation system with contentaware analysis and query-sensitive matching. Khan et al. [12] focus on a basic problem of image processing. Specifically, they provide a robust scheme for random valued impulsive noise reduction along with edge preservation by anisotropic diffusion with improved diffusivity.
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