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Abstract
We discuss some applications of WQOs to several fields were hierarchies and reducibilities are the
principal classification tools, notably to Descriptive Set Theory, Computability theory and Automata
Theory. While the classical hierarchies of sets usually degenerate to structures very close to ordinals,
the extension of them to functions requires more complicated WQOs, and the same applies to re-
ducibilities. We survey some results obtained so far and discuss open problems and possible research
directions.
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1 Introduction
WQO-theory is an important part of combinatorics with deep connections and applications to several parts
of mathematics (proof theory, reverse mathematics, descriptive set theory, graph theory) and computer
science (verification of infinite-state systems, combinatorics on words and formal languages, automata
theory).
In this paper we discuss some applications of WQOs to several fields where hierarchies and re-
ducibilities are the principal classification tools, notably to descriptive set theory (DST), computability
theory and automata theory. The starting point of our discussion are three important parts of DST:
(1) The classical Borel, Luzin, and Hausdorff hierarchies in Polish spaces, which are defined using
set-theoretic operations.
(2) The Wadge hierarchy which is non-classical in the sense that it is based on a notion of reducibility
that was not recognized in the classical DST, and on using ingenious versions of Gale-Stewart games
rather than the properties of set-theoretic operations.
(3) The classification of Borel equivalence relations by means of Borel reducibility, which uses deep
analytical tools.
J. Addison [2, 3, 4, 5] suggested to develop a general hierarchy theory, in order to have precise
notions and tools to study analogies between the classical hierarchies and some hierarchies that appeared
later in logic and computability theory. In particular, he suggested a general notion of a hierarchy of sets.
The hierarchy theory was continued in a series of the author’s papers (see e.g. [97, 105, 109] and references
therein) where new general notions and techniques of hierarchy theory were suggested, in particular the
notion of a hierarchy of k-partitions and of a reducibility that fits a given hierarchy.
While the classical hierarchies of sets usually degenerate to structures very close to ordinals, the
attempt to extend them to k-partitions requires more complicated WQOs (namely, the so called h-
quasiorder on labeled forests), and the same applies to reducibilities. This was the original author’s
motivation for a systematic study of relationships between WQO-theory and hierarchy theory.
In this paper we survey some results obtained in this direction so far. The general theory of hier-
archies and reducibilities based on WQO-theory seems already matured and homogeneous, including the
extension to k-partition. In contrast, several attempts to include in the theory more general functions
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and Borel equivalence relations is still in the beginning, and the role of WQOs in such further general-
izations is not yet clear. For this reason we mention several open questions which seem interesting for
such generalizations. We decided not to include proofs (which are sometimes technical and long), instead
concentrating on the formulations of basic results and discussions of the main tools.
In the next section we recall some well-known notions and facts, but we also mention some less-
known facts about the Wadge hierarchy and the extension of the classical hierarchies to the so called
quasi-Polish spaces which are of interest to computer science. In Section 3 we recall the basic notions
of WQO and BQO and provide examples which are important for the sequel. In Section 4 we discuss
several versions and extensions of Wadge reducibility which are based on the h-quasiorder. In Section 5 we
discuss some reducibilities on objects more complex than k-partitions, notably for equivalence relations
and functions on the Baire space. In Section 5 we recall some notions of the general hierarchy theory
needed to unify terminology. In Sections 7 and 8 we discuss some hierarchies in computability theory and
automata theory respectively, trying to relate this to WQO-theory and the h-quasiorder. We conclude
in Section 9 with comments on a recent preprint and some open questions.
As is well known, outside the Borel sets in DST or the hyperarithmetical sets in computability
theory, some properties of hierarchies and reducibilities depend on set-theoretic axioms. Although the
axiomatic issues are important and interesting, we decided to avoid the foundational discussions and to
include only results provable in the widely accepted axiomatic system ZFC. As a result, we stay mainly
within the Borel sets, although many facts may be extended far beyond the Borel sets under suitable
set-theoretic assumptions.
2 Preliminaries
In this section we recall some notation, notions and results used in the subsequent sections. We use
the standard set-theoretic notation like dom(f) and rng(f) for the domain and range of a function f ,
respectively, X × Y for the Cartesian product, X ⊕ Y for the disjoint union of sets X and Y , Y X for
the set of functions f : X → Y , and P (X) for the set of all subsets of X . For A ⊆ X , A denotes the
complement X \A of A in X . The notation f : X → Y means that f is a (total) function from a set X
to a set Y .
2.1 Ordinals
We assume the reader to be acquainted with the notion of an ordinal (see e.g. [64]). Ordinals are
important for the hierarchy theory because levels of hierarchies of sets are (almost) well ordered by
inclusion. This opens the possibility to estimate the complexity of sets (and other objects) by ordinals.
Ordinals are denoted by α, β, γ, . . .. The successor α+1 of an ordinal α is defined by α+1 = α∪{α}.
Every ordinal α is the set of all smaller ordinals, in particular k = {0, 1, . . . , k − 1} for each k < ω, and
ω = {0, 1, 2, . . .}. Ordinals may be considered as the order types of well orders (see the next subsection).
We use some well-known facts about the ordinal arithmetic. As usual, α+ β, α · β and αβ denote
the ordinal addition, multiplication and exponentiation of α and β, respectively. The context will help to
distinguish the ordinal exponentiation from the set exponentiation denoted in the same way but having
a quite different meaning.
Below we will mention the ordinals ω, ω2, ω3, . . . and ωω. The last ordinal is the order type of
finite sequences (k1, . . . , kn) of natural numbers k1 ≥ · · · ≥ kn, ordered lexicographically. Any non-zero
ordinal α < ωω is uniquely representable in the form α = ωk1 + · · · + ωkn with ω > k1 ≥ . . . ≥ kn.
We will also use the bigger ordinal ε0 = sup{ω, ωω, ω(ω
ω), . . .}. Any non-zero ordinal α < ε0 is uniquely
representable in the form α = ωγ0 + · · · + ωγk for a finite sequence γ0 ≥ · · · ≥ γk of ordinals < α. The
ordinal ε0 is the smallest solution of the ordinal equation ω
κ = κ.
All concrete ordinals mentioned above are computable, i.e. they are order types of computable well
orders on computable subsets of ω. The first non-computable ordinal ωCK1 , known as the Church-Kleene
ordinal, is important in computability theory. The first non-countable ordinal ω1 is important for the
hierarchy theory. From this ordinal one can construct many other interesting ordinals, in particular ωω11 ,
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1 , . . .. Even much bigger ordinals (like the Wadge ordinal discussed below) are of interest for the
hierarchy theory.
2.2 Partial orders and quasiorders
We use some standard notation and terminology on partially ordered sets (posets), which may be found
e.g. in [22]. Recall that a quasiorder (QO) is a structure (P ;≤) satisfying the axioms of reflexivity
∀x(x ≤ x) and transitivity ∀x∀y∀z(x ≤ y ∧ y ≤ z → x ≤ z). Poset is a QO satisfying the antisymmetry
axiom ∀x∀y(x ≤ y ∧ y ≤ x → x = y). Linear order is a partial order satisfying the connectivity axiom
∀x∀y(x ≤ y ∨ y ≤ x). A linearly ordered subset of a poset is sometimes called a chain.
Any partial order≤ on P induces the relation of strict order< on P defined by a < b↔ a ≤ b∧a 6= b
and called the strict order related to ≤. The relation ≤ can be restored from <, so we may safely apply
the terminology on partial orders also to the strict orders. A poset (P ;≤) will be often shorter denoted
just by P . Any subset of a poset P may be considered as a poset with the induced partial order.
It is well known that any QO (P ;≤) induces the partial order (P ∗;≤∗) called the quotient of P .
The set P ∗ is the quotient set of P under the equivalence relation defined by a ≡ b ↔ a ≤ b ∧ b ≤ a;
the set P consists of all equivalence classes [a] = {x | x ≡ a}, a ∈ P . The partial order ≤∗ is defined by
[a] ≤∗ [b] ↔ a ≡ b. We will not be cautious when applying notions about posets also to QOs; in such
cases we mean the corresponding quotient-poset of the QO.
A partial order (P ;≤) is well-founded if it has no infinite descending chains. In this case there are
a unique ordinal rk(P ) and a unique rank function rkP from P onto rk(P ) satisfying a < b→ rkP (a) <
rkP (b). It is defined by induction rkP (x) = sup{rkP (y) + 1 | y < x}. The ordinal rk(P ) is called the
rank (or height) of P , and the ordinal rkP (x) is called the rank of the element x ∈ P in P .
In the sequel we will often deal with semilattices expanded by some additional operations. In
particular the following notions introduced in [93, 103] will often be mentioned. The abbreviation “dc-
semilattice” refers to “semilattice with discrete closures”.
Definition 2.1 By dc-semilattice we mean a structure (S;≤,∪, p0, . . . , pk−1) such that:
(1) (S;∪) is an upper semilattice, i.e. it satisfies (x ∪ y) ∪ z = x ∪ (y ∪ z), x ∪ y = y ∪ x and x ∪ x = x,
for all x, y, z ∈ S.
(2) ≤ is the partial order on S induced by ∪, i.e. x ≤ y iff x ∪ y = y, for all x, y ∈ S.
(3) Every pi, i < k, is a closure operation on (S;≤), i.e. it satisfies x ≤ pi(x), x ≤ y → pi(x) ≤ pi(y)
and pi(pi(x)) ≤ pi(x), for all x, y ∈ S.
(4) The operations pi have the following discreteness property: for all distinct i, j < k, pi(x) ≤ pj(y)→
pi(x) ≤ y, for all x, y ∈ S.
(5) Every pi(x) is join-irreducible, i.e. pi(x) ≤ y ∪ z → (pi(x) ≤ y ∨ pi(x) ≤ z), for all x, y, z ∈ S.
By dcσ-semilattice we mean a dc-semilattice which is also a σ-semilattice (i.e., the supremums of
countably many elements exist), and the axiom (5) holds also for the supremums of countable subsets of
S, (i.e., pi(x) ≤
⋃
j<ω yj implies that pi(x) ≤ yj for some j < ω; we express this by saying that pi(x) is
σ-join-irreducible).
2.3 Topological spaces
Here we recall some topological notions and facts relevant to this paper. We assume the reader to be
familiar with the basic notions of topology [26]. For the underlying set of a topological space X we
will write X , in abuse of notation. We will often abbreviate “topological space” to “space”. A space
is zero-dimensional if it has a basis of clopen sets. Recall that a basis for the topology on X is a set
B of open subsets of X such that for every x ∈ X and open U containing x there is B ∈ B satisfying
x ∈ B ⊆ U .
Let ω be the space of non-negative integers with the discrete topology. Of course, the spaces
ω×ω = ω2, and ω⊔ω are homeomorphic to ω, the first homeomorphism is realized by the Cantor pairing
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function 〈·, ·〉. Let N = ωω be the set of all infinite sequences of natural numbers (i.e., of all functions
ξ : ω → ω). Let ω∗ be the set of finite sequences of elements of ω, including the empty sequence. For
σ ∈ ω∗ and ξ ∈ N , we write σ ⊑ ξ to denote that σ is an initial segment of the sequence ξ. By σξ = σ · ξ
we denote the concatenation of σ and ξ, and by σ ·N the set of all extensions of σ in N . For x ∈ N , we can
write x = x(0)x(1) . . . where x(i) ∈ ω for each i < ω. For x ∈ N and n < ω, let x ↾ n = x(0) . . . x(n− 1)
denote the initial segment of x of length n. Notations in the style of regular expressions like 0ω, 0∗1 or
0m1n have the obvious standard meaning.
By endowing N with the product of the discrete topologies on ω, we obtain the so-called Baire
space. The product topology coincides with the topology generated by the collection of sets of the form
σ · N for σ ∈ ω∗. The Baire space is of primary importance for Descriptive Set Theory and Computable
Analysis. The importance stems from the fact that many countable objects are coded straightforwardly
by elements of N , and it has very specific topological properties. In particular, it is a perfect zero-
dimensional space such that any countably based zero-dimensional T0-space topologically embeds into it.
The subspace C := 2ω of N formed by the infinite binary strings (endowed with the relative topology
inherited from N ) is known as the Cantor space.
We recall the well-known (see e.g. [67]) relation of closed subsets of N to trees. A tree is a non-
empty set T ⊆ ω∗ which is closed downwards under ⊑. A leaf of T is a maximal element of (T ;⊑). A
pruned tree is a tree without leafs. A path through a tree T is an element x ∈ N such that x ↾ n ∈ T for
each n ∈ ω. For any tree T , the set [T ] of paths through T is closed in N . For any non-empty closed
set A ⊆ N there is a unique pruned tree T with A = [T ] and, moreover, there is a continuous surjection
t : N → A which is constant on A (such a surjection is called a retraction onto A). Therefore, there is
a bijection between the pruned trees and the non-empty closed sets. Note that the well founded trees T
(i.e., trees with [T ] = ∅) and non-empty well founded forests of the form F := T \ {ε} will be used below,
in particular in defining the h-quasiorders in Sections 3.1 and 3.2.
The Sierpinski space S is the two-point set {⊥,⊤} where the set {⊤} is open but not closed. The
space Pω is formed by the set of subsets of ω equipped with the Scott topology [6]. A countable base of
the Scott topology is formed by the sets {A ⊆ ω | F ⊆ A}, where F ranges over the finite subsets of ω.
Recall that a space X is Polish if it is countably based and metrizable with a metric d such that
(X, d) is a complete metric space. Important examples of Polish spaces are ω, N , C, the space of reals
R and its Cartesian powers Rn (n < ω), the closed unit interval [0, 1], the Hilbert cube [0, 1]ω and the
space Rω. Simple examples of non-Polish spaces are S, Pω and the space Q of rationals.
A quasi-metric on X is a function from X × X to the nonnegative reals such that d(x, y) =
d(y, x) = 0 iff x = y, and d(x, y) ≤ d(x, z) + d(z, y). Every quasi-metric on X induces the topology τd on
X generated by the open balls {y ∈ X | d(x, y) < ε} for x ∈ X and 0 < ε. A space X is quasi-metrizable
if there is a quasi-metric on X which generates its topology. If d is a quasi-metric on X , let dˆ be the
metric on X defined by dˆ(x, y) = max{d(x, y), d(y, x)}. A sequence {xn} is d-Cauchy if for every ε > 0
there is p ∈ ω such that d(xn, xm) < ε for all p ≤ n ≤ m. We say that the quasi-metric d on X is complete
if every d-Cauchy sequence converges with respect to dˆ. A T0 space X is called quasi-Polish [18] if it is
countably based and there is a complete quasi-metric which generates its topology.
Note that the spaces S, Pω are quasi-Polish while the space Q is not. A complete quasi-metric
which is compatible with the topology of Pω is given by d(x, y) = 0 if x ⊆ y and d(x, y) = 2−(n+1)
otherwise, where n is the smallest element in x\y (for every, x, y ⊆ ω). As shown in [18], a space is quasi-
Polish iff it is homeomorphic to a Π02-subset of [18] (the well known definition of Π
0
2-subset is recalled in
the next subsection). There are some other interesting characterizations of quasi-Polish spaces. For this
paper the following characterization in terms of total admissible representations is relevant.
A representation of a space X is a surjection of a subspace of the Baire space N onto X . A basic
notion of Computable Analysis [131] is the notion of admissible representation. A representation δ of
X is admissible, if it is continuous and any continuous function ν : Z → X from a subset Z ⊆ N to
X is continuously reducible to δ, i.e. ν = δ ◦ g for some continuous function g : Z → N . In [18] the
following characterization of quasi-Polish spaces was obtained: A space X is quasi-Polish iff it has a total
admissible representation δ : N → X .
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2.4 Classical hierarchies in quasi-Polish spaces
Here we recall some notions and facts on the classical hierarchies in quasi-Polish spaces [67, 18]. Note
that the definitions of Borel and Luzin hierarchies look slightly different from the well-known definitions
for Polish spaces [67], in order to behave correctly also on non-Hausdorff spaces (for Polish spaces the
definitions are equivalent to the usual ones).
A pointclass on X is simply a collection Γ(X) of subsets of X . A family of pointclasses [110] is a
family Γ = {Γ(X)} indexed by arbitrary topological spaces X (or by spaces in a reasonable class) such
that each Γ(X) is a pointclass on X and Γ is closed under continuous preimages, i.e. f−1(A) ∈ Γ(X) for
every A ∈ Γ(Y ) and every continuous function f : X → Y . A basic example of a family of pointclasses is
given by the family O = {τX} of the topologies of all the spaces X .
We will use some operations on families of pointclasses. First, the usual set-theoretic operations
will be applied to the families of pointclasses pointwise: for example, the union
⋃
i Γi of the families of
pointclasses Γ0,Γ1, . . . is defined by (
⋃
i Γi)(X) =
⋃
i Γi(X).
Second, a large class of such operations is induced by the set-theoretic operations of L.V. Kan-
torovich and E.M. Livenson (see e.g. [110] for the general definition). Among them are the operation
Γ 7→ Γσ , where Γ(X)σ is the set of all countable unions of sets in Γ(X), the operation Γ 7→ Γδ, where
Γ(X)δ is the set of all countable intersections of sets in Γ(X), the operation Γ 7→ Γc, where Γ(X)c is the
set of all complements of sets in Γ(X), the operation Γ 7→ Γd, where Γ(X)d is the set of all differences
of sets in Γ(X), the operation Γ 7→ Γ∃ defined by Γ∃(X) := {∃N (A) | A ∈ Γ(N ×X)}, where ∃N (A) :=
{x ∈ X | ∃p ∈ N .(p, x) ∈ A} is the projection of A ⊆ N ×X along the axis N , and finally the operation
Γ 7→ Γ∀ defined by Γ∀(X) := {∀
N (A) | A ∈ Γ(N ×X)}, where ∀N (A) := {x ∈ X | ∀p ∈ N .(p, x) ∈ A}.
The operations on families of pointclasses enable to provide short uniform descriptions of the clas-
sical hierarchies in quasi-Polish spaces. E.g., the Borel hierarchy is the sequence of families of pointclasses
{Σ0α}α<ω1 defined by induction on α as follows [102, 18]: Σ
0
0(X) := {∅}, Σ
0
1 := O (the family of open
sets), Σ02 := (Σ
0
1)dσ, and Σ
0
α(X) := (
⋃
β<αΣ
0
β(X))cσ for α > 2. The sequence {Σ
0
α(X)}α<ω1 is called
the Borel hierarchy in X . We also let Π0β(X) := (Σ
0
β(X))c and ∆
0
α(X) := Σ
0
α(X)∩Π
0
α(X). The classes
Σ0α(X),Π
0
α(X),∆
0
α(X) are called the levels of the Borel hierarchy in X . The class B(X) of Borel sets in
X is defined as the union of all levels of the Borel hierarchy in X ; it coincides with the smallest σ-algebra
of subsets of X containing the open sets. We have Σ0α(X) ∪Π
0
α(X) ⊆ ∆
0
β(X) for all α < β < ω1. For
any uncountable quasi-Polish space X and any α < ω1, Σ
0
α(X) 6⊆ Π
0
α(X).
The hyperprojective hierarchy is the sequence of families of pointclasses {Σ1α}α<ω1 defined by
induction on α as follows: Σ10 = Σ
0
2, Σ
1
α+1 = (Σ
1
α)c∃, Σ
1
λ = (Σ
1
<λ)δ∃, where α, λ < ω1, λ is a limit
ordinal, and Σ1<λ(X) :=
⋃
α<λΣ
1
α(X). In this way, we obtain for any quasi-Polish space X the sequence
{Σ1α(X)}α<ω1 , which we call here the hyperprojective hierarchy in X . The pointclassesΣ
1
α(X),Π
1
α(X) :=
(Σ1α(X))c and ∆
1
α(X) := Σ
1
α(X) ∩Π
1
α(X) are called levels of the hyperprojective hierarchy in X . The
finite non-zero levels of the hyperprojective hierarchy coincide with the corresponding levels of the Luzin
projective hierarchy. The class of hyperprojective sets in X is defined as the union of all levels of the
hyperprojective hierarchy in X . We have Σ1α(X) ∪ Π
1
α(X) ⊆ ∆
1
β(X) for all α < β < ω1. For any
uncountable Polish space X and any α < ω1, Σ
1
α(X) 6⊆ Π
1
α(X). For any quasi-Polish space X , B(X) =
∆11(X) (the Suslin theorem [67, 18]). As mentioned in the Introduction, in this paper we mostly stay
within the Borel sets, hence the very important Luzin hierarchy will not be considered. We recalled its
definition mainly to illustrate the general notions of hierarchy theory.
For any non-zero ordinal θ < ω1, let {Σ−1,θα }α<ω1 be the Hausdorff difference hierarchy over Σ
0
θ.
We recall the definition. An ordinal α is even (resp. odd) if α = λ + n where λ is either zero or a limit
ordinal and n < ω, and the number n is even (resp., odd). For an ordinal α, let r(α) = 0 if α is even and
r(α) = 1, otherwise. For any ordinal α, define the operation Dα sending sequences of sets {Aβ}β<α to
sets by
Dα({Aβ}β<α) =
⋃
{Aβ \
⋃
γ<β
Aγ | β < α, r(β) 6= r(α)}.
For any ordinal α < ω1 and any pointclass E in X , let Dα(E) be the class of all sets Dα({Aβ}β<α),
where Aβ ∈ E for all β < α. Finally, let Σ
−1,θ
α (X) = Dα(Σ
0
θ(X)) for any space X and for all α, θ < ω,
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θ > 0. It is well known that Σ−1,θα (X) ∪Π
−1,θ
α (X) ⊆ ∆
−1,θ
β (X) and
⋃
α<ω1
Σ−1,θα (X) ⊆ ∆
0
θ+1(X) for
all α < β < ω1. For any quasi-Polish space X and any 0 < θ < ω1,
⋃
α<ω1
Σ−1,θα (X) = ∆
0
θ+1(X) (the
Hausdorff-Kuratowski theorem [67, 18]).
2.5 Wadge hierarchy
Here we briefly discuss the Wadge reducibility in the Baire space. For subsets A,B of the Baire space
N , A is Wadge reducible to B (A ≤W B), if A = f−1(B) for some continuous function f on N . The
quotient-poset of the QO (P (N );≤W ) under the induced equivalence relation ≡W on the power-set of N
is called the structure of Wadge degrees in N .
In [128] W. Wadge (using the Martin determinacy theorem) proved the following result: The
structure (B(N );≤W ) of the Borel sets in the Baire space is semi-well-ordered (i.e., it is well-founded
and for all A,B ∈ B(N ) we have A ≤W B or B ≤W A). In particular, there is no antichain of size
3 in (B(N );≤W ). He has also computed the rank ν of (B(N );≤W ) which we call the Wadge ordinal.
Recall that a set A is self-dual if A ≤W A. W. Wadge has shown that if a Borel set is self-dual (resp.
non-self-dual) then any Borel set of the next Wadge rank is non-self-dual (resp. self-dual), a Borel set of
Wadge rank of countable cofinality is self-dual, and a Borel set of Wadge rank of uncountable cofinality
is non-self-dual. This characterizes the structure of Wadge degrees of Borel sets up to isomorphism.
Recall that a pointclass Γ ⊆ P (N ) has the separation property if for all disjoint sets A,B ∈ Γ there
is S ∈ Γ ∩Γc with A ⊆ S ⊆ B. In [127, 121] the following deep relation of the Wadge reducibility to the
separation property was established: For any Borel set A which is non-self-dual exactly one of the principal
ideals {X | X ≤W A}, {X | X ≤W A} has the separation property. The mentioned results give rise to
the Wadge hierarchy which is, by definition, the sequence {Σα(N )}α<ν (where ν is the Wadge ordinal)
of all non-self-dual principal ideals of (B(N );≤W ) that do not have the separation property and satisfy
for all α < β < ν the strict inclusion Σα(N ) ⊂∆β(N ) where, as usual, ∆β(N ) = Σα(N ) ∩Πα(N ).
The Wadge hierarchy subsumes the classical hierarchies in the Baire space, in particular Σα(N ) =
Σ−1α (N ) for each α < ω1, Σ1(N ) = Σ
0
1(N ), Σω1(N ) = Σ
0
2(N ), Σωω1
1
(N ) = Σ03(N ) and so on. Thus,
the sets of finite Borel rank coincide with the sets of Wadge rank less than λ = sup{ω1, ω
ω1
1 , ω
(ω
ω1
1
)
1 , . . .}.
Note that λ is the smallest solution of the ordinal equation ωκ1 = κ. Hence, we warn the reader not to
mistake Σα(N ) with Σ0α(N ). To give the reader a first impression about the Wadge ordinal we note
that the rank of the QO (∆0ω(N );≤W ) is the ω1-st solution of the ordinal equation ω
κ
1 = κ [128]. As
mentioned in the Introduction, Wadge hierarchy is non-standard in the sense that it is based on a highly
original tool of infinite games, in contrast to the set-theoretic and topological methods used to investigate
the classical hierarchies. As a result, Wadge hierarchy was originally defined only for the Baire space and
its close relatives, and it is not straightforward to extend it to non-zero-dimensional spaces.
The Wadge hierarchy was an important development in classical DST not only as a unifying
concept but also as a useful tool to investigate countably based zero-dimension spaces. We illustrate
this with two examples. In [27] a complete classification (up to homeomorphism) of homogeneous zero-
dimensional absolute Borel sets was achieved, completing a series of earlier results in this direction. In
[28] it was shown that any Borel subspace of the Baire space with more than one point has a non-trivial
auto-homeomorphism.
3 Well and better quasiorders
In this section we briefly discuss some notions and facts of WQO-theory relevant to our main theme.
We do not try to be comprehensive in this survey or with references and from the numerous important
concrete WQOs in the literature we choose mainly those directly relevant.
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3.1 Well quasiorders
A well quasiorder (WQO) is a QO Q = (Q;≤) that has neither infinite descending chains nor infinite
antichains. Note that for this paper WQOs are equivalent to the associated well partial orders (WPOs)
and are only used to simplify some notation.
With any WQO Q we associate its rank and also its width w(P ) defined as follows: if P has
antichains with any finite number of elements, then w(Q) = ω, otherwise w(Q) is the greatest natural
number n for which Q has an antichain with n elements. For instance, the structure of Wadge degrees of
Borel sets is of width 2. Note that the notion of width maybe naturally refined in order to stratify the
WQOs of infinite width (in the above “naive” sense) using ordinals.
There are several useful characterizations of WQOs. Some of them are collected in the following
proposition. An infinite sequence {xn} in Q is good if xi ≤ xj for some i < j < ω, and bad otherwise.
Let F(Q) be the class of all upward closed subsets of a QO Q.
Proposition 3.1 For a quasiorder Q = (Q;≤) the following are equivalent:
(1) Q is WQO;
(2) every infinite sequence in Q is good;
(3) every infinite sequence in Q contains an increasing subsequence;
(4) any non-empty upward closed set in Q has a finite number of minimal elements;
(5) the poset (F(Q);⊇) is well-founded;
(6) every linear order on Q which extends ≤ is a well-order.
It is easy to see that if Q is WQO then any QO on Q that extends ≤ is WQO, as well as any subset
of Q with the induced QO. Also, the cartesian product of two WQOs is WQO, and if P,Q are WQOs
which are substructures of some QO, then P ∪ Q is WQO. There are also many other useful closure
properties of WQOs including the following two examples:
(1) If Q is WQO then (Q∗;≤∗) is WQO where Q∗ is the set of finite sequences in Q and (x1, . . . , xm) ≤∗
(y1, . . . , yn) means that for some strictly increasing ϕ : {1, . . . ,m} → {1, . . . , n} we have xi ≤ yϕ(i)
for all i (Higman’s lemma [39]).
(2) If Q is WQO then (TQ;≤h) is WQO where TQ is the set of finite Q-labeled trees (T, c), c : T → Q,
and ≤h is the homomorphism QO (h-QO for short) defined as follows: (T, c) ≤h (S, d) if there is
a monotone function ϕ : (T,⊑) → (S,⊑) such that c(t) ≤ d(ϕ(t)) for all t ∈ T (a consequence of
Kruskal’s theorem [50]). Recall that our trees are initial segments of (ω∗;⊑).
We proceed with some concrete examples of WQOs. In Section 8.2 we will consider the important
particular case of Higman’s lemma Q = k = (k; =) for 2 ≤ k < ω; in this case (Q∗;≤∗) is the subword
relation on the set k∗ of finite words over k-letter alphabet {0, . . . , k − 1}. The Kruskal’s theorem and
Higman’s lemma are close to optimal in the sense that the sets of finite structures in many natural classes
(for instance, the set of finite distributive lattices of width 2 [95]) are not WQOs under the embeddability
relation.
Similarly, we will be interested in the h-QO on the set Fk = FQ (where Q = k = (k; =)) of finite
k-labeled forests defined in the same manner as for trees; this QO first appeared in [35]. Also some
weaker QOs ≤0,≤1,≤2 on Fk are of interest [35, 110]. They are defined as follows: (T, c) ≤0 (S, d) (resp.
(T, c) ≤1 (S, d), (T, c) ≤2 (S, d)) if there is a monotone function ϕ : (T,⊑)→ (S,⊑) such that c = g ◦d◦ϕ
for some permutation g : k → k (resp. c = g ◦ d ◦ϕ for some g : k → k, ∀x, y ∈ T ((x ⊑ y∧ c(x) 6= c(y))→
d(ϕ(x)) 6= d(ϕ(y))). Obviously, ≤h⊆≤0⊆≤1⊆≤2.
To obtain further interesting examples, we iterate the construction Q 7→ TQ starting with the
antichain k of k elements {0, . . . , k − 1} (or with any other WQO P in place of k¯). Define the sequence
{Tk(n)}n<ω of QOs by induction on n as follows: Tk(0) = k and Tk(n+1) = TTk(n). Note that Tk(1) = Tk.
Identifying the elements i < k of k with the corresponding minimal elements s(i) of Tk(1), we may think
that Tk(0) is an initial segment of Tk(1). Then Tk(n) is an initial segment of Tk(n + 1) for each n < ω,
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and hence Tk(ω) =
⋃
n<ω Tk(n) is WQO. Note that TTk(ω) = Tk(ω). The set T
⊔
k (ω) of forests generated
by the trees in Tk(ω) is also WQO. The iterated h-QOs were first defined and studied in [109].
By a result in [109], in the case k = 2 the QO (Tk(ω);≤) is semi-well-ordered with the order type
ε0. This indicates a possible relation to the hierarchy theory. We will see its close relation to the so called
fine hierarchy of sets in Section 6.1
Finally, we mention the remarkable example of the QO of finite graphs with the graph-minor
relation (we do not define this relation because do not discuss it in the sequel). Robertson-Seymour
theorem [89] stating that this structure is WQO is one of the deepest known facts about finite graphs.
The above-mentioned Higman’s lemma and Kruskal’s theorem are certainly much easier to prove than
Robertson-Seymour’s but their proofs are also non-trivial. Robertson-Seymour theorem is important for
computer science because it implies that many graph problems are solvable in polynomial time, although
such algorithms are hard to discover because it is hard to compute the minimal (under the minor relation)
elements of a given upward closed sets of graphs (see e.g. [19] for details).
Along with the rank and width, there are some other important invariants of a WPO (P ;≤). The
most important is probably the maximal order type o(P ) which is the supremum of the order types of
linearizations of ≤ (i.e., linear orders on P which extend ≤). By a nice result of D. De Jongh and R.
Parikh [21], every WPO P has a linearization of order type o(P ). The computation of o(P ) for natural
WPOs turned out an interesting and challenging task. D. Scmidt [91] computed the maximal order
type of the Higman’s WPO (k∗;≤∗) and gave upper bounds on the maximal order types of some other
important WPOs including that of Kruskal’s.
To our knowledge, the maximal order types of the other above-mentioned concrete WPOs are
still unknown. Also the problem of relating rk(P ) and o(P ) discussed in [91] seems still to be open.
In particular, there is no known characterization of pairs of ordinals (α, β) such that α = rk(P ) and
β = o(P ) for some WPO P [73].
The structure (T ⊔k (ω);≤h) may be expanded by natural operations inducing a rich algebraic struc-
ture on the quotient-poset. These operations, introduced and studied in [108, 109, 111], are important
for relating the h-QOs to hierarchy theory.
The binary operation ⊕ of disjoint union on T ⊔k (ω) is defined in the obvious way. For any i < k and
F ∈ T ⊔k (ω), let pi(F ) be the tree in Tk(ω) obtained from F by adjoining the empty string labeled by i.
Let i be the singleton tree {ε} labeled by i. Define the binary operation + on T ⊔k (ω) as follows: F +G is
obtained by adjoining a copy of G below any leaf of F . One easily checks that i+F ≡h pi(F ), F ≤h F+G,
G ≤h F +G, F ≤h F1 → F +G ≤h F1+G, G ≤h G1 → F +G ≤h F +G1, (F +G)+H ≡h F +(G+H).
Note that the set T ⊔k (n) is closed under the operation + for each 1 ≤ n ≤ ω. Define the function s on
Tk(ω) as follows: s(F ) is the singleton tree carrying the label F . Note that s(i) = i for each i < k, and
T ≤h S iff s(T ) ≤h s(S), for all S, T ∈ T˜k. One easily checks the following properties:
Proposition 3.2 (1) For each 1 ≤ n ≤ ω, (T ⊔k (n);⊕,≤h, p0, . . . , pk−1) is a dc-semilattice.
(2) For any T ∈ Tk(ω), F 7→ s(T ) + F is a closure operator on (T ⊔k (ω);≤h).
(3) For all T, T1 ∈ Tk(ω) and F, F1 ∈ T ⊔k (ω), if s(T )+F ≤h s(T1)+F1 and T 6≤h T1 then s(T )+F ≤h
F1.
(4) The QO (T ⊔2 (ω);≤h) is semi-well-ordered with order type ε0.
3.2 Better quasiorders
As we know, the closure properties of WQOs suffice to obtain nice WQOs using finitary constructions
like forming finite labeled words or trees. But they do not suffice to establish that similar structures on,
say, infinite words and trees are WQOs. A typical example is the attempt to extend the example (1)
from the previous subsection to the set Qω of infinite Q-labeled sequences. As shown by R. Rado (see
e.g. [68]), there is WQO Q such that Qω is not WQO.
Nevertheless, it turns out possible to find a natural subclass of WQOs, called better quasiorders
(BQOs) which contains most of the “natural” WQOs and has strong closure properties also for many
infinitary constructions. In particular, if Q is BQO then Qω is BQO. In this way it is possible to show that
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many important QOs are BQOs and hence also WQOs. The notion of BQO is due to C. Nash-Williams
[82], we recall an alternative equivalent definition due to S. Simpson [115], see also [65].
Let [ω]ω be the subspace of the Baire space formed by all strictly increasing functions p on ω. Given
p ∈ [ω]ω, by p− we denote the result of dropping the first entry from p (or equivalently, p− = p\{minX},
if we think of p as an infinite subset X = rng(p) of ω). A QO Q is called BQO if, for any continuous
function f : [ω]ω → Q (Q is assumed to carry the discrete topology), there is p ∈ [ω]ω with f(p) ≤ f(p−).
It is easy to see that: any BQO is WQO; if Q is BQO then any QO on Q that extends ≤ is BQO,
as well as any subset of Q with the induced QO. Also, the cartesian product of two BQOs is BQO, and
if P,Q are BQO which are substructures of some QO, then P ∪ Q is BQO. There are also many other
useful closure properties of BQOs including the following:
(1) If Q is BQO then (Qω;≤ω) is BQO (in fact, this holds for sequences of arbitrary transfinite length
[82, 83]).
(2) If Q is BQO then (T˜Q;≤h) is BQO where T˜Q is the set of well-founded Q-labeled trees (T, c),
c : T → Q, and ≤h is the homomorphism relation defined as follows: (T, c) ≤h (S, d) if there is a
monotone function ϕ : (T,⊑)→ (S,⊑) such that c(t) ≤ d(ϕ(t)) for all t ∈ T (a consequence of the
extension of Kruskal’s theorem to infinite trees [82, 83]).
We proceed with some concrete examples of BQOs. In Section 8.2 we will consider the particular
case of (1) for Q = k = (k; =), 2 ≤ k < ω; in this case (Qω;≤ω) is the the subword relation on the set kω
of infinite words over k-letter alphabet {1, . . . , k − 1}.
Similarly, we will be interested in the h-QO on the set F˜k = F˜Q, Q = k = (k; =), of well-founded k-
labeled forests. We can also iterate the construction Q 7→ T˜Q starting with the antichain k of k elements
{0, . . . , k − 1}. Define the sequence {T˜k(α)}α<ω1 of QOs by induction on α as follows: T˜k(0) = k,
T˜k(α + 1) = T˜T˜k(α), and T˜k(λ) =
⋃
α<λ T˜T˜k(α) for limit λ < ω1. Note that T˜k(1) = T˜k. Identifying the
elements i < k of k with the corresponding minimal elements s(i) of T˜k(1), we may think that T˜k(0)
is an initial segment of Tk(1). Then T˜k(α) is an initial segment of T˜k(β) for all α < β < ω1, hence
T˜k(ω1) =
⋃
α<ω1
T˜k(α) is BQO. Note that T˜T˜k(ω1) = T˜k(ω1). The set T˜
⊔
k (ω1) of countable disjoint unions
of trees in T˜k(ω1) is also BQO. Similar iterated h-QOs were first studied in [111].
By a result in [111], in the case k = 2 the QO T˜k(ω) is semi-well-ordered (in fact, T˜2(ω1) is also
semi-well-ordered). This indicates a possible relation to the Wadge hierarchy from Section 2.5.
We also mention the remarkable example of the QO of countable linear orders with the embed-
dability relation. Laver’s theorem [68] (see also [115]) stating that this structure is WQO (and thus
resolving the Fra¨ısse´ conjecture) is one of the deepest applications of BQO-theory.
The maximal order types of the concrete BPOs introduced above seem to be unknown.
We conclude the list of examples of BQOs by a deep fact related to Wadge reducibility. For any
QO Q (equipped with the discrete topology), let (Q∗;≤∗) be the QO of Borel functions A : N → Q with
countable range, where A ≤∗ B means that for some continuous function f on N we have A(x) ≤ B(f(x))
for all x ∈ N . Note that for Q = (2,=) the QO (Q∗;≤∗) coincides with (B(N );≤W ). Theorem 3.2 in
[28] states the following:
Theorem 3.3 If (Q;≤) is BQO then (Q∗;≤∗) is BQO.
Let us briefly recall from [111] some operations on the iterated labeled forests and collect some of
their properties used in the sequel. The ω-ary operation
⊕
of disjoint union on T˜ ⊔k (ω1) is defined in the
obvious way. For any i < k and F ∈ T˜ ⊔k (ω1), let pi(F ) be the tree in T˜k(ω1) obtained from F by adjoining
the empty string labeled by i. Define the binary operation + on T˜ ⊔k (ω1) as follows: F + G is obtained
by adjoining a copy of G below any leaf of F . One easily checks that i + F ≡h pi(F ), F ≤h F + G,
G ≤h F +G, F ≤h F1 → F +G ≤h F1+G, G ≤h G1 → F +G ≤h F +G1, (F +G)+H ≡h F +(G+H).
Note that the set T˜ ⊔k (α) is closed under the operation + for each 1 ≤ α ≤ ω1. Define the function s on
T˜k(ω1) as follows: s(F ) is the singleton tree carrying the label F . Note that s(i) = i for each i < k, and
T ≤h S iff s(T ) ≤h s(S), for all S, T ∈ T˜k. One easily checks the following properties:
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Proposition 3.4 (1) For any 1 ≤ α ≤ ω1, (T˜ ⊔k (α);
⊕
,≤h, p0, . . . , pk−1) is a dcσ-semilattice.
(2) For any T ∈ T˜k(ω1), F 7→ s(T ) + F is a closure operator on (T˜ ⊔k (ω1);≤h).
(3) For all T, T1 ∈ T˜k(ω1) and F, F1 ∈ T˜ ⊔k (ω1), if s(T )+F ≤h s(T1)+F1 and T 6≤h T1 then s(T )+F ≤h
F1.
(4) The QO (T˜ ⊔2 (ω);≤h) is semi-well-ordered with order type sup{ω1, ω
ω1
1 , ω
(ω
ω1
1
)
1 , . . .}.
3.3 Computable well partial orders
Here we briefly discuss computability properties of WQOs. The investigation of computable structures
(see e.g. [30, 7]) is an important direction of computability theory. Recall that an algebraic structure
A = (A;σ) of a finite signature σ is computable if A is a computable subset of ω and all signature relations
and functions are computable. A structure is computably presentable if it is isomorphic to a computable
structure. The notions of polynomial-time computable and polynomial-time computably presentable
structure are defined in a similar manner using, say, the set 2∗ of binary words instead of ω.
It is easy to see that all concrete WQOs from Section 3.1, as well as the expansions of the h-QOs
by functions, are computably presentable (as well as many other natural countable WQOs). As observed
in [73], from results in [21] it follows that if a WPO is computable then its maximal order type is a
computable ordinal. Moreover, the following result was established in [73]:
Theorem 3.5 (1) Every computable WPO has a computable linearization of maximal order type.
(2) There is no computable (even hyperatithmetical) function which, given an index for a computable
WPO, returns an index for a computable maximal linearization of this WPO.
Which of the concrete WQOs in Section 3.1 (and of their functional expansions) are polynomial-
time presentable? By a well-known general fact [17], any computably presentable structure of a relational
signature is in fact polynomial-time presentable. Therefore, any of the structures (Fk;≤h) and (Fk;≤i)
for k ≤ ω, i ≤ 2 (and other WQOs in Section 3.1) is polynomial-time presentable. Since the presentations
given by the proof in [17] are often artificial, one can ask further natural questions related to feasibility
of our structures. We give some examples.
The sets Fk, k ≤ ω, may be encoded in a natural way by words over a finite alphabet [37]. Will
the relations ≤i be polynomial-time computable w.r.t. this coding? In [37] the following results were
obtained:
Theorem 3.6 (1) The relation ≤h on Fω is computable in polynomial time.
(2) The relations ≤1,≤2 on Fk are computable in polynomial time for k < ω and are NP-complete for
k = ω.
Many natural questions concerning computability properties of WPO remain open, e.g.:
(1) Characterize the maximal order types of computable WPOs of rank ω.
(2) Recall that the degree spectrum of a countable structure A is the set of Turing degrees a such that
A is computably presentable relative to a. What are the degree spectra of countable WPOs? In
particular, is it true that for any given countable graph there is a countable WPO with the same
degree spectrum?
(3) Associate with any WPO P the function fP : rk(P ) → ω by: fP (α) is the cardinality of {x ∈ P |
rkP (x) = α}. Is fP computable provided that P is computably presentable? It maybe shown that
for several concrete examples of WPOs in from Section 3.1 the answer is positive, though in general
we expect the negative answer.
3.4 Definability and decidability issues
The study of definability and (un)decidability of first order theories is a central topic in logic and model
theory. Here we briefly discuss such questions for some WQOs from Sections 3.1 and 3.2. Along with
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WQOs, we also mention the infix order ≤ on the set of words k∗ where u ≤ v means that v = xuy for
some x, y ∈ k∗ (this relation is well founded but has infinite antichains).
Let A = (A;σ) be a structure of a given finite signature σ. As the understanding of definability in
A assumes understanding of its automorphism group Aut(A), we start with citing some facts following
from the results in [58, 59, 61, 60].
Theorem 3.7 (1) For any k ≥ 3, the automorphism groups of the quotient-posets of (Fk;≤h) and
(F˜k;≤h) are isomorphic to the symmetric group Sk of permutation of k elements.
(2) For any k ≥ 2, Aut(k∗;≤∗) ≃ Aut(k∗;≤) ≃ Sk × S2.
Recall that a relation R ⊆ Ak is definable in A if there is a first-order σ-formula φ(x1, . . . , xk)
with R = {(x1, . . . , xk) ∈ Ak | A |= φ(x1, . . . , xk)}. A function on A is definable if its graph is definable.
An element a ∈ A is definable if the set {a} is definable. A structure is definable if its universe and all
signature predicates and functions are definable.
The characterization of definable relations in a structure is quite important for understanding the
structure. In a series of papers by O. Kudinov and V. Selivanov [55, 56, 57, 58, 59, 61, 60] a method of
characterizing the definable relations was developed which might be of use for many similar structures
on words, trees, graphs and so on (currently, the method mainly applies to well founded partial orders of
rank ω). We cite some facts following from [58, 59, 61, 60] which characterize the definable relations in
some of the mentioned structures.
Recall that a structure A equipped with a numbering α (i.e., a surjection from ω onto A) is
arithmetical, if the equality predicate and all signature predicates and functions are arithmetical modulo
α. Obviously, any definable predicate on an arithmetical structure (A;α) is arithmetical (w.r.t. α) and
invariant under the automorphisms of A; we say that (A;α) has the maximal definability property if the
converse is also true, i.e., any arithmetical predicate invariant under the automorphisms of A is definable.
The natural numberings of Fk and k∗ (which are not mentioned explicitly in the next theorem) make the
structures (Fk;≤h), (k∗;≤∗) and (k∗;≤) arithmetical (even computable).
Theorem 3.8 Let A be one of the structures (k∗;≤∗), (k∗;≤) for k ≥ 2 or the quotient-posets of (Fk;≤h)
for k ≥ 3. Then A has the maximal definability property.
Recall (cf. [41, 84]) that a structure B of a finite relational signature τ is biinterpretable with
a structure C of a finite relational signature ρ if B is definable in C (in particular, there is a bijection
f : B → B1 on a definable set B1 ⊆ Cm for some m ≥ 1 which induces an isomorphism on the τ -structure
B1 definable in C), C is definable in B (in particular, there is a similar bijection g : C → C1 on a definable
set C1 ⊆ Bn for some n ≥ 1), the function gm ◦ f : B → Bnm is definable in B and the function
fn ◦ g : C → Cmn is definable in C. Though the notion of biinterpretability looks sophisticated, its role
in model theory is increasing because it gives a natural and strong equivalence relations on structures.
Theorem 3.9 The expansions of the structures (k∗;≤∗) and (k∗;≤), k ≥ 2, by the constants for words of
lengths 1 and 2, and the expansion of the quotient-posets of (Fk;≤h), k ≥ 3, by the constants 0, . . . ,k− 1
for singleton trees, are biinterpretable with N = (ω; +, ·).
The closely related definability issues for embeddability relations on graphs and different classes of
finite structures are now actively studied (note that most of these QOs have infinite antichains), see e.g.
[45, 46, 47, 48, 49, 90, 132, 133]. Nevertheless, there are still many interesting open questions, including
those for some structures mentioned in Sections 3.1, 3.2.
Recall that the first-order theory FO(A) of a structure A of signature σ is the set of σ-sentences
true in A. The investigation of algorithmic complexity of first-order theories of natural structures is a big
chapter of logic, model theory and computability theory (see e.g. [126, 31, 30]). The proof of Theorem
3.8 implies that FO(A) is m-equivalent to first order arithmetic FO(N) for any structure mentioned in
that theorem.
Theorem 3.10 (1) Let k ≥ 3 and A be the quotient-poset of some of (Fk;≤h), (T ⊔k (ω);≤h), or
(T ⊔k (n);≤h), 2 ≤ n < ω. Then FO(A) ≡m FO(N).
11
(2) Let A be the quotient-poset of some of (F˜k;≤h), (T˜ ⊔k (ω1);≤h), or of (T˜
⊔
k (α);≤h) for some 2 ≤ α <
ω1. Then FO(N) ≤m FO(A)
Note that in item (2) we have only the lower bound. The natural upper bound is second-order
arithmetic, the precise estimation is an interesting open problem. For many other interesting WPOs
we do not know so comprehensive results as above, but for many first-order theories undecidability is
known. By interpreting the finite structures of two equivalence relations [31] the following result about
some other structures from Section 3.1 was established in [61, 110]. Recall that a structure of a finite
signature is hereditarily undecidable if any its subtheory of the same signature is undecidable.
Theorem 3.11 For any k ≥ 3, the first-order theories of the quotient-posets of (Fk;≤0), (Fk;≤1), and
(Fk;≤2) are hereditarily undecidable.
It is easy to see that the first-order theories of (k∗;≤∗), (k∗;≤) for k = 1 and of the quotient-poset
of (F2;≤h) are decidable. For most of the non-countable structures in Section 3.2 the complexity of
first-order theories seem to be open.
Since the first-order theories of most of the mentioned structures are undecidable, it is natural to
look for their decidable fragments. Such questions are interesting because they often originate from the
computer science community, have many applications and, unlike most structures originated in mathe-
matics, were considered relatively recently and many natural questions remain open (see e.g. [62] and
references therein).
We illustrate this by the subword order on words. The study of subword order is important in
many areas of computer science, e.g., in pattern matching, coding theory, theorem proving, algorithmics,
automatic verification of unreliable channel systems [1, 53]. The reasoning about subwords involves ad
hoc techniques quite unlike the standard tools that work well with prefixes and suffixes [51].
The study of FO(A∗;≤∗) was started by Comon and Treinen who showed undecidability for an
expanded signature where A has at least three letters. Kuske [62] showed that the 3-quantifier fragment
of FO(A∗;≤∗) is undecidable. Karandikar and Schnoebelen showed that already the 2-quantifier theory
is undecidable [53] and this is tight since the 1-quantifier fragment is decidable, in fact NP-complete
[62, 52]. Karandikar and Schnoebelen also showed that the two-variable fragment is decidable [52] and
that it has an elementary complexity upper bound [54]. Recently, it was shown [51] that, when constants
are allowed, the 1-quantifier fragment is actually undecidable. This holds as soon as A contains two
distinct letters and exhibits a strong dependence on the presence of constants in the signature. To our
knowledge, a similar detailed study for most of the above-mentioned structures is still to be done.
4 Wadge-like reducibilities in quasi-Polish spaces
As we know from Section 2.5, the structure of Wadge degrees in the Baire space refines the structure of
levels of several popular hierarchies and serves as a tool to measure the topological complexity of some
problems of interest in set-theoretic topology. There are several reasons and several ways to generalize
the Wadge reducibility on the Baire space. For example, one can consider
(1) more complicated topological spaces instead of N (the notion of Wadge reducibility makes sense
for arbitrary topological spaces);
(2) other natural classes of reducing functions in place of the continuous functions;
(3) reducibilities between functions rather than reducibilities between sets (the sets may be identified
with their characteristic functions).
In any of the mentioned directions a certain progress has been achieved, although in many cases
the situation typically becomes more complicated than in the classical case. In this section we mention
some results in this direction.
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4.1 Wadge-like reducibilities in the Baire space
For any family of pointclasses Γ and for any spaces X,Y , let Γ(X,Y ) be the class of functions f : X → Y
such that f−1(A) ∈ Γ(X) for each A ∈ Γ(Y ), and let Γ(X) = Γ(X,X). Clearly, Γ(X) is closed under
composition and contains the identity function, hence it induces a reducibility ≤Γ on subsets of X similar
to the Wadge reducibility. For any 1 ≤ α < ω1, let Dα(X,Y ) denote Σ0α(X,Y ) and let ≤α abbreviate
≤Σ0
α
. Then ≤α is a QO on P (X). In particular ≤1 coincides with the Wadge reducibility.
For any α < ω1 and any spaces X,Y , let D
W
α (X,Y ) be the class of functions f : X → Y such
that there is a partition {Dn} of X to Σ0α-sets and a sequence fn : Dn → Y of continuous functions with
f =
⋃
n<ω fn. Note that D
W
α (X,Y ) ⊆ Dα(X,Y ). We again set D
W
α (X) = D
W
α (X,X). Clearly, D
W
α (X)
is closed under composition and contains the identity function, hence it induces a reducibility ≤Wα on
subsets of X .
The study of the reducibility by Borel functions on the Baire space was initiated by A. Andretta
and D. Martin in [10], the reducibility ≤2 was studied by A. Andretta [9], the other of just defined
reducibilities (as well as many other so called amenable reducibilities) were comprehensively investigated
by L. Motto-Ross [75]. The next result, which is a very particular case of the results in [75], shows that
these reducibilities behave similarly to the Wadge reducibility:
Theorem 4.1 For any 1 ≤ α < ω1, the quotient-posets of (B(N );≤α) and (B(N );≤Wα ) are isomorphic
to that of (B(N );≤W ).
4.2 Wadge reducibility of k-partitions in the Baire space
Let 2 ≤ k < ω. By a k-partition of N we mean a function A : N → k = {0, . . . , k − 1} often identified
with the sequence (A0, . . . , Ak−1) where Ai = A
−1(i) are the components of A. Obviously, 2-partitions
of N can be identified with the subsets of N using the characteristic functions. The set of all k-partitions
of N is denoted kN , thus 2N = P (N ). The Wadge reducibility on subsets of N is naturally extended to
k-partitions: for A,B ∈ kN , A ≤W B means that A = B ◦ f for some continuous function f on N . In
this way, we obtain the QO (kN ;≤W ). For any pointclass Γ ⊆ P (N ), let Γ(k
N ) be the set of k-partitions
of N with components in Γ.
In contrast with the Wadge degrees of sets, the structure (B(kN );≤W ) for k > 2 has antichains of
any finite size. Nevertheless, a basic property of the Wadge degrees of sets may be lifted to k-partitions,
as the following very particular case of Theorem 3.2 in [28] (see Theorem 3.3 in Section 3.2) shows:
Theorem 4.2 For any 2 ≤ k < ω, the structure (B(kN );≤W ) is WQO.
Although this result gives an important information about the Wadge degrees of Borel k-partitions,
it is far from a characterization. Here we briefly discuss some steps to such a characterization made in
[35, 104, 111, 112]). The approach of [104, 112] is to characterize the initial segments (∆0α(k
N );≤W ) for
bigger and bigger ordinals 2 ≤ α < ω1. In [104] this was done for α = 2, in [112] for α = 3 where also
a way to the general characterization was sketched. This characterization uses the iterated h-QO from
Section 3.2. The main idea is to expand the structure by suitable operations whose properties are similar
to those on the labeled forests and use the similarity to prove isomorphism. Some of these operations
extend the corresponding operations on sets from [128] to k-partitions.
Let
⊕
iAi be the disjoint union of a sequence of elements A0, A1, . . . of k
N . Let N+ := {1, 2, . . .}ω
and for x ∈ N+ let x− := λi.x(i) − 1, so x− ∈ N . Define the binary operation + on kN as follows:
(A+B)(x) := A(x−) if x ∈ N+, otherwise (A+B)(x) := B(y) where y is the unique element of N such
that x = σ0y for a unique finite sequence σ of positive integers. For any i < k, define a unary operation
pi on k
N by pi(A) := i+A where i := λx.i are the constant k-partitions (which are precisely the distinct
minimal elements of (kN ;≤W )). For any i < k, define a unary operation qi on kN (for k = 2, q0 and q1
coincide with the Wadge’s operations ♯ and ♭ from Section III.E of [128]) as follows: qi(A)(x) := i if x
has infinitely many zeroes, qi(A)(x) := A(x
−) if x has no zeroes, and qi(A)(x) := A(y
−) otherwise where
y is the unique element of N+ such that x = σ0y for a string σ of non-negative integers. The introduced
operations are correctly defined on Wadge degrees.
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The result next from [112] characterizes some subalgebras of the Wadge degrees generated from
the minimal degrees {0}, . . . , {k− 1}. The proof uses Theorem 4.2.
Theorem 4.3 The quotient-poset of (∆02(k
N );≤W ) is generated from the degrees {0}, . . . , {k− 1} by
the operations
⊕
, p0, . . . , pk−1. The quotient-poset of (∆
0
3(k
N );≤W ) is generated from {0}, . . . , {k− 1}
by the operations
⊕
,+, q0, . . . , qk−1.
The next result from [112] characterizes the structures above using Proposition 3.4.
Theorem 4.4 (1) The quotient-posets of (∆02(k
N );≤W ) and of (F˜k;≤h) are isomorphic.
(2) The quotient-posets of (∆03(k
N );≤2) and of (F˜k;≤h) are isomorphic.
(3) The quotient-posets of (∆03(k
N );≤W ) and of (T˜
⊔
k (2);≤h) are isomorphic.
We describe functions that induce the isomorphisms of the quotient-posets. For (1), let (T ; c) ∈ T˜k.
Associate with any node σ ∈ T the k-partition µT (σ) by induction on the rank rk(σ) of σ in (T ;⊒) as
follows: if rk(σ) = 0, i.e. σ is a leaf of T then µT (σ) := i where i = c(σ); otherwise, µT (σ) :=
pi(
⊕
{µT (σn) | n < ω, σn ∈ T }). Now, define a function µ : T˜k → kN by µ(T ) := µT (ε). Next extend µ
to F˜k by µ(F ) :=
⊕
{µT (n) | n < ω, (n) ∈ T }. Then µ→ F˜k induces the isomorphism in (1).
The isomorphism ν in (2) is constructed just as µ but with qi instead of pi.
Towards the isomorphism in (3), let (T ; c) ∈ T˜k(2). Relate to any node σ ∈ T the k-partition
ρT (σ) by induction on the rank rk(σ) of σ in (T ;⊒) as follows: if rk(σ) = 0 then ρT (σ) := ν(Q) where
Q = c(σ) ∈ T˜k; otherwise, ρT (σ) := ν(Q) + (
⊕
{ρT (σn) | n < ω, σn ∈ T }). Now define a function
ρ : T˜T˜k → k
N by ρ(T ) := ρT (ε). Finally, extend ρ to T˜ ⊔k (2) by ρ(F ) :=
⊕
{ρT (n) | n < ω, (n) ∈ T } where
T := {ε} ∪ F . Then ρ induces the isomorphism in (3).
As conjectured in [112], the results above may be extended to larger segments (∆0α(k
N );≤W ),
4 ≤ α < ω1. Using the Kuratowski relativization technique [128, 10, 75], we can define for any 1 ≤ β < ω1
the binary operation +β on k
N such that +1 coincides with + and, for any 2 ≤ α < ω1, the quotient-poset
of (∆0α(k
N );≤W ) is generated from {0}, . . . , {k− 1} by the operations
⊕
and +β for all 1 ≤ β < α.
The extension of Theorem 4.4 could probably be obtained by defining suitable iterated versions of the
h-quasiorder in the spirit of [111]. Since B(kN ) =
⋃
α<ω1
∆0α(k
N ), we obtain the characterization of
Wadge degrees of Borel k-partitions. Note that item (2) suggests that the extension of Theorem 4.1 to
k-partitions holds.
4.3 Wadge reducibility in quasi-Polish spaces
A straightforward way to extend the Wadge hierarchy to non-zero-dimensional spaces would be to show
that Wadge reducibility in such spaces behaves similarly to its behaviour in the Baire space, e.g. it is a
semi-well-order. Unfortunately, this is not the case for many natural spaces: Wadge reducibility is often
far from being WQO.
Using the methods of [128] it is easy to check that the structure (B(X);≤W ) of Wadge degrees of
Borel sets in any zero-dimensional Polish space X remains semi-well-ordered. In contrast, the structure of
Wadge degrees in non-zero-dimensional spaces is typically more complicated. P. Hertling demonstrated
this in [36] by showing that there are infinite antichains and infinite descending chains in the structure
of Wadge degrees of ∆02(R)-sets. This result has been strengthened in [44] to the result that any poset
of cardinality ω1 embeds into (B(R);≤W ).
P. Schlicht showed in [113] that the structure of Wadge degrees on any non zero-dimensional
Polish space must contain infinite antichains. Thus, the class of zero-dimensional Polish spaces maybe
characterized in terms of Wadge reducibility within the Polish spaces.
V. Selivanov showed in [101] that the structure of Wadge degrees of finite Boolean combinations of
open sets in many ω-algebraic domains is semi-well-ordered, but already for∆02-sets the structure contains
antichains of size 4. Additional information on the structure of Wadge-degrees in non-zero-dimensional
spaces maybe found e.g. in [101, 43, 44].
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The mentioned results show that it is not straightforward to extend Wadge hierarchy to quasi-
Polish spaces using the Wadge reducibility in those spaces. We return to this question in Section 6.
4.4 Weak homeomorphisms between quasi-Polish spaces
As the Wadge reducibility in non-zero-dimensional quasi-Polish spaces is often far from being WQO, one
could hope to find natural weaker notions of reducibility that induce semi-well-ordered degree structures.
Good candidates are ≤α and ≤Wα , but before looking on them we briefly discuss here some properties of
the corresponding classes of functions. All uncredited results in this section are from [76].
It is a classical result of DST that every two uncountable Polish spaces X,Y are Borel-isomorphic
(see e.g. Theorem 15.6 in [67]). The next proposition extends this result to the context of uncountable
quasi-Polish spaces and computes an upper bound for the complexity of the Borel-isomorphism. We write
X ≃α Y to denote that there is a bijection f : X → Y such that f ∈ Dα(X,Y ) and f−1 ∈ Dα(Y,X).
The relation ≃Wα is defined in the same way.
Proposition 4.5 (1) Let X,Y be two uncountable quasi-Polish spaces. Then X ≃ω Y .
(2) Every quasi-Polish space is DW4 -isomorphic to an ω-algebraic domain.
(3) N ≃W2 ω ⊔ N .
(4) If X is a σ-compact quasi-Polish space then N 6≃W2 X. In particular, N 6≃
W
2 C, N 6≃
W
2 R
n for
every n < ω, and N 6≃W2 ω
≤ω where ω≤ω is the ω-algebraic domain (ω∗ ∪ ωω,⊑) endowed with the
Scott topology.
(5) N ≃W3 C ≃
W
3 ω
≤ω ≃W3 R
n for every 1 ≤ n < ω.
Our next goal is to extend Proposition 4.5 (5) to a wider class of quasi-Polish spaces (see Theorem
4.10). Such generalization will involve the following definition of the (inductive) topological dimension of
a space X , denoted in this paper by dim(X) — see e.g. [42, p. 24].
Definition 4.6 The empty set ∅ is the only space with dimension −1, in symbols dim(∅) = −1.
Let α be an ordinal and ∅ 6= X . We say that X has dimension ≤ α, dim(X) ≤ α in symbols, if
every x ∈ X has arbitrarily small neighborhoods whose boundaries have dimension < α, i.e. for every
x ∈ X and every open set U containing x there is an open x ∈ V ⊆ U such that dim(∂V ) ≤ β (where
∂V = cl(V ) \ V ) for some β < α.
We say that a space X has dimension α, dim(X) = α in symbols, if dim(X) ≤ α and dim(X)  β
for all β < α.
Finally, we say that a space X has dimension ∞, dim(X) = ∞ in symbols, if dim(X)  α for
every ordinal α.
It is obvious that the dimension of a space is a topological invariant (i.e. dim(X) = dim(Y )
whenever X and Y are homeomorphic). Moreover, one can easily check that dim(X) ≤ α (for α an
ordinal) if and only if there is a base of the topology of X consisting of open sets whose boundaries
have dimension < α. Therefore, if X is countably based and dim(X) 6= ∞, then dim(X) = α for some
countable ordinal α.
Example 4.7 Finite dimension.
(1) dim(N ) = dim(C) = 0.
(2) dim(Rn) = n for every 0 6= n ≤ ω.
(3) For n < ω, let Ln be the (finite) quasi-Polish space obtained by endowing (n,≤) with the Scott
(equivalently, the Alexandrov) topology: then dim(Ln) = n− 1.
Example 4.8 Transfinite dimension.
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(1) The disjoint union X =
⊔
06=n∈ω[0, 1]
n of the n-dimensional cubes [0, 1]n is a Polish space of dimen-
sion ω.
(2) dim(ω≤ω) = ω.
(3) For α < ω1, let Lα+1 be the quasi-Polish space obtained by endowing the poset (α+1,≤) with the
Scott topology. Then dim(Lα+1) = α.
Example 4.9 Dimension ∞.
(1) The Hilbert cube [0, 1]ω, the space Rω (both endowed with the product topology), and the Scott
domain Pω all have dimension ∞.
(2) Let C∞ be the quasi-Polish space obtained by endowing the poset (ω,≥) with the Scott (equivalently,
the Alexandrov) topology. Then C∞ is a (scattered) countable space with dim(C∞) = ∞. Hence
the space UC∞ = C∞ × N , endowed with the product topology, is an (uncountable) quasi-Polish
space of dimension ∞.
We are ready to formulate the extension of Theorem 4.5.
Theorem 4.10 Let X be an uncountable quasi-Polish space.
(1) If dim(X) 6=∞ then N ≃W3 X;
(2) If dim(X) =∞ and X is Polish then N 6≃Wα X for every α < ω1 and N 6≃n X for every n < ω;
(3) Pω 6≃Wα N for every α < ω1 and Pω 6≃n N for every n < ω. The same result holds when replacing
Pω with any other quasi-Polish space which is universal for (compact) Polish spaces;
(4) UC∞ ≃W2 N . Therefore, UC∞ 6≃
W
α X (α < ω1) and UC∞ 6≃n X (n ∈ ω) for X a Polish space of
dimension ∞ (e.g. X = [0, 1]ω or X = Rω) or X = Pω.
4.5 Weak reducibilities in quasi-Polish spaces
Here we show that most of the reducibilities ≤α, ≤Wα are in fact semi-well-orders on the Borel sets in
quasi-Polish spaces. The following result from [76] is an immediate corollary of Theorem 4.10.
Theorem 4.11 Let X be an uncountable quasi-Polish space.
(1) If dim(X) = 0 and 1 ≤ α < ω1 then (B(X);≤α) and (B(X);≤Wα ) are semi-well-ordered.
(2) Assume dim(X) = 0 and 2 ≤ α < ω1. If X is σ-compact then the quotient-posets of (B(X);≤α)
and (B(X);≤Wα ) are isomorphic to the quotient-poset of (B(C);≤W ), otherwise they are isomorphic
to the quotient-poset of (B(N );≤W ).
(3) If dim(X) 6= ∞ and 3 ≤ α < ω1 then the quotient-posets of (B(X);≤α) and (B(X);≤Wα ) are
isomorphic to the quotient-poset of (B(N );≤W ).
(4) If X is universal for Polish (respectively, quasi-Polish) spaces and 3 ≤ α < ω1 then the quotient-
posets of (B(X);≤α) and (B(X);≤
W
α ) are isomorphic to the quotient-posets of (B([0, 1]
ω);≤W )
and of (B(Pω);≤W ).
(5) If ω ≤ α < ω1 then the quotient-posets of (B(X);≤α) and (B(X);≤Wα ) are isomorphic to the
quotient-poset of (B(N );≤W ).
Similar results clearly hold also for k-partitions which means that, for most of α, the relations
≤α and ≤Wα on the Borel k-partitions of quasi-Polish spaces are again intimately related to the iterated
h-QO in Section 3.2.
Theorem 4.11 leaves open the question about the structure of degrees under ≤2. The next two
results from [76] give some information on this.
Theorem 4.12 (1) There are infinite antichains in (B([0, 1]);≤2).
(2) The quasiorder (P (ω),⊆∗) of inclusion modulo finite sets on P (ω) embeds into (Σ02(R
2),≤2).
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5 Other reducibilities and hierarchies
In this section we discuss some reducibilities and hierarchies on objects more complex than sets and
k-partitions (in particular, on equivalence relations or functions between spaces). They provide useful
tools for measuring descriptive complexity of such objects but, unfortunately, in most interesting cases
they are far from being WQOs.
5.1 Borel reducibility of Borel equivalence relations
In mathematics one often deals with problems of classifying objects up to some notion of equivalence by
invariants. Via suitable encodings, these objects can be viewed as elements of a standard Borel space
X and the equivalence turns out to be a Borel equivalence relation E on X . In this and the next
subsection we briefly discuss (following [32, 8]) some reducibilities on Borel equivalence relations which
provide a mathematical framework for measuring the complexity of such classification problems. The
most fundamental is probably Borel reducibility defined as follows.
By standard Borel space we mean a Polish (equivalently, quasi-Polish) space equipped with its
Borel structure. Let E,F be equivalence relations on standard Borel spaces X,Y , respectively. We say
that E is Borel reducible to F (in symbols, E ≤B F ) if there is a Borel map f : X → Y such that xEy iff
f(x)Ff(y). We denote by (BER :≤B) the QO of Borel equivalence relations with the Borel reducibility.
For any standard Borel space X , denote by X also the equality relation on this space, and let
n be any such space of finite cardinality n. Then we clearly have 1 <B 2 <B · · · <B ω < R. Let E0
be the Vitali equivalence relation on R defined by: xE0y iff x − y ∈ Q. Then we have the following
deep result which includes the so called Silver Dichotomy and General Glimm-Effros Dichotomy (due to
Harrington-Kechris-Louveau):
Theorem 5.1 The chain 1 <B 2 <B · · · <B ω < R <B E0 is an initial segment of (BER;≤B).
The QO (BER;≤B) is very rich, in particular it has no maximal elements (by the Friedman-
Stanley jump theorem). In contrast, the set CBER of countable Borel equivalence relations (those
with countable equivalence classes) has the greatest element E∞ which is equivalent to many natural
equivalence relations. For instance, it was recently shown in [71, 72] that the equivalence relations on
the Cantor space induced by some natural reducibilities in computability theory (e.g., polynomial-time
many-one, polynomial-time Turing, and the arithmetical reducibilities) are Borel equivalent to E∞.
According to Feldman-Moore theorem, the countable Borel equivalence relations coincide with the
orbit equivalence relations EG induced by Borel actions G × X → X of (discrete) countable groups G
where xEGy iff g · x = y for some g ∈ G. This suggests that the QO (CBER;≤B) is rich. Is it a WQO?
Unfortunately, this is far from being the case, as the following deep result from [8] demonstrates.
Theorem 5.2 The poset of Borel subsets of N under inclusion can be embedded in the quasiorder
(CBER;≤B).
The last result shows that WQO-theory is not directly related to the QO (CBER;≤B). To find
such a relation, one probably would have to search for natural substructures of (CBER;≤B) which form
WQOs.
5.2 Continuous reducibility of Borel equivalence relations
Although the Borel reducibility from the previous section is quite important due to its deep relation to
classical mathematics, it is in a sense too coarse. For instance, it does not distinguish between Polish
and quasi-Polish spaces of the same cardinality. There are natural finer versions, the most important of
which is continuous reducibility. Though it may be defined for arbitrary quasi-Polish spaces, we briefly
discuss it here only for the Baire space.
For equivalence relations E,F on N , E is continuously reducible to F , in symbols E ≤c F , if there
is a continuous function f on N such that for all x, y ∈ N , xEy iff f(x)Ff(y). The QO (ER(N );≤c),
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where ER(N ) is the set of all equivalence relations on N , and its substructure (BER(N );≤c) formed by
Borel equivalence relations, are extremely complicated, as it follows from Theorem 5.2.
Let (ERk;≤c) (resp. (BERk;≤c)) be the initial segment of (ER(N );≤c) (resp. (BER(N );≤c))
formed by the set ERk of equivalence relations which have at most k equivalence classes. We relate this
substructure to the structure (kN ;≤0) where µ ≤0 ν iff µ = ϕ ◦ ν ◦ f for some continuous function f on
N and for some permutation ϕ of {0, . . . , k − 1}. Since ≤W implies ≤0, the results of Section 4.2 imply
that (BERk;≤c) is WQO. The following is straightforward:
Proposition 5.3 For any 2 ≤ k < ω, the function ν 7→ Eν , where pEνq iff ν(p) = ν(q), induces an
isomorphism between the quotient-structures of (kN ;≤0) and (ERk;≤c).
Let Bk be the subset of kN formed by the k-patitions whose components are finite Boolean com-
binations of open sets. By a result in [35], the quotient-posets of (Bk;≤W ) and (Fk;≤h) are isomorphic.
It is not hard to modify the proof in [35] to show that the quotient-posets of (Bk;≤0) and (Fk;≤0) are
isomorphic.
5.3 Hierarchies and reducibilities of functions
k-Partitions are of course very special functions between spaces, and it is natural to search for natural
hierarchies and reducibilities between functions. Some such hierarchies induced by the classical hierarchies
of sets are known from the beginning of DST.
For any family Γ of pointclasses and any quasi-Polish spaces X,Y , a function f : X → Y is
Γ-measurable if f−1(U) ∈ Γ(X) for each open set U ⊆ Y . For each 1 ≤ α < ω1, let Bα(X) be the
class of Σ0α-measurable functions. The ascending sequence {Bα(X)}, known as the Baire hierarchy in X
exhausts all the Borel functions and is important for DST.
Equally natural is the hierarchy {Dα(X)} formed by the classes from Section 4.1. It is also
ascending and exhausts the Borel functions [75]. A pleasant property of this hierarchy is that all of its
levels are closed under composition. A problem with both hierarchies is that they are coarse, but it is
not clear how to extend the classical hierarchy theory of sets (and k-partitions) to these hierarchies of
functions (in particular, we are not aware of natural analogues for the Hausdorff-Kuratowski theorem).
Also, there is no clear relation to WQO-theory so far.
The Borel hierarchy also induces a natural QO ≤B on Borel functions which we define only for the
Baire space. Associate with any Borel function f on N the monotone function df on (ω1;≤) as follows:
df (α) is the smallest β with ∀A ∈ Σ0α(N )(f
−1(A) ∈ Σ0β(N )). Now define the QO ≤B by: f ≤B g
if ∀α(df (α) ≤ dg(α)). We do not know whether ≤B is a WQO but we will see this at least for some
reasonable sets of partial functions (note that the definition works for the Borel partial functions).
In an attempt to measure the discontinuity of functions, K. Weihrauch [130, 38] introduced some
notions of reducibility for functions on topological spaces. In particular, the following three notions of
reducibility between functions f, g : X → Y on topological spaces were introduced: f ≤0 g (resp. f ≤1 g,
f ≤2 g) iff f = g ◦H for some continuous function H : X → X (resp. f = F ◦ g ◦H for some continuous
functions H : X → X and F : Y → Y , f(x) = F (x, g(H(x))) for some continuous functions H : X → X
and F : X × Y → Y ). In this way we obtain QOs (Y X ;≤i), i ≤ 2, on the set of all functions from X to
Y .
There are many variations of Weihrauch reducibilities (in particular, for multi-valued functions or
with computable reducing functions in place of continuous ones), some of which turned out to be useful for
understanding the non-computability and non-continuity of interesting decision problems in computable
analysis [38, 15] and constructive mathematics [14]. This research is closely related to reverse mathematics
where similar problems (including intersting problems about WQOs) are treated by proof-theoretic means
[40]. This is now a popular research field, but its relation to WQO-theory is not clear. Nevertheless,
some restricted versions of Weihrauch reducibilities are relevant.
The notions of Wehrauch reducibilities are nontrivial even for the case of discrete spaces Y = k =
{0, . . . , k−1} with k < ω points, which brings us back to the k-partitions of X . In this case, ≤0 coincides
with the Wadge reducibility of k-partitions already discussed above (for this reason in the next subsection
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we reserve the notation ≤0 for the QO from the previous subsection). We again concentrate on the case
X = N because for the non-zero dimensional spaces the degree structures are often complicated. Let Bk
be the subset of kN formed by the k-patitions whose components are finite Boolean combinations of open
sets. In [35] P. Hertling proved the following combinatorial description of small fragments of Weihrauch
degrees:
Theorem 5.4 The quotient-posets of (Bk;≤i) and of (Fk;≤i) are isomorphic for each i = 1, 2.
For the functions with infinite range, some interesting results about the relation ≤1 on partial
functions on the Baire space were obtained in [16]. The relation ≤2 has the disadvantage that it does
not refine the above-defined relation ≤B. Some natural easy properties of ≤1 are collected in the next
assertion:
Proposition 5.5 (1) For every A,B ⊆ N , A ≤W B implies cA ≤1 cB; cA ≤1 cB implies that A ≤W B
or A ≤W B; and cA ≡1 cA, where cA(p) = 1
ω for p ∈ A and cA(p) = 0ω otherwise.
(2) For every A,B ⊆ N , idA ≤1 idB iff A is a retract of B, where idA is the identity on A.
(3) For every pair of Borel partial functions f, g on N , f ≤1 g implies f ≤B g.
Let C∞ (resp. C,C
∗) be the set of partial continuous functions on N with closed domain (resp.
with closed domain and countable range, resp. with compact domain). In [16] the notion of Cantor-
Bendixon rank of a function in C was defined in such a way that CB(idF ) coincides with the classical
Cantor-Bendixon rank CB(F ) of a closed set F . Let Cα be the set of functions with Cantor-Bendixon
rank α. Although it is open whether ≤1 is WQO on C, the following theorem (that collects some results
in [16]) shows that it is WQO on some subsets of C.
Theorem 5.6 (1) The quotient-poset of (C∗ ≤1) is a well order of rank ω1.
(2) Any two functions from C∞ with uncountable range are equivalent w.r.t. ≡1.
(3) Let Q be a subset of C∞ such that (Q ∩ Cα;≤1) is BQO for all α < ω1. Then (Q;≤1) is BQO.
(4) The relation of being a retract is WQO on Π01(N ).
5.4 Definability and decidability issues
One may ask why we are interested in characterizing the degrees of k-partitions and other degree struc-
tures above in terms of “combinatorial” objects like labeled forests. First, any such non-obvious char-
acterization gives new information about the structures under investigation. Second, the combinatorial
objects are much easier to handle and explore than the degree structures. In particular, the definability
and decidability issues are much easier to study for the labeled forests than for the Wadge degrees. Such
issues (e.g. characterizing the automorphism groups or the complexity of first-order theories) are impor-
tant and principal for understanding the natural degree structures in DST, though they remain much
unexplored, to our knowledge. In contrast, this topic for the natural degree structures in computability
theory is a central theme.
From the results in Sections 4 and 3.4 we immediately obtain many corollaries on definability and
decidability in the initial segments of the Wadge degrees of k-partitions. In particular, Theorem 3.10
implies the following:
Theorem 5.7 (1) Let k ≥ 3, Q be any set of Borel k-partitions of N that contains the set Bk from the
previous subsection, and let A be the quotient-poset of (Q;≤W ). Then FO(N) ≤m FO(A).
(2) Let A be the quotient-poset of (Bk;≤W ). Then FO(N) ≡m FO(A) and (A;0, . . . ,k− 1) is biinter-
pretable with N.
In computability theory, people actively discuss several versions of the so called biinterpretability
conjecture stating that some structures of degrees of unsolvability are biinterpretable (in parameters) with
N (see e.g. [84] and references therein). The conjecture (which seems still open for the most important
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cases) is considered as in a sense the best possible definability result about degree structures. Item (2)
above solves a similar question (even without parameters) for a natural object of DST.
The results at the end of Sections 5.2 and 3.4 imply the following result from [110]:
Proposition 5.8 Let k ≥ 3 and let A be the quotient-poset of any initial segment of (ER(N );≤c) that
contains the set of equivalence relations with components in Bk. Then the first-order theory of A is
hereditarily undecidable.
A similar undecidability result for the segments of Weihruch’s degrees follows from the results in
Section 5.3 and Theorem 3.11. Another natural and important question is to study definability and
decidability in the fragments of the quotient-poset of (CBER;≤B). Unfortunately, we are not aware of
any result in this direction.
6 Hierarchies in quasi-Polish spaces
In this section we discuss hierarchies of sets and k-partitions in quasi-Polish spaces mentioned in Sec-
tion 4.3. In particular, we provide set-theoretic descriptions of these hierarchies, which give some new
information even for the classical case of the Wadge hierarchy in Baire space.
6.1 Hierarchies of sets
Here we briefly discuss some notions of the hierarchy theory mentioned in the Introduction which provide
a convenient language to discuss various concrete hierarchies. The next definition of a hierarchy of sets
was first proposed by J. Addison [5].
Definition 6.1 Let X be a set and η be an ordinal.
(1) An η-hierarchy of sets in X is a sequence {Hα}α<η of subsets of P (X) such that Hα ⊆ Hβ ∩ co-Hβ
for all α < β < η, where co-Hβ is the class of complements of sets in Hβ .
(2) The classes Hα and co-Hα \Hα are non-self-dual levels of {Hα}, while the classes (Hα ∩ co-Hα) \
(
⋃
β<αHβ ∩ co-Hβ) are self-dual levels of {Hα}.
(3) The classes Hα \ co-Hα, co-Hα \Hα, and (Hα ∩ co-Hα) \ (
⋃
β<αHβ ∩ co-Hβ) are the components
of {Hα}.
(4) {Hα} does not collapse if Hα 6⊆ co-Hα for all α < η.
(5) {Hα} is non-trivial if Hα 6⊆ co-Hα for some α < η.
(6) {Hα} fits a QO ≤ on
⋃
αHα if every non-self-dual level is downward closed and has a largest (up
to equivalence) element w.r.t. ≤.
Further definitions in this subsection were suggested in [96, 97]. The next one introduces some
relations between hierarchies.
Definition 6.2 Let {Hα} and {Gβ} be hierarchies of sets in X .
(1) {Hα} is a refinement of {Gβ} in a level β if
⋃
γ<β(Gγ ∪ co-Gγ) ⊆
⋃
αHα ⊆ (Gβ ∩ co-Gβ). Such a
refinement is called exhaustive if
⋃
αHα = Gβ ∩ co-Gβ .
(2) {Hα} is a (global) refinement of {Gβ} if for any β there is an α with Hα = Gβ , and
⋃
αHα =
⋃
β Gβ .
(3) A hierarchy is discrete in a given level if it has no non-trivial refinements in this level. A hierarchy
is (globally) discrete if it is discrete in each level.
(4) {Hα} is an extension of {Gβ} if the sequence {Gβ} is an initial segment of the sequence {Hα}.
(5) {Hα} is perfect in a level β if
⋃
γ<β(Hγ ∪ co-Hγ) = Hβ ∩ co-Hβ . A hierarchy is (globally) perfect if
it is perfect in all levels.
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For instance, the transfinite Borel hierarchy is an extension of the finite Borel hierarchy, the Borel
hierarchy is an exhaustive refinement of the Luzin hierarchy in the first level (the Suslin theorem), the
Hausdorff hierarchy over any non-zero level of the Borel hierarchy is an exhaustive refinement of the Borel
hierarchy in the next level (the Hausdorff-Kuratowski theorem), all the classical hierarchies in Baire space
fit the Wadge reducibility, the Wadge hierarchy is perfect.
Next we discuss a technical notion of a base hierarchy (or just a base). By α-base in X (or just
a base) we mean an α-hierarchy of sets L = {Lβ}β<α in X such that each level Lβ is a lattice of sets
containing ∅, X as elements. The 1-base (L) is identified with L. Note that any (n+1)-base (L0, . . . ,Ln)
may be extended to the ω-base {Lk}k<ω (or even to a longer base) by setting Lk to be the class of
Boolean combinations of sets in Ln for all k > n. In the sequel we deal mostly with 1-bases, 2-bases,
ω-bases and ω1-bases. A σ-base is a base every level of which is an upper σ-semilattice.
Let L be a 1-base. Using the difference operators Dα from Section 2.4, we can define the finitary
version {Dn(L)}n<ω of the difference hierarchy over L with the usual inclusions of levels. If L is a σ-base,
the infinitary version {Lα}α<ω1 will also have the usual properties. In particular, if L is an ω-σ-base
(i.e., a σ-base which is an ω-hierarchy), we have the inclusion
⋃
α<ω1
Dα(Ln) ⊆ Ln+1 ∩ co-Ln+1 for each
n < ω.
Thus, we have a natural refinement of any ω-base L in any non-zero level. Take for simplicity only
the finitary refinements. We can continue the refinement process by adjoining new refinements in any
non-discrete level obtained so far. This refinement process, studied in detail in [97], ends (after collecting
all the resulting levels together) with the fine hierarchy over L of length ε0. This hierarchy is a finitary
abstract version of the Wadge hierarchy. Several such hierarchies over concrete bases have interesting
properties [97, 105]. We do not give all details here because in the next subsection we discuss a more
general case. The properties of such hierarchies strongly depend on some structural properties of classes
of sets A ⊆ P (X) (see e.g. [67]).
Definition 6.3 (1) The class A has the separation property if for every two disjoint sets A,B ∈ A
there is a set C ∈ A ∩ co-A with A ⊆ C ⊆ B.
(2) The class A has the reduction property i.e. for all C0, C1 ∈ A there are disjoint C′0, C
′
1 ∈ A such
that C′i ⊆ Ci for both i < 2 and C0 ∪ C1 = C
′
0 ∪ C
′
1. The pair (C
′
0, C
′
1) is called a reduct for the
pair (C0, C1).
(3) The class A has the σ-reduction property if for each countable sequence C0, C1, . . . in A there is
a countable sequence C′0, C
′
1, . . . in A (called a reduct of C0, C1, . . .) such that C
′
i ∩ C
′
j = ∅ for all
i 6= j and
⋃
i<ω C
′
i =
⋃
i<ω Ci.
It is well-known that if A has the reduction property then the dual class co-A has the separation
property, but not vice versa, and that if A has the σ-reduction property then A has the reduction property
but not vice versa. Nevertheless, if A has the reduction property then for any finite sequence (C0, . . . , Cn)
in C there is a reduct C′0, . . . , C
′
n ∈ C for (C0, . . . , Cn) which is defined similarly to the countable reduct
above.
The next properties of an ω-base L imply good properties of the fine hierarchy over L (and if L is
a ω-base then also of the infinitary version of the fine hierarchy).
Definition 6.4 Let L be an ω-base (resp. σ-base) in X .
(1) L is reducible (resp. σ-reducible) if for every n the level Ln has the reduction (resp. σ-reduction)
property.
(2) L is interpolable (resp. σ-interpolable) if for each n < ω the class co-Ln+1 has the separation
property and Ln+1∩co-Ln+1 coincides with the class of Boolean combinations of sets in Ln (resp.
with
⋃
α<ω1
Dα(Ln)).
6.2 Hierarchies of k-partitions
Here we extend hierarchies of sets from the previous subsection to hierarchies of k-partitions.
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The discussion in Section 4 suggests that the levels of hierarchies of k-partitions should be ordered
under inclusion in a more complicated way than for the hierarchies of sets. Accordingly, it is not natural
to use ordinals to notate the levels of such hierarchies, as in Definition 6.1. In [109] we looked at the most
general case of hierarchies whose levels are notated by an arbitrary poset P , let us call them P -hierarchies.
Simple considerations show that only in the case where P is WPO do we have reasonable behaviour in
the components of a P -hierarchy (they should at least partition the sets covered by the P -hierarchy).
Accordingly, we stick to hierarchies named by WQOs. For such hierarchies, reasonable extensions of
Definitions 6.1 and 6.2 were suggested in [109, 111].
Our experience with classifying k-partitions suggests to use the QO Tk(ω) and its initial segments
as notation system for the finitary versions of hierarchies of k-partitions, and the QO T˜k(ω1) and its
initial segments as notation system for the infinitary versions.
First we consider the infinitary version of the difference hierarchy (DH) of k-partitions (the finitary
version is obtained by sticking to the finite trees). The notation system for this hierarchy is T˜k (for the
finitary version — Tk). Let L be a 1-base in X which is a σ-base. Let (T ; c) ∈ T˜k, so T ⊆ ω
∗ is a
well-founded tree and c : T → k.
We say that a k-partition A : X → k is defined by a T -family {Bτ}τ∈T of L-sets if Ai =
⋃
τ∈Ti
B˜τ
for each i < k where B˜τ = Bτ \
⋃
{Bσ | σ ⊐ τ} and Ti = c−1(i). Note that we automatically have⋃
τ Bτ = X . This definition is especially clear for the case when the family {Bτ}τ∈T is reduced (i.e.,
Bτi ∩ Bτj = ∅ for all distinct i, j with τi, τj ∈ T ) because then {B˜τ}τ∈T is a partition of X . Note that
any reduced family with
⋃
τ Bτ = X defines a k-partition but this fails for the general families.
By the difference hierarchy of k-partitions over L we mean the family {L(T )}
T∈T˜k
were L(T ) is
the set of k-partitions defined by T -families of L-sets. We mention some properties from [111] (see also
[109] where the finitary version is considered).
Proposition 6.5 (1) If L has the σ-reduction property then any level L(T ) of the DH coincides with
the set of k-partitions defined by the reduced T -families of L-sets.
(2) If T ≤h S then L(T ) ⊆ L(S).
(3) Let f be a function on X such that f−1(A) ∈ L for each A ∈ L. Then A ∈ L(T ) implies A◦f ∈ L(T ).
(4) The DH of 2-partitions over L coincides with the DH of sets over L, in particular, {L(T ) | T ∈
T˜2} = {Dα(L), co-Dα(L) | α < ω1}.
If L is an ω-base in X which is a σ-base, the considerations above provide some basic information
on the DHs of k-partitions over any level of L. Obviously, for all n and T ∈ T˜k the level L(T ) is contained
in the set of k-partitions with the components in Ln+1 ∩ co− Ln+1.
Now we extend these DHs of k-partitions to the fine hierarchy (FH) of k-partitions. Its levels are
notated by the iterated h-QOs. In [111] we used the initial segment T˜k(ω) as the notation system (for
the finitary case Tk(ω) was used in [109]). Simplifying notation, we stick to the initial segment T˜k(2),
this also means sticking to the 2-base (L0,L1).
Let (T ; c) ∈ T˜k(2), so T ⊆ ω∗ is a well-founded tree and c : T → T˜k, hence for any τ ∈ T we have
a tree (Sτ ; cτ ) = c(T ) with cτ : Sτ → k. We say that a k-partition A : X → k is defined by families
{Bτ}τ∈T and {C
τ
σ}τ∈T,σ∈Sτ of L-sets if Bτ ∈ L0, C
τ
σ ∈ L1, and Ai =
⋃
{B˜τ ∩C˜
τ
σ | τ ∈ T, σ ∈ S
τ
i } for each
i < k. Again, the definition is much clearer for the case when the families {Bτ} and {Cτσ} are reduced
(for the second family this means Cτσi ∩ C
τ
σj = ∅ for all distinct i, j with σi, σj ∈ S
τ , for each τ ∈ T )
because then {B˜τ}τ∈T is a partition of X and {B˜τ ∩ C˜τσ}σ∈Sτ is a partition of B˜τ for each τ ∈ T . Note
that any such reduced family with
⋃
τ Bτ = X defines a k-partition but this fails for the general families.
By the fine hierarchy of k-partitions over (L0,L1) we mean the family {L(T )}T∈T˜k(2) were L(T )
is the set of k-partitions defined by T -families of L-sets. We mention some properties from [111] (see
also [109] where the finitary version is considered). Note that these definitions show that the FH of
k-partitions is in a sense an iterated version of the DHs.
Proposition 6.6 (1) If L is σ-reducible then any level L(T ) of the FH coincides with the set of k-
partitions defined by the reduced T -families of L-sets.
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(2) If T ≤h S then L(T ) ⊆ L(S).
(3) Let f be a function on X such that f−1(A) ∈ L for each A ∈ L. Then A ∈ L(T ) implies A◦f ∈ L(T ).
(4) The FH of 2-partitions over L coincides with the FH of sets over L, in particular, {L(T ) | T ∈ T˜2(2)}
coincides with the set of levels α < ωω11 of the FH of sets.
6.3 Hierarchies of sets in quasi-Polish spaces
As we noticed in Section 4.3 it is not straightforward to extend Wadge hierarchy to quasi-Polish spaces
using the Wadge reducibility in those spaces.
A natural way to do this is to apply the refinement process explained in Section 6.1 to the ω1-base
LX = {Σ01+α(X)} in arbitrary quasi-Polish space X . Note that this base is interpolable. It is σ-reducible
when X is zero-dimensional but it is not reducible in general because the level Σ01(X) often does not
have the reduction property (though the higher levels always have the σ-reduction property [110]).
At the first step of the process we obtain the classical Hausdorff hierarchies over each level. Further
refinements may be done by the construction from the end of the previous subsection for k = 2. In
[111] this was done for the initial segment T ∈ T˜2(ω) which is semi-linear-ordered with order type
λ = sup{ω1, ω
ω1
1 , ω
(ω
ω1
1
)
1 , . . .}. By choosing the trees T with the root label 0, we obtain the increasing
sequence of pointclasses {Σα(X)}α<λ which is a good candidate to be the (initial segment of) Wadge
hierarchy in X .
From results in [128, 70] it is not hard to deduce that for X = N these classes coincide with the
corresponding levels of Wadge hierarchy in Section 2.5. This gives an alternative (to those in [128, 70])
set-theoretical characterization of these levels. There is no doubt that this definition maybe extended to
T ∈ T˜2(ω1) (yielding a set-theoretical characterization of the levels of Wadge hierarchy within ∆0ω) and
to the higher levels.
Some nice properties of the introduced classes may be obtained using the admissible representations
from the end of Section 2.3. Let δ be a total admissible representation of the quasi-Polish space X .
According to the results in [18, 117], A ∈ Σ−1,θα (X) iff δ
−1(A) ∈ Σ−1,θα (N ) for all α, θ < ω1, θ ≥ 1 (in
particular, A ∈ Σ0α(X) iff δ
−1(A) ∈ Σ0α(N ) for all 1 ≤ α < ω1). In [111] this was extended to the fact
that A ∈ Σα(X) iff δ−1(A) ∈ Σα(N ), for all α < λ. We do believe that this extends to the whole Wadge
hierarchy.
As suggested independently in [111, 86], one can also define the Wadge hierarchy {Σα(X)}α<ν
in X by Σα(X) = {A ⊆ X | δ−1(A) ∈ Σα(N )}. One easily checks that the definition of Σα(X) does
not depend on the choice of δ,
⋃
α<ν Σα(X) = B(X), Σα(X) ⊆ ∆β(X) for all α < β < ν, and any
Σα(X) is downward closed under the Wadge reducibility on X . This definition is short but gives no real
understanding of how the levels look like. Hence, also in this approach the set-theoretic characterization
of levels is of principal interest.
6.4 Hierarchies of k-partitions in quasi-Polish spaces
Here we extend the hierarchies of the previous subsection to k-partitions. Applying the general definitions
of Section 6.2 to the ω1-base LX = {Σ01+α(X)} in a quasi-Polish spaceX we obain the DHs of k-partitions
{Lα(X,T )}T∈T˜k , α < ω1, and the FH of k-partitions {L(X,T )}T∈T˜k(2).
As follows from [111], the results from the previous subsection about the FH extend to k-partitions
in the following sense: A ∈ L(X,T ) iff A ◦ δ ∈ L(N , T ), for each T ∈ T˜k(2). Similarly, for the DHs we
have: A ∈ Lα(X,T ) iff A ◦ δ ∈ Lα(N , T ), for all A ⊆ X , α < ω1, and T ∈ T˜k.
The FH of k-partitions {L(N , T )}
T∈T˜k(2)
is related to the Wadge reducibilty of k-partitions as
follows. As we know from Section 4.2, there is a function µ : T˜k(2)→ ∆03(k
N ) inducing an isomorphism
between the quotient-posets of the σ-join-irreducible elements in (∆03(k
N );≤W ) and of (T˜k(2);≤h). For
any T ∈ T˜k(2), we have L(N , T ) = {A ∈∆03(k
N ) | A ≤W µ(F )}.
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7 Hierarchies in computability theory
In this section we briefly discuss some hierarchies and reducibilities in computability theory. They are
important because they provide tools for classifying many interesting decision problems in logic and
theoretical computer science. The idea to use reducibilities as a classification tool first appeared in
computability theory and later it was borrowed by many other fields.
7.1 Preliminaries
We assume that the reader is familiar with the main notions of computability theory and simply recall
some notation and not broadly known definitions. For more details the reader may use any of the many
available books on the subject, e.g. [88, 92].
If not specified otherwise, all functions are assumed in this section to be functions on ω, and all sets
to be subsets of ω. Thus, for an n-ary partial function φ, we have dom(φ) ⊆ ωn and rng(φ) ⊆ ω. Instead
of (x1, . . . , xn) ∈ dom(φ) ((x1, . . . , xn) 6∈ dom(φ)) we sometimes write φ(x1, . . . , xn) ↓ (respectively,
φ(x1, . . . , xn) ↑). We assume the reader to be familiar with the computable partial (c.p.) functions,
computable (total) functions and computably enumerable (c.e.) sets. For any n > 1, there is a computable
bijection λx1, . . . , xn.〈x1, . . . , xn〉 (the Cantor coding function) between ωn and ω. This fact reduces many
considerations to the case of unary functions and predicates.
By a numbering we mean any function ν with dom(ν) = ω, and by numbering of a set S — any
numbering ν with rng(ν) = S. A numbering µ is reducible to a numbering ν (in symbols µ ≤ ν), if
µ = ν ◦ f for some computable function f , and µ is equivalent to ν (µ ≡ ν), if µ ≤ ν and ν ≤ µ. Relate
to any numberings µ, ν and to any sequence of numberings {νk}k<ω the numberings µ ⊕ ν, and
⊕
k νk,
called respectively the join of µ and ν and the infinite join of νk(k < ω) defined as follows:
(µ⊕ ν)(2n) = µn, (µ⊕ ν)(2n+ 1) = νn, (
⊕
k
νk)〈x, y〉 = νx(y).
Let {ϕn} be the standard numbering of (unary) c.p. functions on ω. We assume the reader to
be acquainted with the computations relative to a given set A ⊆ ω or a function ξ ∈ ωω (which in
this situation are often called oracles). E.g., such computations may be formally defined using Turing
machines with oracles. Enumerating all programs for such machines we obtain numberings ϕA (ϕξ) of
all partial functions computable in A (in ξ).
A numbering ν : ω → S is complete w.r.t. a ∈ S if for every c.p. function ψ on ω there is a
total computable function g such that ν(g(x)) = ν(ψ(x)) in case ψ(x) ↓ and ν(g(x)) = a otherwise. For
any set S and any a ∈ S, define a unary operation pa on Sω as follows: [pa(ν)]n = a for υ(n) ↑ and
[pa(ν)]n = νυ(n) for υ(n) ↓, where υ is the universal p.c. function υ(〈n, x〉) = ϕn(x). These completion
operations were introduced in [93] as a variant of similar operations from [29]. They are very relevant to
fine hierarchies, as the following particular case of results in [93] demonstrates. The notions related to
completeness are relativized to a given oracle A in the obvious way.
Theorem 7.1 For every 2 ≤ k < ω, (kω;≤,⊕, p0, . . . , pk−1) is a dc-semilattice.
In case k = 2 the QO (kω ;≤) coincides with the QO (P (ω);≤m), where ≤m is the m-reducibility,
which is a popular structure of computability theory. Another important QO on P (ω) is the Turing
reducibility. Recall that A is Turing-reducible (T -reducible) to B (in symbols, A ≤T B) if A is computable
in B, i.e. A = ϕBn for some n. The Turing jump operator A 7→ A
′ on P (ω) is defined byA′ = {n | ϕAn (n) ↓}.
For any n < ω, define the n-th jump A(n) of A by A(0) = A and A(n+1) = (A(n))′.
The arithmetical hierarchy L = {Σ0n+1}n<ω is an ω-base in ω. It is reducible but not interpolable,
it does not collapse and fits the m-reducibility. Moreover, ∅(n+1) is m-complete in Σ0n+1 for each n < ω
(see [88]). In the next two subsections we consider the refining process for this base, concentrating
for simplicity on the finitary hierarchies. Let ≤A (resp. ≤n) denote the reducibility of numberings by
functions computable in A (resp. in ∅(n)).
24
7.2 Difference hierarchies of sets and k-partitions
Let {Σ−1,nm }m<ω be the DH over Σ
0
n+1. These hierarchies and their transfinite extensions over the
Kleene ordinal notation system where thoroughly investigated in [29, 94]. We recall here only their
characterizations in terms of suitable jump operators. Since we will consider several such operators, we
give a general notion [96].
By a jump operator we mean a unary operation J on P (ω) such that A ⊕ A ≤m J(A) and
J(A) is a complete numbering w.r.t. 0 uniformly in A (uniformity in, say, second condition means the
existence of a computable sequence {ge} of total computable functions such that, for all A, e, x we have:
ν(ge(x)) = ν(ϕ
A
e (x)) in case ϕe(x) ↓ and ν(g(x)) = 0 otherwise, where ν = J(A) : ω → {0, 1}). From
the properties of complete numberings it follows that actually we have A ⊕ A <m J(A). It is clear that
for any set A complete w.r.t. 0 the sequence {Jn(A)} of iterates of J starting from the set A is strictly
increasing w.r.t. the m-reducibility, and the corresponding principal ideals form an ω-hierarchy denoted
as (J,A).
As mentioned above, if TJ is the Turing jump then (TJ, ∅) is the arithmetical hierarchy. As
observed in [29], the operation mJ(A) = υ−1(A ⊕ A), where υ〈n, x〉 = ϕn(x) is the universal c.p.
function, is a jump operator called the m-jump. By [29], (mJ, ∅) coincides with the Ershov’s hierarchy
{Σ−1,0m }m<ω. Similarly, if we take in place of mJ the m-jump relativized to ∅
(n), for each n < ω, we
obtain the DH {Σ−1,nm }m<ω over Σ
0
n+1 [94].
Now consider the DH {Σ0n+1(T )}T∈Tk of k-partitions over Σ
0
n+1. This hierarchy can also be charac-
terized in terms of natural operations on kω. Namely, let pni , i < k, be the relativization of the operation
pi from the end of the previous subsection to ∅
(n). Define the function µ : Tk → k
ω just as in Section 4.2,
only for the finite forests and the finitary joins of k-partitions. Let µn be defined similarly but with pni
instead of pi. Then from (the relativization of) Theorem 7.1 we obtain:
Theorem 7.2 For all 2 ≤ k < ω and n < ω, the function µn induces an embedding of the quotient-poset
of (Fk;≤h) into that of (kω;≤n) (as well of their functional expansions to the signature {⊕, p0, . . . , pk−1}).
Moreover, Σ0n+1(T ) = {A | A ≤ µ
n(T )} = {A | A ≤n µn(T )} for each T ∈ Tk.
7.3 Fine hierarchies of sets and k-partitions
By the preceding subsection, the DHs over L = {Σ0n+1}n<ω may be characterized in terms of suitable
jump operations. Is there a similar characterization for the FHs? The answer is positive, and actually
the FH of sets was first discovered in [94] in this way.
Since the jump-characterization is non-trivial and yields additional information on the FH, we
provide some details. Which jump operations to use? Of course, at least the m-jumps Jnm relativized
to ∅(n), for all n < ω. By the preceding subsection, (Jnm, ∅) is the difference hierarchy over Σ
0
n+1. A
wider class of ω-hierarchies is constructed by considering the sets generated from the empty set by all
the operations Jnm(n < ω), see [94]. It is not hard to check that in this way we obtain a non-collapsing
hierarchy with order type ωω. This already shows that these jump operations do not yield the whole FH
but only its small fragment.
In order to find a sufficient class of jump operations, we defined in [94] an operation r : Sω ×Sω ×
kω → Sω (where S is a set and 2 ≤ k < ω) that includes the jump operations above, the Turing jump
and many others. We set r(µ, ν, f) =
⊕
n p
f
ν(n)(µ). Then r(µ, λx.a, f) ≡ p
f
a(µ) for all a ∈ S, hence r
generalizes the operations of completion from Subsection 7.1. Note that for S = k = 2 the operation
r is a ternary operation on sets satisfying r(ω, ∅, A) ≡ A′, hence r generalizes also the Turing jump.
It induces also several other jump operators. Namely, for any sets B and C, if B is complete w.r.t. 0
then A 7→ r(A ⊕ A,B,C) is a jump operator. This follows from the definition and the property that
if ν is f -complete w.r.t. a then so is also the numbering r(µ, ν, f). The last property together with
other properties of r generalizing the properties of the completion operations were established in [94].
These properties play a central role in the algebraic proof of the result below that classifies elements of
the subalgebra generated by the operations r, ¯and ⊕ from ∅ within 2ω. As a corollary, we obtain the
jump-characterization of the FH of sets over L. For details and much of additional information see e.g.
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[97, 109].
We conclude this subsection with the brief discussion of the FH {L(T )}T∈Tk(ω) of k-partitions over
L. We define by induction on m the sequence {ρnm}n of functions ρ
n
m : T ∈ Tk(m + 1) → k
ω as follows.
Let ρn0 := µ
n (where µ is defined before Theorem 7.2) and suppose by induction that ρnm, n ≥ 0, are
defined.
Let (T ; c) ∈ Tk(m + 2), so c : T → Tk(m + 1). Relate to any node σ ∈ T the k-partition ρT (σ)
by induction on the rank rk(σ) of σ in (T ;⊒) as follows: if rk(σ) = 0 then ρT (σ) := ρn+1m (Q) where
Q = c(σ) ∈ Tk(m + 1); otherwise, ρT (σ) := r(
⊕
{ρT (σn) | n < ω, σn ∈ T }, ρ
n+1
m (Q), ∅
(n)). We set
ρnm+1(T ) := ρT (ε).
From the properties of r in [94, 97] and Proposition 3.2 it follows by induction on m that ρnm
induces an embedding of the quotient-poset of (Tk(m + 1);≤h) into that of (kω;≤n), and ρnm+1 extends
ρnm modulo ≡
n, Therefore, ρn :=
⋃
m ρ
n
m induces an embedding of the quotient-poset of (Tk(ω);≤h) into
that of (kω;≤n). Set ρ := ρ0 and extend ρ to T ⊔k (ω) by ρ(F ) :=
⊕
{ρT (n) | n < ω, (n) ∈ T } where
T := {ε} ∪ F .
Theorem 7.3 For each 2 ≤ k < ω, the function ρ induces an embedding of the quotient-poset of
(T ⊔k (ω);≤h) into that of (k
ω;≤) (as well as of their functional expansions). Moreover, L(T ) = {A |
A ≤ ρ(T )} for each T ∈ Tk(ω).
7.4 Natural degrees
As is well known, the degree structures in computability theory are extremely rich and complicated,
including the structures of many-one and Turing degrees. Some of these degrees (e.g., those obtained by
iterating the Turing or the m-jumps starting from the empty set) are “natural” in the sense that they
are equivalent to a lot of sets appearing in mathematical practice (outside the computability theory).
It turns out that in fact only a small number of degrees are “natural” in this sense (e.g., no “natural”
non-computable set strictly below ∅′ under Turing reducibility is known).
A main idea of [94] was to find in the rich structure of the m-degrees of (hyper-)arithmetical sets
a natural easy substructure that contains m-degrees of all sets which appear naturally in mathematics.
In this search we tried to expand the structure of m-degrees with natural jump operations and then look
at the degrees generated from the empty set, as explained above. The result was the discovery of the FH
of this section which was later characterized set-theoretically [96, 97] as the abstract finitary version of
the Wadge hierarchy. Moreover, it was described [96] how to obtain the Wadge hierarchy from the FH
using the uniform relativization and taking the “limit” on the oracles.
In parallel, it was formally proved in [120, 116, 12] (using game-theoretic techniques) that the
“natural” Turing degrees are, essentially, the iterates of the Turing jump through the transfinite.
Recently [65], a similar result was achieved for the “natural” m-degrees, under a precise notion
of “naturalness” based on the uniform relativizations. Namely, a function f : N → P (ω) is uniformly
(≤T ,≤m)-preserving if, for every X,Y ∈ N , X ≤T Y implies f(X) ≤m f(Y ) uniformly, i.e., there is a
computable function u on ω such that, for all X,Y ∈ N and e ∈ ω, the condition “X ≤T Y via e” implies
that f(X) ≤m f(Y ) via u(e). The uniformly (≡T ,≡m)-preserving functions are defined in the same way.
It is easy to see that the m-degrees of sets complete in the levels of the FH are natural in the sense of
[65].
In [65] it was shown that the degree structure of the uniformly (≡T ,≡m)-order preserving functions
under a natural QO of “many-one reducibility on a cone” is isomorphic to the structure of Wadge degrees.
Moreover, the result holds for Qω in place of 2ω = P (ω) in the definition above, where Q is an arbitrary
BQO. The proof heavily uses a generalization of Theorem 3.3. This is another demonstration of the
interplay between computability theory and DST.
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8 Hierarchies in automata theory
In this section we discuss some hierarchies and reducibilities arising in automata theory. Automata
theory is an important part of computer science with many deep applications. In fact, many results
of this extensive field became already a part of the information technology being realized in most of
the existing hardware and software systems. At the same time, automata theory remains an area of
active research, with many open problems. The theory is naturally divided in two parts devoted to the
study of finite and infinite behavior of computing devices. A positive feature of this field is that many
important decision problems concerning deterministic finite automata (dfa’s) are decidable. Accordingly,
much effort is devoted to finding the optimal decision algorithms and to the complexity issues.
Investigation of the infinite behavior of computing devices is of great interest for computer science
because many hardware and software concurrent systems (like processors or operating systems) may not
terminate. In many cases, the infinite behavior of a device is captured by the notion of ω-language
recognized by the device. The most basic notion of this field is that of regular ω-languages, i.e. ω-
languages recognized by finite automata. Regular ω-languages play an important role in the theory and
technology of specification and verification of finite state systems.
Regular ω-languages were introduced by J.R. Bu¨chi in the 1960s and studied by many people
including B.A. Trakhtenbrot, R. McNaughton and M.O. Rabin. The subject quickly developed into a
rich topic with several deep applications. Much information and references on the subject may be found
e.g. in [123, 124, 125, 129, 87]. We assume the reader to be familiar with the standard notions and facts
of automata theory which may be found e.g. in [123, 87].
8.1 Preliminaries
If not stated otherwise, A denotes some finite alphabet with at least two letters. Let A∗ and A+ be the
sets of finite (respectively, of finite non-empty) words over A. Sets of words are called languages. We
mainly use the logical approach to the theory of regular languages. This is the reason why we mostly
deal with subsets of A+ (they correspond to the non-empty structures, the empty structure is excluded
because dealing with it in logic is not usual). With suitable changes analogs of the results below hold
also for the subsets of A∗.
By an automaton (over A) we mean a tripleM = (Q,A, f) consisting of a finite non-empty set Q of
states, the input alphabet A and a transition function f : Q×A→ Q. The transition function is naturally
extended to the function f : Q×A∗ → Q defined by induction f(q, ε) = q and f(q, u · x) = f(f(q, u), x),
where ε is the empty word, u ∈ A∗ and x ∈ A. A word acceptor is a triple (M, i, F ) consisting of an
automaton M, an initial state i of M and a set of final states F ⊆ Q. Such an acceptor recognizes the
language L(M, i, F ) = {u ∈ A∗ | f(i, u) ∈ F}. Languages recognized by such acceptors are called regular.
Relate to any alphabet A = {a, . . .} the signatures ̺ = {≤, Qa, . . .} and σ = {≤, Qa, . . . ,⊥,⊤, p, s},
where ≤ is a binary relation symbol, Qa (for any a ∈ A) is a unary relation symbol, ⊥ and ⊤ are constant
symbols, and p, s are unary function symbols. A word u = u0 . . . un ∈ A+ may be considered as a
structure u = ({0, . . . , n};<,Qa, . . .) of signature σ, where < has its usual meaning, Qa(a ∈ A) are unary
predicates on {0, . . . , n} defined by Qa(i) ↔ ui = a, the symbols ⊥ and ⊤ denote the least and the
greatest elements, while p and s are respectively the predecessor and successor functions on {0, . . . , n}
(with p(0) = 0 and s(n) = n).
For a sentence φ of σ, set Lφ = {u ∈ A
+ | u |= φ}. Sentences φ, ψ are treated as equivalent when
Lφ = Lψ. A language is FOσ-axiomatizable if it is of the form Lφ for some first-order sentence φ of
signature σ. Similar notions apply to other signatures in place of σ. It is well-known (see e.g. [119, 87])
that the class of FOσ-definable languages (as well as the class of FO̺-definable languages) coincides with
the important class of regular aperiodic languages which are also known as star-free languages.
By initial automaton (overA) we mean a tuple (Q,A, f, i) consisting of a dfa (Q,A, f) and an initial
state i ∈ Q. Similarly to the function f : Q×A∗ → Q, we may define the function f : Q×Aω → Qω by
f(q, ξ)(n) = f(q, ξ ↾ n). Relate to any initial automaton M the set of cycles CM = {fM(ξ) | ξ ∈ Aω}
where fM(ξ) is the set of states which occur infinitely often in the sequence f(i, ξ) ∈ Qω.
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AMuller acceptor has the form (M,F) whereM is an initial automaton and F ⊆ CM; it recognizes
the set L(M,F) = {ξ ∈ Aω | fM(ξ) ∈ F}. It is well known that Muller acceptors recognize exactly
the regular ω-languages called also just regular sets. The class R of all regular ω-languages is a proper
subclass of ∆03(A
ω).
8.2 Well quasiorders and regular languages
A basic fact of automata theory (Myhill-Nerode theorem) states that a language L ⊆ A∗ is regular iff it
is closed w.r.t. some congruence of finite index on A∗ (recall that a congruence is an equivalence relation
≡ such that u ≡ v implies xuy ≡ xvy, for all x, y ∈ A∗). In [25] the following version of Myhill-Nerode
theorem was established:
Theorem 8.1 A language L ⊆ A∗ is regular iff it is upward closed w.r.t. some monotone WQO on A∗
(where a QO ≤ on A∗ is monotone if u ≤ v implies xuy ≤ xvy, for all x, y ∈ A∗).
Note that any congruence ≡ of finite index on A∗ is a monotone WQO on A∗ such that the
quotient-poset of (A∗;≡) is a finite antichain. As observed in Proposition 6.3.1 of [24], an equivalence on
A∗ is a congruence of finite index iff it is a monotone WQO.
Associate with any monotone WQO ≤ on A∗ the class L≤ of upward closed sets in (A∗;≤). Then
L≤ is a lattice of regular sets. Clearly, L≤ is closed under the complement iff ≤ is a congruence of finite
index. In the literature one can find many examples of monotone QOs ≤ for which L≤ is a finite lattice
not closed under the complement (in particular, such examples arise from one-sided Ehrenfeucht-Fra¨ısse´
games, see e.g. [106]).
Are there other interesting examples of monotone WQOs? An important example is given by the
subword relation ≤∗ from Section 3.1; in this case L≤∗ is infinite. As observed independently in [33] and
[99], L≤∗ coincides with Σσ1 , hence there is a relation to the logical approach to automata theory (see the
next subsection for additional details). There are other natural examples, for instance for each k < ω
the following relations ≤k on non-empty words studied e.g. in [118, 33, 99]: u ≤k v, if u = v ∈ A≤k or
u, v ∈ A>k, pk(u) = pk(v), sk(u) = sk(v), and there is a k-embedding f : u→ v. Here pk(u) (resp. sk(u))
is the prefix (resp., suffix) of u of length k, and the k-embedding f is a monotone injective function from
{0. . . . , |u| − 1} to {0. . . . , |v| − 1} such that u(i) · · ·u(i + k) = v(f(i)) · · · v(f(i) + k) for all i < |u| − k.
Note that the relation ≤0 coincides with the subword relation.
It would be of interest to have more examples of natural monotone WQOs or maybe even a
characterization of a wide class of monotone WQOs, in order to understand which classes of regular
languages may be obtained in this way. Theorem 8.1 turned out useful in the study of rewriting systems,
serving as a tool to prove regularity of languages obtained by such systems. Many interesting facts on this
may be found in [24] and references therein. This interesting direction has a strong semigroup-theoretic
flavour.
Another development of Theorem 8.1 was initiated in [85] where some analogues of this theorem
for infinite words were found. A QO  on Aω is a periodic extension of a QO ≤ on A∗ if ∀i < ω(ui ≤ vi)
implies u0u1 · · ·  v0v1 · · · and ∀p ∈ A
ω∃u, v ∈ A∗(p  uvω ∧ uvω  p). Clearly, every periodic extension
of a monotone WQO on A∗ is WQO on Aω. For instance, the subword relation on infinite words is a
periodic extension of the subword relation on finite words and is therefore WQO. A basic fact in [85] is
the following characterization of regular ω-languages.
Theorem 8.2 An ω-language L ⊆ Aω is regular iff it is upward closed w.r.t. some periodic extension of
a monotone WQO on A∗.
Relate to any monotone WQO ≤ on A∗ the class Lω≤ of upward closed sets in (A
ω;), for some
periodic extension  of ≤. Then Lω≤ is a class of regular ω-languages. To our knowledge, almost
nothing is known on which classes of regular ω-languages are obtained in this way. It seems natural to
explore possible relationships of such classes to the “logical” hierarchies of regular ω-languages which are
important but are much less understood than the logical hierarchies of languages in the next subsection.
For some information on logical hierarchies of regular languages see e.g. [87, 20] and references therein.
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8.3 Hierarchies of regular languages
We denote by Σσn the class of languages that can be axiomatized by a Σ
0
n-sentence of signature σ. The
classes Σρn are defined analogously with respect to ρ. There is a level-wise correspondence of these classes
to the well-known concatenation hierarchies of automata theory (see e.g. [125, 119, 87]).
The ω-bases Lσ = {Σσn} and L
ρ = {Σρn} do not collapse, and they are neither reducible nor
interpolable (see e.g. [106] and references therein). In [122] a natural reducibility ≤qfρ by quantifier-free
formulas of signature ρ was introduced and studied. This reducibility fits the hierarchy Lρ.
One can of course consider the refinements of the hierarchies Lσ and Lρ. Among these, the
difference hierarchies of sets were studied in detail, see e.g. [118, 33, 99, 106, 34]. Note that many
variants of the mentioned hierarchies and reducibilities on regular languages were also considered in the
literature (say, for other signatures or other logics in place of the first-order logic).
The main problems about the mentioned hierarchies concern decidability of the corresponding
classes of languages or relations between languages (if the languages are given, say, by recognizing au-
tomata). Many such decidability problems turn out to be complicated, in particular the decidability of
only lower levels of the mentioned hierarchies is currently known.
The relation of this theme to WQOs was not investigated systematically, though the relation to
some WQOs was used in proving decidability of levels of the DHs over Σσ1 (and also for some other
natural bases, see [33, 99, 106]). Such algorithms are based on the characterization of Σσ1 in terms of
the subword partial order mentioned in the previous subsection. Applicability of WQO-theory to higher
levels remains unclear.
Concerning the quantifier-free reducibilities, some interesting structural results were obtained in
[122, 106]. The relation ≤qfρ is not WQO on the regular languages but it is open whether ≤qfρ is WQO
on the regular aperiodic languages (or at least on some reasonable subclasses).
The mentioned “logical” hierarchies of regular languages may be defined a similar way for the
regular ω-languages, and it is known that this extension brings many new aspects, in particular one has
to deal with the topological issues (see e.g. [20] and references therein). The relation to WQO-theory is
not clear.
8.4 Hierarchies of ω-regular languages and k-Partitions
On the class R of regular ω-languages there is a natural 2-base L = (R∩Σ01,R∩Σ
0
2). As shown in [98],
this base is reducible and interpolable. There is also a natural reducibility ≤DA that fits this hierarchy
(namely, the reducibility by the so-called deterministic asynchronous finite transducers [129], i.e., by dfa’s
with output which may print a word at any step). One can also consider the Wadge reducibility, which
is denoted in [129] by ≤CA; it does not fit this hierarchy.
In [129] K. Wagner gave in a sense the finest possible topological classification of regular ω-
languages which subsumes several hierarchies considered before him. Among his main results are the
following:
(1) The QO (R;≤CA) is semi-well-ordered with the order type ωω.
(2) The CA-reducibility coincides on R with the DA-reducibility.
(3) Every level of the hierarchy formed by the principal ideals of (R;≤DA) is decidable.
In [98] the Wagner hierarchy was related to the Wadge hierarchy and to the author’s fine hierarchy,
namely it is just the FH of sets over L.
Here we briefly discuss the extension of the Wagner hierarchy to the ω-regular k-partitions, the
class of which is denoted by Rk. Recall from [108] that a Muller k-acceptor is a pair (A, c) where A
is an automaton and c : CA → k a k-partition of CA. Such a k-acceptor recognizes the k-partition
L(A, c) = c ◦ fA where fA : Aω → CA is the function defined in Section 8.1 As shown in [108], a k-
partition L : Aω → k is regular iff it is recognized by a Muller k-acceptor. Below we also use the 2-base
M = (Σ01,Σ
0
2). The main results in [108] maybe summarized as follows:
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Theorem 8.3 (1) The quotient-posets of (T ⊔k (2);≤h), (Rk;≤CA) and (Rk;≤DA) are isomorphic.
(2) The relations ≤CA and ≤DA coincide on Rk.
(3) Every level L(T ) of the FH of k-partitions over L is decidable.
(4) For each T ∈ Tk(2), L(T ) = Rk ∩M(T ).
Item (2) is obtained by applying the Bu¨chi-Landweber theorem on infinite regular games [13]. The
proof of item (1) is similar to that in Section 4.2, but first we have to define the corresponding operations
on kA
ω
, where A = {0, 1, . . .} is a finite alphabet. This needs some coding because here we work with
the compact Cantor space Aω while in Section 4.2 with the Baire space where the coding is easier.
For all i < k and A ∈ kA
ω
, define the k-partition pi(A) as follows: [pi(A)](ξ) = i, if ξ 6∈ 0∗1Xω,
otherwise [pi(A)](ξ) = A(η) where ξ = 0
n1η.
Next we define unary operations q0, . . . , qk−1 on k
Aω . To simplify notation, we do this only for
the particular case A = {0, 1} (the general case is treated similarly). Define a DA-function f : 3ω → 2ω
by f(x0x1 · · · ) = x˜0x˜1 · · · where x0, x1 . . . < 3 and 0˜ = 110000, 1˜ = 110100, 2˜ = 110010 (in the same way
we may define f : 3∗ → 2∗). Obviously, f(3ω) ∈ R ∩Π01(A
ω) and there is a DA-function f1 : 2
ω → 3ω
such that f1 ◦ f = id3ω . For all i < k and k-partitions A of Xω, define the k-partition qi(A) as follows:
[qi(A)](ξ) = i, if ξ 6∈ f(3ω) ∨ ∀p∃n ≥ p(ξ[n, n + 5] = 2˜), [qi(A)](ξ) = A(f1(ξ)), if ξ ∈ f(2ω), and
[qi(A)](ξ) = A(η) in the other cases, where ξ = f(σ3η) for some σ ∈ 3ω and η ∈ 2ω.
Finally, we define the binary operation + on kA
ω
as follows. Define a DA-function g : Xω → Xω
by g(x0x1 · · · ) = x00x10 · · · where x0, x1, . . . ∈ X (in the same way we may define g : X∗ → X∗).
Obviously, g(Aω) ∈ R∩Π01(A
ω) and there is a DA-function g1 : A
ω → Xω such that g1 ◦ g = idXω . For
all k-partitions A,B of Xω, we set: [A + B](ξ) = A(g1(ξ)) if ξ ∈ g(Xω), otherwise [A + B](ξ) = B(η),
where ξ = g(σ)iη for some σ ∈ Aω, i ∈ A \ {0} and η ∈ Aω .
The operations pi, qi,+ have the same properties as the corresponding operations in Section 4.2
(only this time we have no infinite disjoint union, so we speak e.g. about dc-semilatices instead of the
dcσ-semilatices). Therefore, defining the functions µ, ν, ρ just as in Section 4.2 (but for finite trees T )
we get that ρ : T ⊔k (2) → k
Aω induces the embedding of the quotient-poset of (T ⊔k (2);≤h) into those of
(Rk;≤CA) and (Rk;≤DA). Moreover, one easily checks that for any T ∈ Tk(2), ρ(T ) is CA-complete in
M(T ) and DA-complete in L(T ).
That this embedding is in fact an isomorphism, and that items (3), (4) hold, follows from analysing
some invariants of the Muller k-acceptors A based on the QOs ≤0 and ≤1 on the set of cycles CA which
extends a standard technique in the Wagner hierarchy.
9 Conclusion
When this paper was under review (as a chapter of a Handbook on WQOs), preprint [66] appeared
which contains important results on Wadge degrees. It gives a characterization of the quotient-poset
of (Q∗;≤∗) from Theorem 3.3 for every countable BQO Q. Unifying notation, we denote (Q∗;≤∗) as
(B(QN );≤W ) and call elements of QN Q-partitions of N . In fact, the authors of [66] also characterize
the quotient-poset of (∆01+α(Q
N );≤W ) for each α < ω1 where ∆01+α(Q
N ) consists of all A : N → Q
such that A−1(q) ∈∆01+α(N ) for every q ∈ Q.
As in Section 4.2, the characterization uses a suitable iteration T˜α(Q) of the introduced in [111]
operator T˜ on the class of all BQOs starting from Q, and an extension Ω : T˜ ⊔α (Q) → Σ
0
1+α(Q
N ) of our
embedding µ. Using an induction on BQO (Σ01+α(Q
N );≤W ) one can show that for every A ∈ Σ01+α(Q
N )
there is F ∈ T˜ ⊔α (Q) with Ω(F ) ≡W A; this yields the desired isomorphism of quotient-posets. Thus, the
idea and the scheme of proof is the same as in [111, 112] but the proof of surjectivity of Ω in [66] is
quite different from our proof of particular cases. The proof in [66] uses a nice extension of the notion
of conciliatory set [23] to Q-partitions and a deep relation of this field to some basic facts about Turing
degrees.
We conclude this survey with collecting some open questions which seem of interest to the discussed
topic:
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(1) What are the maximal order types of the concrete BPOs mentioned in the paper (except those
which are semi-well-ordered or are already known).
(2) Characterize the maximal order types of computable WPOs of rank ω (or any other infinite com-
putable ordinal).
(3) Characterize the degree spectra of countable WPOs. In particular, is it true that for any given
countable graph there is a countable WPO with the same degree spectrum?
(4) Associate with any WPO P the function fP : rk(P ) → ω by: fP (α) is the cardinality of {x ∈ P |
rkP (x) = α}. Is there a computable WPO P such that fP is not computable?
(5) Characterize the finite posets Q for which the first-order theory of the quotient-poset of T ⊔Q is
decidable.
(6) Is there a finite poset Q of width ≥ 3 such that the automorphism groups of Q and of the quotient-
poset of T ⊔Q are not isomorphic?
(7) Extend the above-mentioned characterizations of the initial segments of Q-partitions of Baire space
(Q is BQO) beyond the Borel Q-partitions.
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