Abstract. Genetic Programming (GP) is used for solving many real world problems. From data classification to building phylogenetic trees, the technique can be applied to almost any problem. One way to improve GP performance is by using a formal grammar. We propose here the use of grammar-based genetic programming (GGP) with Differential Evolution (DE). DE is incorporated to GGP in order to improve the quality of solutions obtained by GGP by finding numerical coefficients when solving symbolic regression problems. In this proposal, the coefficients of the best individuals generated by GGP during the search are adjusted by DE. Also, this technique incorporates these values to the grammar; thus, the grammar is adapted during the search. The proposed method is applied to 24 symbolic regression problems and it is compared to a standard GGP. The results indicate that GGP hybridized with DE obtained better models, specially when one expects real-valued coefficients in the model.
Introduction
Genetic Programming (GP) is an evolutionary computation technique developed by Koza [1] which aims at automating the construction of a computer program. Supervised machine learning problems are one of the most common applications of this technique, where the programs represent models which map inputs into the outputs.
Grammars are widely used in computer science, and one of their main utility is to syntactically constrain symbolic expressions. This can be either to define valid expressions or to enforce type constraints [2] . Grammar-based Genetic Programming (GGP) is a GP technique in which a formal grammar is used to constrain the expressions generated during the search. A survey of the grammarbased GP method can be found in [3] .
When solving symbolic regression problems, the numerical coefficients of the obtained model are important. If the problem does not involve only integer coefficients the standard GGP may have difficulties to reach the real-valued ones [4] . One way to overcome this limitation is by performing some arithmetic operations. Another way to describe this type of values is to include them in the grammar used. Due the large number of symbolic regression problems in which the desired model is composed by not only integer numerical coefficients, another approach is desirable. Differential Evolution (DE) was first introduced by Storn and Price [5] and is often used for continuous parameter optimization problems. Considered a simple and efficient technique for many real-world optimization problems, such characteristics make DE a good choice to combine with other optimization techniques. Thus, DE is used here to obtain the numerical coefficients of some of the models found by GGP.
Using genetic programming together with another technique is very common [6] . Differential evolution can be used in some phases of GP, but just a few papers exploring this combination can be found in the literature. Shun and Teo [7] used DE to improve GP's mutation phase, and the results obtained showed improvement by using the hybridized method. The algorithm was capable of automatically designing and co-evolving both the controller and the morphology of modular robots.
Roy et al. [8] tried to generate DE's trial vector via GP, using a learning method which would choose the best strategy for the problem. The hybridization performance was compared with four numerical optimization methods and achieved a better success rate over all of them.
Howard and D'Angelo [9] explored a hybridism of genetic programming with a genetic algorithm. This method was named GA-P and it addressed the problem of symbolic regression; the GP part of the algorithm evolves the expression while the GA part concurrently evolves the coefficients used in the expression. The results show that GA-P has a slight advantage over the original GA and over GP.
Rayno et al. [10] also used a hybridism of GP with GA for 3-D Metamaterial Design. The technique uses genetic programming as the main evolver and a genetic algorithm in the evaluation phase. The GA tries to optimize the chromosomes and then insert them in the GP tree. Their work aims at reducing the number of generations needed to reach a good solution in metamaterial designs. They achieved fewer GP generations with their algorithm.
Here, the main objective is to generate better solutions with a GGP by using real-valued coefficients. A technique which hybridizes GGP with DE is proposed, where DE is used to improve the numerical coefficients of the models obtained by GGP. The values found by DE are also added to the grammar. Thus, the main contribution of this work is a procedure to generate better coefficients in a GGP than its standard variant, and which adapts its grammar during the search.
Grammar-based Genetic Programming
Nature has been a source of inspiration for various tools in computational systems. Two of these are genetic programming (GP) and grammatical evolution (GE). Genetic programming is a technique based on the Darwinian theory of natural selection in which, in short, the best individuals tend to survive, reproduce, and generate fitter offspring. The three main steps of this process are selection, crossover, and mutation. Differently from other algorithms, GP, as stated in [11, 12] , has in its favor the production of symbolic models, allowing knowledge extraction from the model by an area expert. Although GP is able to generate interpretable models [13, 14] , it demands high computational cost, given the number of objective function evaluations required to reach a good solution. When modeling dynamical phenomena, for example, it may require the numerical solution of ordinary differential equations during the evaluation phase.
In the grammar-based genetic programming (GGP) every individual is generated by means of a formal grammar. Therefore it has some advantages over GP, such as cleaner enforcement of semantic constraints, reduced search space, bias introduction, some possible extensions such as additional genetic operators, and the evolution of the grammar itself. On the other hand its concept is more complex and its implementation is more demanding.
Most of the GP elements are preserved in GGP. For instance, the selection procedure does not depend of the representation and can be the same used in the standard version of GP. During this step, some individuals are selected to be submitted to the genetic operations. Also, each individual is still represented by a tree, although in GGP they are represented by a derivation tree (sentence and nonterminal symbols). A grammar-based derivation tree is composed by sentences, nonterminal and terminal symbols. Every generated individual is syntactically correct with respect to the grammar rules adopted. A candidate expression is represented by the leafs of its tree in the post-order notation. Thus, one can notice that all leafs are terminal symbols of the grammar.
The crossover operates only over coincident nonterminal symbols. Two individuals (parents) generate two offspring. To perform this operation one sub-tree is chosen from each parent and the offspring is created with characteristics from both parents, as shown in Figure 1a The mutation is a perturbation that happens in an individual. First, a node is randomly chosen. Then a sub-tree is created respecting the restriction of the node, as shown in Figure 1b .
To evaluate an individual, GP uses known inputs mapped to outputs. Here, the objective function is the mean squared error between the real values and those inferred by the model. After the evaluation, the algorithm chooses which individuals will go into the next generation. The replacement can be performed using an elitism procedure, where a percentage of the best individuals is selected to compose the next generation. To fill the remaining individuals of the population, the newest generated individuals are chosen. while Termination criteria not met do 5:
selection(pop) 6: crossover(pop) 7:
mutation(pop) 8:
evaluate(pop) 9:
replacement(pop)
Differential Evolution
Differential Evolution was proposed by Storn and Price [5] and, despite its simplicity, is a powerful search technique, specially for continuous variables optimization. The basic operation performed by DE is the addition to a candidate vector of scaled difference(s) between other candidate solution vectors from the population. The basic mutation operator of the DE is used here, which picks randomly the individuals in the population, leading to u i,j,G+1 = x r1,j,G + F.(x r2,j,G − x r3,j,G ), where r 1 , r 2 and r 3 are randomly selected individuals with r 1 = r 2 = r 3 . In addition, a crossover operation is performed, using the parameter CR, as explained in Algorithm 2.
The Proposed Hybrid Approach
Numerical coefficients in GGP are generated only by means the values in the formal grammar. To reach values different of those ones in grammar, the algorithm Algorithm 2 Pseudo-algorithm for the Differential Evolution
CreateRandomInitialPopulation(P S) 4:
for i = 0 to P S do 5:
Evaluate f ( − → x i,G) /* − → x i,G is an individual in the population*/ 6:
for G ← 1 to GEN do 7:
for i ← 1 to N P do 8:
SelectRandomly(r1, r2, r3) /*r1 = r2 = r3 = i*/ 9:
jRand ← RandInt(1, N ) /*N is the number of variables*/ 10:
if Rand(0, 1) < CR or j = jRand then 12:
ui,j,G+1 = xi,j,G 15:
17:
must carry out arithmetic operations over them. This can be very costly as the tree has a limited depth and some numbers may require several operations to be calculated. A smaller tree is faster to execute and simpler to understand than the larges ones, so models represented by smaller trees are desirable. One way to solve this problem is to use another technique to found the numerical coefficients. Here we propose the use of DE, a simple and efficient search technique. We termed our hybrid approach DE Mutation, as DE performs a perturbation in all numerical coefficients of an individual created by GGP.
DE mutation does not replace the original GGP mutation. The idea is to perform the original GGP operators first and, in the sequence, to improve the created individual using DE. All the numerical coefficients in an individual are then replaced by those found by DE.
The proposed grammar-based genetic programming executes the standard genetic operators in every generation. In equally spaced intervals, DE is used to carry out numerical coefficient adjustment. We use Ω to represent how many times DE is performed during the search.
Another feature that DE introduces to the proposed hybrid GGP concerns the grammar. All the constants generated by the best individual via DE Mutation are inserted into the grammar as terminals. Consequently, the evolutionary process can take advantage of these values in the remaining generations (without DE). A pseudo-code of the proposed approch is described in Algorithm 3.
The parameter de_range in Algorithm 3 indicates how many individuals of the P opulation will be improved by DE. Here, the options considered for de_range are: (i) de_range = 0 (the standard GGP), (ii) de_range = 1 (the Algorithm
for each individual in de_range best individuals on the P opulation do 17:
DE(individual) //Algorithm 2 18:
P opulation ← elite from P opulation ∪ elite from Ptmp 19:
Empty Ptmp hybrid technique with DE improving the best individual of GGP), and (iii) de_range = elite (similar to the previous case, but DE is applied to the elite best individuals of the population).
Computational Experiments
Some experiments were designed to compare the performance of classic GGP and the proposed hybrid. The goal is to show that on problems with real coefficients the hybrid algorithm performs better than GGP. Some basic parameters required by GGP are the maximum tree depth, the population size, the crossover and mutation rates, the elite size, the grammar used, the selection used and the stop criterion. We used 8 as the maximum tree depth. The population size used was 500 individuals with an elite of 5%. For selection we used tournament with 2 randomly sampled individuals. Crossover and mutation occur in 90% of the cases.
The input data used is split into three groups. The first one is for training, which is used to evolve the population. The second group is named validation data, which is used to select the best individual. The last group is the test set which is used to evaluate the selected individual.
The termination criteria adopted was the maximum number of objective function evaluations. An evaluation occurs every time the program has to assign a fitness value to an individual. Therefore, the algorithm uses the generated function and applies it to the training set, calculating the root mean square error of that individual. Here, the objective function is evaluated in the evaluation of both meta-heuristics, namely, GGP and DE. The maximum number of evaluations allowed was 100000.
The population is initialized based on a grammar developed for generating a feasible individual. Two methods to initialize the GGP population were implemented, each one having 50% of chance of being chosen. In the first one, a tree is built with a depth being an integer randomly chosen between one and the maximum depth defined by the user. The second option is a random approach, where any rule is allowed to be chosen from the grammar as long as the minimum tree depth plus the current level does not exceed the maximum tree depth.
The DE parameters are population size, and crossover and mutation rates. The values adopted here are 100, 90% and 80% respectively. The DE process ends when it performs 100 objective function evaluations, which here correspond to 10 generations.
Nicolau et al. [15] provided some guidelines for defining benchmark problems. Many functions were presented and discussed in their work; some of them are used here. Also, some new functions were generated replacing the integer values by real ones. It was done randomly including two randomly generated decimal places for each coefficient. In addition, eight polynomial functions were created. Four of them have only integer coefficient values while these integer coefficients are replaced by real values in the other four functions. To do that, 0.5 is added/subtracted to all integer coefficients. All functions from Nicolau et al. and the ones created here are in Table 1 . As the proposed approaches are designed to efficiently found real-valued coefficients, the problems set also includes functions with this feature.
The adopted grammar is composed by the following rules: 
Preliminary experiments were performed using DE in all generations and for every element of GGP. However, no improvement in the final result was observed. Thus the parameter Ω was defined, resulting in less objective function evaluations in the DE in the evolution process of GGP; Here Ω = 10; so the algorithm will call DE 10 times in equally spaced intervals during the entire process. Also, the best individual generated by the DE replaces the original individual from GP only when an improvement is observed.
Two variants of the proposed approach are analyzed here: (i) DE is applied to the best individual of the population (GGPDE best), and (ii) DE is performed using the best individuals of GGP (GGPDE elite). Both methods are compared to a baseline GGP, where the numerical coefficients are created only by the elements in the formal grammar. [15] and the created ones
Functions adapted to real valued coefficients F1r f (x) = 0.5x
F6r f (x1, x2) = 1.91
F9r f (x1, x2) = x1 3 /5.92 + x2 3 /2.98 − x2 − x1 F10r f (x1, x2) = 6.7sin(x1)cos(x2) F11r f (x1, x2) = (x1 − 3.91)(x2 − 3.33) + 2.26sin((x1 − 4.74)(x2 − 4.53)) Thirty independent runs were performed for each technique in each function. The results obtained in the functions from [15] and the generated ones with integer coefficients can be seen in Table 2 . Table 3 presents the results found for the modified functions. These tables present the following values for the errors of the models found: minimum, median, mean, standard deviation, and maximum. Also, the best results are highlighted in boldface.
As F12 already has real-valued coefficients, no modification was made. F13 has trigonometric functions and these functions are not in the grammar used here. Thus, F13 is not adapted either.
"Inf" values can be seen in some lines of both tables. In F13, the worst model obtained by GGP contains indefiniteness (like division by zero). The standard deviations calculated for the solutions found by the variant GGPDE best in functions F13 and F5r are very large. Table 4 shows the number of times in which the best results are obtained by each method considered here. For the minimum value, GGPDE best overcomes the other approaches. The same minimum value was obtained by all approaches in F2, so it is not considered in this analysis.
Analyzing the median values, the results obtained shows GGP with better values in seven of all 23 problems. The same median value was found by all approaches in F4 and it is not considered in this analysis. Comparing to the other approaches, GGPDE best achieved most of the best medians: 11 of the 23 problems.
Looking for the mean value, GGP and GGPDE best had better results. When comparing only GGP with GGPDE best, the second one goes to 15 best values while standard GGP stays with 9.
For both standard deviation and the maximum values, GGPDE variants obtained values better than those found by GGP. Results show that using DE into GGP is useful. The proposed technique obtained the best results in most of the problems when DE is applied to the best individual of GGP. It indicates that the fine tuning of the coefficient values performed by the proposed hybrid approach improves the original search technique. In special, the best results were found by the variant GGPDE best in 13 of the 24 functions used in the computational experiments. When the functions contains real-valued coefficients, the best results are achieved in 8 of the 11 situations.
Other applications can be considered in future works. Also, it is desired perform a sensibility analysis of the parameter values; for instance, with respect to the frequency of DE execution and the number of fitness evaluations.
