We address the problem of fusing laser ranging data from multiple mobile robots that are surveying an area as part of a robot search and rescue or area surveillance mission. We are specifically interested in the case where members of the robot team are working in close proximity to each other. The advantage of this teamwork is that it greatly speeds up the surveying process; the area can be quickly covered even when the robots use a random motion exploration approach. However, the disadvantage of the close proximity is that it is possible, and even likely, that the laser ranging data from one robot include many depth readings caused by another robot. We refer to this as mutual interference.
INTRODUCTION
Increasingly robots are involved in applications such as responding to explosive threats, search and surveillance in a potential or actual disaster area, or area reconnaissance. Reid and Braunl [11] consider the scenario where a team of robots spread apart to survey a large area. A key issue involved in this kind of mission is the fusion of the sensory information from each of the team members into a single model. In that case of Reid and Braunl, this was accomplished by leveraging Konolige et al.'s [3] multi-robot SLAM approach. While they used between five and seven robots, additional robots would allow a faster construction of the fused map. And the faster the map is produced, the faster it can be communicated to, for example, the first-response or mission-command team. Also, like much of the SLAM work, Reid and Braunl produced a 2-D area map as their final result. While a 2-D map is very valuable, a 3-D model contains much more information about the scene that can be of value to the command team -the location of possible victims or threats on the floor for example. We address the application scenario where many robots are exploring a confined area with the objective of quickly producing a 3-D model for communication to a (possibly remote) command center.
In the situation where a large robot team is searching a confined area -a warehouse or office building, for example -it becomes very likely that the robots will encounter each other repeatedly (e.g., Figure 1 ). Since the robots produce 3-D scan data, each such scan will add extraneous information to the final, fused model. As a working example, we deploy a team of two Pioneer 3-AT robots in such a fashion that while producing a 3-D scan of an area they are intermittently within view of each other. As an example of the kind of problem the extraneous information due to this mutual interference causes, we look at identifying a floor plane from the joint dataset of both robot scans. We show that when all this extraneous information is manually removed, the error in the fit of the floor plane can be reduced by up to 98%. This is our motivation is look for automatic ways to remove the extraneous data, which for simplicity we will refer to as ghost data.
In the next section, we review the current literature on this problem. Removing dynamic objects from map data has been addressed in the literature, but usually indirectly, as a by-product of data fusion. Our problem is more specific than removing dynamic objects from the map: removing scans of robot team members from the data. In Section 3, we overview the data collection architecture we have developed and the two 3-D laser-scanning robot configurations we use in our team. These two configurations employ a statically tilted laser scanner configuration and exploit robot motion to e to robot vestigate ge of not having to use the position of the robot team members and can thus be robust to errors in that estimation. However, the full map needs to be filtered. The robot-based methods include some knowledge about the relative location of robot team members. The filtering carried out by these approaches can be done on a robot by robot, scan by scan basis, and the entire map never needs to be known or used.
Map-Based Methods
Our inspiration for map-based methods for ghost removal is the computer vision technique of background subtraction (Piccardi [10] ): background subtraction estimates the appearance of a visual scene without the (typically dynamic) foreground regions and then eliminates this background on each image with the objective of identifying the foreground objects. One background estimation approach is the median filter (Gutchess et al.
[2]): statistics are generated for each pixel in the image and the median calculated as an approximation to the 'true' background pixel. Eliminating the transient, ghost data from our map is tantamount to calculating a 'background' map analogous to the background image. However, unlike the computer vision analogy, we do not have data on every voxel in the map, only on some. Also, we can only measure whether or not we scanned a point at that voxel; there is nothing analogous the 'color' of a pixel in background estimation. Nonetheless, we can calculate frequency of occurrence for each voxel and use that to estimate the background scene on the basis that the transient, ghost data will occur less often, since the robots are moving around, than the static objects that comprise the background.
To calculate the map spatial statistics, space is represented as a voxel array V(x,y,z). The resolution r of the array is the dimension of a single voxel. In our examples, the entire space is a cube of 10×10×10 meters. We conduct experiments for two resolutions, r=0.1m and r=0.05m. From a computational perspective, in the worst case V requires (10/r) 3 voxels. However, V is extremely sparse. For the largest data set we collected, only 0.002% of voxels are occupied and need to be represented. Spaces in which robots and people move can typically be approximated as large hollow cubes. A hollow cube of side n would have an occupancy of 6n 2 /n 3 or 6/n. With this linear space complexity, the voxel representation is not a space intensive one and is efficient for filtering even large spaces as long as only the occupied data is represented.
Method 1: Map-based frequency filtering.
Since robots will move in and out of each other's field of view, they will occupy specific locations in space for relatively short periods and hence give rise to occupied voxels that are observed less frequently. Let S(r,t) be the set of points in the laser scan of robot r at time t. For each p ∈ S(r,t), p = (x,y,z) in global map coordinates. The full point cloud that comprises the map is:
The voxel array is populated by the frequency of occurrence of point locations in the cloud:
Where the division operation here is integer division. The mean and variance of these frequencies are calculated:
We can now define the map-based frequency filtering algorithm by the rule:
The result of applying the filter rule (eq. (4)) to the Lap2 dataset (described in the previous section) is shown in Figure 4 (a) for a 5 cm resolution and 4(b) for a 10 cm resolution. The light and dark gray points are the up and down laser scan data and the black points are the ghost data that should be eliminated. Any point that is filtered is shown on the floor plane as a white point. It is clear from both images that few ghost points are filtered; the majority of the affected points are from the static scene, not from other robots. Table 2 evaluates the four metrics described in the previous section for this filtering rule. The percentage of ghost data removed is small for either resolution, as is evident in the images. There is a large improvement in the plane The result of for a 10 cm r 5(a) and 5(b) filters a lot o cm resolution filtered to thi Tab based filterin improved.
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