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Mohammad Hadi Hedayatzadeh1
Abstract. Let O be the ring of integers of a non-Archimedean local field and pi
a fixed uniformizer of O. We establish three main results. The first one states
that the exterior powers of a pi-divisible O-module scheme of dimension at most
1 over a field exist and commute with algebraic field extensions. The second
one states that the exterior powers of a p-divisible group of dimension at most 1
over arbitrary base exist and commute with arbitrary base change. The third one
states that when O has characteristic zero, then the exterior powers of pi-divisible
groups with scalar O-action and dimension at most 1 over a locally Noetherian
base scheme exist and commute with arbitrary base change. We also calculate
the height and dimension of the exterior powers in terms of the height of the
given p-divisible group or pi-divisible O-module scheme.
Re´sume´. SoientO l’anneau des entiers d’un corps local non-archime´dien et pi une
uniformisante de O. On de´montre trois re´sultats principaux. Le premier affirme
que les puissances exte´rieures d’un sche´ma en O-modules pi-divisible de dimen-
sion au plus 1 sur un corps existent et commutent avec extensions alge´briques de
corps. Ensuite on e´tablit que les puissances exte´rieures d’un groupe p-divisible
de dimension au plus 1 sur une base quelconque existent et qu’elles commu-
tent avec changements de base arbitraires. Finalement on de´montre que si O
est de characte´ristique ze´ro, alors les puissances exte´rieures d’un sche´ma en O-
modules pi-divisible avec une O-action scalaire et de dimension au plus 1 sur un
sche´ma de base localement noetherian existent et commutent avec changements
de base arbitraires. De meˆme, on calcule la hauteur et la dimension des puis-
sances exte´rieures en termes de la hauteur du groupe p-divisible ou du sche´ma
en O-modules pi-divisible donne´.
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Chapter 0
Introduction
As its title suggest, in this thesis, we are dealing with the “exterior powers” of
p-divisible groups or more generally “pi-divisible groups”. So, let us explain what
we mean by exterior power. Let C be a category containing all finite products,
and let G0, G1, . . . , Gr be Abelian group objects, or more generally, R-module
objects (with R a commutative ring with 1). The latter is an object X of C such
that the contravariant functor
hX := MorC( , X) : C → Ens
factors through the forgetful functor R-Mod→ Ens.
By an R-multilinear morphism ϕ : G1 × · · · × Gr → G0, we mean a morphism
such that for every object T of C, the induced map
ϕ(T ) : G1(T )× . . . Gr(T )→ G0(T )
is an R-multilinear morphism, where Gi(T ) stands for the R-module hGi(T ). De-
note by MultRC (G1 × · · · ×Gr, G0) the R-module of all R-multilinear morphisms
from G1 × · · · ×Gr to G0. If r = 1, we use HomRC instead of MultRC . In the same
fashion, we define alternating R-multilinear (or simply alternating) morphisms
and denote by AltRC (G
r, H) the R-module of all such morphisms from Gr to H.
An obvious example is when C is the category of sets, and we obtain the ac-
customed notion of R-multilinear morphisms and alternating morphisms of R-
modules. A more interesting example is when C is the category of schemes over
a base scheme S and R is the ring of rational integers Z. The R-module objects
of C are then commutative group schemes over S. Multilinear morphisms are the
natural generalization of group scheme homomorphisms, and they appear quite
naturally. Examples of such morphisms are the Weil pairing of the torsion points
of an Abelian variety, or the Cartier duality of a finite flat commutative group
scheme. Drinfeld modules, or more generally Anderson modules provide non-
trivial examples of R-module schemes, where R is a ring of functions on some
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affine curve defined over a finite field.
Given an R-module object G, we call an object
∧
R
rG, the rth-exterior power of
G in a subcategory D of C, consisting of R-module objects of C, if there exists
an alternating R-multilinear morphism λ : Gr → ∧
R
rG, such that the following
universal property is satisfied:
For every object H of D and every alternating R-multilinear morphism ϕ : Gr →
H, there exists a unique R-linear morphism ϕ¯ :
∧
R
rG → H such that ϕ¯ ◦ λ = ϕ.
In other words, the homomorphism
HomRC (
∧
R
r
G,H)→ AltRC (Gr, H)
induced by λ is an isomorphism.
If we drop the adjective “alternating” in the above description, we get the no-
tion of tensor product. Having tensor products and exterior powers enables us to
translate multilinear and alternating morphisms into the language of the category
of R-module objects we are working with, i.e., we will have (R-linear) morphisms
instead of multilinear ones.
In the category of R-modules, the exterior powers are the usual exterior powers,
and we know that they always exist. However, the question of existence of such
objects in a given category is a subtle one and the main challenge is to construct
them in the given category.
In this thesis we consider only the case, where C is a category of schemes in a
wider sense, e.g., the category of p-divisible or pi-divisible groups, where the ob-
jects are built from schemes. Since we will ultimately be interested in alternating
morphisms and exterior powers, let us concentrate on them.
Let C be the category of finite flat commutative group schemes over a base scheme
S, and let G be an object of C. From now on, group schemes are assumed to be
commutative. We can always define the contravariant functor:
AltS(G
r,Gm) : SchS → Ab,
T 7→ AltT (GrT ,Gm,T ).
One can show, using Weil restriction, that this functor is representable by a
group scheme of finite type and affine over S, which abusing the notation, will be
denoted by AltS(G
r,Gm). Assume for a moment that AltS(Gr,Gm) is finite and
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flat over S. Then its Cartier dual, denoted by Λr, is a finite flat group scheme
over S and we have a canonical isomorphism
α : HomS(Λ
r,Gm)→ AltS(Gr,Gm).
One will deduce from this isomorphism that Λr is the rth-exterior power of G
in C. This observation shows that ∧rG exists in C, whenever AltS(Gr,Gm) is
finite and flat over S. Of course, we may relax the finiteness condition and ask
whether
∧rG exists in a larger category, e.g., in the category of group schemes
over S. In fact, if S is the spectrum of a field, using the fact that AltS(G
r,Gm)
is an affine group scheme of finite type over S and a devissage argument, it is
shown in [Pink], that the Cartier dual of AltS(G
r,Gm) (with an adequate defi-
nition) is the rth-exterior power of G in the category of group schemes over S.
It is always a profinite group scheme, but not necessary a finite one. Because
of its existence and the fact that its construction commutes with arbitrary base
change, the group scheme AltS(G
r,Gm) will play a significant role in this thesis,
especially when it comes to the question of the existence of
∧rG and its base
change properties.
Let us now define the other main ingredient of this writing, namely pi-divisible
groups, or more precisely pi-divisible O-module schemes. These are the general-
ization of p-divisible groups. Let O be the ring of integers of a non-Archimedean
local field, i.e., a complete discrete valuation ring with finite residue field (say Fq,
of characteristic p). Fix a uniformizer pi of O. A pi-divisible O-module scheme
over a base scheme S is a formal schemeM over S with an action of the ring O,
such that 1) the multiplication by pi is an isogeny (“divisibility” by pi) , i.e., an
epimorphism with finite and flat kernel, 2) M is pi-power torsion, i.e., M is the
union of the Mi (i ≥ 1), where Mi is the kernel of multiplication by pii on M.
It will be shown that a pi-divisible O-module scheme is a smooth formal scheme
and that there exists a natural number h, called the height of M, such that for
all i ≥ 1, the group schemes Mi are finite of order qih. As we said earlier, these
are generalizations of p-divisible groups. If O = Zp, the ring of p-adic integers,
then p-divisible O-module schemes are the same as p-divisible groups. In fact if
O is any mixed characteristic complete discrete valuation ring with finite residue
field, it can be easily shown that a pi-divisible O-module scheme is a p-divisible
group. Other important examples are Lubin-Tate groups or formal completion
of a Drinfeld or Anderson module.
As for p-divisible groups, a morphism f : M → N of pi-divisible O-module
schemes is defined as a system of homomorphisms on finite levels, compatible
with projections pi : Mi+1 → Mi and pi : Ni+1 → Ni. In other words, it is
an element of the O-module lim←− HomS(Mi,Ni), where the transition morphisms
are induced by the above projections. By definition, an alternating O-multilinear
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morphism from Mr to N , is an element of the inverse limit lim←− AltS(M
r
i ,Ni)
with the transition morphisms again induced by the above projections. This de-
fines the notion of the exterior power of a pi-divisible O-module scheme. Note
that if r > 1 and instead of projections, we require compatibility with inclusions
Mi ↪→Mi+1 and Ni ↪→ Ni+1, then any alternating morphism would be the zero
one.
The main question in this thesis is the following:
Question 0.0.1. Let M be a pi-divisible O-module scheme of height h and di-
mension at most one. Do the exterior powers of M exist? If they do, what are
their height and dimension? How do the exterior powers behave with respect to
base change?
Before a discussion of motivations behind this problem, and our approach to it,
let us first make a few remarks. First of all, for technical reasons, we have to
assume that the prime number p is different from 2. Secondly, the condition
on the dimension is essential for our proof of the existence of exterior powers.
The case of p-divisible groups over perfect fields of characteristic p illustrates this
point. One way of seeing it, is to look at the slopes of the F -crystal associated
to p-divisible groups. Let G a p-divisible group and let M be its F -crystal. It is
natural to expect that the F -crystal associated to
∧rG, if it exists, is isomorphic
to
∧rM . However, as soon as r > 1 and M has a slope larger than 1
2
,
∧rM
will have a slope larger than 1 and thus cannot be the F -crystal associated to a
p-divisible group, as the slopes of such F -crystals are always between 0 and 1.
This phenomenon is also reflected in the impossibility of defining a Frobenius F
on
∧rM in such a way that FV = V F = p.
The logarithm of the order of finite (flat) group schemes behaves much like the
rank of finitely generated projective or free modules over rings. So, as for the
finite free modules over rings, the expectation is that the height of
∧
R
rM is equal
to
(
h
r
)
, where h is the height ofM. In fact, we will prove this statement and will
show that the dimension of
∧
R
rM is equal to (h−1
r−1
)
.
Let us now see how an affirmative answer to the above question might be inter-
esting. Let M be a Lubin-Tate group of dimension 1 and height h, over some
base scheme. Then, the highest exterior power of M, i.e., ∧
R
hM is a Lubin-Tate
group of dimension and height 1. In this way, we obtain a “determinant map”
from the moduli space of Lubin-Tate groups of height h (and dimension 1) to the
moduli space of Lubin-Tate groups of height 1 (and dimension 1).
Let M be a pi-divisible O-module scheme of dimension 1, and let ρ be the Ga-
lois representation attached to it, or more precisely, the Galois representation
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associated to its Tate module (defined exactly as for p-divisible groups). For
p-divisible groups over p-adic rings (i.e., rings of integers of characteristic zero
non-Archimedean local fields) this Galois representation is a crystalline repre-
sentation of Hodge-Tate weight 0 or 1. For Drinfeld modules, this is the Galois
representation one wishes to study. A positive answer to the above question
provides a conceptual and precise reason why the determinant of these Galois
representations is the Galois representation of an object of the same kind.
Another motivation is the following. One would like to have tensor constructions
for Abelian varieties, or locally (at prime p), for their p-divisible groups. Again,
due to the slope constraint, this is not possible in general, if one needs to stay in
the framework of Abelian varieties or p-divisible groups. However, one can cap-
ture the data encoded in the part of the exterior powers that has slopes between
0 and 1. For elliptic curves, this problem does not occur, since the dimension of
the corresponding p-divisible group is at most 1.
Apart from the mathematical delight this enterprise has engendered, the above
discussions were motivating enough to pursue an answer to the question. We
hope the reader would feel alike.
In this thesis, we will prove that the exterior powers of p-divisible groups of dimen-
sion at most 1 over any base scheme exist and that their construction commutes
with arbitrary base change. We will also show that the height and dimension of
the rth-exterior power of a p-divisible group of height h and dimension one are
respectively equal to
(
h
r
)
and
(
h−1
r−1
)
. If the ring O is a p-adic ring, we will explain
how to generalize and adapt the proofs so as to have the results for pi-divisible
O-module schemes. We proceed in this way, because the generalization rests
upon a result from the so far unpublished Ph.D. thesis of Tobias Ahsendorf (cf.
[Ahs]). If O is of characteristic p and the base scheme is the spectrum of a field,
then we will show that the exterior powers of pi-divisible O-module exist and we
will obtain the similar result on their height and dimension.
Let us explain a brief sketch of our proof for the above statements. We hope
that this will justify the organization of the chapters and the order in which we
undertake the proofs. In this sketch, we focus on p-divisible groups.
Let G be a p-divisible group of dimension 1 over a base scheme S, and denote
by Gn the truncated Barsotti-Tate group of level n. One main idea is that,
although not necessary from the definition, we construct the exterior powers
of individual Gn, and show that this construction commutes with base change.
When S is the spectrum of a perfect field of characteristic p, we use Pink’s
multilinear theory of finite commutative group schemes (cf. [Pink]) to compute
the covariant Dieudonne´ module of
∧rGn. We show that this Dieudonne´ module
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is isomorphic, as expected, to
∧rD∗(Gn), where D∗(Gn) is the Dieudonne´ module
of Gn. This allows us to compute the order of
∧rGn and consequently, to obtain
short exact sequences
0→
∧r
Gn →
∧r
Gn+m →
∧r
Gm → 0
induced from the exact sequences
0→ Gn → Gn+m → Gm → 0.
Hence, the system {∧rGn}n≥1 is a Barsotti-Tate group, and its direct limit, ∧rG,
is a p-divisible group. The above calculation will also imply that the Dieudonne´
module of
∧rG is isomorphic to ∧rD∗(G), and from this isomorphism, we can
compute the height and dimension of
∧rG.
Next, let S be the spectrum of a local Artin ring R, with residue characteristic
p. An important ingredient in this case, is the theory of displays over R. This
theory is a generalization of Dieudonne´ theory, and in particular is equivalent to
Dieudonne´ theory when R is a perfect field. Since displays are linear algebraic
objects, it makes sense to talk about their exterior powers. With little effort and
under the dimension 1 condition, we prove that the exterior powers of a display
are again displays, and that the construction of the exterior powers commutes
with base change. After defining multilinear morphisms of displays, we construct
a homomorphism
β : Mult(P1 × · · · × Pr,P0)→ Mult(BTP1 × · · · ×BTPr , BTP0),
where Pi are displays over R and BTPi are their associated p-divisible groups.
This map preserves alternating morphisms and commutes with base change.
Let P be the display of G, and denote by Λr the p-divisible group of ∧rP , i.e.,
the p-divisible group BT∧rP . The universal alternating morphism Pr → ∧rP
gives rise, via β, to an alternating morphism λ : Gr → Λr. This alternating
morphism is our candidate for the exterior power of G. This morphism induces
(by definition) an alternating morphism λn : G
r
n → Λrn for every n. For every
group scheme X over R, the morphism λn induces a homomorphism
λ∗n(X) : Hom(Λ
r
n, X)→ Alt(Grn, X).
One of the main results of this thesis is that β is an isomorphism when R is a
perfect field. Together with what we know over fields, this implies that the homo-
morphism λ∗n(X) is an isomorphism over L-rational points, for every perfect field
L over R. We will then explain that it follows that λ∗n(Gm) is an isomorphism and
finally, that these results are sufficient to prove that Λrn is the r
th exterior power
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of Gn. Then the base change property will be proved, using the isomorphism
λ∗n(Gm).
When R is a complete local Noetherian ring with residue characteristic p, an ap-
proximation argument combined with the universal property of exterior powers
will provide the exterior powers of G over R. In particular we have the exterior
powers of the universal deformation of a fixed connected p-divisible group of di-
mension 1 (defined over Fp) over the universal deformation ring ZpJx1 . . . , xh−1K.
The base change property follows from this property over truncations of R.
A result of Lau states the following. Let G0 over Fp be a connected p-divisible
group of dimension 1 and height h, and G over R := ZpJx1, . . . , xh−1K be the
universal deformation of G0. Let H be a truncated Barsotti-Tate group of level
n ≥ 1 and of height h over a Z(p)-scheme X. We assume that the fibers of H
over the points of X of characteristic p have dimension one. Then there exist
morphisms
X
ϕ←− Y ψ−→ SpecR
with ϕ faithfully flat and affine, such that ϕ∗H ∼= ψ∗Gn.
We prove faithfully flat descent results (descent of objects and morphisms) and
in conjunction with Lau’s result, we construct the exterior powers of truncated
Barsotti-Tate groups Gn, when S is defined over Z(p). We then show that these
exterior powers sit in exact sequences, making them a Barsotti-Tate group, or
their direct limit a p-divisible group. That this construction commutes with base
change follows from faithfully flat descent lemmas we prove, together with this
property for G over ZpJx1, . . . , xh−1K.
For any base scheme S, using the e´tale “dictionary”, we translate the question of
existence of exterior powers of e´tale p-divisible groups to the same question for
continuous representations of e´tale fundamental group of S. Since these objects
form a tensor category, we can solve our problem rather easily.
Finally, let S be any scheme. We have a faithfully flat covering
S ′ := S[
1
p
]
∐
S(p) → S,
where S[1
p
] and S(p) are respectively the pullbacks of S → Spec(Z) via the
morphism Spec(Z[1
p
])→ Spec(Z) and Spec(Z(p))→ Spec(Z). By base change,
we then obtain p-divisible groups G[1
p
] over S[1
p
] and G(p) over S(p). Since p is
invertible on S[1
p
], the p-divisible group G[1
p
] is e´tale, and thus
∧rG[1
p
] exists.
Over S(p), we also have constructed the exterior power
∧rG(p). These p-divisible
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groups glue together to produce the rth exterior power of G′ (the pullback of
G) over S ′. Again, using the faithfully flat descent, we get the p-divisible group∧rG over S. The fact that it commutes with arbitrary base change is again a
consequence of the lemmas we prove on faithfully flat descent, and the fact that∧rG′ commutes with base change.
When the base scheme S is locally Noetherian, there is an elementary way to avoid
Lau’s result and construct the exterior powers of G, by proving that AltS(G
r
n,Gm)
is finite and flat over S. We prove this statement, by reducing to the case of a
local Artin base, where we know it is true (λ∗n(Gm) is an isomorphism).
We now give a quick overview of the chapters. In chapter 1, we define notions
and prove results from algebraic geometry that will be used later. In chapter 2,
we introduce the category of R-module schemes over a base scheme and define
their multilinear (symmetric and alternating) morphisms and also the refined
notion of pseudo-R-multilinear (symmetric and alternating) morphisms (cf. Def-
initions 2.2.1 and 2.2.2). We also define the presheaf of multilinear morphisms
of R-module schemes (cf. Definition 2.2.4). We then prove an adjunction result,
that will help us later, mainly for induction arguments (cf. Proposition 2.2.10).
In chapter 3, we review results from [Pink] on the relations between multilinear
morphisms of group schemes and morphisms between their Dieudonne´ modules,
and explain how to generalize them to R-module schemes. For any r > 0 and
any finite R-module schemes M1, . . . ,Mr and M of p-power torsion, we prove,
giving an explicit morphism, that the R-module MultR(M1 × · · · × Mr,M) is
isomorphic to the R-module LR(D1 × · · · × Dr, D) consisting of R-multilinear
morphisms satisfying certain conditions involving the actions of Frobenius and
Verschiebung, called the F and V -conditions (cf. Definition 3.0.14). Pink’s ex-
plicit constructions incorporate both covariant and contravariant Dieudonne´ the-
ory. We translate these constructions into (purely) covariant theory, something
that in some situations makes calculations easier.
In the first section of chapter 4, we define tensor products, symmetric powers
and exterior powers of R-module schemes, by universal properties (cf. Definition
4.1.1). Again, we generalize Pink’s argument to show that these objects exist,
when the base is a field and the R-modules are finite over the base (cf. Theorem
4.1.4). In the second section, we examine the base change properties of these
constructions. We prove that these constructions commute with base change, in
either of the following two cases: 1) the base is a perfect field and we change it to
an algebraic field extension (cf. Proposition 4.2.3), or 2) the base is a field and
we change it to a finite field extension (cf. Proposition 4.2.6). For the first case
we use Galois descent and for the second one we use Weil restriction. In the third
section, we explore functorial and “categorical” properties of exterior powers. In
particular, we explain how the construction of exterior powers behaves with re-
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spect to short exact sequences. Main results of this section are Lemma 4.3.9,
Theorem 4.3.10 and Proposition 4.3.13. Finally, in the fourth section, generaliz-
ing Pink’s results on Dieudonne´ modules of finite p-group schemes over perfect
fields and using these results, we find sufficient conditions under which, taking
the Dieudonne´ module and exterior power of a finite R-module scheme of p-power
order commute (cf. Lemma 4.4.10).
The main result of chapter 5 is Theorem 5.6.1, which will serve as a “basis” for the
Main Theorem of this thesis, in the sense that the general case will be reduced to
this situation. We begin the chapter with the definition of pi-divisible O-module
schemes (cf. Definition 5.1.1) and prove some expected properties, those that
they share with p-divisible groups, e.g., that they are formally smooth. We also
define the height of a pi-divisible O-module and show that it is an integer. Then,
we define multilinear and pseudo-multilinear morphisms of pi-divisible modules
and also symmetric and alternating morphisms (cf. Definition 5.3.1). Using
these definitions, we define the notion of exterior powers of pi-divisible mod-
ules (cf. Definition 5.3.3). Next, we prove that over any base scheme, exterior
powers of e´tale pi-divisible modules and finite e´tale O-module schemes exist and
their construction commutes with arbitrary base change (cf. Proposition 5.4.1).
When the base scheme is the spectrum of a perfect field of characteristic p, we
prove that the Dieudonne´ module of a pi-divisible O-module of height h is a free
W (k)⊗̂ZpO-module of rank h. When a pi-divisible module is connected and has
dimension one, we exhibit a basis of its Dieudonne´ module over W (k)⊗̂ZpO. Us-
ing this basis, we construct morphisms Φ and Υ on the exterior powers of the
Dieudonne´ module, such that Φ ◦ Υ = p = Υ ◦ Φ and prove that the exterior
powers of the Dieudonne´ module are Dieudonne´ modules with their Frobenius
and Verschiebung being Φ and Υ respectively. LetM be a connected pi-divisible
O-module scheme of dimension 1 and height h over a perfect field k. Denote by
Dn the Dieudonne´ module ofMn. Using Φ and Υ, we define morphisms ϕ and υ
on
∧rDn and show that ∧rDn is canonically isomorphic to the Dieudonne´ mod-
ule of
∧
O
rMn with Frobenius and Verschiebung acting through ϕ and respectively
υ (cf. Corollary 5.5.19). This implies that the order of
∧
O
rMn is equal to qn(
h
r).
When k is not necessarily perfect, using the base change properties of exterior
powers, proved in chapter 4, we explain how we can use these quantitative re-
sults and the exact sequences from chapter 4 (stated above) to show that
∧
O
rMn
form an inductive system, which is a pi-divisible O-module scheme of height (h
r
)
.
Finally, we show that the inductive system above, seen as a pi-divisible module,
is the rth-exterior power of M, its dimension is (h−1
r−1
)
(cf. Proposition 5.5.30
and Theorem 5.5.34) and when k is perfect, its Dieudonne´ module is canonically
isomorphic to
∧rD(M). Lastly, we combine the results in the e´tale case and
the case over fields of characteristic p, to show that over any ground field, the
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exterior powers of pi-divisible modules of dimension at most 1 exist (cf. Theorem
5.6.1). A by-product of this chapter is the Corollary 5.5.6, which will be useful
later.
In the first section of chapter 6, we recall elements from Zink’s theory of Dis-
plays, that are needed for this thesis. In the second section, we are dealing with
multilinear theory of Displays. For i = 0, . . . , r, let Pi = (Pi, Qi, F, V −1) be 3n-
displays over a ring R. We define the group of all multilinear morphisms from
P1×· · ·×Pr to P0, and denote it by Mult(P1×· · ·×Pr,P0). These are morphisms
preserving the action of V −1 (cf. Definition 6.2.1). Similarly, we define symmetric
(multilinear) morphisms and alternating (multilinear) morphisms. We then show
natural base change properties of multilinear morphisms (cf. Lemma 6.2.4). We
then construct the homomorphism
β : Mult(P1 × · · · × Pr,P0)→ Mult(BTP1 × · · · ×BTPr , BTP0)
(cf. Construction 6.2.5). We prove that β preserves symmetric and alternat-
ing morphisms and that it commutes with base change (cf. Proposition 6.2.7
and Corollary 6.2.11). In the third section, we construct exterior powers of a
3n-display of rank one using a normal decomposition (cf. Construction 6.3.1)
and prove that this construction is independent from the choice of the normal
decomposition and it commutes with base change, that these exterior powers are
3n-displays and that they are nilpotent, when the given 3n-display is nilpotent
(cf. Lemma 6.3.2). Finally, we prove that the exterior powers of a 3n-display
satisfy the universal property of exterior powers (cf. Proposition 6.3.3).
In chapter 7, we give explicit isomorphisms between the Cartier module, the
Dieudonne´ module and the display of a connected p-divisible group over a per-
fect field of characteristic p. That these linear algebraic gadgets are isomorphic
is known to experts, but the author was not able to find, in the literature, the
isomorphism between the Cartier module and the Dieudonne´ module. Accord-
ing to [Bre79], the isomorphism between the Cartier module and the Dieudonne´
module of a connected p-divisible group over a perfect field of characteristic p
is due to W. Messing. The construction of the morphism from the Dieudonne´
module to the Cartier module (Construction 7.1.1) was inspired by that given in
[Bre79].
In chapter 8, we prove the Main Theorem of the thesis (for p-divisible groups),
i.e. Theorem 8.3.5. In the first section, we prove some technical statements using
the isomorphisms constructed in chapter 7. These will allow us to make explicit
calculations and prove Theorem 8.1.14 and Corollary 8.1.22, which are the key
results for the proof of the Main Theorem. In the second section, we construct
the morphism
λ∗n(X) : Hom(Λ
r
n, X)→ Alt(Grn, X)
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mentioned above (cf. Construction 8.2.1). When p is nilpotent in R and P is
nilpotent, we show that λ∗n(Gm) is an isomorphism (cf. Proposition 8.2.6) and
conclude from it that λ∗n(X) is an isomorphism when X is finite and flat over
R (cf. Propositions 8.2.7). Using this result, we prove that if R is a complete
local Noetherian ring with residue characteristic p and the special fiber of G is
connected, then the exterior powers of G exist (cf Proposition 8.2.9) and they
commute with arbitrary base change (cf. Corollary 8.2.15). In the last section,
we use the results from previous sections to construct the exterior powers of p-
divisible groups over arbitrary base. We begin by stating Lau’s result mentioned
above (and giving his proof). We then prove Lemma 8.3.2 on faithfully flat de-
scent for truncated Barsotti-Tate groups and p-divisible groups. We then show
that if S is a scheme over Z(p) and G over S is a p-divisible group whose fibers at
points of characteristic p have dimension 1, then the exterior powers of G exist
and they commute with arbitrary base change (cf. Lemma 8.3.4). We prove
this lemma by proving the similar result for truncated Barsotti-Tate groups (cf.
Lemma 8.3.3). Finally, as we explained above, we glue these results to prove the
Main Theorem 8.3.5.
In chapter 9, we prove the Main Theorem of the thesis for pi-divisible O-module
schemes, where O is a p-adic ring and the action of O on their Lie algebra is by
scalar multiplication. In the first section, we briefly define ramified Witt vectors
and state (without proof) their main properties. Then, we define ramified 3n-
displays over O-algebras. These are natural generalizations of Zink’s 3n-displays,
with (q, pi) replacing (p, p). This generalization is the work of T. Ahsendorf (cf.
[Ahs]). We follow the constructions of [Ahs] and state the results of [Ahs] that we
will use. Then, we explain how our constructions from chapter 6 can be general-
ized to this new setting of ramified displays. In the second section, we construct
and define the ramified Dieudonne´ module of a pi-divisible module over a perfect
field k (cf. Construction 9.2.1) and endow it with a ramified 3n-display struc-
ture. Next, we construct an equivalence of categories, H, between the category of
Dieudonne´ modules over k with a “scalar” O-action and the category of ramified
Dieudonne´ modules over k with “scalar” O-action. A scalar action, is an action
which on the tangent space is given via the scalar multiplication (cf. Lemma
9.2.7). We then prove that this equivalence preserves multilinear morphisms sat-
isfying the V -condition (cf. Lemma 9.2.9). We show that if P is a display over k
with scalar O-action, and H(P) is the corresponding ramified display, then the
associated p-divisible group to P and pi-divisible module to H(P) are isomorphic
as formal O-modules (cf. Proposition 9.2.12). A key technical result in this part
is Proposition 9.2.19. This proposition together with what we proved in chapter
8 imply Corollary 9.2.23, which states that the homomorphism β is an isomorph-
ism, also in the framework of ramified displays. Having this crucial result, we
can proceed as in chapter 8, and construct the exterior powers of an infinitesi-
mal pi-divisible module of dimension 1 over local Artin O-algebra. Let M be a
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pi-divisible O-module over a base scheme S and of dimension at most 1. In this
chapter, instead of generalizing Lau’s result and when S is locally Noetherian,
we prove that A˜lt
O
S (Mrn,Gm) is a finite flat O-module scheme over S, where the
symbol A˜lt means pseudo-O-multilinear alternating. We prove this statement,
by showing some elementary lemmas and reducing to the case of a local Artin
O-algebra. We then explain that this statement implies the existence of the ex-
terior power
∧
O
rMn (cf. Proposition 9.2.33). As in chapter 8, we prove that
the system {∧
O
rMn}n is a pi-divisible O-module scheme over S (cf. Proposition
9.2.34). Finally, we show that this system is the rth-exterior power ofM and that
for every S-scheme T , we have a canonical isomorphism (
∧
O
rM)T ∼=
∧
O
r(MT ) (cf.
Theorem 9.2.36). We have similar statement about the height and dimension of
the exterior powers.
In chapter 10, we exhibit some examples.
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Conventions.
Throughout the article, unless otherwise specified, rings are commutative with 1.
A geometric point of a scheme is a morphism from the spectrum of an algebraic
closed field to the scheme. The group schemes are assumed to be commuta-
tive. By dimension of a finite group scheme over a field, we mean the vector
space dimension of its Lie algebra. An exact sequence of group schemes is an
exact sequence of sheaves on the fppf site over the base. In the theory we are
dealing with, there are subtle existence problems; so, if we talk about an object,
we are always implicitly assuming that it exists, without every time expressing it.
Individual chapters, sections or parts of them may require specific conventions,
and we tried to introduce these conventions in the preamble of the corresponding
chapters or sections. We therefore ask the reader to refer to the beginning of each
chapter and section, in order to find the adequate conventions for that part.
Notations.
• N = {0, 1, 2, . . . , }
• N+ = {1, 2, 3, . . . , }
• For any n ∈ N+, we denote by ω(n) the number of distinct prime factors of
n.
• µ : N+ → {−1, 0, 1} is the Mo¨bius function defined as follows:
µ(n) :=
{
(−1)ω(n) if n is square-free,
0 otherwise.
• Q≥0 is the set of non-negative rational numbers.
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• p is a prime number.
• q is a power of p and Fq is the finite field with q elements.
• If R is a ring and r is an element of R, we denote by R/r the quotient ring
R/rR.
• Z(p) is the localization of Z at the prime ideal (p).
• Gm is the multiplicative group scheme over any given base scheme.
• Ga is the additive group scheme over any given base scheme.
• For natural numbers m and n, the binomial symbol (n
m
)
is defined to be
zero when m > n and if n ≥ m it is defined as usual.
• Let x = (x1, . . . , xr) be an element of Zr. We denote by maxx respectively
minx the integer max{x1, . . . , xr} respectively min{x1, . . . , xr}.
• Zr0 := {d = (d1, . . . , dr) ∈ Zr|min d = 0}. We denote by Zr0,<M the subset
of Zr0 consisting of vectors d with max d < M .
• For integers a ≤ b, we set Ja, bK := [a, b] ∩ Z.
• Let r be a natural number and S1, . . . , Sr non-empty sets. Choose an el-
ement zi ∈ Si for some i and let a : J1, rK r {i} → ∐rj=1 Sj be a map
such that a(j) ∈ Sj for every j 6= i. We denote by (a(1), . . . , zi
↑
, . . . , a(r))
the element (a(1), . . . , a(i− 1), zi, a(i+ 1), . . . , a(r)) ∈ S1 × · · · × Sr. (This
strange notation is used in the rare occasions, where the notations are very
heavy and carrying all the indices reduces the readability).
• If R is a ring and M is an R-module, we denote by `R(M) the length of M
over R.
• We denote the kernel of a homomorphism of group functors ϕ : F → G, by
F [ϕ].
• Let X be a group scheme over a base scheme S. We will identify the sheaf
hX := HomS( , X) on the fppf site of S with the scheme X. So, if T is an
S-scheme, X(T ) will denote the set HomS(T,X).
• Let X be a scheme over a base scheme S and f : T → S a morphism. We
denote by XT the fiber product X ×S T . If F is a sheaf on a Grothendieck
site over S (e.g. the fppf site), we denote by f ∗F the pullback of F along
f . So, if X is a scheme over S, the pullback of X, f ∗X, regarded as an fppf
sheaf and the scheme XT are identified.
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• Let F and G be sheaves on a Grothendieck site. We denote by Hom(F ,G)
the “sheaf hom” from F to G, in other words, this is the sheaf that sends
an object U of the site to the set HomU(F|U ,G|U ).
• Let G be a finite flat group scheme over a base scheme S. The Cartier dual
of G, i.e., the finite flat group scheme HomS(G,Gm,S) is denoted by G∗.
• Let R be a ring. We denote by W (R) and CW (R) (respectively CW u(R)),
the ring of Witt vectors and the ring of Witt covectors (respectively unipo-
tent covectors) with respect to p and with coefficients in R. Sometimes,
when the risk of confusion is minor, we will write W (respectively CW )
instead of W (R) (respectively CW (R)). We write a vector of W (R) in the
form x = (x0, x1, . . . ) and a covector of CW (R) in the form x = (. . . , x1, x0).
• Zq is the unramified extension W (Fq) of Zp with residue field Fq.
• For any scheme S, we denote by WS and CWS (respectively CW uS ) the
ring scheme of Witt vectors and Witt covectors (respectively unipotent
covectors) over S. The Frobenius and Verschiebung will be denoted by F
and V .
• Denote by Wm the cokernel of the morphism V m : W → W , i.e., the ring
scheme of Witt vectors of length m and denote by Wm,n the group scheme
Wm[F
n], i.e., the kernel of F n : Wm → Wm.
• Let k be a perfect field of characteristic p. Denote by W˜ the direct system
W1
v−−→ W2 v−−→ . . . , viewed as an ind-object of the category of commu-
tative group schemes over k. Thus, for any commutative group scheme G
over k, we have by definition Hom(G, W˜ ) = lim−→
n
Hom(G,Wn). Note that W˜
is canonically isomorphic to CW u (cf. [Fon77], Chapitre II, §1).
• For all m and n consider the morphism (of schemes)
τm,n : Wm,n ↪→ W, (x0, . . . , xm−1) 7→ (x0, . . . , xm−1, 0, 0, . . . ).
Denote by Ŵ the formal group scheme
⋃
m,n τm,n(Wm,n). To avoid heavy
notations, when confusion is unlikely, we write τ instead of τm,n. Note that
Ŵ is sub-ind-object of W˜ .
• Denote by W the inverse limit, lim←− Wm,n with transition morphisms the
projections r : Wm+1,n  Wm,n (the truncation) and f : Wm,n+1  Wm,n
(the Frobenius). For every n, denote by pin the projection W lim←− Wm,n =
W [F n].
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• Let R be a ring with a distinguished element pi, and G an R-module functor
(i.e. a functor from a category to the category of R-modules). We denote
by Gn the functor G[pi
n], i.e., the kernel of pin : G→ G. For instance, if G
is a p-divisible group and R := Z with pi := p, then Gn denotes the kernel
of the multiplication by pn. If there are more than one R-module functors
G0, G1, G2, . . . , indexed by natural numbers, then for every i, the kernel of
multiplication by pin on Gi will be denoted by Gi,n.
• Let k be a perfect field of characteristic p. We denote by Ek the Dieudonne´
ring over k, i.e., the non-commutative polynomial ring
W (k)[F, V ]
(FV − V F, V F − p)
with Fξ = ξσF and V ξσ = ξV for all ξ ∈ W (k), where σ : W (k) → W (k)
is the Frobenius morphism of W (k).
• Let k be a perfect field of characteristic p. We denote by Êk the (F, V )-adic
completion of Ek, i.e., we have
Êk =
W (k)JF, V K
(FV − V F, V F − p) .
• Let k be a perfect field of characteristic p and G a finite group scheme over
k of p-power order. The contravariant Dieudonne´ module of G, denoted
by D∗(G), is the Ek-module Hom(G,CW u) ∼= Hom(G, W˜ ). The covariant
Dieudonne´ module of G, denoted by D∗(G), is the Ek-module D∗(G∗). If
G is local-local, this module is canonically isomorphic to Hom(W, G). For
details refer to [Fon77] or [Pink].
• For any ring R, denote by ΛR the affine group scheme over R, which asso-
ciates to every R-algebra A, the multiplicative group 1 + t · AJtK of formal
power series in A with constant term 1. Seen as a functor from schemes
over R to Abelian groups, ΛR is isomorphic to the product
∏
N+ A
1
R (cf.
[Dem86]).
• Set F (t) := ∏p-n(1− t)µ(n)n ∈ 1 + t · Z(p)JtK (cf. [Dem86]).
• The Artin-Hasse exponential is the following morphism
E : WZ(p) → ΛZ(p) , x 7→ E(x, t) :=
∏
n∈N
F (xn · tpn)
(cf. [Dem86]).
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Chapter 1
Algebraic Geometry Results
In this chapter we define some general notions and prove some auxiliary results
from algebraic geometry, that will be used later. These results may hold under
weaker conditions. We did not intend to prove the most general statements.
Rather, we tried to devise a compromise between simplicity of proofs and gener-
ality of statements.
Lemma 1.0.1. Let X = Spec(A) with A a complete local Noetherian ring and
let f : Y → X be a separated morphism with the following property: for every
local Artin ring R and every morphism Spec(R) → X, the base change of f to
R, fR : YR → Spec(R), is a finite and flat morphism. Then f is a finite and flat
morphism.
Proof. The hypothesis on f implies that it is a quasi-finite morphism. Since A is
a local Henselian ring, by Theorem 4.2, p. 32 of [Mil80], f is a finite morphism.
Thus, in particular, f is affine and we can write Y = Spec(B) with B a finite
A-algebra. Let us denote by m the maximal ideal of A, by An the local Artin
ring A/mn+1 and by Bn, the finite An-algebra B ⊗A An. Then, by assumption,
for every natural number n, Bn is a finite flat An-algebra. It follows from the
local flatness criterion (cf. Theorem 22.3, p. 174 of [Mat89]) that B is flat over
A.
Lemma 1.0.2. Let ϕ : X → Y be a surjective morphism of schemes over a base
scheme S. Denote by f : X → S and g : Y → S the structural morphism of X,
respectively of Y . If f is finite and g is separated and of finite type, then g is
finite.
Proof. As ϕ is surjective, the fibers of f surject onto the fibers of g and since f
is finite and thus quasi-finite, the fibers of g are finite too (as sets) and therefore,
g is a quasi-finite morphism. If we show that g is proper, then it will be finite
(“proper”+“quasi-finite”⇒ “finite”). Since g is already by assumption separated,
we only need to show the universal closedness. Note that since f is finite, it is
proper as well. As the properties of being proper and surjective are preserved
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under base change, in order to show that g is a universally closed morphism, it
is sufficient to show that it is a closed map of topological spaces. Let F ⊆ Y be
a closed subset. Since ϕ is surjective, we have F = ϕ(ϕ−1(F )) and thus
g(F ) = g ◦ ϕ(ϕ−1(F )) = f(ϕ−1(F )),
which is a closed subset of S, because f is proper and therefore a closed map and
ϕ−1(F ) is a closed subset of X.
Definition 1.0.3. Let X be a separated scheme over a base scheme S and let
s ∈ S(L) be an L-valued point, with L a field. Denote by Xs the base extension
of X with respect to the morphism s : Spec(L)→ S. By the order of Xs over s,
we mean the dimension over L of the L-vector space Γ(Xs,OXs). In particular,
if s ∈ S is a point, the order of the fiber Xs over s, is the dimension of the
κ(s)-vector space Γ(Xs,OXs).
Lemma 1.0.4. Let X, Y be affine schemes over S = Spec(R), where R is a local
ring. Assume furthermore that X is finite and flat and Y is of finite type over S,
that the fibers of X and Y have the same order over every point of S, and that
we have a morphism ϕ : X → Y over S which is an isomorphism on the special
fiber. Then ϕ is an isomorphism.
Proof. We show at first that ϕ is a closed embedding. Set A := Γ(X,OX) and
B := Γ(Y,OY ). By assumption, we have X = Spec(A) and Y = Spec(B), with
A a flat and finite R-algebra (i.e., finite as R-module). The morphism ϕ : X → Y
corresponds to a ring homomorphism f : B → A. We want to show that f is
surjective. Write C for the cokernel of f and denote by k the residue field of R.
Tensoring the exact sequence of R-modules B f−−→ A → C → 0 with k over R,
we obtain the exact sequence
B ⊗R k f⊗RIdk−−−−−−→ A⊗R k → C ⊗R k → 0.
By hypothesis, B⊗Rk f⊗RIdk−−−−−−→ A⊗Rk is an isomorphism, and therefore, C⊗Rk
is the zero k-vector space. As A is a finitely generated R-module and C is a
quotient, we can apply the Nakayama’s lemma to C and deduce that C = 0.
This shows that f is surjective. Write K for the kernel of f , i.e., we have a short
exact sequence 0→ K → B f−−→ A→ 0. As A is flat and finitely generated and
R is local, it is free. This implies that the above short exact sequence is split (as
R-modules) and we can write B ∼= K⊕A, and so B⊗R k ∼= (K⊗R k)⊕ (A⊗R k).
Again, since by assumption f is an isomorphism after tensoring with k over R,
we have K ⊗R k = 0. Assume for the moment that B is a finitely generated
R-module. Then, K being a quotient of B, is also finitely generated and we can
apply once again Nakayama’s lemma and conclude that K = 0, which achieves
the proof of the proposition. So, we have to show that B is a finitely generated
R-module or equivalently, that Y is a finite S-scheme. Fix a point s ∈ S. As
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ϕ : X → Y is a closed embedding, the induced morphism ϕs : Xs → Ys is a
closed embedding as well. By assumption, Xs is finite over s and the fibers Xs
and Ys have the same order over s, which should be then finite. This shows that
the embedding ϕs is in fact an isomorphism (a surjective map of vector spaces of
the same finite dimension is an isomorphism). Consequently, the morphism ϕ is
surjective as a map between topological spaces. We can now apply Lemma 1.0.2
and conclude that Y is a finite scheme over S.
Proposition 1.0.5. Let S be a base scheme and ϕ : X → Y a morphism of S-
schemes with X finite and flat and Y of finite type and separated over S. Assume
that for every geometric point s of S, Xs and Ys have the same order over s and
that ϕ is an isomorphism over every closed point of S. Then ϕ is an isomorphism.
Proof. Denote by f : X → S, respectively g : Y → S the structural morphisms
of X, respectively of Y . Assume that we have shown the proposition for S, X
and Y affine. Let S =
⋃
α∈Λ Sα, and Y =
⋃
α∈Λ Yα be open affine coverings, such
that g(Yα) ⊆ Sα. Set Xα := ϕ−1(Yα), and therefore we have also f(Xα) ⊆ Sα.
Since by hypothesis, f is finite and thus affine and g is separated, by [EGAII]
I.6.2 (v), we know that ϕ is an affine morphism and therefore
⋃
α∈ΛXα is an
open affine covering of X. Denote by ϕα : Xα → Yα the restriction of ϕ. We
know that for all α ∈ Λ, the morphism ϕα is an isomorphism, and so, it follows
that ϕ is as isomorphism. So, it is enough to show the statement in the affine
case. Set A := Γ(X,OX), B := Γ(Y,OY ) and R := Γ(S,OS) and denote by
h : B → A the ring homomorphism corresponding to ϕ : X → Y . We want to
show that for every maximal ideal m of R, the localization hm : Bm → Am of h
is an isomorphism. It follows then that h is an isomorphism. We can therefore
assume further that R is a local ring. Let s be a point of S, and κ¯ an algebraic
closure of κ(s). Since by assumption the κ¯-vector spaces B ⊗R κ(s) ⊗κ(s) κ¯ and
A⊗Rκ(s)⊗κ(s) κ¯ have the same finite dimension, the κ(s)-vector spaces B⊗Rκ(s)
and A⊗R κ(s) have the same dimension too. This shows that the fibers of X and
Y have the same order. We also know by assumption that ϕ is an isomorphism
over the special fiber. We can now apply the previous lemma, and conclude that
ϕ is an isomorphism.
Remark 1.0.6. Assume that X, Y and S are like in the previous proposition
and ϕ : X → Y is an isomorphism over every geometric point of S, then the
hypotheses of the previous proposition are satisfied and we can draw the same
conclusion.
Proposition 1.0.7. Let ψ : G→ H be a homomorphism of affine group schemes
of finite type over Spec(k), where k is a field. Assume that for every finite group
scheme I over k, the induced homomorphism of groups
ψ∗(I) : Hom(I,G)→ Hom(I,H)
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is an isomorphism and also the induced homomorphism on k¯-valued points, ψ(k) :
G(k)→ H(k), is an isomorphism. Then ψ is an isomorphism.
Proof. We show at first that ψ is a monomorphism. Denote by K the kernel of
ψ. Since G is of finite type over k, its closed subgroup K is also of finite type
over k. The sequence
0 −→ K(k¯) −→ G(k¯) ψ(k¯)−−−−→ H(k¯)
is exact, but by assumption, ψ(k¯) is injective and therefore, K(k¯) = 0. It follows
that K is a finite group scheme over k. By assumption the homomorphism
ψ∗(K) : Hom(K,G)→ Hom(K,H)
is injective. It implies that the inclusion K ↪→ G is the zero homomorphism and
thus K = 0.
In order to show that ψ is an epimorphism, we consider the problem over fields
of positive characteristic and characteristic zero separately. First, the case when
k has positive characteristic p. Assume at first that H is connected. Let H[F n]
denote the kernel of the homomorphism F nH : H → H(pn). As H is a scheme of
finite type over k, the subgroup schemes H[F n] are finite over k, for every n. It
follows from the assumption that the inclusion H[F n] ↪→ H factors through the
inclusion G ↪→ H. Denote by IH the augmentation ideal of H and by J the ideal
in O(H) (the coordinate ring of H) defining G, i.e., we have O(G) ∼= O(H)/J .
Since G contains the kernel of all powers of the Frobenius morphism of H, we
have J ⊆ ⋂∞n=1 InH . But this intersection is trivial, because H is connected. Hence
O(G) ∼= O(H) and G ∼= H. In the general case, denote by H0 the connected
component of H, containing the zero section, and by G0 the intersection G∩H0.
The hypotheses of the proposition hold for the induced homomorphism ψ|G0 :
G0 → H0 and since H0 is connected, by the above arguments, we have G0 = H0.
This shows that G contains H0. As H is of finite type over k, it has finitely many
connected components. Thus, the quotient H/H0 is a finite e´tale group scheme.
This finite quotient surjects onto the quotient H/G, which implies that H/G is
a finite e´tale group scheme over k. Consider the following short exact sequence:
0→ G ψ−−→ H −→ H/G→ 0.
Taking the k¯-valued points, we obtain the following short exact sequence:
0→ G(k¯) ψ(k¯)−−−−→ H(k¯) −→ H/G(k¯)→ 0.
Since by assumption ψ(k¯) is an isomorphism, we have that (H/G)(k¯) is trivial.
As H/G is e´tale and is trivial on k¯-valued points, the group scheme H/G is trivial
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as well. Hence ψ is an isomorphism.
Now assume that k is a field of characteristic zero. Since ψ(k¯) is surjective, ψ
is a dominant morphism. It follows that the kernel of the ring homomorphism
ψ] : O(H) → O(G) between the Hopf algebras of H and G is nilpotent. Since
k is of characteristic zero, H is reduced (Cartier’s theorem) and therefore the
kernel of ψ] is zero, which means that ψ : G→ H is an epimorphism.
Remark 1.0.8.
1) If characteristic of k is positive, the homomorphism ψ is a monomorphism
even without the assumption on the k¯-valued points. Indeed denote by
K the kernel of ψ. Since G is a scheme of finite type over k, the closed
subscheme K is also of finite type and therefore K[F ], the kernel of the
Frobenius morphism of K, is a finite group scheme over k. As K[F ] lies
inside the kernel of ψ, the composition K[F ] ↪→ G ψ−−→ H is the trivial
homomorphism. It follows from the assumption that K[F ] ↪→ G is the zero
homomorphism. Hence K[F ] = 0. This implies that K is an e´tale group
scheme of finite type over k and therefore is finite. Again, the composition
K ↪→ G ψ−−→ H is trivial, which implies that K = 0.
When the characteristic of k is zero, however, the assumption on the k¯-
valued points is necessary, for there are affine group schemes of finite type
which don’t have any non-trivial finite subgroups (e.g. G⊕na ), and therefore,
any group homomorphism between them satisfies the first assumption.
2) The author believes that when k is of positive characteristic, the first as-
sumption alone is enough to guarantee that ψ is an isomorphism. However,
since we will not use the more general statement in the sequel, we content
ourselves with the weaker statement.
Now, we give the definition of a truncated Barsotti-Tate group over a base scheme,
given in [Ill85]. For more details on (truncated) Barsotti-Tate groups and their
properties we refer to l.c. and [Mes72].
Definition 1.0.9. Let S be a scheme, n a positive natural number and G an
fppf sheaf of Abelian groups over S. We call G a truncated Barsotti-Tate group
of level n over S if G fulfills the following conditions (i) and (ii), and the extra
condition (iii) when n = 1:
(i) G is annihilated by pn and is a flat sheaf of Z/pnZ-modules.
(ii) the kernel of p : G→ G is representable by a finite locally free group scheme
over S.
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(iii) (n = 1) If S0 := V (p) ⊆ S (the closed subscheme of S where p is zero) and
G0 := G×S S0, the sequence
G0
F−−→ G0 V−−→ G0
is exact.
The rank of G[p] = Ker(p. : G → G) is of the form ph, where h : S → N is a
locally constant function, called the height of G.
Definition 1.0.10. Let S be a scheme and G an fppf sheaf of Abelian groups over
S. We call G a Barsotti-Tate group or p-divisible group over S if the following
conditions are satisfied:
(i) G is p-divisible, i.e., the homomorphism p : G→ G is an epimorphism.
(ii) G is p-torsion, i.e., the canonical homomorphism lim−→
n
G[pn] → G is an iso-
morphism.
(iii) G[p] is representable by a finite locally free group scheme over S.
The rank of G[p] is of the form ph, where h : S → N is a locally constant function,
called the height of G.
Definition 1.0.11. A p-divisible group G over a scheme S is said to be infinites-
imal, if for every s ∈ S, the fiber Gs is a connected (or equivalently formal)
p-divisible group over the residue field κ(s) at s.
Definition 1.0.12. Let G be a p-divisible group over a base scheme S. The
dimension of G is the set-theoretic map dim(G) : S → N, which sends a point
s ∈ S to the dimension of the p-divisible group Gs over the residue field κ(s) at
s.
Definition 1.0.13. Let (A,m) be a complete local Noetherian ring and denote by
X and Xn the formal scheme Spf(A) respectively the affine scheme Spec(A/m
n).
We also set X := Spec(A).
(i) A truncated Barsotti-Tate group of level i over X is a system G = (G(n))n≥1
of truncated Barsotti-Tate groups of level i over Xn endowed with iso-
morphisms G(n + 1)|Xn ∼= G(n), where G(n + 1)|Xn is the base change of
G(n + 1) to Xn. A homomorphism ϕ : G → H between two truncated
Barsotti-Tate groups of level i over X is a system (ϕ(n))n≥1 of homomorph-
isms ϕ(n) : Gn → Hn over Xn, such that for all n, ϕ(n + 1)|Xn = ϕ(n).
We denote by BTi /X (respectively by BTi /X) the category of truncated
Barsotti-Tate groups of level i over X (respectively over X). Multilinear,
symmetric and alternating morphisms of truncated Barsotti-Tate groups of
level i over X are defined similarly.
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(ii) A p-divisible group over X is a system G = (G(n))n≥1 of p-divisible groups
G(n) over Xn endowed with isomorphisms G(n + 1)|Xn ∼= G(n), where
G(n + 1)|Xn is the base change of G(n + 1) to Xn. A homomorphism ϕ :
G → H between two p-divisible groups over X is a system (ϕ(n))n≥1 of
homomorphisms ϕ(n) : Gn → Hn over Xn, such that for all n, ϕ(n+1)|Xn =
ϕ(n). We denote by p-Div /X (respectively by p-Div /X) the category of
p-divisible groups over X (respectively over X). Multilinear, symmetric and
alternating morphisms of p-divisible groups over X are defined similarly.
Let G be an object of p-Div /X (respectively of BTi /X) and denote by G(n)
the pullback of G to Xn. We have canonical isomorphisms G(n + 1)|Xn ∼= G(n)
and therefore, the system (G(n))n≥1 defines a p-divisible group (respectively a
truncated Barsotti-Tate groups of level i) over X that we denote by F(G).
For the proof of the following proposition, we refer to [Mes72], Ch. II, lemma
4.16, p. 75, or [dJ95], lemma 2.4.4, p. 17.
Proposition 1.0.14. The functors
F : BTi /X −→ BTi /X
and
F : p-Div /X −→ p-Div /X
are an equivalences of categories.
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Chapter 2
R-Multilinear Theory of
R-Module Schemes
2.1 R-module schemes
Definition 2.1.1. Let M be a commutative group scheme over S. If there
is a ring homomorphism αM : R → EndS(M), then M together with αM is
called an R-modules scheme over S, and αM is called the module structure of M .
Equivalently, an R-module structure on M is a factorization of the representable
functor hM = HomS( ,M) : Sch /S → Ab through the forgetful functor R-
Mod → Ab from the category of R-modules to the category of Abelian groups.
By abuse of terminology, we call M an R-module scheme (over S). For simplicity,
we write r· : M →M or simply r : M →M for α(r).
Definition 2.1.2. Let M and N be R-module schemes over S. An R-linear
homomorphism over S or an R-module homomorphism ϕ over S from M to N
is a group scheme homomorphism ϕ : M → N over S, such that αN(r) ◦ ϕ =
ϕ ◦ αM(r) for every r ∈ R. We denote by HomR(M,N) the group of all R-linear
homomorphisms from M to N , which is in fact an R-module using the action of
R on M or N . If the ring R is understood from the context and there is little
risk of confusion with the group of all homomorphisms (not necessarily R-linear)
from M to N , we denote this module by Hom(M,N).
Remark 2.1.3.
1) A sequence
0→M ′ −→M −→M ′′ → 0
of R-module schemes is exact, if it is exact as a sequence of commutative
group schemes.
2) If T is an S-scheme, then the R-module structure of M gives an R-module
structure of the base extension MT .
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3) If M1, . . . ,Mr are R-module schemes over S, then the product M1×SM2×S
· · · ×S Mr is again an R-module scheme over S.
4) A commutative group scheme over S is a Z-module scheme over S. So,
we can think of the theory of R-module schemes as a generalization of the
theory of commutative group schemes.
5) Let M be an R-module scheme over S and G a group scheme over S. Then
the group HomS(M,G) has a natural structure of R-module through the
action of R on M .
6) Let M be a finite flat R-module scheme over S. The Cartier dual of M , i.e.,
the group scheme Hom(M,Gm,S) has a natural R-module scheme structure
given by the action of R on M .
7) Let M be a finite flat R-module scheme over Spec(A), where A is a
Henselian local ring. We have the connected-e´tale sequence of M as a
group scheme over Spec(A)
0→M0 →M →M e´t → 0.
The functoriality of this sequence implies that the action of R on M induces
actions on connected and e´tale factors, i.e., for every r ∈ R, we have the
following commutative diagram:
0 //M0
r·

//M
r·

//M e´t
r·

// 0
0 //M0 //M //M e´t // 0.
Therefore, the connected and e´tale factors of M have natural structures
of R-module schemes and the connected-e´tale sequence of M is an exact
sequence of R-module schemes over Spec(A).
Definition 2.1.4. Let M and N be R-module schemes over S. Define a con-
travariant functor HomR(M,N) from the category of schemes over S to the cat-
egory of R-modules as follows:
T 7→ HomR(M,N)(T ) := HomRT (MT , NT ).
If this functor is representable by a group scheme over S, that group scheme,
which is in fact an R-module scheme is also denoted by HomR(M,N) and is
called the inner Hom from M to N .
Remark 2.1.5. Note that the condition of a homomorphism to be R-linear,
is a closed condition, therefore, if Hom(M,N) exists as a group scheme, then
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HomR(M,N) exists and is a closed subscheme of Hom(M,N). So, we can apply
the existence results that we have for group schemes, to the new setting of R-
module schemes. For instance, if M is finite flat over S, and N is affine, then
HomR(M,N) is representable by an affine R-module scheme (cf. theorem 1.3.5
in [Pink] 1). If in addition, N is of finite type over S, then HomR(M,N) is of
finite type too.
It is known that exact sequences of group schemes are stable under base change,
and therefore, the same holds for exact sequences of R-module schemes. However,
we give a proof of this fact in the following special case:
Lemma 2.1.6. Suppose that 0→ K i−−→ N p−−→ Q→ 0 is a short exact sequence
of affine R-module schemes over a field k and let T = SpecC be a k-scheme.
Then the sequence
0→ KT iT−−−→ NT pT−−−→ QT → 0
obtained by base change is exact.
Proof. Denote by A,B the Hopf algebras representing N,Q and by IB the aug-
mentation ideal of B. Then the Hopf algebra representing K is A/(IB ·A). Since
C is flat over k, we have an injection B⊗kC ↪→ A⊗kC and therefore NT pT−−−→ QT
is a quotient morphism. We also have (IB · A)⊗k C = (IB ⊗k C) · (A⊗k C) and
so by flatness we have
(A/(IB · A))⊗k C ∼= A⊗k C/((IB · A)⊗k C) = A⊗k C/(IB ⊗k C)(A⊗k C).
It implies that KT is the kernel of NT
piT−−−→ QT . Consequently the short sequence
0→ KT iT−−→ NT pT−−−→ QT → 0 is exact.
Proposition 2.1.7. Let M be an affine R-module scheme over a field k. Then
the functors HomR(−,M) and HomR(M,−) from the category of affine R-module
schemes over k to the category of presheaves of R-modules are left exact.
Proof. Let 0→ K i−−→ N p−−→ Q→ 0 be a short exact sequence of R-module
schemes over k. We have to show that the sequence
0→ HomR(Q,M) p∗−−→ HomR(N,M) i∗−−→ HomR(K,M)
is exact. It is equivalent to the exactness of the sequence
0→ HomR(Q,M)(C) p∗−−→ HomR(N,M)(C) i∗−−→ HomR(K,M)(C)
for every k-algebra C, i.e., the exactness of the sequence
0→ HomRC(QC ,MC) p
∗−−→ HomRC(NC ,MC) i
∗−−→ HomRC(KC ,MC).
1Note that since the paper [Pink] is not yet published and is in preparation, its numbering
is subject to change. In this treatise, we will use the numbering of the last version available so
far.
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By previous lemma, the R-morphism NC
pC−−−→ QC is the cokernel of the in-
jection KC ↪→ NC in the category of affine R-module schemes. So, for any
R-homomorphism ϕ : NC → MC such that ϕ ◦ iC = 0, there exists a unique
R-homomorphism ψ : QC → MC with ϕ = ψ ◦ pC , i.e., the following diagram is
commutative:
0 // KC
iC //
0
""E
EE
EE
EE
E NC
pC //
ϕ

QC //
∃! ψ||yyy
yy
yy
y
0
MC .
The exactness now follows; indeed, pick an R-morphism f : QC → MC with
f ◦ pC = 0, then putting ϕ := 0 the zero morphism, there are two R-morphisms
QC → MC , namely f and the zero morphism, whose composition with pC are ϕ
and from the above observation they should be equal. This shows the injectivity
of
HomRC(QC ,MC)
p∗C−−−→ HomRC(NC ,MC).
Clearly we have Im p∗C ⊂ Ker i∗C . Let g : NC →MC be an element of Ker i∗C , i.e.,
g ◦ i∗C = 0, then according to what we said above, there is a ψ : QC → MC with
pC ◦ ψ = g, or in other words g = p∗C(ψ) and thus Ker i∗C ⊂ Im p∗C .
Similarly, the fact that KC
iC−−−→ NC is the kernel of the quotient morphism
NC
pC−−−→ QC implies that given any R-homomorphism ϕ : MC → NC with
trivial composition pC ◦ ϕ there is a unique R-homomorphism ψ : MC → KC
such that the following diagram is commutative
0 // KC
iC // NC
pC // QC // 0
MC .
∃! ψ
bbEEEEEEEE
ϕ
OO
0
<<yyyyyyyy
And this implies, as above, the exactness of the following short sequence
0→ HomRC(MC , KC) i
∗
C−−−→ HomRC(MC , NC) p
∗
C−−−→ HomRC(MC , QC)
for every k-algebra C, and consequently the following sequence of R-module
schemes is exact
0→ HomR(M,K) i∗−−→ HomR(M,N) p∗−−→ HomR(M,Q).
2.2 R-multilinear morphisms
Let M be a presheaf on the fppf site of a base scheme S. For any positive integer
r we denote by M r the product of r copies of M , and for any 1 ≤ i < j ≤ r we
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let
∆rij : M
r−1 →M r
denote the generalized diagonal embedding equating the ith and jth components.
Definition 2.2.1. Let M1, . . . ,Mr,M and N be presheaves of R-modules on the
fppf site of the scheme S.
(i) An R-multilinear or simply multilinear morphism from M1 × · · · × Mr
to N is a presheaves (of sets) morphism, which is R-linear in each factor
or equivalently, if for every S-scheme T , the induced morphism M1(T ) ×
· · · ×Mr(T ) → N(T ) is R-multilinear. The R-module of all R-multilinear
morphisms from M1×· · ·×Mr to N is denoted by MultR(M1×· · ·×Mr, N).
(ii) An R-multilinear morphism M r → N is called symmetric if it is invariant
under permutation of the factors. Equivalently, a multilinear morphism is
symmetric if for every S-scheme T , the induced morphism M(T )r → N(T )
is symmetric. The R-module of all such symmetric multilinear morphisms
is denoted by SymR(M r, N).
(iii) An R-multilinear morphism M r → N is called alternating if its composi-
tion with ∆rij is trivial for all 1 ≤ i < j ≤ r. Equivalently, a multilinear
morphism is alternating if for every S- scheme T , the induced morphism
M(T )r → N(T ) is alternating. The R-module of all such alternating mul-
tilinear morphisms is denoted by AltR(M r, N).
There is a weaker notion of multilinearity which will be useful when we want to
map to group schemes rather than R-module schemes.
Definition 2.2.2. Let M1 . . . ,Mr and M be presheaves of R-modules and G a
presheaf of Abelian groups.
(i) We denote by M˜ult
R
(M1 × · · · ×Mr, G) the group of morphisms ϕ : M1 ×
· · · ×Mr → G which are multilinear, when Mi are regarded as presheaves
of Abelian groups and has the following weaker property than R-linearity:
for every S-scheme T , every tuple (m1, · · · ,mr) ∈ M1(T ) × · · · ×Mr(T ),
every a ∈ R and every i ∈ {2, 3, · · · , r}, we have
ϕ(a ·m1,m2, · · · ,mr) = ϕ(m1, · · · ,mi−1, a ·mi,mi+1, · · · ,mr).
The elements of M˜ult
R
(M1 × · · · ×Mr, G) are called pseudo-R-multilinear.
(ii) We denote by S˜ym
R
(M r, G) the subgroup of M˜ult
R
(M r, G) consisting of
symmetric morphisms.
(iii) We denote by A˜lt
R
(M r, G) the subgroup of M˜ult
R
(M r, G) consisting of
alternating morphisms.
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Remark 2.2.3. Note that the group M˜ult
r
(M1×· · ·×Mr, G) has a natural struc-
ture of R-module through the action of R on one of the factors M1,M2 . . .Mr−1 or
Mr, and this is independent of the factor we choose. Similarly, there is a natural
R-module structure on the groups S˜ym
R
(M r, G) and A˜lt
R
(M r, G).
Definition 2.2.4. Let M1, . . . ,Mr,M and N be presheaves of R-modules and G
a presheaf of Abelian groups. Define contravariant functors from the category of
R-module schemes over S to the category of R-modules as follows:
(i)
T 7→ MultR(M1 × · · · ×Mr, N)(T ) := MultRT (M1,T × · · · ×Mr,T , NT )
and respectively
T 7→ M˜ultR(M1 × · · · ×Mr, G)(T ) := M˜ult
R
T (M1,T × · · · ×Mr,T , GT ).
If these functors are representable by group schemes over S, we will also
denote those group schemes, which are R-module schemes, by MultR(M1×
· · · ×Mr, N) and respectively M˜ult
R
(M1 × · · · ×Mr, G).
(ii)
T 7→ SymR(M r, N)(T ) := SymRT (M rT , NT )
and respectively
T 7→ S˜ymR(M r, G)(T ) := S˜ymRT (M rT , GT ).
If these functors are representable by group schemes over S, we will also
denote those group schemes, which are R-module schemes, by
SymR(M r, N) and respectively S˜ym
R
(M r, G).
(iii)
T 7→ AltR(M r, N)(T ) := SymRT (M rT , NT )
and respectively
T 7→ A˜ltR(M r, G)(T ) := A˜ltRT (M rT , GT )).
If these functors are representable by group schemes over S, we will also
denote those group schemes, which are R-module schemes, by AltR(M r, N)
and respectively A˜lt
R
(M r, G).
Remark 2.2.5.
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1) MultR(M1 × · · · ×Mr, N) and respectively M˜ult
R
(M1 × · · · ×Mr, G) are
subgroups of Mult(M1 × · · · × Mr, N) and respectively Mult(M1 × · · · ×
Mr, G) (the group of multilinear morphisms). The conditions of being
R-multilinear or pseudo-R-multilinear are closed conditions, and thus the
functors MultR(M1× · · ·×Mr, N) and M˜ult
R
(M1× · · ·×Mr, G) are closed
subschemes of Mult(M1 × · · · ×Mr, N) and respectively Mult(M1 × · · · ×
Mr, G) if they are representable (cf. Remark 2.1.5).
2) SymR(M r, N) and respectively S˜ym
R
(M r, G) are subgroups of
Sym(M r, N) and respectively Sym(M r, G) (the group of symmetric mul-
tilinear morphisms). Thus, SymR(M r, N) and S˜ym
R
(M r, G) are closed
subschemes of Sym(M r, N) and respectively Sym(M r, G) if they are repre-
sentable.
3) AltR(M r, N) and respectively A˜lt
R
(M r, G) are subgroups of Alt(M r, N)
and respectively Alt(M r, G) (the group of symmetric multilinear morph-
isms). Therefore, AltR(M r, N) and A˜lt
R
(M r, G) are closed subschemes of
Alt(M r, N) and respectively Alt(M r, G) if they are representable.
4) We have a natural action of the symmetric group Sr on M
r. This ac-
tion induces an action on the R-module MultR(M r, N) (and respectively
M˜ult
R
(M r, G)). Its submodule SymR(M r, N) (respectively S˜ym
R
(M r, G))
is precisely the submodule of fixed points, i.e.
SymR(M r, N) = MultR(M r, N)Sr
(respectively S˜ym
R
(M r, G) = M˜ult
R
(M r, G)Sr).
We are now going to prove a general proposition on multilinear morphisms which
will be used throughout the paper, but we first establish two lemmas:
Lemma 2.2.6. Let M1, . . . ,Mr,M and N be R-module schemes over S and G a
group scheme over S. There are natural isomorphisms of R-modules
MultR(M1 × · · · ×Mr,HomR(M,N)) ∼= MultR(M1 × · · · ×Mr ×M,N)
and
MultR(M1 × · · · ×Mr,Hom(M,G)) ∼= M˜ult
R
(M1 × · · · ×Mr ×M,G)
functorial in all arguments.
Proof. We show the first isomorphism, and the second one is proved similarly.
However, one has to note that in the second isomorphism, on the left hand side,
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we have the R-module of R-multilinear morphisms and not merely pseudo-R-
multilinear ones.
By the definition of HomR(M,N), giving a morphism of schemes
ϕ : M1 × · · · ×Mr → HomR(M,N)
is equivalent to giving a morphism of schemes
ϕ˜ : M1 × · · · ×Mr ×M → N
which is R-linear in M . Since the R-module structure of HomR(M,N) is induced
by that of M , one sees easily that ϕ is R-linear in Mi if and only if ϕ˜ is R-linear
in Mi. This completes the proof.
Now, we give an “underlined” version of this lemma in order to show our general
result of this type:
Lemma 2.2.7. Let us use the notations of the previous lemma. We have natural
isomorphisms
MultR(M1 × · · · ×Mr,HomR(M,N)) ∼= MultR(M1 × · · · ×Mr ×M,N)
and
MultR(M1 × · · · ×Mr,Hom(M,G)) ∼= M˜ult
R
(M1 × · · · ×Mr ×M,G)
functorial in all arguments.
Proof. If we establish the isomorphism (as functors), the representability will
follow directly from it, because if two functors are naturally isomorphic and one
is representable, the other is representable too. The second isomorphism can be
proved similarly to the first one, and so we only show the first isomorphism. We
show at first that for any R-module schemes M and N over S and any S-scheme
T , we have HomR(MT , NT ) ∼= HomR(M,N)T . Indeed, if X is any T -scheme, then
HomR(MT , NT )(X) = Hom
R
X((MT )X , (NT )X)
∼= HomRX(MX , NX)
= HomR(M,N)(X) = HomR(M,N)T (X).
Now, we have
MultR(M1 ×M2 × · · · ×Mr, N)(T ) = MultR(M1,T ×M2,T × · · · ×Mr,T , NT )
and by Lemma 2.2.6 this is isomorphic to
MultR(M1,T ×M2,T × · · · ×Mr−1,T ,HomR(Mr,T , NT )).
By the above discussion, it is isomorphic to
MultR(M1,T ×M2,T × · · · ×Mr−1,T ,HomR(Mr, N)T ) =
MultR(M1 ×M2 × · · · ×Mr−1,HomR(Mr, N))(T ).
This achieves the proof.
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Here is the desired result:
Proposition 2.2.8. Let M1, . . . ,Mr, N1, . . . , Ns and P be R-module schemes
over S and G a group scheme over S. We have natural isomorphisms
MultR(M1 × · · · ×Mr,MultR(N1 × · · · ×Ns, P )) ∼=
MultR(M1 × · · · ×Mr ×N1 × · · · ×Ns, P )
and
MultR(M1 × · · · ×Mr, M˜ult
R
(N1 × · · · ×Ns, G)) ∼=
M˜ult
R
(M1 × · · · ×Mr ×N1 × · · · ×Ns, G)
functorial in all arguments.
Proof. As before, we only prove the first isomorphism. We prove this propo-
sition by induction on s. If s = 1, then it is exactly the Lemma 2.2.6. So
assume that s > 1 and that the proposition is true for s− 1. We have a series of
isomorphisms:
MultR(M1 × · · · ×Mr ×N1 × · · · ×Ns, P )
2.2.6∼=
MultR(M1 × · · · ×Mr ×N1 × · · · ×Ns−1,HomR(Ns, P ))
ind.∼=
hyp.
MultR(M1 × · · · ×Mr,MultR(N1 × · · · ×Ns−1,HomR(Ns, P )))
2.2.7∼=
MultR(M1 × · · · ×Mr,MultR(N1 × · · · ×Ns, P )).
Remark 2.2.9. Let M1 . . . ,Mr, N1 . . . , Ns,M,N and P be R-module schemes
over a base scheme S. There is a natural action of the symmetric group Sn on
Nn that induces an action on the R-module scheme MultR(Nn, P ) which itself
induces an action on the R-module
MultR(M1 × · · · ×Mr,MultR(Nn, P )).
We also have a natural action of this group on the R-module
MultR(M1 × · · · ×M1 ×Nn, N).
One checks that the isomorphism in the proposition is invariant under the action
of Sn. Similarly, we have an action of the symmetric group Sm on
MultR(Mm,Mult(N1 × · · · ×Ns, P )) and MultR(Mm ×N1 × · · · ×Ns, P )
induced by its action on Mm. Again, one can easily verify that the isomorphism
in the proposition is invariant under this action of Sm.
We have the same remark for the pseudo-R-multilinear morphisms.
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In the same way that Lemma 2.2.7 follows from Lemma 2.2.6, the following
proposition can be deduced from Proposition 2.2.8; we will thus omit its proof:
Proposition 2.2.10. Let M1, . . . ,Mr, N1, . . . , Ns and P be R-module schemes
over S and G a group scheme over S. We have natural isomorphisms
MultR(M1 × · · · ×Mr,MultR(N1 × · · · ×Ns, P )) ∼=
MultR(M1 × · · · ×Mr ×N1 × · · · ×Ns, P )
and
MultR(M1 × · · · ×Mr, M˜ult
R
(N1 × · · · ×Ns, G)) ∼=
M˜ult
R
(M1 × · · · ×Mr ×N1 × · · · ×Ns, G)
functorial in all arguments.
Remark 2.2.11.
1) Assume that M1, . . . ,Mr are finite and flat and N (respectively G) is affine
over S. We can show by induction on r that MultR(M1 × · · · × Mr, N)
(respectively M˜ult
R
(M1 × · · · × Mr, G)) is representable by an affine R-
module scheme, and this scheme is of finite type, if moreover, N (respec-
tively G) is of finite type. We explain the R-multilinear case and drop
the similar case of pseudo-R-multilinear morphisms. Indeed, if r = 1
then this is what we explained in Remark 2.1.5. So let r > 1 and sup-
pose that the statement is true for r − 1. By the induction hypothesis,
MultR(M1×· · ·×Mr−1,HomR(Mr, N)) is representable and is affine. From
Lemma 2.2.7, it follows that
MultR(M1 × · · · ×Mr−1,HomR(M,N)) ∼= MultR(M1 × · · · ×Mr, N).
Hence, the right hand side is representable and affine. A similar argument
implies the property of being of finite type.
2) Let M be finite and flat and N (respectively G) affine over S. By Definition
2.2.4, it is clear that the functors SymR(M r, N) and AltR(M r, N) (respec-
tively S˜ym
R
(M r, G) and A˜lt
R
(M r, G)) are subfunctors of the representable
functor MultR(M r, N) (respectively M˜ult
R
(M r, G)). Since the conditions
defining these subfunctors are closed conditions (given by equations), they
are represented by closed subgroup schemes, and therefore are affine and if
N (respectively G) is of finite type, they are also of finite type.
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Lemma 2.2.12. Let M,N be R-module schemes over a base scheme S and let
Γ be a finite group acting on M . Then we have a natural isomorphism
HomR(N,M)Γ ∼= HomR(N,MΓ),
where MΓ is the submodule scheme of fixed points, in other words, MΓ(T ) =
M(T )Γ for any S-scheme T , where M(T )Γ is the submodule of fixed points of
the R[Γ]-module M(T ) (R[Γ] being the group ring) and the action of Γ on the
R-module HomR(N,M) is induced by its action on M . More precisely, the image
of the inclusion HomR(N,MΓ) ↪→ HomR(N,M) is the module of fixed points
HomR(N,M)Γ.
Proof. Let ϕ : N → MΓ and γ ∈ Γ be given. The image of ϕ under the
inclusion in the lemma is the composition N ϕ−−→ MΓ ↪→ M and under the
action of γ on HomR(N,M) it maps to the morphism N ϕ−−→MΓ ↪→M γ·−−→M .
But by definition of MΓ, we have that the composition MΓ ↪→M γ·−−→M is the
same as the inclusion MΓ ↪→ M and hence the composition N ϕ−−→ MΓ ↪→ M
is an element of HomR(N,M)Γ. We have thus an inclusion HomR(N,MΓ) ⊂
HomR(N,M)Γ, where we have identified HomR(N,MΓ) with its image.
Now, assume that we have a morphism ψ : N →M which lies inside the module
of fixed points. This means that the composition γ ◦ ψ for any γ · : M → M
is equal to ψ and therefore ψ must factor through MΓ. This gives the inclusion
HomR(N,M)Γ ⊂ HomR(N,MΓ) and the lemma is proved.
We are now going to apply this lemma to the particular case, where the acting
group is the symmetric group Sn which acts on Mult
R(Mn, P ), where M and P
are two R-module schemes.
Proposition 2.2.13. Let M,N and P (respectively G) be R-module schemes
(group scheme) over a base scheme S, then for every natural number n we have
natural isomorphisms
HomR(N, SymR(Mn, P )) ∼= MultR(N ×Mn, P )Sn
(respectively
HomR(N, S˜ym
R
(Mn, G)) ∼= M˜ultR(N ×Mn, G)Sn)
functorial in all arguments.
Proof. We prove the statement for the R-multilinear morphisms and drop the
similar proof for the pseudo-R-multilinear morphisms. Lemma 2.2.12 states that
we have an isomorphism
HomR(N,MultR(Mn, P )Sn) ∼= HomR(M,MultR(Mn, P ))Sn .
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By Definitions 2.2.1 and 2.2.4 and Remark 2.2.5, SymR(Mn, P ) is exactly the
module of fixed points MultR(Mn, P )Sn , and therefore we can rewrite the last
isomorphism as
HomR(N, SymR(Mn, P )) ∼= HomR(N,MultR(Mn, P ))Sn . (2.14)
We now apply Proposition 2.2.8 and Remark 2.2.9: taking the fixed points of both
sides of the isomorphism in Proposition 2.2.8, we will again get an isomorphism.
We can thus apply it to our situation, and obtain the isomorphism:
HomR(N,MultR(Mn, P ))Sn ∼= MultR(N ×Mn, P )Sn .
Combining this with (2.14), we obtain the desired isomorphism.
Remark 2.2.15.
1) We recall that the action of Sn on the right hand side consists of permut-
ing the factors of Mn and consequently, the group MultR(N ×Mn, P )Sn
(respectively M˜ult
R
(N ×Mn, G)Sn) consists of R-multilinear (respectively
pseudo-R-multilinear) morphisms from N ×Mn to P (respectively G) that
are symmetric in Mn.
2) Note that the functoriality of this isomorphism in N implies that the group
scheme SymR(Mn, P ) (respectively S˜ym
R
(Mn, G)) represents the functor
MultR(−×Mn, P )Sn (respectively M˜ultR(−×Mn, G)Sn) from the category
of R-module schemes to the category of R-modules.
3) It is clear that if we change N ×Mn to Mn × N the proposition remains
valid; we have thus another natural and functorial isomorphism
HomR(N, SymR(Mn, P )) ∼= MultR(Mn ×N,P )Sn
(respectively
HomR(N, S˜ym
R
(Mn, G)) ∼= M˜ultR(Mn ×N,G)Sn).
Similar arguments prove the following proposition:
Proposition 2.2.16. Let M,N1, . . . , Ns and P be R-module schemes over S and
G a group scheme over S. We have natural isomorphisms
MultR(N1 × · · · ×Nr ×Mn, P )Sn ∼= MultR(N1 × · · · ×Nr, SymR(Mn, P ))
and
M˜ult
R
(N1 × · · · ×Nr ×Mn, G)Sn ∼= MultR(N1 × · · · ×Nr, S˜ym
R
(Mn, P )).
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We can show, with slight modifications of arguments, similar results concerning
the group of alternating multilinear morphisms and in particular the following
proposition:
Proposition 2.2.17. Let M1, . . . , Mr, N, P and respectively G be R-module
schemes and respectively a group scheme over S. We have natural isomorph-
isms
AltR(M1 × · · · ×Mr ×Nn, P ) ∼= MultR(M1 × · · · ×Mr,AltR(Nn, P ))
and respectively
A˜lt
R
(M1 × · · · ×Mr ×Nn, G) ∼= MultR(M1 × · · · ×Mr, A˜lt
R
(Nn, G))
where the modules on the left hand side are the modules of R-multilinear and
respectively pseudo-R-multilinear morphisms that are alternating in Nn.
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Chapter 3
R-Multilinear Covariant
Dieudonne´ Theory
In addition to the notations at the beginning, we use the following notations in
this chapter.
Notations 3.0.1.
• R is a fixed ring.
• Unless otherwise specified, all schemes are defined over k, where k is a
perfect field of characteristic p.
• Let G be a local-local p-divisible group over k. Then for every positive
natural number n, the finite group Gn is local-local, and there exists a
natural number mG(n) such that for all m ≥ mG(n) we have FmGn = 0 =
V mGn (cf. [Dem86]).
Remark 3.0.2. Let M be a finite p-torsion R-module scheme over k. By func-
toriality of the Dieudonne´ functor (covariant or contravariant), the R-module
structure on M induces an R-module structure on D(M), where D(M) is the
Dieudonne´ module of M :
R→ End(M) ∼= End(D(M)).
It follows that D(M) has a natural action of Ek ⊗Z R.
Remark 3.0.3. Let G be a finite local group scheme over k, then the inclusion
Hom(G, Ŵ ) ↪→ Hom(G, W˜ ) induced by the inclusion Ŵ ↪→ W˜ is an isomorphism.
Indeed, for every n we have Hom(G,Wn) ∼= lim−→
m
Hom(G,Wn,m), because G is
annihilated by a power of Frobenius, and therefore
Hom(G, W˜ ) = lim−→
n
Hom(G,Wn) ∼= lim−→
n,m
Hom(G,Wn,m) = Hom(G, Ŵ ).
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Construction 3.0.4. Fix a natural number r and an element d ∈ Zr0. For every
natural number n, the composition
Wr pin+d1×···×pin+dr−−−−−−−−−−−→ W [F n+d1 ]× · · · ×W [F n+dr ] ↪→ W × · · · ×W mult−−−−→ W
has image inside the subgroup scheme W [F n], because min d = 0 and Frobenius
is a ring homomorphism. Therefore, for every n, we have a multilinear morphism
ζd,n := Wr → W [F n]
and these morphisms (for all n) are compatible with respect to the projections
F : W [F n+1] W [F n], and thus, they induce a multilinear morphism
ζd := Wr →W
with the property that for all n, pin ◦ ζd = ζd,n.
We cite the Proposition-Definition 4.4.2, p. 40 of [Pink] in the following definition:
Definition 3.0.5. For any r ≥ 2 and d ∈ Zr0 there exists a unique multilinear
morphism Φd : Wr × W˜ → Gm such that for all n ≥ 0, all xi ∈W, and y ∈ Wn,
we have
Φd(x1, . . . , xr, ε(y)) = E(pin+d1(x1) . . . pin+dr(xr) · τ(y); 1).
Proposition 3.0.6. Consider the following composition:
Mult(Wr × W˜ ,Gm) f−−→ Mult(Wr × Ŵ ,Gm) g−−→∼=
Mult(Wr,Hom(Ŵ ,Gm)) h−−→∼= Mult(W
r,W),
where f is induced by the inclusion Ŵ ↪→ W˜ and the isomorphism h is induced
by the duality between Ŵ and W, given by the Artin-Hasse exponential. Under
this composition and for all d ∈ Zr0, the element Φd maps to ζd.
Proof. For every m ≥ 1, let us denote by am the isomorphism
W [Fm] ∼= lim←−
n
Wn,m ∼= lim←−
n
W ∗m,n = lim←−
n
Hom(Wm,n,Gm) ∼= Hom(lim−→
n
Wm,n,Gm).
Then, the isomorphism a : W ∼=−−→ Hom(Ŵ ,Gm), given by the Artin-Hasse
exponential, is the inverse limit over m of am. It means that if ξ = (ξm) is an
element of G with ξm ∈ W [Fm], then for all y ∈ lim−→
n
Wm,n, we have
a(ξ)(y) = E(ξm · τ(y); 1), (0.7)
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where E( ; 1) denotes the Artin-Hasse exponential. Now take an element ~x ∈Wr
and set ξ = (ξm) := h ◦ g ◦ f(Φd)(~x) ∈ W. We have a(ξ) = g ◦ f(Φd)(~x) and so
for all y ∈ lim−→
n
Wm,n we have
a(ξ)(y) = Φd(~x, ε(y)) = E(pim+d1(x1) . . . pim+dr(xr) · τ(y); 1) = E(ζd,m · τ(y); 1).
The latter is equal to a(ζd) by (0.7). Thus, for all m and all y ∈ lim−→
n
Wm,n we
have a(ξ)(y) = a(ζd)(y). It follows that a(ξ) = a(ζd) and since a is a bijection,
this implies that ξ = ζd, finishing the proof.
Proposition 3.0.8. Let H be a finite group scheme. Then for every element
v ∈ Hom(W, H), the following diagram is commutative:
Wr ×H∗
Id×v∗

ζd×Id //W×H∗
v×Id

Wr × Ŵ
Id×ι

H ×H∗
pairing

Wr × W˜ Φd // Gm
where v∗ : H∗ → Ŵ is the dual morphism to v : W→ H (using the Artin-Hasse
exponential, the group functors W and Ŵ are in duality), ι : Ŵ ↪→ W˜ is the
inclusion, and H × H∗ → Gm is the perfect pairing putting H,H∗ Cartier dual
one of the other.
Proof. By the definition of v∗, the following diagram commutes:
W
v

∼= // Hom(Ŵ ,Gm)
( )◦v∗

H
∼= // Hom(H∗,Gm).
Applying the functor Mult(Wr, ) on this diagram, we obtain the following com-
mutative diagram
Mult(Wr,W)
∼= //

Mult(Wr,Hom(Ŵ ,Gm))

∼= //Mult(Wr × Ŵ ,Gm)

Mult(Wr, H)
∼= //Mult(Wr,Hom(H∗,Gm))
∼= //Mult(Wr ×H∗,Gm).
(0.9)
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Now, consider the two compositions
α : Mult(Wr × W˜ ,Gm)→ Mult(Wr × Ŵ ,Gm)→ Mult(Wr ×H∗,Gm)
induced by v∗ and
β : Mult(Wr,W)→ Mult(Wr, H) ∼=−−→ Mult(Wr ×H∗,Gm)
induced by v. The commutativity of the diagram in the statement of the propo-
sition is equivalent to the equality α(Φd) = β(ζd). This equality follows from the
last proposition and the commutativity of diagram (0.9).
Remark 3.0.10. It follows from the previous proposition, that for every finite
group scheme H and every d ∈ Zr0, the following diagram commutes:
Hom(W, H)
( )◦ζd //
∼=

Mult(Wr, H)
∼=

Hom(H∗, Ŵ )
Φ∗d
//Mult(Wr ×H∗,Gm),
where by Φ∗d we mean the map that sends an element u ∈ Hom(H∗, Ŵ ) to the
element Φd ◦ (Id× · · · × Id×u). In fact, the statement of the proposition is
equivalent to the commutativity of this diagram.
The following theorem, is a direct consequence of theorem 4.4.5, p. 41 of [Pink],
when taking into account the presence of R.
Theorem 3.0.11. For any unipotent R-module scheme M over k and any r > 1,
respectively for any profinite local-local R-module scheme M over k and any r > 0,
the following morphism is an isomorphism:
θM :
⊕
d∈Zr0
Hom(M, W˜ ) −→ Mult(Wr ×M,Gm),
(ud)d 7−→
∏
d∈Zr0
Φd ◦ (Id× · · · × Id×ud).
Remark 3.0.12.
1) Once we have the theorem for group schemes (i.e., R = Z, and which
is the result in [Pink]), then this theorem follows from the fact that the
homomorphism ΘM preserves the scalar multiplication of R.
2) Using Remark 3.0.3, in the previous theorem, we can replace Hom(M, W˜ )
by Hom(M, Ŵ ).
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Proposition 3.0.13. For any finite local R-module scheme M and any r > 1,
the following morphism is an isomorphism:
∆M :
⊕
d∈Zr0
Hom(W,M) −→ Mult(Wr,M),
(fd)d 7−→
∑
d∈Zr0
fd ◦ ζd.
Proof. It is clear that the morphism ∆M preserves the R-module structure. It is
therefore sufficient to prove that it is a bijection. The diagrams (for all d in Zr0)
in the last remark give rise to the following commutative diagram:⊕
d∈Zr0 Hom(W,M)
∆M=
∑
( )◦ζd //
∼=

Mult(Wr,M)
∼=
⊕
d∈Zr0 Hom(M
∗, Ŵ ) ∑
Φ∗d
//Mult(Wr ×M∗,Gm).
Now using Theorem 3.0.11 (note that M∗ is unipotent) and Remark 3.0.12, we
know that the homomorphism
∑
Φ∗d is an isomorphism and since the vertical
homomorphisms are also isomorphisms, we conclude that the homomorphism
∆H is an isomorphism as well.
Definition 3.0.14. Let M1, ...,Mr,M,N be left Ek ⊗Z R-modules.
1) We let LR(M1 × · · · ×Mr, N) denote the group of W (k) ⊗Z R-multilinear
maps ` : M1 × · · · ×Mr → N which satisfy the following conditions for all
mi ∈Mi:
`(V m1, . . . , V mr) = V `(m1, . . . ,mr),
`(Fm1,m2, . . . ,mr) = F`(m1, V m2, . . . , V mr),
...
`(m1, . . . ,mr−1, Fmr) = F`(V m1, . . . , V mr−1,mr).
2) Let LRsym(M
r, N) denote the submodule of Lr(M r, N) consisting of sym-
metric morphisms.
3) Let LRalt(M
r, N) denote the submodule of Lr(M r, N) consisting of alternat-
ing morphisms.
Remark 3.0.15. For any r > 0 and any sheaves of R-modules M,N over k, the
group Mult(Wr ×M,N) has a multilinear left action of Êrk ⊗Z R by
(e1, . . . , er)⊗ r · ϕ := ϕ ◦ (e∗1 × · · · × e∗r × r.),
where ( )∗ is the natural anti-automorphism of Êk, being identity on W (k) and
interchanging F and V .
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The following proposition is a direct generalization of proposition 4.5.3, p. 48 of
[Pink] and its proof is the same as the proof of proposition 4.5.3, p. 48 of [Pink]
with the slight and easy modifications due to R-linearity and R-multilinearity,
and therefore we omit the proof of the proposition. The following proposition is:
Proposition 3.0.16. For any r > 1, any finite local-local R-module schemes
M1, . . . ,Mr and any unipotent R-module scheme M the following map is a well-
defined isomorphism, where D1, . . . , Dr are respectively the covariant Dieudonne´
modules of M1, . . . ,Mr:
LR(D1 × · · · ×Dr, D∗(M)) θ−−→ MultÊrk⊗ZR(D1 × · · · ×Dr,Mult(W
r ×M,Gm)),
` 7→ θ(`) : (u1, . . . , ur) 7→ θM((`(V d1u1, . . . , V drur))d) =∏
d∈Zr0
Φd ◦ (Id× · · · × Id×`(V d1u1, . . . , V drur)).
Let H be a finite group scheme. Take an element (w1, . . . , wr) ∈ Wr, a homo-
morphism v : H∗ → W˜ (i.e., an element of D∗(H∗)) and an element d ∈ Zr0. The
homomorphism Φd(w1, . . . , wr, v( )) : H
∗ → Gm can be seen as a section of H
under the identification Hom(H∗,Gm) ∼= H. We have thus for any v ∈ D∗(H∗)
and any d ∈ Zr0 a multilinear morphism
Φd ◦ (Id× · · · × Id×v( )) : Wr → H
which corresponds to the multilinear morphism Φd◦(Id× · · ·×Id×v) ∈ Mult(Wr×
H∗,Gm) under the canonical isomorphism Mult(Wr, H) ∼= Mult(Wr ×H∗,Gm).
Proposition 3.0.17. For any r > 1, any finite local-local R-module schemes
M1, . . . ,Mr and any finite local R-module scheme M the following morphism is a
well-defined isomorphism, where D1, . . . , Dr and D are respectively the covariant
Dieudonne´ modules of M1, . . . ,Mr and M :
LR(D1 × · · · ×Dr, D) ∆(M1,...,Mr ;M)−−−−−−−−−−→ MultÊrk⊗ZR(D1 × · · · ×Dr,Mult(W
r,M)),
` 7→ ∆(M1,...,Mr;M)(`) : (u1, . . . , ur) 7→∑
d∈Z0
Φd ◦ (Id× · · · × Id×`(V d1u1, . . . , V drur)( )).
Proof. This is a direct consequence of the previous proposition, in virtue of the
following facts: M∗ is a unipotent R-module scheme, the covariant Dieudonne´
module of M is canonically isomorphic to the contravariant Dieudonne´ module of
M∗, and the two groups Mult(Wr,M) and Mult(Wr ×M∗,Gm) are isomorphic.
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In the case, when M is also local-local, we can give a more direct isomorphism of
the two groups LR(D1×· · ·×Dr, D) and MultÊrk⊗ZR(D1×· · ·×Dr,Mult(W
r,M)),
without a detour to the Cartier duality. We have:
Proposition 3.0.18. For any r > 1 and any finite local-local R-module schemes
M1, . . . ,Mr and M the following morphism is a well-defined isomorphism, where
D1, . . . , Dr and D are respectively the covariant Dieudonne´ modules of M1, . . .
,Mr and M :
LR(D1 × · · · ×Dr, D) ∆(M1,...,Mr ;M)−−−−−−−−−−→ MultÊrk⊗ZR(D1 × · · · ×Dr,Mult(W
r,M)),
` 7→ ∆(M1,...,Mr;M)(`) : (u1, . . . , ur) 7→ ∆M((`(V d1u1, . . . , V drur))d) =∑
d∈Zr0
`(V d1u1, . . . , V
drur) ◦ ζd.
Proof. The proposition follows at once from Proposition 3.0.16 and Remark
3.0.10.
Again, the following proposition is the “R-generalization” of the proposition 4.5.2,
p.47 of [Pink] and we omit its proof:
Proposition 3.0.19. For any r > 0, any finite local-local R-module schemes
M1, . . . ,Mr and any sheaves of R-modules M,N , the following morphism is an
isomorphism, where D1, . . . , Dr are respectively the covariant Dieudonne´ modules
of M1, . . . ,Mr:
MultR(M1 × · · · ×Mr ×M,N)→ MultÊrk⊗ZR(D1 × · · · ×Dr,Mult(W
r ×M,N))
ϕ 7→ ((ui) 7→ ϕ ◦ (u1 × · · · × ur × Id)).
Proposition 3.0.20. For any r > 0 and any finite local-local R-module schemes
M1, . . . ,Mr and any sheaf of R-modules M , the following morphism is an iso-
morphism, where D1, . . . , Dr are respectively the covariant Dieudonne´ modules of
M1, . . . ,Mr:
MultR(M1×· · ·×Mr,M) ∇(M1,...,Mr ;M)−−−−−−−−−−→ MultÊrk⊗ZR(D1×· · ·×Dr,Mult(W
r,M))
ϕ 7→ ((fi) 7→ ϕ ◦ (f1 × · · · × fr)).
Proof. This proposition follows from the previous proposition by replacing in that
proposition, M with the trivial sheaf of R-modules and H by the given R-module
scheme (in the statement of this proposition) seen as a sheaf of R-modules.
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Corollary 3.0.21. For any r > 0 and any finite R-module schemes M1, . . . ,Mr
and M , of p-power torsion, there exists a natural isomorphism:
LR(D1 × · · · ×Dr, D) −→ MultR(M1 × · · · ×Mr,M),
where D1, . . . , Dr and D are respectively the covariant Dieudonne´ modules of
M1, . . . ,Mr and M . This isomorphism is functorial in all arguments. When M
is local and Mi are local-local, this isomorphism is given by
∇−1(M1,...,Mr;M) ◦∆(M1,...,Mr;M).
Proof. If r = 1, then this is the classical Dieudonne´ theory. If r > 1, M is local
and Mi are local-local, then the corollary is a direct consequence of Propositions
3.0.20 and 3.0.17. Otherwise, the same arguments as in the proof of Proposition
4.5.9, p. 52 in [Pink] imply the required result.
Remark 3.0.22.
1) In later chapters, we only need the explicit isomorphism of the Corollary
in the case, when Mi are local-local and M is local. This is why we didn’t
reproduce the proof in all cases.
2) Let M and N be R-module schemes of p-power torsion. According to
Theorem 5.4.2, p. 66 in [Pink], the submodule LRsym(D∗(M)
r, D∗(N)) of
LR(D∗(M), D∗(N)) is mapped, under the above isomorphism, bijectively
onto the submodule SymR(M r, N) of MultR(M r, N). Similarly, when p >
2, the submodule LRalt(D∗(M)
r, D∗(N)) of LR(D∗(M), D∗(N)) is mapped,
under the above isomorphism, bijectively onto the submodule AltR(M r, N)
of MultR(M r, N).
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Chapter 4
Tensor Product and Related
Constructions
4.1 Basic constructions
Definition 4.1.1. Let M1 · · · ,Mr,M be R-module schemes and M ′ a group
scheme over S.
(i) A pseudo-R-multilinear morphism τ : M1× · · · ×Mr →M ′, or by abuse of
terminology, the group scheme M ′, is called a tensor product of Mi, (i =
1, · · · , r) if, for all group schemes N over S, the induced morphism
τ ∗ : Hom(M ′, N)→ M˜ultR(M1 × · · · ×Mr, N), ψ 7→ ψ ◦ τ,
is an isomorphism. If such M ′ and τ exist, we write M1⊗R · · ·⊗RMr for M ′
and call τ the universal multilinear morphism defining M1 ⊗R · · · ⊗RMr.
(ii) A symmetric pseudo-R-multilinear morphism σ : M r →M ′, or by abuse of
terminology, the group scheme M ′, is called an rth symmetric power of M
over R, if for all group schemes N over S, the induced morphism
σ∗ : Hom(M ′, N)→ S˜ymR(M r, N), ψ 7→ ψ ◦ σ,
is an isomorphism. If such M ′ and σ exist, we write S
R
rM for M ′ and call
σ the universal symmetric morphism defining S
R
rM .
(iii) An alternating pseudo-R-multilinear morphism λ : M r → M ′, or by abuse
of terminology, the group scheme M ′, is called an rth exterior power of M
over R, if for all group schemes N over S, the induced morphism
λ∗ : Hom(M ′, N)→ A˜ltR(M r, N), ψ 7→ ψ ◦ λ,
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is an isomorphism. If such M ′ and λ exist, we write
∧
R
rM for M ′ and call
λ the universal alternating morphism defining
∧
R
rM .
Remark 4.1.2. If M1 ⊗R · · · ⊗RMr respectively S
R
rM respectively
∧
R
rM exists,
it with the pseudo-R-multilinear morphism τ : M1×· · ·×Mr →M1⊗R · · ·⊗RMr
respectively σ : M r → S
R
rM , respectively λ : M r → ∧
R
rM , is unique up to
unique isomorphism and so, in the sequel, we will say “the tensor product”,“the
symmetric power” and “the exterior power”.
Definition 4.1.3. Let k be a field and M an R-module scheme over k. We set
M∗ := lim←−M ′M
′∗, where M ′ runs through all finite subgroup schemes of M .
Theorem 4.1.4. Let k be a field and M1, . . . ,Mr and M profinite R-module
schemes over k.
1) M1 ⊗R · · · ⊗RMr exists and is profinite. If Mi are finite, then
M1 ⊗R · · · ⊗RMr ∼= M˜ult
R
(M1 × · · · ×Mr,Gm)∗.
2)
∧
R
jM exists and is profinite. If M is finite, then
∧
R
j
M ∼= A˜ltR(M j,Gm)∗.
3) S
R
jM exists and is profinite. If M is finite, then
S
R
jM ∼= S˜ymR(M j,Gm)∗.
Proof. Theorems 2.1.6 (p. 21) and 2.3.3 (p. 24) in [Pink] are the same as this
theorem when R = Z, i.e., this result for group schemes over k. Little modifi-
cation of their proof, due to the presence of R, will give a proof of this theorem
and therefore, we will not prove the theorem. However, one can also prove this
theorem using those two theorems in [Pink]. Indeed, these tensor objects “over
R” (tensor product, exterior and symmetric powers) are quotients of the same
tensor objects “over Z” by the subgroups generated by the obvious relations due
to scalar multiplication of R, e.g., for the tensor product, we should mod out the
relations
am1 ⊗ · · · ⊗mr = m1 ⊗ am2 ⊗ · · · ⊗mr = · · · = m1 ⊗ · · · ⊗mr−1 ⊗ amr
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for every a ∈ R and every mi ∈ Mi. To be more precise, for every a ∈ R, let
ai : M1 ⊗ · · · ⊗Mr →M1 ⊗ · · · ⊗Mr denote the morphism
m1 ⊗ · · · ⊗mr 7→ m1 ⊗ · · · ⊗mi−1 ⊗ ami ⊗mi+1 ⊗ · · · ⊗mr
and denote by Ni,j(a) the image of the morphism ai − aj and finally set
N ′ :=
∑
i,j≤r,a∈R
Ni,j(a).
Then M1 ⊗R · · · ⊗RMr = M1 ⊗ · · · ⊗Mr/N ′.
Remark 4.1.5. Let ϕi : Mi → Ni for i = 1, · · · , r and ϕ : M → N be R-linear
morphisms between R-module schemes over S.
1) The morphism ϕ1 × · · · × ϕr : M1 × · · · ×Mr → N1 × · · · × Nr composed
with the tensor product τ ′ : N1× · · · ×Nr → N1⊗R · · · ⊗RNr is pseudo-R-
multilinear and therefore, by the universal property of the tensor product
we have a unique homomorphism ϕ1 ⊗R · · · ⊗R ϕr : M1 ⊗R · · · ⊗R Mr →
N1 ⊗R · · · ⊗R Nr such that the following diagram commutes:
M1 × · · · ×Mr ϕ1×···×ϕr //
τ

N1 × · · · ×Nr
τ ′

M1 ⊗R · · · ⊗RMr ϕ1⊗R···⊗Rϕr //______ N1 ⊗R · · · ⊗R Nr.
2) For all positive natural numbers n, we have a morphism ϕn : Mn → Nn
whose composition with the nth symmetric power σ′ : Nn → S
R
nN is a
symmetric pseudo-R-multilinear morphism, and therefore, from the univer-
sal property of the symmetric power, we obtain a unique homomorphism
S
R
nϕ : S
R
nM → S
R
nN such that the following diagram is commutative:
Mn
ϕn //
σ

Nn
σ′

S
R
nM
S
R
nϕ
//___ S
R
nN.
3) Likewise to the symmetric power, we obtain for every positive natural num-
ber n, a homomorphism
∧
R
nϕ :
∧
R
nM → ∧
R
nN such that the following
diagram commutes:
Mn
ϕn //
λ

Nn
λ′
∧
R
nM ∧
R
nϕ
//___
∧
R
nN.
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Remark 4.1.6.
1) From the definition of the tensor product, it follows that if the tensor prod-
uct of R-module schemes M1, · · · ,Mn exists, then it possesses an R-module
structure, which is given by the morphism
IdM1 ⊗R · · · ⊗R IdMi−1 ⊗R(r.)⊗R IdMi+1 ⊗R · · · ⊗R IdMn
where r is an element of R and i is any index between 1 and n (changing i,
doesn’t change the morphism). More precisely, the action of the element r
on the tensor product is equal to this morphism.
2) Similarly, let M be an R-module scheme and r ∈ R. Then the following
diagram is commutative:
M × · · · ×M IdM ×···×(r.)×···×IdM//
σ

M × · · · ×M
σ

S
R
nM
r.
// S
R
nM
where in the first row, the morphism (r.) is at the ith place, with i any index
between 1 and n.
3) Again, with the above notations, we have a commutative diagram:
M × · · · ×M IdM ×···×(r.)×···×IdM//
λ

M × · · · ×M
λ
∧
R
nM
r.
//
∧
R
nM
where in the first row, the morphism (r.) is at the ith place, with i any index
between 1 and n.
Remark 4.1.7. It follows from Remark 4.1.6, that if the tensor product M1 ⊗R
· · · ⊗RMr exists, then it satisfies the following universal property as well:
let N be an R-module scheme, then the morphism
HomR(M1 ⊗R · · · ⊗RMr, N)→ MultR(M1 × · · · ×Mr, N), ϕ 7→ ϕ ◦ τ
is an isomorphism. In fact we have the following commutative diagram:
HomR(M1 ⊗R · · · ⊗RMr, N) _

∼= //MultR(M1 × · · · ×Mr, N) _

Hom(M1 ⊗R · · · ⊗RMr, N) ∼= // M˜ult
R
(M1 × · · · ×Mr, N).
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But, it is a priori possible that the tensor product which satisfies the bottom
isomorphism exists, whereas the tensor product as in the Definition 4.1.1 does
not.
Proposition 4.1.8. Let R  R′ be a surjective ring homomorphism, and let
M,M1, · · · ,Mr be R′-module schemes over S. Then we have canonical R-linear
isomorphisms:
a) M1 ⊗R · · · ⊗RMr ∼= M1 ⊗R′ · · · ⊗R′ Mr.
b) S
R
nM ∼= S
R′
nM .
c)
∧
R
nM ∼= ∧
R′
nM .
Proof. We show the first isomorphism; the other two can be shown similarly.
We prove that the tensor product
τ ′ : M1 × · · · ×Mr →M1 ⊗R′ · · · ⊗R′ Mr
has the universal property of the tensor product of Mi over R. So, take an R-
module scheme N and an R-multilinear morphism ϕ : M1×· · ·×Mr → N . Let I
be the kernel of the homomorphism R→ R′ and define the following submodule
scheme of N :
K :=
⋂
r∈I
Ker(r. : N → N).
It is clear from the definition of K that it is an R′-module scheme. Since the
R-module structure of Mi is given by the ”restriction of scalars” R → R′, and
so I ·Mi = 0, the R-multilinear morphism ϕ factors (in a unique way) through
ι : K ↪→ N :
M1 × · · · ×Mr
ϕ
xxp p
p p
p p ϕ
''NN
NNN
NNN
NNN
N
K
 
ι
// N.
Now, the morphism ϕ is R′-multilinear and so there exists a unique R′-linear
morphism ϕ′ : M1 ⊗R′ · · · ⊗R′ Mr → K such that ϕ′ ◦ τ ′ = ϕ. Putting this with
the last diagram, we obtain:
M1 × · · · ×Mr
τ ′
uujjjj
jjjj
jjjj
jjj
ϕ

ϕ
&&NN
NNN
NNN
NNN
N
M1 ⊗R′ · · · ⊗R′ Mr
ϕ′
// K
 
ι
// N.
So, the composition ι ◦ ϕ′ is R-linear and its composition with τ ′ is equal to
the given multilinear morphism ϕ. This shows the existence part of the uni-
versal property of the tensor product. The uniqueness part follows from the
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uniqueness of ϕ′ and ϕ and the fact that the homomorphism ι : K → N is a
monomorphism (note that since M1⊗R′ · · ·⊗R′Mr is an R′-module scheme, every
R-homomorphism from M1⊗R′ · · · ⊗R′Mr to N factors in a unique way through
ι : K ↪→ N).
4.2 Base change and Weil restriction
Definition 4.2.1. Let M and M1, · · · ,Mr be R-module schemes over a base
scheme S and let T be an S-scheme and r a positive natural number. Then we
have a natural isomorphism M1T ×T · · · ×T MrT ∼= (M1 ×S · · · ×S Mr)T .
(i) The two universal multilinear morphisms defining M1 ⊗R · · · ⊗R Mr and
M1T ⊗R · · · ⊗RMrT give rise to the following diagram
M1T ×T · · · ×T MrT
∼= //
τ

(M1 ×S · · · ×S Mr)T
τT

M1T ⊗R · · · ⊗RMrT (M1 ⊗R · · · ⊗RMr)T .
Now, the universal property of the tensor product M1T ⊗R · · · ⊗R MrT
completes the diagram by a unique morphism
τT/S : M1T ⊗R · · · ⊗RMrT → (M1 ⊗R · · · ⊗RMr)T
which we call the base change homomorphism of tensor product.
(ii) The two universal symmetric multilinear morphisms defining SnRM and
SnR(MT ) give rise to the following diagram
MnT
∼= //
σ

(Mn)T
σT

SnR(MT ) (S
n
RM)T .
Now, the universal property of the symmetric power SnR(MT ) completes the
diagram by a unique morphism
σT/S : S
n
R(MT )→ (SnRM)T
which we call the base change homomorphism of symmetric power.
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(ii) The two universal alternating multilinear morphisms defining
∧
R
nM and∧
R
n(MT ) give rise to the following diagram
MnT
∼= //
λ

(Mn)T
λT
∧
R
n(MT ) (
∧
R
nM)T .
Now, the universal property of the exterior power
∧
R
n(MT ) completes the
diagram by a unique morphism
λT/S :
∧
R
n
(MT )→ (
∧
R
n
M)T
which we call the base change homomorphism of exterior power.
Remark 4.2.2. The base change homomorphisms in the last definition need not
be isomorphisms. However, as we will show (cf. Propositions 4.2.3 and 4.2.6), if
S = SpecE and T = SpecL, where L/E is either a separable or a finite field
extension, then the three base change homomorphisms are isomorphisms.
Proposition 4.2.3. Let E be a field and L/E a separable field extension. Then
the three base change homomorphisms
M1,L ⊗R · · · ⊗RMr,L → (M1 ⊗R · · · ⊗RMr)L,∧
R
r
(ML)→ (
∧
R
r
M)L
and
S
R
r(ML)→ (S
R
rM)L
are isomorphisms.
Proof. We prove the statement just for the tensor product, and drop the similar
proof of the exterior and symmetric powers. For simplicity, denote by T (ML) and
T (M) the tensor products M1,L⊗R · · ·⊗RMr,L and M1⊗R · · ·⊗RMr respectively.
By Theorem 4.1.4 we know that
T (ML) ∼= M˜ult
R
(M1,L × · · · ×Mr,L,Gm)∗
and
T (M)L ∼=
(
M˜ult
R
(M1 × · · · ×Mr,Gm)∗
)
L
.
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By definition, we have
M˜ult
R
(M1 × · · · ×Mr,Gm)∗ = lim←−
H
H∗,
where H runs through all finite subgroup schemes of G := M˜ult
R
(M1 × · · · ×
Mr,Gm). Consequently, we have(
M˜ult
R
(M1 × · · · ×Mr,Gm)∗
)
L
∼= (lim←−
H
H∗)L ∼= lim←−
H
(H∗L)
since the transition homomorphisms are epimorphisms and L/E is flat. Let H
be a finite subgroup scheme of G. Then HL is a finite subgroup scheme of
GL = M˜ult
R
(M1 × · · · ×Mr,Gm)L ∼= M˜ult
R
(M1,L × · · · ×Mr,L,Gm).
Therefore, there exists a natural homomorphism
pi : M˜ult
R
(M1,L × · · · ×Mr,L,Gm)∗ → M˜ult
R
(M1 × · · · ×Mr,Gm)∗L
which corresponds to the base change homomorphism b : T (ML) → T (M)L.
Again, since the transition homomorphisms are epimorphisms, this homomorph-
ism ( “projection to sublimit”) is an epimorphism.
Let us assume at first that L is a separable closure of E and denote by Γ the
absolute Galois group of E. We would like to show that pi is an isomorphism.
It is sufficient to prove that the system of finite subgroups of GL, which are of
the form HL for a finite subgroup H of G, is cofinal in the system of all finite
subgroups of GL. Let H¯ be a finite subgroup of GL. So, elements of H¯ are closed
points of GL, in other words, H¯ is a finite subgroup of the group GL(L) = G(L)
of L-rational points of G. It follows that Γ · H¯ (the Galois conjugate of H¯) is
again a finite subset of G(L) (note that Γ acts canonically on GL and G(L)). The
subgroup of G(L) generated by Γ · H¯ is therefore finite, because G is Abelian.
This subgroup, denoted by HΓ, is a finite subgroup scheme of GL, which is in-
variant under the action of Γ. By Galois descent, there exists a finite subgroup
H of G such that HL = HΓ. As H¯ ⊆ HΓ, we have that H¯ ⊆ HL, proving the
claim.
Now, assume that L is a separable extension of E and thus subextension of a
separable closure Es, of E. The base change homomorphisms yield the following
commutative triangle
T (MEs)
bEs/E
&&LL
LLL
LLL
LLbEs/L
xxqqq
qqq
qqq
q
T (ML)Es bEs
// T (M)Es .
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By the above discussion, bEs/E is an isomorphism and bEs/L is an epimorphism.
It follows that bEs/L is also a monomorphism and thus an isomorphism. This
implies that bEs is an isomorphism. This homomorphism is the extension to Es
of the base change homomorphism b : T (ML)→ T (M)L. As this extension is an
isomorphism, we conclude that b is an isomorphism as well.
Recall that if E is a field and L is a finite extension of E, then the Weil restriction
ResL/E is the right adjoint of the base change functor from the category of affine
schemes over E to the category of affine schemes over L, i.e., for every affine
E-scheme X and every affine L-scheme Y we have a bijection of sets:
MorL(XL, Y ) ∼= MorE(X,ResL/E Y ).
In fact, the Weil restriction is the restriction, to the full subcategory of affine
schemes, of the pushforward functor from the category of fppf sheaves over SpecL
to the category of fppf sheaves over SpecE. Explicitly, this functor sends an fppf
sheaf F over SpecL to the sheaf
T 7→ ResL/E F(T ) := F(TL).
Recall also that the Weil restriction preserves the group objects, i.e., ResL/E H
is an affine group scheme over E if H is an affine group scheme over L and the
above bijection restricts to a group isomorphism
HomL(GL, H) ∼= HomE(G,ResL/E H)
for every affine group scheme G over E. It also follows from the adjunction that
if H is an affine R-module scheme over L, then ResL/E H is an affine R-module
scheme over E and the above isomorphism induces an R-module isomorphisms,
when restricted to the subgroup of R-linear homomorphisms. Finally, recall that
the Weil restriction commutes with base change, that is, if T is an E-scheme,
then there exists a canonical isomorphism
(ResL/E Y )T ∼= ResL×ET/T (Y ×E T ).
Lemma 4.2.4. Let E be a field and L/E a finite field extension. Let M be an
affine R-module scheme over E and N an fppf sheaf of R-modules over SpecL.
Then there exists a canonical sheaf isomorphism
ResL/E HomL(ML, N)
∼= HomE(M,ResL/E N)
which is the “sheafified” version of the Weil restriction, i.e., the global sections
of this isomorphism deliver the usual Weil restriction.
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Proof. Let T be a scheme over E. We have the following isomorphisms
HomE(M,ResL/E N)(T ) = HomT (MT , (ResL/E N)T )
∼=
HomT (MT ,ResTL/T (N ×E T ) ∼= HomT (MT ,ResTL/T (N ×L TL)) ∼=
HomTL((MT )TL , N ×L TL)) ∼= HomTL((ML)TL , N ×L TL)) =
HomL(ML, N)(TL)
∼= ResL/E(HomL(ML, N))(T ),
where the first isomorphism (not equality) follows from the fact that the Weil
restriction commutes with base change. The second isomorphisms is induced by
the canonical isomorphism N ×E T ∼= N ×L TL. The third isomorphism follows
from the adjunction property of the Weil restriction. The fourth isomorphism
follows from the canonical isomorphism (MT )TL
∼= (ML)TL . Finally, the last
isomorphism is given by the “definition” of the Weil restriction.
Proposition 4.2.5. Let E be a field and L/E a finite field extension. Let
M1,M2, . . . ,Mr and M be affine R-module schemes over E and N an fppf sheaf
of Abelian groups over L.
a) The bijection
MorL(M1,L × · · · ×Mr,L, N) ∼= MorE(M1 × · · · ×Mr,ResL/E N)
restricts to an isomorphism
M˜ult
R
L(M1,L × · · · ×Mr,L, N) ∼= M˜ult
R
E(M1 × · · · ×Mr,ResL/E N).
b) The isomorphism M˜ult
R
L(M
r
L, N)
∼= M˜ultRE(M,ResL/E N) of part a) restricts
to an isomorphism
A˜lt
R
L(M
r
L, N)
∼= A˜ltRE(M,ResL/E N).
c) The isomorphism M˜ult
R
L(M
r
L, N)
∼= M˜ultRE(M,ResL/E N) of part a) restricts
to an isomorphism
S˜ym
R
L(M
r
L, N)
∼= S˜ymRE(M,ResL/E N).
Proof. a) We will proceed by induction on r. If r = 1, then the statement
follows from the adjunction of the Weil restriction or more generally of the
pushforward, discussed before Lemma 4.2.4. So, assume that r > 1 and
that we know the result for smaller integers. We have
M˜ult
R
L(M1,L × · · · ×Mr,L, N) ∼=
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M˜ult
R
L(M1,L × · · · ×Mr−1,L,HomL(Mr,L, N))
ind’n∼=
M˜ult
R
E(M1 × · · · ×Mr−1,ResL/E HomL(Mr,L, N))
4.2.4∼=
M˜ult
R
E(M1 × · · · ×Mr−1,HomE(Mr,ResL/E N)) ∼=
M˜ult
R
E(M1 × · · · ×Mr,ResL/E N).
b) By the adjunction property, we know that there exists a unique R-linear
homomorphism σN : (ResL/E N)L → N with the following universal prop-
erty: for every E-scheme X the map
MorE(X,ResL/E N)→ MorL(XL, N)
induced by base change to L and composing with σN is an isomorphism. It
follows that if ϕ : M r → ResL/E N is alternating, the morphism σN ◦ ϕL is
alternating too and therefore, the R-linear isomorphism of part a) restricts
to an R-linear monomorphism
A˜lt
R
E(M
r,ResL/E N) ↪→ A˜lt
R
L(M
r
L, N).
We have to show that this is surjective too. Take an alternating morphism
ϕ : M rL → N . Because of part a), we know that there exists a pseudo-R-
multilinear morphism ψ : M r → ResL/EN such that ϕ = σN ◦ψL. We want
to show that ψ is alternating. For any 1 ≤ i < j ≤ r, let
∆ri,j : M
r−1 →M r, (m1, . . . ,mr−1) 7→ (m1, . . . ,mj−1,mi,mj, . . . ,mr)
denote the generalized diagonal embedding equating the ith and jth com-
ponents. By functoriality of the Weil restriction, the following diagram
commutes:
M˜ult
R
E(M
r,ResL/E N)
∼= //
∆∗i,j

M˜ult
R
L(M
r
L, N)
∆∗i,j

M˜ult
R
E(M
r−1,ResL/E N) ∼=
// M˜ult
R
L(M
r−1
L , N).
Since ϕ is mapped to zero under the homomorphism
M˜ult
R
L(M
r
L, N)→ M˜ult
R
L(M
r−1
L , N)
(because it is alternating), the morphism ψ lies in the kernel of the homo-
morphism
M˜ult
R
E(M
r,ResL/E N)→ M˜ult
R
E(M
r−1,ResL/E N),
and this holds for every pair i < j. Hence ψ is alternating.
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c) Similar arguments prove the desired isomorphism.
Proposition 4.2.6. Let E be a field and L/E a finite field extension. Let
M1,M2, . . . ,Mr and M be finite R-module schemes over E. Then the three base
change homomorphisms
M1,L ⊗R · · · ⊗RMr,L → (M1 ⊗R · · · ⊗RMr)L,∧
R
r
(ML)→ (
∧
R
r
M)L
and
S
R
r(ML)→ (S
R
rM)L
are isomorphisms.
Proof. We prove the statement for the tensor product and drop the proofs for
the exterior and symmetric power, as they can be similarly proved.
Let N be an affine group scheme over L. By functoriality of the Weil restriction,
we have the following commutative diagram:
HomE(M1 ⊗R · · · ⊗RMr,ResL/E N)
∼=

∼= // HomL((M1 ⊗R · · · ⊗RMr)L, N)

M˜ult
R
E(M1 ×R · · · ×RMr,ResL/E N) ∼= // M˜ult
R
L(M1,L ×R · · · ×RMr,L, N)
where the vertical homomorphisms are induced by the universal R-multilinear
morphisms. The left vertical morphism is an isomorphism by the definition of
M1 ⊗R · · · ⊗R Mr. The horizontal morphisms are isomorphism by the Weil re-
striction. Thus the right vertical homomorphism is an isomorphism as well. The
base change morphism induces a commutative triangle
HomL((M1 ⊗R · · · ⊗RMr)L, N) //

HomL(M1,L ⊗R · · · ⊗RMr,L, N)
ssggggg
ggggg
ggggg
ggggg
g
M˜ult
R
L(M1,L ×R · · · ×RMr,L, N)
where the vertical and oblique morphisms are isomorphisms. In fact the vertical
arrow is an isomorphism because of the last diagram and the oblique arrow is
an isomorphism by the definition of M1,L ⊗R · · · ⊗R Mr,L. Consequently, the
homomorphism
HomL((M1 ⊗R · · · ⊗RMr)L, N)→ HomL(M1,L ⊗R · · · ⊗RMr,L, N)
is an isomorphism, and this holds for every affine group scheme N over L. It
follows that the base change homomorphism is an isomorphism.
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4.3 Main properties of exterior powers
Proposition 4.3.1. Let M be an R-module scheme over S. If
∧
R
nM = 0 then
we have
∧
R
mM = 0 for all m ≥ n.
Proof. We show that
∧
R
n+1M = 0; the result follows immediately by induction.
Let N be an R-module scheme. By the definition, we have an isomorphism
HomR(
∧
R
n+1
M,N) ∼= AltR(Mn+1, N).
Under the isomorphism
Mult(Mn+1, H) ∼= Mult(Mn,Hom(M,H))
given in Lemma 2.2.6, the image of the sub-R-module AltR(Mn+1, N) lies in
the sub-R-module AltR(Mn,HomR(M,N)) of MultR(Mn,HomR(M,N)), i.e., we
have an isomorphism
AltR(Mn+1, N) ∼= AltR(Mn,HomR(M,N)).
Again by definition, we have
AltR(Mn,HomR(M,N)) ∼= HomR(
∧
R
n
M,HomR(M,N)).
The latter R-module is trivial by hypothesis and thus, we have
Homr(
∧
R
n+1
M,N) ∼= AltR(Mn+1, N) ∼= AltR(Mn,HomR(M,N)) = 0
for all R-module schemes N , which implies that
∧
R
n+1M = 0.
Proposition 4.3.2. Let M1,M2 and P be R-module schemes over S and r1, r2
two positive integers. We have a natural isomorphism
λ∗1,2 : Alt
R(M r11 ×M r22 , P ) ∼= HomR(
∧
R
r1
M1 ⊗R
∧
R
r2
M2, P ).
Proof. Using Proposition 2.2.17 we have a natural isomorphism
AltR(M r11 ×M r22 , P ) ∼= AltR(M r11 ,AltR(M r22 , P ))
and by definition of
∧
R
r1M1 this is isomorphic to Hom
R(
∧
R
r1M1,Alt
R(M r22 , P ))
which is again by Proposition 2.2.17 isomorphic to
AltR(
∧
R
r1
M1 ×M r22 , P ) ∼= AltR(M r22 ,HomR(
∧
R
r1
M1, P )) ∼=
62
HomR(
∧
R
r2
M2,Hom
R(
∧
R
r1
M1, P )) ∼= MultR(
∧
R
r1
M1 ×
∧
R
r2
M2, P ) ∼=
HomR(
∧
R
r1
M1 ⊗
∧
R
r2
M2, P ).
Remark 4.3.3.
1) Let λ1,2 : M
r1
1 ×M r22 →
∧
R
r1M1 ⊗R
∧
R
r2M2 be the multilinear morphism in
AltR(M r11 ×M r22 ,
∧
R
r1M1 ⊗R
∧
R
r2M2) that maps to the identity of∧
R
r1M1⊗R
∧
R
r2M2 by the isomorphism given in the Proposition 4.3.2. Then,
one can easily see that the R-module scheme
∧
R
r1M1 ⊗R
∧
R
r2M2 has the
following universal property: Given any R-multilinear morphism ϕ : M r11 ×
M r22 → P which is alternating in M r11 and M r22 , there exists a unique R-
linear homomorphism
ϕ˜ :
∧
R
r1
M1 ⊗R
∧
R
r2
M2 → P
making the following diagram commute:
M r11 ×M r22 ϕ //
λ1,2 ((QQ
QQQ
QQQ
QQQ
Q P
∧
R
r1M1 ⊗R
∧
R
r2M2.
∃!ϕ˜
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2) We can generalize the Proposition 4.3.2, i.e., if M1, · · · ,Mn are R-module
schemes and r1, · · · , rn are positive integers, then there is a multilinear
morphism
λ1,··· ,n : M
r1
1 × · · · ×M rnn →
∧
R
r1
M1 ⊗R · · · ⊗R
∧
R
rn
Mn
alternating in each M rii such that the homomorphism
HomR(
∧
R
r1
M1 ⊗R · · · ⊗R
∧
R
rn
Mn, P )→ Alt(M r11 × · · · ×M rnn , P )
ϕ 7→ ϕ ◦ λ1,··· ,n
is an isomorphism.
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3) Let ϕi : Mi → M , i = 1, 2 be R-linear morphisms and r1, r2 two posi-
tive natural numbers. We have a morphism ϕr11 × ϕr22 : M r11 × M r22 →
M r1+r2 whose composition with λ : M r1+r2 → ∧
R
r1+r2M lies in the module
AltR(M r11 × M r22 ,
∧
R
r1+r2M). Using the isomorphism of Proposition 4.3.2
with P replaced by
∧
R
r1+r2M , we obtain an R-homomorphism
∧r1
ϕ1 ∧
∧r2
ϕ2 :
∧
R
r2
M1 ⊗R
∧
R
r2
M2 →
∧
R
r1+r2
M.
That is, we have the following commutative diagram:
M r11 ×M r22
λ1,2

ϕ
r1
1 ×ϕ
r2
2 //M r1+r2
λ
∧
R
r1M1 ⊗R
∧
R
r2M2 ∧r1ϕ1∧∧r2ϕ2 //_________
∧
R
r1+r2M.
If r1 (respectively r2) is equal to 1, we write ϕ1 ∧
∧r2ϕ2 instead of ∧1ϕ1 ∧∧r2ϕ2 (respectively ∧r1ϕ1 ∧ ϕ2 instead of ∧r1ϕ1 ∧∧1ϕ2).
4) Let P be an R-module scheme over S. The homomorphism
∧r1ϕ1 ∧∧r2ϕ2
induces an R-module homomorphism
HomR(
∧
R
r1+r2
M,P )→ HomR(
∧
R
r1
M1 ⊗R
∧
R
r2
M2, P )
that together with the isomorphisms of Proposition 4.3.2 and Definition
4.1.1 (iii) gives the following commutative diagram:
AltR(M r1+r2 , P )
λ∗ ∼=

// AltR(M r11 ×M r22 , P )
λ∗1,2∼=

HomR(
∧
R
r1+r2M,P ) // HomR(
∧
R
r1M1 ⊗R
∧
R
r2M2, P ).
Lemma 4.3.4. Let ϕi : Mi → M, i = 1, 2 be R-epimorphisms of R-module
schemes over S and r1, r2 two positive natural numbers. Then the morphism (cf.
Remark 4.3.3 3))∧r1
ϕ1 ∧
∧r2
ϕ2 :
∧
R
r1
M1 ⊗R
∧
R
r2
M2 →
∧
R
r1+r2
M
is an epimorphism. In particular, we have a canonical epimorphism∧
R
r1
M ⊗R
∧
R
r2
M 
∧
R
r1+r2
M.
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Proof. The morphism ϕr11 × ϕr22 : M r21 × M r22 → M r1+r2 is an epimorphism.
Therefore, for every R-module scheme P , the induced morphism
AltR(M r1+r2 , P )→ AltR(M r21 ×M r22 , P )
is injective.
Using the diagram of Remark 4.3.3 4), we conclude that the induced morphism
HomR(
∧
R
r1+r2
M,P )→ HomR(
∧
R
r1
M1 ⊗R
∧
R
r2
M2, P )
is injective for all R-module schemes P . This proves the first part of the state-
ment. The second part follows from the first part by replacing ϕi with the identity
morphism of M .
Notations. Let M ′,M ′′ be sub-R-module schemes of M and P and N R-module
schemes. By AltR(M ′r × M ′′s × P t, N) we mean the module of R-multilinear
morphisms that are alternating in M ′r,M ′′s and (M ′ ∩M ′′)r+s (as a submodule
scheme of M r+s)) and in P t. When we say that a multilinear morphism
M ′r ×M ′′s × P t → N
is alternating, we mean that it belongs to the module AltR(M ′r ×M ′′s × P t, N).
Likewise, we define the module
AltR(M r11 × · · · ×M rnn × P s11 × · · · × P smm , N)
with Mi sub-R-module schemes of M and Pj’s arbitrary R-module schemes.
Lemma 4.3.5. Let pi : M  M ′′ be an epimorphism and let ϕ : M ′′r → H
be an R-multilinear morphism such that the composition ϕ ◦ pir : M r → H is
alternating. Then ϕ is alternating as well.
Proof. The morphism pi induces a morphism ∆rpi : ∆rM → ∆rM ′′ between
diagonals and since the morphism pi is an epimorphism, the morphism ∆rpi is an
epimorphism too.
Similarly, we have an induced epimorphism between ∆rijM ⊂ M r and ∆rijM ′′ ⊂
M ′′r for all 1 ≤ i < j ≤ r, which we denote by ∆rijpi. In order to show that
ϕ is alternating, we must show that for any 1 ≤ i < j ≤ r the composition
∆rijM
′′ ↪→M ′′r ϕ−−→ N is trivial. But we have a commutative diagram
∆rijM
∆pi //
 _
ι

∆rijM
′′
 _
ι′′

M r
pir
//M ′′r ϕ // N.
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and since the composite ϕ ◦ pir is alternating, the composition ϕ ◦ pir ◦ ι is trivial,
and so is the composition ϕ ◦ ι′′ ◦ ∆pi. The morphism ∆pi is an epimorphism,
which implies that ϕ ◦ ι′′ is trivial.
Remark 4.3.6. Let M ′ be a sub-R-module scheme of M and pi : M  M ′′ an
epimorphism. It can be shown in the same fashion that if the composition of a
multilinear morphism M ′′r ×M s ×M ′t → N with the epimorphism
pir × IdM ′s× IdM ′t : M r ×M s ×M ′t →M ′′r ×M s ×M ′t
is alternating (in the sense of the Notations above), then this multilinear morph-
ism is also alternating.
Lemma 4.3.7. Let M1 · · · ,Mr be R-module schemes and ψ : M1×· · ·×Mr → N
an R-multilinear morphism. Assume that for some 1 ≤ i ≤ r we have an exact
sequence M ′i
ι−−→ Mi pi−−→ M ′′i → 0. If the restriction ψ|M1×···×M ′i×···×Mr is zero,
then there is a unique multilinear morphism
ψ′ : M1 × · · · ×M ′′i × · · · ×Mr → N
such that ψ = ψ′ ◦ (IdM1 × · · · × pi × · · · × IdMr) with pi at the ith place.
Proof. By functoriality of the isomorphism in Proposition 2.2.8 we have a com-
mutative diagram (we omit the superscript R to avoid heavy notations, and so the
homomorphisms and multilinear morphisms are all R-linear or R-multilinear):
Mult(M1 × · · · ×Mr, N) ∼= //
pi

Hom(M ′′i ,Mult(M1 × · · · × Mˇi × · · · ×Mr, N))
pi∗

Mult(M1 × · · · ×Mr, N)
ι

∼= // Hom(Mi,Mult(M1 × · · · × Mˇi × · · · ×Mr, N))
ι∗

Mult(M1 × · · · ×Mr, N) ∼= // Hom(M ′i ,Mult(M1 × · · · × Mˇi × · · · ×Mr, N))
where the indicated morphisms are the obvious ones and Mˇi means that this
factor is omitted. The right column is exact and pi∗ is injective, because the
sequence 0 → M ′i ι−−→ Mi pi−−→ M ′′i → 0 is exact and the functor HomR( , P ) is
left exact for any R-module scheme P . Therefore, the left column is exact too
and pi is injective. The morphism ψ is an element of MultR(M1 × · · · ×Mr, N)
which goes to zero under the morphism ι (restriction morphism). By exactness,
there is a unique multilinear morphism ψ′ ∈ MultR(M1×· · ·×M ′′i ×· · ·×Mr, N)
which is mapped to ψ under pi. This proves the lemma.
Lemma 4.3.8. Let M1
ι−−→ M2 pi−−→ M3 → 0 be an exact sequence of R-module
schemes over S and n a positive natural number. Then the sequence
0→ AltR(Mn3 , N)→ AltR(Mn2 , N)→ AltR(M1 ×Mn−12 , N)
is exact.
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Proof. Since pi : M2 →M3 is an epimorphism, the morphism pin : Mn2 →Mn3 is
also an epimorphism and so the induced morphism AltR(Mn3 , N)→ AltR(Mn2 , N)
is injective.
Let ϕ : Mn2 → N be an alternating morphism and assume that the restriction
ϕ|M1×Mn−12 is zero. We will show that there is a multilinear morphism ϕ′ : Mn3 →
N such that ϕ = ϕ′ ◦ pin. The result will then follow, since by Lemma 4.3.7, ϕ′
is also alternating, and it is thus inside the R-module AltR(Mn3 , N). This will
prove the exactness at the middle of the sequence (the fact that the composite
AltR(Mn3 , N)→ AltR(Mn2 , N)→ AltR(M1 ×Mn−12 , N)
is zero follows directly from the fact that the composition pi ◦ ι is zero) and the
proof will be achieved.
Note that since ϕ is alternating and the restriction ϕ|M1×Mn−12 is zero, the restric-
tions ϕ|M i2×M1×Mn−i−12 are zero for any 1 ≤ i ≤ n − 1. Set ϕ0 = ϕ. We show by
induction on 0 ≤ i ≤ n that there is a multilinear morphism ϕi : M i3×Mn−i2 → N
such that ϕ = ϕi ◦ (pii × IdMn−i2 ). This is clear for i = 0, so let i > 0 and assume
that we have ϕi−1 with the stated property. Consider the following commutative
diagram
M i−12 ×M1 ×Mn−i2
pi

  ρ //M i−12 ×M2 ×Mn−i2
pi

ϕ
''OO
OOO
OOO
OOO
OO
M i−13 ×M1 ×Mn−i2 
 ρ′ //M i−13 ×M2 ×Mn−i2
ϕi−1 // N
where pi = pii−1 × IdM1 × IdMn−i2 , pi = pii−1 × IdM2 × IdMn−i2 and ρ, ρ′ are the
inclusion morphisms. We know that 0 = ϕ ◦ ρ = ϕi−1 ◦ pi ◦ ρ, which implies
that ϕi−1 ◦ ρ′ ◦ pi = 0. The morphism pi is an epimorphism and so ϕi−1 ◦ ρ′, the
restriction of ϕi−1 to M i−13 ×M1×Mn−i2 , is zero. We can therefore apply Lemma
4.3.7 and obtain a multilinear morphism ϕi : M
i
3 ×Mn−i2 → N such that
ϕi = ϕi−1 ◦ (IdM i−13 ×pi × IdMn−i2 ).
We have thus ϕ = ϕi ◦ (pii × IdMn−i2 ).
Now put i = n, the statement says that there is a multilinear morphism ϕn :
Mn3 → N with ϕ = ϕn ◦ pin. This ϕn is the required ϕ′.
For the following lemma, which is in some sense the “linearized” version of the
previous one, we use notations introduced in Remark 4.3.3 3).
67
Lemma 4.3.9. Let M1
α−−→M2 β−−→M3 → 0 be an exact sequence of R-module
schemes and n a positive natural number. Then the sequence
M1 ⊗R
∧
R
n−1
M2
α∧∧n−1 IdM2−−−−−−−−−→∧
R
n
M2
∧n β−−−−→∧
R
n
M3 → 0
is exact.
Proof. The statement follows essentially from Lemma 4.3.8 and Proposition
4.3.2. Indeed, the exactness of this sequence is equivalent to the exactness of the
sequence obtained by applying the contravariant functor HomR(−, N) on it for
all R-module schemes N over S. So, let N be an arbitrary R-module scheme over
S and consider the following diagram:
0 // Hom(
∧
R
nM3, N)
∼= λ∗3

// Hom(
∧
R
nM2, N)
∼= λ∗2

// Hom(M1 ⊗R
∧
R
n−1M2, N)
∼= λ∗1,2

0 // AltR(Mn3 , N)
// AltR(Mn2 , N)
// AltR(M1 ×Mn−12 , N)
where the first two vertical morphisms, i.e., λ∗2, λ
∗
3 are given by the universal
property of the exterior powers and the last one by Proposition 4.3.2. The com-
mutativity of the first square follows from Remark 4.1.5 3) and that of the second
square from Remark 4.3.3 4). The second row is exact by Lemma 4.3.8. The ex-
actness of the first row follows immediately and this achieves the proof.
Theorem 4.3.10. Assume that 0 → M1 ι−−→ M2 pi−−→ M3 → 0 is a short exact
sequence of R-module schemes over S. Let n2 be a non-negative integer and write
n2 = n1 + n3 for non-negative integers n1 and n3. Consider the diagram
AltR(Mn22 , N)
ρ // AltR(Mn11 ×Mn32 , N)
AltR(Mn11 ×Mn33 , N)
?
pi∗
OO
where ρ is the restriction morphism.
(a) If
∧
R
n3+1M3 = 0, then ρ is injective.
(b) If
∧
R
n1+1M1 = 0, then ρ factors through pi
∗.
(c) If both conditions hold, then there is a natural epimorphism
ζ :
∧
R
n1
M1 ⊗R
∧
R
n3
M3 
∧
R
n2
M2.
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(d) If furthermore the sequence is split, then the epimorphism ζ is an isomorph-
ism.
Proof. If n2 = 0 then n1 = 0 = n3 and all statements are trivially true, so
assume n2 > 0. We prove each point of the proposition separately.
(a) Fix n2. We show by induction on n1, with 0 ≤ n1 ≤ n2, that the restriction
morphism gives an injective morphism
AltR(Mn22 , N) ↪→ AltR(Mn32 ,MultR(Mn11 , N)).
If n1 = 0 then n3 = n2, and ρ is the identity morphism, so there is nothing
to show. So assume that 0 < n1 ≤ n2 and that the statement is true
for n1 − 1 and n3 + 1 in place of n1 and n3. Then
∧
R
n3+1M3 = 0 implies∧
R
n3+2M3 = 0 by proposition 4.3.1; so by the induction hypothesis we have
an injection
AltR(Mn22 , N) ↪→ AltR(Mn3+12 ,MultR(Mn1−11 , N)).
Since by hypothesis we have
∧
R
n3+1M3 = 0 we can use Lemma 4.3.8 (note
that
∧
R
n3+1M3 = 0 implies that Alt
R(Mn3+13 , P ) = 0 for every R-module
scheme P ), and we have thus an injection
AltR(Mn3+12 ,Mult
R(Mn1−11 , N)) ↪→ AltR(Mn32 ×M1,MultR(Mn1−11 , N)).
The latter R-module is inside the R-module
AltR(Mn32 ,Hom
R(M1,Mult
R(Mn1−11 , N))).
By proposition 2.2.10, HomR(M1,Mult
R(Mn1−11 , N)) ∼= MultR(Mn11 , N).
Putting these together, we conclude that there is an injection
θ : AltR(Mn22 , N) ↪→ AltR(Mn32 ,MultR(Mn11 , N)).
Following through the above isomorphisms and inclusions, one verifies that
this injection is induced by the restriction morphism. Under the isomorph-
ism
MultR(Mn32 ,Mult
R(Mn11 , N))
∼= MultR(Mn32 ×Mn11 , N)
given by Proposition 2.2.8, the image of AltR(Mn22 , N) by θ lies inside the
submodule AltR(Mn32 ×Mn11 , N) of MultR(Mn32 ×Mn11 , N) and we can easily
see that the injection
AltR(Mn22 , N) ↪→ AltR(Mn32 ×Mn11 , N)
thus obtained is given by the restriction morphism.
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(b) Choose an alternating multilinear morphism ϕ : Mn22 → N and write ϕ0 for
the restriction ϕ|Mn11 ×Mn32 . For any 0 ≤ j ≤ n3 − 1 the restriction of ϕ0 to
the submodule scheme Mn11 ×M j2 ×M1×Mn3−j−12 belongs to the R-module
AltR(Mn11 ×M j2 ×M1 ×Mn3−j−12 , N)
which injects into
AltR(Mn1+11 ,Mult
R(Mn3−12 , N)).
The latter R-module is isomorphic to
HomR(
∧
R
n1+1
M1,Mult
R(Mn3−12 , N)),
which is zero by assumption. So, the restriction ϕ0|Mn11 ×Mj2×M1×Mn3−j−12 is
zero.
Now we show by induction on 0 ≤ i ≤ n3, that there exists a multilinear
morphism ϕi : M
i
3 ×Mn3−i2 ×Mn11 → N such that the composition
M i2 ×Mn3−i2 ×Mn11 pi−−→M i3 ×Mn3−i2 ×Mn11 ϕi−−→ N
is ϕ0, where pi = pi
i × Id
M
n3−i
2
× IdMn11 . If i = 0 then we have nothing to
show, so let i < n3 and assume that we have constructed ϕi with the de-
sired property and we construct ϕi+1. Consider the following commutative
diagram:
M i2 ×M1 ×Mn3−i−12 ×Mn11
pi

  ρ //M i2 ×Mn3−i2 ×Mn11
pi

ϕ0
''OO
OOO
OOO
OOO
OO
M i3 ×M1 ×Mn3−i−12 ×Mn11 
 ρ′ //M i3 ×Mn3−i2 ×Mn11
ϕi // N.
As we have said above, the restriction of ϕ0, ϕ0◦ρ, is zero. By the induction
hypothesis, we have ϕ0 = ϕi ◦ pi and therefore, 0 = ϕ0 ◦ ρ = ϕi ◦ pi ◦ ρ =
ϕi ◦ ρ′ ◦ pi. The morphism pi being an epimorphism, we conclude that the
restriction of ϕi, i.e., ϕi ◦ ρ′ is zero. This allows us to use Lemma 4.3.7 in
order to find a multilinear morphism
ϕi+1 : M
i+1
3 ×Mn3−i−12 ×Mn11 → N
such that
ϕi = ϕi+1 ◦ (IdM i3 ×pi × IdMn3−i−12 × IdMn11 ).
It follows at once that ϕ0 = ϕi+1 ◦ (pii+1 × IdMn2−i−22 × IdM1).
Put i = n3, then the statement says that there is a multilinear morphism
ϕn3 : M
n3
3 ×Mn11 → H such that ϕ0 = ϕn3 ◦ (pin3 × IdMn11 ). Since ϕ0 is
alternating, by Remark 4.3.6, ϕn3 is also alternating.
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(c) If both conditions hold, then by (a), ρ is injective and therefore the homo-
morphism AltR(Mn22 , H) → Alt(Mn11 ×Mn33 , H) defined in (b) is injective
as well. So we obtain
HomR(
∧
R
n2
M2, N) ∼= Alt(Mn22 , N) ↪→ AltR(Mn11 ×Mn33 , N)
4.3.2∼=
HomR(
∧
R
n1
M1 ⊗
∧
R
n3
M3, N)
which is natural, in other words we have a natural injection of functors
τ : HomR(
∧
R
n2
M2,−) ↪→ HomR(
∧
R
n1
M1 ⊗
∧
R
n3
M3,−).
It is a known fact that any natural transformation between such functors
is induced by a unique morphism
ζ :
∧
R
n1
M1 ⊗
∧
R
n3
M3 →
∧
R
n2
M2,
in fact, this morphism is the image of the identity morphism of
∧
R
n2M2
under this transformation. This means that for any R-module scheme N ,
τN : Hom
R(
∧
R
n2
M2, N)→ HomR(
∧
R
n1
M1 ⊗
∧
R
n3
M3, N)
sends a morphism f :
∧
R
n2M2 → N to the morphism f ◦ ζ. The injectivity
of τ implies that ζ is an epimorphism.
(d) Let s : M3 →M2 be a section of pi, i.e., pi ◦ s = IdM3 and r : M2 →M1 the
corresponding retraction of ι, that is, r ◦ ι = Id and that the short sequence
0→M3 s−−→M2 r−−→M1 → 0
is exact. Then we show that the morphism
µ : AltR(Mn22 , N)→ AltR(Mn11 ×Mn33 , N)
whose composition with pi∗ is ρ (given by (b)) is induced by the inclusion
j := ιn1 × sn3 : Mn11 ×Mn33 ↪→Mn22 .
Indeed, given a morphism f ∈ AltR(Mn22 , N), we have ρ(f) = pi∗(µ(f)), or
in other words, µ(f) ◦ (Idn1M1 ×pin3) = f ◦ (ιn1 × Idn3M2). Hence the following
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diagram is commutative
Mn11 ×Mn33 _
s˜

Id
##
 s
j &&LL
LLL
LLL
LL µ(f)
**VVVV
VVVV
VVVV
VVVV
VVVV
VVV
Mn11 ×Mn32
pi

  i //Mn22
f // N
Mn11 ×Mn33
µ(f)
44hhhhhhhhhhhhhhhhhhhhhhh
where s˜, pi and i are respectively the morphisms Idn1M1 ×sn3 , Idn1M1 ×pin3 and
the inclusion ιn1 × Idn3M2 . Consequently, µ(f) = f ◦ j. This shows that µ is
induced by j as we claimed.
Now define a morphism ω : Mn22 →Mn11 ×Mn33 as follows: for any k-algebra
A ω sends an element (g1, · · · , gn2) ∈M2(A)n2 to∑
σ
sgn(σ, τ)(r(gσ(1)), · · · , r(gσ(n1)), pi(gτ(1)), · · · , pi(gτ(n3)))
where the sum runs over all length n1 subsequences σ = (σ(1), · · · , σ(n1))
of (1, 2, · · · , n2) with complementary subsequences τ = (τ(1), · · · , τ(n3))
and sgn(σ, τ) is the signature of (σ, τ) as a permutation of n2 elements.
This morphism induces a homomorphism
ω∗ : AltR(Mn11 ×Mn33 , N)→ MultR(Mn22 , N)
and it is straightforward to see that in fact the image lies inside the sub-
module AltR(Mn22 , N). We also denote by ω
∗ the homomorphism
AltR(Mn11 ×Mn33 , H)→ AltR(Mn22 , N)
obtained by restricting the codomain of ω∗. Since the composites r ◦ s and
pi ◦ ι are trivial and r ◦ ι and pi ◦ s are the identity morphisms, we see that
the composition ω ◦ j is the identity morphism of Mn11 ×Mn33 . Therefore
the composite µ ◦ ω∗ is the identity homomorphism. Consequently, the
homomorphism µ : AltR(Mn22 , N)→ AltR(Mn11 ×Mn33 , N) is an epimorph-
ism. We know from (c) that it is a monomorphism, and hence it is an
isomorphism. We obtain thus
HomR(
∧
R
n2
M2, N) ∼= AltR(Mn22 , N)
∼=−−→
AltR(Mn11 ×Mn33 , N) ∼= HomR(
∧
R
n1
M1 ⊗
∧
R
n3
M3, N).
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As we know, this homomorphism is induced by the morphism
ζ :
∧
R
n1
M1 ⊗
∧
R
n3
M3 →
∧
R
n2
M2.
Since it is an isomorphism, the morphism ζ must be an isomorphism as
well.
Lemma 4.3.11. Let M be an R-module scheme over S and r ∈ R. Then for
every positive natural number n we have a commutative diagram
M ⊗R
∧
R
n−1M (r.)⊗RId //
Id∧∧n−1 Id

M ⊗R
∧
R
n−1M
Id∧∧n−1 Id
∧
R
nM
r.
//
∧
R
nM.
Proof. Remark 4.1.6 3) gives us the following commutative diagram:
M × · · · ×M (r.)×IdM ×···×IdM //
λ

M × · · · ×M
λ
∧
R
nM
r.
//
∧
R
nM
. (3.12)
Using Remark 4.3.3 1), we can split this diagram into two squares:
M × · · · ×M
λ1,2

(r.)×Idn−1M //M × · · · ×M
λ1,2

M ⊗R
∧
R
n−1M
Id∧∧n−1 Id

(r.)⊗RId //M ⊗R
∧
R
n−1M
Id∧∧n−1 Id
∧
R
nM
r.
//
∧
R
nM
with the top square commutative.
The commutativity of the bottom square follows from the commutativity of the
top diagram, diagram 3.12 and the universal property of the morphism
λ1,2 : M × · · · ×M →M ⊗R
∧
R
n−1
M
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given in Remark 4.3.3 1); more precisely, we have:
(Id∧
∧n−1
Id) ◦ ((r.)⊗R Id) ◦ λ1,2 = (Id∧
∧n−1
Id) ◦ λ1,2 ◦ (r.)× Idn−1 =
(r.) ◦ (Id∧
∧n−1
Id) ◦ λ1,2
and the universal property of λ1,2 implies that
(r.) ◦ (Id∧
∧n−1
Id) = (Id∧
∧n−1
Id) ◦ ((r.)⊗R Id).
The fact that the vertical arrows in the diagram of the lemma are epimorphisms
has been proved in Lemma 4.3.4.
Proposition 4.3.13. Let M be an R-module scheme over S, and Q the cokernel
of multiplication by an element r ∈ R, i.e., we have an exact sequence
M r.−−→ M p−−→ Q → 0. Then, for any positive natural number n the following
sequence is exact: ∧
R
n
M r.−−→
∧
R
n
M
∧np−−−−→∧
R
n
Q→ 0.
Proof. It follows from Remarks 4.1.6 and 4.3.3 that the composition
(Id∧∧n−1 Id) ◦ ((r.) ⊗R Id) as in previous lemma is equal to (r.) ∧∧n−1 Id. So,
the diagram of the previous lemma can be rewritten as:
M ⊗R
∧
R
n−1M (r.)∧
∧n−1 Id //
Id∧∧n−1 Id %% %%KKKKK
KKK
KK
∧
R
nM
∧
R
nM.
r.
=={{{{{{{{
(3.14)
Now, apply Lemma 4.3.9 to the exact sequence M r.−−→ M p−−→ Q → 0 in order
to obtain the following exact sequence:
M ⊗R
∧
R
n−1
M
(r.)∧∧n−1 IdM−−−−−−−−−−→∧
R
n
M
∧n p−−−−→∧
R
n
Q→ 0.
Using diagram 3.14, we can factorize the first morphism of the sequence, so that
the following diagram is commutative with exact row
M ⊗R
∧
R
n−1M (r.)∧
∧n−1 Id //
Id∧∧n−1 Id %% %%KKKKK
KKK
KK
∧
R
nM
∧np //∧
R
nQ // 0
∧
R
nM.
r.
=={{{{{{{{
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Since the morphism Id∧∧n−1 Id : M ⊗R∧
R
n−1M → ∧
R
nM is an epimorphism, we
conclude that the sequence∧
R
n
M r.−−→
∧
R
n
M
∧np−−−−→∧
R
n
Q→ 0.
is exact as well, and the proof is achieved.
4.4 Dieudonne´ modules
We are going to study the covariant Dieudonne´ modules of tensor products and
exterior powers of R-module schemes over perfect fields of characteristic p > 2
and let k denote such a field for the rest of this section.
Definition 4.4.1. Let R be a ring and P an R-module endowed with four set-
theoretic maps F, V : P → P and ϕ, υ : ∧
R
jP → ∧
R
jP . Denote by λ the alternat-
ing morphism λ : P × · · · × P → ∧
R
jP which sends (x1, · · · , xj) to x1 ∧ · · · ∧ xj.
(i) The following diagram is called the F -diagram associated to ϕ
P × P × · · · × P λ //
∧
R
jP
ϕ

P × P × · · · × P
F×Id×···×Id

Id×V×···×V
OO
P × P × · · · × P
λ
//
∧
R
jP.
(ii) The following diagram is called the V -diagram associated to υ
P × P × · · · × P
V×···×V

λ //
∧
R
jP
υ

P × P × · · · × P
λ
//
∧
R
jP.
Definition 4.4.2. Let n be a positive natural number.
(i) Let M1, · · · ,Mn be left Ek ⊗Z R-modules. Consider the tensor product
Ek ⊗W M1 ⊗W⊗ZR · · · ⊗W⊗ZRMn
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which uses the action W on Ek by right multiplication. This is a left
Ek ⊗ZR-module with respect to left multiplication of Ek on the first factor
and the action of R on the other factors. Define T (M1 × · · · ×Mn) to be
its quotient by the Ek-submodule generated by the elements
V ⊗m1 ⊗ · · · ⊗mn − 1⊗ V m1 ⊗ · · · ⊗ V mn,
F ⊗m1 ⊗ V m2 ⊗ · · · ⊗ V mn − 1⊗ Fm1 ⊗m2 ⊗ · · · ⊗mn,
...
F ⊗ V m1 ⊗ V m2 ⊗ · · · ⊗ V mn−1 ⊗mn − 1⊗m1 ⊗m2 ⊗ · · · ⊗mn−1 ⊗ Fmn
for all mi ∈Mi
(ii) Let M1, · · · ,Mn be profinite topological left Ek ⊗Z R-modules. Then each
Mi is the inverse limit of all its finite quotients M
′′
i by open Ek ⊗Z R-
submodules. Define Tˆ (M1 × · · · ×Mn) to be the inverse limit of all finite
Ek ⊗Z R-module quotients of T (M ′′1 × · · · ×M ′′n) for all M ′′i , which is again
profinite topological left Ek ⊗Z R-module.
(iii) Let M be a left Ek ⊗Z R-module. Define Tsym(Mn) to be the quotient of
T (Mn) by the Ek ⊗Z R-submodule generated by the elements:
[1⊗m1 ⊗ · · · ⊗mn]− [1⊗m%(1) ⊗ · · · ⊗m%(n)]
for all mi ∈M and all permutations % ∈ Sn.
Similarly, define Tantisym(M
n) to be the quotient of T (Mn) by the Ek⊗ZR-
submodule generated by the elements:
[1⊗m1 ⊗ · · · ⊗mn]− sgn(%) · [1⊗m%(1) ⊗ · · · ⊗m%(n)].
Finally, define Tweakalt(M
n) to be the quotient of Tantisym(M
n) by the Ek⊗Z
R-submodule generated by the elements [1⊗m1⊗· · ·⊗mn] for all mi ∈M
of which at least two coincide and lie in the the submodule VM .
(iv) Let M be a profinite topological left Ek ⊗Z R-module. For any ∗ ∈ {sym,
antisym, weakalt}, define Tˆ∗(Mn) to be the inverse limit of finite Ek ⊗Z R-
module quotients of T∗(M ′′n) for all finite quotients M ′′ of M .
Remark 4.4.3. Let R be a ring and M1, . . . ,Mj,M be Ek ⊗Z R-modules which
are of finite length as a W ⊗Z R-module.
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1) There is a canonical morphism
τ : M1×· · ·×Mj → T (M1×· · ·×Mj), (m1, . . . ,mj) 7→ [1⊗m1⊗· · ·⊗mj].
This morphism belongs to theR-module LR(M1×· · ·×Mj, T (M1×· · ·×Mj))
and has the following universal property:
for every Ek ⊗Z R-module N , the homomorphism
τ ∗ : Hom(T (M1 × · · · ×Mj), N)→ LR(M1 × · · · ×Mj, N)
induced by τ is an isomorphism.
2) Similarly, there is a canonical morphism
λ : M j → Tweakalt(M j), (m1, . . . ,mj) 7→ [1⊗m1 ⊗ · · · ⊗mj].
This morphism belongs to the R-module LRalt(M
j, Tweakalt(M
j)) and has the
following universal property:
for every Ek ⊗Z R-module N , the homomorphism
λ∗ : Hom(Tweakalt(M j), N)→ LRalt(M j, N)
induced by λ is an isomorphism.
3) Finally, there exists a universal morphism σ : M j → Tsym(M j) inside the
R-module LRsym(M
j, Tsym(M
j)).
Lemma 4.4.4. Let R be a ring and P an Ek ⊗Z R-module which is of finite
length as a W ⊗Z R-module. Assume further that we have two commuting maps
ϕ :
j∧
W⊗ZR
P →
j∧
W⊗ZR
P and respectively υ :
j∧
W⊗ZR
P →
j∧
W⊗ZR
P which are σ
−1 ⊗ Id-
linear and respectively σ⊗ Id-linear and make the F -diagram associated to ϕ and
respectively the V -diagram associated to υ commute. Then there is a natural
structure of Ek-module on
j∧
W⊗ZR
P , where F and V act through ϕ and υ and we
have a canonical Ek ⊗Z R-linear isomorphism
Tˆweakalt(P
j) ∼=
j∧
W⊗ZR
P.
Proof. We first show that ϕ ◦ υ = p. Indeed, we have for all d1, · · · , dj ∈ P
ϕ◦υ(d1∧· · ·∧dj) = ϕ(V d1∧· · ·∧V dj) = FV d1∧d2∧· · ·∧dj = pd1∧d2∧· · ·∧dj
where the first equality follows from the V -diagram and the second equality from
the F -diagram. As υ ◦ ϕ = ϕ ◦ υ, we have υ ◦ ϕ = ϕ ◦ υ = p. Now, since p is
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different from 2, the antisymmetry condition in the construction of Tantisym(P
j)
(cf. Definition 4.4.2 (iii) ) means that Tweakalt(P
j) ∼= Tantisym(P j) and that this
module is the quotient of Ek ⊗W
j∧
W⊗ZR
P by the submodule generated by the
relations:
(ρ1) V ⊗m1 ∧ · · · ∧mj − 1⊗ V m1 ∧ · · · ∧ V mj,
(ρ2) F ⊗m1 ∧ V m2 ∧ · · · ∧ V mj − 1⊗ Fm1 ∧m2 ∧ · · · ∧mj
(note that the other relations follow from these two). Now, define a morphism
θ : Ek ⊗W
j∧
W⊗ZR
P →
j∧
W⊗ZR
P
by
F i ⊗ x 7→ ϕi(x) and V i ⊗ x 7→ υi(x).
Since υ ◦ϕ = ϕ ◦ υ = p, this morphism is a well defined Ek-linear morphism. We
claim that this morphism factors through the quotient Tantisym(P
j). i.e., it is zero
on the relations ρ1 and ρ2.
• (ρ1): We have θ(V ⊗m1 ∧ · · · ∧mj − 1⊗ V m1 ∧ · · · ∧ V mj) =
υ(m1 ∧ · · · ∧mj)− V m1 ∧ · · · ∧ V mj = 0
by the V -diagram.
• (ρ1): We have θ(F ⊗m1 ∧ V m2 ∧ · · · ∧ V mj − 1⊗ Fm1 ∧m2 ∧ · · · ∧mj) =
ϕ(m1 ∧ V m2 ∧ · · · ∧ V mj)− Fm1 ∧m2 ∧ · · · ∧mj = 0
by the F -diagram.
It is straightforward to see that the morphism ϑ :
j∧
W⊗ZR
P → Tantisym(P j) sending
an element x to [1 ⊗ x] is an inverse of θ¯ : Tantisym(P j) →
j∧
W⊗ZR
P induced by θ.
Therefore,
Tantisym(P
j) ∼=
j∧
W⊗ZR
P.
The latter being a finite length module over W ⊗Z R, we deduce that
Tˆweakalt(P
j) ∼= Tweakalt(P j) ∼= Tantisym(P j) ∼=
j∧
W⊗ZR
P
and the proof is achieved.
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Lemma 4.4.5. Let R be a ring and P,Q two Ek ⊗Z R-modules which are of
finite length as W ⊗Z R-modules. Assume further that the multiplication by V
on P is an isomorphism. Then there exists a natural structure of Ek-module on
P ⊗W⊗ZR Q, where F acts as V −1 ⊗ F and V acts as V ⊗ V . Furthermore, we
have a canonical Ek ⊗Z R-linear isomorphism
Tˆ (P ×Q) ∼= P ⊗W⊗ZR Q.
Proof. The compositions (V −1 ⊗ F ) ◦ (V ⊗ V ) and (V ⊗ V ) ◦ (V −1 ⊗ F ) are
equal to multiplication by p and so there is a natural structure of Ek-module on
the tensor product P ⊗W⊗ZR Q. It remains to show the stated isomorphism.
Since the modules P and Q are of finite length over W ⊗Z R, we have
Tˆ (P ×Q) ∼= T (P ×Q).
We define morphisms
θ : T (P ×Q)→ P ⊗W⊗ZR Q
and
η : P ⊗W⊗ZR Q→ T (P ×Q)
as follows: θ([1⊗ x⊗ y]) = x⊗ y, θ([F i ⊗ x⊗ y]) = V −i(x)⊗ F i(y) and θ([V i ⊗
x ⊗ y]) = V i(x) ⊗ V i(y). And for η, we set η(x ⊗ y) = [1 ⊗ x ⊗ y], where by
elements in brackets, we mean their class in the quotient T (P × Q). It is now
straightforward to check that θ is well-defined, and these morphism are inverse
to each other.
The following proposition is a direct generalization of the theorem 5.6.2 in [Pink]
and its proof is the same as the proof of theorem 5.6.2 in [Pink] with the slight
and easy modifications due to R-linearity and R-multilinearity, and therefore we
omit the proof of the proposition. Note however that we should assume p 6= 2 in
the proposition, which is not the case in theorem 5.6.2 in [Pink].
Proposition 4.4.6. Let G1, G2 and G be pro-p R-module schemes over k, then
the tensor product G1 ⊗R G2, the symmetric power S
R
jG and the exterior power∧
R
jG exist and are again pro-p R-module schemes over k, and there are natural
isomorphisms
• D∗(G1 ⊗R G2) ∼= Tˆ (D∗(G1)×D∗(G2)),
• D∗(S
R
jG) ∼= Tˆsym(D∗(G)j),
• D∗(
∧
R
jG) ∼= Tˆweakalt(D∗(G)j).
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Remark 4.4.7. Let M be a finite p-torsion R-module scheme over k. According
to Remark 3.0.22, we have an isomorphism
LRalt(D∗(M)
j, D∗(
∧
R
j
M)) ∼= AltR(M j,
∧
R
j
M). (4.8)
We also explained in Remark 4.4.7 that the universal morphism λ : D∗(M)j →
Tweakalt(D∗(M)j) induces an isomorphism
HomR(Tweakalt(D∗(M)j), D∗(
∧
R
j
M))→ LRalt(D∗(M)j, D∗(
∧
R
j
M)). (4.9)
It follows that the isomorphism Tweakalt(D∗(M)j) ∼= D∗(
∧
R
jM) given in the pre-
vious proposition is mapped to the universal alternating morphism M j → ∧
R
jM ,
under the composition of the two isomorphism (4.8) and (4.9). In other words,
using the isomorphism Tweakalt(D∗(M)j) ∼= D∗(
∧
R
jM) we obtain an isomorphism
LRalt(D∗(M)
j, Tweakalt(D∗(M)j)) ∼= AltR(M j,
∧
R
j
M)
and under this isomorphism, the universal elements correspond to each other.
Lemma 4.4.10. Let R be a ring and G a finite R-module scheme over k of order
a power of p. Assume that there are commuting morphisms ϕ :
j∧
W⊗ZR
D∗(G) →
j∧
W⊗ZR
D∗(G) respectively υ :
j∧
W⊗ZR
D∗(G)→
j∧
W⊗ZR
D∗(G) which are σ
−1⊗ Id respec-
tively σ ⊗ Id-linear and make the F -diagram associated to ϕ and the V -diagram
associated to υ commute. Then
j∧
W⊗ZR
D∗(G) is the covariant Dieudonne´ module
of
∧
R
jG with F and V acting respectively through ϕ and υ respectively.
Proof. The existence of
∧
R
jG is guaranteed by Proposition 4.4.6. So, assume
the existence of ϕ and υ. We know that the Dieudonne´ module of G, D∗(G), is a
finite length W -module, and therefore
j∧
W⊗ZR
D∗(G) is a finite length module over
W ⊗Z R. Now, according to Lemma 4.4.4, We have
j∧
W⊗ZR
D∗(G) ∼= Tˆweakalt(D∗(G)j)
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which is isomorphic to D∗(
∧
R
jG) by Proposition 4.4.6 and therefore, we have
j∧
W⊗ZR
D∗(G) ∼= D∗(
∧
R
j
G)
and the proof is achieved.
Remark 4.4.11. It follows from this lemma that the universal morphism
D∗(G)j → D∗(
∧
R
j
G) ∼=
∧
R
j
D∗(G)
(cf. Remarks 4.4.3 and 4.4.7) is the “natural” one, i.e., the one sending (x1, . . . , xj)
to x1 ∧ · · · ∧ xj.
Lemma 4.4.12. Let R be a ring and G1, G2 finite R-module schemes over k, of
order a power of p with G1 e´tale. Then the tensor product G1 ⊗G2 exist and its
Dieudonne´ module, D∗(G1⊗G2), is canonically isomorphic to the tensor product
D∗(G1)⊗W⊗ZR D∗(G2), of Dieudonne´ modules of G1 and G2.
Proof. The existence of the tensor product follows at once from the first part
of Proposition 4.4.6 (about the existence of tensor product).
In order to show the isomorphism, notice that the Dieudonne´ modules of G1
and G2 are of finite length over the ring W ⊗Z R and since G1 is e´tale, its
Verschiebung morphism is an isomorphism. We can now apply Lemma 4.4.5 to
obtain a canonical isomorphism
Tˆ (D∗(G1)×D∗(G2)) ∼= D∗(G1)⊗W⊗ZR D∗(G2)
which together with the first isomorphism of Proposition 4.4.6, gives the desired
result.
Remark 4.4.13. If the ring R in the previous two lemmas is an S-algebra, where
S is a subring of the ring of Witt vectors W , and if the actions of R on G1, G2 and
G are S-linear, then the statements of these lemmas remain true, if we replace Z
by S. This is so for example if the ring R is our discrete valuation ring O and S
is the ring of p-adic integers Zp. We will mainly use this version of these lemmas
in the sequel.
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Chapter 5
Multilinear Theory of pi-Divisible
Modules
In this chapter, O denotes a complete discrete valuation ring with a fixed uni-
formizing parameter pi and finite residue field Fq (q = pf ). We denote by K the
fraction field of O. If O has mixed characteristic, then it is a finite extension of
Zp of degree ef where e is the ramification index of the extension K/Qp and f is
its residue degree and in this case, we have p = u · pie, with u a unit of O. In the
equal characteristic case, O is isomorphic to FqJpiK, the formal power series in pi.
5.1 First definitions
In this section, we would like to generalize the notion of a p-divisible group. Let
us fix some notations.
Definition 5.1.1. Let S be a scheme and M an fppf sheaf of O-modules over
S. We call M a pi-Barsotti-Tate group or pi-divisible O-module scheme over S if
the following conditions are satisfied:
(i) M is pi-divisible, i.e., the homomorphism pi :M→M is an epimorphism.
(ii) M is pi-torsion, i.e., the canonical homomorphism lim−→
n
M[pin] → M is an
isomorphism.
(iii) M[pi] is representable by a finite locally free O-module scheme over S.
The rank of M[pi] is of the form qh, where h : S → Q≥0 is a locally constant
function, called the height ofM. If the ring O is clear from the context, we may
callM simply a pi-divisible module. We denote byMi the kernel of multiplication
by pii.
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Remark 5.1.2.
1) Using the first property and induction on j, we can show that for every
j ∈ N we have an exact sequence:
0→M1 inclusion−−−−−−→Mj+1 pi.−−→Mj → 0.
2) It follows from this exact sequence that Mj is finite locally free (flat) O-
module scheme over S and has rank (order) equal to qjh.
3) Now, it can be shown easily that for every i, j ∈ N, we have an exact
sequence
0→Mi inclusion−−−−−−→Mj+i pi
i.−−−→Mj → 0.
The following remark gives another definition of pi-divisible modules:
Remark 5.1.3. Assume that we have a diagram
M1 ι1−−→M2 ι2−−→M3 → · · ·
where theMi are finite locally free O-module schemes over S with the following
properties:
• the order of Mj is equal to qjh, with h a fixed locally constant map S →
Q≥0,
• the sequences 0→Mj ιj−−→Mj+1 pi
j−−−→Mj+1 are exact.
Then, the limit lim−→ (Mn, ιn) is a pi-divisible O-module scheme over S, of height
h and Ker(pij·) ∼=Mj for every j > 0.
Remark 5.1.4. Let A be a Henselian local ring and M a pi-divisible formal
O-module over A. The same arguments as in Remark 2.1.3 7) show that the
connected-e´tale sequence of M, as a formal group scheme over A,
0→M0 →M→Me´t → 0
is in fact a sequence of formal O-module schemes over A. Using the functoriality
of this sequence, the multiplicativity of the order of finite flat group schemes
with respect to exact sequences and what we know about the orders ofMn (with
notations as in Definition 5.1.1), one can show that connected and e´tale factors of
M are pi-divisible O-module schemes over A as well and that the connected-e´tale
sequence ofM is the direct limit (over n > 0) of the connected-e´tale sequence of
Mn and in particular we have
• (M0)n = (Mn)0 and
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• (Me´t)n = (Mn)e´t.
Proposition 5.1.5. Let M be an e´tale pi-divisible O-module scheme over a base
scheme S. Then there exists a finite e´tale cover T → S such that MT is the
constant pi-divisible module with Mn,T ∼= (O/pin)h, where h is the height of M.
If S is connected, we can take a connected finite e´tale cover T .
Proof. We can assume that the base scheme is connected, since otherwise, M is
a disjoint union of pi-divisible O-module schemes over each connected component
of S and having the result for each of them, provides a finite e´tale cover of S
satisfying the required property. By “e´tale dictionary”, the category of finite
O-module schemes is equivalent to the category of finite O-modules with a con-
tinuous action of the e´tale fundamental group, pie´t1 (S, s¯), at a (fixed) geometric
point, s¯, of S. It means that for any given finite O-module scheme M , there
exists a connected finite e´tale cover S ′ of S such that the action of the e´tale
fundamental group at a geometric point of S ′ (mapping to s¯) on MS′ is trivial.
In other words, MS′ is a constant O-module scheme.
Let T → S be a finite connected e´tale cover such that M1,T is a constant O-
module scheme. Fix geometric points s¯ of S and t¯ of T , with t¯ mapping to s¯.
We want to show, by induction on n ≥ 1, that Mn,T is the constant O-module
scheme (O/pin)h. If n = 1, the we know thatM1 is a constant O-module scheme
corresponding to a O-module M with qh elements and annihilated by pi. By
the structure theorem of finitely generated modules over principal ideal domains,
there is only one possibility for such an O-module, namely, (O/pi)h. Consider the
short exact sequence
0→M1,T →Mn+1,T pi−−→Mn,T → 0.
This gives rise to a short exact sequence
0→M1(t¯)→Mn+1(t¯) pi−−→Mn(t¯)→ 0
of O-modules with continuous pie´t1 (T, t¯)-action. Since the action of pie´t1 (T, t¯) on
two terms (the left and the right terms) of this sequence is trivial, it acts trivially
on the third (one can use the long exact sequence of group cohomology to deduce
this fact), and therefore, Mn+1,T is also a constant O-module scheme. We know
that M1(t¯) ∼= (O/pi)h and Mn(t¯) ∼= (O/pin)h, and that Mn+1(t¯) is a finite O-
module annihilated by pin+1 and of order q(n+1)h. The only O-module that fits to
the above exact sequence and has these properties is (O/pin+1)h. This achieves
the proof.
Remark 5.1.6. In the mixed characteristic case, any pi-divisible module of height
h is canonically a p-divisible group of height efh. Indeed, letM be a pi-divisible
module. As p = u · pie, with u a unit in O, the morphism pn. : M → M
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(multiplication by pn) is equal to the composition M un−−−→M pine−−−→M and so
with the notation of Definition 5.1.1, Mne = Ker(p·) =:M′n for all n ≥ 1. Now:
• pi : M →M is an epimorphism if and only if p = u · pie : M →M is an
epimorphism (multiplication by u is an isomorphism).
• the subset {ne | n > 0} of N is cofinal, so we have
M =
⋃
n
Mn =
⋃
n
Mne =
⋃
n
M′n
• according to Remark 5.1.2 2), M′1 = Ker(p·) =Me is finite and the order
of M′1 is qeh = pefh.
Hence, M is a p-divisible group of height efh.
If the base scheme is the spectrum of a field, then the converse is also true, in other
words, every p-divisible group with an O-action is canonically a pi-divisible O-
module scheme. By what we have said above, the first two conditions of Definition
5.1.1 are satisfied. Since the kernel of multiplication by pi is a subgroup of the
kernel of multiplication by p, and we are over a field, the third condition is also
satisfied.
Definition 5.1.7. LetM be a pi divisibleO-module scheme over S and denote by
M∗n the Cartier dual ofMn, i.e., we haveM∗n = HomS(Mn,Gm). The inductive
system
M∗1 →M∗2 →M∗3 → . . .
induced by the homomorphisms Mi+1 → Mi (cf. Remark 5.1.2), is called the
dual pi-divisible O-module scheme of M.
Remark 5.1.8. By functoriality of Cartier duality, the action of O on Mn in-
duces an action on M∗n. The exacts sequences
0→Mn →Mn+m →Mm → 0
are then transformed to the exact sequences
0→M∗n →M∗n+m →M∗m → 0.
Since the order of M∗n over S is equal to the order ofMn, which is equal to pnh,
it follows from Remark 5.1.3 that the dual of a pi-divisible O-module scheme is
again a pi-divisible O-module scheme of the same height.
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5.2 Some properties
Lemma 5.2.1. Let R be an integral domain over a field k which is infinite di-
mensional as k-vector space and let M be a finite free R-module. Assume that
we have a ring automorphism σ : R → R which restricts to a ring automorph-
ism of k, i.e., σ(k) = k and we have a σ-linear morphism ϕ : M → M , i.e.,
ϕ(rm) = σ(r)ϕ(m) for all r ∈ R and m ∈ M . If the dimension (as k-vector
space) of the cokernel of ϕ is finite, then ϕ is injective.
Proof. Take an R-basis of M , say m1, · · · ,mn. For every i = 1, · · · , n write
ϕ(mi) =
∑n
j=1 rjimj with rji ∈ R. Take an element m ∈ M and write it as∑n
i=1 ximi. We have
ϕ(m) = ϕ(
n∑
i=1
ximi) =
n∑
i=1
ϕ(ximi) =
n∑
i=1
σ(xi)ϕ(mi) =
n∑
i=1
σ(xi)
n∑
j=1
rjimj =
n∑
j=1
(
n∑
i=1
rjiσ(xi))mj.
It follows that ϕ is the following composition of morphisms:
M
∼=→ Rn σn→ Rn ρ→ Rn ∼=→M
where the first and last morphisms are the R-linear isomorphisms given by the
choice of the basis {m1, · · · ,mn} and ρ is the R-linear morphism given by the
matrix (rji). The morphism σ
n : Rn → Rn is a σ-linear isomorphism. It follows
from these observations that ϕ is injective if and only if ρ is injective and that
the cokernel of ϕ is isomorphic (as R-module) to the cokernel of ρ. So, we have
reduced the problem to the case, where ϕ is an R-linear morphism and not only
σ-linear. So, we assume that ϕ : M →M is an R-linear morphism.
We claim that cokernel of ϕ is a torsion R-module. Indeed, take a non-zero el-
ement m ∈ Coker(ϕ) and an infinite set of k-linearly independent elements of
R, say {r1, r2, · · · }. Since dimk(Coker(ϕ)) < ∞ we have that
∑n
i=1 xi(rim) = 0
for some n ∈ N and a subset {x1, x2, · · · , xn} 6= {0} of k. Since ri are linearly
independent, the sum r :=
∑n
i=1 xiri is not zero but rm = 0, which shows that
m is a torsion element. This proves the claim.
Let us denote the fraction field of R by Q. Cokernel of ϕ being a torsion R-
module implies that the tensor product Coker(ϕ) ⊗R Q is zero. It follows that
ϕ ⊗ Id : M ⊗R Q → M ⊗R Q is surjective. The Q-vector space M ⊗R Q has
finite dimension, which implies that the morphism ϕ ⊗ Id is injective too. By
flatness of Q over R, we have Ker(ϕ) ⊗R Q = Ker(ϕ ⊗ Id) = 0. Since M is
a torsion-free R-module, its submodule Ker(ϕ) is also torsion-free and therefore
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embeds in Ker(ϕ) ⊗R Q which is a trivial module. Hence Ker(ϕ) = 0 and ϕ is
injective.
Lemma 5.2.2. Let O = FqJpiK and M be a pi-divisible O-module scheme over a
perfect field k containing Fq. Then the contravariant Dieudonne´ module of M,
D(M), is a finite free module over O ⊗Fq k ∼= kJpiK.
Proof. Let us write M = ⋃Mn where Mn are kernels of pin and write D
(respectively Dn) for D(M) (respectively D(Mn)). Then D = lim←− Dn. The
Dieudonne´ module Dn is finite over W (k), the ring of Witt vectors on k, but
p · M = 0, which implies that p ·D = 0 and thus Dn is finite over W (k)/p = k.
Let d1, · · · , dr be elements in D whose images in D1 is a basis over k and define
a morphism kJpiKr → D by sending basis elements to di. This morphism induces
morphisms (kJpiK/(pin))r → D/pinD ∼= Dn which are surjective (since modulo
pi they are surjective) an so, being an inverse limit of surjective morphisms,
kJpiKr → D is surjective. This implies that D is a finite module over kJpiK. The
action of pi on M is surjective and therefore its action on D is injective. It
follows that D is a torsion-free kJpiK-module and hence is free over it, since kJpiK
is a principal ideal domain.
Theorem 5.2.3. Finite dimensional pi-divisible O-module schemes are formally
smooth.
Proof. Note that we may assume that the base scheme is an algebraically closed
field k.
Let M be a pi-divisible O-module scheme over k. If k is has characteristic dif-
ferent from p, then M is e´tale and so it is smooth. So, we can assume that the
characteristic of k is p. Since k is perfect, M splits into the e´tale and connected
factors and so,M is smooth if and only if both the e´tale and connected parts are
smooth. The e´tale factor is smooth and so we may assume thatM is connected.
As for connected formal schemes, being smooth is equivalent to the Frobenius
morphism being an epimorphism, we will show that the Frobenius morphism is
an epimorphism.
In the mixed characteristic case, by Remark 5.1.6, every pi-divisible module
is p-divisible. Since the multiplication by p factors through Frobenius, i.e.,
p = FM ◦ VM, and multiplication by p is an epimorphism, we see that FM is
an epimorphism too.
Now, assume that O has characteristic p and so O = FqJpiK. By Lemma 5.2.2,
the contravariant Dieudonne´ module of M, D := D(M) is a finite free kJpiK-
module. Denote by σ : k → k the Frobenius morphism of k, i.e., σ(x) = xp for all
x ∈ k. It has a natural extension to kJpiK by sending pi to itself, and also denote
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this extension by σ. Since the action of pi on M is a morphism of formal group
schemes, it commutes with the Frobenius ofM and thus the Frobenius morphism
of D is σ-linear morphism. The dimension of the tangent space of M is equal
to the dimension of M and the tangent space of M is isomorphic to the dual of
the cokernel of the Frobenius of D. This shows that the cokernel of D has finite
dimension over k. It follows from Lemma 5.2.1 that Frobenius of D is injective
and therefore the Frobenius of M is an epimorphism. Hence the smoothness of
M.
Remark 5.2.4. What we have shown in the last Theorem is that the Frobe-
nius morphism of the contravariant Dieudonne´ module of a pi-divisible O-module
scheme is injective. We will see in the next lemma that similarly, the Verschiebung
of the covariant Dieudonne´ module of a pi-divisible O-module scheme is injective
as well.
Lemma 5.2.5. Let M be a finite dimensional pi-divisible O-module scheme over
a perfect field of characteristic p, then the Verschiebung morphism of the covariant
Dieudonne´ module of M is injective.
Proof. Let D and respectively Di (for any natural number i) denote the covari-
ant Dieudonne´ module ofM and respectively ofMi, the kernel of pii :M→M.
Let us also denote by Ki the kernel of the Verschiebung of Di. We know that
Ki ∼= Lie(Mi), and so dimkKi ≤ dimk Lie(M) < ∞. Since the inclusion
η : Di ↪→ Di+j (j a natural number) is compatible with the Verschiebungen, it in-
duces a morphism between kernels of V , which we denote also by η : Ki ↪→ Ki+j.
Similarly, the epimorphism ζ : Di+j  Di induces the morphism ζ : Ki+j → Ki,
and as we have seen before, the composition Ki+j
ζ→ Ki η↪→ Ki+j is the multi-
plication by pij (we have seen it for the composition of the morphisms between
Dieudonne´ modules, but as Ki is a submodule of Di, this is also true for the
morphisms between these kernels).
Now, since the dimension of Ki is bounded above, and we have inclusions Ki ↪→
Ki+1, there exists a natural number n0, such that for all i ≥ n0, we have
dimkKi = dimkKn0 and so η : Ki ↪→ Ki+j is an isomorphism for any natu-
ral number j and any i ≥ n0. We claim that the morphisms ζ : Ki+n0 → Ki
are zero for all i ≥ 1. Indeed, the composition Ki+n0 → Ki ↪→ Ki+n0 is the
multiplication by pin0 , and so, composed with the inclusion Kn0 ↪→ Ki+n0 is zero
(note that Kn0 ⊂ Dn0 and Dn0 is killed by pin0), which implies that the compo-
sition Kn0 ↪→ Ki+n0 → Ki is zero (Ki ↪→ Ki+n0 is injective). But, the morphism
Kn0 ↪→ Ki+n0 is actually an isomorphism by the choice of n0, and therefore the
morphism Ki+n0 → Ki is zero and the claim is proved.
For every natural number i, we have an exact sequence 0 → Ki → Di V→ Di.
Taking the inverse limit over i with the transition morphisms ζ, and recalling that
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D is the inverse limit of Di, we obtain the exact sequence 0→ lim←− Ki → D
V→ D
(note that the inverse limit is a left exact functor). But, since for every i ≥ 1, the
transition morphism Ki+n0 → Ki is zero, it follows that the inverse limit lim←− Ki
is trivial, and hence V : D → D is injective.
Theorem 5.2.6. Let S be a scheme and M a pi-divisible O-module scheme over
S. Then the height h(M) : S → Q≥0 takes integer values.
Proof. Since the height is invariant under base change, we may assume that S is
the spectrum of an algebraically closed field k. The order of finite group schemes
is multiplicative with respect to exact sequences and it follows from Remark 5.1.4
that the height of M is the sum of the heights of its connected and e´tale parts.
So, we prove the statement for e´tale and connected pi-divisible O-modules.
Assume that M is e´tale. Then by Remark 5.1.4, M1 is also e´tale, and since k
is separably closed, M1 is a constant group scheme, and so, the order of M1
is equal to the order of the group M1(k), which is a module over O/pi = Fq.
The height ofM is by definition equal to logq |M1| = logq |M1(k)|. But being a
vector space over the field Fq, the order of M1(k) is a power of q and therefore
the height of M is a natural number.
Now, assume that M is connected and so k has characteristic p. By Theorem
5.2.3, M is smooth and therefore it is a commutative formal Lie group. Again,
we consider the problem in mixed and equal characteristic cases separately. If O
has characteristic zero, then by Remark 5.1.6,M is a p-divisible group of height
efh(M). Note that for p-divisible groups, the height is always a natural number,
which follows from its definition (the residue degree is 1), i.e., efh(M) ∈ N. From
Theorem 1 of [Wat74], we know that the height of M, regarded as a p-divisible
group, is divisible by the degree of the extension K/Qp, which is ef . Therefore,
h(M) is a natural number.
Now, assume that O has characteristic p and therefore is isomorphic to FqJpiK.
The Dieudonne´ module of M, D := D(M), is a finitely generated module over
the ring k ⊗Fp O (see Lemma 5.2.2). This ring is isomorphic to the product∏
Gal(Fq/Fp)
k ⊗Fq O =
∏
jmod f
k ⊗Fq O,
where we identify the Galois group Gal(Fq/Fp) with the group Z/fZ by sending
the Frobenius to 1 and the isomorphism is given explicitly by
θ : k ⊗Fp FqJpiK→ ∏
jmod f
k ⊗Fq FqJpiK = ∏
jmod f
kJpiK
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x⊗ (
∞∑
i=0
aipi
i) 7→ (xpj ⊗ (
∞∑
i=0
aipi
i))j = (
∞∑
i=0
(aix
pj)pii)j.
This decomposition of k⊗FpO gives a decomposition of D, so D =
∏
jmod f
Cj where
each Cj is a module over kJpiK. We know from Lemma 5.2.2 that D is a finite free
module over kJpiK, it follows that Cj are also finite free modules over kJpiK. Let us
denote by hj the rank of Cj over kJpiK. Then the rank of D is ∑jmod f hj. Using
the isomorphism θ one can show that the Frobenius morphism of D restricted
to Cj maps to Cj−1 (note that the addition j − 1 is modulo f), i.e., we have
F : Cj → Cj−1. As we have seen in the proof of Theorem 5.2.3, Lemma 5.2.1
implies that the Frobenius of D is injective, therefore, we have hj ≤ hj−1. This
being true for every j mod f , we conclude that hj = hj′ for all j and j
′ in Z/fZ.
Call this common number h. As we said above, we have then that the rank of
D as a module over kJpiK is equal to fh. But we know from Dieudonne´ theory
that the rank of D (which is equal to the length of D(M1) over k), is equal to
logp |M1| = fh(M). Hence, h(M) = h and it is a natural number.
5.3 Exterior powers
In this section, we define the notion of exterior powers of pi-divisible O-module
schemes. These are the objects that we will be interested in and their existence
and construction are the main challenge of this work.
Definition 5.3.1. LetM0, . . . ,Mr,M and N be pi-divisible O-module schemes
over a scheme S.
(i) A O-multilinear morphism ϕ : M1 × · · · × Mr → M0 is a system of
O-multilinear morphisms {ϕn :M1,n × · · · ×Mr,n →M0,n}n over S, com-
patible with the projections pi. :Mi,n+1 Mi,n and pi. :M0,n+1 M0,n.
In other words, it is an element of the inverse limit
lim←−
n
MultS(M1,n × · · · ×Mr,n,M0,n),
with transition homomorphisms induced by the projections pi. :Mi,n+1 
Mi,n. Denote the group of O-multilinear morphisms from M1 × · · · ×Mr
to M0 by MultOS (M1 × · · · ×Mr,M0).
(ii) A symmetric O-multilinear morphism ϕ : Mr → N is a system of sym-
metric O-multilinear morphisms {ϕn : Mrn → Nn}n over S, compatible
with the projections pi. : Mn+1  Mn and pi. : Nn+1  Nn. In other
words, it is an element of the inverse limit lim←−
n
SymOS (Mrn,Nn), with tran-
sition homomorphisms induced by the projections pi. : Mn+1  Mn and
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pi. : Nn+1  Nn. Denote the group of symmetric O-multilinear morphisms
from Mr to N by SymOS (Mr,N ).
(iii) An alternating O-multilinear morphism ϕ : Mr → N is a system of al-
ternating O-multilinear morphisms {ϕn :Mrn → Nn}n over S, compatible
with the projections pi. : Mn+1  Mn and pi. : Nn+1  Nn. In other
words, it is an element of the inverse limit lim←−
n
AltOS (Mrn,Nn), with tran-
sition homomorphisms induced by the projections pi. : Mn+1  Mn and
pi. : Nn+1  Nn. Denote the group of alternating O-multilinear morphisms
from Mr to N by AltOS (Mr,N ).
Remark 5.3.2. The same arguments as in the proof of Proposition 1.0.14 show
that under this functor, the group of multilinear, respectively symmetric and re-
spectively alternating morphisms of p-divisible groups (respectively of truncated
Barsotti-Tate groups of level i) over X is isomorphic to the group of multilin-
ear, respectively symmetric and respectively alternating morphisms of p-divisible
groups (respectively of truncated Barsotti-Tate groups of level i) over X.
Definition 5.3.3. Let M,M′ be pi-divisible O-module schemes over S. An
alternating O-multilinear morphism λ : Mr →M′, or by abuse of terminology,
the pi-divisible O-module scheme M′, is called an rth exterior power of M over
O, if for all pi-divisible O-module scheme N over S, the induced morphism
λ∗ : HomS(M′,N )→ AltOS (Mr,N ), ψ 7→ ψ ◦ λ,
is an isomorphism. If suchM′ and λ exist, we write ∧
O
rM forM′ and call λ the
universal alternating morphism defining
∧
O
rM.
5.4 The main theorem: the e´tale case
The category of finite e´tale group schemes is equivalent to the category of finite
Abelian groups with a continuous action of the e´tale fundamental group of the
base. Also, under this equivalence, finite e´tale O-module schemes correspond to
finite O-modules with a continuous. This “dictionary” allows us to construct
the tensor objects and in particular the exterior powers of finite e´tale O-module
schemes and pi-divisible O-module schemes. This is what we do in this section.
Proposition 5.4.1. Let S be a base scheme.
• Let H be a finite e´tale O-module scheme over S. Then there exists a
finite e´tale O-module scheme ∧
O
rH over S and an alternating morphism
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λ : Hr → ∧
O
rH such that for all O-module schemes X over S the induced
homomorphism
λ∗ : HomOS (
∧
O
r
H,X)→ AltOS (Hr, X)
is an isomorphism. Furthermore, if T is an S-scheme, then the canonical
homomorphism
∧
O
r(HT ) → (
∧
O
rH)T , induced by the universal property of∧
O
r(HT ) and λT , is an isomorphism. In other words, the exterior powers
of H exist, are again e´tale and their construction commutes with arbitrary
base change.
• Let G be an e´tale pi-divisible O-module over S of height h. Then there exists
a pi-divisible group
∧
O
rG over S, of height
(
h
r
)
, and an alternating morphism
λ : Gr → ∧
O
rG such that for all pi-divisible O-module Y over S the induced
homomorphism
λ∗ : HomOS (
∧
O
r
G, Y )→ AltOS (Gr, Y )
is an isomorphism. Furthermore, if T is an S-scheme, then the canonical
homomorphism
∧
O
r(GT ) → (
∧
O
rG)T , induced by the universal property of∧
O
r(GT ) and λT , is an isomorphism. In other words, the exterior powers
of G exist, are again e´tale and their construction commutes with arbitrary
base change.
Proof.
• Assume at first that S is connected and choose a geometric point s¯ of S.
Then the functor
J 7→ J(s¯) = MorS(s¯, J)
from the category of finite e´tale O-module schemes over S to the cate-
gory of finite O-modules with a continuous action of the e´tale fundamental
group at s¯, i.e., pie´t1 (S, s¯), is an equivalence of categories. Moreover, this
functor preserves multilinear and alternating morphisms. The category of
O-modules with a continuous pie´t1 (S, s¯)-action is a tensor category and has in
particular all exterior powers. It follows that the category of finite e´tale O-
module schemes over S possesses all exterior powers over S. The universal
alternating morphism H(s¯)r → ∧
O
r(H(s¯)) induces the universal alternating
morphism λ : Hr → ∧
O
rH with the universal property stated in the propo-
sition.
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If S is not connected, the finite e´tale group scheme H decomposes into
disjoint union of finite e´tale O-module schemes over connected components
of S. The above construction yields exterior powers of each of them over
a connected base and these exterior powers glue together to produce ex-
terior powers of the whole O-module scheme H. One has to verify that
these exterior powers satisfy the universal property of exterior powers, but
this is true since homomorphisms and multilinear morphisms of O-module
schemes over S decompose into homomorphisms and multilinear morph-
isms of O-module schemes over each connected component. This proves
the existence of the exterior powers.
Now assume that T is an S-scheme. For the statement on the base change,
we can assume that S and T are both connected. Fix a geometric point t¯
of T lying over the fixed geometric point s¯ of S. The structural morphism
f : T → S induces a O-module homomorphism f∗ : pie´t1 (T, t¯) → pie´t1 (S, s¯).
For every finite e´tale scheme J over S, the map of sets J(s¯) → JT (t¯) is a
bijection and the action of pie´t1 (T, t¯) on JT (t¯) is the restriction, under the
homomorphism f∗, of the action of pie´t1 (S, s¯) on J(s¯), after identifying the
two sets J(s¯) and JT (t¯). In other words, the base extension from S to T
of e´tale group schemes over S corresponds to the restriction of the action
of the e´tale fundamental group of S at s¯ to that of T at t¯. It follows at
once that the O-module scheme homomorphism ∧
O
r(HT ) → (
∧
O
rH)T is an
isomorphism.
• Similarly, assuming S is connected and fixing a geometric point s¯ of S,
the functor that assigns to an e´tale pi-divisible O-module its Tate module
(at s¯) defines an equivalence of categories between the category of e´tale pi-
divisible O-module over S and the category of finite free O-modules with a
continuous action of the e´tale fundamental group of S at s¯. Also, Multilin-
ear (respectively alternating) morphisms are preserved under this functor.
The category of finite free O-modules with a continuous pie´t1 (S, s¯)-action is a
tensor category and therefore possesses all exterior powers. It implies that
the category of e´tale pi-divisible O-modules over S has all exterior pow-
ers in the sense stated in the proposition, with the universal alternating
morphism λ : Gr → ∧
O
rG obtained from the universal alternating morph-
ism Tp(G)
r → ∧
O
rTp(G) ∼= Tp(
∧
O
rG).
The height of an e´tale pi-divisible group is equal to the rank over O of
its Tate module. Thus, the height of
∧
O
rG is equal to the rank over O of
Tp(
∧
O
rG) ∼= ∧
O
r(Tp(G)), which is equal to
(
h
r
)
.
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The same arguments as in the last case (of finite e´tale O-module schemes)
show that this construction commutes with arbitrary base change.
Remark 5.4.2.
1) Note that if M is an e´tale pi-divisible O-module scheme over a scheme S,
then for every positive natural number n, we have
∧r(Mn) ∼= (∧rM)n.
2) For details on the e´tale fundamental group of a scheme and the equivalence
of categories mentioned in the above proof, we refer to [SGA1] and [Mil80].
5.5 The main theorem: over fields of character-
istic p
In this section, we want to construct the exterior powers of pi-divisible modules
over fields of characteristic p. In this section, unless otherwise specified, k is field
of characteristic p.
Let M be a pi-divisible O-module scheme over k and let us denote as usual Mi
for the kernel of pii :M→M. For every i > 0, we have a natural monomorphism
ι : Mi ↪→ Mi+1 and a natural epimorphism Π : Mi+1  Mi (multiplication
by pi) such that the both compositions Mi ι↪→ Mi+1
Π Mi and respectively
Mi+1
ΠMi ι↪→Mi+1, are just the multiplication by pi on Mi and respectively
on Mi+1 and give rise to the following exact sequences:
0→Mi ι→Mi+1 pi
i→Mi+1 and (5.1)
Mi+1 pi
i→Mi+1 Π→Mi → 0. (5.2)
Therefore, if k is a perfect field, whether we use the covariant or contravariant
Dieudonne´ theory (and if we denote by D the Dieudonne´ functor), we have an
injection η : D(Mi) ↪→ D(Mi+1) and a surjection ζ : D(Mi+1)  D(Mi) such
that the compositions
D(Mi) η↪→ D(Mi+1)
ζ
 D(Mi)
and
D(Mi+1)
ζ
 D(Mi) η↪→ D(Mi+1)
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are multiplication by pi and we have the following exact sequences:
D(Mi+1) pi
i→ D(Mi+1) ζ→ D(Mi)→ 0 and
0→ D(Mi) η→ D(Mi+1) pi
i→ D(Mi+1)
(in the covariant case, we use the sequence (5.2) in order to obtain the first
sequence and we use (5.1) to obtain the second one, and in the contravariant case
we use the sequence (5.1) for the first sequence and (5.2) for the second one).
Definition 5.5.3. Assume that k is perfect and letM be a pi-divisible O-module
scheme over k.
(i) We define the Dieudonne´ module of a pi-divisible O-module scheme M to
be the inverse limit lim←−
i
(D(Mi), ζ). It is called the covariant Dieudonne´
module, if it is the inverse limit of covariant Dieudonne´ modules and is
called the contravariant Dieudonne´ module in the other case.
(ii) The morphism induced on the Dieudonne´ module of M by the Frobenius
morphisms (respectively Verschiebungen) of D(Mi) is called the Frobenius
(respectively Verschiebung) and is denoted by F (respectively V ).
Construction 5.5.4. Let M0,M1, . . . ,Mr be pi-divisible O-module schemes
over a perfect field k of characteristic p and for every i = 0, . . . , r, denote by Di
the Dieudonne´ module of Mi. Let f : D1 × · · · ×Dr → D0 be an O-multilinear
morphism (of W (k)⊗Zp O-modules) satisfying the V -condition, i.e.,
V f(x1, . . . , xr) = f(V x1, . . . , V xr)
for every xi ∈ Di. For every n ≥ 1, this morphisms induces a morphism D1×· · ·×
Dr → D0/pinD0, and using the multilinearity of f , we obtain an O-multilinear
morphism
D1/pi
nD1 × · · · ×Dr/pinDr → D0/pinD0
that we denote by fn. It follows from its construction, that fn satisfies the V -
condition. We claim that it satisfies also the F -conditions, i.e., that for every
i = 1, . . . , r, and every (x1, . . . , xr) ∈ D1 × · · · ×Dr we have
Ffn(V x1, . . . , V xi−1, xi, V xi+1, . . . , V xr) = fn(x1, . . . , xi−1, Fxi, xi+1, . . . , xr).
In fact, we claim that f itself satisfies the F -condition, and therefore, fn inherits
this property. Let (x1, . . . , xr) be an arbitrary element of the product D1× · · · ×
Dr. We have
V Ff(V x1, . . . , V xi−1, xi, V xi+1, . . . , V xr) =
pf(V x1, . . . , V xi−1, xi, V xi+1, . . . , V xr) =
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f(V x1, . . . , V xi−1, pxi, V xi+1, . . . , V xr) =
f(V x1, . . . , V xi−1, V Fxi, V xi+1, . . . , V xr) =
V f(x1, . . . , xi−1, Fxi, xi+1, . . . , xr)
and since by Lemma 5.2.5 V is injective, we cancel V from both side of the
equality and conclude that
Ff(V x1, . . . , V xi−1, xi, V xi+1, . . . , V xr) = f(x1, . . . , xi−1, Fxi, xi+1, . . . , xr)
as claimed. Let us denote by MultO(D1 × · · · × Dr, D0) the O-module of all
O-multilinear morphisms from D1× · · · ×Dr to D0 that satisfy the V -condition.
Thus, the construction of fn from f defines an O-linear morphism
αn : Mult
O(D1 × · · · ×Dr, D0)→ LO(D1,n × · · · ×Dr,n, D0,n),
where we denote by Di,n the Dieudonne´ module ofMi,n = Ker(pin :Mi →Mi),
which is canonically isomorphic to Di/pi
nDi. These morphisms are compatible
with the canonical morphisms
LO(D1,n+1 × · · · ×Dr,n+1)→ LO(D1,n × · · · ×Dr,n, D0,n)
given by the projections Di,n+1 → Di,n and therefore define an O-linear morphism
α : MultO(D1 × · · · ×Dr, D0)→ lim←−
n
LO(D1,n × · · · ×Dr,n).
Similarly, we define the O-modules SymO(Dr1, D0) and AltO(Dr1, D0) and the O-
linear morphisms
SymO(Dr1, D0)→ lim←−
n
LOsym(D
r
1,n, D0,n)
and
AltO(Dr1, D0)→ lim←−
n
LOalt(D
r
1,n, D0,n)
which are the restrictions of α.
Lemma 5.5.5. Let M0,M1, . . . ,Mr be pi-divisible O-module schemes over a
perfect field k of characteristic p. The O-linear morphisms
α : MultO(D1 × · · · ×Dr, D0)→ lim←−
n
LO(D1,n × · · · ×Dr,n, D0,n),
SymO(Dr1, D0)→ lim←−
n
LOsym(D
r
1,n, D0,n)
and
AltO(Dr1, D0)→ lim←−
n
LOalt(D
r
1,n, D0,n)
constructed above are isomorphisms.
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Proof. Let us at first show that α is an isomorphism. Define a map
ω : lim←−
n
LO(D1,n × · · · ×Dr,n, D0,n)→ MultO(D1 × · · · ×Dr, D0)
as follows. Take an element g = (gn)n in the inverse limit. By assumption, the
following diagram commutes:
D1,n+1 × · · · ×Dr,n+1

gn+1 // D0,n+1

D1,n × · · · ×Dr,n gn // D0,n
,
where the vertical morphisms are the canonical projections. Let
ω(g) : D1 × · · · ×Dr → D0
be the following morphism(
(x1,j)j, (u2,j)j, . . . , (ur,j)j
) 7→ (gj(u1,j, . . . , ur,j))j,
where (ui,j)j is an element of Di = lim←−
j
Di,j. The commutativity of the above dia-
gram implies that
(
gj(u1,j, . . . , ur,j)
)
j
is an element of the inverse limit lim←−
j
D0,j =
D0, and by construction, ω(g) satisfies the V -condition. It is now straightforward
to check that the compositions α ◦ ω and ω ◦ α are identities, showing that α is
an isomorphism.
If M1 = M2 = · · · = Mr and for all n ≥ 1, gn is symmetric (respectively
alternating), then ω(g) is symmetric (respectively alternating), which implies
that the restriction of α to SymO(Dr1, D0) (respectively Alt
O(Dr1, D0)) induces an
isomorphism
SymO(Dr1, D0)→ lim←−
n
LOsym(D
r
1,n, D0,n)
(respectively
AltO(Dr1, D0)→ lim←−
n
LOalt(D
r
1,n, D0,n)).
Corollary 5.5.6. Let M0,M1, . . . ,Mr be pi-divisible O-module schemes over
a perfect field k of characteristic p. For every i = 0, . . . , r, denote by Di the
(covariant) Dieudonne´ module of Mi. There exist natural isomorphisms
MultO(D1 × · · · ×Dr, D0) ∼= MultOk (M1 × · · · ×Mr,M0),
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SymO(Dr1, D0) ∼= SymOk (Mr1,M0)
and
AltO(Dr1, D0) ∼= AltOk (Mr1,M0)
functorial in all arguments.
Proof. We prove only the first isomorphism; the proofs of the other two are
similar. Let us use the notations of the Construction 5.5.4. It follows from
Corollary 3.0.21 that for every n ≥ 1, there exists a natural isomorphism
LO(D1,n × · · · ×Dr,n, D0,n) ∼= MultOk (M1,n × · · · ×Mr,n,M0,n).
As these isomorphisms are functorial in all arguments, we obtain an isomorphism
lim←−
n
LO(D1,n × · · · ×Dr,n, D0,n) ∼= lim←−
n
MultOk (M1,n × · · · ×Mr,n,M0,n).
Now, applying the previous Lemma and using Definition 5.3.1, we obtain the
required isomorphism
MultO(D1 × · · · ×Dr, D0) ∼= MultOk (M1 × · · · ×Mr,M0),
functorial in all arguments.
Let us fix some notations for the rest of this section.
Notations:
• We fix a natural number j.
• Unless otherwise specified, k is a perfect field of characteristic p > 2.
• M is a pi-divisible O-module scheme of dimension 1 and height h over k,
and for every natural number i, Mi is the kernel of pii. :M→M.
• W is the ring of Witt vectors over k and L is the fraction field of W .
• D := D(M) is the covariant Dieudonne´ module ofM and∧jD := ∧j
W ⊗̂ZpO
D.
• For every natural number i, Di := D∗(Mi) is the covariant Dieudonne´
module of Mi and
∧jDi := ∧j
W⊗Zp Opii
Di.
• Denote by ζ the surjection ζ : D  Di and by
∧jζ the surjection ∧jD ∧jDi. Note that ζ doesn’t have any index (to avoid complexity) and we
use the same letter for different indices.
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• Denote by Υ (respectively υ) the morphism ∧jV : ∧jD → ∧jD (re-
spectively
∧jV : ∧jDi → ∧jDi) sending an element d1 ∧ · · · ∧ dj with
d1, · · · , dj ∈ D (respectively in Di) to V d1 ∧ · · · ∧ V dj.
Remark 5.5.7. Note that we have
∧jζ ◦Υ = υ ◦∧jζ.
Lemma 5.5.8. Let k be algebraically closed.
a) There exist a ring A, a ring homomorphism Zp → A and a decomposition
W ⊗Zp O =
∏
Z/fZ
W ⊗A O,
where W ⊗AO is a discrete valuation ring with residue field k and maximal
ideal generated by 1⊗ pi.
b) The decomposition in a) gives the following decomposition of the completed
tensor product W ⊗̂ZpO as a product of complete discrete valuation rings
with maximal ideal generated by 1⊗̂pi and residue field equal to k:
W ⊗̂ZpO =
∏
Z/fZ
W ⊗̂AO.
c) Let N be a W ⊗̂ZpO-module endowed with a σ-linear morphism ϕ : N → N ,
i.e., for every x ∈ W ⊗̂ZpO and n ∈ N , we have ϕ(x ·n) = (σ⊗̂ Id)(x) ·ϕ(n).
Then there is a decomposition of N as a product
∏
i∈Z/fZNi into W ⊗̂AO-
modules, according to the decomposition of W ⊗̂ZpO given above, such that
the morphism ϕ restricts to morphisms ϕ : Ni → Ni−1 for all i ∈ Z/fZ.
Proof.
a) We prove this lemma in equal and mixed characteristic cases separately.
– Equal characteristic: Set A := Fq and let Zp → Fq be the canonical
ring homomorphism. In this case, O is isomorphic to FqJpiK and there-
fore, the tensor product W ⊗Zp O is isomorphic to k ⊗Fp FqJpiK which
decomposes as ∏
Z/fZ
k ⊗Fq FqJpiK = ∏
Z/fZ
kJpiK
as we have seen in the proof of Theorem 5.2.6. It is then clear that the
ring kJpiK is a discrete valuation ring with residue field k and maximal
ideal generated by pi.
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– Mixed characteristic: Let E be the maximal unramified subextension
of K (recall that K is the fraction field of O) and denote by A its ring
of integers. We then have a canonical ring extension Zp ↪→ A. Since
k is algebraically closed, there is a copy of A inside W . As E is the
maximal unramified subextension of K, the degree of the extension
E/Qp is equal to f and therefore we have an A-algebra isomorphism
W ⊗Zp A ∼=
∏
Z/fZ
W ⊗A A =
∏
Z/fZ
W
given on elements by w ⊗ a 7→ (a · wσi)i, where σ : A → A is the
Frobenius of A, induced by the Frobenius of W . It follows that
W ⊗Zp O ∼= W ⊗Zp A⊗A O ∼=
∏
Z/fZ
W ⊗A O
and the Frobenius, i.e., the morphism σ ⊗ Id interchanges the factors.
This shows the first statement. Now, as K is totally ramified over E, O
is generated over A by an Eisenstein element and since L is unramified
over E, the same element is again Eisenstein over W . Hence, L⊗E K
is a field and W ⊗AO is the valuation ring in it. Again, since E/Qp is
the maximal unramified extension inside K, the residue degree of the
extension K/E is one and therefore O and A have the same residue
fields Fq. Therefore, we have
W ⊗A O
(1⊗ pi)W ⊗A O = W ⊗A O/pi
∼= W ⊗Fq Fq = k
where the first equality follows from flatness of W over Zp. This proves
the other statement.
b) Since for every s > 0, psO ⊂ pis′O for some s′ (in the equal characteristic
case, s′ = 1 and in the mixed characteristic s′ = s), the submodule ps ⊗
O +W ⊗ pirO of W ⊗Zp O is equal to W ⊗ pir′O for some r′, and therefore
the completed tensor product W ⊗̂ZpO is equal to
lim←−
r
W ⊗Zp O
W ⊗Zp pirO
= lim←− W ⊗Zp
O
pir
where the last equality follows from flatness of W over Zp. Now using part
a), we have
lim←− (W ⊗Zp
O
pir
) = lim←−
∏
W ⊗A O
pir
=
∏
lim←− (W ⊗A
O
pir
).
As we have seen in a), W ⊗AO is a discrete valuation ring with uniformizer
1 ⊗ pi, and this implies that lim←− W ⊗A
O
pir
is the 1 ⊗ pi-adic completion of
it, which is a complete discrete valuation ring with uniformizer 1⊗̂pi and
residue field equal to k.
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c) Let ei be the primitive idempotent for the i
th factor of the decomposition of
W ⊗̂ZpO. This decomposition gives a decomposition of N , say N =
∏
Ni,
where Ni = eiN . Now, for any n ∈ N , we have ϕ(ein) = (σ⊗̂ Id)(ei)ϕ(n) ⊂
ei−1N = Ni−1. Hence, ϕ(Ni) ⊂ Ni−1.
Remark 5.5.9.
1) The proof of part a) of the lemma in the mixed characteristic case is inspired
by the proof of the lemma in [Wat74].
2) Part b) of the lemma implies that
W ⊗̂ZpO
(1⊗̂pii)W ⊗̂ZpO
=
∏ W ⊗̂AO
(1⊗̂pii)W ⊗̂AO
=
∏
W ⊗A O
pii
= W ⊗Zp
O
pii
.
Lemma 5.5.10. Assume that k is algebraically closed. The Dieudonne´ module
of M, is a free W ⊗̂ZpO-module of rank h. If M is connected, then there exists
an element ε ∈ D such that the set {ε, V fε, · · · , V (h−1)fε} is a basis of D over
W ⊗̂ZpO.
Proof. From Lemma 5.5.8 c), we know that there is a decomposition of the
Dieudonne´ module D =
∏
i∈Z/fZMi, where each Mi is a module over W ⊗̂AO
and that the Verschiebung permutes them cyclically (since it is σ
−1
-linear). We
want to show that each Mi is a free W ⊗̂AO-module of rank h. The Dieudonne´
module D1 is a W -module of finite length, which implies that it is a finite length
module over W ⊗A O, where A is the ring defined in Lemma 5.5.8, but piD1 = 0
and therefore D1 is a module of finite length over W ⊗A O/pi = k and we know
that its length is logp |M1| = fh. Take fh elements in D such that their images in
D1 generate D1 over k, then by Nakayama lemma, they generate D over W ⊗̂AO.
Note that the action of pi on D is free, this follows from the fact that the kernel
of pi on each Di is the same module D1, and the transition morphisms from Di+1
to Di is multiplication by pi, and therefore the kernel of pi on D is the inverse
limit of D1 with trivial transition morphisms, and hence it is trivial. Therefore D
is a finitely generated torsion-free W ⊗̂AO-module and since by Lemma 5.5.8 b)
W ⊗̂AO is a discrete valuation ring (and in particular a principal ideal domain),
D is free over W ⊗̂AO. The rank of D over W ⊗̂AO is equal to the length of D1
over W ⊗AO/pi = k, which is fh. It follows that Mi are free W ⊗̂AO-modules of
finite rank. As V : D → D is injective by Lemma 5.2.5, and its restriction to Mi
is a morphism Mi →Mi+1 (for all i ∈ Z/fZ), the Mi will all have the same rank
h over W ⊗̂AO. This shows that D is free of rank h.
Now, assume that M is connected. If we find elements εi ∈ Mi (i ∈ Z/fZ)
such that the set {εi, V fεi, · · · , V (h−1)fεi} is a basis of Mi over W ⊗̂AO (note
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that V jf (Mi) ⊂ Mi for every j ≥ 0) , then the element ε := ε1 + ε2 · · · + εf
will be the desired element and we are done. Since W ⊗̂AO is a local ring
with maximal ideal generated by 1⊗̂pi and since Mi is a free module of rank
h over it, in order to find εi, it suffices (by Nakayama lemma) to find an element
εi ∈ Coker(pi : Mi → Mi) := M i such that the set {εi, V fεi, · · · , V (h−1)fεi} is a
basis of M i over W ⊗̂AO/pi ∼= k (Mi being free of rank h over W ⊗̂AO, we have
that M i has dimension h over k) and then define εi to be a lift of εi in Mi.
From the definition of M i we have that D1 =
∏
iM i and that Verschiebung is a
morphism V : M i → M i+1. Since the dimension of M is 1, the Hopf algebra of
M1 is isomorphic to k[x]
(xqh)
(cf. [Wat79] p.112, §14.4, Theorem), and so F rM1 = 0 if
and only if r ≥ fh. It follows that V r : D1 → D1 is the zero morphism if and only
if r ≥ fh. Set ϕ := V f . As stated above, we have ϕ(M i) ⊂ M i, and so we have
a σ
−f
-linear morphism ϕ : M i → M i. We claim that ϕh−1 : M i → M i is not the
zero morphism. Indeed, if we have V (h−1)f |M i = ϕh−1|M i = 0 for some i, then for
every j and every element x ∈Mj, we have V i−j(x) ∈M i, where i− j ≥ 0 is the
class of i− j modulo f and so V (h−1)f+(i−j)(x) = 0. But (h− 1)f + (i− j) < hf .
This implies that V hf−1 is the zero morphism on D1, which is in contradiction
with what we said above. Now, let εi ∈ M i be an element with ϕh−1(εi) 6= 0.
Then the set {εi, ϕ(εi), · · · , ϕh−1(εi)} is linearly independent over k, for if we
have a non-trivial relation
∑h−1
j=j0
ajϕ
j(εi) = 0 with aj ∈ k and aj0 6= 0, then
0 = ϕ(h−1−j0)(
h−1∑
j=j0
ajϕ
j(εi)) =
h−1∑
j=j0
aq
h−1−j0
j ϕ
h−1−j0+j(εi) = a
qh−1−j0
j0
ϕh−1(εi),
because ϕr = 0 for r ≥ h. But ϕh−1(εi) is not zero, and so aj0 = 0, which is
in contradiction with the choice of j0. As the dimension of M i over k is h and
the set {εi, ϕ(εi), · · · , ϕh−1(εi)} is linearly independent and has h elements, we
deduce that this set is in fact a basis of M i over k and the proof is achieved.
Remark 5.5.11.
1) Note that the first part of the Lemma, i.e., that the Dieudonne´ module is
free of rank h, is true without assuming that M has dimension 1.
2) Since Di is the cokernel of pi
i on D and the projection from D to Di com-
mutes with V , it follows from Lemma 5.5.10 that Di is a free W ⊗Zp Opii -
module of rank h and that the set {ε¯, V f ε¯, · · · , V (h−1)f ε¯}, where ε¯ is the
image of ε in Di, is a basis of Di over W ⊗Zp Opii .
3) In the above proof, let i be such that restriction of V hf−1 to M i is not zero
and choose εi ∈ M i with V hf−1(εi) 6= 0. Then for every 0 ≤ j ≤ f − 1,
we have V (h−1)f (V jεi) 6= 0. Since for these j, we have V jεi ∈M i+j, we see
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that we could take εi+j to be V
jεi. This shows that we have a sequence of
σ−1-linear isomorphisms
M i
V−−→∼= M i+1
V−−→∼= M i+2
V−−→∼= . . .
V−−→∼= M i−1.
Now, by Nakayama lemma, and the fact that V is injective on D, we con-
clude that V induces σ
−1
-linear isomorphisms
V : Mj →Mj+1
for every j 6= i− 1. It follows that
V D ∼= VMf−1 × VM0 × VM1 × · · · × VMf−2 ∼=
M0 ×M1 × · · · ×Mi−1 × VMi−1 ×Mi+1 × · · · ×Mf−1.
Thus, the Lie algebra of M is isomorphic to
D/V D ∼= Mi/VMi−1 ∼= Mi/V fMi.
Lemma 5.5.12. Assume that M is connected. Then the morphism Υ : ∧jD →∧jD is injective.
Proof. Since the extension k ↪→ k¯ is faithfully flat, we may assume that k is
algebraically closed. We know that a semi-linear endomorphism of a free module
of finite rank over a (commutative) ring (with 1) is injective if and only if its
determinant is a non-zero divisor. As D is a free W ⊗̂ZpO-module of rank h,
∧jD
is a free W ⊗̂ZpO-module of rank
(
h
j
)
. Now, the determinant of Υ =
∧jV is equal
to det(V )(
h−1
j−1) and from what we said at the beginning of the proof, it follows
that V is injective if and only if Υ is injective, and since by Lemma 5.2.5 V is
injective, Υ is injective too.
Remark 5.5.13. Assume thatM is connected. Then, by previous lemma, there
exists at most one σ
−1⊗Id-linear morphism Φ : ∧jD → ∧jD such that Υ◦Φ = p.
Definition 5.5.14. Assume that M is connected and k is algebraically closed.
(i) Denote by Φ the morphism
∧jD → ∧jD which is defined on the basis
{V fα1ε ∧ · · · ∧ V fαjε | 0 ≤ α1 < α2 < · · · < αj ≤ h− 1}
by
V fα1ε ∧ · · · ∧ V fαjε 7→ FV fα1ε ∧ V fα2−1ε ∧ · · · ∧ V fαj−1ε
and is defined on the whole space,
∧jD, by σ−1 ⊗ Id-linearity.
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(ii) Denote by ϕ the morphism
∧jDi → ∧jDi which is defined on the basis
{V fα1 ε¯ ∧ · · · ∧ V fαj ε¯ | 0 ≤ α1 < α2 < · · · < αj ≤ h− 1}
by
V fα1 ε¯ ∧ · · · ∧ V fαj ε¯ 7→ FV fα1 ε¯ ∧ V fα2−1ε¯ ∧ · · · ∧ V fαj−1ε¯
and is defined on the whole space,
∧jDi, by σ−1 ⊗ Id-linearity.
Remark 5.5.15. Note that we have
∧jζ ◦ Φ = ϕ ◦∧jζ.
Lemma 5.5.16. Assume that M is connected and k is algebraically closed.
a) We have Φ ◦ Υ = p = Υ ◦ Φ and the F -diagram associated to Φ and the
V -diagram associated to Υ are commutative.
b) We have ϕ ◦ υ = p = υ ◦ ϕ and the F -diagram associated to ϕ and the
V -diagram associated to υ are commutative.
Proof. Although the statements a) and b) are very similar, the proofs are differ-
ent and in fact b) follows from a) and a) can be regarded as an auxiliary statement
for the proof of b).
a) First of all we check the equality Υ ◦ Φ = p. It is sufficient to calculate
Υ ◦ Φ on the basis elements V fα1ε ∧ · · · ∧ V fαjε:
Υ ◦ Φ(V fα1ε ∧ · · · ∧ V fαjε) = Υ(FV fα1ε ∧ V fα2−1ε ∧ · · · ∧ V fαj−1ε) =
V FV fα1ε ∧ · · · ∧ V fαjε = pV fα1ε ∧ · · · ∧ V fαjε
where the first and second equality follow respectively from the definition
of Φ (cf. Definition 5.5.14 (i) ) and Υ (cf. Notations), and the last equality
follows from the equality V F = p. Hence the equality Υ ◦ Φ = p.
Now, we calculate Υ ◦ Φ ◦ (Id∧V ∧ · · · ∧ V ):
Υ ◦ Φ ◦ (Id∧V ∧ · · · ∧ V ) = p ◦ (Id∧V ∧ · · · ∧ V ) = p ∧ V ∧ · · · ∧ V =
V F ∧ V ∧ · · · ∧ V = Υ ◦ (F ∧ Id∧ · · · ∧ Id)
where the first equality follows from the equality Υ ◦ Φ = p and the other
equalities follow from the definition of Υ and the equality V F = p. But we
know from Lemma 5.5.12 that Υ is injective and therefore, we have
Φ ◦ (Id∧V ∧ · · · ∧ V ) = F ∧ Id∧ · · · ∧ Id .
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Denoting by λ the universal alternating morphism D × · · · × D → ∧jD
sending an element (x1, · · · , xj) to x1 ∧ · · · ∧ xj, the last equality gives rise
to the following diagram:
D × · · · ×D λ //∧jD
Φ

D × · · · ×D
id×V×···×V
OO
F×Id×···×Id

λ // ∧jD
Id∧V ∧···∧V
<<yyyyyyyy
F∧Id∧···∧Id ""EE
EE
EE
EE
D × · · · ×D
λ
//∧jD
with the right triangle commutative. It follows that the whole diagram is
commutative and thus the F -diagram associated to Φ is commutative. The
commutativity of the V -diagram associated to Υ follows from its definition
(in fact it is equivalent to the definition of Υ!). It remains to show that
Φ ◦Υ = p. We have:
Φ◦Υ(x1∧· · ·∧xj) = Φ(V x1∧· · ·∧V xj) = FV x1∧x2∧· · ·∧xj = px1∧· · ·∧xj
where the second equality follows from the V -diagram associated to Υ, the
third one from the F -diagram associated to Φ and the last once, again,
from the equality FV = p. This completes the proof of a).
b) The compatibility of Υ and υ, and of Φ and ϕ with respect to the epi-
morphism ζ : D  Di (cf. Remarks 5.5.7 and 5.5.15) and statement a) of
the lemma imply the following properties:
1. υ ◦ ϕ ◦∧jζ = υ ◦∧jζ ◦ Φ = ∧jζ ◦Υ ◦ Φ = ∧jζ ◦ p = p ◦∧jζ.
2. ϕ ◦ υ ◦∧jζ = ϕ ◦∧jζ ◦ υ = ∧jζ ◦ Φ ◦Υ = ∧jζ ◦ p = p ◦∧jζ.
3. ϕ ◦ λ ◦ (Id×V × · · · × V ) ◦ ζj = ϕ ◦ λ ◦ ζj ◦ (Id×V × · · · × V ) =
ϕ ◦∧jζ ◦ λ ◦ (Id×V × · · · × V ) = ∧jζ ◦ Φ ◦ λ ◦ (Id×V × · · · × V ) =∧jζ ◦ λ ◦ (F × Id× · · · × Id) = λ ◦ ζj ◦ (F × Id× · · · × Id) =
λ ◦ (F × Id× · · · × Id) ◦ ζj.
Since the morphism ζ : D → Di is surjective, the morphisms
∧jζ : ∧jD →∧jDi and ζj : Dj → Dji are surjective as well and thus we can cancel them
from the right and conclude from properties 1 and 2 that υ ◦ ϕ = p =
ϕ ◦ υ and from 3 that the F -diagram associated to ϕ is commutative. The
commutativity of the V -diagram associated to υ follows once more from
the definition of υ. The part b) is now proved.
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Proposition 5.5.17. Assume that k is algebraically closed. Then the Dieudonne´
module of
∧
O
jMi is isomorphic to
∧jDi and in particular the order of ∧
O
jMi is
equal to qi(
h
j). More precisely we have:
a) if M is e´tale, then the module scheme ∧
O
jMi is isomorphic to the constant
module scheme
∧
O
j(O
pii
)h, which has order qi(
h
j) and
b) if M is connected, then the covariant Dieudonne´ module of ∧
O
jMi is iso-
morphic to
∧jDi with the actions of F respectively V defined by ϕ respec-
tively υ.
Proof. Before proving a) and b), let us explain how these two parts will im-
ply the first two statements of the proposition: For the first part (about the
Dieudonne´ module of the exterior power), note that if M is e´tale, each Mi is
e´tale and, since k is algebraically closed, Mi are constant O-module schemes.
In a) we show that in fact Mi is isomorphic to the constant O-module scheme
(O
pii
)h and
∧
O
jMi is isomorphic to the constant O-module scheme
∧
O
pii
j(O
pii
)h. The
Dieudonne´ module of Mi is therefore isomorphic to
W ⊗Zp (
O
pii
)h ∼= (W ⊗Zp
O
pii
)h ∼= (W ⊗Zp
O
pii
)h
and the Dieudonne´ module of
∧
O
jMi is isomorphic to
W ⊗Z
∧
O
pii
j
(
O
pii
)h ∼=
j∧
W⊗Zp Opii
(W ⊗Zp
O
pii
)h ∼=
j∧
W⊗Zp Opii
Di.
IfM is connected, b) is exactly what we need to show. Now, in the general case,
writeMi as the direct sum,Me´ti ⊕M0i , of its e´tale and connected parts (which is
possible, since k is algebraically closed). Using the universal properties of exterior
power, tensor product and direct sum, we obtain a canonical isomorphism:
∧jMi ∼= j⊕
r=0
(
∧rMe´ti ⊗∧j−rM0i ).
Applying the covariant Dieudonne´ functor on the both sides of this isomorphism,
and using the fact that the Dieudonne´ functor preserves direct sums, we get
the following isomorphism (in the following isomorphisms, we omit the subscript
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W ⊗Zp O from the exterior powers and tensor product in order to avoid heavy
notations):
D∗(
∧jMi) ∼= j⊕
r=0
D∗(
∧rMe´ti ⊗∧j−rM0i ).
Now, applying Lemma 4.4.12 to M0i and the e´tale O-module scheme Me´ti , we
can interchange the Dieudonne´ functor with the tensor product and we obtain:
D∗(
∧jMi) ∼= j⊕
r=0
(D∗(
∧rMe´ti )⊗D∗(∧j−rM0i )).
Finally, using parts a) and b) of the proposition, we get the following isomorphism
D∗(
∧jMi) ∼= j⊕
r=0
(
∧r
De´ti ⊗
∧j−r
D0i )
where De´ti and D
0
i denote respectively the Dieudonne´ module of Me´ti and M0i .
But the right hand side of the isomorphism is isomorphic to
∧j(De´ti ⊕D0i ) which
is itself isomorphic to
∧jDi, again since the Dieudonne´ functor commutes with
direct sums. Hence, the canonical isomorphism
D∗(
∧jMi) ∼= ∧jDi.
For the statement about the order, using the fact that the Dieudonne´ module of∧
O
jMi is isomorphic to
j∧
W⊗Zp Opii
Di and recalling from Remark 5.5.11, that Di is a
free W ⊗Zp
O
pii
-module of rank h, we deduce that
j∧
W⊗Zp Opii
Di is a free W ⊗Zp
O
pii
-
module of rank
(
h
j
)
and that the order of
∧
O
pii
jMi is equal to
p`W (
∧jDi) = p(hj)·`W (W⊗Zp Opii ).
Using Lemma 5.5.8 a), we have that
`W (W ⊗Zp
O
pii
) = f · `W (W ⊗A O
pii
).
Now recall from the proof of Lemma 5.5.8 that in the equal characteristic case the
ring A is Fq and in the mixed characteristic case it is the ring of integers of the
maximal unramified subextension of K/Qp. Therefore, in the equal characteristic
case we have
W ⊗A O
pii
∼= k ⊗Fq
FqJpiK
pii
∼= kJpiK
pii
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and in the mixed characteristic case we have
W ⊗A O
pii
∼= W
pi
⊗ A
pi
O
pii
∼= W
pi
since A
pi
∼= Opii . It follows that in either case we have `W (W ⊗A Opii ) = i. Hence the
order of
∧
O
pii
jMi is equal to pfi(
h
j) = qi(
h
j). Now we prove parts a) and b).
a) Since k is algebraically closed, the finite group schemes Mi are constant
and by abuse of notation, we will denote by Mi the abstract group of k-
rational points ofMi. Again, since k is algebraically closed, we have exact
sequences
(∗) 0→Mn →Mn+m pi
n→Mm → 0
for all natural numbers m and n (here we mean the exact sequence of O-
modules and not O-module schemes). For i = 1, we have that Mi is an
Fq-vector space of dimension h and so it is isomorphic to (Fq)h ∼= (Opi )h. For
i = 2, we know that M2 is an Opi2 -module of order equal to the order of
( O
pi2
)h and that it is an extension of (O
pi
)h by (O
pi
)h, more precisely, we know
that we have the following exact sequence:
0→ (O
pi
)h →M2 pi→ (O
pi
)h → 0
It is now an straightforward calculation to see that the only possibility
for such an extension is the following one (we use the structure of finitely
generated modules over principal ideal domains):
0→ (O
pi
)h
γ→ (O
pi2
)h → (O
pi
)h → 0
where γ : (O
pi
)h ↪→ ( O
pi2
)h is the canonical injection (i.e., given by the injec-
tion O
pi
↪→ O
pi2
, x 7→ pix) and ( O
pi2
)h  (O
pi
)h in the canonical projection (i.e.,
given by the projection O
pi2
 O
pi
, which is not the multiplication by pi any
more!). Proceeding in the same fashion and using the exact sequences (∗),
we conclude that for every i ≥ 1, we have Mi ∼= (Opii )h which is also an iso-
morphism of O-module schemes and thus ∧
O
jMi ∼=
∧
O
j(O
pii
)h (the underline
here is to emphasize that we are dealing with a constant group scheme). By
Proposition 4.1.8 c), we know that
∧
O
j(O
pii
)h ∼= ∧
O
pii
j(O
pii
)h. Now the universal
property of exterior powers (and some straightforward calculations) imply
that
∧
O
pii
j(O
pii
)h ∼= ∧
O
pii
j(O
pii
)h which is isomorphic to (O
pii
)(
h
j). This finishes the
proof of a).
108
b) We know from Lemma 5.5.16 b) that ϕ and υ are commuting morphisms
making the F -diagram associated to ϕ and the V -diagram associated to υ
commute. We can therefore apply Lemma 4.4.10 and conclude that the co-
variant Dieudonne´ module of
∧
O
pii
jMi is isomorphic to
∧jDi with the actions
of F and respectively V through the actions of ϕ and respectively υ.
Remark 5.5.18.
1) In the proof of a) we have shown that if M is e´tale, then Mi ∼= (Opii )h
and the injections ι : Mi ↪→ Mi+1 correspond to the canonical injections
(O
pii
)h ↪→ ( O
pii+1
)h given by multiplication by pi. It follows that as a constant
formal O-module scheme, M is isomorphic to (K/O)h.
2) Note that in the proof of the proposition, we didn’t made any assumption
on j (i.e., we didn’t assume j ≤ h). If j > h, then in the e´tale case,∧
O
jMi =
∧
O
j(O
pii
)(
h
j) = 0 and in the connected case, Mij = 0 and so in any
case,
∧
O
jMi = 0 and therefore it has order 1 = q(
h
j).
Corollary 5.5.19. Let k be a perfect field of characteristic p > 2. Then the
Dieudonne´ module of
∧
O
jMi is canonically isomorphic to
∧jDi and the order of∧
O
jMi is equal to qi(
h
j).
Proof. Fix an algebraic closure k¯ of k. In order to simplify the notations, fix an
i and set M := Mi. By Proposition 4.2.3 we know that the canonical homo-
morphism
∧
O
j(Mk¯)→ (
∧
O
jM)k¯ is an isomorphism. We then obtain the following
series of isomorphisms:
D∗(
∧
O
j
M)⊗W (k) W (k¯) ∼= D∗((
∧
O
j
M)k¯) ∼= D∗(
∧
O
j
(Mk¯)) ∼=
∧j
D∗(Mk¯)
∧j
(D∗(M)⊗W (k) W (k¯)) ∼=
∧j
D∗(M)⊗W (k) W (k¯)
where the first and fourth isomorphisms are the base change property of the
Dieudonne´ functor and the third property is given by the previous proposition,
and finally, the last isomorphism is the base change property of the exterior
powers in the category of modules. It follows from the construction of these
isomorphisms that the resulting isomorphism∧j
D∗(M)⊗W (k) W (k¯) ∼= D∗(
∧
O
j
M)⊗W (k) W (k¯)
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is the extension of scalars of the canonical homomorphism
ϑ :
∧j
D∗(M)→ D∗(
∧
O
r
M) ∼= Tweakalt(M j)
(cf. the proof of Lemma 4.4.4 for the definition of this homomorphism). As
the ring homomorphism W (k) → W (k¯) is faithfully flat, and ϑ ⊗W (k) Id is an
isomorphism, it follows that ϑ is an isomorphism as well. The free W (k)⊗ZO/pii-
module
∧jD∗(M) has rank (hj) and therefore, the order of ∧O jM is equal to
qi(
h
j).
Proposition 5.5.20. Let k be a field of characteristic p > 2 and let `/k be a
field extension. Then the base change homomorphism
f :
∧
O
r
(Mn,`)→ (
∧
O
rMn)`
is an isomorphism.
Proof. First assume that ` is an algebraically closed field and consider the homo-
morphism
λ∗ : Hom`(
∧
O
r
(Mn,`),Gm)→ A˜lt
O
` (Mrn,`,Gm)
obtained by universal property of
∧
O
r(Mn,`) and sheafification. This homomorph-
ism induces an isomorphism on the `-valued points (this is the universal property
of
∧
O
r(Mn,`)). For every finite group scheme I over `, we have a commutative
diagram
Hom`(I,Hom`(
∧
O
r(Mn,`),Gm)) Hom(I,λ∗) //
∼=

Hom`(I, A˜lt
O
` (Mrn,`,Gm))
∼=

Hom`(
∧
O
r(Mn,`),Hom`(I,Gm)) // A˜ltO` (Mrn,`,Hom`(I,Gm)).
Since I is a finite group scheme over `, Hom`(I,Gm) is a (finite) group scheme
over ` and so, by the universal property of
∧
O
r(Mn,`), the bottom morphism
of the diagram is an isomorphism, which implies that the top morphism is an
isomorphism too. We can know apply Lemma 1.0.7 and conclude that λ∗ is an
isomorphism. In particular, since by Corollary 5.5.19,
∧
O
r(Mn,`) is finite over `,
it follows that A˜lt
O
` (Mrn,`,Gm) is finite over ` as well. From the isomorphism
A˜lt
O
k (Mrn,Gm)` ∼= A˜lt
O
` (Mrn,`,Gm)
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and the finiteness of A˜lt
O
` (Mrn,`,Gm) over ` we deduce that A˜lt
O
k (Mrn,Gm) is finite
over k. Now, let ` be any extension of k. By Theorem 4.1.4,
∧
O
rMn is isomorphic
to A˜lt
O
k (Mrn,Gm)∗ which is equal to the Cartier dual of A˜lt
O
k (Mrn,Gm) (since it is
finite). So, we have shown that for every field k, we have a canonical isomorphism∧
O
rMn ∼= A˜lt
O
k (Mrn,Gm).
As the Cartier duality and the construction A˜lt
O
commute with base change, we
conclude that the base change homomorphism
f :
∧
O
r
(Mn,`)→ (
∧
O
rMn)`
is an isomorphism as desired.
Remark 5.5.21.
1) If the ground field k, of characteristic p, is not perfect, we still have that the
order of
∧
O
jMi is equal to q(
h
j). This follows from Proposition 5.5.20 and
the fact that the order of a group scheme is invariant under field extensions.
So, we may assume that k is algebraically closed and apply Corollary 5.5.19.
2) It follows from Corollary 5.5.19 that the universal alternating morphism
Mji →
∧
O
jMi and the universal alternating morphism
D∗(Mi)j →
∧j
D∗(Mi) ∼= D∗(
∧
O
jMi)
correspond to each other under the isomorphism
LOalt(D∗(Mi)j, D∗(
∧
O
jMi)) ∼= AltO(Mji ,
∧
O
jMi)
explained in Remark 3.0.22.
Notations. From now on, unless otherwise specified, k is a field of characteristic
p > 2 (not necessarily perfect) andM is a one dimensional pi-divisible O-module
over k.
We know by Proposition 4.3.13 that we have the following exact sequence:∧
O
jMn+m pi
m→
∧
O
jMn+m →
∧
O
jMm → 0
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and since the composition pin ◦ pim is zero on ∧
O
jMn+m, the morphism∧
O
jMn+m pi
n→ ∧
O
jMn+m, factors through the epimorphism
∧
O
jMn+m 
∧
O
jMm:∧
O
jMn+m pin //
$$ $$H
HH
HH
HH
HH
∧
O
jMn+m
∧
O
jMm.
η
::vvvvvvvvv
(5.22)
Lemma 5.5.23. The morphism η :
∧
O
jMm →
∧
O
jMn+m is a monomorphism.
Proof. We know from Remark 5.5.21 1), that
∧
O
jMn+m is a finite group scheme,
and therefore the morphism
∧
O
jMn+m pi
n→ ∧
O
jMn+m factors through its image, i.e.,
we have a commutative diagram:∧
O
jMn+m pin //
%% %%JJ
JJ
JJ
JJ
J
∧
O
jMn+m
Im(pin)
, 
::ttttttttt
(5.24)
and by Proposition 4.3.13, we have an exact sequence:∧
O
jMn+m pi
n→
∧
O
jMn+m →
∧
O
jMn → 0. (5.25)
It follows from diagram (5.24) and exact sequence (5.25) that the sequence
0→ Im(pin)→
∧
O
jMn+m →
∧
O
jMn → 0
is exact and thus we have the following relation on orders of these group schemes:
| Im(pin)| · |
∧
O
jMn| = |
∧
O
jMn+m|.
But we know from Remark 5.5.21 1), that |∧
O
jMn| = qn(
h
j) and |∧
O
jMn+m| =
q(n+m)(
h
j) which imply that | Im(pin)| = qm(hj).
The commutativity of diagrams (5.22) and (5.24) and the fact that pin◦pim is zero
on
∧
O
jMn+m imply that the epimorphism
∧
O
jMn+m  Im(pin) factors through
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the epimorphism
∧
O
jMn+m 
∧
O
jMm, and therefore we have a commutative
diagram: ∧
O
jMn+m // //
## ##H
HH
HH
HH
HH
Im(pin)
∧
O
jMm
<<xxxxxxxxxx
and so
∧
O
jMm → Im(pin) is an epimorphism. But the two group schemes
∧
O
jMm
and Im(pin) have the same order qm(
h
j), and therefore the morphism
∧
O
jMm →
Im(pin) is an isomorphism. Now, η being the composition of the isomorphism∧
O
jMm → Im(pin) and the monomorphism Im(pin) ↪→
∧
O
jMn+m (use diagrams
(5.22) and (5.24), and the fact that
∧
O
jMn+m →
∧
O
jMm is an epimorphism), we
conclude that it is a monomorphism as well and the proof is achieved.
Remark 5.5.26. The arguments in the proof of the lemma show that for every
two natural numbers m,n, the following sequence is exact:
0→
∧
O
jMm η→
∧
O
jMn+m →
∧
O
jMn → 0.
Moreover, observing diagram (5.22) with m and n switched, we obtain the fol-
lowing commutative diagram:
0 //
∧
O
jMm η //
∧
O
jMn+m //
pim

∧
O
jMn
mMη
{{www
ww
ww
ww
// 0
∧
O
jMn+m
from which we obtain the following exact sequence:
0→
∧
O
jMm η−→
∧
O
jMn+m pi
m−→
∧
O
jMn+m. (5.27)
If we regard
∧
O
jMn as a submodule scheme of
∧
O
jMn+m, using the mono-
morphism η :
∧
O
jMn ↪→
∧
O
jMn+m, we may as well denote the epimorphism∧
O
jMn+m 
∧
O
jMn by pim, i.e., multiplication by pim and rewrite the first exact
sequence of the remark as:
0→
∧
O
jMm η−→
∧
O
jMn+m pi
m−→
∧
O
jMn → 0. (5.28)
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Proposition 5.5.29. Let k be a field of characteristic p and let M be a one
dimensional pi-divisible O-module scheme over k, of height h. Denote by Λj the
following inductive system∧
O
jM1 η↪→
∧
O
jM2 η↪→
∧
O
jM3 ↪→ · · ·
viewed as an ind-object in the category of finite group schemes over k. Then Λj is
a pi-divisible O-module scheme over k, of height (h
j
)
, and together with the system
of universal alternating morphisms λn :Mjn →
∧
O
jMn, it is the jth-exterior power
of M, i.e., we have Λj ∼= ∧
O
jM.
Proof. Fix a natural number m. By Lemma 4.4.10, we know that
∧
O
jMm exists as
an O-module scheme, and its order is equal to qm(hj) by Remark 5.5.21 1). Setting
n = 1 in the exact sequence (5.27), we obtain the following exact sequence:
0→
∧
O
jMm η−→
∧
O
jMm+1 pi
m−→
∧
O
jMm+1.
We have seen in Remark 5.1.3, that these two properties (the equality |∧
O
jMm | =
qm(
h
j) and the exact sequence) imply that the direct limit Λj = lim−→ (
∧
O
jMn, η) is
a pi-divisible O-module scheme and we have
Ker(pim : Λj → Λj) ∼=
∧
O
jMm.
The height of Λj is equal to logq |
∧
O
jM1 | =
(
h
j
)
, as claimed.
The projections
∧
O
jMn+1 
∧
O
rMn are induced by the universal alternating
morphisms
λn+1 :Mjn+1 →
∧
O
jMn+1
and the alternating morphisms
Mjn+1
(pi.)j
 Mjn λn−−−→
∧
O
rMn.
Thus, the system of alternating morphisms λ := (λn)n≥1 is an element of the
O-module Altjk(M,Λj) with the following universal property:
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for every pi-divisible O-module scheme N over k the O-linear homomorphism
λ∗ : Homk(Λj,N ) −→ Altjk(M,N )
induced by λ is an isomorphism. This proves the last part of the proposition.
Proposition 5.5.30. Let M be a one dimensional pi-divisible O-module scheme
over a perfect field k of characteristic p > 2. Then the covariant Dieudonne´
module of
∧
O
jM is isomorphic to ∧jD.
Proof. By definition, the covariant Dieudonne´ module of
∧
O
jM is the inverse
limit of the system D∗(
∧
O
jMi+1) ζ→ D∗(
∧
O
jMi). By Corollary 5.5.19, we know
that D∗(
∧
O
jMi) =
∧jDi. So, we have only to show that
∧j
W ⊗̂ZpO
lim←− Di = lim←−
∧j
W⊗Zp Opii
Di.
Writing D for the inverse limit lim←− Di as before, we have natural and compatible
morphisms
∧jD → ∧jDi (for all i ≥ 1) that we denoted by ∧jζ and were
induced by the natural morphisms ζ : D → Di. So, by the universal property
of the inverse limit, we obtain a morphism ψ :
∧jD → lim←− ∧jDi. Explicitly, ψ
sends an element d1 ∧ · · · ∧ dj ∈
∧jD to the element (ζi(d1) ∧ · · · ∧ ζi(dj)) ∈
lim←−
∧jDi (here we write down the index i for the morphism ζ to emphasize
that the element ζi(d1) ∧ · · · ∧ ζi(dj) is the ith component). Now, the result
is a formal consequence of the fact that D is a finite free W ⊗̂ZpO-module (cf.
Lemma 5.5.10) and, Di = D/pi
iD is a free W ⊗Zp O/pii-module. Indeed, if we
choose a basis {e1, · · · , eh} of D over W ⊗̂ZpO, then the images e¯r ∈ Di, r =
1, . . . , h form a basis of Di over W ⊗Zp O/pii. The morphism ψ sends an element∑
aν1,··· ,νjeν1 ∧ · · · ∧ eνj to (
∑
a¯ν1,...,νj e¯ν1 ∧ · · · ∧ e¯νj) where a¯ν1,...,νj is the image of
aν1,··· ,νj in W ⊗Zp O/pii. As W ⊗̂ZpO is complete, this implies that ψ is bijective
and hence an isomorphism.
Lemma 5.5.31. Let B be a discrete valuation ring with valuation v : B →
Z ∪ {∞} and endowed with an automorphism ω : B → B. Let χi : Mi → Ni
(i = 1, . . . , n) be ω-linear morphisms between finite free B-modules of the same
rank. Then, we have
`B(Coker(χ)) = v(det(χ1) · det(χ2) · · · det(χn))
where χ : M1 ⊕M2 ⊕ · · · ⊕Mn → N1 ⊕N2 ⊕ · · · ⊕Nn is the direct sum of χi.
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Proof. Since Mi are free B-modules, the automorphism ω induces an ω−1-linear
automorphism, ωi, of Mi, more precisely, if we choose a basis {mα |α ∈ Λ} of Mi,
then ωi(
∑
α∈Λ bαmα) =
∑
α∈Λ ω
−1(bα)mα. Now, the composite χi ◦ ωi : Mi → Ni
is ω-linear and we have Coker(χ) ∼= Coker(⊕(χi ◦ωi)) and det(χi) = det(χi ◦ωi)
for all 1 ≤ i ≤ n. Replacing χi by χi ◦ ωi, we may assume that χi are B-linear.
We first prove the lemma when n = 1. By the elementary divisor theorem we
know that there is a basis of M1 and a basis of N1 such that the matrix of χ1 in
this basis is diagonal (Smith normal form), say
a1 0 . . . 0
0 a2 . . . 0
...
...
. . .
0 0 ar

with al ∈ B for all 1 ≤ l ≤ r. It follows that the determinant of χ1 is equal to
a1 · a2 · · · ar and that the cokernel of χ1 is isomorphic to
B
(a1)
⊕ B
(a2)
⊕ · · · ⊕ B
(ar)
which implies that the length of Coker(χ1) is equal to the sum of the lengths ofB
(al)
(1 ≤ l ≤ r). But we have that `B( B
(al)
) = v(al), and therefore
`B(Coker(χ1)) = v(a1) + v(a2) + · · ·+ v(ar) = v(a1 · · · an) = v(det(χ1))
(note that if r is less than the rank of M1 over B, the both side of the equality
are equal to infinity).
In the general case, we have that
Coker(χ) = Coker(χ1)⊕ Coker(χ2)⊕ · · · ⊕ Coker(χn).
Now, from the result in the case n = 1, we know that for every i, `B(Coker(χi)) =
v(det(χi)), and so
`B(Coker(χ)) =
n∑
i=1
`B(Coker(χi)) =
n∑
i=1
v(det(χi)) = v(det(χ1) · · · det(χn)).
Lemma 5.5.32. Let N be a finite dimensional pi-divisible O-module scheme over
a perfect field k. Then we have
dimN = `W (Coker(VD∗(N ))) = `W ⊗̂AO(Coker(VD∗(N )))
where A is the ring defined in Lemma 5.5.8.
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Proof. As N is finite dimensional, there is a natural number n0, such that the
dimension of N is equal to the dimension of Ni for all i ≥ n0, where as usual Ni
denotes the kernel of pii. Now, we have an isomorphism Ker(VD∗(Ni)) ∼= Lie(Ni),
which implies that
dimNi = dimk Ker(VD∗(Ni)) = `W (Ker(VD∗(Ni))). (5.33)
Since V : D∗(Ni) → D∗(Ni) is a morphism between finite length W -modules,
its kernel and cokernel have the same length over W , and the inverse limit (over
i) of the cokernel of VD∗(Ni) is isomorphic to the cokernel of the inverse limit
of VD∗(Ni), which is the Verschiebung of the covariant Dieudonne´ module of N .
The projections D∗(Ni+1)  D∗(Ni) induce surjections between the cokernels
of VD∗(Ni+1) and VD∗(Ni), and since for large enough i, cokernels of VD∗(Ni+1) and
VD∗(Ni) have the same length over W (here we use the fact that Ni+1 and Ni have
the same dimension and so by (5.33), the kernels of VD∗(Ni+1) and VD∗(Ni) have
the same length over W and finally by what we said above, the cokernels have
the same length), the induced surjections are isomorphisms for large i. It follows
that the cokernel of VD∗(N ) is isomorphic to the cokernel of VD∗(Ni) for large i,
and in particular, we have
`W (Coker(VD∗(N )) = `W (VD∗(Ni)) = `W (Ker(VD∗(Ni)))
for large i. Putting this together with (5.33) and dimN = dimNi, we deduce:
dimN = `W (Coker(VD∗(N ))).
This is the first equality of the lemma. We should now show that
`W (Coker(VD∗(N ))) = `W ⊗̂AO(Coker(VD∗(N ))).
As we discussed above, we have Coker(VD∗(N )) ∼= Coker(VD∗(Ni)) for large enough
i and so, it is sufficient to show the equality
`W (Coker(VD∗(Ni))) = `W ⊗̂AO(Coker(VD∗(Ni))).
As D∗(Ni) is killed by pii, and (W ⊗̂AO)/pii ∼= W ⊗A O
pii
, we have
`W ⊗̂AO(Coker(VD∗(Ni))) = `W⊗A Opii
(Coker(VD∗(Ni))).
Now, as we have seen before (in the proof of Proposition 5.5.17), we have
W ⊗A O
pii
∼= W
pi
, and therefore we obtain
`W⊗A Opii
(Coker(VD∗(Ni))) = `W
pi
(Coker(VD∗(Ni))) = `W (Coker(VD∗(Ni))).
These equalities together with the last one imply the desired equality and finish
the proof of the lemma.
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Theorem 5.5.34. Let M be a pi-divisible O-module scheme of height h and
dimension 1 over a field k of characteristic p > 2. Fix a natural number j. Then
the jth-exterior power ofM in the category of pi-divisible O-module schemes over
k exists, and has height
(
h
j
)
and dimension
(
h−1
j−1
)
. Moreover, for every positive
natural number n, we have (
∧
O
jM)n ∼=
∧
O
j(Mn).
Proof. We already know by Proposition 5.5.29 that
∧
O
rM is a pi-divisible O-
module scheme over k, of height
(
h
j
)
. So, we should only calculate the dimension
of
∧
O
jM. Since the dimension is invariant under the base change, by Proposition
5.5.20 we may assume that k is algebraically closed. Using Lemma 5.5.32, we
know that the dimension of
∧
O
jM is equal to the length of the cokernel of the Ver-
schiebung of the covariant Dieudonne´ module of
∧
O
jM, which is by Proposition
5.5.30 isomorphic to
∧jD, and thus, we have to calculate `W ⊗̂AO(Coker(∧jV )).
By Lemma 5.5.8, we have D = M0 ×M1 × · · · ×Mf−1, where Mi are W ⊗̂AO-
modules and the Verschiebung induces σ
−1⊗ Id-linear morphisms V : Mi →Mi+1
for all i ∈ Z
fZ , which we denote by Vi. Again, by Proposition 5.5.30, the Ver-
schiebung of
∧jD is the morphism Υ = ∧jV . It is now straightforward to check
that ∧j
D =
∧j
M0 ×
∧j
M1 × · · · ×
∧j
Mf−1
and that the morphism (
∧jV )i : ∧jMi → ∧jMi+1 induced by ∧jV is equal to∧j(Vi). Now, recalling from Lemma 5.5.8 that W ⊗̂AO is a discrete valuation
ring, and denoting its valuation by v, we have by Lemma 5.5.31 (here we are
using the fact that D and
∧jD are free W ⊗̂AO-modules; cf. Lemma 5.5.10):
`W ⊗̂AO(Coker(
∧j
V )) = v(det(
∧j
V1) · · · det(
∧j
Vf )) =
v(det(V1)
(h−1j−1) · · · det(Vf )(
h−1
j−1)) =
(
h− 1
j − 1
)
· v(det(V1) · · · det(Vf )) =(
h− 1
j − 1
)
· `W ⊗̂AO(Coker(V )) =
(
h− 1
j − 1
)
· dimM =
(
h− 1
j − 1
)
where the second equality is true because Vi are semi-linear morphisms between
finite free modules and we have the relation between the determinant of Vi and
that of
∧jVi which we mentioned in the proof of Lemma 5.5.12, and the one
before the last equality follows from Lemma 5.5.32.
The last statement follows from the way we constructed
∧
O
jM (cf. Proposition
5.5.29). The proof is now achieved.
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5.6 The main theorem: over arbitrary fields
In this section, we combine the results of the last two sections to prove that the
exterior powers of pi-divisible O-module schemes over any base field exist.
Theorem 5.6.1. LetM be a pi-divisible O-module scheme of height h over a base
field k. Assume that the dimension of M is at most 1. Fix a positive natural
number j. Then the jth-exterior power of M in the category of pi-divisible O-
module schemes over k exists, and has height
(
h
j
)
. If the dimension of M is 1,
then
∧
O
jM has dimension (h−1
j−1
)
, otherwise, it has dimension zero. Moreover, for
every positive natural number n, we have (
∧
O
jM)n ∼=
∧
O
j(Mn).
Proof. If the characteristic of k is different from p or the dimension ofM is zero,
thenM is e´tale and the statements of the theorem follow from Proposition 5.4.1
and Remark 5.4.2. So, we can assume that the characteristic of k is p and the
dimension of M is 1. The statements of the theorem now follow from Theorem
5.5.34.
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Chapter 6
Multilinear Theory of Displays
In this chapter, after recalling basic definitions, constructions and results of the
theory of display developed by Zink, we develop a multilinear theory of displays,
which, in the next chapter, will be related to the multilinear theory of group
schemes developed by Pink. For more details on displays, we refer to [Zin02].
Unless otherwise specified, R is a ring and FR : W (R)→ W (R) is the Frobenius
morphism of the ring of Witt vectors with coefficient in R, and V R : W (R) →
W (R) its Verschiebung. We denote by IR the image of the Verschiebung. We
sometimes denote the Frobenius and Verschiebung without the superscript R,
when it is clear what is meant.
6.1 Recollections
Definition 6.1.1. A 3n-display over R is a quadruple P = (P,Q, F, V −1), where
P is a finitely generated W (R)-module, Q ⊆ P is a submodule and F, V −1 are
FR-linear morphisms F : P → P and V −1 : Q → P , subject to the following
axioms:
(i) IRP ⊆ Q ⊆ P and there is a decomposition of P into the direct sum
of W (R)-modules P = L ⊕ T , called a normal decomposition, such that
Q = L⊕ IRT .
(ii) V −1 : Q → P is an FR-linear epimorphism (i.e., the W (R)-linearization
(V −1)] : W (R)⊗FR,W (R) Q→ P is surjective).
(iii) For any x ∈ P and w ∈ W (R) we have
V −1(V R(w)x) = wF (x).
Remark 6.1.2. Note that from the last axiom, it follows that F is uniquely
determined by V −1. Indeed, we have for every x ∈ P :
F (x) = V −1(V R(1)x).
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It follows also from this relation and FR-linearity of V −1, that for every y ∈ Q,
we have
F (y) = V −1(V R(1)y) = FRV R(1)V −1(y) = pV −1(y).
Construction 6.1.3. According to lemma 10, p.14 of [Zin02], there exists a
unique W (R)-linear map V ] : P → W (R) ⊗F,W (R) P , satisfying the following
equations:
V ](wF (x)) = pw ⊗ x, w ∈ W (R), x ∈ P
and
V ](wV −1(y)) = w ⊗ y, w ∈ W (R), y ∈ Q.
If we denote by F ] : W (R)⊗F,W (R)P → P the W (R)-linearization of F : P → P ,
we have the properties:
F ] ◦ V ] = p. IdP and V ] ◦ F ] = p. IdW (R)⊗F,W (R)P . (1.4)
Denote by V n] the composition
P V
]−−−→ W (R)⊗F P Id⊗FV
]−−−−−−→ W (R)⊗F 2 P → · · · Id⊗FnV
]−−−−−−−→ W (R)⊗Fn P.
Construction 6.1.5. Let P = (P,Q, F, V −1) be a 3n-display over a ring R and
let ϕ : R→ S be a ring homomorphism. We are going to construct a 3n-display,
which will be the 3n-display obtained from P by base change with respect to
ϕ : R→ S. Set PS := (PS, QS, FS, V −1S ), where:
• PS is W (S)⊗W (R) P ,
• QS is the kernel of the morphism W (S)⊗W (R) P → S ⊗R P/Q,
• FS : PS → PS is the morphism F S ⊗ F and
• V −1S : QS → PS is the unique W (S)-linear homomorphism, which satisfies
the following properties:
V −1S (w ⊗ y) = F S(w)⊗ V −1(y), w ∈ W (S), y ∈ Q
and
V −1S (V
S(w)⊗ x) = x⊗ F (x), w ∈ W (S), x ∈ P.
If P = L ⊕ T is a normal decomposition of P , then one can show that PS =
LS ⊕ TS is a normal decomposition of PS, where LS := W (S) ⊗W (R) L and
TS = W (S)⊗W (R) T and that we have QS = LS ⊕ IS ⊗W (R) T (note that ISTS =
IS ⊗W (R) T ). For the details of this construction, in particular to see why this
construction produces a 3n-display, refer to Definition 20 and the discussions
following it, p.20 of [Zin02].
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Definition 6.1.6. Let P = (P,Q, F, V −1) be a 3n-display over R. Assume that
p is nilpotent in R. Then P is called display if it satisfies the nilpotence or
V -nilpotence condition, i.e., if there exists a natural number N such that the
morphism
V N] : P → W (R)⊗FN ,W (R) P
is zero modulo IR + pW (R).
Remark 6.1.7.
1) If p is not nilpotent in R, but is topologically nilpotent, one defines a display
as follows, however, in the sequel, we will only work with displays over rings
where p is nilpotent. Let R be a linearly topologized ring, with topology
given by a filtration by ideals:
R = a0 ⊇ a1 ⊇ · · · ⊇ an ⊇ . . . ,
such that aiaj ⊆ ai+j. By assumption, p is nilpotent in R/a1, and hence
in every ring R/ai. We also assume that R is complete and separated with
respect to this filtration. In particular it follows that R is a p-adic ring.
We call a 3n-display P a display, if the 3n-display obtained from P by base
change over R/a1 is a display.
2) Displays are sometimes called nilpotent displays, whereas 3n-displays are
“not necessarily nilpotent”. In order to emphasize that displays satisfy
V -nilpotence condition, we will also sometimes stress the adjective “nilpo-
tent”.
For more details on the following construction, refer to Example 14, p.16 of
[Zin02].
Construction 6.1.8. Let k be a perfect field of characteristic p > 0. A Dieudonne´
module over k is an Ek-module M , which is finitely generated and free as W (k)-
module. It is therefore equipped with two operators F : M → M and V : M →
M , which are respectively F : W (k) → W (k) and F−1 : W (k) → W (k) linear,
such that FV = V F = p. We obtain from M a 3n-display P = (P,Q, F, V −1), by
setting P := M,Q := VM and F being F : M →M and finally V −1 : VM →M
being the inverse of V : M → VM (note that since FV = p and M is a free
W (k)-module, V is injective). Moreover, P is a display, if and only if the morph-
ism V : M/pM → M/pM is nilpotent. Thus, if G is a p-divisible group over
k, the Dieudonne´ module, D∗(G), of G gives rise to a 3n-display. Since we are
working with the covariant Dieudonne´ theory, we observe that G is connected, if
and only if the corresponding 3n-display is a (nilpotent) display.
Definition 6.1.9. Let R be a ring and P = (P,Q, F, V −1) a 3n-display over R.
The tangent module of P , denoted by T (P), is the R-module P/Q.
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Definition 6.1.10. Let R be a ring and P = (P,Q, F, V −1) a 3n-display over R.
The rank of P , is the rank of its tangent module over R and the height of P , is
the rank of P over W (R).
Remark 6.1.11.
1) Using the normal decomposition P = L⊕ T and Q = L⊕ IRT , we observe
that the tangent module of P is isomorphic to T/IRT , which is a projective
R-module and therefore the rank of the tangent module over R is equal to
the rank of T over W (R). It follows that the height of P is equal to the
sum of ranks of L and T over W (R).
2) If R is a perfect field of characteristic p > 0 and P is the display associated
to a connected p-divisible group G, then the tangent module of P , which
is an R-vector space, is canonically isomorphic to the tangent space of the
p-divisible group G. The rank and height of P are respectively equal to the
dimension of G and its height.
The following construction is extracted without proofs from example 23, p. 22 of
[Zin02].
Construction 6.1.12. Let P = (P,Q, F, V −1) be a 3n-display over a ring R
with p.R = 0. Denote by Frob: R → R the absolute Frobenius morphism of R,
i.e., Frob(r) = rp for any r ∈ R. Denote by P(p) = (P (p), Q(p), F, V −1) the base
change of P with respect to Frob. More precisely, we have
P (p) = W (R)⊗F,W (R) P
and
Q(p) = IR ⊗F,W (R) P + Im(W (R)⊗F,W (R) Q→ W (R)⊗F,W (R) P ).
The operators F, V −1 are uniquely determined by the relations:
F (w ⊗ x) = F (w)⊗ F (x), w ∈ W (R), x ∈ P,
V −1(V w ⊗ x) = w ⊗ F (x), w ∈ W (R), x ∈ P
and
V −1(w ⊗ y) = F (w)⊗ V −1(y), w ∈ W (R), y ∈ Q.
The map V ] in Construction 6.1.3, satisfies V ](P ) ⊆ Q(p) and using the fact that
P is generated as a W (R)-module by elements V −1(y) with y ∈ Q, one shows
that V ] commutes with F and V −1 and therefore induces a homomorphism of
3n-displays
FrP : P → P(p).
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Similarly, F ] satisfies F ](Q(p)) ⊆ IRP and commutes with F and V −1 and thus
induces a homomorphism of 3n-displays
V erP : P(p) → P .
From the equations (1.4), we obtain the equations
FrP ◦ V erP = p. IdP(p) and V erP ◦ FrP = p. IdP .
For the next construction, we fix a 3n-display P = (P,Q, F, V −1) over a ring R,
where p is topologically nilpotent, with a fixed normal decomposition P = L⊕T ,
and a nilpotent R-algebra N . Set S := R ⊕N . This has a natural structure of
an R-algebra. This construction is a recapitulation of some of the constructions
and results in section 3 of [Zin02].
Construction 6.1.13. Set P̂ (N ) := Ŵ (N ) ⊗W (R) P and Q̂(N ) := P̂N ∩ QS,
where QS is the base change of Q (as in 3n-display), i.e.,
QS = Ker(W (S)⊗W (R) P → S ⊗R P/Q).
Then, one sees that
Q̂(N ) = Ŵ (N )⊗W (R) L⊕ ÎN ⊗W (R) T.
We extend the maps F : P → P and V −1 : Q → P to maps F : P̂ (N ) → P̂ (N )
and V −1 : Q̂(N )→ P̂ (N ) as follows. We set F := FN ⊗F , where FN : Ŵ (N )→
Ŵ (N ) is the Frobenius morphism. We let V −1 act on Ŵ (N )⊗W (R)L as F ⊗V −1
and on ÎN ⊗W (R) T as V −1 ⊗ F (since the action of V on the Witt vectors is
injective, the map V −1 : ÎN → Ŵ (N ) is well-defined). If we want to look at P̂N
and Q̂N as functors on NilR, we denote P̂N by G0P(N ) and Q̂N by G−1P (N ).
Denote by BTP(N ) the cokernel of the map V −1 − Id : G−1P (N ) → G0P(N ). By
theorem 81, p. 77 of [Zin02], the following sequence is exact:
0 −→ G−1P (N ) V
−1−Id−−−−−−→ G0P(N ) −→ BTP(N ) −→ 0
and the functor BTP : NilR → Ab is a finite dimensional formal group. Moreover,
if P is a display (nilpotent), then BTP is a p-divisible group (corollary 89, p.83
of [Zin02]). By corollary 86, p. 81 of [Zin02], the construction of BTP commutes
with base change of 3n-displays. Now, assume that pR = 0. By functoriality,
the Frobenius map FrP : P → P(p) gives rise to a map BTP(FrP) : BTP →
BTP(p) ∼= BT (p)P , where by BT (p)P we mean the base change of the formal group
BTP with respect to the extension Frob: R→ R. Proposition 87, p.81 of [Zin02]
states that this homomorphism is the Frobenius morphism of the formal group
BTP . Similarly, the induced morphism BTP(V erP) : BT
(p)
P ∼= BTP(p) → BTP is
the Verschiebung of BTP .
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For future reference, we summarize these results in the following proposition.
Proposition 6.1.14. Let P be a 3n-display over a ring R, then:
• BTP is a finite dimensional formal group and the construction P  BTP
commutes with base change, i.e., if R → S is a ring homomorphism, then
there exists an canonical isomorphism (BTP)S ∼= BTPS .
• If p is nilpotent in R and P is nilpotent, then BTP is an infinitesimal p-
divisible group.
• If pR = 0, and P is nilpotent, then the Frobenius and respectively Ver-
schiebung morphisms of the p-divisible group BTP are BTP(FrP) and re-
spectively BTP(V erP).
Notations 6.1.15. For a nilpotent R-algebra N , we denote by [b] the class of
an element b ∈ G0P(N ) modulo (V −1 − Id)G−1P (N ). If [b] is annihilated by pn,
we write [b]n to emphasize the fact that this element belongs to the kernel of
pn. In this case, pnb belongs to the subgroup (V −1 − Id)G−1P (N ) of G0P(N ), and
therefore, since V −1 − Id : G−1P (N ) → G0P(N ) is injective, there exists a unique
element ngP(b) ∈ G−1P (N ) with (V −1 − Id)(ngP(b)) = pnb.
Remark 6.1.16. It follows from the construction of BTP that for any nilpotent
R-algebra N , any w ∈ Ŵ (N ) and any x ∈ P , we have [Fw ⊗ x] = [w ⊗ V x]
and [V w⊗ x] = [w⊗Fx]. Indeed, by Construction 6.1.13, we know that (V −1−
Id)(w⊗V x) = Fw⊗x−w⊗V x and that (V −1−Id)(V w⊗x) = w⊗Fx−V w⊗x.
We will need theorem 103, p.94 of [Zin02], which states:
Theorem 6.1.17. Let R be an excellent local ring or a ring such that R/pR
is of finite type over a field k. The functor P 7→ BTP gives an equivalence of
categories between the category of (nilpotent) displays over R and infinitesimal
p-divisible groups over R.
6.2 Multilinear morphisms and the map β
Definition 6.2.1. Let P0,P1, . . . ,Pr and P be 3n-displays over a ring R.
(i) A multilinear morphism ϕ : P1×· · ·×Pr → P0 is a W (R)-linear morphism
ϕ : P1 × · · · × Pr → P0 satisfying the following conditions:
– ϕ restricts to a W (R)-multilinear morphism ϕ : Q1 × · · · ×Qr → Q0.
– For any qi ∈ Qi:
V −1ϕ(q1, . . . , qr) = ϕ(V −1q1, . . . , V −1qr).
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– For any 1 ≤ i ≤ r, xi ∈ Pi and qj ∈ Qj (j 6= i):
Fϕ(q1, . . . , qi−1, xi, qi+1, . . . , qr) =
ϕ(V −1q1, . . . , V −1qi−1, Fxi, V −1qi+1, . . . , V −1qr).
The group of multilinear morphisms P1×· · ·×Pr → P0 is denoted by
Mult(P1 × · · · × Pr,P0).
(ii) A symmetric multilinear morphism ϕ : Pr → P0, is a multilinear morph-
ism such that the underlying W (R)-multilinear morphism ϕ : P r → P0 is
symmetric. The group of symmetric morphisms Pr → P0 is denoted by
Sym(Pr,P0).
(iii) An antisymmetric multilinear morphism ϕ : Pr → P0, is a multilinear
morphism such that the underlying W (R)-multilinear morphism ϕ : P r →
P0 is antisymmetric. The group of antisymmetric morphisms Pr → P0 is
denoted by Antisym(Pr,P0).
(iv) An alternating multilinear morphism ϕ : Pr → P0, is a multilinear morph-
ism such that the underlying W (R)-multilinear morphism ϕ : P r → P0 is
alternating. The group of alternating morphisms Pr → P0 is denoted by
Alt(Pr,P0).
Remark 6.2.2.
1) We call the second and respectively the third property of a multilinear
morphism the V -condition and respectively the F -condition.
2) Note that the F -condition of a multilinear morphism follows from W (R)-
multilinearity and the the first property and the V -condition. Indeed, by
Remark 6.1.2, we have
Fϕ(q1, . . . , qi−1, xi, qi+1, . . . , qr)
6.1.2
=
V −1
(
V (1)ϕ(q1, . . . , qi−1, xi, qi+1, . . . , qr)
)
=
V −1ϕ(q1, . . . , qi−1, V (1)xi, qi+1, . . . , qr) =
ϕ(V −1q1, . . . , V −1qi−1, V −1(V (1)xi), V −1qi+1, . . . , V −1qr)
6.1.2
=
ϕ(V −1q1, . . . , V −1qi−1, Fxi, V −1qi+1, . . . , V −1qr).
Construction 6.2.3. Let P1, . . . ,Pr,P0 be 3n-displays over a ring R and ϕ :
P1 × · · · × Pr → P0 a multilinear morphism of 3n-displays.
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• Let R→ S be a ring homomorphism. We extend ϕ to a multilinear morph-
ism ϕS : P1,S × · · · × Pr,S → P0,S as follows. For all wi ∈ W (S) and all
xi ∈ Pi (i = 1, . . . , r), we set
ϕS(w1 ⊗ x1, . . . , wr ⊗ xr) := w1 . . . wr ⊗ ϕ(x1, . . . , xr)
and extend W (S)-multilinearly to the whole product P1,S × · · · × Pr,S.
• Given a nilpotent R-algebra N we extend ϕ to a Ŵ (N )-multilinear morph-
ism ϕ̂ : P̂1 × · · · × P̂r → P̂0 as follows. For all ωi ∈ Ŵ (N ) and all xi ∈ Pi
with i = 1, . . . , r, we set:
ϕ̂(ω1 ⊗ x1, . . . , ωr ⊗ xr) := ω1 . . . ωr ⊗ ϕ(x1, . . . , xr).
Now, we extend ϕ̂ multilinearly to the whole product P̂1 × · · · × P̂r.
Lemma 6.2.4. The multilinear morphisms ϕS and ϕ̂ constructed above satisfy
the V -F conditions.
Proof. The proof of the lemma for the two multilinear morphisms are similar
and thus, we only prove the lemma for the multilinear morphism ϕ̂. Let P =
(P,Q, F, V −1) be a 3n-display over R. Take elements w ∈ Ŵ (N ) and x ∈ P . By
construction of F and V on P̂N (cf. Construction 6.1.13), we have
F (w ⊗ x) = F (w)⊗ F (x) = F (w)⊗ V −1(V (1) · x) =
V −1(w ⊗ V (1) · x) = V −1(V (1)w ⊗ x).
Thus, by the same arguments as in Remark 6.2.2, it is enough to show that ϕ̂
satisfies the V -condition. So, for each i ∈ J1, rK take an element qˆi in Q̂i,N . As
we already know that ϕ̂ is multilinear (by its construction), we can assume that
either qˆi ∈ Ŵ (N )⊗ Li or qˆi ∈ ÎN ⊗ Ti, where for each i, we have fixed a normal
decomposition Pi = Li⊕ Ti, and that each of qˆi is a pure tensor (i.e., of the form
x ⊗ y). Since the construction of ϕ̂ is symmetric with respect to i and for the
sake of simplicity, we can assume that qˆj = wj ⊗ qj ∈ Ŵ (N )⊗ Lj for 1 ≤ j ≤ s
and qˆj = V (wj)⊗ tj for s+ 1 ≤ j ≤ r for some 0 ≤ s ≤ r. We divide the problem
into two cases: when s < r and when s = r. In the first case, we have:
ϕ̂(qˆ1, . . . , qˆr) = ϕ̂(w1 ⊗ q1 . . . , ws ⊗ qs, V (ws+1)⊗ ts+1, . . . , V (wr)⊗ tr) =
w1 . . . wsV (ws+1) . . . V (wr)⊗ ϕ(q1, . . . , qs, ts+1, . . . , tr) =
V
(
F
(
w1 . . . wsV (ws+1) . . . V (wr−1)
) · wr)⊗ ϕ(q1, . . . , qs, ts+1, . . . , tr).
The element V
(
F
(
w1 . . . wsV (ws+1) . . . V (wr−1)
) · wr) being in the ideal ÎN , it
follows that ϕ̂(qˆ1, . . . , qˆr) ∈ Q̂0,N . In the second case, we have:
ϕ̂(qˆ1, . . . , qˆr) = ϕ̂(w1 ⊗ q1 . . . , wr ⊗ qr) = w1 . . . wr ⊗ ϕ(q1, . . . , qr).
As by assumption ϕ(q1, . . . , qr) ∈ Q0, we conclude again that ϕ̂(qˆ1, . . . , qˆr) ∈ Q̂0,N
(note that Q̂0,N contains elements coming from Ŵ (N )⊗Q0).
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Construction 6.2.5. Given displays P1, . . . ,Pr,P0 over a ring R, with a V -F
multilinear morphism
ϕ : P1 × · · · × Pr → P0,
we construct for any natural numbers n, a map
βϕ,n : BTP1,n × · · · ×BTPr,n → BTP0,n,
where BTPi,n is the kernel of multiplication by p
n on the p-divisible group BTPi .
Take a nilpotent R-algebra N and elements [xi]n ∈ BTPi,n(N ) and set
βϕ,n([x1]n, . . . , [xr]n) := (−1)r−1
r∑
i=1
[
ϕ̂
(
V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr
)]
,
where for all 1 ≤ j ≤ r, we have abbreviated ngPj(xj) (from Notations 6.1.15) to
gj. We show in the next lemma that this is a well-defined multilinear morphism.
Remark 6.2.6. Note that if r = 1, then βϕ,n : BTP1,n → BTP0,n is the restriction
of the homomorphism BTϕ : BTP1 → BTP0 (using the functoriality of BT ) to
BTP1,n.
Proposition 6.2.7. The maps βϕ,n : BTP1,n× · · · ×BTPr,n → BTP0,n satisfy the
following properties:
(i) βϕ,n are well-defined multilinear morphisms.
(ii) βϕ,n are compatible with respect to projections p. : BTPi,n+1  BTPi,n.
(iii) If the 3n-displays P1 . . . ,Pr are equal, then if ϕ is symmetric, antisymmet-
ric or alternating, then βϕ,n has the same property.
(iv) The construction of βϕ,n commutes with base change, i.e., if R → S is a
ring homomorphism, then (βϕ,n)S and βϕS ,n are equal as multilinear morph-
isms BTP1S ,n × · · · × BTPrS ,n → BTP0S ,n, using the identification BTPiS ∼=
(BTPi)S.
Proof. We fix a nilpotent R-algebra N .
(i) For each 1 ≤ i ≤ r, take elements [xi]n ∈ BTPi,n(N ). If we show that
the element βϕ,n([x1]n, . . . , [xr]n) does not depend on the representatives xi
of the class [xi] and that the map βϕ,n is multilinear, then it follows that
βϕ,n([x1]n, . . . , [xr]n) lies in the kernel of multiplication by p
n (note that
pn[xi] = 0). By multilinearity of ϕ̂, in order to show the independence of
βϕ,n([x1]n, . . . , [xr]n) from the choices of the elements xi, it is sufficient to
show that if one xj is in the subgroup (V
−1 − Id)G−1Pj of G0Pj , then the
element βϕ,n([x1]n, . . . , [xr]n) is in the subgroup (V
−1 − Id)G−1P0 of G0P0 . So,
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assume that xj = (V
−1 − Id)(zj) for some zj ∈ G−1Pj and for every i, set
gi := ngPj(xi). We then have
(V −1 − Id)(gj) = pnxj = pn(V −1 − Id)(zj) = (V −1 − Id)(pnzj)
and since V −1 − Id is injective, it implies that gj = pnzj. Set also:
• A := (−1)r−1∑j−1i=1 ϕ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr),
• B := (−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, xj, gj+1, . . . , gr) and
• C := (−1)r−1∑ri=j+1 ϕ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr).
We then have βϕ,n([x1]n, . . . , [xr]n) = [A+B+C]. If we develop each of the
terms separately, by replacing xj and respectively gj with (V
−1 − Id)(zj)
and pnzj, we obtain:
• A = (−1)r−1∑j−1i=1 ϕ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , pnzj
↑
, . . . , gr),
where the vertical arrow below pnzj is to emphasize that only the term
at the jth place does not follow the pattern of the sequence gi+1, . . . , gr.
We will use this convention for the other sums too, in order to avoid
heavy notations. By multilinearity, we can pass the coefficient pn of
zj to xi and get
(−1)r−1
j−1∑
i=1
ϕ̂(V −1g1, . . . , V −1gi−1, pnxi, gi+1, . . . , zj
↑
, . . . , gr).
Now, pnxi is equal to (V
−1 − Id)(gi) and therefore A becomes:
(−1)r−1
j−1∑
i=1
ϕ̂(V −1g1, . . . , V −1gi−1, (V −1 − Id)gi, gi+1, . . . , zj
↑
, . . . , gr)
= (−1)r−1
j−1∑
i=1
ϕ̂(V −1g1, . . . , V −1gi−1, V −1gi, gi+1, . . . , zj
↑
, . . . , gr)−
(−1)r−1
j−1∑
i=1
ϕ̂(V −1g1, . . . , V −1gi−1, gi, gi+1, . . . , zj
↑
, . . . , gr).
All but one term in the two sums cancel out (which becomes clear
with an index shift in the first sum) and hence, we obtain
A = (−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, zj, gj+1, . . . , gr)−
(−1)r−1ϕ̂(g1, . . . , gj−1, zj, gj+1, . . . , gr). (2.8)
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• B = (−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, (V −1 − Id)zj, gj+1, . . . , gr) =
(−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, V −1zj, gj+1, . . . , gr)−
(−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, zj, gj+1, . . . , gr). (2.9)
• Finally, performing the same calculations and using the similar argu-
ments as for A, we obtain
C = (−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, V −1zj, V −1gj+1, . . . , V −1gr)−
(−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, V −1zj, gj+1, . . . , gr). (2.10)
Now, adding up A, B and C and use equations (2.8), (2.9) and (2.10), we
observe that four terms of the six terms cancel out and we obtain
βϕ,n([x1]n, . . . , [xr]n) = [A+B + C] =
[(−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, V −1zj, V −1gj+1, . . . , V −1gr)−
(−1)r−1ϕ̂(g1, . . . , gj−1, zj, gj+1, . . . , gr)] =
[(V −1 − Id)((−1)r−1ϕ̂(g1, . . . , gj−1, zj, gj+1, . . . , gr))].
Since the vector (g1, . . . , gj−1, zj, gj+1, . . . , gr) belongs to Q̂1,N × · · · × Q̂r,N
and therefore by Lemma 6.2.4, ϕ̂(g1, . . . , gj−1, zj, gj+1, . . . , gr)
)
belongs to
Q̂0,N = G−1P0 , we conclude that βϕ,n([x1]n, . . . , [xr]n) is the zero element of
the quotient BTP0 . This proves the independence from the choices of rep-
resentatives.
It remains to prove the multilinearity. Since the map V −1 − Id is a homo-
morphism and is injective, and ϕ̂ is multilinear, a straightforward calcula-
tion shows that βϕ,n is multilinear too. This proves part (i).
(ii) Take elements [xi]n+1 ∈ BTPi,n(N ). If we set gi := n+1gPi(xi+1), we have
pn(pnxi) = p
n+1xi = (V
−1 − Id)gi
and therefore ngPi(xi) = gi. Thus, we have βϕ,n([px1]n, . . . , [pxr]n) =
(−1)r−1
r∑
i=1
[
ϕ̂(V −1g1, . . . , V −1gi−1, pxi, gi+1, . . . , gr)
]
=
p(−1)r−1
r∑
i=1
[
ϕ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr)
]
=
pβϕ,n+1([x1]n+1, . . . , [xr]n+1)
where we have used the multilinearity of ϕ̂ for the second equality. This
proves part (ii).
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(iii) Denote by P the equal 3n-displays P1, . . . ,Pr. Let σ ∈ Sn be a permutation
of n elements and define a new map ψ : Pr → P0 by setting
ψ(a1, . . . , ar) := ε · sgn(σ)ϕ(aσ(1), . . . , aσ(r)),
where ε ∈ {1,−1} is a fixed sign. Since ϕ is a multilinear morphism of
3n-displays, it follows from the definition that the new map ψ is also a
multilinear morphism of 3n-displays (i.e., multilinear satisfying the V -F
conditions). We claim that for any natural number n, any 1 ≤ i ≤ r, any
[xi] ∈ BTP,n(N ) and any permutation σ ∈ Sn we have
βψ,n([x1], . . . , [xr]) = ε · sgn(σ)βϕ,n([xσ(1)], . . . , [xσ(r)]).
If we have this result, it follows at once that if ϕ is symmetric (respec-
tively antisymmetric), then βϕ,n is symmetric (respectively antisymmetric).
We prove the claim and then show the statement about the alternating
morphism. In order to prove the claim, it suffices to assume that σ is a
transposition of the form (t, t+1) with t ∈ J1, r−1K (because they generate
the group Sn). Again, we set gi := ngP(xi). We then have
βψ,n([x1], . . . , [xr]) = (−1)r−1
r∑
i=1
[
ψ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr)
]
= (−1)r−1
t−1∑
i=1
[
ψ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr)+
(−1)r−1ψ̂(V −1g1, . . . , V −1gt−1, xt, gt+1, . . . , gr)+
(−1)r−1ψ̂(V −1g1, . . . , V −1gt, xt+1, gt+2, . . . , gr)+
(−1)r−1
r∑
i=t+2
ψ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr)
]
=
−ε(−1)r−1
( t−1∑
i=1
[
ϕ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . .
. . . , gt−1, gt+1, gt, gt+2, gt+3, . . . , gr)+
ϕ̂(V −1g1, . . . , V −1gt−1, gt+1, xt, gt+2, gt+3, . . . , gr)+
ϕ̂(V −1g1, . . . , V −1gt−1, xt+1, V −1gt, gt+2, gt+3, . . . , gr)+
r∑
i=t+2
ϕ̂(V −1g1, . . . , V −1gt−1, V −1gt+1, V −1gt, V −1gt+2, V −1gt+3, . . .
. . . , V −1gi−1, xi, gi+1, . . . , gr)
]
n
)
.
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Now, we calculate
−εβϕ,n([x1], . . . , [xt−1], [xt+1], [xt], [xt+2], [xt+3], . . . , [xr]).
This is equal to
−ε(−1)r−1
( t−1∑
i=1
[
ϕ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . .
. . . , gt−1, gt+1, gt, gt+2, gt+3, . . . , gr)+
ϕ̂(V −1g1, . . . , V −1gt−1, xt+1, gt, gt+2, gt+3, . . . , gr)
ϕ̂(V −1g1, . . . , V −1gt−1, V −1gt+1, xt, gt+2, gt+3, . . . , gr)+
r∑
i=t+2
ϕ̂(V −1g1, . . . , V −1gt−1, V −1gt+1, V −1gt, V −1gt+2, V −1gt+3, . . .
. . . , V −1gi−1, xi, gi+1, . . . , gr)
]
n
)
.
Thus, the difference
βψ,n([x1], . . . , [xr])− ε sgn(σ)βϕ,n([xσ(1)], . . . , [xσ(r)])
is equal to the following (by using the multilinearity of ϕ̂ and the formulae
(V −1 − Id)gt = pnxt and (V −1 − Id)gt+1 = pnxt+1)
ε(−1)r−1[ϕ̂(V −1g1, . . . , V −1gt−1, V −1gt+1 − gt+1, xt, gt+2, gt+3, . . . , gr)−
ϕ̂(V −1g1, . . . , V −1gt−1, xt+1, V −1gt − gt, gt+2, gt+3, . . . , gr)
]
n
=
ε(−1)r−1[ϕ̂(V −1g1, . . . , V −1gt−1, pnxt+1, xt, gt+2, gt+3, . . . , gr)−
ϕ̂(V −1g1, . . . , V −1gt−1, xt+1, pnxt, gt+2, gt+3, . . . , gr)
]
n
=
ε(−1)r−1[pnϕ̂(V −1g1, . . . , V −1gt−1, xt+1, xt, gt+2, gt+3, . . . , gr)−
pnϕ̂(V −1g1, . . . , V −1gt−1, xt+1, xt, gt+2, gt+3, . . . , gr)
]
n
= 0.
Now, assume that ϕ is alternating. It is therefore also antisymmetric. We
have to show that if two components of the vector ~[x] := ([x1], . . . , [xr]) ∈
BTP,n(N )r are equal, then βϕ,n( ~[x]) = 0. Since by the first part, we know
that βϕ,n is antisymmetric, without loss of generality, we can assume that
the first two components of ~[x] are equal. Note also that ϕ being alternating,
the extended multilinear morphism ϕ̂ is alternating as well. We have
βϕ,n([x1], [x1], [x3], . . . , [xr]) = (−1)r−1
[
ϕ̂(x1, g1, g3, g4, . . . , gr)+
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ϕ̂(V −1g1, x1, g3, g4, . . . , gr)+
r∑
i=3
ϕ̂(V −1g1, V −1g1, V −1g3, V −1g4, . . . , V −1gi−1, xi, gi+1, gr)
]
n
,
where as before gi = ngP(xi). The last sum is zero, because ϕ̂ is alternating
and if we use the fact that ϕ̂ is antisymmetric, the sum of the first two
terms will be equal to
(−1)r−1[ϕ̂(V −1g1, x1, g3, g4, . . . , gr)− ϕ̂(g1, x1, g3, g4, . . . , gr)]n =
(−1)r−1[ϕ̂(V −1g1 − g1, x1, g3, g4, . . . , gr)]n =
(−1)r−1[ϕ̂(pnx1, x1, g3, g4, . . . , gr)]n
= (−1)r−1[pnϕ̂(x1, x1, g3, g4, . . . , gr)]n,
which is zero, since ϕ̂ is alternating.
(iv) This follows from the fact that for every nilpotent S-algebra M, the two
groups G0P(M) = Ŵ (M) ⊗W (R) P and G0PS(M) = Ŵ (M) ⊗W (S) PS are
canonically isomorphism and this isomorphism induces an isomorphism be-
tween the subgroups G−1P (M) and G−1PS(M), and the canonical isomorphism
(BTP)S ∼= BTPS .
As a direct consequence of this Proposition, we obtain the following Corollary.
Corollary 6.2.11. The construction of β yields homomorphisms
β : Mult(P1 × · · · × Pr,P0)→ Mult(BTP1 × · · · ×BTP0 , BTP0),
Sym(Pr1 ,P0)→ Sym(BT rP1 , BTP0)
and
Alt(Pr1 ,P0)→ Alt(BT rP1 , BTP0).
Question 6.2.12. Are the morphisms β in the Corollary 6.2.11 isomorphisms?
6.3 Exterior powers
Construction 6.3.1. Let P = (P,Q, F, V −1) be a 3n-display with tangent
module of rank one. We want to define a new 3n-display denoted by
∧rP =
(ΛrP,ΛrQ,ΛrF,ΛrV −1). Fix a normal decomposition
P = L⊕ T and Q = L⊕ IRT.
Although we use a normal decomposition for the construction, we will show in
the next lemma, that this construction is in fact independent from the choice of
a normal decomposition.
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• Define ΛrP to be the exterior power of P , ∧rP , over the ring W (R).
• Define ΛrQ to be the image of the homomorphism ∧rQ ∧rι−−−→ ∧rP , where
ι : Q ↪→ P is the inclusion.
• Since by assumption, T is projective of rank one, we have
ΛrP ∼=
∧r
L⊕
∧r−1
L⊗ T
and
ΛrQ ∼=
∧r
L⊕
∧r−1
L⊗ IRT.
Define ΛrF : ΛrP → ΛrP to be ∧r−1V −1 ∧ F .
• Define ΛrV −1 : ΛrQ→ ΛrP to be ∧rV −1 : ∧rQ→ ∧rP restricted to ΛrQ
(note that ΛrQ is a direct summand of
∧rQ ∼= ⊕ri=0(∧r−iL⊗∧iIRT ) ).
Lemma 6.3.2. The construction of
∧rP = (ΛrP,ΛrQ,ΛrF,ΛrV −1) does not
depend on the choice of a normal decomposition of P and defines a 3n-display
structure. The height and rank of
∧rP are respectively (h
r
)
and
(
h−1
r−1
)
, where h is
the height of P. If P is a display, then ∧rP is a display as well. Furthermore,
this construction commutes with the base change.
Proof. Assume that we have shown that the morphism ΛrV −1 is independent
from the choice of a normal decomposition and that this construction defines a
3n-display structure. Then, as we know that for any 3n-display, the morphism F
is uniquely determined by the morphism V −1 (cf. Remark 6.1.2), the morphism
ΛrF will be independent from the choice of a normal decomposition as well. So,
we prove at first the canonicity of ΛrV −1 and then show that with this construc-
tion, we obtain a 3n-display.
Set N :=
⊕r
i=2(
∧r−iL⊗∧iIRT ). Since ∧rQ ∼= ΛrQ⊕N and since the morphism∧rV −1 : ∧rQ→ ∧rP is independent from the choice of a normal decomposition,
if we show that the restriction of this morphism to the submodule N is the zero
morphism, then it follows that the canonical morphism
∧rV −1 factors through
the quotient
∧rQ  ΛrQ. Thus, the resulting morphism ΛrQ → ΛrP , which is
equal to ΛrV −1, is independent from the choice of a normal decomposition. So,
it is enough to show that for every i > 1, the morphism∧r
V −1 :
∧r−i
L⊗
∧i
IRT →
∧r
P
is trivial. For any w ∈ W (R) and x ∈ P , we have V −1(V (w).x) = wF (x). It
implies that this morphism factors through the image of the morphism∧r−i
V −1 ∧
∧i
F :
∧r−i
L⊗
∧i
T →
∧r
P.
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The module
∧iT being trivial for i > 1, we conclude that the morphism ∧rV −1
restricted to
∧r−iL⊗∧iIR is zero, as desired.
As P is a projective W (R)-module, its exterior powers are projective too. We
have ΛrP =
∧rL ⊕ ∧r−1L ⊗ T and ΛrQ = ∧rL ⊕ ∧r−1L ⊗ IRT , and since
IR(
∧r−1L⊗ T ) = ∧r−1L⊗ IRT , we conclude that the direct sum∧r
L⊕
∧r−1
L⊗ T
is a normal decomposition of ΛrP . We have to show that the morphism ΛrV −1
is an FR-linear epimorphism. But we know that V −1 : Q → P is an FR-linear
epimorphism and therefore
∧rV −1 : ∧rQ→ ∧rP is an FR-linear epimorphism as
well. As this morphism factors through the quotient
∧rQ ΛrQ, the morphism
ΛrV −1 is also an FR-linear epimorphism.
Now, we show that the morphism ΛrF has the right properties, i.e., it is FR-
linear and satisfies the relation wΛrF (x) = ΛrV −1(V (w).x) for every w ∈ W (R)
and every x ∈ ΛrP . The fact that it is FR-linear follows from its construction
and the fact that V −1 and F are FR-linear. Now take an element w ∈ W (R) and
q1 ∧ · · · ∧ qr−1 ⊗ t in the submodule
∧r−1L⊗ T , we have
w.ΛrF (q1 ∧ · · · ∧ qr−1 ⊗ t) = wV −1q1 ∧ · · · ∧ V −1qr−1 ∧ F (t) =
V −1q1 ∧ · · · ∧ V −1qr−1 ∧ wF (t) = V −1q1 ∧ · · · ∧ V −1qr−1 ∧ V −1(V (1).x) =
ΛrV −1(V (1).q1 ∧ · · · ∧ qr−1 ⊗ t).
A similar calculation shows that for any w ∈ W (R) and any x ∈ ∧rL, we have
w.ΛrF (x) = ΛrV −1(V (1).x), and therefore
∧rP = (ΛrP,ΛrQ,ΛrF,ΛrV −1) is a
3n-display.
By definition, the height of
∧rP is the rank of the projective W (R)-module ΛrP ,
which is equal to
(
h
r
)
, with h the rank of P . The rank of
∧rP is equal to the
rank of the projective W (R)-module
∧r−1L⊗T , which is equal to (h−1
r−1
)
, since L
has rank h− 1 and T has rank one (cf. Remark 6.1.11).
Since the construction of exterior powers of modules commutes with the base
change, a straightforward calculation shows that, under the identification
W (R)⊗F,W (R) ΛrP ∼= Λr(W (R)⊗F,W (R) P ),
the morphism
(ΛrV )N] : ΛrP → W (R)⊗F,W (R) ΛrP
(cf. Construction 6.1.3) is equal to the morphism
Λr(V N]) : ΛrP → Λr(W (R)⊗F,W (R) P ).
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Again, since
∧r commutes with base change, Λr(V N]) is the zero module IR +
pW (R), if V N] is the zero modulo IR+pW (R). This shows that
∧rP is a display,
if P is a display.
Finally, we have to show that if R → S is a base extension, then there exists
a canonical isomorphism
∧r(PS) ∼= (∧rP)S. This is a straightforward calcu-
lation. We explain why the pairs ((ΛrP )S, (Λ
rQ)S) and (Λ
r(PS),Λ
r(QS)) are
canonically isomorphic, and leave the verification of the equality of the pairs
((ΛrF )S, (Λ
rV −1)S) and (Λr(FS),Λr(V −1S )) to the reader. By definition, we have
(ΛrP )S = W (S)⊗W (R)
∧r
P =
∧r
(W (S)⊗W (R) P ) = Λr(PS)
and using a normal decomposition, we have
(ΛrQ)S = (W (S)W (R)
∧r
L)⊕ (IS ⊗W (R)
∧r−1
L⊗W (R) T ) ∼=∧r
(W (S)⊗W (R) L)⊕ (IS ⊗W (S) W (S)⊗W (R)
∧r−1
L⊗W (R) T ) ∼=∧r
LS ⊕ (W (S)⊗W (R)
∧r−1
L)⊗W (S) (IS ⊗W (R) T ) ∼=∧r
LS ⊕ (
∧r−1
LS)⊗W (S) IS(W (S)⊗W (R) T ) =∧r
LS ⊕ (
∧r−1
LS ⊗W (S) ISTS) = Λr(QS).
The above isomorphisms are induced by the canonical isomorphism (
∧rP )S ∼=∧r(PS), i.e., this isomorphism restricts to an isomorphism (ΛrQ)S ∼= Λr(QS).
Thus, the latter isomorphism does not depend on the choice of a normal decom-
position either.
Proposition 6.3.3. Let P be a 3n-display of rank one over a ring R. The map
λ : P r →
∧r
P, (x1, . . . , xr) 7→ x1 ∧ · · · ∧ xr
defines an alternating morphism of 3n-displays λ : Pr → ∧rP with the following
universal property:
For every 3n-display P ′ over R, the homomorphism
Hom(
∧rP ,P ′)→ Alt(Pr,P ′)
induced by λ is an isomorphism.
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Proof. It follows from the construction of
∧rP = (ΛrP,ΛrQ,ΛrF,ΛrV −1) that
λ is an alternating morphism of 3n-displays. We therefore only need to show
the universal property. Let P ′ = (P ′, Q′, F, V −1) be a 3n-display over R and let
ϕ : Pr → P ′ be an alternating morphism of 3n-displays. We ought to show that
there exists a unique morphism of 3n-displays from
∧rP to P ′, whose composition
with λ is ϕ. The morphism ϕ : P r → P ′ is an alternating morphism of R-
modules and the restriction of ϕ to Qr is an alternating morphism ϕ : Qr →
Q′. By the universal property of ΛrP =
∧rP , there exists a unique R-modules
homomorphism ϕ¯ :
∧rP → P ′ such that ϕ¯ ◦ λ = ϕ and we claim that this
morphism defines a morphism of 3n-displays from
∧rP to P ′. Consider the
following diagram:
Qr
ϕ

λ // //
 p
  A
AA
AA
AA
A
∧rQ
""F
FF
FF
FF
F
P r
ϕ

λ // //
∧rP
ϕ¯
||xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
x
Q′  p
!!B
BB
BB
BB
B
P ′.
From what we said above and the definition, this diagram commutes. We want to
show that the image of ΛrQ under ϕ¯ lies inside Q′. Since by construction, ΛrQ is
the image of the morphism
∧rQ→ ∧rP , and since the morphism λ : Qr → ∧rQ
is surjective, it is enough to show that the image of the composition
Qr λ−−→
∧r
Q→
∧r
P ϕ¯−−→ P ′
lies inside Q′. This follows from the commutativity of the above diagram. Now,
we have to show that ϕ¯◦ΛrV −1 = V −1◦ϕ¯. Take an element q := q1∧q2∧· · ·∧qr ∈∧rQ. We have
ϕ¯ ◦
∧r
V −1(q) = ϕ¯
(
V −1(q1) ∧ · · · ∧ V −1(qr)
)
= ϕ
(
V −1(q1), . . . , V −1(qr)
)
= V −1ϕ(q1, . . . , qr) = V −1 ◦ ϕ¯(q),
where the third equality follows from the fact that ϕ satisfies the V -condition.
This implies that for every q ∈ ΛrQ, we have ϕ¯ ◦ΛrV −1(q) = V −1 ◦ ϕ¯(q) and the
claim is proved. By construction of ϕ¯, we have ϕ¯ ◦ λ = ϕ. It remains to show
the uniqueness of ϕ¯. Since the morphism λ : P r → ∧rP is a surjective map (as
sets), any morphism ϕ1 :
∧rP → P ′ with ϕ1 ◦λ = ϕ is equal to ϕ¯ as a morphism
from
∧rP to P ′ and therefore is equal to ϕ¯ as a morphism of 3n-displays. The
proof is now achieved.
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Chapter 7
Comparisons
The aim of this chapter is to compare the Cartier module, the Dieudonne´ module
and the display of a connected p-divisible group over a perfect field of character-
istic p. In fact, we would like to show that these three linear algebraic gadgets are
isomorphic, a result which floats around and is known to the experts, but lacks
a written proof (at least not accessible to the author). According to [Bre79],
the isomorphism between the Cartier module and the Dieudonne´ module of a
connected p-divisible group over a perfect field of characteristic p is due to W.
Messing. We would also like to emphasize that we need explicit isomorphisms
and therefore the knowledge of the existence of such isomorphisms is not suffi-
cient for the purpose we have in mind.
In this chapterG denotes a p-divisible group over a perfect field k, of characteristic
p > 0.
Definition 7.0.1. The Cartier module of a formal group G, denoted by M(G),
is by definition the Ek-module Hom(Ŵ ,G), with the action of Frobenius and
Verschiebung through their action on Ŵ .
7.1 Cartier vs. Dieudonne´
Construction 7.1.1. Assume that G is local-local. We want to construct a
homomorphism η : D∗(G)→M(G). Fix natural numbers M and m with FMGn = 0
and V mGn = 0. It follows that every v ∈ D∗(Gn) = Hom(W, Gn) factors through the
projection W Wm,M and we also denote the induced morphism, Wm,M → Gn,
by v. Now, if we take an element u ∈ D∗(G) and denote by [u]n the class of
u modulo pnD∗(G) in D∗(Gn), for m,M  0, we can view [u]n as a morphism
Wm,M → Gn or as a morphism W→ Gn.
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The sequence Wm,M
Fn−−−→Wm,M F
M−n−−−−−→ Wm,n is exact and the composition
Wm,M
Fn−−−→Wm,M V
n−−−→ Wm,M [u]n−−−→ Gn
is zero (since Gn is annihilated by p
n, and V n ◦ F n = pn). Therefore, the com-
posite [u]n ◦ V n : Wm,M → Gn factors through Wm,M F
M−n−−−−−→ Wm,M , inducing a
morphism
η(u)n : Wm,n → Gn ↪→ G.
These morphisms are compatible with respect to inclusions Wm,n ↪→ Wm′,n′ in-
duced by τ (which is not a group homomorphism) and the natural inclusion
Wm′,n ↪→ Wm′,n′ , i.e., we send an element (x0, . . . , xn−1) ∈ Wm,n to the element
(x0, . . . , xn−1, 0, 0, . . . , 0) ∈ Wm′,n′ . As Ŵ =
⋃
m′,n′ τ(Wm′,n′), the morphisms
η(u)n induce a unique morphism η(u) : Ŵ → G, extending all η(u)n. Hence a
map
η : D∗(G)→M(G).
The following commutative diagram illustrates the constructed maps η(u)n and
η(u):
Wm,M
FM−n //
V n

Wm,n
η(u)n

  τm,n //
Ŵ
η(u)

Wm,M
[u]n
// Gn
  // G.
(1.2)
We will now generalize the above construction to define a homomorphism η :
D∗(G) → M(G) when G is a connected p-divisible group (that can contain a
multiplicative part).
Construction 7.1.3. Let G be a connected p-divisible group over a perfect
field of characteristic p. By definition, the covariant Dieudonne´ module of G is
the inverse limit lim←−
n
D∗(Gn) = lim←−
n
D∗(G∗n) where D
∗(Gn) is the contravariant
Dieudonne´ module of the Cartier dual of Gn and the transition homomorphisms
are induced by the inclusions G∗n ↪→ G∗n+1. Since G∗n is unipotent, we have
D∗(G∗n) = Hom(G
∗
n, CW
u), where CW u is the group functor of unipotent Witt
covectors. The group scheme G∗n being annihilated by p
n, every homomorphism
G∗n → CW u factors through CW u[pn]. As G∗n is the image of the multiplication
by p of G∗n+1, the transition homomorphism
Hom(G∗n+1, CW
u[pn+1])→ Hom(G∗n, CW u[pn])
is given by the following commutative diagram:
G∗n+1

// CW u[pn+1]
p.

G∗n // CW
u[pn].
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Applying the Frobenius morphism to the power n to such a homomorphism, we
obtain a homomorphism G∗n → CW u[V n], i.e., we have a homomorphism
Hom(G∗n, CW
u)
Fn◦( )−−−−−→ Hom(G∗n, CW u[V n]).
The group scheme CW u[V n] is canonically isomorphic to the group of finite
Witt vectors of length n, i.e., Wn. We have thus for every n a homomorph-
ism D∗(G∗n) → Hom(G∗n,Wn). These homomorphisms are compatible with the
projections G∗n+1 → G∗n and Wn+1 → Wn and therefore induce a homomorphism
lim←−
n
D∗(G∗n)→ lim←−
n
Hom(G∗n,Wn) ∼= Hom(lim←−
n
G∗n, lim←−
n
Wn) ∼= Hom(lim←−
n
G∗n,W ).
Now, using the Artin-Hasse exponential in order to obtain a perfect pairing
Ŵ ×W → Gm, we can take the Cartier duals of homomorphisms lim←−
n
G∗n → W ,
and obtain an isomorphism Hom(lim←−
n
G∗n,W ) ∼= Hom(Ŵ ,G) = M(G). Compos-
ing the homomorphisms and isomorphisms we constructed above, we obtain a
homomorphism η : D∗(G)→M(G).
Remark 7.1.4. As we noticed before the above construction, the homomorph-
isms η : D∗(G) → M(G) defined in Construction 7.1.1 and Construction 7.1.3
coincide, when G is local-local. The reason that we considered the special case
of p-divisible groups of local-local type separately is that we will later need this
explicit construction and in this form (cf. Theorem 8.1.14).
Let H be a unipotent group scheme over a perfect field of positive characteristic
and let v : H → CW u be an element of the contravariant Dieudonne´ module
of H. There exists a natural number n such that V nH = 0 and therefore, v
factors through the kernel of V n on CW u, which is canonically isomorphic to
Wn. We can thus consider v as a group scheme homomorphism v : H → Wn
and composing this with the morphism τn : Wn ↪→ W , we obtain a morphism of
schemes (not a homomorphism!) H → W that we denote simply by τnv or τv.
Lemma 7.1.5. Take an element u ∈ D∗(G), a nilpotent k-algebra N and an
element w ∈ Ŵ (N ) annihilated by F n. Denote by [u]n the class of u modulo
pn, seen as an element of D∗(Gn) = D∗(G∗n) = Hom(G
∗
n, CW
u), and by E the
Artin-Hasse exponential. Then, under the identification Gn ∼= Hom(G∗n,Gm), the
homomorphism
E(w · τn[F nu]n( ); 1) : G∗n → Gm
is equal to the element η(u)(w) ∈ Gn(N ).
Proof. Since F nw = 0, the element η(u)(w) lies inside the group Gn(N ) and
E(w·τn[F nu]n( ); 1) is indeed a homomorphism from G∗n toGm (note that [F nu]n :
140
G∗n → CW u factors through Wn). It follows from the construction of η that for
every g∗ ∈ G∗n(N ) we have
E(w · τn[F nu]n(g∗); 1) = E(w · τnF n[u]n(g∗); 1) = g∗(η(u)(w))
and the first equality is true because [F nu]n and F
n[u]n, seen as homomorphisms
G∗n → CW u are equal (note that the Frobenius of G∗n corresponds to Verschiebung
of Gn and the Frobenius on the covariant Dieudonne´ module is induced by the
Verschiebung). Under the identification Gn ∼= Hom(G∗n,Gm), we have
g∗(η(u)(w)) =
(
η(u)(w)
)
(g∗).
These two equalities imply that E(w · τn[F nu]n( ); 1) = η(u)(w).
Lemma 7.1.6. Let S be a k-scheme, x, x′ elements of W (S) and y an element of
Ŵ (S) such that x and x′ have the same image in the group Wm(S) and Fmy = 0
for some natural number m. Then we have
E(x · y; 1) = E(x′ · y; 1).
Proof. As x and x′ have the same image in the group Wm(S), there exists an
element z ∈ W (S) such that x− x′ = V mz. We have thus
E(x · y; 1) = E(x′ · y + V mz · y; 1) = E(x′ · y; 1) · E(V mz · y; 1).
We also have E(V mz ·y; 1) = E(z ·Fmy; 1) which is equal to 1, because Fmy = 0.
Hence E(x · y; 1) = E(x′ · y; 1).
Construction 7.1.7.
• The projection Gn+1  Gn induces a homomorphism
fn : Hom(W/pn+1, Gn+1)→ Hom(W/pn+1, Gn) ∼= Hom(W/pn, Gn)
where the isomorphism is due to the fact that Gn is annihilated by p
n and
every map W/pn+1 → Gn factors through the quotient W/pn+1  W/pn.
Denote by lim←−
fn
Hom(W/pn, Gn) the corresponding inverse limit.
• The map p. : W/pn →W/pn+1 induces a homomorphism
gn : Hom(W/pn+1, Gn+1)→ Hom(W/pn, Gn+1) ∼= Hom(W/pn, Gn),
where the isomorphism is due to the fact that W/pn is annihilated by pn
and Gn is the kernel of multiplication by p
n on Gn+1, and therefore any
map W/pn → Gn+1 factors through the inclusion Gn ↪→ Gn+1. We denote
by lim←−
gn
Hom(W/pn, Gn) the corresponding inverse limit.
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• Likewise, the map F : W/F n →W/F n+1 induces a homomorphism
Hom(W/F n+1, Gn+1)→ Hom(W/F n, Gn+1) ∼= Hom(W/F n, Gn)
and we have an isomorphism because W/F n is annihilated by pn. The
corresponding inverse limit will be denoted by lim←−
n
Hom(W/F n, Gn).
Lemma 7.1.8. The two inverse limits constructed above, lim←−
fn
Hom(W/pn, Gn)
and lim←−
gn
Hom(W/pn, Gn), are equal, i.e., a sequence (γn) belongs to the one if
and only if it belongs to the other.
Proof. We show that for every n, the transition homomorphisms fn and gn
are equal. Take an element α ∈ Hom(W/pn, Gn+1). By construction, fn(α) :
W/pn → Gn is the unique homomorphism making the following diagram com-
mutative
W/pn+1 α //

Gn+1
p.

W/pn
fn(α)
// Gn
and gn(α) : W/pn → Gn is the unique homomorphism making the following
diagram commutative
W/pn gn(α) // _
p.

Gn _

W/pn+1 α // Gn+1.
Putting these two diagrams together, we obtain the following diagram
W/pn+1 α //

Gn+1
p.

W/pn _
p.

gn(α)
33
fn(α)
++
Gn _

W/pn+1 α // Gn+1,
where the compositions of vertical arrows on left and respectively on right are
multiplication by p on W/pn+1 and respectively on Gn+1. Therefore, compos-
ing fn(α) and gn(α) from right with the monomorphism Gn ↪→ Gn+1 and from
left with the epimorphism W/pn+1  W/pn gives the same homomorphism pα
Consequently, fn(α) = gn(α).
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Remark 7.1.9. Since by the previous lemma the two inverse limits are equal,
we will drop the subscripts fn and gn from them and denote this inverse limit by
lim←−
n
Hom(W/pn, Gn). It follows that in order to show that a sequence of maps (αn)
belongs to this inverse limit, it is sufficient to show one of the two compatibilities
(commutativity of either of the first two diagrams in the proof of the previous
lemma).
Lemma 7.1.10. There is a canonical isomorphism
lim←−
n
Hom(W/pn, Gn) ∼= D∗(G).
Proof. By definition, we have
D∗(G) = lim←−
n
D∗(Gn) = lim←−
n
Hom(W, Gn)
and as we have seen before, Hom(W, Gn) ∼= Hom(W/pn, Gn) and thus D∗(G) ∼=
lim←−
n
Hom(W/pn, Gn). A short calculation shows that the transition homomorph-
isms in this inverse limit is the one given in Construction 7.1.7.
Lemma 7.1.11. Assume that G is unipotent (has local dual). Then for every
n, there is a canonical isomorphism Hom(W [F n], Gn) ∼= Hom(Wm,n, Gn) for a
sufficiently large m. Consequently, there is a canonical isomorphism
lim←−
n
Hom(W/F n, Gn) ∼= M(G).
Proof. As G is unipotent, for every n there exists an integer mn such that
V mnGn = 0 and therefore any homomorphism W [F
n]→ Gn factors through the
quotient W [F n] Wmn,n. This proves the first part of the proposition. For the
second part, we first show that there is a canonical isomorphismW/F n ∼= W [F n].
For every m > n and every i, we have an exact sequence
Wi,m
Fn−−−→Wi,m −→ Wi,n −→ 0.
Now taking the inverse limit over all i and m > n we obtain the following exact
sequence (note that the Mittag-Leffler condition is satisfied):
lim←−
i,m
Wi,m
Fn−−−→ lim←−
i,m
Wi,m −→ lim←−
i
Wi,n −→ 0
which is isomorphic to the following exact sequence:
W F
n−−−→W −→ W [F n] −→ 0
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and this proves the claim.
Now, we show that lim←−
n
Hom(W [F n], Gn) ∼= M(G), which will prove the proposi-
tion, using the above isomorphism and the fact that the above isomorphisms are
compatible with the transition homomorphisms in the inverse systems {W [F n]}n
and {W/F n}n. We have from the first statement of the proposition that
lim←−
n
Hom(W [F n], Gn) ∼= lim←−
n
Hom(Wmn,n, Gn). (1.12)
We also have
M(G) = Hom(
⋃
m,n
Wm,n, G) ∼= lim←−
n
Hom(
⋃
m
Wm,n, G) ∼=
lim←−
n
Hom(
⋃
m
Wm,n, Gn) ∼= lim←−
n
Hom(Wmn,n, Gn), (1.13)
where the second isomorphism follows from the fact that Wm,n is annihilated by
pn and therefore every homomorphism Wm,n → G factors through the inclusion
Gn ↪→ G and the last isomorphism follows from the fact that V mnGn = 0. It
follows from (1.12) and (1.13) that lim←−
n
Hom(W [F n], Gn) ∼= M(G).
Lemma 7.1.14. For all n, the following sequences are exact:
Gn
Fn−−−→ G(pn)n V
n−−−→ Gn, G(pn)n V
n−−−→ Gn F
n−−−→ G(pn)n .
Consequently, we have the following exact sequences:
D∗(G)/pn
V n−−−→ D∗(G)/pn F
n−−−→ D∗(G)/pn,
D∗(G)/pn
Fn−−−→ D∗(G)/pn V
n−−−→ D∗(G)/pn.
Proof. We show the exactness of the sequence
Gn
Fn−−−→ G(pn)n V
n−−−→ Gn
and the exactness of the other sequence is proved similarly. Since pnGn = 0
and V n ◦ F n = pn, the homomorphism F n : Gn → G(p
n)
n factors through the
inclusion Ker(V n) ↪→ G(pn)n . Now, take a scheme X over k and an element
x ∈ Ker(V n)(X). The homomorphism pn : G2n → Gn is an epimorphism, and
so there exists an fppf cover Y → X and an element y ∈ G2n(Y ) such that
pny = x|Y , where by |Y we mean the restriction homomorphism Gn(X)→ Gn(Y ).
We have pn(V ny) = V n(pny) = V n(x|Y ) = V n(x)|Y = 0, which implies that
V ny ∈ Gn(Y ). As x|Y = pny = F n(V ny), we deduce that the homomorphism
F n : Gn → Ker(V n) is an epimorphism, and therefore the sequence
Gn
Fn−−−→ G(pn)n V
n−−−→ Gn
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is exact.
Now, applying the Dieudonne´ functor on this sequence, and identifying D∗(Gn)
with D∗(G)/pn, we obtain the exact sequence
D∗(G)/pn
V n−−−→ D∗(G)/pn F
n−−−→ D∗(G)/pn.
Remark 7.1.15. Note that since W/F n is annihilated by F n, any homomorph-
ism h : W/F n → Gn factors through the kernel of F n, i.e., through Gn[F n]. But
according to the previous lemma, Gn[F
n] = V nG
(pn)
n , and therefore we can view
h as a homomorphism W/F n → V nG(pn)n .
Lemma 7.1.16. Assume that G is local. Then for all n, there exists an n′ > n,
such that pn
′−n(Gn′ [V n
′
]) = 0.
Proof. Since G is local, for every n there exists an n′ > n such that F n
′
Gn = 0.
Using the previous lemma, we have Gn′ [V
n′ ] = F n
′
G
(p−n
′
)
n′ and so
pn
′−n(Gn′ [V n
′
]) = pn
′−nF n
′
G
(p−n
′
)
n′ = F
n′pn
′−nG(p
−n′ )
n′ = F
n′G(p
−n′ )
n = 0.
Lemma 7.1.17. Assume that G is local. Then for every n, there exists an
n′ > n and a homomorphism rn′,n : V n
′
Gn′ → Gn making the following diagram
commutative:
Gn′
V n
′
// //
pn
′−n !! !!D
DD
DD
DD
D V
n′Gn′
rn′,n{{v v
v
v
v
Gn.
Proof. Since the homomorphism V n
′
: Gn′ → V n′Gn′ is an epimorphism, it is
enough to show that there exists an integer n′ > n such that the homomorphism
pn
′−n : Gn′ → Gn vanishes on the kernel of V n′ , i.e., on Gn′ [V n′ ]. The existence
of such an n′ is guaranteed by previous lemma.
Remark 7.1.18.
1) As pn
′−n : Gn′  Gn is an epimorphism, the map rn′,n : V n
′
Gn′ → Gn is an
epimorphism as well.
2) Since the map V n
′
: Gn′ → V n′Gn′ is an epimorphism, any two maps
V n
′
Gn′ → Gn, making the diagram in the previous lemma commutative,
are equal.
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Construction 7.1.19. For every n, the morphism V n : W/F n →W/pn induces
a homomorphism
Hom(W/pn, Gn)
( )◦V n−−−−−→ Hom(W/F n, Gn).
Since the diagram
W/F n V
n
//
F

W/pn
p

W/F n+1
V n+1
//W/pn+1
is commutative for every n, we obtain a homomorphism∨
: lim←−
n
Hom(W/pn, Gn)
( )◦V n−−−−−→ lim←−
n
Hom(W/F n, Gn).
Lemma 7.1.20. Assume that G is local and that we have a system of maps
δm : W/V m → Gm (for every m), such that for every pair of integers n > m > 0,
the following diagram commutes :
W/V n

δn // Gn
pn−m

W/V m δm // Gm.
Then for every m, the map δm is the zero map.
Proof. The group scheme W/V n is annihilated by V n and therefore the homo-
morphism δn factors through the inclusion Gn[V
n] ↪→ Gn and we can rewrite the
top square of the above diagram as follows:
W/V n

δn // Gn[V
n]
pn−m

W/V m δm // Gm.
This holds for every pair of natural numbers n > m. If we fix m and choose
n m according to Lemma 7.1.16, such that pn−mGn[V n] = 0, the composition
W/V n δn−−→ Gn[V n] p
n−m−−−−→ Gm
will be zero and so the composition
W/V n W/V m δm−−−→ Gm
is zero as well. It implies that δm = 0, because W/V n W/V m is an epimorph-
ism.
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Construction 7.1.21. Assume that G is local and that we are given an element
(γi) of the group lim←−
i
Hom(W/F i, Gi). Fix a natural number n. Choose a natural
number n′ and the map rn′,n : V n
′
Gn′ → Gn satisfying the statement of the
Lemma 7.1.17. Now, consider the following composition
W/pn′ W/F n′ γ
(p−n′ )
n′−−−−−→ V n′Gn′ rn′,n−−−→→ Gn
where γ
(p−n
′
)
n′ is the twist of γn′ by the Frobenius to the power −n′ (note that
the base field is perfect). Since the group scheme Gn is annihilated by p
n, this
composition factors through the quotientW/pn′ W/pn and therefore we obtain
a map γ]n′,n : W/pn → Gn which a priori depends on both n′ and n.
Lemma 7.1.22. Let (γi) be an element of the group lim←−
i
Hom(W/F i, Gi). Then
for every pair of natural numbers n > m, the following diagram commutes:
W/pn

// //W/F n γ
(p−n)
n // V nGn
  // G
(p−n)
n
Fn−m

W/pm // //W/Fm
γ
(p−m)
m
// V mGm
  // G
(p−m)
m
  // G
(p−m)
n .
Proof. By assumption, (γi) is an element of the group lim←−
i
Hom(W/F i, Gi), and
thus in the diagram
W/F n

γ
(p−n)
n // G
(p−n)
n
Fn−m

W/Fmγ
(p−m)
m //
Fn−m

G
(p−m)
m
  // G
(p−m)
n
W/F n
γ
(p−m)
n
// G
(p−m)
n ,
the bottom square commutes. Since the homomorphism W/F n  W/Fm is an
epimorphism and the outer diagram is commutative (due to the fact that γ
(p−n)
n
is a group schemes homomorphism and so commutes with Frobenius), the top
diagram commutes as well. Finally, the diagram
W/pn

// //W/F n

W/pm // //W/Fm
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being commutative, it follows that the diagram in the statement if the lemma is
commutative and this finishes the proof.
Lemma 7.1.23. Assume that G is local. Then the map γ]n′,n : W/pn → Gn does
not depend on the choice of n′.
Proof. It is enough to show that the homomorphisms γ]n′,n and γ
]
n′+1,n are equal.
The Frobenius homomorphism F : G
(p−n
′−1)
n′+1 → G(p
−n′ )
n′+1 restricts to a homomorph-
ism V n
′+1Gn′+1 → V n′Gn′ that we denote again by F (this is true because
F ◦ V n′+1 = pV n′ = V n′ ◦ p and pGn′+1 = Gn′). We have then a commuta-
tive diagram:
Gn′+1
p

V n
′+1
// V n
′+1Gn′+1
F

Gn′
pn
′−n

V n
′
// V n
′
Gn′
rn′,n
uullll
lll
lll
lll
lll
Gn.
It follows from Remark 7.1.18 that rn′+1,n = rn′,n◦F . Now, consider the following
diagram:
W/pn′+1

// //W/F n′+1
γ
(p−n′−1)
n′+1 // V n
′+1Gn′+1
F

W/pn′

// //W/F n′
γ
(p−n′ )
n′ // V n
′
Gn′
rn′,n

W/pn
γ]
n′,n
// Gn.
If we show that the outer diagram commutes, then by construction of γ]n′+1,n and
the fact that rn′+1,n = rn′,n ◦ F , we will conclude that γ]n′+1,n is equal to γ]n′,n.
Since the bottom square commute, it is enough to show that the top square is
commutative as well. But the commutativity of the top square is equivalent to
the commutativity of the following diagram
W/pn′+1

// //W/F n′+1
γ
(p−n′−1)
n′+1 // V n
′+1Gn′+1
  // G
(p−n
′−1)
n′+1
F

W/pn′ // //W/F n′
γ
(p−n′ )
n′
// V n
′
Gn′
  // G
(p−n
′
)
n′
  // G
(p−n
′
)
n′+1 ,
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whose commutativity is given by Lemma 7.1.22.
Notations 7.1.24. With regard to the previous lemma, we will denote the map
γ]n′,n : W/pn → Gn by γ]n.
Lemma 7.1.25. Assume that G is local. Then the sequence of maps (γ]n)n belongs
to the group lim←−
i
Hom(W/pi, Gi).
Proof. Fix a natural number n and choose a large n′ such that the maps rn′,n+1
and rn′,n are defined (cf. Lemma 7.1.17). Now consider the following diagram:
Gn′
pn
′−n−1 "" ""D
DD
DD
DD
DD
V n
′
// V n
′
Gn′
rn′,n+1zzvv
vv
vv
vv
v
W/F n′
γ
(p−n′ )
n′oo W/pn′

oooo
Gn+1
p

W/pn+1

γ]n+1oo
Gn W/pn.
γ]n
oo
We need to show that the (bottom) square is commutative and we know that
the upper left triangle and the top trapezoid are commutative (cf. construction
of γ]n+1). By previous lemma, we also know that the outer diagram (i.e., after
removing the homomorphism γ]n+1 from the diagram) is commutative, because
p ◦ rn′,n+1 ◦ V n′ : Gn′ → Gn is equal to pn′−n and therefore by uniqueness of
rn′,n (cf. Remark 7.1.18), we have rn′,n = p ◦ rn′,n+1. The commutativity of the
bottom square follows at once, since the homomorphism W/pn′ W/pn+1 is an
epimorphism.
Proposition 7.1.26. Assume that G is local. Then the homomorphism∨
: lim←−
n
Hom(W/pn, Gn)→ lim←−
n
Hom(W/F n, Gn)
is an isomorphism.
Proof. We show at first the injectivity of this homomorphism. So, take an el-
ement (αn) ∈ lim←−
n
Hom(W/pn, Gn) such that
∨
(αn) = 0, i.e., for every n, the
composition
W/F n V
n−−−→W/pn αn−−−→ Gn
is the zero homomorphism. The cokernel of the homomorphism W/F n V
n−−−→
W/pn being W/pn  W/V n, we obtain, for every n, a homomorphism α˜n :
149
W/V n → Gn whose composition with W/pn  W/V n is αn. Now consider the
following diagram (with n > m)
W/pn

// //W/V n

α˜n // Gn
p

W/pm // //W/V m
α˜m
// Gm.
By assumption, the outer diagram commutes, and since the homomorphism
W/pn  W/V n is an epimorphism and the left square is commutative, we con-
clude that the right square commutes too. It follows from Lemma 7.1.20 that all
α˜n are zero, and consequently, all αn are zero. This shows that
∨
is injective.
Now, we show the surjectivity of
∨
. Take an element (γn) ∈ lim←−
n
Hom(W/F n, Gn).
We have constructed above an element (γ]n) ∈ lim←−
n
Hom(W/pn, Gn) (cf. Lemma
7.1.25). We want to show that this element maps to (γn) under the homomorph-
ism
∨
, i.e., we want to show that for every n, the composition
W/F n V
n−−−→W/pn γ]n−−−→ Gn
is equal to the given γn. Consider the following diagram:
W/pn // //
γ]
(pn)
n 
W/F n V
n
//
γn
##F
FF
FF
FF
FF
W/pn
γ]n||xx
xx
xx
xx
x
G
(pn)
n V n
// Gn.
(1.27)
Since γ]n is a group schemes homomorphism, it commutes with the Verschiebung
and therefore the outer diagram commutes. If we show that the left square is
commutative, the fact that the homomorphism W/pn W/F n is an epimorph-
ism, will imply that the right triangle commutes and the proof is achieved. So,
we show the commutativity of the left square.
Using definition of rn′,n and the fact that F
n′−n ◦ V n′ = pn′−nV n, we see that the
following diagram commutes.
V n
′
Gn′ _

rn′,n // // Gn
V n // G
(p−n)
n  _

Gn′
V n
′
bbbbEEEEEEEEEE
pn
′−n ??
??~~~~~~~~~
V n //
V n
′||zz
zz
zz
zz
z
G
(p−n)
n′
pn
′−n :: ::vvvvvvvvv
pn
′−n ##G
GG
GG
GG
GG
G
(p−n
′
)
n′ Fn
′−n
// G
(p−n)
n′ .
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In the following diagram, the right square is the above diagram (without the
internal groups and homomorphisms). The outer diagram is commutative by
Lemma 7.1.22. It follows that the left square is commutative (note that G
(p−n)
n ↪→
G
(p−n)
n′ is a monomorphism):
W/pn′ // //

W/F n′
γ
(p−n′ )
n′ // V n
′
Gn′
  //
rn′,n

G
(p−n
′
)
n′
Fn
′−n

Gn
V n

W/pn // //W/F n
γ
(p−n)
n
// G
(p−n)
n
  // G
(p−n)
n′ .
If we rewrite this diagram and insert the homomorphism W/pn γ
]
n−−−→ Gn, we
obtain the following diagram:
W/pn′ // //

W/F n′
γ
(p−n′ )
n′ // V n
′
Gn′
rn′,n

W/pn γ
]
n //

Gn
V n

W/F n
γ
(p−n)
n
// G
(p−n)
n .
Since the outer diagram and the top one are commutative (cf. construction of
γ]n), and W/pn
′ W/pn is an epimorphism, we conclude that the bottom square
commutes. Taking the Frobenius twist of this diagram, we obtain a commutative
diagram, which is the left square of the diagram (1.27). This finishes the proof.
Remark 7.1.28. Note that in the proof of the last proposition, we have con-
structed explicitly an inverse to
∨
, namely the construction ( )], i.e., we have
shown that for every element (γi) ∈ lim←−
n
Hom(W/pn, Gn) and every n, we have
(∨
(γi)
)]
n
= γn.
Theorem 7.1.29. Let G be a connected p-divisible group. The homomorphism
η : D∗(G) −→M(G)
is an isomorphism of Ek-modules.
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Proof. Since the base field k is perfect, the p-divisible group G splits into the
direct sum of its local-local and local-e´tale parts and since the Dieudonne´ functor
and the Cartier functor preserve direct sums, we can treat the local-local and
local-e´tale case separately. So, assume at first that G is local-local. It is enough
to show that under the identifications of Lemmas 7.1.10 and 7.1.11, the maps η
(cf. Construction 7.1.1) and
∨
(cf. Construction 7.1.19) are identified, i.e., the
following diagram commutes:
D∗(G)
Lemma 7.1.10 ∼=

η //M(G)
Lemma 7.1.11∼=

lim←−
n
Hom(W/pn, Gn) ∨ // lim←−
n
Hom(W/F n, Gn).
Take an element u ∈ D∗(G). We have to show that for every natural number n,
the following diagram commutes:
W/F n
V n

∼= //W [F n] // //Wm,n
η(u)n

W/pn
[u]n
// Gn,
where we have also denoted the induced homomorphism W/pn → Gn by [u]n.
We insert this diagram (as a face) into the following 3D diagram, with m and M
such that FMGn = 0 and V
mGn = 0:
W/F n
V n

∼= //W [F n] // //Wm,n
η(u)n

W
V n

<< <<yyyyyyyyy
// //Wm,M
V n

FM−n
::uuuuuuuuu
W/pn [u]n // Gn
W
<< <<yyyyyyyyy
// //Wm,M .
[u]n
::uuuuuuuuuu
By construction of η(u)n (cf. Construction 7.1.19) and using Lemmas 7.1.10 and
7.1.11, we see that the five other faces of this parallelepiped commute. As the
homomorphism WW/F n is an epimorphism, it implies that the other face is
commutative too and this finishes the proof.
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Now assume that G is multiplicative. The homomorphism η is an isomorphism
if and only if it is an isomorphism after passing to an algebraically closed field
containing k. Indeed, this is true since the Dieudonne´ module and the Cartier
module constructions commute with base change. So, we may assume that k is
algebraically closed. In this case, the p-divisible group G is isomorphic to a direct
sum of finite copies of µp∞ . Since the Dieudonne´ functor and the Cartier functor
preserve direct sums, we may further assume that G is isomorphic to µp∞ . By
construction of η (cf. 7.1.3), we observe that it is sufficient to show that in this
situation, for every n, the homomorphism
Hom(G∗n, CW [p
n])
Fn◦( )−−−−−→ Hom(G∗n, CW [V n])
is an isomorphism. The group scheme G∗n is isomorphic to the constant group
scheme Z/pn, and therefore, homomorphisms Z/pn → CW are identified with
k-rational points of CW , i.e., elements of CW (k) and the above homomorphism
F n ◦ ( ) is identified with the homomorphism
F n : CW [pn](k)→ CW [V n](k).
As k is perfect, the Frobenius homomorphism of CW (k) is an isomorphism and
therefore the induced homomorphism
F n : CW [pn](k)→ CW [V n](k)
is injective. It is also surjective, because F n : CW (k)→ CW (k) is surjective and
pn = V nF n.
7.2 Cartier modules vs. Displays
The following proposition is proposition 90, p. 84 of [Zin02]:
Proposition 7.2.1. Let P = (P,Q, F, V −1) be a 3n-Display over a ring R. There
is a canonical surjection
ER ⊗W (R) P M(BTP), e⊗ x 7→ (u 7→ [ue⊗ x])
where ER is the Cartier ring, the ring opposite to the ring End(Ŵ ). The kernel
of this morphism is the ER-submodule generated by the elements F ⊗x− 1⊗Fx,
for x ∈ P , and V ⊗ V −1y − 1⊗ y, for y ∈ Q.
Proposition 7.2.2. Let P be a Dieudonne´ display over k. Then the following
morphism is an isomorphism of Ek-modules:
µ : P −→M(BTP),
x 7→ (ξ 7→ [ξ ⊗ x]).
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Proof. Let us denote by I the kernel of the morphism in the last proposition
(with R = k). Then the morphism
(Ek ⊗W (k) P )/I →M(BTP)
sending the class of e ⊗ x modulo I to the morphism (u 7→ [ue ⊗ x]), is an
isomorphism. Now, we have a canonical morphism
ϕ : P → (Ek ⊗W (k) P )/I
sending an element x to [1⊗ x], the class of 1⊗ x in the quotient. The composi-
tion of this morphism with the above isomorphism is the morphism given in the
statement of the proposition. So, it is enough to show that ϕ is an isomorphism.
Since by assumption P is the 3n-display of a p-divisible group, it is endowed with
a Verschiebung and so we can define a map
ψ : (Ek ⊗W (k) P )/I → P
by sending F i ⊗ x to F ix and V j ⊗ y to V jy with i, j natural numbers and x, y
arbitrary elements of P . We claim that this is a well-defined homomorphism of
Ek-modules and is the inverse to the morphism ϕ, defined above. It follows from
the definition that ψ is a homomorphism of Ek-modules. Again, by definition,
elements of the form F ⊗ x− 1⊗Fx or V ⊗ V −1y− 1⊗ y map to zero and since
they generate the ideal I, we see that our map ψ , is well-defined. It is clear that
the composition ψ ◦ ϕ is the identity of P . As in the quotient, elements F i ⊗ x
and 1⊗ F ix, respectively V j ⊗ y and 1⊗ V jy, are identified, it follows that the
composition ϕ◦ψ is the identity of (Ek⊗W (k)P )/I and this finishes the proof.
Proposition 7.2.3. Let G be a connected p-divisible group and denote by P the
associated display. Consider the map
χ : BTP → G, [w ⊗ u] 7→ η(u)(w)
with N a nilpotent k-algebra, w ∈ Ŵ (N ) and u ∈ D∗(G). This is a canonical
and functorial isomorphism.
Proof. As the Cartier functor is an equivalence of categories, it is sufficient to
prove that χ is an isomorphism after applying the Cartier functor M on it. Since
the homomorphism µ : D∗(G)→M(BTP) defined in the previous proposition is
an isomorphism, it suffices to show that the composition
M(χ) ◦ µ : D∗(G)→M(G)
is an isomorphism. By construction, this homomorphism sends element u ∈
D∗(G) to the homomorphism η(u) : Ŵ → G, in other words, this composition is
the homomorphism η : D∗(G) → M(G), which is an isomorphism by Theorem
7.1.29.
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Remark 7.2.4.
1) If we denote the composition
µ−1 ◦ η : D∗(G) ∼=−−→M(G) ∼=−−→ P
by θ, then for all u ∈ D∗(G), all n, all nilpotent k-algebra N and all
ξ ∈ Ŵ (N ) annihilated by F n, we have
[ξ ⊗ θ(u)] = µ(θ(u))(ξ) = η(u)(ξ) = E(ξ · τn[F nθ(u)]n( ); 1),
where E(ξ · τn[F nθ(u)]n( ); 1) is seen as an element of Gn(N ) under the
identification Hom(G∗n,Gm) ∼= Gn and we have used Lemma 7.1.5 for the
last equality.
2) If G is local-local, and ξ belongs to Wm,M(N ) with m and M such that
FMGn = 0 and V
mGn = 0, then we have
[u]n(V
nξ) = [FM−nτ(ξ)⊗ θ(u)]n ∈ Gn(N ).
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Chapter 8
The Main Theorem for
p-Divisible Groups
In this chapter, we prove that the exterior powers of e´tale p-divisible groups and
p-divisible groups of dimension 1 (at points of characteristic p) over arbitrary base
exist and that the construction of the exterior power commutes with arbitrary
base change.
8.1 Technical results and calculations
Throughout this section, unless otherwise specified, k is a perfect field of charac-
teristic p and G is a p-divisible group over k.
Proposition 8.1.1. Assume that G is connected. Then the action of the Ver-
schiebung on the Dieudonne´ module of G is topologically nilpotent, i.e., for every
x ∈ D∗(G), we have lim
n→∞
V nx = 0.
Proof. The topology on D := D∗(G) is the p-adic topology. So we ought to prove
that for every x ∈ D and every n ∈ N, there exists an m0 ∈ N such that for all
m ≥ m0, we have V mx ∈ pnD. Since G is local, there exists a natural number
m0 such that Gn is annihilated by the Frobenius to the power m0 and therefore
V m0D∗(Gn) = 0 (note that we are working with the covariant Dieudonne´ theory).
We have a short exact sequence
0→ pnD → D → D∗(Gn)→ 0,
which commutes with the action of Verschiebung. Since V mD∗(Gn) = 0 for all
m ≥ m0, we have V mD ⊆ pnD, which finishes the proof.
Lemma 8.1.2. Assume that G is connected. Then for every natural number n,
there exist a natural number m such that V mD∗(G) ⊂ F nD∗(G).
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Proof. From the previous lemma, we know that the action of Verschiebung is
topologically nilpotent. It is therefore enough to show that for every natural
number n, the submodule F nD∗(G) is open in D := D∗(G). Indeed, if for every
x ∈ D, there exists an m such that V mx ∈ F nD, since D is finitely generated
over the ring of Witt vectors over the base field, then there exists an m such that
V mD ⊆ F nD (and in fact, we showed in the proof of the previous lemma that
there is an m with V mD ⊆ pnD). We have pnD = V nF nD ⊆ F nD. Hence, F nD
is open in the p-adic topology.
Notations 8.1.3. Assume that G is local-local and that we are given an element
u ∈ D∗(G). We denote by [u[]n the composition
V nW ↪→W [u]n−−−→ Gn.
Fix natural numbers m and M such that FMGn = 0 and V
mGn = 0. The map
[u]n : W→ Gn factors through the quotientW Wm,M , therefore, the map [u[]n,
too, factors through the quotient V nW V nWm,M and since Gn is annihilated by
pn, this map factors through the quotient V nWm,M  V nWm,M/pn, and by abuse
of notation, we denote the resulting maps V nWm,M → Gn and V nWm,M/pn → Gn
by [u[]n as well, and we have the following commutative diagrams:
V nW //
[u[]n

W

[u]n
##G
GG
GG
GG
GG
V nWm,M
[u[]n
::
//Wm,M
[u]n
// Gn
and
V nW // //
[u[]n %%KK
KKK
KKK
KKK
V nWm,M // //
[u[]n

V nWm,M/p
n
[u[]nwwooo
ooo
ooo
ooo
Gn.
Note also that by the functoriality of Verschiebung, the image of the map [u[]n
lies inside the subgroup V nG
(pn)
n . And once again, by abuse of notation, we will
also denote by [u[]n the induced map going to V
nG
(pn)
n .
Remark 8.1.4. Assume that G is local-local and we are given an element
u ∈ D∗(G). Keeping the above notations, we have the following commutative
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diagram:
Wm,M
FM−n // //
∼=
%% %%KK
KKK
KKK
KK
V n

Wm,M
  //
η(u)n

Ŵ
η(u)

V nWm,M
[u[]n
%%KK
KKK
KKK
KKKkK
yysss
sss
sss
s
Wm,M
[u]n
// Gn
  // G.
Lemma 8.1.5. Assume that G is local-local and we are given an element u ∈
D∗(G). Then for every n and every m and M with FMGn = 0 and V mGn = 0,
the following diagram is commutative, where
∨
(u)n denotes the image of
∨
(u)
under the map lim←−
i
Hom(W/F i, Gi)→ Hom(W/F n, Gn):
V nW/pn ∼= W/F n
∨
(u)n //

V nG
(pn)
n
V nWm,M/p
n.
[u[]n
44jjjjjjjjjjjjjjjjj
Proof. It is enough to show that the two homomorphisms
V nW/pn
∨
(u)n−−−−−→ V nG(pn)n
and
V nW/pn  V nWm,M/pn [u
[]n−−−−→ V nG(pn)n
are equal after composing with the inclusion V nG
(pn)
n ↪→ Gn. Since the com-
position of [u[]n with this inclusion is equal to the composition of the inclusion
V nW/pn ↪→ W/pn with the homomorphism [u]n, we are reduced to show that
the following diagram commutes:
V nW/pn

∨
(u)n // Gn
V nWm,M/p
n   //Wm,M/p
n.
[u]n
OO
We know that the composition
V nW/pn ↪→W/pn [u]n−−−→ Gn
is equal to
∨
(u)n and since homomorphisms [u]n and respectively
∨
(u)n factor
through Wm,M/p
n and respectively V nWm,M , we obtain the commutativity of the
above diagram as desired.
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Lemma 8.1.6. Assume that G is local-local and we are given an element u ∈
D∗(G). Then for every n, n′  n and m,M with FMGn′ = 0 and V mGn′ = 0,
the following diagram is commutative:
Wm,M
V n
′
// //
[u]n
((RR
RRR
RRR
RRR
RRR
RR
V n
′
Wm,M
[u[]
(p−n′ )
n′ // V n
′
Gn′
rn′,n
vvvvlll
lll
lll
lll
lll
l
Gn Gn′ .
pn
′−n
oooo
V n
′
OOOO
Proof. It is enough to show that this diagram commutes after composing it from
left with the epimorphism W Wm,M (the right triangle commutes by definition
of rn′,n) and since the homomorphisms [u]n and [u
[]
(p−n
′
)
n′ land in Gn′ , we can
replace Wm,M and respectively V
n′Wm,M with W/pn
′
and respectively V n
′W/pn′ .
From the last lemma we know that the composition
V n
′W/pn′  V n′Wm,M/pn
′ [u[](p
−n′ )
n′−−−−−−−→ V n′Gn′
is equal to
∨
(u)
(p−n
′
)
n′ and therefore, we are reduced to show that the following
diagram commutes:
W/pn′ V
n′
//
[u]n

V n
′W/pn′
∨
(u)
(p−n′ )
n′
Gn V n
′
Gn′ .rn′,n
oo
The commutativity of this diagram follows from Remark 7.1.28 or Proposition
7.1.26.
Lemma 8.1.7. Let P be a Dieudonne´ display over k and write G for the p-
divisible group BTP . Given an element u ∈ D∗(G), a nilpotent k-algebra N and
an element ξ ∈ W(N ), we have for all n′  n and m,M with FMGn′ = 0 and
V mGn′ = 0:
(i) [u[]
(p−n
′
)
n′ (V
n′ξ) = [ξ¯ ⊗ 1⊗ V M−n′θ(u)]n′ and
(ii) [u]n(ξ) = p
n′−n[ξ¯ ⊗ z(u)]n′ = [pn′−nξ¯ ⊗ z(u)]n ∈ Gn(N ),
where ξ¯ is the image of ξ under the composition
W(N ) Wm,M(N ) ↪→ Ŵ (N )
and z(u) ∈ P is any element such that F n′z(u) = V M−n′θ(u).
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Proof. (i) By Remark 7.2.4, we have
[u[]n′(V
n′ξ) = [u]n′(V
n′ξ) = [FM−n
′
ξ¯ ⊗ θ(u)]
and since we want to calculate the twisted homomorphism [u[]
(p−n
′
)
n′ on
(V n
′
ξ), we obtain
[u[]
(p−n
′
)
n′ (V
n′ξ) = [u]
(p−n
′
)
n′ (V
n′ξ) = [FM−n
′
ξ¯ ⊗ 1⊗ θ(u)]
(cf. Construction 6.1.12). Finally, by Remark 6.1.16, we know that
[FM−n
′
ξ¯ ⊗ 1⊗ θ(u)] = [ξ¯ ⊗ 1⊗ V M−n′θ(u)]
and we obtain the desired equality
[u[]
(p−n
′
)
n′ (V
n′ξ) = [ξ¯ ⊗ 1⊗ V M−n′θ(u)]n′ .
(ii) By the last equality and the previous lemma, we have
[u]n(ξ) = rn′,n
(
[u[]
(p−n
′
)
n′ (V
n′ξ)
)
= rn′,n
(
[ξ¯ ⊗ 1⊗ V M−n′θ(u)]n′
)
.
In order to calculate the latter, we have to find an element in Gn′(N ) such
that when we apply V n
′
on it, we obtain the element [ξ¯⊗1⊗V M−n′θ(u)], and
then rn′,n
(
[ξ¯⊗1⊗V M−n′θ(u)]n′
)
will be pn
′−n times that element. We claim
that [ξ¯⊗ z(u)]n′ is such an element. Indeed, we have by the construction of
Verschiebung on BTP (cf. Construction 6.1.12) that
V n
′
[ξ¯ ⊗ z(u)] = V erP [ξ¯ ⊗ z(u)] = [ξ¯ ⊗ 1⊗ F n′z(u)] = [ξ¯ ⊗ 1⊗ V M−n′θ(u)].
Hence the equality
[u]n(ξ) = rn′,n
(
[ξ¯ ⊗ 1⊗ V M−n′θ(u)]n′ = pn′−n[ξ¯ ⊗ z(u)]n′ = [pn′−nξ¯ ⊗ z(u)]n.
Remark 8.1.8. Let us use the notations of the previous lemma. From the
construction of V −1 given in Construction 6.1.13, we have the following equalities
inside the module P̂ :
(V −1 − Id)(−
M−1∑
i=0
F iξ¯ ⊗ V M−iθ(u)) =
M−1∑
i=0
F iξ¯ ⊗ V M−iθ(u)−
M−1∑
i=0
F i+1ξ¯ ⊗ V M−i−1θ(u) =
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ξ¯ ⊗ V Mθ(u)− FM ξ¯ ⊗ θ(u) = ξ¯ ⊗ V Mθ(u),
where the latter equality follows from the fact that FM ξ¯ = 0. Further, we have
ξ¯ ⊗ V Mθ(u) = ξ¯ ⊗ V n′V M−n′θ(u) = ξ¯ ⊗ V n′F n′z(u) = ξ¯ ⊗ pn′z(u) = pn′ ξ¯ ⊗ z(u).
It follows that
ngP(p
n′−nξ¯ ⊗ z(u)) = −
M−1∑
i=0
F iξ¯ ⊗ V M−iθ(u). (1.9)
Lemma 8.1.10. Let P0,P1, . . . ,Pr be Dieudonne´ displays over k and
ϕ : P1 × · · · × Pr → P0
a multilinear morphism satisfying the V -F conditions. Fix natural numbers N
and M and a vector (d1, . . . , dr) ∈ Nr. Assume that for all i = 1, . . . , r we have
elements yi, zi ∈ Pi such that FNzi = V Myi. Then
FN
(
p(r−1)Nϕ(V d1z1, . . . , V drzr)
)
= V Mϕ(V d1y1, . . . , V
dryr).
Proof. Set z := p(r−1)Nϕ(V d1z1, . . . , V drzr). We have
V N(FNz) = pNz = prNϕ(V d1z1, . . . , V
drzr) = ϕ(p
NV d1z1, . . . , p
NV drzr) =
ϕ(V d1V NFNz1, . . . , V
drV NFNzr) = ϕ(V
d1V NV My1, . . . , V
drV NV Myr) =
V N(V Mϕ(V d1y1, . . . , V
dryr)),
where the third equality follows from the fact that ϕ is multilinear and the last
one from the fact that ϕ satisfies the V condition. Since V : P0 → P0 is injective,
it follows that FNz = V Mϕ(V d1y1, . . . , V
dryr).
Construction 8.1.11. Let P0,P1, . . . ,Pr be Dieudonne´ displays over k and
ϕ : P1 × · · · × Pr → P0
a multilinear morphism satisfying the V -F conditions. For all 0 ≤ i ≤ r, set
Gi := BTPi . The map ϕ induces a multilinear map P1 × · · · × Pr → P0/pn and
since it is linear in each factor, we obtain a multilinear map
P1/p
n × · · · × Pr/pn → P0/pn.
As Pi/p
n ∼= D∗(Gi,n), we have a V -F multilinear map
ϕ˜n : D∗(G1,n)× · · · ×D∗(Gr,n)→ D∗(G0,n)
i.e., an element of the group L(D∗(G1,n) × · · · × D∗(Gr,n), D∗(G0,n)) which is
isomorphic to the group Mult(G1,n× · · · ×Gr,n, G0,n) by corollary 3.0.21. Hence,
we obtain a multilinear map
∇−1 ◦∆(ϕ˜n) : G1,n × · · · ×Gr,n → G0,n.
where we have abbreviated ∆(G1,n,...,Gr,n;G0,n) and respectively ∇(G1,n,...,Gr,n;G0,n) to
∆ and respectively ∇.
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Construction 8.1.12. Let us fix a positive natural number M . We set Si,r :=J1,M−1Ki−1×{0}×J0,M−1Kr−i−1 ⊂ Nr. Then the sets Si,r and Sj,r are disjoint
if i 6= j and their union is the set Zr0,<M . We define a map δ : Zr0,<M → Zr0,<M
as follows. Take an element d = (d1, . . . , dr) ∈ Zr0,<M and set d := max d. Define
δ(d) := (d− d1, . . . , d− dr).
Lemma 8.1.13. The map δ is well-defined and is an involution, i.e., is its own
inverse.
Proof. We show at first that this map is well-defined, i.e., we show that δ(d) ∈
Zr0,<M (for all d). Take an element d in Zr0,<M and set d := max d. As d is the
maximum of all dj and it is smaller than M it follows that all components of δ(d)
are in J0,M−1K and at least one of them is zero. This shows that δ is well-defined.
Now we show the second statement. Since the set Zr0,<M is finite, it is enough to
show that the composition δ ◦ δ is the identity of Zr0,<M . So, take an element d
and let d be the maximum of the dj. Since at least of the dj is zero, the maximum
of the vector δ(d) = (d− d1, . . . , d− dr) is again equal to d and thus
δ(δ(d)) = (d− (d− d1), . . . , d− (d− dr)) = (d1, . . . , dr) = d.
Theorem 8.1.14. Let P0,P1, . . . ,Pr be (nilpotent) displays over k and
ϕ : P1 × · · · × Pr → P0
a multilinear morphism satisfying the V -F conditions and set Gi := BTPi. Then
the two morphisms ∇−1 ◦∆(ϕ˜n) and βϕ,n are equal.
Proof. If r = 1, then βϕ,n is the restriction of BTϕ : BTP1 → BTP0 to a morphism
BTP1,n → BTP0,n and this is theorem is just a restatement of the Theorem 6.1.17,
which states that the functor BT is an equivalence of categories.
So, we assume that r ≥ 2. The p-divisible groups Gi are connected, because they
correspond to nilpotent displays. Assume that there exists an i ∈ J1, rK such that
Gi is of multiplicative type. Then, by lemma 4.5.6, p.51 of [Pink], for all positive
natural numbers n, the group Mult(G1,n × · · · × Gr,n, G0,n) is the trivial group.
Indeed, we have
Mult(G1,n × · · · ×Gr,n, G0,n) ∼= Mult(G1,n × · · · ×Gr,n ×G∗0,n,Gm),
which is the trivial group by the aforementioned lemma. As the two morphisms
∇−1 ◦∆(ϕ˜n) and βϕ,n belong to the group Mult(G1,n× · · · ×Gr,n, G0,n), they are
both the zero morphism and hence equal. We can therefore assume that for every
1 ≤ i ≤ r, the p-divisible group Gi has no multiplicative part and therefore has
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connected dual. We denote by Di (respectively by Di,n) the Dieudonne´ module of
Gi (respectively of Gi,n). Fix a positive natural number n and choose n
′  n such
that rn′,n : V
n′Gi,n′ → Gi,n is defined for every i = 1, . . . , r (cf. Lemma 7.1.17).
Also fix M > n′ and m ≥ M such that the group schemes G1,n′ . . . , Gr,n′ are
annihilated by FM and V m and for every i = 0, . . . , r we have V M−n
′
Di ⊆ F n′Di
(cf. Lemma 8.1.2) and FMG0,n = 0. We prove that the two maps ∆(ϕ˜n) and
∇(βϕ,n), from D1,n × · · · × Dr,n to Mult(Wr, G0,n), are equal. Take for every
i = 1, . . . , r, arbitrary elements ui ∈ Di, ξ(i) ∈ W and chose zi ∈ Pi such that
F n
′
zi = V
M−n′θ(ui) (cf. Lemma 8.1.2). For every j ∈ N, denote by ξ(i)j the
projection of ξ(i) under pij : W W [F j] and by ξ
(i)
j its projection under
W pij−−→→ W [F j] rm−−→→ Wm,j.
So, for every s ≤ j, we have
F sξ
(i)
j = ξ
(i)
j−s, F
sξ
(i)
j = ξ
(i)
j−s and F
sξ
(i)
s = 0. (1.15)
Set zd := p
(r−1)n′ϕ(V d1z1, . . . , V drzr), θi := θ(ui) and gi := ngPi(p
n′−nξ
(i)
M ⊗ zi).
Using Lemma 8.1.10 we know that
F n
′
zd = V
M−n′ϕ(V d1θ1, . . . , V drθr). (1.16)
By Remark 8.1.8 and using the equations (1.15), we have
gi = −
M−1∑
j=0
F jξ
(i)
M ⊗ V M−jθi = −
M−1∑
δi=0
ξ
(i)
M−δi ⊗ V M−δiθi (1.17)
and
V −1gi = −
M−1∑
j=0
F j+1ξ
(i)
M−j ⊗ V M−j−1θi = −
M−1∑
δi=1
ξ
(i)
M−δi ⊗ V M−δiθi. (1.18)
Let us at first calculate ∇ := ∇(βϕ,n)([u1]n, . . . , [ur]n)(ξ(1), . . . , ξ(r)). By defini-
tion, this is equal to
βϕ,n
(
[u1]n(ξ
(1)), . . . , [ur]n(ξ
(r))
)
= βϕ,n
(
[pn
′−nξ
(1)
M ⊗ z1], . . . , [pn
′−nξ
(r)
M ⊗ zr]
)
,
where we are using Lemma 8.1.7 for the last equality. Now, by definition of βϕ,n,
the latter is equal to
(−1)r−1
r∑
i=1
[
ϕ̂(V −1g1, . . . , V −1gi−1, pn
′−nξ
(i)
M ⊗ zi, gi+1, . . . , gr)
]
=
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(−1)r−1
r∑
i=1
pn
′−n[ϕ̂(V −1g1, . . . , V −1gi−1, ξ(i)M ⊗ zi, gi+1, . . . , gr)].
Using identities (1.17) and (1.18), this sum becomes:
r∑
i=1
pn
′−n
[
ϕ̂
(M−1∑
δ1=1
ξ
(1)
M−δi ⊗ V M−δ1θ1, . . . ,
M−1∑
δi−1=1
ξ
(i−1)
M−δi−1 ⊗ V M−δi−1θi−1, ξ
(i)
M ⊗ zi,
M−1∑
δi+1=0
ξ
(i+1)
M−δi+1 ⊗ V M−δi+1θi+1, . . . ,
M−1∑
δr=0
ξ
(r)
M−δr ⊗ V M−δrθr
)]
=
r∑
i=1
pn
′−n
[ ∑
δ∈Si,r
ξ
(1)
M−δ1 . . . ξ
(r)
M−δr ⊗ ϕ(V M−δ1θ1, . . . , zi↑ , . . . , V
M−δrθr)
]
, (1.19)
where the vertical arrow under zi is to emphasize that the i
th-entry doesn’t follow
the pattern of the other entries (cf. notations at the beginning of the thesis). We
claim that this sum is equal to the following sum:∑
d∈Zr0,<M
pn
′−n[ξ(1)M+d1 . . . ξ(r)M+dr ⊗ p(r−1)n′ϕ(V d1z1, . . . , V drzr)]. (1.20)
We know by Lemma 8.1.13 that the two index sets of these sums are in bijection
and we want to show that in fact, under the bijection given in the aforementioned
lemma, the corresponding summands are equal. Take an index d ∈ Zr0,<M and
assume that δ := δ(d) belongs to Si,r (i.e., di is the first maximum occurring in
d). In the summand corresponding to the index d of the sum (1.20), using the
multilinearity of ϕ, distribute the factor p(r−1)n
′
into ϕ, except at the ith-place.
The term [
ξ
(1)
M+d1
. . . ξ
(r)
M+dr ⊗ p(r−1)n
′
ϕ(V d1z1, . . . , V
drzr)
]
becomes: [
ξ
(1)
M+d1
. . . ξ
(r)
M+dr ⊗ ϕ(V d1pn
′
z1, . . . , V
dizi
↑
, . . . , V drpn
′
zr)
]
.
Writing pn
′
as V n
′
F n
′
and using the identity F n
′
zj = V
M−n′θj, this term becomes:[
ξ
(1)
M+d1
. . . ξ
(r)
M+dr ⊗ ϕ(V d1+Mθ1, . . . , V dizi↑ , . . . , V
dr+Mθr)
]
.
As by assumption ϕ satisfies the V -F conditions, we can factor out V di and using
Remark 6.1.16, we obtain the term[
F di
(
ξ
(1)
M+d1
. . . ξ
(r)
M+dr
)⊗ ϕ(V M−(di−d1)θ1, . . . , zi
↑
, . . . , V M−(di−dr)θr)
]
.
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Now, using the fact that Frobenius is a ring homomorphism and the second
equality of (1.15), we obtain[
ξ
(1)
M−(di−d1) . . . ξ
(r)
M−(di−dr) ⊗ ϕ(V M−(di−d1)θ1, . . . , zi↑ , . . . , V
M−(di−dr)θr)
]
.
By definition of δ(d), we have di − dj = δj and therefore, this term is equal to[
ξ
(1)
M−δ1 . . . ξ
(r)
M−δr ⊗ ϕ(V M−δ1θ1, . . . , zi↑ , . . . , V
M−δrθr)
]
.
This term multiplied by pn
′−n is exactly equal to the the summand corresponding
to δ ∈ Si,r in the sum (1.19) and thus (1.20) and (1.19) are equal. This proves
the claim. Thus the element ∇ of G0,n(N ) is equal to∑
d∈Zr0,<M
pn
′−n[ξ(1)M+d1 . . . ξ(r)M+dr ⊗ zd] = ∑
d∈Zr0,<M
[
pn
′−nξ
(1)
M+d1
. . . ξ
(r)
M+dr ⊗ zd
]
.
Set wd := ξ
(1)
M+d1
. . . ξ
(r)
M+dr
and let wd be its image under the morphism
W  Wm,M ↪→ Ŵ .
Set also ϕ(θd) := ϕ(V
d1θ1 . . . , V
drθr) and N := M − n′ + n. As FMwd = 0, we
have that FN(pn
′−nwd) = 0, and thus, by Remark 7.2.4, the element [pn
′−nwd⊗zd]
is equal to
E(pn
′−nwd · τN [FNzd]N( ); 1) = E(wd · pn′−nτN [FNzd]N( ); 1) =
E(wd · V n′−nτN [F n′−n+Nzd]N( ); 1) = E(wd · V n′−nτN [FM−n′F n′zd]N( ); 1) (1.16)=
E(wd · V n′−nτN [FM−n′V M−n′ϕ(θd)]N( ); 1) =
E(wd · V n′−nτN [pM−n′ϕ(θd)]N( ); 1). (1.21)
We claim that V n
′−nτN [pM−n
′
ϕ(θd)]N( ) and τM [ϕ(θd)]n( ) are equal as morphisms
G∗0,n → W (note that the former is a morphism G∗0,N → W , and we are restricting
it to the subgroup scheme G∗0,n). It is enough to show that the compositions of
these two morphisms with the projection pi : G∗0,n+1  G∗0,n are equal. Take a
section g of G∗0,N . The element x := [ϕ(θd)]n(pi(g)) belongs to WM , because by
assumption, FMG0,n = 0. The element y := [p
M−n′ϕ(θd)]N(g) belongs to WN and
we know that x and y are equal as elements in CW u. Thus, V n
′−ny = V M−Ny = x
and so V n
′−nτN(y) = τM(x). This proves the claim. It follows from the claim and
equation (1.21) that [pn
′−nwd ⊗ zd] is equal to E(wd · τM [ϕ(θd)]n( ); 1). As r > 1
and for every i ∈ J1, rK, we have Fmξ(i)M+di = 0, we can use Lemma 7.1.6 twice and
deduce that the element E(wd ·τM [ϕ(θd)]n( ); 1) is equal to E(wd ·τM [ϕ(θd)]n( ); 1)
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(note that ξ
(i)
M+di
and ξ
(i)
M+di
have the same image inside Wm). The latter is by
definition equal to Φd(ξ
(1), . . . , ξ(r), [ϕ(θd)]n( )). Recalling that [ϕ(θd)]n is equal
to ϕ˜n(V
d1 [u1]n, . . . , V
dr [ur]n), the above calculations show that ∇ is equal to the
sum ∑
d∈Zr0,<M
Φd(ξ
(1), . . . , ξ(r), ϕ˜n(V
d1 [u1]n, . . . , V
dr [ur]n)( )),
where
Φd(ξ
(1), . . . , ξ(r), ϕ˜n(V
d1 [u1]n, . . . , V
dr [ur]n)( )) : G
∗
0,n → Gm
is seen as a section of G0,n. This equality means that the two multilinear morph-
isms ∇(βϕ,n)([u1]n, . . . , [ur]n) and ∆(ϕ˜n)([u1]n, . . . , [ur]n) from Wr to G0,n are
equal. As every element of D∗(Gi,n) is of the form [ui]n for some ui ∈ D∗(Gi), it
implies the equality of ∆(ϕ˜n) and ∇(βϕ,n).
Corollary 8.1.22. Let P0,P1, . . . ,Pr be (nilpotent) displays over k. The homo-
morphisms
β : Mult(P1 × · · · × Pr,P0)→ Multk(BTP1 × · · · ×BTPr , BTP0),
Sym(Pr1 ,P0)→ Sym(BT rP1 , BTP0)
and
Alt(Pr1 ,P0)→ Alt(BT rP1 , BTP0),
given in Corollary 6.2.11 are isomorphisms.
Proof. As usual, we only prove the first isomorphism, and leave the similar proofs
of the other two. For every i = 0, . . . , r, we set Gi := BTPi , the p-divisible group
associated to Pi and denote by Di the (covariant) Dieudonne´ module of Gi. Using
the previous Theorem, we obtain a commutative diagram
Mult(P1 × · · · × Pr,P0)
β
++WWWW
WWWWW
WWWWW
WWWWW
∼=

Mult(G1 × · · · ×Gr, G0)
Mult(D1 × · · · ×Dr, D0),
∼=
33hhhhhhhhhhhhhhhhhhh
where the vertical isomorphism is given by the identifications of displays and
Dieudonne´ modules and the oblique isomorphism is given by Corollary 5.5.6. It
follows at once that β is an isomorphism.
Remark 8.1.23. The author believes that using this isomorphism and a similar
argument as that given in [Zin02] (to prove that the functor BT is an equivalence
of categories), one can prove that the morphism β is an isomorphism over any
excellent local ring or a ring R such that R/pR is of finite type over a field. In
other words, that the answer to Question 6.2.12 is affirmative.
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8.2 The affine base case
In this section, we show the existence of the exterior powers of p-divisible groups
over complete local Noetherian rings with residue field of characteristic p, whose
special fiber are connected p-divisible groups of dimension 1. We also calculate
the height of these exterior powers and their dimension at the closed point of the
base. Furthermore, we show that these exterior powers commute with arbitrary
base change. The prime number p is assumed to be different from 2.
Construction 8.2.1. Assume that p is nilpotent in R. Let P be a display over
R, with tangent module of rank at most 1 and denote by ΛrR the p-divisible
group associated to
∧r P . The universal alternating morphism λ : Pr → ∧r P
(cf. Proposition 6.3.3) induces an alternating morphism βλ,n : G
r
n → ΛrR,n which
gives rise to a homomorphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ AltrR(Gn, X)
for every group scheme X. Sheafifying this morphism, we obtain a sheaf homo-
morphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ AltrR(Gn, X).
Remark 8.2.2. Note that by Lemma 6.3.2 and Proposition 6.1.14, the construc-
tion of
∧rP , and therefore the formation of ΛrR commutes with the base change,
i.e., if A is any R-algebra, then we have canonical isomorphisms (
∧rP)A ∼=∧r(PA) and (ΛrR)A ∼= ΛrA (note that since p is nilpotent in R it is so also in
A and therefore ΛrA is a p-divisible group).
Theorem 8.2.3. If R is a perfect field of characteristic p, then for every group
scheme X over R, the morphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ AltrR(Gn, X)
is an isomorphism. Consequently, we have a canonical and functorial isomorph-
ism
ΛrR,n
∼=
r∧
(Gn)
for all positive natural numbers n.
Proof. We know that for each n, the exterior power
∧rGn exists (Proposition
4.4.6), is finite and its Dieudonne´ module is isomorphic to
∧rD∗(Gn) (corollary
5.5.19) which is isomorphic to
(∧rD∗(G))/pn. This shows that the canonical
homomorphism
∧rGn → ΛrR,n (induced by the universal property of ∧rGn) is an
isomorphism. We have also shown (Remark 5.5.21) that the universal alternating
morphism τn : G
r
n →
∧rGn corresponds via the isomorphism
L(D∗(Gn)r,
∧r
D∗(Gn))
∼=−−→ Mult(Grn,
∧r
Gn)
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(cf. corollary 3.0.21 and Remark 3.0.22), to the universal alternating morphism
D∗(Gn)r →
∧rD∗(Gn), which is the reduction of the morphism λ : D∗(G)r →∧rD∗(G) modulo pn. It follows from the previous theorem, and after identifying
the two group schemes
∧rGn and ΛrR,n, that the two alternating morphisms τn and
βλ,n are equal, i.e., that the morphism βλ,n is the universal alternating morphism.
This means exactly that for every group scheme X over R, the homomorphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ AltrR(Gn, X)
is an isomorphism.
Proposition 8.2.4. Assume that p is nilpotent in R. For every group scheme X
over R, and every ring homomorphism R→ L, with L a perfect field, the morph-
ism λ∗n(X) is an isomorphism on the L-rational points, i.e., the homomorphism
λ∗n(X)(L) : HomL(Λ
r
L,n, XL)→ AltrL(GL,n, XL)
is an isomorphism.
Proof. This follows from Remark 8.2.2 and the previous theorem, noting that L
has characteristic p, since p is nilpotent in R.
Proposition 8.2.5. Let R be a perfect field of characteristic p. Then, for every
group scheme X over R, the morphism λ∗n(X) is an isomorphism.
Proof. Let I be a finite group scheme over R. Then the sheaf of Abelian groups
HomR(I,X) is representable and we have a commutative diagram
HomR(I,HomR(Λ
r
R,n, X))
Hom(I,λ∗n(X)) //
∼=

HomR(I,Alt
r
R(Gn, X))
∼=

HomR(Λ
r
R,n,HomR(I,X)) λ∗n(HomR(I,X))
// AltrR(Gn,HomR(I,X)).
The bottom homomorphism of this diagram is an isomorphism by the Theorem
8.2.3 and therefore the top homomorphism is an isomorphism as well. We also
know from the previous proposition that the homomorphism λ∗n(X) is an iso-
morphism on the L-valued points, for every perfect field L, and in particular
for the algebraic closure of R. It follows from the Proposition 1.0.7, that this
homomorphism is an isomorphism.
Proposition 8.2.6. Assume that p is nilpotent in R. The homomorphism
λ∗n(Gm) : HomR(ΛrR,n,Gm)→ AltrR(Gn,Gm)
is an isomorphism.
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Proof. Let L be a perfect field and s an L-valued point of the scheme Spec(R).
By Remark 8.2.2, the group scheme (ΛrR,n)L is canonically isomorphic to the
group scheme ΛrL,n and therefore, the fiber of the homomorphism λ
∗
n(Gm) over s
is the homomorphism
λ∗n(Gm)s : HomL(ΛrL,n,Gm,L)→ AltrL(GL,n,Gm,L),
which is an isomorphism by the previous proposition. Since HomR(Λ
r
R,n,Gm),
being the Cartier dual of the finite flat group scheme ΛrR,n, is a finite flat group
scheme over R, and the group scheme AltrR(Gn,Gm) is affine and of finite type
over Spec(R) (cf. Remark 2.2.11), we can apply Remark 1.0.6 and Proposition
1.0.5 and conclude that the homomorphism λ∗n(Gm) is an isomorphism.
Proposition 8.2.7. Assume that p is nilpotent in R. For every finite and flat
group scheme X over R, the morphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ AltrR(Gn, X)
is an isomorphism. Consequently, βλ,n : G
r
n → ΛrR,n is the rth-exterior power of
Gn in the category of finite and flat group schemes over R.
Proof. As X is finite and flat over R, there exists a canonical isomorphism
X ∼= HomR(X∗,Gm), where X∗ is the Cartier dual of X. We then obtain a
commutative diagram
HomR(Λ
r
R,n, X)
λ∗n(X) //
∼=

AltrR(Gn, X)
∼=

HomR(Λ
r
R,n,HomR(X
∗,Gm))
λ∗n(HomR(X∗,Gm)) //
∼=

AltrR(Gn,HomR(X
∗,Gm))
∼=

HomR(X
∗,HomR(Λ
r
R,n,Gm)) HomR(X∗,λ∗n(Gm))
// HomR(X
∗,AltrR(Gn,Gm)).
Since by the previous proposition, the homomorphism λ∗n(Gm) is an isomorph-
ism, the bottom homomorphism of this diagram is an isomorphism as well, and
thus also the homomorphism λ∗n(X). Taking the global sections of λ
∗
n(X) (i.e.,
taking the R-valued points), we conclude that the homomorphism λ∗n(X) is an
isomorphism, and therefore βλ,n : G
r
n → ΛrR,n is the rth-exterior power of Gn in
the category of finite and flat group schemes over R.
Question 8.2.8. Is the morphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ AltrR(Gn, X)
an isomorphism for every group scheme X over R?
169
Proposition 8.2.9. Let R be a complete local Noetherian ring with residue char-
acteristic p and G a p-divisible group over R such that the special fiber of G is a
connected p-divisible group of dimension 1. Then there exists a p-divisible group∧rG over R and an alternating morphism τ : Gr → ∧rG, such that for every
p-divisible group H over R the induced group homomorphism
τ ∗ : HomS(
∧r
G,H)→ AltS(Gr, H)
is an isomorphism. Furthermore, for all n, the canonical homomorphism∧r
(Gn)→ (
∧r
G)n,
induced by the universal property of
∧r(Gn) is an isomorphism. Finally, the
height of
∧rG is equal to (h
r
)
and its dimension at the closed point of R is equal
to
(
h−1
r−1
)
.
Proof. First assume that R is a local Artin ring. Then p is nilpotent in R and G
is infinitesimal. Set
∧rG := ΛrR. By Proposition 8.2.7, the alternating morphism
βλ,n : G
r
n → (
∧rG)n is the rth-exterior power of Gn over R and therefore, the
canonical homomorphism (
∧rG)n → ∧r(Gn) is an isomorphism and the induced
homomorphism
HomR(
∧r
Gn, Hn)→ AltrR(Gn, Hn)
is an isomorphism. Taking the inverse limit of this isomorphism and noting that
by definition,
AltrR(G,H) = lim←−
n
AltrR(Gn, Hn)
and
HomR(G,H) = lim←−
n
HomR(Gn, Hn)
we deduce that the canonical homomorphism
HomR(G,H)→ AltrR(G,H)
induced by the system {βλ,n : Grn → (
∧rG)n}n is an isomorphism.
In the general case, set X := Spec(R), X := Spf(R) and for all i, Xi :=
Spec(R/mi), where m is the maximal ideal of R. Let G(i) denote the base
change of G to Xi. From above, we know that
∧rG(i) exists for all i and we have
a universal alternating morphism λ(i) : G(i)r → ∧rG(i). We also know that the
construction of the exterior power commutes with base change (note that G(i) is
infinitesimal), and thus the universal alternating morphism
λ(i+ 1) : G(i+ 1)r →
∧r
G(i+ 1)
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restricts over Xi to λ(i) : G(i)
r → ∧rG(i). By Proposition 1.0.14 and Remark
5.3.2, there exists a p-divisible group
∧rG over X and an alternating morphism
λ : Gr → ∧rG which restricts over each Xi to λ(i). It follows from the universal
property of
∧rG(i) and Remark 5.3.2 that the alternating morphism λ is the
universal alternating morphism making
∧rG the rth-exterior power of G over X.
The same arguments show that the truncated Barsotti-Tate groups
∧r(G(i)n)
(of level n) form a compatible system and therefore define a truncated Barsotti-
Tate group of level n over X. Using again Proposition 1.0.14 and Remark 5.3.2,
we obtain a truncated Barsotti-Tate group of level n over X, denoted
∧r(Gn)
and an alternating morphism λn : G
r
n →
∧r(Gn). Like above it is the univer-
sal alternating morphism making
∧r(Gn) the rth-exterior power of Gn over X.
Since for all i the canonical homomorphism
∧r(G(i)n) → (∧rG(i))n is an iso-
morphism, it follows from Proposition 1.0.14 that the canonical homomorphism∧r(Gn)→ (∧rG)n is an isomorphism as well.
The dimension of a p-divisible group over a field is invariant under field extensions
and the height of a p-divisible group (over any base scheme) is invariant under
any base change. We also know that the construction of the exterior powers of a
p-divisible group (of dimension 1) over a field of characteristic p commutes with
field extensions (cf. Remark 8.2.2). Thus, in order to determine the height of∧rG, and its dimension at the closed point of S, we can assume that the residue
field of R is algebraically closed (note that (
∧rG)k ∼= ∧r(Gk)). By Remark 6.1.11,
the dimension and respectively the height of a p-divisible group is equal to the
rank and respectively to the height of the corresponding display. The result on
the dimension and height of
∧rG follows at once from Lemma 6.3.2.
Remark 8.2.10. Note that by construction of
∧rG (respectively of ∧r(Gn), the
canonical homomorphism
∧r(Gk)→ (∧rG)k (respectively ∧r(Gn,k)→ (∧rGn)k)
is an isomorphism, where k denotes the residue field of R.
Now, we would like to show that the exterior powers constructed in the above
proposition commute with arbitrary base change, that is, the base change of the
exterior powers of G are the exterior powers of the base change of G.
Notations 8.2.11. Let R be a complete local Noetherian ring with residue field
k of characteristic p. Let G be a p-divisible group over R, of height h, such that
the dimension of G at points of S := Spec(R) of characteristic p is 1 and that the
special fiber of G is a connected p-divisible group. Fix a positive natural number
n and set: H := Gn, X := HomR(
∧rH,Gm) and Y := AltrR(H,Gm). Denote by
α the canonical homomorphism α : X → Y induced by the universal alternating
morphism λ : Hr → ∧rH.
Note that all (rational) integers prime to p are invertible in R, i.e., R is Z(p)-
algebra. Indeed, if n is an integer prime to p, then n is invertible k, so, it is not
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contained in the maximal ideal of R. Since R is local, it is therefore invertible
in R. This implies that for all ring homomorphisms R → L with L a field, the
characteristic of L is either p or zero.
Lemma 8.2.12. Let s¯ be a geometric point of S. Then the group scheme Ys¯ is
a finite group scheme of order pn(
h
r) over s¯.
Proof. Assume that s¯ = Spec(Ω). We know that the exterior powers of HΩ exist
and we have a canonical homomorphism
f : HomΩ(
∧r
(HΩ),Gm,Ω)→ AltrΩ(HΩ,GΩ) = YΩ.
If Ω has characteristic p, then by assumption GΩ has dimension 1 and therefore
by Proposition 8.2.6 f is an isomorphism. By Proposition 8.2.9 we know that
the order of
∧r(HΩ) is equal to pn(hr), and therefore its Cartier dual, which is
isomorphic to YΩ has order p
n(hr) as well. Now assume that Ω has characteristic
zero. Then HomΩ(
∧r(HΩ),Gm,Ω) is a finite e´tale group scheme over Ω. By
definition of
∧r(HΩ) the homomorphism
f(Ω) : HomΩ(
∧r
(HΩ),Gm,Ω)→ AltrΩ(HΩ,Gm,Ω) = YΩ(Ω)
is an isomorphism. The group of homomorphisms HomΩ(
∧r(HΩ),Gm,Ω), being
the Ω-valued points of a finite group scheme over Ω, is finite. Since the group
scheme YΩ is of finite type over Ω and has finitely many Ω-valued points, it is a
finite group scheme over Ω. It is thus e´tale. Since Ω is algebraically closed, the
two finite e´tale group schemes XΩ and YΩ are constant. So f is an isomorphism,
because it is so on the Ω-valued points. Again, the order of YΩ is equal to the
order of
∧r(HΩ), which is equal to pn(hr) by Proposition 5.4.1.
Proposition 8.2.13. The homomorphism α is an isomorphism.
Proof. Set A := O(X) and B := O(Y ). We know that A is a finite flat R-module
of rank pn(
h
r) and B is a finitely generated R-algebra. Denote by f : B → A the
ring homomorphism corresponding to α and by C the cokernel of f . By Remark
8.2.10 and Proposition 8.2.6, αk is an isomorphism, which means that C⊗Rk = 0.
Since A is finite over R, C is also finite over R and applying Nakayama’s lemma,
we conclude that C = 0. This implies that f is an epimorphism. Let s¯ = Spec(Ω)
be a geometric point of S. By previous lemma B ⊗R Ω has dimension, over
Ω, equal to pn(
h
r), which is equal to the dimension, over Ω, of B ⊗R Ω. As f
is an epimorphism and therefore also f ⊗R Ω, we conclude that f ⊗R Ω is an
isomorphism. This proves that αs¯ is an isomorphism. It follows by Remark 1.0.6
and Proposition 1.0.5 that α is an isomorphism.
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Proposition 8.2.14. Let T be an S-scheme and Z a finite flat group scheme
over T . The canonical homomorphism
λ∗Z : HomT ((
∧r
H)T , Z)→ AltrT (HT , Z)
induced by the alternating morphism λT : H
r
T → (
∧rH)T is an isomorphism. In
particular, (
∧rH)T is the rth-exterior power of HT in the category of finite flat
group schemes over T and λT is the universal alternating morphism.
Proof. As Z is finite and flat over T , there exists a canonical isomorphism
Z ∼= HomT (Z∗,Gm,T ), where Z∗ is the Cartier dual of Z. We then obtain a
commutative diagram
HomT ((
∧rH)T , Z) λ∗Z //
∼=

AltrT (HT , Z)
∼=

HomT ((
∧rH)T ,HomT (Z∗,Gm,T )) //
∼=

AltrT (HT ,HomT (Z
∗,Gm,T ))
∼=

HomT (Z
∗,HomT ((
∧rH)T ,Gm,T ))
HomT (Z
∗,αT )
// HomT (Z
∗,AltrT (HT ,Gm,T )).
Since α is an isomorphism by the previous proposition, αT and thus also the
homomorphism HomT (Z
∗, αT ) are isomorphisms. It follows that λ
∗
Z is an iso-
morphism as well. Taking the global sections of the homomorphism λ∗Z , we
obtain an isomorphism
HomT ((
∧r
H)T , Z)→ AltrT (HT , Z),
which makes λT : H
r
T → (
∧rH)T the universal alternating morphism.
Corollary 8.2.15. Let T be an S-scheme. The base change to T of the al-
ternating morphism τ : Gr → ∧rG given by Proposition 8.2.9 is the universal
alternating morphism, i.e., for every p-divisible group G′ over T , the induced
homomorphism
τ ∗T : HomT ((
∧r
G)T , G
′)→ AltrT (GT , G′)
is an isomorphism.
Proof. By definition, we have HomT ((
∧rG)T , G′) = lim←−
n
HomT ((
∧rGn)T , G′n) and
AltrT (GT , G
′) = lim←−
n
AltrT (Gn,T , G
′
n) and the homomorphism
τ ∗n,T HomT ((
∧r
Gn)T , G
′
n)→ AltrT (Gn,T , G′n)
is induced by the alternating morphisms τn,T : G
r
n,T → (
∧rGn)T . By previous
proposition, τn,T is the universal alternating morphism, and therefore the homo-
morphisms τ ∗n,T are isomorphisms. Hence τ
∗
T is an isomorphism as well.
173
Remark 8.2.16. In virtue of the previous corollary, the rth-exterior power of GT
exists and we can write
∧rGT instead of (∧rG)T and ∧r(GT ). The same holds
(by Proposition 8.2.14) for the truncated Barsotti-Tate groups Gn,T .
8.3 The general case
In this section we would like to prove the main theorem over any base scheme.
The prime number p is again different from 2. We first show a result which will
serve as an auxiliary tool to transfer the question of the existence of exterior
powers over an (almost) arbitrary base, to the question over a special complete
local Noetherian base, where we know the answer. We then prove some faithfully
flat descent properties, which together with the mentioned proposition and the
results from the last chapters, will provide a proof of the main theorem.
The following proposition and its proof are due to Lau. We include the proof
for the sake of completeness. Since the proof is not due to the author and its
contents are not used (even partially) elsewhere in this writing, we will not prepare
its ingredients. We refer to [LMB00], [Ill85] and [Wed01] for more details.
Proposition 8.3.1. Let G0 over Fp be a connected p-divisible group of dimension
1 and height h, and G over R := ZpJx1, . . . , xh−1K the universal deformation of
G0. Let H be a truncated Barsotti-Tate group of level n ≥ 1 and of height h over
a Z(p)-scheme X. We assume that the fibers of H in points of characteristic p of
X have dimension 1. Then there exist morphisms
X
ϕ←− Y ψ−→ SpecR
with ϕ faithfully flat and affine, such that ϕ∗H ∼= ψ∗Gn.
Proof. Let Y over Z(p) be the algebraic stack of truncated Barsotti-Tate groups
of level n and height h and let Y0 ⊂ Y be the substack of truncated Basrsotti-
Tate groups as in the proposition. The inclusion Y0 ↪→ Y is an open immersion
because for a morphism X → Y corresponding to a truncated Barsotti-Tate
group H over X, the points of characteristic p of X in which the dimension of H
is not equal to 1 form an open and closed subscheme X1 of X ×SpecFp, and we
have X ×Y Y0 = X rX1. The group Gn over R defines a morphism
α : SpecR→ Y0.
We claim that α is faithfully flat and affine. Then for H over X as in the propo-
sition, which corresponds to a morphism X → Y0, we can take Y = X×YSpecR.
The morphism α is affine, because SpecR is affine and the diagonal of Y is affine.
It is easy to see that α is surjective on geometric points. Indeed, let k be an al-
gebraically closed field. If k has characteristic zero, then Y(k) = Y0(k) has only
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only one isomorphism class. If k has characteristic p, then Y0(k) has precisely
h − 1 isomorphism classes corresponding to the e´tale rank. These isomorphism
classes all occur in the fibers of Gn over R. It remains to show that α is flat.
Let T be the following functor on Z(p)-schemes: T (X) is the set of isomorphism
classes of pairs (H, a) where pi : H → X is an open object of Y0 and where
a : OpnhX ∼= pi∗OH is an isomorphism of OX-modules. Then T is representable
by a quasi-affine scheme of finite type over Z(p); see [Wed01]. The morphism
T → Y0 defined by forgetting a is a GLpnh-torsor and thus smooth. By [Ill85],
the algebraic stack Y is smooth over Z(p). Hence the same is true for Y0 and T .
Let t ∈ T be a closed point with residue field Fp such that the associated group
over Fp is G0,n. The image of t in Y(Fp) is also denoted by t. The homomorphism
of tangent spaces TT,t → TY,t is surjective, because T → Y is smooth. Let Z → T
be a regular immersion (thus Z is smooth) with t ∈ Z such that TZ,t → TY,t is
bijective.
After shrinking Z we can assume that Z → Y is smooth. Indeed, let U = Z×Y T
and let u ∈ U be a closed point with residue field Fp lying over (t, t) ∈ Z × T .
Then the second projection TU,u → TT,t is surjective. Since U and T are smooth,
the projection U → T is smooth in u. Thus there is an open subscheme U0 of
U containing u such that U0 → T is smooth. If we replace Z by the image of
U0 → Z, which is open, because this map is smooth, then Z → Y is smooth.
Let S = OˆZ,t and let H over S be the truncated Barsotti-Tate group correspond-
ing to the given morphism SpecS → Y . The special fiber of H is isomorphic to
G0,n. By [Ill85] there is a p-divisible group G
′ over S with special fiber G0 such
that G′n is isomorphic to H. Since the first-order deformations of G0 and of G0,n
coincide, it follows that G′ is a universal deformation of G0. Thus the morphism
α can be written as a composition
SpecR ∼= SpecS → Z → Y .
Here Z → Y is smooth and thus flat, and SpecS → Z is flat, because it is a
completion of a Noetherian ring. thus the composition is flat as well.
Now we prove the faithfully flat descent of the universal alternating morphism
and the exterior powers.
Lemma 8.3.2. Let f : T → S be a faithfully flat morphism of schemes and let
H (respectively G) be a finite flat group scheme (respectively a p-divisible group)
over S.
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1) Assume that we are given an alternating morphism τ : Hr → Λ (respec-
tively τ : Gr → Λ), with Λ a finite flat group scheme (respectively a p-
divisible group) over S, such that for all morphisms g : T ′ → T , the pull-
back g∗f ∗τ : g∗f ∗Hr → g∗f ∗Λ (respectively g∗f ∗τ : g∗f ∗Gr → g∗f ∗Λ) is the
universal alternating morphism in the category of finite flat group schemes
(respectively p-divisible groups) over T ′. Then τ is the universal alternating
morphism in the category of finite flat group schemes (respectively p-divisible
groups) over S, i.e., Λ =
∧rH (respectively Λ = ∧rG).
2) Assume that we have an alternating morphism τ ′ : f ∗Hr → Λ′ (respec-
tively τ ′ : f ∗Gr → Λ′), with Λ′ a finite and flat group scheme (respectively
a p-divisible group) over T , such that for all morphisms g : T ′ → T , the
pullback g∗τ ′ : g∗f ∗Hr → g∗Λ′ (respectively g∗τ ′ : g∗f ∗Gr → g∗Λ′) is the
universal alternating morphism in the category of finite flat group schemes
(respectively p-divisible groups) over T ′. Then there exists a finite flat group
scheme (respectively a p-divisible group) Λ over S and an alternating morph-
ism τ : Hr → Λ (respectively τ : Gr → Λ), such that for every morphism
h : S ′ → S, the pullback h∗τ is the universal alternating morphism in the
category of finite flat group schemes (respectively p-divisible groups) over
S ′, i.e., h∗Λ =
∧r(h∗H) (respectively h∗Λ = ∧r(h∗G)). In particular,
Λ =
∧rH (respectively Λ = ∧rG).
Proof. Since alternating morphisms and homomorphisms of p-divisible groups
are defined as compatible systems of alternating morphisms and homomorphisms
of finite flat group schemes (their truncated Barsotti-Tate groups), we will only
prove the lemma for truncated Barsotti-Tate groups, and the result for the p-
divisible groups follows at once.
For the proof of both parts of the lemma, we use faithfully flat descent.
1) Take a finite flat group scheme X over S. We have to show that the
canonical homomorphism
τ ∗ : HomS(Λ, X)→ AltrS(H,X)
induced by τ is an isomorphism. So, take an alternating morphism ϕ :
Hr → X. Letting g be the identity morphism of T , we see that in particular,
f ∗τ : f ∗Hr → f ∗Λ is the universal alternating morphism, and therefore
there exists a unique group scheme homomorphism a′ : f ∗Λ → f ∗X such
that a′ ◦ f ∗τ = f ∗ϕ. We want to descend the homomorphism a′ to a
homomorphism a : Λ→ X. Then since f is faithfully flat, we have a◦τ = ϕ
and a with this property is unique. Set T ′ := T ×S T and let pi : T ′ → T
(i = 1, 2) be the two projections. We have to show that p∗1a
′ = p∗2a
′. But
this is true, since p∗1f
∗ = p∗2f
∗ and by assumption, for i = 1, 2, we know
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that p∗i f
∗τ : p∗i f
∗Hr → p∗i f ∗Λ is the universal alternating morphism and
we have p∗i a
′ ◦ p∗i f ∗τ = p∗i f ∗ϕ.
2) We want to descend the finite flat group scheme Λ′ to a group scheme over
S. Set T ′ := T ×S T and let pi : T ′ → T (i = 1, 2) be the two projections.
We should prove that the base changes of Λ′ via p1 and p2 are canonically
isomorphic. By assumption, we know that p∗iΛ
′ =
∧r(p∗i f ∗H) (i = 1, 2).
The two compositions p∗1f
∗ and p∗2f
∗ are equal and thus, there exists a
unique isomorphism p∗1Λ
′ ∼= p∗2Λ′ by the uniqueness of the exterior powers.
This shows that the group scheme Λ′ descends to a group scheme over S.
Since f is faithfully flat and Λ′ is finite flat over T , we conclude that Λ is
finite flat over S. The same arguments show that the alternating morphism
τ ′ descends to a morphism τ : Hr → Λ, and again by the faithfully flatness
of f , it should be alternating.
Now let T ′ be the base change T ×S S ′ and denote by h′ and respectively f ′
the projection T ′ → T and respectively T ′ → S ′. The morphism f ′, being
the base change of f , is faithfully flat. By construction of τ (f ∗τ = τ ′) and
the assumptions on τ ′, we observe that all the hypotheses of the first part
of the lemma are satisfied for the alternating morphism h∗τ : h∗Hr → h∗Λ
(note that we are considering the lemma for the faithfully flat morphism
f ′ : T ′ → S ′). Consequently, the alternating morphism h∗τ is the universal
alternating morphism in the category of the finite flat group schemes over
S ′.
Now, we would like to show the existence of the exterior powers over arbitrary
base. We need two lemmas before.
Lemma 8.3.3. Let S be a scheme over Z(p) and H a truncated Barsotti-Tate
group of level n and height h over S, such that the dimension of the fibers at points
of characteristic p of S is 1. Then there exists a truncated Barsotti-Tate group
Λn over S of level n and height
(
h
r
)
, and an alternating morphism λn : H
r → Λn
such that for all morphisms h : S ′ → S and all finite flat group schemes X over
S ′, the induced homomorphism
HomS′(h
∗Λn, X)→ AltrS′(h∗H,X)
is an isomorphism, i.e., Λn ∼=
∧rH and h∗∧rH ∼= ∧r(h∗H). Moreover fibers of
Λn at points of characteristic p have dimension
(
h−1
r−1
)
.
Proof. Let G0, R and G be as in the statement of the Proposition 8.3.1. The
assumptions of Proposition 8.2.9 and corollary 8.2.15 are satisfied (cf. Nota-
tions 8.2.11. Thus, the p-divisible group
∧rG exists over R and we have the
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universal alternating morphism τ : Gr → ∧rG. Furthermore, there exists a
canonical isomorphism
∧r(Gn) ∼= (∧rG)n, induced by the alternating morphism
τn : Grn → (
∧rG)n (which is then the universal one). Also, for every morphism
ϕ : T ′ → SpecR, we have ϕ∗∧rGn ∼= ∧rϕ∗Gn (cf. Proposition 8.2.14). By
Proposition 8.2.9, the height of
∧rG is equal to p(hr), and its dimension at the
closed point of R is equal to
(
h−1
r−1
)
. So, the order of
∧rGn over R is equal to pn(hr),
in other words,
∧rGn is a truncated Barsotti-Tate group of level n and height(
h
r
)
, and its dimension at the closed point of R is
(
h−1
r−1
)
.
The group scheme H satisfies the hypotheses of the Proposition 8.3.1 and there-
fore, there exists a faithfully flat and affine morphism f : T → S and a morphism
g : T → SpecR such that f ∗H ∼= g∗Gn. By the above discussions, we have an
alternating morphism
g∗τn : f ∗Hr ∼= g∗Grn → g∗
∧rGn
such that for all morphisms g′ : T ′ → T , the pullback g′∗g∗τn is the universal
alternating morphism
g′∗f ∗Hr ∼= g′∗g∗Grn → g′∗g∗
∧rGn.
It follows from the second part of the Lemma 8.3.2 that there exists a finite flat
group scheme Λn over S and an alternating morphism λn : H
r → Λn, which
has the desired properties stated in the lemma. Since f is faithfully flat and
f ∗Λn ∼= g∗
∧rGn is a truncated Barsotti-Tate group of level n and height (hr), the
group scheme Λn is also a truncated Barsotti-Tate group of level n and height(
h
r
)
. The dimension of Λn at points of characteristic p of S is equal to
(
h−1
r−1
)
.
Lemma 8.3.4. Let S be a scheme over Z(p) and G a p-divisible group over S
of height h, such that the dimension of G at points of characteristic p of S is 1.
Let
∧rGn be the truncated Barsotti-Tate group of level n over S provided by the
previous lemma (applying it to Gn). Then there exist natural monomorphisms in :∧rGn ↪→ ∧rGn+1, which make the inductive system (∧rGn)n≥1 a Barsotti-Tate
group over S of height
(
h
r
)
and dimension
(
h−1
r−1
)
at points of S of characteristic
p.
Proof. For every n we have an exact sequence
Gn+1
pn−−−→ Gn+1 ξn−−→ Gn → 0.
by Proposition 4.3.13, the induced sequence∧r
Gn+1
pn−−−→
∧r
Gn+1
∧rξn−−−−→∧rGn → 0
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is exact as well. Since by previous lemma
∧rGn+1 is a truncated Barsotti-Tate
group of level n + 1, we have pn+1
∧rGn+1 = 0. It implies that there exists
a unique homomorphism in :
∧rGn → ∧rGn+1 making the following diagram
commutative: ∧rGn+1 pn // ∧rGn+1 ∧rξn //
p

∧rGn //
inyysss
ss
ss
ss
0
∧rGn+1.
We would like to show that in is a monomorphism and it identifies
∧rGn with
(
∧rGn+1)[pn]. Since pn∧rGn = 0, there exists a homomorphism jn : ∧rGn →
(
∧rGn+1)[pn] whose composition with the inclusion ι : (∧rGn+1)[pn] ↪→ ∧rGn+1
is equal to in (look at the diagram below). Also, as
∧rGn+1 is a truncated
Barsotti-Tate group of level n+1, the image of multiplication by p is equal to the
kernel of multiplication by pn and therefore the homomorphism p :
∧rGn+1 →∧rGn+1 factors through the inclusion ι : (∧rGn+1)[pn] ↪→ ∧rGn+1 and induces
an epimorphism qn :
∧rGn+1 → (∧rGn+1)[pn]:
0 // (
∧rGn+1)[pn] ι // ∧rGn+1 pn // ∧rGn+1
∧rGn
in
88rrrrrrrrrr
jn
ggOOOOOOOOOOOO
∧rGn+1.
∧rξn OO
OO
p
II
qn
WWWW
The composition of
∧rξn ◦jn and qn with ι are equal and since ι is a monomorph-
ism, we have
∧rξn◦jn = qn. So, the jn : ∧rGn → (∧rGn+1)[pn] is an epimorphism
(qn is an epimorphism). The two group schemes
∧rGn and (∧rGn+1)[pn] have
the same order over S (note that (
∧rGn+1)[pn] is a truncated Barsotti-Tate group
of level n) and thus the epimorphism jn is in fact an isomorphism. Hence in is
a monomorphism identifying
∧rGn with (∧rGn+1)[pn]. By previous lemma, the
order of
∧rGn is equal to pn(hr). This proves that the inductive system∧r
G1
i1
↪−→
∧r
G2
i2
↪−→
∧r
G3
i3
↪−→ . . .
is a Barsotti-Tate group over S of height
(
h
r
)
. The statement on the dimension
follows from Theorem 5.5.34.
Theorem 8.3.5 (The Main Theorem). Let S be a base scheme and G a p-divisible
group over S of height h, such that the fibers of G at points of S of characteristic
p have dimension 1. Then, there exists a p-divisible group
∧rG over S of height
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(
h
r
)
, and an alternating morphism λ : Gr → ∧rG such that for every morphism
f : S ′ → S and every p-divisible group H over S ′, the homomorphism
HomS′(f
∗∧rG,H)→ AltrS′(f ∗G,H)
induced by f ∗λ is as isomorphism. In other words, the rth-exterior power of G
exists and commutes with arbitrary base change. Moreover, the dimension of
∧rG
at points of S of characteristic p is
(
h−1
r−1
)
.
Proof. We have flat morphisms
SpecZ[
1
p
]
ι
↪−→ SpecZ ρ←− SpecZ(p)
which define a faithfully flat morphism
ι
∐
ρ : SpecZ[
1
p
]
∐
SpecZ(p) → SpecZ.
Let S[1
p
] and respectively S(p) be the pullbacks of S → SpecZ, via ι and re-
spectively ρ. The two morphisms S[1
p
] → S and S(p) → S induce a morphism
pi : S[1
p
]
∐
S(p) → S, which is the base change of ι
∐
ρ via S → Z. It is there-
fore faithfully flat. We define G[1
p
] over S[1
p
] and G(p) over S(p) in the same fashion.
The Barsotti-Tate group (
∧rG(p),n)n≥1 provided by Lemma 8.3.4 gives rise to a p-
divisible group
∧rG(p) over S of height (hr), such that (∧rG(p))n = ∧rG(p),n. The
universal alternating morphisms λ(p),n : G
r
(p),n →
∧rG(p),n provided by Lemma
8.3.3 are compatible with the projections
∧rG(p),n+1  ∧rG(p),n. Indeed, the
projections ∧r
ξn :
∧r
G(p),n+1 
∧r
G(p),n
are induced by the universal property of
∧rG(p),n+1 applied to the alternating
morphism
Gr(p),n+1 → Gr(p),n
λ(p),n−−−−→
∧r
G(p),n.
Therefore, the system (λ(p),n)n≥1 give rise to an alternating morphism λ(p) :
Gr(p) →
∧rG(p). It follows from Lemma 8.3.3 that for every morphism f : S ′ →
S(p) and every p-divisible group H over S
′, the induced homomorphism
HomS′(f
∗∧rG(p), H)→ AltS′(f ∗G(p), H)
is as isomorphism.
Since p is invertible on S[1
p
], all p-divisible groups over it are e´tale. Thus, we
can apply Proposition 5.4.1 and obtain a p-divisible group
∧rG[1
p
] over S[1
p
] of
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height
(
h
r
)
, and an alternating morphism λ[1
p
] : G[1
p
]r → ∧rG[1
p
] such that for
every morphism f : S ′ → S[1
p
] and every p-divisible group H over S ′, the induced
homomorphism
HomS′(f
∗∧rG[1
p
], H)→ AltS′(f ∗G[1
p
], H)
is as isomorphism.
The same arguments as in the proof of the Proposition 5.4.1, show that the
disjoint union of the two universal alternating morphisms λ[1
p
] and λ(p) glue to
an alternating morphism
λ[
1
p
]
∐
λ(p) : G[
1
p
]r
∐
Gr(p)
∼= (G[1
p
]
∐
G(p))
r −→
∧r
G[
1
p
]
∐∧r
G(p)
and this morphism is the universal alternating morphism over S[1
p
]
∐
S(p), i.e.,∧r
G[
1
p
]
∐∧r
G(p) ∼=
∧r
(G[
1
p
]
∐
G(p)).
Since both λ[1
p
] and λ(p) stay the universal alternating morphism after any base
change, their disjoint union has the same property. The pullback of G via the
faithfully flat morphism pi is G[1
p
]
∐
G(p). It follows from Lemma 8.3.2 that the
p-divisible group
∧r(G[1
p
]
∐
G(p)) and respectively the disjoint union λ[
1
p
]
∐
λ(p)
descend to a p-divisible group
∧rG over S and respectively to an alternating
morphism λ : Gr → ∧rG over S, and this is the universal alternating morphism
over S and after any base change of S, as stated in the theorem.
The statement on the dimension follows from the previous lemma.
Quod Erat Demonstrandum.
Remark 8.3.6. When the base scheme is locally Noetherian, there is a rather
elementary way to bypass Lau’s result (Proposition 8.3.1). We will pursue this
way in the next chapter, when dealing with pi-divisible O-module schemes, where
we don’t possess a generalization of Lau’s result. For more details, we refer to
the results following Corollary 9.2.25 to the end of chapter 9.
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Chapter 9
The Main Theorem for
pi-Divisible Modules
Let O be a mixed characteristic complete discrete valuation ring, with finite
residue field Fq (q = pf ) and pi a fixed uniformizer. We denote by K the fraction
field of O. In this chapter we would like to generalize the main theorem of the
previous chapter to the case of pi-divisible O-module schemes. In fact, we are
going to explain how the results from chapters 6, 7 and 8, that led to the main
theorem, can be modified (generalized) so as to imply the generalized version
of the theorem. Recall that a main ingredient of these chapters is display, or
more precisely the equivalence of categories between the category of p-divisible
groups and the category of displays. We used displays in order to find potential
candidates for the exterior powers of a p-divisible group. Therefore, if we want to
use the same methods, we should have a variant of displays for pi-divisible mod-
ules. These are ramified displays. They have been studied in the Ph.D. thesis
of T. Ahsendorf (cf. [Ahs]). We also need a refined version of Dieudonne´ theory
adapted to pi-divisible modules. The rest of the generalization can be carried on
quite easily. From now on, we only consider pi-divisible modules that are defined
over schemes over O and assume that the action of O on their tangent space is
given by scalar multiplication.
9.1 Ramified displays
We begin with ramified Witt vectors and ramified displays and use the notations
above.
Definition 9.1.1. Let R be an O-algebra. The set of ramified Witt vectors,
denoted by WO(R), is the set
WO(R) := {(x0, x1, . . . ) | xi ∈ R} = RN.
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The map
wn : WO(R)→ R, x := (x0, x1, . . . ) 7→ xqn0 + pixq
n−1
1 + · · ·+ pinxn
is called the nth Witt polynomial.
Remark 9.1.2. The association R 7→ WO(R) is functorial on the category of
O-algebras.
We state the following results without proof, and refer to [Ahs] for details.
Theorem 9.1.3. For any O-algebra R, there exists a unique O-algebra structure
on WO(R) with following properties:
a) The Witt polynomials wn : WO(R)→ R are O-algebra homomorphisms.
b) For every O-algebra homomorphism R → S, the induced map WO(R) →
WO(S) is an O-algebra homomorphism.
Remark 9.1.4. It follows from the theorem that WO is a functor from the cate-
gory of O-algebras to itself. Also, if we denote by IdO-alg the identity functor on
the category of O-algebras, the Witt polynomials define natural transformations
of functors wn : WO → IdO-alg.
Proposition 9.1.5. For every O-algebra R, there are O-linear endomorphisms
Fpi and Vpi on WO(R), called respectively Frobenius and Verschiebung, with the
properties:
1) for every x ∈ WO(R), we have
w0(Vpix) = 0,wn(Vpix) = piwn−1(x) and wn(Fpix) = wn+1(x).
2) Fpi is an O-algebra homomorphism.
3) FpiVpi = VpiFpi = pi and for every x, y ∈ WO(R), we have
Vpi(Fpi(x)y) = xVpi(y).
The following result will be used later. It is proved in [Ahs] and therefore we
omit its proof.
Proposition 9.1.6. There exists a unique natural transformation of functors
µ : W → WO such that wn ◦ µ = wfn for all natural numbers n. If R is an
O-algebra, we have for all a ∈ R and all w ∈ W (R):
• µ([a]) = [a]
• µ(F fw) = Fpi(µ(w))
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• µ(V w) = ( p
pi
)Vpiµ(F
f−1w).
Remark 9.1.7.
1) Note that the first property above determines uniquely the morphisms Fpi
and Vpi and the other properties follow from the first one. It is not hard
to see that Vpi(x0, x1, . . . ) = (0, x0, x1, . . . ), thus we have IR := Im(Vpi) =
Ker(w0).
2) If O is the ring of p-adic integers, then we obtain the usual ring of Witt
vectors.
Notations. Let r = pn be a power of p. We denote by Zr the ring W (Fr).
Proposition 9.1.8. Let k be a perfect field of characteristic p.
1) The O-algebra WO(k) is a complete discrete valuation ring with residue field
k and maximal ideal generated by pi.
2) If k contains Fq, then there exists a canonical O-algebra isomorphism
O⊗̂ZqW (k) ∼= WO(k).
Proof. The first statement is a standard one, stated e.g. in [Dri76]. For the
second statement, note that WO(k) is an O-algebra and contains also W (k) as
subring. There exists therefore a canonical O-algebra homomorphism
O ⊗Zq W (k)→ WO(k).
The subring Zq ofO is the ring of integers of the maximal unramified subextension
of K. This is the ring A in Lemma 5.5.8. As we have seen in that lemma,
the completion O⊗̂ZqW (k) is a pi-adically complete discrete valuation ring with
residue field k. Since by the first assertion WO(k) is also pi-adically complete, the
above homomorphism extends to an O-algebra homomorphism
O⊗̂ZqW (k)→ WO(k).
As both completed discrete valuation rings have the same residue field and the
same uniformizer, this homomorphism is an isomorphism (note that every element
in the codomain can be written as a power series in pi and with coefficients in a
system of representatives of elements of k).
Corollary 9.1.9. Let k be perfect field of characteristic p, containing Fq. There
exists a canonical O-linear decomposition
O⊗̂ZpW (k) ∼=
∏
Z/fZ
WO(k).
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Proof. This follows from the last proposition and Lemma 5.5.8.
Now we define the ramified displays.
Definition 9.1.10. Let R be an O-algebra. A ramified 3n-display over R is a
quadruple P = (P,Q, F, V −1), where P is a finitely generated WO(R)-module,
Q ⊆ P is a submodule and F, V −1 are Fpi-linear morphisms F : P → P and
V −1 : Q→ P , subject to the following axioms:
(i) IRP ⊆ Q ⊆ P and there is a decomposition of P into the direct sum
of W (R)-modules P = L ⊕ T , called a normal decomposition, such that
Q = L⊕ IRT .
(ii) V −1 : Q → P is an Fpi-linear epimorphism (i.e., the WO(R)-linearization
(V −1)] : WO(R)⊗Fpi ,WO(R) Q→ P is surjective).
(iii) For any x ∈ P and w ∈ WO(R) we have
V −1(Vpi(w)x) = wF (x).
Remark 9.1.11.
1) Note that from the last axiom, it follows that F is uniquely determined by
V −1. Indeed, we have for every x ∈ P :
F (x) = V −1(Vpi(1)x).
It follows also from this relation and Fpi-linearity of V
−1, that for every
y ∈ Q, we have
F (y) = V −1(Vpi(1)y) = FpiVpi(1)V −1(y) = piV −1(y).
2) Since WO(R) is an O-algebra, P and Q have a natural O-module structure
and the morphisms F and V −1 are O-linear (note that Fpi is O-linear).
Similar constructions, remarks and propositions, as in chapter 6, hold for ramified
3n-displays. Because of these similarities, we will only mention them in a list,
without giving the details. More details can be found in [Ahs]. In the following,
R is an O-algebra and P = (P,Q, F, V −1) is a 3n-display over R.
1) The tangent module, rank and height of a ramified 3n-display are defined
analogously (cf. Definitions 6.1.9 and 6.1.10.)
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2) Similar to Construction 6.1.3, we have a WO(R)-linear morphism
V ] : P → WO(R)⊗Fpi ,WO(R) P,
satisfying the following equations:
V ](wF (x)) = piw ⊗ x, w ∈ WO(R), x ∈ P
and
V ](wV −1(y)) = w ⊗ y, w ∈ WO(R), y ∈ Q.
If we denote by F ] : W (R) ⊗Fpi ,WO(R) P → P the WO(R)-linearization of
F : P → P , we have the properties:
F ] ◦ V ] = pi. IdP and V ] ◦ F ] = pi. IdWO(R)⊗Fpi,WO(R)P .
We define V n] similarly.
3) Like Construction 6.1.5, we construct the base change of a 3n-display, with
respect to a ring homomorphism R→ S.
4) Assume that pR = 0. Denote by P(q) the base change of P with respect
to the ring homomorphism Frobf : R → R, sending r to rq. Analogous to
Construction 6.1.12, we construct morphisms of ramified 3n-displays
FrP : P → P(q) and V erP : P(q) → P ,
such that
FrP ◦ V erP = pi. IdP(p) and V erP ◦ FrP = pi. IdP .
Now we can define ramified (nilpotent) displays:
Definition 9.1.12. Let P = (P,Q, F, V −1) be a ramified 3n-display over R. Let
pi be nilpotent in R. Then P is called ramified display if it satisfies the nilpotence
or V -nilpotence condition, i.e., if there exists a natural number N such that the
morphism
V N] : P → WO(R)⊗FNpi ,WO(R) P
is zero modulo IR + piWO(R).
Definition 9.1.13. Let k be a perfect field of characteristic p, which is an O-
algebra. A ramified Dieudonne´ module over k is a finite free WO(k)-module M
endowed with an Fpi-linear morphism F : M → M and an F−1pi -linear morphism
V : M →M , such that FV = pi = V F .
We continue our list:
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5) As in the classical case, there is an equivalence of categories between the
category of ramified 3n-displays and the category of ramified Dieudonne´
modules. Under this equivalence, nilpotent displays correspond to ramified
Dieudonne´ modules on which V is topologically (in the pi-adic topology)
nilpotent (cf. [Ahs] for more details).
6) Let N be a nilpotent R-algebra. We construct P̂ (N ), Q̂(N ), G0P(N ) and
G−1P (N ) as in Construction 6.1.13. Also, we define the morphism V −1− Id :
G−1P (N )→ G0P(N ) and set BTP(N ) to be the cokernel of this morphism.
The following results are proved in [Ahs]:
7) For every nilpotent R-algebra N , we have an exact sequence
0 −→ G−1P (N ) V
−1−Id−−−−−−→ G0P(N ) −→ BTP(N ) −→ 0.
8) The functor BTP from the category of nilpotent R-algebras to the category
of O-modules is a finite dimensional formal O-module. The construction
P  BTP commutes with base change, i.e., if R→ S is a ring homomorph-
ism, then there exists an canonical isomorphism (BTP)S ∼= BTPS .
9) If pi is nilpotent in R and P is nilpotent, i.e., is a display, then BTP is an
infinitesimal pi-divisible O-module scheme.
10) If pR = 0, then the Frobenius and Verschiebung morphisms of the pi-
divisible module BTP are BTP(FrP) and respectively BTP(V erP).
11) Assume that pi is nilpotent in R and that R is a Noetherian ring. Then
the functor BT , from the category of (nilpotent) displays over R to the
category of infinitesimal pi-divisible modules is an equivalence of categories.
The following are again analogue constructions and results from chapter 6:
12) O-Multilinear, symmetric, antisymmetric and alternating morphisms of
ramified 3n-displays are defined as in Definition 6.2.1 with the obvious
additional requirement due to the presence of O. Let R → S be a ring
homomorphism and N a nilpotent R-algebra. Let ϕ : P1 × · · · × Pr → P0
be a O-multilinear morphisms of ramified 3n-displays. The base change,
ϕS : P1,S × · · · × Pr,S → P0,S
and the O-multilinear morphism ϕ̂ : P̂1 × · · · × P̂r → P̂0 are constructed
similarly to Construction 6.2.3.
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13) The O-linear
β : MultO(P1 × · · · × Pr,P0)→ MultO(BTP1 × · · · ×BTPr , BTP0)
is constructed as in Construction 6.2.5. It maps alternating morphisms to
alternating morphisms and commutes with base change (cf. Proposition
6.2.7). Note that the O-linearity follows from the construction of β and the
fact that we are considering O-multilinear morphisms.
14) Now let P be of rank 1. Exterior powers of P are constructed as in Con-
struction 6.3.1. They enjoy the same properties as the exterior powers of a
3n-display, stated in Lemma 6.3.2. That is to say, the construction is inde-
pendent of the choice of a normal decomposition, and commutes with base
change. If P is nilpotent, then the exterior powers of it are also nilpotent.
If P has height h, then ∧
O
rP , the rth-exterior power of P , has height (h
r
)
and rank
(
h−1
r−1
)
.
9.2 The main theorem
In this section k denotes an algebraically closed field of characteristic p > 2.
Construction 9.2.1. We have the isomorphism
W ⊗̂ZpZp −→
∏
i∈Z/fZ
W ⊗Zq ,σi Zq
sending an element (w ⊗ a) to the element (w ⊗ a)i = (waσ−i ⊗ 1)i. The auto-
morphism σ ⊗ Id on the left hand side induces an automorphism on the right
hand side, permuting the factors. More precisely, if we denote by ei the primitive
idempotent for the ith factor, then, under this automorphism, ei is mapped to
ei−1 (for every i ∈ Z/fZ). Tensoring with O over Zq, we obtain an isomorph-
ism W ⊗̂ZpO ∼=
∏
W ⊗̂Zq ,σiO, with σ ⊗ Id permuting the factors. Let D be a
Dieudonne´ module over k, endowed with an action of O, which acts on the tan-
gent space of D (i.e. on D/V D) through the scalar multiplication. Let us call
such an action a scalar action. The Dieudonne´ module D is a W ⊗̂ZpO-module
and therefore decomposes into a product M0 ×M1 × · · · ×Mf−1, where each Mi
is a W ⊗̂Zq ,σiO-module. The Verschiebung of D is a σ−1 ⊗ Id-linear morphism
and so, for every i ∈ Z/fZ, induces a semi-linear monomorphism V : Mi →Mi+1
(cf. Lemma 5.2.5). As in the proof of Lemma 5.5.8, we can show that each Mi
is a free W ⊗̂ZpO-module of rank h. Let us denote M0 by H(D). It is a free
WO(k)-module of rank h and is endowed with an injective F
−1
pi -linear O-module
homomorphism Vpi := V
f . If D is the Dieudonne´ module of a pi-divisible module,
we call H(D) the ramified Dieudonne´ module of M and denote it by H(M).
188
Lemma 9.2.2. Let D be a Dieudonne´ module over k, with a scalar O-action.
There exists an Fpi-linear O-module homomorphism Fpi : H(D)→ H(D) such that
Fpi ◦ Vpi = Vpi ◦ Fpi = pi.
Proof. We show at first that the tangent space of D is canonically isomorphic
to H(D)/VpiH(D). With the notations of the above construction, we have D ∼=
M0 × · · · ×Mf−1 and therefore,
V D ∼= VMf−1 × VM0 × VM1 × · · · × VMf−2.
Thus, the tangent space of D is isomorphic to the product
M0
VMf−1
× M1
VM0
× · · · × Mf−1
VMf−2
.
Since by assumption the action ofO on this k-vector space is via scalar multiplica-
tion, for every i ∈ Z/fZr{0}, the quotient Mi
VMi−1
is trivial and so VMi−1 = Mi.
Consequently, V fM0 = VMf−1 and so, the tangent space of D is isomorphic to
M0/V
fM0, which is by definition equal to H(D)/VpiH(D). This proves the claim.
Since pi goes to zero in k and the the action of O on the tangent space of D is
by scalar multiplication, we have pi
(
H(D)/VpiH(D)
)
= 0, i.e., piH(D) ⊆ VpiH(D).
Set
Fpi := V
−1
pi pi : H(D)→ H(D).
This is a well defined Fpi -linear O-module homomorphism and by definition, we
have Fpi ◦ Vpi = Vpi ◦ Fpi = pi.
Remark 9.2.3. We have seen in the proof of the previous lemma that VMi−1 =
Mi for every i ∈ Z/fZr {0}. Since by Lemma 5.2.5, V is injective, we conclude
that V : Mi−1 → Mi is a semilinear isomorphism, for every i ∈ Z/fZ r {0} and
we have
D ∼= H(D)× VH(D)× V 2H(D)× · · · × V f−1H(D).
Corollary 9.2.4. The quadruple P = (H(D), VpiH(D), Fpi, V −1pi ) is a ramified 3n-
display over k of height h and its rank is equal to the dimension of the k-vector
space D/V D.
Proof. This follows from the fact that H(D) is a ramified Dieudonne´ module
over k and the equivalence of ramified Dieudonne´ modules over k and ramified
3n-displays over k (cf. point 5) from the list in the previous section).
Construction 9.2.5. In Construction 9.2.1, we have constructed a functor, H,
from the category of Dieudonne´ modules over k with a scalar O-action to the
category of ramified Dieudonne´ modules over k with scalar O-action. Now, we
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want to construct a functor in the other direction, which will be a an inverse to
H. Let H be a ramified Dieudonne´ module over k such that the action of O on
it is scalar. For every i = 0, . . . , f − 1, set Hi := W (k)⊗σ−i,W (k) H and let D(H)
be the finite free W (k)⊗̂ZpO-module
H0 ×H1 × · · · ×Hf−1.
Lemma 9.2.6. There exists operators V and F on D(H) that make D(H) a
Dieudonne´ module with scalar O-action.
Proof. Define operators V and F on D(H) as follows:
V (x0, 1⊗ x1, . . . , 1⊗ xf−1) := (Vpi(xf−1), 1⊗ x0 . . . , 1⊗ xf−2)
and
F (x0, 1⊗ x1, . . . , 1⊗ xf−1) := (px1, 1⊗ px2, . . . , 1⊗ pxf−1, 1⊗ V −1pi (px0)).
These are well-defined maps for the following reasons. Every element of Hi can
be written as 1⊗xi with xi ∈ H, because σ : W (k)→ W (k) is an automorphism.
As pH ⊆ piH ⊆ VpiH and Vpi is injective on H (this follows from the fact that H is
a free WO(k)-module, that Fpi◦Vpi = pi and that pi is a non-zero divisor of WO(k)),
the element V −1pi (px0) is well-defined. It is now straightforward to check that F
and V are respectively σ and σ
−1
-linear and that F ◦V = p = V ◦F . Therefore, we
have a Dieudonne´ module endowed with an O-action. By definition, the tangent
space of D(H) is isomorphic to D(H)/V D(H) ∼= H/VpiH, since by assumption,
the action of O on this vector space is by scalar multiplication, we conclude that
the action of O on D(H) is scalar.
Lemma 9.2.7. The functors D and H are inverse one to the other.
Proof. Let D be a Dieudonne´ module over k with scalar O-action. Then, as we
explained before, we have
D ∼= M0 ×M1 × · · · ×Mf−1
with V : Mi−1 →Mi a σ−1-linear isomorphism for every i ∈ Z/fZ r {0}. There-
fore, we have linear isomorphisms
W (k)⊗σ−1,W (k) Mi−1 →Mi
induced by V and so isomorphisms W (k) ⊗σ−i,W (k) M0 ∼= Mi for every i. Since
by definition, we have H(D) = M0, we conclude that Mi ∼= W (k)⊗σ−i,W (k)H(D).
This shows that D(H(D)) ∼= D.
Now, let H be a ramified Dieudonne´ module over k with scalar O-action. Then,
by construction, D(H) = H0 ×H1 × · · · ×Hf−1, where Hi = W (k) ⊗σ−i,W (k) H.
If we decompose the Dieudonne´ module D(H) as the product M0 × · · · ×Mf−1,
as in Construction 9.2.1, then by construction, we have Mi = Hi. In particular,
H(D(H)) = M0 = H0 = H.
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Remark 9.2.8. The above arguments and the fact that the category of 3n-
displays (respectively ramified 3n-displays) over k is equivalent to the category
of Dieudonne´ modules (respectively ramified Dieudonne´ modules) over k, show
that we have functors H and D which define an equivalence of categories between
the category of 3n-displays over k with a scalar O-action and the category of
ramified 3n-displays over k with a scalar O-action.
Lemma 9.2.9. Let D0, . . . , Dr (respectively P0, . . . ,Pr) be Dieudonne´ modules
(respectively 3n-displays) over k with scalar O-action. There exist canonical iso-
morphisms
MultO(H(D1)× · · · ×H(Dr),H(D0)) ∼= MultO(D1 × · · · ×Dr, D0)
and
MultO(H(P1)× · · · ×H(Pr),H(P0)) ∼= MultO(P1 × · · · × Pr,P0)
functorial in all arguments.
Proof. Since the category of 3n-displays (respectively ramified 3n-displays) over
k is equivalent to the category of Dieudonne´ modules (respectively ramified
Dieudonne´ modules) over k, it is enough to show the result for Dieudonne´ mod-
ules). Let us denote H(Di) by Hi and let ϕ : H1 × · · · ×Hr → H0 be a WO(k)-
multilinear morphism satisfying the Vpi-condition. Define
χ(ϕ) : D1 × · · · ×Dr → D0
as follows. For every i = 1, . . . , r, take an element xi ∈ Di. We know that every
element of Di can be written in a unique way as a sum a0 +V a1 + · · ·+V f−1af−1
with aj ∈ H(Di) (cf. Remark 9.2.3). Therefore, we may assume that each xi is
of the form V αiyi with yi ∈ H(Di) and 0 ≤ αi ≤ f − 1. Set
χ(ϕ)(V α1y1, . . . , V
αryr) :=
{
V αϕ(y1, . . . , yr) if α1 = α2 = · · · = αr = α
0 otherwise
It follows from the construction that χ(ϕ) is a W (k)⊗ZpO-multilinear morphism.
We have to check that it satisfies the V -condition. If α is strictly smaller that
f − 1, then α + 1 ≤ f − 1, and by definition, we have
V χ(ϕ)(V αy1, . . . , V
αyr) = V
α+1(ϕ)(y1, . . . , yr) = χ(ϕ)(V
α+1y1, . . . , V
α+1yr).
If α = f − 1, then we have V χ(ϕ)(V f−1y1, . . . , V f−1yr) = V fϕ(y1, . . . , yr). Since
ϕ satisfies the Vpi-condition, and on H(D0), Vpi is equal to V f , we conclude that
V fϕ(y1, . . . , yr) = ϕ(V
fy1, . . . , V
fyr) = χ(ϕ)(V
fy1, . . . , V
fyr).
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This shows that χ(ϕ) belongs to the O-module MultO(D1 × · · · × Dr, D0) and
that we have an O-linear homomorphism
χ : MultO(H(D1)× · · · ×H(Dr),H(D0))→ MultO(D1 × · · · ×Dr, D0).
Now, we want to define a homomorphism, Ξ, in the other direction, which will be
the inverse of χ. Let ψ : D1×· · ·×Dr → D0 be a W ⊗ZpO-multilinear morphism
satisfying the V -condition. We then obtain a WO(k)-multilinear morphism
Ξ(ψ) : H(D1)× · · · ×H(Dr)→ H(D0)
just by restricting ψ on the first components of Di. As ψ satisfies the V -condition,
it also satisfies V f -condition, and thus, Ξ(ψ) satisfies the Vpi-condition. Conse-
quently, we have a O-linear homomorphism
Ξ : MultO(D1 × · · · ×Dr, D0)→ MultO(H(D1)× · · · ×H(Dr),H(D0)).
By construction, the composition Ξ ◦ χ is the identity. As for the composition
χ ◦ Ξ, we have
χ ◦ Ξ(ψ)(V αy1, . . . , V αyr) = V αΞ(ψ)(y1, . . . , yr) =
V αψ(y1, . . . , yr) = ψ(V
αy1, . . . , V
αyr)
where the last equality follows from the fact that ψ satisfies the V -condition.
This implies that the composition χ ◦ Ξ is also the identity. The proof is now
achieved.
Remark 9.2.10.
1) Let P0, . . . ,Pr be 3n-displays over k with scalar O-action. Then the O-
linear homomorphism χ given in the above Lemma is given by the following
formula. Take elements ϕ ∈ MultO(H(P1)× · · · ×H(Pr),H(P0)) and x :=
(~x1, . . . , ~xr) ∈ P1 × · · · × Pr. Write ~xi = (xi,0, . . . , xi,f−1) according to the
decomposition Pi = Pi,0 × · · · × Pi,f−1. Then
χ(ϕ)(x) =
(
ϕ(x1,0, . . . , xr,0), V ϕ(V
−1x1,1, . . . , V −1xr,1), . . .
, V f−1ϕ(V −f+1x1,f−1, . . . , V −f+1xr,f−1)
)
note that for every j > 0, we have Pi,j = V
jPi,0 and the formula makes
sense.
2) Let D be a nilpotent Dieudonne´ module over k (i.e., the corresponding p-
divisible group is connected) with scalar O-action and such that the dimen-
sion of its tangent space is 1. Then, by results of chapter 5 (cf. Proposition
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5.5.17), the exterior power
∧r
W ⊗̂ZpO
D is again a nilpotent Dieudonne´ module
with scalar O-action (we are using the equivalence of p-divisible groups with
O-actions and pi-divisible modules). We have a canonical isomorphism
H(
∧r
W ⊗̂ZpO
D) ∼=
∧r
WO(k)
H(D).
Indeed, if D = M0 × · · · ×Mf−1, then∧r
W ⊗̂ZpO
D =
∧
WO(k)
r
M0 × · · · ×
∧r
WO(k)
Mf−1.
It follows that under the isomorphism of the previous lemma, the univer-
sal alternating morphism λ : Dr → ∧r
W ⊗̂ZpO
D corresponds to the universal
alternating morphism λ : H(D)r → ∧r
WO(k)
H(D).
Construction 9.2.11. Let D be a Dieudonne´ module over k with a scalar O-
action. Define a map Tr : D → H(D) as follows. Take an element x of D. It
can be written uniquely as a sum x0 + V x1 + · · · + V f−1xf−1 with xi ∈ H(D).
Now set Tr(x) := x0 + x1 + · · · + xf−1. Since the Verschiebung is an O-linear
homomorphism, the map Tr is also an O-linear homomorphism. In the same
fashion, if P = (P,Q, F, V −1) is a 3n-display over k, we obtain an O-linear
homomorphism Tr : P → H(P) (cf. Remark 9.2.8). Now, let N be a nilpotent
k-algebra, we want to define similarly, an O-linear homomorphism Tr : P̂ (N )→
Ĥ(P)(N ). We have decompositions
P = P0 × . . . Pf−1
and
Q = Q0 × · · · ×Qf−1
and we know that in fact, for every i = 1, . . . , f − 1, the two WO(k)-modules Pi
and Qi are equal (and are equal to V
iP0). We also know that Q0 = V
fP0. Thus,
we have a decomposition
Ŵ (N )⊗W (k) P = Ŵ (N )⊗W (k) P0 × Ŵ (N )⊗W (k) Q1 × · · · × Ŵ (N )⊗W (k) Qf−1.
Note that each component Ŵ (N ) ⊗W (k) Qi (i = 1, . . . , f − 1) is a submodule
of Q̂N and on it the morphism V −i is defined. So, we can define an O-linear
homomorphism Tr : P̂N → Ĥ(P )N by sending an element (x0, q1, . . . , qf−1) to the
element (µ⊗ Id)(x0 + V −1q1 + · · · + V −f+1qf−1), where u : Ŵ (N ) → ŴO(N ) is
the canonical morphism given in Proposition 9.1.6.
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Notations. Let P be a ramified 3n-display over k with an O-action. In the
following proposition and the theorem that follows it, we denote by BTOP the
formal group associated to P (in order to stress the ring O). So, if P is a 3n-
displays in the classical sense, we denote its formal group by BT
Zp
P .
Proposition 9.2.12. Let P be a 3n-display over k with a scalar O-action. The
homomorphism Tr induces an isomorphism
Tr : BT
Zp
P
∼=−−→ BTOH(P)
of formal O-modules.
Proof. We have to show that
Tr((V −1 − Id)Q̂N ) ⊆ (V −1pi − Id)(Ĥ(Q)N ).
So, take an element (q0, . . . , qf−1) ∈ Q̂N . We have
Tr((V −1 − Id)(q0, . . . , qf−1)) =
Tr(V −1q1 − q0, V −1q2 − q1, . . . , V −1qf−1 − qf−2, V −1q0 − qf−1) =
(µ⊗ Id)(V −1q1 − q0 + V −1q2 − q1 + · · ·+ V −1qf−1 − qf−2 + V −fq0 − qf−1) =
(µ⊗ Id)(V −fq0 − q0) = (µ⊗ Id)(V −fq0)− (µ⊗ Id)(q0).
It is thus sufficient to show that
(µ⊗ Id)(V −fq0) = V −1pi (µ⊗ Id)(q0). (2.13)
We can assume that either q0 = ξ⊗y0 with ξ ∈ Ŵ (N ), y0 ∈ Q0 or q0 = V fξ⊗x0
with ξ ∈ Ŵ (N ), y0 ∈ P0. In the first case, we have
(µ⊗ Id)(V −fq0) = (µ⊗ Id)(F fξ ⊗ V −fy0) = µ(F fξ)⊗ V −1pi y0 =
Fpiµ(ξ)⊗ V −1pi y0 = V −1pi (µ⊗ Id)(ξ ⊗ y0) = V −1pi (µ⊗ Id)(q0)
where we have used Proposition 9.1.6 for the third equality. In the second case,
we have
(µ⊗ Id)(V −fq0) = (µ⊗ Id)(ξ ⊗ F fx0) = µ(ξ)⊗ F fx0 = µ(ξ)⊗ V −f (V fF fx0) =
µ(ξ)⊗ V −1pi (pfx0) = pf−1µ(ξ)⊗ V −1pi (px0) = µ(pf−1ξ)⊗ V −1pi (px0) =
µ(F f−1V f−1ξ)⊗ V −1pi (px0) = µ(F f−1V f−1ξ)⊗ V −1pi pi(
p
pi
x0) =
µ(F f−1V f−1ξ)⊗ Fpi( p
pi
x0) = V
−1
pi (Vpiµ(F
f−1V f−1ξ)⊗ p
pi
x0) =
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V −1pi (
p
pi
Vpiµ(F
f−1V f−1ξ)⊗ x0) = V −1pi (µ(V fξ)⊗ x0) = V −1pi (µ⊗ Id)(q0)
where for the penultimate equality we have used Proposition 9.1.6. This proves
the claim (equality 2.13) and it follows that Tr induces an O-linear homomorph-
ism
Tr : BT
Zp
P → BTOH(P)
and we have to show that it is an isomorphism. Let us construct P̂0,N , Q̂0,N and
the monomorphism V −f − Id : Q̂0,N → P̂0,N in the same way that we constructed
P̂N , Q̂N and V −1 − Id : Q̂N → P̂N . Let us denote by BT ZpP0 (N ) the cokernel of
V −f − Id : Q̂0,N → P̂0,N . It follows that the homomorphism Tr is equal to the
composition
P̂N
Tr′−−−→ P̂0,N µ⊗Id−−−−→ Ĥ(P )N
where Tr′ is the homomorphism sending (x0, q1, . . . , qf−1) to the sum x0 +V −1q1 +
· · ·+ V −f+1qf−1. It also follows from the above calculations that
Tr′((V −1 − Id)Q̂N ) ⊆ (V −f − Id)(Q̂0,N )
and
(µ⊗ Id)((V −f − Id)(Q̂0,N )) ⊆ (V −1pi − Id)(Ĥ(Q)N ).
In other words, we have a commutative diagram:
P̂N
Tr′ //

Tr
((
P̂0,N
µ⊗Id //

Ĥ(P )N

BT
Zp
P (N ) Tr′ //
Tr
66
BT
Zp
P0 (N ) µ⊗Id// BT
O
H(P)(N ).
It therefore suffices to show that Tr′ and µ⊗ Id are isomorphisms.
The homomorphism Tr′ : P̂N → P̂0,N is surjective, since Tr′(x0, 0, . . . , 0) = x0
for every x0 ∈ P̂0,N . Thus, Tr′ is surjective as well. Let (x0, x1, . . . , xf−1) be an
element in the kernel of Tr′. It means that there is an element q0 ∈ Q̂0,N such
that
Tr′(x0, x1, . . . , xf−1) = x0 + V −1x1 + · · ·+ V −f+1xf−1 = (V −f − Id)(q0).
Define, recursively, elements yi ∈ Q̂N , with i = 0, . . . , f − 1, as follows: y0 := q0
and for 0 < i < f − 1, set yi := V −1yi+1 − xi where we calculate i+ 1 modulo f ,
195
e.g., yf−1 = V −1y0−xf−1 and so on. It follows that the element (y0, y1, . . . , yf−1)
belongs to Q̂N and we have
(V −1 − Id)(y0, y1, . . . , yf−1) =
(V −1y1 − y0, . . . , V −1yf−1 − yf−2, V −1y0 − yf−1) = (x0, x1, . . . , xf−1)
and so (x0, x1, . . . , xf−1) represents the zero element in BT
Zp
P (N ). It implies that
′ is injective too, ans hence an isomorphism.
It remains to prove that µ⊗ Id : BT ZpP0 (N ) → BTOH(P)(N ) is an isomorphism.
We can reduce to the case, where N 2 = 0. Under this condition, there exist
commutative diagrams (for details, we refer to [Ahs] or [Zin02]):
0 // Q̂0,N
  // P̂0,N //
V −1−Id

N ⊗k T (P0) //
exp

0
0 // Q̂0,N V −1−Id
// P̂0,N // BT
Zp
P0 (N ) // 0
and
0 // Ĥ(Q)N
  // Ĥ(P )N
//
V −1−Id

N ⊗k T (H(P)) //
exp

0
0 // Ĥ(Q)N V −1−Id
// Ĥ(P )N
// BTOH(P)(N ) // 0
where the vertical morphisms V −1 − Id in the middle are extensions of the usual
(horizontal) V −1−Id and the exponential morphism, which isO-linear, is given by
these diagrams. What is proved in [Ahs] and [Zin02] is that the vertical V −1− Id
are isomorphisms and so are the exponential morphisms.
Note that the tangent spaces T (P0) and T (H(P)) are equal (P0 = H(P ) and
Q0 = H(Q)) and the equality 2.13 implies that we have a commutative diagram:
N ⊗k T (P0) exp //
Id

BT
Zp
P0 (N )
µ⊗Id

N ⊗k T (H(P)) exp // BTOH(P)(N ).
Since the exponential morphisms are isomorphisms, we conclude that µ⊗ Id is
also an isomorphism. This achieves the proof.
Remark 9.2.14. The proof of the above proposition is partly inspired by a
similar result in [Ahs].
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Remark 9.2.15. LetM0, . . . ,Mr be pi-divisible O-module schemes over a base
scheme S. Let ϕ :M1 × · · · ×Mr →M0 be an O-multilinear morphism, when
Mi are considered as p-divisible groups with O-action. Then ϕ is not an O-
multilinear morphism of pi-divisible modules, but an appropriate “twist” of it
will be. Indeed, if we set ϕ]ne :=
1
un(r−1)ϕn, then
pieϕ]e(n+1)(g1, . . . , gr) = pi
e 1
u(n+1)(r−1)
ϕn+1(g1, . . . , gr) =
1
u(n+1)(r−1)+1
pϕn+1(g1, . . . , gr) =
1
u(n+1)(r−1)+1
ϕn(pg1, . . . , pgr) =
1
u(n+1)(r−1)+1
ϕn(upi
eg1, . . . , upi
egr) =
1
un(r−1)
ϕn(pi
eg1, . . . , pi
egr) =
ϕ]ne(pi
eg1, . . . , pi
egr).
Thus, the system {ϕ]ne}n belongs to the inverse limit
lim←−
n
MultO(M1,ne×· · ·×Mr,ne,M0,ne) ∼= lim←−
n
MultO(M1,n×· · ·×Mr,n,M0,n) =
MultO(M1 × · · · ×Mr,M0).
So, in the sequel, if we identify the O-module of multilinear morphisms of pi-
divisible modules with the O-module of such morphisms of the corresponding
p-divisible groups with O-action, we are implicitly using the above twist.
The following lemma will be used in the proof of the next proposition.
Lemma 9.2.16. Let A be a ring and α ∈ A a non-zero divisor. Let M0, . . . ,Mr
be A-modules and ϕ : M1 × · · · × Mr → M0 an A-multilinear morphism. Let
n be a positive natural number and yi,0, yi,1, . . . , yi,n−1, wi,0, wi,1, . . . , wi,n ∈ Mi
(i = 1, . . . , r) be elements subject to the following relations
∀i = 1, . . . , r and ∀j = 0 . . . n− 1, wi,j+1 = wi,j + αyi,j.
Then the following equality holds
r∑
i=1
n−1∑
j=0
ϕ(w1,j+1, . . . , wi−1,j+1, yi,j, wi+1,j, . . . , wr,j) =
r∑
i=1
n−1∑
j=0
ϕ(w1,n, . . . , wi−1,n, yi,j, wi+1,0, . . . , wr,0).
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Proof. For every i = 0, . . . , r, let M˜i be the free A-module with basis {emi | mi ∈
Mi}, in other words, M˜i = AMi ∼=
⊕
mi∈Mi Aemi and define an A-multilinear
morphism ϕ˜ : M˜1 × · · · × M˜r → M˜0 by setting on a basis element (em1 , . . . , emr)
ϕ˜(em1 , . . . , emr) = eϕ(m1...,mr)
and extend ϕ˜ to the whole product M˜1 × · · · × M˜r multilinearly. Also, for every
i = 0, . . . , r, define A-module homomorphisms hi : M˜i → Mi by sending a basis
element emi to mi. The A-linear homomorphisms hi are surjective and from their
definition and the definition of ϕ˜, we have
h0 ◦ ϕ˜ = ϕ ◦ (h1 × · · · × hr)
i.e., the following diagram is commutative
M˜1 × · · · × M˜r
ϕ˜ //
h1×···×hr

M˜0
h0

M1 × · · · ×Mr ϕ //M0.
For every i = 1, . . . , r and every j = 0, . . . , n−1 take elements w˜i,0, y˜i,j ∈ M˜i such
that hi(w˜i,0) = wi,0 and hi(y˜i,j) = yi,j and set recursively w˜i,j+1 = w˜i,j + αy˜i,j.
Then, because of the choice of w˜i,0 and y˜i,j and the relations among wi,j and
yi,j ∈Mi, we have
hi(w˜i,j) = wi,j (2.17)
for every i = 1, . . . , r and every j = 0, . . . , n.
Assume that we have the “tilde” version of the equality in the statement of the
lemma, i.e.,
r∑
i=1
n−1∑
j=0
ϕ˜(w˜1,j+1, . . . , w˜i−1,j+1, y˜i,j, w˜i+1,j, . . . , w˜r,j) =
r∑
i=1
n−1∑
j=0
ϕ˜(w˜1,n, . . . , w˜i−1,n, y˜i,j, w˜i+1,0, . . . , w˜r,0).
Then, applying the A-linear homomorphism h0 on this equality, using the fact
that the above diagram commutes and the relations 2.17, we obtain the desired
equality of the lemma. So, we may assume that M0 is a free A-module. Call the
left hand side of the equality L and its right hand side R. Using the multilinearity
of ϕ and the relations given in the lemma, we have
αL =
n−1∑
j=0
r∑
i=1
ϕ(w1,j+1, . . . , wi−1,j+1, αyi,j, wi+1,j, . . . , wr,j) =
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n−1∑
j=0
r∑
i=1
ϕ(w1,j+1, . . . , wi−1,j+1, wi,j+1 − wi,j, wi+1,j, . . . , wr,j) =
n−1∑
j=0
r∑
i=1
(
ϕ(w1,j+1, . . . , wi−1,j+1, wi,j+1, wi+1,j, . . . , wr,j)−
ϕ(w1,j+1, . . . , wi−1,j+1, wi,j, wi+1,j, . . . , wr,j)
)
.
Taking the sum over i, the terms cancel each other, except for the first and last
terms (it is a telescopic sum) and the resulting sum will be
n−1∑
j=0
(
ϕ(w1,j+1, . . . , wr,j+1)− ϕ(w1,j, . . . , wr,j)
)
=
ϕ(w1,n, . . . , wr,n)− ϕ(w1,0, . . . , wr,0)
again, because the terms cancel each other, except for the first and last terms.
Similarly, we have
αR =
r∑
i=1
n−1∑
j=0
ϕ(w1,n, . . . , wi−1,n, αyi,j, wi+1,0, . . . , wr,0) =
r∑
i=1
n−1∑
j=0
ϕ(w1,n, . . . , wi−1,n, wi,j+1 − wi,j, wi+1,0, . . . , wr,0) =
r∑
i=1
n−1∑
j=0
(
ϕ(w1,n, . . . , wi−1,n, wi,j+1, wi+1,0, . . . , wr,0)−
ϕ(w1,n, . . . , wi−1,n, wi,j, wi+1,0, . . . , wr,0)
)
=
r∑
i=1
(
ϕ(w1,n, . . . , wi−1,n, wi,n, wi+1,0, . . . , wr,0)
−ϕ(w1,n, . . . , wi−1,n, wi,0, wi+1,0, . . . , wr,0)
)
=
ϕ(w1,n, . . . , wr,n)− ϕ(w1,0, . . . , wr,0)
note that in this case we first sum over j and then over i. It follows that αL = αR
and since M0 is a free A-module and α is a non-zero divisor of A, we conclude
that L = R and this completes the proof.
Remark 9.2.18. Note that the assumption that α is a non-zero divisor is not
necessary and a similar “universalization” technique implies the equality of the
two sums for an arbitrary element α ∈ A. However, we will use this lemma in
the case where A is the ring O and α is a non-zero element.
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Proposition 9.2.19. Let P0, . . . ,Pr be 3n-displays over k with scalar O-action.
Let us denote by Gi (respectively G˜i) the formal O-module BT ZpPi (respectively
BTOH(Pi)). Then the following diagram is commutative
MultO(P1 × · · · × Pr,P0) Ξ //
β

MultO(H(P1)× · · · ×H(Pr),H(P0))
β

MultO(G1 × · · · ×Gr, G0) Tr∗ //MultO(G˜1 × · · · × G˜r, G˜0)
where Ξ and Tr∗ are respectively the O-linear homomorphism given in Lemma
9.2.9 and the O-linear homomorphism induced by the isomorphisms Tr : Gi → G˜i
given in Proposition 9.2.12.
Proof. Take an O-multilinear morphism ϕ ∈ MultO(H(P1)×· · ·×H(Pr),H(P0)),
a nilpotent k-algebra N , and a vector x = (~x1, . . . , ~xr) ∈ G1,n(N )×· · ·×Gr,n(N ).
Using Remark 9.2.15, we have to show that
1
un(r−1)
Tr
(
β(χ(ϕ))(x)
)
= β(ϕ)(Tr(~x1), . . . ,Tr(~xr))
where χ is the isomorphism given in the proof of Lemma 9.2.9 and the equality
should hold in the O-module G0,ne(N ). By definition (cf. Construction 6.2.5),
we have
β(χ(ϕ))(x) = (−1)r−1
r∑
i=1
[χ̂(ϕ)(V −1~g1, . . . , V −1~gi−1, ~xi, ~gi+1, . . . , ~gr)]
where elements ~gi are given by the formula p
n~xi = (V
−1 − Id)(~gi). By definition
of χ (cf. Lemma 9.2.9 and Remark 9.2.10)
Tr
(
[χ̂(ϕ)(V −1~g1, . . . , V −1~gi−1, ~xi, ~gi+1, . . . , ~gr)]
)
=
µ⊗ Id[
f−1∑
j=0
(ϕ̂(V −j−1g1,j+1, . . . , V −j−1gi−1,j+1, V −jxi,j, V −jgi+1,j, . . . , V −jgr,j))]
where ~xi = (xi,0, . . . , xi,f−1) and ~gi = (gi,0, . . . , gi,f−1). Therefore, we have
1
un(r−1)
Tr
(
β(χ(ϕ))(x)
)
=
(−1)r−1
un(r−1)
µ⊗ Id[
r∑
i=1
f−1∑
j=0
(ϕ̂(V −j−1g1,j+1, . . .
, V −j−1gi−1,j+1, V −jxi,j, V −jgi+1,j, . . . , V −jgr,j))]. (2.20)
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Again, by the definition of β, we have β(ϕ)(Tr(~x1), . . . ,Tr(~xr)) =
(−1)r−1
r∑
i=1
[ϕ̂(V −1pi h1, . . . , V
−1
pi hi−1,Tr(~xi), hi+1, . . . , hr)]
where pineTr(~xi) = (V
−1
pi − Id)(hi). Since pn~xi = (V −1 − Id)(~gi), for every j =
0, . . . , f − 1, we have
pinexi,j =
1
un
(V −1gi,j+1 − gi,j) (2.21)
and therefore
pineTr(~xi) =
1
un
(µ⊗ Id)(V −fgi,0 − gi,0) = 1
un
(V −1pi − Id)(µ⊗ Id)gi,0
which implies that hi = (µ⊗ Id) 1un gi,0. Thus,
[ϕ̂(V −1pi h1, . . . , V
−1
pi hi−1,Tr(~xi), hi+1, . . . , hr)] =
[ϕ̂(V −1pi h1, . . . , V
−1
pi hi−1, (µ⊗ Id)
f−1∑
j=0
V −jxi,j, hi+1, . . . , hr)] =
1
un(r−1)
µ⊗ Id
f−1∑
j=0
[ϕ̂(V −fg1,0, . . . , V −fgi−1,0, V −jxi,j, gi+1,0, . . . , gr,0)].
Consequently, we have β(ϕ)(Tr(~x1), . . . ,Tr(~xr)) =
(−1)r
un(r−1)
µ⊗ Id
r∑
i=1
f−1∑
j=0
[ϕ̂(V −fg1,0, . . . , V −fgi−1,0, V −jxi,j, gi+1,0, . . . , gr,0)].
So, in order to show that
1
un(r−1)
Tr
(
β(χ(ϕ))(x)
)
= β(ϕ)(Tr(~x1), . . . ,Tr(~xr))
it is sufficient to show the following equality
r∑
i=1
f−1∑
j=0
ϕ̂(V −j−1g1,j+1, . . . , V −j−1gi−1,j+1, V −jxi,j, V −jgi+1,j, . . . , V −jgr,j) =
r∑
i=1
f−1∑
j=0
ϕ̂(V −fg1,0, . . . , V −fgi−1,0, V −jxi,j, gi+1,0, . . . , gr,0). (2.22)
For every i = 1, . . . , r and j = 0, . . . , f , set wi,j := V
−jgi,j and yi,j := V −jxi,j.
Since V −1 is an O-linear homomorphism, it follows from the relations 2.21 that
unpineyi,j = V
−jxi,j = V −j−1gi,j+1 − V −jgi,j = wi,j+1 − wi,j.
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If we define α := unpine, then α is a non-zero divisor of O and we have wi,j+1 =
αyi,j + wi,j. With these new notations, the equality 2.22 becomes
r∑
i=1
f−1∑
j=0
ϕ̂(w1,j+1, . . . , wi−1,j+1, yi,j, wi+1,j, . . . , wr,j) =
r∑
i=1
f−1∑
j=0
ϕ̂(w1,f , . . . , wi−1,f , yi,j, wi+1,0, . . . , wr,0)
which we know holds thanks to Lemma 9.2.16.
Corollary 9.2.23. Let P0, . . . ,Pr be ramified displays over k. The O-linear
homomorphism
β : MultO(P1 × · · · × Pr,P0)→ MultO(BTP1 × · · · ×BTPr , BTP0)
is an isomorphism.
Proof. For every i = 0, . . . , r, let P˜i be a display (non-ramified) over k such that
H(P˜i) ∼= Pi (cf. Remark 9.2.8). We know by Corollary 8.1.22 that
β : Mult(P˜1 × · · · × P˜r, P˜0)→ Mult(BTP˜1 × · · · ×BTP˜r , BTP˜0)
is an isomorphism. Since β preserves the O-module structure, it induces an
isomorphism
MultO(P˜1 × · · · × P˜r, P˜0) ∼=−−→ MultO(BTP˜1 × · · · ×BTP˜r , BTP˜0).
Now, consider the diagram in Proposition 9.2.19. As Ξ,Tr∗ and β on the left
hand side are isomorphisms, it follows that
β : MultO(P1 × · · · × Pr,P0)→ MultO(BTP1 × · · · ×BTPr , BTP0)
is an isomorphism as well.
One of the main results of section 8.3 is the existence of the exterior powers of
truncated Barsotti-Tate groups of dimension 1 over local Artin rings with residue
characteristic p (cf. Propositions 8.2.6 and 8.2.7). The proof of this result is
based on the fact that β is an isomorphism when the base is a perfect field of
characteristic p. Now that we have the above isomorphism, we can prove in the
same way, the similar statement. We therefore omit its proof and the auxiliary
statements leading to it.
Let R be a local Artin O-algebra with residue characteristic p and M a pi-
divisible O-module scheme over R of height h, whose special fiber is a connected
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pi-divisible module of dimension 1. Let us denote by P the ramified display
associated to M. The exterior power ∧rP exists (cf. point 14 from the list in
the previous section) and we denote by ΛrR the pi-divisible O-module associated
to
∧rP (cf. point 11). The universal alternating morphism λ : Pr → ∧rP
induces an alternating morphism βλ : Mr → ΛrR. So, we obtain an alternating
morphism βλ,n : Mrn → ΛrR,n. As in Construction 8.2.1, for every group scheme
X, we obtain the morphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ A˜lt
O
R(Mrn, X).
Note that HomR(Λ
r
R,n, X) is the O-module of group scheme homomorphisms. If
R is a perfect field, then by Remark 9.2.10 2), Corollary 9.2.23, Corollary 5.5.6
and Remark 5.5.21, ΛrR,n is the r
th-exterior power ofMn and βλ,n is the universal
alternating morphism.
Proposition 9.2.24. For every finite and flat group scheme X over R, the
morphisms
λ∗n(X) : HomR(Λ
r
R,n, X)→ A˜lt
O
R(Mrn, X)
and
λ∗n(Gm) : HomR(ΛrR,n,Gm)→ A˜lt
O
R(Mrn,Gm)
are isomorphisms. Consequently, βλ,n : Mrn → ΛrR,n is the rth-exterior power
of Mn in the category of finite and flat group schemes over R (in the sense of
Definition 4.1.1).
Corollary 9.2.25. The O-module scheme A˜ltOR(Mrn,Gm) is finite and flat over
R and its order is equal to qn(
h
r).
We will reduce the general case to the situation over a local Artin ring, but before,
we need few technical lemmas.
Lemma 9.2.26. Let S a base scheme, A a ring and b an element of A such that
A/b is finite (as a set). Let
0→ N →M pr−−→ A/b→ 0
be a short exact sequence of finite A-module schemes over S, where A/b denotes
the constant A-module scheme over S corresponding to the A-module A/b. As-
sume that b annihilates M and there exists an scheme-theoretic section s : S →M
such that its composition with the projection pr : M  A/b is the closed embed-
ding S ↪→ A/b corresponding to the element 1 ∈ A/b (note that A/b is the disjoint
union
∐
x∈A/b S). Then there exists an A-module scheme section, A/b ↪→ M , of
the projection pr : M  A/b and so the above short exact sequence is split.
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Proof. We have
HomAS (A/b,M)
∼= HomA(A/b,M(S)) ∼= M(S)[b] = M(S)
where for the last equality, we used the fact that M is annihilated by b. Let
g : A/b → M be the A-linear homomorphism mapping to the section s under
this isomorphism. We have a commutative diagram
HomAS (A/b,M)
pr∗ //
∼=

HomAS (A/b,A/b)
∼=

M(S) prS
// A/b(S)
where the horizontal morphisms are induced by the projection pr, the left ver-
tical isomorphism is the one given above and the right vertical isomorphism is
given similarly. By assumption, prS(s) is the closed embedding S ↪→ A/b cor-
responding to the element 1 ∈ A/b and thus, under the isomorphism A/b(S) ∼=
HomAS (A/b,A/b), it is mapped to the identity morphism. It follows from the
definition of g and the commutativity of the above diagram, that pr ◦ g is the
identity of A/b.
Lemma 9.2.27. Let S be a scheme whose underlying set consists of one point.
Let A be a ring and b1, . . . , bn elements of A such that the quotient ring A/bi is
a finite set (for every i = 1, . . . , n). Let
(ξ) 0→ N →M pr−−→
n⊕
i=1
A/bi → 0
be a short exact sequence of finite flat A-module schemes, such that for every
i = 1, . . . , n, bi annihilates M . Then there exists a finite and faithfully flat
morphism T → S such that the above short exact sequence splits after extending
the base to T .
Proof. For every j = 1, . . . , n, let us denote by Nj the kernel of the projection
M pr−−→→
n⊕
i=1
A/bi
prj−−→→
j⊕
i=1
A/bi
and set N0 := M . Then, for every j = 0, . . . , n − 1, we have a short exact
sequences
(ξj) : 0→ Nj+1 → Nj → A/bj+1 → 0.
Assume that for every j = 0, . . . , n − 1, we can find a finite and faithfully flat
morphism Ti → S such that the short exact sequence (ξj) is split over Tj and set
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T = T0×S T1×· · ·×S Tn−1. Then, since (ξj)Tj is split, (ξj)T ∼= ((ξj)Tj)T splits too.
These splittings, provide a splitting of (ξ)T . As each Tj is finite and faithfully
flat over S, their product, T , is finite and faithfully flat over S as well. So, it is
enough to show the existence of Tj.
We show the following assertion: let
0→ P → Q pr−−→ A/b→ 0
be a short exact sequence of finite flat A-module schemes over S, where b ∈ A
is an element annihilating Q and such that A/b is a finite set, then there exists
a finite and faithfully flat morphism T → S such that this short exact sequence
splits over T .
We can write Q as a disjoint union
∐
x∈A/bQx of closed submodule schemes, with
Q0 = P . Set T := Q1. Since Q is finite and flat over S, all Qx and in particular
T are also finite and flat over S. By assumption, S has a single point and so,
T → S is surjective. This shows that T is faithfully flat and finite over S. The
embedding T ↪→ Q induces a morphism T → QT over T , i.e., a section of the
structural morphism QT → T . By definition, this section has the property that
its composition with the projection QT  A/b
T
=
∐
x∈A/b T is the embedding
corresponding to the element 1 ∈ A/b. Now, we are in the situation of the
previous lemma, and applying it, we deduce that the short exact sequence
0→ PT → QT pr−−→ A/b
T
→ 0
is split. This proves the above assertion.
By assumption, bj+1 annihilates M and since Nj is a submodule scheme of M , it
annihilates Nj too. We apply the above assertion to the sequence (ξj) and obtain
the desired Tj.
Lemma 9.2.28. LetM be a pi-divisible O-module scheme over a local Artin ring
R. Then, for every positive natural number n, there exists a finite and faithfully
flat morphism T → Spec(R) such that Mn,T becomes isomorphic a the direct
sum (M0n)T ⊕ (O/pin)he´t, where M0 is the connected component of M and he´t
denotes the height of the e´tale part of M.
Proof. Fix a positive natural number n and set S := Spec(R). By Proposition
5.1.5, there exists a connected finite e´tale cover S ′ → S such that Me´tn,S′ is the
constant O-module scheme (O/pin)he´t over S ′. Consider the short exact sequence
0→ (M0n)S′ →Mn,S′ → (O/pin)h
e´t → 0
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induced by the connected-e´tale sequence of Mn over S (cf. Remark 5.1.4). The
O-moduleMn,S′ is annihilated by pin. Since S ′ is finite over S, it is the spectrum
of a finite R-algebra R′. Thus, the Krull dimension of R′ is equal to the Krull
dimension of R, which is zero. Since R is Noetherian and R′ is finite over it, R′
is also Noetherian. This shows that R′ is an Artin ring. Further, S ′ = Spec(R′)
is connected, which means that R′ is local. Consequently, S ′ is a scheme with
1 point. We can now apply the previous lemma and find a finite faithfully flat
morphism T → S ′ that splits the above short exact sequence. Hence Mn,T ∼=
(M0n)T ⊕ (O/pin)he´t . Since T → S ′ is finite and faithfully flat and S ′ → S is
finite, surjective (it is a cover) and e´tale, the composition T → S ′ → S is finite
and faithfully flat.
From now on, we assume that M is a pi-divisible O-module scheme over a base
scheme S (defined over Spec(O)) and of height h and dimension at most 1.
Lemma 9.2.29. The O-module scheme A˜ltOS (Mrn,Gm) is finite and flat over S,
when S is the spectrum of a local Artin O-algebra. Moreover, its order is the
constant function qn(
h
r).
Proof. If the dimension of the special fiber of M is zero, then it is an e´tale pi-
divisible module and we know by Proposition 5.4.1 that the exterior power
∧
O
rMn
exists and is a finite e´tale O-module scheme of order qn(hr). We also know that the
construction of this exterior power commutes with arbitrary base change. Thus
A˜lt
O
S (Mrn,Gm) ∼= HomS(
∧
O
rMn,Gm)
The latter, being the Cartier dual of
∧
O
rMn, is a finite flat O-module scheme of
order qn(
h
r). So, we may assume that the dimension of M at the closed point of
S is one and so, the closed point of S has characteristic p.
If we can find a finite and faithfully flat morphism T → S such that the base
change of A˜lt
O
S (Mrn,Gm) to T is finite and flat over T , then A˜lt
O
S (Mrn,Gm) is
finite and flat over S (a module over a ring is finite and flat if and only if it is so
after base change to a faithfully flat ring extension). So, it is enough to find such
a T . Let T → S be a finite faithfully flat morphism such that
(?) Mn,T ∼= (M0n)T ⊕ (O/pin)h
e´t
(provided by the previous lemma) and to simplify the notations, write Γ :=
(O/pin)he´t . Set Y := A˜ltOS ((M0n)r,Gm). Since M0 is a connected pi-divisible
module of dimension 1, by Corollary 9.2.25, Y is finite and flat over S. Thus
YT = A˜lt
O
S ((M0n)r,Gm)T ∼= A˜lt
O
T ((M0n)rT ,Gm)
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is finite and flat over T . By isomorphism (?) and adjunction formulas given in
Proposition 2.2.17, we have
A˜lt
O
T (Mrn,T ,Gm) ∼= A˜lt
O
T ((M0n)rT ⊕ Γr,Gm) ∼=
A˜lt
O
T
(
Γr, A˜lt
O
T ((M0n)rT ,Gm)
) ∼= A˜ltOT (Γr, YT ).
By Proposition 5.4.1 (and its proof), the exterior power
∧
O
rΓ exists, and is iso-
morphic to the constant O-module scheme (O/pin)(h
e´t
r ). We therefore have
A˜lt
O
T (Γ
r, YT ) ∼= HomOT (
∧
O
r
Γ, YT ) ∼=
⊕
HomOT (O/pin, YT ).
Thus, it is sufficient to show that HomOT (O/pin, YT ) is finite and flat over T .
We claim that this O-module scheme is isomorphic to YT . Indeed, since Mn is
annihilated by pin, its connected component M0n is annihilated by pin too, and
therefore YT is annihilated by pi
n as well. It follows that for every T -scheme T ′,
we have isomorphisms
HomOT (O/pin, YT )(T ′) ∼= HomOT ′(O/pin, YT ′) ∼=
HomO(O/pin, Y (T ′)) ∼= HomO(O, Y (T ′)) ∼= Y (T ′) = YT (T ′).
This proves the claim. Hence the finiteness and flatness of HomOT (O/pin, YT ).
To prove the statement on the order of A˜lt
O
S (Mrn,Gm), it suffices to assume that
S is the spectrum of an algebraically closed field. The statement then follows
from the fact that the exterior power
∧
O
rMn has order qn(
h
r) (cf. Theorem 5.5.34)
and therefore its Cartier dual HomS(
∧
O
rMn,Gm) ∼= A˜lt
O
S (Mrn,Gm) has order
qn(
h
r).
Lemma 9.2.30. The O-module scheme A˜ltOS (Mrn,Gm) is finite and flat over S,
when S is the spectrum of a complete local Noetherian O-algebra.
Proof. By Remark 2.2.11, we know that A˜lt
O
S (Mrn,Gm) is an affine scheme of
finite type over S, and so is separated over S. Let R be a local Artin O-algebra
and f : Spec(R)→ S an O-scheme morphism. We have
A˜lt
O
S (Mrn,Gm)R ∼= A˜lt
O
R(MrR,n,Gm).
By previous lemma, A˜lt
O
R(MrR,n,Gm) is a finite flat O-module scheme over R.
We can now apply Lemma 1.0.1 and conclude that A˜lt
O
S (Mrn,Gm) is finite and
flat over S.
207
Lemma 9.2.31. The O-module scheme A˜ltOS (Mrn,Gm) is finite and flat over S,
when S is a locally Noetherian O-scheme. Moreover, its order is the constant
function qn(
h
r).
Proof. Set X := A˜lt
O
S (Mrn,Gm). We show at first that X is flat over S. We can
assume that S is the spectrum of a local ring R. By assumption, R is a Noetherian
ring and therefore, the completion R → R̂ is a faithfully flat morphism. Thus,
X is flat over R if and only if XR̂ is flat over R̂. But
XR̂ = A˜lt
O
S (Mrn,Gm)R̂ ∼= A˜lt
O
R̂(MrR̂,n,Gm)
which is finite and flat over R̂ by previous lemma. This shows the flatness of X
over S.
We now prove that X is finite over S. We can assume that S is affine, say
S = Spec(R) and then X is affine too, say X = Spec(A). Let L be a field and
f : Spec(L)→ S be a morphism. Again, we have
XL ∼= A˜lt
O
S (Mrn,Gm)L ∼= A˜lt
O
L (MrL,n,Gm)
which is finite over L by Lemma 9.2.29. It follows that X is quasi-finite over S.
If we show that X is proper over S, then it will follow that it is finite over S. We
use the valuative criterion of properness. So, let D be a valuation ring and E its
fraction field. Denote also by D̂ and respectively Ê the completions of D and E.
Assume that we have a commutative “solid” diagram
R

// D _

A g
//
g˜
>>~
~
~
~
E
(2.32)
where the vertical ring homomorphisms are the obvious ones, and we want to lift
g to a homomorphism g˜ : A → D filling the diagram (note that X is separated
over S and therefore if such a morphism exists, it is unique). We can complete
this diagram to the following diagram
R

// D _

  // D̂ _

A g
// E
  // Ê.
If we can find a homomorphism g˜ : A → D̂ making the above diagram commu-
tative, then since E ∩ D̂ = D, the image of g˜ will be inside D and we are done.
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So, we may replace D and respectively E by D̂ and Ê and assume that D is
a complete valuation ring. Then, by assumption A ⊗R D is finite over D and
therefore XD is proper over D. Consider the following diagram
R //

D _

A
g˜
66mmmmmmmm
g
((PP
PPP
PPP
PPP
PPP
PP

A⊗R D
g˜D
>>|
|
|
|
|
|
|
|
|
|
gD
// E
induced by base change. The valuative criterion of properness, applied to A⊗RD,
implies that there exists a unique g˜D : A⊗R D → D making the above diagram
commutative. Let g˜ be the composition A → A ⊗R D g˜D−−−→ D, then g˜ fills the
diagram 2.32 and this proves that X is proper over S.
As the order of a finite flat group scheme is a locally constant function on the base,
which is preserved under base change, we may assume that S is the spectrum of
a field. The statement on the order now follows from Lemma 9.2.29.
Proposition 9.2.33. Let S be a locally Noetherian O-scheme. The exterior
power
∧
O
rMn exists in the category of finite flat group schemes over S, and com-
mutes with arbitrary base change. Moreover, its order is the constant function
qn(
h
r). Furthermore, for every S-scheme T , the canonical base change homo-
morphism
∧
O
r(Mn,T )→ (
∧
O
rMn)T is an isomorphism.
Proof. Set Λrn := HomS(A˜lt
O
S (Mrn,Gm),Gm). According to the previous lemma,
being the Cartier dual of A˜lt
O
S (Mrn,Gm), this is a finite flat O-module scheme
over S. By Cartier duality, we have a canonical isomorphism
α : HomS(Λ
r
n,Gm)
∼=−−→ A˜ltOS (Mrn,Gm)
and by adjunction formulas (cf. Proposition 2.2.17), we have an alternating
morphism λn :Mrn → Λrn. More precisely, we have isomorphisms
A˜lt
O
S (Mrn,Λrn) ∼= A˜lt
O
S
(Mrn,HomS(A˜ltOS (Mrn,Gm),Gm)) ∼=
HomOS
(
A˜lt
O
S (Mrn,Gm), A˜lt
O
S (Mrn,Gm)
)
and λn corresponds, via this isomorphism, to the identity morphism. Let G
be a finite flat group scheme over S. We have a canonical isomorphism G ∼=
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HomS(G
∗,Gm), where as usual, G∗ denotes the Cartier dual of G. Now consider
the following diagram
HomS(Λ
r
n, G)
λ∗n(G) //
∼=

A˜lt
O
S (Mrn, G)
∼=

HomS(Λ
r
n,HomS(G
∗,Gm))
λ∗n(HomS(G∗,Gm)) //
∼=

A˜lt
O
S (Mrn,HomS(G∗,Gm))
∼=

HomS(G
∗,HomS(Λ
r
n,Gm)) HomS(G∗,α)
// HomS(G
∗, A˜lt
O
S (Mn,Gm)).
Since α is an isomorphism, HomS(G
∗, α) is an isomorphism too, which implies
that λ∗n(G) is an isomorphism. Thus, Λ
r
n is the r
th-exterior power of Mn in
the category of finite flat group schemes over S, and we can write
∧
O
rMn ∼=
Λrn. As
∧
O
rMn is the Cartier dual of A˜lt
O
S (Mrn,Gm) and by previous lemma,
A˜lt
O
S (Mrn,Gm) has order equal to qn(
h
r), we deduce that
∧
O
rMn has order equal
to the constant function qn(
h
r).
What we have proved above is that if A˜lt
O
S (Mrn,Gm) is finite and flat over S (for
any base O-scheme S), then ∧
O
rMn exists and it is isomorphic to the Cartier
dual of A˜lt
O
S (Mrn,Gm). Now, let T be an S-scheme. Since by assumption, S is
locally Noetherian, A˜lt
O
S (Mrn,Gm) is finite and flat over S by previous lemma
and therefore, the base change
A˜lt
O
S (Mrn,Gm)T ∼= A˜lt
O
T (Mrn,T ,Gm)
is finite and flat over T . It follows that
∧
O
r(Mn,T ) exists and since the Cartier
duality commutes with base change, the two O-module schemes ∧
O
r(Mn,T ) and
(
∧
O
rMn)T are canonically isomorphic.
Proposition 9.2.34. Let S be a locally Notherian O-scheme. There exist nat-
ural monomorphisms in :
∧
O
rMn ↪→
∧
O
rMn+1, which make the inductive system
(
∧
O
rMn)n≥1 a pi-Barsotti-Tate group over S of height
(
h
r
)
and dimension a locally
constant function
dim : S → {0,
(
h− 1
r − 1
)
}, s 7→
{
0 if Ms is e´tale(
h−1
r−1
)
otherwise.
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Proof. By previous proposition,
∧
O
rMn are finite flat O-module schemes over S.
Since Mn is annihilated by pin, the O-module scheme A˜lt
O
S (Mrn,Gm) is also an-
nihilated by pin. Thus, its Cartier dual,
∧
O
rMn is annihilated by pin as well. We
also know by previous proposition that
∧
O
rMn has order equal to the constant
function qn(
h
r). Now, the similar arguments as in the proof of Lemma 8.3.4 pro-
vide monomorphisms in :
∧
O
rMn ↪→
∧
O
rMn+1 and imply this proposition. We
therefore omit the proof.
Remark 9.2.35. Since λn are the universal alternating morphisms, they are
compatible with respect to the projectionsMrn+1 →Mrn and
∧
O
rMn+1 →
∧
O
rMn
and therefore define an alternating morphisms λ :Mr → ∧
O
rM.
Theorem 9.2.36 (The Main Theorem for pi-divisible O-module schemes). Let S
be a locally Notherian O-scheme and M a pi-divisible O-module scheme over S
of height h and dimension at most 1. Then, there exists a pi-divisible O-module
scheme
∧
O
rM over S of height (h
r
)
, and an alternating morphism λ :Mr → ∧
O
rM
such that for every morphism f : S ′ → S and every pi-divisible group N over S ′,
the homomorphism
HomOS′(f
∗∧
O
rM,N )→ A˜ltOS′((f ∗M)r,N )
induced by f ∗λ is as isomorphism. In other words, the rth-exterior power of M
exists and commutes with arbitrary base change. Moreover, the dimension of∧
O
rM is a locally constant function
dim : S → {0,
(
h− 1
r − 1
)
}, s 7→
{
0 if Ms is e´tale(
h−1
r−1
)
otherwise.
Proof. By Proposition 9.2.33, f ∗
∧
O
rMn is the rth-exterior power of f ∗Mn in the
category of finite and flat group schemes over S ′. So, the homomorphism
HomS′(f
∗∧
O
rMn,Nn)→ A˜lt
O
S′((f
∗Mn)r,Nn)
induced by f ∗λn : (f ∗Mn)r → f ∗
∧
O
rMn is an isomorphism. Taking the inverse
limit of these isomorphisms, we conclude that
HomS′(f
∗∧
O
rM,N )→ A˜ltOS′((f ∗M)r,N )
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is an isomorphism. The statement on height and dimension follows from the
previous proposition.
Quod Erat Demonstrandum.
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Chapter 10
Examples
In this chapter, p is an odd prime number, f is a positive natural number and
q = pf .
Example 10.0.1. Let O be the ring of integers of a non-Archimedean local field
with residue field Fq and S an O-scheme. Let F be a O-Lubin-Tate group of
height h and dimension 1 over S. When S is the spectrum of a field or O is an
extension of Qp, then by the results of chapters 5 and 9 (cf. Theorems 5.5.34 and
9.2.36), the exterior power
∧
O
rF exists and is an O-Lubin-Tate group of height(
h
r
)
and dimension
(
h−1
r−1
)
. In particular, the highest exterior power
∧
O
hF is an O-
Luni-Tate group of height and dimension 1. Now, assume that O is an extension
of Qp and fix an O-Lubin-Tate group F0 of height h and dimension 1 over Fq.
Let k/Fq be a perfect field. Define the deformation functor that assigns to any
local Artin O-algebra R whose residue field is an overfield of k, the set
Def (F0)(R) = {(F, α)}/isomorphisms
where F is a 1 dimensional formal O-module over R and
α : F ×R R/mR ∼=−−→ F0 ×Fq R/mR
is an isomorphism of formal O-modules. Then the functor Def (F0) is repre-
sented by Spf(WO(k)Jt1, . . . , th−1K), called the Lubin-Tate (moduli) space of F0
(cf. [Cha96] or [HG94]). Taking the highest exterior power induces in a natural
way a morphism
det : Spf(WO(k)Jt1, . . . , th−1K)→ Spf(WO(k))
of formal O-schemes. Indeed, let R be as above and let (F, α) be a deformation
of F0 over R. Then (
∧
O
hF,
∧
O
hα) is a deformation of
∧
O
hF0 over R, of dimension
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1. This is so, because the construction of exterior powers commutes with base
change:
(
∧
O
h
F )×RR/mR ∼=
∧
O
h
(F ×RR/mR) ∼=
∧
O
h
(F0×Fq R/mR) ∼= (
∧
O
h
F )×Fq R/mR.
Example 10.0.2. Let C be a smooth geometrically connected projective curve
over Fq and ∞ a closed point of C. Let A be the ring of functions on C which
are regular outside ∞, i.e., A = Γ(C r {∞},OC). Let L/Fq be a field with an
A-structure, i.e., an Fq-algebra homomorphism A → L. Finally, let ρ : A →
EndFq(Ga,L) be a Drinfeld module. This defines an A-module scheme structure
on Ga,L. Take a prime ideal p of A. The closed subscheme ρ[pn] of Ga is a
finite and flat A/pn-module scheme of order pnf rank(ρ) = qn rank(ρ). If we fix a
uniformizer pi of the completion Âp of A with respect to p, then for every n > 0,
we have short exact sequences
0→ ρ[p]→ ρ[pn+1] pi−−→ ρ[pn]→ 0
(cf. [Gek00] or [Ros03]). It follows that we have a pi-Barsotti-Tate module or a
pi-divisible Âp-module, that we denote by ρ[p
∞]. Its height is rank(ρ) and has
dimension 1. Therefore, we can construct the exterior power
∧r
Âp
ρ[p∞]. Its height
and dimension are respectively equal to
(
rank(ρ)
r
)
and
(
rank(ρ)−1
r−1
)
.
Example 10.0.3. Let L/Q be an imaginary quadratic field extension and denote
by OL its ring of integers and let p > 2 be a prime number that splits in OL, say
pOL = q·p, where p and q are different prime ideals ofOL. Let S be anOL-scheme
defined over Spf(Zp) and A an Abelian scheme over S of relative dimension g.
Assume that OL acts on A, i.e., we have a ring homomorphism OL → EndS(A)
and the induced action on the relative Lie algebra of A has signature (g − 1, 1).
More precisely, the decompositionOL⊗ZOS ∼= OS×OS, according to the splitting
of p, induces a decomposition of the relative Lie algebra of A into a product of
two locally free OS-modules and the component corresponding to p has rank 1
and the other component, corresponding to q, has rank g − 1. The p-divisible
group, A[p∞], associated to A has a natural structure of OL ⊗Z Zp-module. We
can decompose OL ⊗Z Zp into a product OL,q × OL,p, where OL,q and OL,p are
respectively the completions of OL with respect to q and p. Since p is split in
OL, they are both isomorphic to Zp. So, we have OL ⊗Z Zp ∼= Zp × Zp. This
decomposition induces a decomposition A[p∞] ∼= A[q∞] × A[p∞] of A[p∞] into
p-divisible groups of height g over S. By assumption on the action of OL on A,
A[p∞] has dimension 1 and A[q∞] has dimension g − 1. So, for every r > 0, the
exterior power
∧rA[p∞] exists and its height and dimension are respectively (g
r
)
and
(
g−1
r−1
)
. Note that there exists a natural number m ≤ n such that A[p∞] has
slopes zero and 1
n−m with multiplicities respectively m and n−m, and A[q∞] has
slopes zero and n−1
n−m with multiplicities respectively m and n−m.
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Example 10.0.4. Let E be an elliptic scheme (i.e., Abelian scheme of relative
dimension 1) over a base scheme S. Then, the associated p-divisible group E [p∞]
has rank 2 and dimension 1 at points of characteristic p. Thus, the second exte-
rior power
∧2E [p∞] is a p-divisible group of height 1 and dimension 1 at points
of characteristic p. This means that at these points,
∧2E [p∞] is a multiplicative
group of height and dimension 1 and so is isomorphic to µp∞ . At points of char-
acteristic zero,
∧2E [p∞] is an e´tale p-divisible group of height 1 and if we pass
to an algebraic closure, we obtain the constant p-divisible group Qp/Zp, which is
again isomorphic to µp∞ . Thus, at all geometric points,
∧2E [p∞] is isomorphic
to µp∞ .
The Weil pairing ωn : E [pn] × E [pn] → µpn is a perfect pairing and induces an
alternating morphism ω : E [p∞] × E [p∞] → µp∞ . We want to show that ω is in
fact the universal alternating morphism and
∧2E [p∞] is canonically isomorphic
to µp∞ . Indeed, by the universal property of
∧2E [p∞], we have a homomorphism
ω˜ :
∧2E [p∞] → µp∞ such that ω = ω˜ ◦ λ (where λ is the universal alternating
morphism of
∧2E [p∞]) and we have to show that ω˜ is an isomorphism. This
homomorphism is an isomorphism, if and only if it is so over every geometric
point, and therefore, we may assume that S is the spectrum of an algebraically
closed field. Then, as we explained above,
∧2E [p∞] is isomorphic to µp∞ . So
we have a homomorphism ω˜ : µp∞ → µp∞ and we want to show that it is an
isomorphism. By Cartier duality, we can consider the dual of this homomorphism,
namely ω˜∗ : Qp/Zp → Qp/Zp. If this is not an isomorphism, it factors through
multiplication by p. Thus, ω˜ factors through multiplication by p. It follows that
on p-torsion points, ω1 = ω˜1 ◦ λ1 is the zero morphism, which is in contradiction
with the fact that the Weil pairing is a perfect pairing.
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