Abstract. In this paper, we consider the Majda-Biello system, a coupled KdV-type system, on the torus. In the first part of the paper, it is shown that, given initial data in a Sobolev space, the difference between the linear and the nonlinear evolution almost always resides in a smoother space. The smoothing index depends on number-theoretic properties of the coupling parameter in the system which control the behavior of the resonant sets.
Introduction
This paper studies the following system of coupled KdV-type equations on the torus
(1) This system was introduced by Majda and Biello, [23] , [5] , as a simplified asymptotic model for the behavior of certain atmospheric Rossby waves. Rossby waves are long atmospheric or oceanic waves which have important effects on weather patterns and ocean currents. The system (1) models such waves in the upper atmosphere. In the model, u 2010 Mathematics Subject Classification. 35Q53, 35B41. The author was supported by a National Physical Science Consortium fellowship. Email address: compaan2@illinois.edu.
corresponds to a Rossby wave with significant energy in the midlatitudes and v corresponds to a Rossby wave confined to the equatorial region. The system is designed to capture the nonlinear interactions between the waves under specific physical conditions -such interaction is relevant in both theoretical atmospheric science and weather prediction. Majda and Biello obtained numerical estimates of 0.899, 0.960, and 0.980 for the coupling parameter α in the physical cases they considered. We note that in the case of atmospheric waves, the periodic problem is physically relevant.
Solutions of the Majda-Biello system have momentum conservation. They also satisfy conservation laws at the L 2 and H 1 levels. Specifically, the following quantities are constant:
The last integral above is the Hamiltonian conservation law. However, unlike the KdV, the system is not completely integrable, even in the relatively simple case α = 1. It was recently shown by Vodová-Jahnová that there are no higher conservation laws [30] . The system scales like the KdV, leading to a critical Sobolev index of − 3 2 . Coupled KdV-type systems have been extensively studied, see e.g. [18] , [2] , [22] , [27] , [1] , but little of the work addresses periodic problems with coupling parameter α = 1 such as appears in (1) . For the Majda-Biello system on R, and systems with similar coupling, more is known. For the related Gear-Grimshaw system [15] , a model of gravity waves in stratified fluids, Bona, Ponce, Saut, and Tom proved local well-posedness results in H s (R)×H s (R) for s ≥ 3 4 [6] . In [14] , the same result for the Hirota-Satsuma system, another similar coupled KdV system, is proven. In [25] , Oh proved global well-posedness for the Majda-Biello system on R with s ≥ 0.
The well-posedness of (1) on T was also studied in [25] , and local well-posedness in H s for s above a threshold s * established. The value of s * is dependent on the arithmetic properties of α, leading to well-posedness results of markedly different types depending on the nature of α. When α = 1, the resonant interactions in the system simplify significantly. In this case, the methods used by Kenig, Ponce, and Vega in [21] to prove the local well-posedness of the KdV equation can be applied; see [25] . This gives local well-posedness in H for mean zero initial data. A further argument gives the result for general initial data [25] .
Oh also shows that for α < 0 and α > 4, the resonant interactions are easier to control and the KdV theory can be applied.
For α ∈ (0, 1) ∪ (1, 4] , the behavior is more complex. Oh used the restricted norm method of Bourgain [7] to prove local well-posedness in H s ×H s for s ≥ min 1, to conservation of the Hamiltonian E 4 . This implies that the system is globally well-posed in H s for s ≥ 1 regardless of the value of α. In [24] , global well-posedness for s > s * (α) ≥ 5 7 was established using the I-method. Here again, the threshold value depends on properties of α. In the special case α = 1, global well-posedness holds for s > − 1 2 . This paper is concerned with the dynamics of solutions to the Majda-Biello system. In the first part, we demonstrate that the difference between the linear evolution and the nonlinear evolution resides in a higher-regularity space. The result follows from a combination of the method of normal forms of Babin, Ilyin, and Titi [4] and the restricted norm method. This approach was first used by Erdogan and Tzirakis in [11] and [13] on the KdV and the Zakharov system. The difficulty in applying their methods to this particular system comes from the complexity of the resonance relations. The coupling of the equations through α makes the resonances significantly more complex than those of the KdV and the Zakharov system. Unlike the KdV case, the resonance equations do not factor neatly, and the coupling interactions are considerably more difficult to control than those of the Zakharov system.
The normal form transformation eliminates the derivative nonlinearity and replaces it with a third-order power nonlinearity. Controlling this requires trilinear X s,b estimates, in contrast to the bilinear estimates necessary for well-posedness. The local theory used multipliers of the form
, whereas the smoothing results require control over multipliers such as
For the latter, we want s 1 > s to obtain smoothing. This means we have no a priori bound
Furthermore, the differentiation by parts introduces
Unlike the bracketed terms which appear in the local theory multiplier, this can be arbitrarily small. The estimates require precise control of multiple terms to ensure that the multiplier remains bounded.
Depending on the characteristics of α, we obtain different levels of smoothing, with a gain of up to 1 2 for α = 1. Again, the results improve if α = 1; the KdV results in [11] can be applied to get a gain of up to 1 derivative.
In the second part of the paper, we consider the behavior of the system when forcing and weak damping terms are included:
We take initial data u 0 , v 0 ∈ H 1 ; the functions f and g are in H 1 with mean zero and the coefficients γ and δ are positive. We investigate the long-time dynamics of this equation, and show that for almost every α, all solutions will eventually enter a compact set, the global attractor, which is an invariant set of the evolution. The existence of such sets has been studied extensively, particularly for dissipative systems. For the KdV, global attractors were first studied by Ghidaglia in H 2 [16] . Further work by other authors has established the existence below the L 2 level; see the discussion and references in [12] . To obtain an attractor for the Madja-Biello system, we use the method of [12] and [13] along with our smoothing estimate to decompose the solution into two parts: the linear part which decays over time thanks to the damping terms, and the nonlinear part. We then apply smoothing estimates to the nonlinear part to show that it resides in a smoother space. This gives a global attractor for almost every α ∈ (0, 1). For α = 1, the estimates in [12] can be applied directly and one can obtain an L 2 attractor.
One reason for the interest in global attractors is that they can be finite-dimensional even when the phase space of the equation is not, making them useful tools in understanding the dynamics of a system. In the last part of the paper, we show that the attractor for the Majda-Biello system is trivial, consisting of a single pair of functions (p, q) ∈ H 5 × H 5 , if the damping coefficients δ and γ are sufficiently large in relation to the forcing terms. This is motivated by the corresponding result for the forced and damped KdV [9] and for the Zakharov system [10] . We show that for any α, as long as γ and δ are sufficiently large in relation to f H 1 and g H 1 , the time-independent version of (3) has a solution in H 1 . For values of α at which the system exhibits smoothing, we show that the solutions to (3) converge to this stationary solution in H 1 . The proof uses a modified version of H 1 conservation law to obtain control over the difference between a solution and the stationary evolution. We also prove a similar result for the L 2 attractor in the case α = 1.
We use Sobolev spaces H s (T), with their norms given by
where k = (1+|k| 2 ) 1/2 . The notationḢ s indicates the mean-zero counterpart of this space,
i.e.Ḣ s = u ∈ H s | u dx = 0 . The estimates use the Bourgain spaces corresponding to the u and v evolutions. These are defined as follows:
We also define restricted versions of the norms:
The expressions e −t∂ 3 x u 0 and e −αt∂ 3 x v 0 denote the solutions to the linear problems
respectively. We write U (t) for the semigroup operator corresponding to the Majda-Biello evolution. The phase space of this operator isḢ s × H s for α = 1; when α = 1 we work with the phase spaceL 2 ×L 2 .
The notation * indicates summation over all terms for which the denominator of the summand is nonzero. We write a b to indicate that there is an absolute constant C such that a ≤ Cb. The symbols is used similarly. The expression a ≈ b means that a b and a b. The notation a ≃ b is used to indicate that |a − b| ≤ δ for some small δ determined by the context. We write a− for a − ǫ when ǫ > 0 is arbitrary; similarly we write a+ for a + ǫ. To simplify calculations, we use the notation O(ǫ) to denote a constant of the form Cǫ, where C may depend on α, but not on any of the variables in the calculation.
Statement of Results

2.1.
Background. To study well-posedness, Oh in [25] used the minimal type index ν ρ , a parameter which quantifies how "close" the number ρ is to being rational. Quantities of this type are heavily studied in the theory of diophantine approximations to irrational numbers. In our case, it is important in controlling the resonances which arise in estimates. [25] ). A number ρ ∈ R is said to be of type ν if there exists K > 0 such that for all m, n ∈ Z,
The minimal type index of a number ρ is defined to be
Dirichlet's approximation theorem implies that ν ρ ≥ 0 for every real number ρ. Furthermore, it is known that ν ρ = 0 for almost every ρ ∈ R [3] . In general, though, determining the minimal type index of a specific number is difficult. In fact, it is not even known whether there is any ρ such that 0 < ν ρ < ∞. However, for irrational algebraic numbers we have ν ρ = 0 due to the Thue-Siegel-Roth theorem [26] .
The local theory depends on the minimal type index of certain parameters c 1 , c 2 , d 1 , and d 2 which arise in the resonance equations. The X s,b estimates yield resonance equations of
The roots of the former equation are k 1 = c 1 k, k 1 = c 2 k, and k = 0, where
Note that these are the roots of the quadratic 3αx 2 − 3αx + α − 1, so they are algebraic for rational α. The solutions to the second resonance equation are To give the local theory precisely, define
2.2.
Smoothing Estimate. The smoothing result for the nonlinear part of the MajdaBiello evolution is as follows. . Consider the solution of (1) with initial data
for some p, q ∈ Z with p > q, we must instead take s * ≤
In particular, for almost every α, the above statements hold with s 1 − s < min{ 
then we also have
where
Remark 2.4. When α is a rational number which cannot be written in the form q 2 /(3p(p − q) + q 2 ) for some integers p > q, the coefficients c i and d i are irrational algebraic numbers, implying that ν c = ν d = 0. In this case, the best possible smoothing given by Theorem 2.3 is attained. In contrast, for rationals of the form q 2 /(3p(p − q) + q 2 ), the theorem gives no smoothing unless s > 1. For examples of such rationals, notice that no rational of the form ℓ/3 k , where ℓ is not divisible by 3, can be written as q 2 /(3p(p−q)+q 2 ). Thus these rationals form a dense subset of [0, 1]. The rationals which are of the form q 2 /(3p(p − q) + q 2 ) are also dense.
Remark 2.5. For α = 1, the smoothing results for the KdV contained in [11] can be applied to the system directly as long as we take initial data inḢ s ×Ḣ s . This implies that for any
2 the nonlinear part of the evolution is in C 0 t H s 1 x for s 1 ≤ min{3s, s + 1}. 
For sufficiently large s, the estimates can be completed without a contribution from the resonant term, i.e., one can estimate
However, the smoothing estimates are proved using differentiation by parts, which introduces multipliers of the form
In this case, the denominator can be arbitrarily small, and the estimates cannot be completed without controlling it in some way.
Smoothing estimates can be used to obtain rough bounds on higher-order Sobolev norms by an iterative argument. Such bounds are of particular interest since the system is not completely integrable and no high regularity conservation laws exist.
Corollary 2.7. For almost every α ∈ (0, 1) and for any s ≥ 1, the global solution of (1) withḢ s × H s initial data satisfies the growth bound ) and initial data inḢ s × H s , solutions satisfy
Repeating this argument, we can obtain the statement of the corollary for any s ≥ 1.
Polynomial bounds for higher Sobolev norms of solutions to the KdV equation have been studied by Bourgain [8] and Staffilani [28] . Their methods use careful X s,b space estimates and are much more refined than the simple induction used to prove Corollary 2.7. More recently, Kappeler, Schaad, and Topalov obtained uniform bounds for KdV solutions in all Sobolev spaces H s with s ≥ 0 using perturbative expansions of the Fourier coefficients [20] .
Their methods used Birkhoff normal forms, relying on the integrability of the KdV.
2.3.
Existence of a Global Attractor. We use smoothing estimates for the dissipative version of the Majda-Biello system to derive the existence of a global attractor. In the following, U (t) will denote the evolution operator corresponding to (3) . Note that the notion of a global attractor is only reasonable when the system is globally well-posed. For the forced and weakly damped system, global well-posedness holds by the restricted norm argument of Bourgain using the estimates established in [25] ; see Section 2 of [12] for a similar argument. We begin with the definition of a global attractor.
Definition 2.8 ([29]).
A compact subset A of the phase space H is called a global attractor for the semigroup {U (t)} t≥0 if A is invariant under the flow of U and
Using energy estimates, we show that all solutions eventually enter a bounded subset oḟ
Such a set is called an absorbing set for the evolution U (t):
Our global attractor will be the ω-limit set of B 0 , which is defined by
Notice that it is immediate that the existence of a global attractor implies the existence of an absorbing set. The converse does not hold, though; an absorbing set may not be invariant under the flow and need not be compact. A partial converse is true, however, and will be used to show that the ω-limit set is indeed a global attractor.
Theorem 2.10 ([29])
. Let H be a metric space and U (t) be a continuous semigroup from H to itself for all t ≥ 0. Assume that there is an absorbing set B 0 . If the semigroup {U (t)} t≥0 is asymptotically compact, i.e. for every bounded sequence {x k } ⊂ H and every sequence
We will prove asymptotic compactness using a smoothing estimate for the dissipative system, yielding the following result. 
Remark 2.14. When α = 1 and the forcing terms f and g are inL 2 , the statement of the
This theorem is proved using a modification of the Hamiltonian conservation law to
show that a solution to (3) converges to the solution of the corresponding time-independent system as t → ∞.
Proof of Theorem 2.3
To prove the smoothing estimate, we begin by establishing an equivalent formulation of (1) via differentiation by parts. This formulation decomposes the equation into several terms which will be estimated separately.
Proposition 3.1. Assume u 0 ∈Ḣ s . The system (1) can be written in the following form:
Proof. Taking the spatial Fourier transform of (1) yields
Change variables by setting m k (t) = e −ik 3 t u k (t) and n k (t) = e −iαk 3 v k (t). Then the system becomes
Differentiate the equation for ∂ t m k by parts to obtain
Recall that the constants c 1 and c 2 arise from the solving k 3 − αk 3 1 − αk 3 2 = 0. The k = 0 solution does not appear in the resonant term since we assume that u 0 , and hence u, is mean zero. Furthermore, the resonant term only appears when c 1 and c 2 are rational and
Using the differential equation, we find that the second sum in
Moving to the equation for ∂ t n, differentiate by parts again to find
Here again, the last terms in the equality only appear when d 1 and d 2 are rational and
Using the differential equation, rewrite the second sum in ∂ t n k as
We use the transformed system to get bounds on the norm of the difference between the linear and nonlinear evolution. First, integrate the new system from 0 to t to obtain
To control these expressions, we use the following estimates. Propositions 3.2 and 3.3 are proved in Section 6; Proposition 3.4 is immediate from the definitions of ρ 1 and ρ 2 .
When α = q 2 /(3p(p − q) + q 2 ) for some p, q ∈ Z with p > q, we only require that s 1 − s ≤ 1.
When α = q 2 /(3p(p−q)+q 2 ) for some p, q ∈ Z with p > q, we only need s 1 −s ≤ min{1, s−}.
Using Propositions 3.2-3.4 on the equations found above, write, for s 1 − s sufficiently small,
To complete the estimates, we need the following bounds for R 1 , R 2 , and R 3 . See Section 6 for proofs.
Proposition 
We will use these estimates, the embeddings X
, and the following standard lemma to complete the proof. Here η is a smooth function supported on [−2, 2] with η = 1 on [−1, 1], and η δ is defined by η δ (t) = η(t/δ).
Let δ be the existence time for the system from the local theory. Then for t ∈ [−δ/2, δ/2], we have
Similarly, from the second equation we find
Thus, collecting these estimates, we have
Combining the estimates for the two equations, we may write
We demonstrate the polynomial growth bound and then the continuity. Fix T large. For t ≤ T , we have the bound
.
Then for δ ∼ T −3g(s) and any j ≤ T /δ ∼ T 1+3g(s) , we have
using the local theory bound
Now let J = T /δ ∼ T 1+3g(s) and write
The corresponding estimate for v completes the proof of the growth bound.
To prove continuity, write
The continuity follows by applying the estimates stated previously along with the continuity of u in H s ; see [11] . Continuity of v is proved in the same way.
Proof of Existence of Global Attractors
We will consider the forced and damped version (3) of the Majda-Biello system with γ, δ > 0. For simplicity, take γ = δ; minor modifications to the calculations extend them to the general case. The first step is to obtain bounds on the H 1 norms for the dissipative system. This will imply the existence of an absorbing set (see Definition 2.9). Recall the conservation laws (2) for the original Majda-Biello system. To get a bound in the dissipative case, we study E 3 and E 4 in the presence of dissipation.
Lemma 4.1. Solutions to (3) satisfy
Proof. In the following manipulations, C andC are positive constants whose value may change from one side of an inequality to the other. Recall that E 3 = u 2 + v 2 dx. Then
Let F 3 = e 2γt E 3 . The above inequality gives
Integrating this inequality and rewriting F 3 in terms of u and v norms gives
Thus the L 2 norms of the u and v are bounded in the dissipative case. Next consider
First notice that E 4 is bounded below due to the bound on v L 2 and the embedding H 1 ֒→ L ∞ . To get an upper bound, use the embedding again to write
The constants in second inequality depend on the bounds on u L 2 and v L 2 and on the value of f H 1 . Now note that
The second inequality uses the L 2 bounds on u and v. Then we have
and similarly
Using this bound with the change of variables F 4 = e 2γt E 4 , we have
Now take M ≫ 1, and suppose E 4 attains the value M . Let t be the first time the value is attained. Then M ≤ C +C √ M , which is impossible for sufficiently large M . Thus E 4 is bounded above.
With this lemma, we conclude that solutions of the dissipative Majda-Biello system remain in a ball, say B 0 , in the space H 1 × H 1 . We now show that the ω-limit set of the ball,
is a global attractor in the sense of Definition 2.8. Lemma 4.1 gives the existence of an absorbing set for (3), so by Theorem 2.10 we only need prove asymptotic compactness of U (t). To do so, we use the following general smoothing estimate. Notice that it gives a bound on the nonlinear evolution minus a correction involving the resonant terms ρ i . In Theorem 2.11, we consider only the full-measure set of α such that ρ 1 = ρ 2 = 0. In this situation, the correction terms vanish.
Theorem 4.2. Consider the solution of (3) with initial data
Proof. Taking the Fourier transform of (3) yields
Change variables by setting m k = e −ik 3 t+γt u k and n k = e −iαk 3 t+γt v k , with p k (t) = e −ik 3 t+γt f k and q k (t) = e −iαk 3 t+γt g k . After the change of variables, the system is
Then differentiating by parts as before gives the equivalent formulation
where ρ j , B j , and R j are defined as in Proposition 3.1. Integrating from 0 to t yields the equations
Note that
This, the corresponding estimate for e (iαk 3 −γ)(t−s) g k , the estimates used for the previous smoothing result, and Lemma 4.1 give the following estimates for t < δ, where δ is the existence time from the local theory:
This bound extends to large times by breaking the time interval down into δ-length pieces.
Due to the dissipation, the norm over the short intervals decays over time so that the sum remains uniformly bounded. For details of the argument, see Section 6 in [13] .
We now show that U t is asymptotically compact, i.e., for any bounded sequence (u 0,k , v 0,k ) inḢ 1 × H 1 and sequence of times t k → ∞, the sequence U (t k )(u 0,k , v 0,k ) k has a convergent subsequence inḢ 1 × H 1 . It suffices to consider sequences (u 0,k , v 0,k ) which lie within the absorbing set B 0 . By Theorem 4.2, for any α such that the resonant terms ρ 1 and ρ 2 are zero (i.e. c i , d i / ∈ Q), we have
Note we can take a = 1 2 − for almost every α. In the following, we assume a = 1 2 −. By Rellich's theorem, there is a subsequence of N t k (u 0,k , v 0,k ) which converges in
converges to zero uniformly as k → ∞. Thus U t k (u 0,k , v 0,k ) has a convergent subsequence and U t is asymptotically compact.
To show that the attractor is compact in H 1+a × H 1+a , it suffices, by Rellich's theorem, to show that it is is bounded in H 1+a+ǫ × H 1+a+ǫ for some ǫ > 0. To do this, choose ǫ > 0 small so that the nonlinear part of the solution lies in H 1+a+ǫ × H 1+a+ǫ , e.g. take ǫ = ( 1 2 − a)/2. We show that the attractor is contained in a closed ball, say B ǫ , in this space. Define V τ = ∪ t≥τ U t B 0 so that the attractor is
Using the smoothing result again, elements in V τ can be broken into two pieces -the linear evolution which is converging uniformly to zero in H 1 by the argument above, and the nonlinear evolution which lives in some ball in H 1+a+ǫ × H 1+a+ǫ .
Thus as a subset ofḢ 1 × H 1 , the set V τ is contained in a δ τ -neighborhood N τ of a ball B ǫ in H 1+a+ǫ × H 1+a+ǫ . The uniform convergence of the linear parts to zero implies that δ τ → 0 as τ → ∞. Therefore the attractor is inside B ǫ :
N τ = B ǫ .
Trivial Attractor for γ, δ Large
In this section, we show that when the damping is large relative to the forcing terms in the dissipative system (3), the global attractor consists of a single function, namely the solution to the time-independent system. We focus on the α = 1 case with a global attractor inḢ 1 × H 1 , noting along the way where the argument differs for α = 1 and theL 2 ×L 2 attractor.
Consider the stationary version of the forced and weakly damped Majda-Biello system:
We will take γ = δ to simplify the notation; the arguments can be applied to the general case by replacing γ by min{γ, δ} in the estimates. The first step is to demonstrate the existence of a solution to (4) under certain conditions on γ, f , and g.
Proof. The proof uses a fixed point argument. To construct the contraction operator, begin by taking the Fourier transform of the stationary system:
Define Fourier multiplier operators M 1 and M 2 as follows:
We have
The constant in the last inequality is √ 2 and not max{(1/γ) 1/3 , √ 2} because we're working with mean zero functions. The arguments go through without this assumption, but the power of γ will change slightly. The other estimate is proved in the same way. Now notice that a solution to (4) must satisfy p = M 1 (f −x ). Substituting this into the evolution equation for q, we find that q must satisfy
We will find a fixed point of T . Estimate T (q) as follows:
Now we make the contraction estimate:
Thus to close the contraction on a ball {q ∈ H 2 : q H 2 ≤ R}, two inequalities must hold:
These can be satisfied by taking R =
The proof for the L 2 statement is similar. The only difference is that one uses the
Remark 5.2. If g = 0, the existence of a stationary solution is trivial; the solution is (M 1 (f ), 0) . The convergence arguments are also greatly simplified in this case.
We now show that solutions to (3) converge to the stationary solution under certain conditions on f , g, and γ, implying that the attractor is trivial. Let (u, v) be a solution of the dissipative Majda-Biello system (3) and define y = u − p and z = v − q. We show that if f and g are small relative to γ, then y and z converge to zero in H 1 if u, v ∈ H 1 . Notice that y and z satisfy
Recall that u 2 +v 2 dx and u 2 x +αv 2 x −uv 2 dx are conserved for the original Majda-Biello system. Our estimates will be based on these conservation laws. Recall E 3 = y 2 + z 2 dx.
Then we have
So to ensure that
The contraction argument for the existence of q was carried out in a ball of
. Also notice
This is bounded by γ when C f
2 and 8γ > α. So we have a stationary solution and L 2 convergence to it whenever f H 1 , g
, which completes the proof for the α = 1 case.
For the H 1 convergence, we use a modification of the Hamiltonian integral E 4 :
The last two terms are added to make the time derivative well-behaved. Calculating this derivative, we find ∂ ∂t H 4 = −2 y x γy x + (qz) xx dx − 2α z x γz x + (pz + qy) xx dx + z 2 γy + (qz) x dx + 2 yz γz + (pz + qy) x dx + 2 qy αz xxx + γz + (yz) x + (pz + qy) x dx + 2 qz y xxx + γy + zz x + (qz) x dx + 2 pz αz xxx + γz + (yz) x + (pz + qy) x dx = −2γH 4 + γ yz 2 dx.
Notice that
by the embedding L ∞ ֒→ H 1 , the bound on the H 1 norm of y (which follows from Lemma 4.1), and the decay of the L 2 norm of z.
Integrating this inequality gives H 4 (t) e −2γt . Furthermore, since y 2 L 2 + z 2 L 2 → 0 as t → ∞ and the L 2 norms of p, q, y, and z are bounded, we have
Thus we have
This, along with the L 2 convergence show above, implies that y = u − p and z = v − q converge to zero in H 1 .
Proofs of Smoothing Estimates
To begin, we state a standard calculus lemma which will be used repeatedly. See, e.g., the appendix of [13] for proofs of similar results.
with implicit the constant independent of a, b, and c.
The proofs for the cases where α = q 2 3p(p−q)+q 2 are much easier than those for the general cases, and are therefore not explicitly included.
6.1. Proof of Proposition 3.2. By symmetry, it suffices to consider |k 1 | |k 2 |. Then we need to bound *
Then using |k 1 | k, the assumption that s 1 − s − 1 ≤ 0, and Young's inequality, we find
Assume that |k 1 − c 1 k| < 
In this case, |k 1 | |k 2 | and
The argument in Case 1 of the B 1 estimate gives the bound when s 1 − s ≤ 1 and s > Recall that k 1 = 0 since u is mean zero and write
Apply the argument from Case 1 of the B 1 proof again to get the bound when s 1 − s ≤ 1 and s > and the values of k 1 and k 2 are determined by k. We need only bound the following sum,
The last inequality holds when 
Define the following functions
Then (6) amounts to showing that
where the multiplier
Apply Cauchy-Schwartz in the τ 1 , τ 2 , τ 3 , k 1 , k 2 , and k 3 variables to bound the left-hand side of (7) by
Thus it suffices to show that the supremum on the left is finite. We can further simplify matters by repeatedly using the calculus estimate
which holds for β ∈ (0, 1] (see [13] for a proof), to eliminate the τ dependence and bound the supremum by
or equivalently, using the change of variables
We will show that this supremum is finite by considering a number of cases. In the following, to simplfiy notation we will write 2 − 2b instead of the technically correct 2 − 2b−. Since we take b = 1 2 +, this ǫ-difference has no effect on the calculations.
In this case, the supremum becomes
Since c 2 < 0, we cancel n 2 with (n − c 2 k) 2 to obtain
If |n − c 1 k| ≥ ǫ, with ǫ small but fixed, then the supremum is bounded by
which is finite for s 1 − s ≤ 1. In the first inequality, we used Lemma 6.1(a).
If |n − c 1 k| < ǫ, then there's only one term in the sum since n ≃ c 1 , and we have |n − k| |k|. Using the minimal type index, the supremum is bounded by
which is finite when s 1 − s < 2s − 1 − ν c 1 .
For this case, cancel n 2 with (n − c 1 k) 2 and repeat the argument from Case 1.1.
The supremum is immediately bounded in this case.
Case 2. kn > 0 with k 1 = k
In this region, the supremum is bounded by
so that |k 1 − n| |k|. Recall k 1 = 0 by the mean zero assumption on u, and write n = c 1 k + δ for some |δ| < ǫ, k 1 = µk for some |µ| ∈ [1/|k|, ǫ).
Then use the fact that 1 − α = 3αc 1 (c 1 − 1) to calculate that
Then in our case of kn > 0, we must have k, n > 0, since otherwise |k 1 − n| > |n| ≃ c 1 |k|.
Notice that the following three inequalities hold:
which implies that
The supremum is therefore bounded by
which is finite if s 1 − s < s + 2 − 3b − ν c 1 .
Case 3. kn < 0 and k 1 = k
In this case, the supremum can be bounded by 
, the supremum is bounded by
As in Case 2.3a, the supremum is finite if s 1 − s < 2s − 1 − ν c 1 .
Case 3.3b. |k 1 | < ǫ|k|
In this case we have the bound
This is finite if s 1 − s ≤ 1. 6.5. Proof of Proposition 3.7. Decompose R 3 into two sums based on whether or not k 1 + k 2 is zero:
To bound II in X , note that the bracketed sum is equal to Then
In this case, notice that |n − k 1 | ≥ |k 1 − k| − |n − k| ≥ (1 − d 1 − 2ǫ)|k| |k| and write n − k = µk for some |µ| < ǫ k 1 − d 1 k = µ ′ k for some |µ ′ | < ǫ.
Then
Thus the supremum is bounded by Here |n − k| |k|, so the supremum can be estimated as follows for s 1 − s ≤ s − The lower bounds on µ 1 and µ 2 are positive because of the mean zero assumption on u.
The lower bound on µ comes from the fact that n = 0. With this notation,
