Neural networks can achieve extraordinary results on a wide variety of tasks. However, when they attempt to sequentially learn a number of tasks, they tend to learn the new task while destructively forgetting previous tasks. One solution to this problem is pseudo-rehearsal, which involves learning the new task while rehearsing generated items representative of previous task/s. We demonstrate that pairing pseudo-rehearsal methods with a generative network is an effective solution to this problem in reinforcement learning. Our method iteratively learns three Atari 2600 games while retaining above human level performance on all three games, performing similar to a network which rehearses real examples from all previously learnt tasks.
I. INTRODUCTION
There has been enormous growth in research around reinforcement learning since the development of Deep Q-Networks (DQNs) [1] . DQNs apply Q-learning to deep networks so that complicated reinforcement tasks can be learnt. However, as with most distributed models, DQNs can suffer from Catastrophic Forgetting (CF) [2] , [3] . This is where a model has the tendency to forget previous knowledge as it learns new knowledge. CF is still a relatively under-researched area in reinforcement learning, even though it is an essential problem to solve if we want to achieve artificial agents that can continuously learn.
A. Deep Q-Learning
Q-learning is a reinforcement learning algorithm which maps each possible state-action pair to a Q-value which represents the discounted reward of taking that action. These Q-values are updated towards:
if terminal at t + 1 r t + γ max at+1 Q(s t+1 , a t+1 ), otherwise (1) this is, the reward r t at time t plus the discounted Q-value for the next time step's state s t+1 , given the next action a t+1 was selected greedily. γ is a discount factor where 0 ≤ γ ≤ 1.
In Q-learning the Q function is represented with a lookup table. However, Q-learning does not scale effectively when the number of actions or possible states is very large. Deep Q-Learning [1] avoids this limitation by replacing the lookup table with a non-linear function approximator (i.e. a deep network). The loss function used in deep Q-learning is:
if terminal at t + 1 r t + γ max at+1 Q(s t+1 , a t+1 ; θ − t ), otherwise (3) where there exist two Q functions, a deep predictor network and a deep target network. The predictor's parameters θ t are updated continuously by stochastic gradient descent and the target's parameters θ − t are infrequently updated with the values of θ t . (s t , a t , r t , s t+1 ) ∼ U (D) is the state, action, reward and next state that is drawn uniformly from a large record of previous experiences, known as an experience replay.
Deep Q-learning is an off-policy learner that uses bootstrapping. Off-policy learning is where a policy is improved with data that is generated from a different policy; in this case the next action in the loss function is selected greedily rather than by the policy itself [4] . Bootstrapping is where an update is made using an estimated value; in this case the estimated Qvalue of the resulting state [4] .
A reinforcement algorithm that uses function approximation, bootstrapping and off-policy learning together is in danger of instability and divergence (known as the deadly triad [4] ). To resist against this deadly triad, deep Q-learning uses the addition of experience replay, infrequently updating the target network and clipping error gradients between [−1, 1] to achieve Q-learning in a deep network. Since the original paper [1] , there have been many variations of DQNs such as Double DQN [5] , Prioritised Experience Replay [6] and the Dueling Architecture [7] .
B. Pseudo-Rehearsal
The simplest way of solving the CF problem is to use a rehearsal strategy. This is where previously learnt items are practiced alongside the learning of new items. However, this is not ideal as it requires you to keep a buffer containing previously learnt items. Researchers have proposed extensions to this method such as utilising previous examples' gradients during learning [8] , picking a subset of previous samples which best represents the population [9] and using a variational auto-encoder to compress stored items [10] . However, ideally a neural network should not have to store a number of examples to stop CF.
Pseudo-rehearsal was proposed as a solution to CF which does not require you to store a large dataset of previously learnt input items [11] . Originally, pseudo-rehearsal involved constructing a pseudo-dataset by generating random inputs, passing them through the original network and recording their output. This meant that when a new dataset was learnt, the pseudo-dataset could be rehearsed alongside it, resulting in the network learning the data with minimal changes to the previously modelled function.
There is psychological research that suggests that mammal brains use an analogous method to pseudo-rehearsal to prevent CF in memory consolidation. Memory consolidation is the process of transferring memory from the hippocampus, which is responsible for short-term knowledge, to the cortex for longterm storage. The hippocampus and sleep have both been linked as important components for retaining previously learnt information [12] , even in tasks which do not require the hippocampus to learn [13] . The hippocampus has been observed to replay patterns of activation that occurred during the day while sleeping [14] , similar to the way that pseudo-rehearsal generates previous experiences. Therefore, we believe that a similar concept will solve the CF problem in artificial neural networks.
Although pseudo-rehearsal works for neural networks with relatively small input spaces, it does not scale well to datasets with large input spaces such as image datasets [15] . This is because the probability of a randomly generated input example representing a previously learnt item is essentially zero. This is where Deep Generative Replay [16] and Pseudo-Recursal [15] have leveraged the generative abilities of a Generative Adversarial Network (GAN) [17] to randomly generate pseudo-items which are representative of previously learnt items.
A GAN has two components; a generator and a discriminator. The discriminator is trained to distinguish between real and generated images, whereas the generator is trained to generate images which fool the discriminator. When a GAN is used alongside pseudo-rehearsal, the GAN is also trained on the original task so that its generator learns to produce items representative of the original task's input items. Then, when a second task needs to be learnt, psuedo-items can be generated randomly from the GAN's generator and used in pseudo-rehearsal. More specifically, the loss function for pseudo-rehearsal is:
where L is a loss function, such as cross-entropy, h is a neural network with weights θ i while learning task i. x i , y i is the input-output pair for the current task, whereas x j is a pseudoitem generated to represent the previous task j and its target output is calculated by y j = h( x j ; θ i−1 ). This technique can be applied to multiple tasks using only a single GAN. This is achieved by doing pseudo-rehearsal on the GAN as well, so that it learns to generate items representative of the new task while still remembering to generate items representative of the previous tasks (by rehearsing the pseudoitems it generates). This has been shown to be very effective for remembering a chain of multiple image classification tasks without ever using real data to rehearse a previously learnt task [16] , [15] .
II. THE REPR MODEL
Our Reinforcement-Pseudo-Rehearsal model (which we call RePR) utilises pseudo-rehearsal and generative methods to achieve iterative learning in deep reinforcement learning tasks. These methods are further extended by separating the learning agent into two parts, similar to FearNet for incremental image and audio classification [18] and Progress and Compress [19] for deep reinforcement learning. The first part is the short-term memory system, which resembles the hippocampus and is used to learn the current game. The second is the long-term memory system, which resembles the cortex. During consolidation, the long-term system retains previous knowledge through pseudorehearsal, while being taught by the short-term system how to respond in the current environment.
Transferring knowledge between these two systems is achieved through knowledge distillation [20] . This is where a student network is optimised so that it outputs similar values to a teacher network. In our case, the student network is our long-term network and the teacher network is our short-term network. The key differences between distillation and pseudorehearsal are that distillation uses real images for calculating the desired output and that distillation is used to teach new knowledge, not retain previous knowledge. Segmenting our model into two memory systems was found to be beneficial to both learning the new task and retaining previous tasks. We hypothesise that this is because the training of the long-term system is more stable as the reinforcement values it is learning are not changing over time.
The training procedure for our dual memory model is shown in Figure 1 , where: Fig. 1 . RePR training procedure. STM and LTM represent the shortterm memory system and the long-term memory system respectively. Exp represents the experience replay and Env represents the environment. Both of the short-term system's components are reinitialised when the task switches and thus, the experience replay only ever stores sequences from the current task. Green arrows represent the environmental loop where the environment takes an action as input and outputs that action along with the resulting reward and next state. The black arrows represent the flow of training data. Black rectangles represent the concatenation of input and desired output examples. The DQN takes a state as input and outputs either action-values (black arrow) or a recommended action (green arrow). The experience replay takes an action, reward and next state as input and outputs a batch of states, actions, rewards and next states. The GAN takes states as input and outputs randomly generated pseudo-states.
2) The GAN is initialised and trained to produce images that are representative of the previous GAN's images and images drawn from the current task's experience replay.
3) The long-term system's DQN is taught to produce similar outputs to the short-term system on examples from its experience replay and also similar output values to the previous long-term system's DQN on images generated from the previous GAN.
This process could be repeated for any number of tasks until the DQN or GAN does not have enough capacity to perform the role sufficiently. A continuous learning agent should be capable of learning multiple tasks:
• iteratively without revisiting them; • without considerably forgetting previous tasks; • with a consistent memory size that does not grow as the number of tasks increase; and • without storing raw data from previous tasks. The results in Section V demonstrate that our RePR model can iteratively learn multiple tasks, without revisiting them or substantially forgetting previous tasks. Applying pseudorehearsal methods to the GAN is also important as it allows our model to retain a single generative network which does not need to scale in size as the number of tasks increase.
We believe an agent should not have to store raw data from previous tasks for storage and/or privacy reasons. Instead our model uses a GAN to randomly generate samples representative of the raw data. However, we do not investigate whether our GAN is effective at reducing storage compared to directly storing a compressed subset of previously learnt raw data. We leave this research question for future work.
III. RELATED WORK
This section will focus on methods for preventing CF in reinforcement learning and will generally concentrate on how to learn a new task without forgetting a previously learnt task. There is a lot of research outside of this domain, predominantly around continuous learning in image classification. However, because these methods cannot be directly applied to complex reinforcement learning tasks, we have excluded them from this review.
There are two main strategies for avoiding CF; restricting how the network is optimised and amending the training data to be more representative of previous tasks. Restricting how the network is optimised generally involves either having units in the network trained only on a particular task or constraining the weights in the network to yield similar values as they had on previous tasks. Amending the training dataset generally involves adding samples that are representative of previous tasks to the training dataset like in pseudo-rehearsal.
In real neuronal circuits it is unknown whether memory is retained through synaptic stability or synaptic plasticity [21] . The synaptic stability hypothesis [21] states that memory is retained through fixing the weights between units that encode it. The synaptic plasticity hypothesis [21] states that the weights between the units can change as long the output units still produce the correct output pattern. Methods that restrict how the network is optimised align with the synaptic stability hypothesis, whereas methods that amend the training dataset align with the synaptic plasticity hypothesis. The major advantage that these latter methods have is that they allow the network to restructure its weights and compress itself to make room for new knowledge.
Previous research into preventing CF in reinforcement learning has focused on restricting how the network is optimised. Progressive neural networks [22] are made up of a number of smaller networks, each trained on a separate task. Networks for later learnt tasks have connections to units in the previous networks. This allows them to learn the new task while reusing some of the processing that is done by previous networks. The major disadvantage of progressive networks is that they have a large number of task specific weights and thus, the size of the network does not remain constant as it learns new tasks.
Weight constraint methods amend the loss function so that weights do not change considerably when learning a new task. The most popular of these methods is Elastic Weight Consolidation (EWC) [3] , which augments its loss function with a constraint that forces the network's weights to yield similar values to the previous network. Weights that are more important to the previous task/s are constrained more so that less important weights can be used to learn the new task. EWC has been paired with a DQN to learn numerous Atari 2600 games. Although EWC allowed the network to learn multiple games, this result was achieved by having the network come back to games it had already begun learning and by utilising two task specific weights per neuron. Furthermore, EWC requires a number of examples from each of the previous tasks to be stored along with all the previous networks' weights so that the weights' importance values can be calculated through approximating their Fisher information matrix. Ideally, an agent should be able to learn multiple games without having to revisit previous tasks or grow in capacity as a new task is learnt.
Similar to EWC, the weights can also be constrained to remain stable over a range of timescales [23] . However, this was only applied to relatively simple reinforcement tasks such as Cart-Pole and Catcher. Progress and Compress [19] is an algorithm which could learn multiple Atari games by firstly learning the game in a separate network and then using distillation to transfer it to a second network. This second network holds all previously learnt tasks, counteracting CF using a modified version of EWC called online-EWC. This modified version did not scale in memory requirements as the number of tasks increased. This is because the algorithm did not use task specific weights and utilised only the previous network's weights along with the discounted sum of previous Fisher information matrices when constraining weights. In Progress and Compress, there are also layer-wise connections between the two models to encourage the teacher network to learn the game using features already learnt by the continuous learner.
Both the Progress and Compress algorithm and the FearNet algorithm are iterative learning models which contain a shortterm and long-term memory system. However, our current research differs from both of these algorithms. Progress and Compress uses distillation to transfer knowledge from the short-term network to the long-term network, retaining previous knowledge through online-EWC as opposed to pseudorehearsal in our model. FearNet uses pseudo-rehearsal to retain previously learnt knowledge in the long-term system. However, FearNet has a number of limitations compared to RePR. Firstly, its short-term memory system does not learn the current task, but rather stores training data to be taught to the long-term memory system. Its generative network is an autoencoder where generating previous input items requires the mean and covariance matrix for each previously learnt class to be stored. Furthermore, reconstruction loss is also applied to every single layer in the auto-encoder which, similar to weight constraint methods, pressures weights to retain similar values when learning new tasks. Finally, FearNet uses a prelearnt initial network so that retention of previous tasks is only applied to the later fully-connected layers of the network and the tasks this algorithm are applied to were not reinforcement tasks.
The typical rehearsal methods fall into the strategy of amending the training dataset with representative samples, where the network is retrained on previously learnt examples. For example, PLAID [24] merges two expert models. One is a network whose policy performs all previously learnt continuous motor control tasks and the other is a network whose policy performs the new task. Distillation is used to merge these experts so that the resulting network is trained to produce similar output values as the experts on their respective tasks. Similar distillation methods have also been applied to Atari 2600 games [25] , [26] . However, these algorithms were for multi-task learning where a single model is taught to play multiple games with the help of expert learners. In these cases, learning of the tasks was done simultaneously and therefore, CF was not an issue that their algorithms needed to address.
The major disadvantage with rehearsal methods is that they require either access to the previous environments or that a large number of previously learnt frames from each game are stored. Furthermore, unlike our model, these rehearsal methods only retain the reinforcement agents' policies and would have to relearn the value function if learning was to continue on a previously learnt task.
Pseudo-rehearsal is not an entirely new concept in the field of reinforcement learning. There have been numerous articles that have used pseudo-rehearsal to stabilise reinforcement learning while training on a single task (e.g. [27] , [28] , [29] ). When learning a single task from only the current state of the environment, CF can occur as the network learns how it should act in the current state of the environment but does not rehearse previous states and thus, forgets how it should act in those cases. This is one of the reasons why deep Q-learning uses an experience replay as it allows the network to rehearse new and old knowledge with equal probability. This is where variations of pseudo-rehearsal have been proposed to assist the network in retaining old knowledge while still learning. This has been done by randomly generating input items from basic distributions (e.g. uniform) [27] , [28] and a similar idea has been accomplished in actor-critic networks [29] . However, these tasks were very simple reinforcement tasks and did not utilise deep generative structures for generating pseudo-items or convolutional network architectures.
IV. METHOD
Our current research applies pseudo-rehearsal to deep Qlearning so that a DQN can be used to learn multiple Atari 2600 games in sequence. The tasks chosen were Road Runner, Boxing and James Bond as they were three conceptually different games in which a DQN could outperform human performance by a wide margin [1] . Road Runner is a game where the agent must outrun another character by moving toward the left of the screen while collecting items and avoiding obstacles. To achieve high performance the agent must also learn to lead its opponent into certain obstacles to slow it down. Boxing is a game where the agent must learn to move its character around a 2D boxing ring and throw punches aimed at the face of the opposition to score points, while also avoiding taking punches to the face. James Bond has the agent learn to control a vehicle, while avoiding obstacles and shooting various objects.
A. DQN
Our DQN is based upon [1] with a few minor changes which we found assisted our network in learning the individual tasks quickly. The main change made was that we used TensorFlow's RMSProp optimiser (without centering) with replay start size 50000
The number of frames which the experience replay is initially filled with (using a uniform random policy).
no-op max 30
Maximum number of "do nothing" actions performed at the start of an episode (U [1, no-op max]). Our network architecture remained the same, however our biases were set to 0.01 and weights were initialised with N (0, 0.01), where all values that were more than two standard deviations from the mean were re-drawn. The remaining changes were to the hyper-parameters of the learning algorithm which can be seen in bold in Table I . The architecture of our network can be found in Table II , where all layers use the ReLU activation function except the last linear layer. All agents select between 18 possible actions representing different combinations of joystick movements and pressing of the fire button. The short-term memory system learns via the standard DQN loss function (as in Equation 2). The loss function used to train the long-term network is:
where N is the mini-batch size, A is the set of possible actions, θ i is the long-term DQN's weights on the current task, θ + i is the short-term DQN's weights after learning the current task and θ i−1 is the long-term DQN's weights after learning the previous task. Pseudo-states s j are generated from a GAN and are representative of sequences in previously learnt games. α is a scaling factor between learning the current task and retaining the previous tasks via pseudo-rehearsal (0 ≤ α ≤ 1). When α = 0.5, learning the current task is given equal importance to retaining previous tasks. A larger value of α gives more importance to learning the current task, while a lower value gives more importance to retaining the previous tasks (α = 0.55 in our experiments).
B. GAN
The GAN's loss function is the WGAN-GP [30] loss function with a drift term [31] added to it:
where x is a real input item, x a generated item ( x = G(z; ϕ)) andx = x + (1 − ) x. D and G are networks with the parameters φ and ϕ. is a random number ∼ U [0, 1], z an array of latent variables z = N (0, 1), λ = 10 and drif t = 1e −6 . The GAN is trained with the Adam optimiser (α = 0.001, β 1 = 0.0, β 2 = 0.99 and = 1e −8 as per [31] ) where the discriminator loss and generator loss are alternatively optimised for 200, 000 steps with a mini-batch size of 100. The architecture of the network is illustrated in Table III . All layers of the discriminator use the ReLU activation function, except the last layer which has no activation function. All layers of the generator use batch normalisation (momentum = 0.9 and = 1e −5 ) and the ReLU activation function, except the last layer which has no batch normalisation and uses the Tanh activation function. This is to make the generated images' output space the same as real images which are rescaled between −1 and 1 by applying f (x) = 2( x 255 − 0.5) to each raw pixel value. We also decreased the convergence time of our GAN by applying random noise U [−10, 10] to real and generated images before rescaling and giving them to the discriminator.
C. Experimental Setup
The tasks were learnt in the following order: Road Runner, Boxing and James Bond. Each game was learnt by the shortterm system for 20m frames and then taught to the long-term system for 20m frames, with the exception of the first shortterm DQN which was copied directly over to the long-term system. The first long-term DQN was identical between conditions so that each condition began with the same knowledge of Road Runner. When pseudo-rehearsal was applied to the longterm system's DQN agent or GAN, pseudo-items were drawn from a temporary array of 250, 000 sequences generated by the previous GAN. The final weights for the short-term system's DQN are those that produce the largest average score over 250, 000 observed frames. The final weights for the long-term system's DQN are those that produced the lowest error over 250, 000 observed frames.
After every 1 million observed frames the network is evaluated on the current task and all previously learnt tasks. Our evaluation procedure is similar to [1] in that our network plays each task for 30 episodes and an episode terminates when all lives are lost. Actions are selected from the network using an ε-greedy policy with ε = 0.05. Final network results are also reported using this procedure and standard deviations are calculated over these 30 episodes.
The 3 experimental conditions tested are: ReP R, reh and no-reh. ReP R learns the 3 tasks as described above. reh learns the tasks the same as the ReP R condition, except a GAN is not used and instead pseudo-items are replaced by real sequences drawn from the previous tasks' experience replays.
In the no-reh condition, no effort is made to retain previously learnt tasks and thus the long-term model is optimised with solely the distillation loss function (Equation 6). We only implement one rehearsal method because all rehearsal methods break our aim of retention without storing previously seen examples. However, the reh condition is included as it is essentially the best case scenario that our RePR model could achieve, which is a useful comparison. This is because this condition shows what retention could be achieved if the GAN could generate perfect representable samples of previous games. Real Images Generated Images Fig. 3 . Images drawn from previous tasks' experience replays (real) and images generated from a GAN iteratively taught to produce sequences from Road Runner, Boxing and James Bond. Images shown are the first image of each 4 frame sequence. Each row contains images from one of the 3 tasks.
V. RESULTS
The results of RePR can be found in Figure 2 , alongside our other conditions' results. All conditions outperform the no-reh condition which severely forgets previous tasks. RePR was found to perform very closely to the reh condition. These results suggest that RePR can prevent CF without any need for extra task specific parameters or directly storing previously learnt examples. Furthermore, the scores our final network model achieves (23807 (±4769), 73 (±12), 597 (±178)) are on par with the original DQN [1] (18257 (±4268), 72 (±8), 577 (±176)) and well above human expert performance levels (7845, 4, 407) . Overall, these positive results convey that RePR is a useful strategy for overcoming CF.
Examples of the images the long-term memory's GAN can produce after learning all three tasks in the ReP R condition can be found in Figure 3 , alongside real images from the games. This figure conveys that although the GAN is successful at generating images similar to the previous games they are still not perfect. However, our results demonstrate that this is not vital as pseudo-rehearsal can retain almost all knowledge of previous tasks.
VI. DISCUSSION
Our experiments have demonstrated RePR to be an effective solution to CF when iteratively learning multiple tasks and when continuing to learn a previous task. To our knowledge, this result has not yet been achieved on complex reinforcement learning tasks which require powerful generative models such as GANs. RePR has advantages over popular weight constraint methods such as EWC because it does not constrain the network to retain similar weights when learning a new task. This allows the internal layers of the neural network to change according to new knowledge, giving the model the freedom to restructure itself when incorporating new information. Furthermore, RePR does not store data from previous tasks or use task specific weights and thus, its memory requirements are fixed.
Deep reinforcement learning on Atari games is a more difficult problem than typical image classification tasks because training is less stable and the region of images which are important for determining the Q-values are relatively small compared to the area of an image which is useful in classification. Therefore, it is a promising result that pseudorehearsal can also be applied to deep reinforcement learning with such success.
In theory, RePR could be applied to learn any number of tasks as long as the agent's network and GAN have the capacity to successfully learn the collection of tasks and generate sequences that are representative of previously learnt tasks. In practice however, this bottleneck is likely to occur in the GAN as currently GANs are still relatively unstable to train as they suffer from vanishing gradients and mode collapse [32] . As researchers advance our generative models, this will have a positive effect on what can be achieved with RePR.
VII. CONCLUSION
In conclusion, deep reinforcement learning can utilise pseudo-rehearsal so that DQNs can achieve continuous learning. We have shown that our RePR model can be used to effectively learn 3 sequential tasks. Theoretically, pseudorehearsal has major benefits over weight constraint methods as it is less restrictive on the network. Finally, as the power of our generative models increase, it will have a direct impact on what we can achieve with RePR and our goal of having an agent which can continuously learn in its environment, without being challenged by CF.
