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If f  = EW:-, a,,t” is a formal Laurent series with certain restrictions on the 
a,, then f = f-fof+ , where f- contains only negative powers of t, f+ contains 
only positive powers of t, and f. is independent of t. Applications include La- 
grange’s formula for series reversion, the problem of counting lattice paths 
below a diagonal, and a theorem of Furstenberg that the diagonal of a rational 
power series in two variables is algebraic. 
1. INTRODUCTION 
Given a Laurent series f(x) = ~~=-, a,x” convergent in some annulus, 
the coefficients a, can often be evaluated by complex variable theory, 
a, = 1/(27ri) $ (f(x)/x+l) d x, where the circle of integration lies within the 
annulus of convergence. If f(x) contains no singularities other than poles 
inside the annulus, then by the residue theorem a, can be expressed in terms 
of the poles of f(x). For example, it can be shown by this method that if 
EL0 a m,nxmyn is a rational function of x and y, then z:,“=, an,nzn is an 
algebraic function [9; 12; 22, Theorem 5.31. 
In this paper, we develop a formal power series method for proving such 
theorems. An important tool which we introduce here is the formal power 
series analog of the Laurent series for a function analytic in an annulus. 
One of our basic results, Theorem 4.1, is that any formal Laurent series 
c,“=-, %tn, with suitable restrictions on the a, , has a unique expression in 
the form 
A . 1 + i b,,t-m 
L I[ 
1 + 2 c,tn 
I 
) 
??I=1 n=1 
where A is independent of t. 
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A factorization of this form in which a, = 0 for n < - 1 yields Lagrange’s 
formula for reversion of series. (For an analytic proof see [25, pp. 132-1331, 
and for a formal power series proof and further references see [6, pp. 
14%1531.) A similar factorization solves the problem of counting lattice 
paths in the plane which stay below the diagonal x = y with an arbitrary 
set of steps, the simplest nontrivial case of which is the well-known ballot 
problem [2; 6, pp. 21-23, 80; 23, Chap. I]. This seems to be the first appli- 
cation of Laurent series (as opposed to formal power series) to a specific 
enumeration problem. 
Furstenberg’s theorem on the diagonal of a rational power series is proved 
by partial-fraction expansion of a factorization into linear factors. This 
gives a new purely formal method for proving that certain series are algebraic. 
2. FORMAL LAURENT SERIES 
We would like to study formal power series of the form 
j(.u, y) = f  amnx?‘y” 
m,n=o 
(1) 
by grouping together those terms for which m - n is constant. This is most 
easily accomplished by introducing the new variable t and substituting z for 
x and y/t for y in (I), getting 
dt, I,> = f (t, $) = nafzo amJ”-V” 
=,f,f’ f an+z.nYn. 
n=max(-L,O) 
(2) 
The transformation is easily reversed, since f(x, y) = g(x, xy). 
When dealing with formal series such as (2) which contain arbitrary 
positive and negative exponents, we must insure that expressions such as 
(XT=‘=_, tn)2, which require that an infinite sum of scalars be evaluated, do not 
arise. For simplicity we take for our ring of scalars the complex numbers @, 
although any algebraically closed field of characteristic zero would suffice. 
Then the series that we study will for the most part lie in the ring C[[t, y/t]], 
which is the ring of formal power series in the two variables t and y/t. How- 
ever, in order to give meaning to an equation such as t( y/t)” = t-ly”, we 
must extend our ring to include negative powers of t. To do this, we first 
consider the ring @((t)) of formal Laurent series in t, that is, the ring of all 
formal sums of the form CzZPli ~l,,f~’ for some k, multiplied term by term as 
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usual. C((t)) is the field of fractions of @[[t]]. Then the ring @((t))[[ y]] of 
formal power series in y with coefficients in C((t)) will serve as our extension 
of C[[t, (y/t)]]. It is easily seen that C((r))[[ y]] consists of those series 
C”,=-, xz=, anntmyn such that for fixed n, a,, is nonzero for only finitely 
many negative values of m. Intuitively, we may think of y as being “infinitesi- 
mally small” compared to t, so that y/P is “small enough” that I:=,,( y/t”)” 
converges for all k. 
We use the notation (Pjf to denote the coefficient of ti in f; (tiyQf is 
defined similarly. 
We shall use without comment some of the basic properties of formal 
power series such as infinite summation and functional composition. For a 
rigorous and detailed development of the theory of formal power series in 
many variables, see [24]. 
3. LAGRANGE'S INVERSION FORMULA 
2.1. THEOREM. Let G(t) be any element of C[[t]]. Then the equation 
f(y) = yG[f( y)] has a unique solution in C[[ y]], and 
(1) (YW(Y)I~ = ; W”>[W)l” for n, k > 0, 
(ii) If(Y <Y”> 1 _ yG’[f( y)] = W-“>[Wl+” for n, k 3 0. 
ProoJ We first observe that the equation f(y) = yGlf(y)] yields a 
recurrence for the coefficients of f(y) which shows that they exist and are 
unique. (Note that if G(0) = 0, then f( y) = 0.) 
We now claim that (i) and (ii) are equivalent to 
(i’) (ye”) log [l - %I-’ = (ynt-k) log [l - $- G(t)]-’ 
for II, k > 0 
(ii‘) (?,“r-“)[I - +I-’ .{l - yG’u(y)]}-’ 
= ( y’t-“)[ 1 - f G(t)]-1 for 17. k 3 0. 
To show the equivalence of(i) and (i’) we have 
324 
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<y”t-“> log [I - f  G(f)]-’ 
= ( y”v-k) ;I+ [+ G(t)]j = ; (tr)[+]” 
= ; (t”-“>[G(t)]? 
The equivalence of (ii) and (ii’) is similar. 
Then to prove the theorem, we need only separate from [I - (y/t)G(t)]-l 
and its logarithm those terms which contain nonpositive (or negative) powers 
of t. 
It is easily verified that we may expand r - y G(t) as a Taylor series in 
t -f(v); thus t - YG(~) = WY) - ~CI.f(y)l~ + P -f(y>JO - yG’V(y)l: + 
[t -f(y)]“& where R E @[[I, y]]. Then since f(y) - yG[f(y)] = 0, we 
have, 
I1 - ; G(t)]-’ = t _ &) 
[t - f(y)lU - ~G&YN + Ct - f(v)l” R 
E 
1 _ f(Y) 
I 
-l = 
__ t . [II - vG’lf)v)ll + [t -f(y)3 RI-I. 
Thus, 
log [I - ; G(t)]-’ 
= log [I _ A$,-l + 1% {I - Yc’lf(Y)l + [f  -f(y)] Rj-1, 
and the second term on the right clearly contains no negative powers oft on 
expansion. This proves (i’). 
For (ii’), we have 
[I - $ G(t)] -’ 
and the sum on the right contains only positive powers oft. This completes 
the proof. 
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4. THE MULTIPLICATIVE DECOMPOSITION 
In our proof of Lagrange’s inversion formula we utilized the existence of a 
factorization of [ 1 - (y/t)G(t)]-’ into a factor involving only negative 
powers of t and a factor involving only positive powers. In this section we 
show that such a factorization exists for an arbitrary Laurent series (with 
suitable restrictions) and we give an application to the problem of counting 
lattice paths. 
4.1. THEOREM. Let f be an element of C[[t, y/t]] with constant term 1. 
Then f has a unique decomposition f = f-fof+ , where f- , fo , and f+ are in 
Wt, y/tll,f- is of theform 1 + C~,O,~,O a.. W, fO is of theform 1 + xi,,, aiyi, z3~ 
andf, is of the form 1 + &,j,O aijyit’. 
Proof. Let log f = & bijyiti. Then f- = exp(&,,,<, biiyitj), fO = 
exp(C~, b,oyi>, and f+ = exp(C z>o,j>o bij yV). Uniqueness is clear. 
The following variant of Lagrange inversion gives us more information 
about an important special case of the multiplicative decomposition. 
4.2. THEOREM. Let h(t, y) = cF=, a&, where a,, , a, E yC[[ y]] and 
ai E C[[y]]. Then the equation 01 = h(oc, y) has a unique solution E in yC[[y]]. 
Let f = [l - t-lh(t, y)]-l. Then f- = [l - t-lor]-l andf, = a/a0 . For k > 0, 
c? = f ; (t”-“)[h(t, y)]%. 
?L=l 
Proof. The existence and uniqueness of cx are straightforward. The 
conditions on a, and a, insure that f is in C[[t, y/t]] with constant term 1. 
As in the proof of Theorem 2.1, we have t - h(t, y) = [CX - h(ol, y)] + 
(t - a)[1 - h’(ol, y)] + (t - #R = (t - CX)S, where h’(t, y) = ah(t, y)/at, 
R is in @[Et, y]], and S is in @[[t, y]] with constant term 1. Thus f = t/(t-h) = 
(1 - t-la)-ls-l, so f- = (1 - t-b-1. 
Since& = Cfof+))lt=,, , we have 
f~=~I,_.=t~~~t~y)I,_,=~=~~ 
Finally, 
c = (t-k> log f- = (t-k> log j- 
k 
= $ ; On-“>[h(t, y)l”. 
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We now give a combinatorial interpretation to the decomposition in 
terms of lattice paths in the plane. (Related decompositions are described 
in [8, p. 383; lo].) 
Let S be a set of ordered pairs of nonnegative integers, not both zero. We 
call the elements of S steps. A path is a finite sequence of steps: we think of 
the path (al , &I, (az, &I,..., (a,, b,) as starting at (0, 0), then proceeding 
to (a, , b,), then to (a, + a2, b, + b,), and ending at (a, + a2 + 1.. + a, , 
6, + b, + ... + b,). Thepoints of the path are (a, , b,), (a, -i a2 , b, f b.J,..., 
(a, + a2 + *.. + a, , b, + b, + **a + b,), the last of which is the endpoint. 
The height of the point (a, b) is a - b, and the height of a path is the height 
of its endpoint. We allow the empty path, which has no steps and no points, 
and height zero. 
Now if P is a set of paths, we define the counting series (or generating 
function) for P to be r(P) = r(P)(t, y) = CnsP tern +‘.,(Trl, where 
(e,(r), e,(n)) is the endpoint of 7~. Note that r(P)(x, xy) = ~~~~x’~(“)y%‘“), 
which might seem a more natural choice for a counting series for P; however, 
both contain exactly the same information, and our definition will be more 
convenient for our purposes. 
Given two paths crl and u2, we define their product ~~~~ to be the path 
whose steps are those of crl followed by those of u2 . If r = u1u2, then we 
call crl a head of rr. We write I’(r) for ~({vT)); then it is easily seen that 
nvz) = JTd-Y%). 
Now let S* be the set of paths all of whose steps lie in S. Then we have 
r(s*) = z;==, [r(s)]” = [l - r(S)]-l, since each term in [I’(S)]‘” corre- 
sponds to a path of n steps. 
We now define three classes of paths: A minus-path is either the empty 
path or a path the height of whose endpoint is negative and less than that of 
any other point. A zero-path is a path of height zero all of whose points have 
nonnegative height. A plus-path is a path all of whose points have positive 
height. 
Note that the empty path, but no other path, belongs to all three classes. 
The path (a,, b,) ... (an, b,) is a minus-path if and only if (b,, a3(b,-,, a,-,) ... 
(b, 7 a,) is a plus-path; thus the theories of minus- and plus-paths are identical. 
4.3. LEMMA. Let CT be a path. Then 7 has a unique factorization r-rrOr+ , 
where x is a minus-path, no is a zero-path, and 7~~ is a plus-path. 
Proof. We describe rr- , r,, , and rr+ , and leave to the reader the verifica- 
tion that they have the desired properties. Of the heads of rr of minimal 
height, let rr- be the shortest. Then if rr = n-u, let u = r,,rr+ where 7~~ is 
the longest head of u of height zero. 
4.4. THEOREM. Let S be a set of steps, and let S- , S,, , and S, be the sets of 
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minus-, zero-, and plus-paths with steps in S. Then r(K) = [r(S*)]- , 
Wo> = [W*)lo , and W+> = [W*)l+ . 
Proof. From Lemma 4.3 it follows that QS*) = I’(%)r(S,,)QS+). The 
theorem then follows from Theorem 4.1. 
We now give some examples in which r(K), r(S,), and QS+) can be 
computed by solving a quadratic equation. The numerical results we need 
are given in the following lemma. 
4.5. LEMMA. Let f = (1 - t - t-‘y - z)-I, where z E yC[[y]]. Then 
,f- = 11 - t-’ 1 - z - [(I - z)” - 4y]‘l” -l 
2 I 
= 1 + i f  t-kyn+kZj k 
k=l?z.j=O 2n + j + k 
(2’ +j + “1 ; 
II + k, II, j 
.A= 
1 - z - [(I - z)” - 4y-p 
2Y 
= ncoynZi l. (2n+j+ f) ; 
2n+.l+1 n+ 1,&J 
f,=Il-t 
1 - z - [(I - z)” - 4y]l/2 -l 
2Y I 
=1+-f f  pynzj k fn+.i+k). 
k=lTL,j=O 2n+j+k n+k,n,j 
ProoJ The formulas for f- and f. come from Theorem 4.2. Note that 
f(t, Y> = f(t-9, Y>- Thus f(t> Y> =f-(t-ly, y)&(t-‘y, y)f+(t-ly, Y>. BY 
uniqueness of the decomposition, f-(t-ly, y) = f+(t, y). 
EXAMPLE 1. Let S be the set ((1, O), (0, 1)). Then QS*) = [I - t-ly - t]-l. 
ByiLemma 4.5 we have 
r(s,) = 
1 - (1 - 4y)liZ 
2Y 
q&y+> = [ 1 - t l - (12; 4y)1’2 1-l 
k=l n=O 
The numbers 
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are the Catalan numbers and the numbers 
are the baIlot numbers. Many interesting properties of these numbers are 
described in [6, 191, and further references can be found in Gould’s biblio- 
graphy D41. 
EXAMPLE 2. Let S = {(I, 0), (0, I), (1, 1)). Here we have r(S*) = 
[l - t-ly - y - t]-‘. By Lemma 4.4 we have 
wo> = 
1 - y - (1 - 6y + y2)‘/2 
2Y 
1. $ +j + !) 
2tZ+J+ 1 n+ l,%J 
r(s+) = [l - t 
1 - y - (1 - 6y + y2)l12 -l 
2Y 1 
= 1 + g f t’cy”+j k 
( 
2n+j+k 
k=l n,j=O 2n+j+k n+k,n,j 1 
We remark that there is an alternate expression 
which can be obtained from the representation 
&CT”) = (1 - t-‘y - y - t)-1 = [(l - t-ly)(l - t) - 2y]-1 
= Nl - t-lY)(l - o-’ [l - (1 _ t&l _ J. 
For work on this problem see [l l] and the references cited there. Other 
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combinatorial interpretations and asymptotic expressions for the coefficients 
of 
WJ = 
1 - y - (1 - 6y + y2)lje 
2y 
can be found in [15, p. 239, exercises 11 and 12, solution, p. 534; 16; 211. The 
polynomials H,(z) defined by 
go fuz) .Y = 1 + 4’ - [l - 2( 1 + 2z) y f J,211’2 
2(1 + z> 
have been considered by Riordan [19, pp. 150-1511; for n > 0, (y”) r(&) = 
2H,(l). The coefficients of r(S+) have been studied by Rogers [20], who 
gives further combinatorial interpretations and references. 
EXAMPLE 3. Let S = ((2, 0), (1, l), (0, 2)). Then r(S*) = [1-~-zy”-y-t2]-1. 
Substituting y2 for y, t2 for t, and y for z in Lemma 4.5, we get 
WJ = 
1 - y - (1 - 2y - 3y2)“2 
2y” 
qs+> = [I - t2 1 - y - (I - 2y - 3y”)li’ -1 
21’” I 
k=ln=O 
n + k 
m + k, m, n - 2m ) ’ 
The coefficients of r(S,,) are sometimes called Motzkin numbers [17]. These 
numbers, and more generally the coefficients of I’(S+), have been studied by 
Donaghey and Shapiro [7]. 
EXAMPLE 4. Let S consist of all possible steps. Then 
T(S) = [(I - t)(1 - t-ly)J-1 - 1, 
582a/28/3-8 
330 IRA M. GESSEL 
so 
r(s*) = (2 - [(l - t)(l - r-ly)]-I}-’ = 1 ” ;r t)(;rjr;-;)2Y . 
Thus, substituting 2t for t, 4Y for Y, and -2Y for z in Lemma 4.5, we get 
wo> = 1 + 2Y - (1 - 12Y + 4Y2)1/2 
8~ 
= .5;-. (4Y)” (-2Y)’ 2n +) + 1 
,’ 
(;;_‘: tr:, 3 9 
=goy+)’ 22T1:’ ( *y-j+ l 
2n--J+ 1 n--J+ l,n-j,j 
j) 
r(s+) = (1 - t)[1 - t 
1 + 2Y - (1 - 12Y + 4YZ)l/2 -l 
4Y 1 . 
(Here we have applied Lemma 4.4 to f = (1 - 2t - 2t-‘y + 2y)-I; then 
the factor 1 - t of QS*) goes with f+ .) 
A more detailed study of the factorization described by Lemma 4.3 in the 
case in which no step has height less than - 1 (i.e., the case to which Theorem 
4.2 applies) is given in [13]. 
5. ALGEBRAIC SERIES 
In the last section we saw instances in which f- , f0 , and f+ can be expressed 
as rational functions of square roots of polynomials. In this section we show 
that if f is rational, then f- , f. , and f+ are algebraic. 
A formal power series f in C[[t, y/t]] is rational if it is a quotient of poly- 
nomials. It is algebraic (over C[t, y]) if there exist polynomials p,, , p1 ,..., pn 
in @[t, y], not all zero, such that x,&opifi = 0. A series g in C[[Y]], or more 
generally, in C[[y’Q, is algebraic (over @[y]) if there exist polynomials 
40 ,..a, qm in C[ y], not all zero, such that CL, qigi = 0. Algebraic series in one 
variable are especially significant computationally, since if XT=‘=, anyn is 
algebraic, then the a, satisfy a recursion of the form C~=,pi(n) an-i = 0 for 
sufficiently large n, where the pi are polynomials and PO(n) is not identically 
zero [5; 22, Theorem 5.11. 
We first observe that @[[y]] can be embedded in its field of fractions, 
C((Y)), which in turn can be embedded in its algebraic closure. (All the 
rings we consider can be embedded in the algebraic closure of @((t))((y)).) 
Now let yllr be an rth root of y. We recall that by the Newton-Fuiseux 
theorem [4, pp. 373-3961 every element of the algebraic closure of C((y)) 
is in C((ylI’)) for some integer r > 0. 
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5.1. THEOREM. Let f be an element of C[t, y/t] of the form CL-, a#, 
where a-,,,a, i 0, ai E C[ y], and a,, has constant term 1. Then 
f = Y 
I 
&I - t-$I][ ii (1 - ‘P,‘)] 9 
j=l 
where 01~ , gj, and y are algebraic ooer @[y], y is in C[[y]] and has constant 
term 1, andfor some integer r > 0, (Y~ is in yll%[[ yl/‘]] and pj is in C[[yl”]]. 
Proof. We have tmf = xyTOn ai+ti = a, IJyJln (t - f,J, where EI, is in the 
algebraic closure of C[ y], hence is in C(( yllT)) for some r. Now let us rename 
the fIi as cyl, 01~ ,..., 01~, PI,..., fin, where (Y~ E y’l’C[[yl”]] and pj $yl’%[[yllV]] 
(so that j!&‘~@[[y~I~]]). Now t - 01~ = t(1 - t-bi) and t - & = -pj(l - tE*), 
so 
tmf = a,tP ,cl (-/?J fi (1 - t-lai) fi (1 - t&l). 
i=l j=l 
(3) 
Note that t-lag and t@;” are in @[[t, y’l’/t]]. Then since f and the second and 
third products on the rights of (3) have constant term 1, so does antp+ 
& (-&). Since a, and flj do not involve t, we must have p = m, whence 
q = n. Set y = a, I& (-/$). It remains only to show that y is in C[[ y]]. It is 
easily seen that the uniqueness off- , f0 , and f+ given by Theorem 4.1 remains 
if we allow f- , f0 , and f+ to be in C[[t, y’l’/t]], rather than C[[t, y/t]]. Thus 
f- = Fl (1 - t-w, fo = y, and f-, = fi (I - t/3;‘). 
j=l 
We would now like to extend Theorem 5.1 to rational power series. To do 
this we use the following lemma. 
5.2. LEMMA. Let f and g be polynomiak in C[x, y] with no common factor 
such that f/g is in C[[x, y]]. Then g has nonzero constant term. 
Proof: Since f and g have no common factor, there exist polynomials p 
and q in C[x, y] such that pg + qf is a polynomial in y. Setting h = f/g, we 
have g( p + qh) = y”u for some integer m 3 0, where u is a polynomial in y 
with nonzero constant term, hence is a unit in C[[x, y]]. Since @[[x, y]] 
is a unique factorization domain [3, p. 451, it follows that g is a power of y 
times a unit of @[[x, y]]. Symmetrically, we see that g is a power of x times a 
unit of C[[x, y]]. Thus g is a unit of @[[x, y]]. 
5.3. COROLLARY. Let f be an element of C[[t, y/t]] with constant term 1 
which is a quotient of polynomials. Then f- , f. , f+ are algebraic. 
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Proof. By the lemma, f can be expressed in the form g/h, where g and h 
are of a form to which Theorem 5.1 applies. 
5.4. COROLLARY. Let S be a set of steps such that I’(S) is rational. (For 
example, we may take S to be finite.) Then r(K), r(S,), r(S+), (ti)r(S-), 
and (ti)r(S+) are algebraic. 
We now consider a lattice path problem which illustrates some of these 
ideas. Let our set S of steps be ((m - 1, 0), (0, l)}. Note that by a change of 
scale, problems involving these steps can be transformed into problems 
involving the steps (1, 0) and (0, 1) in which the role of the diagonal x = y 
is replaced by the diagonal y = (m - 1)x. 
Here we have r(S) = P-l + t-ly, so r(S*) = (1 - P-l - t-ly)-l =J: 
By Theorem 5.1, we have 
f = (1 - (x-1) & (1 - t&l) ’ 
where 
and 
~(s-J = f- = (I - d-1)-1, qs,) =.A = Y, 
V-1 
r(s+, = f+ = 
I 
fl (I - tp;q -I. 
i-1 1 
By Theorem 4.2, OL satisfies OL = y + CP, and for k > 0 
,&T - go & (“i’ “) y(-l)i+7;. 
Thus 
k=O 
and 
This result is well known; Takacs [23] attributes it to Aeppli [l] in 1923. 
To compute the coefficients off+ = r(S+) is somewhat harder. We can 
use Lagrange’s formula to derive formulas for the powers of each fir’, but 
this does not suffice to give the coefficients of [nyzyl (1 - t/3;‘)]-‘. Instead 
we use another approach. 
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The idea is that we know f. , f- , and f = f-fof+ , so we compute f+ as 
f/V-fJ. We have f-f0 = (a/y)(l - t-Ia)-I, so (f-fo)-l = a-ly - t-ly. 
Since c~-‘y = 1 - CY”-l, we obtain 
= 1 _ 2 " - ' (" - ') y(m-l)j 
j=l m.i - l J - ' 
Then sincef-l = 1 - t-ly - P--l, we have 
= 1 + (1 - t-'y - p-y 
F 
p-1 - f l ____ ("ljJY 1) y'm-l~'] . 
j-1 nlj - 1 
Using the expansion 
we get 
.f+ = 1 + i f y(rn-m-ktl 
mi- k - 1 
7,=-m i=l I( i- 1 ! 
Here we use the convention that (;) = 0 if n < 0 or-j < 0. 
We may restate our result as follows: 
5.5. THEOREM. The number of lattice paths with steps (1, 0) and (0, 1) 
from the origin to (i,,j), with every point below the line y = (m - 1)x, is 
( i+i-1 a 1 i - 1 ) c (mrr- l)(i ;<-rmr) . - r=l mr - 1 
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For work on this and related problems, and further references, see [ 11,261. 
For the case m = 3, we can express f+ in another form. We have 
f= * = &la+ l-(a”,y)l+(a,y)te’ 1 - t-ly - t2 
as can be verified directly, using the fact that 01~ - 01 + y = 0. Thus 
f+ = (1 - $ t - G 12)-l 
= f (T f)’ (a + t)j = j,i-, ($ t)j tnaj-m (JJ 
j=O Y 
m 
= C tky-ja3j-k 
j,k=O (I ki,j . 
Now by Lagrange’s formula, 
&= f ,_,A i”“,lt ‘) y2?~~+L for 1 > 0, 
SO 
fL = 1 + jz, P (k ii) in>;3-i 3(nT3;;)k k (3(m +;)- “) Y2(n2+i’-k 
In other words, the quantity evaluated in Theorem 5.5 has form = 3 the value 
m 3s-2ifj i+j 
c i I( 
s 
1 c 
Z 
.S=O 
i-tj i-s 2i-j-s 
m i +ji;. 3 (‘T.j)(f‘~;~) . 
r=0 
Our approach to the lattice path problem has been to demonstrate that 
Lemma 4.3 gives all the combinatorial information needed to derive an 
explicit formula for the solution. However, many of the formulas derived 
here have more direct combinatorial interpretations, which I hope to discuss 
elsewhere. 
6. THE DIAGONAL OF A RATIONAL SERIES 
The following theorem was first proved analytically by Furstenburg [12], 
using the calculus of residues. (See also Stanley [22, Theorem 5.31.) A related 
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theorem was proved similarly by Polya [18]. In our proof the use of residues 
is replaced by a partial fraction decomposition. 
A completely different proof, using formal power series in noncommuting 
variables, was found by Fliess [9]. 
6.1. THEOREM. Let f(x, y) = z:i”,+, aiix”yj be a rational power series in 
C[[x, y]]. Then D(y) = C& aiiy’ is algebraic. 
ProoX Let g = f (t, y/t) E U[t, Yltll, so that D( y) = (tO>g. Then g = P/Q 
where P and Q are polynomials in t and y. Then by the Newton-Puiseux 
theorem and partia1 fraction decomposition we have 
for some positive integers e, , where for some r, each tic is in C((y*ir)) and 
Sk(t) E C((ylI’))[t]. Rename the cl, as CX~ ,..., 01, , p1 ,..., B,, , where, as in the 
proof of Theorem 5.1, 01~ E ylW[[yl/‘]] and /3-l E C[[ y’/‘J]. Then 
for some positive integers ci and dj , with pi(t) and qj(t) in C((yl”))[t-I, t]. 
If we consider g as an element of @((t))(( y”‘)) then its constant term in t is 
well defined. Thus D(y) is equal to the constant term of the right side of (4). 
(Note that C(( ylr))[t-l, t] is contained in @((t))(( y”‘)).) Since the (~l~ and /3j 
are algebraic and each pi(t) and qj(t) is a polynomial in t and t-l with coeffi- 
cients in C(( ~‘1’)) which are algebraic, it follows that D(y) is a finite sum of 
terms of the form y~y.O and S/Ib with 01, p, y, and 6 algebraic. Thus D(y) is 
algebraic. 
As the simplest nontrivial example of Theorem 6.1, take 
f(x, y) = (I - x - y)-’ = igo (i ;jJ .yiyj, 
Theng=(l-t-y/t)-I= -t/(t2-t+y).Wehavet?-t+y=(t--)(t-p), 
where a: = [I - (1 - 4y)l12]/2 and p = [l + (1 - 4y)lf2]/2, and a partial 
fraction expansion of g is 
t g=&p--. 
[ 
t 
t-O! t-B 1 
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Note that 01 has constant term zero, but ,B does not. Then using /3 - cy. = 
(1 - 43~)l/~ and p-l = CI/JJ we have 
(1 4&l/2 [ 
1 
g z - 1 - t-b + 1 t/3-l 1 - tp 
= (1 - 4Y)F2 [ _I1-la 1 4 1 my&)] 
= (1 - 4y)-112 f t-~~cP + f P(fX/4’)” 
[ 
. 
Wl=O 11=1 1 
Thus (t”)g = (1 - 4y)-lj2. 
Note that we cannot write 
t Ia-1 -_----=- 
t-a I - ta-1 g (tff+P 
or 
t I 
t-8=--= 1 - t-y 
z. t-mPm> 
since these infinite sums do not exist in C((t))[[y]J (or in any of its extensions). 
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