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In this paper we show the Dirichlet and Neumann problems over exterior 
regions have unique solutions in certain weighted Sobolev spaces. Two applica- 
tions are given: (1) The Dirichlet problem for semi-linear operators, and (2) a 
Helmholtz decomposition for vector fields on exterior regions. 
0. INTRODUCTION 
Let A C Iw” be a bounded smooth domain. Also let W**s(A) be the usual 
Sobolev space of functions on A whose first s derivatives exist in Lp. For s > 1 
we have the space W~*~--llr(&l) consisting of restrictions of functions in IPs 
restricted to i?A (see Lions [9]). Let tr: W=*“(A) -+ Wp*s-l/P(i?A) carry f  to 
f  /aa . The topology on Wp~s-l~P makes tr continuous. The following is a well- 
known theorem: 
THEOREM. Let p > 1, s > 2 then the map d x tr: W’*“(A) -+ Ii7p*s-‘(A4) X 
EW--l/g is an isomorphism. 
Now let B = R* - A. It is certainly a natural question whether the above 
theorem holds when rZ is replaced by B. As the following example shows the 
theorem fails for all p. 
EXAMPLE. Let B = (x E IR” / ) x j > l}. Consider the problem 
Of= 1x1” a < 0, a # --n, -2 
.f  IaL3 = 0. 
If  f  is a solution to this problem and f  E Lp then we have by standard elliptic 
theory f~ Wp.” for all s. It follows from the Sobolev inequality that f(x) - 0 
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as .X -+ co. Under these conditions finding f  is a simple calculation. In fact 
f(x) = ((cd + 2)(a + n))-‘(I x p-2 - 1 x y-2). 
Now for p > 1. Let 01 = -(n + 1)/p then it is easily seen Af~Lfl and 
f $LP. 
The difference in the unbounded case is that the Wp#” spaces do not take 
into account the growth at infinity of the solutions. In this paper we show that 
if we replace the standard Sobolev spaces with spaces appropriately weighted 
at infinity we can recover the above isomorphism theorem. More generally, 
we consider elliptic operators with variable coefficients which approach 
homogeneous operators at infinity. In Section 2 the Neumann problem is 
discussed. 
The importance of these isomorphism theorems lies in their applicability to 
studying non-linear partial differential operators whose linearization is elliptic. 
See for examples Cantor [3], Fischer and Marsden [7], Smarr and Pork [12]. 
Two applications will be given in Section 3. 
Throughout, we will use the standard multi-index notation. If  B C [w” is 
open then for 0 < k < co C”(B) is the space of functions on [w” with finite 
C’-’ norm restricted to B. C,%(B) are those functions in r?(B) with compact 
support in B. The Lp norms, 1 ID , are taken with respect to Lebesgue measure. 
The norm on ?Y*ns is denoted by ) i D,s . All large constants are denoted C. 
The author would like to thank J. Cannon, R. Showalter, B. Palka, and F. 
Weissler, all of The University of Texas, Austin, for useful conversations on 
various aspects of this paper. 
1. THE DIRICHLET PROBLEM 
Throughout let B C [w’” be an open (unbounded) region with smooth compact 
boundary. Also we assume n > 2. 
DEFINITION 1.1. Let U(X) = (1 + 1 .X 12)ljs. Then for 1 < p < co, s E N 
and 6 E [w set 
whenever the norm exists. 
For any of the allowed p, s, and 6 1 ID,s,b is a norm on Corn(B) and thus 
we may define the following Banach spaces: 
DEFINITION 2.1. For p, s, and 6 as in Definition 1.1 set itIf,, to be the 
completion of C,“(B) with respect to 1 jg,g,g. 
In this section the following theorem will be proved. 
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THEOREM 1.3. Let A, = xlolz2 &Da be a homogeneous elliptic operator 
with constant coeficients. Let A(x) = &Q a,(x) Da be an elliptic operator with 
a cl E Cs-2+e for /3 > 0 and 
(1) ForO< IyI <s-2 
liE,stp 1 Dy(aru - &)UY j < E [ a 1 = 2 
li;,zp 1 D~(a,Jcry+2-~n~ ( < E 1 a: 1 < 2 
(2) a,(x) < 0 for all x E lP. 
Then if n > 2, p > n/(n - 2), s 3 2, 0 < 6 < -2 + n(l - l/p) and E >0 
is su$iciently small we have 
is an isomorphism. 
Before proceeding with the proof of the theorem we make some remarks. 
Remark 1. In most applications having E = 0 is sufficient. (See for example 
Choquet-Bruhat and Marsden [6].) 
Remark 2. By considering the problem 
Of = 0 
flat3 = 1 
where B = {x: I x / > I} one can check the bound on p and the upper bound 
on 8 is sharp. * 
Remark 3. If  n = 3 we must take p > 3 and so the standard Hilbert space 
techniques are not appropriate. 
We now proceed with the proof of the theorem. 
LEMMA 1. The theorem holds with B = IP. 
This is proven in Cantor [5]. 
Step 1 (Uniqueness). A x tr is injective. 
Let Au =0 and UEM$. By assumption the coefficients of A belong 
to class 0’. It follows from standard elliptic theory (see Bers, John, and Schechter 
[2, p. 136-1391) that the second derivative D2u E Ce n LP. Hence Dzu@) + 0 
as IxI-+co. It follows that VUEP~LP and so Vu(x)--+0 as lxI+co. 
Thus u E Cl n Lp and so u(x) - 0 and / x I 4 co. (Note, it is not sufficient 
to note that u E Co n LP for u(x) - 0.) Let u E Mf,, and (A x tr)(u) = (0,O). 
* See note added in proof. 
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Then u E C* and we may apply the usual maximum principle for elliptic 
operators (see Protter and Weinberger [lo]). It follows that u may have no 
nonnegative maximum or nonpositive minimum in the interior of B. However 
since u laB = 0 and U(X) -+ 0 as 1 x 1 - CO we find if there is an x,, such that 
j(x,,) > 0 then j has a nonnegative maximum. Similarly, if there were an x,, 
such that j(.xJ < 0 then j would have a nonnegative minimum. Thus j = 0 
everywhere. 
We now consider the operator z!, . Without loss of generality we may assume 
iq=c. 
Step 2. Let iG& = (j E M$: trj = O}. Let g E C,“(B). Then for all 
p, s, and 6 satisfying the conditions of the theorem there is a unique Jo @‘,a 
such that .&j = g. 
Proof. Let /j IE = 1 jlanln-a + 1 Vj Ia and the completion of Corn(B) with 
respect to 1 /r be E. Note that E is a reflexive Banach space. Let @: E + R 
be given by 
By ellipticity of -4, there are constants C, , C, such that 
Also, recall a standard Sobolev estimate tells us there is a constant C such 
that If I anln-a < C ( Vj I4 (see Lions [9]). Combining this with Holder’s 
inequality we have 
Thus 
and so there is an ME R such that D(j) > M for all j E E. 
It is straightforward to check that @ is Cx, and in fact 
We now show @ assumes its minimum in E. Let {ji> C E be a minimizing 
sequence. We may assume {@(ji)) is monotonic. Now if i > 1 we have 
@(f 1) 3 @(f i) 2 M. 
106 MURRAY CANTOR 
Thus 
and so the set (1 ‘Jfi 1s) is bounded from above. From the same Sobolev inequality 
mentioned above the set {Ifi 12fi1n-2} is bounded from above. Hence {f(} is 
bounded in E. 
It follows that [fi) has a subsequence taken to be (fi} that converges weakly 
to JE E. It is easy to check that 
and so @ is convex. It follows @ is weakly lower semi-continuous and hence 
@ takes its minimum at j. (See, for example, Showalter [ll].) sow for all 
h E E we have 
= - (-s,f+ gp. J 
Thus f  is at least a distribution solution. It follows from standard elliptic theory 
that j is P and in fact a classical solution to the equation A,] = g. 
We now show JE i@, . To do this let R be sufficiently large so that the 
set {x: 1 x 1 < R} contains [WV” - B. Let v: Iw” -+ [w be a CE map such that 
p(x) = 1 if 1 x 1 >, 2R 
944 = 0 if I x j < R. 
Also consider d, to be an elliptic operator on [w”. 
We may treat v f  as a map on IFP. It is easy to check that -4Jp5f) E Corn. 
Also applying the same regularity theorems that were used in Step 1 we find 
that 913~Lp n Ca. Thus &x) -+ 0 as I x / - co. Now if f is any solution 
to A,(f) = A,(qj) then f E CJc. Following the argument of Step 1 if we also 
assume f(x) - 0 as 1 .X 1 - a3 then f  must equal ~3. On the other hand it 
’ follows from Lemma 1 there is an fi E MJ,6 for all s such that &(f 1) = A,(&. 
Clearly fi vanishes at infinity. Thus ~3 = fi E Mf,, . 
We need to show (1 - -p)f E WPss. Let S = B - {x: 1 x 1 < 2R). (1 - y)J 
has support in S and A,((1 - CJI)~,,) is Ccc with support in S. It follows from 
standard elliptic theory (Agmon, Doughs, Nirenberg [I]) that (1 - ~)JE 
iV+2). Thus f~ nir:,, . 
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To see JE ii?i$ note Jo C”(B) n E. It follows from standard arguments that 
j lae = 0 (see Showalter [Ill), and hence Jo ii!!,“,,, . 
Step 3. There is a constant C such that for alIfE M,46 , 
Proof. Suppose no such inequality exists. Then there is a sequence of 
functions (f j> C af,6 such that / fi /9.s,s = 1 and 1 Afi lp,s-2,6+P --+ 0. Let v  
be the function defined in Step 2. Also since the coefficients of A are C’& in l? 
we may extend A to A’, an elliptic operator on Rn which satisfies the conditions 
of the theorem. It follows from Lemma 1 and the closed graph theorem that 
there is a constant C such that 
and -4’(cpf) = Avf. Thus 
I Vfi 19,s.a < Ccl d’fi ID,s-z.6+2  I A’(vfi) - v-4’(f i)lwu+d 
Now qA’fi = vAfi and so I vA’fi 19,s--2,6+2 + 0. On the other hand, the set 
{A’(vfi) - v,A’fJ consists of functions with support in the same compact 
set T. Also this sequence is bounded in W ns8-l(T) (the second order terms 
cancel) and so by passing to a subsequence we have that {A’(vfJ - vA’fi} 
is Cauchy in WP*8-2(T) and so is Cauchy in ME.as+* . Thus since the norm 
of vfi in Ill:,,(B) is bounded by the norm in M&&P) we have vfi is Cauchy 
in M&(B). 
The sequence {( 1 - v) fi} consists of functions with support in some compact 
set S. Also the sequence is clearly bounded in Wps*(S) and so by passing to a 
subsequence may be assumed to be Cauchy in LP. We now apply the standard 
elliptic estimate (Ladyzhenshaya and Ural’tseva [8]) to obtain 
I(1 - v)fi ID.8 G C(l A(1 - F)fi Ip,s-2 + I(1 - V)fi 1,). 
The proof that (A((1 - p’) fi)} is Cauchy is the same as the argument we 
used for (A(pfi)}. Thus ((1 - F) fi} is Cauchy in Wpms(S) and hence is also 
Cauchy in M& . 
Thus we have that fi --f j in a:, (note J?& is closed in M$). However 
we must have then that Aj = 0. j las = 0 and I j Ip,S,6 = 1. This contradicts 
the uniqueness result in Step 1. This completes the proof of Step 3. 
Step 4. A: A?:,* + M,P_,,,+2 is an isomorphism. 
Proof. We use the “method of continuity” as summarized in the following 
lemma. (See for example, Cantor [4].) 
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LEMMA. Suppose A, and A, are continuous linear maps between B and B’. 
Suppose further that 
(1) A,, is an isomorphism. 
(2) There is a continuous curve c from [0, l] into the space of bounded 
operators from B to B’ such that c(0) = A,, , c(l) = A, , and for each t E [0, 11, 
c(t) is un injection with closed range. 
Then A, is an isomorphism. 
Let c(t) = (1 - t) A, + tA. This is clearly a continuous curve in the space 
of bounded transformations between flf,,6 and Mf’2,6+2 . Also note for t E [0, 11, 
c(t) is an elliptic operator over B satisfying the hypotheses of the theorem. 
In particular the estimate in Step 3 applies to each c(t). Also it follows each 
c(t) is an injection. 
To see each c(t) has closed range let {f J b e a sequence in the range of c(t) 
with fi +J in MsP_2,6+2 . Thus fi = c(t) ui for ui E i@$ . Now we have from 
Step 3 that I ui L6 G C Ifi le,s--2,6+2 and so it follows that ui + u in I@‘6 . 
By continuity of c(t) we conclude that c(t)ti = f  and so J belongs to the range 
of c(t). 
It remains to show that c(0) = A, is an onto map. However we already 
know its range is closed and from Step 2 we know its range is dense. 
Step 5. Completion of the proof. 
We already know that A x tr is an injection and so it remains to show there 
exists a solution f  E MZ, to the problem: 
Af = g E ML.,,, 
f  jas = 8~ Wp.“-l’p(aB). 
By definition of WP,~-~/P, g may be extended to 2 E Wp.*(B). In fact by 
multiplying 2 by the function 1 - p defined in Step 2 we may assume g” has 
compact support and so 2 E M$ . From Step 4 there is an JG ii?!& such that 
A(f) = g - A( g”). Letting f  = f  + j we see A( f  ) = A(f) + A(B) = g. 
Now tr( J) = 0 and so tr( f  ) = tr( g) = g. Q.E.D. 
2. THE NEUMANN PROBLEM 
We show in this section that a result analogous to Theorem 1.3 holds for the 
Neumann problem : 
Af = g 
af -= 
au 
g Y is the outward conormal for the operator A to the 
boundary of B. 
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We continue to use the notation of the previous sections. Also much of the 
proof of the following theorem is similar to that of Theorem 1.3 and so will be 
given in less detail. 
THEOREM 2.1. Let the region B, the operator A, p, s, and S be as in Theorem 1.3. 
Then A X a/&: M;,, + Mg,,,,, x Wp~8-1-1~P(ZB) is an isomorphism. 
Proof. Again we break up the proof into several steps. 
Step 1 (Uniqueness). Let Af = 0 and af/ih = 0 with f E ICI& . As in 
Step 1 of Theorem 1.3 we may conclude f E C*+fl and that f(x) + 0 as 1 x ] + CO. 
If f # 0 we may assume without loss of generality that f is positive somewhere 
(the proof with f negative somewhere is similar). Since f vanishes at infinity 
and is regular at the boundary we find f must have a nonnegative maximum 
in B. It follows from the usual maximum principle that this maximum must 
be at some x,, E aB. However, it follows from Theorem 8 on page 67 of Protter 
and Weinberger [lo] that af/flav > 0 at x0 . 
Step 2. Let g E C,“(B) and g E Cm(aB). There is a unique f E M& such that 
A,f =g, ilflav =& 
Proof. Let F be the completion of Com(B, W) with respect to /If IIF = 
lf12n~n-2+IVf12.LetU={f:aB - R 1 there is anjEF such thatflaB = f}. 
Note that 2n/(n - 2) > 2 and so if f  E F then f  is of class IV’J in a neighborhood 
of aB. It follows from standard results on the trace operator (see Lions [9]) 
that UC wJl*(aB) and in particular if f  E F then tr f  E L*(aB). 
We consider the form @: F + II3 given by 
As in the proof of Theorem 1.3 we need show @ is bounded from below 
and takes on its minimum. In that proof we have already shown 
1 n - 
z SC i3 i&l 
a~~~~+Sgf.g~CIVfIPp-CIVf18. 
We also have 
16 (trf)gds 1 < C (LB I trf l*)l’* d C I Vf 12. 
This follows from continuity of the trace from W*J, and the Poincare inequality 
in a neighborhood of aB bounded in one direction. 
Thus we obtain 
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and so @ is bounded from below. The proof that @ is weakly lower semi- 
continuous is similar to that in Theorem 1.3. Thus @ takes a minimum at fs . 
Hence 
Now 
YfoM = 0 for all t E F. 
In particular since D@(f,)(e) = 0 for 5 E C,,=(B) we have thatf, is a distribu- 
tional solution to AJ, = g. It follows f, is a classical solution and the first 
integral in the above equality vanishes. Thus we have 
for all tr t E U. It follows immediately that afl& = g. This completes the proof 
of Step 2. 
Step 3. There is a constant C such that for all f~ Mf,, 
Ifl P.S.6 G c I Af L--2+82 + g p s--l--1,p ,,). ( I I. 
Proof. Suppose no such inequality exists. Then there is a sequence {f i} C M& 
such that lfi Ip.g,b = 1 and I Afi /9.s--2.~+2 - 0 and I af# Lw~ - 0. 
Let v  be a Cm function which vanishes in a neighborhood of the boundary 
of B and v(x) = 1 for 1 x 1 sufficiently large. Following the proof of Theorem 1.3 
we find I vfi L6 is Cauchy. Now the sequence {( 1 - p’) fi} consists of functions 
with support in the same compact set S. This sequence is bounded in IV8(S) 
and so by passing to a subsequence we may assume ((1 - 9’) fi} converges 
in Lp(S). Also a/&((1 - v) fJ = 8fJLb. 
We may apply Theorem 15.2 of Agmon, Douglis, and Nirenberg [l] to 
conclude there is a constant Y such that 
I(1 - V)fi lzu.6 1 < C (I A((1 - ~))fiL--$ + 1% ID 9--1-1,3, + I(1 - v)fi ID). 
As in the proof of Theorem 1.3 we can show (A((1 - v) fi)} is Cauchy 
in WP.~-~. The sequence {8fi/2v} is C auchy by assumption. Hence the sequence 
{(1 - v) fj} is Cauchy in Wp*s(S) and hence is also Cauchy in M& . Hence 
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fi --f j in M$ . However, 1 j ID,s,8 = 1, Aj = 0 and af/flav = 0. This contradicts 
Step 1. Hence the inequality must exist, and the proof of Step 3 is complete. 
Step 4. A x alaY: M:,g - M:-z,8+2 x IV~*S-l-ll”(aB) is an isomorphism. 
This proceeds exactly as the proof of Step 4 of Theorem 1.3. Q.E.D. 
3. APPLICATIONS 
In order to demonstrate the utility of the previous theorems we give two 
applications. 
A. Semi-Linear Elliptic Operators 
THEOREM 3.1. Lets > 2, p > n/(n - 2), 0 < 6 < -2 + n(1 - l/p) and A 
an elliptic operator satisfying the hypotheses of Theorem 1.3 over an exterior 
region B. Let g E Wp+lf”(aB) satisfy a < g(x) < b for all x E aB. Let P: 
B x [a, b] + R satisfy: 
(1) P(x, u) is increasing in u. 
(2) W, a) < 0, P(x, b) b 0. 
(3) There is a function h(x) E M%,,,+,(B) n C”(B) with 01 > 0 such that 
(i) u ~--t P(x, u) - h(x)u is decreasing for a < u(x) < b and 
(ii) if u E MSp-2,8+2 then Xu E M,P_,,,+2 . 
Then there is a unique solution f  E M s”,s to the following Dirichlet problem: 
-Wf = P(x, f  1) 
Furthermore a < f  < b. 
Proof. We may apply the maximum principle to A. First uniqueness is 
shown. Suppose fi , fi E Mr,B satisfies (D) and let j = fi - fi . If there is an 
x0 E B such that j(x,,) # 0 we may assume without loss of generality that 
J(x,,) > 0. Sincej (sB = 0 and] -+ 0 as .X + co, f must have a positive maximum 
X. However (A(~)f)(f) = P(x,f((a)) - P(X,f,(X)) > 0 which implies by the 
maximum principle that f is not a local maximum. Hence fi = fi . 
To show existence consider the operator T: M8qs - Mf,g given by 
(A - A) T(u) = P(x, u) - Au 
T(u) Ia = P. 
505/34/I-8 
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Since /\ > 0, the existence of the operator T is guaranteed by Theorem 1.3. 
We claim T is monotone. Let jr < fa , then 
(A - WV,) - WA) = %f,) - W,fJ - Wl - h) > 0 
and T(f,)(r) - T(f,)(x) = 0 for .X E 2B. It follows from the maximum 
principle that T(f,) < T(f2). 
Consider two sequences of functions {z+} and {vi} where ua = a, r+, = b 
and uifl = T(zQ), E-i+l = T(v<). Since by assumption P(x, u) - ha E h4p,,,+, 
we find ut E M,“,,G . Now (A - h)(u, - u) = (A - A) ul + Au = P(x, a) < 0. 
Also ur larr > a and so by the maximum principle a < ur(x) for all s E B. 
The proof z)r(~) < b is similar. Since T is monotonic we have ur < z‘r and 
in fact a < u1 < u2 < ... < ZJ, < z+ < b. Since the sequence is monotone 
and bounded in M:,6 the convergence of {ui} to a function f  E M& is straight- 
forward to prove (see Cantor [3], Theorem 4.1). Also since T(f) ==f it is 
immediate thatJ is a solution of D. Q.E.D. 
Two examples of equations which satisfy the hypotheses of the above theorem 
are the scalar constraint equation of general relativity and the specification of 
scalar curvature with asymptotically flat metrics (see Cantor [3]). 
B. Helmholtz Decomposition of Vector Fields 
Here we show that if s > 2, p > n/n - 2 and 0 < 6 < -2 + PZ( 1 - l/p) 
then the Ml,+, vector fields on B may be decomposed into the direct sum 
of gradient fields and divergence free fields which are parallel to 3B. In a forth- 
coming paper it will be shown how to use this result to establish the existence 
of short-time solutions to the perfect fluid equations on exterior regions (see 
also Cantor [5]). 
DEFINITION 3.2. Let 9’& = {V = grad(p): p E M,D,,,,-J and f$ = 
{I-E MT.6(B; R”): div I7 = 0 and V . n = 0). 
THEOREM 3.3. Fors 3 I,p > n/(n - 2), 0 < 6 < -2 + n(l - l/p) wehave 
W’,,+,(B, W = %‘,,s+l 0 A’,s+l . 
Proof. We apply this simple Banach space lemma. 
LEMMA. Let S, T, U be Bunach spaces and f: S - T, g: T -+ U be con- 
tinuous linear transformations. If  g 0 f: S -+ U is an isomorphism we have T = 
f(S) 0 Kerk). 
We apply this lemma where S = Mf+,,,(B, R), T = MzaA1(B, R”) and 
u = Mfe19, + 2(B, W) x TVP~~-~!~(~B). We have grad: S + T and let g: 
T - U be given by g(V) = (div IT, I’ . n). Now g 0 grad == d x P/&Z which 
by Theorem 2.1 is an isomorphism. Q.E.D. 
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Vote added ilz proof. Using a result announced in the preprint, “The Behavior of 
the Laplacian on Weighted Sobolev Spaces,” by Robert McOwen one can throughout 
this paper weaken the hypotheses on p and 6 to the following: p > 1 and -n/p < S < 
-2 + n(l - l/p). Note if p < n/(n - 2) then 6 < 0. When n = 3 and p = 2, usual 
Hilbert Space techniques still fail because of the required choice of 6. 
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