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Abstract
In this paper, we study consensus seeking of quantum networks under directed interactions defined
by a set of permutation operators among a network of qubits. The state evolution of the quantum
network is described by a continuous-time master equation, for which we establish an unconditional
convergence result indicating that the network state always converges with the limit determined by
the generating subgroup of the permutations making use of the Perron-Frobenius theory. We also give
a tight graphical criterion regarding when such limit admits a reduced-state consensus. Further, we
provide a clear description to the missing symmetry in the reduced-state consensus from a graphical
point of view, where the information-flow hierarchy in quantum permutation operators is characterized
by different layers of information-induced graphs. Finally, we investigate quantum synchronization in
the presence of network Hamiltonian, study quantum consensus conditions under switching interactions,
and present a few numerical examples illustrating the obtained results.
Keywords: quantum networks, consensus, synchronization, master equations
1 Introduction
1.1 Background and related works
Consensus and synchronization of node states in a network of coupled dynamics have been extensively
studied in the past decades [3, 4, 5]. The basic idea is that [6] nodes in a network with suitable connectivity
can reach a common state or trajectory where all nodes’ initial values are encoded with distributed
node interactions, and the strong involvement of graph-theoretic approaches has reshaped the study of
networked control systems [7]. Excellent results have been derived towards the understandings of how
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bidirectional or directed, fixed or switching, deterministic or random, node interactions influence the
consensus value and the speed of consensus, e.g., [8, 9, 10, 11].
Scientific interest on consensus and synchronization subject to the laws of quantum mechanics has also
been noticed. Recent work [12] introduced the measures of synchronization in quantum systems of coupled
Harmonic oscillators. Sepulchre et al. [13] generalized consensus algorithms to non-commutative spaces
and presented convergence results for quantum stochastic maps to a fully mixed state. Mazzarella et al.
[14] made a systematic study of consensus-seeking in quantum networks, where four classes of consensus
quantum states based on invariance and symmetry properties were introduced and a quantum gossip
algorithm [15] was proposed for reaching a symmetric consensus state over a quantum network. The class
of quantum gossip algorithms was extended to symmetrization problems in a group-theoretic framework
in [16].
Developments in continuous-time quantum consensus seeking were made in [17, 18, 19] for Markovian
quantum dynamics governed by master equations [20]. In [17], using a group-theoretic analysis, the authors
proposed a consensus master equation involving permutation operators and showed that a symmetric
state consensus can be achieved under such evolutions. In [19], a graphical method was systematically
introduced for building the connection between the quantum consensus dynamics and its classical analogue
by splitting the evolution of the entries in the network density operator. The idea of breaking down large
density operators of multiple qubits can in fact be traced back to [21] using Stokes tensors. A type
of quantum synchronization was also shown in the sense that the network trajectory tends to an orbit
determined by the network Hamiltonian and the symmetrization of the initial state, which implies that all
quantum nodes asymptotically reach the same orbit [19]. For research on quantum network control and
information processing we refer to [22, 23, 24]; for a survey for quantum control theory we refer to [25].
1.2 Our contributions
In this paper, we aim to present a thorough investigation of consensus of qubit (i.e., quantum bit) networks
with directed qubit interactions. The evolution of the quantum network state is given by a Lindblad master
equation where the Lindblad operators are in a set of qubit permutations [17]. We define a directed
quantum interaction graph associated with each of the permutation operators. Our first contribution
is the establishment of an unconditional convergence result indicating that the network state always
converges, and the convergence limit is determined by the generating subgroup of the permutations. This
result is proved via the Perron-Frobenius theory for non-negative matrices, and our analysis also allows
for characterization of the convergence speed. Moreover, we establish a tight graphical criterion regarding
when such limit admits a consensus in the qubits’ reduced states.
Next, we study the missing symmetry in the reduced-state consensus state, compared to the symmetric
consensus state studied in [14, 17]. The tool is based on extension of the graph-theoretic methods used in
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[19] to the directed case, and the information-flow hierarchy in quantum permutation operators is precisely
captured by different layers of information-induced graphs. Such a characterization has proven able to
establish a clear bridge between quantum and classical consensus dynamics, based on which the full details
in the quantum state evolution can be visualized (cf., [19]).
Finally, we study synchronization of quantum networks with presence of network Hamiltonian as well
as quantum consensus seeking subject to switching interactions in lights of the previously obtained results.
Particularly, we show that the quantum consensus dynamics with switching interactions are by nature
equivalent to a parallel cut-balanced classical consensus processes [34], and then a necessary and sufficient
condition is obtained for the convergence of the dynamics under switching interactions.
1.3 Paper organization
The remainder of this paper is organized as follows. Section 2 presents some preliminaries including
relevant concepts in linear algebra, graph theory and quantum systems. Section 3 introduces the n-qubits
network model, its state evolution and the problem of interest. Section 4 establishes the convergence
condition for the considered quantum network. Section 5 turns to a graph-theoretic description of the
information hierarchy in the qubit permutations, based on which we obtain a full interpretation of the
missing symmetry between reduced-state consensus and symmetric-state consensus. Section 6 further
discusses switching qubit interactions and quantum synchronization as well as presents a few numerical
examples. Finally, Section 7 concludes the paper with a few remarks.
2 Preliminaries
In this section, we introduce some concepts and theories in linear algebra [28], graph theory [30], and
quantum systems [26].
2.1 Directed graphs
A (simple) directed graph G = (V,E), or in short, a digraph, consists of a finite set V = {1, . . . , N} of
nodes and an arc set E, where an element e = (i, j) ∈ E denotes an arc from node i ∈ V to j ∈ V with
i 6= j. A directed path between two vertices v1 and vk in G is a sequence of distinct nodes v1v2 . . . vk
such that for any m = 1, . . . , k− 1, there is an arc from vm to vm+1; v1v2 . . . vk is called a semi-path if for
any m = 1, . . . , k − 1, either (vm, vm+1) ∈ E or (vm+1, vm) ∈ E. We call graph G to be fully connected if
(i, j) ∈ E for all i 6= j ∈ V; strongly connected if, for every pair of distinct nodes in V, there is a path from
one to the other; quasi-strongly connected if there exists a node v ∈ V such that there is a path from v to
all other nodes; weakly connected if there is a semi-path between any two distinct nodes. The in-degree
of v ∈ V, denoted deg−(v), is the number of nodes from which there is an arc entering v. The out-degree
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deg+(v) can be correspondingly defined. The directed graph G is called balanced if deg+(v) = deg−(v) for
any v ∈ V.
A subgraph of G associated with V∗ ⊆ V, denoted G|V∗ , is the graph (V∗,E∗) with (i, j) ∈ E∗ if and
only if (i, j) ∈ E for i, j ∈ V∗. A weakly connected component (or, simply component) of G is a weakly
connected subgraph associated with some V∗ ⊆ V, with no arc between V∗ and V \ V∗. The following
lemma characterizes the connectivity of balanced digraphs. We provide a simple proof in Appendix A.1.
Lemma 1 A balanced digraph G = (V,E) is weakly connected if and only if it is strongly connected.
The Laplacian of G, denoted L(G), is defined as
L(G) = D(G)−A(G),
where A(G) is the N × N matrix given by [A(G)]kj = 1 if (j, k) ∈ E and [A(G)]kj = 0 otherwise, and
D(G) = diag(d1, . . . , dN ) with dk =
∑N
j=1,j 6=k[A(G)]kj . By definition it is self-evident that zero is always
an eigenvalue of L(G) for any directed graph G.
For any two digraphs sharing the same node set G1 = (V,E1) and G2 = (V,E2), we define their union
as G1 ∪G2 = (V,E1 ∪ E2).
2.2 Linear algebra
Given a matrix M ∈ Cm×n, the vectorization of M , denoted by vec(M), is the mn × 1 column vector
([M ]11, . . . , [M ]m1, [M ]12, . . . , [M ]m2, . . . , [M ]1n, . . . , [M ]mn)
T. We have vec(ABC) = (CT⊗A)vec(B) for
all matrices A,B,C with ABC well defined, where ⊗ stands for the Kronecker product. We always use
I` to denote the `× ` identity matrix, and 1` for the all one vector in R`.
The following lemma is known as the Gersˇgorin disc Theorem.
Lemma 2 (pp. 344, [28]) Let A ∈ Cm×m. Then all eigenvalues of A are located in the union of m discs
m⋃
i=1
{
z ∈ C : ∣∣z − [A]ii∣∣ ≤ m∑
j=1,j 6=i
∣∣[A]ij∣∣}.
A matrix A ∈ Rm×m is called a nonnegative matrix if all its elements are nonnegative real numbers.
We call A a stochastic matrix if A1m = 1m, i.e., all the row sums of A are equal to one. We call A to be
doubly stochastic if both A and AT are stochastic. A matrix A is called to be irreducible if A cannot be
conjugated into block upper triangular form by a permutation matrix P , i.e.,
PAP−1 =
 E F
0 G
 , (1)
where E and G are square matrices of sizes greater than zero.
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For any nonnegative matrix A ∈ RN×N , we can define its induced graph GA = (V,EA) by that
V = {1, . . . , N} and (i, j) ∈ EA if and only if i 6= j and [A]ji > 0. A nonnegative matrix A is irreducible if
and only if GA is strongly connected. The following lemma is the famous Perron-Frobenius Theorem [29]
for irreducible nonnegative matrices.
Lemma 3 Let A be an irreducible nonnegative matrix. Then its spectral radius λ(A) > 0 is a simple
eigenvalue of A which corresponds to a positive eigenvector.
2.3 Quantum Mechanics
2.3.1 Quantum system and master equation
The state space associated with any isolated quantum system is a Hilbert space which is a complex vector
space with inner product [26]. The state of a quantum system is a unit vector in the system’s state space.
For any Hilbert space H∗, it is convenient to use |·〉, known as the Dirac notion, to denote a unit (column)
vector in H∗. The complex conjugate of |ξ〉 is denoted as 〈ξ|. The state space of a composite quantum
system is the tensor product, denoted ⊗, of the state space of each component system. For a quantum
system, its state can also be described by a density operator ρ, which is Hermitian, positive in the sense
that all its eigenvalues are non-negative, and tr(ρ) = 1. For any |p〉, |q〉 ∈ H∗, we use the notion |p〉〈q| to
denote the operator over H∗ defined by(|p〉〈q|)|η〉 = 〈|q〉, |η〉〉|p〉, ∀|η〉 ∈ H∗,
where
〈
·, ·
〉
represents the inner product on the Hilbert space H∗. In standard quantum mechanical
notation the inner product
〈
|p〉, |q〉
〉
is denoted as
〈
p
∣∣q〉.
The evolution of the state |ξ〉 of a closed quantum system is described by the Schro¨dinger equation.
Equivalently these dynamics can be also written in forms of the evolution of the density operator ρ,
called the von Neumann equation. When a quantum system interacts with the environment, a Markovian
approximation can be applied under the assumption of a short environmental correlation time permitting
the neglect of memory effects [20]. Markovian master equations have been widely used to model quantum
systems with external inputs in quantum control, especially for Markovian quantum feedback [35]. The
so-called Lindblad master equation is described as [27]
d
dt
ρ(t) = − ı
~
[H, ρ(t)] +
K∑
k=1
γkD[Lk]ρ(t), (2)
where H is a Hermitian operator on the underlying Hilbert space known as the system Hamiltonian,
ı2 = −1, ~ is the reduced Planck constant, the non-negative coefficient γk’s specify the relevant relaxation
rates, and
D[Lk]ρ = LkρL
†
k −
1
2
L†kLkρ−
1
2
ρL†kLk.
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Here the Lk’s are the Lindblad operators representing the coupling of the system to the environment.
2.3.2 Partial trace
Let HA and HB be the state spaces of two quantum systems A and B, respectively. Their composite
system is described as a density operator ρAB. Let LA, LB, and LAB be the spaces of (linear) operators
over HA, HB, and HA ⊗HB, respectively. Then the partial trace over system B, denoted by TrHB , is an
operator mapping from LAB to LA defined by
TrHB
(
|pA〉〈qA| ⊗ |pB〉〈qB|
)
= |pA〉〈qA|Tr
(
|pB〉〈qB|
)
, ∀|pA〉, |qA〉 ∈ HA, |pB〉, |qB〉 ∈ HB.
The reduced density operator (state) for system A, when the composite system is in the state ρAB, is
defined as ρA = TrHB (ρ
AB). The physical interpretation of ρA is that ρA holds the full information of
system A in ρAB. For a detailed description we hereby refer to [26].
3 Problem Definition
In this section, we present the quantum network model and define the problem of interest.
3.1 Qubit network and permutation operators
In quantum mechanical systems, a two-dimensional Hilbert space forms the most basic quantum system,
called a qubit system. Let H be a qubit space with a basis denoted by |0〉 and |1〉. In this paper, we
consider a quantum network with n qubits indexed in the set V = {1, . . . , n} and the state space of this
n-qubit quantum network is denoted as the Hilbert space H⊗n = H ⊗ · · · ⊗ H. The density operator of
this n-qubit network is denoted as ρ.
Interactions among the qubits are introduced by permutations. An n’th permutation is a bijection over
V, denoted by pi. Denote the set of all n’th permutations as P. There are n! elements in P. We can define
the product of two permutations pi1, pi2 ∈ P as their composition, denoted pi1pi2 ∈ P, in that
pi1pi2 : pi1pi2(i) = pi1
(
pi2(i)
)
, i ∈ V.
In this way the set P equipped with this product operation defines a group known as the permutation
group. Now associated with any pi ∈ P, we define the corresponding operator Upi over H⊗n, by
Upi
(
q1 ⊗ · · · ⊗ qn
)
= qpi(1) ⊗ · · · ⊗ qpi(n), qi ∈ H, i = 1, . . . , n.
In this way, the operator Upi permutes the states of the qubits. Particularly, a permutation pi is called a
swapping between j and k, if pi(j) = k, pi(k) = j, and pi(s) = s, s ∈ V \ {j, k}. It is straightforward to
verify that Upi is unitary, i.e., UpiU
†
pi = U
†
piUpi = I.
The following definition provides a graphical interpretation to Upi.
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Figure 1: The quantum interaction graph Gpi over a three-qubit network for a given pi with pi(1) = 2, pi(2) =
3, pi(3) = 1.
Definition 1 The quantum interaction graph associated with Upi, denoted Gpi = (V,Epi), is the directed
graph over V with Epi :=
{(
i, pi(i)
)
: i 6= pi(i), i ∈ V}.
The quantum interaction graph Gpi indicates the information flow along the permutation operator Upi
(see Figure 1 for an illustration).
3.2 State evolution
Let P∗ ⊆ P be a subset of the permutation group. In this paper, we are interested in the state evolution
of the quantum network described by the following master equation
dρ
dt
=
∑
pi∈P∗
(
UpiρU
†
pi − ρ
)
. (3)
Remark 1 The system (3) was proposed in [17] from a group theoretic perspective as well as in [19] when
the permutation operators are restricted as swapping operators. If we choose a positive number wpi > 0 as
the weight of the permutation pi ∈ P∗, the system (18) becomes
dρ
dt
=
∑
pi∈P∗
wpi
(
UpiρU
†
pi − ρ
)
. (4)
Extension of the results established for (18) in the current paper to the weighted dynamics (4), (even for
the case with wpi being time-dependent), is straightforward.
3.3 Objectives
Let Hi denote the two-dimensional Hilbert space corresponding to qubit i, i ∈ V. We denote by
ρk(t) := Tr⊗j 6=kHj
(
ρ(t)
)
the reduced state of qubit k at time t for each k = 1, . . . , n, where ⊗j 6=kHj stands for the remaining n− 1
qubits’ space ⊗j 6=kHj and Tr⊗j 6=kHj is the partial trace. Note that ρk(t) contains all the information that
qubit k holds in the composite state ρ(t). Let CP∗ be the subgroup generated by P∗. We introduce the
following definition on the consensus notions of the quantum network (cf., [14, 19]).
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Definition 2 (i) The system (3) achieves global reduced-state average consensus if
lim
t→∞ ρ
j(t) =
1
n
n∑
m=1
ρm(0) (5)
for all j ∈ V and initial states ρ0 = ρ(0).
(ii) The system (3) achieves global P∗-average consensus if
lim
t→∞ ρ(t) =
1∣∣CP∗∣∣
∑
pi∈CP∗
Upiρ0U
†
pi, (6)
for any initial state ρ0 = ρ(0).
We term ρ
P∗ :=
∑
pi∈CP∗ UpiρU
†
pi/
∣∣CP∗∣∣ as the P∗-average of a given density operator ρ ∈ LH⊗n . The
P∗-average is the arithmetic mean of the images of the permutation operators Upi over ρ for pi in the
generated subgroup CP∗ . When CP∗ = P, the P∗-average of ρ becomes ρP =
∑
pi∈P UpiρU
†
pi/n!, which
corresponds to the quantum symmetric-state consensus introduced in [14]. As has been shown in [14], for
any ρ, its P-average ρ
P
is symmetric in the sense that it is invariant under any permutation operation,
which immediately implies that the reduced states at each qubit are identical in ρ
P
.
4 Unconditional Convergence from Perron-Frobenius Theory
In this section, we make use of the Perron-Frobenius theory to prove an unconditional convergence result
for the system (3). The convergence speed is also explicitly characterized.
Recall that ρ
P∗ be the P∗-average of ρ ∈ LH⊗n . Denote ρk = Tr⊗j 6=kHj (ρ). First of all, the following
theorem provides a tight criterion regarding when a P∗-average generates identical reduced states.
Theorem 1 (i) There holds ρi
P∗ = ρ
j
P∗ , i, j ∈ V for all ρ ∈ LH⊗n if and only if GP∗ :=
⋃
pi∈P∗ Gpi is
strongly connected.
(ii) If GP∗ is strongly connected, then ρ
k
P∗ = ρ
k
P
= 1n
∑n
m=1 ρ
m for all k ∈ V.
Next, the following theorem characterizes the convergence conditions for the system (3).
Theorem 2 The system (3) achieves global P∗-average consensus.
Note that Theorem 2 indicates that for the system (3), the network’s density operator converges to the
P∗-average of the initial density operator ρ0. This convergence holds true for any choice of P∗. From the
proof of Theorem 2 we can even show that the convergence is exponential, with the exact convergence
rate given by
min
λi 6=0
Re
(
λi(L∗)
)
,
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where L∗ :=
∑
pi∈P∗
(
I2n⊗I2n−Upi⊗Upi
)
with Upi being the matrix representation of Upi and ⊗ representing
the Kronecker product, and λi(L∗) standing for an eigenvalue.
Remark 2 Theorems 1 and 2 improve the previous results established in [14, 17] in the following aspects:
(i) It was shown in [14] that P-average consensus implies reduced-state consensus, while Theorem 1
further clarifies that P∗-average consensus can also imply reduced-state consensus with a necessary
and sufficient condition given by GP∗ being strongly connected.
(ii) It was proved in [17] that symmetric-state consensus is achieved if and only if P∗ is a generating
subset of the permutation group, while Theorem 2 shows that the convergence statement is indeed
unconditional with respect to the choice of P∗.
4.1 Proof of Theorem 1
The proof relies on some technical lemmas, whose proofs have been put in Appendix A.2, A.3, A.4,
respectively.
Lemma 4 For any pi ∈ P, Gpi is a union of some disjoint directed cycles.
Lemma 5 For any pi ∈ P and Ai ∈ LH, we have Upi
(
A1 ⊗ · · · ⊗An
)
U †pi = Api(1) ⊗ · · · ⊗Api(n).
Lemma 6 The digraph
⋃
pi∈P∗ Gpi is strongly connected if and only if
⋃
pi∈CP∗ Gpi is fully connected.
Proof of (i). (Sufficiency.) Take ρ ∈ LH⊗n . We denote by ΘH :=
{
θ1, . . . , θ4
}
a basis of LH and write
ρ =
∑
i1,...,in
Ci1...in
(
θi1 ⊗ · · · ⊗ θin
)
,
where Ci1...in ∈ C and θis ∈ ΘH, s = 1, . . . , n. We now have
ρk
P∗ = Tr⊗j 6=kHj
[
1∣∣CP∗∣∣
∑
pi∈CP∗
Upi
( ∑
i1,...,in
Ci1...in
(
θi1 ⊗ · · · ⊗ θin
))
U †pi
]
a)
= Tr⊗j 6=kHj
[
1∣∣CP∗∣∣
∑
pi∈CP∗
∑
i1,...,in
Ci1...in
(
θipi(1) ⊗ · · · ⊗ θipi(n)
)]
b)
=
1∣∣CP∗∣∣
∑
pi∈CP∗
∑
i1,...,in
Ci1...in
[
θipi(k)
∏
j 6=k
Tr(θipi(j))
]
, (7)
where a) holds from Lemma 5 and b) follows from the definition of partial trace.
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Take m 6= k ∈ V. Since by assumption ⋃pi∈P∗ Gpi is strongly connected, ⋃pi∈CP∗ Gpi is fully connected
according to Lemma 6. As a result, there exists pi∗ ∈ CP∗ such that pi∗(m) = k. We thus conclude
ρm
P∗ =
1∣∣CP∗∣∣
∑
pi∈CP∗
∑
i1,...,in
Ci1...in
[
θipi(m)
∏
j 6=m
Tr(θipi(j))
]
c)
=
1∣∣CP∗∣∣
∑
pipi∗∈CP∗
∑
i1,...,in
Ci1...in
[
θipipi∗(m)
∏
j 6=m
Tr(θipipi∗(j))
]
d)
=
1∣∣CP∗∣∣
∑
pipi∗∈CP∗
∑
i1,...,in
Ci1...in
[
θipi(k)
∏
j 6=pi∗(m)
Tr(θipi(j))
]
e)
=
1∣∣CP∗∣∣
∑
pi∈CP∗
∑
i1,...,in
Ci1...in
[
θipi(k)
∏
j 6=k
Tr(θipi(j))
]
= ρk
P∗ , (8)
where c) follows from the fact that {pi : pipi∗ ∈ CP∗} = CP∗ for any pi∗ ∈ CP∗ since CP∗ is by itself a group;
d) is from the selection of pi∗ which satisfies pi∗(m) = k; e) holds again from {pi : pipi∗ ∈ CP∗} = CP∗ . This
proves the sufficiency part of the theorem.
Proof of (i). (Necessity.) If GP∗ :=
⋃
pi∈P∗ Gpi is not strongly connected, then GP∗ is also not weakly
connected by Lemmas 1 and 4. This means that V can be divided into two disjoint subsets V1 and V2
such that ρP∗ never mixes the information of ρ
k’s in V1 and V2. We can easily construct examples of ρ0
based on this understanding under which ρi
P∗ 6= ρjP∗ for i ∈ V1 and j ∈ V2. This concludes the proof of
Theorem 1. 
Proof of (ii). By (7) we have
ρk
P∗=
1∣∣CP∗∣∣
∑
pi∈CP∗
∑
i1,...,in
Ci1...in
[
θipi(k)
∏
j 6=k
Tr(θipi(j))
]
=
∑
i1,...,in
Ci1...in
[
1∣∣CP∗∣∣
∑
pi∈CP∗
θipi(k)
∏
j 6=k
Tr(θipi(j))
]
. (9)
Furthermore, from Lemma 6
⋃
pi∈CP∗ Gpi is fully connected when
⋃
pi∈P∗ Gpi is strongly connected. As a
result, introducing
Ik(m) :=
{
pi ∈ CP∗ : pi(k) = m
}
,
we have
∣∣Ik(l)∣∣ = ∣∣Ik(m)∣∣ for all m, l ∈ V. Consequently, we conclude that
1∣∣CP∗∣∣
∑
pi∈CP∗
θipi(k)
∏
j 6=k
Tr(θipi(j)) =
1
n
n∑
s=1
θis
∏
j 6=s
Tr(θij ), (10)
which does not depend on the choice of P∗.
Finally, plugging in (9) with (10) we obtain
ρk
P∗ =
1
n
n∑
s=1
∑
i1,...,in
Ci1...in
[
θis
∏
j 6=s
Tr(θij )
]
=
1
n
n∑
m=1
ρm
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for all k ∈ V. The proof of Theorem 1 is complete. 
4.2 Proof of Theorem 2
We need a few preliminary lemmas. The following lemma characterizes the fixed points of the so-called
complete positive map. Similar conclusion was drawn in [36] and was later adapted to the following
statement in [37] (Lemma 5.2).
Lemma 7 Let H be a Hilbert space and denote by LH the space of linear operators over H. Define
T : LH 7→ LH by
T (X) =
K∑
j=1
M †jXMj , X ∈ LH
where Mj ∈ LH for all j,
∑K
j=1M
†
jMj =
∑K
j=1MjM
†
j = I. Then, for any given X0 ∈ LH,
∑K
j=1M
†
jX0Mj =
X0 if and only if X0Mj = MjX0, j = 1, . . . ,K.
Define KP∗ : LH⊗n 7→ LH⊗n by KP∗(ρ) =
∑
pi∈P∗
(
UpiρU
†
pi − ρ
)
. The following two lemmas hold.
Lemma 8 Null(KP∗) :=
{
ρ : KP∗(ρ) = 0
}
=
{
ρ : ρ =
∑
pi∈CP∗ UpiρU
†
pi/
∣∣CP∗∣∣}.
Proof. From Lemma 7 we know Upiρ0 = ρ0Upi, pi ∈ P∗ if KP∗(ρ0) = 0. Obviously Upiρ0 = ρ0Upi, pi ∈ P∗
implies Upiρ0 = ρ0Upi, pi ∈ CP∗ , which in turn leads to ρ0 ∈
{
ρ =
∑
pi∈CP∗ UpiρU
†
pi/
∣∣CP∗∣∣}.
On the other hand, if ρ0 =
∑
pi∈CP∗ Upiρ0U
†
pi/
∣∣CP∗∣∣, then Upiρ0U †pi = ρ0, pi ∈ P∗. This leads to that
ρ0 ∈
{
ρ : KP∗(ρ) = 0
}
. The proof is now complete. 
Lemma 9 The zero eigenvalue of KP∗’s algebraic multiplicity is equal to its geometric multiplicity.
Proof. We make use of the Perron-Frobenius theorem to prove the desired conclusion. Let Upi denote the
matrix representation of Upi under the following basis of H⊗n:
B :=
{
|p1 · · · pn〉 : |pi〉 ∈ {|0〉, |1〉}
}
.
From the definition of Upi it is clear that the following claim holds.
Claim (i). Upi is a doubly stochastic matrix for any pi ∈ P.
We further consider the standard computational basis of LH⊗n :
B :=
{
|p1 · · · pn〉〈q1 · · · qn| : |pi〉, |qi〉 ∈ {|0〉, |1〉}
}
We make another claim.
Claim (ii). Upi
(|p1 · · · pn〉〈q1 · · · qn|)U †pi = ∣∣ppi(1) · · · ppi(n)〉〈qpi(1) · · · qpi(n)∣∣.
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This claim can be easily proved by verifying the images of the above two operators are the same for
all |ξ〉 ∈ B. As a result, there is an order of the elements in B under which the matrix representation of
KP∗(·) is
K∗ :=
∑
pi∈P∗
(
Upi ⊗Upi − I2n ⊗ I2n
)
,
where ⊗ stands for the Kronecker product. Making use of Claim (i) we know that(
1T2n ⊗ 1T2n
)
Upi ⊗Upi =
(
1T2nUpi
)
⊗
(
1T2nUpi
)
= 1T4n
and
Upi ⊗Upi
(
12n ⊗ 12n
)
=
(
Upi12n
)
⊗
(
Upi12n
)
= 14n ,
i.e., each Upi ⊗Upi is a doubly stochastic matrix.
We now focus on the matrix H∗ :=
∑
pi∈P∗ Upi ⊗Upi and its induced graph GH∗ . Since every Upi ⊗Upi is
doubly stochastic, GH∗ is a balanced digraph. This further implies that every weakly connected component
of GH∗ is balanced, and thus strongly connected by Lemma 1. In other words, there exists a permutation
matrix P∗ ∈ R4n×4n such that
P∗H∗P−1∗ = diag
(
P1, . . . ,Pc0
)
,
where each Pi is the adjacency matrix of each weakly connected component and c0 stands for the number
of those weakly connected components of GH∗ . Consequently, each Pi is irreducible.
Finally, applying the Gersˇgorin disc Theorem, i.e., Lemma 2, we conclude that λ(Pi) ≤ |P∗|. We also
know |P∗| is an eigenvalue of Pi due to the stochasticity of each Upi⊗Upi. Imposing the Perron-Frobenius
theorem, i.e., Lemma 3, we further conclude that |P∗| is a simple eigenvalue of every Pi. This immediately
yields that the zero eigenvalue of K∗’s algebraic multiplicity is equal to its geometric multiplicity since
K∗ = H∗ − |P∗| · I4n . The proof is complete. 
We are now in a position to prove Theorem 2. Lemma 9 ensures that the zero eigenvalue of K∗’s
algebraic multiplicity is equal to its geometric multiplicity. Lemma 2 ensures that all non-zero eigenvalues
of K∗ have negative real parts. These two facts imply that, for the system (3), ρ(t) converges to a limit,
and the limit is a fixed point, say ρ∗, in the null space of KP∗ . From Lemma 8 we know that
ρ∗ =
∑
pi∈CP∗
Upiρ∗U †pi/
∣∣CP∗∣∣. (11)
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From Lemma 7 we also see that
d
dt
∑
pi∈CP∗
Upiρ(t)U
†
pi/
∣∣CP∗∣∣
=
∑
pi∈CP∗
Upi
∑
pi∈P∗
(
Upiρ(t)U
†
pi − ρ
)
U †pi/
∣∣CP∗∣∣
=
∑
pi∈CP∗
Upiρ(t)U
†
pi/
∣∣CP∗∣∣− ∑
pi∈CP∗
Upiρ(t)U
†
pi/
∣∣CP∗∣∣
≡ 0, (12)
where we have used the fact that CP∗ is a subgroup so that piCP∗ = CP∗ for any pi ∈ CP∗ . Therefore,
combining (11) and (12) we know that
ρ∗ =
∑
pi∈CP∗
Upiρ∗U †pi/
∣∣CP∗∣∣ = ∑
pi∈CP∗
Upiρ0U
†
pi/
∣∣CP∗∣∣. (13)
We have now completed the proof of Theorem 2.
5 The Missing Symmetry: A Graphical Look
In this section, we take a further look at the incomplete symmetry in the P∗-average, as reflected by
the zero-pattern of the difference between P∗-average and P-average. We do this by investigating the
dynamics of every element of the density operator along the master equation, from a graphical point
of view. We show that this graphical approach not only provides a full characterization of the missing
symmetry, but also naturally leads to a much deeper understanding of the original quantum dynamics.
5.1 The information-flow hierarchy
The quantum interaction graph Gpi = (V,Epi) provides a characterization of the information flow among
the qubit network under Upi. The “resolution” of this characterization is however considerably low since
merely the directions of the information flow are indicated in Gpi. In order to provide some more accurate
characterizations of the information flow under Upi, we introduce the following definition by identifying
the elements in the basis of H⊗n and LH⊗n as classical nodes.
Definition 3 Let pi ∈ P and denote V = {|p1 · · · pn〉 : pi ∈ {0, 1}} and V = {|p1 · · · pn〉〈q1 · · · qn| :
pi, qi ∈ {0, 1}
}
. Associated with the permutation pi, we define
(i) the state-space graph Gpi = (V,Epi) so that Epi consists of all non-self-loop arcs in{(|p1 · · · pn〉, |ppi(1) · · · ppi(n)〉) : pi ∈ {0, 1}};
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Figure 2: The interaction graph Gpi, the state-space graph Gpi, and the operator-space graph Gpi. Various
properties of these graphs can be verified from Theorems 3 and 4, e.g., |Epi| = 6, and |Epi| = 24 × |Epi| −
|Epi|2 = 60.
(ii) the operator-space graph Gpi = (V ,Epi) so that Epi consists of all non-self-loop arcs in{(
|p1 · · · pn〉〈q1 · · · qn|, |ppi(1) · · · ppi(n)〉〈qpi(1) · · · qpi(n)|
)
: pi, qi ∈ {0, 1}
}
.
From their definitions we see that both Gpi and Gpi are simple digraphs, and in fact they are always
balanced from the nature of permutation indicated in Lemma 4. Note that V and V are basis of H⊗n
and LH⊗n , respectively. Clearly Gpi and Gpi provide not only the directions of the information flow, but
also the information itself in the flow of Upi. For the permutation pi(1) = 2, pi(2) = 3, pi(3) = 1 over a
three-qubit network, its interaction graph Gpi, state-space graph Gpi, and operator-space graph Gpi, are
respectively illustrated in Figure 2.
Let GP :=
⋃
pi∈PGpi. For the state-space graph, we have the following result.
Theorem 3 (i) Suppose Gpi is a directed cycle. Then Gpi has 2
n − 2 arcs for all n ∈ N+. Moreover, if
n ∈ N+ is odd, then Gpi has exactly 2 + (2n − 2)/n strongly connected components, among which two are
singletons and the remaining (2n − 2)/n are directed cycles with size n.
(ii) GP has n+ 1 strongly connected components with their sizes ranging from
(
n
0
)
to
(
n
n
)
, and each of
its strongly connected components is fully connected. Consequently there are
En :=
n−1∑
k=1
(
n
k
)[(
n
k
)
− 1
]
arcs in GP.
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Remark 3 From Lemma 4, Gpi is a union of disjoint directed cycles for any pi. This means that The-
orem 3.(i) for pi whose interaction graph Gpi is a directed cycle, can be easily generalized to arbitrary
permutations.
For the operator-space graph, the following result holds. Denote GP∗ :=
⋃
pi∈P∗ Gpi and recall that
KP∗ : LH⊗n 7→ LH⊗n with KP∗(ρ) =
∑
pi∈P∗
(
UpiρU
†
pi − ρ
)
, and CP∗ is the generated subgroup by P∗.
Theorem 4 (i)
∣∣Epi∣∣ = 2n+1∣∣Epi∣∣− ∣∣Epi∣∣2.
(ii) Suppose Gpi is a directed cycle and n ∈ N+ is odd. Then Gpi has exactly 4 + (22n − 4)/n strongly
connected components, among which four are singletons and the rest (22n − 4)/n are directed cycles with
size n.
(iii) There are a total of dim
(
Null(KP∗)
)
strongly connected components in GP∗.
(iv) The components of GCP∗ and GP∗ give the same partition of V , i.e., they agree on the same subsets
of nodes.
Theorems 3 and 4 provide some detailed descriptions of the information hierarchy for the quantum
permutation operators, which can be quite useful in understanding the evolution of the quantum synchro-
nization master equation. They are established via combinatorial analysis approach applied to Epi and
Epi, whose detailed proofs are put in Appendix A.5 and A.6, respectively.
Remark 4 From Theorem 4 and the proof of Theorem 2, we immediately know that whenever n is odd,
the convergence rate under any permutation pi is equal to the rate of convergence to a classical consensus
over an n-node directed cycle. This rate can thus be explicitly given as
1− cos
(2pi
n
)
,
following the spectral analysis to graphs (cf., Section 1.4.3, [31]).
5.2 The zero pattern
We now investigate the zero-pattern of the difference between P∗-average and P-average. Let[
ρ
P∗ − ρP
]
|p1···pn〉〈q1···qn|
be the |p1 · · · pn〉〈q1 · · · qn|-entry of ρP∗ − ρP under the basis V . The following result holds.
Theorem 5 (i) There exists ρ ∈ LH⊗n for which
[
ρ
P∗ − ρP
]
|p1···pn〉〈q1···qn| 6= 0 if and only if the strongly
connected components in GP and GP∗ that contain |p1 · · · pn〉〈q1 · · · qn|, have different sizes.
(ii) Suppose GP∗ is strongly connected. Then
[
ρ
P∗ − ρP
]
|p1···pn〉〈q1···qn| = 0 for all ρ ∈ LH⊗n if one of
the following conditions holds:
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a) p1 = · · · = pn and q1 = · · · = qn;
b) p1 = · · · = pn, and
∑n
i=1 qi ∈ {1, n− 1};
c) |p1 · · · pn〉 = |q1 · · · qn〉, and
∑n
i=1 qi ∈ {1, n− 1};
d) |p1 · · · pn〉 = |q¯1 · · · q¯n〉, where q¯i = 1− qi, and
∑n
i=1 qi ∈ {1, n− 1}.
Proof. (i). The conclusion follows from the definition of GP∗ .
(ii). We only need to make sure that the strongly components in GP and GP∗ that contain |p1 · · · pn〉〈q1 · · · qn|
have the same size.
If p1 = · · · = pn and q1 = · · · = qn, then |p1 · · · pn〉〈q1 · · · qn| is an isolated node in GP. Thus a) always
ensures the above same-size condition, actually for arbitrary P∗.
Now we move to Condition b) and suppose p1 = · · · = pn with
∑n
i=1 qi = 1. Without loss of generality we
let q1 = 1. Since GP∗ is strongly connected, for any i∗ ∈ V, there exist pi1, . . . , pik such that pik . . . pi1(1) = i∗.
This implies that the component containing |p1 · · · pn〉〈q1 · · · qn| in GP∗ has n nodes. From the choice of
|p1 · · · pn〉〈q1 · · · qn| it is straightforward to see that the component containing |p1 · · · pn〉〈q1 · · · qn| in GP
also has n nodes. We can thus invoke (i) to conclude that
[
ρ
P∗ − ρP
]
|p1···pn〉〈q1···qn| = 0 for all ρ ∈ LH⊗n .
While the other case in Condition b) with
∑n
i=1 qi = n− 1 holds from a symmetric argument.
Conditions c) and d) ensure the same-size condition in (i), via a similar analysis as we use to investigate
Condition b). We thus omit their details. The proof is now complete. 
Theorem 5.(i) is a tight graphical characterization of the missing symmetry in the P∗-average. Theorem
5.(ii) further explicitly shows some symmetry kept in the P∗-average when only reduced-state consensus
is guaranteed (e.g., GP∗ is strongly connected, cf., Theorem 1).
6 Switching Interactions, Synchronization, and Examples
In this section, we make use of the previously established results to further investigate the state evolution
of the quantum network in the presence of switching interactions and network Hamiltonian, respectively.
We also provide a few numerical examples illustrating the results.
6.1 Switching permutations
We now study the quantum synchronization master equation (18) subject to switching of permutation
operators. To this end, we introduce P∗ as the set containing all the subsets of P∗, and a piecewise
constant switching signal µ(·) : R≥0 7→ P∗. We use Pµ(t) to denote the set of permutations selected at
time t. Consider the following dynamics
dρ
dt
=
∑
pi∈Pµ(t)
(
UpiρU
†
pi − ρ
)
. (14)
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which is evidently a time-varying version of (3).
For the ease of presentation we assume that there is a constant µD > 0 as a lower bound between
any two consecutive switching instants of µ(·). We introduce the following definition (cf., [32, 33, 34] for
related concepts in consensus dynamics over classical networks).
Definition 4 We call pi ∈ P∗ a persistent permutation under µ(·) if∫ ∞
t=0
1{pi∈Pµ(t)}dt =∞.
We further introduce P
p
∗ :
{
pi : pi is a persistent permutation
}
as the set of persistent permutations.
The following result holds, whose proof is based on the relationship between quantum and classical con-
sensus dynamics, and the results on classical consensus for the so-called “cut-balanced graphs” established
recently in [34].
Theorem 6 The system (14) ensures global P∗-average consensus in the sense that limt→∞ ρ(t) = ρ0P∗
for all t0 ≥ 0 and all ρ0 = ρ(t0) if and only if CPp∗ = CP∗.
Proof. The system (14) has the form:
d
dt
[
ρ(t)
]
|p1···pn〉〈q1···qn| =
∑
pi∈Pµ(t)
([
ρ(t)
]
|ppi−1(1)···ppi−1(n)〉〈qpi−1(1)···qpi−1(n)|
− [ρ(t)]|p1···pn〉〈q1···qn|) (15)
under the basis V . Note that (15) admits a classical consensus dynamics over the node set V with time-
varying node interaction structures, where at time t node |p1 · · · pn〉〈q1 · · · qn| ∈ V is influenced by its
in-neighbors in the set
N−|p1···pn〉〈q1···qn|
(
t
)
:=
{
|ppi−1(1) · · · ppi−1(n)〉〈qpi−1(1) · · · qpi−1(n)| : pi ∈ Pµ(t)
}
.
Similarly, the node |p1 · · · pn〉〈q1 · · · qn| ∈ V influences its out-neighbors in the set
N+|p1···pn〉〈q1···qn|
(
t
)
:=
{
|ppi(1) · · · ppi(n)〉〈qpi(1) · · · qpi(n)| : pi ∈ Pµ(t)
}
.
Note that for any pi ∈ P, we know that Gpi is balanced. This immediately leads to∣∣∣N+|p1···pn〉〈q1···qn|(t)∣∣∣ = ∣∣∣N−|p1···pn〉〈q1···qn|(t)∣∣∣.
As a result, this guarantees that (15) defines a cut-balanced classical consensus process in the sense that
deg+t
(
S
)
= deg−t
(
S
)
for any node set S ⊆ V and for any t ≥ 0, where by definition
deg+t
(
S
)
:=
∣∣∣{z ∈ V \S : ∃v ∈ S and pi ∈ Pµ(t) s.t. (v, z) ∈ Epi}∣∣∣ (16)
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and
deg−t
(
S
)
:=
∣∣∣{z ∈ V \S : ∃v ∈ S and pi ∈ Pµ(t) s.t. (z, v) ∈ Epi}∣∣∣. (17)
Finally, by Theorem 4.(iii)-(iv), there are dim
(
Null(KP∗)
)
strongly connected components in GCP∗ , and
thus the nodes in those different components can never interact under the dynamics (15). Further we
notice that convergence to a P∗-average is equivalent to componentwise convergence to a classical average
consensus over the strongly connected components (cf., [19]). Thus, the desired result holds directly from
Theorem 1 in [34], and this concludes the proof. 
6.2 Quantum synchronization
Let H be the (time-invariant) Hamiltonian of the n-qubit quantum network. We consider the following
master equation (cf., [19])
dρ
dt
= − ı
~
[H, ρ] +
∑
pi∈P∗
(
UpiρU
†
pi − ρ
)
. (18)
Let H0 be a Hermitian operator over H. Denote the direct sum H⊕n0 =
∑n
i=1 I
⊗(i−1) ⊗H0 ⊗ I⊗(n−i).
For the cases with H = H⊕n0 and H = H
⊗n
0 , the results regarding the synchronization condition for the
system (18) are as follows, respectively.
Theorem 7 Suppose H = H⊕n0 . Then if and only if GP∗ is strongly connected, the system (18) achieves
global reduced-state synchronization in the sense that
lim
t→∞
∥∥∥∥ρk(t)− e−ıH0t/~[Tr⊗n−1j=1Hj( 1∣∣CP∗∣∣
∑
pi∈CP∗
Upiρ0U
†
pi
)]
eıH0t/~
∥∥∥∥ = 0
for all k ∈ V.
Theorem 8 Suppose H = H⊗n0 . Then if and in general only if GP∗ is strongly connected, the system
(18) achieves global reduced-state synchronization in this case that
lim
t→∞
∥∥∥∥ρ(t)− e−ıHt/~( 1∣∣CP∗∣∣
∑
pi∈CP∗
Upiρ0U
†
pi
)
eıHt/~
∥∥∥∥ = 0. (19)
Here by saying “in general only if” in Theorem 8, we mean that we can always construct examples of
H0 and qubit networks, under which strong connectivity of GP∗ becomes essentially necessary for reduced-
state synchronization. The proofs of the Theorems 7 and 8 are similar with the proof of Theorem 6 in
[19], and are therefore omitted.
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Figure 3: The evolution of the reduced states of the three qubits for initial value ρ0 = |10+〉〈10 + | with
H = σz ⊕ σz ⊕ σz (left), and H = σz ⊗ σz ⊗ σz (right), respectively.
6.3 Examples
Consider three qubits indexed in the set V = {1, 2, 3}. We take P∗ = {pi∗} with pi∗(1) = 2, pi∗(2) =
3, pi∗(3) = 1 as shown in Figure 1. The corresponding Gpi∗ is a directed cycle which is obviously strongly
connected. The initial network state is chosen to be
ρ0 = |10+〉〈10 + |
with |+〉 = 1√
2
(|0〉+ |1〉). The network Hamiltonian is chosen to be H = σz⊕σz⊕σz or H = σz⊗σz⊗σz,
where
σz =
1 0
0 −1
 (20)
is one of the Pauli matrices.
6.3.1 Synchronization in reduced states
We plot the evolution of the reduced states of the three qubits for the system (18) on one Bloch sphere
with initial value ρ0 = |10+〉〈10 + | for H = σz ⊕ σz ⊕ σz and H = σz ⊗ σz ⊗ σz, respectively, in Figure 3.
The qubits’ orbits asymptotically tend to the same trajectory for both of the two cases. However due to
the internal interactions raised by the tensor products in the network Hamiltonian, the evolution of the
qubits’ states gives different orbits for the two choices of H.
The trace distance between two density operator ρ1, ρ2 over the same Hilbert space, is defined as
D(ρ1, ρ2) =
1
2
Tr
√(
ρ1 − ρ2
)†(
ρ1 − ρ2
)
.
We plot the trace distance function
D(ρ1(t), ρ2(t)) +D(ρ1(t), ρ3(t)) +D(ρ2(t), ρ3(t))
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Figure 4: The trace distance functionD(ρ1(t), ρ2(t))+D(ρ1(t), ρ3(t))+D(ρ2(t), ρ3(t)) withH = σz⊕σz⊕σz
(left), and H = σz ⊗ σz ⊗ σz (right), respectively.
Figure 5: The evolution of the reduced states of the three qubits for a different initial value with H =
σz ⊕ σz ⊕ σz (left), and H = σz ⊗ σz ⊗ σz (right), respectively. Clearly when H = σz ⊗ σz ⊗ σz, drastic
change appears for the shape of the limiting orbit compared to Figure 3.
for the system (18) with initial value ρ0 = |10+〉〈10 + |, again for H = σz⊕σz⊕σz, and H = σz⊗σz⊗σz,
respectively, in Figure 4. Clearly they all converge to zero with an exponential rate and they show exactly
the same convergence speed since the speed only depends on P∗, as discussed in the previous subsection.
On the other hand, from Theorem 7 we know that when H = σz ⊕ σz ⊕ σz, the limiting orbit of each
qubit’s reduced state is always parallel to the x − y plane of the bloch sphere, no matter how the initial
density operator is selected. In fact, we also know from Theorem 7 that in this case the z-axis position of
the limiting orbit is determined uniquely by the P∗-average of the initial network state. However, when
H = σz ⊗ σz ⊗ σz, there are internal interactions among the qubits, and as a result, the shape of the
limiting orbit under H = σz ⊗ σz ⊗ σz is no longer predictable with respect to the choice of initial density
operators. We illustrate this point in Figure 5.
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Figure 6: The zero-pattern of the average difference ρ
P∗ − ρP . Potential nonzero entries are shadowed.
6.3.2 Partial symmetrization
We now investigate the difference between the P∗-average and the P-average
ρ
P∗ − ρP =
1∣∣CP∗∣∣
∑
pi∈CP∗
UpiρU
†
pi −
1
n!
∑
pi∈P
UpiρU
†
pi.
Under the standard computational basis of LH⊗3{
|p1p2p3〉〈q1q2q3| : |pi〉, |qi〉 ∈ {|0〉, |1〉}
}
we plot the zero-pattern for the entries of ρ
P∗ − ρP with the given P∗ = {pi∗} in Figure 6. The zero-
pattern of ρ
P∗ − ρP is obtained as follows: we randomly select ρ, and shadow every entry that can be
nonzero among the selections. From Figure 6 we clearly see the missing symmetry in ρ
P∗ indicated by the
zero-pattern, which by itself shows certain symmetry. The figure is consistent with the result in Theorem
5.
7 Conclusions
This paper presented a systematic study of the consensus seeking of quantum networks under directed
interactions defined by a set of permutation operators over the network whose state evolution is described
by a continuous-time master equation. We established an unconditional convergence result indicating that
the quantum network state always converges with the limit determined by the generating subgroup of the
permutations making use of the Perron-Frobenius theory. A tight graphical criterion regarding when such
limit admit a reduced-state consensus was also obtained. Further, we provided a full characterization to the
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missing symmetry in the reduced-state consensus from a graphical point of view, where the information-
flow hierarchy in quantum permutation operators is characterized by different layers of information-induced
graphs. Finally, we investigated quantum synchronization conditions, characterized quantum consensus
under switching interactions applying the recent work of Hendrickx and Tsitsiklis. Numerical examples
were also given illustrating the obtained results. Interesting future work includes potential decoherence in
the quantum synchronization under general network Hamiltonian as well as more design of local quantum
interactions that generate richer or more useful limiting states.
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Appendix
A.1 Proof of Lemma 1
If a digraph G = (V,E) is balanced, then apparently it must hold that deg+(S) = deg−(S) for any node
set S ⊆ V, where by definition
deg+(S) :=
∣∣∣{z ∈ V \ S : ∃v ∈ S s.t. (v, z) ∈ E}∣∣∣ (21)
and
deg−(S) :=
∣∣∣{z ∈ V \ S : ∃v ∈ S s.t. (z, v) ∈ E}∣∣∣. (22)
Only the necessity statement needs to be verified. Suppose G = (V,E) is not strongly connected.
Then there exists a partition of V into two nonempty and disjoint subsets of nodes V1 and V2 such that
V1 ∪ V2 = V, for which there is no arc leaving from V1 pointing to V2. On the other hand the graph is
weakly connected, so there exists at least one arc from V2 to V1. Taking S = V1 in the above argument
we reach a contradiction. This concludes the proof.
A.2 Proof of Lemma 4
Take pi ∈ P and i ∈ V. Since pi is a bijection over V there must exist an integer K ≥ 1 such that
piK(i) = i. Without loss of generality we can assume such K has been taken as the smallest integer
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satisfying piK(i) = i and K ≥ 2. Note that it is impossible that pik1(i) = pik2(i) for some 0 ≤ k1 < k2 ≤ K
since otherwise pik2−k1(i) = i, which contradicts the choice of K. This means that
i, pi(i), · · · , piK(i) = i
admits a directed cycle in Gpi. Examining every i ∈ V using the above argument concludes the lemma
immediately.
A.3 Proof of Lemma 5
From the definition of Upi we know that U
†
pi = U−1pi = Upi−1 , where pi−1 is the inverse of pi in the permutation
group P.
The following equalities hold:〈
p1 · · · pn
∣∣∣Upi(A1 ⊗ · · · ⊗An)U †pi∣∣∣q1 · · · qn〉
=
〈
ppi−1(1) · · · ppi−1(n)
∣∣∣(A1 ⊗ · · · ⊗An)∣∣∣qpi−1(1) · · · qpi−1(n)〉
=
n∑
i=1
〈
ppi−1(i)
∣∣Ai∣∣qpi−i(1)〉
=
n∑
pi(i)=1
〈
pi
∣∣Api(i)∣∣qi〉
=
n∑
i=1
〈
pi
∣∣Api(i)∣∣qi〉
=
〈
p1 · · · pn
∣∣∣Api(1) ⊗ · · · ⊗Api(n)∣∣∣q1 · · · qn〉 (23)
for all |pi〉, |qi〉 ∈ H, i ∈ V. This concludes the proof.
A.4 Proof of Lemma 6
Apparently only the sufficiency statement needs to be proved. From Lemma 4 we know that for any
pi ∈ P, there is an integer K ≥ 1 such that piK = I. This means that pi−1 = piK−1.
From the definition of Gpi,
⋃
pi∈CP∗ Gpi being fully connected is equivalent to that for any two nodes
i 6= j ∈ V, there exists a permutation pi∗ ∈ CP∗ such that
pi∗(i) = j. (24)
Note that the above argument yields that any pi∗ ∈ CP∗ can be written as pi∗ = pik · · ·pi1 with pis ∈ P∗, 1 ≤
s ≤ k. In other words, (24) leads to
pik . . . pi1(i) = j, pis ∈ P∗, 1 ≤ s ≤ k. (25)
We immediately conclude from (25) that
⋃
pi∈P∗ Gpi is strongly connected.
23
A.5 Proof of Theorem 3
Recall that for a positive integer n, two integers a and b are said to be congruent modulo n, denoted a = b
(mod n), if n divides their difference a− b.
(i). Since Gpi is a directed cycle, without loss of generality we assume that pi(i) = i+ 1 mod n. Suppose
|p1 · · · pn〉 = |ppi(1) · · · ppi(n)〉.
Then we obtain p1 = p2 = · · · = pn from the definition of pi. This implies that
(|p1 · · · pn〉, |ppi(1) · · · ppi(n)〉)
defines an arc in Epi as long as p1 = p2 = · · · = pn does not hold. We immediately conclude that∣∣Epi∣∣ = 2n − 2.
Now we investigate the property of the strongly connected components of Gpi. Note that as Gpi is
apparently balanced, each of its weakly connected components is strongly connected by Lemma 1. The
following lemma holds.
Lemma 10 Suppose n ≥ 3 is an odd integer and Gpi associated with pi ∈ P is a directed cycle. Then Gpik
is also a directed cycle for all k 6= 0 (mod n).
Proof. Again without loss of generality we assume that pi(i) = i+ 1 mod n.
We first prove the conclusion for k = 2. By Lemma 4 we only need to show that Gpi2 is strongly
connected. Take i∗ 6= j∗ ∈ V. The following modular equation (with respect to x)
i∗ + 2x = j∗ (mod n) (26)
always has a solution since n ≥ 3 is an odd integer. Let x0 ∈ N be a solution of (26). Then
(
pi2
)x0(i∗) = j∗,
which yields a path from i∗ to j∗ in Gpi2 with length x0. This proves that Gpi2 is strongly connected, which
must be a directed cycle.
Now let 0 ≤ k ≤ n− 1. Since pin = I, for any k 6= 0 (mod n) we can find a positive integer γ satisfying
pik =
(
piγ
)2
. As a result, the overall conclusion follows from a straightforward induction argument. This
completes the proof. 
Lemma 11 Suppose Gpi is a directed cycle and let n be an odd integer. Take |p1 · · · pn〉 with pi ∈ {0, 1}
for all i and assume that at least two pi’s take distinct values. Then the elements in{
|ppik(1) · · · ppik(n)〉, k = 0, 1, . . . , n− 1
}
are pairwise distinct.
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Proof. Suppose there are 0 ≤ k∗ < l∗ ≤ n − 1 such that |ppik∗ (1) · · · ppik∗ (n)〉 = |ppil∗ (1) · · · ppil∗ (n)〉. This
immediately gives |p1 · · · pn〉 = |pp˜i(1) · · · pp˜i(n)〉, where p˜i := pil∗−k∗ .
Note that p˜i must be a permutation whose interaction graph Gp˜i is a directed cycle from Lemma 10.
Consequently, for any i 6= j ∈ V, there is a path from i to j in Gp˜i. In other words, there exists an positive
integer z0 such that j = p˜i
z0(i). This implies pi = pj observing the equality |p1 · · · pn〉 = |pp˜i(1) · · · pp˜i(n)〉.
Since i and j are chosen arbitrarily, we conclude p1 = p2 = · · · = pn, which contradicts our standing
assumption. We have now proved the lemma. 
From Lemma 11 and noticing pin = I, we immediately conclude that for any |p1 · · · pn〉 with at least
two pi’s taking distinct values, {
|ppik(1) · · · ppik(n)〉, k = 0, 1, . . . , n− 1
}
defines the set of nodes to which there is a path from |p1 · · · pn〉 in Gpi. Consequently, the component
where |p1 · · · pn〉 locates contains exactly n =
∣∣∣{|ppik(1) · · · ppik(n)〉, k = 0, 1, . . . , n−1}∣∣∣ nodes and n directed
arcs. Invoking the fact that there are a total of 2n − 2 arcs in Gpi, such components with a size n count
(2n − 2)/n. The total number of components are certainly (2n − 2)/n + 2 (two singleton components
corresponds to p1 = · · · = pn = 0 and p1 = · · · = pn = 1, respectively). The fact that each non-singleton
component is a directed cycle simply follows from that pin = I.
(ii) Suppose |p1 · · · pn〉, |q1 · · · qn〉 ∈ V satisfy
∑n
i=1 pi =
∑n
i=1 qi = k with 0 ≤ k ≤ n. Then obviously
we can find a pi ∈ P such that |q1 · · · qn〉 = |ppi(1) · · · ppi(n)〉. This immediately leads to that the subset of
nodes {
|p1 · · · pn〉,
n∑
i=1
pi = k
}
induces a fully connected component of GP. The rest of the conclusions follows from direct computations.
The proof of Theorem 3 is now complete.
A.6 Proof of Theorem 4
(i). Let Upi be the matrix representation of the operator Upi under the basis V of H⊗n. From the definition
of Upi and Gpi we see that Upi is exactly the adjacency matrix of Gpi. Define Jpi : LH⊗n 7→ LH⊗n by that
Jpi(ρ) = UpiρU †pi, ρ ∈ LH⊗n .
From the correspondence of tensor product and Kronecker product we see that Upi ⊗ Upi is a matrix
representation of Jpi under the basis V , as well as the adjacency matrix of Gpi.
Suppose
∣∣Epi∣∣ = m. There is a permutation matrix P ∈ R2n×2n such that
PUpiP
−1 = U˜pi =
 I2n−m 0
0 Qpi
 (27)
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with Qpi being a stochastic matrix with zero diagonals. It is therefore straightforward to directly compute
that there are
m2 + 2m(2n −m) = 2n+1m−m2
nonzero and non-diagonal entries in Upi ⊗Upi, which immediately yields the desired conclusion.
(ii). The conclusion follows immediately combining Theorem 3.(i) and the structure of U˜pi shown in (27).
(iii). By definition
L(GP∗) :=
∑
pi∈P∗
(
I4n −Upi ⊗Upi
)
is the Laplacian of GP∗ . Recall that every weakly strongly connected component of GP∗ is strongly
connected since it is balanced. From Lemma 9 we further know that the multiplicity of the zero eigenvalue
of L(GP∗) equals to the number of strongly connected components of L(GP∗). On the other hand −L(GP∗)
is the matrix representation of KP∗ under the basis V . The desired conclusion holds.
(iv). The conclusion follows from (iii) and the fact that dim
(
Null(KP∗)
)
is fully determined by CP∗ from
Lemma 8.
We have now completed the proof of Theorem 4.
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