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Abstract 
Based on Indonesia's health profile in 2008, Diabetes Mellitus is the cause of the ranking of six for all ages in Indonesia with the 
proportion of deaths of 5.7% under stroke, TB, hypertension, injury and perinatal. This is reinforced by WHO (2003), Diabetes 
Mellitus disease reached 194 million people or 5.1 percent of the world's adult population and in 2025 is expected to increase to 
333 million inhabitants. In particular, in Indonesia, people with Diabetes Mellitus are increasing. In 2000, Diabetes Mellitus 
sufferers have reached 8.4 million people and it is estimated that the prevalence of Diabetes Mellitus in 2030 in Indonesia reaches 
21.3 million people. This allows researchers and practitioners to focus their attention on detecting/diagnosing diabetes mellitus and 
to prevent it because the disease can cause complications. The method used in this research was problem identification, data 
collection, pre-processing stage, classification method, validation and evaluation and conclusion. The algorithm used in this 
research was CART and Naïve Bayes using dataset taken from UCI Indian Pima database repository consisting of clinical data of 
patients who detected positive and negative diabetes mellitus. Validation and evaluation method used was 10-cross validation and 
confusion Matrix for the assessment of precision, recall and F-Measure. The result of calculation has been done, got the accuracy 
result on CART algorithm equaled to 76.9337% with precision 0.764%, recall 0.769%, and F-Measure 0.765%. While the diabetes 
dataset was tested with the Naïve Bayes algorithm, got an accuracy of 73.7569% with precision 0.732%, recall 0.738%, and F-
Measure 0.734%. From these results it can be concluded that to diagnose diabetes mellitus disease it is suggested to use CART 
algorithm. 
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1. Introduction 
Diabetes Mellitus disease is one of the serious health threats and can cause death both in Indonesia and in the world. 
According to a survey conducted by the World Health Organization (WHO) in 2005, Indonesia as a lower-middle 
income country ranks fourth with the largest number of Diabetes Mellitus sufferers in the world after India, China and 
the United States (MOH RI, 2009). Based on Indonesia's health profile in 2008, Diabetes Mellitus is the cause of the 
ranking of six for all ages in Indonesia with the proportion of deaths of 5.7% under stroke, TB, hypertension, injury 
and perinatal. This is reinforced by WHO (2003), Diabetes Mellitus disease reached 194 million people or 5.1 percent 
of the world's adult population and in 2025 is expected to increase to 333 million inhabitants. In particular, in Indonesia, 
people with Diabetes Mellitus are increasing. In 2000, Diabetes Mellitus sufferers have reached 8.4 million people and 
it is estimated that the prevalence of Diabetes Mellitus in 2030 in Indonesia reaches 21.3 million people [1]. 
The Entitled Implementation of Fuzzy Classification System Based on Optimization of Ants Colony to Diagnose 
Diabetes Disease. The result was obtained by the algorithm accuracy of the ant colony optimization algorithm of 
78.55%. Accuracy of Naïve bayes algorithm of 74.32% and C.4.5 of 85.13%. The same thing was done using J48 
algorithm and got the accuracy equal to 74,72% [7][13].  
From reviewing the research that has been done, by the authors would like to conducted similar research using the 
CART and Naïve Bayes algorithms. The CART algorithm is an algorithm whose high accuracy is seen in related 
research and the Naïve Bayes algorithm has a Bayesian classification algorithm having similar classification 
capabilities to the decision tree, neural network [6].  
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2. The Proposed Method/Algorithm 
2.1. Literature Review 
Entitled Performance Comparison of Decision Tree J48 and ID3 In Classification Diagnosis of Diabetes Mellitus 
Disease. The aim of the study was to extract information from the Pima Indian diabetes dataset used as a decision 
support system to predict the diagnosis of diabetes mellitus. The result showed that the accuracy of J48 algorithm was 
74.72% higher than ID3 algorithm which was only 72.64% [8][14]. 
The title Determination of Large Accuracy Classification Method Using Algorithm C4.5 Particle-Based Swarm 
Optimazation On Predicted Diabetes Disease. The purpose of this study was to get the rule in predicting diabetes 
mellitus and to provide an accurate value. The result obtained an accuracy value and AUC value was higher than C4.5 
algorithm with accurary difference of 3.28% and AUC 0.012 value [9]. 
The title Implementation of Fuzzy Classification System Based on Optimization of Ants Colony for Diagnosis of 
Diabetes Disease. The purpose of the study was to predict diabetes using expert systems. The result of this research 
was the implementation into expert system software built using Microsoft Visual Studio 2012 with the result of 
accuracy performance of 78.55% [12]. 
The  title Comparison of C4.5 and CART Algorithm Performance in Classification data Student Value Prodi Computer 
Engineering Polytechnic Padang. The purpose of this study was to predict the most crucial lecture knowledge in 
determining students' graduation in the first semester. The result showed that C4.5 algorithm was 85.61% higher than 
CART algorithm 84.95% [11]. 
2.2. Diabetes Mellitus 
Diabetes Mellitus is a chronic metabolic condition because the pancreas does not produce enough insulin or the body 
can not use insulin produced effectively. Insulin is a hormone that measures the balance of blood sugar levels, 
consequently if insulin is not balanced then there is an increase in glucose concentration in the blood or hyperglycemia 
[10][15].  
2.3. Data of Indian Pima Diabetes 
The dataset in this study was taken by UCI Indian Pima database repository (http://archive.ics.uci.edu/ml/datasets/ 
Pima+Indians+Diabetes). The Pima Indian dataset consists of 768 clinical data, all of which are of female gender 
with age of at least 21 years [9]. 
2.4. Data Mining 
Data mining is a mean that aims to find patterns automatically or semi-automatically from existing data in a database 
or other data source used to solve a problem through various process rules [12]. 
2.5. Cart Algorithm 
CART (classification and regression trees) algorithm is one method or method of algorithm from one of data 
exploration technique that is decision tree technique. This algorithm recursively divides records into exercise data into 
subsets that have the same target (class) attribute value. This method was developed by Leo Breiman, Jerome H. 
Friedman, Richard A. Olshen and Charles J. Stone around 1980. Here are some of the advantages of CART, among 
others [11]: 
1. CART is a method that is nonparametric / suitable for data type of numeric. 
2. CART does not require a variable to be selected first. 
3. CART generates an invariant for independent variable transformations. 
The CART algorithm develops a decision tree by selecting the most optimal branch for each node. The classification 
of CART (Classification and Regression Tress) algorithms, a record will be classified into one of the classifications 
available in the destination variable based on the values of the predictor variables. Characteristic of CART algorithm 
is node of decision which is always bifurcated or branched binary [11]. 
The steps in the CART algorithm are as follows: 
1. Arrange candidate branch (candidate split). This arrangement is done on all predicted or predicted variables 
(exhaustive). The list of candidate branches is called the latest branch candidate. 
2. Give an overall assessment of the latest branch candidates by calculating the value of the magnitude ∅ (s|t). 
3. Determine which candidates will actually be made a branch by choosing a candidate for a branch of the biggest 
good value ∅ (s|t). After that, draw branches. If no more decision nodes, the implementation of the CART 
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algorithm will be terminated. Let ∅ (s | t) be the "good" value of candidate branch s on the decision node t, 
then the value ∅ (s | t), can be identified by the following equations [7]: 
∅ (s|t) = 2PLPRQ(s|t)                                          (1)              
Q (s|t)= 2 PLPR   ∑ |#𝒌𝒆𝒍𝒂𝒔𝒋=𝟏 P(j|tL) – P (j|tR)|          (2)              
Where the Equation is: 
tL = The left branch candidate of the decision node t 
tR = The right branch candidate of the decision node t 
PL = 
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐫𝐞𝐜𝐨𝐫𝐝𝐬 𝐨𝐧 𝐭𝐡𝐞  𝐥𝐞𝐟𝐭 𝐛𝐫𝐚𝐧𝐜𝐡 𝐜𝐚𝐧𝐝𝐢𝐝𝐚𝐭𝐞 𝐭_𝐋
𝐓𝐡𝐞 𝐭𝐨𝐭𝐚𝐥 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐫𝐞𝐜𝐨𝐫𝐝𝐬 𝐢𝐧 𝐭𝐡𝐞 𝐞𝐱𝐞𝐫𝐜𝐢𝐬𝐞 𝐝𝐚𝐭𝐚
 
PR =
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐫𝐞𝐜𝐨𝐫𝐝𝐬 𝐨𝐧 𝐭𝐡𝐞 𝐫𝐢𝐠𝐡𝐭 𝐛𝐫𝐚𝐧𝐜𝐡 𝐜𝐚𝐧𝐝𝐢𝐝𝐚𝐭𝐞 𝒕𝑹
𝐓𝐡𝐞 𝐭𝐨𝐭𝐚𝐥 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐫𝐞𝐜𝐨𝐫𝐝𝐬 𝐢𝐧 𝐭𝐡𝐞 𝐞𝐱𝐞𝐫𝐜𝐢𝐬𝐞 𝐝𝐚𝐭𝐚
 
P(j|𝒕𝑳) = 
𝐓𝐡𝐞 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐫𝐞𝐜𝐨𝐫𝐝𝐬 𝐣 𝐨𝐧 𝐭𝐡𝐞 𝐥𝐞𝐟𝐭 𝐛𝐫𝐚𝐧𝐜𝐡 𝐜𝐚𝐧𝐝𝐢𝐝𝐚𝐭𝐞 𝒕𝑳
𝐓𝐡𝐞 𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐫𝐞𝐜𝐨𝐫𝐝𝐬 𝐨𝐧 𝐭𝐡𝐞 𝐝𝐞𝐜𝐢𝐬𝐢𝐨𝐧 𝐧𝐨𝐝𝐞 𝐭
 
P(j|𝑡𝑅) = 
The number of records j on the right branch candidate 𝑡𝑅
The number of records on the decision node t
 
2.6. Naive Bayesian Algorithm 
The naïve bayes algorithm is a simple probability-based prediction technique based on the application of Bayes rules 
with the assumption of strong independence. In addition, naïve bayes can also analyze the variables that most influence 
it in the form of opportunities [2].  
Naïve Bayes is the most effective and efficient algorithm or method for learning machine design and data mining. Here 
are some advantages of Naïve Bayes Algorithm among others [3]: 
1. Naïve bayes algorithm is easy to use for machine learning data. 
2. Naïve bayes algorithm requires only one scan of training data. 
3. It is used for handling missing attribute values and continuous data. 
The Naes Bayes classification is a classification of statistics that can be used to predict the probability of membership 
of a class. Bayesian classification is based on Bayes's theorem, derived from the name of a mathematician who is also 
British Prebysterian minister [4]. The Bayesian classification has similar classification capabilities to the decision tree 
and neural network [6].  
The general form of the bayes theorem is as follows [3]: 
P(H | X)  =
𝑷 (𝑿|𝑯)𝑷(𝑯)
𝑷(𝑿)
                                             
Where : 
X : Data with unknown class 
H : The hypothesis of X data is a specific class 
P(H|H) : The probability of hypothesis H is based on condition X (posteriori probability)  
P(H)     : Hypothesis Probability H (prior probability) 
P(X|H)  : The probability of X is based on the condition in hypothesis H 
P(X)      : The probability of X. 
2.7. Weka 
Weka (waikato environment for knowledge analysis) is a Java-based data mining platform application. This 
application was first developed by Waikato University of New Zealand before becoming part of Pentaho. Weka 
consists of a collection of machine learning algorithms that can be used to generalize or formulate a collection of 
sampling data [7]. 
2.8. Accuracy 
Accuracy is the value of the degree of proximity of the quantity measurement to the true value (rule). Accuracy values 
is obtained from the results of the rule generated from the calculation of CART and it is tried on the data testing and 
generates degrees of accuracy of the rule after the test on the data testing. Here is the formula of accuracy value, 
accuracy formula [4]: 
Accuracy =
𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐓𝐏+𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐓𝐍
𝐧𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐓𝐏+𝐅𝐏+𝐅𝐍+𝐓𝐍
                           
 Where : 
 TP : True Positive 
 TN : True Negative 
 FP : False Positive 
 FN : False Negative 
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2.9. Confusion Matrix 
Evaluation by means of confusion matrix produces precision value, recall, F-Measure and accuracy. Here is a confusion 
matrix in Table 1. 





+ True positives False negatives 
- False positives True negatives 
(Source : Han & Kamber, 2006) 
 









     F-Measure = 
𝟐  × 𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ×𝒓𝒆𝒄𝒂𝒍𝒍 
𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 +𝒓𝒆𝒄𝒂𝒍𝒍
 






3.1. Method of Collecting Data 
Data collection method used in this research was literature study by taking secondary data. 
1. Literature Studies 
Literature study is a method of collecting data in order to collect information in the form of written sources (books, 
scientific magazines, archives, official documents and scientific papers), drawings and electronic documents 
supporting the writing process. 
2. Secondary Data 
Secondary data is the source of research data obtained by researchers indirectly through intermediate media 
(obtained, recorded, or have been investigated by others). Secondary data is generally in the form of evidence, 
records or reports and historically compiled in published and unpublished (documentary) files. This data is used 
because the data source is taken from the UCI Indian Pima Diabetes repository. 
3.2. Research Concept 
The research flow is as follows: 
1. Identification of Problems 
The process of identifying the problem was done as an effort to find out the problems and methods appropriate 
for this research. 
2. Data Collection 
In this study, the secondary data used were taken from the UCI Indian Pima Diabetes database repository 
consisting of 768 clinical data. 
3. Pre-processing stage. 
This stage was done to get the data clean and ready to use. The pre-processing data stage included identification 
and attribute identification and selection, handling missing values, and value discretization process. 
4. Use of Classification Methods 
The steps performed in the CART algorithm were: 
a. The Pima Indian dataset was classified using the CART (SimpleCart) algorithm in the Weka app. 
b. Training and testing process using the 10-cross validation method were performed. 
c. Classifier results were obtained and confusion matrix was generated. 
d. The result of decision tree decision from output result of CART algorithm can be seen 
e. From the confusion matrix results, the precision value, recall, F-Measure can be calculated by describing 
confusion matrix to be of confusion. 
While the steps performed in the Naïve Bayes algorithm were: 
a. The Indian Pima dataset was classified using the Naïve Bayes (NaiveBayes) algorithm in the Weka app. 
b. The training and testing process using the 10-cross validation method were performed. 
c. Classifier results were obtained and confusion matrix was generate. 
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d. From the confusion matrix results can be calculated precision value, recall, F-Measure by describing 
confusion matrix to be of confusion. 
5. Validation and Evaluation 
In this stage validation and measurement of the accuracy of the results were achieved by the model using the 
techniques contained in the application weka namely confusion matrix and cross-validation. 
6. Withdrawal Conclusion 
The next step is to conclude the results obtained from the research. The CART or Naïve Bayes algorithm provided 
the best accuracy results for diagnosing diabetes mellitus based on precision, recall, F-Measure values of each 
algorithm. 
4. Results and Discussion 
4.1. Identification of Problems 
In this study the authors conducted a study of literature related to the research and got the appropriate algorithms for 
this research they are CART and Naïve Bayes.  
4.2. Data Collection 
In this study the data used was taking from the Pima Diabetes Indian repository consisting of 768 clinical data all of 
which were from female genitalia with a minimum age of 21 years. Below is table 2 Diabetes Mellitus Dataset Indian 
Pima: 
Table 2 Diabetes Mellitus Indian Pima Dataset 
No Pregnant Glucos
e 
DBP TSFT INS BMI DPF Age Class 
1 6 148 72 35 0 33.6 0.627 50 Positive 
2 1 85 66 29 0 26.6 0.351 31      Negative 
… … …. …. .… …. …. …. …. …. 
768 1 93 70 31 0 30.4 0.315 23      Negative 
 
4.3. Pre-processing stage 
After analyzing the Pima Indian dataset, it was known that not all attributes had a complete value, where the attribute 
attribute value greatly affected the classification. Attributes that had an incomplete amount of data were pregnant as 
many as 111, 5 glucose attributes, 35 DBP attributes, 2227 TSFT attributes, 374 attributes of INS and 11 attributes of 
BMI 11. While attribute age and class had a complete value. To handle missing value: 
1. The zero value in the pregnant attribute can be assumed that the value indicated the patient had never given birth, 
so this was possible in accordance with the actual conditions. 
2. Data with zero values on the attributes of glucose, DBP and BMI can be removed because the amount was not too 
much so it did not really affect the classification results. 
3. Because the TSFT and INS attributes had a non-existent number of values, these two attributes can not be removed 
and can not be used in the classification. Therefore, in this study the attributes of TSFT and INS were not used. 
After the process of handling the incomplete value (missing value) was done with the above rules, we got 724 data 
(249 positive and 475 class negative) from 768 original data and ready to be processed further with attributes of 
pregnant, glucose, DBP, BMI, DPF, Age and class. 
However, first discrete attribute process was done. The goal was to facilitate the grouping of values based on 
predetermined criteria. It also aimed to simplify the value of problems and to improve accuracy in the learning process 
(Lesmana, 2012). The glucose attribute was divided into three, namely low, medium and high. DBP attributes were 
divided into three, namely normal, normal-to-high and high (Patil, et al, 2010). While the attributes of BMI were 
grouped into four, namely low, normal, obese, and severely-obese (Patil, et al, 2010). DPF attributes were divided into 
two groups: low and high. Class attributes were divided into two groups, namely positive diabetes and negative 
diabetes. 
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4.4. Process of Classification Method 
From the results of calculations and trials using weka applications with CART algorithm, it was produced an accuracy 
of 76.9337%. The accuracy value was obtained from the calculation of precision, recall, and F-measure. The result of 
calculating accuracy value of confusion matrix is presented in Table 3 as follows: 
Table 3 value of accuracy based on confusion matrix 
Class Precision Recall F-Measure 
Tested_negative 0.804 0.857 0.83 
Tested_positive 0.688 0.602 0.642 
Weighted Avg 0.764 0.769 0.765 
 
Whereas if the classification using Naïve Bayes algorithm using weka application gave an accuracy of 73.7569%. 
Accuracy value was obtained from the calculation of precision, recall and F-Measure. The result of calculating the 
accuracy value of confusion matrix is presented in Table 4 as follows: 
Table 4 value of accuracy based on confusion matrix 
Class Precision Recall F-Measure 
Tested_negative 0.783 0.829 0.806 
Tested_positive 0.633 0.562 0.596 
Weighted Avg 0.732 0.738 0.734 
   
Here is the difference of accuracy results obtained using CART and Naïve Bayes algorithm in table 5. 




Precision Recall F-Measure Time 
CART 76.9337 % 0.764 0.769 0.765 0.16 second 
Naïve Bayes 73.7569 % 0.732 0.738 0.734 0.04 second 
 
The difference of accuracy obtained by using CART and Naïve Bayes algorithm was 3.1768%. The time spent on 
running the dataset on Weka applications also differed between the CART and Naïve Bayes algorithms of 0.12 
second difference. In the CART algorithm there was a difference that recursively divided records into exercise data 
into subsets that have the same target attribute value (class), which caused long time for compiling system. 
4.5. Validation and Evaluation 
Tables 6 and 7 are tables of confusion matrix results from dataset testing using CART and Naïve Bayes algorithms 
with 10-fold cross validation. 
Table 6 Confirm CART matrix 
 Positive Diabetes Negative Diabetes 
Positive Diabetes 407 68 
Negative Diabetes 99 150 
724 506 218 
 
Tabel 7 Confusion matrix Naïve Bayes 
 Positive Diabetes Negative Diabetes 
Positive Diabetes 394 81 
Negative Diabetes 109 140 
724 503 221 




From table 4.5 it can be seen that the amount of data formation of the rule affected by diabetes mellitus was similar to 
the data testing that also affected by diabetes as much as 407. Then, the amount of data formation of the rule that was 
not affected by diabetes mellitus with data testing that affected by diabetes was as much as 68. Next , The amount of 
data formation of the rule affected by diabetes and data testing that was not exposed to diabetes was as much as 99. 
Finally, the amount of data formation of the rule that was not affected by diabetes was the same with the data testing 
that was also not affected by diabetes as much as 150. 
From table 4.6 it is seen that the amount of data formation of the rule affected by diabetes mellitus was the same with 
the data testing which was also affected by diabetes as much as 394. Then, the amount of data formation of the rule 
that was not affected by diabetes mellitus with data testing affected by diabetes as much as 81. Furthermore, the amount 
of data formation of rule affected by diabetes and data testing that was not exposed to diabetes was as much as 109. 
Finally, the amount of data formation of rule that was not affected by diabetes was the same as the data testing that was 
also not affected by diabetes as much as 140. 
4.6. Final Result 
From the calculation that has been done on both algorithm, we got the accuracy result from each algorithm that was 
76.9337% with precision value 0.764%, Recall 0.769% and F-Measure 0.765% on CART algorithm and 73.7569% on 
Naïve Bayes algorithm with precision value 0.732% , Recall 0.738% and F-Measure 0.734%. Here is a graph of 
accuracy results from calculations on the CART and Naïve Bayes algorithms in Figure 4.1 
Figure 4.1 Comparison of Accuracy Results of CART and Naïve Bayes 
 
This after seeing the above calculation results, to determine the diagnosis of mellitus disease, it is better to use CART 
algorithm because the accuracy is higher than naive bayes algorithm..  
5. Conclusion 
After doing the pre-processing step and calculating by using two algorithms namely CART and Naïve Bayes, and the 
evaluation stage with confusion matrix, we obtained accuracy as much as 76.9337% with 0.764% precision value, 
0.769% recall value and 0.765% F-Measure  value on the algorithm CART and while the accuracy of Naïve Bayes was 
as much as 73.7569% with 0.732% precision value, 0.738% recall value and 0.734% F-Measure. Furthermore, 
confusion matrix resulted from two algorithms namely CART and Naïve Bayes algorithm can be seen with graph of 



















Precision 0.764% Recall 0.769% F-Measure 0.765%
Precision 0.732% Recall 0.738% F-Measure 0.734%
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Figure 5.1 Comparison of CART and Naïve Bayes algorithm accuracy results 
 




From the analysis that has been done by the authors to diagnose diabetes mellitus disease it was obtained the accuracy 
of two algorithms they were on CART and naïve bayes algorithm. The author hopes for further research, the results of 
this analysis can be implemented into a system. Higher accuracy results were CART algorithm. Furthermore, to get the 
results of better accuracy, the authors provide the following suggestions: 
1. handling of missing values on each attribute. 
2. Use another algorithm between ID3, C4.5 and KNN by looking at a higher level of accuracy. 
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