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TWISTED LAWRENCE-KRAMMER REPRESENTATIONS
ANATOLE CASTELLA
Abstract. Lawrence-Krammer representations are an important family of
linear representations of Artin-Tits groups of small type, which are known,
under some assumptions on the parameters, to be faithful when the type is
spherical (or more generally when they are restricted to the Artin-Tits monoid)
and irreducible when the type is connected.
Here, we investigate an analogue of these representations — introduced by
Digne in the spherical cases — for every Artin-Tits monoid that appears as
the submonoid of fixed points of an Artin-Tits monoid of small type under a
group of graph automorphisms, and for the corresponding Artin-Tits group.
Under the same assumptions on the parameters as in the small type cases,
we first show that these so-called“twisted Lawrence-Krammer representations”
are faithful, and we then prove, by computing their formulas when the group
of graph automorphisms is of order two or three, their irreducibility in all the
spherical and connected cases but one.
Introduction
Lawrence-Krammer representations (shortened to LK-representations in what
follows) are a family of linear representations of Artin-Tits monoids and groups of
small type, introduced by Lawrence [17] and Krammer [15] for the braid groups,
and intensively studied since then (see the references listed below).
Under some assumptions on the defining ring and on the parameters (see con-
dition (⋆) of theorem 6 below), they are known to be faithful for the monoids
[16, 1, 8, 12, 22, 14, 6] which ensure their faithfulness for the groups when the type
is spherical, irreducible when the type is connected [23, 18, 7, 6], and have proved
to be useful in the study of several other properties of Artin-Tits groups [18] and
related objects [7, 19].
It is therefore an interesting question to ask if there exists some analogous linear
representations for Artin-Tits monoids and groups of non-small type.
In [12, end of section 3], Digne defines such objects for Artin-Tits monoids and
groups of spherical type Bn, F4 and G2, using the fact that they appear as the
submonoids and subgroups of fixed points of Artin-Tits monoids and groups of
small and spherical type (namely of type A2n−1, E6 and D4 respectively) under the
action of a graph automorphism.
These new linear representations — that I call “twisted” LK-representations —
share the same good combinatorial properties with respect to the associated root
systems as in the small type cases, and Digne proves their faithfulness for his choice
of parameters in [12, Cor. 3.11].
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The aim of this article is to generalize this construction to every Artin-Tits
monoid that appears as the submonoid of fixed elements of an Artin-Tits monoid
of small type under a group of graph automorphisms, and to the associated Artin-
Tits group.
Under the same condition (⋆) on the defining ring and on the parameters as
in the small type cases, we prove their faithfulness for the monoids, which again
ensure their faithfulness for the groups when the type is spherical, and we prove
their irreducibility for all the connected and spherical types but one.
The paper is organized as follows.
We recall the basic needed notions on Coxeter groups, Artin-tits monoids an
groups, standard root systems and graph automorphisms in section 1.
We recall the definition and the main properties of LK-representations in the
small type cases, as stated in [6], in subsection 2.1, and turn to the definition of
the twisted LK-representations in subsection 2.2. We prove our faithfulness result
in subsection 2.3 (theorem 13).
We explicit the formulas of these twisted LK-representations when the group of
graph automorphisms is of order two or three in section 3.
We use these formulas in section 4 to study the spherical cases. We prove our
irreducibility result in subsection 4.1 (theorem 35), and conclude in subsection 4.2
by giving a sufficient condition on the parameters for non-equivalence in the family
of twisted LK-representations of a given type.
1. Coxeter matrices and related objects
A Coxeter matrix is a matrix Γ = (mi,j)i,j∈I over an arbitrary set I with mi,j =
mj,i ∈ N>1 ∪ {∞}, and mi,j = 1⇔ i = j for all i, j ∈ I.
As usual, we encode the data of Γ by its Coxeter graph, i.e. the graph with
vertex set I, an edge between the vertices i and j if mi,j > 3, and a label mi,j on
that edge when mi,j > 4.
We say that a Coxeter matrix Γ is connected when so is its Coxeter graph.
In this paper, we will always assume that I is finite. This condition could be
removed at the cost of some refinements in certain statements below (see [4, Ch. 11]
for some of them), which are left to the reader.
1.1. Coxeter groups and Artin-Tits monoids and groups.
To a Coxeter matrix Γ = (mi,j)i,j∈I , we associate the Coxeter group W = WΓ,
the Artin-Tits group B = BΓ and the Artin-Tits monoid B
+ = B+Γ , given by the
following presentations :
W = 〈 si, i ∈ I | sisjsi · · ·︸ ︷︷ ︸
mi,j terms
= sjsisj · · ·︸ ︷︷ ︸
mi,j terms
if mi,j 6=∞, and s
2
i = 1 〉,
B = 〈 si, i ∈ I | sisjsi · · ·︸ ︷︷ ︸
mi,j terms
= sjsisj · · ·︸ ︷︷ ︸
mi,j terms
if mi,j 6=∞ 〉,
B+ = 〈 si, i ∈ I | sisjsi · · ·︸ ︷︷ ︸
mi,j terms
= sjsisj · · ·︸ ︷︷ ︸
mi,j terms
if mi,j 6=∞ 〉
+.
We denote by ℓ the length function onW and on B+ relatively to their generating
sets {si, i ∈ I} and {si, i ∈ I} respectively.
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We denote by 4 the left divisibility in the monoid B+, i.e. for g, h ∈ B+, we
write h 4 g if there exists h′ ∈ B+ such that g = hh′. This leads to the natural
notions of left gcd ’s and right lcm’s in B+.
Let J be a subset of I. We denote by ΓJ the submatrix (mi,j)i,j∈J of Γ and by
WJ the subgroup 〈sj , j ∈ J〉 of W . We say that J and ΓJ are spherical if WJ is
finite, or equivalently if the elements sj , j ∈ J , have a common right multiple in
B+ (see [3, Thm. 5.6]). In that case, there exists a unique element rJ of maximal
length in WJ , and the elements sj (j ∈ J) have a unique right lcm in B+ that we
denote by ∆J (see [3, Props. 4.1 and 5.7]).
1.2. Standard root system.
We refer the reader to [11] for the basic notions on standard root systems.
We denote by Φ = ΦΓ = {w(αi) | w ∈ W, i ∈ I} the standard root system
associated with Γ in the real vector space E = ⊕i∈IRαi, where the action ofW on E
is defined, for a generator si and a basis element αj , by si(αj) = αj+2 cos
(
π
mi,j
)
αi.
It is known that Φ = Φ+ ⊔ Φ−, where Φ+ = Φ
⋂
(⊕i∈IR+αi) and Φ− = −Φ+.
As in [6], we will represent Φ+ — and any of its subsets — as a graded graph,
where two elements α and β of Φ+ are linked by an edge labeled i if α = si(β), and
where the grading is by the depth function on Φ+ defined, for α ∈ Φ+, by
dp(α) = min{ℓ(w) | w ∈W such that w(α) ∈ Φ−}.
By convention in those graded graphs, we choose to place roots of great depth above
roots of small depth, so edges like the following ones will all mean that α = si(β)
and dp(β) > dp(α) :
sα
sβ
✡
✡i
, sα
sβ
i
, s α
sβ
❏
❏ i
. . .
In particular in section 3, we will focus on some particular subsets of Φ+, closure
of subsets of Φ+ under the action of some subgroup WJ of W , that we call, after
He´e, meshes :
Notation 1. For J ⊆ I, we call J-mesh of a subset Ψ of Φ+ the set MJ(Ψ) =
WJ(Ψ)
⋂
Φ+ = {w(α) | w ∈ WJ , α ∈ Ψ such that w(α) ∈ Φ+}.
1.3. Graph automorphisms.
We call graph automorphism of a Coxeter matrix Γ = (mi,j)i,j∈I every permu-
tation σ of I such that mσ(i),σ(j) = mi,j for all i, j ∈ I, and we denote by Aut(Γ)
the group they constitute.
Any graph automorphism σ of Γ acts by an automorphism on W (resp. on B
and B+) by permuting the generating set {si | i ∈ I} (resp. {si | i ∈ I}).
If Σ is a subgroup of Aut(Γ), we denote by WΣ (resp. BΣ, resp. (B+)Σ) the
subgroup of W (resp. subgroup of B, resp. submonoid of B+) of fixed points
under the action of the elements of Σ. It is known that WΣ (resp. (B+)Σ) is
a Coxeter group (resp. Artin-Tits monoid), and that the analogue holds for BΣ
when Γ is spherical, or more generally of FC-type (see [13, 21] for the Coxeter case,
[20, 9, 10, 5] for the Artin-Tits case).
More precisely, if we denote by IΣ the set of spherical orbits of I under Σ, then
WΣ (resp. (B+)Σ, and BΣ when Γ is of FC-type) has a Coxeter (resp. Artin-
Tits) presentation associated with a Coxeter matrix ΓΣ = (mΣJ,K)J,K∈IΣ easily
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computable from Γ, where the generators are the elements rJ (resp. ∆J) for J
running through IΣ (see for example [9, 10, 5]).
Similarly, any graph automorphism σ of Γ acts by a linear automorphism on the
vector space E = ⊕i∈IRαi by permuting the basis (αi)i∈I . This action stabilizes Φ
and Φ+, and the induced action on those sets is w(αi) 7→ (σ(w))(ασ(i)).
It is easily seen on the definition that the action of Aut(Γ) on Φ+ thus defined
respects the depth function on Φ+. In particular, we can define the depth of an
orbit Θ of Φ+ under Σ as the depth of any element α ∈ Θ.
2. Twisted Lawrence-Krammer representations
From now on, we fix a Coxeter matrix Γ = (mi,j)i,j∈I of small type, i.e. with
mi,j ∈ {2, 3} for all i, j ∈ I with i 6= j.
2.1. Lawrence-Krammer representations - the small type case.
Let R be a (unitary) commutative ring and V be a free R-module with basis
(eα)α∈Φ+ . We denote by V
⋆ the dual of V and by R× the group of units of R.
For f ∈ V ⋆ and e ∈ V , we denote by f ⊗ e the endomorphism of V defined by
v 7→ f(v)e.
Definition 2 ([6, Def. 7]). For (a, b, c, d) ∈ R4 and i ∈ I, we denote by ϕi =
ϕi,(a,b,c,d) the endomorphism of V given on the basis (eα)α∈Φ+ by

ϕi(eα) = 0 if α = αi,
ϕi(eα) = deα if s✐i
α ,{
ϕi(eβ) = beα
ϕi(eα) = aeα + ceβ
if
s
s
i
α
β
in Φ+.
For a linear form fi ∈ V ⋆, we define the Lawrence-Krammer map — or the
LK-map for short — associated with (a, b, c, d) and fi to be the endomorphism
ψi = ψi,(a,b,c,d),fi of V given by ψi = ϕi + fi ⊗ eαi .
Proposition 3 ([6, Lem. 9 and Prop. 12]). Assume that d2− ad− bc = 0 and that
the family (fi)i∈I ∈ (V ⋆)I satisfies the following properties :
(i) for i, j ∈ I with i 6= j, fi(eαj ) = 0,
(ii) for i, j ∈ I with mi,j = 2, fiϕj = dfi,
(iii) for i, j ∈ I with mi,j = 3, fiϕj = fjϕi.
Then si 7→ ψi defines a linear representation ψ : B+ → L (V ). Moreover if b, c,
d and fi(eαi), i ∈ I, belong to R
×, then the image of ψ is included in GL(V ) and
hence ψ induces a linear representation ψgp : B → GL(V ).
Definition 4 ([6, Def. 11]). We call LK-family (relatively to (a, b, c, d)) any family
(fi)i∈I ∈ (V ⋆)I satisfying conditions (i), (ii) and (iii) of proposition 3 above, and
we call LK-representation (relatively to (a, b, c, d) and (fi)i∈I) the induced repre-
sentation ψ and, when appropriate, ψgp.
Remark 5. When b is invertible in R, an LK-family (fi)i∈I necessarily satisfies
fi(eαi) = fj(eαj ) for every i, j ∈ I with mi,j = 3 (see [6, Prop. 34]). In particular
when Γ is connected, we thus get that the elements fi(eαi), i ∈ I, are all equal. For
sake of brevity when this is the case, we will simply denote by f the common value
of the fi(eαi), i ∈ I.
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Moreover when Γ is connected and spherical, one can show that the LK-family
(fi)i∈I is entirely determined by this common value f (see [6, Section 3.2]).
The first main properties of these representations can be stated as follows :
Theorem 6 ([6, Thm. A]). Let ψ : B+ → L (V ) be an LK-representation over R
associated with parameters (a, b, c, d) ∈ R4 and (fi)i∈I ∈ (V ⋆)I . Assume that the
following condition holds :
(⋆) R is an integral domain, fi(eαi) 6= 0 for all i ∈ I, and there exists a totally
ordered integral domain R0 and a ring homomorphism ρ : R → R0, such
that ρ(t) > 0 for t ∈ {a, b, c, d}, and Im(fi) ⊆ ker(ρ) for all i ∈ I.
By extension of the scalars from R to its field of fractions K, consider ψ as acting
on the K-vector space VK = K ⊗R V . Then ψ has its image included in GL(VK),
hence induces an LK-representation ψgp : B → GL(VK), and the following holds.
(i) The LK-representation ψ is faithful, and so is ψgr if Γ is spherical.
(ii) If Γ is connected, the LK-representations ψ and ψgp are irreducible on VK.
(iii) Assume that Γ has at least one edge and that ψ′ is an LK-representation
of B+ associated with parameters (a′, b′, c′, d′) ∈ R4 and (f ′i)i∈I ∈ (V
⋆)I
that satisfy the conditions of the preamble for the fixed ρ. Then if a′ 6= a,
or if d′ 6= d or if f ′i(eαi) 6= fi(eαi) for some i ∈ I, the LK-representations
ψ and ψ′ are not equivalent on VK.
2.2. Definition of the twisted Lawrence-Krammer representations.
Let us fix a subgroup Σ of Aut(Γ) and an LK-representation ψ : B+ → L (V ),
g 7→ ψg, of B+ associated with an LK-family (fi)i∈I ∈ (V ⋆)I .
Recall that Σ naturally acts on B+, and that the submonoid (B+)Σ of fixed
points of B+ under Σ is the Artin-Tits monoid B+ΓΣ associated with a certain
Coxeter matrix ΓΣ (see subsection 1.3).
Moreover, Σ acts on Φ+ and this action induces an action of Σ on V by permu-
tation of the basis (eα)α∈Φ+ , which we denote by Σ→ GL(V ), σ 7→ σV . We denote
by V Σ the submodule of fixed points of V under the action of Σ.
Let us denote by ϕ : B+ → L (V ), g 7→ ϕg, the LK-representation of B+
associated with the trivial LK-family (i.e. where fi is the zero form for all i ∈ I).
Lemma 7. For all (g, σ) ∈ B+ × Aut(Γ), we get σV ϕg = ϕσ(g)σV . In particular,
for every g ∈ (B+)Σ, ϕg stabilizes V Σ and hence ϕ induces a linear representation
ϕΣ : (B+)Σ → L (V Σ), g 7→ ϕΣg = ϕg|V Σ .
Proof. The action of Aut(Γ) on Φ+ respects the depth, and this clearly implies that
σV (ϕi(eα)) = ϕσ(i)(eσ(α)) in view of the formulas of definition 2. The result follows
by linearity and induction on ℓ(g). 
Proposition 8. Assume that fi = fσ(i)σV in V
⋆, for every (i, σ) ∈ I×Σ. Then for
every (g, σ) ∈ B+×Σ, we get σV ψg = ψσ(g)σV . In particular, for every g ∈ (B
+)Σ,
ψg stabilizes V
Σ and hence ψ induces a linear representation
ψΣ : (B+)Σ → L (V Σ), g 7→ ψΣg = ψg|V Σ .
Moreover if the images of ψ are invertible, then so are the images of ψΣ.
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Proof. We have σV ψi = σV ϕi + σV (fi ⊗ eαi) = σV ϕi + fi ⊗ eασ(i) and ψσ(i)σV =
ϕσ(i)σV + (fσ(i) ⊗ eασ(i))σV = ϕσ(i)σV + (fσ(i)σV )⊗ eασ(i) (thanks to the formulas
of [6, Rem. 1]), whence σV ψi = ψσ(i)σV by the previous lemma and assumption on
fi and fσ(i). The first point follows by induction on ℓ(g). Moreover if the images
of ψ are invertible, then the equality σV ψgσ
−1
V = ψσ(g) implies σV ψ
−1
g σ
−1
V = ψ
−1
σ(g),
and hence ψ−1g stabilizes V
Σ for every g ∈ (B+)Σ. This gives the result. 
Definition 9 (twisted LK-representations). Under the assumption of the previ-
ous proposition, we call twisted LK-representation the linear representation ψΣ :
(B+)Σ → L (V Σ) of the Artin-Tits monoid (B+)Σ = B+ΓΣ , and, when appropriate,
the induced representation ψΣgp : BΓΣ → GL(V
Σ) of the Artin-Tits group BΓΣ .
The assumption fi = fσ(i)σV for every (i, σ) ∈ I × Σ is equivalent to fi(eα) =
fσ(i)(eσ(α)) for every (i, α, σ) ∈ I ×Φ
+×Σ. It is not always satisfied : for example
if i and σ(i) are not in the same connected component of Γ, then fi(eαi) and
fσ(i)(eασ(i)) can be chosen to be distinct (see [6, Section 3.1]). I do not know if
this assumption is always satisfied when Γ is connected, but we have the following
partial result :
Proposition 10. Let (fi)i∈I be an LK-family. Assume that b, c, d are invertible
in R and that we are in one of the following cases :
(i) Γ is spherical and connected (i.e. of type ADE), or
(ii) Γ is affine (i.e. of type A˜D˜E˜), or
(iii) Γ has no triangle and (fi)i∈I is the LK-family of Paris, as in [6, Def. 42].
Then fi = fσ(i)σV for every (i, σ) ∈ I ×Aut(Γ).
Proof. The condition fi(eα) = fσ(i)(eσ(α)) for every (i, α, σ) ∈ I × Φ
+ × Aut(Γ),
for the three situations (note that the first one is a consequence of the third one),
is easy to see by induction on dp(α), using the inductive construction of the fi(eα),
(i, α) ∈ I ×Φ+, and the independence results at the inductive steps, of [6, Sections
3.2, 3.3 and 3.4] respectively, and using the fact that the action of Aut(Γ) on Φ+
respects the depth. 
2.3. Twisted faithfulness criterion.
The aim of this subsection is to prove that the classical faithfulness criterion of
[14], as stated in theorem 6 above, also works in the twisted cases.
For g ∈ B+, we set I(g) = {i ∈ I | si 4 g}.
Lemma 11. Let ψ : (B+)Σ → M be a monoid homomorphism where M is left
cancellative. If ψ satisfies ψ(g) = ψ(g′)⇒ I(g) = I(g′) for all g, g′ ∈ (B+)Σ, then
ψ is injective.
Proof. Let g, g′ ∈ (B+)Σ be such that ψ(g) = ψ(g′). We prove by induction on
ℓ(g) that g = g′. If ℓ(g) = 0, i.e. if g = 1, then I(g) = I(g′) = ∅, hence g′ = 1 and
we are done. If ℓ(g) > 0, fix i ∈ I(g) = I(g′). Since the action of Σ on B+ respects
the divisibility and since g is fixed by Σ, the orbit J of i under Σ is included in
I(g) = I(g′), but then J is spherical and there exist g1, g
′
1 ∈ B
+ such that g = ∆Jg1
and g′ = ∆Jg
′
1. Since the elements g, g
′ and ∆J are fixed by Σ (recall that ∆J
is a generator of (B+)Σ), so are g1 and g
′
1 by cancellation in B
+. We thus get
ψ(∆J)ψ(g1) = ψ(∆J )ψ(g
′
1) in M , whence ψ(g1) = ψ(g
′
1) by cancellation in M . We
therefore get g1 = g
′
1 by induction and finally g = g
′. 
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Notation 12. We denote by Φ+/Σ the set of orbits of Φ+ under Σ and, for every
Θ ∈ Φ+/Σ, we set eΘ =
∑
α∈Θ eα. The family (eΘ)Θ∈Φ+/Σ is a basis of V
Σ.
Theorem 13. Assume that fi = fσ(i)σV for every (i, σ) ∈ I × Σ, so that the
twisted LK-representation ψΣ : (B+)Σ → L (V Σ) is defined (see proposition 8),
and assume that condition (⋆) holds :
(⋆) R is an integral domain, fi(eαi) 6= 0 for all i ∈ I, and there exists a totally
ordered integral domain R0 and a ring homomorphism ρ : R → R0, such
that ρ(t) > 0 for t ∈ {a, b, c, d}, and Im(fi) ⊆ ker(ρ) for all i ∈ I.
By extension of the scalars from R to its field of fractions K, consider ψΣ as acting
on the K-vector space V Σ
K
= K⊗RV Σ, so that ψΣ has its image included in GL(V ΣK ),
and hence induces a twisted LK-representation ψΣgp : BΓΣ → GL(V
Σ
K
). Then the
twisted LK-representation ψΣ is faithful, and so is ψΣgp if Γ
Σ is spherical.
Proof. Under condition (⋆), the elements b, c, d and fi(eαi), i ∈ I, are non-zero in
R, so become units of the field of fractions K of R. By propositions 3 and 8, Im(ψΣ)
is then included in GL(V Σ
K
) — hence is cancellative — and ψΣgp : BΓΣ → GL(V
Σ
K
)
is defined. Moreover when ΓΣ is spherical, the faithfulness of ψΣ implies the one of
ψΣgp by [6, Lem. 6].
In order to prove the theorem, it then suffices to see that ψΣ satisfies the as-
sumption of lemma 11. So let g, g′ ∈ (B+)Σ be such that ψΣg = ψ
Σ
g′ and let us show
that I(g) = I(g′). We need for that some notations of [6, Section 2.2].
If we denote by V0 the free R0-module with basis (eα)α∈Φ+ , then the morphism
ρ : R→ R0 induces a natural monoid homomorphism ρ˜ : L (V )→ L (V0), ϕ 7→ ϕ.
By (⋆), the homomorphism ρ˜ sends Im(ψ) into L +(V0), the submonoid of L (V0)
composed of the endomorphisms of V0 whose matrix in the basis (eα)α∈Φ+ has
non-negative coefficients. Now for h ∈ (B+)Σ and β ∈ Φ+, let us denote by
Rh(β) the support of ψh(eβ) in the basis (eα)α∈Φ+ , and for Ψ ⊆ Φ
+, let us set
Rh(Ψ) =
⋃
β∈ΨRh(β). Since the coefficients of the matrix of ψh in the basis
(eα)α∈Φ+ of V0 are non-negative, the set Rh(Ψ), when Ψ is finite, is precisely the
support of ψh(
∑
β∈Ψ eβ) in the basis (eα)α∈Φ+ .
In order to show that I(g) = I(g′), it suffices to prove, in view of [14, Prop. 2]
(see [6, Lem. 20]), that Rg(Φ
+) = Rg′(Φ
+). But since ψg and ψg′ coincide on
V Σ, we get in particular that ψg(eΘ) = ψg′(eΘ), and hence Rg(Θ) = Rg′(Θ)
for every Θ ∈ Φ+/Σ. And finally since Φ+ =
⋃
Θ∈Φ+/ΣΘ, we get Rg(Φ
+) =⋃
Θ∈Φ+/ΣRg(Θ) =
⋃
Θ∈Φ+/ΣRg′(Θ) = Rg′(Φ
+), whence the result. 
3. Case of an automorphism of order two or three
Let Γ = (mi,j)i,j∈I be a Coxeter matrix of small type and fix Σ = 〈σ〉 6 Aut(Γ)
of order two or three.
Recall that the submonoid (B+)Σ of fixed points of B+ under Σ is generated by
the elements ∆J , for J running through the spherical orbits of I under Σ.
We fix four parameters (a, b, c, d) ∈ R such that d2 − ad − bc = 0 and consider
an LK-family (fi)i∈I associated with (a, b, c, d) that satisfy fi = fσ(i)σV for every
(i, σ) ∈ I × Σ, so that the associated twisted LK-representation ψΣ : (B+)Σ →
L (V Σ) is defined.
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The aim of this section is to compute and study the map ψΣ∆J for a spherical
orbit J of I under Σ. For sake of brevity, we set ψΣJ := ψ
Σ
∆J
and ϕΣJ := ϕ
Σ
∆J
for
any spherical orbit J .
Notation 14. Any spherical orbit J of I under Σ is of one of the following types :
(i) type A : J = {i},
(ii) type B : J = {i, j} with mi,j = 2,
(iii) type C : J = {i, j, k} with mi,j = mj,k = mk,i = 2,
(iv) type D : J = {i, j} with mi,j = 3.
Notice that types B and D only occur when Σ is of order two, and type C only
occurs when Σ is of order three. We will make a constant use of these types A to
D in the following.
Notation 15. Let J be a spherical orbit of I under Σ.
• We denote by ΘJ the set {αi | i ∈ J} ; it is an orbit of Φ+ under Σ.
• In case D, {αi+αj} is also an orbit of Φ
+ under Σ, that we denote by Θ′J .
Notation 16. Let J be a spherical orbit of I under Σ. Since we are assuming
that fi = fσ(i)σV for every i ∈ I, the linear forms fi, for i ∈ J , coincide on V
Σ.
Depending on J , we define the following linear forms on V Σ :
(i) for type A : fJ = fi|V Σ , where J = {i},
(ii) for type B : fJ = dfi|V Σ , for any i ∈ J ,
(iii) for type C : fJ = d
2fi|V Σ , for any i ∈ J ,
(iv) for type D : fJ = fj(bc Id+aϕi)|V Σ and f
′
J = cfjϕi|V Σ , where J = {i, j}.
Notice that the two linear forms for case D really only depend on J (not on the
choice of i and j in J) since fi|V Σ = fj|V Σ by assumption and since fjϕi = fiϕj
by definition of an LK-family.
Lemma 17. If i, j ∈ I with i 6= j, then fj(bc Id+aϕi) = fjϕ2i in V
⋆. Moreover if
mi,j = 3, then fjϕ
2
i = fiϕjϕi in V
⋆.
Proof. By [6, Lem. 11], the endomorphism ϕ2i − aϕi − bc Id has its image included
in Reαi , which is included in ker(fj) if i 6= j since then fj(eαi) = 0 by definition of
an LK-family. So fj(ϕ
2
i −aϕi− bc Id) is the zero form and this gives the first point.
The second point is clear since then fjϕi = fiϕj by definition of an LK-family. 
Proposition 18. Let J be a spherical orbit of I under Σ. Then
(i) ψΣJ = ϕ
Σ
J + fJ ⊗ eΘJ if J is of type A, B or C,
(ii) ψΣJ = ϕ
Σ
J + fJ ⊗ eΘJ + f
′
J ⊗ eΘ′J if J is of type D.
Proof. Recall that for every i ∈ I, ψi is given by ψi = ϕi + fi ⊗ eαi . The result for
type A is trivial, since then ψΣJ = ψi|V Σ . For type B, we have ψ
Σ
J = ψiψj |V Σ . But
in that case, we also have ϕi(eαj ) = deαj (by definition of ϕi) and fi(eαj ) = 0 (by
definition of an LK-family), thus we get, thanks to the formulas of [6, Rem. 1],
ψiψj = ϕiϕj + fiϕj ⊗ eαi + dfj ⊗ eαj ,
whence the result since fiϕj = dfi by definition of an LK-family. Similarly for type
C, we have ψΣJ = ψiψjψk|V Σ and since ϕi(eαj ) = deαj , ϕi(eαk) = ϕj(eαk) = deαk ,
and fi(eαj ) = fi(eαk) = fj(eαk) = 0, we get, thanks to [6, Rem. 1],
ψiψjψk = ϕiϕjϕk + fiϕjϕk ⊗ eαi + dfjϕk ⊗ eαj + d
2fk ⊗ eαk ,
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whence the result since fiϕjϕk = dfiϕk = d
2fi and fjϕk = dfj by definition
of an LK-family. Finally for type D, we have ψΣJ = ψiψjψi|V Σ and ϕi(eαj ) =
aeαj + ceαi+αj , ϕiϕj(eαi) = bceαj , fi(eαj ) = fj(eαi) = 0, and fiϕj(eαi) = 0 (since
fiϕj = fjϕi and ϕi(eαi) = 0), hence we get, thanks to [6, Rem. 1],
ψiψjψi = ϕiϕjϕi + fiϕjϕi ⊗ eαi + [bcfi + afjϕi]⊗ eαj + cfjϕi ⊗ eαi+αj ,
whence the result by lemma 17 and by the fact that fi|V Σ = fj |V Σ . 
Remark 19. Let J be a spherical orbit of I under Σ and let Θ be an orbit of
Φ+ under Σ. Recall that we denote by MJ(Θ) the J-mesh of Θ, i.e. the set
WJ(Θ)
⋂
Φ+. Notice that this subset of Φ+ is a union of orbits of Φ+ under Σ.
It is clear that all the maps ϕi, for i ∈ J , stabilize the submodule of V generated
by the elements eβ for β running through MJ(Θ). So the map ϕ
Σ
J stabilizes the
submodule of V Σ generated by the elements eΘ for Θ running through the orbits
included in MJ(Θ), and hence the matrix of ϕ
Σ
J in the basis (eΘ)Θ∈Φ+/Σ of V
Σ
is block diagonal, relatively to the partition of Φ+/Σ induced by those J-meshes
MJ(Θ) for Θ ∈ Φ+/Σ.
In subsections 3.1 to 3.4 below, we explicit the different possible blocks of ϕΣJ ,
for the four possible types of J and for the different possible J-meshesMJ(Θ) when
Θ runs through Φ+/Σ. For each such J-mesh X = MJ(Θ), we denote by MX the
corresponding block in ϕΣJ and by PX its characteristic polynomial.
Notation 20. For sake of brevity in what follows, we set dˇ := a − d in R. In
particular, the roots of the polynomial X2 − aX − bc are d and dˇ, and ddˇ = −bc.
3.1. Type A.
We assume here that J = {i}, and hence that ϕΣJ = ϕi|V Σ .
• Configuration A1 : Θ = ΘJ . The corresponding block is
MA1 =
(
0
)
.
• Configuration A2 : s✐iΘ or s✐i s✐iΘ or s s s✐ ✐ ✐i i iΘ .
The corresponding block is
MA2 =
(
d
)
.
• Configuration A3 : s
s
i
Θ1
Θ2
or s
s
i
Θ1
Θ2
s
s
i or s s s
s s s
i i i
Θ1
Θ2
.
The corresponding block is
MA3 =
eΘ1 eΘ2(
a b
c 0
)
,
whose characteristic polynomial is
PA3 = (X − d)(X − dˇ).
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3.2. Type B.
We assume here that J = {i, j} with mi,j = 2, and hence that ϕΣJ = (ϕiϕj)|V Σ .
• Configuration B1 : Θ = ΘJ . The corresponding block is
MB1 =
(
0
)
.
• Configuration B2 : s✐i✐jΘ or s✐i✐j s✐i✐jΘ . The corresponding block is
MB2 =
(
d2
)
.
• Configuration B3 : s
s
i
✐j
✐j
Θ1
Θ2
s
s
j
✐i
✐i
. The corresponding block is
MB3 =
eΘ1 eΘ2(
ad bd
cd 0
)
,
whose characteristic polynomial is
PB3 = (X − d
2)(X − ddˇ).
• Configuration B4 :
s
s s
s
 
 
❅
❅
❅
❅
 
 
i
j
j
i
Θ1
Θ2
Θ3
. The corresponding block is
MB4 =
eΘ1 eΘ2 eΘ3
a2 2ab b2ac bc 0
c2 0 0

,
whose characteristic polynomial is
PB4 = (X − d
2)(X − ddˇ)(X − dˇ2).
• Configuration B5 :
s
s s
s
 
 
❅
❅
❅
❅
 
 
i
j
j
i
Θ1
Θ2
Θ4
s
s s
s
 
 
❅
❅
❅
❅
 
 
j
i
Θ3 . The corresponding block is
MB5 =
eΘ1 eΘ2 eΘ3 eΘ4

a2 ab ab b2
ac 0 bc 0
ac bc 0 0
c2 0 0 0

,
whose characteristic polynomial is
PB5 = (X − d
2)(X − ddˇ)2(X − dˇ2).
Moreover, it is easily checked that the polynomial PB4 already annihilates MB5.
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3.3. Type C.
We assume here that J = {i, j, k} with mi,j = mj,k = mk,i = 2, and hence that
ϕΣJ = (ϕiϕjϕk)|V Σ .
• Configuration C1 : Θ = ΘJ . The corresponding block is
MC1 =
(
0
)
.
• Configuration C2 : s✐i✐j
✐k
Θ or s s s✐ ✐ ✐i i i✐ ✐ ✐j j j
✐ ✐ ✐k k k
Θ . The corresponding block is
MC2 =
(
d3
)
.
• Configuration C3 : s s s
s s s
✐ ✐ ✐
✐ ✐ ✐
✐ ✐ ✐
✐ ✐ ✐
Θ1
Θ2 j
j
k
k
i
i
i
k
k
j
j
j
i
i
k . The corresponding block is
MC3 =
eΘ1 eΘ2(
ad2 bd2
cd2 0
)
,
whose characteristic polynomial is
PC3 = (X − d
3)(X − d2dˇ).
• Configuration C4 :
s s s
s s s s s s
s s s
✐ ✐ ✐
✐ ✐ ✐
✐ ✐ ✐ ✐ ✐ ✐
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
✑
k i j
k i j
k i j k i j
i j kj k
j k ii
Θ1
Θ4
Θ2 Θ3.
The corresponding block is
MC4 =
eΘ1 eΘ2 eΘ3 eΘ4

a2d abd abd b2d
acd 0 bcd 0
acd bcd 0 0
c2d 0 0 0

,
whose characteristic polynomial is
PC4 = (X − d
3)(X − d2dˇ)2(X − ddˇ2).
Moreover, one can check that the polynomial (X−d3)(X−d2dˇ)(X−ddˇ2) already
annihilates MC4.
• Configuration C5 : s
s
s
s
s
s
s
s
❅
❅
❅
❅
 
 
 
 
❅
❅
❅
❅
 
 
 
 
j
j
j j
i
ik
k
i
i
k
k
Θ1
Θ4
Θ2
Θ3
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The corresponding block is
MC5 =
eΘ1 eΘ2 eΘ3 eΘ4

a3 3a2b 3ab2 b3
a2c 2abc b2c 0
ac2 bc2 0 0
c3 0 0 0

,
whose characteristic polynomial is
PC5 = (X − d
3)(X − d2dˇ)(X − ddˇ2)(X − dˇ3).
• Configuration C6 :
s s s
s s s s s s s s s
s s s s s s s s s
s s s
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
✏✏
Θ1
Θ8
Θ2 Θ3, Θ4
Θ5 Θ6, Θ7
(the labels i, j, k on the edges are omitted).
The corresponding block is
MC6 =
eΘ1 eΘ2 eΘ3 eΘ4 eΘ5 eΘ6 eΘ7 eΘ8

a3 a2b a2b a2b ab2 ab2 ab2 b3
a2c 0 abc abc 0 0 b2c 0
a2c abc 0 abc 0 b2c 0 0
a2c abc abc 0 b2c 0 0 0
ac2 0 0 bc2 0 0 0 0
ac2 0 bc2 0 0 0 0 0
ac2 bc2 0 0 0 0 0 0
c3 0 0 0 0 0 0 0


,
whose characteristic polynomial is
PC6 = (X − d
3)(X − d2dˇ)3(X − ddˇ2)3(X − dˇ3).
And one can check that the polynomial PC5 already annihilates MC6.
3.4. Type D.
We assume here that J = {i, j} withmi,j = 3, and hence that ϕΣJ = (ϕiϕjϕi)|V Σ .
• Configuration D1 : ΘJ and Θ′J . The corresponding block is
MD1 =
(
0 0
0 0
)
.
• Configuration D2 : s✐i✐jΘ or s✐i✐j s✐i✐jΘ . The corresponding block is
MD2 =
(
d3
)
.
• Configuration D3 :
s
s
s
i
j
✐j
✐i
Θ1
Θ2
Θ3
s
s
s
j
✐i
i
✐j
. The corresponding block is
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MD3 =
eΘ1 eΘ2 eΘ3
ad2 abd b2dacd bcd 0
c2d 0 0

,
whose characteristic polynomial is
PD3 = (X − d
3)(X2 + (ddˇ)3).
• Configuration D4 :
s
s s
s s
s
 
 
❅
❅
❅
❅
 
 
i
i
ji
j
j
Θ1
Θ2
Θ3
Θ4
. The corresponding block is
MD4 =
eΘ1 eΘ2 eΘ3 eΘ4

a(a2 + bc) 2a2b 2ab2 b3
a2c 2abc b2c 0
ac2 bc2 0 0
c3 0 0 0

,
whose characteristic polynomial is
PD4 = (X − d
3)(X2 + (ddˇ)3)(X − dˇ3).
• Configuration D5 :
s
s s
s s
s
 
 
❅
❅
❅
❅
 
 
j
j
ii
i
i
j
Θ1
Θ2
Θ4
Θ6
s
s s
s s
s
 
 
❅
❅
❅
❅
 
 
i
i
j
Θ3
Θ5
. The corresponding block is
MD5 =
eΘ1 eΘ2 eΘ3 eΘ4 eΘ5 eΘ6

a(a2 + bc) a2b a2b ab2 ab2 b3
a2c abc abc 0 b2c 0
a2c abc abc b2c 0 0
ac2 0 bc2 0 0 0
ac2 bc2 0 0 0 0
c3 0 0 0 0 0

,
whose characteristic polynomial is
PD5 = (X − d
3)(X2 + (ddˇ)3)2(X − dˇ3).
Moreover, it is easily checked that the polynomial PD4 already annihilates MD5.
3.5. Consequences on annihilating polynomials.
Lemma 21. Let ϕ ∈ L (V ), f, f ′ ∈ V ⋆ and e, e′ ∈ V be such that ϕ(e) = ϕ(e′) = 0
and f(e′) = f ′(e) = 0. We set fe = f(e) and f
′
e′ = f
′(e′). Then we get the following
identities in L (V ), for all n ∈ N :
(i) (ϕ+ f ⊗ e)n = ϕn + f
[
n−1∑
k=0
fke ϕ
n−1−k
]
⊗ e,
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(ii) (ϕ+f⊗e+f ′⊗e′)n = ϕn+f
[
n−1∑
k=0
fke ϕ
n−1−k
]
⊗e+f ′
[
n−1∑
k=0
f ′ke′ ϕ
n−1−k
]
⊗e′.
Proof. By induction on n, using the identities of [6, Rem. 1]. 
Lemma 22. Let J = {i, j} be an orbit of I under Σ, with mi,j = 3. Then
fJ(eΘ′
J
) = f ′J(eΘJ ) = 0 and fJ(eΘJ ) = f
′
J(eΘ′J ).
Proof. With the formulas of notation 16 and lemma 17, we get for the first point :
fJ(eΘ′
J
) = fiϕjϕi(eαi+αj ) = fiϕj(beαj ) = 0, and
f ′J(eΘJ ) = cfiϕj(eαi + eαj ) = cfjϕi(eαi) + cfiϕj(eαj ) = 0,
and for the second point :
fJ(eΘJ ) = fiϕjϕi(eαi + eαj ) = fiϕjϕi(eαj ) = fi(bceαi) = bcfi(eαi), and
f ′J(eΘ′J ) = cfiϕj(eαi+αj ) = cfi(beαi) = bcfi(eαi). 
Proposition 23. Let J be a spherical orbit of I under Σ, and consider P ∈ R[X ].
Then there exists a polynomial Q ∈ R[X ] (that depends on J and P ) such that :
(i) P (ψΣJ ) = P (ϕ
Σ
J ) + fJQ(ϕ
Σ
J )⊗ eΘJ if J is of type A, B or C,
(ii) P (ψΣJ ) = P (ϕ
Σ
J ) + fJQ(ϕ
Σ
J )⊗ eΘJ + f
′
JQ(ϕ
Σ
J )⊗ eΘ′J if J is of type D.
Proof. For types A, B and C, the result follows from proposition 18 and lemma
21 (i), which applies since ϕΣJ (eΘJ ) = 0 (cf. configurations A1, B1 and C1). For
type D, lemma 21 (ii) applies to the decomposition of ψΣJ given in proposition 18
(ii) since ϕΣJ (eΘJ ) = ϕ
Σ
J (eΘ′J ) = 0 (cf. configuration D1), and since fJ(eΘ′J ) =
f ′J(eΘJ ) = 0 by the previous lemma. Hence we get two polynomials Q and Q
′ such
that P (ψΣJ ) = P (ϕ
Σ
J )+fJQ(ϕ
Σ
J )⊗eΘJ +f
′
JQ
′(ϕΣJ )⊗eΘ′J . But the two polynomials
Q and Q′ thus obtained are in fact equal since, again by the previous lemma,
fJ(eΘJ ) = f
′
J(eΘ′J ). 
Remark 24. More precisely, if P =
∑d
n=0 pnX
n in proposition 23, then Q =∑d−1
n=0 qnX
n with qd−1 = pd and qn−1 = pn + qnfJ(eΘJ ) for every 1 6 n 6 d− 1.
Notation 25. Let J be a spherical orbit of I under Σ. Depending on J , we define
a polynomial PJ ∈ R[X ] by :
(i) PJ = (X − d)(X − dˇ) if J is of type A,
(ii) PJ = (X − d
2)(X − ddˇ)(X − dˇ2) if J is of type B,
(iii) PJ = (X − d3)(X − d2dˇ)(X − ddˇ2)(X − dˇ3) if J is of type C,
(iv) PJ = (X − d3)(X2 + (ddˇ)3)(X − dˇ3) if J is of type D.
Lemma 26. Let J be a spherical orbit of I under Σ. Then
(i) PJ (ϕ
Σ
J )(eΘ) = 0 when Θ 6= ΘJ (resp. when Θ 6= ΘJ and Θ 6= Θ
′
J) if J is
of type A, B or C (resp. D),
(ii) PJ (ϕ
Σ
J )(eΘ) = PJ (0)eΘ when Θ = ΘJ (resp. when Θ = ΘJ or Θ = Θ
′
J) if
J is of type A, B or C (resp. D).
Proof. In view of the results of subsections 3.1 to 3.4 above, the polynomial PJ
annihilates the non-zero blocks of ϕΣJ , hence we get that PJ (ϕ
Σ
J )(eΘ) = 0 if Θ 6=
ΘJ (resp. if Θ 6= ΘJ and Θ 6= Θ′J) for types A, B and C (resp. D). Moreover
since ϕΣJ (eΘJ ) = 0 for all cases, and since ϕ
Σ
J (eΘ′J ) = 0 for type D, we get that
PJ(ϕ
Σ
J )(eΘJ ) = PJ(0)eΘJ for all cases, and that PJ(ϕ
Σ
J )(eΘ′J ) = PJ(0)eΘ′J for
type D. 
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Proposition 27. Let J be a spherical orbit of I under Σ. The image of PJ(ψ
Σ
J ) is
included in ReΘJ (resp. in ReΘJ ⊕ReΘ′J ) if J is of type A, B or C (resp. D). As
a consequence, the polynomial (X − fJ(eΘJ ))PJ annihilates ψ
Σ
J .
Proof. The previous lemma shows that the image of PJ(ϕ
Σ
J ) is included in ReΘJ
(resp. in ReΘJ ⊕ ReΘ′J ) for types A, B and C (resp. D). But by proposition 23,
PJ(ψ
Σ
J ) is the sum of PJ (ϕ
Σ
J ) and of some endomorphism of V
Σ whose image is
included in ReΘJ (resp. in ReΘJ ⊕ReΘ′J ) for types A, B and C (resp. D), whence
the first point of the proposition.
The second point for types A, B and C (resp. D) follows from proposition 18
(i) (resp. proposition 18 (ii) and lemma 22), and the studies of configurations A1,
B1, and C1 (resp. D1), which show that eΘJ (resp. each of eΘJ and eΘ′J ) is an
eigenvector of ψΣJ for the eigenvalue fJ(eΘJ ). 
Remark 28. Let us denote by f the common value of the fi(eαi) for i ∈ J (recall
that we are assuming that fi = fσ(i)σV for all i ∈ I). Then it is easily checked on
the definitions that the value of fJ(eΘJ ) is f (resp. df , resp. d
2f , resp. bcf) if J is
of type A (resp. B, resp. C, resp. D).
4. The spherical case
We assume here that Γ is of spherical type An (n > 2), Dn (n > 4) or E6.
In all the cases but D4, we fix Σ = Aut(Γ) (of order two), and when Γ is of
type D4, we take for Σ a subgroup of Aut(Γ) (which is of order six) of order two or
three. The Coxeter matrix ΓΣ = (mΣJ,K)J,K∈IΣ — which encodes the presentations
of the Coxeter group WΣ, the Artin-Tits monoid (B+)Σ and the Artin-Tits group
BΣ — is then of type Bn if Γ = A2n−1, A2n or Dn+1 with |Σ| = 2, of type F4 if
Γ = E6, or of type G2 if Γ = D4 with |Σ| = 3 (see for example [9, 5]).
We fix an integral domain R and (a, b, c, d) ∈ R4 such that d2− ad− bc = 0. Let
(fi)i∈I ∈ (V ⋆)I be an LK-family relatively to (a, b, c, d) and consider the associated
LK-representation ψ : B+ → L (V ) of B+.
We will always assume in this section that the elements b, c and d are non-zero
in R, so that they become invertible in the field of fractions K of R. By extension
of the scalars from R to K, we will consider ψ as acting on the K-vector space
VK = V ⊗R K. It then follows from proposition 10 that ψ induces a twisted LK-
representation ψΣ : (B+)Σ → L (V Σ
K
) of (B+)Σ over V Σ
K
= K⊗R V
Σ.
By [6, Section 3.2], the LK-family (fi)i∈I , seen as an element of (V
⋆
K
)I , is en-
tirely determined by the common value f of the elements fi(eαi), i ∈ I. More-
over when f 6= 0, then ψ has its image included in GL(VK) and hence induces an
LK-representation ψgp : B → GL(VK) of the Artin-Tits group B, and a twisted
LK-representation ψΣgp : B
Σ → GL(V Σ
K
) of the Artin-Tits group BΣ.
In view of the results of the previous section, in order to really understand the
maps ψΣJ = ψ
Σ
∆J
, J ∈ IΣ, we need to list the possible configurations of the J-meshes
MJ(Θ) in Φ
+, when Θ runs through Φ+/Σ. This is done in the following lemma.
Lemma 29. Fix an orbit J of I under Σ. We list, in the following tables, the
number NX of occurrences of configuration X (with the notations of subsections
3.1 to 3.4) among the J-meshes MJ(Θ) in Φ
+, when Θ runs through Φ+/Σ. (The
configurations that do not occur are omitted).
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• If Γ = A2n−1, or Dn with |Σ| = 2, or E6, then J can be of type A or B
and we get :
if J is of type A if J is of type B
NA1 NA2 NA3 NB1 NB2 NB3 NB4
A2n−1 1 (n− 1)2 n− 1 1 (n− 2)2 2n− 4 1
Dn (|Σ|=2) 1 n2−6n+10 2n−5 1 (n−2)(n−3) 0 n−2
E6 1 9 7 1 6 4 3
• If Γ = A2n, then J can be of type B (if n > 2) or D and we get :
if J is of type B if J is of type D
NB1 NB2 NB3 NB4 ND1 ND2 ND3
1 (n− 1)(n− 2) 2n− 3 1 1 (n− 1)2 n− 1
• If Γ = D4 with |Σ| = 3, then J can be of type A or C and we get :
if J is of type A if J is of type C
NA1 NA2 NA3 NC1 NC2 NC5
1 1 2 1 1 1
Proof. Left to the reader. 
4.1. Irreducibility.
In this subsection, we exclude the case Γ = A2n, so that there is no orbit of type
D in I, and hence no configurations D1 to D5 in Φ+.
Lemma 30. For all Θ ∈ Φ+/Σ with dp(Θ) > 2, there exists J ∈ IΣ such that
dp(rJ (Θ)) < dp(Θ).
Proof. Fix α ∈ Θ and i ∈ I such that dp(si(α)) < dp(α), and let us denote by J
the orbit of i under Σ. Necessarily, the J-mesh MJ(Θ) is in configuration A3, B3,
B4 or C5, and Θ is not of minimal depth in MJ(Θ).
In case of a configurationA3, B3, B4 with Θ of maximal depth inMJ(Θ), orC5
with Θ of maximal or second-maximal depth in MJ(Θ), then dp(rJ (Θ)) < dp(Θ)
and we are done. In the other cases, then (dp(rJ (Θ)) > dp(Θ) and) a look at the
graph of Φ+ in the different possible situations reveals that there exists i′ ∈ I with
dp(si′(α)) < dp(α) for which, if we denote by J
′ its orbit under Σ, then MJ′(Θ) is
in configuration A3 or B3, so here again we are done, up to changing J for J ′. 
In the following proposition, we prove the first part of our irreducibility criterion.
Notation 31. If J if an orbit of I under Σ, we consider the polynomial PJ as in
notation 25. In view of proposition 23, there exist a polynomial QJ ∈ R[X ] such
that PJ (ψ
Σ
J ) = PJ(ϕ
Σ
J ) + fJQJ(ϕ
Σ
J )⊗ eΘJ .
By lemma 26, we get PJ (ψ
Σ
J )(eΘ) = fJQJ(ϕ
Σ
J )(eΘ)eΘJ for every Θ ∈ Φ
+/Σ with
Θ 6= ΘJ . Moreover it can be checked that fJQJ(ϕΣJ )(eΘK ) = 0 for J, K ∈ I
Σ with
mΣJ,K = 2.
Proposition 32. Assume that fJQJ(ϕ
Σ
J )(eΘK ) 6= 0 for every J , K ∈ I
Σ with
mΣJ,K > 3. If U is an invariant subspace of V
Σ
K
under ψΣ such that PK(ψ
Σ
K)(U) 6=
{0} for some K ∈ IΣ, then U = V Σ
K
.
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Proof. By proposition 27 and since U is invariant, we get PJ (ψ
Σ
J )(U) ⊆ U
⋂
ReΘJ
for all J ∈ IΣ, whence eΘK ∈ U since PK(ψ
Σ
K)(U) 6= {0}. Now if J ∈ I
Σ is distinct
from K, we get that PJ(ψ
Σ
J )(eΘK ) = fJQJ(ψ
Σ
J )(eΘK )eΘJ belongs to U , whence
eΘJ ∈ U if m
Σ
J,K > 3 since then, by assumption, fJQJ(ϕ
Σ
J )(eΘK ) 6= 0. We thus get
that eΘJ ∈ U for all J ∈ I
Σ by connectivity of ΓΣ.
Now consider Θ ∈ Φ+/Σ, of depth p > 2, such that every eΘ′ belongs to U when-
ever dp(Θ′) < p. By lemma 30, there exists J ∈ IΣ such that dp(rJ (Θ)) < dp(Θ),
so in particular erJ (Θ) ∈ U . Necessarily, the J-mesh MJ(Θ) is in configuration
A3, B3, B4 with Θ of maximal depth in MJ(Θ), or C5 with Θ of maximal or
second-maximal depth in MJ(Θ), and hence ψ
Σ
J (erJ (Θ)) is a linear combination of
eΘ, erJ (Θ), eΘJ and possibly some other eΘ′ for Θ
′ ⊆ MJ(Θ) with dp(Θ′) < p, in
which the coefficient of eΘ is c, cd, c
2, c3 or bc2 respectively.
Since U is invariant by ψΣJ and since bcd 6= 0 by assumption, we thus get, in all
the cases, the element eΘ as a linear combination of elements of U , hence eΘ ∈ U
and we conclude by induction that U = V Σ
K
. 
The following lemma explicits the condition on fJQJ(ϕ
Σ
J )(eΘK ) of the previous
proposition (recall that f is the common value of the fi(eαi) for i ∈ I, and that we
set dˇ = a− d) :
Lemma 33. Consider two orbits J , K ∈ IΣ with mΣJ,K > 3. Then the coefficient
fJQJ(ϕ
Σ
J )(eΘK ) is equal to :
(i) −|K|af if J is of type A,
(ii) ad2f(dˇ2 − df) if J is of type B,
(iii) ad5f(−d3f2 + addˇ2f − dˇ5) if J is of type C.
Proof. First notice that the assumption mΣJ,K > 3 implies that mj,k = 3 for some
(j, k) ∈ J ×K (see [9, Section 3] or [5, Section 4.2]). Now it is easy to see that if
J is of type A (resp. B, resp. C), then ΘK necessarily appears at the bottom of a
configuration A3 (resp. B3 or B4, resp. C5). The result then follows from direct
computations, using the expression of QJ deduced from remark 24 and notation
25, and the expressions of the encountered fJ(eΘ) as multiples of f deduced from
[6, Table 1]. 
Now we turn to the second part of the irreducibility criterion.
Proposition 34. Assume that there exists a prime ideal Q of R with bcd 6∈ Q and
Im(fi) ⊆ Q for all i ∈ I. If U is an invariant subspace of V
Σ
K
under ψΣ such that
PJ(ψ
Σ
J )(U) = {0} for all J ∈ I
Σ, then U = {0}.
Proof. Recall that the image of PJ (ψ
Σ
J ) is included in KeΘJ . Since U is invariant,
we get PJ (ψ
Σ
J )ψ
Σ
g (U) = {0} for every (J, g) ∈ I
Σ × (B+)Σ, and hence, if we denote
by L(J,g),Θ the element of R such that PJ(ψ
Σ
J )ψ
Σ
g (eΘ) = L(J,g),ΘeΘJ , and by L the
matrix (L(J,g),Θ)(J,g)∈IΣ×(B+)Σ,Θ∈Φ+/Σ, we get that U is included in ker(L).
Now we claim that under the assumptions of the proposition, the matrix L is
non-singular, which thus implies that U = {0}. To prove our claim, it suffices to
construct some pairs (JΘ, gΘ) ∈ I
Σ×(B+)Σ for Θ running through Φ+/Σ, such that
the square submatrix L′ = (L(JΘ,gΘ),Ω)Θ,Ω∈Φ+/Σ of L is invertible. We construct
the pairs (JΘ, gΘ) ∈ I
Σ × (B+)Σ by induction on dp(Θ) as follows.
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If dp(Θ) = 1, i.e. if Θ = ΘJ for some J ∈ IΣ, we set JΘ = J and gΘ = 1. Now
by induction if dp(Θ) > 2, then we fix some J ∈ IΣ such that dp(rJ (Θ)) < dp(Θ)
(which exists by lemma 30) and we set JΘ = JrJ (Θ) and gΘ = grJ(Θ)∆J .
We are going to see that
(i) PJΘ(ϕ
Σ
JΘ
)ϕΣgΘ(eΘ) = ±b
kcldmeΘJΘ for some k, l, m ∈ N,
(ii) PJΘ(ϕ
Σ
JΘ
)ϕΣgΘ(eΩ) = 0 for Ω ∈ Φ
+/Σ with dp(Ω) > dp(Θ) and Ω 6= Θ.
Since PJ(ψ
Σ
J )ψ
Σ
g (eΘ) ≡ PJ (ϕ
Σ
J )ϕ
Σ
g (eΘ) mod Q, points (i) and (ii) will show that
the matrix L′ is lower triangular modulo Q — if we choose an order on Φ+/Σ that
is consistent with depth — with non-zero diagonal coefficients modulo Q, since
bcd 6∈ Q. Hence this will show that the determinant of L′ is non-zero modulo Q
(recall that Q is prime), and therefore is non-zero in R, whence the result.
So it remains to prove (i) and (ii).
Let us prove (i). If Θ = ΘJ for some J ∈ I
Σ, then by lemma 26 we get
PJ(ϕ
Σ
J )(eΘJ ) = PJ(0)eΘJ , with PJ (0) = −bc (resp. (bc)
3, resp. (bc)6) if J is of
type A (resp. B, resp. C), whence the result when dp(Θ) = 1. Now assume that
dp(Θ) > 2 and consider the fixed J ∈ IΣ such that dp(rJ (Θ)) < dp(Θ).
If MJ(Θ) is in configuration A3, B3, B4 or C5, with Θ of maximal depth in
MJ(Θ), then ϕ
Σ
J (eΘ) = λerJ (Θ) with λ = b, bd, b
2 or b3 respectively, whence the
result by induction. The only other possible configuration is C5 with Θ of second
maximal depth in MJ(Θ), which occurs when Γ = D4 with |Σ| = 3. If we label
the vertices of D4 as in [2, Planche IV], we thus get I
Σ = {J,K} with J = {1, 3, 4}
and K = {2}, Θ = {α1 + α2 + α3, α1 + α2 + α4, α2 + α3 + α4}, gΘ = ∆K∆J , and
JΘ = J , whence ϕ
Σ
gΘ(eΘ) = b
3ceΘJ and PJΘ(ϕ
Σ
JΘ
)ϕΣgΘ(eΘ) = b
9c7eΘJΘ .
Let us prove (ii). By lemma 26, it suffices to see that ϕΣgΘ(eΩ) is a linear combi-
nation of some eΘ′ with Θ
′ 6= ΘJΘ . This is clear if Θ = ΘJ since then gΘ = 1. So
assume that dp(Θ) > 2 and consider the fixed J ∈ IΣ such that dp(rJ (Θ)) < dp(Θ).
In view of the results of section 3, ϕΣJ (eΩ) is a linear combination of some elements
eΩ′ where Ω
′ is an orbit included inMJ(Ω), which hence satisfies dp(Ω
′) > dp(Ω)−p,
where p = 1, 2 or 3 when J is of type A, B or C respectively.
If dp(Ω′) > dp(rJ (Θ)) and Ω
′ 6= rJ(Θ) for every orbit Ω′ ⊆ MJ(Ω), we get by
induction that ϕΣgrJ (Θ)
(eΩ′) is a linear combination of elements eΘ′ with Θ
′ distinct
from ΘJrJ (Θ) = ΘJΘ , whence the result. The only obstructions to this situation are
the two following configurations :
• MJ(Θ) in configuration B3, MJ(Ω) in configuration B4, and dp(Θ) =
dp(Ω) maximal in MJ(Θ) and in MJ(Ω).
• MJ(Θ) = MJ(Ω) in configuration C5, Ω of maximal depth, and Θ of
second maximal depth, in MJ(Θ).
The second point occurs if Γ = D4 with Ω = {α1+α2+α3+α4} and Θ, J and K
as in the proof of (i) above (hence gΘ = ∆K∆J ), whence ϕ
Σ
gΘ(eΩ) = b
3ϕΣK(eΘK ) = 0
and the result in that case.
The first point occurs once if Γ = E6, for J = {3, 5}, Ω = {α2 + α3 + α4 + α5}
and Θ = {α1+α3+α4+α5, α3+α4+α5+α6} with the notations of [2, Planche V].
But the possibilities for (JΘ, gΘ) are then ({1, 6},∆J∆{2}∆J ), (J,∆{1,6}∆{2}∆J)
or (J,∆{2}∆{1,6}∆J), whence ϕ
Σ
gΘ(eΩ) = b
3d2e{α2} and the result in that case.
The first point also occurs if Γ = A2n−1 (n > 4), for J = {n − j, n + j},
Ω = {
∑n+j
i=n−j αi} and Θ = {
∑n−j
i=n−3j αi,
∑n+3j
i=n+j αi} where 1 6 j 6
n−1
3 , with the
notations of [2, Planche I]. But in that case we necessarily get gΘ = grKrJ (Θ)∆K∆J
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where K = {n− k, n+ k} for some j +1 6 k 6 3j. Hence the K-mesh MK(rJ (Ω))
is in configuration B2 and we get ϕΣKϕ
Σ
J (eΩ) = (bd)
2erJ (Ω), with dp(rJ (Ω)) =
dp(Θ)− 2 = dp(rKrJ (Θ)) and rJ (Ω) 6= rKrJ (Θ), whence the result in those cases
by induction on rKrJ (Θ).
Since there is no configuration B3 in Φ+ for Γ = Dn, the proof is completed. 
Theorem 35. Assume that condition (⋆) holds :
(⋆) R is an integral domain, fi(eαi) 6= 0 for all i ∈ I, and there exists a totally
ordered integral domain R0 and a ring homomorphism ρ : R → R0, such
that ρ(t) > 0 for t ∈ {a, b, c, d}, and Im(fi) ⊆ ker(ρ) for all i ∈ I.
Then the LK-representations ψΣ and ψΣgp are irreducible over V
Σ
K
.
Proof. The result follows from propositions 32 and 34 : the second one applies with
Q = ker(ρ), and the first one applies since under condition (⋆), we get a, d and
f = fi(eαi) non-zero in R, f ∈ ker(ρ) and ρ(dˇ) < 0 (since ρ(ddˇ) = ρ(−bc) < 0), so
lemma 33 shows that the coefficients fJQJ(ϕ
Σ
J )(eΘK ), for m
Σ
J,K > 3, are non-zero
in R (look at the image of the parenthesized expressions by ρ). 
Remark 36. This result extends to all the spherical and connected cases but A2n
what was done for Γ = E6 in [18, Section 6.1], by a totally different method.
The question for Γ = A2n (n > 2) is still open, as far as I know. The strategy
used here does not directly apply because of the orbit J of type D in Γ : first,
lemma 33 above is not true in this case (look at the orbit Θ′J), and second, the
image of PJ(ψ
Σ
J ) is not of dimension one, but two (at least when f 6= 0).
The case Γ = A2 is trivial however, since then I
Σ = {I}, V Σ
K
= KeΘI ⊕ KeΘ′I ,
and ψΣI is the homothety of ratio bcf , hence in this case, ψ
Σ is not irreducible.
4.2. Non-equivalence.
In corollary 39 and theorem 41 below, we study the case of two twisted LK-
representations ψΣ and ψ′Σ of B+
ΓΣ
≈ (B+Γ )
Σ induced by two LK-representations ψ
and ψ′ of B+Γ for a fixed Coxeter matrix Γ.
On the contrary in proposition 42 below, we focus on the particular case of the
Coxeter type Bn, n > 3, and study the case of three twisted LK-representations
ψΣ, ψ′Σ
′
and ψ′′Σ
′′
of B+Bn induced by three LK-representations ψ, ψ
′ and ψ′′ of
B+Γ , B
+
Γ′ and B
+
Γ′′ respectively, where Γ = A2n−1, Γ
′ = Dn+1 and Γ
′′ = A2n.
But let us begin with a result on the diagonalizability of the maps ψΣJ .
Proposition 37. Let J be an orbit of I under Σ. We set dˇ = a− d.
(i) If J is of type A and if d, dˇ and f are pairwise distinct, then ψΣJ is diago-
nalizable over K, with eigenvalues d, dˇ and f of multiplicity NA2 +NA3,
NA3 and NA1 respectively.
(ii) If J is of type B and if d2, ddˇ, dˇ2 and df are pairwise distinct, then ψΣJ
is diagonalizable over K, with eigenvalues d2, ddˇ, dˇ2 and df of multiplicity
NB2 +NB3 +NB4, NB3 +NB4, NB4 and NB1 respectively.
Proof. Let us prove (i). In view of proposition 27, the map ψΣJ is diagonalizable
over K and its eigenvalues can be fJ(eΘJ ) = f , d or dˇ. But we more precisely claim
that for any J-mesh M in configuration A1 (resp. A2, resp. A3), some suitable
linear combinations of eΘJ and eΘ, Θ ⊆M , are eigenvectors of ψ
Σ
J for the value f
(resp. d, resp. d and dˇ), whence the result.
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The claim is obvious forA1 since eΘJ is clearly an eigenvector of ψ
Σ
J for the value
f . For configuration A2, the linear combination eΘ + λeΘJ is suitable if λ satisfies
fJ(eΘ) + λf = dλ, and such a λ exists in K since f 6= d by assumption. Now since
d 6= dˇ, the block of ϕΣJ for a J-mesh M in configuration A3 is certainly similar
to the diagonal matrix Diag(d, dˇ), i.e. there certainly exists a linear combination
e˜ of eΘ and erJ (Θ), where M = Θ ∪ rJ (Θ), that is an eigenvector of ϕ
Σ
J for the
eigenvalue d (resp. dˇ). The linear combination e˜ + λeΘJ is then an eigenvector of
ψΣJ for the eigenvalue d (resp. dˇ) whenever fJ(e˜) + λf = dλ (resp. dˇλ), and such a
λ exists in K since f 6= d (resp. f 6= dˇ) by assumption.
The proof of (ii) is similar (recall that there is no configuration B5 in Φ+). 
Remark 38. One can prove an analogue of the previous results for the orbit J of
type C in Γ = D4 (when |Σ| = 3), but we will not need it in what follows. The
eigenvalues in this case would be d3 (of multiplicity NC2+NC5 = 2), and d
2dˇ, ddˇ2,
dˇ3 and d2f (of multiplicity NC5 = NC1 = 1).
There is also an analogue for the orbit J of type D in Γ = A2n, if we assume
that −ddˇ = bc is a square in K, so that the factor X2 + (ddˇ)3 of PJ splits in K[X ].
Now let us fix another LK-representation ψ′ : B+ → L (V ) associated with a
quadruple (a′, b′, c′, d′) ∈ R4 (such that d′2 − a′d′ − b′c′ = 0) and an LK-family
(f ′i)i∈I relatively to (a
′, b′, c′, d′). We assume that b′, c′ and d′ are non-zero in R.
As in the preamble of the current section, the LK-family (f ′i)i∈I , seen as an
element of (V ⋆
K
)I , is entirely determined by the common value f ′ of the f ′i(eαi)
for i ∈ I, and the LK-representation ψ′ induces a twisted LK-representation ψ′Σ :
(B+)Σ → L (V Σ
K
) of (B+)Σ.
Corollary 39. We set dˇ = a− d and dˇ′ = a′ − d′.
(i) Assume that Γ 6= A2n, A3 and that d, dˇ and f (resp. d′, dˇ′ and f ′) are
pairwise distinct. Then for any orbit J ∈ IΣ of type A, the maps ψΣJ and
ψ′ΣJ are similar over K if and only if (d, dˇ, f) = (d
′, dˇ′, f ′).
(ii) Assume that Γ = A2n, n > 3, and that d
2, ddˇ, dˇ2 and df (resp. d′2, d′dˇ′,
dˇ′2 and d′f ′) are pairwise distinct. Then for any orbit J of type B, the
maps ψΣJ and ψ
′Σ
J are similar over K if and only if (d, dˇ, f) = ±(d
′, dˇ′, f ′).
In particular, if Γ 6= A2n, A3 and (d, dˇ, f) 6= (d′, dˇ′, f ′) (resp. if Γ = A2n, n > 3,
and (d, dˇ, f) 6= ±(d′, dˇ′, f ′)), then the twisted LK-representations ψΣ and ψ′Σ are
not equivalent over K.
Proof. Of course if ψΣ and ψ′Σ are equivalent, then the maps ψΣJ and ψ
′Σ
J are similar
for every J ∈ IΣ. But in view of proposition 37 above, the maps ψΣJ and ψ
′Σ
J are
similar if and only if they have the same eigenvalues, with same multiplicity.
In case (i), the three multiplicities are NA2 + NA3 > NA3 > NA1 (the second
inequality is strict since we avoid the case Γ = A3), whence the result.
In case (ii), the four multiplicities are NB2+NB3+NB4 > NB3+NB4 > NB4 =
NB1 (the first inequality is strict since we avoid the case Γ = A4), so ψ
Σ
J and ψ
′Σ
J
are similar if and only if d2 = d′2, ddˇ = d′dˇ′ and {dˇ2, df} = {dˇ′2, d′f ′}. And these
three equalities are clearly equivalent to (d, dˇ, f) = ±(d′, dˇ′, f ′). 
Remark 40. The case Γ = A3 (resp. A4) can be dealt with as in case (i) (resp. (ii))
of the previous proposition and its proof, but the criterion of similarity of ψΣJ and
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ψ′ΣJ for J of type A (resp. B) as then to be relaxed to d = d
′ and {dˇ, f} = {dˇ′, f ′}
(resp. {d2, ddˇ} = {d′2, d′dˇ′} and {dˇ2, df} = {dˇ′2, d′f ′}).
The case Γ = A2 is trivial since then I
Σ = {I}, V Σ
K
= KeΘI ⊕ KeΘ′I , and ψ
Σ
I
(resp. ψ′ΣI ) is the homothety of ratio bcf (resp. b
′c′f ′). Hence in this case, the
twisted LK-representations ψΣ and ψ′Σ are equivalent if and only if bcf = b′c′f ′.
Theorem 41. Assume that Γ 6= A2 and that condition (⋆) holds for both ψ and
ψ′, for the same morphism ρ : R → R0 if Γ = A3 or Γ = A2n. Then if (d, dˇ, f) 6=
(d′, dˇ′, f ′), the twisted LK-representations ψΣ and ψ′Σ are not equivalent over K.
Proof. Under condition (⋆), the elements d, dˇ and f are pairwise distinct since
their image by ρ are positive, negative and zero respectively (for dˇ, the result
follows from the identity ddˇ = −bc). Similarly, the elements df , d2, ddˇ and dˇ2 are
pairwise distinct : indeed, we get ρ(df) = 0, ρ(ddˇ) < 0, ρ(d2) > 0 and ρ(dˇ2) > 0,
and d2 6= dˇ2 since d2 − dˇ2 = (d− dˇ)a and hence ρ(d2 − dˇ2) > 0.
The analogue occurs for ψ′ and hence the results of corollary 39 and remark
40 applies. This gives the result if Γ 6= A2n, A3. If Γ = A2n, n > 3, then
the condition stated in corollary 39 is (d, dˇ, f) 6= ±(d′, dˇ′, f ′), but we clearly have
(d, dˇ, f) 6= −(d′, dˇ′, f ′) since ρ(d) and ρ(d′) are positive, whence the result in that
case. Similarly for Γ = A3 (resp. A4), the condition of non-equivalence derived
from remark 40 should be d 6= d′ or {dˇ, f} 6= {dˇ′, f ′} (resp. {d2, ddˇ} 6= {d′2, d′dˇ′} or
{dˇ2, df} 6= {dˇ′2, d′f ′}). But here {dˇ, f} = {dˇ′, f ′} is equivalent to (dˇ, f) = (dˇ′, f ′)
since ρ(d) and ρ(d′) are positive and ρ(f) = ρ(f ′) = 0, whence the result for
Γ = A3. Finally for Γ = A4, since the images by ρ of d
2, dˇ2, d′2 and dˇ′2 (resp.
of ddˇ and d′dˇ′, resp. of df and d′f ′) are positive (resp. negative, resp. zero), the
condition {d2, ddˇ} = {d′2, d′dˇ′} and {dˇ2, df} = {dˇ′2, d′f ′} of remark 40 is equivalent
to (d2, ddˇ, dˇ2, df) = (d′2, d′dˇ′, dˇ′2, d′f ′), i.e. (d, dˇ, f) = (d′, dˇ′, f ′) since, again, ρ(d)
and ρ(d′) are positive. 
Let us finally turn to the case of the Coxeter type Bn by considering three twisted
LK-representations ψΣ, ψ′Σ
′
and ψ′′Σ
′′
of B+Bn induced by three LK-representations
ψ, ψ′ and ψ′′ of B+Γ , B
+
Γ′ and B
+
Γ′′ respectively, where Γ = A2n−1, Γ
′ = Dn+1 and
Γ′′ = A2n.
The twisted LK-representation ψ′′Σ
′′
is clearly non-equivalent to the two others
since it is of dimension |Φ+Γ′′/Σ
′′| = n(n+1) whereas the two others are of dimension
|Φ+Γ /Σ| = |Φ
+
Γ′/Σ
′| = n2. The following proposition proves that ψΣ ans ψ′Σ
′
are not
equivalent, under the usual assumptions on the parameters (a, b, c, d) and (fi)i∈I of
ψ, and (a′, b′, c′, d′) and (f ′i)i∈I′ of ψ
′. We set as above dˇ = a− d and f = fi(eαi)
for any i ∈ I.
Proposition 42. Assume that d, dˇ and f (resp. df , d2, ddˇ and dˇ2) are pairwise
distinct, and that the analogue holds for ψ′, which is the case for example if con-
dition (⋆) holds for both ψ and ψ′. Then the twisted LK-representations ψΣ and
ψ′Σ
′
are not equivalent over K.
Proof. The fact that condition (⋆) implies the given conditions on the parameters
has been shown in the proof of theorem 42. But then proposition 37 applies and
shows that the images by ψ and ψ′ of a given standard generator of B+Bn do not
have the same number of eigenvalues, whence the result. 
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