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ON THE UPPER SEMICONTINUITY OF A QUASICONCAVE FUNCTIONAL
LUIGI DE ROSA, DENIS SERRE, AND RICCARDO TIONE
Abstract. In the recent paper [17], the second author proved a divergence-quasiconcavity inequal-
ity for the following functional D(A) =
´
Tn
det(A(x))
1
n−1 dx defined on the space of p-summable
positive definite matrices with zero divergence. We prove that this implies the weak upper semi-
continuity of the functional D(·) if and only if p > n
n−1 .
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1. Introduction
In this paper, we study the functional
D(A) =
ˆ
Tn
det(A(x))
1
n−1 dx
defined on the space
Xp = {A ∈ L
p(Tn,Sym+(n)) : divA ∈ M(Tn,Rn)},
where Tn is the n-dimensional torus of Rn, Sym+(n) is the space of symmetric n× n non-negative
definite matrices, and M(Tn,Rn) is the space of bounded Radon measures on Tn with values in
R
n.
In the recent paper [17], the second author proved that the functional is well defined on X1,
meaning that for any A ∈ X1 the function det(A)
1
n−1 ∈ L1(Rn/Γ). More precisely, he proved the
following (here we state the divergence-free version since it will be useful for our later discussion,
but see also [17, Theorems 2.2, 2.3, 2.4] for more general results and [18][Theorem 2.1] for an
improvement)
Theorem. Let the divergence-free, non-negative definite matrix field x 7→ A(x) be Γ-periodic, with
A ∈ L1(Rn/Γ). Then
det(A)
1
n−1 ∈ L1(Rn/Γ)
and there holds  
Rn/Γ
det(A(x))
1
n−1 dx ≤ det
( 
Rn/Γ
A(x) dx
) 1
n−1
. (1)
In the previous result, Γ ⊂ Rn is a lattice. For simplicity, in the sequel we will just consider
Γ = Zn, hence Rn/Γ = Tn. Note that inequality (1) is a generalized Jensen inequality for non-
concave functions, and can be viewed as a divergence-quasiconcavity property. Let us explain the
link between quasiconcavity and upper semi-continuity of the related functional by considering the
dual of these objects, namely quasiconvexity and lower-semicontinuity, that have received much
more attention in the literature. We will use as a domain the n-dimensional torus Tn simply
because it is the domain we will use throughout the paper, but more generally one could consider
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any Ω ⊂ Rn with |∂Ω| = 0. The general question one poses is the following: given a continuous
integrand f : RN → R with growth
|f(z)| ≤ C(1 + ‖z‖p), (2)
under which conditions is the functional
E(z)
.
=
ˆ
Tn
f(z(x)) dx
defined, for instance, for z ∈ Lq(Tn,RN ), q ≤ p, sequentially weakly lower semi-continuous? The
first example of such problem was studied by C.B. Morrey in the case in which N = m × n
z(x) = ∇u(x), where u : Tn → Rm is a W 1,q function. In [12], he introduced the notion of
quasiconvexity, that is:
f(A) ≤
ˆ
Tn
f(A+∇φ(x)) dx, ∀φ ∈ C∞(Tn,Rm),∀A ∈ Rm×n. (3)
It can be proved that (2) and (3) imply the weak lower semi-continuity of the functional E(·), when
q < p. More generally, one is interested, as we do in the present paper, in maps z : Tn → RN
satisfying more general constraints than z(x) = ∇u(x). The general framework, considered for
instance in [8, 7], consists in taking a differential operator of order k with smooth coefficients,
usually denoted by A , of the form
A
.
=
∑
|α|≤k
Aα∂α, Aα ∈ C
∞(Tn,Rℓ×N ).
In [8] it is proved that f is weakly lower-semicontinuous on Lq(Tn,RN ) ∩ ker(A ), q < p, provided
that A satisfies Murat’s constant rank condition (see [8] or [13] for the definition), f satisfies (2)
and is A -quasiconvex, in the sense that
f(A) ≤
ˆ
Tn
f(A+ z(x)) dx, ∀A ∈ RN ,∀z ∈ C∞(Tn,Rm) with A z = 0.
The main ingredients of the proof of [8] are suitable projections of functions z ∈ Lq(Tn,RN ) onto
ker(A ), and, similarly to the classical work [9], homogenization for Young measure (that will be
introduced later on in the paper). In the last years, also due to the introduction of new techniques
and concepts in the theory of Young Measures, see [2, 10, 5], and a better understanding of the
singular part of measures µ ∈ M(Tn,RN ) with A µ = 0, see [15, 1], there has been much progress in
the study of lower-semicontinuity or relaxation of functionals, see [10, 3, 4] and the references therein.
As said, our paper studies upper-semicontinuity properties of the functional D(·). We define a
topology on Xp by saying that, if Ak, A ∈ Xp, Ak ⇀ A in Xp if Ak ⇀ A in L
p (Ak
∗
⇀ A if p =∞)
and divAk
∗
⇀ divA in M(Tn,Rn). The main result, contained in Section 2, is the following
Theorem. Let p > nn−1 and {Ak}k ⊂ Xp be such that Ak ⇀ A in Xp. Then we have
lim sup
k
D(Ak) ≤ D(A).
The method used to prove this result differs from the one of [8], in that we do not use projections
on the Fourier coefficients, but instead we use an homogenization argument combined with the
strategy developed in [17]. The main difficulty in applying the techniques of [8] stems from the fact
that our objects have image in a convex subset, Sym+(n), of a vector space, hence the resulting
projectors would not be linear. In Section 3, we show the optimality of the assumption p > nn−1 in
the following
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Proposition. For every ε > 0 and for every x0 ∈ R
n, there exists a sequence of matrix fields Ak
such that
(i) Ak is compactly supported in Bε(x0) for every k ∈ N;
(ii) Ak ⇀ 0 in L
n
n−1 (Rn,Sym+(n)) and strongly in Lp(Rn,Sym+(n)), ∀p < nn−1 ;
(iii) div(Ak) ∈ M(T
n,Rn) for every k and supk∈N ‖div(Ak)‖M(Tn,Rn) ≤ 1;
(iv) D(Ak) = ωn for every k, so that in particular D(0) = 0 < lim supk D(Ak).
We now introduce the notation and we state some useful and well-known results.
1.1. Notation and technical preliminaries. We will denote with Tn the n-dimensional torus
of Rn, that is defined as Rn/Zn. We identify Tn with [0, 1]n, so that |Tn| = 1, where |E| denotes
the n-dimensional Lebesgue measure of the Borel set E ⊂ Rn. Moreover, we see every function
f : Tn → Rm as a Zn-periodic function defined on Rn, i.e. f(x+ z) = f(x),∀x ∈ Rn, z ∈ Zn. We
denote by M(Tn,Rm) the space of bounded Radon measures with values in Rm. When m = 1, we
denote this space byM(Tn), and the space of positive Radon measures byM+(T
n). We recall that
this is a normed space, where the norm is given by
‖µ‖M(Tn,Rm)
.
= sup
Φ∈C0(Tn,Rm),‖Φ‖∞≤1
µ(Φ),
and the weak-star convergence of µk ∈ M(T
n,Rm) to µ ∈ M(Tn,Rm) is given by
µk
∗
⇀ µ⇔ µk(Φ)→ µ(Φ), ∀Φ ∈ C
0(Tn,Rm).
Since M(Tn,Rm) is the dual of C0(Tn,Rm) that is a separable space, we have sequential weak-∗
compactness for equibounded sequences µk ∈ M(T
n,Rm) (see [6, Section 1.9]).
For every µ ∈M(Tn,Rm), we consider its Lebesgue decomposition
µ = g dx+µs,
where g ∈ L1(Tn,Rm) and µs ∈ M(Tn,Rm) denotes a singular measure with respect to the Lebesgue
measure, i.e. there exists a set A ⊂ Tn such that |A| = 0 and
µs(E) = µs(A ∩ E), for every Borel set E ⊂ Tn.
We recall that a Lebesgue point for a function g ∈ L1(Tn,Rm) is a point x such that 
Br(x)
|g(y)− g(x)| dy → 0 as r → 0+,
where  
E
f(y) dy =
1
|E|
ˆ
E
f(y) dy,
for every f ∈ L1(Rn), E Borel subset of Rn with |E| > 0. It is well know that the set of Lebesgue
points of such a function g are of full measure in Rn (see [6, Theorem 1.33]). More generally, if
µ ∈ M+(T
n) or M+(R
n), we call its (upper) density the function
Dµ(x)
.
= lim sup
r→0+
µ(Br(x))
ωnrn
,
where ωn
.
= |B1(0)|. We will use the fact that, if µ is singular with respect to the Lebesgue measure,
then Dµ(x) = 0 for a.e. point of Tn (see [6, Theorem 1.31]).
For symmetric matrices A,B ∈ Sym+(n), we use the standard notation
A ≥ B
to denote the partial order relation
(Av, v) ≥ (Bv, v), ∀v ∈ Rn.
4 LUIGI DE ROSA, DENIS SERRE, AND RICCARDO TIONE
Recall the basic monotonicity property of the determinant
A ≥ B ⇒ det(A) ≥ det(B).
For a matrix A, we denote with PA(λ) its characteristic polynomial, i.e.
PA(λ)
.
= det(λ id−A).
Let us define, for a matrix A ∈ Sym+(n) with eigenvalues λ1, . . . , λn,
Mi(A)
.
=
∑
1≤j1≤···≤ji≤n
λj1 . . . λji , ∀i ∈ {1, . . . , n}, M0(A)
.
= 1.
It is a basic Linear Algebra fact that, if 0 ≤ i ≤ n the i-th coefficient of PA(λ) is given by
(−1)i+nMn−i(A). Notice in particular that Mn(A) = det(A). In the proof of Theorem 2, we will
need the following result (see [14, Section 3.1]):
Theorem 1 (Fundamental Theorem on Young measure). Let E ⊂ Rn be a Lebesgue measurable set
with finite measure. Consider a sequence zk : E ⊂ R
n → RN of measurable functions satisfying the
condition
sup
k∈N
ˆ
E
‖zk‖
s < +∞,
for some s > 0. Then there exists a subsequence zkj and a weak-∗ measurable map ν : E →M(R
N )
such that for a.e. x ∈ E, νx ∈ M+(R
N ) and in addition νx(R
N ) = 1. Moreover, for every A ⊂ E,
and for every f ∈ C(RN ), if
f(zkj ) is relatively weakly compact in L
1(A),
then,
f(zkj )⇀ f¯ in L
1(A), where f¯(x) = 〈νx, f〉 =
ˆ
RN
f(y)dνx(y).
In this case, we say that zkj generates the Young measure ν.
2. The case p > nn−1
In this section we prove weak upper semi-continuity of the functional D(·). Fix p ∈ [1,∞].
Consider the space
Xp
.
=
{
A ∈ Lp(Tn,Sym+(n)) : divA ∈ M(Tn,Rn)
}
.
We recall that Ak ⇀ A in Xp if Ak ⇀ A in L
p (Ak
∗
⇀ A if p = ∞) and divAk
∗
⇀ divA in
M(Tn,Rn). We prove the following
Theorem 2. Let p > nn−1 and {Ak}k ⊂ Xp be such that Ak ⇀ A in Xp. Then we have
lim sup
k
D(Ak) ≤ D(A).
To prove Theorem 2 we follow the argument of [8], indeed we will prove that the Young measure
ν = (νx)x∈Tn generated by the sequence {Ak}k, satisfies
〈νx,det(·)
1
n−1 〉 ≤ det(A(x))
1
n−1 , (4)
for almost every x ∈ Tn. Indeed, by the Fundamental Theorem of Young measures and (4), we
would conclude
lim sup
k
D(Ak) = lim
k
D(Ak) =
ˆ
Tn
〈νx,det(·)
1
n−1 〉 dx
(4)
≤ D(A),
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i.e. the weak upper semi-continuity of D(·) on Xp, where in the first equality we used the fact that
up to a subsequence we can further suppose that lim supk D(Ak) = limk D(Ak). The argument to
obtain (4) is different to the one given in [8] and heavily relies on the ideas of [17, Proof of Theorem
2.2]. First we make the following remarks of technical nature.
Remark 1. We remark that it is sufficient to prove the theorem in the case in which Ak, A ≥ ε idn
for some ε > 0. Indeed, in the general case one can consider Aεk = Ak + ε idn, for which one proved
weak upper semi-continuity of D, meaning that
lim sup
k
D(Aεk) ≤ D(A
ε).
By monotonicity of the determinant on the cone of positive definite matrices, we also have
lim sup
k
D(Ak) ≤ lim sup
k
D(Aεk) ≤ D(A
ε),
thus the theorem in the general case follows by letting ε→ 0.
Remark 2. We can also suppose that the sequence {Ak}k is smooth. Indeed for any Ak ∈ Xp there
exists a smooth matrix field A˜k ∈ Xp such that
(i) ‖Ak − A˜k‖Lp(Tn) ≤
1
k ;
(ii)
´
Tn
‖div(A˜k)‖(x) dx ≤ ‖div(Ak)‖M(Tn,Rn) for every k;
(iii) A˜k ⇀ A in Xp.
To construct it, consider a standard family of mollifiers ρε(x) =
1
εnρ
(
x
ε
)
, where
ρ ∈ C∞c (B1(0)),
ˆ
Rn
ρ(x) dx = 1, ρ(x) ≥ 0,∀x ∈ Rn
and consequently Ak,ε(x)
.
= Ak ∗ ρε(x). Clearly Ak,ε ∈ Xp and is smooth ∀k, ε. As ε→ 0, we have
that Ak,ε → Ak for fixed k in L
p(Tn,Sym+(n)). Hence, for every k we can choose εk such that (i)
is fulfilled. Define A˜k
.
= Ak,εk . We need to show (ii) and (iii). Since mollification does not increase
the total mass, we have
‖A˜k‖Lp ≤ ‖Ak‖Lp , ‖div(A˜k)‖M(Tn,Rn) ≤ ‖div(Ak)‖M(Tn,Rn),∀k ∈ N.
The second inequality is exactly (ii). Moreover, by the weak convergence in Xp, both ‖Ak‖Lp and
‖divAk‖M(Tn,Rn) are equibounded sequences, hence A˜k is precompact in Xp, in the sense that for
every subsequence, there exists a further subsequence converging in Xp to some tensor field B ∈ Xp.
By (i), any limit point of this sequence with respect to the topology of Xp must be the same as the
one of Ak, namely A, hence (iii) follows. Thus, if Theorem 2 is true for a smooth sequence, we have
lim sup
k
D(Ak) = lim sup
k
(
D(Ak)− D(A˜k) + D(A˜k)
)
≤ lim sup
k
(
D(Ak)− D(A˜k)
)
+ lim sup
k
D(A˜k) ≤ D(A).
(5)
Let us justify the last inequality. We can estimate, using the H¨older property of t 7→ t
1
n−1 ,
|D(Ak)−D(A˜k)| ≤
ˆ
Tn
|det(Ak(x))
1
n−1 −det(A˜k(x))
1
n−1 |dx ≤
ˆ
Tn
|det(Ak(x))−det(A˜k(x))|
1
n−1 dx .
Moreover, a simple estimate valid for every couple of matrices X,Y ∈ Rn×n gives, for some dimen-
sional constant c > 0,
|det(X)− det(Y )| ≤ c(‖X‖n−1 + ‖Y ‖n−1)‖X − Y ‖.
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Therefore, using this inequality and the subadditivity of t 7→ t
1
n−1ˆ
Tn
|det(Ak(x)) − det(A˜k(x))|
1
n−1 dx
≤ c
1
n−1
ˆ
Tn
(
‖Ak(x)‖
n−1 + ‖A˜k(x)‖n−1
) 1
n−1
‖Ak(x)− A˜k(x))‖
1
n−1 dx
≤ c
1
n−1
ˆ
Tn
(
‖Ak(x)‖+ ‖A˜k(x)‖
)
‖Ak(x)− A˜k(x))‖
1
n−1 dx
≤ c
1
n−1
(ˆ
Tn
(
‖Ak(x)‖ + ‖A˜k(x)‖
) n
n−1
dx
)n−1
n
(ˆ
Tn
‖Ak(x)− A˜k(x))‖
n
n−1 dx
) 1
n
,
the last inequality being H¨older inequality with exponents nn−1 and n. The previous inequality and
(i) justify the last estimate of (5).
Proof of Theorem 2. First notice that up to (non-relabeled) subsequences we can suppose
lim sup
k
D(Ak) = lim
k
D(Ak)
and that {Ak}k generates the Young measure ν = (νx)x∈Tn . From Remark 1 and Remark 2, we can
further suppose that both Ak, A ≥ ε idn for some ε > 0 and Ak are smooth.
Step 1: definition of the main objects
Let µk ∈ M+(T
n) be the finite Radon measures defined by µk(E)
.
=
´
E ‖div(Ak)‖(x) dx and
call µ its weak-* limit (that we can always suppose to exist up to further subsequences). Notice
that, for every i ∈ {1, . . . , n}, the map
x 7→M
1
n−1
i (Ak(x))
is equibounded in L
p(n−1)
i (Tn). Since p > nn−1 and i ≤ n, these sequences fulfill the hypotheses of
Theorem 1, hence
M
1
n−1
i (Ak(x)) ⇀ 〈νx,M
1
n−1
i (·)〉 in L
1(Tn).
Consider T ′ ⊂ Tn to be the set of points a ∈ Tn such that
• ‖A(a)‖ <∞;
• 〈νa,M
1
n−1
i (·)〉 < +∞,∀i ∈ {0, . . . , n};
• a is a Lebesgue point for x 7→ A(x);
• a is a Lebesgue point for x 7→ 〈νx,M
1
n−1
i (·)〉, for i ∈ {1, . . . , n}.
Since these are L1(Tn) functions, we get |Tn \ T ′| = 0. Let µ = g dx+µs be the Lebesgue de-
composition of the weak-* limit of µk, and define T
′′ ⊂ Tn to be the set of points that are both
Lebesgue points for g and density 0 points for µs. By [6, Theorem 1.31], |Tn \ T ′′| = 0. Finally,
define T
.
= T ′ ∩ T ′′ ∩ (0, 1)n. As explained before the proof of the theorem, we want to prove (4),
namely
〈νa,det(·)
1
n−1 〉 ≤ det(A(a))
1
n−1 , ∀a ∈ T.
Therefore, from now on we fix a ∈ T . Consider a cut-off function ϕ ∈ C∞c ((0, 1)n), 0 ≤ ϕ ≤ 1. For
k ∈ N and R > 0, we define Bk,R over (0, 1)
n by
Bk,R(x)
.
= ϕ(x)Ak(a+Rx) + (1− ϕ(x))A(a).
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Remark that Bk,R ≡ A(a) over the boundary of [0, 1]
n, therefore Bk,R can be extended smoothly
by periodicity to Rn. This defines Bk,R over T
n. Notice moreover that Bk,R takes values in Sym
+(n).
Step 2: Monge-Ampère and the main inequality
The argument of this step is the same as the one of [17, Theorem 2.2]. Let φk,R : T
n → R be
the solution of
det(Hφk,R + Sk,R) = det(Bk,R)
1
n−1
.
= fk,R, (6)
where Hφk,R(x) + Sk,R(x) ∈ Sym
+(n),∀x ∈ Tn, with the constraint
det(Sk,R) =
ˆ
Tn
fk,R(x) dx . (7)
From [11, Theorem 2.2], it is known that the latter is a necessary and sufficient condition to solve
the Monge Ampère type equation (6). Note that (6) is equivalent to
det(Hψk,R) = fk,R, (8)
where Hψk,R(x) is positive definite ∀x ∈ T
n and ψk,R(x)
.
= 12x
TSk,Rx+ φk,R(x). We can, and will,
assume that
ψk,R(a) = φk,R(a) = 0, ∀k,R, (9)
since the solution of (8) is determined up to constants (see again [11, Theorem 2.2]). We have
fk,R = (fk,R det(Bk,R))
1
n = (det(Hψk,RBk,R))
1
n .
Since, for every x ∈ Tn, k ∈ N, R > 0, Hψk,R(x)Bk,R(x) is the product of two symmetric and posi-
tive definite matrices, their product is diagonalizable with positive eigenvalues (see [16, Proposition
6.1]). Dropping the dependence of k,R, x, if we call these eigenvalues λ1, . . . , λn we can write
fk,R = (det(Hψk,RBk,R))
1
n = (λ1 . . . λn)
1
n ≤
∑n
i=1 λi
n
,
where in the last inequality we use the arithmetic-geometric mean inequality. Hence,
fk,R ≤
tr(Hψk,RBk,R)
n
.
Using the definition of ψk,R and rewriting
tr(Hφk,RBk,R) = div(Bk,R∇φk,R)− (div(Bk,R),∇φk,R),
we finally get
fk,R ≤
1
n
(tr(Bk,RSk,R) + div(Bk,R∇φk,R)− (div(Bk,R),∇φk,R)). (10)
We consider Sk,R of the form
Sk,R = λk,R cof
(ˆ
Tn
Bk,R(x) dx
)
.
By (7)
λk,R =
(´
Tn
det(Bk,R)
1
n−1 (x) dx
) 1
n
(
det(
´
Tn
Bk,R(x) dx)
)n−1
n
. (11)
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Observing that
´
Tn
div(Bk,R∇φk,R) dx = 0, we integrate (10), gettingˆ
Tn
det(Bk,R)
1
n−1 dx ≤
1
n
ˆ
Tn
tr(Bk,RSk,R) dx−
1
n
ˆ
Tn
(div(Bk,R),∇φk,R)) dx . (12)
We rewriteˆ
Tn
tr(Bk,RSk,R) dx = tr
((ˆ
Tn
Bk,R dx
)
Sk,R
)
= λk,R tr
((ˆ
Tn
Bk,R dx
)
cof
(ˆ
Tn
Bk,R(x) dx
))
= nλk,R det
(ˆ
Tn
Bk,R(x) dx
)
(11)
= n
(ˆ
Tn
det(Bk,R)
1
n−1 (x) dx
) 1
n
(
det
(ˆ
Tn
Bk,R(x) dx
)) 1
n
.
Finally, define also γk,R
.
=
(´
Tn
det(Bk,R)
1
n−1 (x) dx
) 1
n
. By the monotonicity of the determinant
and the fact that Ak(x) ≥ ε idn,∀x ∈ T
n,∀k ∈ N, and A(a) ≥ ε idn, we have Bk,R ≥ ε idn,∀k,R,
that implies
γk,R ≥ ε
1
n−1 , ∀k,R. (13)
We divide by γk,R in (12), to obtain:(ˆ
Tn
det(Bk,R)
1
n−1 (x) dx
)n−1
n
≤
(
det
(ˆ
Tn
Bk,R(x) dx
)) 1
n
−
1
nγk,R
ˆ
Tn
(div(Bk,R),∇φk,R)) dx
(14)
By monotonicity of the determinant we haveˆ
Tn
ϕ(x)
n
n−1 det(Ak(a+Rx))
1
n−1 dx ≤
ˆ
Tn
det(Bk,R)
1
n−1 (x) dx,
so that (14) becomes(ˆ
Tn
ϕ(x)
n
n−1 det(Ak(a+Rx))
1
n−1 dx
)n−1
n
≤
(
det
(ˆ
Tn
Bk,R(x) dx
)) 1
n
−
1
nγk,R
ˆ
Tn
(div(Bk,R),∇φk,R)) dx
(15)
thus by denoting
Ik,R
.
=
ˆ
Tn
ϕ(x)
n
n−1 det(Ak(a+Rx))
1
n−1 dx,
IIk,R
.
= det
(ˆ
Tn
Bk,R(x) dx
)
,
IIIk,R
.
=
ˆ
Tn
(div(Bk,R),∇φk,R)) dx,
we can put (15) in a more compact form:
I
n−1
n
k,R ≤ II
1
n
k,R −
1
nγk,R
IIIk,R. (16)
We will first let k → +∞ and then R→ 0. To this aim, we study separately the three terms.
Step 3: Ik,R
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Denoting QR = a+ [0, R]
n we have
Ik,R =
ˆ
QR
ϕ
n
n−1
(
y − a
R
)
det(Ak(y))
1
n−1
dy
Rn
.
Since the sequence Ak generates the Young measure ν, by letting k →∞, we get
lim
k→∞
Ik,R =
ˆ
QR
ϕ
n
n−1
(
y − a
R
)
〈νy,det(·)
1
n−1 〉
dy
Rn
=
ˆ
Tn
ϕ
n
n−1 (x) 〈νa+Rx,det(·)
1
n−1 〉dx .
Finally, since a ∈ (0, 1)n was a Lebesgue point for the function x 7→ 〈νx,det(·)
1
n−1 〉, letting R → 0
we achieve
lim
R→0
lim
k→∞
Ik,R = 〈νa,det(·)
1
n−1 〉
ˆ
Tn
ϕ
n
n−1 (x) dx .
Step 4: IIk,R
Since Ak ⇀ A in L
p(Tn), we have
lim
k→∞
IIk,R = det
(ˆ
Tn
ϕ(x)A(a +Rx) dx+A(a)
ˆ
Tn
1− ϕ(x) dx
)
, (17)
and since ˆ
Tn
ϕ(x)A(a +Rx) dx =
ˆ
QR
ϕ
(
y − a
R
)
A(y)
dy
Rn
and |ϕ(x)| ≤ 1 ∀x ∈ Tn, we also get that∥∥∥∥
ˆ
Tn
ϕ(x)A(a +Rx) dx−A(a)
ˆ
Tn
ϕ(x) dx
∥∥∥∥ ≤
ˆ
QR
‖A(y) −A(a)‖
dy
Rn
.
The last expression tends to 0 as R → 0+, since a is a Lebesgue point for x 7→ A(x). Thus, by
letting R→ 0 in (17), we conclude that
lim
R→0
lim
k→∞
IIk,R = det(A(a)).
Step 5: IIIk,R
To prove (4), we are just left to show that limR→0 limk→∞ IIIk,R = 0. To do this, we first compute
div(Bk,R) = ϕ(x)R div(Ak)(a+Rx) + (Ak(a+Rx)−A(a))∇ϕ(x).
Therefore:
IIIk,R = R
ˆ
Tn
ϕ(x)(div(Ak)(a+Rx),∇φk,R) dx
+
ˆ
Tn
((Ak(a+Rx)−A(a))∇ϕ,∇φk,R) dx .
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We can use the divergence theorem to rewrite more conveniently the second term:ˆ
Tn
((Ak(a+Rx)−A(a))∇ϕ,∇φk,R) dx =
∑
i,j
ˆ
Tn
((Ak)ij(a+Rx)−Aij(a))∂jϕ∂iφk,R dx =
−
∑
i,j
ˆ
Tn
∂i((Ak)ij(a+Rx)−Aij(a))∂jϕφk,R dx
−
∑
i,j
ˆ
Tn
((Ak)ij(a+Rx)−Aij(a))∂ijϕφk,R dx =
−R
∑
i,j
ˆ
Tn
(∂iAk)ij(a+Rx)∂jϕφk,R dx
−
∑
i,j
ˆ
Tn
((Ak)ij(a+Rx)−Aij(a))∂ijϕφk,R dx =
−R
ˆ
Tn
((divAk)(a+Rx),∇ϕ)φk,R dx
−
ˆ
Tn
(Ak(a+Rx)−A(a)),Hϕ)φk,R dx .
Summarizing, we have
IIIk,R = R
ˆ
Tn
ϕ(x)(div(Ak)(a+Rx),∇φk,R) dx
−R
ˆ
Tn
((divAk)(a+Rx),∇ϕ)φk,R dx
−
ˆ
Tn
(Ak(a+Rx)−A(a)),Hϕ)φk,R dx .
We will denote with:
III1k,R
.
= R
ˆ
Tn
ϕ(x)(div(Ak)(a+Rx),∇φk,R) dx,
III2k,R
.
= R
ˆ
Tn
((divAk)(a+Rx),∇ϕ)φk,R dx,
III3k,R
.
=
ˆ
Tn
(Ak(a+Rx)−A(a)),Hϕ)φk,R dx .
Step 6: Estimates on φk,R
As remarked in [17, Section 5.2], ψk,R is convex, for every k,R, and moreover the estimate
‖∇φk,R‖L∞(Tn) ≤ C‖Sk,R‖ (18)
holds for every k ∈ N and R > 0. We will now show that
lim sup
R→0+
lim sup
k→+∞
‖Sk,R‖ < +∞. (19)
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If we do this, we find, through a diagonal argument, a subsequence kj such that φkj , 1m
converges
uniformly to a function φ 1
m
as j →∞. Moreover we find a constant λ > 0 such that
‖φ 1
m
‖C0(Tn) ≤ λ, ∀m ∈ N. (20)
Let us first show how (19) implies this last claim. By (9) we have φk, 1
m
(a) = 0,∀k,m, and the
estimate (18) combined with (19) tells us that for every fixed m, {φk, 1
m
}k∈N is a precompact subset
of C0(Tn), hence there exists a diagonal subsequence φkj , 1m
that converges uniformly to φ 1
m
for
every m as j →∞. Moreover, estimate (18) implies that for some universal constant α > 0
‖φkj , 1m
‖C0(Tn) ≤ α‖Skj , 1m
‖, ∀j,m.
Therefore, in the limit as j →∞, we also infer
‖φ 1
m
‖C0(Tn) ≤ α lim sup
k→∞
‖Sk, 1
m
‖, ∀m
and finally
lim sup
m→∞
‖φ 1
m
‖C0(Tn) ≤ α lim sup
m→∞
lim sup
k→∞
‖Sk, 1
m
‖
(19)
< +∞,
which finally implies (20). Let us prove (19). By its definition, we have
Sk,R = λk,R cof
(ˆ
Tn
Bk,R(x) dx
)
.
Therefore it suffices to prove separately that
lim sup
R→0
lim sup
k→∞
∥∥∥∥cof
(ˆ
Tn
Bk,R(x) dx
)∥∥∥∥ < +∞ (21)
and
lim sup
R→0
lim sup
k→∞
λk,R < +∞. (22)
We start with (21). The weak convergence of Ak implies, as in (17) and the subsequent computa-
tions, that
lim
R→0
lim
k→∞
ˆ
Tn
Bk,R(x) dx = A(a),
since a ∈ T ′. Hence
lim sup
R→0
lim sup
k→∞
∥∥∥∥cof
(ˆ
Tn
Bk,R(x) dx
)∥∥∥∥ = limR→0 limk→∞
∥∥∥∥cof
(ˆ
Tn
Bk,R(x) dx
)∥∥∥∥ = ‖ cof(A(a))‖ < +∞,
where the last inequality is again justified by a ∈ T ′. Finally, we compute (22). By definition
λk,R =
(´
Tn
det(Bk,R)
1
n−1 (x) dx
) 1
n
(
det(
´
Tn
Bk,R(x) dx)
)n−1
n
.
Analogously to the estimate of γk,R of (13), we have(
det
(ˆ
Tn
Bk,R(x) dx
))n−1
n
≥ εn−1.
Therefore, to conclude the proof, we just need to show that
lim sup
R→0
lim sup
k→∞
ˆ
Tn
det(Bk,R)
1
n−1 (x) dx < +∞.
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First note that
A(a) ≤ ‖A(a)‖ idn,
and consequently estimate
det(Bk,R) ≤ det(ϕ(x)Ak(a+Rx) + (1− ϕ(x))‖A(a)‖ id) = P−ϕ(x)Ak(a+Rx)((1 − ϕ(x))‖A(a)‖),
where P−ϕ(x)Ak(a+Rx) is the characteristic polynomial of −ϕ(x)Ak(a+Rx). By the structure of the
characteristic polynomial and the subadditivity of the function t 7→ t
1
n−1 , we can bound
det(Bk,R)
1
n−1 (x) ≤ |P |
1
n−1
−ϕ(x)Ak(a+Rx)((1 − ϕ(x))‖A(a)‖)
≤
n∑
i=0
[
(1− ϕ(x))i‖A(a)‖iMn−i(ϕ(x)Ak(a+Rx))
] 1
n−1 .
Since Mn−i is n− i homogeneous, Mn−i(ϕ(x)Ak(a+Rx)) = ϕn−i(x)Mn−i(Ak(a+Rx)). Hence
det(Bk,R)
1
n−1 (x) ≤
n∑
i=0
[
(1− ϕ(x))i‖A(a)‖iϕn−i(x)Mn−i(Ak(a+Rx))
] 1
n−1 .
Now observe that, for every i ∈ {0, 1, . . . , n},ˆ
Tn
[
(1− ϕ)iϕn−iMn−i(Ak(a+Rx))
] 1
n−1 dx→
ˆ
Tn
[
(1− ϕ)iϕn−i
] 1
n−1 〈νa+Rx,M
1
n−1
n−i (·)〉dx
as k →∞, by the Fundamental Theorem of Young measures. Letting R→ 0+, since a is a Lebesgue
point for x 7→ 〈νx,M
1
n−1
n−i (·)〉, we find that
lim sup
R→0+
lim sup
k→∞
ˆ
Tn
det(Bk,R)
1
n−1 (x) dx ≤
n∑
i=0
〈νa,M
1
n−1
n−i (·)〉
ˆ
Tn
[
(1− ϕ(x))i‖A(a)‖iϕn−i(x)
] 1
n−1 dx
≤
n∑
i=0
〈νa,M
1
n−1
n−i (·)〉‖A(a)‖
i ,
the last inequality being true since 0 ≤ ϕ(x) ≤ 1,∀x ∈ Tn. Clearly the last term is equibounded
by our choice a ∈ T ′. We are now going to prove that the three terms of IIIkj , 1m converge to 0 as
j →∞ and m→∞.
Step 7: III1
kj ,
1
m
and III2
kj ,
1
m
By (18), we know that ‖∇φkj , 1m
‖L∞(Tn) ≤ C‖Skj , 1m
‖. Hence
|III1
kj ,
1
m
| =
∣∣∣∣ 1m
ˆ
Tn
ϕ(x)(div(Akj )
(
a+
x
m
)
,∇φkj , 1m
) dx
∣∣∣∣
≤
‖∇φkj , 1m
‖
m
 
Q 1
m
(a)
ϕ (m(x− a)) ‖div(Akj )‖(x)dx
≤
C‖Skj , 1m
‖
m
 
Q 1
m
(a)
‖div(Akj )‖(x)dx.
Recall that we use the notation µk(E) =
´
E ‖div(Ak)‖(x) dx, for every Borel set E ⊂ T
n and for
every k ∈ N. By weak-* convergence of measures, since Q 1
m
(a) is a compact set, we have (see [6,
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Theorem 1.40])
lim sup
j→∞
C
m
µkj(Q 1
m
(a))
( 1m)
n
≤
C
m
µ(Q 1
m
(a))
( 1m )
n
≤
C ′
m
µ(B√2/m(a))
|B√2/m(a)|
=
C ′
m
 
B√2/m(a))
g(x) dx+
C ′
m
µs(B√2/m(a))
|B√2/m(a)|
,
for some positive constant C ′. Since we chose a ∈ T ′′, we get that the previous expression converges
to 0 as m→∞. Finally, by (19), we also know that
lim sup
R→0+
lim sup
j→∞
‖Skj ,R‖ < +∞,
hence lim supm→∞ lim supj→∞ III1kj , 1m
= 0. The term III2
kj ,
1
m
is completely analogous.
Step 8: III3
kj ,
1
m
We finally prove that limm→∞ limj→∞ III3kj , 1m
= 0. We have
III3
kj ,
1
m
=
ˆ
Tn
(
Akj
(
a+
x
m
)
−A(a)),Hϕ
)
φkj , 1m
dx
=
ˆ
Tn
(
Akj
(
a+
x
m
)
−A(a),Hϕ
)
(φkj , 1m
− φ 1
m
) dx
+
ˆ
Tn
(
Akj
(
a+
x
m
)
−A(a),Hϕ
)
φ 1
m
dx .
The first term can be estimated as∣∣∣∣
ˆ
Tn
(
Akj
(
a+
x
m
)
−A(a),Hϕ
)
(φkj , 1m
− φ 1
m
) dx
∣∣∣∣
≤ ‖φkj , 1m
− φ 1
m
‖C0(Tn)‖Hϕ‖C0(Tn)
ˆ
Tn
∥∥∥Akj (a+ xm
)
−A(a)
∥∥∥ dx
= ‖φkj , 1m
− φ 1
m
‖C0(Tn)‖Hϕ‖C0(Tn)m
n
ˆ
Q 1
m
(a)
∥∥Akj (x)−A(a)∥∥ dx .
Since hj(x)
.
= ‖Akj (x) − A(a)‖ is equibounded in L
p(Q 1
m
(a)) and by the uniform convergence of
φkj , 1m
to φ 1
m
, we infer that the last term converges to 0 as j →∞. On the other hand, by weak Lp
convergence,ˆ
Tn
(
Akj
(
a+
x
m
)
−A(a),Hϕ
)
φ 1
m
dx→
ˆ
Tn
(
A
(
a+
x
m
)
−A(a),Hϕ
)
φ 1
m
dx
as j →∞. Now, since a is a Lebesgue point for A, and we can estimate for some constant γ > 0∣∣∣∣
ˆ
Tn
(
A
(
a+
x
m
)
−A(a),Hϕ
)
φ 1
m
dx
∣∣∣∣ ≤ γ
ˆ
Tn
∥∥∥A(a+ x
m
)
−A(a)
∥∥∥ dx .
By definition of Lebesgue point, the last term converges to 0 as m→∞. This concludes the proof
that limm→∞ limj→∞ IIIkj , 1m = 0.
Step 9: Conclusion
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Taking the limits in (16), we achieve
〈νa,det(·)
1
n−1 〉
ˆ
Tn
ϕ
n
n−1 (x) dx ≤ det(A(a))
1
n−1 .
By letting the cut-off function ϕ converging to the characteristic function of the torus, we conclude
the validity of (4) almost everywhere. 
Remark 3. By analyzing the proof, it is moreover clear that one could slightly relax the assumptions
of the Theorem. Indeed it would suffice to take a sequence Ak ⇀ A in L
n
n−1 (Tn) and div(Ak)
∗
⇀
div(A) such that the sequence of Radon measures defined by
νk(E) =
ˆ
E
det(Ak(x))
1
n−1 dx, ∀ Borel E ⊂ Tn
weakly- ∗ converges in the sense of measures to a measure ν that is absolutely continuous with
respect to the Lebesgue measure. In this case, calling f the density of ν with respect to the
Lebesgue measure on Tn, one would prove that
f(x) ≤ det(A(x))
1
n−1 for a.e. x ∈ Tn,
and conclude as in the proof of Theorem (2). In particular the sequence {Ak}k does not need to be
equibounded in Lp for some p > nn−1 .
As a simple consequence of the proof of Theorem 2, we obtain the following
Corollary 3. Let p > nn−1 and {Ak}k ⊂ Xp be such that Ak ⇀ A in Xp. Suppose further that
det(Ak)
1
n−1 ⇀ g in L1(Tn). Then we have
g(x) ≤ det(A(x))
1
n−1 ,
for almost every x ∈ Tn.
Proof. Fix ϕ ∈ C∞(Tn) with ϕ ≥ 0 and note that the sequence A˜k
.
= ϕAk is in Xp for every k, and
A˜k ⇀ ϕA in Xp. Using the hypothesis det
1
n−1 (Ak) ⇀ g and applying Theorem 2 to the sequence
A˜k, we getˆ
Tn
g(x)ϕ
n
n−1 (x) dx = lim
k
ˆ
Tn
det(Ak)
1
n−1ϕ
n
n−1 (x) dx = lim
k
D(ϕAk)
= lim
k
D(A˜k) ≤ lim sup
k
D(A˜k) ≤ D(ϕA) =
ˆ
Tn
det(A(x))
1
n−1ϕ
n
n−1 (x) dx .
Since ϕ was arbitrary, we conclude the proof. 
3. The case p ≤ nn−1
In this section we prove the optimality of the assumptions of Theorem 2 and Remark 3, by
providing an explicit counterexample. In particular, we prove the following
Proposition 4. For every ε > 0 and for every x0 ∈ R
n, there exists a sequence of matrix fields Ak
such that
(i) Ak is compactly supported in Bε(x0),∀k ∈ N;
(ii) Ak ⇀ 0 in L
n
n−1 (Rn,Sym+(n)) and strongly in Lp(Rn,Sym+(n)), ∀p < nn−1 ;
(iii) div(Ak) ∈ M(T
n,Rn), ∀k and supk∈N ‖div(Ak)‖M(Tn,Rn) ≤ 1;
(iv) D(Ak) = ωn, ∀k, so that in particular D(0) = 0 < lim supk D(Ak) = ωn;
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Proof. Fix a point x0 ∈ R
n and consider
fk(x)
.
= 2k(n−1)χB
2−k (x0)
.
Define Ak(x)
.
= fk(x) idn. First we note that supp(Ak) ⊂ B2−k(x0), ∀k, so that once ε > 0 is
fixed, we can pick k0 such that if k ≥ k0, then (i) is fulfilled by choosing as a sequence {Ak+k0}k∈N.
Now note that the Hölder conjugate exponent of nn−1 is n. Hence, to see (ii), we compute for any
ϕ ∈ Ln(Rn)
∣∣∣∣
ˆ
Rn
fk(x)ϕ(x) dx
∣∣∣∣ = 2k(n−1)
∣∣∣∣∣
ˆ
B
2−k(p)
ϕ(x) dx
∣∣∣∣∣ ≤
(ˆ
B
2−k(p)
|ϕ|n(x) dx
) 1
n
→ 0, as k →∞ (23)
and, if 1 ≤ p < nn−1 ,
‖fk‖
p
Lp(Rn) = 2
k(n−1)2−k
n
p = 2−k(
n
p
−n+1). (24)
The last expression converges to 0 as k → ∞ if p < nn−1 , thus proving (ii). We turn to (iii). We
observe that
div(Ak) = Dfk,
where Dfk is the BV derivative of fk. To compute it, we use the definition. For every Φ ∈
C∞(Tn,Rn) and for every k ∈ N,ˆ
Rn
fk(x) div(Φ(x)) dx = 2
k(n−1)
ˆ
B
2−k (x0)
div(Φ(x)) dx = 2k(n−1)
ˆ
∂B
2−k (x0)
(Φ(z), νk(z))dσ(z),
where νk(z) =
z−x0
‖z−x0‖ is the normal to ∂B2−k(x0). The previous expression can be bounded with∣∣∣∣
ˆ
Tn
fk(x) div(Φ(x)) dx
∣∣∣∣ ≤ ‖Φ‖C0 ,
hence also (iii) is fulfilled. Finally, we prove (iv):ˆ
Rn
det(Ak(x))
1
n−1 dx =
ˆ
Rn
f
n
n−1
k (x) dx =
ˆ
B
2−k
(
2k(n−1)
) n
n−1
dx = ωn, ∀k.
This concludes the proof. 
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