Abstract. Current research in set theory raises the possibility that κ,<λ can be made compatible with some stationary reflection, depending on the parameter λ. The purpose of this paper is to demonstrate the difficulty in such results. We prove that the poset S(κ, < λ), which adds a κ,<λ -sequence by initial segments, will also add nonreflecting stationary sets. We also prove that another poset C, which adds * κ in a slightly different way, also adds a nonreflecting stationary set.
The κ principle, pronounced "square," was introduced by Jensen in order to study the fine structure of Gödel's constructible universe L [Jen72] . Jensen proved that if 2 κ = κ + and κ hold, then there is a κ + -Suslin tree. κ and similar principles imply many similar noncompactness properties. For our purposes, we focus on stationary reflection, which is entailed by the existence of large cardinals, but which clashes with κ and its relatives.
In the first section we will define the hierarchy of principles κ,<λ for 1 < λ ≤ κ + and summarize some the existing work on the extent to which κ,<λ impedes stationary reflection for different values of λ. Then we will define two posets: one denoted S(κ, < λ) that forces κ,<λ for any fixed λ, and another denotes C that forces the weak square, * κ . In the second section we will show that S(κ, < λ) adds nonreflecting stationary sets, and in the third section we will show that C adds a nonreflecting stationary set as well. Hence we will illustrate the general challenge of making κ,<λ compatible with any amount of stationary reflection.
Preliminaries
Definition 1. C α : α < κ + is a κ,<λ sequence if for all α:
Here lim C denotes the accumulation points in a club C. κ,λ is defined similarly, but where the first bullet point is replaced by 1 ≤ |C α | ≤ λ. Jensen's original κ is κ,1 . The intuitive purpose for the κ,<λ is to define a way of comparing a given model of set theory and L. The smaller the value of λ, the more our given model resembled λ. We are interested in the tension between κ,<λ for various λ and stationary reflection, which is a key ingredient to Jensen's proof that L contains Suslin trees and has numerous other applications.
Definition 2. If µ is a regular cardinal and S ⊂ µ is stationary in µ, then we say S reflects at α ∈ µ if α has uncountable cofinality and S ∩ α is stationary as a subset of α.
Usually the assumption that α has uncountable cofinality is tacit. In general, κ,<λ clashes with stationary reflection. Some results along these lines follow: Facts 1. [CFM01] (1) If κ,n holds for n < ω, then every stationary S ⊂ κ + contains a nonreflecting stationary subset.
(2) If κ is singular and κ,λ holds for λ < κ, then for every stationary S ⊂ κ + , there is a sequence T i : i < cf κ of stationary subsets of S so that for every α < κ + , there is some i < cf κ such that T i does not reflect at α. (3) Assuming the existence of countably many supercompact cardinals, it is consistent for κ to be a singular cardinal of countable cofinality and for κ,ω to hold while every stationary S ⊂ κ + reflects to some α < κ + . (4) Again, assuming the existence of countably many supercompact cardinals:
It is consistent for κ to be a singular cardinal of countable cofinality and for * κ to hold while every sequence S i : i < λ of stationary subsets of κ + containing ordinals of cofinality less than some τ < κ reflects simultaneously to some α < κ + , i.e. such that S i ∩ α is stationary for every i < λ.
The consistency results use variations on the following poset, which is used to force square sequences.
Definition 3. For 2 ≤ λ ≤ κ + , let S(κ, < λ) be the poset such that ∀p ∈ S(κ, < λ):
• and ∀α ∈ dom p, ∀C ∈ p(α), ∀β ∈ lim C, C ∩ β ∈ p(β).
S(κ, λ) is defined similarly.
Fact 2.
[CFM01] S(κ, < λ) is κ + 1-strategically closed and S(κ,<λ) κ,<λ .
The strategy for reflection results is to begin with a model V containing a supercompact cardinal cardinal κ, which is witnessed by an elementary embedding j : V → M ⊂ V . Forcing with S(κ, < λ) ruins the supercompactness of κ, but forcing with the quotient of the Levy collapse with S(κ, < λ), allows us to lift the embedding to a larger model. The problem is that this quotient usually destroys stationary sets. The authors of the above results use two tricks to resolve this issue: For the κ,ω result they force the κ,ω -sequence first and then iterate to force any new non-reflecting stationary sets to be non-stationary. For the * κ result they define a highly rich version of (κ, κ) which, when combined with a strong diamond principle, avoids adding non-reflecting stationary sets.
A similar poset was recently studied by the author.
Definition 4. Let κ be a singular strong limit of cofinality ω. C i is the poset of closed bounded subsets of κ of order-type less than κ i , where p ≤ Ci q of p end-extends q, meaning that max p ≥ max q and p ∩ (max q) = q.
We Use [f ] to refer to the equivalence class of f .
[f ] ≤ [g] will refer to ordering mod the equivalence relation, and f (i) ≤ g(i) will refer to the ordering of C i .
Facts 3. [Lev15]
(1) C is κ + 1-strategically closed.
(2) C adds * κ . (3) If µ is supercompact and C is defined in terms of a singular κ > µ, then V C contains no very good scales on κ.
It turns out that C also adds a non-reflecting set, even though it does not force * κ in an obvious way.
Non-Reflecting Stationary Sets Added by S(κ, < λ)
We begin with a useful lemma, which shows that if X is a set of constant cofinality in κ + , then we can find an ordinal in κ + in which to simultaneously embed all of the order types found in X. Lemma 1. Suppose κ is a cardinal and X ⊂ (κ + 1) ∩ cof(λ) := {α ≤ κ : cf α = λ} for some regular λ ≤ κ. Then there is a µ < κ + and a collection C α : α ∈ X of clubs in µ such that for every α ∈ X, ot C α = α. If λ = cf κ or if X is bounded in κ then we can find µ ≤ κ such that this works.
Proof. We first consider the case where λ = cf κ, and so X ⊂ κ. We will then explain how to modify the argument for the case where λ = cf κ.
If sup X < κ, then choose δ ξ : ξ < λ ⊂ κ such that δ 0 = 0 and δ ξ = (sup X+1)·ξ for all ξ < λ. Then δ ξ = (sup X + 1) · ξ as an ordinal product, so the fact that (sup X + 1) · ξ embeds into the cartesian product (sup X + 1) implies that |δ ξ | ≤ | sup X| · |ξ| < κ. Therefore δ ξ < κ since κ is a cardinal. If sup X = κ then simply choose δ ξ : ξ < λ ⊂ κ + such that δ ξ + sup X < δ ξ+1 , but note that it may be the case that κ < sup ξ<λ δ ξ < κ + . Then we let µ = sup ξ<λ δ ξ . For each α ∈ X, we will define a continuous, increasing, cofinal function f : α → µ, so that C α = {f (β) : β < α}. For the rest of the case, fix α.
Choose a continuous cofinal sequence of ordinals γ ξ : ξ < λ ⊂ α where γ 0 = 0. Every γ ∈ α lies in [γ ξ , γ ξ+1 ) for some ξ < cf κ, so it is sufficient to define f on the interval [γ ξ , γ ξ+1 ). So for all β such that γ ξ + β < γ ξ+1 , let f (γ ξ + β) = δ ξ + β, in which case f (γ ξ + β) < δ ξ+1 because β < α ≤ sup X. It is clear that that f is increasing, and f is cofinal because the δ ξ 's are cofinal in κ.
It remains to argue that f is continuous. Suppose that s ⊂ α is strictly increasing, infinite, and bounded in α. We want to show that sup{f (γ) : γ ∈ s} = f (sup s). We know that sup s is a limit ordinal below α. Let ξ be minimal such that sup s < γ ξ . Then ξ is not a limit, so ξ = η + 1 and γ η ≤ sup s < γ ξ . If sup s = γ η , then η must be a limit, and so sup{f (γ) : γ ∈ s} = sup η <η f (γ η ) = sup η <η δ η = δ η = f (sup s). Otherwise sup s = γ η + β for some limit β, and so sup{f (γ) :
Now we consider the case where λ = cf κ. Let κ ξ : ξ < λ be cofinal in κ and choose a continuous sequence δ ξ : ξ < λ ⊂ κ such that δ ξ + κ ξ < δ ξ+1 . This can be done because |δ ξ + κ ξ | < κ and for all η < cf κ we have sup ξ<η δ ξ < κ. Now fix an α for this case. We again choose a sequence of ordinals γ ξ : ξ < λ ⊂ α as above, and again we define f on [γ ξ , γ ξ+1 ), but now we let ξ 0 be such that α < κ ξ0 , and then f (γ ξ + β) = δ ξ0+ξ + β. This ensures that δ ξ0+ξ + α < δ ξ0+ξ+1 for every ξ.
Observe that if X ⊂ κ ∩ cof(λ) is unbounded in κ and λ = cof κ, then it is impossible to embed X into any µ ≤ κ. Since sup X = κ, it follows that µ ≥ κ, and then since cf µ = cf κ we have µ > κ.
Lemma 2. If S = S(κ, < λ), q ∈ S, and q "Ċ is a club", then {p ∈ S : p max dom p ∈Ċ} is dense below q.
Proof. Build an increasing sequence of ordinals α n : n < ω and a decreasing sequence of conditions p n : n < ω by induction, and for clarity let β n = max dom p n . Pick p 0 ≤ q and α 0 < κ + such that p 0 α 0 ∈Ċ. Given α n , p n , choose α n+1 > β n and r ≤ p n such that r α n+1 ∈Ċ. Then choose p n+1 ≤ r so that β n+1 = max dom p n+1 > α n+1 , so we still have p n+1 α n+1 ∈Ċ.
Let γ = sup n<ω α n , and note that γ = sup n<ω β n as well because the α n ≤ β n < α n+1 . Define p such that p β n = p n for all n < ω and p(γ) = {{β n : n < ω}} (any ω-sequence will do), so max dom p = γ. Then p is a condition stronger than the p n 's, so p α n ∈Ċ for all n < ω and then since p "Ċ is a club" it follows that p γ ∈Ċ.
Definition 5. Let S = S(κ, < λ) for some λ ≤ κ + and letĊ α be a canonical name for the α th level of the generic square sequence. In other wordsĊ α = p(α) if α ∈ dom p and p ∈ G for an S-generic G. If X ∈ κ ∩ cof(λ), letṠ X be the canonical
Theorem 1. X ∈ κ∩cof(λ) and either X is bounded in κ or cf κ = λ, then S "Ṡ X is stationary in κ + ".
Proof. Apply Lemma 1 to X in order to obtain δ ≤ κ and clubs C α ⊂ δ for α ∈ X. Let q ∈ S be a condition forcing thatĊ is a club in κ + . We will construct a descending sequence p ξ : ξ ≤ δ below q where γ ξ = max dom p ξ as follows:
• Find α 0 and r ≤ q such that r α 0 ∈Ċ. Then find p 0 ≤ r such that max dom p 0 > α 0 .
• Similarly for successors, choose p ξ+1 < p ξ such that p ξ+1 γ ξ+1 ∈Ċ using Lemma 2.
• Suppose ξ = δ. This is the same as the other limit cases except that p δ (γ δ ) = {D α : α ∈ X} and we know that {α ∈ X : C α is unbounded in δ} = X. It follows that p δ γ δ ∈Ċ ∩Ṡ X .
It is actually known that κ holds if and only if every (κ + 1)-strategically closed poset is < κ + -strategically closed [IY01] . Hence we can modify the previous lemma to get: Corollary 1. If κ holds and X ∈ κ ∩ cof(λ), then S "Ṡ X is stationary in κ + ".
Lemma 3. If δ ≤ κ, then S "Ṡ {δ} is non-reflecting".
Proof. Work in V S and suppose for contradiction that S {δ} reflects at α ∈ κ
Corollary 2. S(κ, < λ) adds nonreflecting stationary sets for all λ ≤ κ + .
3. The Non-Reflecting Stationary Set Added by C Using similar methods to the previous section, we prove:
Theorem 2. C adds a non-reflecting stationary set in κ + Proof. Let κ be a singular strong limit of countable cofinality, define C as in the first section in terms of κ, and let G be C-generic. Elements of G are denoted by
Observe that the definition of X does not depend on the representative. The non-reflecting stationary set will be S := {α < κ + : α / ∈ X but X is unbounded in α}.
Claim 1. S is stationary in κ + .
Proof. Work in V and suppose [f ] "Ċ is a club in κ + ". LetẊ andṠ be canonical names for X and S. Our goal is to find an
Ċ ∩Ṡ = ∅. We will construct a descending sequence of conditions [f n ] : n < ω , choosing representatives f n as we go, and an ascending sequence of ordinals α n : n < ω .
, and f n (i) = ∅ for i < n (i.e. f n (i) is the weakest condition in C i ).
Since α n < γ n < α n+1 for all n, sup n<ω α n = sup n<ω γ n , so call this ordinal β. Let f * be a function so that f
, and j is such that i ≥ j implies that g(i) ≤ h(i), then it follows that β / ∈ g(i) for any i ≥ j. Hence [h] β / ∈ X. Therefore we have shown that [f ] Ċ ∩Ṡ = ∅.
Claim 2. S does not reflect at any α < κ + of uncountable cofinality. In other words, S is a non-reflecting stationary set.
Proof. Work in V [G] and fix some α < κ + of uncountable cofinality. We will show that S cannot reflect at α.
Since X is unbounded in every point in S, X is unbounded in α. We can argue that α ∈ X, and more precisely that there is an [f ] ∈ G and j < i such that i ≥ j implies α ∈ lim f (i). For let α ξ : ξ < τ ⊂ X be a sequence converging to α where ω < τ = cf α, and let [f ξ ] ∈ G witness that α ξ ∈ X. As C is κ + 1-strategically closed, and hence < κ + -distributive, it follows that there is [f ] ∈ G such that ∀ξ < τ , [f ] ≤ [f ξ ]. Let j ξ be such that i ≥ j ξ implies f (i) ≤ f ξ (i). Then by the pigeonhole principle there is an unbounded A ⊂ τ and j < ω such that ∀ξ ∈ A, j ξ = j. Hence i ≥ j implies α ξ ∈ f (i), so it follows that sup ξ<τ α ξ = sup ξ∈A α ξ ∈ lim f (i) since f (i) is closed. Now let C = α ∩ i≥j f (i). Since cf α > ω, C is a club in α. Moreover, if β ∈ lim C, then clearly β ∈ X, and since X ∩ S = ∅ by definition, we have lim C ∩ S = ∅.
This completes the proof.
