The ability to perform detailed chemical analysis of Sun-like F-, G-, and K-type stars is a powerful tool with many applications including studying the chemical evolution of the Galaxy and constraining planet formation theories. Unfortunately, complications in modeling cooler stellar atmospheres hinders similar analysis of M-dwarf stars. Empirically-calibrated methods to measure M dwarf metallicity from moderate-resolution spectra are currently limited to measuring overall metallicity and rely on astrophysical abundance correlations in stellar populations. We present a new, empirical calibration of synthetic M dwarf spectra that can be used to infer effective temperature, Fe abundance, and Ti abundance. We obtained high-resolution (R∼25,000), Y-band (∼1 µm) spectra of 29 M dwarfs with NIRSPEC on Keck II. Using the PHOENIX stellar atmosphere modeling code (version 15.5), we generated a grid of synthetic spectra covering a range of temperatures, metallicities, and alpha-enhancements. From our observed and synthetic spectra, we measured the equivalent widths of multiple Fe I and Ti I lines and a temperature-sensitive index based on the FeH bandhead. We used abundances measured from widely-separated solar-type companions to empirically calibrate transformations to the observed indices and equivalent widths that force agreement with the models. Our calibration achieves precisions in T eff , [Fe/H], and [Ti/Fe] of 60 K, 0.1 dex, and 0.05 dex, respectively and is calibrated for 3200 K < T eff < 4100 K, −0.7 < [Fe/H] < +0.3, and −0.05 < [Ti/Fe] < +0.3. This work is a step toward detailed chemical analysis of M dwarfs at a similar precision achieved for FGK stars.
INTRODUCTION
Detailed spectroscopic analysis of planet-hosting stars is an important step in the follow-up characterization of exoplanetary systems. Analysis of high-resolution optical spectra of Sun-like F-, G-, and K-type stars provides accurate fundamental parameters like effective temperature, surface gravity, and chemical abundances for numerous elements. Accurate stellar parameters are necessary to characterize exoplanetary systems including the potential habitability of rocky, Earth-sized planets (e.g., Everett et al. 2013) . Furthermore, detailed chemical analysis of planet-hosts allow for investigations into trends between planet-occurrence and stellar composition, which can constrain planet formation theories.
There is a well-established trend between stellar metallicity and the occurrence of giant planets around solar-type stars (Gonzalez 1997; Santos et al. 2001; Fischer & Valenti 2005) , which is consistent with the core-accretion theory of planet formation. Additionally, several studies found that stars which host giant planets are further enhanced in refractory elements like Mg, Si, and Ti over and above the observed planet-metallicity correlation (Brugamyer et al. 2011; Adibekyan et al. 2012b) , further suggesting that the primordial composition of the protoplanetary disk plays a significant role in the efficiency of giant planet formation. Whether this dependence on stellar composition continues down to lower mass planets is still unclear. Wang & Fischer (2015) found that all planets, including Earth-sized planets (R p ≤ 1.7R ⊕ ), are more common around metalrich stars, but that the dependence of planet occurrence on metallicity decreases for smaller planets. Adibekyan et al. (2012a) found that metal-poor stars which host Neptune-size or super-Earth planets are also overabundant in α-elements compared to non-hosts. Other works, however, do not find similar trends. Based on a small sample of planets detected by radial velocity surveys, Sousa et al. (2011) did not find evidence of a planetmetallicity correlation for low-mass planets. Based on Kepler results, Everett et al. (2013) and Buchhave et al. (2012) showed that planets with R p < 4R ⊕ exist around stars with a wide range of metallicities. Buchhave et al. (2014) claim that there does exist a moderate metallicity enhancement for stars that host planets with radii between 1.7R ⊕ and 4R ⊕ , but not for terrestrial hosts. Similarly, Buchhave & Latham (2015) found that the metallicity distribution of stars that host planets with R p ≤ 1.7R ⊕ is indistinguishable from that of non-hosts. Zhu et al. (2016) modeled the planet-metallicity correlation as a power law up to a critical metallicity and argued that the difficulty of detecting a planet-metallicity correlation for small planets is due to the combined effect of high planet occurrence rate and low detection efficiency. Their model reproduces the null detection of Buchhave & Latham (2015) as well as the tentative detection of Wang & Fischer (2015) , suggesting that a planet-metallicity correlation for small planets cannot be ruled out. Johnson & Apps (2009) and Johnson et al. (2010) performed similar analysis on planet-hosting M dwarfs, finding that, as with Sun-like stars, Jupiter-size giant planets are more common around metal-rich M dwarfs. Unlike Sun-like stars, there is no evidence that this trend continues down to Neptune-size or smaller planets (Mann et al. 2013c; Gaidos et al. 2016 ). Unfortunately, due to difficulties in performing detailed chemical analysis on M dwarfs, there have been no statistical studies on the correlation between the occurrence of terrestrial planets around M dwarfs and the abundance of refractory elements. Such studies would shed light on the role that initial composition plays in planet formation. It is increasingly important to develop new methods for detailed spectroscopic analysis of M dwarfs as many current and future planet-detection surveys specifically target M dwarfs (e.g., MEarth, Nutzman & Charbonneau 2008 ; TESS, Ricker 2014; HARPS surveys, e.g., Astudillo-Defru et al. 2017 ; CARMENES Quirrenbach et al. 2010 ; the Habitable Zone Planet Finder, Mahadevan et al. 2010; and SPIRou, Artigau et al. 2011) .
Detailed spectroscopic analysis of M-dwarf stars is hindered by the difficulty of accurately modeling the millions of molecular lines present in M dwarf spectra, as a result of their cooler atmospheres. To avoid this issue, previous studies relied on empirical calibrations based on observations of M dwarfs with widely-separated F-, G-, or K-type binary companions (e.g., Bonfils et al. 2005) . The two stars are assumed to have formed together with the same initial composition. The overall metallicity of the system ([M/H], or [Fe/H] as proxy) can be measured from the FGK companion and used to empirically calibrate metallicity-sensitive optical-NIR colors and magnitudes (Bonfils et al. 2005; Casagrande et al. 2008; Johnson & Apps 2009; Schlaufman & Laughlin 2010; Neves et al. 2012; Johnson et al. 2012; Hejazi et al. 2015; Dittmann et al. 2016) , features in moderateresolution optical or NIR spectra (Rojas-Ayala et al. 2010 , 2012 Terrien et al. 2012; Mann et al. 2013a; Newton et al. 2014) , and features in high-resolution optical spectra (Pineda et al. 2013; Neves et al. 2014; Maldonado et al. 2015) .
Metallicity estimates based on empirically-calibrated features in M dwarf spectra can achieve ∼0.1 dex precision in [Fe/H] . However, they are not direct measurements of Fe abundance. Even those based on high-resolution spectra are not based directly on Fe I lines. As such, these methods measure Fe abundance indirectly through astrophysical abundance correlations in stellar populations. For example, the relative abundance of C and O correlates strongly with metallicity in the solar neighborhood (Delgado Mena et al. 2010; Petigura & Marcy 2011; Nissen 2013; Teske et al. 2014; Nissen et al. 2014; . Veyette et al. (2016) showed that the pseudo-continuum level in M dwarfs is highly sensitive to the relative abundances of C and O. They further showed that C and O abundances are the primary mechanism behind mid-M dwarf metallicity calibrations based on moderate-resolution spectra. As indirect tracers of metallicity, empirical methods are limited by the inherent scatter in correlated abundance trends and will fail for stars with non-standard abundance ratios.
Attempts to derive model-dependant abundances for M dwarfs have been less common. Mould (1976 Mould ( , 1978 first applied the method of spectral synthesis to M dwarfs, and Valenti et al. (1998) pioneered the modern approach to derive precise M dwarf parameters through spectral synthesis at high resolution. Woolf & Wallerstein (2005) used the equivalent width (EW) matching code MOOG (Sneden 1973) to measure Ti and Fe abundances from atomic lines in M and K dwarfs. More recently, updated line lists and high-resolution NIR spectroscopy have allowed standard spectral analysis techniques to be applied to M dwarfs with a precision similar to such analysis of FGK stars. Tsuji & Nakajima (2014) and Tsuji et al. (2015) measured C and O abundances of M dwarfs by comparing the equivalent widths of blended CO and H 2 O lines in high resolution K-band spectra of M dwarfs to their Unified Cloudy Models. Önehag et al. (2012) , Lindgren et al. (2016) and Lindgren & Heiter (2017) utilized MARCS models (Gustafsson et al. 2008 ) and the Spectroscopy Made Easy (SME Valenti & Piskunov 1996; Piskunov & Valenti 2017 ) spectral synthesis code to infer M dwarf effective temperatures and metallicities to a precision of 100 K and 0.05 dex, respectively. Souto et al. (2017) used MARCS models and the turbospectrum code (Alvarez & Plez 1998; Plez 2012 ) to synthesize SDSS APOGEE spectra of two planet-hosting, early-M dwarfs and measured chemical abundances for 13 elements with a precision of order 0.1 dex. Current M dwarf spectral synthesis attempts, however, still suffer some drawbacks. For one, they rely on presupposing accurate stellar parameters to generate model atmospheres for spectral synthesis. Most works so far employed either empirical color-temperature relations, such as those of Casagrande et al. (2008) and Mann et al. (2015) , or empirical absolute magnitudetemperature relations. For log g, many studies utilized the log g-mass relation of Bean et al. (2006) and absolute magnitude-mass relations such as those of Delfosse et al. (2000) and Benedict et al. (2016) . Others calculated log g using those same absolute magnitude-mass relations and radius estimates from absolute magnituderadius relations such as those of Mann et al. (2015) . Inconsistencies in how parameters are determined for model generation could lead to inconsistencies in derived abundances.
The accuracy of abundances derived from spectral synthesis depend strongly on the accuracy of the model atmospheres used. The pervasiveness of molecular opacity and the importance of convective energy transport in cool dwarf atmospheres pose unique challenges to accurately modeling M dwarf spectra. These challenges complicate attempts to derive accurate fundamental parameters directly from spectral synthesis. Results from direct spectral synthesis are often inconsistent with result from empirical methods (e.g., Passegger et al. 2016) . Recently, Rajpurohit et al. (2017) found that directly comparing high-resolution H-band spectra of M dwarfs to BT-Settl synthetic spectra resulted in best-fit temperatures and metallicities that differed by up to 350 K and 0.8 dex from those measured based on empiricallycalibrated methods (Terrien et al. 2015) .
The overall metallicities derived by Lindgren et al. (2016) and Lindgren & Heiter (2017) are in good agreement with those derived from the Rojas-Ayala et al. (2012), Terrien et al. (2012) , and Mann et al. (2013a) empirical calibrations based on moderate-resolution spectra, agreeing within measurement uncertainties. Additionally, Lindgren et al. (2016) analyzed four FGK+M binaries, finding excellent agreement (0.01-0.04 dex difference) between metallicities measured independently from either component. Önehag et al. (2012) , Lindgren et al. (2016) , and Lindgren & Heiter (2017) did not fit for individual elemental abundances, so the accuracy of their methods for detailed chemical analysis is unknown. Furthermore, they found discrepancies between temperatures derived through their spectral synthesis and those derived from empirical calibrations. Their temperatures are consistently ∼100 K lower than those determined by Mann et al. (2015) which were determined by comparing optical spectra to BT-Settl models, but ultimately tuned to match long baseline optical interferometry observations. The metallicities derived by Souto et al. (2017) In Section 2, we describe our Keck/NIRSPEC observations of M dwarfs in FGK+M systems. In Section 3, we describe how our method utilizes state-of-the-art stellar atmosphere models to provide the nonlinear relations for how M dwarf spectra change as a function of stellar parameters and composition, and how our we calibrate our method with FGK+M systems. We discuss our results in Section 4 and summarize them in Section 5. We observed with the NIRSPEC-1 filter covering 0.947-1.121 µm, corresponding to the photometric Y band. We used the 0.432×12 arcsecond slit for a spectral resolution of R 25,000. We employed the standard ABBA slit-nodding pattern for a total of at least 8 exposures per target. We chose single-image exposure times necessary to reach a combined peak S/N > 150 per pixel. We also obtained dark, flat field, and Ne-Ar-Xe-Kr arc lamp calibration images. To help remove the many telluric lines present in the NIR, an A0V star is usually observed close in time and airmass to each target. However due to the very limited number of contaminating telluric lines in Y-band, we only observed two A0V stars at two different airmasses each night. We used these observations when calibrating instrumental effects.
We used the REDSPEC 1 code to spatially and spectrally rectify each image. For initial wavelength calibration, we used sky OH lines for all orders except 72 and 74 for which we used the arc lamp lines because these orders do not contain enough OH lines. Following the procedure outlined in Cushing et al. (2004) , we optimally extracted (Horne 1986 ) the 1D spectrum from each image and combined all spectra of the same object using a variance-weighted mean. The spectra are contaminated by fringes caused by interference between the order-sorting filter and the long-wavelength blocking filter. We used Fourier filtering to remove the fringes. First, we used the Fourier transform of the A0V stars to determine the dominate frequencies of the fringes. The A0V spectra have very few stellar or telluric lines and are dominated by the fringe signal which stands out as a large peak in the frequency spectrum. We then filtered the fringe frequencies from all target spectra in Fourier space with a FIR notch filter based on a Hanning window with a width of 6 × 10 −3 pix −1 and centered on the peak frequency as determined from the A0V observations. This procedure is similar to an option available in the REDSPEC package to remove fringing.
Due to the fact that Y band is nearly devoid of telluric lines, we chose not to use the A0V observations for telluric correction. Instead, we corrected for the throughput of the instrument by matching our observations to publicly available 2 BT-Settl synthetic spectra. At the same time, we used the models to improve our wavelength calibration and shift each spectrum to the rest frame. For each order of each observed spectrum, we multiplied the flux by a 3rd order Chebyshev polynomial and applied a linear correction to the wavelengths in order to best match a synthetic spectrum. The wavelength correction shifts the spectrum to the rest frame and removes extrapolation error in the REDSPEC wavelength calibration which arises due to the low number of OH and arc lamp lines in Y-band. We iterated over all models within a grid covering T eff = 2600-4300 K, log g = 5.0, and [M/H] = −1.0-+0.5. For each model, we found the best fit coefficients for the throughput correction and wavelength calibration via χ 2 minimization. We used the coefficients that produced the lowest χ 2 over the entire model grid to apply the final flux and wavelength calibration. Figure 1 shows some representative samples of fully reduced spectra. We chose to combine two approaches to analyzing M dwarf spectra and developed a method that is both physically motivated and empirically calibrated. Our basic strategy is to use a grid of synthetic spectra to provide the nonlinear relations for how an M dwarf spectrum should change as a function of physical parameters, but then apply simple transformations to measured EWs and spectral indices to force agreement with observations of well-characterized FGK+M systems.
Model grid
We used the 2017 version of the PHOENIX atmosphere modeling code (Allard et al. 2012; Baraffe et al. 2015; Allard 2016) to generate a grid of synthetic M dwarf spectra 3 . Due to the many issues in modeling M dwarf spectra (see Section 4 for a discussion of some of these issues), we chose not to finely tune our models to recreate observed spectra and compare the model-derived parameters to those measured from empirical methods.
We leave this exercise to future studies involving highresolution spectra over a broader range of the full spectral energy distribution. Instead, we created a generalized grid of models with the goal of accurately representing the majority of main-sequence M dwarfs with the fewest number of free parameters. The most important stellar parameters for the PHOENIX models are the T eff , log g, and composition.
We chose to parameterize the composition in terms of a metallicity value [M/H] The relative abundance of C and O in an M dwarf's atmosphere has a large effect on the pseudo continuum level in its spectrum (Veyette et al. 2016 ). We accounted for this effect by scaling C and O abundances as functions of metallicity when generating our model grid. Spectroscopic surveys of solar neighborhood FGK stars show a tight trend between C, O, and Fe abundances (Delgado Mena et al. 2010; Nissen et al. 2014; Teske et al. 2014; . We derived empirical relations between Fe, C, and O abundances to use when calculating our model grid based on the abundance data of , who calculated abundances of 15 elements for 1,617 FGK stars. We first rescaled the abundances to match the solar abundance scale used in the PHOENIX models. In order to derive an accurate model for how C and O vary with Fe, we made several cuts to the sample. First, we limited the sample to only Sun-like stars. observed that the scatter in the measured C/O of stars in the solar neighborhood was reduced when limiting analysis to stars with log g > 4.0, and T eff within ±200 K of the Sun. They suggest this is due to larger systematic uncertainty for models of stars hotter or cooler than the Sun. fit for and removed any temperature dependence they could measure in their abundance determinations. However, they only fit to stars with T eff = 4800-6200 K and there still exists a noticeable temperature dependence in C/O for stars significantly hotter or cooler than the Sun. We adopted the same Sun-like criteria as . Next, we cut any stars with reported S/N < 100. Finally, we add back any stars with [Fe/H] < -0.7 or [Fe/H] > 0.4 that also meet the S/N cut. This adds back four metal-poor late-G/early-K stars, two metal-rich late-G/early-K stars, and one metal-rich late-F/early-G star. We add these stars back because there are very few Sun-like stars at the metallicity extremes of the sample where the fit tended to C/O values that were unrealistically low compared to other surveys that focused on lower-metallicity stars (e.g. Nissen et al. 2014). Although not statistically motivated, this step was necessary to ensure the fit remains realistic within the full range of our model grid. We note that the added stars lie beyond the [Fe/H] and the effect on the fit is negligible over this range. This fit is not valid for [Fe/H] < -1. Figure 2 shows the 341 stars that make our cuts in blue and the full sample in grey. The scatter in the [Fe/H]-C/O relation is significantly reduced when considering only high-S/N, Sun-like stars compared to the full sample. Also shown for the stars that make our cuts are 1-sigma error bars calculated by propagating the individual uncertainties on [C/H] and [O/H] (0.026 and 0.036 dex, respectively) from . For clarity, we also show the median C/O, the standard deviation of C/O, and the median measurement error in C/O calculated for 0.1 dex bins in [Fe/H] . We note that the median measurement error is not the error in the binned average, but rather represents the typical uncertainty on a single C/O measurement in a given bin. The variations in C/O as a function of [Fe/H] are nearly consistent with measurement errors, though there exists some evidence of inherent scatter, particularly at the low-metallicity end (see Section 4 for more discussion). . As described in , the metal-poor end of our relation has a similar slope to the linear trends of Nissen et al. (2014) and Teske et al. (2014) , however, the linear trends do not reproduce the leveling off of C/O at higher metallicities.
We 
Treatment of log g
All M dwarfs which have reached the main sequence are still on the main sequence, evolving imperceptibly from their ZAMS radius and luminosity (Laughlin et al. 1997) . Therefore, we make the assumption that an M dwarf's log g and radius can be determined solely from its temperature and composition. We used the T eff , [Fe/H], log g, and radius estimates of 183 M dwarfs from Mann et al. (2015) to derive relations for log g and radius as functions of T eff and [Fe/H]. Mann et al. (2015) determined T eff by comparing optical spectra to a grid of BT-Settl synthetic spectra, using only spectral regions which resulted in good agreement with effective temperatures derived through LBOI. They calculated radii for (2000) relation between mass and absolute K-band magnitude.
Here, we used the more recent relation of Benedict et al. (2016) to determine masses for use in calculating log g. 
The RMSE of the fits are 0.044 dex in log g and 0.034 R in radius. Our relation turns over slightly at ∼4050 K. While a decrease in radius with increasing temperature is not physical, the T eff -radius relation does become more shallow around 4000 K (Boyajian et al. 2012 ). The absolute difference between the maximum radius and the radius at 4200 K in our relation is less than twice the RMSE in the fit. While the slight turnover is acceptable for our purposes here, we caution against applying these relations beyond the range they are calibrated for. We used these relations to set the log g and radius of our models, removing log g as a major free parameter.
Model grid sampling
Following the above simplifications, we are left with three free parameters: T eff , [M/H], and [α/M]. Table 1 shows the range and sampling of our grid model parameters.
Calibration sample
We drew our calibration sample from the catalog of common-proper motion FGK+M systems described in Mann et al. (2013a) . In order to empirically calibrate our method, we required accurate measurements of T eff , [Fe/H], and [Ti/Fe] for the M dwarfs in our sample. We measured effective temperatures for our M dwarfs using the method described in Mann et al. (2013b) which is also described briefly in Section 3.1.2. The effective temperatures of these stars were originally calculated along with the sample published in Mann et al. (2015) , although not all stars in this paper were also published there.
We measured the Fe and Ti abundances of our sample from high-resolution optical spectra of the FGK primaries. Mann et al. (2013a) originally obtained and analyzed spectra of the FGK primaries taken with ESPaDOnS on CFHT. Here, we reanalyzed these spectra for 21 stars in our sample using the newest version of SME and following the procedure outlined in . For the other eight stars in our sample, we adopted the abundances derived by . The reported statistical uncertainties from (2016) catalog and abundances measured from ESPaDOnS spectra, we compared abundances for eight stars common to both samples and found they are consistent within measurement errors. We also analyzed three solar spectra reflected from asteroids (two of Ceres, one of Vesta) obtained from the CFHT archive. The derived abundances were consistent with solar abundances to well within measurement uncertainties. For a detailed comparison between abundances derived in this manner and other results from the literature, see . Table 2 lists our calibration sample and their measured properties.
Spectral features
We measure three types of features in our Y-band spectra for use in inferring the T eff , [Fe/H], and [Ti/Fe] of M dwarfs: a temperature-sensitive index based on the Wing-Ford FeH band head, the EWs of seven Fe I lines, and the EWs of ten Ti I lines. We used the lineidentification feature of the PHOENIX models to identify the Fe I and Ti I lines and chose wavelength ranges over which to measure EWs based on by-eye inspection of the observed and synthetic spectra. Table 3 lists the wavelength ranges used when calculating the EWs of these lines and Figure 1 highlights them in a sample of spectra. We define the FeH index as FeH index = F λ=0.984-0.989 / F λ=0.990-0.995 , (7) where F λ=a-b is the mean flux in the interval λ = a-b. As shown in Figure 1 the strength of the FeH band head has a strong spectral-type dependence and is deeper in later M dwarfs. Being a Fe-bearing molecule, it is also sensitive to [Fe/H], but to a lesser extent. The temperature-sensitivity of FeH lines has been noted in previous works (e.g.,Önehag et al. 2012).
Determining the pseudo-continuum level
Defining the continuum level in an M dwarf's spectrum is a long-standing problem for M dwarf abundance analysis. One commonly implemented solution is to choose two "continuum regions" on either side of the feature that are relatively free of absorption features and linearly interpolate between the mean flux in the two regions. However, these regions can be small and significantly effected by statistical (photon noise) or systematic (e.g., variations in molecular opacity or poor telluric correction) variations. To mitigate these issues, we developed a new method of assigning the pseudocontinuum level that is less sensitive to anomalous data points and can consistently assess the pseudo-continuum across different targets and spectral regions. Since we correct for the instrument throughput and place all Echelle orders on the same relative scale, we can assign the pseudo-continuum over the entire Y-band at once (orders 71-77, 0.98-1.08 µm). The process has three steps. First, we use a 2nd order SavitzkyGolay filter (Savitzky & Golay 1964 ) with a window length of five pixels to reduce high frequency variations in the spectrum. Then, we apply a running maximum filter with a width of seven resolution elements. Finally, we fit a 6th order Chebyshev polynomial to the filtered spectrum to use as the pseudo-continuum. Figure 1 shows examples of the continuum fits. We list all indices and EWs measured from the NIR-SPEC spectra of our calibration sample in Table 4 . We list all indices and EWs measured from our model grid in Table 5 .
Calibrating the models
If we could fully trust the synthetic M dwarf spectra, we could generate spectra for the known parameters of each star and use curve of growth analysis to determine abundances. To test the agreement between our Y-band models and our NIRSPEC observations, we show in the top row of Figure 4 an example comparison of line EWs measured from our NIRSPEC spectra and EWs interpolated from our model grid based on the known parameters of our calibration sample. The EWs and indices predicted by the models are close to, but not a perfect match to what we measure from our NIRSPEC spectra.
The fact that we know the temperatures and compositions of these systems beforehand allows use to empirically derive simple transformations of the observed indices and EWs in order to force agreement between the models and observations. After analyzing the relations between line EWs measured from our NIRSPEC spectra and EWs interpolated from our model grid based on known parameters (examples shown in the top row of Figure 4 ), we formulated the following transformations to the observed features.
Here, I FeH , EW Fe , and EW Ti denote the FeH index, Fe I line EW, and Ti I line EW, respectively, measured from a NIRSPEC spectrum. Primed values are the transformed index and EWs. By relying only on values measurable directly from the NIRSPEC spectra, these transformations do not require any prior knowledge of stellar parameters. For each spectral feature (Table 3) , we fit for the a 1-2 , b 1-3 , or c 1-3 constants via least squares between the indices or EWs interpolated from our model grid and the indices or EWs measured from our NIRSPEC spectra and transformed following Equations 8-10. Table 3 lists the best fit constants and the RMSE in the residuals. The bottom row of Figure 4 shows examples of the transformed measurements. 
where i indicates the ith feature in Table 3 , f i is the transformed index or EW,
is the index or EW interpolated from the model grid based on the fitted parameters, and σ i is the RMSE of the residuals from the transformation calibration (last column of Table 3 ). This assumes that residuals in the transformation dominate over EW uncertainty due to photon noise.
To estimate the uncertainty in the inferred parameters due to the inherent uncertainty of the above procedure, we applied it to our calibration sample and compared with the known parameters. The results are shown in Figure 5 . We achieve internal precisions of 60 K, 0.1 dex, and 0.05 dex in T eff , [Fe/H], and [Ti/Fe], respectively.
We have made code to estimate T eff , [Fe/H], and [Ti/Fe] of an M dwarf from its NIRSPEC Y-band spectrum publicly available at https://github.com/ mveyette/analyze_NIRSPEC1. The code is written in Python 3 and performs throughput correction, assigns the pseudo-continuum, measures EWs and indices, applies our empirical corrections, and matches to our model grid to return the best-fit T eff , [Fe/H], and [Ti/Fe].
DISCUSSION
By measuring Fe and Ti abundances directly from Fe I and Ti I lines, we improve upon previous empirical metallicity calibrations that rely on correlated abundance trends. Furthermore, we do not have to assume the nonlinear functional form for how line EWs change as a function of stellar parameters. Instead, we leverage the complex physical prescription of the PHOENIX models to account for most of the change and apply simple, easily determined corrections to force agreement with our calibration sample.
Our method does, however, suffer some drawbacks. In order to create a generalized grid of synthetic spectra for inferring T eff , [Fe/H], and [Ti/Fe], we had to make some assumptions regarding other physical properties of M dwarfs. The underlying assumption is that all main-sequence M dwarfs can be uniquely characterized by their T eff , [Fe/H], and [α/Fe] alone. In reality, this is not the case.
In terms of other abundances, C and O have the largest effect on an M dwarf's spectrum (Veyette et al. 2016) -rich) . This is more evident in the results of Nissen et al. (2014) as they analyzed more metal-poor stars than . This intrinsic scatter in C and O introduces additional uncertainty in our method. We note that there are only a few stars with [Fe/H] < −0.5 in the sample, which, combined with the fact that our FGK+M calibration sample only contains two stars with [Fe/H] ≤ −0.5, means our calibration is poorly constrained in the low-metallicity regime.
By assuming the entire composition of a star can be parameterized solely by [Fe/H] and [α/Fe], our method will likely fail for stars with non-standard abundance ratios such as stars that have accreted processed material from an evolved companion (e.g., dwarf carbon stars, Green 2013 ).
There exists a slight systematic trend in the residuals between the calibration sample [Fe/H] and the [Fe/H] we estimate from the NIRSPEC spectra ( Figure 5 ). It is unclear what the exact origin of this trend is, though it is likely that it is residual systematic differences between the models and our observations that are not accounted for by our simple corrections to the EWs. The mean of the residuals is <0.003 dex, however, sub-solar metallicity stars tend to be overestimated in [Fe/H] while supersolar metallicity stars tend to be underestimated. This may suggest a tendency to favor solar metallicity models. If we fit for and remove this residual trend, the RMSE is reduced to 0.06 dex.
This work highlights an important limitation of current low-mass star synthetic spectra. Differences between observed and model line strengths can be due to many different issues. Some of these issues are more significant for M dwarfs than for FGK stars, others are unique to M dwarfs. The corrective transformation we apply to our measured EWs and indices is meant to account for the combined effect of these issues. Here we list some potential issues.
Inaccurate oscillator strengths of the lines we used in this analysis could be a major reason why observed line strengths do not match modeled line strengths. We did not attempt to adjust the oscillator strengths of any lines used in this analysis.
The thermal profile of the stellar atmosphere model used plays a large role in determining the flux inside individual absorption lines as well as of the pseudocontinuum level from which line strengths are measured. Incomplete or inaccurate line lists for major opacity sources can result in an inaccurate equilibrium thermal profile. This is particularly an issue for M dwarfs as nearly all the flux emitted by M dwarf is emitted at wavelengths where there is at least some molecular opacity. Current line lists for major opacity sources in M dwarf atmospheres such as TiO are known to be inaccurate and incomplete (Rajpurohit et al. 2013; Mann et al. 2013b; Hoeijmakers et al. 2015, e.g.,) . However, new advances in experimental and theoretical studies of rotational-vibrational energy levels for important molecules, largely motivated by their application to observations of exoplanet atmospheres, may improve future cool dwarf models (e.g., Tennyson et al. 2016; McKemmish et al. 2017) .
Other inaccuracies in model parameters may play small roles in the overall mismatch between synthetic spectra and observations, such as: mixing length, determined from the T eff and log g of the model according to the calibration of Ludwig et al. (1999) ; microturbulent velocity, determined from T eff according to the radiation hydrodynamic simulations of Freytag et al. (2010) ; and log g, determined from T eff and [M/H] as described in Section 3.1.2.
One effect not accounted for in the PHOENIX models is line splitting in the presence of magnetic fields. Some FeH lines in the Wing-Ford band are magnetically sensitive (Reiners & Basri 2007) . Varying magnetic field strengths may introduce additional uncertainty to our method. However, strong magnetic fields are associated with rapid rotation (Noyes et al. 1984) . Stars with strong enough magnetic fields to significantly effect our FeH index will already be excluded from our analysis due to significant rotational broadening. We note that Shulyak et al. (2014) found the Ti I lines in Y band are not very magnetically sensitive.
CONCLUDING REMARKS
We developed a method to measure T eff , [Fe/H] , and [Ti/Fe] from high-resolution Y-band spectra of M dwarfs. Our method is physically motivated in that it relies on state-of-the-art stellar atmosphere models to provide the nonlinear relations for how M dwarf spectra change as a function of temperature and composition. Our method is also empirically calibrated, using observations of M dwarfs with wide FGK companions to force agreement between known parameters and those inferred from our NIR spectra. Mahadevan et al. 2010) , and SPIRou (Artigau et al. 2011) . These surveys will provide high-S/N, highresolution, Y-band spectra for hundreds of M dwarfs, many of which host planets that will be detected during the surveys. The ability to detect planets around and measure [Fe/H] and [Ti/Fe] for hundreds of M dwarfs using the same dataset will be a powerful asset. These surveys will allow us to test whether observed trends in the composition of planet-hosting FGK stars, like enhanced α-element abundance, also hold for lower mass stars and smaller planets.
Another exciting application of this work is the potential to use alpha-enhancement to constrain ages of field M dwarfs. The age of an individual field M dwarf is difficult to measure reliably because its radius and effective temperature change imperceptibly once on the main sequence (Laughlin et al. 1997 ). However, surveys of nearby stars find an empirical relation between [α/Fe] and age (Haywood et al. 2013; Bensby et al. 2014; Feuillet et al. 2016) due to delayed Fe enrichment of the ISM by type Ia supernovae. Measuring [α/Fe] of an M dwarf can be combined with priors based on kinematics (e.g., Burgasser & Mamajek 2017) to provide a powerful age diagnostic. The ability to measure ages of field M dwarfs has many applications including constraining the age-rotation-activity relation of M dwarfs (e.g., Newton et al. 2016 Newton et al. , 2017 The authors wish to recognize and acknowledge the very significant cultural role and reverence that the summit of Mauna Kea has always had within the indigenous Hawaiian community. We are most fortunate to have the opportunity to conduct observations from this mountain. Table 3 . Note-Equivalents widths are measured in units ofÅ. Table 3 . Note-Equivalents widths are measured in units ofÅ. Table 5 is published in its entirety in the machine-readable format. A portion is shown here for guidance regarding its form and content.
