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Let Od be the set of algebraic integers in an imaginary quadratic number field 
Q[V~], d < 0, where d is the discriminant of Od. Consider the Euclidean Algorithm 
(EA), applied to algebraic integers ~, ~ E On. It consists in computing a sequence 
of remainders Po = ~, Pl = r/~ P2, . . .  ~ Pn+l = O, where pi+l = Pi-1 - "[iPi for 
algebraic integers 7i E Od, i = 1 , . . . ,n .  We show that except for d = -11 the 
number of divisions to be carried out is always minimized by choosing each 7i such 
that N(pi-1 -Tipi), the norm ofpi-1 -TiPl, is mlnimal.This result has been proven 
previously in special cases. It also applies to those imaginary quadratic number 
rings which are not Euclidean; in this case the division chains may be infinite. For 
d = -7,  -8  the methods applied so far must be modified somewhat, and for d = -11 
we provide a counterexample and a theorem which partially answers the question~ 
how shortest division chains can be obtained. 
1. I n t roduct ion  
Given two elements (,  r /o f  a unique factorization domain (UFD) R, we can at tempt to 
compute their greatest common divisor gcd(~, ~/) by applying the Euclidean algor ithm 
(EA), that is, by computing a sequence of remainders 
po=~,  P1=7,  
Pi+l =P i - l - -~ iP i  
for appropriate lements 71 E R; if P,+I = 0 for some n, then Pn = gcd(~, ~). If on the  
other hand P,+l r 0 for all n, then we say that (EA) s This may of course depend 
on the choice of 71, 0'2, 9 . . ,  and in general it is a non-trivial problem to determine, which 
choice, if any, accomplishes a remainder p ,+l  = 0, and if so, which choice minimizes n, 
the number of divisions to be carried out. 
9 This material is based on work supported by the ()sterreichische Forschungsgemeinschaft 
under Grant No. 09/0004. A preliminary version of this paper will appear in the Proceedings of 
the I988 Symposium of Symbolic and Algebralc Computation. 
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The main result of this paper says that if -~ is On, the set of algebraic integers in an 
imaginary quadratic number field Q[v~], d < O, d ~ -11c 2 for c E Z, then n is minimized 
by choosing each Vi such that N(pi+~) --- N(pi-1 - Vipi) is minimal, where for ~ E Q[v~] 
N(~) is the norm of ~. This means, of course, that 0-11 is the only imaginary quadratic 
domain which, surprisingly, forms an exception, since Q[ -~/-~'1~] = Q[x/-:-~] for e E Z. A 
sEghtly weaker esult will be shown for this exeeptionM domain. (Elementary definitions, 
like that of an algebraic integer, will be reviewed below.) 
Things can be formalized by using the notion of division chain (Cooke (1976)). It will 
be more convenient for the proof to allow Pc, Pl, . . .  to be arbitrary elements of Q[V~], not 
necessarily algebraic integers. For a sequence D = (p0,Pl,.. .), where P0, pl . . . .  E Q[V~], 
define 
I(E) = (n+l,oo, ffif~E is= infmi~e.(P~ 9 9 9 p,+l),  
Then ~ is a division chain, iff 
(i) for each i - 1, 2, . . .  there exists an element 71 E Oa such that pi+l --- pi-1 - 71Pl, arid 
(ii) pl = 0 if and only if l (E) < co and i = l (E). 
Thus a division chain :E is a possible sequence of remainders computed when (EA) is 
applied to dements P0, pl ~ Q[v/'d], and I(E) = co iff (EA) fails. 
Consider a division with remainder of ~ by 7: ~ = 7~ + P, where 7 E On, ~, ~, 
p ~ Q[V~]. If 7 is chosen such that N(p) is minimal, then we call ~he division a minimal 
remainder-division, p a minimal remainder, 7 a minimal remainder-quotient of ~, 71. Note 
that even the minimal remainder of ~, rt is not always uniquely determined. If in a division 
chain ]E = (P0, P l , . . . )  Pi+~ is a minimal remainder of pi-1 and pl for every i, 1 < i < l (Z), 
then we call E a minimal remainder-division chain. Our result can now be formulated as 
follows: 
THEOREM 1. IleE = (Po,Pt,P2,. . .)  is an arbitrary division chain, E ~ = (po,pl,p~2,p~, ...) 
a minimal  rernMnder-division chain in Q[V~], d < O, d r - l l c  2 for c E Z, where E and p.t 
begin with ~he same two elements pc, P~, then l (~')  < I (P,). 
This theorem applies both for l (~) < c~ and for l (~) = oo. Thus if (EA) fails for 
input ((, 7/) if minimal remainders are used, then it also fails for every other choice of the 
remainders. Also, the theorem remains valid when Oa is n0l a unique factorization domain 
(UFD). True, this case is of little practical interest, since (EA) would not be applied in 
such domains anyway. We include it in our proof, however, since it requires no extra effort. 
In the case d E {--19, --43, --67, -163),  where Oa is a UFD, but not Euclidean with respect 
to the norm (see below), ~heorem 1 is of interest in so fax, as it provides a new proof for 
the fact that Oa is not Euclidean with respect o any degree function, which was first 
shown in Samuel (1971). In fact, a somewhat stronger assertion follows from theorem 1, 
see Kaltofen/Rolletschek (1985), where the proof for this case was given. 
We now discuss, which other eases have been settled so far, and what remains to be 
done. The proof in Kaltofen/Rolletschek (1985) actually carries over to all discriminants 
d _< -15  without any modification; this is in fact the easiest case. Lazard (1977) gave the 
proof for d = -3;  it is similar to the one for d _< -15, except hat more subcases have to 
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be considered. Incidentally, Lazard (1977) also showed analogous results for Z, the ring 
of (rational) integers, and for polynomial rings K[x], K a field. The case d = -4 ,  which 
was settled in Rolletschek (1986), is somewhat more complicated, see the discussion at the 
end of section 2. The remaining cases, namely d = -7 ,  -8  or -11,  are the main topic 
of this paper, and they will be dealt with in sections 3, 4. For d = -7  or -8  a new idea 
is needed, whereas for d = -11  a counterexample and a modified result are ~iven. In 
section 5, finally, we discuss various questions that arise in connection with the proof. 
We conclude this section by introducing some more notation (the same as in Kaltofen/ 
Rolletschek (1985)), and by recalling some elementary facts about quadratic number fields, 
which can be found in Hasse (1964), or any other text on algebraic number theory. 
We denote real and imaginary part of a complex number a by N a and ~ a, its 
conjugate-complex by ~, so that N(a)  --- a~, and lal, the absolute value of a, equals 
An algebraic number a is an algebraic integer, iff a is the root os some monic poly- 
nomiai x n -t- a~-xx n-1 +. . .  -k ao with integer coefficients a~, ax, . . . ,  an-1 ~ Z. Let A be 
the set of all algebraic integers. For D a squarefree integer the elements of A A Q[v/D] are 
the numbers of the form 
{ a+bv~,  a ,b~Z if D -- 2, 3 mod 4, 
~+.~v~ a, bEZ,  a -brood2 i fD - - lmod4.  
Alternatively, A N Q[vr'D] = { a + t~o I a, b ~ z }, where 
{v/ 'D if D = 2, 3 rood 4, w= ~ i fD - lmod4.  
This means that the set 1,w forms an {u~r basi~ for A N Q[V~] ,  and the number d 
used in the notation Od for A • Q[v/D] is the discrirniuant of A N Q[V~],  defined by 
d= 1 -- D i fD - lmod4.  
From now on d will always have this meaning, whenever this symbol is used, for instance 
in the notation Q[v/d]. 
In any ring R with 1 an element e is called a unit, iff it has a multiplicative inverse, 
and the associates of an element c~ E R are the elements of the form ea with e a unit. The 
units in Od, d < 0 are { + 1 , ~  fo rd=-3 ,  + l ,  =t=i for d = -4 ,  
+1 for d < -4 .  
For d > 0 there are infinitely many units in 0~, but we will not need this fact. 
A ring R is called Euclidean with respect to degree function r if r is a function 
from R to N or some other well-ordered omain, and for all ~, B E R, fl ~ 0, there 
exists a remainder a - ~/fl of a and fl such that r - ~/fl) < r This guarantees that 
324 H. Rolletschek 
(EA) terminates for all inputs po, pl E R, provided the quotients 7i, 3'2, . . .  are chosen 
appropriately. It also implies that / / i s  a unique faetorization domain. 
It is easy to show that Od is Euclidean with respect o the norm for d = -3 ,  -4,  -7,  
-8 ,  -11 ,  but for no other d < 0. Stark (1967) showed that the only additional values of 
d for which Oa is a unique factorization domain axe d = -19, -43, -67, and -163. As 
noted above, Od is not Euclidean with respect o any degree function in these four cases. 
Finally, whenever we consider a division chain 5] = (p0, Pl , . . . ) ,  the elements 7i will 
always have the meaning specified in the clause (i) of the definition of division chains. 
Furthermore, we define 
wj = Pj-1 ( l _< j< l (5 ] ) ) .  
Pj 
Then 1/wi+l = (Pi-1 - "~iPi)/Pl = wl - ")'i, hence 
1 
~~ = 0~i - ~'i (1) 
For division chains E ~, 5]", ...  we similarly use "y~, w~, 7~ ~, w~' etc., without defining these 
numbers. By rest(5]) we denote the sequence (p~, p2,...) obtained from )-2. by omitting the 
first element. I~ is again a division chain unless l (~) = 0. 
2. The  genera l  p roo f  method  
Before giving the proof of the main result of this paper, we repeat its statement. Note 
that it suffices now to write d # -11 instead of d # -11c 2, due to the convention made 
after the definition of the discr]minant. 
THEOREM 1. / t '~  = (Po,pl,P2, ...I is an arbitrary division chain, ~,' = (po,pl,p~2,p~,...) 
a minimal remainder-dlvlsion claadn in Q[V~], d < 0, d ~ -11, where ~ and 5]~ begin with 
the same two elements p0, Pl, then l(~Y) < I(5]). 
Proof. The proofs for special cases and analogues of theorem 1, given in Lazard (1985), 
Rolletschek (1986) and Kaltofen/Rolletsehek (1985) all proceed essentially by the same 
method. Our formulation will be very similar to that in (Rolletsehek 1986). We apply 
induction on l (~), so let 5], 5]~ be as in theorem 1, and assume that the assertion holds 
for every pair of division chains (f~, ~2') in place of (5], E') such that l (12) < l (~). Without 
loss of generality we may make the following further assumptions: 
(i) Pl = 1; otherwise we may divide every dement of ~3 ~ and ~ by Pl. 
(ii) 7~ = 0, hence p~ = P0; otherwise we may replace p0 by P0 - 7~Pl, 7~ by 0, 71 by 
m - 7~'. 
Assumption (ii) is equivalent to the assertion that 0 is one of the elements of O~ closest 
to wl, that is, that P0 lies within the region R0 shown in fig. 1. We make the convention 
that all regions defined are (topologically) closed unless stated otherwise. For instance, 
1/2 is an element of Ro. 
From ~5]r we will construct division chains 
" " (p0 ,1 ,  . . . ) ,  ~ll (po, I, P2 ,p3,P4, . . . ) ,  5],t m m = = Po~P3 ,P4 , 
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d -  0 mod 4 d--- lmod4 
Fig. 1 
where the first three elements of ~11 agree with those of ~ and the first three elements of 
P,'" agree with those of X~ ~, such that 
(a) rest(P/') is a minimal remainder division chain, mud 
(b) t(S"') < l(~"). 
If l (~) = oo, then the assertion of the theorem holds trivially. Otherwise the induction 
hypothesis may be applied to rest(~") and rest(S); it follows that l (rest(~")) < l (rest(~3)), 
hence l(~"') _< l(~, 't) < I(~). Since this implies l (rest(~"')) < l(~), we may now apply 
the induction hypothesis again to rest(~"') and rest(~') to conclude that l(~') _< l (~"'). 
Combining, we obtain I (E') < l(~,), which is what has to be shown. 
It remains to be shown that division chains Ea, E,~ of the desired form exist. Clearly, 
they depend only on po and 71. In other words, we have to prove the following assertion, 
where we write again ~, ~' instead of ~", ~m, since the original division chains E, ~ no 
longer play a role: 
(I) Let P0 6 Q[v/d], 71 60a ,  d < 0, d ~ -11 be given, such that 0 is (one of) the minimal 
remainder-quotient(s) of P0 and 1 (or equivalently, P0 6 R0). Then hhere exist division 
chains 
= (p0,1, p~, p~,...), ~'  = (p0,1, ;0, A , . . . ) ,  
such that 
(a) 71, as defined ~t the end of section 1, has the given value, 
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(b) rest(~) is a minimal remainder-division chain, 
(c) l (r,,) _< 
We have stated (I) in the weakest form sufficient to prove theorem 1, so as to reduce 
the amount  of work left. In particular, it will not be necessary to make ~Y a minimal 
remainder-divis ion chain. Before proving (I), we need one more definition and a lemma. 
Given ~, r h the min ima/ length  of a division chain beginning with ~, r/ depends only on 
w ---- ~/r/; denote it by  #dlvs(w). We say that two elements w, w' E Q[v/'d] are d-related, 
if w' = ew + a, where e is a unit of Od and a E On. The equality w' = ew + a is called a 
d-relalion. The following lemma is a slight modification of lerama 2 in (Rolletschek 1986). 
LE/ClMA l .  I ra and w' are d-related, then #divs(w) = #divs(w') .  
Proof. Assume w' = ew+a. Let ~ = (w, 1, P2, p3, . . . )  be a division chain of minimal length 
for the given value of w. Then E' = (w', 1, ep2, Pz, ep4,...) is also a division chain, since 
w' - ~P2 E Oa 
and 
Pi+l = Pi-1 - (e-17i)(ePi) for i even, 
ePi+l = epi-1 -- (eTi)Pi for i odd. 
It follows that 7~divs(w ~) < #divs(w).  Since the no~ion of d-relation is symmetrical  between 
and w' (w = e - lw  ' - e -aa) ,  we also have #divs(w) _< #divs(w') .  [] 
The proof of (I) proceeds by considering the various possible values of 71 separately, 
where p= = p0 - 71 9 1. 0n ly  finitely many values of 71 have to be considered, for if [71 [ is 
sufficiently large, then [P2I > 2, which implies that  0 is a minimal remainder-quotient of 1 
and Pa, so that we can choose 
E = (P0, 1, P2, 1, P0, Ps, . .  -), 
E' = (p0, 1 ,p0,ps , . . . ) ,  
(2) 
where pi+l is m~y minimal remainder of pi-1 and Pi for i = 4, 5~ . . . .  Note that p2-p0 E Od, 
hence P0 is also a minimal remainder of p2 and 1. 
As aa~ example of how the various cases can be dealt with, consider d = -7 ,  71 = 
(1 -t- x/-Aff)/2. The element P2 = P0 - 71 lies inside the region R1 obtained by shifting R0 
to the left by 1/2 and down by v~/2, and w2 lies inside the region R~ "1 = { a -x ] a E R~ }. 
One of the straight lines bounding R1 is lx = { -1  q- yi ] y E R }. The inverse of a complex 
number  x q- yi is x / (x  2 + y2) _ yi/(x2 + y~), hence the inverses of the complex numbers 
on ll are the numbers x + yi satisfying z/ (x  2 + y2) = -1 ,  or (x + 1/2) 2 + y2 = 1/4 (circle C 
in fig. 2). This is one of the circles bounding Ri-1; the remaining bounds are de~ermined 
analogously. Fig. 2 shows the regions R1 and Ri  -1. 
By elementary geometry it follows that either 0, or -1 ,  or ( -1  + v"Zff)/2 is one of the 
elements of 0 -7  closest to w2 and may therefore be chosen as 72. Note that we need not 
consider the case 72 = (1 + v '~) /2 .  True, in borderl ine cases (Rw~ = O) (1 + x /~) /2  
is also a minimal remainder-quotient of 1 and p2, but we can make the alternative choice 
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0 
-1 
-1 
1"'-- ~ 
. I ,  4:7, 
2 
) 
F ig .  2 
( -1  + ~/'2"7)/2. The fact that for i >_ 9. 7 /may be chosen arbitrarily axnong the minimal 
remainders of pi-1 and pl substantially reduces the number of cases to be considered. 
The case where 0 is a possible choice has already been dealt with; here ~ and ~1 can 
be constructed as in (2). If ( -1  + v/-Z?)/2 is closest to w2, pick 72 = ( -1  + V/'~-'7)/2, 
= (1 - 4z r ) /9 ,  so that  
= po, l, po - ~ - ,  2 /9 0 - 1, p4, . . .  , 
Nl= po, l,po, 2 Oo + 1, p~, . . . .  
Now either p3 and p~ are both 0, or we have 
l+{:v 
+P0 I+~L- -?  603-co~ ---- /90- 
1-V-m_ 2 
2 ~,0 - 1 
The claim that we can make l (S ' )  _< l (~) (in fact, l (~' )  = l (~))  is now guaranteed by 
lemma 1. 
If, on the other hand, -1  is closest o wz, then w2 lies not only in/~-1, but also in the 
region Ro - 1 obtained by shifting Ro to the left by 1. Le~ R2 denote the intersection of 
these two regions. From w2 E R2 we can determine a region R3 in which wa must lie after 
choosing 72 = -1 ,  based on the formula (1) at the end of section 1. Fig. 3 shows R2 and 
Rs. Note that 1 ~ R2, hence pz ~ 0, hence w3 is always defined. 
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I -i 
0 
F ig .  3 
This time (1 - V/-L'~)/2 is always an element of O-v  closest to con, hence put 73 = 
(I -- v/~"7)/2. Choose 7~ = (-I  - ~) /2 .  Similarly as in the previous paragraph we find 
that  e i ther P4 = P~ = 0, or w4 -Fw~ = (1 - ~- '7 ) /2 ,  hence l (E ' )  = l (~)  - 1. 
Many  other eases- - in  fact, all cases for d = -3  and d < -15- -ean  be sett led in the 
same fashion. Table 1 provides a complete list of all cases that  have to be considered, 
including those for d = -11 .  Each t ime the following information is given: 
1. the sequence I" = (71,72,. . . ) ,  which characterizes the case; 
2. the corresponding sequence F '  = (7~, 7~,...>; 
3. a d-relat ion 0~ = ewi + ~ between quotients wl, w~, i > j ,  which guarantees that 
@divs(wl) = ~divs(w~), that is, l (~ ' )  <__ l (~) .  It should be  interpreted in an extended 
t ~-Oor  l sense, namely: either Pi = Pi w j  = e~i  -F ~.  
In the  cases for d = -4  i denotes the imaginary unit; no confusion will result with 
the use of  the letter  i as an index at other places. A question mark in columns 2 and 3 
indicates that the case under consideration can not  be dealt with in this simple way. A 
double question mark is used for the only case which cannot be dealt  with at al l - - this 
is the  case which causes the theorem to fail for d = -11 ,  and counterexamples can be 
constructed from it. 
We now provide a precise formulation of the assertion that  table 1 is exhaustive, so 
that  this claim can be justified. Given p0, we call a sequence F = (q ' l , . . .  ,7 i -1)  E (Oct) i -1 
an  admiss ib le  quot ient -sequence  for P0, if in the sequence ~ = (po, 1, P2, . . . , pi) defined by 
pk+l = Pk-1 - "Yt~Pk for k = 1, . . . ,  i - 1, Pk+l is a minimal remainder of Pk-1 and Pk for 
all k > 2. For wl E Q[v~]  and an arb i t rary  sequence F of elements of Od define ~2(w~,F) 
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P F' d-re lat ion 
uUd<0 
<i, -i') .... <o> ,4 = -,,,s + i 
<l,-~> <o, ~.> ,,,' = ~,~ -
<~,-~> <o, ~> ~ = ,,,~ - 2 
d= -3  
_ 1 ..F V,'L-~ <o, 4 = + 
<~:-~, ~ >  <o, ~ >  4 = ~ ~ + ~-v=~ 
d -- -4  
' b , - I  - ~> ..... ~ - ~> = -~ - 
<1,-2 - i) 
<1 + i,-z> 
<1 +i,i> 
<1 + i,-1 + i> 
<2 + i, -~, 2 - i> 
(0~ 
? 
(o, 
(0, 
(o, 
(o, 
-i> 
1> 
1-0  
1 - i>  
? 
4 
4 
= --wa + 1 -- i 
= --ws -- 1 + i 
=ws-  l - i  
= - -w4 - -  1 - -  i 
(f,-'+y, 
(1, "-~+Vr='q" '-"a% "/~c'~" ) 
2 
<1,-%~> 
<,+~, -~+~-~> 
( '+~~ I ~ >  
d ~ -7  
(o, @> 
<o, ~+,/=~ , s+<:-~> 
? 
<o, -1~'/~> 
<o, ~-~> 
? 
4 
= --w4 ~- 2 
----0,) 4 - -  1 
x_v,=-~ 
~- - -W4 q-  2 
/~3 - -  2 
1 + ,/-:-~ 
---- - -~4 ~ 2 
d=-8  
O, -1  $"b=-~ > 
<i , -2+v=~> 
(L + v~-~, V=~, - I  + ,/=-~> 
(1 + v'~--2,-1,1 - v/-z-2 > 
(1 + v"~, -1 ,  2 - v~-~> 
{ <i + v~, -1  + v~,  
? 
? 
(o, _,/-c~ > 
? 
(o, z - v ' -~ , -  v ' -~  > 
(o, - , / : -~> 
? 
<o, z - v ' -~ , - i  - vc-~> 
(0, 1 - VrZ'2, -1 -- ~ )  
? 
? 
? 
w~ = w4 - (1 + MrZ-2) 
? 
~ = -~ + 1 - ~ '~ 
Tab le  1 
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r r '  d-relatlon '" 
d= -11  
0, - i+~> 
2 ~ ~ 2 (1+~ -~+~ ~+~) 
2 ~ 2 
? 
? 
(0,-~-r ~-__:_Z~ 
2 ~ 2 / 
(o, -,-: 
?? 
2 ' 2 '  
? 
? 
1 +V':-~ 
t.,d~ ~-  - - t ,~ 5 ~ 
2 
?? 
Tab le  1 (cont . )  
recursively by 
fl(wl, P) = wl if F is the empty sequence, 
1 
a(,ol, (~,  ...,-r~+~)) = a (~,  (,y~,... ,-r,)) - "~+~" 
Thus for a division chain ~ = (P0,P l , . . . ) ,  it follows from the equality (1) at the end of 
! section 1 that wi = ~(wl,  (~'1,.. . ,71-1)). We say that a sequence r '  = (7~ . . . .  ,7)-1> 
improvea (atric~ly improves) P = (~/1,..., 0'i-1>, if j _< i (j < i), and there is a d-relation 
between ~(wl, r )  and ~/(w~, r ' )  for every value of (or'. independently of) wl. For a e Od 
F is (strictly) a-lmprovable, if there exists a sequence P' beginning with a which (strictly) 
improves P. It follows easily from lemma 1 that the following assertion implies (I): 
(I I) For every po 6 Q[x/'d], d < O, d ~ -11  such ~hat P0 E R0, and every ~'1 E Od, 
there exists an admissible quotient-sequence F for p0 beginning with 71 which is 0- 
improvable. 
It turns out that not all values of 3'1 have to be considered: after dealing with some 
value of 7x, say "r, we may omit the cases % = eg' or 3'1 = e-~ with e a unit. This is a 
consequence of the following lemma 2. For a sequence F = (71,~'2,. . . ,  3"i> and a unit e 
define 
r ,  = (~71, e - lw , . . . ,  e(-1)~+Lri>, 
= (~-,...,~). 
LEMMA 2. 
(~) If  r is (strictly) O-improvable, ~hen so are r~ and ~'~ for every um'~ e. 
(b) Every sequence of the form (3'1,0), 3'1 E On, is strictly O-improvable. 
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~TOO f. 
(a) Aasume r '  = (st ctly) improves r = Let be  bl- 
trary. Induction on { shows that ~(e - Iw l ,F )  = e(-1)'+l~(wl,Fe),  and similarly 
~(e- lw l ,  F ' )  ---- e (-1)j+l ~(Wl, Fie). By assumption, ~(e- lw l ,  r )  and g2(e-lwl, F')  are 
d-related. Since d-relatedness i transitive, it follows that fl(w~, F,)  and g2(w~, r~e) are 
also d-related, hence F: (stricly) improves F~. Also, if F' begins with 0, then so does 
F'~. This completes the proof that F~ is (strictly) 0-improvable. The automorphism of 
complex conjugation can be applied to F~, I~'~ and the resulting d-relation, hence 
is also (strictly) 0-improvable. 
(b) This was already shown immediately after lemma 1. [] 
We can now show that table 1 is complete in the following sense: 
LEMMA 3. For eve~z po E Ro and every 3"1 E Oa there exists an admissible quotient- 
sequence F = (71, . . . ,  3"i)/'or Po such tfiat either 3'2 = 0 or l~e or 1"~ is considered in table 1, 
that is, occurs in the leftmost column of table 1. 
Proof. We note first that for every value of 3'~, either (i) {7~, 0) is an admissible quotient- 
sequence for every P0 E R0, or (ii) for some unit e sequences F beginning wlth eg, 1 or 
occur in the leftmost column of table 1. For instance, for d = -4  the alternative (ii) holds 
if 3"1 has one of the values 0, 4-1, q-i, 4-1 4- i, 4-2, :t:2i, 4-2 4- i, 4-1 4- 2i, whereas in all other 
cases ]3"1[ _> 2v~, so that for every p0 E R0, [p0 - ~h" 1[ >_ 2v~- -  v~/2  > 2, [w~] < 1/2, 
hence (71,0) is indeed an admissible quotient-sequence for P0. 
Second, for every value of 3"1 considered in table 1, and for every P0 E R0, there 
exists an admissible quotient-sequence 1 ~ for P0 beginning with 3"1, such that  either F or 
occurs in the leftmost column of table 1. This was shown in the sample case above 
for d = -7 ,  3'~ = (1 + J - : -7)/2:  in this case, either ((1 + J : -7 ) /2 , -1 ,  (1 - J :7 ) /2 )  or 
((1 § x/-k-7)/2, ( -  1 § v /ZT) /2)  is admissible for P0 for every p0 E R0. In all other cases the 
proof is similar. Instances where F rather than F appeaxs in table 1 can of course occur 
only for 71 real, since for 3' r ~ only one of these values of 3'1 is considered in table 1; in 
fact, such instances occur only for 3'1 -- 1, for instance, if d = -3 ,  3'1 -- 1, then for every 
P0 E R0 either (1, ( -3  q- vz-Z3)/2) or <1, ( -3 -v / -Z3) /2 ) i s  an admissible quotient-sequence 
for p0. 
Finally, consider arbitrary elements P0, 3'1, as specified in the statement of the lemma. 
We assume that the leftmost column of table 1 contains equences P beginning with e3"1; the 
proof for the case where such sequences begin with ~ is similar. As noted in the previous 
paragraph, there exists an admissible quotient-sequence I ~l for p~ = ep0 beginning with e3"1 
such that F I or ~7 occurs in table 1. To complete the proof of lemma 3, we have to show tha~ 
F ' 9 = (3"1,%,' '  ) = Fe_~ is an admissible quotient-sequence for 3'1. Put F = (3'1, 3"2, 9 .), F I i , 
(= de,he  sequences  Z = <p0,1, Z' = by = 
I I I Pi-1 - 3"iPi, P~+~ = P,~-I - 3"iP~ for i = 1, 2, .... Then induction on k shows that 
p~ = ( ep~ fo rkeven,  
#k for k odd. 
The fact that F' is an admissible quotient-sequence for p~ means that for all k > 2, p~+~ 
is a minimal remainder of p~_~ and p~; what is left to show is that p~+~ is also a minimal 
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remainder of ilk-1 and pk. If k is even, then the remainders of pk-1 and pk coincide with 
those p~_~ and p~, while for k odd the remainders of Pk-1 and pk are the numbers of the 
form e- lp ,  where p is a remainder of P~-I and p~. In both cases the assertion foUows. 
This completes the proof of lemma 3. [] 
As a special case of lemma. 3 we note that for d _< -15,  only the first three sequences P 
of table 1 have to be considered, which apply to all d < 0. 
We now turn to those cases which cannot be settled llke the sample case above, as 
indicated by the question marks. Here the problem is that there exists no (constant) bound 
on the smallest j ,  k for which a d-relation between w i and w k exists. Therefore these cases 
split into an infinite number of subcases. 
Consider first d = -4 ,  71 = 1, 72 = -2  - i. If po is very close to (1 + (V/2 - 1)i)/2, 
then 7i = 2(-1)  j+l - 2i for j --- 3,4, . . . ,  for a nmnber of steps which may be arbitrarily 
large. A d-relation is finally obtained between wl+l mad either w~ or to~+l, where l is 
the smallest j for which 7j 5 ~ 2(_1)i+1 _ 2i. The proof of this relation is carried out in 
(Rolletschek 1986) in the following fashion: since the quotients 73, 74, . . . ,  and also the 
quotients -y~, 7~.  9 of the sequence ~ to be constructed follow a periodic pattern, pl, pt+x, 
#~, P~+I can be expressed in closed form by solving a linear recurrence relation. The rest 
is then ~ straightforward calculation. 
This method does not work, however, for some of the remaining cases for d = -7,  
-8 ,  since the quotients 71 are no longer necessarily periodic. Therefore a new approach is 
needed. We introduce it in the next section. 
3. Cases with unbounded l ook -ahead 
Among the cases left open in section 2, the only one for d = -7  is 71 - 1, 72 = ( -3  + 
v/'Z'7)/2. As before we determine the regions where wl, w2 can lie. It turns out that 
despite the fact that there is no bound for the number of steps we have to look ahead in 
the sequences E and ~,  only a finite number of regions has to be considered altogether. 
First, 71 = 1, 72 = ( -3  + x/'Zff)/2 implies that w2 E R4, w3 E Rh, where Rt, R5 are shown 
in fig. 4. 
If for any i wi E Rs, then the element 71 E Oa closest o w/may be ( -1  + v/Xff)/2, 
(1 + ~-V)/2, (~ + v"~)/2, v'77 or 1 + V=V. If 7 /= ,/-=V, then ~,+~ lies again in R~, 
while if 71 = 1 + x/Z'if, then wi+l lies in the region R6 obtained from/~s by reflection on 
the imaginary axis. The situation is of course analogous for wj E Rs: in this case 7j may 
be ( -3  + 4:7)12,  (--1 + 4-~)12 , (1 + 4-2V)12, ~ or -1  + VmW, and we have 
S R~, if 7i = -1  + ~FZ~, O~j+l E l .P~, if 7 /= vrZT. 
As soon as for some i <.,,, ~ R5 ~d ~, E ( ( -1  + V'%"~')12,(1 + v'%'-~)/2,(3 + "v"='7)/2), 
or 0~i E R6 and 71 E ( ( -3  + V/'L-7)/2, ( -1  + V/Z--7)/2, (1 + v/-Z-7)/2), a d-relation between 
Wi+l and either w[ or w~+ 1 can be established, as will be shown below. That such an i 
exists follows from the following two facts: 
(i) The division chain E is finite, since 0 -7  is Euclidean with respect o the norm. 
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(ii) v/L--7, 1 + v/L~ ~ R5 and ~L"7, -1  + ~ ~ R6, hence if wl E R5 and 7i e {v/L-'7,1 + 
v/L-7), or wl e Rs and 7i E {~'L'~, 41 + V/-L-7}, then pi+l ~ O. 
Let l be the smallest i ~ 3 for which 7i ~ {:1 + -v/=Y, v/-L~, 1 + Vr:-7]. The crucial 
observation, which allows to complete the proof for the current case, as well as for all the 
remaining cases for d = -8,  is the following. If we choose 7~ = -~ for i = 2, 3 , . . . ,  l - 1, 
so that ~7~ = -~7 i ,  ~7~ = ~Vi, then a certain relation ek between wj and wJ is satisfied 
whenever wj E Rk, namely: 
r ~2~ + w'~ - ~2 = 0 i+( 
9 ~ i __~-7  1 + v/L-Twi_ i = 0" e6: ~wj + w~ 2 
In the equation e4 we wrote w2 rather than wj, since the region R4 applies only for u.2. True~ 
these relations do not by themselves imply #divs(w~.) <: #divs(wj) directly. However, they 
can be proven in a strMghfforward way by induction, and after they have been established, 
a d-relation between wl+l and w~ or w~+ 1follows in a similar way. As an induction basis 
We have 
1 1 
~=p0-1= ~-1 ,  ~2 ~2 
which simplifies to the equality e4. From the equality (1) at the end of section 1 we 
' ' 1 /~ + (-3 + ~:V) /2 ,  get wi = 1/wi+l + Vi, wi = 1/w~+l + 7i, in particular, W 2 = 
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region for wt 7t d-relation 
R~ 
R,  
R6 
R6 
R6 
-1+~ 
2 
2 
2 
-3+r 
2 
2 
2 
eT: 0)~+ 1 = tg /+ l  - -  1 
_ 1+ vrx'q eg: w~ = -w,+l  + 2 
es: w~+~ = wl+l + 1 
eT: w~+ 1= wl+l -- 1 
elo: w~ = -wl+l + l+v'=V 2 
e8: ~o~+ 1 = ~o1+ 1 + 1 
Table  2 
w~ = 1/o~ + (3+ v/-i-7)/2. We substitute these expressions for w2, w~ in e4; this yields the 
equation e5 for j = 3 after simplification. Now assume c5 holds for some j,  where coy ~ Rs. 
Suppose 7j = ~'-@. Recall that wj+l E Rs in this case. By substituting 1/wj+l + 
for + for we obtain with j + 1 in place o f j .  In the remaining cases 
the induction step is carried out similarly. Finally, we obtain by the same method the 
&relations between w1+1 and w~ or w~+ 1 given in table 2. 
In those cases where a d-relatlon between wt+l and w~+ 1rather than w~ is obtained, we 
have to pick 7~ = -~ not only for i = 2, 3 , . . . ,  l - 1, but also for i = l. These d-relations 
imply that l (E') < l (E), as in previous cases. This completes the proof of the theorem for 
d=-7 .  
The crucial pieces of information for this proof are contained in the following: 
(i) the definitions of the regions Ri, 
(ii) ~he definition of the 7~'s in dependence of the 7i's, 
(iii) the equations ei, and 
(iv) the transition diagram shown in fig. 5. 
This transition diagram has to be interpreted as follows: the label of every node is 
a condition Ci for some wk, w~. Whenever the node is circled only once, then Ci means: 
wk E /:/i and the equation el is satisfied. When it is circled twice, ~hen it means tha~ ei 
is satisfied; moreover, el is a d-relation. No region /~i for wk is specified in this case; in 
fact, such a region would have to be unbounded in many instances, and wk might also be 
undefined (Ok = 0). Consider a node circled only once and labelled (7/. Then the labels 
of the arrows out of this node are the values of 7k that have to be considered under the 
assumption that wk satisfies Ci. These arrows point to nodes whose labels indicate which 
conditions are satisfied by wk+l for each value of 7k. The label of the "initial" arrow 
pointing to the node labelled G'4 is the value of 71, hence Ca is satisfied by w2 and w~. 
For the remaining cases the proof proceeds along the same lines, and we provide only 
the information (i)~(iv) above. A table shows for each j the following: 
(a) a list the possible values of 7k under the condition Wk E .Ri; these values are given 
under the heading "possible 7k"- 
(b) The corresponding equalities ei. 
When Cj is an "exit condition", circled twice in the transition diagram, then R i is 
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unspecified, hence the possible values of Vk are omitted. They are also omitted, when only 
one value of 74 falls under the case under consideration. For instartce, in the next case 
considered, Rn  is the set of possible values of w2 after putting V1 = 1. Now only the value 
V2 = -2 - -  i is considered, since all other values were already dealt with in section 2. Hence 
the possible values of "/2 for w2 E Ral are omitted in the table. All transition diagrams 
have to be interpreted as explaned in the previous paragraph. 
Case d = -4 ,  3'1 = 1, 3'2 = -2 -  i: this case was already dealt with in (Rol- 
letschek 1986), as noted at the end of section 2. Using the method of the current section, 
we obtain a different proof, which requires somewhat less calculation, since no recurrence 
relation has to be solved. Analogously to the case above, the index I denotes the smallest 
k for which ")'k "leads to an exit condition", that is, Wt+l satisfies one of the equalities 
el,-el8. Again we have to choose 7~ = -~ ' fo r  k = 2 , . . . ,1 -1 ,  and also for k = l, if 
the exit condition obtained is between w1+1 and wl+ 1. The relevant information is given 
in table 3 and in fig. 6, 7. Region R13 is not drawn; it is obtained from Ra2 by reflec- 
t ion on the imaginary axis. The remaining cases all deal with discriminant d = -8 .  The 
greatest variety of regions, namely /~10-R24, occurs for the case Vx =- 1, 72 = -1  + 
or -2  + v/-Z2; this is the only ease where the corresponding transition diagram contains 
cycles of length 3. Fig. 8, 9 show regions R10, R20, R2I and R23~ whereas R22 and R24 
are the mirror images of R21 and R2a about the imaginary axis. All other information is 
contained in table 4 and fig. 10. We note that a~ter choosing "/1 = 1, ")'~. = -1  + x/'=2, 
w3 can actually be shown to lie in a region slightly smaller that R2o, but the same is not 
true for wk, if w~_1 E R2s and Vk-1 = 2V "Z~, For this reason R20 cannot be replaced by 
a smaller region. The same situation occurs ia other cases, too. Of course, it does not 
effect the proof, if some region Ri properly contains the se~ of all possible values of wk for 
certain choices of V1, . . . ,  Vk-~, wlfile only wk E Ri is assumed. 
The last two cases are similar to d = -4 ,  "h = 1, V2 = -2  - i, since 73, "~4, . . . ,  
Vz-1 are periodic. Hence the proof could once again be carried out by solving a llneav 
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recurrence relation. The next case considered is 71 = V r~-~, 72 = +1 + v/'Z-~, see table 5 
and fig. 11, 12. The  region R32 is the mirror image of R31, its picture is omitted. We have 
to choose 7~ = ~"  for k = 2, 3 , . . . ,  I. Now comes the last case: d -- -8 ,  71 = 1 + x/'2-2, 
7~ = -1 ,  see table 6 and fig. 13, 14. As can be seen from the t rans i t ion diagram, we have 
-//r = 2(-- : I . )  k+l  - -  ~-~ for k = 3 . . . .  , l - 1, 71 = (--1) I+1 - x/-2~. Th is  case differs from 
others in so far as all equations e i except e34 relate to~ with w~_ 1 rather  than w~. The 
t rans i t ion d iagram is based on the following choice of the 7~'s: if  I --= 3, then 7~ -- -~'Z-2, 
while if l > 3, then 7~ = -1  - Vt'2-2, 7~ -- 7k for k = 3 , . . . ,  I - 2, and "/~_1 = ( - -1 )  l -- ~r  
In this way we get  l(~') = l (N) - 1. Again one of the regions, namely / /36 ,  is not drawn, 
since it is the mirror  image of / /3s  about the imaginary axis. Also, no new region//37 is 
defined for this case, since the region associated with C3T is again/~35. Thus Ca7 is the 
condit ion that  wk E/ /35 and e37 holds. [] 
0 I 
_ .,, ~ . 
F ig .  6: regions R l l ,  1/12 
J 
Ii 
12 
13 
14 
15 
16 
17 
18 
possible 7k equal ity e i 
1 - i, 2 - i, 1 - 2i, 2 - 2i 
-1  - i ,  -2  - -  i , - -1  - 2 i ,  -2  - 2i 
~2~'~ + ~'  - ~2  = 0 
wkw~ - (1 -- i )w~ + (1 + i )wk-  1 = 0 
~k~ + (1 + i )~  - (1 - i )~k - 1 = 0 
~ = -~ ' t+ l  - 1 - i 
tOl+ 1 = tOl+ 1 + 1 
03~+ 1 ----- -WI+I -- i 
w~ = -~01+1 + 1 - i 
r  1 ~ t .~ l+ 1 - -  
Tab le  3 
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-2 0 
-? 
i [o 
F ig .  8: regions R19 and ]~2o 
0 I 
1 -1 
I 
F ig .  9: regions ~21 ~'t-d ~23 
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J 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
possible 7k 
- I ,  -2 ,  21~ v~, -~.  + ~ ' 
{ -~  + d :~,d :~,~ + v~,  
l+v~ 
-~+ d :~ 
{ -2  + J - :~ , -1  + v~,  
{11 + v~,~ + v~,  + ~j - :~,  2 + ~J-:-~ 
equality ej 
w2~ + w~ - ~ = 0 
~,~i  - j : -~  - ~ ~,  - 1 = o 
2~2~I  - (1 + v~)~ + (1 - v~)~ - 1 = o 
ao~;  + (1 - v~)~i  - (1 + j '~)~ - 1 = o 
~ '~ + (1 - J-:~)~'~ - (1 + v~)~ - 2 = o 
~ i  - (1 + v~)~ + (1 - v~)~ - 2 = o 
~I+1 = ~I+1 -- 1 
w~+l = wz+l + 1 
wI = -w~+l + 1 + vr2g 
Table 4 
9 @ 
Fig. 10: ~ransition diagram for d = -S,  71 = 1,9'2 E {-1 + v / :~ , -2  + x/"Z'2 } 
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Fig. 11: regions -~3o and R3: 
J 
30 
31 
32 
33 
possible 7k equality ej 
J -~2`0 :  +`0:  - ~'2 = 0 
-1 + (=: , -2  + ~ v~o~`0~ +(1 + v~)~ - (1 - J : -~) ,~ + v~ = o 
, o i+1 = `0~+: - 
Table 5 
Fig. 12" transition diagram for d = -8 ,  ")'1 = v/L-~, ~2 = I + 
340 H. Rolletschek 
2 
) 
0 
2 
1 2 
. . . .  I ..... 
Fig. 13: regions -R34 and/~35 
J 
34 
35 
36 
37 
38 
possible 7k equality ej 
(1 +- ,~)w2w~ +w~ --w2 = 0 
~'~-2~k~-1 - (1 + v/-Z'2)w~:_I -- wk + i = 0 
--(1 -P X/"Z-2)wk -- ~ = 0 
),.o~ - ~ = o 
" I+1 = -, . , . . , l -  
Table 6 
Fig.  14: transition diagram for d = -8 ,  7a = 1 + x/ '~,  "Y2 = -1  
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4. The  case d = -11  
We claimed in section 2 that there is one case for d = -11  where the proof method 
applied for all other cases does not work, and where the theorem actually fails, namely: 
71 = (1 + v/-Z~)/2,  72 = ( -1  + grX-f'f)/2, 73 = ( -1  + v/"Z~)/2. In order to investigate 
this case more closely, look at the region R3~ containing all values w3 can have after 
choosing 3'1 = (1 + v /Zn ' ) /2 ,  3'2 = ( -1  + Vr2n') /2,  assuming that wl e /{0 and that 
( -1  + x /Z~) /2  is one of the elements of O~ closest to w2, as in o~her cases considered in 
the proof. RaT is shown in fig. 15. 
One of the values of w~ which requires to choose 73 = ( -1  + x/'L'-ff)/2 is the one at 
the intersection of the circles labelled C1 and C2, namely ( -1  + 2Vr2"~)/5. It occurs for 
wl = -3/v/-Z'ff ,  for instance, p0 = 6, Pl = -2v/ -Z~.  For these values of P0, t)1 it turns 
out that if we choose 71 = 0, we have to carry out one more division thasa if we choose 
71 = (1 + v / 'Z~) /2 .  The resulting division chains are 
r, = <6, -2 , / -~ ,  -5 + Vzg ,  3 + , / : i7,  2, o> 
r,, = <6, -2v~:~,  6 , -3  + , /77 , -1  - , / - /7 ,  2, 0>. 
We have thus obtained the first counterexample, showing that theorem 1 does not carry 
over to the domain 0-11. 
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The phrase 'the number of divisions is minimized by choosing 71 . . . .  ' can be for- 
malized by the following definition: an element 7 E Oa is an m-q~o~ient of ~ and r/, iff 
#divs(u/(~-Tr / ) )  =-#divs(~/r]) -  1. In this case there does indeed exist a shortest division 
chain beginning with ~, ~ whose third term is ( - 7~/. We also call such an element 7 an 
m-alJprozimaffon of w = (/r/. With this definition theorem 1 could have been stated in the 
following equivalent form: in every imaginary quadratic number ing Od, d < 0, d # -11, 
every minimM remainder-quotient of wo elements ~ 7/is also an m-quotient of ~, ~7. 
In the example just considered, we have not yet shown that 71 is an m-approximation 
of wi for i = 2, 3, 4, and that 7~ is an m-approximation f w~ for i = 2, . . . ,  5; this will 
follow from theorem 2 below. However, all 7~ are minima/ remainder-quotients of Pi-1 
and p~, and it follows from l (~') > l (~) that at least one of them is not an m-quotient of 
P~-I and pl. 
Note ~hat 0 and (1 + x/ -2~)/2  axe both minimal remainder-quotients of p0 and pl. 
There are also other counterexamples, where 0 is the only minimal remednder-quofient 
of P0 and Pi, and where #divs(pl/PO) > #divs(pl/(po - pl(1 + v / : -~) /2) ) .  They are 
obtained by picking values of wl different from, but close to -3/v / 'L '~,  for instance, w l= 
--3/x/-Z-ff + (1 -- x/-L'~)/77 = (1 + 20x/Z-~)/77, where the choices 71 = (1 + x/-L-~)/2 
and 71' = 0 result in the remainder sequences 
-~- (1 + 20v/~'~, 77, --75 -- 37x/~2 , -87 + 219vfL-H' -7 + 8 v/-L-~, 
11 + + -7 -  - i  - ,r=rr i, o) 
2 ' 2 ' ' 
~' = <1 + 20v/-Z-~, 77, 1 + 20x/'Z'~, -67 - 19x/Z'ff 51 - 5V'-L--~ 
2 ,3 - 11VrL-l~, 2 ' 
4 + 3V/Z-i-~-, -15 +3V~ - l - -3v /~ I + -X/-Z-~ ) 
2 ' 2 ' ,1,0 . 
In this example, as in the one considered before, both (1 + v/'~-'~)/2 and ( -1  + ,r163 
are m-quotients of p0 and pl. 
It is natural to ask for a rule for obtaining all m-approximation for any given value 
of wl. (Although the practical importance of such a rule for caiculating cd's is very small, 
see the discussion in section 5.) However, the situation seems to be fairly complicated, 
and a complete answer has not yet been obtained. In the rest of this section, a partial 
answer will be given. The first step is to determine the set of M1 values of wl which lead 
to the case 71 = (1 + Jn -H) /2 ,  72 = ( -1  + v~- f f ) /2 ,  73 = ( -1  + JnT) /2 ,  that is, 
for which, ( -1  + v~-~' ) /2  is the only element of O-11 closest to r and also the only 
element closest to w3, after choosing 71 = (1 + ~/'L'~)/2, 72 = ( -1  + x/-Z~-)/2. This is 
readily accomplished; we denote it by R~s , see fig. 16. Two of its bounds are straight lines 
bounding R0, whereas the third is the circle with ..center ( -1  + ~/'Z'~)/2 and radius 1. 
This circle is not included in R~B , that is~ a~3s is not bounded. If wl lies on this circle, 
then 73 could also be chosen as (1 + ~/-Z~)/2 instead of ( -1  + x/ 'Z~)/2 ,  since w3 would 
lie on the imaginary axis. 
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Surprisingly, the major  part of R~8 consists of values wl such tha~ ~ u~a < 0. It is 
plausible, and will follow from theorem 2, that whenever Nwl < 0 and (1 + V/-ZT1)/2 is 
an m-approximation of wt, then ( -1  + vrZ '~) /2  is a/so an m-approximation of wl. When 
it comes to deciding between 71 = 0 and 3'1 = (1 + v / 'Z~) /2 ,  then the values wl such that 
w] < 0 may be ignored, since for such wl the decision should be made between "Yt = 0 
and 71 = ( -1  + v /Z~) /2 .  Correspondingly, we define Ras = R~s f) {wl I ~wa >_ 0}. 
The discussion given so far suggests the following conjecture: suppose wl E -~0, R w~ >_ 0, 
~w 1 > 0. If wl ~ R3s, then 3'1 = 0 is an m-approximation of wl. I fwl  E -R38, then either 0, 
or (1 + x/ -Z~)/2 ,  or both are m-approximations of wl. The following theorem generalizes 
this conjecture to arbitrary values of wl. 
THEOREM 2. Let w E Q[~]  be given. Let ~, X be elements of O-11 satisfying the 
equalities and inequalities 
1 
~x <_~t~o <_ ~ +-~ ----NX, 
I~  ,; - ~ hi = 4- i l  2 ' 
9x_< ~w <_ ~X or 9&_<~w <_ ~x.  
(Equivalently, x and A may be charac~erlzed by s~ating ~hat x, A E 0-11, A - x = (1 3= 
)/2, and ~ and X axe opposite corners of a rectangle containing w wi~h sides parMlel 
~o the real and imaginary axis. They are uniquely de~erm/ned, unless N w = k/2 or 
~w = kv~:T-f/2 for some rat ion~ in~ege= k.) Zf I~ -~1 <-- I x - wl and I(X - 1) - wl > 1, 
~hen ~ is an m-~pp=oxim~tion ~o~ ~. Zf IX - ~1 <- I~ - ~1 o=d I(~ + X) - ~1 >- 1, *hen X is 
an m-approximation s In the remaining cases I~-~l -< 1~ -~1 ~d Kx - 1) -~1 < z, 
or [A - w[ <_ ]~ - w I and I(~ + 1) - w[ < 1) a~ least one of the elements ~ or X is an 
m-approximation for w. 
Proof. The method is the same as for theorem 1. Similarly to assertion (I) for theorem 1, 
it suffices to show 
(II I) Let p0 6 Q[v/-Z~] N R0, 9'x 6 O-11 be given. Then ~here exist division chains 
= <~o, i , p~,  p~, . . . ) ,  ~' = (~o, i ,  ~,  ~, . .  ,>, 
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Fig. 17: regions R39 and R4o 
1 
J 
such that 
(a) ~ ,  as defined for sequences ~, has the speci~ed value; 
(b) For every i > 2 -y: is an m-quotient of Pi-~ and Pi; 
(c) 
0 or ~ if ~ ___ 0 and I~1 - -~§162 2 1+~-a~l < I, 
0 or -~+4"z~2 if ~w~ _< 0 and [~1 - ~ < I ,  
-~- r  i~ ~ < 0 and lw~ - ~ I  < i ,  3 '~= Oor - -  2 
0 or I-r i f  ~ ~ _> 0 and I~  - -~-zv" :~l  < I ,  
0 otherwise; 
(d) t(S') _< t(~). 
For any given values P0, 71, (III) is equivalent to #divs(1/(wa -7~) )  < #divs(1/(wl - 
71)), with 71 as specified in (e). When checking condition (b), we are allowed to use 
theorem 2 as a criterion for m-quotients (induction hypothesis). In the proof of theorem 1 
the induction hypothesis was used only to reduce the theorem to (I). Here, however, it 
would he difficult to formulate (III) in complete analogy to (I), since theorem 2 only 
partially characterizes m-quotients. If for some i > 2 wi E Rss,  then two differen~ 
sequences ~ must be constructed, one with Vi = 0 and one with 7i = (1 + ~/-='~)/2, since 
we do not know which is an m-approximation for wl. On the other hand, if wi = 1/2 + ai 
for some small a, then it suffices to choose either 71 = 0 or 7i = 1, as in similar cases in 
the proof of (I), since both 0 and 1 are m-approxlmations of wi. 
Despite this ambiguity, it turns out that the set of eases considered in table 1 is 
complete (in the sense explaned in section 2). For instance, suppose 71 = (1 -F v/Z-~)/2.  
Then w2 lies in the region R39 shown in fig. 17. It is easy to see that according to theorem 2, 
only 0, - t ,  or ( -1  + ~-f ' f ) /2  can be an m-approximation f w2; it can be -1 ,  if w2 lies 
in the portion of R39 shaded \ \ \ \ \ .  Then, if V2 = -1 ,  then w3 E R40, where R40 is a 
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region also shown in fig. 17. /~40 contains no points wa sufficiently close to 1/2 + 3/vC'~, 
so that 0 or i could bc an m-approximation for wa; such points would have to lie inside 
the circles with radius I and centers 0 and I, but the second of these circles in excluded 
from R40. Similarly, we find that only (I - V'L--~)/2 can be an m-approximation for w4, 
which settles the case 71 = (1 + ~Z'i-~)/2, 72 = -1. 
The only eases left are those marked ? and ?? in table 1, namely (x) 71 = 1 and 
(y) "r: = (1 + v ' : - f f ) /2 ,  "r~ = ( - :  + ~mrr)12,  ~3 = ( -1  + ~/ : - r r ) /2 .  As for case (x), 
we will show below that the conditions in (III) can be satisfied with 71 --- 0, even if the 
condition p0 E R0 is replaced by ~: p0 _< 1/2. Suppose for the moment hat this has been 
done already. As noted earlier, case (y) can only occur if wl E aR~s, as a straightforward 
calculation shows. Assume co: E R~s. If ~ Wz _> 0, then w: ERas,  and wc have the 
case where according to theorem 2 (1 + vrZ~) /2  may be an m-approximation for w:. In 
this case the conditions in (III) are trivially satisfied by putting "7~ ----- (1 -{- ~:T i ' ) /2 .  If 
co: < 0, then ~(w: + (1 - q~-~) /2 )  < 1/2, and by our assumption about case (x) we 
h ave 1 1 ) 
~: - 7~ (~: + (1 - vc : ) /2 )  - : 
( 1 ) 
_ #ai rs  (Wl + (1 - , /  - , /~ ) / 2 ) - 0 
=#divs ( 1 ) ~ - ( - :  + ~/7~) /2  " 
It follows that a sequence P~' satisfying I(P,') < l(P,) can be constructed by choosing 
7~ = (-1 + x/'Z'~)/2. If IWl - (1 + ~T i ' ) /2 [  < 1, then this value of q'~ also satisfies 
condition (c) of (III), and we are done. Otherwise we still have to show that a division 
chain P,' with V~ = ( -1  + v/ 'Z~)/2  can be replaced by one with "),~ = 0 without increasing 
its length, that is, we have to show 
1 
~dlvs (Wl ,  (_1 + ~~) /2  ) ->#divs (wl 1~_  0) ,  
which amounts to proving (III) for an instance with 71 = (-1 + x/'ZT1)/2 and !Rco~ < O. 
This is symmetrical to the case V1 = (1 + v/-Z~)/2, ~w: > 0, which has already been 
dealt with. 
It remains to consider the case (x), that is, 71 -- 1~ with the condition P0 E//o replaced 
by ~p0 _< 1/2. Here we have to apply the method of section 3. We need seven more regions 
R4:-R,,7, of which R41, R42, -R44 and Ras are shown in fig. 18 and 19, wherea~ for i -- 43, 
45 and 47 Ri is the mirror image of R~-I about the imaginary axis. We have to choose 
q,~ = ~ for k = 2, . . . ,  until an exit condition is reached. The remaining information is 
provided in table 7 and in the transition diagram, fig. 20. 
Similarly as in various cases in section 3, we note that if the transition diagram in- 
dicates that oat E R~ for certain values of V:, . . . ,  Vk-1, then the set of cok which are 
possible in this case may in fact be a proper subset of Ri. For instance, if cok-: E R~% 
%-1 = (1 + x/'Z'i~)/2, then it can be concluded that co k must lie within a region con- 
siderably smaller than R4~. However, we are s to include additional vMues in R46, 
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Fig. 18: regions R~a and R~2 
1 
I 
-1 
Fig. 19: regions R44 a~rld R46 
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J 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
possible 7k 
'' ~"  
-2,-I, O, -a=l= --/=i'i: 7-14" 
- I + 2~='I-I" ' I+V=Yi" 
2 
2 ~ 2 
2 ~ 2 ~ 2"  ' 
~/-2-~, I + ~/'Ii 
{ -3+~,  -:+~, :+ 2-r 
.3+~2 ' - -1+2 - -~ '11  
1 + vrsiY s+ 2,~"~"f 
2 
equal i ty  e i 
wlw~ + ~ - wl = 0 
~k~ + ~ ~ - :+~ ~ - 1= 0 
:--V"--I 1 ~,~ - ~ ~ + ~ ~ - I = o 
~,~ _ 1+~ ~ + ~ ~k - 2 = 0 
~,.,.,, + ~, . , . , ,  :+ -,,~n" 
k ~ , . - -  u"k -- 2 ---- 0 
~-  ~+ ;"d ~ '4  + ~ ' . ' - ' ,  - 2 = o 
~+1 = C#1+1 ~ 1 
'."'I+1 = '.,..',+1 + 1 
03~ ~ - -Wl+ 1 ~ 2 
2 
Tab le  7 
1 1 
-1 +__,_jr ~ -s+q:~ 
@ 
2 2 / 
(~<. ~ . . ,  (g5 
@ 9 @ @ 
F ig .  20: transit ion d iagram for d --- -11 ,  7x = 1 
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otherwise wk-1 E R47 and 7k-1 = (3 + ~/-L-~)/2 would not imply wk E R4s. Again, this 
has no effect on the proof of theorem 2, which is now complete. [] 
A number of test computations have been carried out in an uttempt to determine, 
for which Wl E R3a it is better to choose 71 = 0, and for which it is better to choose 
7, = (1 + ~/'L '~)/2.  Define 
wl E Rss is of type B iff #divs(  1 
c - (1 + r ) 
). 
< 
Thus ifw~ is of type A (C), then one has to choose 7x = 0 (71 = (1 +~- l f ) /2 ) ,  in order to 
minimize the number of divisions, whereas for wx of type B it makes no difference. What  
follows are the results of these test computations. Note that theorem 2 does provide a 
method for i~nding ml m-approximation for every w E Q[x/-L-~], sirLee we may choose p0, 
pl such that  po/pl  = wl, and systematically try all division chains ~ = (po ,p l ,p2 , . . . )  for 
which, according to theorem 2, it may be the case that 7i is an m-approximation of wl for 
all i. This primitive method, though of exponential complexity, is practical enough, since 
the "borderline cases" are quite rare. 
Let a = (v~-  2 + v / : -~) /4 ;  this is one of the two points where the line x + (1/4)i  
(x E R) and the circle I(~ + vi) - ( -1  + v~- iT) /2[  = 1 intersect; hence ~ l~es at the 
boundary of/{as. Within small neighborhoods of r (Iwx - a I < 10 -6)  values of wl of 
each of the types A, B, C were found, and it seems very likely that  this is true for every 
neighborhood of ~x, and that • is the only point in Ras with this property. (Ra8 denotes 
the (topological) closure of Ras.) Take ~ as a reference point, and put ~1 = cx + ~ + yi 
(x, y E R.) In all test computations, wl was of type B or C if x < 0 and y > 0, and wl 
was of type A or B if x < 0, y _< 0. In fact, a value of w 1 of type C for which the latter 
inequalities are satisfied would contradict a conjecture which will be stated in section 5. 
For x > 0, y > 0 wl can be of each of the types A -C ,  while m >_ O, y <_ O would contradict 
the assumption wl E R3s. 
Let Wl E R~s n Q[v / : "~]  be close to cx, let P0, Pl be such that  po/pl  = wl ,  and 
let ~ = (#o,P~,P2, ..-), ~'  = (Po,px,p~,. . .> be division chains with 71 -- (1 + x/L-Ti-)/2, 
71 = 0, such that for j _> 2 7J (7~) is an m-approximation of wy (w~). Then the sequences 
F = (71,72,. . .) ,  r '=  (7~, 7~,...> begin as follows: 
r = / + - l  + , / : - f f  + 3 + , / : - f f  + vr:  
\ 2 ' 2 ' 2 ' 2 ' 2 ' 
\ 
2 ' 2 ~ 2 " " '  / 
( 1- vcii _3_,/:ii ) 
r I = 0, 2 ' 2 ' 2 ' 2 ' . . . .  
Then the type of ~1 will ultimately depend on the exit from this periodicity. But a full 
characterization of all possible exits has not been accomplished, and it may still be a non- 
trivial task to translate such a characterization i to a geometrical criterion for wl being of 
type A, B or C respectively. 
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We conclude this section by showing that the number of divisions needed if remainders 
of minimal norm axe chosen can exceed the minimal number of divisions by an arbitrarily 
large amount. 
THEOREM 3. For every integer k ~here xists an elemen~ P0 6 Q[x/-Z'~] wi~h ~he following 
proper~y: if ~, is a minimal remalnder-division chaJn beginning with po, 1, then ! (P,) - 
#divs(po) ___ ~. 
Proof. Looking at the sequences P., ~ given at the beginning of this section, which repre- 
senL the first counterexample for theorem 1for d = -11, we observe that the sequence 
improves 
r '  = (3"~,.. . ,  3"~1= o, ~ , , . 
More generally, (a q- (1 + ~/ '~) /2 ,  ( -1 + v/-Z-~)12, ( -1  + ~) /2 )  improves (a, (1 - 
~:- f f ) /2 , ( -1  - C :~-~) /2 , ( -1  - ~ '~) /2 )  for every ~ e O-11. In order to prove the 
theorem, we show that there exist elements p0 E Q[~Z'~] such that in the minimal 
remainder-division chain ~ = (p0, 1, p~,...) a sequence of the form (a, (1 -  -x/-Z~)/2, (-1 - 
v/ZT1 )/2, ( -1 -  x/-Z~ )/2) occurs at least k times within the quotient-sequence (71,72,-..}. 
Suppose the first four (minimal remainder-) quotients 3'1, . . . ,  3"4 are a, (1 - v/Z-~)/2, 
( -1  - v /Z'~)/2 and again ( -1  - x/'Z'~)/2. By applying the usual method once again we 
find that the set of all possible values of ws is the region Re2 shown in fig. 21. 
Thus 3'5 may be ( -3  - x / : '~) /2  or (-1 - vrZ'~)/2, but choosing ~'~ = (-1 - 
~/=1i ) /2  leaves much more options for 3'8. (To 'choo~ 3"~ = ( -1  - V~1-~)/2'  me=s in 
fact: to construct p0 such that with 71, . . . ,  74 as above, ~'5 = ( -1  - x/-Z-~)/2 will be 
a minimal remainder-quotient.) Indeed, it 75 -- ( -1 - v/L-~)/2, then ~he region for w6 
is the region R53 also shown in fig. 21. Then, if we pick 3'8 = -1  - x/ 'Z~ (away from 
the boundaries of Rsa), then w7 can take every value in Ro 1, and a minimal remainder- 
quotient 3"T can take every value except 0or 4-1. Hence a new occurrence ofthe subsequence 
(a, (1 -~- i -1 ) /2 ,  ( -1 -v rZ i~) /2 ,  ( -1 -  ~/: -~)/2)  can start, of w~ch ~ = -1 -~/ -~ was 
already the beginning. In short, P0 is chosen such that the sequence (71,3'2 . . . .  ) begins with 
k copies of ( -1 - x /Z~,  (1 - ~) /2 ,  ( -1  - x/'Z'~)/2, ( -1  - v/-Z~)/2, ( -1 - x/ 'Z~)/2).  
As indicated, the existence of such an element P0 follows from the fact that with/~i being 
the set of all possible values of wl under the assumption that 3'1, 9 .., 7i-1 ave as specified, 
the R~'s follow a periodic pattern, and none of them is empty. Another way to check this 
claim is as follows. Compute an element ~ (in an algebraic extension field of Q[x/-Z~]) 
with continued fraction-expansion 
<-1 - ~/ : -~ ,  (z - v~:~) /2 ,  ( -1  - v~) /2 ,  ( - z  - ~) /2 ,  ( -1  - ~ ) /2}.  
This clement is found by solving the equation t~ -- ~(~, ( -1  - x / 'Z~,  (1 - x / -Z~) /2 ,  ( -1  - 
vzZH) /2 ,  ( -1 -  ~) /2 ,  ( -1 -  v/-:~)/2)), which is quadratic after simplification. One 
0 I . 0. ,  . , , t  
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Fig. 21: regions Rs2 and Rss 
of the two solutions, namely 
+ + (19 + v'2 + 43) 
= 44 
satisfies the condition that in a minimal remainder-division chain {with quotients in O-n)  
beginning with ~, 1, the sequence (V1, V2,...), does indeed consist of infinitely ma~y copies 
of (-I - C~-f ,  (I - C=;s (-I - #Z-if)/2, (- i  - C:-ff)/2, (-I - CZ~) /2) .  The 
desired P0 is then an element of Q[x/L'~] sufficiently close to ~. 
Let P be the initial segment (V1,72,.- .) consisting of the k copies of (-1 - v/Z'H, (1 -- 
~)/2 ,  (--1 - V"ZT1)/2, (-1 - vrz'~')/2, (-1 - ~) /2 ) .  The final step of the proof 
consists in constructing a sequence r '  which improves r and has k terms less than F. The 
simplest way is to proceed in k steps, starting from the sequence I ~' = r ;  at each step one 
copy of ( -1  - C : - i L  (1 - C : -~) /2 ,  (-1 - C : -~) /2 ,  (-1 - C :Ts  ( -1 - C : -~) /2 )  is 
replaced by ((1 - v/'Z~)/2, ( -1 + v/'Z'~)/2, (-1 + C-Z'~)/2, (3 + v/-Z~)/2), beginning 
with the k-th copy and moving on to the first. Each time some signs must also be changed 
in the elements 7~ following after the copy under consideration, as indicated in the proof 
of lemma 1. The reason why (3 + VrZ~)/2  appears as the last element of the sequence 
replacing the period of r '  is that the d-relation implied by (V1,..., 74) = (-1 - v/~-J ", 
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(1 - ~/=~) /2 , ( -1  - j : - i~) /2 ,  ( -1 - ~) /2 ) ,  ( ; ; , . . .  , ;D = ((1 - r  ( -1 + 
v / : -~) /2 ,  ( -1  -t- x/L-i ' l) /2) is w~ = 1 -wh;  this requires to replace the last element "~s of 
the period of F by "r~ --- 1 - 7s, and similarly for all other periods. At each of the k steps 
the length of F I is reduced by 1, hence at the end P ~ has the desired length. [] 
We note that with little extra work one could prove I(]E) - ~cUvs(p0) = k, not just 
I (~) - #divs(p0) >__ k= for an appropriate value of P0; for this purpose one would have to 
show that the division chain obtained after replacing F by P' has minimal length. This is 
of little importance, however. 
5. Conclusion 
When studying the proof in sections 2-4, several questions naturally arise. Most interesting 
is the following: is it a coincidence that all cases work out the way they did, or is there some 
deeper eason, which might allow to settle all cases by a single argument? The exceptional 
case for d = -11  suggests that no such deeper reason exists. However, there may still 
exist an argument which covers many, though not all, of the cases involved. Consider, 
for instance, the case 71 = 1, d arbltry, and assume that Nwl is close to 1/2; 7[ is 0, as 
always. In the borderline case, where N wl = 1/2, we have ~ol - 71 = -w l  - "r~, hence 
w~ = -w--~-, which, by lemma 1 and the trivial equality #divs(w) = #divs(~),  implies 
#divs@=) = #d ivs (~) .  If, on the other hand, ~1 < 1/2, then the pair (~, - 1 ,~i  -0 )  is 
obtained from a pair (05, -w) ,  N~ = -1/2, by adding a real number a < 0 to 05 and to -~ .  
It is conceivable that this alone implies #divs(1/(w - 1)) _> #divs(1/~) .  More generally, 
the following may be true and provable by some direct argument, without considering 
many individual cases: 
Con jec ture :  If p2 and p~ are remainders of p0 and Pl, and ]~P~I-< I~p~[, I~p~] < [~p2l, 
then #divs(p~/p~) < #divs(p~/p2). 
The conjecture does indeed hold for all discriminants except possibly -11 ,  and can 
be proven just like theorem 1 in these cases. Also, the theorem for d = -3 ,  -4  and 
-8  follows from the conjecture for these discrlmlnants. This is obvious for d = -4 ,  -8 ,  
while for d = -3  it can be derived from the following fact: If P2 and p~ axe remainders 
of P0 and pa, and [p~[ _< [p2[, then there exists a unit e such that ]N(ep~)[ _< [~(ep2)[ and 
I~(ep~)l < ~(ep2)]. But for d = -7, -11, the conjecture would not allow to settle the 
case 71 ---- (1 q- x/d)/2. Hence, if a short proof for the conjecture should be found, some 
work would still be needed to prove theorem 1 for d = -7 .  It seems very likely that the 
conjecture also holds for d -- -11 ,  but no proof has been constructed. 
In the various cases from table 1, and also in the cases with unbounded look-ahead, 
various heuristic approaches were taken in order to find the right quotients "y~, 7~, . " .  
Frequently, an example was constructed, where the current sequence of quotients ~'1, ~'2, 
. . .  applies, and "),~, ~,~ were chosen such that ~e became a minimal remainder-sequence. 
Sometimes the last of these quotients were modified, if inspection or trial and error showed 
that  this allows to obtain the desired d-relation more quickly. Also, for ")'1 = 1, it turned 
out that we always had to choose O'~ --- -~ .  This is not surprising, for if ~wl  -- 1/2 (the 
borderline case), then it is exactly this choice of 7~, . . .wh ich  shows I(E')  = l(P.), if one 
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follows the proof of lemma 1. A similar rule applied for the case d = -8 ,  71 = V rL'~. In 
general it is quite possible that some of the choices of 7~ can be improved. 
Is it even possible that all cases with unbounded look-ahead could actually be solved 
by bounded look-ahead? The auswer is no, as we will show for one sample case. Consider 
d --'-- -4 ,  0,1 = 1, 0'2 = -2  - i, "yj = 2( -1 )  j+l - 2i for j = 3, 4, . . . .  As in section 3, let I be 
the smallest index for which 0'l # 4-2 - 2i. The proof for this case could be carried out by 
bounded look-ahead only if the sequence r = (1, -2 - i ,  2 -2 i , . . . ,  2 ( -1)  k+l-21)  of length k 
were 0-improvable for some k. We show that this is impossible. In the investigation of 
the case 71 = 1, ")'2 = -2  - ~ in section 3 it turns out that after picking 7j = -4-2 - 2i for 
j = 3, . . . ,  m - 1 (m arbitrary), w,n can indeed have every possible value in/~12 if m is 
odd, or every possible value in ~ls,  if rn is even. ( In this respect he situation differs from 
some other cases with unbounded look-ahead.) In particular, l can take every value > 3, 
and every exR condition occurs for some wl. Consider a value of po for which l > k + 1 
(k as above), and for which exit condition C14 or O17 occurs. Let ~, ~ '  be the sequences 
constructed in the proof in section 3 for this case for this value of p0, were 71, 72, 9 .. are 
above, 0,~ = 0, 7 '  = 2 - i etc. We have t(r~') < t (~). Since 72, 0,3, . . .a re  minimal 
remalnder-quotients, it follows that l (~ ' )  < l (E") for every division chain ~"  beginning 
with p0, 1, p~ = Po - 1. This implies that r '  = <0, 2 - i, -2  - 2 i , . . . ,  2 ( -1 )  k - 2i) is not 
1-improvable. Next we conclude that r "  = ( -1 ,  2 - i , -2  - 2i, . . . .  2 ( -1 )  k - 2i) is not 0- 
improvable, for if (0, 0,~",...) improves r " ,  then (1, V~",...) would improve F'. Finally, the 
sequence I ~ considered above equals r~ l ,  so the claim that P is not 0-improvable follows 
by lemma 2 (a) from section 2. 
Similar proofs work for all other cases with unbounded look-ahead, except for the last 
one from section 3, where 0,1 ~- %/ '~,  V2 "= 1 + %//~ and where 71 = 1 + x/L-'2, 72 ~ -1  
respectively. For these two cases we do not know if bounded look-ahead might work as 
well. 
In the case just considered, I can be large only if w~ is very close to 1/2 + (v~-  1)i/2, 
more precisely: if for every m p~m) denotes a value of p0 for which l takes the value m, 
then 
Based on this observation, it is easy to show that in every neighborhood of 1 /2+ (v~-  1)i/2 
there exist values of p0 for which each of the following alternatives hold, where ~, ~ denote 
division chains beginning with P0, 1, such that 71 -- 1, 7~ = 0: 
(a) t(~.) = l(r , ' )  + l; 
(b) l (~)  =/ (~ ' ) ;  
(c) z (s )  = - 1. 
This implies the result shown in (Rolletschek 1986), that even the slightest deviation from 
a minimal remainder-division chain (in a sense defined there) can cause an increase in the 
number  of divisions. Similar results can be shown for d = -7 ,  -8 ,  based on cases with 
unbounded look-ahead occurring for these discriminants. 
A more ambitious goal than the one pursued in this paper would be to provide for 
every 0,1 a complete characterization of those values of wl for which each of the following 
alternatives hold: 
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(i) #divs(1/(wl - 3'1)) = #divs(wl) - 1, that is, we can choose this value of 3"1 to obtain 
a shortest division chain beginning with wl, 1; 
(ii) #divs(1/(Wl - 3"1)) = ~divs(wl ); 
(iii) ~divs(1/(wl - 3'1)) = #divs(wl) + 1. 
Note that #divs(1/(W1-3'1) cannot be > ~divs(wl )+l ,  for if without loss of generality 
0 is an m-quotient of Wl and 1, then every choice of 3'1 allows to obtain a division chain 
whose length exceeds a shortest division chain by 2, putting ")'2 = 0; see section 2. 
Such a complete characterization is made more difficult by the cases with unbounded 
look-ahead. For instance, in the case d = -4 ,  3'1 = 1, the set of all wl for which alternative 
(ii) holds is the union of an infinite set of regions, one for every value of l, where l is 
defined as above. We have not tried to provide a complete answer, but the proof does give 
a partial one; for instance, if d = -4 ,  wl E Ro, then choosing 3'1 = 2 7 !- i makes at least 
one extra division necessary. 
In order to achieve this partial information, we have left out one possible shortcut 
for the proofs of theorems I and 2, which would make the consideration of some of the 
cases unnecessary. It was shown in sections 2,3 (case 3"1 = 1) that if P0 E R0, then 
#divs(1/p0) < #divs(1/(po - 1)). The sasne conclusion can be proven with no additional 
effort under the assumption ~ P0 -< 1/2 instead of P0 E R0, as it was done in section 4 
for d = -11.  This implies the following more general assertion, which, incidentally, is 
contained in the conjecture stated above: 
(IV) If ~P0 < ~7+ 1/2, then #divs(1/(p0-3' ) )  < #d lvs (1 / (p0-  (V+ 1))), that is, choosing 
0'1 = 3' requires no more divisions than choosing 3'1 = 3" + 1. 
This fact allows, for instance, to reduce the case 71 = 2 + i to the ca~e 71 = 1 + i 
for d = -4 ,  and si~rfilarly for all 3'1 with ~ 71 > 1. Something similar can be shown for 
imaginary instead of real parts. But the case 71 = (1 + v/-d)/2 still has to be dealt with 
for d = 1 rood 4, and the proof of (IV) requires the consideration of several subeases, just 
as the case 71 = 1 did for all the diseriminants. Hence this shortcut still would not change 
the nature of the proof essentially. 
We conclude by discussing the consequences of theorems 1 and 2 for computing cd's 
efficiently. Of course they play a role only for inputs of moderate size, where asymptotically 
fast methods do not pay. The relevance of these theorems is limited, since in general it 
is more important o determine the individual quotients 3'i quickly then to reduce the 
number of divisions by 1 or 2 in a few borderline eases. Theorem 1 does, however, have a 
definite consequence for god-computations i  0-4 and 0 -8 :  here one should definitively try 
to make all 71's minima] remainder-quotients, since they can be determined most easily 
(among all reasonable choices of 3'i), and also minimize the number of divisions. In an 
actual computation it can nevertheless happen that 7i will not be a minimal remainder- 
quotient, but only due to the fact that only the leading digits of P i -1  and  Pi are used to 
compute it. (See Caviness/Collins (1976) for the case d = -4. )  The situation is not quite 
the same for d = -3  or -7 .  Here it might be simpler to choose the quotients 7/ differently, 
for instance such that 
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We leave it open whether the Euclidean algorithm becomes more efficient by choosing 
the 7i's in this fashion, or by picking minimal remainder-quotients. The same question 
also applies for d = -11; in this case it would be a bad idea to try to make every q,~ 
an m-approximation for wl. Even if a rule for finding such m-approximations could be 
found, it would at least require to check several more inequalities tha.u finding minimal 
remainder-quotients does. 
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