Inspired by the principles and concepts of neuroendocrine-immune systems, the bio-network architecture has been proposed. The migration behavior of bio-entities and the migration stability are analyzed. A dynamic load balancing algorithm is proposed based on bio-entities migration behavior. According to the decreasing tasks in the bio-network, the simulation experiments are presented to compare the average response time per task through adopting or not adopting the algorithm. The results demonstrate that the algorithm is a feasible scheme for dynamic resource allocation.
Introduction
In biological environments, large-scale systems have developed many mechanisms which can adapt themselves to the environments. The biological inspired information systems have recently received much attention, and provided many effective intelligent technologies and methods for engineering fields. In the past several decades, artificial neural network (ANN) and artificial immune system (AIS) were studied widely. Currently researchers have attended importance to the interrelationship among the neural, endocrine, and immune systems in the fields of physic, biology and intelligent computation [1] - [3] .
With the development of computer and network technology, there are many advanced distributed requirements on future Internet. Future Internet should be capable of scalability, extensibility, maintainability, and self-evolution [4] . Considering the complex characteristics of biological network and the features of future Internet, we have abstracted computing framework inspired from the principles and mechanisms of neuroendocrine-immune (NEI) systems. The NEI-based bio-network architecture has also been advanced [3] . The network performance should be enhanced with the increment of usable network service in the bio-network. In other words, the bio-network should deal with more tasks through providing more service during the same period. Thus, the bio-network can maintain load balancing [5] .
Dynamic load balancing is an important issue to be solved in order to achieve the above characteristic. Maintaining network load balancing is one of the important factors of optimizing network resources. The dynamic load balancing of loosely synchronous and computationally intense adaptive applications has been studied extensively in the past two decades. Distributed applications employ load balancing to improve the scalability of the system in various ways and at various levels [6] . However, it is important to transmit tasks from the overload node (such as computer, workstation) to the lighted-load one. We discuss dynamic load balancing of the bio-network inspired from the homeostasis and integrated stability of NEI systems.
The rest of this paper is organized as follows: Section 2 discusses the bio-network architecture. Section 3 discusses bio-entities migration behavior, analyzes migration stability, and proposes a dynamic load balancing algorithm based on the bio-entities migration. Section 4 then analyzes the results of our experiments. Section 5 concludes with some future plans.
Dynamic
load balancing algorithm based on bio-entities migration
Bio-entities migration behavior
The bio-network platform runs in an asynchronous distributed system on a network node, as shown in Fig.  1 . Thus an overlay network environment is formed with wide-area bio-network platforms [8] . Several nodes can form a community niche and the niche is a logically defined area where the bio-entities in a community can learn from their surrounding environment. A bio-entity can sense which bio-entities are in the community niche, what services they perform, and which resources it can access to. This helps it create a new application or join an existing community. Physical proximity among network nodes is used to define a community niche in this study. The bio-network platform provides the bio-entity migration service which supports the migration behavior of the bio-entities. The migration behavior involves determining where and when to migrate through considering the cost/benefit credit units of migrating towards an adjacent community niche. The migration will be used to find useful partner bioentities and acquire new relationships. There are three methods to migrate: near migration in a community niche, far migration in a community niche, and migration between two community niches.
The stability analysis of migration
Good bio-entities replicate or reproduce their child bio-entities to execute user requests effectively, while bad bio-entities die because of the old age or being lack of credit units. A bio-entity can exist longer and even produces a new bio-entity to provide services if it has enough credit units. The user requests in a community niche are relatively unvarying and the bioentities in the same community niche have the same birth rate and death rate. Assume that the birth rate and the death rate in niche i is i b and i d , respectively. So the natural increase rate i c is
The bio-entities keep active and i c is greater than zero if the user requests are sufficient. These bio-entities in different community niches have different natural increase rates because of different user requests. If a bio-entity migrates randomly and hence consumes many credit units, it dies and cannot continue to provide services for the request. Next, we discuss the stability of the bio-entity migration. There is a positive balanced point if γ is large than σ 2 ,
x is less than 2 x from the equation (8) , which shows that the equation (8) is gradual stabilization. And this shows that the migration behavior can keep community niches in a stable state.
Dynamics load balancing algorithm
Load sharing and task migration are the issues which have been widely researched in dynamic load balancing algorithms [9] . When newly created tasks arrive randomly into the network, nodes can become heavily loaded while others are idle or lightly loaded. The main objective of load sharing is to develop task assignment algorithms to migrate tasks from heavily to lightly loaded nodes. And no nodes are idle when other tasks waits to be processed. A dynamic load balancing algorithm consists of four major components: load measurement, task transmission rule, selection scheme, and tasks incept.
(1) Load Measurement. Load measurement decides which system information will be used. Five parameters are adopted to describe load information and they are CPU utilization ratio, memory, disk I/O access ratio, response time and the total number of course.
(2) Task Transmission rule. Threshold scheme is used to decide whether a task is transmitted to another node. If a node accepts tasks more than those it can deal with, it will transit the newly receiving task to others. 
Equation (9) means that the tasks are assigned according to the ratio of the weight of each node to the total ones. The dynamic weight is computed in terms of the parameters. And it reflects correctly the status of loads in the node and predicting the potential change of loads. We set a constant coefficient j We modify the weight to make it more reasonable and the final weight is computed using the equation (11), Then it sends the irrelative bio-entities to other node that can provide service.
(4) Tasks Acceptance. Tasks acceptance decides which node the tasks are sent to. It is relevant to the execution performance and workload of the node, and the communication spending among nodes. At last, each node stores the results and updates its tasks.
The load balancing scheme is shown in Fig. 2 . 
Simulation and discussion
When users access network information, they require customized services which the servers cannot provide in time. It is necessary to adjust services of Web servers with load balancing approach so that the tasks in the network can be processed efficiently. The simulation experiment is made on our designed simulation platform constructed on Windows 2000 operation system with Intel Pentium 4 processor (2.4 GHz) and 512 MB RAM. A simulated network is a 32×24 topology one with 768 network nodes. Each node in the network is a bio-network platform. The tasks and services represented by bio-entities are deployed on the platform. The performance of the proposed method is compared to a random allocation scheme. Suppose that the constant coefficient i α is (0.15, 0.05, 0.3, 0.2, 0.3), which is CPU utilization ratio, disk I/O access ratio, memory, the total number of course and response time, respectively. Memory and response time are more important than others. The simulation evaluates the performance of the proposed method using the response time per task, as shown in Fig. 3 .
Given that the tasks decrease in the bio-network, we can see that the response time per task decreases rapidly if the load balancing algorithm is adopted. However, the response time per task changes inconspicuously using a random method. The results show that the bio-entities can migrate efficiently nodes New bio-entities ( such as tasks) and easily achieve services under the load balancing scheme. 
Conclusions and future work
We have originally applied the principles and concepts of neuroendocrine-immune systems to the design of bio-network architecture. The migration behavior of bio-entities and migration stability are analyzed. The migration behavior keeps the bio-network stable. A dynamic load balancing algorithm is proposed based on the bio-entities migration behavior. Finally, given that the tasks decrease in the bio-network, we simulate the response time per task on the simulation platform. Experiment results show that the response time decrease quickly using the proposed algorithm. It provides a feasible scheme for dynamic resource allocation. The next work is on issue about improving other bio-entities behaviors. Usually, the amount of tasks and the size of ontology networks are huge. Therefore, it is necessary to evolve bio-entities. In addition, more experiments will be designed to evaluate the load balancing algorithm in different network environments.
