Abstract. We derive strong estimates for Schatten norms of operator derivatives along paths of contractions and apply them to prove existence of higher order spectral shift functions for pairs of contractions.
Introduction.
Let A and B be bounded operators on a separable Hilbert space H and f be a sufficiently smooth function for which the functional calculus f (A) holds (here ξ depends only on A, B and the integration is taken over a suitable domain) can be traced to M. G. Krein's penetrating papers [10, 11, 12, 13] .
In case when the difference f (A) − f (B) is not in the trace class, S. L. Koplienko suggested in [9] to modify the formula (1.1) as follows:
where η n depends only on A, B, and n ∈ N. The question of validity of the formula (1.2) was later investigated for various classes of operators A and B in [6, 14, 16, 20, 19] .
In this paper, we answer the latter question by proving that (1.2) holds for A and B arbitrary contractions (with the minimal restriction on A − B to guarantee that the left hand side of (1.2) is well defined) and f being a polynomial. 1 To realize this goal, we establish powerful estimates for derivatives of operator functions along paths of contractions which are of independent interest. Our proof involves subtle synthesis of ideas from recent advances on multiple operator integration for selfadjoint operators [19] , double operator integration of functions of several variables [8] , and application of classical theory of analytic functions in perturbation theory in the spirit of [20] as well as develops new interesting methods.
We proceed with a more detailed description of the history of the question and our main results.
It is known that given a pair of self-adjoint operators H 0 and V on a separable
Hilbert space, with V in the Schatten-von Neumann ideal S n , n ∈ N, there exists a function η n , called nth order spectral shift function (SSF), depending on n, H 0 , V such that (1.2) holds with B = H 0 and A = H 0 + V . The cases n = 1, n = 2, and n ≥ 3 are due to M. G. Krein [10] , L. S. Koplienko [9] , and the authors [19] , respectively. The formula (1.2) has been extended from the original set of functions f to the Besov class B n ∞1 in [15, 16, 2] . Existence of the first and second order spectral shift functions for a pair of unitaries U 0 and U 0 + V was established in [11] in case V ∈ S 1 and in [14] in case V ∈ S 2 , respectively, but it has taken longer than in the self-adjoint case to find plausible SSFs for pairs of contractions. References on partial results for specific pairs of contractions can be found in [1, 20] . Existence of the second order integrable SSF for any pair of contractions U 0 and U 0 + V with V ∈ S 2 has recently been proved in [20] . The latter paper answers [6, Question 11.2] for V ∈ S 2 , and in this paper we obtain the result for much more general perturbations V ∈ S n , n ≥ 3. More precisely, we prove existence of an integrable higher order spectral shift function for any pair of contractions U 0 and U 0 + V with the perturbation V ∈ S n , n ≥ 3.
We fix our main notations below. (ii) Let n ∈ N. For f a polynomial, denote
Our main results are the following two theorems. 
Differentiation of analytic Besov functions of contractions was discussed in [17] , but estimates for operator derivatives that follow from the results in [17] sup
contain a factor of the integral projective tensor product norm f
[n] ⊗ of the nth
of f , which is greater than the norm f (n) ∞ , while the estimates with f (n) ∞ are needed in the proof of existence of higher order spectral shift functions.
As a consequence of Theorem 1.2, we establish existence of the higher order spectral shift functions for pairs of contractions. 
Furthermore, for every given ǫ > 0, the function η n satisfying (1.5) can be chosen so that
where c n is a constant from Theorem 1.2.
The proof of Theorem 1.2 is given in Section 2 and the proof of Theorem 1.3 in Section 3. Theorem 1.2 in case of contractions naturally reduces to the case of unitaries, while the case of unitaries requires a very sophisticated treatment. Although our main results are analogous to the respective results in the self-adjoint case [19] , the proofs cannot be carried over from the self-adjoint case via standard transformations relating unitary and self-adjoint operators and we provide an independent treatment for the case of unitaries.
Throughout the paper, H denotes a separable Hilbert space and S n (B(H)) (or merely S n ) the nth Schatten-von Neumann ideal on H, that is,
where Tr is the standard trace.
2. Proof of the principal estimates.
The following differentiation formulas for monomials of contractions can be established directly by definition of the Gâteaux derivative (with convergence in the operator norm) and the method of mathematical induction.
Lemma 2.1. Let U 0 and V be elements in B(H) and let n, k ∈ N. Then,
Lemma 2.2. Assume Notations 1.1 (i) and assume V ∈ S n . Then, for f a poly-
Proof. It is sufficient to prove the lemma for monomial
Applying trace and using its cyclicity, we further have
Using cyclicity again and reindexing, we also have that
where j = 0, 1, . . . , n − 1.
Taking the sum over j = 0, 1, . . . , n − 1, we arrive at
Hence, using Lemma 2.1 again, we obtain 
, then it holds with any t 0 ∈ [0, 1] for all contractions
Proof. Fix t 0 ∈ [0, 1]. Let U t0 be the minimal unitary dilation (which is unique up to an isomorphism) of
(Dilations for more general multiple operator integrals were performed in [17, Lemma 3.3] . The proof above owes to the approach of [17] .)
Let H ⊥ denote the orthogonal complement of H in K. We have
and V α = V α . Since, by the assumption,
and (1.3) holds for the unitary U t0 and perturbation V , we deduce from (2.3) that Proof. Let
where E is the spectral measure of U 0 . Then,
Since the left hand side of (1.3) depends continuously on U 0 in the operator norm (see (2.1)), passing to the limit as N → ∞ completes the proof. Therefore, we can and shall assume in the proofs below that U 0 is a unitary whose spectrum is a finite set. Also note that it is enough to establish (1.3) for a subsequence of {U 0,N } N ∈N (rather than the whole sequence).
Definition 2.5. Let n, N ∈ N. Denote
and given a spectral measure E on T, denote
. . , n, and 1 ≤ α ≤ ∞ be such that
For φ a bounded Borel function on T n+1 and B a Borel subset of T n+1 , we define the mapping 
We also use the shortcut T φ := T We recall that the divided difference of the zeroth order . Let E be the spectral measure of U 0 , let f be a polynomial, and V ∈ B(H). Then,
Proof. It is enough to prove the lemma for an arbitrary monomial f (t) = t k . By the spectral theorem applied to U t with t = 0 on the right hand side of (2.1), we obtain the needed formula
Throughout the paper, we shall frequently use the following algebraic properties of the mapping φ → T B φ built over a discrete measure of a unitary operator, whose self-adjoint counterpart was established in [19, Lemma 3.2] .
bounded Borel function and let the transforma-
α is bounded and
and 
Proof. Assertion (i) can be established by taking the adjoint in (2.4), (ii) follows from the cyclicity of the trace, and (iii) and (iv) can be verified by comparison of the multiple operator integrals that appear on both sides of the equalities.
The main estimate (1.3) has an antecedent in the self-adjoint case [19] ; however, many subtle details in the proof need to be changed. The case of unitaries is technically more involved than the case of self-adjoints, and to compensate for the increasing complexity, we make a "shortcut" through use of classical complex analysis and some results of [8] (which are based on multidimensional harmonic analysis).
The estimate (1.3) is proved by induction on n; the base of induction is established in the following theorem. 
is bounded on S α , 1 < α < ∞, and
where
Remark 2.9. If m = 0 and h = f ′ , then φ h,m = f [1] .
To prove the estimate of Theorem 2.8, we utilize the following decomposition, which has a complex analytic proof (as distinct from its counterpart [19, Lemma 5.7] in the self-adjoint case).
Lemma 2.10. Let m ∈ N ∪ {0}. For λ, ξ, µ ∈ T, with λ = µ, and h a polynomial,
where the third sum is not present if m = 0.
Proof. Let [ξ, µ] denote the segment beginning at point ξ ∈ C and ending at point
In the first integral, we make change of variables ω(t) = λ + (µ − λ)t. The function ω attains its values in D. We note that t = ω−λ µ−λ and dt = 1 µ−λ dω and, hence,
By the Cauchy integral theorem,
which, by additivity of the integral over the region of integration, implies
Using the straightforward decompositions
In the proof of Theorem 2.8, we shall need to factorize the double operator integral according to the decomposition of the symbol φ h,m derived in Lemma 2.12 below.
Recall the following useful representation for positive fractions. 
Proof. The result follows from the straightforward decomposition for complex num-
and Lemmas 2.10 and 2.11.
Application of [8, Theorem 3.4 ] to the functions
is defined on R 2 \{0} and multiplicativity of the double operator integral from Lemma 2.7 (iv) implies the following result, which will be frequently applied in the paper.
Lemma 2.13. Let B, C be subsets 4 of {0, . . . , N − 1} and let m ∈ N, s ∈ R. For
Then, there are constants c α and c α,m such that
Proof of Theorem 2.8. Denote
3 If z = 0, we define Since
it is enough to prove the theorem separately for each of the summands. We shall demonstrate only the case of T
As a first step, we show that if α, β ∈ (2, ∞) and
and if h ∞ ≤ 1 (and, hence, φ h,m ∞ ≤ 1), then
by showing
Tr yT
where α −1 + α ′−1 = 1. In the proof below we assume that x α = 1 and y α ′ = 1.
Let N from Definition 2.5 be divisible by 3. To show (2.8), recall that the triangular truncation is a bounded linear operator on S α , 1 < α < ∞ (see, e.g., [5] or [7] ). By standard techniques, one can see that T
is bounded on the diagonal
(Details can be found on p. 383 of [21] .
We will provide a more general argument in Lemma 2.18.) Thus, we can assume that x is upper triangular and off-diagonal and y is lower triangular with respect to the family of projections {E j } N/3−1 j=0
(as in Definition 2.5).
We can assume that y is finite rank because the class of lower triangular finite rank operators is norm dense in the lower-triangular part of S 
. By properties of the double operator integral on S 2 and Lemma 2.13,
Next, we apply Lemma 2.13 and
as well as
By letting ǫ → 0, then applying the triangle inequality and just derived inequalities to (2.9), we arrive at (2.8) and, hence, at (2.7).
For α > 2, we derive T and fix β ∈ (2, α). There is θ ∈ (0, 1) such that
By the complex interpolation method [3] ,
Combining the latter inequality with (2.7) gives
which implies the estimate (2.6) for α > 4. By duality and Lemma 2.7 (ii), we obtain this estimate for 1 < α < 2. Applying the interpolation again completes the proof of the theorem for all α ∈ (1, ∞).
To make an inductive reduction to the lower order case, we need decompositions for functions more general than φ h,m .
By a standard property of the divided difference [4, Formula (7.12)],
In case of three variables, (2.10) should be understood as
and in case of two variables as
Below, we reduce the functions φ n,h,m,k to the same type of functions of the previous order first for n = 2 (see Lemmas 2.14 and 2.15) and then for n > 2 (see Lemma
2.16).
Denote u(t, s) := κξ + (λ − ξ)t + (µ − λ)s.
The following two lemmas have assertions similar to the one in [19, Lemma 5.9];
however, the proof of the latter does not extend to the complex plane. The main ingredient of the new method is the usage of Green's theorem.
Lemma 2.14. Let κ ∈ (0, 1], λ, ξ, µ ∈ T, with λ = µ, and let h be a polynomial.
Then,
Proof. It is enough to prove the lemma for κ = 1 and all λ, ξ, µ ∈ D, with |λ| = |ξ| = |µ| and λ = µ, then make the substitution λ = κλ, ξ = κξ, and µ = κμ, t = κt,s = κs and derive the formula forλ,ξ, andμ.
Note that
(the first integral can be obtained from the second one by substituting x = t − s, dx = −ds), so it is enough to prove
First we assume that all points λ, ξ, µ are distinct. It is simple to verify the
By Green's theorem applied to the function
we have
where D ⊂ C is the triangular region with vertices at the points λ, ξ, µ with the positively oriented boundary ∂D given by the equations s = 0, t = 1, and s = t (the boundary is also simple, closed, and piecewise smooth). Thus,
We apply Lemma 2.10 (with m = 0) to rewrite the latter integral in the form
Substituting (2.15) into (2.14) and combining the second and third terms of (2.14) gives (2.13).
When λ = ξ, upon changing the order of integration, the left hand side of (2.13)
which also equals the right hand side of (2.13).
When ξ = µ, the left hand side of (2.13) equals
We make substitution x = t − s and change the order of integration to obtain 1 0 1 x t m−1 h(ξ + (λ − ξ)x) dt dx, which coincides with the right hand side of (2.13).
Lemma 2.15. Let κ ∈ (0, 1], λ, ξ, µ ∈ T, with λ = ξ, and let h be a polynomial.
Proof. We prove (2.16) first for the case κ = 1 and then make the change of variables as in Lemma 2.14.
First, we assume that all points λ, ξ, µ are distinct. Note that
By Green's theorem we obtain
which equals (2.16).
The case µ = λ follows upon evaluating the inner integral on the left hand side of (2.16). In the case µ = ξ, the formula can be obtained by substitution and change of the order of integration similarly to how it was done in Lemma 2.14.
Proof. The formula in (iii) is obtained by evaluating the integrals in (2.10). For n = 2, (i) and (ii) are the assertions of Lemmas 2.14 and 2.15, respectively. The case n > 2 is proved by reduction to the case n = 2. We prove (i); (ii) can be proved almost verbatim.
By making the substitution
s j in the integral in (2.10), we obtain
where the simplex
is equipped with the Lebesgue surface measure dσ n defined by 
If we set κ = 1 − n j=3 s j , then we can split the integral over S 1 n into the repeated integral R 1 n−2 ds 3 . . . ds n S κ 2 dσ n . Therefore, if we set s = s 1 and t = s 0 + s 1 , we
By Lemma 2.14, the latter equals
Making the substitution s 0 = t, s 2 = κ − t in the first and s 1 = t, s 2 = κ − t in the second integral, respectively, we obtain
By substituting t = s 0 , t 3 = s 0 + s 2 , . . . , t n = s 0 + n−1 j=2 s j , 1 = s 0 + n j=2 s j in the first and t = s 1 , t 3 = s 1 + s 2 , . . . , t n = n−1 j=1 s j , 1 = n j=1 s j in the second integral, respectively, we obtain
which completes the proof of (i).
Theorem 2.17. Let n, m ∈ N and let 1 < α, α j < ∞, for j = 1, . . . , n, be such
First we prove the boundedness of T φ n,h,p,q on the diagonal set.
Lemma 2.18. Assume the notation of Theorem 2.17 and let
The transformation T Proof. We prove a more general result. Let φ be a bounded Borel function on T n+1 .
Then, the polylinear operator
it is enough to prove the boundedness of ∆ φ with φ ≡ 1.
Consider the unitary
We now observe that
due to orthogonality of the trigonometric functions. Thus, the estimate
follows.
Proof of Theorem 2.17. The case n = 1 is proved in Theorem 2.8. We prove the bound for T φ n,h,m−1,0 , n > 1, by induction on n; the case of T φ n,h,0,m−1 is completely analogous.
Assume that the transformation T φ n−1,h,k,l , where (k, l) ∈ {(m, 0), (0, m)}, is bounded on S α1 × · · · × S αn with norm no greater than c n,m,α1,...,αn h ∞ . Note that it is enough to show that sup xj ∈S α j , xj α j ≤1, 0≤j≤n
αn . We shall use the boundedness of T φ n−1,h,k,l and the decomposition of Lemma 2.16 to prove the boundedness of T φ n,h,m−1,0 . Denote 17) where the number of summands is, clearly, determined by n. We shall estimate separately each of the terms in (2.17).
The boundedness of T
on S α1 × · · · × S αn follows from Lemma 2.18, so we shall consider T φ n,h,m−1,0 only away of the diagonal set A (n) 0 . We shall estimate the norm of 18) by applying the following method.
Similarly to Lemma 2.12, we have
Let D be a Borel subset of A + . Denote by D j0,...,j k the projection of D onto the coordinates j 0 , . . . , j k . Denote
By Lemma 2.16 and Lemma 2.7 (iii) and (iv),
Thus, in order to claim the boundedness of T Now we apply the general method to estimate the norm of (2.18). There are two principal cases. One is when there exists an index i ∈ {0, 1, . . . , n} such that
ki ) and the other 5 Here the increment and decrement of the index i is understood modulo n, that is, if i = n,
is when |k i+1 − k i | ≤ 1 for all i. In the latter case, 6 there is a ∈ (0, π] such that
ki , for each i. Thus, in this case we have the
and j 0 ≤ j 2 < j 1 .
Case 1:
there exists i such that |k i+1 − k i | ≥ 2.
As noted above, shifting the variables does not affect the norm of (2.18), so it is enough to consider the subcase i = 0.
We apply the reasoning (2.19) with
and
k0 . Then, the operator
is bounded by the induction notations and boundedness of the projections Q is bounded by Lemma 2.7 (iii). This completes the proof of Case 1.
We split the case "|k i+1 − k i | ≤ 1 for all i" into two subcases below.
We adjust the argument of Theorem [19, Theorem 5.3] and demonstrate only the case k 0 = 0. Let ǫ = (ǫ 1 , ǫ 2 , . . . , ǫ n ) ∈ {−1, 1} n and define
\ A 0 splits into the disjoint union of 2 n sets K ǫ , where ǫ ∈ {−1, 1} n . There is an index i ǫ such that j iǫ−1 ≤ j iǫ and j iǫ > j iǫ+1 . By fixing j ǫ , we further split K ǫ into subsets K ǫ,d , d = 0, 1, where
6 If n is even, then a typical example is
The space Z splits into the disjoint union of 2 n+1 sets K ǫ,i and, hence,
For fixed ǫ and i ǫ ,
By shifting and also reversing if i = 1 the enumeration of the variables (as in Lemma 2.7 (i) and (ii)), we may assume that j 0 ≤ j 2 < j 1 . We apply the reasoning (2.19) (defined in Definition 2.5). Then,
are bounded by Lemmas 2.13 and 2.7 and the boundedness of the triangular truncation.
Case 3: |k i+1 − k i | ≤ 1 for all i and |k j+1 − k j | = 1 for some j.
In this case, there exists an index j such that the sets Q (n)
kj+1 and Q (n) kj are disjoint. By Lemma 2.7 (ii), it is enough to consider the subcase j = 1. Let
k2 . If k 0 = k 2 < k 1 , then we have j 0 ≤ j 2 < j 1 and, hence,
can be obtained from (λ 0 , λ 1 , λ 2 , λ 3 , . . . , λ n ) by shifting and reversing
in view of Lemma 2.7 (i) and (ii), it is enough to consider only the subset of
k2 for which 
Hence, by Theorem 2.17 applied to T φ n,f (n) ,0,0 and α j = n, j = 1, . . . , n − 1, we have (1.3).
(ii) Applying Lemma 2.2, Hölder's inequality, and (i) completes the proof.
Proof of Theorem 1.3
We need the following formula computing the norm on the factor space
where H 1 is the Hardy space {f ∈ L 1 (T) :f (n) = 0, for all n < 0}. There is a function η n ∈ L 1 (T) depending on n, U 0 , V, W such that
for every polynomial f . The class of all such functions η n corresponds to a unique
Proof. The proof is split into two steps.
Step 1. We show that there is a measure ν n,W with ν n,W ≤ c n V n−1 n W n such that 1 (n − 1)! on X n , which is well defined because the right hand side of (3.3) equals zero if f (n) = 0. This follows from Lemma 2.1 since f (n) = 0 implies that the degree of the polynomial f is less than n. From Theorem 1.2 (i) and Hölder's inequality, we obtain
that is, φ W is continuous on X n ≃ A(T), which can be considered as a closed subspace of C(T). Thus, by the Riesz-Markov and Hahn-Banach theorems, there is a finite complex-valued measure ν n,W on T such that
Step 2. We show that any measure ν n,W satisfying (3.5) has an absolutely continuous anti-analytic part, that is, there is η n ∈ L 1 (T) such thatν n (k) =η n (k), for k ≤ −1.
Firstly, we assume that W ∈ S 1 . Integration by parts gives 1 (n − 1)! Consider the functionals φ W,1 and φ W,2 defined on X n−1 ≃ A(T). By repeating the reasoning of Step 1, we derive existence of finite complex-valued measures µ n,1 and µ n,2 such that
We conclude with the proof of the existence of the higher order spectral shift function on the unit circle.
Proof of Theorem 1.3. We invoke the integral representation for the remainder holds.
