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SUMMARY 
The paper is concerned with the determination of autocorrelation 
functions for zero-one stochastic processes. The length of time the 
process persists in either one of its two states is assumed to be con­
stant or distributed either exponentially, normally, uniformly or 
according to some combination thereof. Repeated reentries into any 
state are expected and are assumed to be governed by the same proba­
bility laws and parameters which characterized previous occupations. 
The process has the form of a random wave for which a power 
density spectrum has been established. The inverse transform of the 
spectral density function constitutes the autocorrelation function of 
the process. Because of the unattainability of the inverse transform 
by analytical means, methods of numerical integration were employed for 
its determination. Autocorrelation functions were obtained for a total 
of 60 parameter combinations. Attempts to draw conclusions from this 
experimental evidence were made. Only qualitative rules could be given 
pertaining to the "damping" characteristics. With respect to the periods 
of the autocorrelation functions a quantitative rule of high likelihood 




Objective of Study 
The objective of this study is to determine quantitatively the 
correlation between two or more occurrences of a sampled, two-valued, 
process activity. In the analysis of defectives, the evaluation of 
machine breakdowns as well as in various other industrial systems an 
activity can frequently be defined and subsequently sampled which has 
bernoullian characteristics: it occurs or it does not occur, it will 
occupy only one of two possible states at a time. The length of time 
which an activity spends in either one of the two states is a random 
variable whose distribution depends on the particular system under con­
sideration. Under the assumption of multiple occurrences of the 
activity, the particular objective is then to determine the autocorrela­
tion functions associated with the process giving rise to realizations. 
Purpose of Study 
In recent years the theory underlying the field of activity 
sampling has been extended considerably. In particular, attempts have 
been made to justify the use of systematic sampling procedures for the 
occurrence of non-periodic activities. These attempts were based upon 
a comparison of the variances of estimates obtained through random, 
stratified random, and systematic sampling, the objective being to 
2 
demonstrate that the precision associated with systematic sampling is 
higher than for the other two sampling procedures. A publication by 
Davis"'" stated the mathematical models for the computation of the esti­
mate variances. A decisive component in each of these models is the 
process serial correlation. Davis points out that the proof of superi­
ority of systematic sampling as opposed to random sampling hinges upon 
the availability of the correlation function. 
It is therefore the purpose of this study to supply this possible 
basis for a successful comparison of the known sampling procedures. 
Scope of Study 
This research is concerned with the determination of the autocor­
relation functions associated with various distributions of the span 
lengths of the two states. Its results are intended to broaden the 
basis for future research in the field of activity sampling. It does 
not,, however, concern itself with the problem of drawing conclusions 
about the superiority of either of the sampling procedures on the basis 
of its results. 
Method of Procedure and Assumptions 
The given situation is best to be described by a process whose 
sample space consists of two possible states. A covariance stationary 
zero-one stochastic process X(t) is therefore assumed, where a particular 
realization of the process at time t is given by x(t), with 
1. Davis, H., "A Mathematical Evaluation of a Work Sampling 
Technique," 'Naval Research Logistics Quarterly 3 pp. 111-117. 
3 
x(t) = 1; for those instants, t, at (1.1) 
which the activity occurs, 
x(t) = 0; for those instants, t, at which 
the activity does not occur. 
The method of procedure rests upon a harmonic analysis of the process 
under the following assumptions: 
(a) The times between value changes are independent random 
variables; 
(b) The time it takes to change from 0 to 1 is distributed as a 
random variable U, and the time it takes to change from 1 to 0 is 
distributed as a random variable V; 






where (radians per second) is the fundamental angular frequency 
2. Wiener, N., "Generalized Harmonic Analysis," Acta Mathe­
matical 19 30. 
3. Lee, Y. W., Statistical Theory of Communication, pp. 5-14. 
LITERATURE SURVEY 
The basis for the general treatment of stochastic or random 
processes and for the determination of their properties and charac­
teristics has been established by Norbert Wiener. Between the years 
from 1925 to 1930, Wiener published a series of papers on Harmonic 
Analysis of Irregular Motion which culminated in a paper on "Generalized 
2 3 
Harmonic Analysis." Y. W. Lee extended Wiener's work and gave a com­
prehensive account on the statistical theory underlying the field of 
communication. Lee applied the generalized harmonic analysis to 
periodic, aperiodic or transient, and random or stochastic processes. 
Given a periodic function f(t) of the independent variable t, 
which in general represents time, and expressing f(t) as a Fourier 
series, the Fourier transform of f(t) is found to be 
2 . + 
f -una) t 
f(t) e dt, n = 0,±1,±2,..., (2.1) 
Tl 
5 
which is related to the period (seconds) of the function by the 
2TT 
formula T_ = — . This Fourier transform is a representation of the 
i U l 
periodic time function in the frequency domain. Since F(n) is, in 
general, complex, it is called the complex spectrum of f(t). Since the 
harmonic order n assumes only discrete values, the spectrum is a line 
spectrum. 
In the general theory of harmonic analysis, an expression of con­
siderable importance is the correlation which, in the case of periodic 




1 fx(t) • f 2(t+T)dt = I [^(n) F2(n)]e 1 . (2.2) 
T n=-°° 
f^(t) and f^(t) are two periodic functions having the same fundamental 
angular frequency cô  and T is a continuous time of displacement in the 
range [-00 , 0 0 ] , independent of t. If f^(t) has the complex spectrum 
F (n), and f 2(t), F2(n) then the Fourier transform of Equation (2.2) is 






f (t) • f 2(t+T)dt and F^n) • F2(n) (2.3) 
2 
are Fourier transforms of each other and he calls this relation the 
correlation theorem for periodic functions. 
6 
The integral (2.2) involves a combination of three operations: 
1. One of the periodic functions concerned, f^Ct), is given a 
time displacement T . 
2. The displaced function is multiplied by the other periodic 
function of the same angular frequency. 
3. The product is averaged by integration over a complete 
period. 
These steps are repeated for every value of T in the interval [-00 , 0 0] so 
that a function is generated. This combination of the three operations, 
namely, DISPLACEMENT, MULTIPLICATION, and INTEGRATION, is termed 
CORRELATION. 
If a function is correlated with itself, that is, if 
f^(t) = f 2(t), then the autocorrelation function P ( T ) is obtained: in 




P ( T ) = ± 
1 
jnu) T 
f^t) f1(t+x)dt = I |F1(n)r e 1 , (2.4) 1 
2 
by definition. Let the Fourier transform of (2.4), the power spectrum^ 
be denoted by S(n). Then 
S(n) = F1(n) F1(n) = |F 1(n)| 2. (2.5) 
Since the spectrum of the autocorrelation function is the square of the 
absolute value of the complex spectrum of the given periodic function, 
7 
its phase spectrum is always zero for all harmonics. In other words, 
all periodic functions having the same harmonic amplitudes but differ­
ing in their initial phase angles have the same autocorrelation function, 
This property of the autocorrelation function holds according to 
Lee for transient and random functions, and particularly with respect 
to the harmonic analysis of random processes (ensembles of random func-
tions ), where an infinite variety in waveform is an inherent attribute, 
this property is of utmost importance. 
The relation between the autocorrelation functions of random 
processes and their spectra has been derived by Wiener and establishes 
the Wiener Theorem for Autocorrelation. The derivation starts with the 
autocorrelation theorem for periodic functions which follows from (2.4) 
and (2.5) to 
0 0 ]n(o.T 
P ( T ) = I S(n) e 1 , (2.6) 
n=-°° 
and inversely 






P ( T ) e dx. (2.7) 
2 
Combining (2.6) and (2.7) one obtains the single expression 
4. Lee defines the infinite aggregate of messages or noise, or 
of their combination, as "Ensemble," and a specific function in the 




p(T) = J e ^ P(n) e 1 dn. (2.8) T 
n=-«> 1 JT 
Associated with this Fourier expression for p(x) of a periodic function 
f^(t) is the definition of p(T) which is restated (2.4): 
Ii 
p(x) = j- j ^(t) ^(t+x) dt. (2.9) 
1 T l 
5 
On this basis Wiener applies the following limiting process : As we 
allow the period to approach infinity, f^(t) is made to approach the 
random function. Since 1/T^ = u)̂ /27r, expression (2.8) becomes 
T, 
P ( T ) = — I e • u 
n = — 0 0 
/• 2 -jnw n 
p(n) e dn. (2.10) 
2 
As tends to infinity, the fundamental angular frequency u) becomes a 
differential of angular frequency do), and nw^, which is the nth harmonic 
angular frequency, becomes the continuous angular frequency co, and the 
summation over all harmonics becomes an integration over the entire con­
tinuous frequency range [-00 , 0 0 ] . The result of this limiting process is 
that p(x) loses its periodic form and becomes an aperiodic function. We 
have thus obtained formally and heuristically the autocorrelation 
5. Lee, Y. W., Op. Cit., pp. 56-58. 
9 
function of a random function in the form of the Fourier integral 
p(T) = 2TT 
]0)T , 
e J dw 
-uwn 
p(n) e dn (2.11) 
Here we assume that 
/ |p(T)| dT (2.12) 
1 
is finite. Furthermore, with the substitution T = — , the limiting form 
of (2.9) is 
p(T) = fx(t) fx(t+T) dt, (2.13) 
-T 
which is the autocorrelation function of the random function f^(t). If 
a function S(w) is defined, such that 
S(w) = p(T) e~ 3 W T dT, (2.14) 
then the autocorrelation function (2.11) assumes the form 
P < T ) = £ S(w) e D W T dw. (2.15) 
By (2.14) S(co) is defined as the Fourier transform of p(T). Since p(T) 
is an aperiodic function, S(w) is the continuous spectrum of p(T). In 
10 
fact, Lee asserts and proves that S(w) is the POWER DENSITY SPECTRUM 
OR SPECTRAL DENSITY FUNCTION of the random function f (t). 
The autocorrelation function p ( x ) is a real and even function 
and so is its spectrum. This fact permits the rewriting of Equations 
(2.14) and (2.15) as cosine transforms: 
o o 




S(a>) = / p ( x ) cos (JOT di. (2.17) 
— oo 
The Wiener Theorem for autocorrelation states that 
The autocorrelation function of a random function and the power 
density spectrum of the random function are related to each 
other by a Fourier Cosine Transformation as given by (2.16) and 
(2.17). 
Q 
Lee as well as Papoulis state and prove the properties of both the 
autocorrelation function and the power spectrum. For convenience they 
are restated here: 
a. P ( T ) is a real and even function and so is its spectrum S(co), 
that is 
p(-i) = p ( x ) , and S(-u>) = S(a>). (2.18) 
6. Lee, Y. W., OP. CIT., p. 58. 
7. IBID., pp. 93-96 . 
8. Papoulis, A., PROBABILITY, RANDOM VARIABLES, AND STOCHASTIC 
PROCESSES, pp. 336-343. 
11 
b. For a single process X(t) [Lee's notation: f^(t)], with 
T = 0, Equation (2.16) becomes 
00 
p(0) = ̂ - / S(a>) da) = E{|X(t)|2} > 0. (2.19) 
— o o 
Thus: The total area of S(OJ)/2TT is nonnegative and equals the "Average 
Power" of the process X(t). In fact, Papoulis proves that S(to) is non-
negative for all to. 
c. p ( x ) attains its maximum value for x = 0. 
d. p ( x ) is zero if x approaches infinity, that is 
lim p ( x ) = 0, (2.20) 
if the process X(t) is truly random (i.e., contains no periodic com­
ponents) . 
g 
Papoulis illustrates the relation between the autocorrelation 
function and its transform for a number of processes. Table 1 is 
reproduced at this place so as to visualize some of the properties of 
p ( x ) and S(to) as stated above. Few publications are known which are 
related specifically to that type of stochastic process with which 
8. Ibid,, pp. 336-343. 
12 
Table 1. A Selection of Autocorrelations and Their Spectra^ 
Table 10-2 R(t) Siu) 
-T 0 T t 
0 Ztt/j co 
-&0 0 uq u 
-QJn 0 Mr, <" 
Comment. The power spectrum S(u) of a process x(t) can be 
expressed directly in terms of its second-order density f(x\,X2',r). T O 
this end we introduce the Fourier transform of/(XI,X2; r) with respect to r: G(xhx2;a>) = J^f(xhx2; T)e~jUT dr 
Since 
R(t) = J _ X J _ M .TI.R 2/(.TI RT 2; T) C?.TI rf.T2 
9. Papoulis, A., Op. Cit., p. 340. 
13 
this research is concerned. Parzen devoted a section in his book to 
two-valued processes of which the zero-one process is a member. A 
typical sample function of a zero-one process is graphed in Figure 1. 
n I—i n 
Time 
Figure 1. A Typical Sample Function of a Zero-One Process 
The defined process can be represented by 
X(t), t > 0 (2.21) 
_0, elsewhere, 
and it is a zero-one process whose properties can be studied if two 
assumptions are satisfied. 
(i) The times between value changes are independent random 
variables; 
10. Parzen, E., "Two-Valued Processes," Stochastic Processes, 
pp. 35-40. 
14 
(ii) the time it takes to change from 0 to 1 is distributed as 
a random variable U, and the time it takes to change from 1 to 0 is 
distributed as a random variable V. 
On the basis of these assumptions Parzen elaborates briefly on the fol­
lowing two properties: 
(a) The probabilities P{X(t) = 0} and P{X(t) = 1} that X(t) will 
at time t be in each of its two possible states, 
(b) The probability law of the fraction of time during the 
interval [0,t] that the process has the value 1. 
Parzen uses the limit theorems of probability theory to derive 
his answers, assuming that it suffices to know the behavior of the 
process after it has been operating for a long time (t » 0). This 
assumption of a stationary process, in fact, can be validated since it 
is applicable to many real world situations. Parzen's treatment of 
zero-one processes appears rather brief and its value for the object of 
this research is therefore limited. The assumptions, however, will be 
maintained throughout this study and Parzen's notation is used for the 
sake of consistency. 
In an effort to contribute to the theoretical basis of the field 
of activity sampling, W. W. Hines"'""'" made the first serious attempt to 
acquire a knowledge about the autocorrelation functions associated with 
11. Hines, W. W., "The Relationship Between the Properties of 
Certain Sample Statistics and the Structure of Activity in Systematic 
Activity Sampling," Ph.D. Dissertation, pp. 93-138. 
15 
zero-one processes. In this work the term span length is used to denote 
the time the process spends in either one of its two states. Hines con­
sidered a time period [0,T] during which the activity of interest occurs 
more than once and assumes no initial knowledge pertaining to a possible 
truncation of the distribution of span length at some value greater than 
zero. The autocorrelation function given has the following form: 
p(x) = E{X(t) X(t+x)} (2.22) 
where 
= P{X(t) = 1, X(t+T) = 1} 
= P{X(t) = 1} • P{X(t+T) = 1 X(t) = 1}, 
P{X(t+T) = l|X(t) = 1} = / 
0 
I P{X(t+T) = 1, 
k=0 
no.changes = 2k X(t) = l,y} fx(y) dy, 
where the dummy variable y denotes the time that X(t) has been equal to 
1 at time t, and where is the density of the span lenglrh for the 
process being in state 1. Evidently an analytical evaluation of 
expression (2.22), in general, incurs severe difficulties which are 
exclusively mathematical in nature, and since mathematicians consulted 
did not have any knowledge of the existence of appropriate literature, 
16 
Hines employed Monte Carlo Simulation Techniques to obtain his results. 
For two different distributions of span length—gamma and truncated 
normal—a total of 18 autocorrelation functions were obtained for vari­
ous parameter combinations. For easy reference Tables 2 and 3 provide 
a survey of the parameters considered. 
Table 2. Values of Parameters Employed in Simulation 
with Truncated Normal Distributions for Span 
Lengths of U (Subscript 0) and V (Subscript 1) 
11 Approximate 
yi o o Coefficient 





5.0 5.0 1.0 6.0 6.0 0.347 
10.0 10.0 1.0 6.0 6.0 0.173 
10.0 10.0 1.0 4.0 4.0 0.141 
10.0 10.0 1.0 2.0 2.0 0.100 
4.0 20.0 0.2 1.0 4.0 0.093 
30.0 5.0 6.0 4.0 4.0 0.081 
10.0 10.0 1.0 2.0 0.0 0.071 
5.0 30.0 0.167 1.0 4.0 0.064 
4.0 20.0 0.2 0.25 0.25 0.003 
A brief discussion of the autocorrelation functions obtained by Hines on 
the basis of the results of this research is given in Appendix A. Con­
sidering the feasibility of the chosen approach, simulation is an 
adequate procedure from an engineering standpoint. A wide range of 
application, however, appears prohibitive in light of the large amount 
of computer time needed. The figures given were 25 to 104 minutes for 
12. Hines, W. W., op. cit., p. 105. 
17 
each parameter set of the gamma distribution and 109 minutes per 
parameter combination if the span lengths are distributed normally. 
13 
Table 3. Values of Parameters Employed in Simulation with Gamma Distributions for Length of Span 
U (Subscript 0) and V (Subscript 1) 
Mean Mean r./X. « • • +. i , . . 1 1 Coefficient 
Xl r l V X 1 X0 r 0 V X 0 of Variation 
0.40 2 5 0 .08 2 25 0.2 1.667 
0.10 1 10 0 .10 1 10 1.0 0.707 
1.00 10 10 1 .00 10 10 1.0 0.224 
3.00 9 3 2 .00 14 7 0.43 0.212 
4.00 16 4 4 .00 16 4 1.0 0.177 
2.00 20 10 2 .00 20 10 1.0 0.150 
5.00 30 6 4 .00 16 4 1.5 0.149 
4.00 64 16 4 .00 16 4 4.0 0.112 
10.00 50 5 10 .00 30 3 1.67 0.112 
5.00 50 10 5 .00 50 10 1.0 0 .100 
A recent publication by Kume originated in pursuit of the 
same objectives that motivated Hines' research. It underlies this 
study. Starting with the assumptions given by Parzen, Kume applies 
Wiener's Theorem of autocorrelation to zero-one stochastic processes: 
If X(t) is the process with mean y and variance a 2, a Fourier trans­
formation yields an expression for the spectral density function of the 
form 
13. Ibid., p. 103. 
14. Kume, Hitoshi, "On the Spectral Analysis of 0-1 Processes." 
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S(w) = lim E{ - • / X(t) e" j a , t dt|2} (2.23) 
Considering now a realization of the process X(t), the sequence 
{U^,V^,U2jV^,...} is a sequence of independent nonnegative random vari­
ables where the U's have a common distribution with distribution function 
Fq(u) and the V's have a common distribution function F^(v). Kume 
defines (Figure 2) 
l A 
u lu. 
( I I 
tl t2 t3 
I 




Figure 2. A Zero-One Sample Function 
*2j = X ( U i + V ' 
1=1 
(2.24) 
t_. = Y (U.+V.) + U. = t_. + U. .. 
23+1 ^ L I 3+1 23 3+1 
and obtains a realization of X(t), x(t), given by 
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x(t) = 
°> *2j < t 1 ^j+l' j " °' 
(2.25) 
If X_ (ioj) is the Fourier transform of x(t) in the interval [0.t„ ] 2n 2n 
then 
'2n 
x 2 n ( j o O 
= / x(t) e ' ^ dt (2.26) 
becomes 
n 2n -neat - I (-if e r 
- i / . \ IJ r=l 
(2.27) 
Defining the spectrum of ̂  (j<*0 as 
2n 2n 
(2.28) 
substitution of (2.27) into (2.28) yields 
2n-l 2n-k jwy " W ^ v 
1 + ^ I I (-Dk (e P ' k + e P'k> 
s 2 n ( . ) 





y i = t . - t . 
r,k r+k r At this stage Kume applies a limiting process and obtains 
lim 
n-*=° 
t2n y0 + yl 
2n 2 (2.30) 
The spectral density function 
S(OJ) = lim E[S0 (co)] 2n n-*» 
(2.31) 
lim 
w 2(y 0+y 1) n-*» 




where (2.30) follows from the strong law of large numbers, and ŷ  and y^ 
are the expected values of U and V, respectively. Noting that 
r,k 
W r k (U) = E{e P' k} 
is the characteristic function of the distribution of y , , and defining 
r ,k 
the characteristic functions of the distributions of U and V as <|> (co) 
and cf)^(uO, respectively, Kume shows expression (2.31) to be equivalent 
to 
S(w) = 
w 2 • (y +y ) 
2 V l " ( W 1 + Re{ ? 1 , , ° 1 } 1 - '0Y1 (2.32) 
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if 
4>0 < 1. (2.33) 
The "Re" denotes the real part of the expression in parentheses. When 
the distributions of the U's and V's are the same 
S(u>) = { 1 " * * } , (2.34) 
yto2 (1+<|> )(1+<J>) 
where $ = $ = $ and y = y = y . 
As an example Kume determines the autocorrelation function of the 
process if the U's and V's are distributed exponentially. Since this 
case will not be treated in the text the example is stated here. 
Let 
-X u -X v 
fQ(u) = X Q e , fx(v) = X1 e , (2.35) 
Then the means and characteristic functions are given by 
lo " X ' Ml " X~ ' 
0 1 
(2.36) 
4>n(u>) = (1-j T ^ ) " 1 , 4>.(u>) = (1-j Y - ) ' 1 . (2.37) 
0 X Q 1 x 1 




2 X 0 • A 
2 2 (2.38) 
and the inverse transform, the covariance function, is given by 
2A_ • A. 
j - . / \ 0 I f COS 0)T , 
R ( t ) = ( O T / ~T——2&a
 (2-39) 
0 1 0 u + (A +A ) 
A0 Al ' ( W T U 1 e ° 1 . (2.40) 
(X +X ) 2 
2 
As the process variance is XqX^/(XQ+X^) , the autocorrelation function 
is expressed by 
-(Xn+A-)t 
p(t) = e ° 1 . (2.41) 
For the parameter combination A = A^ = 1, Equation (2.37) has been 
graphed in Figure 3 and Equation (2.40) in Figure 4. 
Kume states yet another example, namely, the case where the U fs 
15 
and Vfs are distributed normally. Here, after some computational 
work, the spectral density function, S(o>), too, is relatively easily 
to be obtained, but Kume fails to elaborate on the method of finding the 
inverse transform which involves an integration over an infinite interval 
15. Kume does not state the limitations associated with this 
case. It is, however, necessary to consider the remarks on p. 33 to be 
able to validate his findings. 

of a rather complicated integrand. This difficulty seems to be 
intrinsically associated with the procedure and it is therefore 
necessary to develop means for the determination of the inverse 




It has been stated before that the random variables U and V are 
assumed to denote the time which the process X(t) spends in states 0 
and 1, respectively. U and V can be distributed according to a variety 
of probability laws for the process to be an appropriate representation 
of certain real world systems. In other words, there exists in almost 
all cases an industrial situation to which the process with particular 
distributions of the random variables is applicable. Considering the 
fact that the case of both U and V being distributed exponentially is 
treated in the existing literature already, this study depicts the fol­
lowing five combinations for further treatment: 
Case I: U = Constant; V ~ EXP(X) ; 
Case II: U = Constant; V = U(t) ; 
Case III: U = Constant; V = N(y,a2) ; 
Case IV: U ~ EXP(A) ; V = N(y,a2) ; 
Case V: U * N(y Q,a 2); V = N(y 1,a 2). 
Model building, as understood here, then consists of determining the 
spectral density function S(OJ) in each of the above five cases. 
The expression for S(u>) was given in (2.32) as: 
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S(u>) = 1 + Re { : : } 1 - 0 Yl 
(3.1) 
with 
Oyl < 1. (3.2) 
The quantities ŷ  and ŷ  are the expected values of the random variables 
U and V: that is 
yQ = E(U), M1 = E(V). (3.3) 
If the density functions of U and V are given by ^Q(U) and f (v) and 
the distribution functions by EQ(U) and F (v), respectively, then the 
expected values are equally well to be expressed by 
E(U) = / u • f (u) du = / u dF (u) 
0 0 
(3.4) 
E(V) = / v • f (v) dv = / v dF (v) 
0 1 o 
The most significant entries in (3.1) are the characteristic functions 
associated with both random variables, namely, 4> (to) and <J>̂ (OJ) for U and 
V, respectively. In general, the characteristic function <t>v((D) of a 
random variable Y, with density function f(y) and distribution function 
F(y), is given by 
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)y(o)) = E(e ] U ) Y) ( 3 . 5 ) 
= / dF(y) 
— 0 0 
= /" e j u ) y f(y) dy, 
— 0 0 
and it is a complex quantity of a real variable cu. The development of 
the model requires the determination of <J>(uO for both U and V. Further­
more, since the validity of expression (3.1) depends on (3.2), the model 
building process must include a check on the condition 
<|>0(a>) • <b1M\ < 1. (3.2) 
The absolute value of a product, however, equals the product of the 
absolute values, so that 
Since both <J>Q(UI) and <J>̂(uO are complex quantities, their absolute values 
are given by their respective magnitudes. 
The real part of the complex expression 
2<j> (w) <j> (u>) - [<|>n(a>) + ^ , ( 0 ) ) ] 
Re { — ^ — i h m — A t ̂  } ' (3-6) 
1 - [<|>0(a>) • <|>1(a))] 
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added to one, constitutes a multiplicand of the product which equals 
S(w). Because of the very nature of expression (3.6) and of the whole 
product (3.1) the distributions of U and V can be interchanged. In 
Case IV, for instance, the same spectral density function will be 
obtained for U ~ EXP(A), V ~ N(y,a2), as indicated, as will for 
U ~ N(y,a2), V ~ EXP(A). This property extends the range of possible 
applications of the results. 
The real purpose of the development of the model S(uO is to 
transform the process from the time domain into the frequency domain, 
bearing in mind that those transformations are an integral part of 
general system's theory and frequently yield easier obtainable answers. 
The final answer, i.e. the resulting autocorrelation function, however, 
is expected to be represented in the time domain again so that an 
inverse transformation has to be performed. The practical aspects of 
this inverse transformation will be discussed in Chapter V. 
Case I: U = Constant, V ~ EXP(A) 
Let u = constant and 
fx(v) = Ae" X v, v > 0, (3.7) 
= 0, elsewhere, 
then the means and variances are given by 
E(U) = y Q = u, E(V) = \i± = j , (3.8) 
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Var(U) = a 2 = 0; Var(V) = a 2 = -i- (3.9) 
The characteristic functions are 
• (») = E(e j u U) = e j ™ (3.10) 
for constant U, and 
x(o)) = E(e j w V) = / e j W V f^v) dv (3.11) 
= A / e " a - j u ) v dv 
0 
, -1 
A - JAI X ^ A' 
for V exponentially distributed. Applying (3.2), (3.4) and (3.5) to 
Equation (3.1), the spectral density function is found to 
c, v _ 2A 1 - cos LOU ,Q n ox S(co) = 1 + A u • . (3.12) 
A2(l - cos am) 2 + (03 + A sin am) 2 
For this expression to be valid the condition (3.2) has to be satisfied 
It is 
• / \ _ jcou 
4> (a)) = e J = 1 , 
and 
with 
Hence cf)̂ (to) < 1, and the product 
>0(u>) ^(co) < 1, Q.E.D. 
Equation (3.12) attains an indeterminate form for co 
application of L'Hospital's Rule yields 
i 2 
lim S(co) = — ^ -
to-K) (1+Xu)3 
Case II: U = Constant, V ~ U(t) 
Let u = constant and 
fx(v) = p 0 < v < t, 
= 0, elsewhere, 
then the means and variances are given by 
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E(U) = U Q = u, E(V) = y 1 = j , (3.15) 
Var(U) = a 2 = 0 9 Var(V) = a 2 = ̂  • (3.16) 
The characteristic functions are 
* (U) = E ( e ^ ) = e j U U (3.17) 
for constant U, and 
> (u>) = E(e j w V) = / e j W V f ( v ) dv (3.18) 
0 
•ki :^v e dv 
= 1 (e^t-i) 
]0)t 
for V uniformly distributed. 
Applying (3.15), (3.17), and (3.18) to Equation (3.1), the 
spectral density function is obtained to 
S(uO = (3.19) 
(2u+t) OJ 2 
2 2 
(1 - cos o)u)[o3 t + 2 cos art - 2] 
2 2 
{2(1 - cos oat) + 2art [sin wu - sin w(u+t)] + w t } 
It is 
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• Q ( U ) | = |e^ U| = 1, 
and 
since 
joot -  r •:1 
1 1 1 joot 
< 1, 





j ^ + ^ j ^ + _ ^ ^ ... 
2! 3! 4! 
2 2 4 4 
3! 5! 
3 3 5 5 
x , . (OOt 0  t 0  t • • ) , 
3oot e - 1 
joot 
2̂ 2 4 4 6̂.6 . 0  t 0  t 0  t 
1 r-^— + - T ^ T T T ^ T + 12 360 20160 (3.21) 
L ^ ' (n+l)(2n+l)! n=0 
1/2 
(3.21) 
application of the ratio test to the infinite series in (3.21) proves 
absolute convergence for all values of tot. Furthermore, the sum of 
the series is less than one which proves relation (3.20). It is thus 
established that condition (3.2) is satisfied and that (3.19) is the 
spectrum of the process. 
Through repeated application of L'Hospital's Rule (six times) the 
limiting value of S(oo) (3.19) for oo=0 is determined to 
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2 2 
Case III: U = Constant, V a N(y,az) 
Let u = constant and 
(v-y)2 
- -I \ • / 
then the means and variances are given by 
f (v) = — i — e 2 (3.23) 
E(U) = y = u, E(V) = y x = y, (3.24) 
Var(U) = a 2 = 0, Var(V) = a 2 = a 2. (3.25) 
The characteristic function for constant U is given by 
, M = E(e j u U) = e j™. (3.26) 
The determination of the characteristic function of V = N(y,a2) requires 
16. It is, of course, understood that the nonnegativity assump­
tion for the random variables U and V generally does not permit the 
assignment of a normal distribution. For all practical purposes, how­
ever, this and all other combinations of distributions involving normal 
densities can be considered feasible for proper choices of the param­
eters . 




Then Y is distributed normally with mean 0 and variance 1, that is 
Y ~ N(0,1). The density function of Y, f(y), is 
1 2 
1 " 2 Y 
f(y) = — — e 1 , (3.28) 
/2TT 
and the characteristic function follows as 
oo 
<> (<D) = / e j a ) y f(y) dy (3.29) 
— 00 
1 2 
= / " e J « y e " 2 y d y. 
/2TT - C 
Expansion of e^^y into a Taylor series yields 
1 2 
oo oo . . n - - y M u ) - — / I e 2 dy- ( 3 ' 3 0 ) 
/2TT -°° n=0 
The following expression is obtained upon interchange of the order of 
integration and summation 
17. Parzen, E., Modern Probability Theory and Its Application, 
p. 398. 
a derivation procedure which, as a sketch, was given by Parzen and 
which, for completeness, will be outlined here: 
Let 
y = ! L f J L . (3-27) 
35 
1 2 
00 00 _ — y 
V w ) = 7 = J y e dy. (3.31) 
n=0 " /27r -°° 
The integrand in expression (3.31) is an odd function for odd values of 
n, so that only the even values of n are retained and 




y oo _ — y 
J y e d y = 2 j y e dy, n even. (3.32) 
Thus, a substitution n = 2m is valid, and 
oo / . . 2m 0 0 - — v 
• Y ( u )
 = i n T S J T 7= ( y e dy- ( 3- 3 3 ) 
m=0 /2TT 0 
2 
An integral / x e dx has the general solution 
0 
, 2 r ( E ± i ) 
. dx = -
x e dx = ^ , for a > 0, r > -1. (3.34) 
2a 
Applied to the corresponding expression in Equation (3.33) one obtains 
1 2 
00 — y 
r 2m 2 ̂  , r(m + 1/2) 2 r, ^ _ / n* ... / y e dy = ( m . 1 / 2 \ = — T(m + 1/2). (3.35) 0 2(l/2) U n + L U ) /2 Noting that 
T(x) • T(x + 1/2) = ( 2^"_ 1 ) • T(2x), (3.36) 
36 
it is 
r(m + 1/2) = —p^rrr • TT^T- = £ • (3.37) _(2m-l) r(m) _(2m-l) ( . * t 2 2 (m-1)! 
Applying Equation (3.35) and (3.37) to (3.33), <j)y(oo) results in 
M I m | i V . . £ . (3.38) 
Y m=0 ( 2 m ) ! / 2 7 ^ 2 2 1 " - 1 2m(n,-l)! 
m 
-1- 2 r 1 2 V l 
00 / 2.m 0 0 I- — to I - TT V ) y 2 _ _ „ 2 
L rn Li 
m=0 2 m • m! m=0 m' 
A 
= e 
In order to find the characteristic function of f (v), <j> (to), one 
observes that from relation (3.21) 
v = u + ay (3.39) 
and 
>1(to) = <()v(a)) = <|> (UJ) • <J>aY(w) (3.40) 
= e J • <j> (au>). 
Combining (3.38) and (3.40), it is 
1 2 2 (jooy - — a to ) 
^(aO = e . (3.41) 
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Applying (3.24), (3.26) and (3.41) to Equation (3.1), the spectral 
density function is obtained. 
S ( W ) = _ ? (1 - e - M 2 g 2 ) U - cos -u) _ ( 3 - W ) 
w (y+u) - - w 2a 2 _ w2 a2 
1 - 2e cos w(y+u) + e 
To validate S(w), one observes that 
and 
<j)n(a)) = e = 1 
1 p p 1 p o 
3wy - — o)^a^ - — u)^a^ 
I ^ C u O l = |e | = e < 1, for > 0. (3.43) 
Hence condition (3.2) is satisfied. The limiting value of S(OJ) (3.42) 
for a) = 0 is determined through repeated application of LTHospital's 
rule (4 times). It is 
a 2u 2 
lim S(ai) = (y+u)3 
Case IV: U * EXP(A), V ~ N(y,a2) 
Let 
fQ(u) = Ae A U , u > 0 
= 0, elsewhere, 
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f ( v ) = - i — e 2 ° 2 , (3.45) 
/2TT a 
then the means and variances are given by 
E(U) = y Q = ̂ , E(V) = y 1 = y, (3.46) 
Var(U) = a 2 = Var(V) = a 2 = a 2. (3.47) 
The characteristic functions for both distributions were derived in 
Sections 3.1 and 3.3, respectively. On the basis of Equations (3.11) 
and (3.41) one obtains 
4>0<u>) = (1 - j j)'1 (3.48) 
(jam - y a 2w 2) 
4> (w) = e z . (3.49) 
Since the absolute values of the characteristic functions have 
already been determined in the respective sections it can be shown that 
condition (3.2) is satisfied. 
The spectral density function is therefore valid and under 
application of expressions (3.46), (3.48) and (3.49) to Equation (3.1) 
S(OJ) is obtained to 
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9 \ 
S M - T T ^ X T ( 3 - 5 0 ) 
1 o o 
- — tô â  2 1 - e cos yto 
A (1 - e • cos yoo)2 + (to + Ae • sin yto)2 
Applying L'Hospital's rule twice one obtains 
Let 
l i m S ( 0 J) = M£Vl . (3.51) 
to-K) (1+yA)3 
Case V: U ^ Nty^q 2), V * N(y 1 >q 2) 
-(u-y )2/2o2 
fAu) = — e 0 , (3.52) 0 /2TT OQ 
1 -(v-P1)2/2a2 
f1(v) = e 
2TT a 1 
then the means and variances are given by 
E(U) = y Q, E(V) = y 1 ? (3.53) 
Var(U) = a 2, Var(V) = a 2 (3.54) 
Following the derivation in Case.Ill the characteristic functions are 
given by 
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< f > 0 ( t o ) = e 
(jwp0 - ± w 2 a 2 ) 
(3.55) 
ty^M - e (JWU-L - w
2 a 2 ) (3.56) 
Following the evaluation in the same section, condition (3.2) is found 
to be satisfied. Applying expressions (3.53), (3.55) and (3.56) to 
Equation (3.1), the spectral density function is obtained to 
S ( w ) = 2 " • ( 3 . 5 7 ) 
? / 2 , 2 v l p 2 pp l p p pp 1 - e - e (1-e ) c o s y ^ u ^ e (1-e ) c o s y ^ u ) 
- | a ) 2 ( a 2 + a 2 ) - w 2 ( a 2 + a 2 ) 1 - 2 e c o s ( y Q + p ^ ) w + e 
o r 
S(w) = • (3.58) 
( y 0 + y 1 ) a j 2 
s i n h ^ - ( a 2 + a 2 ) - s i n h a 2 ) • c o s y Q 0 3 - s i n h ( ~ a 2 ) c o s y ^ t 
c o s h ^ - ( a Q + c j 2 _ ) ~ c o s ( y 0 + y 1 ) w 
A p p l y i n g L f H o s p i t a l ' s r u l e f o u r t i m e s , t h e i n d e t e r m i n a t e f o r m o f S ( w ) 
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THE EVALUATION OF THE SPECTRAL DENSITY FUNCTION 
The spectral density function for each of the five cases con­
sidered has been determined in Chapter III. It is, as mentioned before, 
the representation of the given real world system--the zero-one process— 
in the frequency domain. The objective is to utilize this model repre­
sentation for the solution of the given problem in the time domain. It 
will be accomplished by means of an inverse transformation. For the 
latter to be performable, however, a detailed knowledge of the charac­
teristics of the model—the spectral density function S(u>)—has to be 
obtained, and it is to this end, that this chapter has been included. 
The evaluation of S(OJ) progresses in three steps: 
parameter combinations considered. These tables contain in addition the 
ratio of the means of the two contributing distributions, namely, 
1. For each of the five cases a table is provided indicating the 
mean ratio = E(V) _ ̂ 1 E(U) " yQ ' (4.1) 
and the coefficient of variation, defined by 
CV = /Var(U+V) _ >A/ar(U+V) (4.2) E(U+V) E(U) + E(V) 
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Since the random variables U and V are assumed to be independent, the 
coefficient of variation becomes 
p v _ /Var(U) + Var(V) _ ^0 + °1 , u _ E(u) + E(V) " u„ + u " 
2. A tabulation of the spectral density function S(oo) is 
obtained numerically and is evaluated with respect to the maxima and 
minima of S(oo). These data enter Tables 5, 7, 9, 11, and 13. The 
tables provide a possibility to quantitatively check on the periods and 
amplitudes of the spectrum. Since S(oo) is an even function its numerical 
values are obtained for various positive values of oo only, starting with 
oo = 0 and proceeding in increments of 0.01 up to a certain oo, say oô , 
and in increments of 0.1 thereafter. The choice of two different incre­
ments is due to the fact that certain spectra show very high amplitudes 
with periods of 0.05 or less for smaller values of oo. The chosen value 
of oô  is not unique for all cases. Since the tables do not indicate oô , 
information about its value can be derived by considering that entering 
OJ—values are given with one or two decimals for oo above or below oô , 
respectively. 
In the tables the absolute maxima and minima are specifically 
marked for easy inspection. 
For a more qualitatively oriented evaluation of S(oo) Appendix B 
gives plots of the spectra obtained as output of an Algol program. 
3. In the final step of the evaluation procedure a summary of 
pertinent properties of the spectra is accumulated on the basis of both 
tabulations and plots. 
44 
Case I: U = Constant, V - EXP(A) 
Table 4 indicates the parameter combinations considered. The 
general expressions for the means and variances are given in (3.8) and 
(3.9), for the mean ratios and the coefficients of variation in (4.1) 
and (4.3). 
Table 4. Values of Parameters Employed in 
Evaluation of Spectrum for Case I— 
Distributions of Span Lengths 
Mean Coefficient 
Ratio of Variation 
u =u A yl = 
1 
A 
a o = 0 2 1 1 .\2 yi 1 y 0 " Au 1 (Au+1) 








9 1 1/2 
4 1/4 4 16 








36 2 2/3 
4 1/8 8 64 








81 3 3/4 
4 1/12 12 144 








144 4 4/5 
4 1/16 16 256 
Table 5 gives a listing of consecutive extrema of the spectral 
density function as extracted from the numerical tabulation. The 
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Table 5. Tabulated Maxima and Minima of the Spectral Density Function 
S(oj) for U = Constant and V - EXP (A) 





o 0 OJMH O LXS6O . 4 0 T| rn a59ft0 0 0.9)4O MAX 
<*, 
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following summary of general properties of the spectra S(w) can be 
derived from Table 5: 
S(w) is a positive and even function. 
The first absolute minimum is attained at w = 2TT/U, the value of 
S(w) at that point being zero. 
Consecutive absolute minima with S(w) = 0 are attained 2ir/u units 
apart. 
S(OJ) is a smooth function throughout with no superposed 
variations. 
S(w) is heavily damped. 
_2 
S(w) is small (< u • 10 ) after two periods. 
An upper limit for S(w) depends almost exclusively on u. It can 
for all practical purposes be approximated by 
M = S (w) - — ^ 7 7 — max 20 
Case II: U = Constant, V - U ( T ) 
Table 6 indicates the parameter combinations considered. The 
general expressions for the means and variances are given in (3.15) and 
(3.16), for the mean ratios and the coefficients of variation in (4.1) 
and (4.3). The coefficient of variation for this case 
CV = 
/ G 0 + °1 /3" 
y0 + yi 3 + 6 £ 
has an upper bound which is attained if t approaches infinity. 
Table 6. Values of Parameters Employed in 
Evaluation of Spectra for Case II— 
Distribution of Span Lengths 
Mean Coefficient 
Ratio of Variation 
-t- 1 1 — t °0 = 0 2 t 2 yi t /3 L yi 2 °1 ~ 12 y 0"2u 
1 2 1 0. 333 l 
2 4 2 0 1. 333 l 0.289 
3 6 3 3.000 l 
1 4 2 1.333 2 
2 8 4 0 5. 333 2 0.385 
3 12 6 12.000 2 
1 6 3 3.000 3 
2 12 6 0 12.000 3 0.433 
CO
 18 9 27.000 3 
1 8 4 5.333 4 
2 16 8 0 21.333 4 0.462 
CO
 24 12 48.000 4 
1 10 5 8.333 5 
2 20 10 0 33.333 5 0.481 
3 30 15 75.000 5 
1 20 10 33.333 10 
2 40 20 0 133.333 10 0.525 
CO
 60 30 300.000 10 
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The maximum value is given by 
lim 
t-*30 3 + 
^ — = 4 = 0.57735. 
u 3 
The lower bound clearly is zero. 
An extract from the tabulation of the spectral density function 
is given in Table 7. It includes a listing of consecutive optima. For 
easy inspection of their magnitude the differences between maxima and 
minima (or vice versa) of the spectra are indicated by the values of 
AS(OJ). Plots of the functions are given in Appendix B. 
The data contained in Table 7 give rise to the following summary 
of general properties of the spectral density functions associated with 
this case: 
S(OJ) is a positive function. 
The first absolute minimum is attained at w = 2TT/U, the value of 
that minimum being zero. 
Consecutive absolute minima with S(OJ) = 0 are attained 2TT/U 
units apart. 
Between OJ = 0 and the first absolute minimum the function oscil­
lates between various relative maxima and minima with irregular 
periods. The number of those superposed variations increases with 
an increasing coefficient of variation whereas their amplitude 
decreases with increasing coefficient of variation. 
These variations cease rapidly for S(o>) beyond the first absolute 
minimum, that is for OJ > 2TT/U. S(OJ) attains a high degree of 
smoothness for higher values of OJ. 
S(OJ) is heavily damped. 
_2 
S(OJ) is small (< 10 ) after three periods. 
Table 7. Tabulated Maxima and Minima of the Spectral Density 
Function S(w) for U = Constant and V - U(t). 
1 I : | « 0.018 i 1 | 0.010 0.017 5.3 0.012 5i 0.08 5.2, 0.05 MAX I 1 rrB'<.WTiM'f.n̂WMmyTrimfT.ŵ-<i't»i 7.3 0.08 7.3 0.0O6 7.3 72 0.013 0.05 74 aoo4 7.3 0.O02 MAX 77 o.o«7 7.7 OJOII 78 OJOOS QOQ7 7» 0.06 7.8 0.03 MAX - -- ••— « * AS7! «i r '** S.S «0* AS WO* 45 3.0 OJOOS 6.1 0.01* O.Ol2 000% 3.2 O.QOfi 30 O.04 •» : value INTTEFIPOLATEO MAX — 1 ** : relative MAXIMA at «7 (t-«) 
relative M1N1KAA at <3.,9 (toRaaTHT) (difference nccuglble) relative maximum at4.2 Relative MINIMUM AT 3.3 
94 wo A.4 wo 9/4 «0 $.4 WO 44 wO *4 wO — 104 0.00 103 0.06 109 0.0O4 /OA O.OoS 0.03 UX9 oooa MAX to «o \y» wo 12* wo 12* fBO 19* WO WA KO \9a\ 12.6 WÔ  12* «0* 12* 12* wO* KA 0.0ft ISA SS 0.04 0.03 16.5 OJOOJ ISA 0.01 MAX , TBWniKXlimoaiErCFllIzEEEÎCQ 01FPKR£KCS NCCLIGlSLK) *: WGMCfiT w- VAi-ue mr ivmich HAS a.7 0404 as O.OOS 81* OJOOS. 21* OOft *L8 0.04 2l* MAX u BSkN OCT&RMINCO _J 25,1 wo w0 X5.I iS.) «o &.1 £5.1 WO 2SA 25.1 2S.) 25-.I 12.5 125 125 12.5 125 43 43 53 &5 83 S3 
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An upper limit for S(oi) depends more heavily on u than on t and 
can for all practical purposes be approximated by 
M = S (01) = max 10 
Case III: U = Constant, V - N(y,a2) 
Table 8 indicates the parameter combinations considered for this 
case. The general expressions for the means and variances are given in 
(3.24) and (3.25), for the mean ratios and the coefficients of variation 
in (4.1) and (4.3). 
Table 8. Values of Parameters Employed in 
Evaluation of Spectra for Case Ill-
Distribution of Span Lengths 
y-L=y a ? = o a
2 = a: 
Coefficient 
of Variation 

























From Table 9 and the plots in Appendix B the following general 
properties of the spectral density function can be summarized: 
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Table 9, Tabulated Maxima and Minima of the Spectral Density Function 
S(OJ) for U = Constant and V - N(y,a2) 
5 u 0 1 I 2 5 10 15 20 M 1 » 0.1 0.3 1 1.5 1 1.25 w «(w) W s(w) w sCw) w <S(w) w W S(W) W 3(W) w 0 1.0 0 0.125 0 0,00125 0 aoosS 0 0.025 0 0.0166" 0 bassos 0 00026 s(w-o) I* 0 o.i&s 0 aooi 0 a oos 0 0.029 0 0.017 0 a ooj o 0.003 MIN 4.S3S 
9A2 11.421 |032 6.3S6J 0.26 1.846 MAX ASff* 
0/46 0.042 036 0.040 MIN GZ7 |X62 3.l4fl| 062 3.1  0.5 531 MAX 062 0.148 062 0.063 MIN 0.6*6 3.066 0.34S 082 0.774 076 1.006 MAX a is* a«o 0.042 0.00 0.038 MIN 
0A4 0521 1.00 0.150 MAX r— 1.16 wO 1.26 wO 1.26 «0 1.26 «0 | KA1N »ww« 
MINIMUM 1.7 0.072 1.6 0.067 1.5 0.033 MAX a as/ 1.7 0.O36 1.6 0.022 MIN 0.040 ooze 246 0.5O7J 2.lo 2.284 1.9 0.I5S 1.9 0.076 l.fi 0.051 MAX 
3.14 0.030 'U W O 2.5 SO 25 wo 2.5 wO Ml K] A W O U I W 
3.14 3.1 0.042 3.1 0.027 3.1 0.021 3.1 0.016 MAX 33 3.8 W O 3.3 w O 3.3 W O | ihin VAX k j M M I I H 4.14 0.15ft MAX 6.28 «o 6.2ft * 0 6.2ft «o 643 «o MIN 
9.0 0.047 0.0 0.024 9.4 0.(03 5.6 0.016 MAX ABSOLUTE (vAAXllWJlVA OP S(W> pl.6 *0 12.6 «0 12.6 «0 12.6 MIN *° ABSOLUTE MINIMUM 15.5 0.016 15.5 aooft 15.7 0.015 X6JS 0.005 MAX f.8.8 wO I8.& 18.3 «0 18.8 -1 MINI 2o.O 20.0 20.0 2o o J . J 3.9 3.9 99 M t t t t M T W - V M M 'MMVOUCH « W ) M k » M M i r r a i i M i M a o 
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S(OJ) is a positive and even function. 
S(oo) attains its first absolute minimum at oo = 2TT/U, the value 
of that minimum being zero. 
Consecutive absolute minima are placed 2TT/U units apart. 
2TT 
In the first period (0 < oo < — ) , S(oo) varies greatly with 
amplitudes of up to 1000 times the base value and with periods 
of less than 10~1. This characteristic is more pronounced for 
higher values of u and y, and in those cases, too, a higher 
frequency of these irregular variations is to be observed. 
Although it appears to be certain that there is a definite 
quantitative dependency between the height of the peaks of 
those vibrations and the parameters considered, attempts have 
not been made to establish such a relationship. 
Table 10 surveys the parameter combinations considered in this 
case. The general expressions for the means and variances are given 
by (3.46) and (3.47), for the mean ratios and the coefficients of vari­
ation in (4.1) and (4.3). For the above parameter combinations S(oo) 
has been tabulated and an extract of this tabulation is given in Table 
11. The data contained in that table give rise to the following summary 
of general properties of S(oo): 
For a mean ratio of 1 and below the spectra oscillate roughly 
with period 2iT/y between two consecutive minima. These are 
relative minima in that the spectrum is unequal zero at oo . . 
-, «_r -, -, m m , 
However, m about the same way as the amplitudes are decreased 
through damping, the numerical value of each consecutive minimum 
is decreasing for increasing oo, that is 
Case IV: U = EXP(X), V g N(y,a2) 
2TT(J+1) 
y 
For values of the mean ratio greater than 1, S(oo) does not 
oscillate at all but decreases monotonically after attaining a 
low maximum at some value of oo close to zero. 
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Table 10. Values of Parameters Employed in 
Evaluation of Spectra for Case IV— 
Distributions of Span Lengths 
A yo = 
1 
X u 2=y ° A2 
a 2 = a 2 
Mean 
Ratio 
w i . . 




A 2 a 2 + i 
(1 + Ay) 
1/8 8 l 64 0.01 1/8 0.889 
1/16 16 4 256 0.01 1/4 0.8 
1/9 9 3 81 0.01 1/3 0.75 
1/4 4 2 16 0.01 1/2 0.6669 
1 1 1 1 0.01 1 0.5025 
1 1 2 1 1.00 2 0.4714 
2 1/2 2 1/4 1.00 4 0.4472 
1 1 4 1 1.00 4 0.2828 
2 1/2 4 1/4 1.00 8 0.2485 
1 1 9 1 1.00 9 0.1414 
It is most apparent that there exist similarities between Cases 
I and IV. In fact, the mean of the normal distribution has about 
assumed the effect of the constant span length u. The characteristics 
are not that pronounced as in the constant-exponential case, but the 
general properties of the spectra are maintained. It is to be noted 
that inferences from Case I to this case can only be drawn for similar 
mean ratios, that is 
E ( V I ) E ( V T V ) 
E(V * E O V 
if 
5h 
Table 11. Tabulated Maxima and Minima of the Spectral Density Function 
S(oj) for U = EXP (A) and V = N(y,a2) 
1 2 3 A 2 A 2 4 1 3 0.1 0.1 0.1 0.1 i . o 1.0 1.0 1.0 0.1 I . o 0-1 VA •/* 1 1 2 2 VA 1 A CO CO CO *Qa>) a* CO CO CO CO Co o 0.1243 0 OJU.7 0 0.4221 0 O.SUl 0 O.W52 0 0.136 0 O.08O 0 0.0466 0 QOSS7 0 0 . 0 8 2 l« 0.23: 0 0.422 0 0.512J l« o . e * i MAX 0 0.126 0. 0.185 0 O.B6 0 0.08O 0 0 . 0 4 7 0 0.082 M l M |s.62 0.51/1 M A X 0 7 7 0 . 8 4 9 MIN bl 0.21BJ 0 2 7 g J 1 - 2 9 122 0128 MAX 1 . 5 7 1 0 0 0 5 ISO 0 . 0 4 3 MlM 2 2 7 0.036 1 . 7 5 0.115 )S0 0 0 5 5 MAX 3 1 6 0 A O 2 2 . 1 0 0.001 3 . 1 4 0.00049 Mm 5 . 0 0 0.I43J 3jOS 0.034 3 B 7 o . e l z MAX 4 . I A 0.0009 4 . 7 1 0 . 0 0 0 4 7 M I N I 4 . 5 7 0.029 5 . 2 0.011 6 " . 5 0.00b MAX 6 . 3 0 . 0 0 5 6 3 O.OQ2 6 3 0.0006 6 . 5 0.«04f 6 . 3 0 0 0 1 Mini 7 7 0.009 7.3, 0.OO6 7 0 0.004 MAX SA 0 . 0 0 0 7 7 3 0 . 0 0 0 4 s MlM 3.1 a o i s 9 . 4 0 1 0 0 3 £ 6 0 0 0 2 5 . 8 a o o 4 MAX 0.001 9 4 0.0004/ MlM f 0 2 . 0 O O I & MAX 10.5 0.00062 11.0 0 . 0 0 0 3 8 MlM 1 0 3 0 . 0 0 4 1 1 5 0.002 1 1 . 7 0 D O I MAX 1 2 . 7 0 J 3 0 3 1 2 . 6 0.001 1 2 . 6 0 0 0 0 5 8 l 2 J b 1 2 6 0.00077 MlM 14.0 0.002. 12.S O x t O I 12.2 0 0 0 0 5 MAX 1 4 . 7 0 . 0 0 0 5 M . I 0.00052 M1M 1 5 . 1 0.00s 1 5 . 6 0 . 0 0 0 9 M . 3 0 . 0 0 0 6 I S O 0.001 JUAX ISA 0 0 0 0 3 1 5 . 7 0 . 0 * 0 2 9 MIN 1 7 . 1 0 . 0 0 1 M 0 0 0 0 4 4 MAX IL& OJMOtt 1 7 . 3 0JD026 1 A6soLu*m W/ 
M O M OF S 
>r < o - V A L U E « x 
\AXl-
»&»») MIN 1 7 . 7 0.0064 1 5 . 0 3.0DO37 t W M K H MAX 193 0 . 0 0 2 ifto. 0.00O& I S 3 o m a a Jft.Il 0MD22 S(c.i) HAS fi€EN Q E T E K 1 3 3 0 . 0 0 0 5 MlM l i f t 0 . o o o 4 6 1 6 . 6 0 . 0 0 0 3 MAX 2 o 0.0023 2 0 0 . 0 0 0 3 2 o O.ooo47 2 o a o o o 2 s 0 0 0 0 1 7 2 o Oool 2D Oj002 0 0.001 ( 2 0 0 . 0 0 0 8 3 2O 0 . 0 0 0 5 « 
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V I - EXP(A), V T V - EXP(A), 
Case V: U * N(yQ,gg), V * Nty^a 2) 
Eight parameter combinations were considered in this case with a 
coefficient of variation (4.03) ranging from 0.07 to 0.6, and a mean 
ratio (4.01) between 0.1 and 5.0. Table 12 provides an account. 
Table 12. Values of Parameters Employed in 
Evaluation of Spectra for Case V--
Distributions of Span Lengths 






H + °i 
(y0 + V 
4 1 3.0 0.5 0.25 0.6083 
10 10 5.0 5.0 1.00 0.3536 
10 10 1.0 5.0 1.00 0.255 
2 10 0.4 3.0 5.00 0.2522 
3 10 0.6 3.0 3.33 0.2353 
5 10 1.0 3.0 2.00 0.2108 
9 1 0.9 0.1 0.11 0.0906 
10 10 1.0 1.0 1.00 0.0707 
An extract from the tabulation of S(co) is again provided in 
Table 13. The contents of this table in addition to the plots permit 
the following summary of general properties of the spectral density 
function S(co): 
U]. = CONSTANT, U - N(y,a2). 
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Table 13. Tabulated Maxima and Minima of the Spectral Density Function 
S(u>) for U - N(p 0 >a 2) and V - NCp^a 2). 
4 9 10 10 10 5 3 2 1 I 10 10 10 10 10 10 P. 
3.0 0.9 1.0 1.0 5.0 1.0 0.6 0; 0.5 0.1 J.0 5.0 5.0 ao J.0 3:0 w 3lw> w w sCw) w sGv) w w 3(wJ w 
0 0.104 0 0.0016 0 0.025 0 0.325 0 0625 0 0.0265 0 0.0533 0 aosoi 3(0) 
0 0.104 0 0.002 0 0.02S 0 0.325 0 0.625 0 0.0*6 0 aO50 0 a 03o MINI It 7/ £066 AS4S |o.65 1.17fl 0.SI 24.77 0.2s 3.37 |0.26 2.65) |<14I 2.S44U047 J.212B05O 0.573 MAX 
0./l£ 0.&4O 
o.fl 0.OI7 0.65 0.025 0.6S 0.045 0.75 0.372 0.76 0.233 MINI 
o./ss 
0.OO4 
0.88 0.2\(t\ 1.25 o.2& I 0.04 o.3i a 0£5 0.200 O.80 0.376 a 245 MAX d£44 < ? . « ^ 1.55 0.037 1.26 0.024 126 0.035 1.2SI 0.046 MIN 
a os2 0.020 0.00s 4\rte; 1.67 a lia 1.55 ao7ff L50 0055 1.60 0.054 MAX 
O.07O GOS2 
2.19 0.040 LSO 0.02O 1.92 0.025 Z. IS 0.012 MIN O.O/Q O.006 .001 aoo4 ASbvJ 247 0.067 2.14 0.026 2.0ft 0.024 2.67 0.O23 MAX 
620 0.001 322 0.002 MIN 
O.OoZ 
<5.S 0.004 4.O0 0.011 MAX 
12.6 00007 MtN 
15.0 0.001 MAX 
50 50 8I0~* 50 50 4-JO"5 50 4io"s 50 S5*V 50 6J5I0 50 665 to1 R M k M C M S(W) M M M M K IV tMIMKO ABS0UUTK MAXIMUM OF 5(W) 
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S(0) is a relative minimum of the spectra. 
No regular fixed period oscillations are to be observed. 
After the relative minimum at 0 0 = 0, S(oo) attains its absolute 
maximum at some value 0 < to < 1. The one oscillation leading 
to the absolute maximum has very small period (< 10"-'-) but high 
amplitude. The plots in Appendix B support this finding. 
Once the maximum is passed, S(oo) either decreases monotonically 
towards zero, or runs through a finite number of damped oscilla­
tions before it is for all practical purposes close enough to 
zero. 
Hence, S(oo) is very irregularly shaped and becomes a smooth 
function only for higher values of oo. 
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CHAPTER V 
= / f ( c o , T ) d t o , 
0 
with 
f(co,T) = — S(to) cos cot. (5.2) 
7T Once the autocovariance, R ( t ) , is obtained, the autocorrelation func­
tion, P ( t ) , follows from the fact that both R ( t ) and P ( t ) are propor­
tional. Proportionality factor is the process variance which is a 
constant because of the stationarity assumption. The relation is 
_/ \ _ R ( t ) _ R ( t ) v P ( t ) - — - R ( o y « (5.3) 
a 
or in terms of the inverse transform (5.1) 
THE INVERSE TRANSFORMATION: 
DETERMINATION OF THE AUTOCORRELATION FUNCTIONS 
The inverse transformation which transforms the spectral density 
function S ( t o ) in the frequency domain into the autocovariance R ( t ) in 
the time domain rests on the following relation: 
o o 




— J S(OJ) cos OJT dw 
TT » 
P ( x ) = — . ( 5 . 4 ) 
— / S(OJ) dto 
* 0 
In Chapter III the model development included the determination of S (OJ) 
for each of the five cases considered. Since S(OJ) is therefore readily 
available, f(oj,T) can be determined with the help of relation ( 5 . 2 ) . A 
glance at the expressions for S (OJ ) ( 3 . 1 2 ) , ( 3 . 1 9 ) , ( 3 . 4 2 ) , ( 3 . 5 0 ) , and 
( 3 . 5 7 ) convinces that the most elegant way of determining the autocorre­
lation function P ( T ) ( 5 . 4 ) , namely by means of analytical integration 
appears to be prohibitively difficult. In fact, a substantial part of 
the time allotted for this study has been spent in an attempt to evalu­
ate the integral ( 3 . 5 7 ) analytically. The only known case in which 
analytical integration has been performed is the one discussed in some 
detail by Kume."^ 
This study, therefore, contents itself with determining the 
inverse transform by means of numerical integration. From an engineer­
ing standpoint this method is capable of yielding adequate results. 
It is an inherent property of the spectral density function that 
lim S(to) = 0 . ( 5 . 5 ) 
18. Kume, H., "On the Spectral Analysis of Zero-One Processes." 
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From the contents of this study relation (5.5) can be validated 
intuitively by means of the plots in Appendix B and the tables in 
Chapter IV. Both show S(co) to be basically decreasing. Quantitatively, 
the relation (5.5) can be proved for each of the five considered cases 
by simple substitution of co as co-*», or, in case that substitution yields 
one of the two indeterminate forms [0/0], E00 / 0 0 ] , by application of 
L'Hospital's rule. Relation (5.5) is taken to be valid throughout. 
A numerical evaluation of the integral on the interval [0,°°] is 
possible when the upper limit is replaced by some estimated value, UL. 
The compound form of Simpson's Rule is then utilized: 
Let 
0 = co„ < CO., < CO,- < • • • < to_ ., < cô  = UL 0 1 2 2n-l 2n 
be a sequence of equally-spaced points in [0,UL]: 
co.,, - co. = h; i = 0 ,1,. . . ,2n-l. 
l+l l 
Set f^ = f ( o K , x ) . Then the compound form of Simpson's Rule is given by 
UL ( 5 - 6 ) 
/ f(co,x)dco = — 
0 6 V ^ W ' - ' + W + 2 ( f2 + V-" + f2n-2 ) + f2n + E . n 
Noting that N = 2n is the (even) number of subdivisions of [0,UL] the 
length of the subintervals, h, becomes 
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The remainder E is given by 
_ (UL) .(4) , . E f U , T ) , 0 < 5 < UL. 
180 N 
Since the spectral density functions S(oi) do have four continuous 
derivatives the compound Simpson's Rule converges to the true value of 
-4 
the integral with rapidity N at worst. In practice, therefore, one 
might expect that the use of ten subintervals would secure about four 
decimal places. For any reasonable choice of N the magnitude of the 
error E^ is therefore negligible in comparison to the error incurred 
by cutting off the tail end of the function f(to,T) in (5.2) through the 
estimation of UL. 
Rather than dividing the interval [0,UL] by a predetermined 
number of subdivisions N and thus arriving at the subinterval length h, 
in this case h has been fixed first so as to account for specific 
irregularities of the function f(to,T). 
The basis for the determination of h is given in Chapter IV. In 
each of the five cases h will be chosen according to the characteristics 
of the function to be integrated. Since S(OJ) is known to some detail, 
and most of its properties will prevail after the multiplication with 
a regular cosine function (except for the nonnegativity property), 
sufficient knowledge about f(ui,T) is at hand. 
Estimation of the Upper Limit, UL 
Given the relation (5.1) and separating it by splitting up the 




R(T) = / f(oj,x) do) + / f(oj,T) do). (5.7) 
0 UL 
UL has to be determined so as to reduce the numerical value of the 
integral on the right of the plus sign to a quantity less than some 
desired accuracy a^, that is 
0 0 0 0 
/ f(oj,x) doj = — / S(OJ) cos OJT dco < a . (5.8) 
TT OJ UL UL 
If S(OJ) cos OJT is a bounded Riemann integrable function on [UL,00], then 
so is | S(to) cos cox | and it is 
/ S(OJ) cos OJT doj 
UL UL 
S(OJ) C O S OJT do) (5.9) 
< — / S(OJ) doj < a , 
UL 
since S(OJ) is a positive function. For each particular spectral density 
function S(OJ), the expression (5.9) has to be approximated, so as to 
arrive at a lower limit for UL. This value is used in a way that the 
actual integration procedure is terminated when an even multiple of the 
subinterval length h has surpassed that limit. 
The accuracy value a^ has been fixed to 0.004. The value was 
obtained as a compromise between the effects of different considerations 
which tended to increase or decrease the error magnitude. Contributing 
factors were: 
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The amount of additional computer time required for a decrease 
in error magnitude. 
The requirement of a high reliability of the results (the auto­
correlation functions)--particularly in those cases where the 
amplitude of the first oscillation already dropped below a — 
necessitated a decrease in error magnitude. 
It is to be noted that a accounts exclusively for the error incurred by 
cutting off the "tail" of the integrand f(co,T). The error incurred 
through application of Simpson's Rule is assumed to be negligible, 
although no quantitative proof for the validity of this assumption will 
be provided. 
The integrand f(co,i") is a function of both co and T . The numerical 
integration procedure requires 
a T to be fixed, say T = c, 
the integral, 
UL 
/ f(co,c) dco, 
0 
to be integrated with respect to co, 
a new T to be fixed and the process to be repeated until suffi­
cient data are at hand. 
The question to be asked at this point certainly is: What is the maxi­
mum value of T , T , for which the autocovariance R(T) has to be 
max 
determined and in what size increments is T to be approached? The 
max 
answer to both parts of the question requires more knowledge on auto­
correlation functions than was initially available. Therefore, the 
practical tests rather than mathematical theory provided most of the 
answers at a later stage. The foundation regarding this question, 
64 
however, was laid in the following manner: 
According to (5.7) and (5.2) the autocovariance R(T) can be 
approximated by 
UL 
R(T) - — / S(co) cos COT dco. (5.10) 
0 
If S(co) is a Riemann-integrable function on [0,UL], then the theorem of 
Lebesque can be applied to (5.10) and one obtains 
UL 
lim R(T) = lim — f S(co) cos COT dco = 0. (5.11) 
Hence it can be concluded that there is a T , say T , for which 
J max 
Lebesgue's theorem is closely enough satisfied. 
To compute T , it is ^ max 
UL 
— 7 S(co) cos COT dco 
TT » 0 
TT ' 
0 
S(co) C O S COT dco (5.12) 
In Chapter IV, in some cases an upper bound M of S(co) was determined, 
where M is greater than or equal the value of the absolute maximum of 
S(co). Using this notation, expression (5.12) becomes 




M < < a 
7TT T max 
Thus 
: > — . (5.14) max ~ ira 
T 
The determination of T m a x requires thus the fixing of a significance 
level a . 
T 
It depends exclusively on the autocorrelation functions whether 
or not a knowledge of ^ m a x is of advantage. For functions with a high 
19 damping factor and therefore a small T , a knowledge of the latter r max 
may lead to a meaningful determination of the incremental interval 
length in steps of which T is to be used for the evaluation of p(x). 
For autocorrelation functions with low damping characteristics a 
knowledge of T is of little value, because the function is well max 
enough described after, say, four completed oscillations, whereas T 
may be attained only after a multiple of those oscillations are passed. 
In this latter case the determination of the increments depends much 
more on a knowledge of the periods of oscillation. 
In general, the question of in which increments of T to determine 
p(x) and where to stop has been answered for each particular case 
separately, based on some acquired experience. 
19. The term "damping" in this context is deprived of its 
mechanical impact. It is used to denote the property of some auto­
correlation functions, which oscillate with unchanged frequency, but 
with decreasing amplitude. 
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Case I: U = Constant, V - EXP(A) 
The spectral density function S(co) is given in (3.12). Con­
sidering (5.4) the autocorrelation function is obtained as the result of 
the evaluation of the following expression. 
2A (1-cos lou) cos cox ^ 
t \ R(T) ^dxAu) Q A2(l-coscou)2 + (co+Asin cou)2 /f_ n r N 
P ( T ) = ^ T O I — — : • ( 5 - 1 5 ) 
2A t (1-cos cou) ^ 
TT(1+AU) \ . o / n N o , . . N o 0 A^d-cos COU)^ + (co+Asm cou)̂  
For the determination of the upper limit UL expression (5.9) has to be 
approximated. Given (3.12), (5.9) attains the form 
Hence 
- / S(co) dco < > / ~dco 
77 UL 7 T ( 1 + A u ) UL co2 
< 1 * \ T T T < a = 4-10 3 " TT(1+AU)UL - co 
UL < . (5.16) 
TT(1+AU) 
The integrand in the numerator of expression (5.15) is a superposition 
of S(co) and cos COT. S(co) is a smooth function for all parameter combi­
nations used. It is considered sufficient to divide a complete period 
of cos COT into 24 equidistant subintervals. For values of T > 1.0 the 
subinterval length was therefore fixed to be h = TT/12T. For values of 
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T < 1.0, h was determined to h = TT/214 for x = 0.1, and h = TT/12 for 
0.1 < T < 1.0. 
The evaluation procedure of (5.15) computed the denominator 
first, thus obtaining a numerical value for R(0) or the process vari­
ance. Here the numerical integration was performed in interval steps of 
h = 0.1, a value which was proved to be sufficient by test evaluation of 
R(0) with h = 0.01. The autocorrelation function p ( x ) (5.15) takes on 
the value 1 for x = 0. Thereafter p ( x ) has been computed for values of 
x starting with (0.1 * 0.25) • u and proceeding in increments of the 
same size. The upper limit of x was estimated with x = 10 • u , the 
max 
results show, however, that the amplitudes of the autocorrelation func­
tions are far below the error magnitude of 0.004- at values of x beyond 
M-u. It was therefore decided to terminate x at those values where the 
amplitude of p ( x ) drops below the error limit. For the application of 
Simpson's Rule the value of the integrand 
f(u) ,x) = — S(U)) C O S U ) X 
has to be computed at w = 0. As in the case of S(0), f(0 , x ) is an 
indeterminate form which resolves after repeated application of 
L'Hospital's Rule to 
lim f(u>,x) = ^ — . 
ui-K) TT(1+AU) 3 
For each of the parameter combinations listed in Table 4- the 
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autocovariance R ( t ) and the autocorrelation function p ( t ) have been 
tabulated for various values of t . This output is accumulated in 
Appendix C. Graphs of the autocorrelation function are given in 
Figures 5 through 20. 
Case II: U = Constant, V - U ( t ) . 
For this case the spectral density function is given by [Equation 
(3.19)] 
2 2 
0 / . 4 (1 - cos uiu) [cu t + 2cos cot - 2] 
( a ) ) = (2u+t) " ~2 2 ~ T ~ ' 
co {2(l-cos cot) + 2cot[sin cou - sin co(u+t)] + co t } 
Substitution of S(co) into a modified expression (5.4), 
1 U L 
— / S(co) cos cot dco 
> M - m r ~ - • ( 5 - 1 8 ) — J S(co) dco * o 







Figure 10. Autocorrelation Function p(x) for U = Constant and V - EXP(A). 
Parameters: u = 2, A = l A . 


Figure 13. Autocorrelation Function p(x) for U = Constant and V = E X P ( x ) . 
Parameters: u = 1, X = 1/3. 
Figure 14. Autocorrelation Function P ( T ) for U = Constant and V - EXP(A). 





Figure 1 9 . Autocorrelation Function p(x) for U = Constant and V - EXP(X). 
Parameters: u = 3, X = 1 / 1 2 . to 
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For the determination of the upper limit UL, expression (5.9) 
has to be approximated. Given (3.19), (5.9) becomes 
0 0 2 0 0 
UL "v—.w U L ( a ) t + 2 ) 2 
8t , , 0-3 < a = 4 • 10 " TT(2u+t) [(UL)t + 2] - a w 
Hence 
U L > 2000 _ 2_ 
~ 7r(2u+t) t 
or 
With regard to the numerical integration leading to the determination 
of R(0), it is to be observed that the spectrum oscillates heavily in 
the range up to the first absolute minimum. The frequency of these 
oscillations, however, is not so high that an interval length of h = 0.1 
cannot sufficiently seize the amplitudes. For the evaluation of R(T) an 
interval length of h = TT/12 was maintained throughout for all chosen 
values of T . R (T) was determined for T starting with T/10 or less and 
proceeding in steps of T/10 until some value T . T was reached r & ±- m a x m a x 
whenever either the amplitude of P ( T ) dropped below the error range or 
the number of oscillations completed gave sufficient information for the 




Figure 24. Autocorrelation Function p(x) for U = Constant and V - U ( T ) . 
Parameters: u = 1, T = 4. 


Figure 27. Autocorrelation Function p(x) for U = Constant and V - U(x). 
Parameters: u = 1 , x = 6. 
Figure 28. Autocorrelation Function p(x) for U = Constant and V - U ( T ) . 












In order to successfully apply Simpson's Rule the indeterminate 
form of the function 
F ( C O , T ) = — S(CO) cos COT 
at CO = 0 has to be resolved. Following the methods which lead to 
Equation (3.20) one obtains 
2 2 T w 2u t lim F ( C O , T ) = 3 
CO->0 3TR(2u+t) 
The parameter combinations considered are listed in Table 6. For each 
set of parameters autocovariance and autocorrelation function were tabu­
lated. Graphs of the latter appear in Figures 21 through 38. 
Case III: U = Constant, V - N(y,a2) 
Application of Equation (3.42) to formula (5.1) yields the 
following expression for the autocovariance 
(5.21) 
2 r ( 1 - e ) (1 - cos cou) cos COT , 
R ( T ) - . > I dco. 
co {l-2e cos co(u+y) + e i 
Clearly, the process variance is given by 
(5.22) 
R ( 0 ) , , _ 2 . j 0_^e ) (1 - cos am) d u _ 
* < U + L I ) 0 2 . . 0 - 1/2 O J 2 0 2 , ^ ^ - cA,* co {l-2e cos co(u+y) + e > 
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In order to determine the upper limit UL expression (5.9) can be 
approximated on the basis of (3.42). It is 
OO 0 0 
— J S(co) dco < . ̂  . J —ir 
TT ^ TT(U + U) U L CO 2 
* / A T T T ^ 3 = ^ • 10 3 , 
7r(u+y)UL co 
Hence UL is determined to 
With the limits determined, it only remains to fix the interval 
length h before both expressions (5.21) and (5.22) can be evaluated. In 
Chapter IV under this respective case it was stated that the spectrum 
shows oscillations with very high amplitude but with period less than 
10 This characteristic, it was stated, vanishes after completion of 
one main period at 2TT/U. It is this very behavior of the spectrum that 
advises a double application of Simpson's Rule. It amounts to a split-
up of the integral 
1 U L 
R(T) ~ — / S(co) cos COT dco 
7 7 0 
into two integrals 
2TT/U , UL 
R ( T ) * — / S(co) cos COT dco + — / S(co) cos COT dco, (5.24) 
TT * TT * 7 7 0 * 2TT/U 
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with the same method holding for the determination of R(0). The first 
integral in (5.24) is then evaluated for a fixed T using an interval 
length of h = 0.01 which is considered sufficient to seize the par­
ticular irregularities of this spectrum within the given interval length 
of c o . Following, the second integral in (5.24) is determined for the 
same fixed T , using the usual subinterval length h = TT/12T. Both 
results are added, the sum is then divided by R(0) and one obtains the 
numerical value of P ( T ) for a particular T . The results show that 
P ( T ) oscillates smoothly with period equal to the sum of the means of 
the two distributions. This characteristic suggested the evaluation in 
increments of an even fraction of the sum of the means and it was chosen 
AT = ~ (u+v) . (5.25) 
T was placed at a point where P ( T ) has completed five oscillations, max 
The relation 
f ( c o , T ) = — S ( c o ) cos COT 
TT 
has again to be determined for co = 0. Through repeated application of 
L'Hospital's Rule the resulting indeterminate form is resolved to 
2 2 
lim f ( c o , T ) = ° U . (5.26) 
co->0 T T ( U + U ) 
Table 8 provides a listing of those parameter combinations for which 
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both autocovariance and autocorrelation function were tabulated. The 
following graphs on Figures 39 through 46 picture the latter for one 
parameter set at a time. 
Case IV: U * EXP(X); V * N(y,a2) 
The spectral density function S(co) for this case is given in 
(3.50). Applying S(co) to (5.4) the autocorrelation function is expressed 
by 
t \ R ( T ) p(t) = mr= <5-27> 
o\ U L fi -1/2 co2a2 
Z A f yl - e cos coy) cos COT Tr(l+Xy) Jn ,2/n - 1/2 co2a2 , -1/2 co2a2 . 77 d a ) , 0 A^(l-e cos coy)z + (to+Xe sin coy)2 
oi UL -1/2 co2a2 Z  1 - e coy 
 ( 7Z — d^ 0 .2/1 " 1/2 to2a2 n 9 , - 1/2 co2a2 
Xz(l-e cos coy)2 + (co + Xe ' sin coy)2 
An approximation of expression (5.9) on the basis of (3.50) provides ah 
estimate for the upper limit UL. It is 
-f S(co) dco < ,2\ , f $f 
TT ̂  TT(ltXy) £ 7? 
2X , -3 < a = 4 • 10 7r(l+Xy)UL - co 





Figure 42. Autocorrelation Function p(x) for U 
Parameters: u = 5, y = 5, a = 1.0. 
Constant and V - N(y^, a ) H 
H 
Figure 43. Autocorrelation Function p ( r ) for U = Constant and V - a ) 
Parameters: u = 5, y = 10, a = 1.5. 


Figure U6. Autocorrelation Function p(x) for U = Constant and V - NCu^, a ). 
Parameters: u = 5, u = 20, a = 1.25. 
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It is apparent that Cases I and IV have certain similarities. If the 
mean of the normal distribution, y, takes the place of the constant u, 
then the only difference between expressions (5.27) and (5.15) lies in 
the term EXP(- i-L0 2a 2). The similarities are discernible also through 
inspection of Tables 5 and 11 and of the respective plots in Appendix B 
For the numerical evaluation of (5.27) the same integration data 
will therefore be employed, as were used in Case I. 
at co = 0 can be resolved through repeated application of L'Hospital's 
rule to 
The indeterminate form of 
f(U>,x) = — S(OJ) cos W X 
' IT 





The autocorrelation function for each of the parameters combinations 
listed in Table 10 has been determined and graphed in Figures 47 
through 56. 
Figure 47. Autocorrelation Function pS(x) for U - EXP(A) and V - N ^ , a ). 











Case V: U * N(uQ >ag), V * N d i ^ a 2 ) 
The expression to be evaluated is 
U L U L 
— / f(co,t) dco — / S(co) cos cot dco d ( t ) - R i l l - _ _ 2 - _ o r s o m pU; - r T o T " T ^ j l — E j l ' (5*30) 
- / S(co) dco - / S(co) dco 
77 0 77 b where S(co) is given in (3.57). The upper limit UL can be estimated, by 
approximation of (5.9) with S(co) mentioned above. It is 
* UL ' ' V l ' UL U 2 
2 
< - 7 — ^ 7 7 7 - f a = 4 - 1 0 
77 0 1 00 Thus 
U L > / 5 ° ! N • (5.31) 
S(co) for this case shows the same characteristics as in Case III, namely 
superposed variations with very high amplitudes but small periods. A 
specified double application of Simpson's Rule was employed in that case 
to cope with the specific irregularities of S(co). The same method is 
used to provide an answer to (5.30) with the same pertinent data as in 
Case III. The indeterminate form of f(co,x) in (5.30) for co = 0 is resolved 
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through repeated application of L'Hospital's rule and the limit is 
found to 
lim f(co,x) = . (5.32) 
co->0 Tr(y 0+y 1) 
The combinations of different parameters for which both autocovariance 
and autocorrelation function are tabulated in Appendix C and listed in 
Table 12. The following Figures 57 through 64 are graphs of the auto­






Figure 6 l . Autocorrelation Function p(x) for U ^ N(y Q, a Q) and V ^ N(y 1 9 °i)m 






CONCLUSIONS AND RECOMMENDATIONS 
In the two cases where the U's are constant and the V fs are 
distributed either exponentially or normally the sets of parameters 
can be grouped into classes with constant coefficients of variation. 
In the constant-exponential case four such classes are created with the 
coefficient or variation (CV) ranging from 0.5 to 0.8 (see Table 4). 
Each class consists of four parameter combinations, with u = 1,2,3,4, 
respectively, and X = 1/nu, n being a constant. In the constant-
uniform case six classes are created with the coefficient of variation 
ranging from 0.29 to 0.53 (see Table 6). Each class here consists of 
three parameter combinations, with u = 1,2,3, respectively, and 
t = 2nu with n being constant for the class. Figures 5 through 38 
reveal, by inspection, that the autocorrelation functions of all members 
of a class are congruent in a P(T)/T~'~ coordinate system where 
This fact leads to the conclusion that there can be derived on the basis 
of relation (6.1) a number of autocorrelation functions of processes 
with the above distributions of span lengths, having one of the men­
tioned coefficients of variation. 
1 3 8 
The difference between classes is a difference in coefficients 
of variation. It seems therefore advisable to study the properties 
of the autocorrelation functions, P ( T ) , on the basis of the varying 
coefficients of variation, CV. p(x) starts at a value of 1 for x = 0 
and decreases for increasing values of x until it attains its absolute 
minimum. From there it oscillates around p(x) = 0 with decreasing 
amplitudes. For both cases considered here the amplitudes of the 
oscillations, which are the magnitudes of the absolute minimum and 
subsequent relative optima, are graphed over the coefficient of varia­
tion in Figure 65. The points indicating the magnitude of the absolute 
minimum can be connected by a straight line which passes through CV = 1 
in the constant-exponential case and through CV = /3~/3 in the constant-
uniform case. The latter value is familiar from the evaluation of 
CV for this case in Chapter IV. The values indicate that in the max 
constant exponential case, for instance, a cycle with coefficient of 
variation of one leads to an autocorrelation function with absolute 
minimum on the x-axis, as to be verified in Figure 3 9 . Points indi­
cating subsequent relative optima can be connected by a straight line, 
too, although with a slightly smaller margin of exactness. 
In general, the amplitudes of the autocorrelation functions for 
these two distributions of span length decrease rather rapidly. This 
property is shown in Figure 65 by the straight lines—indicating 
relative optima—entering the shaded p(x) < 0.05 region. It follows 
from the graph that for a higher coefficient of variation the oscilla­
tions damp out faster. In none of the considered situations, however, 
ABSOLUTE MAXIMUM 
Figure 65. The Amplitudes of the Oscillations of the Autocorrelation Functions for 
U = Constant and V Distributed Exponentially, Uniformly, and Normally. 
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does the autocorrelation function drop below the above-mentioned 
significance level after more than 1.5 periods. The fact that the 
magnitudes of the optima lie on a straight line provides a possibility 
to extrapolate those values for autocorrelation functions of processes 
with different coefficients of variation. For the range of CV from 0.5 
to 1.0 in the constant-exponential case and from 0.25 to 0.5 in the 
constant-uniform case the straight line assumption seems to be suffi­
ciently correct. No knowledge, however, can be assumed whether or not 
this trend prevails for smaller values of CV. In fact, inspection of 
Graphs 39 through 46, pertaining to the case where the U's are constant 
and the V s are distributed normally, gives a somewhat different 
impression. The coefficients of variation in this case were CV = 1, 
0.5, then three times each CV = 0.1 and CV = 0.05. However, the simul­
taneous occurrence of the same coefficient of variation in this case 
does not indicate that the parameter sets are again linked by a clear 
relation as it was previously observable. The parameter combination 
yielding the same value of CV were not related at all and the resulting 
autocorrelation functions had three different optimal magnitudes. 
Figure 65 includes these values for comparison purposes. 
The Periods of p(x) 
In both the constant-exponential and the constant-uniform case 
the autocorrelation function does not oscillate with a clearly defined 
and regular period. In the former case an approximation can be given by 
the relation 
T = u(1.6 + T l r ) (6.2) p 10A 
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for the period between two consecutive maxima. It is to be noted that 
the absolute minimum always occurs at a value of T = u. 
In the constant-uniform case the period between two consecutive 
maxima is roughly equal 
T = (0.4 + T ) U , (6.3) 
P 
a value which is found to be between the mean cycle length and twice the 
mean cycle length. In this case, too, it is to be noted that the abso­
lute minimum always occurs at an abscissa value of T = u. In general, 
the autocorrelation functions for the zero and uniform densities are 
rather irregular functions. The oscillations are not symmetric about a 
vertical axis through an optimum. This property is easily discernible 
by inspection of Figures 21 through 38. In the case with zero and 
normal densities for values of CV < 0.1 the oscillations of the auto­
correlation functions are very pronounced, they are symmetric throughout 
and attain a period between two consecutive maxima which is exactly 
equal the mean cycle length 
T = u + y . (6.4) 
P 
The property that the period of the autocorrelation function is equal to 
the mean cycle length is approached in the exponential-normal case for 
coefficients of variation below 0.25 (Figures 55 and 56) and is repeated 
in the case of normal densities for coefficients of variation less than 
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0.26 (Figures 59 through 64). It is to be mentioned at this point that 
the lowest CV attained in Case I was CV = 0.5, and CV = 0.29 in Case II. 
In both cases the choice of parameter combination did not yield coeffi­
cients of variation low enough to permit the conclusion that the above 
property of "period equal mean cycle length" holds also in these cases. 
There is a strong likelihood for such a conclusion to be reasonable, 
however. It is mainly supported by the fact that in the constant-uniform 
case the autocorrelation functions of the process with the lowest coeffi­
cient of variation (CV = 0.289) are close to satisfy the property 
(Figures 21 to 23). 
With regard to the period of oscillation the following property 
can be formulated: 
The autocorrelation functions associated with processes with 
normal, exponential, uniform or constant distribution of span 
length (or any combination thereof) oscillate with periods 
between two consecutive maxima equal the mean cycle length of 
the process, provided the coefficient of variation does not 
exceed CV < 0.25. 
This formulation clearly is a consequence of experimental results and 
lacks a rigorous mathematical proof. It is given as an experimental 
guideline, which, for instance, would let it appear permissible to apply 
its contents to other case distributions. 
The Damping of p(x) 
It has been pointed out before that the rapidity with which the 
amplitudes of the autocorrelation functions decrease seems to depend on 
the coefficient of variation. The higher the value of CV the fewer 
oscillations it takes for the amplitudes to fall below |p(T)|<0.05. In 
the case with normal densities for both U and V the autocorrelation 
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functions for values of CV > 0.2 damped out after less than three full 
periods (Figure 66). The amplitudes of the autocorrelation function for 
CV = 0.09 did not decrease below |p(i)| = 0.05 within the five observed 
periods but showed the tendency to reach this limit within a few oscil­
lations . In the exponential-normal case the lowest attained coefficient 
of variation was CV = 0.1414. The graphs in Figures 47 through 56 
revealed that the autocorrelation functions for all considered param­
eter combinations did damp out after a finite number of periods. 
Figure 66 shows the number of oscillations performed before falling 
below the |p(i)| = 0.05 limit in dependence on the coefficients of 
variation. The changing slopes of the two plots seem to indicate the 
absence of a persistent narrow trend. The general trend, however, is 
maintained and it appears certain that an increasing coefficient of 
variation accelerates the damping of the oscillations. 
This conclusion may appear rather vague and it definitely lacks 
a rigorous mathematical foundation. In order to obtain the latter, 
attempts should be made to derive envelopes to the autocorrelation 
functions. Those envelopes would contain the optimal points of each 
oscillation and would limit the function towards higher and lower values 
of P ( T ) . The spectral density functions seems to be the basis for the 
derivation of the envelopes which are most likely exponential or 
reciprocal functions. It is recommended to emphasize this problem since 
the envelope function constitutes the damping factor. Knowledge about 
the envelopes would determine the amplitudes of the autocorrelation 
function and their behavior with respect to damping. For small 
NUMBERr 
O P 1 
PERIOOST 
Figure 66. Number of Completed Periods of Autocorrelation Function Before Amplitude Falls 
Below Significance Level (p(x) <_0.05). 
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coefficients of variation the period can accurately be calculated and it 
is known that the autocorrelation functions are symmetric about verti­
cals through the optima. With the above information on hand it would 
be possible to determine an infinite number of autocorrelation functions 
for processes with certain span lengths distributions. 
Some natural extensions of this research are to be recommended. 
At first it has to be acknowledged that there exist real world systems 
which are described by a zero-one process with distributions of span 
lengths different from those with which this study was concerned. For 
instance, a gamma distribution may be an accurate representation, that 
is, let 
f o ( u J = rl^Y ( x o u ) e ' u ^ 0 ' 
= 0, elsewhere, 
and 
f l ( v ) = r T T T ( A 1 V ) e 1 , v > 0 (6.5) 
= 0, elsewhere, 
where r^ and r^ are integers and greater than zero (r > 0). The means 
and variances are given by 
r r 
E(U) = y n = , E(V) = y, = , (6.6) 
0 A Q 1 Al 
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r r 
Var(U) = a 2 = — , Var(V) = a2 = — . 
0 , 9 1 , 9 
(6.7) 
A 2 A 2 
A o A i 
The characteristic functions are derived on the basis of expression 
(3.5), that is, 





 ( r o - 1 ) - ( x - j U ) u . 
Successive integration-by-part, (r-l) times, yields 
(u>) = (l - j f-)"r° . (6.8) 
c r ' ^ J A 
Likewise 
fl).(iu) = ( l - ] f ) ^ . (6.9) 
1 1 
Applying (6.6), (6.8) and (6.9) to (3.1) the spectral density function 
for this case is found to 
(6.10) 
ct ^ 2 V l 1 - a0 al - a 0 ( 1 - a l ) C O S r0 60 " a i ( 1 - a 0 ) C O S rl 6l o(.k) ) - • —— 
" ^ V i ^ i V 1 - 2 a o a i " ^ V o ^ i V + a o a i 
147 
with 
1 + 21 




I = arc tan — 
0 A 
I = arc tan — 
1 A. 
On the basis of (6.10) autocorrelation functions can be determined fol­
lowing the procedure outlined in Chapters IV and V. 
There are other distributions which accurately enough represent 
real world situation and which can therefore be considered in this con­
text. The Weibull distribution, for instance, has a wide applicability 
to a variety of problems which are not necessarily confined to engineer-
20 
ing or any particular subject. It has the density function 
x-e^k 
f(x) = 
£ - e S 3 
- t e ) ' X - £ ^ i k - l v £ - £ ' 
e X > £ , (6.11) 
= 0 X < £ , 
where £ and k are real valued parameters with £ > £ and k > 1. For this 
particular application £ would certainly be chosen as £ = 0. The diffi­
culties associated with this case start already at the point where the 
characteristic function is to be determined. 
20. Parzen, E., Stochastic Processes, p. 169. 
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There is a second natural extension to this study: It is imagi­
nable that each occurrence of the activity is characterized by a set of 
parameters different from the previous one or by an altogether different 
distribution. In this case a process is created (Figure 67), in which 
the activity occurs for the first time with span length equal to a random 
1 H 
Vl 
1 I 1 
time 
Figure 67. A Different Sample Function of a Zero-One Process 
variable V^, it occurs for the second time with span length equal to a 
random variable with V i V , and so forth. If the same property 
holds for the activity being in state 0, that is i i- then 
the procedure starts with two sums of random variables rather than with 
two single random variables as before. The sums are 
S0n = Ul + U2 + U3 + + V ( 5 - 1 2 ) 
Sln = Vl + V2 + V3 + + Vn- ( 6 - 1 3 ) 
Rather than attempting to find the probability law of and to deter­
mine the characteristic function from there, it is to be preferred to 
proceed the opposite way. It is 
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jcoS ju)[U1+U9+U.+ ---+U ] 
>Q(co) = E(e ° n) = E(e 1 1 6 n ) , (6.14) 
jcoU jcoU jcoU 
= E(e ) • E(e Z ) ... E(e n ) , 
= <{>0 (co) • <b (co) ... <fi (co) . 
1 2 n 
Hence, the characteristic function of the sum of independent random 
variables is equal to the product of the characteristic functions of 
each of the random variables separately. 
This property facilitates the task of determining the character­
istic function. The expression for the spectral density function (3.1) 






21. Hines, W. W. , Ph.D. Dissertation. 
22. Ibid., pp. 118, 120. 
It was indicated earlier that a brief comparison would be con-
21 
ducted between the findings of W. W. Hines and the results of this 
study. For the case where both the U's and the V's are normally 
distributed two sets of parameters were singled out. Figure 68 repre­
sents the case where U - N(10,6) and V - N(10,6) and Figure 69 depicts 
the combination U - N(20,i+) and V - N(4,l). The correlogram from simu-
22 
lation for both cases was taken from Hines' results. Figures 68 and 
69 show that both methods, simulation and spectral analysis, lead to 
about the same result. The differences are marginal. The method of 
spectral analysis, however, provides more precise values for the various 
optima of the initial oscillations. Since these two comparisons did not 
show any differences and since Hines did not change his method of attack, 
it can readily be assumed that an equally high degree of correspondence 
will be factual for all 18 correlograms from simulation. Thus, the 
results of this study and Hines' findings supplement each other 
favorably. 
There is, however, a vital difference between the methods 
employed. Whereas for the simulation experiments each autocorrelation 
function required 109 minutes to be determined, the respective figure 
for the method of spectral analysis was 6-10 minutes. 
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Figure 68. Comparison of Autocorrelation Functions Determined Through 
Simulation and Through Spectral Analysis for U - N(lO, 6) 
and V * N(10, 6) . 
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Figure 69. Comparison of Autocorrelation Functions Determined Through 
Simulation and Through Spectral Analysis for U - N(20, k) 
and V = N(4, l). 
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Table 14. Numerical Values of Autocovariance and Autocorrelation 
Function Obtained Through Spectral Analysis 
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APPENDIX B 
This appendix contains the plots of the various spectral density 
functions obtained as output of an algol program. The program utilized 
is reproduced in Table 15. It consists of two parts, the actual plot 
routine and the part taking account of the particular spectrum involved. 
The former has been created by Richard Rosenbaum of the Rich Electronic 
Computer Center, Georgia Institute of Technology. As for Table 15, the 
latter pertains to the constant-normal case of span length distributions 
This latter part was subject to change and had to be reformulated for 
each of the five considered cases. 
The plots of the spectral density functions appear in Figures 70 
through 99. There are two functions on each print distinguished by 
characters A and B. The respective parameter combinations pertaining to 
each of the curves are printed in the upper right-hand corner of each 
graph. The output is based on an XY-coordinate system. The X-axis, the 
abscissa, is the co-axis in this context, whereas the Y-axis as ordinate 
stands for the spectral density function S(co). 
The plots serve as supporting evidence for the findings in 
Chapter IV. In the context of the material presented there, the graphs 
are widely self-explanatory. Consideration, however, has to be given to 
the fact that apparent discontinuities of the function S(co) in the 
graphical form are explainable as round-off errors associated with the 
plotted numerical values of S(co). 
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Table 15. Algol Program: Plotting of the Spectral Density Functions. 
M R C S C * mm > " 
H * L SIG » 
T T L R J M THPIH C^,TN) t -- — 
TILE OUT IHPOUT 1*{?,1S) I 
RU*MN-HR»N RX>.»SYTTTIM DENSITY »<WI ROW 
PARH1 1/<»3."P«RSMETERM".X3» I'II • •.LL»M>"NU » 'LLL)»>L 
•SIGHA • "»FA.P. "[«)")» 
-P*RW? xtm.'v%*tMvrt*ST*i'rti*\) • «. M*S-R»»tt • - > I ? > X V — 
•SIGH« • ",FA , ? . "TB)")I 
RFAL PROCFDURE SFW) I 
RR»L WI 
RR-»«O THEN S.RTFSI N» t>»>U«R»WTTR.WN*R>T" -FRTF — 
S K C P ' O - E X P R - T SIS.?) ))XTL-COS(«*U)))/(TMU.U)« 
,ifrtY*r T-F >«RXP(- FF ».?)»( I I M I Y . >)KCOS(HRTW»T» ^> 
»CTXP(-(N.?)X(SIS»?)))))) I 
BOOLEAN PRGRTLP) 
SAVF R U R PLOTSTS NISX SERIAL T J N N O O O I FJ.JO.SAVE 2>»I 
**OTEPP*T PLPTTTRTFIINC UXHIHTXHA X .TTTWT Tttttrt 
VALUE C H A R H 
FILF •OAT-RRTR>7-*T^WR-T»R«M BOOLEAN PTRRRRR 
REAL PROCEDURE FUNCT I 
REAL X H I N T X M X . Y H L N < T H « ) U » | N C H 
BFGTN 




-*THT X A X T V - H M A SCALT FACTO* OF-TD T O THT»rt». F / 
"Y AXTS")J 
IT PREFILE THEM RESIN « 
RE»0RPLBI!>TS</.TMMTMAH»IH!R<«MAUN|)AFA<IOH>H 
XINC*ARS(XM«X-XMIN)/{NNATA-L>L END ELSE 
ND « T«".TTTMRX A X»**TNT7TT<rc M » 
N S 9 H H 0 I NVL* 11t NSBV.10)« 
N M - . T N U M R - D / I O R 




TEAL E A C H ) * 
FORMAT BUT 
ORDRNITNHH.ARSCISROITNVD.X.YROINOATAJ I 
TSTXRITTUI » - -
I.J.JU1.T1.JL.KII 
F0 ("THE POINT FX.Y) • (".^FLNLS.") IS OUT OF RANGE"/) I 
REAL TE*X,TTWT 
LARFL IEND1I* 
T * 1 ) X T * * H T N H 
WHILE XI<XM»X NO BEGIN I 
- R R N I J»R UWCTR K 1 > I X L L U M H 
XL.XLXINCI T H . L L ENOII 
TF P U R M R THEN BTGTN 
FOR T»LL STRP 1 UNTIL T NHL 00 
RTAO RPXTTTSTS.70.TB«FIEF T.'TJT REWTNTF FFTOTSYS) T W T L S T BTG1N 
FOR I » N STEP 1 UNTIL TNHL 00 
FILL LMAIIEII>»; WI YH • "T» "T" T ~ 
TYMLN.IQP.AU I TY"AX.MIIP.AOH 
FOR I.L STEP 1 UNTIL NOATA 00 BFRIN I 
TF TY*MT>-YTTI TTTFH T Y H L H T Y T T W 
IF TYM»X <Y I T 1 THEN TYHFCX.YC! ILL 
EN1»> 
IF YMAX>TYH«X THEN YHAX.T»M*XH 
TP YMIN^TYHTN THEN VHIN.TTMTNH 
IF R(YMAX-YMLN) HON TNVL1 MOD O^OLTO.I THEN 
- 0 0 YHAX.YMTX.CIOT W W : -TTTH«*»YWT1»)"H00 T N V H HOH 8.0T<0ITI 
IF YHIN<-99;»» OR YH»X>99.»» THFN REOIN 
-IT- ABSF YMLNI.RBSTTIRAT) THEN R YHAX.ABS 1 YHTN ) ELSF T YMA X.ARS( YMAX ) ) W.P>-
DO M.H.I UNTIL F TYMAX.TYMAX/10)S»».99J 
£NOI« 
IF XHIN<«99.9» OR XM«X>99.99 THEN REOIN 
IF A9S(XHTN5>ABSRXM*XT THEN TYHTH-ABSCXHTNT TLSE TYMAX.ABSFKNAXM N.OL" 





tt V5T PTETTLE THEN I — 
BERIN 
-JUT.--NMR-N-RV *+ TR -NTM. HON-^-»N-THEN JUI.JUITH 
FILL ISIXR.L MITH " " . " I " . " I " . " I • « 
" I " . " I " . " I " I 
1 STEP I UNTTL TNHL 00 
1 STEP NSRV UNTIL TNVL>1 00 I 
IHAARFI.IJ DI» T U N » N I X R R J NBO » ) » — r -
IF I HOO NSRH • 0 THFN 
UNTIL FJ • J*I) 
ENO 
too t 
COHHENT THE ARSPIS" AND "ORD" VECTORS ARR FILLED «ITH UNIFORMLY TNC*R*SLN<r INCREMENTS OF X AND Y FORM ONT-TTHTT"TFT THE 
OTHER ELS! ABSCISROL » YMIN . OROTOL • XMJN . I 
C»CH>ABSK YHAX-YHLNII/TNVLU 
JU1 • TNVL-1 I 
ROR J . T STEP T T M R R L I W T * O 
ABSCISFJ) . J«EACH * YHIN I 




TFHX AND TENT IRT THE COORDIN«TES OF THE POINT CTT»»TTTTTT 
BEINO TESTED FOR PL0TTIN6 INTO THE IHASE MATRIX , I 
RE"X * T R N — R T P R F T I R N — I — R R RRTHT . N S C R T S R O U TNR 
FABSCISRTNVLL < TEHX) OR (TEHY > OROITNHLJ) OR (ORBIOJ > 
BERIN 
T F Y I L MEN 
»»TTR RRRTRI<FFL»TFHX,TTHTI ->—so ro IENDI 
M I U M R I M U * I ) • IFMXI THI.N ;I T N » I — I 
.11 * -1 I 00 JL • J1.1 UNTIL (ORDTJIL i TEHY ANO TEHY 
O«OR.IT*TTI— i tt ABSTOHORJRR - TEMY) > A H ( T E H Y 
- 0 R N U I . I L ) THEN JI • JI.T > 
CAIT HI OP URDTH t 
TEM<»TRMXTCHARM?L>?LA1)L 
TEMX»TEHXFREW»RRT-»T»?T 8 MX 
TEMX»TEMXTCHARR2*L«?L6]II 
TCMX.TEHXTCHNRI SOI»?TLT JM— 
TEHX.TFHX(CHARR}6L«?T6)LL 
T T X X . T R M « T C H I R K T I < ? I < M — 
ENDLI 
TENNLI ENN 
T MAUFT J1 I M * TEHX 
UN I I NDAIA IL FI » III) 
IF NOT PREFTLE THEN KEBIN I 
ROIR 1.0 STEP 1 U N T U NWT»ROT) T 
IHANE[0.I).ARSCISI1>NSRV)II 
T*AFFTTL .0 J.ONOTOTTLT 
FDR I.NSRH STEP NJBH UNTIL TNHL 00 I 
IMAR.TI U N U U K B I H I T N N N 
IF PRINT THEN RE8IN I 
**TTE T R N N R P « E R I T ) 
WRITE (FFLE1.FMTHN,M,N)L 
WRITE (RTLTRIRHTL»NVT»T»T8*-T»O RRRP 
TLMA5EC0,IL.NSRV"&L)II 
1 UNTIL-HVT-1 W 
POP L.| <TRP 1 UNTIL TNHL' OB I 
IF IMASE(I,N).» « THEN WRITE (FILE1.FNT1. 
FOR J.N «TE» T *J**TTL IO 0 0 THA4FFI»JJ) ELSE * 
WRITE (FILF1.FMT?.FOR J»0 STFP 1 UNTIL 19 00 IMASERI.J))11 
END ELSE BEGIN 
IF HOT PRITTLE 
WRLTEFPLOTSYS.FMT»,YMIN.YMAX.XHIN.XMAX.NOATA.N»M>) I 
WRLIE (PLOTSTS.IJO. IMAUU ) ) t NU LLST >P«RF( PLOTSYS, R )) I 
FOR 1.1 5TEP 1 ULTIL TNHL 00 WRITE FPLOTSYS.70.IMAOETI. 
RENT NO TPLOTSYSRT PRFTTLT» RRRUN — 
END I * 
E U D H — " 
E N D U 
* 1 I 
U » 0 I SIG » 1 I 
WRITE ( RHPOTJTF PAGET) T 
WRITE (IMPOUT.HEAO) I 
WRITE ( LMPOUT»PARHNU»HU»SLFT) ' 
PLOTTFR (S.0.JN.N.1.1»0»IMP0UT#"A",FAL8E) ' 
. S » -
» S I SIG » 1 I 
WHITE TLMP0UT.PARMI>»U.»U.S16T-»-
PLOTTER (S.O.PO.N. 1 .1 .0. IHPOUT. "R», TRLIR ) I 
» S I 
U » 10 I SIG . U S I 
WRLT> N W P B U I F P A B U ) I 
PLOTTER (S.0.?O.N.1«).S.0.TMP0UT."A".FALSE) I 
PLOTTER (S.0.J0.0.1»J.S.O.TMPOUT, 
T F 
t t SIG • o'.y I 
tfnrt FIMP0UTT?A6T» » 
WRITE (IMPOUT.HFAO) I 
WHITE I IWP0UTLPARMHU»MU»SL8> < 
PLOTTER (S.0.JO.0.1.J.S.O.TMPOUT."*".FALSE) I 
U * ifl I SIG » I.PS I 
PLOTTFR FS.O.JO.0.I.J.SFO.THP0UT."B"#TRUE) » 
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Figure 70. Spectral Density Function S(w) [Y-Axis] over oj[X~Axis] for 
U = Constant and V - EXP(X). 
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Figure 7 1 . Spectral Density Function S(tu) [Y-Axis] over ̂ CX-Axis] for 
U = Constant and V - EXP(x). 
Figure 72 . Spectral Density Function S(w) [Y-Axis] over to[X-Axis] for 
U = Constant and V - EXP(X). 
Figure 7 3 . Spectral Density Function S(co) [Y-Axis] over u)[X-Axis] for 
U = Constant and V - EXP(X). 
i 6 i 
Figure 74. Spectral Density Function S(cu) [Y-Axis] over cu[X-Axis] for 
U = Constant and V ^ E X P ( x ) . 
Figure 75. Spectral Density Function S(co) [Y-Axis] over oi[X-Axis] for 
U = Constant and V = EXP(A). 
Figure 76. Spectral Density Function S(co) [Y-Axis] over coCX-Axis] for 
U = Constant and V - EXP(X). 
Figure T T . Spectral Density Function S(a>) [Y-Axis] over toCX-Axis] for 
U = Constant and V - EXP(A). H 
ON 
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Figure 78. Spectral Density Function S(co) [Y-Axis] over co[X-Axis] for 
U = Constant and V - U(t). 
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Figure 7 9 . Spectral Density Function S(to) [Y-Axis] over o>[X-Axis] for 
U = Constant and V - U(t). 
167 
Figure 80. Spectral Density Function S(u)) [Y-Axis] over a)[X-Axis] for 
U = Constant and V * U(t). 
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Figure 8 l . Spectral Density Function S(OJ) [Y-Axis] over a)[X<-Axis] for 
U = Constant and V = U(t). 
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THE Y AXIS HAS A SCALE FACTOR Of IO TO THE 0 
_1H£JL*XIS_M5 _». SCAL£.-jrAf.in3-Q*:_l!) tD TJt D 




Figure 82. Spectral Density Function S(co) [Y-Axis] over co[X-Axis] for 
U = Constant and V - U(t). 
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THE Y AXIS HAS A SCALE FACTTR OF 10 TO THF 0 
TJIEJLAXLS HAS A SCALE FACTO" 0F._1Q TO THF 0 
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Figure 83. Spectral Density Function S(co) [Y-Axis] over to[X-Axis] for 
U = Constant and V - U(t). 
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T H E T A X I S H A S A S C A L E F A C T n R O F 1 0 T O T H E 0 T H E X A X I S H A S A S C A L E E A C T f l R O r 1 0 T O T H f 0 PARAMETERSl U • 1 T « 6 t«l 
parameters; ii i i t s i_? r._nJ 
0 , 0 0 0 , 0 0 r A X I S 0 , 4 6 0 , 5 6 0 . 6 5 0 . 7 4 0 , 8 3 0 . 9 3 
Figure 8k. Spectral Density Function S(oa) [Y-Axis] over oo[X-Axis] for 
U = Constant and V - U(t). 
T H E : Y A X I S H A S A S C A L E : F A C T O R O F 1 0 T n T H F O 
T H E J A X I S H A S A S C A L E F A C T O R O F 1 0 T n T H E 1 
PARAMETERS I U * 3 T » 18 [& 1 PARAMETERS I u = * T » ?a rpi 
Figure 85. Spectral Density Function S(oi) [Y-Axis] over w[X-Axis] for 
U = Constant and V = U(t). 
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Figure 86. Spectral Density Function S(co) [Y-Axis] over o)[X-Axis] for 
U = Constant and V - U(t). 
Figure 87. Spectral Density Function S(oo) [Y-Axis] over oo[X-Axis] for 
U = Constant and V - N(u, a ). 
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Figure 88. Spectral Density Function S(o>) [Y-Axis] over cu[X-Axis] for 
2 
U = Constant and V - N(y, a ). 
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Figure 8 9 . Spectral Density Function S(to) [Y-Axis] over 
2 
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Figure 90. Spectral Density Function S(oo) [Y-Axis] over to[X-Axis] for 
2 
U = Constant and V = N(y, a ) . 
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Figure 91* Spectral Density Function S(tu) [Y-Axis] over ui[X-Axis] 
U * EXP (A) and V = N(y,a2). 
for 
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Figure 92. Spectral Density Function S(co) [Y-Axis] over tu[X-Axis] for 
U * EXP (A) and V * N(u,a2). 
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Figure 93. Spectral Density Function S(OJ) [Y-Axis] over w[X-Axis] for 
U - EXP (A) and V - N(y,a2). 
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Figure 94. Spectral Density Function S(a>) [Y-Axis] over to[X-Axis] for 
U - EXP (X) and V - N(u,a2). 
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Figure 95 • Spectral Density Function S(w) [Y-Axis] over w[X-Axis] for 
U - EXP (A) and V - N(y,a2). 
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Figure 96. Spectral Density Function S(o>) [Y-Axis] over co[X-Axis] for 
U - N(u Q,o 2) and V - N ^ ^ o 2 ) . 
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Figure 97. Spectral Density Function S(io) [Y-Axis] over o)[X-Axis] for 
U - N(u0,a2) and V - NCv^a^). 
1 8 3 
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Figure 98. Spectral Density Function S(to) [Y-Axis] over w [ X - A x i s ] f o 
U - N(y0,cj2) and V - l ^ y ^ 2 ) . 
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Figure 99 • Spectral Density Function S(u>) [Y-Axis] over io[X-Axis] for 
U - N(y n,a 2) and V - N(y, ,of). 0' 0 1' 1 
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APPENDIX C 
This Appendix accumulates the computer output of the numerical 
values of autocovariances and autocorrelation functions. The graphs in 
Figures 5 through 64 were plotted on the basis of these results. 
It is to be observed that the error magnitude of p(x) was fixed 
to 0.004 or less and that numerical values can be affected by this error 
to a differing degree. This is of particular importance in those cases 
where the absolute value of the autocorrelation function falls below 
|p(x)| < 0.004. No conclusions can be drawn about periods and ampli­
tudes at that stage, it is not even to be derived from the output 
whether the autocorrelation function is positive or negative at any 
particular instance. 
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Table 16. Algol Program: Calculation of Autocovariance and Auto­
correlation Function for the Case of Normal Distributions 
of Span Lengths. 
INTEGER ULO.MUO.MUL I 
REAL SI6".S>"»P»S101,5?01,S30I .SO01,SNOL.R01.SIO2»S202.S302,SN02.R02»R0. 
T AU»SH»"S7TITTL7T«IT»RT*UIFUL»M,P), SI RSS.S3»SN.RT»US» RT4U.CDR. SI GI X 
FILE I" IHPIH (2,10) > 
FILE OUT IMPOUT 16(2.15) ) 
FORMAT HEAD (X3,"AUTOCOVARIANCE R(TAU) AND AUTOCORRELATION FUNCTION RHQFL 
> N S ( ^ X » > V ( I - F X P ( - { H . ? » S L G 1 . 2 ) ) ) )-(EXP(-(".2/2)XSTG1.2)X 
CNS(HUL«N)» ( 1 -EXP(-(»*2XSIGQ.2))))))/(3.1«L ft "(HUQ.MUL ) «( W . 2 ) » 
M-(G»EXP(-((W*G/2)«(SIS0.?.SI01*G)))»CNS(»R«(MU0.HUL))). 
FXPT-<H*?X(SLG0*2+SI01*?>))))) I 
T A U ) " . / , X Y " F Q R U»N(HUO,SIGQ) AND Y.N ( MU1 » SI S1 )",X5. "[ERROR j 0. 00 »J" )_. »ARAHETERSI",X3.«HU(0] • ».12,X3,»SIGHA[0] 
•HUI11 » •» IP.X3,"SK.H» [ 1 1 • ",F3.1) 
RFSH (//.XIL,"TAU"»X5,"R(FAU)",X9,«RH0(TAU)" 
WFSULTS1 (/>X10,» 0.0«>XA»E9.3>X7.»1.000P»00")» 
RFSULTS2 (X10.F5,1,X«.E9,3,X7,E9.3) I 
S30? » P ) 
J M ? ^ (S3Q?»S?07.MO?*S301) I 
RO? » (0.1«SN0?/3) I 
• (R01.R0?) ) 
FOR TAU.T 6. 1«(M(J0.MU1 ) ) STEP F ft. 1«I MU6*M J | 5 ) UNTIL C 5. 5«C C HU0*MU | J J 
PROCEOURF TTMTNG (MCGOUT) t X G T V E S T A R T O U S TTMTS (5 EE F6RHAT). 
FILE HCGJMJT ) J MCGOUT IS THE OUTP U_T_ F TLE ID. 
' G I B S O N . 
• Y / 7 T 7 N » ".F10.T.~» SEC5." 
"WOT TIME • ',FI7,5,» SF'5.»,/, WCH«RGES • I">F6,7) ) 
T(61 * TIME (?) / «N I 
T J M * T I M E _ ( J W 60 I 
TI2V • T I M • TILT T " 
COS T_^ (( 1 40/« 0 )» CT IM E(2)/3600)W(L«Q/6 0)X((TTME(3)/3600)/3) 
NRLTE(MCGRRUT.'TMPR.TT(N.FT!3,TI2R,CNST') 1 ' " 
ENO OF TIMING ) 
MU0.20I »U1» «L SIGO.G.OJI TLGL.1.01 
WRITF ( IMPDUT.HEAO) ^ 
HRIT F (IMP OUT, PARAM»MUO.SJGO.MU1, SIGI) I 
S * R. ) 
N • N.01 » 
MHILF N<? OP 
P F C K 
P*F(?»(1"EXP(-(N»G)«[SIG0.?.SIGL.?))-(EXP(-(H.?/2)»SIG0.G)« 
TFTSFMTJTTXWTXT. 1 -E XPr-TTI*7>FSTBTT2)TTS^TFXPT- L « ^ « ) » S T n i r ) 1 
R0S(HULXW)X<L-FX'(-(M»G»SK.0»2))))))/(5.1*LFT»(HU0»MVN )X(*«2)» 
1 N»I>/2)KI 51KO*^ + ?LF,L*?)))XC0!ITNY(MUU*LLUI ) ) ) * 
.?»(SIG0»?*SIG1»?)))))) I 
5* ( ? I ? N • _ " 
W. (N.0.0?) ) 
P*( ( ?X( 1 - EXP ( - (W » ? ) X(SIG0»2*SIG1»?> WEXP(-CN»2/2)XSTG5*7T* 
C0S(HU 0 X H)X(1-EXP(-(H.GXSIG!*?))))•(EXP(-(N.2/2)XSIGI»2)X 
CIJSTHTJTVWTX (. I-FVP(-(N.2XSIG0*2))>) )T/ (3,I*16X(MU0*HUL ) X{ W*2~TX 
FL-(GXE>P(-( (W»2/2)X(SIG0.?»SLR.L«?) ))XCNS(HX(MUQ*MUL ) ) ) • 
FXP(-(N.?X(SIGO.?.SIGL.?)))))> I 
S*(S*P) ' _ 
N.FN.0.0?) I 
ENO I 
S ? H U ( ? X S ) I 
I 
P*F <?X( I-FXP'-'M»2>X(5I6N*?.STRI*?J W E X » ' - L H * 2 / ? ) X 5 I B O " ? J K 
FNS(HU0XH)X(L-EXP(-(N.2XSIGL»?))))-(EXP(-(N.2/2)XSIG1«?)X 





SN(M»(SOOL*SINI*S?0|»S301 ) I 
R O U F 0.61X5N61/35 I 
ULO . (ENTIER(500/( 3. 1 «16X(MU0*MU1 ) ) ) ) I 
NHILR M<UL0 DO 
BEGIN 
P.( (2«(T-EXP(-(N*2)K(SL6B»2.SIR!*2J> (FXP (-OF*27T5V5 JG0»G5X 
MS(MU0XW)X(L-FXP(-(M.GXSIF.1.2))))-(EXP(-(H.2/2)XSIGL«G)X 






S102 . ( < « R N 
S . N I 
H . 0.01 I" 
MHTI E N < ? 
(L-EXP(-(N»?)X(SLG0»2.SLGL»G))-(EXP(-(H.G/2)XSLG0.2)X 
F QS(MUOXH)X(L-EXP(.(H.?XSIF.L •?) ) ) ) .(EXP(-(H12/G )XS101 .2 ) X 
ROS(MUI XH)X(I-FXP(-(M.2XSIG0»2))))))/(3.1AI6X(MU0*HU1)X(M»2)« 
( F L ? X E X P ( V ( N.?/2 )X(SIG0.?»!IIGL*2)))XCNS(M»(HU0.HU|) ) ) • 
RXP(-("»?X( SIGO.?*SK.L •?) JL)) ) ) ) 
S . (S.PI) ) 
(*»0,ft?) > 
2 00 
R E R. IN 
PL*((2XC0S(NXTAU)X 
~TR IEIN'?-NR^YX7YTGTI*?*5RF,L777T^TELFPT"TL(.7/?TXSTG0*?)X \\ 
F N'!(HU0XH)X(L-EXP(-(H.2XSIGL.?))))-(EXP(-(".?/2)XSLGL.?)X T? 
FOS ( W I W T « ( I-FXT(^(¥*TX"ST^^^TTTTY^7^17T*T6X"(TJUJJ*LFUJ 7X (IR.JTX »3 
(1-(?XEXP(-((W.?/?)X(SIGO.?.SIG1»2)))XCOS(WX(MU0*MU1)>>. «« 
FXP(-T«»2X(SIGD»?TSIGL*2)))>)) ) 
^ . (S*P1) I 
X » (M.0.0?) I 
FNN ) 
S?1 . (?XS) I 
M . ? < 
PI K(2XCOS(NXTAULX 
(L-FXP(-(N»?LX(SIG0»2*SIGI.2))-(EXP(-(H.?/2)XSIG0»2)X 
R N"S (HUO»8 >X (I-TXP( -(T«TKSRSL *7~) ) ) )•( EXPF ITTT.2/7)»5TG 1 X 
CNS(HULXH)X(L-FXP(-(H»2XSIGN.2))))))/(3.1«L>X(MUN.HUL)X(M 
, 1. ( ?XE X P (- ((W»?/?)X(S I GO* ? .S I Ni 1 * ?) >) X ENS F N «R MTO.TUI S N • 
F»P(-(W.2X(SIG0«?*SLG1«2)))))) ) 
S31 • P I 
SN1 * (S001 *S1 1 .521 .531 ) ) 
PT«J1» (O.OFXSNI/3) I 
UL • ( 5 00/( 3•1 A16X(MUO + HU 1 ) ) ) | 
IF T«U^< F6 THEN HTRJTTRO/TFGXTYOTI^FLSE H*RJ.T»R6"/R?XTTU51 I 








RXP(-(M»?»(STG0»?*5LG! «2) 1 ) ) ) ) T 
S * (S.P1 ) I 
« » («•(?««)) I 
FNN I 
• U « S ! ) 
_0_J_ 
(?*(?XH>) I 




F NS(HU0XW)X( L-EXPC(W»?X5IGL.P) ) ) )-(EXP(-(N»2/2)XSIGL*2)X 
F RJS( MU1 XH )X( 1 - EXP (-(N"»2X"SI 00*2")I") ))))/(3.LA|6X(HU0*HU1)X(N,2)» 
(L-(2XEXP(-((H»2/2)X(SIGO»?*SIGL»2)))XC0S(MX(HU0*MUL)))* 
FXPT -TRRTXT STGTTF J.SIG I «2 ) ) ) ) ) ) > 
^ • (S*P1) I 
H * TUTFJXH)) R 
ENO I 
S2 (?X5) J 
? < 
XHTLE H<UL NFL * i ( H » 7 7 X T M I 
PL.((2XC05(HXT»U)X _ 
(1 -1X P" (- (H • 21) X (SIGS • I * S I"« 1". 2") ) - ( E X T • F"" • ?/?)"X" FL GO *"2TX 
C0S(HU0XW)»(L-EXP(-(M»?XSIG1.2))))-(EXP(-(M.?/2)XSIG1.2)X 
> ( ( 2 X ( L - R X P ( - ( " * 2 ) X ( S I G 0 * 2 * S I G L » ? ) ) - ( E X P C ( " * ? / S > » 5 L G O » 2 ) X 
" "C"05TMU0XJ(TXTR-F XP(-( N*GXI I GI *'i) ) ) )-( EXP I-< N*?/? ) XS I GT»?N* 
R0S(HULXH)X(L-EXP(-TM*2XS 1GQ.2))))))/(3.1A16 X("UO.HUL)X (I<. ?)« M - ( ? » E I P ( - ( («*?/S5X(SLGU*7 + SISL*2))5XCD5L»LXLMUO.HUL ) ) ) • 




SP02 . (?XS) » 
C0S(MULXK)X(L-EXP(-(H»2XS I 00»2))))))/(3.1«16X(MU0.MUL)X(M.2)» 
F L-(2XEXP(-((W.?/2)X(SIG0.2.SIGL»2N)XCNS(MX(MUO*HUL )_))* 
FXP(-CW.GXFSLGO.?»SIG1 • ? ) ) ) ) ) ) I 
SJ . PI ) _ 
SN * (S3*S?*51*S3I) ) 
PT.U? » (HXSW/3) ) 
* UL 0 I 
P»((?X(L.EXP'-(**2>X(SLG0*2*SJ0!»2>)-(EXP(-(M.2/2)XSIG0*?)» 
RTAU *(RTAU1*RTAU2) > 
CQR . (RTAU/RO) ) 
MRITE ( IMPOUT, RESULTS?, T A U I R T A U . C W ) I 
END . n~r 
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Table 17. Autocovariance and Autocorrelation Function for U = Constant 
and V - EXP(X) and for Indicated Parameters. 
P A R A M E T E R S ! 
L A M " . " i . O O O _ 1 A U _ 
RHOCTAU) 
0 . 0 2 . 4 8 0 0 - 0 1 1 . 0 0 0 0 * 0 0 
0 . 1 2 . 0 6 6 * - 0 l 8 . 3 3 7 0 - 0 1 
0 . 2 1 . 6 2 0 » - 0 1 6 . 5 3 1 0 - 0 1 | 
0 . 3 1 . 2 0 3 0 - 0 1 4 . 6 5 2 0 - 0 1 
o . « 8 . 5 1 2 0 - 0 2 
0 . 5 5 . 3 2 5 0 - 0 2 7 . 1 4 7 0 - 0 1 
0 . 6 2 . 4 4 2 0 - 0 2 9 . 8 4 7 0 - 0 2 
0 . 7 -1 . 7 1 5 0 - 0 3 - 6 . 9 1 5 0 - 0 3 
0 . 8 - 2 . 5 3 3 0 - 0 2 "1 , 0 2 2 0 - 0 1 . 
0 . 9 " 4 . 6 7 2 0 - 0 2 " 1 . 8 6 4 0 - 0 1 
1 . 0 - 6 . 5 0 5 0 - 0 2 - 7 . 6 2 3 0 - 0 1 
1.1 - 3 . 8 3 2 0 - 0 2 -1 . 5 4 5 0 - 0 1 
1 . 2 - 1 . 7 5 3 0 - 0 2 - 7 . 0 7 0 0 - 0 ? 
1 . 3 - 2 . 6 0 0 0 - 0 3 - 1 . 0 4 8 0 - 0 2 
1 . 1 7 . 3 5 3 0 - 0 3 2 . 9 6 5 0 - 0 2 
1 . 5 1 . 3 2 1 0 - 0 2 5 . 3 2 5 0 - 0 2 
1 . 5 5 8 0 - 0 ? 6 . ? 3 ? 0 - O ? 
1 .7 1 . 5 1 6 0 - 0 2 6 . 1 1 3 0 - 0 2 
1 -8 I T ? 3 7 0 - O ? 4 . 9 8 7 0 - 0 ? 
1 . 9 7 . 7 5 3 0 - 0 3 3 . 1 2 7 0 - 0 2 
5 . 0 1 . 5 9 7 0 - 0 * 6 . 4 3 8 0 - 0 3 
2 . 1 " 3 . 4 2 0 0 - 0 3 - 1 . 3 7 9 0 - 0 2 
? . 2 - 5 . 7 0 4 0 - 0 3 - 7 . 1 0 0 0 - 0 ? 
2 . 3 - 6 . 0 4 9 0 - 0 3 - 2 . 4 3 9 0 - 0 2 
7 . 4 - 5 . 2 1 7 0 - 0 . 1 - 7 . 1 0 4 0 - 0 ? 
2 . 5 - 3 . 6 9 6 0 - 0 3 - 1 . 4 9 0 0 - 0 2 
2 . 6 - 1 . 9 5 6 0 - 0 3 - 7 . 8 * 6 0 - 0 3 
2 . 7 - 2 . 8 2 3 0 - 0 4 - 1 . 1 3 8 0 - 0 3 
2 . 8 1 . 0 6 8 0 - 0 3 4 . 3 0 7 0 - 0 3 
2 . 9 1 . 9 3 1 0 - 0 3 7 . 7 8 6 0 - 0 3 
3 . 0 2 . 2 0 0 0 - 0 3 6 . 8 7 1 0 - 0 3 
3 .1 1 . 8 6 8 0 - 0 3 7 . 5 3 4 0 - 0 3 
i 3 . 2 
1 . 2 4 4 0 - 0 3 5 , 0 1 8 0 - 0 3 
3 . 3 5 , 4 4 9 0 - 0 4 7 . 1 9 7 0 - 0 3 
3 . 4 " 3 ^ 8 7 1 0 - 0 5 - 1 , 5 6 1 0 - 0 4 
3 . 5 - 4 . 7 1 5 0 - 0 4 - 1 . 9 0 1 0 - 0 3 
3 . 6 - 6 . 8 4 5 0 - 0 4 - 2 . 7 6 0 0 - 0 3 
3 . 7 - 7 . 3 3 1 0 - 0 4 - 2 . 9 5 6 0 - 0 3 
; 3 . e 
- S . 1 2 8 0 - 0 4 - 2 . 4 7 1 0 - 0 3 
1 
• 4 , 1 4 6 0 - 0 4 - 1 . 6 7 ? 0 - O 3 
P A R A M E T E R S ! U « 2 LAM • 0 . 5 0 0 
TAU R(TAU> R H I H T A U ) 
o . o 
2 . 4 8 0 0 - 0 1 1 . 0 0 0 0 * 0 0 
0 . 2 2 . 0 6 6 0 - 0 1 8 . 3 3 7 0 - 0 1 . 
0 . 4 1 . 6 2 0 0 - 0 1 6 . 5 3 2 0 - 0 1 
0 . 6 1 , 2 0 3 0 - 0 1 4 . 8 5 3 0 - 0 1 I 
0 . 8 8 . 5 1 2 0 - 0 2 3 . 4 3 7 0 - 0 1 
1 .0 5 . 3 2 5 0 - 0 2 7 . 1 4 8 0 - 0 1 
1 . 2 2 . 4 4 2 0 - 0 2 9 . 8 4 8 0 - 0 2 
1 .4 -1 . 7 1 5 0 - 0 3 - 6 . 9 1 6 0 - 0 3 
1 .6 " 2 . 5 3 3 0 - 0 2 - 1 . 0 2 7 0 - 0 1 
1 . 8 " 4 . 6 7 2 0 - 0 2 - -1 , 8 8 4 0 - 0 1 
2 . 0 - 6 . 5 0 5 0 - 0 2 - 7 . 6 2 3 0 - 0 1 
2 . 2 - 3 . . 8 i 2 0 - O 2 _ -1 . 5 4 5 0 - 0 , 1 , . 
2 . 4 - 1 . 7 5 3 0 - 0 2 - 7 . 0 7 1 0 - 0 2 
? , 4 - ? , 6 0 0 0 - 0 1 - 1 . 0 4 8 0 - 0 ? 
2 . 8 7 . 3 5 3 0 - 0 3 7 . 9 6 5 0 - 0 ? 
^ t 0 1 . 3 2 1 0 - 0 ? 5 , 3 7 8 0 - 0 ? 
3 . 2 1 . 5 5 8 0 - 0 2 6 . 7 8 7 0 - 0 2 
3 . 4 1 , 5 1 6 0 - 0 ? 6 , 1 1 3 0 - O ? 
3 . 6 1 . 2 3 7 0 - 0 2 4 . 9 8 7 0 - 0 ? 
1 .B 7 . 7 5 3 0 - 0 1 3 . 1 7 7 0 - 0 ? 
4 . 0 1 . 5 9 7 0 - 0 3 6 . 4 3 8 0 - 0 3 
4 . 2 " 3 . 4 2 0 0 - 0 3 - 1 . 3 7 9 0 - 0 2 
4 . 4 - 5 . 7 0 4 0 - 0 3 - 2 . 3 0 0 0 - 0 2 
4 . 6 " 6 . 0 4 9 0 - 0 3 - 7 . 4 3 9 0 - 0 2 
4 . 8 - 5 . 2 1 7 0 - 0 3 - 7 . 1 0 4 0 - 0 ? 
5 . 0 - 3 . 6 9 6 0 - 0 1 - 1 . 4 9 0 0 - 0 ? 
5 . 2 - 1 . 9 5 6 0 - 0 3 - 7 , 8 8 6 0 - 0 3 
5 . 4 " 7 , 8 2 3 0 - 0 4 - 1 . 1 3 8 0 - 0 3 
5 . 6 1 . 0 6 8 0 - 0 3 4 , 3 0 7 0 - 0 3 
S . 8 1 . 9 3 1 0 - 0 3 7 . 7 8 6 0 - 0 3 
6 . 0 2 , 2 0 0 0 - 0 3 8 , 8 7 7 0 - 0 3 
6 . 2 1 . 8 6 8 0 - 0 3 7 . 5 3 5 0 - 0 3 
6 . 4 1 . 2 4 4 0 - 0 3 5 . 0 1 8 0 - 0 3 
h . 6 5 . 4 4 9 0 - 0 4 7 . 1 9 7 0 - 0 3 
6 . 8 - 3 . 8 7 1 0 - 0 5 - 1 . 5 6 1 0 - 0 4 
7 . 0 - 4 . 7 1 5 0 - 0 4 -1 . 9 0 7 0 - 0 3 
7 . 2 - 6 , 8 4 5 0 - 0 4 - 2 . 7 6 0 0 - 0 3 
7 . 4 - 7 . 3 3 1 0 - 0 4 - 7 . 9 5 7 0 - 0 3 
7 . 6 " 6 . 1 2 6 0 - 0 4 - 7 . 4 7 1 0 - 0 3 
7 . 8 - 4 . 1 4 6 0 - 0 4 - 1 , 6 7 7 0 - 0 3 
8 . 0 -1 . 6 5 9 0 - 0 4 - 6 . 6 9 1 0 - 0 4 
P A R A M C T E R S i 
U • 3 
L A M • 6 . 3 3 3 
0 . 0 ~ 0 7 T 0 . 6 0 . 9 1 . 2 
1 . 5 
1 . 8 
2 . 4 8 0 0 - 0 1 
2 7 T 
2 . 4 
" 2 . 7 " 3 . 0 3 . 1 
3 . 6 
~ 3 T 9 ~ 
4 . 2 
4 . 5 
4 . 8 
5 . 1 
5 . 4 
2 . 0 6 6 0 - 0 1 
1 . 6 2 0 0 - 0 1 
1 . 2 0 3 0 - 0 1 
8 , 5 1 2 0 - 0 2 
5 , 3 2 5 0 - 0 2 
2 , 4 4 2 0 - 0 2 
- 1 . 7 1 5 0 - 0 3 
- 2 ^ 5 3 3 0 - 0 2 
- 4 . 5 7 2 0 - 0 2 
- 6 , 5 0 5 0 - 0 2 
- 3 , 8 3 2 0 - 0 2 
- 1 , 7 5 3 0 - 0 2 
RHOCTAU) 
1 . 0 0 0 0 * 0 0 
P A R A M E T E R S ! 
TAU 
LAM > 0 , 2 5 0 
RCTAU) RHOCTAU) 
8 . 3 3 1 0 - 0 1 
6 , 5 3 1 0 - 0 1 
4 . 8 5 2 0 - 0 1 
3 , 4 3 2 0 - 0 1 
2 , 1 4 7 0 - 0 1 
9 , 8 4 7 0 - 0 2 
6 . 0 
6 . 3 
6 , 6 
6 , 9 
7 . 2 
• 2 , 6 0 0 0 - 0 3 
7 , 3 5 3 0 - 0 3 
1 . 3 2 1 0 - 0 2 
1 , 5 5 8 0 - 0 2 
1 , 5 1 6 0 - 0 2 
1 . 2 3 7 0 - 0 2 
• 6 . 9 1 5 0 - 0 3 
• 1 , 0 2 1 0 - 0 1 
•1 . 8 8 4 0 - 0 1 
" 2 . 6 2 3 0 - 0 1 
•1 . 5 4 5 0 - 0 1 
• 7 . 0 7 0 0 - 0 2 
0 . 0 
0 . 4 
0 . 6 
1 . 2 
~rr6 
2 . 0 
" ? ; " « " " 
2 . 8 
7 , 8 
7 . 7 5 3 0 - 0 3 
J j 5 9 7 0 - O 3 
• 3 , 4 2 0 0 - 0 3 
• J . 7 0 4 0 - 0 3 
• 6 . 0 4 9 0 - 0 3 
• 5 . 2 1 7 0 - 0 3 
• 1 , 0 4 8 0 - 0 2 
2 . 9 6 5 0 - 0 2 
5 , 3 2 5 0 - 0 2 
6 . 2 8 2 0 - 0 2 
6 . 1 1 2 0 - 0 2 
4 . 9 8 7 0 - 0 2 
6 . 1 
8 . 4 
8 , 7 
9 . 0 
- 3 . 6 9 6 0 - 0 3 
• 1 . 9 5 6 0 - 0 3 
3 , 1 2 6 0 - 0 2 
6 , 4 3 6 0 - 0 3 
•1 . 3 7 9 0 - 0 2 
• 2 . 3 0 0 0 - 0 2 
• 2 . 4 3 9 0 - 0 2 
• 2 , 1 0 4 0 - 0 2 
^ 2 , 8 2 3 0 - 0 4 
1 . 0 6 8 0 - 0 3 
9 . 3 
9 . 6 
" 9 . 9 
1 0 , 2 
T O . 5 
1 0 , 8 
1 . 9 3 1 0 - 0 3 
2 . 2 0 0 0 - 0 3 
T T 7 T 
1 1 . < ~ T l . 7 
1 , 8 6 8 0 - 0 3 
1 , 2 4 4 0 - 0 3 
T , 4 « 9 F ^ ) T ~ 
- 3 . 8 2 1 0 - 0 5 
• 4 . 7 2 0 P - 0 4 
- 6 , 8 4 8 0 - 0 4 
• 7 , 3 8 9 0 - 0 4 
• 6 , 1 4 3 0 - 0 4 
•1 . 4 9 0 0 - 0 2 
• 7 ^ 6 6 6 0 - O J 
• 1 . 1 3 8 0 - 0 3 
4 . 3 0 7 0 - 0 3 
7 . 7 8 6 0 - 0 3 " 
8 , 6 7 1 0 - 0 3 
7 , 5 3 4 0 - 0 3 
5 . 0 1 6 0 - 0 3 
•1 . 5 4 1 0 - 0 4 
• 1 , 9 O 3 0 * « T 
• 2 , 7 6 1 0 - 0 3 
•2,9550 -83 
• 2 , 4 7 7 0 - 0 3 
• 1 , 6 7 4 0 - 0 3 
-3T2T 
3 , 6 
4 . 0 
4 . 4 
4 . 8 
5 . 2 
T T B ~ 
6 . 0 
6 . 4 6 . X 
7 , 2 
7 , 6 
~ 8 7 5 " 
J _ l * _ 
8 , 8 
^ 9 ,  
9 .
1 0 . 0 
T o T T " 
1 0 , 6 
1 1 . 2 
1 1 . 6 
7 , 3 5 3 0 
1 . 3 2 1 0 
1 , 5 5 8 0 
1 . 5 1 6 0 
1 . 2 3 7 0 
7 . 7 5 3 0 
1 2 . I T 
1 2 . 4 
T 2 7 T " 
1 3 . 2 
1 3 . 6 1_4_.J> 
1 4 . 4 
1 4 . 6 
1 5 . 2 
1 5 . 6 
1 . 5 9 7 0 
• 3 , 4 2 0 0 
• 5 . 7 0 4 0 
- 6 , 0 4 9 0 
- 5 . 2 1 7 * 
• 3 , 6 9 6 0 
M . 9 5 2 0 
- 2 . 6 1 6 0 
1 . D T B T 
1 , 9 2 7 0 
2 . 2 0 0 0 
1 , 6 6 6 0 
1 . 2 4 7 " 
5 , 4 6 5 0 
• 3 . 8 2 1 0 
• 4 , 7 2 0 0 
• 6 . 8 4 S T < 
• 7 . 3 2 9 0 
•6.1430-04 
•4.1500-04 
2 . 4 8 0 0 
2 , 0 6 6 0 
1 , 6 2 0 F 
1 . 2 0 3 0 
r . 3 1 2 0 - 0 2 
5 , 3 2 5 0 - 0 2 
2 , 4 4 2 T » 5 2 
- 1 . 7 1 5 0 - 0 3 
• 2 . 5 J 3 0 
- 4 . 6 7 2 0 
" 6 , 5 0 3 0 
- 3 . 8 3 2 0 
" 1 , 7 5 3 0 
- 2 , 6 0 0 0 
1 . 0 0 0 0 + 0 0 
_ 6 , J 3 2 0 
6 . 5 3 7 0 
4 , 6 5 3 0 
3 . 4 3 2 0 
2 . 1 4 8 0 
7 . B 4 8 0 
- 6 . 9 1 6 0 
" 1 . 0 2 2 0 
- 1 , 6 6 4 0 
*2TSZ"TF> 
- 1 . 5 4 5 0 
- 7 . 0 7 1 0 
- 1 . 0 4 8 0 
2 , 9 6 5 0 
5 , 3 2 6 0 
6 . 2 6 2 0 
6 , 1 1 3 0 
4 , 9 6 7 0 
3 . 1 2 7 0 
6 . 4 3 8 0 
• 1 ^ 3 7 9 0 
• 2 , 3 0 0 0 
• 2 . 4 3 9 0 
• 2 . 1 0 4 0 
•1 . 4 9 0 0 
• 7 , 8 7 0 * 
• 1 . 1 3 6 0 
4 , 3 0 7 0 
7 . 7 7 0 0 
8 , 8 7 2 0 
7 , 5 3 3 0 
5 . 0 2 9 0 
2 ^ 2 0 4 0 
• 1 . 5 4 1 0 
• 1 . 9 0 3 0 
• 2 . 7 6 1 0 
• 2 . 9 5 5 0 
• 2 . 4 7 7 0 
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Table 18. Autocovariance and Autocorrelation Function for U = Constant 
and V - EXP(A) and for Indicated Parameters. 
P A R A M E T E R S ! LAM • 0,500 P A R A M E T E R S ! LAM • 0.250 TAU 0 . 0 _ RCTAu) 7 . 7 0 7 » - n i R H 0 ( T A U 1 1 . O n O 0 * n O TAU » t T A l l > R H O t T A l l ) 0 . 1 7 , 0 0 6 9 - 0 1 9 , 1 0 9 0 - 0 1 0 . 0 7 . 7 0 7 9 - 0 1 1 , 0 0 0 0 + 0 0 fl.2 1 . 5 9 1 8 - 0 1 7 . 2 2 6 0 - 8 1 0 . 2 - 7 .006J-01 9 . 1 0 9 0 - 0 1 0 . 3 1 , 2 9 3 0 - 0 1 5 . 8 7 3 8 - 0 1 0 . 4 1 . 5 9 1 0 - 0 1 7 . 2 7 6 0 - 0 1 0 . 4 .. J.0110-0-1 4 . 6 0 1 0 - 0 1 0 . 6 1 . 2 9 3 0 - 0 1 5 . 8 7 3 0 - 0 1 0 . 5 7 . 4 7 6 9 - 0 2 3 . 3 9 4 0 - 0 1 0 . B 1 . 0 1 3 9 - 0 1 4 . 6 0 1 0 - 0 1 0 . 6 4 . 9 4 B 9 - 0 7 7 . 7 4 7 0 - f t l i .0 r . i 7 * . . n 5 » . 1 « 4 0 - f t 1 0 . 7 
n . B . 
l . l 1 . 7 
2 , 3 2 - 2 . .2*141*-J) 3 - 1 , 9 7 6 9 - 0 ? ? J ^ 9 1 0 8 - 0 2 - 7 , 8 0 3 9 - 0 2 - 1 . S ? f « - 0 2 
1 , 1 5 0 8 - 0 1 1 . 0 8 7 8 - 8 2 • B . 7 4 7 8 . 0 2 t U 7 7 5 » - 0 l • 1 . 2 7 3 8 - 0 1 . « , ? 0 A 9 . f t ? 1 . ? 
1 . 4 i . a 2 . 0 
1 . 3 - - 1 * 4 1 . 5 . 1 . 6 1 . 7 - 1 . 0 3 5 9 - 0 ? 
- a . 2 t a » ? . o 3 7 . 6 7 1 9 - 0 4 3 . 2 4 5 9 - 0 3 . 4 . 9 7 9 9 - 0 3 
• A , 7 0 2 8 - 0 2 - 1 , 9 1 2 8 - 0 2 1 . 2 l 3 8 - o 3 1 . 4 8 2 0 - 9 2 2 . 2 3 8 8 - 8 2 
4 . 9 4 8 9 - 0 2 2 . . 12. -02. 2 . 3 5 9 - 3 • U 9 2 6 0 - O 2 - 3 . 9 1 0 9 - 0 2 • ? , 8 0 , 9 « Q ? 2 , 4 2 , 6 2 . 8 3 . 0 3 . 2 - 1 . 8 7 7 9 - 0 ? • 1 . D 3 S I - 0 ? • 4 . 7 1 0 9 - 0 3 2 , 6 7 1 8 - 0 4 3 . 7 6 5 9 - 0 3 
3 . 1 . 3 . 2 3 . 3 3 . 4 2 . 0 0 8 9 - 0 4 2 . 1 5 9 9 - 0 4 1 . 8 7 1 9 - 0 4 1 . 3 8 1 8 * 0 4 7 . 9 6 4 9 - 0 5 7 . 7 7 8 9 - 0 5 
9 , 1 1 8 8 - 0 4 9 . 8 0 2 0 - 0 4 8 . 4 9 8 8 - 0 4 6 . 2 7 1 8 - 0 4 3 . 6 1 6 8 - o A 1 . 7 1 9 8 - 0 4 
6 . 0 6 . 2 6 . 6 6 . B 
4 . 0 4 . 1 - 9 , 6 7 5 9 - 0 6 - 3 .3659-05 - 4 . 4 1 4 8 - 0 5 • 3 . 9 9 4 0 - 0 5 • 7 , 9 6 0 0 - 0 5 
• 1 . t u i . m 
4 . 9 5 . 0 5 . 1 5 . 2 
• 7 , 8 8 7 9 - 0 6 1 - . 6 J H - 0 6 5 . 7 7 3 9 - 0 6 7 . 6 2 4 9 - 0 6 8 . 9 6 5 9 - 0 6 6 . 5 0 0 . - f t * 
- 4 . 3 9 3 0 - 9 5 - 1 . J 7 8 - 0 * - 7 , 0 0 6 8 - 9 4 - 1 . B 1 3 8 - 0 4 • 1 . 3 4 4 8 - 0 4 . 7 1 0 8 - 0 5 
1 . 0 6 7 9 - 0 4 7 . 0 0 8 9 - 0 4 7 . 1 5 9 9 - 0 4 1 . 6 7 1 9 - 0 4 1 . 3B19-04 7 . 9 6 4 0 T Q 5 
• 3 . 5 7 9 8 - 0 5 7 . 4 1 4 8 - 0 6 7 . 3 9 4 8 - 9 5 3 . 4 6 2 8 - 0 5 4 , 0 7 1 0 - 0 5 , 9 « i ? 9 - 9 5 
7 . 7 2 8 9 - 0 5 - 9 . 6 7 5 9 - 0 6 - 3 . 3 8 5 9 - 0 5 • 4 . 4 1 8 9 - 0 5 - 3 . 9 9 4 9 - 0 5 . ? , 9 6 0 9 . n s 8 . B 9 . 0 3 . 5 4 6 9 - 0 6 2 . 5 ) 5 * ^ 0 6 5 . 4 3 8 9 - 0 7 • l . J 3 5 j j ? J 1 8 • 1 . 1 1 7 9 - 0 6 • l . Q 4 0 » - a « - 7 . 0 6 3 9 - 0 6 • 9 . 6 9 5 9 9 0 7 
1 , 6108-95 1 . 1 4 2 0 - 9 5 2 . 4 6 9 8 - 9 6 • 8 . 3 3 1 8 - 0 6 • 5 . 0 4 7 0 - 0 6 • 4 . « l 4 » - o » • 9 . 3 6 7 8 - » 6 , 4 0 ? * « Q 6 
- 1 . 9 1 8 » - 0 5 - 7 , 8 8 2 9 ? 0 6 1 . 6 3 3 1 - 0 6 5 . 2 X 1 8 - 0 6 7 . 6 2 4 9 - 0 6 8 . 9 6 5 9 - 0 6 6 . 5 0 0 9 . 0 6 
3 . 5 4 6 9 - 0 6 1 . 2 5 7 9 - 0 7 - 4 . 7 9 4 9 - 0 7 • 2 . 1 9 6 9 - 0 7 5 . 6 8 3 0 - 0 7 • 2 . 1 7 7 0 - 0 6 • 9 . 9 7 3 8 - 9 7 
2 . 5 1 5 9 - 0 6 6 . 0 6 3 9 - 0 7 " 1 . 3 7 6 9 - 0 6 • 1 . 5 4 7 9 - 0 6 • 1 0 9 7• I . 7 4 4 9 . 0 6 
PARAMETERS I LAM • 0,167 
- 1 . 0 3 7 9 - 0 6 - 2 . 9 2 0 9 - 0 8 - 4 . 7 8 4 9 - 0 7 - 7 . 8 2 0 9 - 0 7 fl. 6 0 5 9 - 0 7 
2 , 2 4 7 8 -  1 . 1 5 0 -  1 . 0 A 7 8 - 0 2 • 8 . 7 4 7 8 - 0 ? • 1 , 7 7 5 0 - 0 1 • 1 . 7 7 3 0 . 9 1 - 8 . 2 9 6 8 - 0 2 • 4 . 7 . 0 2 8 - 0 2 • 1 . 9 1 2 0 - 0 2 1 . 2 1 3 8 - 9 . 3 1 . 4 A 7 0 - O 2 
1 . 9 4 . 6 6 B 9 - 0 3 2 , 1 2 0 0 - 0 7 3 . & 5 . 3 5 8 9 - 0 3 2 , 4 3 3 8 - 0 2 2 * 0 - 7 . 9 J 3 9 - 0 1 1 .3550 -02 : 1 . 8 4 . 6 6 8 9 - 0 3 2 . 1 2 0 0 - 8 - 2 2 . 1 1 . 1 9 1 9 - 0 3 5 . 4 0 9 8 - 9 3 4 . 0 2 . 9 8 5 9 - 0 3 1 . 3 5 5 8 - 0 2 2 . 2 6 . 7 9 4 9 - 0 6 1 . 9 9 3 8 - 0 5 4 , 2 1 . 1 9 1 . 9 . 0 3 5 , 4 0 9 0 - 0 3 2 , 3 - 6 . 7 9 5 -  - 3 . 0 B 5 8 - 9 3 4 . 4 8 . 7 9 4 9 - 0 6 3 . 9 9 3 0 - 0 5 7 . A - 9 . o n » - n « - 9 . A 9 6 8 - n 3 4 . 6 - f t . 7 9 5 9 - 0 4 - 3 . 0 8 5 0 - 0 3 2 5 - 1 . 0 3 3 9 - 0 3 - 4 . 6 8 9 0 - 9 3 4 . 8 - 9 . 9 0 7 9 - 0 4 - 4 . 4 9 6 0 - 0 3 7 6 - - 8 . 9 2 0 i - . 0 4 - 4 , 0 5 0 0 - 0 3 5 .  - 1 . 3 3 3 • 4 . 6 8 9 0 - 0 3 7 7 - 6 . 4 0 3 9 - 0 4 - 2 . 9 0 7 0 - 0 3 5 . 7 - B 9 7 0 - 4 , 0 8 0 0 - 0 3 7 B - 3 . 5 1 2 8 - 0 4 - 1 , 6 0 4 0 - 0 3 5 . 4 - 6 . 4 0 3 - 2 . 9 0 7 0 - 0 3 2 9 - B . 9 9 1 9 - 0 5 - 4 . 0 8 2 0 - 0 4 5 S - 3 . 5 3 7 9 - 0 4 • 1 , 6 0 4 0 - 0 3 3 0 1 . 0 6 7 9 - 0 4 4 .8728-04 j 5 8 - B . 9 9 1 9 - 0 5 - 4 . 0 9 7 0 - n A . 8 2 2 - 8 4 9 . 1 1 8 0 - 9 4 9 , 8 2 - 4 8 . 4 9 8 0 - 0 4 6 , 2 7 1 0 - 0 4 3 . M 6 0 . Q 4 1 . 7 3 9 0 - 0 4 - 4 . 3 9 3 0 - 0 5 - 1 . 5 3 7 0 - 0 4 - 5 . 0 0 6 0 - 0 4 - 1 . 8 1 3 0 - 0 4 - 1 , 3 4 4 0 . 0 4 - 8 . 7 1 0 0 - 0 5 • 3 . 5 7 9 0 - 0 5 7 . 4 1 4 0 - 9 6 2 . 3 9 4 0 - 8 5 3 . 4 6 2 0 - 0 5 - 4 . 0 7 1 0 - 0 5 2 . 9 5 2 0 - 0 5 - 6 1 0 8 - 4 5 1 . 1 4 2 0 - 9 5 2 . 7 5 1 0 - 0 6 - 6 , 0 7 0 0 - 0 6 - 7 . O 7 2 0 - O * - 4 . 9 9 7 0 - 0 6 - 7 , 9 1 8 8 . 9 6 • 4 . 7 0 9 0 - 0 6 • 1 , 3 7 6 0 - 0 7 • 2 , 1 7 7 0 - 0 6 • 1 , 2 8 1 0 - O » 3 . 9 Q 7 0 - Q 6 
U • 4 LAM • 0,125 v 
i . e o a * + e « 
8 , 2 9 2 0 - 0 1 
Table 19. Autocovariance and Autocorrelation Function for U = Constant and V - EXP(A) and for 
Indicated Parameters. 
P A R A M E T E R S I 
0 . 0 
PARAMETERS I t * * t « 0 . 1 6 7 
- 0 ^ 2 -0 . 4 0 . 6 0 . 8 1 . 0 1 . 2 1 .A 
1 . 8 5 5 9 - 0 1 1 . 1 9 0 0 - 0 1 9 . 3 9 3 0 -5 . 1 4 9 0 - 0 2 1 , 1 9 9 0 - 0 2 - 2 - ^ 4 1 - 3 0 . 0 ? - 1 . 2 9 5 0 - 0 2 - A . 6 9 8 0 . Q 3 1 . 6 l . 8 _ 2 . 0 2.2 2 . 4 
a . 6 
3 . 2 0 8 B - 0 4 2 . W 4 9 - 0 3 1 . 7 1 7 0 - 0 3 3 . 7 0 2 0 - 0 4 - 1 . 7 5 2 0 - 0 4 - 3 . 0 2 0 0 - 0 4 2 . 8 3 . 0 3 . 2 3 . 4 3 . 6 - 3 t 8 -4 . 0 
• 1 . 7 6 0 0 - 0 4 • J . 9 - 2 _ A # * 0 5 3 . 3 6 0 0 - 0 5 * . 1 4 1 0 - 4 5 1 . 0 0 7 0 - 0 5 8 t e S 5 0 - O 6 • 1 , 3 * 1 0 - 0 5 ^ 
1 . 0 0 0 0 + 0 0 7 , 4 9 6 0 - 0 1 5 . 0 6 4 0 - 0 1 2 , 7 7 6 0 - 0 1 A . 4 6 2 0 - 0 2 - 1 . 3 0 1 0 - 0 1 • 6 . 9 8 3 0 - 0 2 1 . 7 3 0 0 - 0 3 1 . 2 2 4 0 - 0 2 9 . 2 5 9 0 - 0 3 t . 9 9 6 0 - 0 3 • 9 , 4 4 3 0 - 0 4 • 1 , 6 2 8 » . Q 3 , 1)890-04 - 1 . 5 7 6 0 - 0 4 1 . 8 1 1 0 - 0 4 2 , 2 3 4 0 - 0 4 5 , 4 2 9 0 - 0 5 4 , 4 5 0 0 - O S • 7 ^ , 2 2 9 0 - 0 5 
TAU K ( T A U ) R H 0 C T A U ) 0 . 0 0 . 4 0 . 8 1 . 2 1 , 6 • 2 . 0 2 . 4 8 
1 . 8 5 5 0 - 0 1 4 . - 3 9 O 0 - 0 4 9 . 3 9 3 0 - 0 2 5 . 1 4 9 0 - 0 2 1 . 1 9 9 0 - 0 2 - 2 . 4 1 3 « « © 2 - 1 . 2 9 5 0 - 0 2 
1 . 0 0 0 0 + 0 0 7 . 4 9 7 0 - 0 1 5 , 0 6 5 0 - 0 1 2 . 7 7 7 0 - 0 1 6 . 4 6 3 0 - 0 2 - 1 . 3 0 1 0 - 0 1 - 6 . 9 8 5 0 - 0 2 - 2 , * 3 3 * - 0 ? 3 . 2 3 . 6 4 . 0 4 . 4 4 . 8 3 . 2 0 8 0 - 0 4 2 . 2 7 l a - 0 3 1 . 7 1 7 8 - 0 3 3 . 7 0 2 0 - 0 4 - 1 . 7 5 2 0 - 0 4 1 . 7 3 0 0 - 0 3 1 . 2 2 4 0 - 0 5 9 . 2 6 1 0 - 0 3 1 , 9 9 6 0 - 0 3 - 9 . 4 4 5 0 - 0 4 
— • i ~ina n^ 5 . 6 6 . 0 6 . 4 6 , 8 7 . 2 7 6 
j . u l u — U * - 1 . 7 6 0 B - 0 4 - 2 . 9 2 4 0 - 0 5 3 . 3 6 0 9 - 0 5 4 . 1 4 1 0 - 9 5 1 . 0 0 7 0 - 0 5 8 2550*06 1 | 8 t » P " U J - 9 . 4 9 1 0 - 0 4 - 1 . 5 7 6 0 - 0 4 1 , 8 1 2 0 - 0 * 2 . M 3 0 - O * 5 . 4 3 1 0 - 0 5 4 4 510 05 8 . 0 - 1 , 3 4 1 0 - 0 5 - 7 . 2  
P A R A M C T e R S I — U . J L A M « 0 , 1 1 1 P A R A M E T E R S ! L » - * - i - t r , o s j R C T A U ) T A U R H O ( T A U ) ~ o 7 * ~ 1 . 2 1 . 8 2 • * 3 . 0 3 . 6 4 . r 4 . 6 5 . * 6 . 6 7 . 2 
1 1 . * 
1 2 . 0 
, 8 5 5 » - 0 l 
.3909 , 3 9 3 0 , 1 4 9 0 . 1 9 9 0 . 4 1 3 0 . 2 9 5 0 . 2 0 8 9 . 2 7 1 0 . 7 1 7 9 , 7 0 2 9 7 5 2 9 , 0 2 0 9 . 7 6 0 9 . 9 2 4 9 . 3609 , S 0 S T , 2 9 0 0 . 0 7 1 9 - 0 4 l , » 2 » » - 0 5 
1 . 0 0 0 9 + 0 0 7 . 4 9 7 0 - O 1 5 , 0 6 5 0 * 0 1 2 , 7 7 7 9 - 0 1 6 . 4 6 3 0 - 0 2 • 1 . 3 0 1 9 - 0 1 • 6 . 9 8 5 9 * 0 2 • 2 . 5 3 3 9 - 0 2 1 . 7 3 0 9 - 0 3 1 , 2 2 * 9 - 0 2 9 , 2 6 1 9 - 0 3 1 , 9 9 6 9 - 0 3 • 9 . M 5 9 - 0 * 
0 . 0 
.1,6 2 . * Ail « , o 4 . » " 5 7 * ~ 6 . * 7 , 2 8.-P 8 . 8 9 . 6 • 1 . 6 2 8 0 - 0 3 • 9 . 4 9 1 9 - 0 4 • 1 . 5 7 6 9 - 0 * l j 8 1 2 9 - 0 * 2 . 4 8 * 0 - 0 * 6 . 9 5 * 0 - 0 5 4 , 8 9 1 9 - 0 5 • 7 . 6 7 6 » - 0 5 
1 . 8 5 * 9 - 0 1 1 , 3 9 0 0 - 0 1 9 , J 9 3 9 - 0 2 5 , 1 * 9 0 - 0 2 1 . 1 9 9 9 - 0 ; • 2 . « 1 3 8 - 0 2 • 1 . 2 9 5 9 - 0 2 • • , 6 9 8 9 - 0 3 3 , 2 0 8 9 - 0 * 2 . 2 7 1 T - 0 3 1 . 7 1 7 0 - 0 3 3 . 7 0 2 9 - 0 * • 1 . 7 5 2 9 - 0 * • 3 . 0 2 0 0 - 0 * " 1 . 8 3 1 » - 0 « • 2 . 9 2 3 T - 0 5 3 . 2 6 2 9 - 0 5 • . 5 D T 9 - 0 5 1 , 2 9 0 9 - 0 5 9.0719-06 • l . « 2 « 9 - 0 5 
1 . 0 0 0 9 * 0 0 ^ r . s o o M o i 5 , 0 6 7 9 - 0 1 2 , 7 7 7 9 - 0 1 6 . 4 6 5 9 - 0 2 • 1 . 3 0 1 9 - 0 1 - 6 . 9 8 7 9 - 0 2 
• 2 . 5 3 4 9 - 0 2 1 , 7 3 0 9 - 0 3 1 . 2 2 5 T - 0 2 9 . 2 6 * 9 - 0 3 1 . 9 9 7 9 - 0 3 • 9 . 4 4 8 9 - 0 * 
8 7 9 9 - 0 5 
Table 20. Autocovariance and Autocorrelation Function for U = Constant and V - EXP(X) and for 
Indicated Parameters. 
P A R A M E T E R S l " u n r 
0 . 0 
RCTAU) 
PARAMETERS' 
TAU P A R A M E T E R S • L A M • 0 , 0 8 3 P A R A M E T E R S ! LAM • 0 .0*3 R(TAU) RHOfTAII) R ( T A u ) R H O ( T A U ) 1 . 5 8 0 8 - 0 1 1 .0000+00 0 . 2 5 n,5Q 0 . 7 5 _Jj_Q.O 1 .25 
i . 5 n 
1 . 1 1 5 0 - 0 1 
ft.6008-0? 
2 . 3 2 1 0 - 0 2 
- 1 , 5 9 " » - 0 ? 
- 7 . 7 4 6 0 - 0 3 
- 1 . 9 1 5 0 - 0 1 
7 . 0 8 1 8 - 0 1 I 
A . 1 7 6 8 * 0 1 , , 
1 . 8 8 9 0 - 0 1 j 
• 1 . 0 0 9 0 - 0 1 , 
• 8 . 9 0 3 0 - 0 2 • 1 , 7 1 1 0 - 0 9 , . 0 . 0 0 . 5 0 1 . 0 0 1 . 50 7 , 0 0 7 . 5 0 1 . 0 0 
3 , 2 5 1 . 5 0 
3 . 7 5 _ 4 * 0 0 1 . 2 0 8 0 - 0 5 8 . 0 7 6 8 - 0 6 4 .7380 -O f t 
5 . 5 1 7 0 - 0 3 
6 . 2 3 5 0 - 0 3 
1 . 7 5 1 0 - 0 3 
• 5 . 5 9 0 0 - 0 4 
• 6 . 2 1 4 0 - 0 4 
- 1 , 8 1 8 0 - 0 4 
3 . 5 0 
4 . 0 0 
4 . 5 0 
5 .
5 5 0 
6 .  
1 . 5 8 0 0 - 0 1 
1 . 1 1 5 0 - 0 1 6 . 6 0 0 8 - 0 ? 
? . 3 7 1 0 - 0 7 
• 1 . 3 9 4 0 - 0 ? 
- 7 . 7 4 6 0 - 0 3 
- 1 . 9 1 5 0 - 0 1 
. 6 4 5 0 - 0 5 
5 . 0 8 1 0 - 0 5 
2 . 9 9 7 0 - 0 5 , 
• 2 . 3 8 6 0 - 0 5 
6 , 5 0 
7 . 0 0 
7 . 5 0 
. 7 1 6 0 - 0 4 9.64 9 0 . -04 
1 . 9 7 7 0 - 0 4 
• 8 , 8 3 0 0 - 0 5 
• 9 . 8 ~ l 6 0 - O 5 
. 5 5 6 0 - 0 5 
1 . 2 0 8 0 - 0 5 
8 . 0 2 6 0 - 0 6 
4 . 7 3 4 0 - 0 6 
• 3 . 7 J 7 0 - O 6 . . 
1 . 0 0 0 0 * 0 0 
7 . 0 6 1 0 - 0 1 
4 . 1 7 B 0 - O 1 
1 . 4 6 9 0 - 0 1 
- 1 , 0 0 9 0 - 0 1 
- 4 1 9 0 3 0 - 0 2 - 1 J 7 1 3 0 - 0 ? 
2 . 9 9 4 0 - 0 3 2 , 5 3 8 0 - 0 5 
t a t t R ( T A u ) R H O ( T A U ) 
6 . 0 0 7 , 0 0 8 7 5 6 9 , 0 0 1 0 , 0 0 1 1 , 0 0 
- 1 . 9 1 5 0 - 0 3 8 . 7 1 6 0 - 0 4 9 7 6 4 9 0 - 6 4 1 . 9 7 7 0 - 0 4 - 8 , 6 3 0 0 - 0 5 • 9 , 5 3 4 0 - 0 3 
- 1 . 2 1 3 0 - 0 1 3 . 3 2 0 0 - 0 3 8 , 2 3 7 0 - 0 3 1 . 2 3 2 0 - 0 3 • 3 . 5 9 2 0 - 0 4 • 6 , 0 3 8 0 - 0 4 
• — 
1 2 , 0 0 1 3 , 0 0 1 4 , 00 " 1 3 . 0 0 1 6 , 0 0 
• 2 , 5 2 1 0 - 0 3 1 . 2 0 7 0 - 0 3 3 . 6 9 6 0 - 0 6 4 , 7 2 t 0 - O 6 • 4 , 0 0 9 0 - 0 6 - 1 . 5 9 9 0 - 0 4 7 . 6 4 4 0 - 0 3 3 , 8 0 7 0 - 0 5 2 . 0 9 3 0 - 0 5 • 2 . S 3 0 0 - O S 
h - 1 
vo ro 
193 
Table 21. Autocovariance and Autocorrelation Function for U = Constant 
and V - U(t) and for Indicated Parameters. 
PARAMETERS! 
l . S 
2 . o 
2 . 2 
2 . 4 8 0 9 - 0 1 1 . 4 8 3 8 - 0 1 • . • 7 6 8 - 0 2 • 5 . 0 0 5 8 - 0 3 • 6 . 9 7 9 8 - 0 2 - 1 . 2 3 9 8 - 0 1 ' T . P I H - O ? - 4 . 3 6 7 8 - 0 2 • i -5519-07 5 . 6 5 3 8 - 0 3 
- 2 . o a 3 9 . o a 3 . 0 6 6 9 - 0 2 3 , 4 5 6 9 . 0 7 
1 . 9 0 0 * 1 0 0 5 . 9 8 0 9 - 0 1 2 . 6 9 2 8 - 0 1 - 2 . 0 1 8 9 - 0 2 • 2 . 8 1 4 9 - 0 1 - 4 . 9 9 7 9 - 0 1 • 3 . 3HP-01 - 1 . 7 6 1 9 - 0 1 - 4 . 2 5 5 9 - 0 2 2 . 2 7 9 9 - 0 2 8 . 3 9 7 9 - 0 2 1 . 2 3 6 9 - 0 1 1 , 3 i l l . Q I 
3 . 8 4 . 2 
2 . 6 0 5 9 - 0 3 • 1 . 4 9 4 9 - 0 2 - 2 . 2 7 9 4 - 0 2 1 .277P-01 8 , 5 6 3 9 - 0 2 1 . 0 5 1 9 - 0 2 - 4 . J 2 3 9 . 0 2 - 9 . 1 8 9 9 - 0 2 
" P i i n m . o ? • 1 . 6 0 4 » - 0 2 • 4 - , * 4 4 » - 0 3 4 . 5 1 2 9 - 0 3 » . * A » 9 - 0 J 
9 . 2 1 8 9 - 0 3 
5 . 2 2 7 9 - 0 3 - i , 2 4 8 9 - 0 3 
• 6 . 4 6 8 9 - 0 2 . ( . 9 9 4 . - 0 . 1 . 8 1 9 9 - 0 2 3 , 4 8 9 9 - 0 2 -3 , 7 1 7 9 - 0 7 3 , 0 9 6 9 - 0 3 - 5 , 7 7 4 4 - 0 4 2 , 7 -17 J -0 3 7 , 7 2 7 9 - 0 4 - B . 1 1 5 9 - 0 4 - 8 , 1 6 8 8 - 0 4 4 . 1 8 3 4 . 0 * 6 , 0 2 5 9 - 0 4 1 .0808-04 
• ? . f 4 6 4 - o a - 1 . 2 9 2 * - a 4 6 . 5 1 7 8 - 0 5 1 i '»'«•!" 
2 . 1 0 6 9 - 0 2 - 5 . 0 3 3 8 - 0 3 - 1 . 0 7 7 9 - 1 1 7 - 2 . 3 2 8 9 - 0 3 1 . 1 0 4 8 - 0 2 J . 1 1 6 ( 1 - 0 3 - 3 . 2 7 2 9 - 0 3 • 3 . 7 9 4 8 - 0 3 .84<iB-U4 
PARAMETERS! U . I T • 4 TAU RC TAU) RHOCTAU) n. 0 ' . 2 0 2 9 - 0 1 1 .0008.00 0 .4 8 . 8 7 6 8 - 0 2 4 , 0 3 0 9 - 0 1 ir .8— ' -1 .8(168-0? *8. 1 999-07 1 .2 - 5 . 4 5 2 8 - 0 2 - 2 , 4 7 6 9 - 0 1 1 . 6 - 3 . 3 7 0 9 - 0 2 - t , 5 1 0 9 - 0 1 2 . 0 - 2 . 4 3 0 9 - 0 2 - 1 . 1 0 4 9 - 0 1 2 . « - 1 . 8 6 9 9 - 0 2 - B , 4 8 5 9 - 0 2 ? . S - 1 . 0 9 9 9 - 0 7 - 4 . 9 9 2 9 - 0 2 3 . 2 - 2 . J 2 9 9 - 0 3 - 1 . 0 5 4 9 - 0 7 3 . 6 8 . 9 2 1 9 - 0 3 1 . 1 4 3 9 - 0 2 4 . 0 1 .6949-02 7 . 4 9 1 9 - 0 ? 4 . 4 7 . 1 1 5 9 - 0 7 n . 4 0 5 9 - 0 2 4 . 8 1 . 2 9 6 9 - 0 2 5 . 8 8 4 9 - 0 7 5 . 2 - 4 . 2 9 0 9 - 0 1 - 1 . 9 4 8 9 - 0 2 - i : i « » p - o ? i T 7 3 7 4 » - 0 7 6 . 0 - 8 . 6 6 9 9 - 0 3 - 4 . 0 2 7 9 - 0 2 6 .4 - 3 . 7 4 9 9 - 0 3 - 1 . 7 0 7 9 - 0 2 6 . 8 - 1 . 4 7 3 9 - 0 3 - 4 . 4 8 9 8 - 0 1 7 . 2 9 ; 2 0 5 9 - 0 5 4 , 1 8 0 9 - 0 4 7 . 6 1 . 5 6 * 9 - 0 3 7 . 1 1 2 9 - 0 3 T . T J " T^T7*"-0~3 ~ ~T~,T4TP-ff7 B.4 2 1 7 B 1 9 - 0 3 1 .2499-02 B . 8 2 . 2 1 0 9 - 0 3 1 .0039-0? 9 . 2 7 . B B 6 9 - 0 4 1 . 5 8 2 9 - 0 3 9 . 6 - 1 . 0 0 3 9 - 0 3 -4 .55 39,-0 3 1 0 . 0 • 2 . 0 3 1 9 - 0 3 - 9 . 2 2 1 9 - 0 1 PROCESS™. I /O • Run tt>*e 
~ ™ 6 T ; - t 5 T J 3 B T T C - , . 2 6 6 8 7 S E C S . 3 6 8 . 2 1 6 6 7 S E C S . 
3 , 8 2 7 9 - 0 6 - 6 . 9 3 6 9 - 0 5 - 1 , 8 3 4 9 0 5 2 . 5 0 7 J - 0 5 2 . Q 6 2 9 - 0 5 
2 , 429 (1 -03 4 . 3 5 7 9 - 0 4 - 1 . 1 0 7 9 - 0 3 - 5 . 2 1 1 9 - 0 4 7 . 6 2 6 9 - 0 4 • 6 8 9 9 - 0 4 1 ,543»-05 • 2 . 7 9 7 P - 0 4 - 7 , 3 9 4 9 - 0 5 1 , 0 1 1 9 - 0 ' 8 , 3969-0 
P4RAMETFRSI 
PARAMETERS I 
T*U RCTAij) RHOCTAU) .  .-0*fl_ _ 2 1 4 8 0 9 - 0 1 1 . 0 0 0 9 . 0 0 0 . 4 1 . 4 8 3 9 - 0 ! 5 , 9 8 0 9 - 0 1 0 ,8 6 , 6 7 6 1 1 - 0 2 2 , 6 9 7 9 - 0 1 1 . 7 - 5 ; 0 0 B 9 - 0 3 - 2 . 0 1 8 9 - 0 ? 1 .6 - 6 , " 9 7 9 9 - 0 ? - 7 , 8 ( 4 9 - 0 1 2 . 0 - 1 : ? 3 9 » - 0 1 - 4 . 9 9 7 4 - 0 1 ... - -2*4_ - 7 J 9 8 1 . . 0 ? - 1 . 2 1 8 9 - 0 1 7 . 8 - 4 , 3 6 7 9 - 0 2 - 1 . 7 6 1 9 - 0 1 3 . 2 - t , 5 5 1 9 - 0 2 - 6 . 2 5 5 9 - 0 ? 3 . 6 S . 6 6 1 4 . 0 1 2 . 2 8 0 9 - 0 2 4 . 0 ?' . 0879-02 B , 3 9 7 9 - 0 ? 4 , 4 1J 0669-02 1 . 2 3 6 9 - 0 1 ( j l 1 . 4 5 6 4 - 0 ? 1 . 3 9 4 9 - 0 1 5 . 2 i ; 1 6 7 9 . 0 2 1 . 7 7 7 9 - 0 1 5 . 6 ? ! 1 2 3 9 - 0 7 8 . 5 6 1 9 - 0 ? 6 . 0 2 J 6 0 B 9 - 0 3 1 .0519-0? 6 , 4 - I , 4 9 4 . - 0 2 - 6 . 0 2 4 9 - 0 ? 6 . 8 -2 ̂  279(1-02 - 9 . 1 8 9 9 - 0 ? 7*2 - ? : 2 5 1 O - 0 2 - 9 . 1 0 6 9 - 0 ? 7 . 6 - 1 ; 6 0 4 » - 0 2 - 6 . 4 6 8 9 - 0 ? 8 ,0 - 4 1 9 4 4 4 - 0 3 - 1 , 9 9 4 9 - 0 ? B .4 « ; 5 i 2 . - o i 1 , 8 1 9 9 - 0 ? 8 . 8 8 ; 6 5 3 9 - 0 l 3,4899-02 1 9 . 2 9 . 7 1 B . - 0 1 1 . 7179-0? ! 9 . 6 7 ' , 4 7 7 4 - 0 1 3,0969-0? I 1 0 . 0 5 . 2 2 7 9 - 0 3 7 .1089-0? ! P R O C E S S • 2 6 6 , 9 3 3 1 3 S F ' S . I / O • 6 , 7 1 6 6 7 S E C S . Run time • 275 . 6 8 0 0 0 s e c * . P a r a m e t e r s , U • 3 T = 6 TAU RCTaII) RHO(T»IJj * • - 0*!! 7 J 4 8 2 9 - 0 1 1 .0009*00 0 . 5 1 1 4 8 0 9 - 0 1 9 6 2 9 - 0 1 1 .0 1 ; o 0 7 9 - 0 1 4 , 0 5 7 9 - 0 1 1 . 5 3 ; 1 9 2 O - 0 2 1 . 2 8 6 9 - 0 1 2 , 0 - 2 ; b 1 5 9 - 0 2 - 1 , 1 3 4 9 - 0 1 2 . 5 - 7 | 9 9 i 9 - 0 ? - 1 , 7 2 1 9 - 0 1 3 . 0 - 1 1 2 3 9 9 - 0 1 - 4 . 9 9 3 9 - 0 1 3 . 5 - b ; 6 7 h - 0 2 - 3 . 4 9 5 9 - 0 1 4 . 0 - 5 . 4 8 0 9 - 0 2 - 7 . 7 0 6 9 - 0 1 4 . 5 - 7 ; S 6 4 « - 0 2 - 1 . 1 5 4 9 - 0 1 5 . 0 - 7 ; 7 0 1 9 - 0 1 - 3 . 1 0 3 9 - 0 ? 5 . 5 b ; 5 B 0 9 - 0 3 1 , 1 5 7 9 - 0 ? 6 . 0 ? r0B99.02 8 . 1 9 0 9 - 0 ? 6 . 5 2 1 9 4 7 . - 0 7 1 . 1 8 5 9 - 0 1 7 . 0 3 l l 9 9 » - 0 2 1 . 3 7 0 9 - 0 1 7 . 5 3 J 4 0 2 9 - 0 2 1 , 1 7 1 9 - 0 1 9 . 0 2 . 9 0 6 9 - 0 ? . 1 . 1 7 1 8 - 0 1 8 .5 -i ; S 7 1 9 - 0 > 7 . 5 3 8 9 - 0 2 9 . n ? ; 6 0 * 9 . 0 1 1 . 0 5 0 9 - 0 ? 9 , 5 - 1 ; ? 7 3 9 - 0 ? - 5 . 1 2 6 9 - 0 ? 1 0 . 0 - 2 ; i l S » - 0 ? - 8 . 5 2 4 » - 0 2 1 0 . 5 - 7 . 3 6 1 9 - 0 2 - 9 . 5 1 2 9 - 0 ? 1 1 , 0 - 2 . 1 0 . 3 9 - 0 2 - 8 . 4 7 3 9 - 0 2 1 1 . 5 - 1 . 4 4 5 4 - 0 2 - 5 . 8 2 3 9 - 0 ? 1 7 . 0 - 4 ; 9 4 B 4 - 0 1 - 1 . 9 9 3 9 - 0 7 1 2 , 5 3 ; 3 4 6 9 . 0 3 1.3499-0? [ 1 J * 0 _ - 7 * 7 1 7 9 - 5 1 3 . 1 2 2 9 - 0 2 
TAU RC T AU) RHOCTAU) 0 .0 2 . 2 0 2 9 - 0 1 1 , 0 0 0 8 . 0 0 0 .8 8 . 6 7 6 9 - 0 ? 4 . 0 1 1 8 - 0 1 .... ( < s " 1 . ' b - B b T - O T - 6 , ? 0 l 8 i 0 2 2 . 4 - 5 . 4 6 ? 9 - 0 ? - ? , 4 7 6 8 - 0 1 3 . 2 - 3 . 3 7 0 9 - 0 2 - 1 . 5 3 1 8 - 0 1 4 . 0 - ? . 4 1 O 9 - 0 ? - 1 , 1 0 4 9 - 0 1 4 . 8 - 1 . 8 6 9 9 - 0 ? - • , 4 B 7 8 - 0 ? B . 6 - 1 . 0 9 9 9 - 0 ? - » . 9 9 1 8 - 0 ? "6.4 ~TV3;">P~-<1T * • -1 .05B"9-~17 7 , 2 5 . 9 ? 1 9 - 0 3 1 , 1 4 4 4 - 0 ? 8 .0 1 . 6 9 4 4 - 0 ? 7 , 6 9 1 9 - 0 ? 8 . 8 ? . 1 1 5 9 - 0 ? 9 , 6 0 8 9 - 0 ? 9 . 6 1 . 2 9 6 9 - 0 2 6 , 8 8 6 9 - 0 ? 1 0 , 4 - 4 . 2 9 4 9 - 0 3 - 1 . 9 5 0 9 - 0 ? ~ TTY?-""-"I .TBT9.0?- " . - * , 3 ^ H - U 7 1 2 . 0 - B . 8 7 0 9 - 0 1 - 4 , 0 ? 9 9 - 0 ? 1 2 . 8 - 1 . 7 4 9 9 - 0 3 - 1 . 7 0 3 9 - 0 2 1 3 . 6 - 1 . 4729-01 - 4 , 4 4 8 8 - 0 3 1 4 . 4 1'. 1979-05 fl . 1 779-04 1 5 . 2 1 . 5 6 6 9 - 0 1 7 . 1 1 6 4 - 0 3 — 1 6 . t r " 7T5T7F-03" 1 .14 IH -TV? 1 6 . B 2 . 7 5 1 8 - 0 3 1 , 2 4 9 4 - 0 2 1 7 . 6 2 . 2 1 0 9 - 0 1 1 . 0 0 4 4 - 0 2 1 8 . 4 7 . 6 8 9 8 - 0 4 1 . 5 8 1 4 - 0 1 1 9 . 2 - 1 . 0 0 1 8 - 0 1 - 4 . 5 5 8 4 - 0 3 P R I C E s S 
T/n • — RUN Time 
1 190.90000 SFCS. T T 7 T 3 T 3 " S T T S 7 • 1 9 7 . 6 1 3 1 1 S E C S . 
R C TAU) 2 . 7 1 2 9 - 0 1 1 . 1 0 2 9 - 0 1 r . T A T T - - - " - 6 . 8 5 1 9 - 0 ? - 4 . 6 0 7 9 - 0 ? - 1 . 1 3 7 9 - 0 ? - 7 . 4 3 0 9 - 0 2 • 1 . 9 1 0 9 - 0 2 . T 7 ~ W ~ - ' 7 " -- 6 . 7 2 7 9 - 0 3 4 . 6 1 6 9 - 0 4 6 . 6 7 3 9 - 0 1 1 . 6 9 0 9 - 0 ? 7 . 1 3 1 9 - 0 ? . f"88-U? 4 . 2 2 5 8 - 0 3 " 8 . 1 3 1 8 - 0 1 - 1 . 2 0 0 8 - 0 ? - 8 . 6 7 0 8 - 0 3 - 4 . 3 4 1 9 - 0 3 - 2 . 0 5 8 9 - O i • 7 . 0 2 1 8 - 0 4 8 . 1 8 8 8 - 0 4 1 . 7 6 8 8 - 0 3 ? 1 5 l ? 8 - 0 3 2 J 7 6 7 8 - 0 3 2 . 4 8 4 8 - 0 3 — 1 . 6088-03 ? B . O 1 . 7 7 4 9 - 0 4 ? 9 . 0 - 1 . 2 5 6 8 - 0 1 3 0 . 0 - 2 . 0 3 0 8 - 0 3 2 1 4 . 3 6 3 3 3 S E C S . 7 . 0 6 6 6 7 S E C S . • 771 .45000 SECS. 
? 5 . 0 
~T~. 96?B> - 1 . 0 9 7 8 - 7 . 0 8 1 8 - 1 . 4 1 » • -1 . 0998 - 8 . 9 5 7 8 - 1 . 0 4 ? 8 1 . 1 8 2 8 1 . 6 9 9 8 7 . 6 4 0 9 9 . 6 3 3 8 . 7 7 5 I . 9 1 0 8 - 1 . 6 7 7 8 • 6 . 4 2 6 8 • 4 . 0 1 0 8 - 1 . 9 6 3 8 -"TTTTST - 1 . 1 7 4 8 2 . 7968 7. 9988 1 . 1 3 6 8 1 .7498 1 . 1 2 3 8 7 . 2 7 1 8 R . 0 7 1 8 - 8 . 6 6 9 8 - 0 . 1 6 0 8 
19*+ 
Table 22. Autocovariance and Autocorrelation Function for U = Constant 
and V = U(t) and for Indicated Parameters. 
P A R A M E T E R S ! 
0 . 0 
-OT*-
1 .8550 -01 
. . 3 . 1 9 - 0 2 




3 5 -4 . 0 
4 . 5 5 . 0 
5 . * 6 . 0 
- 4 . 1 2 0 » - 0 2 
- 2 . - W 5 0 - O 2 
• l . » 6 6 » - 0 2 
•4 ,72-20-02 
- 1 . 3 8 4 0 - 0 2 
- 1 . 0 1 7 0 - 0 2 
- 7 . 2 2 1 0 - 8 T 
- 1 . 3 0 9 0 - 0 1 -
- 1 . 0 6 0 0 - 0 1 
- 9 . 2 8 5 0 M 2 
- 7 . 4 6 3 0 . 9 2 
- 5 . 4 8 1 0 . O 2 
7 . 0 
7.5 8 . 0 
• 6 . 2 7 5 0 - 0 3 
• 2 , 0 6 4 0 - 0 3 
2 . 4 6 7 0 - 0 3 
7 .3430 -O4 
1 .2540-02 
1 .2950 -
• 3 . 3 8 3 0 . 0 2 
• ^ . 1 1 2 0 - 9 2 
1 . 3 3 0 0 - 9 2 
3 . 9 * 2 0 * 0 2 
6 . 7 6 1 0 - 0 2 
, 3500-03 
• 6 . 0 7 6 0 - 0 3 
• 6 . 3 3 5 0 - 0 3 
• 3 . 7 8 0 0 - 0 3 
• 2 . 5 1 6 0 - 0 3 
, 3 7 3 9 . 0 3 
1 . 8 0 6 0 - 6 2 • j . 2 7 5 0 - 9 2 • 3 . 4 1 5 0 . 0 2 - J . O 3 f l 0 . O 2 - 1 . 3 5 7 9 - 8 2 ] r 7 . H 0 i 9 . l 3 : 
10 ,0 
1 0 . 5 
11 .0 
• 3 . 4 0 9 0 - 0 4 
5.O?O0-O4 
1 . 1 2 ? » - 0 l 
1 . 4 7 4 0 - 0 3 
1 .5320-03 
1 .2399 -03 
-1 .83*10 . 83 ? . r O 6 0 a 9 3 ; 6 . 0 5 0 0 . 8 3 
7 . 9 4 6 0 * 0 3 
8 . 2 5 6 0 . 9 3 
13 .0 
13 .5 
1 4 , 5 
15 .0 
5 .3710 -04 
• 4 . 7 4 2 0 - 0 4 
•1 , 1430-03 
• 9 . 6 1 7 0 - 0 4 
• 4 . 5 7 2 0 - 0 4 
2 . 8 9 5 0 - 8 3 
• 2 . 5 5 * 0 - 0 3 
• 6 . 1 6 3 0 - 0 3 
- 5 , ( 6 4 0 - 0 3 
- 2 . 4 6 5 0 - 0 3 
505 .95000 S E C S . 
5 .05000 S E C S . 
p a r a h e t e r s i 0 « 2 T « 1» 
7»U 
RCTAU) RHO(TAU) 
0 . 0 1 . 8 5 5 0 - 0 1 1.0000.00 , 0 . 5 1 , 6 5 0 0 - O i 8 . 8 9 7 0 - 0 1 1 . 0 
6 , 3 6 1 0 - 0 2 3 .4300-01 
1.5 1 .3910-02 7 . 4 9 7 0 - 0 2 
2 . 0 
- 4 . 1 2 0 0 - 0 2 
- 2 , 2 2 1 0 - 0 1 
2 . 5 - 3 . 2 3 3 0 - 0 2 -1 . 7430 -01 
1 . 0 - 2 . 5 9 5 0 - 0 ? - 1 . 3 9 9 0 - 0 1 3.5 - 2 . 1 6 4 0 - 0 2 - 1 . 1 6 7 0 - 0 1 4 . 0 
-1 . 9660-02 - 1 . 0 6 0 0 - 0 1 
4 . 5 - 1 . 8 6 1 0 - 0 2 -1 .0030-01 
5 . 0 
• 1 . 7 2 2 0 - 0 2 - 9 . 2 8 6 0 - 0 2 
5 .5 - 1 . 6 1 - 2 - 8 . 4 1 4 - 2 
- 1 , 1 f i 4 0 . n o 
-7 , 4 * 1 0 - 0 ? 
6 .5 " 1 . 2 0 3 0 - 0 2 - 6 . 4 8 4 0 - 0 2 
7..0 
- 1 . 0 1 7 0 - 0 2 
- 5 . 4 3 2 0 - 0 2 
7 .5 - 8 , 2 5 7 0 - 0 3 - 4 , 4 5 2 0 - 0 2 
8 . 0 
- 6 . 2 7 5 0 - 0 3 - 3 . 3 8 3 0 - 0 2 
8 .5 - 4 . 2 1 1 0 - 0 3 
- 2 . 2 7 0 0 - 0 2 9 . 0 - 7 . 0 5 1 0 - 0 1 - 1 . 1 1 7 0 - 0 ? 9 . 5 1 , 6 4 8 0 - 0 4 8 .8830-04 1 0 . 0 2 , 4 6 7 0 - 0 3 
1 , 3300-02 
10 5 4 . 8 4 6 0 - 0 3 
2 . 6 1 3 0 - 0 2 1 1 . 0 
7 , 3 1 3 0 - 0 3 3 . 9 4 3  
11 5
9 . 8 7 7 0 - 0 3 
5 3 2 5 2
1 2 . 0 1 . 2 5 4 0 - 0 2 6 . 7 6 1 0 - 0 2 
2 5
1 , 4 0 0 0 - 0 2 7 . 5 4 8 0 - 0 ? 1 3 . 0 1 . 2 9 5 0 - 0 2 
6 , 9 8 -  
3 5
9 . 3 9 9 0 - 0 3 5 . 0 6 7 0 - 0 2 1 4 , 0 
3 . 3 5 0 -  1 ,8060 -02 
4 ,5
- 2 . 6 1 7 0 - 0 3 - 1 . 4 1 1 0 - 0 ? 1 5 . 0 - 6 . 0 7 6 0 - 0 3 - 1 . 2 7 6 0 - 0 2 
5 5 - 7 . 2 4 3 - 3
- 3 . 9 0 5 0 - 0 ? 1 6 , 0 
" 6 . 3 5 -  - 3 , 4 1 6 0 - 0  
6 .5 - 4 . 7 9 6 0 - 0 3 
5 8 6 0 - 0 2 
17.0 " 3 . 7 8 0 -  - 2 . 0 3 8 - 2 
7 . 5 
- 3 . 0 8 3 0 - 0 3 
- . 6 6 2 - 0  
1 8 . 0 - 2 , 5 1 6 0 - 0 1 - 1 . 1 5 7 0 - 0 2 8.5 - 1 . 9 4 4 0 - 0 3 - 1 . 0 4 8 0 - 0 2 1 9 . 0 
- 1 . 3 7 3 0 - 0 3 - 7 . 4 0 4 0 - 0 3 . 
19 .5 
- 8 . 3 4 5 0 - 0 4 
- 4 . 4 9 9 0 - 0 3 
2 0 . 0 
- . 4 Q 9 i Q 4 - 1 . 8 3 8 0 - 0 3 -, 
2 0 5 1 .052 4
5 .6700 -04 i 2 1 . 0 
5 . 0 2 0 0 - 0 4 
2 . 7 0 7 0 - 0 3 
2 1 . 5 8 .4360 -04 4 . 5 4 8 0 - 0 3 
22.0 1 , 1 2 2 0 - 3 6 . 0 5 1 0 - 0 3 | 
2 5 1 .3330 -03 
7 . 1 8 8 0 - 0 3 j 
2 3 . 0 1 . 4740-03 7 , 9 4 7 3 
3 . 5 1 . 5 4 2 0 - 0 3 8 . 3 1 4 ] 
24.0 1 . 5 3 2 0 - 0 3 
8 , 2 5 7 9 - 0 3 j 
2 4 . 5 1 . 4 3 4 0 - 0 3 7 . 7 3 0 0 - 0 3 
2 5 . 0 
U 2 3 9 0 - O 3 6 6 3
2 5 . 5 9 . 4 2 1 9 - 0 4 5 .0790-03" 
2 6 . 0 
5 . 3 7 1 0 - 0 4 2 , 8 9 6 0 - 0 3 
2 6 . 5 3 . 7 4 8 0 - 0 5 2 .0210 -04 > 
2 7 - J -_1*7 420-04 
" 2 . 5 5 6 ? - O J j 
2 7 . 5 - 9 , 0 0 2 0 - 0 4 - 4 . 8 5 3 0 - 0 3 
7 8 . 0 
- 1 . 1 4 1 0 - 0 1 
- 6 . 1 HI*-0.3 
8 , 5 - 1 . 1 4 0 0 - 0 3 - 6 . 1 4 4 0 - 0 3 
2 9 , 0 -9_.617*-_04 
. _ . ^ 5 . a B 5 0 - Q J . . 
2 9 . 5 - 7 . 0 5 8 0 - 0 4 - 3 8 0 5 0 0 3 
-AHA 1 I t H S l U » 3 T » 15 
TAU RCTAU) RHOC TAU) 
0 .0 1 .8490-01 1 . 0 0 0 0 * 0 0 
1.5 6 . 3 6 1 0 - 0 2 1 .4400-01 
3.0 - 4 . 1 2 0 0 - 0 2 - 2 . 2 2 8 0 - 0 1 
4 .5 " 2 . 5 9 5 0 - 0 2 - 1 . 4 0 3 0 - 0 1 
6.0 - 1 , 9 6 6 0 - 0 ? -1 . 0 6 3 0 - 0 1 
7.5 - 1 . 7 2 2 0 - 0 2 -9 . 3 1 3 0 - 0 2 
9 .0 - 1 . 3 8 4 0 - 0 7 -7 . 4 8 5 0 - 0 2 
10 .5 •9 . 7 6 1 0 - 0 3 - 5 . 2 7 8 0 - 0 2 
12.0 - 5 . 3 0 5 0 - 0 3 -3 . 4 0 9 0 - 0 2 
13 .5 - 2 . 1 2 9 0 - 0 3 - 1 . 1 5 1 0 - 0 2 
15.0 2 . 5140-03 1 . 3 6 0 0 - 0 2 
16 .5 7 . 3 0 3 0 - 0 3 3 .9490 -02 
13.0 1 .2530-02 6 . 7 7 6 0 - 0 2 
19.5 t . 2 9 6 0 - 0 2 3070-DJ 
2 1 . 0 3 . 3 4 7 0 - 0 3 1 .4100-07 
2 ? . 5 • 5 . 0 7 7 0 - 0 3 - 3 . ? 8 6 0 - O 2 
? 4 . 0 - 5 . 3 3 5 0 - 0 3 - 3 . 4 2 6 0 - 0 2 
2 5 . 5 - 3 . 7 8 1 0 - 0 3 - 7 . 0 4 4 » - O ? 
27 .0 - ? . 5 1 6 0 - 0 3 - 1 . 3 6 1 0 - 0 2 
2 8 . 5 -1 . 3 7 4 0 - 0 3 -7 . 4300-03 
30.0 - 3 . 4 1 3 0 - 0 4 -1 . «45» -03 
31 .5 5.0200-0» 2 . 7 1 5 9 - 0 3 
33 .0 1 . 1 2 1 0 - 0 3 5 . 0 6 4 0 - 0 3 
34 .5 1 . 4 7 4 0 - 0 3 7 . 9 6 9 0 - 0 3 
36.0 1 , 532»-03 8 . 2 3 1 0 - 0 3 
37,5 1 .2390-03 6 . 6 9 8 0 - 0 3 
39 .0 5.3610-04 7 . 9 0 1 0 - 0 3 
4 0 . 5 - 4 . 7 4 2 9 - 0 4 - 7 . 5 6 4 0 - 0 3 ' 
42 .0 - 1 . 1 4 4 0 - 0 3 - 6 . 1 8 5 0 - 0 3 
4 3 . 5 - 3 . 6 1 9 0 - 0 4 - 5 . 2 0 1 0 - 0 3 
45 .0 - 1 . 5 7 2 0 - 0 4 - 7 . 4 7 2 0 - 0 3 
PRoCEsS 214 .05010 SECS. 
' I / O • 9 .71667 SECS. 
RUM T H E « ? 2 3 . 7 6 6 6 ' SECS. 
Table 23. Autocovariance and Autocorrelation Function for U = Constant and V - U(t) and for 
Indicated Parameters. 
PARAMETERS. U • 1 




T T O -2.5490-0? 
1.5 "1.8180-02 











































































19.0 ^ 4 . 3720*04 
19.5 2.5010-04 
?FJ70-
PR0CE«S • 390.53333 SECS. 
T7TJ • 6790000 SECS. 
-O.9RB0-O4 
1.6540*03 









-A .34 30*03 
*?.76B B-03 
-1 .5830-03 





































































3AXO_ -JT; 372* 
39,0 -2*50 • *) 
16 
RHO(TAU) 






















































































































- 4 > B 3 * - 0 3 































• 6 860*.0/> 
•4.37?*-04 
•2J50L*-04 






































Table 24. Autocovariance and Autocorrelation 
Indicated Parameters 
PARAMETERS I 
PARAMETERS t U • 2 
TAU RC TAU) 
PROCESS 
I /O • 
RUN TIME 
0 , 0 
1.0 
2 . 0 
3 .0 
4 . 0 
5 . 0 
6 . 0 
7 . 0 
6 . 0 
9 . 0 
1 0 . 0 
1 1 . 0 
1 2 . 0 
H . O " 
1 4 . 0 
1 5 . 0 
1 6 , 0 
1 7 . 0 
1 6 , 0 
1970 
2 0 . 0 
2 1 . 0 
2 2 . 0 
2 3 . 0 
2 4 , 0 
2 5 , 0 
1 . 3 6 9 0 - 0 1 - 1 1 8 7 9 0 - 0 2 - 1 1 0 7 0 0 - 0 ? - 9 , 4 0 0 0 - 0 1 
- 7 1 6 9 7 0 - 0 3 
- 5 1 7 4 5 0 - 0 3 
- 3 , 6 6 6 0 - 0 3 
- 1 : 3 * 1 0 - 8 1 
1 . 1 7 1 0 - 0 3 
3 1 9 4 3 0 - 0 3 
6 1 9 7 4 0 - 0 3 
1 1 9 6 7 0 - 0 3 
- 3 1 2 8 4 0 - 0 3 - 2 7 1 O T 0 - 5 3 
- 1 1 3 3 4 8 - 0 3 
- 6 . 5 5 9 8 - 0 4 
- 7 1 2 1 4 8 - 0 5 
315808 -04 
6 . 2 8 1 0 - 0 4 6 7 8 7 3 0 - 0 4 
5 1 0 3 8 8 - 0 4 
2 1 3 9 2 8 - 0 5 
- 5 ; 3 5 5 0 - O 4 
• 3 1 6 4 8 8 - 0 4 - 1 1 6 1 5 8 - 0 4 
- O 1 7 3 2 T - 0 6 
• 2 3 1 , 8 8 3 3 3 S E C S . 
6 . 9 8 3 3 3 S E C S . 
• 2 3 8 . 8 8 6 6 7 S E C * • 
RHOCTAU) 
1 , 0 0 0 0 * 0 0 
-1 . 3 7 1 0 - 0 1 
- 7 , 8 1 4 0 - 0 2 
- 6 . 8 6 5 0 - 0 ? 
• 5 . 6 2 2 0 - 0 2 
- 4 . 1 9 6 0 - 0 2 
- ? . 6 7 8 0 - 0 2 
~-9~.79 2 0 - 0 3 
8 . 5 5 3 0 - 0 3 
2 . 8 8 0 0 - 0 ? 
5 , 0 9 4 0 - 0 2 
1 . 4 3 3 0 - 0 2 
- 2 , 3 9 9 0 - 0 2 
" -1 . 5 3 7 8 - 0 2 
- 9 . 7 4 3 0 - 0 3 
- 4 . 7 9 1 0 - 0 3 
- 5 . 2 6 9 0 - 0 4 
2 . 6 1 4 0 - 0 3 
4 . 5 8 7 0 - 0 3 
"5702^)0-03 
3 , 6 7 8 0 - 0 3 , 
1 . 7 4 7 0 - 0 4 
- 1 , 9 1 1 0 - 0 3 
- 2 , 6 6 3 0 - 0 3 
- 1 . 1 7 9 0 - 0 3 
^ 7 7 T O B * - D 5 
TAU 
0 C T A U ) 
PROCESS • 
I /O • 
RUN TIME 
113688-01 
- 1 1 8 7 9 0 - 0 ? 
- 1 1 0 7 0 8 - 0 ? 
- 9 1 4 0 0 0 - 0 3 
- 7 1 6 9 7 0 - 0 3 
- 5 1 7 4 5 0 - 0 3 
- 3 1 6 2 1 0 - 0 1 
-1 1 3 7 4 0 - 0 3 
111950-03 
3 1 9 3 5 0 - 0 3 
6 J 9 7 2 0 - O 3 
1 . 9 6 2 0 - 0 1 
- 3 1 7 8 4 0 - 0 3 
- 211 0 5 0 - 0 3 
- 1 1 3 3 4 0 - 0 3 
- 6 1 5 5 9 0 - 0 4 
- 7 l ? 1 4 0 - O 5 
3 1 5 8 0 0 - 0 4 
6 , ? 8 l 0 . O 4 
6l8710"-~O4 
5 1 0 3 6 0 - 0 4 
7 . 3 9 2 0 - 0 5 
- 5 1 3 5 5 0 - 0 4 
- 3 1 6 4 6 0 - 0 4 
- 1 1 6 1 5 0 - 0 4 
- 9 l 7 3 ? 0 " - O 6 
1 9 8 . 4 3 3 3 3 S E E S . 
13333 S E T S . 
2 0 3 . 5 6 6 6 7 S E C S . 
2 . 0 
4 . 0 
6 . 0 
8 , 0 
1 0 . 0 
1 2 . 0 
1 4 , 0 
1 6 , 0 
1 8 , 0 
2 0 . 0 
2 2 . 0 
2 4 . 0 
2 6 . 0 
2 8 . 0 
3 0 , 0 
3 2 , 0 
3 4 . 0 
3 6 . 0 
3 8 . 0 
4 0 . 0 
4 2 . 0 
4 4 . 0 
4 6 , 0 
4 6 , 0 
5 0 , 0 
PARAMETERS! 
TAU RCTAtl) RHOCTAU) 
0 , 0 8 . 0 5 0 8 - 0 2 1 . 0008 + 00; 
— 
2 . 0 
4 , 0 
6 . 0 
8 , 0 
1 0 , 0 
1 7 . 0 
- 3 . 1 1 7 0 - 0 3 
- 3 . 2 2 9 0 - 0 3 
- 2 . 7 7 3 0 - 0 3 
- 7 , 2 1 5 0 - 0 3 
- 1 . 5 9 4 0 - 0 3 
- 9 . 7 7 9 0 - 0 4 
- 3 . 8 7 2 0 - 0 2 
- 4 , 0 1 1 0 - 0 2 
- 3 . 4 4 5 0 - 0 ? 
- 2 , 7 5 1 0 - 0 2 
- 1 . 9 8 0 0 - 0 2 
- 1 . 1 5 3 0 - 0 ? 
1 4 . 0 
1 8 , 0 
- 2 . 1 0 8 0 - 0 4 
6 , 0 2 S i . - 0 A 
1 , 4 9 3 0 - 0 3 
2 .47A0. -O3 
- 1 . 0 7 4 0 - 0 3 - 7 . 5 1 1 0 . O A 
- 2 . 6 1 9 0 - 0 3 
7 . 4 8 8 0 - 0 3 
1 . 8 5 4 0 - 0 2 
3 . 0 7 4 0 - 0 2 
- 1 , 3 3 4 0 - 0 2 
- 9 . 3 3 7 0 - 0 1 
1 8 . 0 
? n , o 
2 2 , 0 
? « , 0 
P A R A M E t L H S I 
0 . 0 
2 6 , 0 
2 6 . f l 
• 5 . 0 2 4 0 - 0 4 
• 2 . 7 2 3 0 - 0 * 
3 0 . 0 - 7 . 5 3 7 0 - 0 5 
3 2 . Q 7 . 4 6 9 0 - 0 5 
3 4 , 0 1 . 7 0 4 0 - 0 4 3 6 . 0 9 , 0 - 0 0 . 0 4 
- 6 . 7 4 1 0 - 0 3 
- 3 . 3 8 2 0 - 0 3 
- 9 . 3 6 7 0 - 0 4 
9 . 7 7 8 0 - 0 4 
2 . 1 1 6 0 - 0 3 ? , 5 5 7 0 - 0 1 
5 0 , 0 2 , 6 4 6 0 - 0 5 
PROCESS « 2 2 2 . 1 3 3 3 3 S E T S . 
I /O • 9 , 1 0 0 0 0 S E C S . 
RUN TIME » 2 3 1 . g 
3 . 2 8 6 0 - 0 4 
5 T 0 -
8 . 0 
1 2 . 0 
1 6 , 0 
2 ."  
2 4 . 0 
7 8 . 0 
3 2 . 0 
3 6 . 0 
4 0 . 0 
4 4 . 0 
4 8 , 0 b ? , 0 
5 6 . 0 
" 6 0 , 0 
6 4 . 0 
6 8 . 0 
7 ? , 0 
7 6 . 0 
8 0 . 0 
"84.0 
8 8 . 0 
9 - . 0 
9 6 . 0 
8 . 1 3 4 0 - 0 2 
- 3 . 1 8 8 0 - 0 3 
• 3 . 7 3 4 0 - 0 3 
- ? . 7 5 5 0 - 0 3 
- 2 . 2 0 8 0 - 0 3 • 1 . 5 ? 9 0 - o r 
- 9 . 3 3 9 0 - 0 4 
- 1 . 9 9 8 0 - 0 4 
6 . 0 7 3 0 - 0 4 
1.4 9T0 -O3 
2 . A 7 1 0 - O 3 
- 1 . 0 7 7 0 - 0 3 
• 7 . 4 8 2 0 - 0 4 
• 4 . 9 7 9 0 - U 4 
" 2 . 7 2 5 0 - 0 4 
- 7 . 8 8 8 0 - 0 5 
7 . 2 0 5 0 - 0 5 
T . 7 2 9 0 - 0 4 
7 . 0 8 8 0 - 0 4 
— 1 . 6 8 9 8 - 0 4 
3 . 5 3 6 0 - 0 5 
- T . 7 1 3 0 - 0 4 
- 1 . 1 0 7 0 - 0 4 
- 4 . 7 4 5 0 - 0 5 
- 1 . 8 3 2 0 - 0 6 
ion for U = Constant and V - U(t) and for 
PARAMETER'S I 
RHOCTAU) I 
1,0000 + 00 ' 
M . 3 T 3 0 t r r 
- 7 . 8 1 8 0 - 0 ? 
- 6 . 8 6 9 0 - 0 2 
- 5 , 6 2 4 0 - 0 2 
- 4 . 1 9 8 0 - 0 ? 
- 7 . 6 4 6 0 - 0 ? 
- 1 7 0 0 4 0 - 0 ? 
8 . 7 3 0 8 - 0 3 
2 . 8 7 6 0 - 0 2 
5 . 0 9 5 0 - 0 2 
1 . 4 3 4 0 - 0 2 
- 7 . 4 0 0 0 - 0 2 ^ r . 5 3 8 0 ^ 0 2 -
- 9 . 7 4 8 0 - 0 3 
- 4 . 7 9 3 0 - 0 3 
- 5 . 2 7 2 0 - 0 4 
2 . 6 1 6 0 - 0 3 
4 . 5 9 0 0 - 0 3 
~ 5 T O ? 3 0 - O 3 
3 . 6 8 0 0 - 0 3 
1 . 7 4 6 0 - 0 4 
- 3 . 9 1 3 0 - 0 3 
- 7 , 6 6 4 0 - 0 3 , 
- 1 . 1 8 0 0 - 0 3 
= 7 . 1 1 1 0 - 0 5 
TAU 
2 . 5 
5 . 0 
7 . 5 
1 0 . 0 
1 2 . 5 
1 5 . 0 
1 7 . 5 
2 0 . 0 
2 2 . 5 
2 5 . 0 
2 7 . 5 
3 0 . 0 
S2.r 
3 5 . 0 
3 7 . 5 
4 0 . 0 
4 2 . 5 
4 5 . 0 
4 7 . 5 
5 0 . 0 
5 2 . 5 
5 5 . 0 
5 7 . 5 
6 0 . 0 
6 2 . 5 -
6 5 , 0 
6 7 . 5 
7 0 . 0 
7 2 . 5 
7 5 . 0 
PROCESS » - 2 ^ . r t * « r - S T T S - " . 
I /O • 
RUN TIME 
0CTAU) RHOCTAU) 
113250 -01 1 . 0 0 0 0 * 0 0 
3 " T 7 3 7 0 - O 3 
2 , 8 2 1 8 - 0 2 
- 1 . 2 0 1 0 - 0 2 - 9 . 0 6 6 0 - 0 7 ' 
- 1 1 0 2 3 0 - 0 2 - 7 . 7 2 2 0 - 0 2 
- 8 ; 8 5 3 0 - O 3 • 6 , 6 8 2 0 - 0 2 
- 7 * 4 0 6 0 - 0 3 
' 5 , 5 9 0 0 - 0 2 
- 5 . 9 1 8 0 - 0 3 - 4 , 4 6 7 0 - 0 2 
9 2 7 0 ^ 0 7 
- 2 7 * 6 0 0 - 0 2 
- 2 1 1 7 0 0 - 0 3 -1 . 6 3 8 0 - 0 2 
- 1 1 1 6 4 0 - 0 4 - 8 , 7 6 3 0 - 0 4 
? ! O S 8 0 - O 3 1 , 5 7 6 0 - 0 2 
4 1 4 2 6 0 - O 3 3 . 3 4 1 0 - 0 2 
6 , 9 7 2 0 - 0 3 5 . 2 6 2 0 - 0 2 
3 . 9 3 1 0 - 0 3 
2 . 9 6 7 0 - 0 2 
- 3 1 2 2 6 0 - 0 3 - 2 . 4 3 5 0 - 0 2 
• 2 . 5 2 5 0 - 0 3 •1 ,9O60- 'O2 
-1 . "6470-03 - 1 . 3 9 4 0 - 0 2 
- 1 . 2 2 1 0 - 0 3 - 9 . 2 1 7 0 - 1 ) 3 
- 6 1 5 5 9 0 - 0 4 - 4 . 9 5 1 0 - 0 3 . 
- 1 . 6 7 9 0 - 0 4 - 1 , 2 6 6 0 - 0 3 
2 1 2 7 9 0 - 0 4 
1 . 7 2 0 0 - 0 3 
5 1 1 3 7 0 - 0 4 
3 , 8 7 7 r - 0 3 
6 1 6 9 6 0 - 0 4 5 . 0 5 4 0 - 0 3 
6 ; 7 7 l 8 - 0 4 
5 , 1 1 0 0 - 0 3 
5 . 0 3 6 0 - 0 4 3 . 6 0 1 0 - 0 3 
1 7 2 5 0 0 - 0 4 
9 . 4 3 4 0 - 0 4 
- 4 , 0 7 8 0 - 0 4 - 3 , 0 7 8 0 - 0 3 
- 5 1 0 7 4 0 - 0 4 - 3 . 8 3 0 0 - 0 3 
- 2 1 8 3 4 0 - 0 4 - 2 . 1 3 9 0 - 0 3 
- 1 1 2 7 5 0 - 0 4 
- 9 . 6 2 5 8 - 0 4 
- 9 1 7 3 7 0 - O 6 - 7 , 3 4 5 0 - 0 5 
7 . 4 1 6 6 7 S E C S , 
• 236 .63333 S E C S . 
1 . 0000 + 00 
- 3 . 4 1 9 0 - 0 2 - 3 . 9 7 5 0 - 0 ? 
-3 .1BSP~. - -2 
- 7 . 7 1 5 0 - 0 ? 
M . 9 S 5 T - 0 7 
•1 . 1 4 8 0 - 0 2 
PARAMETERS! U « 3 
- 7 . 4 5 6 0 - 0 3 
7 . 4 6 6 0 - 0 3 
. • b s s f - d ? 
3 . 0 3 8 0 - 0 ? 
• T 7 7 7 4 P - 0 ? 
• 9 . 1 9 8 0 - 0 3 
- 8 . 1 2 1 0 - U 3 
- 3 . 3 5 0 0 - 0 3 
- 9 . 6 7 7 0 - 0 4 
8 8 5 7 8 47VT 50 - 1 )3
7 5 6 7 -  
2 . 0 7 6 0 * 0 3 
4 . 3 4 7 0 - 0 4 • 7 . T O 8 0 - O 3 
• 1 . 3 6 0 0 - 0 3 
• 5 . 8 3 4 0 - 0 4 1 
• 7 . 7 5 2 0 - 0 5 
" 5 7 5 " 
1 0 . 0 
1 5 . 0 
9 . 2 6 7 0 - 0 ? 
, 2 5 6 0 - 0 3 
" 3 . 4 1 6 0 - 0 3 
• 3 . ^ 4 2 0 ^ 1 ^ 
• 2 . 4 8 3 0 - 0 3 • 2 r T 5 6 F - 0 3 
• 1 . 5 9 4 0 - 0 3 
• 1 . 0 5 1 0 ' 
• 4 . 6 7 6 0 ' 
2.D7TJ0 i 
8 . 8 5 3 0 ' 
1 . 6 46*"' 




; 0 1 
03 
1.0000+00 
• 5 . 1 3 6 0 - 0 ? 
-4_._1220*fJ2 
• A . 6 3 6 0 - 0 2 
• 2 . 9 9 6 0 - 0 2 
• 2 . 6 9 l P - T f 2 
• 9 2 3 0 - 0 2 
- 1 . 7 6 8 0 - 0 2 
• 5 . 6 4 2 0 - 0 3 
? T 4 » 8 0 - O 3 
1 . 0 6 8 0 - 0 2 
1 , 9 * 6 0 - 0 ? " 
6 5 , 0 - 9 . A 7 8 H - 0 4 - 1 . 1 6 2 0 - 0 ? 
7 0 . 0 - 9 . 3 9 4 0 - 0 4 - 1 . 0 1 1 0 - 0 2 
7 5 . 0 
- i . 1 5 8 0 - 0 4 - 7 . 4 7 0 0 - O T 
8 0 . 0 
" 4 . 1 9 6 0 - 0 4 - 5 . 0 6 4 0 * 0 3 
8 5 . 0 - 2 . H O 1 0 - O 4 • 7 . 8 9 7 0 - 0 3 
9 0 . 0 
" 7 . 5 3 7 0 - 0 5 - 9 . 0 9 5 0 - 0 4 
5 . 0 3 7 0 - 0 5 
V O 
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Table 25. Autocovariance and Autocorrelation Function for U = Constant 
and V - N(y,a2) and for Indicated Parameters. 
P A R A M E T E R S ! MU » 0_ STGMA « i l o o T A U 0 . 0 0 . 1 R C T A U ) 9 . 3 0 2 0 - 0 1 0 . 2 0 . 3 0 . 4 
0 . 6 
o . r 
7 . 3 3 B P 6 * 4 1 7 J 5 . 4 9 5 0 4 . 5 7 J 3 0 3 . 6 5 4 * 2 . 7 3 4 0 
1 . 4 
1 . 6 _ U 7 _ 1 . 8 
2 . 2 7 6 * 
2 . 7 1 6 " 
3 . 0 2 9 * 3 l 2 ? B * 3 1 2 9 2 * 3 . 2 4 8 0 2 . 0 2 . 1 2 . 2 _L.J3_ 2 . 4 " 2 7 5 2 . 6 
3 . 0 9 0 * 2 . 8 6 9 * 2 : 5 8 2 * __J272_7_4*_ 1 , 9 5 B * 
T . 7 m -_ 1 . 4 3 6 ? 1 . 1 6Ae 9 . 2 3 P 0 7 . 0 7 5 0 5 . 2 3 2 * 
R H O ( T A U ) 1 . 0 0 0 0 + 0 0 
b : q i i * * d i 
P A R A M E T E R S I S I G M A = 0 . 3 0 J L L T A U ? J H O C L A J I L 0 . 0 2 . l f l ? 0 - Q 1 1 . 0 0 0 0 + 0 0 7 . 8 B 9 0 - O 1 A t 8 9 9 * " 0 L 5 . 9 0 8 P - 0 1 O ± 7 J L - 0 _ l 3 : ? 2 8 * - 0 1 3 . Q 3 9 P - 0 1 0 . 3 1 . 2 2 3 0 - 0 1 5 . 6 0 3 0 - 0 1 0 . 6 2 - . 2 B J J L - f l _ L . — 1 . 0 4 5 0 - 0 1 0 . 9 - 7 . 7 4 4 0 - 0 ? " 3 . 5 4 9 0 - 0 1 1 . 2 - J j J L L 0 « - J ) i - 5 . 0 8 7 0 - 0 1 1 . 5 - 1 . 0 9 3 * - 0 l " 5 . O l 0 0 - 0 1 l . B - 9 . 5 7 3 0 - 0 ? - 4 . 3 B 7 9 - 0 1 1 . 9 5 1 0 - 0 1 9 : 6 0 l ? - 0 2 - 1 : » 4 B * - 0 3 4 : 6 6 S 0 - O 3 1 : ? 0 4 * » 0 2 1 . 8 7 4 0 - 0 2 2 . 4 4 7 0 - 0 2 _ 2 _ I . 9 J 2 0 * - Q J c L _ i : ? 5 6 * - 0 2 3 * 4 7 1 0 - 0 2 3 . 5 3 9 0 - 0 2 _ : f t 9 ? > - 0 2 3 . 3 2 6 0 - 0 2 3 . 0 8 4 0 - 0 2 2 J 7 7 6 * - 0 2 _ U A A 5 _ t - Q 2 _ ? : 1 0 1 * - 0 2 _ 1 , 8 5 3 0 - 0 2 1 . S ; 4 4 0 - O ? 1 ~ ? 5 6 0 - O ? 9 . 9 3 ? 0 - O 3 ' > T 6 0 6 0 - 0 3 s : 6 2 f l f l - 0 3 
2 . 1 - 5 . 2 4 3 0 - 0 2 - 2 . 4 0 3 0 - 0 1 2 . 4 2 . 4 7 2 « " 0 2 1 . 1 3 3 0 - 0 1 2 . 7 l . U 5 8 " - 6 l 4 . 8 A 8 0 - 01 3 . 0 1 . 4 2 6 0 - 0 1 6 . 5 3 4 0 - 0 1 3 . 3 1 . 0 5 9 0 - 0 1 4 . 8 5 5 0 - 0 1 3 . 6 2 . 4 7 4 0 - 0 2 1 . 1 3 4 0 - 0 1 3 . 9 - 5 . 2 3 0 0 - 0 2 - 2 . 3 9 7 0 - 0 1 4 . 2 - 9 x 4 3 3 * - 0 2 - 4 _ . 3 2 3 ? - 0 l 4 . 5 - 1 . 0 0 6 0 - 0 1 - 4 , 6 1 9 0 - 0 1 4 . B - 8 . 1 9 9 0 - 0 2 - 3 , 7 5 8 0 - 0 1 in - 3 . 8 2 3 0 - 0 ? - 1 . 7 5 2 0 - 0 1 5 . 4 2 . 5 3 0 0 - 0 2 1 . 1 5 9 0 - 0 1 5 . 7 8 . 5 3 5 0 - 0 2 3 , 9 1 1 0 - 0 1 6 . 0 
1 . J 0 2 0 - 0 1 
5 . 0 5 2 0 - 0 1 6 . 3 8 . 5 2 5 0 - 0 2 3 , 9 0 7 0 - 0 ) 6 . 6 J _ . 5 4 6 0 - Q 2 J _ . 1 6 7 0 - O 1 6 . 9 - 3 . 7 0 5 0 - 0 2 - 1 , 6 9 8 0 - 0 1 1 7 . 2 - 7 . 7 4 6 0 - 0 ? - 3 . 5 5 0 0 - 0 1 7 , 8 8 . 1 8 j _ 4 8 . 7 9 . 0 
• _ 6 . 9 . 9 . 3 0 " 0 2 • 2 . 9 6 6 0 - 0 2 2 J 2 9 5 J - 0 2 6 . 9 0 5 » - 0 2 6 . 7 6 2 0 - 0 ? 9 . 3 6 . 9 2 5 « - 0 2 9 . 6 2 j 3 6 2 1 - 0 2 9 . 9 - 2 . 7 3 6 0 - 0 2 1 0 . 2 - 6 . 3 2 4 0 - 0 ? 1 0 . 5 1 0 . 8 
• J L . - t l O _ 5 j 0 . - P L • 1 . 3 5 9 0 - 0 1 - l ^ O S i J A - O i . 3 . 1 6 4 0 - 0 1 4 . 0 1 6 0 - 0 1 
• 7 . 3 9 1 0 - 0 ? • 5 . B 9 6 0 - Q 2 
3 . 1 7 4 0 - 0 1 1 . 0 8 2 0 - 0 1 - 1 . 2 5 4 0 - 0 1 - 2 . 8 9 8 - - 0 1 - 3 . 3 8 7 0 - 0 1 - 2 . 7 0 2 0 - 0 1 1 1 . 1 1 1 . 4 1 1 . 7 1 2 , 0 1 2 . 3 1 2 . 6 1 2 . 9 1 3 . 2 1 3 . 5 1 3 . 8 1 4 . 1 1 4 . 4 
• 2 . 1 2 1 0 - 0 2 1 . 9 5 0 0 - 0 2 5 . 6 2 5 0 - 0 2 7.0750-02 5 . 6 5 7 0 - 0 ? 2 . 0 7 8 0 - 0 2 - 2 . 0 6 0 0 - 0 2 - 5 . 1 3 5 0 J 1 O 2 - 6 , 1 6 4 » - 0 2 - j . 9 5 8 0 - 0 2 - 2 . 0 1 2 0 - 0 2 1 . 6 1 5 0 - 0 2 
• 1 . 1 1 0 0 - 0 1 8 . 9 3 5 0 - 0 2 2 . 5 7 8 0 - 0 1 3 , 2 4 2 0 - 0 1 2 , 5 9 3 0 - 0 1 9 . 5 2 2 0 - 0 2 • 9 , 4 3 9 0 - 0 2 • 2 t 3 5 3 0 - O l • 2 , 8 2 5 0 - 0 1 _ 2 _ i 2 7 2 « - 0 1 • 9 . 2 1 9 0 - 0 2 7 . 4 0 4 0 - 0 2 
5 . 2 1 . 3 9 2 0 - 0 4 1 . 4 9 7 0 - 0 4 5 . 4 . . 8 . 8 6 4 0 - 0 5 9 , 5 3 0 - 0 5 5 . 6 4 , 6 1 7 0 - 0 5 4 , 9 6 4 0 - 0 5 5 . B 1 . 3 9 0 M 0 5 1 . . 4 9 5 0 - 0 5 6 . 0 - 1 , 7 4 4 0 - 0 6 - 1 , 8 7 5 0 - 0 6 A t ? - f t , 7(170-0* - 7 . ? 1 l * - 0 6 6 . 4 - 5 , 5 1 7 0 - 0 6 - 5 . 9 3 1 0 - 0 6 6 , 6 1 A R a - n f t - 2 , 3 5 2 0 - 0 6 6 . B 1 , 3 5 7 P - 0 6 1 . 4 5 9 0 - 0 6 7 . 0 3,rj47B-0A 3 . 9 2 1 0 - 0 6 7 . 2 3 , 6 2 0 0 - 0 6 3 . 8 9 2 0 - 0 6 7 , a 9 . 0 1 4 0 . 0 6 7 . 6 - 5 , 7 1 3 0 - 0 7 - 6 . 1 4 2 0 - 0 7 7 , 8 - 9 . 0 2 6 0 - 0 7 - 9 . 7 0 4 0 - 0 7 8 . 0 - 3 , 1 0 1 0 - 0 6 - 3 . 3 3 4 0 - 0 6 6 , 2 - 4 . 0 7 7 * - 0 6 - 4 . 3 8 3 0 - 0 6 8 . 4 - 3 , 6 6 2 0 - 0 6 - 3 . 9 3 7 0 - 0 6 8 . 6 - 2 . 0 9 9 0 - 0 6 - 2 . 2 5 7 0 - 0 6 8 , 8 - 2 , 0 9 0 * - 0 6 - 2 . 2 4 7 0 - 0 6 9 . 0 7 . 5 7 2 0 - 0 8 8 , 1 4 1 0 - 0 6 9 . 2 2 , 1 5 2 * - 0 6 2 . 3 1 3 0 - 0 6 9 . 4 3 . 5 7 5 0 - 0 6 3 . 8 4 3 0 - 0 6 9 , 6 3 . 9 8 8 * - 0 6 4 . 2 8 8 0 . 0 6 9 . 6 3 . 6 4 B 0 - O 6 4 . 1 3 7 0 - 0 6 1 0 . 0 3 . 1 9 0 P - O 6 3 . 4 3 0 0 - 0 6 
1 4 , 7 4 . 5 8 6 0 - 0 2 2 . 1 0 2 0 - 0 1 1 5 , 0 3 . 7 4 0 0 - 0 2 2 * 6 3 1 0 - 0 1 1 5 . 3 4 . 6 4 7 0 - 0 2 2 . 1 3 0 0 - 0 1 1 5 j 6 1 . 8 0 7 0 ^ 0 2 A , 2 B 3 0 - 0 2 1 5 . 9 - 1 . 5 7 5 0 - 0 2 - 7 . 2 1 9 0 - 0 2 
. L 6 » 2 _ 1 4 . l B 4 j » - 0 2 1 . 9 1 7 0 ^ 0 1 P R O C E S S • S O B , 0 1 6 6 7 S E C S , I / O • 6 . 6 6 6 6 7 S E C S . R U M T I M E 5 1 4 . 6 8 3 3 3 S E C S , 
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Table 26. Autocovariance and Autocorrelation Function for U = Constant 
and V - N(y,a2) and for Indicated Parameters. 
PARAMETERS I U • 5 MU > 5 SIGMA « 1,0A 
TAU RCTAU) RHOCTAU) 
0,0 2.4600-01 1.0000+00 
1 • N 1,5nop-FTI ft, 1 (1(10-01 2.0 5.0100-02 2.0410-01 
l^y _ -2.0050-01 
4.0 -1.4170-01 -5.7630-01 
_ -5..0. -£.-08,3»-0I -8.4710-01 
6,0 -1.4170-01 -5.7630-01 
7 . 0 - 4 , 0 * 9 0 - 0 9 -9.005A-01 
8.0 4.B4R0-O? 1.9710-01 
L.-3X5JI0.1 5.4260-01 
10.0 1.7040-01 6.9300-01 
1 1 .0 1.3350-01 5,4290-01 
12.0 4.9*10-02 2.00L"-01 
PARAMETERS! U « 1 MU « 1 SIGMA = 1.00 13.0 -4.4330-02 -1.8020-01 
14.0 -1 .2100-01 -4,9560-01 
15,0 -1 .5300-01 -6.2560-01 
TAU R(TAU) RHO(TAU) - 16.0 -1.2300-01 -4.9610-01 
17.0 -4.58*0-0? -1.8630-01 
0.0 3.9030-01 1 ,FIOO0*OO 18,0 4.0960-02 1,6660-01 
0.2 2.2540-01 7.0390-01 19.0 1 . 1040-01 4.4890-01 
0.0 - 1 . 3790-01 a_.3.0-5I>-0L.__ - . 20.0 1.3740-01 5.5880-01 
0.6 5.3180-02 1 , 6600-01 21.0 1.1090-01 4,5090-01 
0--9_ r^-TL&f-A2 . -8.6740-02 .... 22.0 4,37N0-O2 1.7770-01 
1.0 "1.0410-01 -3,2490-01 23.0 -3. 61-88-02 . -1,4710-01 
1.? 2070-02 - 9 . 5 670-O1 24.0 -1.00*0-01 -4.0730-01 
L .a "5.7820-02 -1 .B05»-01 9 5 , ( 1 -1,94O»-OI - 5 T O / A 0 - O t 1.6 -3 L463P-02 -_L,087?-0L 26,0 -1.0110-01 -4.1090-01 
1.8 -1.550P-0? -4,8380-02 27.0 -4.0120-02 -1.6310-01 
2.0 -6.5*80-04 -2.0380-03 28.0 3.2680-0? 1.3290-01 
2.2 9.017^-03 2.B15»-02 9 0 , n 9.0449-02 1...6 7 7_»-Q-1. .. 
2.4 1.4240-02 4.4450-02 30.0 1 , 1260-01 4.5790-01 
2.6 1 .5650-02 4.8850-02 31 ,N O, I n n « - n » 3,7390-01 
2.8 _L.4.120-Q2 4.4700-02 - 32.0 3,7010-02 1.5210-01 
3.0 1 . 1060-02 3.452?-02 3JL.D -2,8760-02 -1.1700-01 
3.2 6,7930-03 _2- TL?10-O2 34.0 -8,1780-02 -3.3250-01 
3.4 2,4790-03 7. 7380-03 35,5 -. -UQ210-O1 -4,1610-01 
3.6 -1.0900-03 -3.4040-03 36.0 -8.363P-02 -3.4000-01 
3.6 "3.2830-03 -1.025?"02 37.0 -3.4310-02 -1 .3950-01 
4-0 _ . "4 . 1280-03 -1.2890-02 38,0 2.577?-0? 1 .0480-01 
4.2 -3.8290-03 -1,1950-02 _ 39J_0 7,3810-02 3.0010-01 
4.4 0250-03 -9.446--03 40.0 9.2550-0? 3.7630-01 
4.6 -1 . 9990-03 -6.2410-03 41.0 7*60J«-02 3.0910-01 
4.8 - 1 .0790-03 -3. 3680-03 42,0 3.1730-0? 1 .2900-01 
5.0 "1.9130-04 -5,9710-04 43.0 -9.2750-02 -9.2480-02 
5.2 - 5.27_10_-O4 1.646»"03 44,0 -6.6690-02 -2.7110-01 
5.4 1.0570-03 3.3010-03 45.0 _-L8-.-40 -J-0.2 _ -3.4170-01 
5. 6 1,2190-0.3- . 2.8060-03 46,0 -6.9260-0? -2.8160-01 
5.8 1 ,0320-03 3.221P-03 Al+Q -?.91 -1.1640-01 
6.0 
ft. 1510-04 
1.9240-03 48.0 ?.0300-02 8.2540-02 
6.2 1 .912 5,9680-04 4 0 , ( 1 ft , (191 8 . - 0 9 9.44P.0-O1 6.4 -4 . 7750-05 -1 ,4910-04 50.0 7.6090-02 3.0940-01 
6.6 -1.2790-04 -3.9930-04 51,0 _ ft.29P0-IQ.2-— 2.5610-01 
6.8 -1.0030-04 -3,131^-04 52.0 2,6830-0? 1.0910-01 
7.0 -1,5010-04 -4.6850-04 53.0 -1 ,7970-0? -7,3050-02 
7.2 -2.1790-04 -6.8020-04 54,0 -5.4370-0? -2.2110-01 
7.4 "3,0090-04 -9.3930-04 55.0 -6.9060-02 -2.8080-01 
7.6 -2,2950-04 -7,1640-04 PROCESS » 356.50000 SETS. 
7.8 -8.3170-05 -2. 597~0-O4 1/0 • 6.90000 SECS. 
8.0 1,1240-04 3.5090-04 RUN TIME • 363 ,40000 S.ECJ&V 
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Table 27. Autocovariance and Autocorrelation Function for U = Constant 
and V - N(u,a2) and for Indicated Parameters. 
P A R A M F T F R S I U • . MU • 1 0 S I G M A « 1 . 5 0 T AU R C T A U ) R H 0 C T A U ) 
0 . 0 2 . 1 6 6 0 - 0 1 1 . 0 0 0 0 + 0 0 1 . 5 1 . 2 1 r i P - 0 1 S . 5 8 3 0 - 0 1 
P A R A M E T E R S ! U • 5 MU 1 5 S I G M A 1 . 0 0 3 . 0 4 . 5 6 . 0 
9 . 0 
2 . 1 8 9 P - 0 2 • 7 . 7 O B 0 - O 2 • 1 , 0 9 6 » - 0 1 • U O 7 9 0 - O L • 9 . 4 8 4 0 - 0 2 
1 . 0 1 0 0 - 0 1 • 3 . 5 5 6 0 - 0 1 • 5 . 0 6 0 0 - 0 1 • 4 . 9 8 0 0 - 0  • 4 . 3 7 6 0 - 0 1 
1 2 . 0 2 . 4 2 B 0 - O ? 1 . 1 2 1 0 - 0 1 1 3 * 5 _ i . 0 4 j r j - J ) l 4 , 8 3 2 0 - 0 1 1 5 . 0 1 . 4 1 1 0 - 0 1 6 . 5 1 4 0 - 0 1 1 6 . 5 1 . O 4 P . 0 - O 1 4 . 8 3 9 0 - 0 1 1 8 . 0 2 . 4 5 1 0 - 0 ? 1 . 1 3 1 0 - 0 1 1 9 . 5 - « > . i s a 0 - o ? - 2 . 3 8 1 0 - 0 1 2 1 . 0 - 2 2 . 5 2 4 , 0 _ _ 2 i , 5 2 7 , 0 ? B t 5 • 9 , 3 1 ? 0 -
i9 . .9_4_i_fL_ 
• 8 , 0 9 A p • 3 . 7 9 * 0 • 0 ? 
• 0 2 _ 
2 . 4 5 7 0 
ft . 30_ 9 
• 0 2 
_____ 
• 4 . 2 9 8 0 -• 4 . _ 5 f t 9 - 0 -• 3 . 7 3 7 P -! _ U 7 5 _ L 0 -1 . 1 3 4 0 -3 . 8 7 4 0 -
0 1 0 1 _ 0 1 0 1 0 1 0 1 3 0 . 0 1 , 0 8 8 0 - 0 1 3 1 . 5 B . 4 2 9 0 - 0 2 3 3 , 0 2 , 5 3 1 0 - 0 2 3 4 . 5 - 3 . 6 3 3 » - 0 2 3 6 . 0 - 7 . 6 0 3 0 - 0 2 3 7 . 5 - 8 . 5 9 9 0 - 0 ? 5 . 0 2 1 0 - 0 1 
1 . 1 6 8 P - 0 1 
_ J ^ _ _ 7 j t _ _ . i _ l _ . 
• 3 . 5 0 9 0 - 0 1 
• 3 . 9 6 9 0 - 0 1 
1 AU 0 , 0 2 . 0 4 T T T -6 . 0 8 . 0 1 0 . 0 T 2 . 0 1 4 . 0 1 6 . 0 1 8 . 0 
— 2 0 . t r 2 2 . 0 " 2 4 . 0 2 6 . 0 2 8 . 0 3 0 . 0 ~ 3 2 . 0 3 4 . 0 3 6 , 0 3 6 . 0 4 0 . 0 4 2 . 0 
4 6 . 0 
" 4 D - . - 0 ~ 
3 9 . 0 4 0 . 5 4 2 . 0 4 3__5 4 5 . 0 4 6 , 5 
- 6 , 8 8 7 0 - 0 2 • 2 . 9 6 _ O 0 - O 2 2 , 2 0 5 0 - 0 2 6 , 7 5 ? 0 - O 2 - 3 . 1 7 9 0 -
• ^ L * 3 _ 6 _ i 0 -
8 . 6 O ? 0 - O 2 6 . 6 1 6 0 - 0 2 1 . 0 1 8 0 -_ _ U . U 7 . f c 3 . 9 7 1 0 -3 . 1 4 6 0 -4 8 . 0 4 9 . 5 5 1 . 0 5 2 , 5 5 4 . 0 
2 . 3 5 4 0 - 0 ? • 2 , 6 3 3 0 - 0 2 • 6 . 1 5 1 0 - 0 2 - 7 , 2 ? 5 0 - O 2 - 5 . 7 9 5 0 - 0 2 
1 . 0 8 7 ? -• 1 . 2 1 5 0 -• 2 . 8 3 9 0 -• 3 , 3 3 5 0 -• 2 . 6 7 5 0 -
5 0 , 0 5 2 . 0 5 4 . 0 5 6 . 0 5 8 . 0 6 O . 0 6 2 . 0 
R C T A U ) 
1 , 5 6 1 * - 0 1 6 . 5 1 2 0 - 0 2 • 2 . 2 0 7 0 - 0 2 - 5 . 4 4 6 0 - 0 2 - 3 . 8 5 0 0 - 0 2 • 3 . 2 9 6 0 - 0 2 _ _ " " 3 . 9 9 3 0 - 0 2 - 5 . 2 1 3 0 - 0 2 - 1 . 9 5 2 0 - 0 2 6 . 3 2 9 0 - 0 2 1 . 2 0 6 0 - 0 1 6 . 5 2 6 0 - 0 2 . 5 9 9 0 - 0 2 - 4 . 7 9 7 0 - 0 2 • 3 . 7 1 7 0 - 0 2 - 3 . 2 7 4 0 - 0 2 — 4 . t > 9 1 * - 0 - 2 - 4 . 8 3 3 0 - 0 2 " 1 . 5 7 6 0 - 0 2 " 5 . 8 5 1 0 - 0 2 1 . 0 4 1 0 - 0 1 6 . 2 4 4 0 - 0 2 8 . 5 9 3 0 - 0 3 - 4 . 0 1 5 0 - 0 2 - 3 . 5 2 3 0 - 0 2 - 3 . 2 4 4 0 - 0 2 - 4 . 1 1 3 0 - 0 ? 6 4 . U 
5 7 . 0 1 . 8 4 5 0 - 0 2 8 . 5 1 4 0 - 0 2 5 8 _ , 5 5 , 4 4 1 0 - 0 2 _ 2 , 5 1 1 0 - 0 1 6 0 . 0 6 . 8 8 5 « - 0 2 3 . 1 7 8 d - 0 1 6 1 . 5 _.  5.54*0-02 2 . 5 6 0 0 - 0 1 6 3 . 0 2 , 0 8 8 0 - 0 2 9 . 6 3 7 0 - 0 2 6 4 . 5 - 1 . O l A B - 0 9 - « . 9 4 « i - - 0 ? 
5 3 2 0 - 0 2 J O 6 0 - O 2 2 8 1 0 - 0 2 1 4 5 0 - 0 2 8 7 0 0 - 0 2 2 9 1 0 - 0 3 2 9 9 0 - 0 2 2 5 2 0 - 0 2 1 8 7 0 - 0 2 0 8 5 0 - 0 2 2 9 4 0 - 0 2 
R H O C T A t l ) 1 , 000t>v00 4 . 1 7 2 0 - 0 1 • 1 . 4 1 4 0 - 0 1 " 3 . 4 8 9 « - 0 1 - 2 , 4 6 6 0 - 0 1 - 2 . 1 1 2 0 - 0 1 - 2 . 5 5 8 0 - 0 1 - 3 . 3 4 0 0 - 0 1 - 1 . 2 5 1 0 - 0 1 4 , 0 5 4 0 - 0 1 7 . 7 2 7 0 - 0 1 4 . 1 8 1 0 - 0 1 - 1 . 0 2 4 0 - 0 1 - 3 . 0 7 3 0 - 0 1 - 2 . 3 8 1 0 - 0 1 - 2 . 0 9 7 0 - 0 1 - 2 . 6 2 2 0 - 0 1 - 3 . 0 9 6 0 - 0 1 - 1 . 0 1 0 0 - 0 1 3 . 7 4 8 0 - 0 1 6 . 6 6 6 0 - 0 1 -4 . 0 0 0 0 - 0 1 ' 5 . 5 t . 5 1 » - 0 2 - 2 . 5 7 2 0 - 0 1 -2.2579-01 - 2 . 0 7 6 0 - 0 1 - 2 , 9 0 4 0 - 0 1 - 8 . 3 6 5 0 - 0 2 3 . 3 8 3 0 - 0 1 5 . 8 5 8 0 - 0 1 3 , 7 6 0 0 - 0 1 - 1 . 4 6 7 0 - 0 2 
6 6 . 0 - 4 , 9 4 4 » - 0 2 - 2 , 2 8 2 0 - 0 1 6 7 . 5 — - 5 . 9 6 8 0 - 0 2 - 2 . 7 5 5 0 - 0 1 6 9 . 0 - 4 . 8 3 4 0 - 0 2 - 2 . 2 3 1 0 - 0 1 .. Z Q . 5 - 2 J D 2 O 0 - - - O 2 - 9 . 3 2 4 0 - 0 2 7 2 . 0 1 , 4 7 7 0 - 0 2 6 . 7 9 5 0 - 0 2 7 y S - . 3 H R 9 - 0 9 ? . 0 1 6 0 - 0 1 7 5 . 0 7 4 , 5 7 8 . 0 7 9 _ _ 5 _ 5 . 5 3 3 0 - 0 2 4 , 5 ? 4 0 - O 2 2 . 5 5 4 0 -
_____08_8 f • 
1 . 8 1 6 0 - 0 2 • 1 . 4 ? 7 0 - O 2 P R O C E S S I / O 8 1 . 0 8 2 , 5 • 3 , 9 4 4 0 - 0 2 • 4 . 6 7 4 0 - 0 2 • 3 0 7 , 4 5 0 0 0 S E C S , 4 . 9 6 6 6 7 S E C S , 
8 . 3 8 1 0 • 6 . 5 8 6 0 ' • 1 . 8 2 1 0 ' • 2 . 2 5 0 9 V 0 1 O L . 0 2 0 2 • 0 1 ' 0 1 
• 2 . 1 1 4 0 - 0 1 • 2 . 0 8 3 0 - 0 1 • 2 . 0 4 2 0 - 0 1 • 2 . 6 1 7 0 - 0 1 • 2 . 7 5 1 0 - 0 1 • 7 . 3 B 6 0 - O 2 3 . 0 2 2 0 - 0 1 5 , 1 8 9 0 - 0 1 3 . 5 2 2 0 - 0 1 1 , 7 9 6 0 - 0 2 • 1 . 6 9 1 0 - 0 1 6 7 6 0 - 0 1 
K U N T I M E • 3 1 2 . 4 1 6 6 7 S E C S , P R O C E S S • I / O • 
RUW nn 
1 1 0 . 0 6 . 6 8 3 3 3 » T O O 
2 . 9 4 6 0 - 0 2 S , S E C S . . 0 5 0 0 0 S E C S , 
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Table 28. Autocovariance and Autocorrelation Function for U = Constant 
and V - N(y,a2) and for Indicated Parameters. 
PARAMETERS* U a 1 MU » 1 SIQMft a Q. 1 0 PARAMETERS I U • 5 MU » 20 SIGMA a 1.25 1 
TAU R(TAU) RH0C TAU) TAU R(TAU) RHO(TAU) 
0.0 2.4590-01 1.0000*00 0.0 2.0060-01 1,0000*00 
0.2 1,5348-01 A.3380-01 2.5 9.7180-02 4.8450-01 0.4 4.8600-02 1.9760-01 5.0 -2.1610-02 -1.0770-01 
0*6 -2*072? "OX 7.5 -5.1940-02 -2,5900-01 0.8 -1 . 4930-01 -6.0700-01 10,0 -7.7270-02 -3,8520-01 1.0 -2.2930-01 -5*222*-M 12.5 -8*828.0-02_ . -4.4010-01 1.2 -1.4960-01 -6.0810-01 15.0 -7.9360-02 -3.9570-01 1.4 -«;.01 10-03 -9.0360-01 17t5 -5.4580-02 -2.7210-01 1.6 4.9850-02 2.0270-01 20,0 -6.4760-03 -3,2280-02 _ _. l_.t.8 1 ,4920-01 6.0650-01 22*5_ A»5.15£-02_ 4.7440-Ol__ .. 2.0 2.1010-01 8.5420-01 25.0 1.6480-01 8.2150-01 2.2 1.4910-01 6.0620-01 27,5 9 , 8400-0? 4,9050-0} 2.4 5.0000-02 2,0330-01 30,0 -8,4030-04 -4.1890-03 2.6 -4.9960-02 -2.0320-01 39,5 -4,8400-09 -2.4130-01 2.8 -1.4700-01 -5,9780-01 35,0 -7,5310-02 -3.7540-01 .. _ 3„ 0 -2_lOL80-O_l.„ -fl.,2050-01 37.5 -8,8460-09 -4.4108-01 3.2 -1.4700-01 -5.9780-01 40.0 -8.1520-02 -4,0640-01 3.4 -4.9910-02 -2,1200-01 42,5 -5,55*0-02 -2.7700-01 3.6 4.9870-02 2.0280-01 45,0 -1.0080-03 -5.0240-03 3.B 1.4490-01 S.8940-01 47.5 9.1530-09 4.5630-01 4.0 J .9350-01 7.8690-01 50.0 1.4840-01 7.4000-01 4.2 1 .. 43 00 "OA 5.3940-J1 52.5 9_,803»-0? 4.8870-01 4.4 4 .9890-02 2,0390-01 55.0 1.0270-02 5.1190-02 4.6 -4.9600-02 -2,,0170-OJ 57.5 -4.3160-09 -2.1520-01 4.8 -1.4210-01 -5.7800-01 60.0 -7.3350-0? -3.6570-01 5.0 -1.fl7?«-0i -7.6130-01 62.5 -8.8830-0? -4.4280-01 5.2 -1.4210-01 -5.7800-01 65.0 -8,3600-02 -4.1680-01 5.4 -4.962?-02 -2..0J9P-01 67.5 -5,5800-02 _ -2.7820-01 5.6 4.9380-0? 2,0080-01 70.0 2.2100-03 1.1020-02 _ 5.8 _Li30 30-OX 5jj665 0-O1 72.5 8.7360-02 4.3500-01 6.0 1,8080-01 7.3540-01 75.0 1 .3640-01 6.7999-01 6.2 1.393»-0l 5.6640-01 77,5 9.7000-02 4.8360-01 6.4 4.9410-02 2.0090-01 tto.o 1 .9120-02 9.5319-02 6.6 -/I.8850-02 -1t9«60-Ol 82.5 -3.7160-02 -1.8520-01 6.8 -1 . 3630-01 -5.5420-01 85.0 -7. 1250-02 -3.5520-01 7.0 -1.7550-01 -7,1360-01 87.5 -8.9350-02 -4.4540-01 7.2 -1.3630-01 -5.5420-01 90.0 -8.5560-02 -4,2650-01 7.4 -4.8910-02 -1.9890-01 99,5 -5,5910-09 -9,7870-01 7.6 4.8340-02 1.9650-01 95.0 3.9650-03 1,9770-02 7.8 1 . 3330-01 5,4200-01 _9*,5 . 8,2890-02 4.1320-01 8.0 1 .7020-01 V. 9200-01 100.0 J .2690-01 6.3279-01 8.2 1 .3330-01 5.4200-01 102,5 9.5870-02 4,779*-0L 8.4 4.8450-02 1.9700-01 105.0 2.6500-02 1.3210-01 8.6 -4.7580-02 -1.9350-01 107.5 -3.0940-0? -1.5420-01 8,8 -1.3030-01 -5.2980-01 110.0 -6,8910-02 -3.4350-01 9.0 -1.655P-01 -6,7280-01 112.5 -8.999iL-02 -4.4860-01 9.2 -1.3030-01 -5.2989-01 115.0 -8.7460-02 -4.3600-01 9,4 -4_iJL7 30-02. "J.. 94 10-01 117.5 -5,6100-0? -2.7970-01 9.6 4.6870-02 1 .9060-01 120.0 4.6880-03 2.3370-02 9.8 1.2730-01 5.1760-01 122.5 7.8630-02 3.9200-01 10.0 1.6070-01 6.5360-01 125.0 1 . 1930-01 5.9460-01 10.2 _U2730-O1 5.-176»-0J_ _ 127.5 9,4850-0? 4,7280-01 10.4 4.7110-02 1 .9150-01 130,0 3,2890-02 1,6360-01 10.6 -4.5950-02 -1,8680-01 132,5„ -?,4730-0? -1,2330-01 10.8 -1 .2430-01 -5.0550-01 135.0 -6.6330-02 -3.3070-01 
11.0 -1.5650-01 -6.3630-01 137.5 -9.0730-0? -4.5230-01 PROCESS " 732.56667" SECS. PROCESS • 242.56667 SECS. I/° * 7. 38333 SECS. J I/O • 5.03333 SETS. RUN TIME « 739.95000 SECS, I RUN TIME » 248,50000 SECS. 
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Table 29• Autocovariance and Autocorrelation Function for U - EXP (A) 
and V - N(u,a2) and for Indicated Parameters. 
PARAMETERS! M6H» • 0_1 IV»-»_"_0___MM 
1.0000+00 
7.2-OV-O. 
1 5TGUI « 0,1 LiWBDI 
0.0 9,*670-O2 1 ,ooo* + oo 
0.2 6.79.P-0? 7 . |7 . * - . i 
5,2350-02 5.5300-01 
J,3060-09 3.4920-01 
0.8 1 ,*6O0-O2 1 .5*30-0] 
1.0 -5.B550-O4 -6.18*0-03 
1.2 -2,0590-03 -2,1750-02 
-4,6520-04 -4,9]**-D) 
1 • A 6,7750-0* 7.1560-0) 
1 .A 1 ,0560-03 1.115--0? 
2.0 7,8390.0* 8,2810-03 
2.2 4,0240.0* 5.0960-03 
2.* -1 .1550-04 -1 ,?20*-0) 
2.6 -2.9970.0* --,1-6*-03 
2.8 -6,*?30-O* -6.7850-0) 
5.0 -6,6150-04 -6,9880-0) 
1.2 6720-0* -7,0470-03 -.« -5, 7660-04 -6.0910-03 
3.A -3,2320-04 -3,41*0-03 
3.H -1 ,9020-04 •_ ,UUV*-_3 
1 ,3060-04 1 ,«6«0-O3 
3,4070-04 2.5*20-03 
a.5260-04 4.7810-03 
a. 7540-0* 5.0210-0) 
4.7090-0* 4.97.0-03 
4 , 1260.04 4.35B--03 
-..2 2, 3711-03 
5.4 1 ,2600-0* 1.3-10-03 
5.A -1 . 1640-04 -1 ,2300-03 
5.B -1 ,9670.0* -2.0770-03 
6.0 -1.4980-04 -3.6950-03 
-3.692--04 - S .90001-03 
-3 ,5590-0* -3.7590-03 
6,6 -3 ,0900-04 •3.26*0-0) 
6,0 -1 ,5410-04 -1 .62B--0) 
-7.2BO*-05 -7,6900-0* 
7.2 1 ,2190-04 1.2770-03 
7.4 1 ,8780-04 |,984*-0. 
3,05)0.0* 3,2230-03 
7.8 3,2020-04 3.3820-03 
8.0 2.9990-04 3.1670-03 
8.2 2.5770-04 2.722*-03 
8,4 1,2260-04 1 .2950-03 
8.6 5.3921-05 5, .790-04 
?!o -1 !697«-04 -1 !?9)0-O3 
9.2 -2.6320-04 -2.7800-03 
9.4 -2.7450-0* -2.9990-0) 
-2.4B90-O* -2,6290-03 
0,8 -?.09.#-fl4 -? ,2 l l i -03 
10.0 -8,7520-05 -9,2450-04 
PROCESS « 197.2.000 Jrcs; 
1/0 » 10.65000 SErs, 
RUN TI HE • 207 ,90000 SrCS. 































flDCESS • 106,98333 SECS. 
/0 • 9,45000 SECS. 
UN TIME • 116,43333 SECS, 
04.IU4CTERSI MU " 3 -[-«<• 
-B,54*0-O 4 -1.4730 03 
3.6 -1 ,M90-d 3 -1.61?0 03 
_3.B __L7.j_.3t6 0-') *__ -3.OB10 03 
5 -1.2020 
«,, 0*4*-'' 4 2, 474* .3 
4 1.9160 03 
1 .0760- 3 4.3730 03 
9, 31**- 4 1.7950 03 
a 2,9120 03 
"4.3120- 4 1.7610 03 
1 . 4400-
5, -|.6(80- 4 -6;5770 04 
5, -4 . 34 30- 4 -'17660 
-*.4n3«- 03 
03 
A -?.9T30 33 
a -2.318* 
-1.51B*-
7. -9.9110- 5 -a.0180 -T4 
7\ _l3«*«-4 1.63M "13 5. 6750- 4 2. 3*70 "•) 3 
4 ?.53O0 
8. 5. 9550" a 3.4210 -03 
4. 6̂ >10- "03 
3,7760- •03 
__9. *.65?0" 5 1^991• 
. 7020-
-1 .7!00- •03 
9, "5.0270-
-03 
9. -5.0910- 4 -3.0700 -01 
10* -3. 1 730" 4 - ILVV;* 
10. -1.8740- 5 -7,6200 
1.7200- 4 1.5120 -03 
r.0^30- -*3 
10. 9. O6?0-
11. 9,7060- 4 1.9460 "03 
751 BOOOn SFCS. 
T * J flC T*U ) RH0(T*'J) 
0.0 1,93*0- 01 1 , 0000*00 
0.2 1 . 7a 1 *-01 9,4910*01 
o.-«- -f.5-«r»- 01 8,4330-01 
0*6 31 7 ,6160-0 1 
0,9 1 . 23*0-01 6,7110-01 
1.0 1 . 089* 01 5.9370-31 
1.2 9, 3940 02 5,1?20"O1 
7.9520 0? 4,3360-31 
~ i,6 6,"55?0 02 " 3,5730-01 
1 • B 02 2,9050-Ot 
2.0 3.S210 02 ?.0*30-01 
2.2 2.4flO0 02 1 ,3530-01 
2.* 1 .1930 02 ft. 5050-02 
2.6 -5,3190 04 -2,9010-03 
21 8 -1.3170 0? -7 . 1800-02 
3.0 -2. 15*0 0? -1 ,1 750-O| 
3.? -2,O9?0 0? -1,1410-01 
3,4 -1 .6*60 0? -8,97*0-0? 
3,6 -1 .32)0 02 -7.2120-O2 
3.8 -9,8210 0) -5,3550-02 
*7 3 ~-7.T*7» •8~3 - 378970-02 
-a.7ft** 03 -3.5980-02 
-2,62*0 •03 -1 ,4310-0? 
•03 -6.2960"O3 
4.9 3.MO* •04 1,8590-03 
5.3 1,1660 •03 6. 3600-03 
' 5.? i "01 1 , 0320-02 
5.4 2.2*7* "03 1,2250-02 
5.6 2.2610 -03 1 .2330-02 
5,8 2.1730 -03 1 , 1850-02 
-03 B, 772*-03 
6.? 1 . 2340 "03 A,7270-03 
7.2?9* -04 3.9420-03 
3.8740 -04 3.1120-03 
-0* 9. 3170-04 
872* -05 -4 , B3B0-O4 
-1.117* -ft,0900-04 
-3,8990 -Oi -1 ,5810-03 
-2.42 3* -1 . 3210-03 
7.9 -2.7450 -04 -1 .4970-03 
9.0 - 2 . 6 H * -0* -1 ,4240*03 
8.? -1.8310 -04 -9,9860-04 
8,4 -2.1540 -1 , 1740-03 
8.6 -9.32*0 -05 -4.5)90-04 
"8.8 -1.-9*0 -04 -5.9630'D^ 
-2.3300 -05 -1 , 2700-04 
9.2 9,363* -08 5. 1050-05 





















?_'_ 9 .' 8 P' C 











•RDCES5 • 2B0,20000 SfCS, 
I/O • 7 , 38333 SEC S 1 
RUN TIME • 207.5B333 5ECS. 
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Table 30. Autocovariance and Autocorrelation Function for U - EXP(A) 
and V - N(u,a2) and for Indicated Parameters. 
' - " L»HRfl» 
o.n 9.21**-01 1 .000* 00 
0.1 1 .2*4*-0l -.Imb* 01 
0.6 -.-.*B*-09 01 
0.9 5.6M*-09 01 
1.9 1 ,09«*-ft9 «>93* 0? 
1 .*> 'A, ln5*-ni -9.7-.7P 
J;? 
-1 ,*12*-09 
-1 . Ai9«-09 
; i " * 09 
?.* -1,402*-09 .*:-,!?• 09 
2.7 -9.7-.6*-0l -4 ,«06* 02 
3.0 -4.8*5*-0l -9 . ibs* 02 
3.3 -A.»TB*-0* •9.996P 
3.A 9,293*-0l 02 
1.0 »-M>i-m •: *«*» 
4.5 1.1*1**0 
«.e i.9«o*-o 
0.0 1 .559* 01 1Jooo* 00 
o.s 7.896* 09 «,.0*4P 01 1 ,0 S.*55P 09 01 
A.2l9» 03 ,19*9* 02 
2.0 -1 .19** 09 -7.»or* 0? 
2.5 -9.092* 09 -1J3«9* 01 
3 n -, I*-.** ft' - 1 : ! a n » fl! ».o -8.716" 0 1 -•..•.90* 0? • .5 ?.3M» 0\ t ;«9r* 02 •i.rt 1.043* 6928 5.5 1.2*2- *,2?2* 02 6.0 i .On** 09 0? A.I -9.«99- 0* -A. .90* 03 
7.5 01 -2,9*0* 02 
S.O -•..994* Ot •1. *45* 09 
fl.? -5 . !*«• 0.* -\ ' . 395* 0? 
9.0 -9.960* 01 -1.B98* 
Q.«. •1 .601* fli ni 
IO.0 9.092* 01 1 .297* 0? 
10.9 l.»66* 01 9.993* 02 
1.296P or 9.1 14* 02 
11.5 1 .616*. 0\ 02 
12.fl -1 .1*2* 0* -7l«-.o* 04 
1?.-. - i .5n 0* -0 . ft-.9* ni 
13.0 -1.tHfl* 0\ -1;198* 02 
13.5 -1 , ) i u 
-9.*53* 03 
1 .81fl* 0* i . 1**• 03 
" T~-*w»irttgi»ST 
1.l-.5*-0 
























10.3 1 .295* 03 1.293* 02 
10. S * .593* 0* 4.P.I8* 03 
11.7 -1 .0B6P 0 3 
- l 1 
02 
12.1 • I . 319P 03 02 
12.6 -1.0*4* 03 -1.123* 02 
13.0 -3,86]P 0* -«.076» 03 
13.5 3.A44P 04 *,f)5*« 03 
9,1 50P 9.6 58* 03 
5. 1?4P 5,620* 03 
15.3 3. 1 10P 05 3.282» 
15.7 -1. *16* -3.838* 03 
16.? -«. a7?P 04 -*.72l« 03 




15.1 — ; . ? * * • 
•13.966*7 SfC*. 
116*7 SfcS. 
«i2j3P333 l U S i . 
0.0 1 .5*4* Oi i ; 0O0P*OO 
0. 3 7.313* i : * i7* -oi 
0.5 3.490* n? 9.H91-01 
0** 1 ,094* o? A.«***-02 
•9. 675* Oi -1 ;**9*-09 
1.1 •fl.894* 01 -•,.61 51-09 
-1,0*1* -A.6971-0? 
1 . * _- 8.JLB0 P-0.1 _._-A4-2-fl*-»--D2 
9.0 -7.699P Oi 
7.3 -* .949* -ill95P-02 
2.9 -9.257* -1 j 495*-0? 
2,* -1 ,M«* 
3,0 1 .31B* 
9.017P 
Oi 
3.5 9.19ft* 01 
1.813* 01 1 .157P-02 
1 .39** 01 *.1-,9**03 
* . 1M* 0* 
4.5 1,*«5* 04 














































• 359.8833) SEC,, 
1*. 29333 SECS. 





















' ? . 349P-02 
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Table 31. Autocovariance and Autocorrelation Function for U = N (I_Q,O-Q) 
and V - N(y^,a^) and for Indicated Parameters. 
PARAMETERS) MUC03 • 4 SIGMAtOl • 3,0 PARAMETERS. MUrO] • 10 SlGMAf.01 • 1.0 MUCH > 1 SIGMAtl] > 0.5 MUtl] > 10 SIGMAtl] • 5.0 
^ o f j j L t 3 | 7 a j R(TAU) RHO(TAU) TAU R(TAU) RH0(TAU) 
0.0 1.7240-01 UOJ3O0+OO 0.0 2.4970-01 1_,OOO0*OO 0.5 7.9670-02 4.6210-01 2.0 1.5670-01 6. 2740-01 1.0 1.7820-02 1.0340-01 4.0 6.4220-02 2.5720-01 1.5 -1.1070-02 -6.4180-02 6.0 -2.0500-02 -8.2090-02 2.0 -1.7200-02 -9.9770-02 8.0 -9,3280-02 -3.7350-01 2.5 -1.6890-02 -9.7980-02 10.0 -1.3500-01 -5.4040-01 3.0 -1.4530-02 -8.4280-02 12.0 -1,0400-01 -4|1660-O1 3.5 -1.1040-02 -6.4010-02 14,0 -4.8230-02 -1.9310-01 4.0 -6.9240-03 -4.0160-02 16.0 4.5460-03 1,8200-02 4.5 -3.5400-03 -2.0540-02 18,0 4.4510-02 1.7820-01 5.0 -1.2930-03 -7.4990-03 20.0 6.4010-02 2.5630-01 5.5 -1.9870-04 -1.1530-03 22,0 6.0840-02 2.4360-01 6.0 5.1150-04 2.9670-03 24.0 4.0090-02 1,6050-01 6.5 1.2570-03 7.2930-03 26.0 1.0570-62 4.2160-02 7.0 2.0870-03 1,2110-02 28.0 -1.6990-02 -6,8050-02 7.5 2.5700-03 1.4910-02 30.0 -3.3860-02 -1.3560-01 8.0 2.3370-03 1,3550-02 32.0 -3.7090-02 -1.4850-01 8.5 1.5000-03 8.7040-03 34.0 -2.7900-02 -1.1170-01 9.0 4.8980-04 2,8410-03 36,0 -1,1680-02 -4,6760-02 9.5 -1.0290-04 -5.9700-04 38.0 4.8730-03 1.9510-02 10.0 -4.0660-04 -2.3590-03 40.0 1.6730-02 6,7000-02 10.5 2,5770-04 1,4950-03 42.0 2.1070-02 8.4370-02 11.0 4,8160-04 2,7940-03 44,0 1,7860-02 7.1530-02 11.5 2.3190-05 1,3450-04 46.0 9.9410-03 3.9810-02 12.0 -7.7350-04 -4_j_4870-O3 48,0 3.6790-04 U4730-O3 12.5 -1.1190-03 -6.4930-03 50.0 -7.4780-03 -2.9940-02 13.0 -7.3530-04 -4.2650-03 52,0 -1,1350-02 -4.5460-02 13.5 9.4670-05 5.4910-04 54.0 -1.1090-02 -4.4390-02 14.0 6.7240-04 3.9000-03 56.0 -7,3670-03 -2.9500-02 14.5 5.6110-04 3.2550-03 58.0 -2.0090-03 -8.0430-03 15,0 -2.0450-05 -1_. 1860-04 60.0 2.8010-03 Ij1220-02 15.5 -5.2130-04 -3.0240-03 62.5 5.906?-03 2.3650-02 16,0 -4.5020-04 -2.6110-03 64.0 6.5770-03 2.6340-02 16.5 7.9690-05 4.6220-04 66.0 4.9590-03 1.9860-02 17,0 5.9500-04 3.4510-03 68.0 2.2660-03 9.0730-03 17,5 5.8230-04 3.3780-03 70.0 -7,Oi80-O4 -2.8100-03 18.0 1.0140-04 5.8830-04 72,0 -2.8810-03 -1.1540-02 18,5 -4.4950-04 -2.607»-03 74.0 -3.6490-03 -1.4610-02 19.0 -5.5510-04 -3.2200-03 76.0 -3,2260-03 -1 .2920-02 19.5 -1,7300-04 -1.0040-03 78.0 -1.8600-03 -7.4500-03 20.0 3,5350-04 2.050»-03 80,0 -1,0490-04 -4.2010-04 20,5 5.1560-04 2.9910-03 82.0 1.2150-03 4.8640-03 21.0 2.0260-04 1.1750-03 84,0 1.9970-03 7.9980*03 21.5 -2.9400-04 -1,7050-03 66.0 2,0040-03 8.0230-03 22.0 -5.1910-04 -3.0110-03 88.0 1 ,2970-03 5.1940-03 22.5 -2.6100-04 -1,5140-03 90.0 4,4610-04 1 ,7860-03 23.0 2.1540-04 1.2490-03 92.0 -4.5010-04 -1 .8020-03 23,5 4.9170-04 2.8520-03 94.0 -1 ,0490-03 -4.2000-03 24,0 3.1030-04 1̂ 8000-03 96,0 -.Lt_l.l7.0-CL3__. -4.4740-03 24.5 -1.3090-04 -7.5930-04 98.0 "9.0970-04 -3.6430-03 25,0 -4,5060-04 -2.6140-03 100,0 -4,4280-04 -1.7730-03 25,5 -3.3430-04 -1,9390-03 102,0 1 ,4630-04 5,8570-04 26.0 7A22O0-O5. 4.1880-04 104,0 4.5550-04 1.8240-03 26,5 4.1490-04 2,4060-03 106,0 6.5710-04 2,6310-03 27,0 3.6440-04 2.1140-03 108.0 6.0830-04 2,4360-03 27.5 -3.7930-06 -2,2000-05 110,0 3.068T-04 1.2280-03 PROCESS • 493,38333 SECS. PWJ*£6S - 376,70000 SECS. 1/0 • 9.91667 SECS, 1/0 - 10,1666? SECS, RUN TIME - 503.30000 SECS, RUN TIME • 386 . 6 67 SECS. 
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Table 32. Autocovariance and Autocorrelation Function for U - NCy^.a^) 
and V - N(y^,a^) and for Indicated Parameters. 
P A K A M L T L H S I M u m 
Tcr 5T_HA[0J • 
STGMAtl] • 
~ 5 T 0 ~ 5 . 0 
PARAMETERS! M ' J . p j _ 2 S K . M A . Q J = 0 . 4 M U [ 1 ] = 1 0 S l r . M A t ! ] = 3 . 0 T A U R ( T A U ) R H O ( T A l l ) " 0 T B 2.5310-01 2.0 1.6190-01 
4.0 7.5900-0? 
6^0 4.3160-03 8.0' ~-4.6?50 - O ? 
10.0 -7.3020-0? 
1 . 0 0 0 0 + 0 0 6.398(i 2,9990 1.7050 
-1,8270 
-2.8850 T _ 7 0 ~ 1 4 . 0 
16.0 




•3.1770-03 T 7 ~ B r 3 0 - O ? 
2.8870-02 














4 , 6 5 7 * 
4,3550 
'2,8470 • 4 , 4 8 8 0 3 6 , 0 3 8 , 0 " 4 0 7 0 4 2 . 0 4 4 , 0 4 6 . 0 
-1 ,1480-02 








1.7780 4 8 . 0 5 0 , 0 ^ 2 7 0 5 4 . 0 3 6 7 0 5 8 . 0 
4,5100-03 
3.3580-03 










60.0 6 2 . 0 6 T . 0 6 6 . 0 6 8 , 0 7 0 . 0 
-1,7900 - 0 3 -1.3130 - 0 3 - ^ 7 2 3 2 0 - 0 4 - 7 , 9 7 3 0 - 0 5 4 ,9220 - 0 4 6 , 9 2 3 0 - 0 4 
' 7,0730 • 5,1870 
•2,4620 • 3 .1500 







2 . 5 7 4 0 
2.1940 














•1.0320 • 6 , 4 4 6 0 • 5 , 6 8 6 0 
1.2310 
3.1320 













•1.2620--2,8700-lr-r • 2 . 5 8 8 0 - 0 4 
or 0 1 0 1 0 2 0 2 0 1 
trr 0 2 0 2 0 3 0 2 0 2 





PROCESS « J . J . O B i J J SLCS. I / O 1 9 . 2 0 0 0 0 S E C S , 
342.?t333 SrCS. 
T A U - O n r O - R ( T A U ) R H H ( T A U ) 1 . 2 2 . 4 3 . 6 
4 r» 
6 . 0 
- r V 2 -
4 , 0 3 5 0 - 0 2 - 2 . 4 6 4 0 - 0 2 - 2 . 7 0 8 0 - 0 ? - 2 . 4 4 5 0 - 0 2 - 2 . 1 6 5 9 " 0 2 - 1 , 4 9 9 0 - O g 
8 . 4 9 . 6 1 0 , 8 1 2 , 0 1 3 , 2 1 4 , 4 
• 6 . 2 9 9 0 - 0 3 3 . 2 ? 6 « - 0 3 1 . 1 9 7 0 - 0 2 1 . 5 1 2 * - 0 2 1 . 3 2 2 0 - 0 2 7 , 3 1 9 0 - 0 3 
1 5 . 6 _ ^ . { . 1 8 . 0 1 9 , 2 2 0 . 4 2 1 . 6 
- 9 , 4 0 8 9 - 0 4 - P . 9 7 3 0 - 0 ? - S r 3 0 3 & * 0 3 - 4 . 5 4 ? a - 0 3 - 9 . 6 6 6 9 - 0 4 2 2 . 8 ^ 4 . 0 5 . 2 6 ^ 4 2 7 . 6 2 8 , B 
2 . 7 0 7 0 - 0 3 4 . 7 9 5 0 - 0 3 4 . 6 1 7 0 - 0 3 3 - . 6 5 4 3 - 0 3 1 . 2 6 3 8 - 0 3 • g , g 7 4 0 - O 4 3 0 . 0 — 3 4 r ? r -3 2 . 4 
11 rt- -3 4 . 8 3 6 . 0 3 7 . ? 3 4 . 4 3 9 . 6 4 0 . 8 4 2 . 0 4 3 . 2 
- 2 . 1 7 7 0 - 0 3 - - • J 3 . 0 ^ - 2 « - * O 3 - 2 . 2 4 6 9 - 0 3 — 1 T 1 0 1 » - 0 3 - 3 . 5 6 7 0 - O S — 1 . 3 0 7 0 - 0 3 1 . 4 8 9 0 - 0 3 1 . 4 4 4 0 - 0 3 1 . 0 3 7 - - 0 3 1 . 6 7 0 0 - 0 5 • 3 . 6 B 0 a - 0 4 • B . 4 0 7 0 - 0 4 4 4 . 4 4 5 . 6 4 6 . 8 4 8 . 0 4 9 , 2 5 0 . 4 
- 9 . 9 5 9 0 - 0 4 - 4 . 7 6 2 9 - 0 4 " 3 . 6 3 0 3 - 0 4 1 . 8 8 0 0 - 0 4 5 . 0 6 6 O - 0 4 3 . 7 B 5 0 - Q / I 5 1 . 6 5 2 . 8 5 4 . 0 5 5 . £ 5 6 . 4 5 7 . 6 
5 . 5 5 1 a _ 0 4 1 . 6 5 6 0 - 0 4 - 6 . 9 4 2 0 - 0 5 - 7 ^ ^ > 0 - - O 5 - 4 . 1 2 8 0 - 0 4 - 2 . 0 0 7 9 - 0 4 5 8 . 8 6 0 , 0 6 1 . ? 6 2 . 4 ^ 6 3 . 6 4 4 . ^ 
- 1 . 3 1 6 0 - 0 4 
-_T44£ft-04 
2.2260-04 
1 . 6 0 5 0 - 0 4 
PROCESS -
6 6 , 0 - 7 , 7 7 3 0 - 0 5 4 2 7 , 83333 S F C S , 
I/O - 15 ,23333 SECS, R ^ 4 L U 4 £ s 4 4 4 . 0 6 6 6 7 4E-CS, 
- 4 - , 0 0 0 P + 0 0 2 , 9 9 2 0 - 0 1 - 1 , 8 2 7 0 - 0 1 - ? , 0 0 8 0 - 0 1 - 1 , 8 1 3 0 - 0 1 - 1 . 6 0 5 0 - 0 1 • 4 . 6 7 0 0 - 0 2 2 . 3 9 2 « - 0 2 8 , 8 7 7 0 - 0 ? 1 . 1 9 1 0 - 0 1 9 , 8 0 2 0 - 0 2 5 . 4 ? 7 a - 0 2 - 6 . 9 7 5 0 - 0 3 - 4 . 7 1 5 0 - 0 2 - 6 . 6 5 3 0 - 0 2 - 6 . 1 5 6 0 - 0 2 - 3 . 3 6 7 0 - 0 2 - 7 , j 6 7 - 9 - - - 0 4 -2 . 0 0 7 0 - 0 2 3 . 5 5 5 0 - 0 2 3 , 4 2 3 0 - 0 2 7. 7 0 9 0 - 0 2 9 , 3 6 1 0 - 0 3 • 1 , 6 1 4 0 - 0 2 • 2 . 2 4 0 0 - 0 2 • 1 . 6 6 5 9 - 0 2 • 8 . 1 6 2 0 - 0 3 • 2 . 6 4 5 0 - 0 4 9 . 6 9 1 0 - 0 3 1 . 1 0 4 0 - 0 2 1 . 0 7 0 0 - 0 2 7 . 6 8 6 0 - 0 3 1 . 2 3 8 0 - 0 4 • 2 . 7 2 8 0 - 0 3 • 6 . 2 3 3 0 - 0 3 • 7 . 3 8 4 9 - 0 3 • 3 . 5 3 1 0 - 0 3 • 2 . 6 9 2 0 - 0 3 1 , 3 9 4 0 - 0 3 3 . 7 5 6 0 - 0 3 2 . 8 0 6 0 - 0 3 4 . 1 1 6 0 - 0 3 1 , 2 2 8 0 - 0 3 - 5 . 1 4 7 0 - 0 4 - 5 . 6 5 7 0 - 0 4 - 3 . 0 6 0 0 - 0 3 - 1 , 4 8 8 0 - 0 3 • 9 . 7 5 5 0 - 0 4 • 1 . 0 7 ^ 0 - 0 3 1 . 6 5 1 0 - 0 3 4 . 9 6 0 0 - 0 4 1 , 1 9 0 0 - 0 3 1 . 5 + 9 * " ^ 3 -• 5 . 7 6 3 0 - 0 4 
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Table 3 3 . Autocovariance and Autocorrelation Function for U - N ( U Q . O Q ) 
and V - N ( y . , a 2 ) and for Indicated Parameters. 
T A U « C T A U ) R H O C T A U 3 -  T A U R C T A I J ) R H O ( T A l l ) 1 . • . 5 « - 0 1 \rwmaBMOXL... 0 . 0 8 . 5 7 7 9 - 0 2 1 . 0 0 0 P + 0 0 1 . 3 7 . 6 0 0 3 - 0 2 4 . 4 9 5 3 - 0 1 1 , 0 - 0 , 6 6 4 9 - 0 3 - 5 , 4 3 8 9 - 0 2 2 . 6 - 1 . 5 0 V P - 0 ? - 8 . 6 9 5 9 - 0 2 2 7 5 - 9 . 1 3 A T - W - l Y 0 6 5 P - 0 r 3 . 9 - S . 0 3 7 « " 0 2 - 2 . 9 0 3 P - 0 1 3,0 - 1 . 0 8 4 9 - 0 ? - 1 . 2 6 0 9 - 0 1 5 . 2 - 4 . 8 5 5 P - 0 ? - 2 . 7 9 8 9 - 0 1 4 . 0 - 9 . 8 7 9 P - 0 3 - 1 . 1 5 2 P - 0 1 6 , 5 - 4 . 2 3 0 » - 0 ? - ? . 4 3 8 9 - 0 1 5 . 0 - 9 , 6 8 ? P - 0 3 - 1 . 1 2 9 P - 0 1 7 * 8 - 3 . 0 ? i i a - A ? * V , 7 4 3 » - - a i 6 , 0 - 1 , 0 3 4 9 - 0 ? - 1 . 2 0 6 9 - 0 1 9 . 1 - 1 . 3 2 2 9 - 0 ? - 7 . 6 2 0 » - 0 2 7 , 0 - 9 , 7 1 1 0 - 0 3 - 1 , 1 3 2 9 - 0 1 1 0 . 4 6 . 9 l 5 « - 0 3 3 . 9 8 5 9 - 0 2 f t T O " - 4 . 4 r > 8 * - 0 3 - 3 7 T 4 0 9 - 1 ) 7 1 1 . 7 2 . 3 6 9 9 - 0 ? 1 . 3 6 5 ? - 0 1 9 , 0 1 . 3 8 * 9 - 0 ? 1 . 6 1 5 P - 0 1 1 3 . 0 3 . 1 ? 3 9 - 0 ? l . f l O O ? - 0 1 1 0 . 0 ? . 9 9 ? P - 0 ? 3 . 4 8 6 9 - 0 1 1 4 . 3 ? . 7 1 0 9 - 0 ? 1 . 5 6 2 9 - 0 1 1 1 . 0 1 . 5 0 ? 9 - 0 2 1 , 7 5 1 9 - 0 1 ^ § - . - 6 1 . , - i - 7 - 4 8 - ^ * ^ 2 - 1 2 , 0 - 4 , 7 5 9 9 - 0 3 - 5 . 5 4 9 9 - 0 2 1 6 . 9 - 2 . 4 2 1 9 - 0 3 - 1 . 3 9 5 9 - 0 2 1 3 . 0 - 0 . 9 1 ? 9 - 0 3 - 1 , 1 5 6 9 - 0 1 1 8 . 2 - 1 . 4 6 9 9 - 0 ? - f l . 4 6 5 9 - 0 2 T 4 T 0 - 9 . 6 ? 0 9 - 0 1 = 1 1 9 . 5 - 1 . 9 U 4 9 - 0 ? - 1 . 1 2 1 9 - 0 1 1 1 5 . 0 - 1 , 0 0 7 9 - 0 ? - 1 . 1 7 5 9 - 0 1 2 0 . 8 - 1 . 6 * 3 9 - 0 ? - 9 , 7 0 1 9 - 0 2 1 6 . 0 - l , O C r « r ? - 0 ? - 1 , 1 7 2 0 - 0 1 2 2 . 1 - 9 . 5 7 4 9 - 0 3 - 5 . 5 1 8 9 - 0 2 1 7 , 0 - 7 , 2 4 ? P - 0 3 - 8 , 4 4 3 9 - 0 2 2 - 3 - r 4 - 5 , 1 3 1 9 - 0 4 _ — - 9 t 4 * ) 7 a J - - M ' 1 8 , 0 - 2 . 1 2 A 9 - 0 4 - 2 , 4 8 1 9 - 0 3 2 4 . 7 6 . 8 7 5 P - 0 3 3 . 9 6 3 9 - 0 2 1 9 , 0 1 . 2 1 0 9 - 0 ? 1 . 4 1 6 9 - 0 1 2 6 . 0 1 . 0 9 4 9 - 0 ? 6 . 3 0 7 9 - 0 2 Z T J 7 0 1 . 9 9 4 P - 0 2 ? ~ . T 2 5 9 - t r r 2 7 . 3 1 , 0 f l 7 a - 0 ? f , 2 6 6 3 - 0 2 2 1 . 0 1 . 2 8 1 P - 0 ? 1 . 4 9 3 9 - 0 1 2 B . 6 7 , 2 1 2 9 - 0 3 0 . 1 5 7 9 - 0 2 2 2 . 0 - 3 , 9 5 i 9 - 0 0 - 4 . 6 0 6 9 - 0 3 2 9 . 9 2 . 0 3 6 9 - 0 3 1 . 1 7 4 9 - 0 2 2 3 , 0 - 7 , 3 8 0 9 - 0 3 - 8 , 6 1 0 9 - 0 2 3 4 * 2 - 3 . 1 5 6 3 - 0 3 - 4 ^ - 8 4 9 * - - © 2 | 2 4 . 0 - 9 . 4 9 5 P - 0 3 - 1 . 1 0 7 9 - 0 1 3 2 . 5 - 6 . ? ? 5 9 - 0 3 " 3 . 5 8 8 9 - 0 2 2 5 . 0 - 1 . 0 0 9 9 - 0 ? - 1 . 1 7 7 9 - 0 1 3 3 . 8 " 6 . 8 6 1 9 - 0 3 " 3 . 9 5 4 8 - 0 2 7 5 7 1 3 - P . B 4 7 g - T ) 3 - 1 7 0 3 2 " * - T X T ~ 3 5 . 1 - 5 . 1 4 7 9 - 0 3 - 2 . 9 6 7 9 - 0 2 2 7 , 0 - 5 . 3 7 2 9 - 0 3 - 6 . 2 6 3 9 - 0 2 3 6 . 4 - 1 , 9 7 7 9 - 0 3 - l . l f t 0 9 - 0 2 ? 8 . 0 1 . 2 4 7 P - 0 3 1 . 4 5 3 9 - 0 2 3 7 . 7 1 . 1 0 5 » - 0 3 6 . 3 6 9 9 - 0 3 2 9 . 0 1 . 0 3 1 0 - 0 ? 1 . 2 0 2 9 - 0 1 3 ^ 4 ) , 3 . . 4 7 4 3 - 0 3 3 0 . 0 1 . 4 9 3 P - 0 ? 1 , 7 4 0 9 - 0 1 4 0 . 3 4 . 1 5 2 9 - 0 3 2 . 3 9 3 0 - 0 2 3 1 , 0 l , 0 ? 9 P - 0 ? 1 . 1 9 9 9 - 0 1 4 1 . 6 3 . 4 7 1 9 - 0 3 2 . 0 O O 9 - 0 ? 3 " 2 " 7 0 1 , 4 9 7 9 - 0 3 1 ^ T * 5 B - » 1 > 2 -4 2 . 9 1 . 7 R 4 9 - 0 3 1 . 0 2 8 9 - 0 ? 3 3 , 0 - 5 . 3 1 0 9 - 0 3 - 6 . 1 9 1 B - 0 2 4 4 . 2 - 2 . 5 1 9 9 - 0 / j - 1 . 4 6 9 9 - 0 3 3 4 , 0 - 8 . 8 6 0 0 - 0 3 - 1 , 0 3 3 9 - 0 1 4 5 . 5 - 1 . 7 3 0 9 - 0 3 - 9 . 9 7 2 9 - 0 3 3 5 . 0 - 9 , 4 4 3 9 - 0 3 - 1 . 1 0 1 9 - 0 1 i t ^ j j 5 ? 5 9 - 0 3 - 1 . 4 5 5 9 - f r ? - 3 6 , 0 - 7 . 6 9 9 0 - 0 3 - 8 , 9 7 6 9 - 0 2 0 8 . 1 - ? . ? 6 3 9 - 0 3 - 1 . 3 0 4 0 - 0 2 3 7 . 0 - 4 . ? 5 5 0 - O 3 - 4 , 9 6 1 9 - 0 2 4 9 . 4 - 1 . 3 5 3 9 - 0 3 - 7 . 7 9 9 9 - 0 3 3 - 8 T 0 1 , B 5 ? P « 0 3 2 T . 1 5 9 9 - 0 2 5 0 . 7 - 2 . 0 7 3 9 - 0 4 " 1 . 1 9 5 9 - 0 3 3 9 , 0 8 . 7 9 3 0 - 0 3 1 . 0 2 5 9 - 0 1 5 2 . 0 9 . 1 8 8 9 - 0 4 5 . 2 9 6 0 - 0 3 4 0 , 0 1 , 1 5 9 9 - 0 ? 1 , 3 5 2 9 - 0 1 5 3 . 3 1 . 4 0 1 9 - 0 3 8 . 0 7 6 9 - 3 3 4 1 . 0 B . 4 8 0 9 - 0 3 9 . 8 9 2 0 - 0 2 1 . 4 9 3 9 - 0 3 8 ^ 4 0 4 ? - 0 3 - 4 2 , 0 ? , 2 3 1 P - 0 3 2 , 6 0 2 9 - 0 2 5 5 . 9 V . 6 9 5 0 - 0 4 5 . 7 0 3 9 - 0 3 0 3 , 0 - 0 . 0 4 1 P - 0 3 - 4 , 7 1 1 9 - 0 2 5 7 . 2 2 . 8 5 1 9 - 0 0 1 . 6 4 3 0 - 0 3 ; Z P T T T J - 7 . 8 7 f ) P - 0 3 - " 9 T l T 6 » - 0 2 5 8 . 5 - 3 . 4 0 8 9 - 0 0 " 1 . 9 6 4 9 - 0 3 i 4 5 , 0 - 8 . 3 8 3 9 - 0 3 - 9 . 7 7 0 P - 0 2 5 9 . 3 - B . 5 7 5 9 - 0 4 - 0 . 9 0 2 9 - 0 3 1 4 6 . 0 - 6 . 8 6 8 9 - 0 3 - 8 . 0 0 7 9 - 0 2 6 1 . 1 - 8 . 6 0 6 9 - 0 4 " 0 . 9 6 0 9 - 0 3 4 7 , 0 - 3 . 4 5 Q P - 0 3 - 4 , 0 3 3 0 - 0 2 6 * * ~ 4 " 7 . 2 8 1 8 - 0 0 = - 4 - . 1 * 7 * - 0 3 0 8 . 0 ? . 1 3 3 9 - 0 3 2 . 4 8 7 9 - 0 2 6 3 . 7 - 2 . 8 3 0 0 - 0 4 " 1 . 6 3 1 0 - 0 3 4 9 . 0 7 , 3 9 3 0 - 0 3 8 , 6 2 0 9 - 0 2 6 5 . 0 1 . 4 1 9 9 - 0 4 8 . 1 7 9 9 - 0 4 5 U T 0 " 9 . 2 3 2 P - 0 3 r 7 0 T 6 ~ p - m -6 6 . 3 4 . 1 2 1 9 - 0 0 2 . 3 7 5 0 * 0 3 5 1 . 0 7 , 2 5 0 0 - 0 3 8 . 4 5 3 9 - 0 2 6 7 . 6 5 . 9 2 6 9 - 0 4 3 . 4 1 5 0 - 0 3 5 2 . 0 2 . 3 1 9 0 - 0 3 2 . 7 0 4 0 - 0 2 6 8 . 9 0 . 3 8 2 0 - 0 4 ? . 5 ? 5 9 - 0 3 5 3 . 0 - 3 . 2 7 9 0 - 0 3 - 3 . 8 1 5 9 - 0 2 7 0 . 2 2 . 7 3 0 9 - 0 4 1 . 5 7 4 9 - 0 3 1 3 4 . 0 - 6 . 6 7 ? p - 0 3 - 7 , 7 f 9 # - 0 2 P R O C E S S » 4 1 1 . 0 6 6 6 7 S E C S . 5 5 . 0 - 7 . 3 6 6 P - 0 3 - 8 , 5 8 9 9 - 0 2 I / O • 7 t 6 1 6 6 7 S E C S . ! P R 0 C E ^ S ' » 5 3 8 . 4 8 3 3 3 S T C S , R U N T I M E « 4 1 8 , 6 6 3 3 3 S E C S , s 2 2 , 0 3 3 3 3 S E C S . J R U M T I M E 5 5 8 . 5 1 6 6 7 S E C S , — 
P A R A M E T E R S ! M U [ Q J = 3 S I S M A f O l * - 0 - « - e V - i P A R A M E T E R S . W U f O I 9 $ T " G * A [ 0 ) S 0 . 9 
M U C 1 3 = 1 0 S l i J M A t l ] • 3 . 0 1 M U M ] > 1 S T G M A H J » 0 . 1 
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Table 3 4 . Autocovariance and Autocorrelation Function for U - N(un,a^) 
.2N , „ T „ . . ., „ U U and V - N(y.,a^) and for Indicated Parameters. 
P A R A M E T E R S » M U [ 0 J - 5 S I Q M A C 0 1 r 1 . 0 - j P A R A M E T E R S J M U [ Q ] « 1 0 S l G M A [ Q ] « 
M U t l l » 1 0 " S l G ~ M A [ l ] • ' 
MUf 1 ] 1 0 S I G M A C 1 1 3 . 0 
1_ ._0 1 . 0 
0 . 0 
R<TA4t) 
2 , 1 6 1 0 - 0 1 1 . 5 3 . 0 4 . 5 6 . 0 7 . 5 1 . 2 3 0 0 - 0 1 2 . 3 1 7 P - 0 2 • 6 . 1 f l l 0 - 0 2 l 9 . 7 4 7 £ - 0 2 • 8 . 9 4 7 0 * 0 ? • 6 . 4 9 8 0 - 0 ? 1 0 . 5 1 2 - . - 0 1 3 . 5 1 5 . 0 . 1 6 , 5 1 8 . 0 
• 2 . 7 9 5 9 - 0 2 W 4 3 6 0 - Q  0 . 9 9 5 9 - 0 2 ^ 6 * 5 3 6 0 - 25 . 5 7 0 0 * 0 2 2.6000-Qg 1 9 , 5 2 t . O 2 2 . 5 2 * - . 0 2 5 , 5 2 7 . 0 
- 7 . 4 4 4 9 - 0 3 - 3 . 3 4 - & A - 0 2 - 4 . 3 6 3 9 - 0 ? * 3 , 7 2 7 * * 0 2 - 2 . 0 0 2 0 - 0 ? 1 . 3 1 3 9 - 0 3 ? 8 . 5 3 ^ . 0 3 1 . 5 3 3 ^ 0 3 4 . 5 3 6 . 0 
1 . 8 7 0 0 - 0 2 - 2 . 7 . - 9 - 0 - - 0 ? 2 . 6 0 1 0 - 0 ? 1 . &t1r?-Q? 1 . 8 1 6 0 - 0 3 M , 0 6 7 0 - O g 3 7 . 5 ~ 3 9 - r O -4 0 . 5 - 4 7 - . - G 4 3 . 5 4 5 . 0 
• 1 . 8 0 ? 9 - 0 ? • i * 7* f t»-02 • 1 . 2 0 4 9 - 0 2 • 2 . - . f r 5 * - ^ 3 5 . 7 8 4 0 - 0 3 1 . 1 3 ' IP-O? 4 6 . 5 4 ^ , 0 4 9 . 5 5 4 . 0 5 2 . 5 5 4 . 0 5 5 , 5 5 7 , 0 5 8 . 5 6 0 . 0 6 1 , 5 6 3 . 0 
1 . 2 1 1 0 - 0 2 8 . 8 3 7 0 - O 3 3 . 0 1 5 P - 0 3 • 2 . 9 2 6 0 - 0 3 • 6 . 9 9 9 0 - 0 3 • p . 1 6 7 0 - 0 3 • 6 . 3 3 2 0 - 0 3 • 2 , 7 6 6 0 - 0 3 1 . 3 5 0 9 - 0 3 4 . 2 1 8 0 - 0 3 5 . 4 6 1 9 - 0 3 0 . 4 5 6 0 - 0 3 
6 4 . 5 - 6 - 6 . 0 -6 7 . 5 $ 9 - r O -7 0 , 5 7 2 . 0 7 3 . 5 7 5 . 0 7 6 . 5 - 7 - 8 - . - 0 7 9 . 5 A i . O -
? . 3 5 1 ° - 0 3 
- — 4 . 8 3 ^ 9 - 0 4 - 2 . 4 7 0 0 - 0 3 - - 3 . 5 ^ 7 9 - 0 3 - 3 . 0 9 3 0 - 0 3 — - 1 • 8 7 3 9 - 0 3 
P R O C E S S 
2 . 6 7 0 0 - 0 5 1 # 4 2 7 0 - 0 3 2 . 3 ? 5 0 - O 3 1 . 4 1 6 9 - 0 3 2 . 1 6 4 P - 0 4 " 8 . 1 6 9 9 - 0 4 
R h O ( T A U ) 
1 . 0 0 0 0 . 0 0 
T A U R C T A U ) R H O C T A U ) 5 , 6 4 3 0 - 0 1 1 . 0 6 3 0 - 0 1 - 2 . 8 3 5 0 - 0 1 - 4 . 4 7 0 0 - 0 1 - 4 . 1 0 3 0 - 0 1 9 6  ?" 01 • 1 , 2 8 2 0 - 0 1 6 . 5 8 7 0 - 0 2 2 . 2 9 1 0 - 0 1 ? . 9 9 8 0 - 0 1 2 . 5 5 4 9 - 0 1 1 , ? 3 4 * - - - 0 4 - . - 3 . 4 1 4 0 - 0 2 - 1 , 5 3 2 9 - 0 1 - ? . 0 0 1 0 - 0 1 - 1 , 7 0 9 0 - 0 1 - 9 . 1 8 3 0 - 0 2 6 . 0 2 3 9 - - 0 4 -8 , 5 7 5 0 1 . 2 7 4 9 1 . 1 9 3 0 7 . 3 8 7 0 8 . 3 2 8 0 H I - . 3 9 3 9 • 8 . 2 6 4 0 • 8 . 2 0 1 9 • 5 . 5 2 1 0 • 1 . 2 7 7 0 2 . 6 5 3 0 5 . 1 9 6 0 5 . 5 5 5 0 ' 4 . 0 5 3 0 ' 1 . 3 8 3 0 " • 1 , 3 4 2 0 ' • 3 . 2 1 O 0 " • 3 . 7 4 5 0 ' 
• 0 2 • 0 1 
• 0 1 • 0 2 • 0 3 • 0 2 • 0 2 • 0 2 • 0 2 • 0 2 
"-£2-
• 2 . 9 0 4 0 ' • 1 . 2 7 0 0 ' 6 , 1 8 9 9 ' 1 . 9 3 4 0 ' 2 . 5 0 5 0 ' 2 . 0 4 4 9 ' 1 . 0 7 8 9 ' • ? . 2 1 5 » ' • 1 . 1 3 3 9 ' • 1 . 6 5 0 0 ' • 1 . 4 1 9 9 ' • 8 . 5 9 0 9 ' 
 0 2 0 2 0 2 - 9 - 2 -0 2 0 2 0 3 0 2 0 2 - 0 2 -0 2 0 3 ' 0 2 0 2 ' 0 2 
^ s - a - i 
8 2 . 5 4 1 2 , 0 1 6 6 7 S E C S 
1 , 2 ? 4 9 ' 6 . 5 4 3 0 ' 1 . 0 6 6 0 ' 9 . 8 8 7 9 ' 6 . 4 9 2 9 9 . 9 2 3 9 • 3 . 7 4 6 0 
• 0 4 • 0 3 • 0 2 • 0 3 • 0 3 • 0 4 • 0 3 
0 . 
) 
2 . 3 8 8 0 - 0 1 1 , 0 0 0 0 * 0 0 2 • 0 1 . 4 4 9 P - 0 1 6 . 0 7 1 0 - 0 1 4 . 0 4 . 8 7 1 0 - 0 2 2 , 0 4 0 0 - 0 1 6 . 0 - 4 . 7 0 6 0 - 0 2 - 1 , 9 7 1 0 - 0 1 CO . 0 - 1 . 4 2 7 0 - 0 1 - 5 . 9 7 6 0 - 0 1 1 0 . 0 - 2 , 0 3 5 0 - 0 1 - 8 . 5 2 2 0 - 0 1 1 2 . 0 - 1 . 4 5 0 0 - 0 1 - 6 . 0 7 1 0 - 0 1 1 4 • 0 - 5 . 0 1 9 0 - 0 2 - 2 , 1 0 2 0 - 0 1 1 6 . 0 4 . 5 0 3 0 - 0 2 1 , 8 8 6 0 - 0 1 1 8 . 0 1 , 3 7 6 0 - 0 1 5 , 7 6 4 0 - 0 1 2 0 . 0 1 . 8 6 9 P - 0 1 7 , 8 2 8 9 - 0 1 2 2 • 0 1 . 4 1 7 0 - 0 1 5 , 9 3 6 0 - 0 1 2 4 . 0 5 , 1 9 8 0 - 0 2 2 , 1 7 7 0 - 0 1 2 6 . 0 - 4 . 2 8 1 0 - 0 2 - 1 . 7 9 3 P - 0 1 2 8 . 0 - 1 , 3 0 9 0 - 0 1 - 5 , 4 8 4 0 - 0 1 3 0 . 0 - 1 . 7 4 0 0 - 0 1 - 7 . 2 8 7 P - 0 1 3 2 . 0 - 1 . 3 7 2 0 - 0 1 - 5 . 7 4 7 0 - 0 1 3 4 0 - 5 . 3 1 6 0 - 0 2 - 2 . 2 2 7 P - 0 1 3 6 0 4 , 0 0 9 0 - 0 2 1 . 6 7 9 P - 0 1 3 8 . 0 1 , 2 3 7 0 - 0 1 5 , 1 8 1 0 - 0 1 4 0 0 1 . 6 3 3 0 - 0 1 6 . B 4 O 0 - O 1 4 2 , 0 1 , 3 2 2 0 - 0 1 5 , 5 3 9 0 - 0 1 4 4 0 5 , 3 8 9 0 - 0 2 2 . 2 5 7 P - 0 1 4 6 0 - 3 , 6 7 0 9 - 0 2 - 1 . 5 3 7 0 - 0 1 4 8 0 - 1 , 1 6 6 0 - 0 1 - 4 , 8 8 2 0 - 0 1 " 5<T, 0 - 1 . 5 3 8 0 - 0 1 - 6 . 4 4 3 0 - 0 1 5 2 0 - 1 . 2 7 1 0 - 0 1 - 5 , 3 2 5 0 - 0 1 5 4 , 0 - 5 . 4 4 3 0 - 0 2 - 2 . 2 8 0 0 - 0 1 5 6 . 0 3 , 3 1 3 0 - 0 2 1 , 3 8 8 0 - 0 1 5 8 , 0 1 . 0 9 5 0 - 0 1 4 , 5 8 8 0 - 0 1 6 0 0 1 , 4 5 1 0 - 0 1 6 . 0 7 8 0 - 0 1 6 2 . fl 1 . 2 2 3 0 - 0 1 " - 5 , - 1 2 4 0 - 0 1 6 4 0 5 . 4 7 0 0 - 0 2 2 . 2 9 1 P - 0 1 6 6 . 0 - 2 . 9 4 1 0 - 0 2 - 1 . 2 3 2 0 - 0 1 6 8 . 0 - 1 , 0 2 5 0 - 0 1 - 4 , 2 9 3 0 - 0 1 7 0 , 0 - 1 , 3 7 2 0 - 0 1 - 5 . 7 4 6 0 - 0 1 7 2 . 0 - 1 , 1 7 7 0 - 0 1 - 4 , 9 2 9 0 - 0 1 7 4 , 0 - 5 . 4 7 5 0 - O 2 - 2 , 2 9 3 0 - 0 1 7 6 . 0 2 , 5 4 9 0 - 0 2 1 . 0 6 8 0 - 0 1 7 8 , 0 9 . 5 7 5 0 - 0 2 4 . 0 1 0 0 - 0 1 8 0 . 0 1 . 2 9 8 9 - 0 1 5 . 4 3 6 0 - 0 1 8 2 , 0 1 , 1 3 2 0 - 0 1 4 , 7 4 1 0 - 0 1 8 4 , 0 5 . 4 8 8 0 - 0 2 J 2 . 2 9 9 0 - 0 1 8 6 , 0 - 2 . 1 5 7 0 - 0 2 - 9 . 0 3 2 0 - 0 2 8 8 , 0 - 8 . 9 2 1 0 - 0 2 - 3 . 7 3 6 0 - 0 1 9 0 . 0 - 1 . 2 2 7 0 - 0 1 - 5 . 1 4 0 0 - 0 1 9 2 . 0 - 1 . 0 9 0 0 - 0 1 - 4 , 5 6 7 0 - 0 1 9 4 , 0 - 5 , 5 0 1 0 - 0 2 - 2 , 3 0 4 0 - 0 1 9 6 . 0 1 . 7 7 3 0 - 0 2 7 . 4 2 6 0 - 0 2 9 8 . 0 8 . 2 7 6 0 - 0 2 3 , 4 6 6 0 - 0 1 1 0 0 , 0 1 . 1 6 1 0 - 0 1 4 , 8 6 3 0 - 0 1 1 0 2 , 0 1 . 0 5 1 0 - 0 1 4 , 4 0 3 0 - 0 1 1 0 4 , 0 5 , 5 1 2 0 - 0 2 2 . 3 O 8 P - 0 1 1 0 6 , 0 • 1 . 3 8 0 0 - 0 2 - 5 , 7 8 1 0 - 0 2 1 0 8 , 0 • 7 . 6 5 0 0 - 0 2 - 3 . 2 0 4 0 - 0 1 1 1 0 , 0 • 1 . 0 9 9 0 - 0 1 - 4 , 6 0 2 0 - 0 1 I / O » 7 . 0 5 0 0 0 S E C S . _ R U U _ X 4 J 4 E - - a 4 1 9 * 0 * 6 6 7 S E C S . P R O C E S S » 5 0 9 , 9 1 6 6 7 S E C S . I / O « 1 0 . 3 6 6 6 7 S E C S . R U N T I M E « 5 2 0 . 2 8 3 3 3 S E C S . 
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