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Описуються методологічні основи та інструменти забезпечення інформаційно-аналітичної діяльності експертів у процесі 
використання та оброблення великих обсягів інформаційних масивів. Визначаються базові функціональні категорії взаємо-
дії з розподіленою інформацією, а саме: структуризація, класифікація, критеріалізація, синтез і оцінювання. Розглядаються 
теоретичні засади перетворення наративних описів документів у формат інтерактивних систем знань. Для цього визна-
чається певний набір інструментів — таксономія, онтологія, індексація, пошук, міжконтекстне зв’язування, вибір, агрегація 
когнітивних функцій тощо. Однак первинним для цих процедур є формування таксономій, що відображають семантичну 
змістовність кожного документу. Застосування цих інструментів створює умови реалізації інформаційно-аналітичної діяль-
ності експертів.
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Описываются методологические основы и инструменты обеспечения информационно-аналитической деятельности 
экспертов в процессе использования и обработки больших объемов информационных массивов. Определяются базовые 
функциональные категории взаимодействия с распределенной информацией, а именно: структурирование, классифи-
кация, критериализация, синтез и оценка. Рассматриваются теоретические основы преобразования нарративных описа-
ний документов в формат интерактивных систем знаний. Для этого определяется определенный набор инструментов  — 
таксономия, онтология, индексация, поиск, межконтекстное связывание, выбор, агрегация когнитивных функций и тому 
подобное. Однако, первичным для этих процедур является формирование таксономий, отражающих семантическую 
содержательность каждого документа. Применение этих инструментов создает условия реализации информационно- 
аналитической деятельности экспертов.
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Background. The methodological bases and tools for providing information-analytical activity of experts in the process 
of using and processing large volumes of information arrays are described. The aim of the work was to determine the 
methodological principles and tools that ensure the transformation of unstructured documents in the format of interactive 
knowledge bases. 
Materials and methods. Results. The basic functional categories of interaction with the distributed information are 
defined, namely: structuring, classification, criterization, synthesis and estimation. Theoretical bases of transformation of 
narrative descriptions of documents into a format of interactive systems of knowledge are considered. To do this, a certain 
set of tools is defined — taxonomy, ontology, indexing, search, intertextual linking, selection, aggregation of cognitive 
functions, etc.
Conclusions. Transdisciplinarity realizes the reflexive and recursive properties of the whole information space. The 
primary is the formation of taxonomies that reflect the semantic content of each document. The use of these tools creates 
the conditions for the implementation of information and analytical activities of experts.
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ТА ІНЖЕНЕРІЯ
Вступ. Довільна інформаційно-аналітична діяль-
ність експертів, носить мережецентричний характер 
і реалізується на засадах трансдисциплінарної вза-
ємодії усіх інформаційних ресурсів (ІР) і процесів, 
що її складають. Одним із головних факторів цих 
процесів є наявність трансдисциплінарно пов`язаних 
між собою процесів оброблення, зберігання, розпо-
всюдження та використання великих обсягів інфор-
мації і знань у вигляді неструктурованих документів 
[1- 4]. Перетворення таких пасивних систем знань 
може бути реалізованим на основі застосування 
когнітивних процедур — структуризація аналіз/
виділення проблеми, синтез, вибір тощо. На їх осно-
ві реалізується взаємодія експертів і спеціалістів 
у форматі наративного дискурсу [2, 5, 6] з мереже-
вими інформаційними ресурсами. При цьому забез-
печуються трансдисциплінарні перетворення всіх 
документів, що їх складають у формат інтерактивних 
баз знань [1, 2, 4, 7].
Введемо такі поняття: 
1. Когнітивна система, когнітивна структура [1, 
2, 8, 9] — система пізнання людини, що склалася 
в  його мисленні, як результат розвитку його характе-
ру, виховання, навчання, спостереження та роздумів 
про навколишній світ. Із точки зору інформаційних 
технологій це означає наявність сталих шаблонів 
(patterns) визначення цілей, алгоритмів прийняття 
рішень у відповідності до певного стану об’єктів 
аналізу з метою отримання достовірних результатів 
у майбутньому. 
2. Наратив [2, 4, 5, 10] — універсальна модель 
встановлення зв’язків за змістом між текстами до-
кументів та іншими формами подання інформації, 
що розглядає процес їх зв’язування як форму подання 
змістовних зв’язків у вигляді графів. 
3. Дискурс [4, 5] — міркування, доказ, що визна-
чаються з точки зору інформаційних технологій, як 
певні алгоритми та програмні сервіси на їх основі.
 4. Таксономія [1, 2, 10, 11] — структура, поря-
док, закономірність, що базуються на принципах 
і практичному застосуванні алгоритмів класифікації, 
систематизації складноорганізованих і пов’язаних за 
ієрархією об’єктів або сутностей.
Усі вказанні категорії мають складну структуру 
та функціональність. Але на їх засадах сьогодні 
ефективно реалізуються інформаційно-аналітичні 
середовища.
Мета дослідження: визначення методологічних 
принципів та інструментів, що забезпечують пере-
творення неструктурованих документів у формат 
інтерактивних баз знань.
Результати та їх обговорення. Трансдисциплінарні 
ознаки діяльності експертів в інформаційному 
середовищі. Як вже було відмічено, використання 
мережевих документів в інформаційно-аналітичній 
системі потребує їх перетворення в активну форму 
знань, що можна представити первинно як онтоло-
гічну систему [1, 2, 4, 12] у вигляді:
 (1) 
Пасивні системи знань фактично являють собою 
певні тексти, що відображаються у вигляді послі-
довного викладання концептів, стійко заданих умов 
їх існування, описів їх властивостей та функціональ-
ностей тощо. 
Тобто існує можливість перетворення онтології (1) 
у деяку систему такого виду:
 (2)
де       — документ із послідовно визначеними опи-
сами контекстів  (описи) концептів  ,  — відношення 
суворого порядку, що визначає умови існування 
концептів   у тексті.
Тоді         у подальшому будемо розглядати як певний 
наратив, що визначається послідовним викладанням 
описів певних фактів, процесів та їх властивостей 
у суворо послідовному вигляді. Тобто, наратив — це 
виколота онтологія виду (2), що фактично є простим 
текстом, який пасивно відображає певну систему 
знань.
При розгляді систем виду (2) існує можливість 
встановлювати тільки міжконтекстні зв’язки суво-
рого впорядкування, тобто утворювати кінцеві по-
слідовності виду:
 (3)
Вираз (3) інтерпретує пасивну інтеграцію нарати-
вів виду (2), а для його перетворення в інтерактивну 
форму виду (1) треба визначити умови інтегрованої 
операціональності [3, 13-15], а саме: аналізу та 
структуризації (оброблення), синтезу (комунікації) 
та вибору (прийняття рішень) [1, 2, 16-20]. 
Слід зазначити, що операціональність довільного 
тексту [10, 11] виду (2) та (3) визначається такими гі-
первластивостями: рефлексія —       , рекурсія —       та 
редукція —      . Ці гіпервластивості утворюють певну 
замкнуту множину  , що забезпечуює зв’язування та 
динамічну зміну упорядкування контекстних описів 
наративу   [2, 5, 6]. Вказані гіпервластивості мають 
трансдисциплінарний та інтерпретуючий характер 
[1-3, 14]:
 (4)
де: рефлексія — реалізує категорії інтегрованос-
ті, системності і відсутності змістовних розривів 
перетворення в активну форму знань, що можна представити первинно як 
онтологічну систему [1, 2, 4, 12] у вигляді: 
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де nrO  — документ із послідовно визначеними описами контекстів K (описи) 
концептів X , p  — відношення суворого порядку, що визначає умови існування 
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умов їх існування, описів їх властивостей та функціональностей тощо.  
Тобто існує можливість перетворення онтології (1) у деяку систему такого 
виду: 
 ( ) >= pKXOnr , ,          (2) 
де nrO  — документ із п слідовно визначеними описами контекстів K (описи) 
концептів X , p — відношення суворого порядку, що визначає умов  іс ув ння 
концептів Х  у тексті. 
Тоді nrO  у подальшому будемо розглядати як певний наратив, що 
визначається послідовним викладанням описів певних фактів, процесів та їх 
властивостей у суворо послідовному вигляді. Тобто, наратив — це виколота 
онтологія виду (2), що фактично є простим текстом, який пасивно відображає 
певну систему знань. 
При розгляді систем виду (2) існує можливість встановлювати тільки 
міжконтекстні зв'язки суворого впорядкування, тобто утворювати кінцеві 
послідовності виду: 
 ( ) | 1, ; 1,i jX K i n j m< = = >
 
.        (3) 
Вираз (3) інтерпретує пасивну інтеграцію наративів виду (2), а для його 
перетворення в інтерактивну форм  виду (1) треба визначити умови інтегрованої 
операціональності [3, 13-15], а саме: аналізу та структуризації (оброблення), 
синтез  (комунікації) т  вибору (прийняття рішень) [1, 2, 16-20].  
Слід зазначити, що операціональні ь довільного тексту [10, 11] виду (2) 
та (3) визначається такими гіпервластивостями: рефлексія — fR , рекурсія — kR
та редукція — dR . Ці гіпервластивості утворюють певну замкнуту множину 3R , 
перетворення в активну форму знань, що можна представити первинно як 
нтологічну систему [1, 2, 4, 12] у в гляді: 
 St RDAFRXO ,,,,,= .  (1)  
Пасивні системи знань фактично являють собою певні тексти, що 
відображаються у вигляді послідовного викладання концептів, стійко заданих 
умов їх існува ня, описів їх властиво тей та функціональностей тощо.  
Тобто існує можливість перетворення онтології (1) у деяку систему такого 
виду: 
 ( ) >= pKXOnr , ,          (2) 
де nrO  — документ із послідовно визначеними описами контекстів K (описи) 
концептів X , p  — відношення суворого порядку, що визначає умови існування 
концептів Х  у тексті. 
Тоді nrO  у подальшому будемо розглядати як певний наратив, що 
визначається послідовним викладанням описів певних фактів, процесів та їх 
властивостей у суворо послідовному вигляді. Тобто, наратив — це виколота 
онтологія виду (2), що фактично є простим текстом, який пасивно відображає 
певну систему знань. 
При р згляді с стем ви у (2) існує можливість встановлювати тільки 
міжк н кстні зв'язки сув рого впорядкування, тобто утворювати кінцеві 
п слідо ності виду: 
 ( ) | 1, ; 1,i jX K i n j m< = = >
 
.         (3) 
Вираз (3) інтерпретує пасивну інтеграцію наративів виду (2), а для його 
перетворення в інтерактивну форму виду (1) треба визначити умови інтегрованої 
операціональності [3, 13-15], а саме: аналізу та структуризації (оброблення), 
синтезу (комунікації) та вибору (прийняття рішень) [1, 2, 16-20].  
Слід заз ачити, що операціональність довільного тексту [10, 11] виду (2) 
та (3) визначається такими гіп рвластивос ями: рефлексія — fR , реку сія — kR
та редукція — dR . Ці гіпервластивості утворюють певну замкнуту множину 3R , 
перетворення в активну форму знань, що можна представити первинно як 
он ологічну систему [1, 2, 4, 12] у вигляді: 
 St RDAFRXO ,,,,,= .  (1)  
Пасивні системи знань фактично являють обою певні те сти, що 
відображаються у вигляді послідовного викладання концептів, т йко задан х 
умов їх існування, описів їх властивостей та ф нкціональностей тощо.  
Тобто існує можливість перетворення онтології (1) у деяку сист му такого 
виду: 
 ( ) >= pKXOnr , ,         (2) 
де nrO  — документ із послідовно визначеними описами к нтекстів K (описи) 
концептів X , p  — відношення суворого орядку, що виз ачає умови існування 
концептів Х  у тексті. 
Тоді nrO  у подальшому будемо р зглядати як певний наратив, що 
виз ачається послідовним викладанням описів евних фактів, процесів та їх 
властивостей у суворо послід вному вигляді. Тобто, наратив — це виколота 
онтологія виду (2), що фактично є простим текстом, який пасивно відображає
певну систему знань. 
При розгляді сис ем виду (2) існує можливість в ано лювати тільки 
міжконтекстні зв'язки суворого впорядкуван я, тобт  утворю ати кінцеві 
послідовності виду: 
 ( ) | 1, ; 1,i jX K i n j m< = = >
 
.         (3) 
Вираз (3) інтерпретує пасивну інтеграцію нара ивів виду (2), а для його 
перетворення в інтерактивну форму виду (1) тре   ови інтегрованої 
операціональності [3, 13-15], а саме: аналізу та структуризації (обробле ня), 
синтезу (комунікації) та вибору (прий яття рішень) [1, 2, 16-20].  
Слід зазначити, що операціональність овільного тексту [10, 11] виду (2) 
та (3) визначається такими гіпервласти стя ексія — fR , рекур ія — kR
та редукція — dR . Ці гіпервластивості утворюють певну замкнуту множин  3R , 
перетворен я в активну форму знань, щ  можна представити первин о як 
онтологічну с стему [1, 2, 4, 12] у вигляді: 
 St RDAFRXO ,,,,,= .  (1)  
Пасивні системи знань фактично являють собою пев і текс , що 
відображаються у вигляді послідовного викл дан ко цептів, стійк  заданих 
умов їх існу а я, писів їх властивостей та функціо альностей тощо.  
Тобто існує можливість перетворен я н логії (1) у деяку систему такого 
виду: 
 ( ) >= pKXOnr , ,          (2) 
де nrO  — документ із послідовно визначеними описами контекстів K (описи) 
концептів X , p  — відношен я суворого порядку, що визначає умови існуван я 
концептів Х  у тексті. 
Тоді nrO  у подальшому будемо розглядати як певний наратив, що 
виз ачається послідовним викладан ям описів певних фактів, процесів та їх 
властивостей у суворо послідовному вигляді. Тобто, наратив — це в к лота 
онтологія виду (2), що фактично є простим текстом, який пасивно відоб ажає 
певну систему знань. 
При р згляді систем виду (2) існує можливість встановлювати тільки 
міжконтекстні зв'язки суворого впорядкуван я, тобто утворювати кінцеві 
послідовності виду: 
 ( ) | 1, ; 1,i jX K i n j m< = = >
 
.         (3) 
Вираз (3) інтерпретує пасивну інтеграцію наративів виду (2), а для його 
перетворен я в інтерактивну форму виду (1) треба изначити умови інте ї 
операціональності [3, 13-15], а саме: ан л зу та структуризації (оброблен я), 
синтезу (комунікації) та вибору (пр йня я рішень) [1, 2, 16-20].  
Слід зазначит , що операціональність довільного тексту [10, 1 ] виду (2) 
та (3) визначається такими гіпервлас ивостями: рефл ксі  fR ія kR
та редукція — dR . Ці гіпервластивос і утворю ть певну замкнуту множину 3R , 
перетворення в активну форму знань, що можна представити первинно як 
онтологічну систему [1, 2, 4, 12] у вигляді: 
 St RDAFRXO ,,,,,= .  (1)  
Пасивні системи знань фактично являють собою певні тексти, що 
відображаються у вигляді послідовного викладання концептів, стійко заданих 
умов їх існування, описів їх властивостей та функціонал ностей тощо.  
Тобто іс ує можливість перетворення нтології (1) у деяку систему такого 
виду: 
 ( ) >= pKXOnr , ,          (2) 
де nrO  — документ із послідовно визначеними описами контекстів K (описи) 
концептів X , p  — відношення суворого порядку, що визначає умови існування 
концептів Х  у тексті. 
Тоді nrO  у подальшому буде о розглядати як певний наратив, що 
визначається послідовним викладанням описів певних фактів, процесів та їх 
властивостей у суворо послідовному вигляді. Тобто, наратив — це виколота 
онтологія виду (2), що фактично є простим текстом, який пасивно відображає 
певну си ему знань. 
При розгля і систем виду (2) існує можливі ь встановлювати тільки 
міжконтекстні зв'язки су орого впорядкування, тобто утворювати кінцеві 
послідовності виду: 
 ( ) | 1, ; 1,i jX K i n j m< = = >
 
.         (3) 
Вираз (3) інтерпретує пасивну інтеграцію наративів виду (2), а для його 
перетворення в інтерактивну форму виду (1) треба визначити умови інтегрованої 
операціональності [3, 13-15], а саме: аналізу та структуризації (оброблення), 
синтезу (комунікації) та вибору (прийняття рішень) [1, 2, 16-20].  
Слід заз чити, що операціон льність довільного ексту [10, 11] виду (2) 
та (3) визначається такими гіпервластивостями: рефлексія — fR , рекурсія — kR
та редукція — dR  і гіпервластивості утворюють певну замкнуту множину 3R , 
що забезпечуює зв’язува ня та динамічну зміну упорядкування контекстних 
описів наративу nrO  [2, 5, 6]. Вказані гіпервластивості мають 
тран дисциплінарний а інтерпретуючий характер [1-3, 14]: 
 3 { , , }f k dR R R R= ,          (4) 
де: рефлексія — реалізує категорії інтегрованості, системності і відсутності 
змістовних розривів у масивах Big Data та забезпечує відстеження та 
модифікування власних структур і стійкості їх поведінки під час активації; 
рекурсія — реалізує категорію повторюваності процесів, явищ і форм їх 
операціонального відображення під час їх активації в інформаційному просторі; 
редукція — реалізує методологічний принцип, відповідно до якого складні 
явища можуть бути декомпозовані та повністю пояснені на основі законів, 
властивих більш простим процесам та об`єктам.  
Виходячи з значених понять — онтологія, наратив, рефлексія, рекурсія, 
редукція визначимо категорію трансдисциплінарності, що характеризує процес 
інформаційно-аналітичної діяльності експертів. У вузькому сенсі  під 
трансдисциплінарністю системи знань будуть розумітися умови застосування 
рефлексивно активної рекурсивної редукції 3RF . 
Це значить, що виколоту онтологію виду (2) можна розширити множиною 
3R  і R гіперфункцією її інтерпретації 3RF : 
 ( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через перетворення (5), шляхом підстановки множини 
гіпервластивостей 3R  та за рахунок функціонального розширення 3RF  замість 
відношення суворого впорядкування p  отримано онтологічну систему ndO , що 
забезпечує різні види зв’язків між концептами X  і контекстами K. 
Правила формування таких зв’язків будуть описані нижче, а узагальнену 
схему перетворень мережевих документів в онтологічну систему наведено на 
рис. 1. 
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у масивах Big Data та забезпечує відстеження та 
модифікування власних структур і стійкості їх по-
ведінки під час активації;
рекурсія — реалізує категорію повторюваності про-
цесів, явищ і форм їх операціонального відображення 
під час їх активації в інформаційному просторі;
редукція — реалізує методологічний принцип, 
відповідно до якого складні явища можуть бути де-
композовані та повністю пояснені на основі законів, 
властивих більш простим процесам та об’єктам. 
Виходячи з значених понять — онтологія, наратив, 
рефлексія, рекурсія, редукція визначимо категорію 
трансдисциплінарності, що характеризує процес 
інформаційно-аналітичної діяльності експертів. 
У вузькому сенсі  під трансдисциплінарністю сис-
теми знань будуть розумітися умови застосування 
рефлексивно активної рекурсивної редукції      .
що забезпечуює зв’язування та динамічну зміну упорядкування контекстних 
описів наративу nrO  [2, 5, 6]. Вказані гіпервластивості мають 
трансдисциплінарний та інтерпретуючий характер [1-3, 14]: 
 3 { , , }f k dR R R R= ,          (4) 
де: рефлексія — реалізує категорії інтегрованості, системності і відсутності 
змістовних розривів у масивах Big Data та забезпечує відстеження та 
модифікування власних структур і стійкості їх поведінки під час активації; 
рекурсія — реалізує категорію повторюваності процесів, явищ і форм їх 
операціонального відображення під час їх активації в інформаційному просторі; 
редукція — реалізує методологічний принцип, відповідно до якого складні 
я ища можуть бути декомпоз вані т  повністю пояснені на основі законів, 
властивих більш простим процесам та об`єктам.  
Виходячи з значених понять — онтологія, наратив, рефлексія, рекурсія, 
редукція визначимо категорію трансдисциплінарності, що характеризує процес 
інформаційно-аналітичної діяльності експертів. У вузькому сенсі  під 
трансдисциплінарністю системи знань будуть розумітися умови застосування 
рефлексивно активної рекурсивної редукції 3RF . 
Це значить, що виколоту онтологію виду (2) можна розширити множиною 
3R  і R гіперфу кцією її інтерп етації 3RF : 
 ( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через перетворення (5), шляхом підстановки множини 
гіпервластивостей 3R  та за рахунок функціонального розширення 3RF  замість 
відношення суворого впорядкування p  отримано онтологічну систему ndO , що 
забезпечує різні види зв’язків між концептами X  і контекстами K. 
Правила формування таких зв’язків будуть описані нижче, а узагальнену 
схему перетворень мережевих документів в онтологічну систему наведено на 
рис. 1. 
 
Рис. 1. Організація взаємодії з мережевими документами на трансдисциплінарних засадах
Це значить, що виколоту онтологію виду (2) мож-
на розширити множиною       і      гіперфункцією її 
інтерпретації       :
 (5)
Отже, через перетворення (5), шляхом підстановки 
множини гіпервластивостей       та за рахунок функ-
ціонального розширення        замість відношення 
суворого впорядкування      отримано онтологічну 
систему     , що забезпечує різні види зв’язків між 
концептами X і контекстами K.
Правила формування таких зв’язків будуть описані 
нижче, а узагальнену схему перетворень мережевих 
документів в онтологічну систему наведено на рис. 1.
що забезпечуює зв’язування та динамічну зміну упорядкування контекстних 
описів наративу nrO  [2, 5, 6]. Вказані гіпервластивості мають 
трансдисциплінарний та інтерпретуючий характер [1-3, 14]: 
 3 { , , }f k dR R R R= ,          (4) 
де: рефлексія — реалізує категорії інтегрованості, системності і відсутності 
змістовних розривів у масивах Big Data та забезпечує відстеження та 
модифікування власних структур і стійкості їх поведінки під час активації; 
рекурсія — реалізує категорію повторюваності процесів, явищ і форм їх 
операціонального відображення під час їх активації в інформаційному просторі; 
редукція — реалізує методологічний принцип, відповідно до якого складні 
явища можуть бути декомпозовані та повністю пояснені на основі законів, 
властивих більш простим процесам та об`єктам.  
Виходячи з значених понять — онтологія, наратив, рефлексія, рекурсія, 
редукція визначимо категорію трансдисциплінарності, що характеризує процес 
інформаційно-аналітичної діяльності експертів. У вузькому сенсі  під 
трансдисциплінарністю системи знань будуть розумітися умови застосування 
рефлексивно активної рекурсивної редукції 3RF . 
Це значить, що виколоту онтологію виду (2) можна розширити множиною 
3R R гіперфункці інтерпретації 3RF : 
 ( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через перетворення (5), шляхом підстановки множини 
гіпервластивостей 3R  та за рахунок функціонального розширення 3RF  замість 
відношен я сув р го впорядкування p  отримано онтологічну систему ndO , що 
забезпечує різні види зв’язків між концептами X  і контекстами K. 
Правила ф рмування таких зв’язків будуть описані нижче, а узагальнену 
схему перетворень мережевих документів в онтологічну систему наведено на 
рис. 1. 
 
що забезпечуює з ’язування та ди амічну зміну упорядкування контекстних 
описів наративу nrO  [2, 5, 6]. Вказані гіпервластивості мають 
трансдисциплінарний та інтерпретуючий ха актер [1-3, 14]: 
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де: рефлексія — реалізує категорії інтегрованості, системності і відсутності 
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рекурсія — реалізує категорію повторюваності процесів, явищ і форм їх 
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редукція — реалізує методологічн й принци , п відно до якого складні 
явища можуть бути декомпозов ні та повністю пояс ені на основі законів, 
властивих більш простим процесам та об`єктам.  
Виходячи з значених понять — онтологія, наратив, рефлексія, рекурсія, 
редукція в значимо катего ію трансдисциплінарності, що ха актеризує процес 
інформаційно-аналітичної діяльності експертів. У вузькому сенсі  під 
трансдисципл нарністю системи знань будуть розумітися умови застосування 
рефлексивно активної рекурсивної редукції 3RF . 
Це значить, щ  виколо у онтологію виду (2) можна розширити м жиною 
3R   R гіперфункцією її інтерпретації 3RF : 
 ( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через пе творення (5), шляхом підстановки м ожини 
гіпервла тивостей 3R  та за рахунок фу кціональн го розширення 3RF  замість 
від оше ня суворого впорядкування p  отриман  онтологічну систему ndO , що 
забезпечує різні види зв’язків між концептами X  і контекстами K. 
Правила формування таких зв’язків будуть описані нижче, а узагальнену 
схему пе творень мережевих документів в онтологічну систему наведено на 
рис. 1. 
 
що забезпечуює зв’язування та динамічну зміну упорядкування контекстних 
описів наративу nrO  [2, 5, 6]. Вказані гіпервластивості мають 
трансдисциплінарний та інтерпретуючий характер [1-3, 14]: 
 3 { , , }f k dR R R R= ,          (4) 
де: рефлексія — реалізує категорії інтегрованості, системності і відсутності 
змістовних розривів у масивах Big Data та забезпечує відстеження та 
модифікування власних структур і стійкості їх поведінки під час активації; 
рекурсія — реалізує категорію повторюваності процесів, явищ і форм їх 
операціонального відображення під час їх активації в інформаційному просторі; 
редукція — реалізує методологічний принцип, відповідно до якого складні 
явища можуть бути декомпозовані та повністю пояснені на основі законів, 
властивих більш простим процесам та об`єктам.  
Виходячи з значених понять — онтологія, наратив, рефлексія, рекурсія, 
редукція визначимо категорію трансдисциплінарності, що характеризує процес 
інформаційно-аналітичної діяльності експертів. У вузькому сенсі  під 
трансдисциплінарністю системи знань будуть розумітися умови застосування 
рефлексивно активної рекурсивної редукції 3RF . 
Це значить, що виколоту онтологію виду (2) можна розширити множиною 
3R  і R гіперфункцією її інте  3RF : 
 ( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через перетворення (5), шляхом підстановки множини 
гіпервластивостей 3R  та за рахунок ункціонального розширення 3RF  замість 
відношення суворого впорядкування p  от мано онтологічну систе у ndO , що 
забезпечує різні види зв’язків між концептами X  і контекстами K. 
Правила формуван я таких в’язків будуть описані нижч , а узагальнену 
схему перетвор нь мережевих документів в онтологічну систему наведено на 
рис. 1.
 
що забезпечуює зв’язування та динамічну зміну упорядкування контекстних 
описів наративу nrO  [2, 5, 6]. Вказані гіпервластивості мають 
трансдисциплінарний та інтерпретуючий характер [1-3, 14]: 
 3 { , , }f k dR R R R= ,          (4) 
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явища можуть бути декомпозовані та повністю пояснені на основі законів, 
властивих більш простим процесам та об`єктам.  
Виходячи з значених понять — онтологія, наратив, рефлексія, рекурсія, 
редукція визначимо категорію трансдисциплінарності, що характеризує процес 
інформаційно-а алітичної діяльності експертів. У вузькому сенсі  під 
трансдисци лінарністю системи знань будуть розумітися умови застосування 
рефлексивно активної рекурсивної редукції 3RF . 
ть, що виколоту онт логію виду (2) можна розширити множиною 
3R  і R гіперфункцією її інтерпретації 3RF : 
( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через перетворення (5), шляхом підстановки множини 
гіпервластивостей 3R  та за рахунок функціонального розширення 3RF  замість 
відношення суворого впорядкування p  отримано онтологічну систему ndO , що 
забезпечує різні види зв’язків між концептами X  і контекстами K. 
Правила формування таких зв’язків будуть описані нижче, а узагальнену 
схему пер творень мережев х документів в онтологічну систему наведено на 
рис. 1. 
 
що забезпечуює зв’язування та динамічну зміну упорядкування контекстних 
описів наративу nrO  [2, 5, 6]. Вказані гіпервластивості мають 
трансд сциплінарний та інтерпретуючий характер [1-3, 14]:
 3 { , , }f k dR R R R= ,         (4) 
де: рефлексія — реалізує категорії інтегрованості, системності і відсутності 
змістовних розривів у масивах Big Data та забезпечує відстеження та 
модифікування власних структур і стійкості їх поведінки під час активації; 
рекурсія — реалізує категорію повторюваності процесів, явищ і форм їх 
операціонального відображення під час їх активації в інформаційному просторі; 
редукція — реалізує методологічний принцип, відповідно до якого складні 
явища можуть бути декомпозовані та повністю пояснені на основі законів, 
властивих більш простим процесам та об`єктам.  
Виходячи з значених понять — онтологія, наратив, рефлексія, рекурсія, 
редукція визначимо категорію трансдисциплінарності, що характеризує процес 
інформаційно- наліт чної діяльн сті експертів. У ву ькому сенсі  під 
рансдисци лінар істю системи знань будуть розумітися умови застосування 
рефлексивно активної рекурсивної редукції 3RF . 
Це значить, що виколоту онтологію виду (2) можна розширити множиною 
3R  і R гіперфункцією її інтерпретації 3RF : 
 ( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через перетворення (5), шлях м підстановки множини 
гіпервластивостей 3R  та з  рахунок функціональног  розширення 3RF  замість 
відношення суворого впо ядкування p  отриман  онтологічну систему ndO , щ
забезпечує різні види зв’язків між концептами X  і контекстами K. 
Правила формування таких зв’язків будуть описані нижче, а узагальнену 
схему перетворень мережевих документів в онтологічну систему наведено на 
рис. 1. 
 
що забезпечуює зв’язування та динамічну зміну упорядкування контекстних 
описів наративу nrO  [2, 5, 6]. Вказані гіпервластивості мають 
трансдисциплінарний та інтерпретуючий характер [1-3, 14]: 
 3 { , , }f k dR R R R= ,         (4) 
де: рефлексія — реалізує категорії інтегрованості, системності і відсутності 
змістовних розривів у масивах Big Data та забезпечує відстеження та 
модифікування власних структур і стійкості їх поведінки під час активації; 
рекурсія — реалізує категорію повторюваності процесів, явищ і форм їх 
операціонального відображення під час їх активації в інформаційному просторі; 
редукція — реалізує методологічний принцип, відповідно до якого складні 
явища можуть бути декомпозовані та повністю пояснені на основі законів, 
властивих більш простим процесам та об`єктам.  
Виходячи з значених понять — онтологія, наратив, рефлексія, рекурсія, 
редукція визначимо категорію трансдисциплінарності, що характеризує процес 
інформаційно-аналітичної діяльності експертів. У вузькому сенсі  під 
тра сдисципліна ністю системи знань будуть розумітися умови застосування 
рефлексивно активної рекурсивної редукції 3RF . 
Це значить, що виколоту онтологію виду (2) можна розширити множиною 
3R  і R гіперфункцією її інтерпретації 3RF : 
 ( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через перетворення (5), шляхом підстановки множини 
гіпервлас ивостей 3R  та за рах нок фу кціонального розшире ня 3RF  замість 
відношення суворого впорядкування p  отримано онтологічну систему ndO , що 
забезпечує різні види зв’язків між концептами X  і контекстами K. 
Правила формування таких зв’язків будуть описані нижче, а узагальнену 
схему перетворень мережевих документів в онтологічну систему наведено на 
рис. 1. 
 
що забезпечуює зв’язування та динамічну зміну орядкуван я контекстних 
описів наративу nrO  [2, 5, 6]. Вказані гіпервластивості мають 
трансдисциплінарний та інтерпретуючий характер [1-3, 14]: 
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інформаційно-аналітичної діяльності експертів. У вузькому сенсі  під 
трансдисциплінарністю системи знань будуть розуміт ся умови застосування 
рефлексивно активної рекурсивної редукції 3RF . 
Це значить, що виколоту онтологію виду (2) можна розширити м ожи о  
3R  і R гіперфункцією її інтерпретації 3RF : 
 ( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через перетворення (5), шляхом підстановки м жи и 
гі ервластивостей 3R  та за рахунок функціональн го р зширення 3RF  з мість 
відношення суворого впорядкува p отри а  ічну систему ndO , щ  
забезпечує різні види зв’язків між концептами X  і контекстами K. 
Правила фо мув ння таких зв’язків будуть описані нижче,  узагальнену 
схему перетворень мережевих документів в онтологіч у систе у наведе о а 
рис. 1. 
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операціонального відображення під час їх активації в інформаційному просторі; 
редукція — ре лізує методологічний принцип, відповідно до якого с лад і 
явища можуть бути декомпозовані та повністю пояснені на снові з конів, 
властивих більш простим процесам та об`єк ам.  
Виходячи з значених понять — онтологія, наратив, рефлексія, рекурсія, 
редукція визначимо категорію трансдисциплінарності, що характе изує проце  
інформаційно-аналітичної діяльності експертів. У вузькому сенсі  під 
трансдисциплінарністю системи знань будуть розумітися умови застосув ня 
рефлексивно активної рекурсивної редукції 3RF . 
Це значить, що виколоту онтологію виду (2) можна розширити множиною 
3R  і R гіперфункцією її інтерпретації 3RF : 
 ( ) ( ) 3, , 3,nr nd RO X K p O X K R F=< >→ =< > .      (5) 
Отже, через перетворення (5), шляхом підстановки м ожини 
гіпервластивостей 3R  та за рахунок функці л ного розширен я 3RF  замість 
відношення суворого впорядкування p  отрима о онтологічну систе  ndO , о 
забезпечує різні види зв’язків між концептами X  і ко текстами K. 
Правила формування таких зв’язків будуть описані нижче, а узагальнену 
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ТА ІНЖЕНЕРІЯ
Когнітивні засоби орієнтовані на оброблення ін-
тегрованої інформації, що формується у процесах 
взаємодії з ІР на основі міжконтекстних зв’язків.
Множинність цих міжконтекстних зв’язків доціль-
но представити у вигляді таксономій [2, 5, 6].
Тоді онтологічну систему виду   , 
що складає праву частину виразу (5) можна пред-







Усі ці вирази представляють категорію дискурсу 
між документами, як когнітивно-коммунікативного 
акту, що одночасно реалізує на основі бінарного 
міжконтекстного зв’язку інтегрований опис обраних 
процесів та їхню інтепретацію як відображення та 
уявлення [1, 2, 7, 15]. Однією з властивостей дис-
курсу є можливість відображати зв’язаність двох 
і більше наративів.
Останнє дозволяє визначити наративний дискурс 
[2, 5, 6] як взаємодію документів, що представлені 
у вигляді онтологічних систем на засадах вербально 
активної гіперфункції         , що реалізує їх система-
тизацію, а саме — аналіз, структуризацію, класифі-
кацію, крітеріалізацію, синтез, оцінювання тощо. 
Функція      є вербально-активною тоді й тільки 
тоді, коли онтологічна система, яку вона інтерпретує, 
включає всю множину      .
Рис. 1. Організація взаємодії з мережевими документами на 
трансдисциплінарних засадах 
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Усі ці вирази представляють категорію дискурсу між документами, як 
когнітивно-комму ікативн го акту, що одночасно реалізує на основі бінарного 
міжконтекстного зв’язку інтегрований опис обраних процесів та їхню 
інтепретацію як відображення та уявлення [1, 2, 7, 15]. Однією з властивостей 
дискурсу є можливість відображати зв'язаність двох і більше наративів. 
Останнє дозволяє визначити наративний дискурс [2, 5, 6] як взаємодію 
документів, що представлені у вигляді онтологічних систем на засадах вербально 
активн ї іперфункції 3RF , що р алізує їх систематизацію, а саме — аналіз, 
структуризацію, класифікацію, крітеріалізацію, синтез, оцінювання тощо.  
Функція 3RF  є вербально-активною тоді й тільки тоді, коли онтологічна 
система, яку вона інтерпретує, включає всю множину 3R . 
Тобто наративний дискурс множини мережевих документів представимо 
у вигляді правої частини виразу (5):  
 ( ) .,3, 3 >=< Rnd FRKXO         (9) 
Таксономія, як система структурного аналізу наративу. Визначення 
наративу, дискурсу та наративного дискурсу дозволяє розглядати категорію 
єдиного інформаційного простору на засадах інтеграції трансдисциплінарних 
онтологій [1-6]. Проте, детальніший розгляд процесу взаємодії з мережевими 
інформаційними ресурсами потребує виділення категорії, для якої структурне 
представлення — унарна властивість [2, 16, 21]. Такою категорією являється  
таксономія [1, 2, 7, 10]. На її основі реалізується структурне відображення як 
окремого документу, так і досить великої за обсягом колекції документів. 
Таксономія документів ( )T  розглядається як певний результат 
застосування когнітивної процедури структуризації текстових масивів на основі 
системологічного представлення їхньої термінологічної системи в ієрархічному 
вигляді. Результатом застосування процедури таксономізації текстів є 
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 ( ) .,3, 3 >=< Rnd FRKXO         (9) 
Таксономія, як система структурного аналізу нара иву. Визначення 
наративу, дискурсу та наративного дискурсу дозволяє розглядати категорію 
єдиного інформаційного простору на засадах інтеграції трансдисциплінарних 
онтологій [1-6]. Проте, деталь іший розгляд процесу взаємодії з мережевими 
інформаційними ресурсами потребує виділе ня категорії, для якої структурне 
представлення — унарна властивість [2, 16, 21]. Такою категорією являється  
таксономія [1, 2, 7, 10]. На її основі реалізується структурне відображення як 
окремого документу, так і досить велик ї за обсягом олекції документів. 
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когнітивно-коммунікативного акту, що одночасно реалізує на основі бінар ого 
міжконтекстного зв’язку інтегрований опис обраних процесів та їхню 
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система, яку вона інтерпретує, включає всю множи  3R . 
Тобто наративний дискурс множини мереже их документів представимо 
у вигляді правої частини виразу (5):  
 ( ) .,3, 3 >=< Rnd FRKXO         (9) 
Таксономія, як система структурного аналізу нар тиву. Визначення 
наративу, дискурсу та наративного дискурсу дозволяє роз лядати категорію 
єдиного інформаційного простору на засадах інтеграції трансдисциплінарних 
онтологій [1-6]. Проте, детальніший розгляд процесу взаємодії з ме жевими 
інформаційними ресурсами потребує виділення категорії, для якої структурне 
представлення — унарна властивість [2, 16, 21]. Такою категорією являється  
таксономія [1, 2, 7, 10]. На її основі реалізується струк рне ві браження як 
окремого документу, так і досить великої за обсягом колекції документів. 
Таксономія документів ( )T  розглядається як певний результат 
застосування когнітивної процедури структуризації текстових масивів на основі 
системологічного представлення їхньої термінологічної системи в ієрархічному 
вигляді. Результатом застосування процедури таксономізації текстів є 
Рис. 2. Приклад семантичної мережі пірамідальної структури
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Таксономія, як система структурного аналізу 
наративу. Визначення наративу, дискурсу та на-
ративного дискурсу дозволяє розглядати категорію 
єдиного інформаційного простору на засадах інте-
грації трансдисциплінарних онтологій [1-6]. Проте, 
детальніший розгляд процесу взаємодії з мережевими 
інформаційними ресурсами потребує виділення ка-
тегорії, для якої структурне представлення — унарна 
властивість [2, 16, 21]. Такою категорією являється 
таксономія [1, 2, 7, 10]. На її основі реалізується 
структурне відображення як окремого документу, 
так і досить великої за обсягом колекції документів.
Таксономія документів (T) розглядається як 
певний результат застосування когнітивної про-
цедури структуризації текстових масивів на основі 
системологічного представлення їхньої терміноло-
гічної системи в ієрархічному вигляді. Результатом 
застосування процедури таксономізації текстів є 
представлення їхньої структури у вигляді графа без 
циклів [2, 12], кожн  вершина яког  містить відпо-
відні контексти, зміст яких складають семантичні 
описи та характеристики відповідних термінів 
і словосполучень. Таксономія забезпечує виділення 
класифікаційних одиниць текстового масиву, що 
характеризують його семантику та призначення, 
а також відображає впорядкованість взаємодії між 
термінологічними конструкціями. 
 ( ) 3, ,d f RO X K R F=< > ;        (6) 
 ( ) 3, ,d k RO X K R F=< > ;        (7) 
 ( ) 3, ,d d RO X K R F=< > .        (8) 
Усі ці вирази представляють категорію дискурсу між документами, як 
когнітивно-коммунікативного акту, що одночасно реалізує на основі бінарного 
міжконтекстного зв’язку інтегрований опис обраних процесів та їхню 
інтепретацію як відображення та уявлення [1, 2, 7, 15]. Однією з властивостей 
дискурсу є можливість відображати зв'язаність двох і більше наративів. 
Останнє дозволяє визначити наративний дискурс [2, 5, 6] як взаємодію 
документів, що представлені у вигляді онтологічних систем на засадах вербально 
активної гіперфункції 3RF , що реалізує їх систематизацію, а саме — аналіз, 
структуризацію, класифікацію, крітеріалізацію, синтез, оцінювання тощо.  
Функція 3RF  є вербально-активною тоді й тільки тоді, коли онтологічна 
система, яку вона інтерпретує, включає всю множину 3R . 
Тобто наративний дискурс множини мережевих документів представимо 
у вигляді правої частини виразу (5):  
 ( ) .,3, 3 >=< Rnd FRKXO         (9) 
Таксономія, як система структурного аналізу наративу. Визначення 
аративу, дискурсу та наративного дискурсу дозволяє розглядати категорію 
єдиного інформаційного простору на засадах інтеграції трансдисциплінарних 
онтологій [1-6]. Проте, детальніший розгляд процесу взаємодії з мережевими 
інформаційними ресурсами потребує виділення категорії, для якої структурне 
представлення — унарн  властивість [2, 16, 21]. Такою категорією являється  
таксономія [1, 2, 7, 10]. На її основі реалізується структурне відображення як 
окремого документу, так і досить великої за обсягом колекції документів. 
Таксономія документів ( )T  розглядається як певний результат 
за осування когнітивної процедури структуризації текстових масивів на основі 
системологічного представлення їхньої термінологічної системи в ієрархічному 
вигляді. Результатом застосування процедури таксономізації текстів є 
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Можемо стверджувати, що завжди існують не-
пусті множини таксономій та пірамідальних мереж 
певного наративу, які також унівалентні між собою. 
Такі структурні відображення будемо називати на-
ративним таксономічним різноманіттям (НТР):
  
 (12)
Тобто довільна таксономія T може бути утворена 
на основі певної кінцевої множини пірамідальних 
мереж виду —  , що будемо називати 
таксономічним наративним різноманіттям (ТНР) та 
представляти у вигляді: 
  
 (13)
Вирази (10–13) відображають той факт, що певна 
таксономія T формується наборами концептів, які 
утворюють непусту множину пірамідальних мереж 
виду  деякого наративу. 
Отже, множина   , що визначається 
множиною концептів X є семантичним структурним 
відображенням наративного представлення інформа-
ційних ресурсів. На основі цього можна стверджува-
ти, що концепти X НТР виду (13) визначають деяке 
термінополе (TP) цього наративу, й це термінополе 
має відкритий характер. Тобто довільна таксономія 
T може поповнюватися новітніми пірамідальними 
мережами виду (12), що мають додаткові концепти.  
Множина ребер E пірамідальної мережі    , виз 
 начає тільки наявність бінарної зв’язності між її кон-
цептами. Орієнтація цих ребер дозволяє групувати 
концепти за такими категоріями як термінальний 
клас, субмножина, супермножина, концент. 
Термінальний концепт     не має вхідних стрілок, 
тобто він не є комутативним відносно бінарного 
ребра     :
  
 (14)
Клас      визначає всі концепти, що належать пев-




Субмножина        визначає концепти, для яких 
вказаний (базовий) концепт     є категоріальним та 
не може бути термінальним:
    (16)
де    — ребро, яке позначено стрілкою та входить 
у базовий концепт    . 
Множина вершин пірамідальної мережі — це множина X концептів 
пірамідальної мережі, де кожен концепт xj являє собою певну мовну лексичну 
одиницю: 
фраза|слово|поняття=iX .       (10) 
Підграф пірамідальної мережі, що включає певну вершину XC∈  та всі 
вершини, з яких існує шлях до неї, називається пірамідою вершиниC . Вершини, 
що входять до піраміди вершини C , утворюють її субмножину, яку позначимо 
як CX . Вершини, що належать до CX  та безпосередньо пов’язані з C  ребром 
будемо називати 0-субмножиною цієї вершини. Множина вершин, до яких 
входить вершина C , називається її супермножиною, що позначимо як CX .  
Зрозуміло, що CCC XX Ψ=∪ , де CΨ  — пірамідальна мережа, яку утворено 
всіма концептами, що мають спільні ребра з вершиною C .  
Такі таксономічні структури у вигляді зростаючої пірамідальної мережі, 
реалізують трансдисциплінарну категорізацію контекстів як системологічне, 
динамічне формування класів контекстних описів на основі утворення стійких 
бінарних сполучень між визначеними термінами, фразами та словоформами. 
Відображення семантичної зв’язності понять та їх контекстів, що відображають 
відповідні інформаційні ресурси, у вигляді пірамідальної мережі Ψ є необхідною 
умовою формування множини таксономій, які спроможні відображати 
структурне різноманіття всього наративу текстових масивів, що утворюють 
зазначені ресурси. При цьому, пірамідальні мережі Ψ унівалентні [21] 
таксономічним структурам T: 
T≅Ψ .          (11) 
Можимо стверджувати, що завжди існують непусті множини таксономій 
та пірамідальних мереж певного наративу, які також унівалентні між собою. Такі 
структурні відображен я називати наративним таксономічним 
різноманіттям (НТР): 
( )nmijnimjT ij >≥=Ψ≅= ,|},1|{},1|{ .    (12) 
Тобто довільна таксономія T може бути утворена на основі певної кінцевої 
множини пірамідальних мер ж вид  },1|{ nii =Ψ , що будемо називати 






Ψ≅ .          (13) 
Вирази (10–13) відображають той факт, що певна таксономія T формується 
наборами концептів, які утворюють непусту множину пірамідальних мереж виду
),( EX=Ψ деякого наративу.  
Отже, множина },1|{ nii =Ψ , що визначається множ ною концептів X  є 
семантичним структурним відображенням наративного представлення 
інформаційних ресурсів. На основі цього можна стверджуват , що концепти X  
НТР виду (13) визначають деяке термінополе (TP) цього наративу, й це 
термінополе має відкритий характер. Тобто довільна таксономія T  може 
поповнюватися новітніми пірамідальними мережами виду (12), що мають 
додаткові концепти nkxk >| . 
Множина ребер E пірамідальної мережі Ψ , визначає тільки наявність 
бінарної зв’язності між її концептами. Орієнтація цих ребер дозволяє групувати 
концепти за такими категоріями як термінальний клас, субмножина, 
супермножина, концент.  
Термінальний концепт tx  не має вхідних стрілок, тобто він не є 
комутативним відносно бінарного ребра ei: 
 (xt ¤ ei ¤ xi) ≠ (xi ¤ei ¤ xt).        (14) 
Клас 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 визначає всі концепти, що належать певному категоріальному 
концепту xi , який не є термінальним: 
𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 = { xi ¤ei ¤ 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 }.         (15) 
Субмножина sbiX  визначає концепти, для яких вказаний (базовий) концепт 
xi є категоріальним та не може бути термінальним: 
















i =−=><= +−++++ ,  (16) 
де sbie  — ребро, яке позначено стрілкою та входить у базовий концепт xi.  
Тобто довільна таксономія T може бути утворена на основі певної кінцевої 
множини пірамідальних мереж виду — },1|{ nii =Ψ , що будемо називати 






Ψ≅ .          (13) 
Вирази (10–13) відображають той факт, що певна таксономія T формується 
наборами концептів, які утворюють н пусту множину пірамідальних мереж виду
),( EX=Ψ деякого наративу.  
Отже, множина },1|{ nii =Ψ , що визначається множиною концептів X  є 
семантичним структур им відображенням наративного представлення 
інформаційних ресурсів. На основі цього можна стверджувати, що концепти X  
НТР виду (13) визначають деяке термінополе (TP) цього наративу, й це 
термінополе має відкритий характер. Тобто довільна таксономія T  може 
поповнюватися новітніми пірамідальними мережами виду (12), що мають 
дод ткові концепти nkxk >| . 
Множина ребер E пірамідальної мережі Ψ , визначає тільки наявність 
бінар ої зв’язності між її концептами. Орієнтація цих ребер дозволяє групувати 
концепти за такими категоріями як термінальний клас, субмножина, 
супермножина, концент.  
Термінальний концепт tx  не має вхідних стрілок, тобто він не є 
комутативним відносно бінарного ребра ei: 
 (xt ¤ ei ¤ xi) ≠ (xi ¤ei ¤ xt).        (14) 
Клас 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 визначає всі концепти, що належать певному категоріальному 
концепту xi , який не є термінальним: 
𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 = { xi ¤ei ¤ 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 }.         (15) 
Субмножина sbiX  визначає концепти, для яких вказаний (базовий) концепт 
xi є категоріальним та не може бути термінальним: 
















i =−=><= +−++++ ,  (16) 
де sbie  — ребро, яке позначено стрілкою та входить у базовий концепт xi.  
Тобто довільна таксономія T може бути утворена на основі певної кінцевої 
множини пірамідальних мереж виду — },1|{ nii =Ψ , що будемо називати 






Ψ≅ .          (13) 
Вирази (10–13) відображають той факт, що певна таксономія T формується 
наборами концептів, які утворюють непусту множину пірамідальних мереж виду
),( EX=Ψ деяког  наративу. 
Отже, множина },1|{ nii =Ψ , що визначається множиною концептів X  є 
семантичним структурним відображенням наративного представлення 
інформаційних ресурсів. На основі цього можна стверджувати, що концепти X  
НТР виду (13) визначають деяке термінополе (TP) цього наративу, й це 
термінополе має відкритий характер. Тобто довільна таксономія T  може 
поповнюватися нові німи пірамідальн ми мережами виду (12), що мають 
додаткові концепти nkxk >| . 
Мно ина ребер E пірамідальної мережі Ψ , визначає тільки наявність 
бінарної зв’язності між її концептами. Орієнтація цих ребер дозволяє групувати 
концепти за акими категоріями я  термінальний клас, субмножина, 
супермножина, концент.  
Термінальний концепт tx  не має вхідних стрілок, тобто він не є 
комутативним відносно бінарного ребра ei: 
 (xt ¤ ei ¤ xi) ≠ (xi ¤ei ¤ xt).        (14) 
Клас 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 визначає всі концепти, що належать певному категоріальному 
концепту xi , який не є термінальним: 
𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 = { xi ¤ei ¤ 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 }.         (15) 
Суб ножина sbiX  визначає концепти, для яких вказаний (базовий) концепт 
xi є категоріальним та не може бути термінальним: 
















i =−=><= +−++++ ,  (16) 
де sbie  — ребро, яке позначено стрілкою та входить у базовий концепт xi.  
Тобто довільна таксономія T може бути утворена на основі певної кінцевої 
множини пірамідальних мереж виду — },1|{ nii =Ψ , що будемо називати 






Ψ≅ .          (13) 
Вирази (10–13) відображають той факт, що певна таксономія T формується 
наборами концептів, які утворюють непусту множину пірамідальних мереж виду
),( EX=Ψ деякого наративу.  
Отже, а },1|{ nii =Ψ , о визначається множиною концептів X  є 
семантичним структурним відображенням наративного представлення 
інформаційних есурсів. На осн ві цього можна стверджувати, що концепти X  
НТР виду (13) визначають деяке термінополе (TP) цього наративу, й це 
термінополе має відкритий характер. Тобто довільна таксономія T  може 
поповнюватися новітніми пірамідальними мережами виду (12), що мають 
додаткові концепти nkxk >| . 
Множина ребер E пірамідальної мережі Ψ , визначає тільки наявність 
бінарної зв’язності між її концептами. Орієнтація цих ребер дозволяє групувати 
концепти за такими категоріями як термінальний клас, субмножина, 
супермножина, концент.  
Те мінальний концепт tx  не має вхідних стрілок, тобто він не є 
комутативним відносно бінарного ребра ei: 
 (xt ¤ ei ¤ xi) ≠ (xi ¤ei ¤ xt).        (14) 
Клас 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 визначає всі концепти, що належать певному категоріальному 
концепту xi , який не є термінальним: 
𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 = { xi ¤ei ¤ 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 }.         (15) 
Субмножина sbiX  визначає концепти, д я яких вказаний (базовий) концепт 
xi є категоріальним та не може бути термінальним: 
















i =−=><= +−++++ ,  (16) 
де sbie  — ребро, яке позначено стрілкою та входить у базовий концепт xi.  
Тобто довільна таксономія T може бути утворена на основі певної кінцевої 
множини пірамідальних мереж виду — },1|{ nii =Ψ , що будемо називати 






Ψ≅ .          (13  
Вирази (10–13) відображають той факт, що певна таксономія T формується 
наборами концептів, які утворюють непусту множину ірамідальних мереж виду
),( EX=Ψ деякого на тиву.  
Отже, множина },1|{ nii =Ψ , що визначається множиною концептів X  є 
семантичним структур им відобра е ням наративного представлення 
інформаційних ресурсів. На основі цього можна стверджувати, що концепти X  
НТР виду (13) визнач ють деяке термінополе (TP) цього наративу, й це 
термінополе ає відкр тий характер. Тобто довільна таксономія T  м же 
поповнюватися новіт іми пірамідальними мережами виду (12), що мають 
додаткові концепти nkxk >| . 
Множина ребер E пірамідальної мережі Ψ , визначає тільки наявність 
бінарної зв’язності між її концептами. Орієнтація цих ребер дозволяє групув ти 
концепти за такими категоріями як термін льний клас, субмножина, 
супермножина, концент.  
Термінальний ко цепт tx  не має вхідних стрілок, тобто він не є 
комутативним відносно бінар ого ребра ei:
 (xt ¤ ei ¤ xi) ≠ (xi ¤ei ¤ xt).        (14) 
Клас 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 визначає всі концепти, що належать певному категоріальному 
концепту xi , який не є термінальн м: 
𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 = { xi ¤ei ¤ 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 }.        (15) 
Субмножина sbiX  визначає концепти, для яких вказаний (базовий) концепт 
xi є категоріальним та не може бут  термінальним: 
















i =−=><= +−++++ ,  (16) 
де sbie  — ребро, яке позначено стрілкою та входить у базовий концепт xi.  
Множина вершин пірамідальної мережі — це множина X концептів 
пірамідальної мережі, де кожен концепт xj являє собою певну мовну лексичну 
одиницю: 
фраза|слово|поняття=iX .       (10) 
Підграф пірамідальної мережі, що включає певну вершину XC∈  та всі 
вершини, з яких існує шлях до неї, називається пірамідою вершиниC . Вершини, 
що входять до піраміди вершини C , утворюють її субмножину, яку позначимо 
як CX . Вершини, що належать до CX  та безпосередньо пов’язані з C  ребром 
демо називати 0-субмножиною ціє вершини. Множина вершин, до яких 
входить вершина C , називається її супермножиною, що позначимо як CX .  
Зрозуміло, що CCC XX Ψ=∪ , де CΨ  — пірамідальна мережа, яку утворено 
всіма концептами, що мають спільні ребра з вершиною C .  
Т кі такс номічні структури у вигляді зростаючої пірамідальної мережі, 
реаліз ють трансдисциплінарну категорізацію контекстів як системологічне, 
динамічне фор ування класів контекстних описів на основі утворення стійких 
бінарних сполучень між визначеними термінами, фразами та словоформами. 
Відображення семантичної зв’язності понять та їх контекстів, що відображають 
відповідні інформаційні ресурси, у вигляді пірамідальної мережі Ψ є необхідною 
умовою формування множини таксономій, які спроможні відображати 
структурне різноманіття всього наративу текстових масивів, що утворюють 
зазначені ресурси. При цьому, пірамідальні мережі Ψ унівалентні [21] 
таксономічним структурам T: 
T≅Ψ .          (11) 
Можимо стверджувати, що завжди існують непусті множини таксономій 
а пірамідальних мереж певного наративу, які також унівалентні між собою. Такі 
структурні відображення будемо називати наративним таксономічним 
різноманіттям (НТР): 
( )nmijnimjT ij >≥=Ψ≅= ,|},1|{},1|{ .    (12) 
Тобто довільна таксономія T може бути утворена на основі певної кінцевої 
множини пірамідальних мереж виду — },1|{ nii =Ψ , що будемо називати 






Ψ≅ .          (13) 
Вирази (10–13) відображають той факт, що певна таксономія T формується 
набо ми концептів, які утворюють непусту множину пірамідальних ереж виду
),( EX=Ψ деякого на т ву.  
О же, множина },1|{ nii =Ψ , що визначається множиною концептів X  є 
семантичним структурним відоб женням наративного представлення 
і формаційних рес сів. На основі цього ож  с верджувати, що концепти X  
НТР виду (13) визначають дея е тер інополе (TP) цього наративу, й це 
термін поле має відкритий ха актер. Тобт  довіл на т ксономія T  може
поповнюватися новітніми пірамідальними мережами виду (12), що мають 
додаткові конц п и nkxk >| . 
Множина ребер E пірамідальної мережі Ψ , визначає тільки наявність 
бінарної зв’язності між її концептами. Орієнтація цих ребер дозволяє групувати 
концепти за такими категоріями як термі альний клас, с бмножина, 
су ермножина, ко цент.  
Термінальний ко tx не м є вх дн х стрілок, тобто він не є 
комутативним відносно бінарного ребра ei: 
 (xt ¤ ei ¤ xi) ≠ (xi ¤ei ¤ xt).        (14) 
Клас 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 визначає всі концепти, що належать певному категоріальному 
концепту xi , який не є термінальним: 
𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 = { xi ¤ei ¤ 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 }.         (15) 
Субмножина sbiX  визначає концепти, для яких вказаний (базовий) концепт 
xi є категоріальним та не може бути термінальним: 
















i =−=><= +−++++ ,  (16) 
де sbie  — ребро, яке позначено стрілкою та входить у базовий концепт xi.  
Тобто довільна таксономія T може бути утворена на основі певної кінцевої 
множини пірамідальних мереж виду — },1|{ nii =Ψ , що будемо називати 






Ψ≅ .          (13) 
Вирази (10–13) відображають той факт, що певна таксономія T формується 
наборами концептів, які утворюють непусту множину пірамідальних мереж виду
),( EX=Ψ деякого наративу.  
Отже, множина },1|{ nii =Ψ , що визначається множиною концептів X  є 
семантичним структурним відображен ям наративного представлення 
інформаційних ресурсів. На основі цього можна стверджувати, що концепти X  
НТР виду (13) визначають деяке термінополе (TP) цьог  нарат ву, й це 
термінополе має відкритий характер. Тобт  дов льна таксономія T  може 
поповнюватися новітніми пірамідальними мережами виду (12), що мають 
додаткові концепти nkxk >| . 
Множина ребер E пірамі льної мер жі Ψ , визначає тільки наявність 
бінарної зв’язності між її концептами. Орієнтація цих ребер дозволяє групувати 
концепти за такими категоріями як термінальн й клас, субмножина, 
супермножина, концент.  
Термінальний концепт tx  не має вхідних стрілок, тобто він не є 
комутативним відносно бінарного а ei  
 (xt ¤ ei ¤ xi) ≠ (xi ¤ei ¤ xt).        (14) 
Клас 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 визначає всі концепти, що належать певному категоріальному 
концепту xi , який не є термінальним: 
𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 = { xi ¤ei ¤ 𝑋𝑋𝑋𝑋𝑙𝑙𝑙𝑙𝐾𝐾𝐾𝐾 }.         (15) 
Субмножина sbiX  визначає концепти, для яких вказаний (базовий) концепт 
xi є категоріальним та не може бути тер іналь им: 
















i =−=><= +−++++ ,  (16) 
де sbie  — ребро, яке позначено стрілкою та входить у базовий концепт xi.  
Зазначимо, що довільну таксономію, як множинне 
ієрархічне впорядкування термінів певної колекції 
документів, можна представити у вигляді зростаючої 
пірамідальної мережі, формат якої визначив V. Gladun 
[12, 18]. Під пірамідальною мережею      розуміється 
ациклічний орієнтований граф 
представлення їхньої структури у вигляді графа без циклів [2, 12], кожна 
вершина якого містить відповідні контексти, зміст яких складають семантичні 
описи та характеристики відповідних термінів і словосполучень. Таксономія 
забезпечує виділення класифікаційних одиниць текстового масиву, щ  
характеризують його семантику та призначення, а також відображає 
впорядкованість взаємодії між термінологічними конструкціями.  
Зазначимо, що довільну таксономію, як множинне ієрархічне 
впорядкуван я термінів певної колекції документів, можна представити 
у вигляді зростаючої піраміда ої ережі, форм т якої визначив V. Gladun [12, 
18]. Під пірамідальною мережею Ψ розуміється ациклічний орієнтований граф
( , )X EΨ =  з відсутніми вершинами, щ  мають дне ребро, котре заходит . 
1{ | |1, }iX x i n= = є множиною вершин мережі (концептів документу), де ix  — 
довільна вершина мережі, 1n   кількість вершин у м режі. Приклад семантичн ї 
ережі пі мідальної структури [12, 18] н ведено на рис. 2.  
Вершини, що не мають дуг, які заходять, утворюють термінальні концепти 
(термінали), інші вершини утворюють класи концептів (класи). Термінали 
відповідають окреми  знач нням ознак із описів об'єктів. Класи ві повідають 
комбінаціям значень ознак, що ідентифікують об'єкт у цілому, або відповідним 
спільним частинам описів декількох об'єктів. 
 
Рис. 2. Приклад се античної мережі пі амідальної структури 
 
 з від-
сутніми вершинами, що мають одне ребро, котре за-
ходить. 
представлення їхньої структури у вигляді графа без циклів [2, 12], кожна 
вершина якого містить відповідні контексти, зміст яких складають се а тичні 
описи та характеристики відповідних термінів і словосполучень. Таксономія 
забезпечує виділення класифікаційних одиниць текстов го масиву, що 
характеризують його семантику та при начен я, а також відображає 
впорядкованість взаємодії між термінологічними к струкціями.  
Зазначимо, що довільну таксономію, як множинне ієрархічне 
впорядкування термінів певної колекції документів, можна представити 
у вигляді зростаючої пірамідальної мережі, формат якої визначив V. Gladun [12, 
18]. Під пірамідальною мережею Ψ розуміється ациклічний орієнтований граф
( , )X EΨ =  з відсутніми вершинами, що мають одне ребро, котре заходить. 
1{ | |1, }iX x i n= = є множиною вершин мережі (концептів документу), де ix  — 
довільна вершина мережі, 1n  — кількість вершин у мережі. Приклад семантичної 
мережі пірамідальної структури [12, 18] наведен  а рис. 2.  
Вершини, що не мають дуг, які заходять, утворюють термінальні концепти 
(термінали), інші вершини утворюють клас  концептів (класи). Термінали 
відповідають окремим значенням ознак із описів об'єкт в. Класи відпо ають 
комбінаціям значень ознак, що ідентифікують об'єкт у цілому, або в дповідним 
спільним частинам описів декількох об'єктів. 
Рис. 2. П иклад семантичної мережі пірамідальної структ ри 
 
 множиною вершин мережі 
(концептів документу), де      — довільна вершина 
мережі,    — кількість вершин у мережі. Приклад 
семантичної мережі пірамідальної структури [12, 18] 
наведено на рис. 2. 
Вершини, що не мають дуг, які заходять, утворю-
ють термінальні концепти (термінали), інші вершини 
утворюють класи концептів (класи). Термін  відпо-
відають окремим значенням ознак із описів об’єктів. 
Класи відповідають комбінаціям значень ознак, що 
ідентифікують об’єкт у цілому, або відповідним 
спільним частинам описів декількох об’єктів.
Множина вершин пірамідальної мережі — це 
множина X концептів пірамідальної мере і, де ко-
жен концепт xj являє собою певну мовну лексичну 
одиницю:
 (10)
Підграф пірамідальної мережі, що включає певну 
вершину CdX та всі вершини, з яких існує шлях до 
неї, називається пірамідою вершини C. Вершини, що 
входять до піраміди вершини C, утворюють її субмно-
жину, яку позначимо як Xc. Вершини, що належать 
до Xc та безпосередньо пов’язані з C ребром будемо 
називати 0-субмножиною цієї вершини. Множина 
вершин, до яких вх дить вершина C, називається її 
супермножиною, що позначимо як        . 
Зрозуміло, що                             , де       — піра мі-
дальна мережа, яку утворено всіма концептами, що 
мають спільні ребра з вершиною C . 
Такі таксономічні структури у вигляді зростаючої 
пірамідальної мережі, реалізують трансдисциплі-
нарну категорізацію контекстів як системологічне, 
динамічне формування класів контекстних описів 
на основі утворення стійких бінарних сполучень між 
визначеними термінами, фразами та словоформами. 
Відображення семантичної зв’язності понять та їх 
контекстів, що відображають відповідні інформаційні 
ресурси, у вигляді пірамідальної мережі     є необ-
хідною умовою формування множини ксономій, 
які спроможні відображати структурне різноманіття 
всього наративу текстових масивів, що утворюють 
зазначені ресурси. При цьому, пірамідальні мережі 
     унівалентні [21] таксономічним структурам T:
 (11)
представлення їхньої структури у вигляді графа без циклів [2, 12], кожна 
вершина якого містить відповідні контексти, зміст яких складають семантичні 
описи та характеристики відповідних термінів і словосполучень. Таксономія 
забезпечує виділення класифік ційн х одиниць текстового масиву, що 
характеризують його семантику та призначення, а також відображає 
впорядкованість взаємодії між термінологічними конструкціями.  
Зазначимо, що довільну таксономію, як множинне ієрархічне 
впорядкування термінів певної колекції документів, можна представити 
у вигляді зростаючої пірамідальної мережі, формат якої визначив V. Gladun [12, 
18]. Під пірамідальною мереже  Ψ розуміється ациклічний орієнтований граф
( , )X EΨ =  з відсутніми вершинами, що мають одне ребро, котре заходить. 
1{ | |1, }iX x i n= = є множиною вершин мережі (концептів докумен ), де ix  — 
довільна вершина мережі, 1n  — кількість вершин у і. Пр клад сем нтичної 
мережі пірамідальної структури [12, 18] наве ено а рис. 2.  
Вершини, що не мають дуг, які заходять, утв рюють терміналь і концеп и 
(термінали), інші ве ш ни утворюють класи концептів (класи). Те мінали 
відповідають окремим значенням ознак із описів об'єктів. Класи відповідають 
комбінаціям значень ознак, що ідентифікують об'єк  у цілому, або відповід им
спільним частинам описів декількох об'єктів. 
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представлення їхньої структури у вигляді графа без циклів [2, 12], кожна 
вершина якого містить відповідні контексти, зміст яких складають семантичні 
описи та характеристики відповідних термінів і словосполучень. Таксономія 
забезпечує виділення класифікаційних одиниць текстового масиву, що 
характеризують його семантику та призначення, а також відображає 
впорядкованість взаємодії між термінологічними конструкціями.  
Зазначимо, що довільну таксономію, як множинне ієрархічне 
впорядкування термінів певної колекції документів, можна представити 
у вигляді зростаючої пірамідальної мережі, формат якої визначив V. Gladun [12, 
18]. Під пірамідальною мережею Ψ розуміється ациклічний орієнтований граф
( , )X EΨ =  з відсутніми вершинами, що мають одне ребро, котре заходить. 
1{ | |1, }iX x i n= = є множиною вершин мережі (концептів документу),  ix   
довільна вершина мережі, 1n  — кількість вершин у мережі. Приклад семантичної 
мережі пірамідальної структури [12, 18] наведено на рис. 2.  
Вершини, що не мають дуг, які заходять, утворюють термінальні концепти 
(термінали), інші вершини утворюють класи концептів (класи). Термінали 
відповідають окремим значенням ознак із описів об'єктів. Класи відповідають 
комбінаціям значень ознак, що ідентифікують об'єкт у цілому, або відповідним 
спільним частинам описів декількох об'єктів. 
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вершина якого містить відповідні контексти, зміст яких складають семантичні 
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забезпечує виділення класифікаційних одиниць текстового масиву, що 
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Зазначимо, що довільну таксономію, як множинне ієрархічне 
впорядкування термінів певної олекції документів, можна пред авити 
у вигляді зростаючої пірамідальної мережі, формат якої визначив V. Gladun [12, 
18]. Під пірамідальною мережею Ψ розуміється ациклічний орієнтований граф
( , )X EΨ =  з відсутніми вершинами, що мають одне ребро, котре заходить. 
1{ | |1, }iX x i n= = є множиною вершин мережі (концептів документу), де ix  — 
довільна вершина 1n   і ть ин  і. клад семантичної 
мережі пірамідальної структури [12, 18] наведено на рис. 2.  
Вершини, що не мають дуг, які заходять, утворюють термінальні концепти 
(термінали), інші вершини утворюють класи концептів (класи). Термінали 
відповідають окремим значення  ознак із описів об'єкті . Класи відповідають 
комбінаціям значень ознак, що ідентифікують об'єкт у цілому, або ідповідни  
спільним частинам описів декількох б'єктів. 
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Xі= поняття | слово | фраза.
Множина верши  пірамі альної мережі — це множи а X концептів
пірамідальної мережі, де кожен нцепт xj являє собою певну мовну лекс чн  
одиницю: 
фраза|слово|поняття=iX .       (10) 
Підграф пірамідальної мережі, що включає певну вершину XC∈  та всі 
вершини, з яких існує шлях до неї, називається пірамідою вершиниC . Вершини, 
що входять до піраміди вершини C , утворюють її субмножину, яку позначимо 
як CX . Вершин , що належать до CX  та безпосередньо пов’язані з C  ребром 
будемо називати 0-субмножиною цієї вершини. Множина вершин, до яких 
входить вершина C , називається її супермножиною, що позначимо як CX .  
Зрозуміло, що CCC XX Ψ=∪ , де CΨ  — пірамідальна мережа, яку утворено 
всіма концептами, що мають спільні ребра з вершиною C .  
Такі таксономічні структури у вигляді зростаючої піра д льної м режі, 
реалізують трансдисциплінарну катег різацію контекстів як с стемологічне, 
динамічне формування ласів контекстних опи ів на ос ові утворен я стійких 
бінарних сполучень між визначеними термінами, фразами та словоформами. 
Відображе ня семантичної зв’язн сті понять та їх контекстів, що відображають 
відповідні інформаційні ресурси, у вигляді пірамідаль ої мережі Ψ є необхідною 
умо ою фо мув ння ножини таксоно ій, які спроможні відображати 
структурне різноманіття всього наративу текстових масивів, що утворюють 
з значені ресурси. При цьому, пірамідальні мережі Ψ унівалентні [21] 
таксономічним структурам T: 
T≅Ψ .          (11) 
Можимо стверджувати, що завжди існують непусті множини таксономій 
та пірамідальних мереж певного наративу, які також унівалентні між собою. Такі 
структурні відображення будемо називати наративним таксономічним 
різноманіттям (НТР): 
( )nmijnimjT ij >≥=Ψ≅= ,|},1|{},1|{ .    (12) 
Множина вершин ірамідальної мережі — ц  множина X концептів 
пірамідальної мережі, де коже  концепт xj являє собою певну овну лексичну 
одиницю: 
фраза|слово|поняття=iX .       (10) 
Підграф пірамідальної мережі, що включає певну вершину XC∈  т  всі
вершини, з яких існує шлях до неї, називається пірамідою вершиниC . Верш н , 
що входять до піраміди вершини C , утворюють її субмножину, ку позначимо 
як CX . Вершини, що належать до CX  та безпосередньо п в’язані з C  ребром 
будемо називати 0-субмножиною цієї вершини. Множина вершин, до яких 
входить вершина C , називається її супермножиною, що позначимо як CX .  
З і ,  CCC XX Ψ=∪ , де CΨ  — пірамідальна мережа, яку утворено 
всіма концептами, що мають спільні ребра з вершиною C .  
Такі таксономічні структури у вигляді зростаючої пірамідальної мережі, 
реалізують трансдисциплінарну категорізацію контекстів як системологічне, 
динамічне формування класів контекстних описів на основі утворення стійких 
бінарних сполучень між визначеними термінами, фразами та словоформами. 
Відображення семантичної зв’язності понять а їх контекстів, що відображають 
відповідні інформаційні ресурси, у вигляді пірамідальної мережі Ψ є необхідною 
умовою формування множини таксономій, які спроможні відображати 
структурне різноманіття всього наративу текстових масивів, що утворюють 
зазначе і ресурси. При цьому, пірамідальні мережі Ψ унівалентні [21] 
таксономічним структурам T: 
T≅Ψ .          (11) 
Можимо стверджувати, що завжди існують непусті множини таксономій 
та пірамідальних мереж певного наративу, які також унівалентні між собою. Такі 
структурні відображення будемо називати наративним таксономічним 
різноманіттям (НТР): 
( )nmijnimjT ij >≥=Ψ≅= ,|},1|{},1|{ .    (12) 
Множ а вершин пірамідальної мережі — це множи а X онцептів 
пірамідальної ережі, де кожен онцепт xj являє собою пев у мов лексичну
одиницю: 
фраза|слово|п няття=iX .      (10)
Підграф пірамідальної мережі, що включає пев  вершину XC∈  та всі 
вершини, з яких існує шл х до неї, назив ється пірамідою вершин C . Вершини, 
що входять до пі амід  вершини C , утворюють її субмножину, яку означимо 
як CX . Вершини, що належать до CX  т  безпосеред ьо пов’язані з C  ребром 
будемо називати 0-субмножиною цієї вершини. Множ а верш н, до яких 
входить вершина C , називається її супермножиною, що позначимо як CX .  
Зрозуміло, що CCC XX Ψ=∪ , де CΨ  — піра ідальна мережа, яку утворено 
всім  концепт ми, що мають спільні ебра з вершиною C .  
Такі таксономічні структури у вигляді зрост ючої піра іда ь ої мережі, 
реалізують трансдисциплінарну категорізацію контекстів як сист мологічне, 
дина ічне формування класів контек тних описі  на основі утворення стійких 
бінарних сполучень між визначеними термін , фразами та словоформами. 
Відображ ння семантичної зв’язнос і понять та їх контекстів, що відображають 
відп відні інформаційні ресурси, у вигляді піра ідальної мережі Ψ є необхідною 
умов ю  множ и таксономій, які спром жні відображати 
структурне різноманіття всього нара и у тексто их масивів, що утворюють
зазначені ресурси. При цьо у, пі амідальні мережі Ψ унівалентні [21] 
таксономічним структурам T: 
T≅Ψ .         (11) 
Можимо стверджувати, що завжди існують епусті множини таксономій 
та пірамідальних мереж певного наративу, як  т кож унівалентні між собою. Такі 
структурні відображення будемо називати нара ивним таксономічним 
різноманіттям (НТР): 
( )nmijnimjT ij >≥=Ψ≅= ,|},1|{},1|{ .   (12) 
Множ на вершин пірамідальної мережі — це множина X концептів
пірамідальної мережі, де кожен концепт xj являє собою певну мовну лексичну 
одиницю: 
фраза|слово|поняття=iX .      (10)
Підграф пірамід льної мережі, що включає певну вершину XC∈  та сі 
вершини, з яких існує шлях до неї, називається пірамідою вершиниC . Вершини, 
що входять до піраміди в ршини C , утворюють її субмножину, яку позначимо 
як CX . Вершини, щ належать до CX т безпосереднь  пов’язані з C  ребром 
будемо називат  0-субмножиною цієї вершини. Множина вершин, до яких 
входить вершина C , називається її супермножиною, що позначимо як CX .  
Зрозуміло, що CCC XX Ψ=∪ , де CΨ  — пірамідальна мережа, яку утворено
всіма концептами, що мають спільні ребра з в рши ою C .
Такі таксономічні структури у вигляді зростаючої пірамідальної мережі, 
реалізують трансдисциплінарну категорізацію контекстів як системологічне, 
динамічне формування класів контекстних описів на основі утворення стійких 
бінарних сполучень між визначеними термінами, фразами та словоформа и. 
Відображення се античної зв’яз ості понять та їх ко текстів, що відображають 
відповідні інформаційні ресурси, у вигляді пірамідальної мережі Ψ є необхідною 
умовою формування множини таксономій, які спроможні відображати 
структурне різноманіття всього наративу текстових масивів, що утворюють 
зазначені ресурси. При цьому, пірамідальні мережі Ψ унівалентні [21] 
таксономічним структурам T: 
T≅Ψ .          (11) 
Можимо стверджувати, що завжди існують непусті множини таксономій 
та пірамідальних мереж певного наративу, які також унівалентні між собою. Такі 
структурні відображення будемо називати наративним таксономічним 
різноманіттям (НТР): 
( )nmijnimjT ij >≥=Ψ≅= ,|},1|{},1|{ .    (12) 
Множина вершин пірамідальної ережі — це мн жина X концептів 
пірамідальної мережі, де кожен концепт xj являє собою пев у мовну лексичну 
одиницю: 
фраза|слово|поняття=iX .       (10) 
Підграф пірамідальної мережі, що включає певну вершину XC∈  та всі 
вершини, з яких існує шлях до неї, називається пірамідою вершиниC . Вершини, 
що входять до піраміди вершини C , утворюють її суб ножин , яку позначимо 
як CX . Вершини, що належать до CX  та безп середньо пов’язані з C  ребром
будемо називати 0-субмножиною цієї верши и. Множина вершин, до я их 
входить вершина C , називається її супермножиною, що позначимо як CX .  
Зрозуміло, що CCC XX Ψ=∪ , де CΨ  — пірамідальна мережа, яку утворено 
всіма концептами, що мають спільні ребра з вершиною C .  
Такі таксономічні структури у вигляді зростаючої пірамідальної мережі, 
реалізують трансдисциплінарну категорізацію контекстів як системологічне, 
динамічне формування класів контекстних описів на основі утворення стійких 
бінарних сполучень між визначеними термінами, фразами та словоформами. 
Відображення семантичної зв’язності понять та їх контекстів, що відображають 
відповідні інформаційні ресурси, у вигляді пірамідальної мережі Ψ є необхідною 
умовою формування множини таксономій, які спроможні відображати 
структурне різноманіття всього наративу текстових масивів, що утворюють 
зазначені ресурси. При цьому, пірамідальні мережі Ψ унівалентні [21] 
таксономічним структурам T: 
T≅Ψ .          (11) 
Можимо стверджувати, що завжди існують непусті множини таксономій 
та пірамідальних мереж певного наративу, які також унівалентні між собою. Такі 
структурні відображення будемо називати наративним таксономічним 
різноманіттям (НТР): 
( )nmijnimjT ij >≥=Ψ≅= ,|},1|{},1|{ .    (12) 
Множина верши  пірамідальної мережі — це множина X концептів 
пірамідальної мере і, де кожен концепт xj являє собою певну мовну лексичну 
одиницю: 
фраза|слово|поняття=iX .      (10) 
Підграф пірамідальної мережі, що включає певну вершину XC∈  а всі 
вершини, з яких існує шлях до неї, називається пірамідою вершиниC . Вершини, 
що входять до піраміди вершини C , утворюють її субмножину, яку позначимо 
як CX . Вершини, що належать до CX  та безпосередньо ов’язані з C  ребром
будемо називати 0-субмножиною цієї вершини. Множина вершин, до яких 
входить вершина C , називається її супермножиною, що позначимо як CX .  
Зрозуміло, що CCC XX Ψ=∪ , де CΨ  — пірамідальна мережа, яку утворено 
всім конце та и, що мають спільні ребра з вершиною C .  
Такі таксоно ічні структ ри у в гляді зростаючої піраміда ь ої мережі, 
реалізують трансдисциплінарну категорізацію контекстів як системологічне, 
ди амічне формування класів ко текстних описів а основі утворення стійких 
бі рних спол чень між визначеними термінами, разами та словоформами. 
Відображення семантичної зв’язності по ять та їх ко текстів, що відображають 
відповідні інформаційні ресурси, у вигляді пірамідальної мережі Ψ є необхідною 
умовою формування множини таксономій, які спроможні відображати 
структурне різноманіття всього наративу текстових масивів, що утворюють 
зазначені ресурси. При цьому, пірамідальні мережі Ψ унівалентні [2 ] 
таксономічним структурам T: 
T≅Ψ .          (11) 
Можимо стверджувати, що завжди існують непусті ножини таксономій 
та пірамідальних мереж певного наративу, які також унівалентні між собою. Такі 
структурні відображення будемо називати наративним таксономічним 
різноманіттям (НТР): 
( )nmijnimjT ij >≥=Ψ≅= ,|},1|{},1|{ .    (12) 
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Супермножина визначає концепти, що є категорі-
альними для вказаного (базового) концепту та можуть 
бути термінальними:
    (17)
де       — ребро, що позначено стрілкою та виходить 
із базового концепту     .
Як можна бачити з виразів (16) та (17), ребра    , 
 мають протилежну орієнтацію, що дозволяє ви-
значити таке:
  , де    — ейлеров підграф, для сильно 
зв’язаних концептів.
  , де    — множина ейлерових шляхів 
у пірамідальній мережі      .
Концепт визначає всі категоріальні та термінальні 
концепти, що знаходяться від вказаного    на певній 
відстані, значення якої є цілим числом й дорівнює 
кількості бінарних ребер, що їх з’єднує: 
    (18)
де l — відстань від концепту     до концепту    , 
n — кількість бінарних ребер від кожного концепту.
Виходячи з того, що пірамідальна мережа    , за 
визначенням є орграфом без циклів, у неї відсутні 
ейлерови підграфи. Разом із тим, можливе штучне 
утворення непустої множини ейлерових графів 
і ейлерових шляхів на засадах застосування рефлек-
сивно активної рекурсивної редукції      .
Визначена таксономічна функціональність реалізує 
процес категоризації контекстів усіх ІР на основі 
системологічного, динамічного формування класів 
контекстних описів, що складають увесь наратив 
цих ресурсів.
Однак, для реалізації такого підходу необхідно за-
безпечити між термінами, словами, фразами та сло-
воформами утворення стійких бінарних сполучень. 
Ці сполучення крім відображення таксономічних 
структур типу (10–17), повинні реалізовувати 
зв’язність між усіма системними компонентами 
таксономічних структур і забезпечувати їх упоряд-
кування при проведенні аналітичних досліджень.
Слід зазначити, що властивості концептів за раху-
нок утворення бінарних зв’язків із гіпервластивостя-
ми множини      (4), дозволяють визначити множину 
класів відношень між ними. 
Утворення кожного такого класу реалізується на-
ступним чином. Спочатку кожен такий клас імену-
ється й далі наповнюється концептами документу, що 
мають бінарне відношення з іменем класу на основі 
утворення стійкого бінарного відношення між його 
властивістю та одним із гіпервідношень замкнутої 
множини  . Таке відношення має вигляд:
  
 (19)
де T — тип концепту, t — властивість типу,   
— спеціальний індекс, що є маркером атрибуту 
концепту. 
Множинність наведеного бінарного відношення 
визначається тим, що воно зв’язує деякий набір 
концептів із ім’ям класу, який утворює даний набір 
концептів: 
 (20)
Класи концептів, також є елементами таксономії 
документу та можуть утворювати новітні класи: 
  
 (21)
Представлення ім’я класу видом  свідчить про 
те, що цей клас утворено із концептів, які володіють 
 ю властивістю. 
Уся сукупність класів утворює повну таксономічну 
систему документу над якою може бути визначе-
на повна часткова упорядкованість. Тоді коренева 
вершина таксономії усього документу є нерухомою 
точкою множини [2, 16, 21], що включає всі концепти 
документу. Таксономічна система, що утворюється 
на основі вказаної множини концептів із нерухомою 
точкою також є повною. 
Більш того, повна таксономічна система є струк-
турованим об’єктом і може розглядатися з позицій 
теорії гомотопичної теорії типів [21]. Оскільки так-
сономія, як структурований об’єкт, утворюється на 
основі стійких бінарних сполучень між концептами 
документів, її можна також розглядати як бінарне 
дерево [16, 21] гомотопичного типу та таким, що 
характеризується гіпервластивістю унівалентності 
[21]. Це дозволяє стверджувати, що таксономія до-
вільного документу унівалентна всьому простору 
бінарних дерев, які можна утворити із його концептів. 
  
 (22)
За рахунок властивості унівалентності гіпервідно-
шень забезпечується формування з класів концептів 
різних таксономічних структур.
Слід зазначити, що повна таксономічна система T 
формується на основі виділення певної підмножини 
концептів X, які мають загальну характеристичну 
властивість. Така властивість може бути унарною 
для кожного концепту, проте при визначенні зазна-
ченого класу, як складного концепту, така властивість 
дозволяє визначити над усіма концептами класу мно-
жинне бінарне відношення (бути елементом класу). 
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При цьому, унарна властивість, що є загальною для 
множини концептів предметної області, може інтер-
претуватися як ознака цих концептів або як критерій 
для вибору концептів даного класу.
Так, під час вибору концептів-кандидатів для 
формування певної категорії-класу (class), спочатку 
визначається властивість-ознака, на підставі якої 
дана категорія може бути представлена як складний 
концепт. При цьому, включення до категорії-класу 
конкретного простого концепту або поняття з менш 
складною структурою ґрунтується на унарній власти-
вості-критерії, що характеризує його, та є загальною 
для всіх концептів цієї категорії-класу. Зазначена 
загальна властивість дозволяє визначити для даної 
категорії бінарне відношення «частина-ціле», що та-
кож задає часткову впорядкованість [2, 16] над усіма 
концептами сформованої категорії класів.
Отже, множина бінарного відношення часткової 
упорядкованості може бути задана на основі бінар-
ного відношення «частина-ціле», що можна пере-
писати у вигляді множинного відношення — «група 
об’єктів – об’єкт». Поняття «група об’єктів» визначає 
ім’я складного концепту-класу, що є таксономічною 
категорією для розглянутої предметної області. Вибір 
концептів для їх включення в таксономічну категорію 
за загальними семантичними властивостями можна 
розглядати як об’єднання одноелементних множин, 
де кожна така множина визначена конкретним кон-
цептом предметної області з обраною загальною для 
них властивістю-критерієм. 
Конструктивність застосування процедури ви-
бору [2, 16-20] проявляється можливістю точного 
визначення необхідного елемента для формування 
таксономії. Перевага критеріального вибору в да-
ному випадку не залежить від методу ранжування. 
Таксономія задається концептами із загальною влас-
тивістю, над якими визначається множинне бінарне 
відношення часткової упорядкованості виду:
  
 (23)
в якому концепти мають властивості часткової 
впорядкованості —  та лінійної впорядкованості 
—  [16]. 
Таксономія T може бути визначена для будь-якого 
складного концепту, тобто за замовчуванням вона 
може бути утворена бінарним відношенням лінійної 
упорядкованості «частина-ціле». Відношення «час-
тина-ціле» може бути розширено до множинного 
відношення «група об’єктів – об’єкт» і далі до «бути 
елементом класу» та/або «бути елементом категорії» 
[7, 10]. 
Гіпервідношення , задане над множинними 
бінарними відношеннями упорядкованості, що ви-
значають таксономію, дозволяє сформувати пред-
икативні вирази на основі її концептів із заданим 
множинним відношенням унівалентності ( ), що 
поглинає відношення часткової упорядкованості. 
Це поглинання одного гіпервідношення іншим має 
вигляд: 
 (24)
Фактично вказане унівалентне поглинання визна-
чає рівні еквівалентності таксономічних систем, що 
відображають документи, які мають спільні власти-
вості. За результатами формування множини класів 
концептів таксономічної системи та за допомогою 
унівалентності отримуємо метатаксономію, концеп-
тами якої є задано множинне бінарне відношення 
«частина-ціле» [2, 10]: 
  
 (25)
де   — множина всіх можливих множин концептів 
X таксономічної категорії  , а    — один із концептів 
цієї множини.
Отже, відношення унівалентності визначає взаємо-
дію між концептами кожної таксономії, що виділена 
з різних класів концептів предметної області й, відпо-
відно, дозволяє визначити нові види таксономічних 
систем. 
Зазначений підхід, що визначається виразами 
(1–25) дозволяє реалізувати таксономічне представ-
лення наративу цифрової колекції усієї сукупності 
мережевих документів.
Наративний дискурс як форма трансдисциплі-
нарної взаємодії контекстів. Однією з властивостей 
дискурсу, як когнітивно-коммунікативного акту, 
є можливість відображення зв’язності двох і більше 
наративів [2, 8, 9]. Відповідно, наративний дискурс 
визначає наявність вербально активних когнітивних 
процедур оброблення знань [1, 2, 8, 9], що забезпе-
чують їхню систематизацію, а саме — аналіз, струк-
туризацію, класифікацію, крітеріалізацію, синтез та 
оцінювання.
Тобто, можна визначити певну когнітивну про-
цедуру багатоетапного послідовного перетворення 
первинної структури наративу тексту в онтологічний 
вигляд на основі виділення таксономічних систем 
виду T. Така процедура забезпечує автоматичне 
перетворення текстового наративу, що визначається 
упорядкованими на основі певних правил синтаксису 
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, які задаються над концептами  таксономією 
T, тезаурусом  і онтологією . Результатом засто-
сування процедури є виявлення концептів виду  , 
з яких складаються класи об’єктів предметної області 
(зокрема, їхні назви), виявлення первинних між-
контекстних зв’язків і таксономічне представлення 
семантики тексту.
Правила (5-9, 11-13, 20–25) визначають характер 
взаємодії текстів як систем знань у форматі наратив-
ного дискурсу. Так при значенні у виразі (20) параме-
тру g=f, отримуємо множинність бінарних утворень 
між контекстами певних концептів із різних класів 
у такому вигляді:  
  
 (26)
Ковзне значення властивості типу t, реалізує утво-
рення множини бінарних відношень між контекстами 
концептів із різних класів. Проте, кожен клас за ра-
хунок наявності зв’язків між контекстами концептів 
може бути представленим у вигляді таксономії T. 
Отже, утворюється супермножина таксономій   , між 
елементами якої встановлено множинне відношення 
рефлексії. А відповідно до виразу (17) така супер-
множина може об’єднувати категоріальні класи. Тоді 
у супермножині таксономій наративного дискурсу 
документів може бути штучно виділено множину 
ейлерових підграфів  . Більш того, відношення 
рефлексії може штучно утворювати непусту множину 
з ейлерових циклів, що включають у себе непусті 
класи концептів. Цей ейлерів підграф відображає 
наявність міжконтекстних зв’язків між різними кон-
цептами з різних класів. Отримуємо набір вербально 
активних когнітивних процедур оброблення знань, 
що й утворюють наративний дискурс. 
З метою позбавлення множинності типу «один 
концепт — група концептів» над супермножиною , 
задається гіпервластивість рекурсії, що забезпечує 
виділення з неї лінійно упорядкованих ланцюгів 
концептів із одного та більше класів. Тобто, якщо 
рефлексія визначає таку гіллясту структуру множин-
ності та концентричний вигляд наративного дискур-
су, то рекурсія представляє його у вигляді певного 
ломаного відрізку.
Цей відрізок має вигляд правила (16) й утворюєть-
ся елементами підмножини , що суворо належить 
супермножині   .
Усі ці перетворення наративу тексту документів 
у наративний дискурс можна представити у вигляді 
системи правил [1, 2, 32].
Перетворення множини X концептів пірамідальної 
мережі , що утворює супермножину таксономій 
 у підмножину концептів Y реалізується на основі 
унівалентності  супермножині таксономій  .    
  
 (27)




З урахуванням рекурсивного перетворення (17) 
можна побачити та шляхом реалізації відповідного 
гіпервідношення з множини  фактично визначаємо 
які типи таксономічних структур будуть задіяні для 
взаємодії у форматі наративного дискурсу. 
Індексна агрегація наративу семантично пов’яза­
них документів. Використання в інфор маційно-
аналітичній діяльності мережевих документів 
у форматі наративного дискурсу визначає про-
блему їх контекстної агрегації. Відповідно до 
правил (10–13), (19–26) та перетвореннями виду 
(27–28) можна виділити всі множини міжконтек-
стних зв’язків. Але ця структура не є оптимальною 
для використання. Відповідно до визначення пира-
мидальної мережі , маємо графову структуру, що 
відображається у вигляді списків. Така структура 
не забезпечує оперативного відображення та вико-
ристання необхідних контекстів, що визначає доціль-
ність застосування інструментів прямої адресації. 
Останнє стає можливим за умови реалізації індексної 
агрегації як безпосередньо наративу всіх документів, 
так і елементів супермножини таксономій наративу .
Застосування гіпервластивостей множини 
 на основі формування супермно-
жини таксономій  та перетворень (27–28) дозволяє 
визначити функцію контекстної зв’язності як компо-
зицію функції індексації та функції пошуку.
Функція контекстної зв’язки дозволяє встановлю-
вати зв’язки між контекстами всіх концптів наратив-
них описів мережевих документів, що визначають 
змістовну компоненту інформаційно-аналітичного 
середовища. 
Функція індексації  має вигляд:
  
 (29)
де С — множина наративних описів мережевих до-
кументів ND, T — певна таксономія наративного до-
кументу ND,  — набір концептів виду , 
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що формує текстове представлення контекстів 
таксономії наративу документу ND,  — 
ідентифікатори лексеми, як певної кінцевої лінійно 
впорядкованої сукупності лексичних одиниць: 
 та таксономії T 
наративу документу ND відповідно.
Функція пошуку відповідних контекстів та лексіч-




де  — індекс, що являє собою результат роботи 
функції .
За допомогою функції пошуку можна формувати 
зв’язки між контекстами всіх лексичних одиниць 
множини мережевих наративних документів.
Тоді функція контекстної зв’язності матиме вигляд:
  
 (31)
де  — множина наративів мережевих документів 
ND, що визначають змістовність інформаційного се-
редовища, в рамках якого здійснюється зв’язування, 
 — лексична одиниця виду (1), з якою здійснюється 
зв’язування,  — текстове представлення контексту 
лексичної одиниці ,  — певна лексема .
Множина індексів {I}, що формується на основі 
застосування до множини  функції індексації , 




На основі виразу (32) функцію контекстної 
зв’язності можно представити у вигляді:
  
 (33)
Отже, застосування функції контекстної зв’язності 
утворює умови з формування наративного дискурсу 
на основі семантико-лексичного та концептогра-
фічного оброблення всіх наративів мережевих до-
кументів ND.
Для дослідження використання терміну в рамках 
великого масиву інформаційних ресурсів, у тому 
числі й мережевих, на основі композиції функції 
контекстної зв’язності та перетворення рекурсивної 




Агрегат наративного дискурсу фактично пред-
ставляє набори контекстів лексичних одиниць, що 
зв’язані між собою різними відношеннями, включа-
ючи й гіпервідношення множини R3.
Онтологія завдань вибору, як основа взаємодії 
у форматі наративного дискурсу. В контексті вза-
ємодії у форматі наративного дискурсу на основі 
агрегатного відображення лексичних одиниць нара-
тиву документів виду (34), виникає проблема щодо 
перевпорядковування станів їх відображення:
  
 (35)
Будемо розглядати взаємодію експертів у форматі 
наративного дискурсу шляхом представлення всього 
простору відображення контекстів на основі нату-
ральних систем відповідно до [1, 2, 16]. Натуральна 
система SN, забезпечує відображення контекстів 
певного документу у процесі інтерактивної взаємодії 
з його змістом. Такий документ можна визначити 
як інтерактивний [1, 2] і представити за допомогою 
пари    
 (36) 
де  — онтологія, що являє собою структуризоване 
представлення деякого документу та внашому ви-
падку може бути представлена у такому вигляді:
  
 (37)
Довільна , що побудована на основі , забез-
печує отримання певного результату при функці-
ональних перетвореннях виду (27–33), які завжди 
визначають певні результати та утворюють непустий 
набір дій . 
Умова дійсності  відповідно до [16] буде ви-
конуватися оскільки, у нашому випадку, завжди 
існують функції, що задані на множинах концептів 
документів, їх таксономій тощо та описують певні 
відображення та перетворення. До функцій, що на-
лежать  , будемо відносити всі перетворення виду 
(27–34).
Відповідно до виразів (20–37) завжди можна визна-
чити певні альтернативні стани взаємодії у форматі 
наративного дискурсу — , що відображають деякі 
агрегати наративного дискурсу. Зрозуміло, що контек-
сти значень таксономій і концептів, які визначають 
такий агрегат, певним чином впливають на вибір 
найбільш оптимального стану взаємодії. 
Множина таких альтернатив виду  визначає 
категорію вибору як наявність певної функції , що 
кожному агрегату лексичних одиниць наративного 
дискурсу ставить у відповідність непусте значення 
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Аксиоматичне представлення завдання вибору 
у вигляді виразу (38) дозволяє визначити проблему 
перевпорядковування представлення вирішення 
практичних завдань на засадах контекстної зв’язності 
при взаємодії у форматі наративного дискурсу. 
Представимо категорію завдання [13, 14, 16] як пев-
ний стан натуральної системи з визначеною ціллю, 
що потребує вибору певної дії чи певного об’єкту при 
взаємодії у форматі наративного дискурсу:
  
 (39)
де  — мета, що реалізується виконанням певної 
дії .
Зробимо наступну підстановку для .
Відповідно до правил (1–14) існує функція пере-
творення множини концептів X у супермножину так-
сономій  , що також відноситься до набору дій  :
   
 (40)
Більш того, застосування сукупності правил 
(15–28), (34) та (40) дозволяє визначити таке пред-




У виразі (41) набір усіх дій  визначає той факт, 
що всі функціональні перетворення об’єктів, які 
складають наратив цифрової колекції усіх мережевих 
документів, розглядається без урахування правил 
граматики та синтаксису, а параметр  демон-
струє необхідність визначення конкретного агрегату 
наративного дискурсу, у форматі якого реалізується 
взаємодія. Для цього розглянемо онтологію натураль-
ної системи  , що забезпечує виконання певних дій 
 над об’єктами наративного дискурсу. 
Формування онтології завдання вибору, що по-
стійно виникає у наративному дискурсі, дозволяє 
визначити контур контекстної зв’язності взаємодії 
у його форматі. Всі правила, а саме (1–41), якщо їх 
проінтерпретувати до процесів взаємодії у рамках 
інформаційно-аналітичної діяльності, дозволяють 
визначити контекстну зв’язність взаємодії таким 
виразом:
 (42)
Подібне представлення онтології вибору у розу-
мінні наративного дискурсу визначає необхідність 
розуміння смислової зв’язності контекстів цифро-
вих документів і відображає агрегат наративного 
дискурсу. Зрозуміло, що у виборі беруть участь 
і такі гіпервідношення, як рефлексія, рекурсія та 
редукція. Відповідно до класичного визначення онто-
логії як певної системи, до її системних компонентів 
обов’язково повинен бути включений набір функцій, 
що операціонально спроможні інтерпретувати всі се-
мантичні властивості та відношення, які визначають 
об’єкти онтології.
Висновки. 1. Сучасне інформаційно-аналітичне 
середовище формується на трансдисциплінарних за-
садах повномасштабного використання інформацій-
них ресурсів, що обробляються та використовуються 
під час вирішення профільними експертами складних 
прикладних завдань, які характеризуються складною 
міждисциплінарністю та створені за допомогою різ-
них технологій і стандартів. Трансдисциплінарність 
реалізує рефлексивні та рекурсивні властивості 
всього інформаційного простору. Більш того вона 
забезпечує його структурну та змістовно контекстну 
зв’язність. При цьому системні компоненти інформа-
ційно-аналітичної платформи реалізують взаємодію 
з експертами у форматі наративного дискурсу, що за-
безпечує інтегроване застосування використовуваних 
інформаційних ресурсів. 
2. Наративний дискурс забезпечує досить струк-
туроване та зв’язне відображення всіх мережевих 
документів на засадах трансдисциплінарного їх 
представлення. Основною його перевагою є забез-
печення смислової зв’язності контекстів цифрових 
документів, що відображають агрегат наративного 
дискурсу. Також суттєвий вплив на формат наратив-
ного дискурсу має зв’язність концептів термінополя 
предмету взаємодії, які відображаються відповідни-
ми таксономічними структурами, а також посилюють 
взаємодію у форматі наративного дискурсу та його 
можливості з відображення таксономічних структур 
об’єктів взаємодії, що забезпечують можливості 
їхнього вибору.
3. В мережецентричному трансдисциплінарному 
онтологічному середовищі на засадах агрегату на-
ративного дискурсу онтології завдань вибору, що 
послідовно реалізують системологічну підтримку та 
документо-орієнтовану взаємодію у форматі наратив-
ного дискурсу, реалізується використання кожного 
контексту операціонального простору інформаційно-
аналітичної діяльності експертів у процесі прийняття 
рішень.
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