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Reduced Representation of Segmentation and Tracking in
Cardiac Images for Group-Wise Longitudinal Analysis
Abstract This thesis presents image-based methods for the analysis of cardiac
motion to enable group-wise statistics, automatic diagnosis and longitudinal study.
This is achieved by combining advanced medical image processing with machine
learning methods and statistical modelling.
The first axis of this work is to define an automatic method for the segmentation
of the myocardium. We develop a very-fast registration method based on convolu-
tional neural networks that is trained to learn inter-subject heart registration. Then,
we embed this registration method into a multi-atlas segmentation pipeline.
The second axis of this work is focused on the improvement of cardiac motion
tracking methods in order to define relevant low-dimensional representations. Two
different methods are developed, one relying on Barycentric Subspaces built on ref-
erences frames of the sequence, and another based on a reduced order representation
of the motion from polyaffine transformations.
Finally, in the last axis, we apply the previously defined representation to the
problem of diagnosis and longitudinal analysis. We show that these representations
encode relevant features allowing the diagnosis of infarcted patients and Tetralogy
of Fallot versus controls and the analysis of the evolution through time of the cardiac
motion of patients with either cardiomyopathies or obesity.
These three axes form an end to end framework for the study of cardiac motion
starting from the acquisition of the medical images to their automatic analysis. Such
a framework could be used for diagonis and therapy planning in order to improve
the clinical decision making with a more personalised computer-aided medicine.
Keywords: Medical image analysis, Non-rigid registration, Deep learning, Statis-
tical model reduction, Longitudinal analysis

iii
Représentation réduite de la segmentation et du suivi des
images cardiaques pour l’analyse longitudinale de groupe
Résumé Cette thèse présente des méthodes d’imagerie pour l’analyse du mou-
vement cardiaque afin de permettre des statistiques groupées, un diagnostic au-
tomatique et une étude longitudinale. Ceci est réalisé en combinant des méthodes
d’apprentissage et de modélisation statistique.
En premier lieu, une méthode automatique de segmentation du myocarde est
définie. Pour ce faire, nous développons une méthode de recalage très rapide basée
sur des réseaux neuronaux convolutifs qui sont entrainés à apprendre le recalage
cardiaque inter-sujet. Ensuite, nous intégrons cette méthode de recalage dans une
pipeline de segmentation multi-atlas.
Ensuite, nous améliorons des méthodes de suivi du mouvement cardiaque afin
de définir des représentations à faible dimension. Deux méthodes différentes sont
développées, l’une s’appuyant sur des sous-espaces barycentriques construits sur des
frames de référence de la séquence et une autre basée sur une représentation d’ordre
réduit du mouvement avec des transformations polyaffine.
Enfin, nous appliquons la représentation précédemment définie au problème du
diagnostic et de l’analyse longitudinale. Nous montrons que ces représentations en-
codent des caractéristiques pertinentes permettant le diagnostic des patients atteint
d’infarct et de Tétralogie de Fallot ainsi que l’analyse de l’évolution dans le temps
du mouvement cardiaque des patients atteints de cardiomyopathies ou d’obésité.
Ces trois axes forment un cadre pour l’étude du mouvement cardiaque de bout
en bout de l’acquisition des images médicales jusqu’à leur analyse automatique afin
d’améliorer la prise de décision clinique grâce à un traitement personnalisé assisté
par ordinateur.
Mots Clefs: Analyse d’images médicales, Recalage non-rigide, Apprentissage pro-
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The purpose of this chapter is to give the clinical and technical context, building
the basis for the following parts of this manuscript. We start from the highest level -
the patient - to give the clinical motivation of our work. We describe what a healthy
cardiac motion is and the differences seen in two medical conditions: cardiomyopathy
and obesity. Then, we introduce some background on imaging techniques used in
cardiology. This will bring us from a patient to a representation of its cardiac motion
using medical images. Finally, we present the objectives: Using sequences of images
of cardiac motion, how can we automatically analyze and derive relevant information
to help diagnosis, prognosis and therapy planning?.
1.1 Introduction
Clinical practice is usually divided in three steps. First, the diagnosis, where a
potential disease is identified by the clinician using the information available about
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the patient and his symptoms. Then the prognosis, where a set of likely outcomes of
the evolution of the patient’s disease is predicted: it usually includes the expected
duration, the impact on main functions of the body, and potential symptoms of the
disease. Finally, therapy planning, where all previous information are put together
in order to plan one or several possible treatments, which have the best chances of
curing the patient or reducing the symptoms of the disease.
In many cases, medical images are a very important source of information that
can help clinicians in the process of these three steps and they are getting increas-
ingly used in clinical practice. In the context of cardiac imaging, it gives clinicians
knowledge about the shape of the heart (when acquiring a single image) and its
function (when acquiring a series of images or a video of the beating heart with
multiple frames). To compare those acquisitions over several time periods (or lon-
gitudinal study) is essential to keep track of the progression of a disease, and will
help with decision making and therapy planning.
Automatic analysis of medical images, using computational methods, can give
clinicians additional insight on what cannot be seen by the human eye or calculated
directly. A simple example of how these tools can help clinical workflow is the
computation of important quantitative parameters, such as ejection fraction (derived
from the size of the ventricles) or strain values. Algorithms can also help process
big amount of data, which a single clinician could not. This can, for example,
allow the comparison of data of one patient with a large database of subjects with
known evolution and therapy in order to find similar cases. They can also replace
the clinician by carrying out tasks that could be done manually, but are too time-
consuming within a very time-constrained clinical workflow.
The last decades have seen spectacular advances and progress in computa-
tional methods for the automatic analysis of medical images using computer vi-
sion techniques, especially in cardiology. Among the most important developments
led by medical image analysis, there is the automatic extraction of the geome-
try of the the heart (both left and right ventricles), which is called Segmentation
[Heller 2002, Zheng 2008, Ecabert 2008], and the automatic evaluation of cardiac
motion or Cardiac Motion Tracking [Zerhouni 1988, Tobon-Gomez 2013], using Reg-
istration techniques. These methods have already been applied to many clinical
problems [Ferre 1999, Zhang 2004, Goshtasby 2005, Norouzi 2014]. However, they
have yet to be disseminated widely in clinical routines, due to their lack of robustness
and automation. The purpose of this thesis is therefore to improve those methods,
in the context of cardiac motion analysis. To do so, we propose contributions to
both the technical methodologies and their applications to multiple different diseases
with a focus on cardiomyopathies and obese children.
1.2 Healthy Cardiac Structure and Function
The main function of the heart is to pump blood through the body. Even though
the concept is straightforward, the biological machinery involved in this process is
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Figure 1.1: Percentage of the population (both male and female) reporting heart
problems in major european countries. Taken from [Townsend 2016].
very complicated, especially considering the amount of blood and the frequency at
which it has to function. A normal heart rate at rest ranges from 60 to 100 beats
per minute in adults with a stroke volume - the amount of blood pumped at each
heartbeat - of around 70 mL for each ventricle. This gives an idea of the imporant
constraints that the heart has to endure during a human life. The consequences
of a heart failure are often dramatic: shortness of breath, excessive tiredness, leg
swelling and possibly death. It affects between 2% and 10% of the whole population
(see Fig. 1.1) and it is the number one cause of death in many countries, accounting
for approximately 25% of deaths. Therefore, it is of crucial importance to monitor
heart function and to understand what separates an efficient heart from a deficient
one. We present here the main characteristics of a typical heart structure and cycle.
Then, we show how it differs in a pathological condition.
1.2.1 Cardiac Structure
In this section, we describe the heart and its anatomy. A detailed review of the
cardiac structure can be found in [Anderson 2004]. The heart is located slightly to
the left of the chest between the lungs. It is cone-shaped (see Fig. 1.2) with the
base (the top of the heart) positioned upwards and tapering down towards the apex
(the bottom of the heart). An average adult heart has a mass of 250 to 350 grams
[Robb 1942], it is typically of the size of a fist: 12 cm long, 8 cm wide, and 6 cm
thick. Its size can vary between individuals, especially for those doing sports and
exercises who tend to have larger hearts with a more efficient pumping mechanism.
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The heart has two sides (left and right), both divided into two parts: atrium and
ventricle making up four chambers in total. The atria are smaller than the ventricles
and have thinner, less muscular walls than the ventricles. They are connected to
veins, which role is to transport blood from the heart to the rest of the body, and act
as chambers where blood transits. The ventricles are larger and stronger pumping
chambers that send blood out of the heart, and are connected to arteries that carry
blood away from the heart (Fig. 1.2).
The wall of the heart is made of four layers: the epicardium/pericardium, the
myocardium and the endocardium. The epicardium is the outermost layer and is
a thin layer of serous membrane. It helps lubricate and protect the outside of
the heart. An additional layer, the pericardium (a thin fibrous sac that does not
contract), further protects the heart and isolates it from other organs. The second
layer, the myocardium, is the muscular layer of the heart: the largest one and the one
that makes up for the majority of its mass. It is the most important layer, it consists
of cardiac muscle tissue responsible for the contraction of the heart and therefore
the pumping of the blood through the organism. Finally, the last innermost layer,
the endocardium keeps the blood from sticking to the inside of the heart. It is a
simple squamous endothelium layer that lies at the border with the blood pool.
Right and left ventricles have different functions. The left side of the heart sends
blood all the way to the extremities of the body in the systemic circulatory loop
while the right side is responsible for the pulmonary circulation to the nearby lungs.
This difference in function results in a difference in muscle thickness, with the left
ventricle being 15-mm thick - in order to have enough strength to push blood to the
whole body - and the right ventricle being only 5-mm thick, thus making it more
difficult to identify and delimitate in medical images.
1.2.2 Cardiac Cycle
The heart is a non-stopping pumping machine, repeating over and over again the
same cardiac cycle: the period that starts the beginning of a heartneat and ends
at to the beginning of the next. Its frequency is described by the heart rate, which
is typically expressed in beats per minute. A single cycle of cardiac activity (or
heartbeat) can be divided into two basic phases: diastole (roughly one third of the
whole cycle) and systole. These two phases describe an alternating sequence of
contraction and relaxation of the myocardium, in which blood gets delivered into
both the systemic and pulmonary circulations [Boron 2012].
These two phases are further divided into sub-phases (see Fig. 1.4):
• Isovolumic Contraction: ventricular depolarization causes the ventricles to
contract and pressure inside the ventricles to increase rapidly. Immediately
after the start of the contraction, pressure in the ventricles exceeds that of in
the atria, causing the atrioventricular valves to close. Pressure in the ventricles
is lower than in the aorta and the pulmonary artery. Therefore, all the valves
are closed and no blood can be ejected. During this phase, the ventricular
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Figure 1.2: Anatomy of the heart. Taken from https://www.utdlab.com/.
volume remains unchanged. In the electrocardiogram (ECG), it is identified
by the so-called QRS complex, which is the most visible part of the ECG
signal and corresponds to the depolarization of the left and right ventricles.
• Ejection: pressure in the left ventricle exceeds that of the aorta. Similarly,
pressure in the right ventricle goes beyond that of the pulmonary trunk, caus-
ing the pulmonary valves to open. Both the left and right ventricles eject
blood to the aorta and pulmonary arteries while the atrioventricular valves
are still closed. Ejection starts rapidly and slows down as systole progresses.
It corresponds to the ST segment of the ECG: first the ventricles are com-
pletely depolarized, then the T wave appears with the repolarization in the
second half of this phase. This is the end of the systole and the beginning of
the relaxation with the diastole.
• Isovolumic Relaxation: the ventricles relax, causing a rapid drop in ventricular
pressure. Shortly after, pressure in the ventricles goes below that of the pul-
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Figure 1.3: Two complete cardiac cycles, together with their main events,
as well as their corresponding pressure and volume curves. Taken from
https://www.fastbleep.com/biology-notes/1/573.
monary artery and the aorta, and blood returns toward the ventricles, causing
the semilunar valves to close while the atrioventricular valves are still closed.
It corresponds to the end of the T wave of the ECG.
• Passive ventricular filling: the atrioventricular valves open and the ventricles
are filled with blood coming from the atria. This passive phase accounts for
most of ventricular filling. Pressure in ventricles does not change significantly,
and volume increase is compensated by ventricular relaxation. No electrical
activity can be found on the ECG.
• Active ventricular filling: the atria contract and complete ventricular filling.
Only a small amount of blood entered the ventricles during this phase. Pres-
sure in both ventricles is close to zero. Electrical activity is non-existent at
the beginning of the phase, then depolarization of the atrial can be detected
with the T wave, resulting in atrial contraction.
1.3 From Healthy to Pathological Heart
The work of this thesis was conducted within the MD-Paedigree project which is
presented in this section. Then, we describe the clinical context centered on two
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Figure 1.4: Schema representing a cardiac cycle with the active and passive systolic
and diastolic phases. Taken from http://highered.mheducation.com/.
medical conditions affecting children and young adolescents: cardiomyopathies and
obesity, and we show how these conditions affect the cardiac structure and function.
1.3.1 MD-Paedigree Project
MD-Paedigree aims at providing decision support to clinicians when treating
their young patients in four areas: cardiomyopathies, obesity-related cardiovas-
cular disease, juvenile idiopathic arthritis and neurological neuromuscular dis-
eases. It is strongly embedded in The Virtual Physiological Human (VPH)
[Hunter 2010, Hunter 2003, Ayache 2006] framework, an European initiative which
focuses on building methodology and technology that enable collaborative investi-
gation of the human body as a single complex system. This clinically-driven project
regroups 7 world-renowned clinical centers of excellence: Ospedale Pediatrico Bam-
bino Gesù (Italy), University College of London (United Kingdom), Istituto Gianna
Gaslini (Italy), Deutsche Herzzentrum Berlin (Germany), Katholieke Universiteit
Leuven & University Hospital Leuven (Belgium), Stichting Vu-VUmc (Netherlands)
and Universtair Medisch Centrum Utruchet (Netherlands). This European project
brings together these clinical centers with multiple technical centers (among which
Inria and Siemens). This collaborative work between clinicians and computer sci-
entists aims at improving interpretability of pediatric bio-medical information, data
and knowledge by developing together a set of reusable and adaptable multi-scale
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models for individualized, more predictive, effective and safer pediatric healthcare.
Figure 1.5: Diagram of the SOKU-Vision connecting patients and clinical centers
to the models and the technical centers. On top-left the four medical conditions
studied in the project (this thesis focuses on two: Cardiomyopathies and Obesity).
The yellow spiral representing the models goes from the center - the simplest models
- and turns around to become more and more specific and efficient. As they improve,
models are validated in the different centers and integrated in the clinical workflow.
Taken from http://www.md-paedigree.eu/.
MD-Paedigree validates and brings to maturity patient-specific computer-based
predictive models of various paediatric diseases. It aims at increasing their potential
acceptance in the clinical and biomedical research environment by making them
readily available not only in the form of sustainable models and simulations, but
also as newly-defined workflows for personalised predictive medicine at the point
of care. These tools can be accessed and used through an innovative model-driven
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Figure 1.6: (Left): Summary of ESC 2008 classification [Elliott 2007]. HCM: hy-
pertrophic cardiomyopathy; DCM: dilated cardiomyopathy; ARVC: arrhythmogenic
right ventricular cardiomyopathy; RCM: restrictive cardiomyopathy. Taken from
[Elliott 2012]. (Right) : Schematic representation of the different types of car-
diomyopathies as proposed in [Marcus 1982] and their effect on anatomy. Taken
from Wikipedia.
infostructure powered by an established digital repository solution able to integrate
multimodal health data.
MD-Paedigree implements the so-called SOKU vision which is illustrated in Fig.
1.5. The aim of this framework is to make the design and development of innovative
predictive models simpler to reuse and to integrate into a clinical context. It all
starts with the basic models (in the center of the diagram) which are incubated
in the system with progressive semantic enrichment and model modifications in a
circular way represented by the yellow spiral. During this improvement, there is an
increasing intervention of both automated database-guided learning and knowledge
experts validation. Then, as these models reach the status when they can be used in
clinical practice, they are applied and validated by the different clinical centers and
clinical researchers. In this project, four different areas of clinical pathologies were
studied by the partners: cardiomyopathies, cardiovascular risk in obese children
and adolescents, juvenile idiopathic arthiritis and neurological and neuromuscular
disease. In this thesis, we work with the first two medical conditions and we present
them in the following section.
1.3.2 Cardiomyopathies
Cardiomyopathies are a group of diseases impacting the heart leading to negative
effects on the heart muscle size, shape, and function. It results in a deficiency of
the heart to provide enough oxygenated blood to the rest of the body and remove
carbon dioxide and other waste products. As the disease worsens and the heart
weakens, classical signs and symptoms of heart failure usually occur which include:
shortness of breath or trouble breathing, increased fatigue (tiredness), swelling in
the ankles, feet, legs, abdomen, and veins in the neck.
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There has been different ways to classify cardiomyopathies. One of the first
proposed classification can be found in [Marcus 1982], in which cardiomyopathies
are defined as "a heart muscle disease of unknown cause". They are classified ac-
cording to their pathophysiological phenotype into dilated cardiomyopathy, hyper-
trophic cardiomyopathy, or restrictive cardiomyopathy (Fig. 1.6 right). Since this
first classification, more advanced classifications have been proposed to incorporate
new types of diseases, such as arrhythmogenic right ventricular dysplasia (ARVD)
[Elliott 2007, Elliott 2012], and to incorporate genetic mutation testing within the
framework of classification (see Fig. 1.6 left).
The differences between the four main types of cardiomyopathies according to
the European Society of Cardialogy (ESC) [Elliott 2007] (see Fig. 1.6) can be sum-
marized as follows [Lung 2016]:
• Hypertrophic cardiomyopathy: it is very common and it affects men and
women equally of any age (1 out of every 500 people). It is caused by an
enlargement and thickening of the heart muscle without any obvious cause.
The ventricles, the lower chambers of the hearts and the septum thicken cre-
ating narrowing or blockages in the ventricles. The efficiency of the heart to
pump blood to the body is decreased. It can also cause stiffness of the ven-
tricles, changes in the mitral valve, and cellular changes in the heart tissue.
While the cause is not always known, hypertrophic cardiomyopathy is often
inherited genetically.
• Dilated cardiomyopathy: it affects 1 out of 2,500 persons. It is associated with
left ventricular remodeling, which manifests as increases in left ventricular end-
diastolic and end-systolic volumes, wall thinning, and a change in chamber
shape to something more spherical and less elongated. Weakened chambers of
the heart no longer pump efficiently, causing the heart muscle to work harder.
Possible consequences are heart failure, heart valve disease, irregular heart
rate, and blood clots in the heart. The causes may be alcohol, heavy metals,
coronary heart disease, cocaine use, and viral infections and it can also be
inherited from a person’s parents.
• Restrictive cardiomyopathy: in opposition to other types, walls of the heart
do not thicken but ventricles become stiff and rigid. It causes ventricles not to
relax and not to fill with the normal blood volume. With the progression of
the disease, the ventricles do not pump as well and the heart muscle weakens.
It can lead to heart failure and problems with the heart valves. Possible causes
of this disease are amyloidosis, hemochromatosis, and some cancer treatments.
• Arrhythmogenic right ventricular dysplasia: it is a rare type of cardiomyopathy
and it occurs when the muscle tissue in the right ventricle is replaced with fatty
or fibrous tissue, possibly leading to disruptions in the heart’s electrical signals
and arrhythmias. It usually affects teenagers and can cause sudden cardiac
arrest in young athletes.
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Source: International Association for the Study of Obesity, 2013; Bös et al. (2004), Universität Karlsruhe and Ministères de l’Education nationale 
et de la Santé for Luxembourg; and KNHANES 2011 for Korea. 
Obesity and the economic crisis 
In 2008, the world economy entered one of the most severe crises ever. Many families, especially in the hardest hit countries, 
have been forced to cut their food expenditures, and tighter food budgets have provided incentives for consumers to switch to 
lower-priced and less healthy foods. 
During the 2008-09 economic slowdown, households in the United Kingdom decreased their food expenditure by 8.5% in real terms, 
with some evidence of an increase in calorie intake (the average calorie density of purchased foods increased by 4.8%). This change 
resulted in additional 0.08 g of saturated fat, 0.27 g of sugar and 0.11 g of protein per 100 g of purchased food (Institute for Fiscal 
Studies, Briefing Note No. 143). A similar trend was observed in Asian countries experiencing a recession in the late 1990s, with 
consumers switching to foods with a lower price per calorie (Block et al., 2005, Economics and Human Biology; World Bank, 2013, 
Working Paper No. 6538). 
Between 2008 and 2013, households in Greece, Ireland, Italy, Portugal, Spain and Slovenia decreased slightly their expenditure 
on fruits and vegetables, while households in other European OECD countries increased it at an average of 0.55% per year 
(OECD/ Imperial College analyses of passport data, Euromonitor International). Fruit and vegetable consumption was inversely 
related with unemployment in the United States, in the period 2007-09, and the effect was three times stronger in 
disadvantaged social groups at higher risk of unemployment (corresponding to a 5.6% decrease in fruit and vegetable 
consumption for each 1% increase in state-level unemployment). Given the size of job losses at the peak of the crisis, the most 
vulnerable groups may have reduced their consumption by as much as 20% (Dave and Kelly, 2012, Social Science and Medicine). 
Evidence from Germany, Finland and the United Kingdom shows a link between financial distress and obesity. Regardless of their 
income or wealth, people who experience periods of financial hardship are at increased risk of obesity, and the increase is 
greater for more severe and recurrent hardship (Munster et al., 2009, BMC Public Health; Conklin et al., 2013, BMC Public Health; 
Laaksonen et al., 2004, Obesity Research). An Australian study found that people who experienced financial distress in 2008-09 
had a 20% higher risk of becoming obese than those who did not (Siahpush et al., 2014, Obesity). Financial hardship affects all 
household members. American children in families experiencing food insecurity are 22% more likely to become obese than 
children growing in other families (Metallinos-Katsaras et al., 2012, Journal of the Academy of Nutrition and Dietetics). 
While some evidence suggests that shorter working hours and lack of employment are associated with more recreational 
physical activity (Tekin et al., 2013, NBER Working Paper No. 19234), at times of increasing unemployment any gains are likely to 
be offset by reduced work-related physical activity. In the United States, in the aftermath of the economic crisis, leisure-time 
physical activity increased by three METs (metabolic equivalents – a measure capturing both duration and intensity of physical 
activity) but work-related physical activity decreased by 19 METs (Colman and Dave, 2013, NBER Working Paper No. 17406).
In summary, the evidence of a possible impact of the economic crisis on obesity points rather consistently to a likely increase in 
body weight and obesity. 
Figure 1.7: (Left-Top): The International Classification of adult underweight, over-
weight and obesity according to BMI as defined y the World Health Organization
(WHO). Taken from [Organization 1987]. (Left-Bottom): list of medical complica-
tions due to obesity. (Right): Prevalence rates of obesity in child of major developed
countries for boys and girls. OECD data.
1.3.3 Obesity
Obesity is a medical condition in which abnormal or excessive fat has been accu-
mulated to the point wher it can ave a negative impact on health. Asses ment
of the obesity of a person is done using the Body Mass Index (BMI). The BMI is
defined as the body m ss div ded by the square of the height and it is universally
expressed in units of kg/m2. The value of the BMI defines a classification of a per-
son from underweight to obese using a benchmark proposed by the World Health
Organization (WHO) (see Fig. 1.7 left).
Obesity is a growing public health concerns in major developed countries. In
2008, approximately 35% of adults aged 20+ were overweight (BMI superior to 25
kg/m2) and 10% of men and 14% of women in the world were obese (BMI superior
to 30 kg/m2). The w rldwide prevalence of obesity worldwi e has nearl doubled
between 1980 and 2008 with almost 1 billion persons according to data from the
Organisation de coopération et de développement économiques (OECD). Relating to
children, 43 millions were estim ted to be o erweight and obese in 2010 (WHO data)
while 92 millions were at risk. The worldwide prevalence of childhood overweight
and obesity has been increasing from 4.2% in 1990 to 6.7% in 2010 and is expected
to reach 9.1% in 2020 (Fig. 1.7).
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Figure 1.8: Relative risk of death over 10 years by BMI for white men (left)
and women (right) who have never smoked in the United States. Taken from
[Berrington de Gonzalez 2010]
Obesity is one of the main preventable causes of death worldwide. More than
2.8 million people die each year as a result of being overweight or obese. It is
associated with various diseases, particularly cardiovascular diseases, diabetes mel-
litus type 2, obstructive sleep apnea, certain types of cancer, osteoarthritis and
asthma and cause multiple medical complications (Fig. 1.7 left-bottom). Studies
[Berrington de Gonzalez 2010] have found a strong dependency between mortality
risk and BMI (see Fig. 1.8). It is lowest at a BMI of 18-25 kg/m2, with risk increas-
ing with lower and higher BMI. A high BMI has a strong negative impact on the
life expectancy and it increases the mortality risk significantly: pre-obesity (BMI of
25-30 kg/m2) reduces life expectancy by six to seven years, obesity class I (BMI of
30-35 kg/m2) by two to four years, while severe obesity (BMI ≥ 40 kg/m2) by ten
years.
1.4 Cardiac imaging
To classify an individual’s condition into separate and distinct categories that allow
medical decisions about treatment and prognosis to be made, clinicians have data
concerning the patient’s medical condition. These data can take multiple forms: the
symptoms reported by the patients, his medical history, his etiological data and the
physical examination of the patient. When a cardiac problem is suspected, it is of
crucial importance to analyze the myocardium motion in order to detect functional
abnormalities and lesions. To do so, multiple non-invasive imaging techniques have
been developed giving clinicians a vision of the heart anatomy and motion. These
medical images give clinicians additional data to improve their decisions. We present
the three main imaging techniques used in cardiology: Magnetic Resonance Imaging
(MRI), Echocardiography (Echo), and Computed Tomography (CT) with a partic-
ular focus on MRI which will be the main modality used in this manuscript.
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Figure 1.9: 2D and 3D echo images of the heart with the 3 different views.
1.4.1 Echocardiography
An echocardiogram (see Fig. 1.9) is an imaging technique based on the applica-
tion of ultrasound (standard two-dimensional, three-dimensional, and Doppler ul-
trasound). Ultrasounds are sound waves whose frequences are way higher than those
audible to humans (>20,000 Hz) and ultrasonic images (also known as sonograms)
are constructued by sending ultrasond pulse with a probe. The sound echoes off
with varying degrees depending on the tissue. Then, these echoes are recorded and
displayed as an image to the operator. Because of the difference in the reflection
of the sound, the ultrasound image is able to differentiate between internal body
structures such as tendons, muscles, joints, vessels and internal organs.
Echocardiography is one of the most widely used diagnostic tool in cardiology
because of its ease of use, low-cost and rapidity [Belohlavek 1993]. It is used as a
very efficient and fast tool to asses the cardiac anatomy and function of a patient
[Schiller 1989]. The Echo acquisition is done with the patient shirtless, lying down
on the left side. The clinician places the ultrasound probe using a gel in order to
favor the transmission of the waves through the skin. Additionally, ECG electrodes
can be used in order to gate the acquisition with the cardiac rhythm. Then, multiple
2D temporal acquisitions are done on different locations. An acquisition takes from
10 to 30 minutes and is completely painless and safe which is a major quality of
Echocardiography.
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Figure 1.10: 12 short-axis slices of a cardiac MRI from apex (top-left) to base
(bottom-right).
A recent progress in echocardiography is the development of 3D temporal
echocardiography. Traditional approach relies on multiple 2D acquisitions synchro-
nized together using the ECG gating in order to reconstruct a 3D volume. However,
a more advanced technique permits real-time three-dimensional echocardiography
where the 3D acquisition is done in just one heartbeat. This technique has been
applied successfully to identify structural abnormalities related to monomorphic
ventricular tachycardia [Goland 2008] or to asses aortic valve area in aortic stenosis
by continuity equation [Poh 2008].
The main advantages of the Echo is that it is easy to use, low-cost and completely
non-invasive making it the principal imaging modality in cardiology. These qualities
come at the cost of a relatively high noise to signal ratio, the presence of artifacts,
and a low tissue contrast which might impair the diagnosis and decrease the quality
of the assessment of the cardiac function. Therefore, other imaging techniques are
often used as a complement to the Echo acquisition.
1.4.2 Magnetic Resonance Imaging
Magnetic resonance imaging (MRI) (see Fig. 1.10) is a relatively recent medical
imaging technique. It was developed in the 70’s notably by Paul C. Lauterbur
in 1971 [Lauterbur 1973] and Sir Peter Mansfield [Mansfield 1977]. In 2003, they
both received the Nobel Prize in Medicine for their "discoveries concerning magnetic
resonance imaging", although differences in tissue relaxation time values where al-
ready known from the 50’s [Odeblad 1955]. MRI allows the acquisition of images
of the anatomy of the body in a non-invasive manner. Its use in cardiology has
been increasing over the last decades for disease detection, diagnosis, and treatment
monitoring, for example to assess congenital heart disease [Razavi 2003].
The technology relies on strong magnetic fields, radio waves, and field gradients
to compute images of the inside of the body. More precisely, a strong and uniform
magnetic field (most of the scanners used in clinics operate at 1.5 or 3 Teslas but
systems with power ranging from 0.2 to 7 T are available, mostly for research pur-
pose) aligns the spin of the hydrogen atoms. Then, an additional magnetic field,
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Figure 1.11: (Left): A 1.5T MRI scanner: entering such a machine can be unpleasant
for those who are claustrophobic or otherwise uncomfortable with the imaging device
surrounding them. Taken from https://www.med-ed.virginia.edu. (Right): Principle
of ECG-gated acquisition. A R-R interval on ECG, representing 1 cardiac cycle, is
divided into N (here 8) frames of equal duration (A). Image data from each frame
are acquired over multiple cardiac cycles and stored separately (B). When all data
are added together, each frame represents a specific time of the cardiac cycle. These
images are processed, and clinical indices such as the volume curve can be extracted.
(C). Taken from [Paul 2004].
the pulse, is overlaid to re-orient the aligned spins. This field is disabled and the
time it takes for the spins to realign with the magnetic field is detected. This time
depends on the environment and the chemical nature of the molecules which allows
the scanner to reconstruct an image showing different contrasts on the biological
structures. Further details can be found in [Liang 1999].
Traditional MRI acquisition is modified for the acquisitons of cardiac images
in several ways. The adaptation of MRI to cardiac images is often referred to as
Cardiovascular magnetic resonance imaging (CMR) [Pennell 2004, Bogaert 2005].
The main difference of cardiac MRI over classical MRI applied to other organs is
the necessity to acquire a whole temporal sequence of images spanning a cardiac
cycle. Such an acquisition faces multiple challenges. There is a necessity to have
a common starting point, for the sake of comparison between different patients. It
is also needed when one wants to stack multiple 2D slice acquisition in one 3D
sequence (see Fig. 1.10). Also, because such an acquisition of multiple 2D slices can
take time, the motion of the lungs during the respiratory cycle can produce motion
artifacts in the image, thereby making the alignment of the 2D slices challenging.
To overcome these problems, CMR uses Electrocardiography (ECG) to synchro-
nize the image acquisition [Nacif 2012]. ECG records the electrical activity of the
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Figure 1.12: Different views of the heart acquired using Cardiac MRI and their
relations with either a focus on the ventricles or the valves. Usual procedure to
reconstruct a 3D cardiac sequence of the beating heart is to stack multiple multiple
Short-Axis (SAX) 2D slices together.
heart using electrodes placed on the skin. The very small electrical changes on the
skin coming from the depolarization during each heartbeat is detected, and similar
electrical patterns correspond to similar points in the cardiac cycle. The R wave of
the ECG (the most prominent wave of the QRS complex and the most easily de-
tected) is used as a reference point corresponding to the end of the diastole and the
start of the systole. Data acquisition is initiated after a given delay following the R
wave and images are created from data collected over a series of cardiac cycles (R to
R intervals) [Paul 2004]. ECG gating allows for stop motion imaging by acquiring
data only during a specified portion of the cardiac cycle, typically during diastole
when the heart is not moving. The patient is usually asked to hold his breath during
imaging in order to alleviate respiratory motion. This can be difficult, especially for
children. Therefore many artifacts such as slices misalignment are present after the
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acquisition and they have to be corrected as a post-processing step.
MRI is widely used in hospitals and clinics for medical diagnosis, staging of
disease and follow-up without exposing the body to ionizing radiation. MRI does
not involve X-rays, as opposed to computed tomography (CT scan). While the
hazards of X-rays are now well-controlled in most medical contexts, MRI can still
be seen as superior to CT in this regard. Compared with CT, the defaults of MRI
scans are: the acquisition takes more time, the machines are louder, and they require
the subject to go into a narrow tube which can be a source of discomfort. In addition,
people with medical implants or other non-removable metal inside the body may be
unable to safely undergo an MRI examination.
1.4.3 Computed Tomography
Cardiac Computed Tomography [Schoenhagen 2005, Topol 2007] (also known as
CT scan) is a non-invasive imaging modality that uses X-rays to take many detailed
2D pictures of the heart. Multiple X-rays images are combined to produce cross-
sectional views of the body. Cardiac CT can be used to visualize the heart anatomy,
coronary circulation, and great vessels (including the aorta, pulmonary veins, and
arteries). In some cases, the patient is injected with an intravenous dye (iodine)
before the acquisition. This contrast medium is a chemical substance that reveals
what is happening inside the hollow parts of the body [Ropers 2003, Morin 2003]
(such as the blood vessels, the stomach, bowel or even the fluid around the spinal
cord) on the images.
The scan takes between 15 minutes and 1 hour to complete, including prepara-
tion time. Similarly to MRI sequence of cardiac motion, multiple temporal frames
of CT images are acquired and ECG gated to reconstruct the whole sequence. CT
images benefit from better spatial resolution (see Fig. 1.13) than MRI and echo
images with isotropic voxel size in each direction. Therefore, there is no slice
gap as with MRI images and no slice misalignment. With multi-slice CT scans
[Kachelrieß 2000, McCollough 1999, Pan 2004], up to 256 slices can be acquired at
the same time and the heart can be imaged during an entire cardiac cycle. But this
higher quality comes at the cost of large amount of X-rays irradiation, which can
be dangerous and carcinogenic [Donnelly 2001, Pearce 2012, Schulze 2014]. This is
why CT acquisitions are rarely done with children and were not acquired for our
project.
1.5 Manuscript Organization and Objectives
In this thesis we present a whole technical pipeline of cardiac motion analysis from
the instant a patient enters the hospital to an image based group-wise statistical
study of its cardiac motion. In the introduction, we have described the different dis-
eases that will be the focus of this work. We presented the different cardiac imaging
modalities which will be the source of our imaging data. The rest of the manuscript
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Figure 1.13: 3D CT image with the 3 different views. Voxel resolution is better
compared to MRI images and is isotropic in each direction.
presents a whole process starting from the images to a statistical study of the car-
diac motion with a focus on applications to clinical problems. The organization of
the manuscript is schematically presented in Fig. 1.14. We now describe the 3 main
parts of this manuscript, each of which will be driven by a key question.
Part - I
From Medical Images to 3D Shape
The accurate segmentation of the myocardium is of great importance in clin-
ical practice. This is usually the first step of medical image analysis. The most
commonly used clinical indices (e.g. the ejection fraction) to evaluate a cardiac dis-
ease are derived from the information given by the segmentation of the myocardium
during a cardiac motion. Therefore, clinicians often perform manual segmentation
of the contours of the myocardium as the first step in the analysis of cardiac im-
ages. However, considering the typical work-flow that clinicians are facing, manual
segmentation is often too time-consuming and not a viable option. Furthermore,
experts can have different opinions as to how to perform the segmentation (inclu-
sion/exclusion of papillary muscles and trabeculations for example) leading to high
inter-rater variability of manual segmentations. This makes the comparison between
different patients not segmented by the same expert often difficult. This expert vari-
ability can be decreased by developing automatic methods which require reduced
or no user input. For all these reasons, there is a need to develop a completely
automated, fast and robust segmentation method.
Going a little bit outside the direct clinical practice, most of the methods of
cardiac function analysis require a segmentation of the myocardium. Cardiac mo-
tion tracking algorithms, that will be the topic of Part II, usually require an initial
segmentation of the myocardium at the first frame. This segmentation can be used
to track the motion and monitor the main clinical indices during the cardiac cycle.
It can also be used to give a local parametrization and estimation of the motion
(with the AHA regions for example, as will be done in Chapter 7) for group-wise
local comparison between different patients. Finally, bio-mechanical and electro-
physiological simulations also rely on tetrahedral mesh segmentation of the whole
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Figure 1.14: The global organization of the manuscript with a pipeline for cardiac
motion analysis. First, from the images, a tetrahedral segmentation is extracted in
Part I. Then, cardiac motion tracking is performed on the sequence of images in Part
II. Finally, we show applications of this representation in diagnosis and longitudinal
analysis in Part III.
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myocardium. These simulations can be used for therapy planning and for quan-
titative understanding of the functioning of the heart in healthy and pathological
subjects.
This non-exhaustive list of applications of segmentation leads to our first objec-
tive with the question driving part I of this manuscript:
• Can we develop a fast, automatic and accurate segmentation of the myocardium
represented by tetrahedral mesh for shape analysis, cardiac motion tracking,
and bio-mechanical simulations?
The main objective is to compute the segmentation of the myocardium. The
method we use to get the segmentation rely heavily on registration methods. We
actually show that the two main topic of medical imaging: registration and segmen-
tation are intrinsically related and can be used together to perform one task or the
other. In Chapter 2, we present the background of registration in medical imaging
with the focus on two different algorithms that are used extensively in the remaining
of the manuscript: Log-Demons for image registration and LDDM on Currents for
shape registration. In Chapter 3, we use shape segmentation matching to train a
predictive registration algorithm and we develop a new fast and robust algorithm for
image registration. Finally, in Chapter 4, we go the other way around and use image
registration to compute shape segmentation by developing an automatic, robust and
fast multi-atlas segmentation pipeline. Results show that our method has good ac-
curacy and robustness while being faster than traditional multi-atlas segmentation
algorithms.
The main contributions developed in this part are:
• A method for computing reference transformations between pair of images,
using mesh segmentations which are registered in the space of currents. These
transformations can be used efficiently to train a learning-based registration
algorithm.
• A fully convolutional neural network for 3D registration prediction. Our ar-
chitecture is able to detect global features and deformations that could not be
detected with a sliding-window approach (for ex. [Yang 2016]). It also proves
to be faster at testing time as only one pass of the whole image is required.
• A fast and robust end-to-end framework for myocardium segmentation lever-
aging the speed of the SVF-net registration with a large number of atlases.
Part - II
Low-Dimensional Representation of Cardiac Motion
Part I was focused on the segmentation of the myocardium using the image of
the first frame of the sequence (end-diastole). In this part, we develop methods to
efficiently compute the motion of the heart during a cardiac cycle. The main clinical
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application is to analyze the cardiac deformations at a local or global level. This
can provide an estimate of the cardiac function efficiency and possibly indicators
of heart disease. Tracking the tissue with physical markers is not directly possible
in a clinical setting because it is invasive. Therefore, noninvasive methods relying
on medical images have been developed in recent years to track automatically the
myocardium.
The aim of this part can be summed up with the general question:
• Can we improve cardiac motion tracking algorithms in order to have a more
accurate estimation of the main clinical indices and an efficient representa-
tion?
In Chapter 5, we first give an overview of the traditional methods for cardiac
motion tracking. Then, we propose an innovative approach to study the cardiac
motion. Standard methods rely on the registration of each frame with respect to
the first frame taken as a single reference. We challenge this methodology by consid-
ering multiple references in the cardiac sequence. We build a Barycentric Subspace
using these references and use it in the registration process as an additional a-priori
to improve the tracking along the sequence. Results show that this innovative ap-
proach leads to substantial improvement of the tracking accuracy at end-systole and
the estimation of the ejection fraction. Then, in Chapter 6, we present the polyaffine
algorithm, a reduced-order model for tracking cardiac motion. This algorithm has
the advantage not only to track the motion but also to give a representation with
a low-dimensional number of parameters that have physiological meaning. We in-
troduce local basis and reduced-order affine parameters and show that they give an
efficient representation of the cardiac motion with better interpretability. We also
use this representation to build a reduced-order model of the cardiac motion for fast
simulation and personalization.
The main contributions developed in this part are:
• The introduction of a new method for dimension reduction and low-
dimensional subspace analysis: Barycentric Subspace Analysis [Pennec 2015]
in the context of medical images.
• The methods for computing the coordinates of an image within a Barycentric
Subspace, for choosing the reference frames building the optimal subspace, and
for reconstructing an image given the coordinates and the references.
• An extension of the polyaffine parameters framework with an additional pa-
rameters reduction by keeping only the 6 most relevant parameters and the
use of this parametrization of the motion to build a very fast reduced-order
model of the cardiac function.
Part - III
Application to Diagnosis and Longitudinal Analysis
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Previous parts were focused on the improvement of the computational methods
of the heart in order to compute a robust, accurate and automatic low-dimensional
representation of the cardiac motion. In this last part of the manuscript, we show
how this representation can be used in several clinical problems to improve diag-
nosis, prognosis and therapy planning. We have seen how cardiac motion tracking
can provide crucial information such as the ejection fraction and strain values to
the cardiologist. But these are simple numbers which do not encompass all the
relevant information of the full deformation of the myocardium during the cycle.
A representation of the motion that goes beyond the classical clinical parameters,
while still represented by a low number of parameters, could be used efficiently to
improve the diagnosis of a disease.
Once a patient is diagnosed and its present cardiac condition evaluated, a clin-
ician would like to have information about the possible evolution of the disease in
order to chose the most adapted therapeutic option. One possible way to provide
this information is to perform a longitudinal analysis of the motion. This kind of
study is particularly challenging since two time-dimensions have to be coupled: the
time of the cardiac motion (heartbeat) and the evolution of this motion through
different time points. Furthermore, to build such a model, one needs to gather
multiple cardiac motions of the same patient over a large period of time (to detect
measurable differences). Waiting for years to acquire the data makes it difficult to
build large enough database, especially when working with children who tend to
have a large opt-out rate of clinical studies. For these reasons, there has been very
few studies on longitudinal analysis of cardiac motion, even though this has been a
trending topic in brain analysis for many years.
This leads to the key question:
• Can we perform group-wise statistics on a low-dimensional representation of
the cardiac motion to improve diagnosis, prognosis and therapy planning?
This part is divided in 3 chapters focusing each on a different clinical question
and applied each to a different population. In Chapter 7, we classify two populations
of healthy subjects and infarcted patients based on a prior reduction of dimension-
ality of the motion using a reduced number of polyaffine parameters. We show
that our low-dimensional representation allows for very good classification results
using classical machine learning algorithms. Furthermore, we are able to quantify
the importance of each of the parameters in the classification. These parameters
represent clinical indices that can be understood by clinicians and provide insights
into what is the main impact of an infarct on the motion. In Chapter 8, we use
the Barycentric representation of the motion presented in Chapter 5 as an efficient
cardiac motion signature. We apply this representation to two populations, one of
healthy subjects and one of patients with Tetralogy of Fallot (ToF). We show that
the signature of each population presents significant differences, corresponding in
particular to a longer systolic duration for the ToF population. Finally in Chapter
9, we perform two longitudinal analyses. The first analysis concerns a population
of adolescents with cardiomyopathies. The evolution of their cardiac motion has
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been studied for two time points spanning one year. The second analysis was an
experimental study of the evolution of the cardiac motion in response of a clinical
test with several acquisitions spanning 2 hours. Healthy subjects and obese patients
followed this experimental protocol and we compare their respective responses.
The main contributions of this part are:
• The use of a low-dimensional representation with polyaffine transformations to
classify a population of hearts with myocardial infarction. The method favor-
ably compares with state-of-the-art in term of classification accuracy (AUC,
sensitivity and accuracy) inline with the best competitive methods.
• The group-wise analysis of the features extracted from the projection and its
application in the context of the study of Tetralogy of Fallot.
• The longitudinal analysis of the cardiac motion for two medical conditions:
cardiomyopathies and obesity using a low-dimensional representation based
on polyaffine transformations.
Perspectives
In the last chapter of this thesis, we conclude by summarizing the key con-
tributions of this work. We also recap the key objectives and goals of the work.
Finally, we propose some perspectives for future works in order to extend the meth-
ods which are described in this thesis. Some of these suggestions are already under
development in collaboration with other PhD students.
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The contributions described led to 3 journal papers (1 accepted, 1 accepted subject
to minor revisions and 1 in preparation) and 6 conference papers.
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This chapter introduces the concept of registration which will be extensively
used in the rest of this manuscript in different applications related to cardiac images
analysis. The process of registration consists in finding correspondences between a
pair (or a group) of images or meshes. Along with the segmentation of organs, it has
been one of the principal challenges in medical imaging and a very important tool
for analysis. We first introduce the concept, the applications in medical imaging and
the mathematical formalism. Then we go deeper and present two specific different
registration algorithms which we use in the rest of this work. This is not meant
to be a full review of registration methods (a comprehensive review can be found
for instance in [Sotiras 2013] and more recent advances in the field are discussed
in [Schnabel 2016]) but an overview of the principal possible choices in order to
position the methods that we use with respect to the state-of-the-art.
2.1 Introduction
Registration is a key instrument in computational anatomy and has gained an
increasing importance in the past years. Many applications of registration have
been developed and we give here some of the main ones. The registrations of
images between different subjects (inter-patient registration) can be used to find
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relevant differences in their morphology and relate them to a specific disease
[Smith 2002, Cash 2004] in a cross-sectional analysis or to construct an average
model of the anatomy and its variability [Rueckert 2001]. Another common appli-
cation is the analysis of the evolution in time - longitudinal analysis - using mul-
tiple acquisitions of the same subject [Serag 2012, Ashburner 2013, Lorenzi 2013b,
Hadj-Hamou 2016b] to study the impact of a specific disease or therapy. In multi-
atlas segmentation, the segmentation (and more generally the labels) associated with
one or multiple images are transported using registration and combined for a new
patient [Lorenzo-Valdés 2002, Aljabar 2009, Iglesias 2015]. Finally, as the last ap-
plication of this non-exhaustive list, we can cite the parallel transport of images in
order to study them in a common space [Lorenzi 2013b, Pennec 2011]. The goal
of registration is to find a transformation that aligns a pair of spatially dependent
data. We define the formalism with the example of images [Zitova 2003], but we ask
the reader to keep in mind that the same formalism can be used with little changes
in the context of the registration of other data structures (landmarks, curves, sur-
faces, volumes...): we then refer to the registration of shapes [Van Kaick 2011]. An
example of shape registration is given in this chapter with the framework of currents
and, in the following chapter, a method that combines both in an innovative way
will be introduced.
In general, registration involves two images but the concept can be extended
to a group of images [Bhatia 2004]. For example, in the context of cardiac motion
tracking, it is of great interest to use the information present in the whole sequence.
Therefore, there is a need to perform the task with all the images taken together
[Mahapatra 2012a] rather than to do it independently for each frame. In this in-
troduction, we will focus on the simple case with two images: the source or moving
image M , and the target or fixed image F . These two images are defined in the
image domain Ω and we suppose they are related by a transformation ϕ that we
are looking to find. In chapter 5, we define methods to extend this framework from
pair-wise to group-wise registration in the context of cardiac motion tracking using
Barycentric Subspace.
2.2 Registration Algorithms
The task of finding the optimal transformation mapping the two images together is
traditionally cast as an optimization problem of an energy E of the form:
E(M,F, ϕ) = S(F,M ◦ ϕ) +R(ϕ),
ϕ = arg min
ϕ∈T
E(M,F, ϕ). (2.1)
This objective function has two distinctive terms. The first one, the similarity
term S evaluates how well the fixed image F and the warped moving imageM ◦ϕ are
aligned. A standard measure in the case of images is the Sum of Square Difference
(SSD) but we will see many more complicated choices for this metric. The second
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Fixed Image Moving Image Deformation Deformed Moving
Figure 2.1: An example of registration of a 3D cardiac short-axis image. The moving
image is mapped to the fixed image with the deformation field (blue). One can notice
the presence of fat on the bottom of the heart in the moving image and not in the
fixed image. These differences of texture can prove challenging for a registration
algorithm, and cause large deformations to be evaluated.
term, the regularization R encodes the a-priori on the smoothness and properties of
the transformation set by the user. It can take multiple forms as well, but usually
favors small deformations over large ones.
The moving image is warped through the action of the transformation ϕ which
acts on all the points x of the image domain Ω. One common way to characterize
the transformation is through the displacement field u which is defined as ϕ minus
the identity transformation: ϕ(x) = x + u(x). In the registration, the transforma-
tion ϕ is optimized within a set of possible transformations T . The choice of the
space T depends on the level of detail we want the transformation to capture. It
is strongly related to the choice of the regularization. If the set of transformation
has few degrees of freedoms and is parametrized by a small number of parameters
θ that produce smooth deformations (for example rigid transformations), then reg-
ularization might not even be necessary. However, if the parametrization of the
transformation is dense, then there is a need of a strong regularization for the prob-
lem to be well-posed.
Finally, one needs a method to solve the optimization. The choice of the opti-
mizer is important as well, as different methods will lead different results. This is due
to the inherently ill-posed nature of the registration problem. If the transformation
is densely parametrized (one vector of 3 scalars per voxel), then the information in
the image (one scalar per voxel) does not give enough constraints versus the number
of parameters. Even in the very restricted case of rigid transformation (6 parameters
in 3D), the problem of registration can be ill-posed. One can think, for example, of
matching two spheres with the same radius one to another. The optimal solution
would be defined up to a rotation. Also, given the non-linearity and non-convexity
of the objective functions, the algorithm will always reach a local minimum. For
these reasons, the choice of the optimization scheme and its initialization is of great
importance to ensure to get a relevant solution.
Therefore, a registration algorithm is mainly defined by these three components:
(i) the energy criteria with the similarity term to match the data, (ii) the choice of
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the transformation space and a regularization term to constraint the problem, (iii)
an optimization scheme to solve it. We review the main possible choices for these
components and their impact of the registration process.
2.2.1 Similarity Measures
Following the classification of [Sotiras 2013], we can distinguish three different
type of choice for the similarity criteria. Firstly, geometric approaches [Gil 2010,
Morel 2009, Chui 2003], which look for the correspondences between landmarks of
the images. Landmarks are chosen as to correspond to salient image location, in
order to be easily detected by the algorithm. Once these landmarks have been ex-
tracted in both images, the solution of the registration can be found by minimizing
the energy on the, generally small, number of landmarks. One advantage of this
method is its relative robustness to large deformations. Indeed, as landmarks are
detected on the whole image, large deformations mapping the images can be found
as long as the respective landmarks are detected correctly. Among the disadvan-
tages, one can cite the difficulty of detecting landmarks in a reliable way. Finding
correspondences between landmarks is also a difficult problem and errors in the cor-
respondences can greatly impact the final results. Furthermore, the landmarks give
only a sparse set of correspondence, which does not allow to find dense transfor-
mation of the space and requires the use of interpolation between the landmarks.
Therefore, the accuracy of the transformation found decreases as the distance to the
landmarks increases.
Secondly, iconic methods evaluate the accuracy of the registration by looking
at a criteria based on the intensity of the images. With respect to geometric ap-
proaches, they evaluate an energy criteria based on the dense image grid rather
than a sparse set of landmarks. This might lead to a better quantification of the
transformations but it comes at the cost of increased computational expense. This
computational cost often prevents these methods to search extensively to all possible
parameters. Therefore, they might not be able to find large deformations and get
stuck in a local minimum of the criteria. Also, since the criteria is computed on the
whole images, the registration can be influenced by part of the images with little
information, instead of being driven by the main landmarks of the anatomy. The
most common similarity measures is the sum of squared (SSD) differences which is
a sound choice under the assumption that intensity between images differ only by a
Gaussian noise process. As images are often acquired with different machines and
setups, this might not be a realistic assumption so that it is important to normalize
the intensity of both images. Other metrics can also, often more efficiently, deal
with this problem. For example, correlation coefficient (CC) assumes an affine re-
lationship between intensities. The relation of the intensity between both images
can be more complex, for example in multi-modal registration. For these cases,
approaches derived from information theory [Maes 1997, Viola 1997] use a criterion
called mutual information (MI) which does not assume any particular relationship
between the image intensities. It is also possible to combine multiple similary mea-
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sures, in [Cifor 2013] each voxel is described by three image features: intensity,
local phase, and phase congruency. Finally, recent advances in deep learning have
proposed to directly learn the similarity criteria in a machine learning approach
[Simonovsky 2016, Cheng 2016].
Thirdly, hybrid methods that use both types of information in order to combine
the advantages and prevent the drawbacks of each method. One way to do it is
to use the geometric information as an initialization. Then, each information is
taken into account in a separate and sequential way. The geometric information
is used first to align both images and get the large deformations, increasing the
robustness of the method, then an iconic methods follows to refine the matching
[Yin 2010, Postelnicu 2009]. However, there is no guarantee that the correspon-
dence found in the first step will be conserved in the second step. Another way
to combine both methods is to use the geometric information as a constraint on
the algorithm [Roche 2001, Cachier 2003, Biesdorf 2009, Lu 2010]. For example by
adding a penalization on the similarity criteria or by constraining the transformation
to lie within a subspace that is consistent with the result of the geometric approach.
2.2.2 Transformation Spaces and Regularization
The choice of the transformation space and the regularization is of great importance
and comes down to a trade-off between the complexity of the deformation and
the computational efficiency. The degrees of freedom of the transformation space
encodes the richness of the description of the transformation and related parameters
will have to be estimated by the algorithm. The number of parameters (or degrees
of freedom) that a registration algorithm can estimate in a robust way depends
closely on the data to noise ratio of the images. When millions parameters have to
be estimated (for example non-parametric dense transformations), one needs to add
a regularization term for the problem to be well-posed. We review quickly the most
common choices for the transformation spaces, starting from the most constrained
to the less constrained.
The simplest type of transformations are the rigid (or linear) transformations
[Ourselin 2000, Ashburner 2007b]. They include translations and rotations. In 3D
they are parametrized with a vector of 3 parameters for the translation and 3 an-
gles for the rotations around each axis. Regularization penalization can be added
to encode prior knowledge on the parameters, although the model is usually sup-
posed to be constrained enough. Extension of rigid transformations to incorporate
scaling and shearing can be done with affine transformations. These transforma-
tions are encoded by a 3 × 4 matrix acting on the homogeneous coordinates (12
parameters: the parameters of the rigid transformation plus 3 parameters of scal-
ing on each axis, 3 parameters of shearing and 3 parameters of rotation). Then,
one can combine affine transformations in order to reduce the constraint and model
more complicated transformations. In [Feldmar 1996], the authors introduce locally
affine transformations that are attached at each point of the surface. In piecewise-
affine transformations [Pitiot 2006], these affine transformations are defined at a
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regional level of the image. Finally, with polyaffine transformations [Arsigny 2005],
the regions are now defined with weights on the image. The weight at each point
of the image can be interpreted as the probability of a point to belong in a spe-
cific region. These affine-transformations have the advantage to be parametrized
with a reduced number of parameters which can be interpreted as regional transla-
tion/rotation/scaling/shearing.
Many other parametrization of non-rigid (or elastic) deformations exist and in-
stead of giving an exhaustive list, we give here properties that are of great important
for biomedical imaging. The first important property of a parametrization is the dif-
feomorphism: the transformation is invertible and both the function and its inverse
are differentiable. One important consequence of this property is that these deforma-
tions preserve the topology of the images. The transformation is always one-to-one
and no crossings can appear. A main example of such diffeomorphic parametriza-
tion is the Large Deformation Diffeomorphic Metric Mapping (LDDMM) framework
[Beg 2005]. In LDDMM, diffeomorphisms are parameterized using the end points
of the flow of a time varying velocity fields according to the Euler-Lagrange trans-
port equation. Another important property of the parametrization is the symmetry.
This means that changing the order of the moving and fixed image should gives the
inverse transformation. Additionally, one would like to have a simple way to com-
pute the inverse of the transformation. Even though the LDDMM framework gives
diffeomorphic transformation, the algorithm is not symmetric and there is no wasy
way to compute the inverse. To make the algorithm symmetric multiple solutions
have been proposed [Beg 2007, Avants 2008]. In [Arsigny 2006], the author proposes
to consider Stationary Velocity Fields (SVF) as opposed to time-varying ones. It
provides an efficient formulation of diffeomorphic registration and an easy way to
compute the inverse, while still maintaining all the desirable properties of LDDMM.
On the other side, not all diffeomorphisms can be represented with a SVF.
2.2.3 Optimization Methods
The choice of the optimization strategy to solve equation 2.1 can have an important
impact on the result. Indeed, due to the complexity of the problem (especially for
non-rigid registration), it is unrealistic to search exhaustively the whole subspace
of possible transformations. One has to reduce the space on which to minimize the
function which might lead to find a sub-optimal solution or local minimum. There-
fore, an optimization strategy has to be defined that is able to scan a sufficiently
large part of the transformation space while still being computationally tractable.
Optimization methods are generally classified in two separate categories: con-
tinuous optimization which deal with variables that take real values and discrete
optimization where variables are taken from a discrete set. A popular example
of a registration method using discrete values is the discrete Markov random field
[Shekhovtsov 2008] and the discrete optimization is usually done using a graph-
based method [Boykov 2001]. In [Heinrich 2016], the authors represent the image
domain as multiple comprehensive supervoxel layers and the optimisation acts on
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the coarse scale representation of supervoxels. The case where the parameters are
continuous variables is more common. The most common way to solve the energy
is gradient descent and its extensions. Starting from an initial guess of the transfor-
mation (usually identity), the algorithm follows the direction given by the gradient
of the energy which is supposed to be differentiable [Klein 2007]. The step size at
which one follows the gradient direction has to be chosen efficiently as to adapt
as one gets closer to the solution. In conjugate gradient descent, the knowledge of
the previous computed gradients are used as well to compute the next update. As
another example of many adaptation of gradient descent, one can cite stochastic
gradient descent that alleviates the computational burden of computing the exact
gradient with an approximation [Klein 2009b].
2.3 LCC Log-Domain Diffeomorphic Demons
In this section, we present the LCC Log-Domain Diffeomorphic Demons
[Lorenzi 2013a] algorithm that will be used with several applications through this
manuscript and also extended to other problems such as multi-reference registration
(Chapter 5). This algorithm builds on the demons forces proposed in [Thirion 1998].
Inspired from the optical flow equations [Barron 1994], non-parametric non-rigid
registration is considered as a diffusion process with the demons forces that push
according to local difference of intensities between both images. The methods alter-
nates between these forces and a regularization with a Gaussian smoothing kernel.
2.3.1 Optimization Method: Alternate Optimization
[Pennec 1999] reformulates the method in order to provide a better theoretical
framework of what were heuristic and intuitive ideas. It is shown that the update
demons forces can be considered as an approximation of a second order gradient
descent on the sum of square of intensity differences. The regularization with Gaus-
sian smoothing is considered as a minimization problem of an energy criteria. We
present here the framework of [Cachier 2003, Vercauteren 2008] where the problem
is cast into the minimization of a well-posed criterion by introducing a hidden vari-
able c in the optimization for point correspondences. The interest of this variable is
to separate the optimization into two easily tractable sub-problems. Each iteration
walks towards the optimum of the global energy:
E(M,F, c, s) =
1
σ2i






σx accounts for a spatial uncertainty on the correspondences, Sim is a similarity
metric that classically can be SSD such that Sim(F,M ◦ c) = ‖F −M ◦ c‖2 but we
will see an extension to a more advanced and robust metric, dist(s, c) = ‖c−s‖ and
Reg(s) can have multiple forms depending on the problem.
In the classic demons algorithm, the optimization is performed within the com-
plete space of non-parametric transformations using additive updates of the form
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Algorithm 1 Exponential φ = exp(v) with scaling and squaring.
1: Input:Velocity field v.
2: Choose N such that 2Nv is close to 0.
3: Scaling: Scale velocity field φ = 2Nv.
4: for N times do
5: Squaring: Square φ = φ ◦ φ
6: Output:Diffeomorphic map φ = exp(v).




Sim(F,M ◦ (s+ u)) + ‖u‖2.
For the regularization, different choice of Reg will lead to different solutions. One












which leads to an efficient and easy way to solve the regularization step by convo-
lution with a Gaussian smoothing kernel: s = Gσ ∗ c.
2.3.2 Deformation Parametrization: Stationary Velocity Field
One of the limitations of the deformation field parametrization is the lack of
constraints to ensure that the transformations computed are one-to-one or invertible.
Also this parametrization does not force any smoothness whereas it is of considerable
interest to work with transformations that preserve properties such as smoothness of
curves, surfaces or other features associated to anatomy. In [Vercauteren 2008] the
authors propose to use Stationary Velocity Fields (SVF) [Arsigny 2006] instead of
deformation fields used for the additive demons to parametrize the transformations.
We present now the formalism of SVF which are derived from time-varying velocity
fields from the LDDMM framework.
The large deformation diffeomorphic metric mapping setting
(LDDMM)[Beg 2005] provides a framework where diffeomorphisms are pa-
rameterized using the end point of the flow φ of a time varying velocity fields
φ′(t) = vt(φt) such that the transformation ϕ can be found as ϕ(x) = x+
∫ 1
0 vt(φt)dt.
While time-varying velocity fields provide a sound framework to parametrize dif-
feomorphisms, it is very computationaly intensive and difficult to implement in
practice. In [Arsigny 2006] the authors propose to simplify the condition and
use Stationary Velocity Fields (SVF), which provide a more efficient framework
while still maintaining all the desirable properties of LDDMM. The one-parameter
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with initial condition φ(x, t) = id. The transformation ϕ is then defined as the Lie
group exponential map exp(v) = φ(x, 1) = φ(x) and can be efficiently computed
with the scaling and squaring algorithm (see Algorithm 1). The use of SVFs leads
to a good compromise between theory and efficiency for computationally tractable
registrations. The composition of transformations in the log-space are done using
the Baker-Campbell-Hausdorff (BCH) formula [Bossa 2007]:
BCH(v, w) = log(exp(v) ◦ exp(w)) (2.2)






[w, [v, w]]− 1
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[w, [v, w]] + ...
In practice, for numerical efficiency, one usually keeps only the first two terms of the
decomposition which gives already a good approximation if one of the terms is small.
The optimization problem can then be written in the log-space with c = exp(vx)
and s = exp(v) as:
E(M,F, v, vx) =
1
σ2i
Sim(F,M ◦ exp(vx)) +
1
σx




2.3.3 Similarity Metric: Local Correlation Coefficient
Finally, [Lorenzi 2013a] introduces the local correlation coefficient (LCC) in the log-
demons framework replacing the classical SSD similarity measure. SSD has the
benefit to be simple to implement numerically but is very sensitive to intensity
biases in the images, which can be very important if the images were acquired with
different machines or under different settings. In the case the bias is simply a global
affine relation between the intensities of the images, it can be either pre-processed
prior to the registration. Or criteria such as the (normalized) correlation criteria
can account for multiplicative and additive bias [Dong 1995]. But it might not be
sufficient if the relation is more complex and local.
In this case, the LCC can provide a more robust metric by estimating the
local affine scaling parameters of the intensities (additive plus multiplicative)
[Pennec 2003, Avants 2008] and was used in several successful registration algorithms
as a good trade-off between the simple SSD and the very unconstrained Mutual In-
formation. Considering the fixed image F, and its local mean image F = Gσ ∗F (x)







The LCC similarity varies between −1 (perfect negative correlation), 0 (no corre-
lation) and 1 (perfect correlation). It measures how the intensities of the two images
are correlated within a local neighborhood of size σ. In [Lorenzi 2013a], the authors
show that the LCC similarity measure can be efficiently used in the Log-Demons
framework with a solution of the update δv = vx − v of the similarity energy:
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Algorithm 2 LCC Log-Demons algorithm.
1: Input: A fixed image F and a moving image M . (Optional: an initialization of
the velocity field v0).
2: for n until convergence do
3: Given the current estimation of the deformation ϕn = exp(vn), compute δv
using the symmetric forces in Eq. 2.3, the fixed image F , the moving image
M and the current warped moving image Mn and warped fixed image Fn,
4: For fluid-like regularization, smooth the update with a Gaussian Kernel: δv =
Gσ ∗ δv,
5: Compose the update with the current estimation vx = BCH(vn, δv) using
BCH Eq. 2.2,
6: For diffusion-like regularization, smooth the update with a Gaussian Kernel:
vx = Gσ ∗ vx,
7: vn+1 = vx, compute the exponential of vn+1 and −vn+1 using Algorithm 1,
and Mn+1 = M ◦ exp vn+1,Fn+1 = F ◦ exp−vn+1,
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Therefore, the LCC criterion preserves the structure of the original Log-Demons
algorithm. In particular, it is still symmetric (the demons forces are computed in a
symmetric way) and the SVF parametrization is diffeomorphic.
Finally, it should be noted that the algorithm allows for multi-resolution in
order to look at the transformation at different scales. One main benefit, is that
larger transformation can be estimated avoiding the problem of being stuck in a
local minima. Another benefit of multi-resolution is to speed up the registration.
The higher levels of the multi-resolution scheme are faster because the sizes of the
images processed are lower. Usually, 3 levels of multi-resolution are used. The LCC
Log-Demons algorithm is summed up in Algorithm 2.
2.4 Framework of Currents for Shape Registration
A shape S ∈ S is a generic geometrical object that can be represented by different
structures of data. The most simple one is the Point Cloud where the shape is
represented by a set of points (xi)i≤n. If the number of points is fixed and each label
i supposed to represent a specific location in space, then we will usually refer to them
as Landmarks. If we add a connectivity matrix linking pairs of points (or vertices),
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Figure 2.2: Two example of shapes from segmentation of cardiac images. (Left):
short axis view of a surface segmentation of the myocardium: LV in red and RV in
green. (Right): 3D view of a volumetric segmentation of the myocardium
we get Curves and one can cite for example the representation of white matter
bundles in medical imaging [Durrleman 2011]. The Surface Meshes are triangular
meshes in 3D made of a set of vertices and a connectivity matrix linking triplets
of vertices. Similarly Volumetric Meshes are tetrahedral meshes with connectivity
matrix linking quadruplets of vertices. In the context of cardiac imaging, these
two structures are used to represent segmentations of the myocardium (see Fig.
2.4). The surface mesh representation is often used in statistical shape analysis
of the heart [McLeod 2013b, Frangi 2002, Bruse 2017b, Bruse 2017a] whereas the
volumetric mesh resentation of the myocardium is used for bio-mechanical model
[Bestel 2001, Marchesseau 2013] of the heart function.
The formalism presented before in the context of medical image registration can
be extended with little change to the registration of shapes, with no regards of the
specific representation chosen. Let’s consider two shapes, a moving M and a fixed
F . Similarly to image registration, we consider the registration as the problem of
finding the transformation ϕ minimizing the energy:
E(M,F, ϕ) = S(F,M ◦ ϕ) +R(ϕ),
ϕ = arg min
ϕ∈T
E(M,F, ϕ). (2.4)
The main challenge when considering shapes is the difficulty to derive a similar-
ity metric. In the case of shapes represented by landmarks, some simple similarity
metric can be defined and the aligning transformation can be recovered as the so-
lution of a system of equations constructed from the established correspondences
[Guo 2004]. However, in the general case of a point clouds with no correspondence
(and generally a different number of points), the correspondence problem itself is far
from trivial, especially in the case of strong deformations. Rigid registration can be
solved effeciently with the Iterative Closest Point (ICP) algorithm, which updates
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Figure 2.3: A triangulated mesh computed from a segmentation of the myocardium
of a MRI image (blue). At each face (triangle) of the surface is associated a Direct
delta currents whose vector is the normal at the surface and the norm is the area of
the surface.
the transformation by finding the closest point on the target shape at each iteration
[Besl 1992, Chen 1992]. For non-rigid diffeomorphic transformations with an infi-
nite number degree of freedom, one has to define a relevant metric between shapes.
In this context, the framework of currents [Vaillant 2005, Glaunes 2005] provides an
unifying method to process any sets of shapes whatever the chosen representation
(sets of points, curves, surfaces...) with a metric that does not assume any kind of
correspondence between structure. We briefly summarize the mathematical theory
of the currents and then present the algorithm.
2.4.1 The Formalism of Currents for Surface Representation
We present the formalism of currents in the specific case of surfaces, and refer the
reader to [Durrleman 2010] for a comprehensive review of currents in the generic
case. Mathematically, a current is a continuous linear mapping LW (w) from a
vector space W to R, i.e. it is an application that integrates vector fields. For





〈w(x) | n(x)〉dσ(x), (2.5)
where n(x) is the normal of the surface at the point x, and dσ(x) is the infinitesimal
surface element at x. The shape S is then characterised by how it integrates these
vector fields. A common analogy made is the one of a 3D scanner used to acquire
the geometry of an object. It digitalises the geometry by probing its surface with
laser beams. The object is reconstructed through the reflection of the beams on the
surface which can be though as an equivalent of the mathematical integration of a
flux given by Eq. 2.5. A surface is now embedded in the vector space of currents
which means usual linear operations such as the addition or substraction are now
possible.
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The space of test vector field W has not yet be defined, it will have a great
impact of how the currents will represent the surfaces. In [Glaunes 2005], the
authors propose to define W as a vector space generated by a Gaussian kernel
KW (x, y) = exp(−‖x− y‖2/λ2W ) which turns W into a reproducible kernel Hilbert
space (RKHS). W is the dense span of basis vector fields which can be written as
wαx (y) = KW (x, y)α. The vector α represents the direction of the basis field and
y represents its position. The kernel KW defines an inner product in W with the
formula:
〈wαx , wβy 〉W = αTKW (x, y)β.
There is a close relation between the RKHS W and the space of currents W ∗ which
is its dual: a basis vector field wαx (y) = KW (x, y)α in W is associated to a Dirac
delta currents δαx = LW (wαx ) inW ∗. Intuitively, a Dirac delta current is an infinites-
imal vector α that is concentrated at the spatial position x. We can decompose
the current T of the surface S as an infinite sum of Direct delta currents defined
infinitesimally at each point of the surface and oriented along the normal.
In practice, surfaces will be represented by a finite set of triangles (triangulated





where xk are the barycentres of the mesh faces and αk their normal (Fig 2.3). The
vector field w dual of the current T (w) is the spatial convolution of every normal
vector αk with the kernel KW , w(x) =
∑
kKW (x, xk)αk. The scalar product in W
∗
for Delta dirac currents derives directly from the scalar product in W :
〈δαx (w), δβy (w)〉W∗ = 〈KW (x, .)α,KW (y, .)β〉W = αTKW (x, y)β.
The distance and the scalar-product between two surfaces can be calculated using
their basic representation as discrete sum of Dirac delta currents. An important
computational property of the distance is its asymptotic behavior when the distance
between x and y is low:
‖δαx − δβy ‖2W ∗ = ‖α− β‖2 + 2‖x− y‖2/λWαTβ +O(‖x− y‖4/λ4W ).
In this case the difference of orientation ‖α − β‖2 will mainly drives the distance.
On the other side, when the points x and y are more than a few λW apart, there is
an upper bound of the distance:
‖δαx − δβy ‖2W ∗ ≤ ‖α‖2 + ‖β‖2.
It means that delta currents located far away will have little impact on the optimiza-
tion of the distance, as the penalty is almost constant, so that an efficient algorithm
can focus on optimizing the distance of currents that are within a neighborhood of
some λW .
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We have defined a efficient metric on the space of surfaces represented by cur-
rents. This metric depends on the choice of the size of the kernel λW . This choice of
the width λW is of great importance as it defines at which scale one looks at the fea-
tures of the shapes. The larger the value of λW , the coarser the representation of the
shape with currents. Difference of shapes at scale lower than λW will be considered
as noise and will contribute weakly to the distance. This parameter sets the level of
details we want to study and a low parameter will accounts for more details of the
surfaces. On the other side, algorithm trying to match two fine representations of
shapes with currents might be less robust computationally.
2.4.2 Surface Registration Using Currents and LDDMM
The transformation ϕ which maps the moving mesh M to the fixed mesh F is
parametrized using the Large Deformation Metric Mappings (LDDMM) framework
[Dupuis 1998, Miller 2002, Beg 2005]. ϕ is computed as the end-point of the inte-
gration of a time-varying velocity field φ′(t) = vt(φt) and ϕ(x) = x +
∫ 1
0 vt(φt)dt.
This parametrization ensures that the transformation is diffeomorphic which means
it is an invertible function and both the function and its inverse are smooth. One
can compute the inverse transformation by following the reverse path.
The velocity belongs to a RKHS V generated by the Gaussian KernelKV (x, y) =
exp(−‖x − y‖2/λ2V ). The vector fields vt are therefore defined as the convolutions
of sets of moments vectors βi by the kernel KV . The regularization in the LDDMM
framework is done by penalizing the length of the deformation trajectory. The
energy of a velocity field at deformation φt(y) is defined using a right-invariant
metric ‖vt‖2φt = ‖vt ◦φ
−1
t ‖2V , where ‖.‖V is the norm of the RKHS V generating the




βTi KV (xi, xj)βj .
The energy of the trajectory is computed as E(φt) =
∫ 1
0 ‖vt ◦ φ
−1
t ‖2V . Deformations
minimizing this energy are geodesics and therefore are entirely defined by their initial
velocity fields v0(x) and the momentums β0i throguh the geodesic shooting property
[Miller 2006, Ashburner 2011].
The flow of deformations is entirely parameterized by a set of initial positions
of control points c0 and initial momenta α0. Finally, the registration problem is
cast into the minimization an energy made up of a matching term (the norm of the
previously defined inner-product between currents representation of shapes) and a





‖ϕ1(M)− F‖2W + α0TK(c0, c0)α0,
where σk is a trade-off parameter between regularization and matching, K is a
gaussian kernel. This is now a finite dimensional optimization problem which is
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optimized using a gradient descent scheme (details of the implementation can be
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In Chapter 2, we introduced registration in medical imaging. We showed two
examples of registrations algorithms, one working with images and one working with
shapes. This chapter is meant to bridge the gap between shapes (usually resulting
from segmentations of images) and images. We show how we can efficiently use
segmentations and shape matching in order to learn deformable image registration.
Part of this work was submitted to the MICCAI 2017 conference and is cur-
rently under review. The version presented here is an extended version that is in
preparation of a journal submission.
3.1 Motivations
Non-linear registration - the process of finding dense voxel correspondence between
pairs of images - is a key instrument in computational anatomy and has gained an
increasing importance in the past years. Many applications of registration have been
developed ranging from the analysis of different subjects (cross-sectional analysis)
to find relevant differences in their morphology, the analysis of the evolution in time
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(longitudinal analysis) using multiple acquisitions of the same subject, atlas-to-
image registration to perform an atlas-based segmentation or the parallel transport
of images in order to study them in a common space.
Traditional methods to find the optimal deformation field mapping two images
rely on the optimization of a matching criteria - controlling the local correspondence
of the voxel intensities - together with a regularization term - making the problem
well-posed and imposing regularity on the deformation to find. These methods usu-
ally have several drawbacks preventing them from being used in clinical practice.
One main problem is the high computational cost (time and memory) of these meth-
ods as they often requires many iterations and evaluations of the energy function
[Ceritoglu 2013]. Another problem is the possibility of the optimization to remain
stuck in a local minimum because of the non-convexity of the objective function.
Finally, these methods usually require to set up multiple parameters which can con-
siderably impact the quality of the registration. While it may not be a problem
for an experienced user, this may be unpractical to non-experienced users or to
automatize the process for data with different levels of noise.
In an attempt to overcome these problems, new approaches to predict registra-
tion parameters based on machine learning have been proposed. The main challenge
to predict such a dense deformation field is the non-linearity of the relation between
the voxel intensities of the pairs of images and the parametrization of the transfor-
mation. In this context, Convolutional Neural Networks have set new standards for
several tasks in computer vision where there is a need to predict highly non-linear
function. Whereas these methods have gained large popularity for medical image
segmentation and classification, they are still under-represented in the context of
image registration.
This under-representation may be due to the inherent difficulty to provide a
ground truth mapping between pairs of images. While it is possible for a human to
classify an image or to draw the contours of the segmentation, the task of finding
pairwise voxel matching is very difficult if not impossible, especially when the cor-
respondances have to be found in a 3D image. Therefore, to train learning-based
methods, we have to find alternative ways to define ground truth than manual input.
One way is to compute synthetic images deformed with known transformations, but
it is hard for these images to account for the inherent noise and artifacts present
between pairs of medical images, often leading to over-simplistic synthetic exam-
ples which would not be as challenging as real pair of images. In [Yang 2016], the
prediction is trained based on ground truth provided by a registration algorithm
previously run on pairs of images. Doing so effectively speeds up the registration
algorithm. However, the problems seen in the algorithm used for computing the
ground truth will likely be learned by the learning method if one does not add
additional information.
We chose to take another approach and train on reference deformations defined
from the registration of previously segmented region of interests instead of the re-
sult of a registration algorithm on the images. Therefore, our approach does not try
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Figure 3.1: Overview of the method. From images with segmented ROIs (here car-
diac images with segmented myocardium), we derive ground truth transformations
parametrized by SVF (section 2). In section 3, we present our SVF-Net architecture
for deterministic prediction. Finally, in section 4 we evaluate our method using dice
scores and distances on surfaces.
to align more global and structural information of the images. This choice is sup-
ported by the fact that a good matching of intensities is not always correlated with
physiologically plausible deformations. In a classical optimization approach, it is
difficult to avoid minimizing a matching criteria based on the difference of voxel
intensities. However, learning-based methods give us the opportunity to learn on
different type of information than intensities of the images. For example, in the
context of inter-patient cardiac registration, one is mostly interested in getting a
very accurate matching of the contours of both myocardiums rather than a good
intensity matching so it seems natural to use this information to define our refer-
ences deformations. These deformations are then used to train a fully convolutional
network building our registration method.
From a database of images where the region of interests have been segmented,
we consider the segmentations as surfaces and we register these surfaces to a com-
mon template giving us dense correspondences between shapes. The framework
of currents [Durrleman 2014] provides an elegant mathematical method to perform
this task. Once the point correspondences between pair of images is defined, we
use an elastic body spline to interpolate this deformation on the whole image grid.
Finally, an iterative log-approximation scheme is used in order to derive a dense
Stationary Velocity Field (SVF) [Arsigny 2006] which provides an efficient frame-
work to parametrize diffeomorphisms. These reference SVFs are then used to train
a convolutional neural network directly predicting the transformation between pair
of images parametrized by a SVF. We compare our method with a state of the art
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registration algorithm [Lorenzi 2013a] and show that, not only the accuracy is in-
creased, but also it is more robust and way faster. The organization of the paper is
summed up in Figure 3.1.
Contributions
• A method for computing reference transformations between pair of images,
using mesh segmentations which are registered in the space of currents.
• As the shapes can be defined or corrected manually, our method provides an
efficient way to introduce manual input in the computation of the deforma-
tions to train a learning-based registration algorithm. This is not the case with
approaches that rely on synthetic images or the result of a registration algo-
rithm on the images. This approach comes nearer to the classical definition of
a ground truth defined manually.
• A fully convolutional neural network for 3D registration prediction. Our ar-
chitecture is able to detect global features and deformations that could not be
detected with a sliding-window approach (for ex. [Yang 2016]). It also proves
to be faster at testing time as only one pass of the whole image is required.
• A more robust and faster registration method validated on a large database
of 187 segmented cardiac images.
3.2 Reference Deformations Computation
In this section, we detail our methodology to derive a reference deformation
parametrized by a dense SVF v(x) mapping symmetrically two shapes together.
We place ourselves in the context of shapes defined by surfaces, as this is a tradi-
tional output of segmentation algorithms, but the method defined here is generic
and could also be applied to other types of data structures such as point clouds,
landmarks, curves and volumes. From a database of N images In where the region
of interests have been segmented, we consider the segmentations as surfaces Sn and
we register these surfaces to a common template T giving us a deformation ϕn map-
ping the template to each of the segmented shape. Each point of the template T can
then be thought of as a landmark which is mapped into each of the surface meshes of
our database. Using the registration with respect to a common template avoids the
need to do all the pairwise shape registrations thereby limiting the number of shape
registration to N . Then, this correspondence with the template can be used for the
N2 pairs of images and the point correspondence between pair of images gives us a
displacement field defined for the set of landmarks. We extrapolate this deforma-
tion field to the whole grid using spline interpolation (sec. 3.2.2). Finally, we choose
to parametrize the deformations using SVF instead of the traditional deformation
fields and explain this choice in section 3.2.3. The whole process is summed up in
Algorithm 3 and we detail each of these steps in the following subsections.
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Algorithm 3 Computation of the SVF symmetric parametrization of the registra-
tion between two images using ground truth segmentations.
1: Using the framework of currents, compute the transformations ϕ1,2 between
one surface mesh template T and both surface meshes S1 and S2 to get S̃1 =
ϕ1(T ) ≈ S1 and S̃2 = ϕ2(T ) ≈ S2. Each point pi of the template is mapped to
ϕ1(pi) and ϕ2(pi) giving us a dense point correspondence between the pair of
images.
2: Compute the displacement field extrapolation u1,2(x) on the grid of the image,
such that on each point pi of T we have u1(ϕ1(pi)) = ϕ2(pi)−ϕ1(pi) (resp. with
u2).
3: Initialize v0 = (u1 − u2)/2.
4: for i while convergence do
5: Compute the exponential fields w1 = exp(vi) and w2 = exp(−vi)
6: Estimate the error of the transformations e1 = u1 − w1 and e2 = u2 − w2.
7: Compose the SVF with the errors: vi = BCH(vi−1, (e1 − e2)/2) where BCH
is the Baker Campbell-Hausdorff approximation of the composition of SVF
[Lorenzi 2013a]
8: return: the SVF v mapping symmetrically the two segmentations .
3.2.1 Currents for Shape matching
We describe here the methodology to derive correspondences between pair of surfaces
segmented from images. In our case, we want to avoid the burden of having to
define landmark correspondences and directly learn in an automatic way from the
surface segmentations. To do so, the framework of currents [Vaillant 2005] has
gained increased popularity in the medical imaging field and allows to avoid a strict
point-wise matching and treat the problem as true surface matching without the
point correspondence issue. In this work, we will use an extension of currents to non-
oriented surfaces called varifolds [Durrleman 2014]. We refer the reader to Chapter
2 for a description of the LDDMM registration using currents.
3.2.2 Elastic Body Spline Interpolation
From two shapes, both registred to the common template, a point The point corre-
spondence between pair of images gives us a displacement field defined for the set of
landmarks. To interpolate it to something defined on the whole image grid an elastic
body spline interpolation is used. This choice is motivated because this interpolation
is driven by a physical model, making it a natural choice for regions where no land-
marks are found. Given the two sets of n deformed points from the template: ϕ1(pi)
and ϕ2(pi), which are mapping the shapes S1 to the shape S2, we look for a trans-
formation u which fulfills the interpolation conditions: u(ϕ1(pi)) = ϕ2(pi)−ϕ1(pi),
for all i = 1, ..., n.
The elastic body spline is a 3-D spline that is based on a physical model (the
Navier equations) of an elastic material. It provides a curved mapping between
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Figure 3.2: Example of a ground truth SVF (red vector field scaled at 0.3) com-
puted from two segmentations. We show here the moving image together with the
segmentation of the myocardium (blue) and the segmentation of the myocardium of
the fixed image (orange). (Left): Short-axis view. (Right): Longitudinal view.
two 3-D spaces that is consistent with the physical model given this set of pairs of
corresponding landmarks [Davis 1997]. Finally, the deformation field u parametrizes
a transformation that approximately maps the shapes S1 and S2, and the pair of
images on the landmarks.
3.2.3 Stationary Velocity Fields for Diffeomorphism Parametriza-
tion
At this point we have a displacement field u which parametrizes the transforma-
tion ϕ such that ϕ(x) = x + u(x). One of the limitations of the parametrization
with displacement fields is the lack of constraints to ensure that the transforma-
tions computed are invertible and smooth whereas it is of considerable interest to
work with transformations that preserve properties such as smoothness of curves,
surfaces or other features associated to anatomy. Therefore, it is crucial to work
with a parametrization that creates diffeomorphic transformations. In this context,
the large deformation diffeomorphic metric mapping setting (LDDMM) [Beg 2005]
provides an elegant framework where diffeomorphisms are parameterized using the




While time-varying velocity fields provide a sound framework to parametrize
diffeomorphisms, it is very computationaly intensive and not so easy to implement
in practice. In order to provide an efficient formulation of diffeomorphic registra-
tion, while still maintening all the desirable properties of LDDMM, [Arsigny 2006]
proposes to consider Stationary Velocity Fields (SVF) as opposed to time-varying




with initial condition φ(x, t) = id. The transformation ϕ is then defined as the
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Figure 3.3: Fully convolutional neural networks for 3D registration: The inputs are
the fixed and the moving 3D images. The output is a dense SVF symmetrically
mapping the two images defined on the initial image grid. The first layers are 2D to
account for the non-isotropy of the input images (short-axis cardiac MRI acquisition
usually have slice Z spacing 4 times bigger than the in plane X/Y spacing). The
number of channels is doubled after each max-pooling layer.
Lie group exponential map exp(v) = φ(x, 1) = φ(x). The use of SVFs leads to
a good compromise between theory and efficiency for computationally tractable
registrations.
3.3 SVF-Net: Fully Convolutional Neural Network Ar-
chitecture
Convolutional Neural Networks (CNN) provide a very efficient way to learn highly
non-linear functions but these methods have yet to gain widespread dissemination
in image registration. Traditional methods tackle the problem in a patch-based
approach [Yang 2016], which are easy and fast to train but are looking only locally
at each patch and therefore miss global information about the registration. For
image segmentation, fully convolutional networks [Long 2015] have been developed
in order to process the whole image in a stream, therefore having the advantage to
also look at global features, instead of looking only locally at each patch. It also has
the benefit to be faster in test time as there is only one prediction to perform for
the whole image instead of predicting each patch individually in a sliding-window
approach. In this work, we propose to adapt the fully convolutional architecture
to the task of registration prediction by training on the dense ground truth SVF
previously computed.
Figures 3.3 illustrates our proposed network architecture. Similar to the standard
U-Net architecture [Ronneberger 2015], it has a contracting part where the network
detects the features and an expanding path building the SVF parametrization of the
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Figure 3.4: Boxplot of the similarity score between the ROIs. (Red): proposed
method, (Blue): Log-Demons with LCC metric. The ROIs we look at are: Left
Ventricle Blood Pool (LVBP), Left Ventricle Myocardium (LVM), Right Ventricle
Blood Pool (RVBP) and Right Ventricle Myocardium (RVM).
registration. The input of the network is both images (moving and fixed) stacked
together. In our application, we study cardiac MRI short-axis images, which are
acquired with a non-isotropic resolution in the Z axis (slice spacing ranges from 6 to
10mm whereas in-plane spacing ranges from 1.5 to 2.5mm). To account from this
discrepancy, the first two layers are 2D layers, then our features map is isotropic in
all directions and we apply 3D layers for the 3rd and 4th layers. The features from
the contracting path are directly concatenated to the deconvoluted features from the
expanding paths. The number of features is double in the first convolution after the
max-pooling in the contracting path, whereas we symmetrically halve the number
of features in the expending path. Finally, in the last layer, a simple 2D convolution
builds the 3 layers corresponding to the SVF parametrization in the X,Y, Z axis at
the same grid as the initial input images. Our architecture has a total of approx.
10 millions parameters.
3.4 Experiments
We test our method on the problem of inter-patients registration of 3D MRI cardiac
images. Our dataset consists of N = 187 short-axis acquisitions of end-diastolic
cardiac images. These data were acquired in multiple clinical centers (University
College London Hospitals, Ospedale Pediatrico Bambino Gesú Roma and Deutsches
Herzzentrum Berlin) and with different scanners causing a large inter-center vari-
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ability which further increases the difficulty of the registration. For each of these
images, the myocardium was segmented based on a data-driven machine learning
approach [Georgescu 2005], from which surfaces corresponding to four regions of
interest were extracted. As a preprocessing step, and to study all the data in a com-
mon space, we first rigidly align the images and resample them to have a consistent
image size of 64× 64× 16 through all the dataset.
3.4.1 Training
We divide the our dataset into a training set (80% = 150 images) and a testing set
(20% = 37 images). On the training set we compute the reference SVFs for all the
pair-wise registrations based on the framework we described. The computation of
the surface matching with the framework of currents took 6 hours on a single core
CPU for each of the 150 training images (a cluster of CPU was used). Note that
it would not have been technically possible to perform the matching with currents
for all the pairs (1502 pairs) of images due to the computational cost. This further
supports our choice not to rely directly on the LDDMM parametrization of the
currents registration but to use SVFs instead. Once the surface are mapped, the
process to compute the SVF parametrization took 4 minutes for each of the pair of
images. Because our method already gives us a large database of ground truth data,
we only use small translations in the X and Y axis for data augmentation. To train
the network, we use the ADAM solver [Kingma 2014], an algorithm for first-order
gradient-based optimization of stochastic objective functions, based on adaptive
estimates of lower-order moments. We implement the network using Tensorflow1
and we train it on a NVIDIA TitanX GPU with 100, 000 iterations which took
approximately 20 hours.
3.4.2 Evaluation
We compare the results with state-of-the-art registration algorithm LCC Log-
Demons [Lorenzi 2013a] for which we use a set of parameters optimized in a trial
and error approach on a subset of the training set. To evaluate the accuracy of
the registration, we compute the registration of all pair of images in the test set
for a total of 372 = 1369 registrations. On average, one registration with the LCC
Log-Demons algorithm took approximately 4 minutes with a Intel Core i7-4600U
CPU 2.10GHz whereas our SVF-Net algorithm took 6 seconds on the same CPU
and less than 30 ms on a NVidia TitanX GPU, increasing the speed by ×40/×8000
with the CPU/GPU implementation.
We apply the registration to the 4 regions of interests defined using our seg-
mented meshes. These regions are: Left Ventricle Blood Pool (LVBP), Left Ven-
tricle Myocardium (LVM), Right Ventricle Blood Pool (RVBP) and Right Ventricle
Myocardium (RVM). Then we look at three standard measures of similarity between
1www.tensorflow.org
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the deformed region of interests i of the moving images Mi (either seen as a sur-
face or as a volume) and the corresponding region of interest of the fixed image Fi.
The measures we compute three different similarity metrics: Dice coefficient, the
Hausdorff distance, the Local Correlation Coefficient (LCC) metric (which is the
metric optimized with the Log-Demons algorithm) and one metric measuring the
smoothness of the deformations.
We computed the metric for the two different methods. Our proposed approach
performed betterwith respect to the Dice coefficient and the Hausdorff distance in
approx 75% of the cases. The detailed boxplots results can be seen in Figure 3.4.
We see that our method performs consistently better than the other tested methods
for the dice index and the hausdorff distance and the difference was found to be
statistically significant (paired t-test). In particular, the difference in accuracy is
larger for the RV than for the LV. It is not surprising since the texture for the RV is
usually less consistent between different patients, therefore a traditional registration
method can have difficulty to match voxel intensities without a shape prior.
As for the LCC metric, which measures voxel intensity matching, although on
average it is better for the LCC Log-Demons algorithm (which optimizes this met-
ric), there is many outliers for which our method performs better as well for these
cases, probably because the optimization algorithm gets stuck in a local minimum
of the function. Finally, we compare the smoothness of the deformations. The dif-
ference of shapes seen in the images can be important, therefore Jacobians tend to
be large even for regular deformations. We are more interested in evaluating how
variable the Jacobian values are inside each region and we show the variance of the
Log-Jacobians normalized by its mean value in Figure 3.4 (bottom right). Statisti-
cally significant differences (p-value of Welch’s test) can only be seen for the RVM
(our proposed method has lower varience) and the LVBP (our method has higher
variance). Overall, both methods output deformations with similar regularity.
Finally, it is also important to note two other important qualities of our method
with respect to state-of-the-art optimization beyond accuracy improvement. Firstly,
this method does not require the setup of any parameter (such as fidelity/smoothness
trade-off, size of kernels, number of iterations...) at test time, making it possible
to use for a non-experienced user. The parameters are set at training time by
an experienced user. Secondly, it is way more robust and never gives completely
incoherent results (in our experiments) whereas optimization approaches can get
stuck in a local minima (especially at the RV location). Figure 3.5 shows different
cases and the matching given by both methods. First row sees a typical case where
optimization fails because of the large difference in texture and shape seen in both
images, it gets stuck in a local minima and does not manage to retrieve the fixed
image shape. Second row, we see that the optimization mistakes the blood at the
left of the right ventricle blood pool as being part of the right ventricle, making
the matching of both right-ventricles completely wrong, whereas our method does
not have this problem. Finally, in the last row, we show one of the case where
the optimization performs the best with respect to our method. One can see that,
although our matching is less precise, it is still acceptable.
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Figure 3.5: Three examples of the results of our registration method versus optimiza-
tion approach. (Left column): the moving image with the myocardium segmentation
in cyan. (2nd column): the fixed image with the segmentation in orange. (3rd col-
umn): our proposed registration with the deformed myocardium segmentation of
the moving image in cyan and the target segmentation in orange. (Right column):
the optimization comparison (Log-Demons LCC ).
3.5 Conclusions
In this chapter, we propose a novel methodology to build ground truth deformation
from pair of segmented images and to train a predictive algorithm. The method
relies on a convolutional network whose architecture consists of contracting layers
to detect relevant features and a symmetric expanding path that matches them
together and outputs the transformation parametrization. Whereas convolutional
networks have seen a widespread expansion and have been already applied to many
medical imaging problems such as segmentation and classification, its application
to build registration algorithm has so far faced the challenge of defining ground
truth data on which to train the algorithm. Indeed, it is an easy task for a human
to provide ground truth classification of an image, and tools have been developed
to manually define contours of a region of interest to train segmentation, but it is
nearly-impossible to manually give an accurate pair-wise voxel matching between
two images to train a registration method.
Here, we present a novel training strategy which uses reference deformations
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defined with segmented regions of interest. Using the framework of currents, the
surface mesh of these regions of interest are matched to a common template giving us
the point correspondence between pairs of images. Based on this correspondence, a
parametrization of the deformation by stationary velocity fields is then interpolated
on the whole image grid and used to train the network. Compared to other methods,
our method has the benefit not to rely on either synthetic images (which often
builds pair of images that fail to account for the inter-patients texture variability
and the artifacts seen in a MRI acquisition) or on the previous computation from
an optimization method (training an algorithm on such ground truth will likely
carry all the drawbacks seen in the optimization). We directly use segmentation of
ROIs together with the framework of currents to build point-correspondence between
shapes, which are then interpolated to get a SVF on the whole image grid.
We show that our method significantly outperforms a state-of-the-art optimiza-
tion method in term of registration accuracy as estimated with similarity metrics on
4 ROIs of the heart. We also highlighted multiple advantages of our method: (i) it
is way faster with a speed-up of ×40/×8000 with the CPU/GPU implementation,
(ii) it does not require the choice of any parameter at test time making it easy to
use for a non-experienced user, (iii) it does not get stuck in local minima in the case
of differences in textures especially at the RV location and (iv) it is more robust
and never gives completely inconsistent results. These qualities are probably more
important than just raw accuracy improvement as they represent the main problems
currently holding back registration methods to be used for large scale database.
One possible perspective that is opened by our method is the multi-atlas mesh
segmentation with a very large number of templates. Whereas traditional methods
have to a-priori choose a set of probable templates due to the computational cost,
the rapidity and robustness of our method gives us the possibility to use many more
atlases in order to compute a whole probabilistic distribution of segmented shapes.
In the next chapter we build a complete pipeline to segment the myocardium in an
automatic and robust way using a multi-atlas segmentation approach with the fast
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This chapter concludes part I of this thesis with a segmentation pipeline derived
from the previously defined registration algorithm. In Chapter 2, we introduced
registration of shapes and images with the example of two algorithms. Then in
Chapter 3, we use the information of the shape registration in order to learn image
registration. This allows the improvement of the registration quality and robustness
while being very fast and efficient. Finally, in this chapter, we leverage the speed
of this registration algorithm to build a robust and accurate mesh segmentation of
the myocardium using a multi-atlas approach. It can be seen as the opposite task
of what has been done in the previous chapter: we were using segmentation to learn
registration and now we are using registration to compute segmentation.
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Figure 4.1: Example of two segmentations of the myocardium. (Left): segmenta-
tion of the myocardium with a tetrahedral mesh. On top of the delineation of the
contours with the shape, each point and cell of the mesh contains multiple labels
about its localization. Here we show the classification RV/LV in red/blue for each
point. (Right): mask segmentation. The mask is an image where each voxel is given
a value usually between 0 and 1. Here we show a mask with values corresponding
to 4 classes: RV/LV blood pool (green/orange), RV/LV myocardium (purple/blue).
4.1 Chapter Overview
In this chapter, we start by giving an overview of segmentation in medical imaging.
We first present the use in clinical practice and the different possible representation
of a segmented shape in section 4.3. In section 4.4, we go on by presenting the main
classes of methods and do a quick overview of the state-of-the-art of the segmentation
methods. Then, we present our multi-atlas approach for the automatic segmentation
of the myocardium. It is made of two consecutive steps. First, in section 4.6, we
detect the location and the orientation of the heart in the image. We perform this
task thanks to a CNN trained to detect two landmarks. One landmark gives the
position of the heart and the other one the orientation. Using these landmarks,
the target image is rigidly aligned with a database of images with ground-truth
segmentation. This is a mandatory step before applying diffeomorphic registration.
In section 4.5, we define a multi-segmentation method to segment the aligned images
using the diffeomorphic registration method presented in Chater 3. We show that we
can further improve the accuracy by fusing the different registered atlas with specific
weights which are functions of 3 metrics evaluating the registration accuracy. The
contribution of each metric on the weight of a point is defined using a supervised
learning approach on a training set.
The main contributions presented in this chapter are:
• A fast and robust end-to-end framework for myocardium segmentation lever-
aging the speed of the SVF-net registration with a large number of atlases.
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• A CNN to detect landmarks and use them to rigidly align an image with
respect to a database.
• A supervised learned method to define weight in order to fuse the segmentation
results of multiple registered atlas.
4.2 Motivations
Most of the methods of cardiac function analysis rely on a correct segmentation
of the myocardium and we need such a segmentation on multiple occasions in this
manuscript. Bio-mechanical models of the heart motion which are used in Chapter
6 are based on a segmented 3D tetrahedral mesh of the LV and RV ventricles.
Many cardiac motion tracking algorithms use either the mask of the segmentation
or even a more complex labeling of the regions of the heart. Polyaffine cardiac
motion tracking, presented in Chapter 6, requires a segmentation of the heart with
the AHA regions labels. Finally, the statistical shape analysis of the myocardium
to classify and detect infarct in Chapter 7 requires the surface shapes of the LV at
end-diastole and end-systole. More generally, segmentation of the myocardium and
blood pool are also often used in clinical practice to derive clinical indexes.
4.3 Segmentation in Clinical Practice
Both ventricles play a fundamental role in the body function with the circulation of
oxygenated blood to the body. The most commonly used clinical indices to evaluate
a cardiac disease are based on geometrical measurements of regions of the hearts:
the blood pool volume, the wall thickness of the myocardium, or the myocardial
mass. In particular, a major clinical measure to assess the efficiency of the heart as
a pumping machine is the stroke volume (the volume of blood pumped by the left
ventricle at each beat). This volume is very often expressed as the ejection fraction
which a ratio of the stroke volume to the end-diastolic volume. The ejection fraction
is an important clinical factor to estimate how important a reduction of the efficiency
of the heart function is (see Fig. 4.2). To compute this value one often relies on
the manual segmentation of the LV blood pool at end-diastole and end-systole.
Then the values computed are compared to reference values found in the literature
[Kilner 2010, Fratz 2013, Kramer 2013].
Manual segmentation of the contours of the myocardium and the blood pool is
still the most used method in clinical practice with respect to semi-automatic or
automatic methods. However, it has several drawbacks. This task is very time-
consuming, especially if one wants to segment each frame of a cardiac sequence,
whereas the clinical work-flow is usually very time-constrained and clinicians do
not have the necessary time to perform these segmentations. It also requires a
minimum training for the clinicians to perform accurately the delineations of the
myocardium. Even with trained experts, the inter-rater variability of manual seg-
mentations can be important [Suinesiaputra 2015] which will impact the measures
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Figure 4.2: The importance of the assessment of the ejection fraction in cardiac
medical imaging. Normal ejection fraction ranges between 46% and 70%. An ejec-
tion fraction below 35% will be considered as a quite severe reduction of the cardiac
function. Images from http://www.hrsonline.org/.
derived from the segmentations. Finally, there is a lack of common guidelines for
the segmentation, and different experts can chose to include or exclude papillary
muscles and trabeculations [Han 2008, Chuang 2011], or to chose a different basal
slice [Van der Geest 1997, Paknezhad 2016] as the top slice to segment. This choice
can have an important impact on the estimation of the ventricular volume and
undermine the comparison with computed using different methods.
Therefore it is of great importance to have an automatic, accurate and robust
method for the segmentation of the myocardium. The accuracy of the following
analysis will be strongly dependent on the quality of the initial segmentation. In
this chapter, we use the previously defined registration method and the segmented
templates to get the segmentation of a new, yet-unseen cardiac image. Segmentation
of a structure can be represented in different ways. The most common represen-
tation is a binary image of the same size than the original image and with voxel
values of 1 for foreground and 0 for background. Segmentations can also be rep-
resented as shapes (surfaces or volumes) delineating the contours of the regions
of interest. This representation is usually more interesting, as one can add differ-
ent labels at each point of the mesh giving additional information. An example
of both representation can be seen in Fig. 4.1. Although methods have been de-
veloped to compute tetrahedral meshes representing a shape from a binary mask
[Yerry 1984, Courchesne 2007, Fang 2009], it is more convenient and more efficient
to directly compute a tetrahedral mesh. Furthermore, segmentation methods based
on the deformation of an atlas with registration, such as the one we will use, can
easily work with either binary mask or tetrahedral mesh. Finally, a binary mask
can easily be extracted from a segmentation represented with a tetrahedral mesh.
These considerations support the choice of working with tetrahedral meshes rather
than binary masks.
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4.4 Segmentation Methods In Medical Imaging
Segmentation is a major topic in medical imaging and it would be too long to
give an exhaustive review of all the techniques even restricting the topic to cardiac
segmentation. We give here a short review of the main class of algorithms and
invite the reader to refer to the survey of [Petitjean 2011, Suinesiaputra 2014] for a
thorough review of the techniques in the context of short-axis cardiac images and
[Dolz 2014] for brain structures.
Image-based methods. Most image based methods sequentially process each of
the contours of the endocardium and epicardium using priori information about their
shapes. For endocardial contour, it can be done efficiently by thresholding the blood
pool voxels intensities whcih is quite higher than the myocardium [Katouzian 2006].
Other methods use dynamic programming to search for the optimal path in a cost
matrix that assigns low cost to object frontiers [Üzümcü 2006]. Using the endocar-
dial contour, the epicardium is then found in a second step, often using a spatial
model with a-priori on the myocardial thickness to improve robustness in the case
the contrast of the wall is not sufficiently defined [Cousty 2010, Jolly 2009].
Voxel-wise semantic methods. Instead of finding contours and delineation of
the surfaces, the problem is posed as the classification of each voxel (myocardium
versus background, or myocardium blood pool and background). Machine learning
methods with classification forest [Shotton 2008, Lempitsky 2009, Margeta 2011]
have been developed with low-level local features and high-level context-rich fea-
tures. Smoothness constraints are often imposed based on semantic information as
a post-processing step [Mahapatra 2014].
Deformable models methods. Deformable models [Delingette 1992,
Montagnat 2005] are surfaces defined within the image domain that can de-
form under the influence of internal forces, defined within the surface itself, and
external forces, computed from the image data. The internal forces ensure the
smoothness of the model whereas the external forces drives the matching of the
model to the data. With respect to voxel-wise segmentation, these methods have
the benefit to directly represent the segmentation with a surface, thereby making
it possible to achieve subvoxel accuracy, a highly desirable property for medical
imaging segmentation. Reviews of deformable models methods can be found in
[McInerney 1996, Xu 2000].
Atlas-based methods. These methods use either one template, or multiple ref-
erences for which segmentation have already been computed (usually manually).
This image or sets of images are usually called an atlas, and a new-image can be
segmented by mapping its coordinate to that of the atlas. First applied to brain
segmentation [Collins 1995] it has also been used extensively for cardiac segmen-
tation [Lorenzo-Valdés 2002, Lorenzo-Valdés 2004, Isgum 2009]. In a first step, the
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Figure 4.3: Schematic representation of the Multi-atlas segmentation pipeline. A
registration method is used to registered each atlas to the target image. Then the
deformation are applied to the ground truth segmentations to transport them in the
coordinates of the target image space. Finally, a method to merge all the labels is
used. Right schema from [Iglesias 2015] shows additional optional steps.
template is registered to the target image and then the segmentation of the template
is propagated using this deformation. If multiple templates are used, a strategy to
combine the registration has to be defined and we will present these methods in
more details in a next section of this chapter.
Deep learning methods. More recently, deep learning methods based on con-
volutional neural networks [Krizhevsky 2012] have been adapted to the problem of
image segmentation [Carneiro 2012, Avendi 2016]. The classification is done in a
voxel-wise manner where a fixed-size patch around each voxel is used to output the
label for the voxel. Patches extracted from manually segmented images are used to
train the network with is then applied to each voxel in a sliding-window approach.
Other architecture, such as the U-architecture proposed in [Ronneberger 2015] and
extended to 3D images [Çiçek 2016, Fritscher 2016], process the image in a single
stream by using upsampling layers. This kind of architecture is more difficult to
train, but the computational time for inference is largely decreased and it also has
the advantage to process higher level features that are not limited by the size of the
patch.
4.5 Multi-Atlas Segmentation: Overview of the Method
We give in this section a complete end-to-end overview of our method for my-
ocardium segmentation. We chose to perform segmentation using the framework
of multi-atlas segmentation (MAS) (see Fig. 4.3), an extension of atlas-based
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methods with multiple templates. First introduced by [Rohlfing 2004, Klein 2005,
Heckemann 2006], the use of multiple atlas extends the range of anatomy that can
be predicted with such model. If the database of atlases is large enough, one can
expect that at least one or multiple atlases will have a shape close to the one of the
target geometry. Also errors due to mis-labeling or failed registration are averaged
in the final segmentation making the process more robust. The benefit of having
a more important prior knowledge of the shapes (and therefore to better capture
anatomical variation) comes at a high computational cost since each of the atlas
image has to be registered to the target image.
MAS algorithm can be decomposed into several components (see Fig. 4.3 -
right). Due to the computational burden of performing the registration with respect
to multiple images, methods that use several atlases for segmentation tend to select
a-priori the atlases to be used. Only the atlases that are supposed to be the closest to
the target image are used in order to reduce the number of registration done. These
atlases are identified and registered to the target image [Rohlfing 2003a]. While this
selection can efficiently decrease the computational complexity, a lot of information
is lost by not using the whole database of atlases. Furthermore, it is often difficult
to decide if an atlas is close to the target image without performing the registration
(which can give a lot of information such as similarity between the registered images
and distance of the deformation).
The registration algorithm presented in the previous chapter gives us a very
fast and robust method with which we can easily perform many registrations in a
short period of time. Therefore, we chose to leverage this speed by not selecting
any atlas a-priori and we use the whole database of ground truths to predict the
segmentation. The method can be decomposed in three consecutive steps. First, in
section 4.6, we extract a ROI of the target image that is aligned with our database.
This is necessary because the diffeomorphic registration algorithm we use, as most
of diffeomorphic registration methods, requires that the pairs of images are rigidly
aligned. Then, the extracted ROI of the target image is registered with each of the
atlas. Finally, we develop a weighting scheme to combine the estimations coming
from each of the ground truth segmentation in section 4.7.
4.6 Rigid Alignment by Landmarks Detection
Rigid alignment of images is required before running the diffeomorphic registration.
For the images of the atlases, we can easily define a common pose and alignment us-
ing the information from the segmented ground truth. For example, we can compute
the barycenter of the LV and the RV defined by the ground truth. Then, using the
center of the LV, we define a common ROI for all ground truth images by cropping
with a fixed size window around this landmark. The center of the RV is used to
compute the direction of the LV to the RV defining orientation of the heart in the
X/Y plan. A 2D rotation on this plan is applied to all images of the atlases (see
Figure 4.5) so that the RV and LV are aligned. We describe in more details the
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Figure 4.4: (Left): Image from a slice of a 3D acquisition. (Right): Same image after
pre-processing (cropping the ROI and 2D rotation around the Z axis to align with
the pose of the atlases). Most of the background has been removed from the image
and only the important information remains. The pose of the LV/RV ventricles and
the heart position is aligned with the atlas making the registration step easier. To
do so, a landmark corresponding to the LV and one corresponding to the RV are
detected.
choice of the transformation using in section 4.6.4. Using this method, we align and
crop our database of ground truth images and segmentations in a common space.
With a new image, for which we don’t have a ground truth segmentation to
easily compute these landmarks, we need to define a method to align this image to
the reference space of the database of ground truth images. We first describe some
possible methods for performing this alignment and we give reasons that support
the choice of our method which rely on the detection of two landmarks. Then we
present the CNN and the architecture used to detect these landmarks and compute
the corresponding 3D transformation that will be applied to the image.
4.6.1 Method for Rigid Alignment
To perform this task, multiple approaches can be taken. A possible approach
would be to perform rigid-registration of the target image to one (or multiple)
images of the atlas. To do so, a large range of algorithms have been developed
[Ourselin 2000, Ino 2006, Ashburner 2007b]. While this method is possible, it might
be computationally costly to rigidly register the target image to each of the atlas.
One possible way to reduce this burden would be to perform the rigid-registration
with respect to only one atlas supposed to be pre-aligned with respect to all the
other references. In this case, the alignment of the target image rely completely on
one registration which could fail in the case both images present large differences in
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texture.
We chose to take another approach and align the position and the pose of the
heart by the automatic detection of two landmarks of the images: the center of
the RV and the center of the LV (see Fig. 4.4). From the position of these two
landmarks, one can define a rigid transformation similarly to what has been done
with the ground truth images. Our method has the advantage not to rely on any
specific atlas and therefore does not introduce a bias with respect to a reference.
Moreover, these landmarks can be easily defined on the atlas images using the ground
truth segmentation meshes. Therefore the set of atlas gives us a set of images and
landmarks positions on which to train algorithms to detect these landmarks with
machine learning methods.
4.6.2 CNNs and Heatmap for Landmarks Detection
To detect landmarks of the heart, several methods have been developed.
[Pavani 2010, Shi 2011] propose to use Haar-like features which are assigned opti-
mal weights so as to maximize their ability to discriminate objects. In [Jolly 2006],
the authors uses techniques such as maximum discrimination, thresholding and
connected component analysis in a global localization step to detect the left
ventricle. Supervised machine learning techniques can also be used such as in
[Mahapatra 2012b], where random forests classifiers are trained on low level fea-
tures (intensity, texture, shape asymmetry and context information) derived from
the neighborhood of annotated landmarks on training images. More recently, meth-
ods based on reinforcement learning have been developed [Ghesu 2016] with effective
hierarchical feature extraction achieved through deep learning.
Inspired by recent works [Pfister 2015, Bulat 2016] using heatmaps regression for
landmark detection, we chose to take a similar approach to detect both landmarks
(LV and RV centers) using CNNs. In particular, the work of [Payer 2016] investigates
the idea of directly estimating multiple landmark locations from 3D image using a
single fully-convolutional CNN, trained in an end-to-end manner to regress heatmaps
for landmarks instead of absolute landmark coordinates. This approach has multiple
advantages over the ones previously proposed. It is a learning-based method so that
we can efficiently leverage our large database of more than 180 images with ground
truth landmarks derived from segmentations. Also, the prediction of heatmaps is an
easier task for a CNNs than the prediction of absolution coordinates of landmarks,
as the localization of the responses in the successive layers can be directly used
to predict the heatmap. Especially, a U-Net type architecture [Ronneberger 2015]
already used for registration can be easily adapted to the task of heatmap prediction.
4.6.3 Training and Results
To train the algorithm, we see the same database of 187 segmented images which was
presented in previous chapter. We divide them into a training set of 150 images and
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Figure 4.5: Heatmaps for both landmarks (RV center: left image, LV center: right
image).
a testing sets of 37 images. For all the images of the training sets, both landmarks
are computed using the ground truth segmentation as the barycenter of all the points









where σ is the decaying factor of the heatmap (set to 20 in our case: multiple values
were tested with little impact on the accuracy of the method). Examples of such
heatmap for both the RV center and LV center landmarks are shown in Fig. 4.5. An
architecture similar to the one presented in Fig. 3.3 is used to learn and predict the
maps. The input of the network is the complete image. It has two 2D-layers and two
3D layers. The features from the contracting path are directly concatenated to the
deconvoluted features from the expanding paths. In the last layer, 2D convolution
builds the 2 layers corresponding to both heatmaps at the same grid as the initial
input images. For data augmentations, random translation on the X and Y axis
are used, as well as translation of the Z axis corresponding to multiple of the gap
between slices. The network is trained using Tensorflow on a NVIDIA TitanX GPU
with 10, 000 iterations which took approximately 10 hours.
At test time, the landmark position p is inferred by computing the point that
minimizes the least-square distance to the predicted map Hpred:




The result of the absolute error for the 37 test images can be seen in Fig. 4.6.
The median error along the X and Y axis is below 3 mm for each landmarks. It
is within the range of the voxel spacing (between 2 and 3 mm) for these images.
There is few outliers and, even for these cases, the error stays below 10mm which
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Figure 4.6: Absolute error on the test set for the detection of both landmarks along
each axis. The error of the detection of the landmarks is comparable to the voxel
spacing (on average 2.5mm× 2.5mm× 8mm for these images).
is still largely acceptable. For the Z axis detection, the error is a little bit higher,
due to the higher voxel spacing on this direction compared to the others. The error
has a median below 5 mm for both landmarks which is to be compared to the slice
gap (between 8 and 10mm). The results were not compared with other state-of-
the-art methods, as the goal was not necessarily to get the most accurate landmark
detection, but rather to get an efficient and robust method to pre-align the images
before the registration process.
4.6.4 Alignment of the Images and Cropping
We do not perform complete rigid 3D alignment with 6 degrees of freedom. Indeed,
we restrict ourselves to only rotation around the Z-axis and we do not consider
rotations along the X and Y axis. In MRI images, the distance between slices is
usually relatively large (6−10mm). Therefore, we want to avoid any pre-processing
that would require interpolations of values in between slices (such as would rotations
around X or Y axis). Similarly, to avoid any interpolation, we restrict the Z axis
translation to multiple of the slice distance. Finally, we are looking for 4 degrees
of freedom (rotation θ around the Z axis, two unrestricted translation on the X,Y
plane and one slice alignment on the Z axis which can be considered as just finding
a common reference slice).
As a last step before the segmentation pipeline, we crop the target image. Ex-
traction of a cropped region around the heart is a necessary pre-processing task to
decrease the complexity of the registration process by providing an image whose
background has been removed. It is even more important since the registration
method we use rely on 3D convolutional networks which require a fixed size image
as input and whose complexity does not scale well with the size of the image. The
images were cropped using a fixed size region based on the detected landmarks so
that the myocardiums of all images are completely included in the ROI. The result
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of the pre-processing step (landmark detection, rigid alignment and cropping) can
be seen in Fig. 4.4.
4.7 Registration of Images and Fusion of Segmentation
4.7.1 Points Propagation
We consider a database of M images Ij , j = 1, ...,M , or atlases for which we have
ground truth segmentations. These segmentations are defined by meshes Sj with
points pjk. Note that with respect to traditional multi-atlas segmentation methods,
our method does not work with segmentation represented with a binary mask of
the image but with a tetrahedral mesh. We suppose that these meshes are defined
with the same number of points which are in correspondence. A possible way to
get such a representation from general meshes can be done by performing the shape
registration with a common template as we have done in the previous chapter. We
perform the registration of each of these images with respect to the target image I.
The resulting deformation field is applied to the segmentation of the atlas Sj . We
note Ŝj the estimation of the segmentation of the image I using the deformation of
the segmentation of the atlas j and p̂jk the estimation of the position of the point
k of the segmentation of the image I using the atlas j. Once each image of the
atlas is registered to the target image, one has to define a method to combine the
estimations defined by each deformed segmented mesh.
4.7.2 Points Combination
The estimations Ŝj with points p̂
j
k of the segmentation of the image I using atlas







where ωik is a weighting function representing our confidence of the estimation of p̂
j
k




k = 1. The choice of this function ω is often
referred as the label fusion (the step of combining propagated atlas labels) and is one
of the core components of MAS [Artaechevarria 2009, Aljabar 2009]. A natural and
widely used choice for this function, without any a-priori knowledge on the accuracy
of the registration computed, is the average over all atlases: ωjk = 1/M . All the
atlases are given the same weight and this can be considered as the equivalent of
majority voting [Heckemann 2006, Klein 2005, Rohlfing 2004] in the binary mask
case. Another common choice is the best atlas selection, where only one atlas Sq,
which is supposed to be the closest one with respect to some metric, is used to
compute the propagated labels.
Choosing only one atlas, even if this is supposed to be the best one, might not
be the optimal choice if one has a very large database. To incorporate a-priori
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Figure 4.7: Visualization of the δ values for 4 ground truth meshes at one slice.
Segmentations that are a little bit less accurate (such as the 2 bottom ones) tend
to have larger values for the δ coefficients.
knowledge about the accuracy of the segmentation while still using all the atlases,
[Artaechevarria 2008] introduce global weight to each atlas proportional to the nor-
malized mutual information between the registered atlas image and novel image in-
tensities. While global weights are able to account for global dissimilarities between
registered images, they cannot model the spatially-varying nature of registration
accuracy. Therefore, more advanced methods use local and semi-local weighting
schemes [Isgum 2009, Iglesias 2009] based on similarity metrics on the intensity of
the registered images. Finally, local and global metrics can be combined such as in
[Wolz 2013] which use three different terms, reflecting global, organ-level and local
similarities. In this work, we chose to define a local metric and adapt this framework
to the case where segmentations are defined with points instead of binary masks.
This local metric is learned with a supervised method which we describe in the next
section.
4.7.3 Supervised Learning of Local Distance
Definition of the Local Distance. In this work, we define the weights based
on a estimation of the error at each point. In this section we describe how we learn
this local distance. This local distance will be used in the next section to define the
weight of each point of each atlas in the final segmentation. The error at each point
is estimated locally as a linear function of 3 different metrics related to registration
accuracy.
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• The first one Ajk = LCC(p̂
j
k) is the Local Correlation Coefficient (LCC)
[Lewis 1995, Cachier 2000, Lorenzi 2013a]. This metric locally estimates the
similarity between the voxel intensities of the images. This metric is preferred
to the standard SSD because we are dealing with MRI acquisitions from dif-
ferent patients and scanners whose intensities can largely differ.





2 is the square norm of the displacement
of the transformation at point pjk. The rationale is that we have more confi-
dence in small transformations (corresponding to similar images) than in large
transformations (corresponding to pair of hearts whose shapes differ largely).




k‖2 corresponds to the agreement
of the estimation of an atlas with respect to the rest of the database.
• On top of these parameters corresponding to the confidence we have on the
registration, we define for a point of each ground truth atlas a parameter δjk
which measures the intrinsic confidence on the position of the point k of atlas
j.










Supervised Learning of the Coefficients. The coefficients (α, β, γ, δjk) of this
distance are learned on a training set as to minimize the square difference of the
distance versus the ground truth error. We consider a training set of N images
Ii for which we apply the registration with respect to each atlas and compare the
estimated point p̂i,jk with the ground truth atlas q
i,j
k







2 − d(p̂j,ik )
)2
.
The parameters are estimated using our database with M = 150 data taken
as atlases j and 37 data used for the training i. Optimal values obtained for the
parameters are α = −187.34, β = 0.0790, γ = 1.39. This is consistent with the intu-
ition of the impact of each feature: a high value for the LCC coefficient is correlated
with a good registration accuracy whereas the two other coefficients are negatively
correlated. Figure 4.7 shows the values for δjk for 4 different meshes. Points that
are located in the right ventricle have higher values of δk as the registration tends
to be less accurate because myocardium of the right ventricle is less clearly defined.
4.7.4 Computation of Weights Based on Local Distance
We define the local weight of each point of each atlas as a function of the local
distance with a kernel σmetric. Furthermore, we also smooth the weights spatially
with a kernel σspatial. Finally, the weights are normalized in order to sum to 1 :
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Figure 4.8: (Left): Error on the testing set with different values of σmetric with
σspatial = 10. With a very low value of σmetric, only one template is taken into
account at each point (the best template). With very large values, all the templates
are equally weighted. (Right): Error on the testing set with different values of
σspatial with σmetric = 4. Very low values correspond to completely local and no-
smooth, very large values correspond to global metric which means smoothing on the
whole mesh. Result for multi-atlas fused with average (all the templates are equally
weighted) and best (only the best template is taken into account) are shown.













The kernel σmetric corresponds to the confidence on our estimation of the local
distance d(p̂jk). Large values for the kernel corresponds to small confidence. At the
limit when σmetric becomes large enough, all the weights become equal and we get
the simple method of averaging the labels and the local distance does not have any
impact. The spatial kernel σspatial is to ensure spatial consistency of the resulting
segmentation. Large values of σspatial will make the weights more global whereas
small values will make them more local. At the limit when σspatial becomes large
enough, each ground truth template will have all the points with exactly the same
value for the weight.
Figure 4.9 shows the results on the error on the test set depending on different
value for σmetric and σspatial. Results show that this method to fuse the labels
improve the accuracy of the segmentation with respect to the simple average of the
points and to the best template. Furthermore, we achieve the best accuracy with
a spatial kernel around 10, with the accuracy decreasing afterwards. It shows that
evaluating locally the error still increase the accuracy with respect to a completely
global metric.
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Error on the testing set for increasing number of templates used
Figure 4.9: Error on the testing set with respect to the number of templates used.
Finally, Fig. 4.9 shows the accuracy of the segmentation on the test sets with
respect of the number of templates on the training set used. Results show ma-
jor improvement of the accuracy of the segmentation as the number of templates
increase. While standard registration algorithms would not allow the use of such
large database because of the computational cost of the registration, the speed of
our registration method makes it possible in our case. While classical registration al-
gorithms need around 1− 10 minutes to perform one registration, our method takes
less than 1 second to perform the same registration. Therefore, we can leverage
large database of ground truth in this multi-atlas segmentation method, increasing
efficiently the accuracy of the segmentation.
4.8 Conclusions
Most of the work done in this thesis relies on a correct segmentation of the my-
ocardium whether it is in the form of a binary mask (for cardiac motion tracking),
in the form of a tetrahedral mesh for cardiac bio-mechanical simulations (Chapter
6) or in the form of a labeling of the AHA regions (polyaffine framework in Chap-
ter 7 and Chapter 9). Therefore, developing a segmentation pipeline was crucial
to perform the analysis done in the rest of this manuscript. With respect to most
state-of-the-art method, our method computes directly a tetrahedral mesh repre-
sentation for the segmentation. It is an important quality of our method because of
the flexibility of this representation which can be used directly for shape statistics
and bio-mechanical simulation.
To combine the different segmentation into the final result, we define local
weights that are a-priori learned on a training sample. These weights are based
on an estimation of the confidence of the evaluation of a specific point by each atlas.
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We show that fusing the points with weights defined with this local estimation of
the error efficiently increase the accuracy of the resulting segmentation. Further-
more, results show that adding templates in the estimation of the segmentation in
the multi-atlas method increases the accuracy.
The method presented here has several important qualities. It is completely
automatic and does not even require the location of the heart as user input, thanks
to the landmarks detection network. With respect to traditional multi-atlas seg-
mentation algorithm, the speed of the registration method defined in Chapter 3
allows us to use a large database of atlases. We show that increasing the database
efficiently improves the accuracy of the final segmentation. This supports the neces-
sity of having a very fast and robust registration algorithm that can perform many
segmentation with a reasonable computational cost. In order to fully validate the
accuracy of our method, comparison with other state-of-the-art methods needs to
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Part I of this thesis focused on the segmentation of the myocardium from the end-
diastole image using multi-atlas registration. In this part, from the segmentation
defined at the first frame, we follow the motion of the myocardium through all
the frames of a cardiac sequence to study the cardiac motion and define its low-
dimensional representation. This representation will be used in Part III of this
manuscript in which we show applications to diagnosis and longitudinal analysis.
5.1 Chapter Overview
In this chapter, we first give an overview of cardiac motion tracking. We present the
challenges of adapting a registration method to this specific task. Then, we propose
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an innovative methodology to challenge the traditional approach used in cardiac mo-
tion analysis. Instead of relying on the registration of each frame with respect to the
end-diastolic frame chosen as the reference, we develop a new group-wise paradigm
which relies on Barycentric Subspaces computed using multiple references. We first
introduce the theoretical framework of barycentric subspaces and the methods to
project an image and to compute its coefficients. Then we show how this subspace
can be used efficiently as a prior on the cardiac motion in the registration process.
The work presented in this chapter is extracted from a journal article [Rohé X]
submitted to Medical Image Analysis and accepted subject to minor revisions. This
journal article is an extension of the work published at the MICCAI 2016 conference
[Rohé 2016b].
The main contributions with respect to state-of-the-art are:
• The introduction of a new method for dimension reduction and low-
dimensional subspace analysis: the Barycentric Subspace [Pennec 2015] in the
context of medical images.
• The methods for computing the coordinates of an image within a Barycentric
Subspace, for choosing the reference frames building the optimal subspace, and
for reconstructing an image given the coordinates and the references.
• The use of this subspace to build an efficient prior for a cardiac motion registra-
tion algorithm, reducing the error for the estimation of the large deformations.
5.2 Background: Cardiac Motion Tracking
Many pathologies of the heart affect its motion during the cardiac cycle and therefore
it is crucial for clinicians to have methods to understand and analyze the different
patterns of motions seen in a population [Konstam 2011]. The motion dynamics
observed in pathological cases can be compared to that of normal subjects in or-
der to better understand the impact of a given disease. Efficient classification and
quantification of the cardiac motion of a patient can help clinicians to have addi-
tional insights in order to help in diagnosis, therapy planning, and to determine the
prognosis for a given patient [Bijnens 2007, Young 2006]. For example it can be
used to extract relevant clinical indices such as the ejection fraction or strain values
at different locations of the heart [Rohé 2015], to compare two different popula-
tions [McLeod 2015a] based on the pattern of their cardiac motions, and to perform
longitudinal analysis during the development of a disease or following a therapy.
Cardiac Images Tracking the myocardial tissue with physical markers is invasive
and can not be used in clinical practice. Therefore, non-invasive methods have
been developed using medical imaging. To capture and analyze this 3D motion
over a cardiac cycle, clinicians rely on acquisitions of a sequence (or frames) of
images representing a cardiac cycle with Magnetic Resonance, Echocardiography or
Computed Tomography. These acquisitions are becoming more and more widely
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used in clinical practice as a means to assess the efficiency of the cardiac motion.
A visual judgment from an expert can give a first idea about the specificities of
the cardiac motion of a given patient. However, clinicians need a more precise
quantitative evaluation because the differences seen in the images can be small
and hard to detect but still have important physiological consequences. It could
be possible for clinician to manually track a given set of points for all frames and
derive clinical indices from this motion. But this would be very time-consuming,
subject to bias between different rates, and difficult since the correspondences have
to be found in 3D images. Therefore, it is almost never performed in a clinical
workflow. A convenient method to track cardiac tissue is to use a modality derived
from MRI called tagged resonance imaging (tagged MRI) [Park 1996, Huang 1999,
Young 1999, Garot 2000]. The intersections of the tagged planes can be used as
control points to infer the motion of the myocardium. But this modality is not used
routinely in clinical practice. In this work, we will restrict ourselves to the more
complicated problem of tracking traditional MRI without the information from the
tagged lines. However, the methods presented can be extended with little changes
to the other modalities: tagged MRI, Echo or CT.
5.2.1 Cardiac Motion Tracking Algorithms
With tracking algorithms, a quantitative measure of the motion is estimated as a
result of registration. Non-rigid diffeomorphic transformations are usually preferred
to rigid transformations which are too simple to encode the complex dynamic of
the myocardium. In general, the deformation from each frame with respect to a
reference is computed to describe how each image differ from the reference image.
Therefore, all the registration methods described in Chapter 2 can be extended
naturally to cardiac motion tracking. In this section, we will present the specific
challenges of registration in the context of cardiac motion tracking and give some
example of how classical registration algorithms are adapted this specific task. We
refer the reader to the review articles [Makela 2002] and more recently [Wang 2012]
for a quite exhaustive list of state-of-the-art methods for cardiac motion tracking.
Incompressibility Constraint One of the major challenge of cardiac motion
tracking over classical registration is how to incorporate physiological constraints
into the algorithm. The myocardium has been shown to be close to incompress-
ible [TSUIKI 1980, Wenk 2012]. Therefore, algorithms which guarantee exactly
or nearly incompressible deformations have been proposed to account for this con-
straint. In [Bistoquet 2008a, Bistoquet 2008b], a model using a matrix-valued radial
basis function to represent divergence free displacement fields, which is a first order
approximation of incompressibility, is used. [Zhu 2010] employ two surfaces, each
driven by the image-derived information, which a evolving together in a coupled way,
keeping the volume of the myocardium constant to ensure incompressibility. The
log-demons algorithms was also adapted to account for the incompressibility of the
myocardium. The iLogDemons algorithm [Mansi 2011, McLeod 2011] incorporates
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this constraint by changing the way the regularization is performed and replacing
the traditional Gaussian smoothing by an efficient elastic-like regulariser based on
isotropic differential quadratic forms of vector fields. The registration energy func-
tional is finally minimised under the divergence-free constraint. In [McLeod 2012],
polyaffine parameters are estimated based on the Demons optical flow approach
adding a penalization for incompressibility.
Choice of Parametrization Another challenge is the dimensionality of the
representation of the motion. Log-demons algorithm (and other methods such
as [Tautz 2011, Curiale 2016]) uses transformations represented by a dense fields
parametrized at the voxel level. When these transformations have to be esti-
mated for all the frames of the sequence, the number of parameters represent-
ing the motion can become very large and encode lots of redundant information.
Therefore, representations using a lower number of parameters have been devel-
oped. One of the most popular representation are transformations parameterized
using B-spline [Schnabel 2001, Ledesma-Carbayo 2005, Shi 2012, Rueckert 2015]. In
[Rueckert 1999] a B-spline based method was introduced in the context of breast MR
sequences and was later extended to incorporate a incomprehensibility constraint in
[Rohlfing 2003b].
Polyaffine transformations [Commowick 2008, Arsigny 2009] which are exten-
sions of Polyrigid transformations [Arsigny 2003, Arsigny 2005] are another way to
define transformations with a reduced number of parameters. In this framework,
rigid or affine transformations are computed at the regional level and fused together
in a smooth manner to obtain a diffeomorphic global transformation. Therefore,
the global transformation is only represented by a number of parameters equal to
the 12 times the number of regions. In Chapter 6 of this work, we will present these
transformations in more details.
Group-Wise Registration and Temporal Consistency Finally, the tracking
of the cardiac motion should not be considered as the registration of each frame
individually but rather as a unique problem of finding the most probable motion
taking into account the information of all the group of frames. Therefore, meth-
ods to do the registration in a way that ensure temporal consistency have been
developed. In [De Craene 2010, De Craene 2011, De Craene 2012], a temporal dif-
feomorphic framework based on B-spline was proposed where the velocities rather
than displacement were represented by a series of free form deformations (FFD).
In [Huang 1999] tag line features are extracted from the sequence and used as in-
put of a four-dimensional (4-D) time-varying B-spline model for 4-D tracking while
[Wang 2015] proposes a method based on two spatial phases of the signal combined
to get an analytical estimator for 2D local displacements. In [Schaerer 2010], the
authors use a dynamic model to enforce periodicity and temporal smoothness con-
straints, while in [Clarysse 2000], the spatio-temporal myocardial displacement field
is modeled by a cosine series model fitted to the entire tagged dataset.
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The work that will be presented in this chapter takes an innovative approach to
tackle this problem of temporal consistency using group-wise registration. Instead
of performing the registration with respect to a single reference, a subspace made
of multiple reference representing optimally the cardiac sequence is built to serve as
a low-dimensional representation of the sequence. We introduce this notion in the
following section.
5.2.2 Evaluation of Tracking Methods
Finally, we give a little word on how to evaluate the accuracy of these methods as this
is always a burning issue. Both real image sequences (where ground truth motion is
defined with landmarks annotated by experts) and synthetic image sequences can be
used. Real images provide more realistic and difficult data because all the artifacts
and noise inherent to the acquisition are present whereas synthetic sequences do not
always reproduce the same level of noise. However, the annotation of the ground-
truth motion by experts is a very difficult task and there is usually a low agreement
as to what the motion is. This is why we will prefer to use synthetic sequences to
evaluate the accuracy of our tracking methods.
An important resources to evaluate the performance are challenges where mul-
tiple algorithms are tested on the same data to compare the qualities and the weak-
nesses of each method. In part of the STACOM workshop at the MICCAI confer-
ence, two challenges related to cardiac motion tracking have been organized. The
first one, held at STACOM 2011 [Tobon-Gomez 2013], concerned MRI and Echo
sequences. The second, held at STACOM 2012 [De Craene 2013], was exclusively
using Echo images with a focus on strain assessment. Each of these challenges was
open to any team wanting to test, validate and compare their algorithms. We refer
the reader to these challenges for a comparative view of the state-of-the-art methods
for cardiac motion tracking.
5.3 Motivations: Low-Dimensional Representation of
the Cardiac Motion
Usually, the analysis of the motion of the heart is done by performing a statistical
study on the deformations computed from time-sequences of medical images. To
do so, one needs to cope with the the non-linearity of the space of deformations of
medical images and to cast traditional linear statistics in the Riemaniann space of
deformations. One elegant framework to study motion is the one defined of Joshi
et al. [Joshi 2004]. This framework works in the space of imagesM, and we note I
a particular point of the manifold: in our case an image. In a nutshell, images are
mapped together by deformations which are geodesics paths from one image to the
other. Then statistics can be performed on each point of the manifold by analyzing
the tangent vector of the geodesic at this point [Rao 2003, Rougon 2004]. In the
context of cardiac motion analysis, the different frames of the motion are compared
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Figure 5.1: (Left): representation of the classical methodology. A mean point (image
in green) is computed and the statistical analysis for each data is done with respect
to this point. The reference is not a point of the data. (Right): our proposed
multi-reference approach. Each data is directly looking at a set of references chosen
among the data, the subspace is not built based on a central point.
and deformation fields matching the voxel intensities of the images are computed
- the registration step - in order to have an estimation of the motion through the
cardiac cycle. Once these deformations are computed, the statistical analysis relies
on finding a good low-dimensional representation of these deformations. In a Eu-
clidean space, one would simply have to compute the Principal Component Analysis
[Hammer 2009] to get subspaces maximizing the unexplained variance. In the space
of deformations on medical images, we need to consider extensions of the PCA to
manifolds.
There are different ways to extend the concept of principal affine spaces from
a Euclidian space to something defined on manifolds. The simplest generalization
is tangent PCA, where a covariance matrix is build on the tangeant space of the
Karcher or Fréchet mean [Qiu 2012, Vaillant 2004, Sweet 2010]. In the context of
the study of a cardiac cycle, this method would require the definition of a mean
point on which the deformation to the rest of the sequence are computed. While
this is possible, the mean is often a poor descriptor of the whole cycle due to its
circular pattern (see Figure 8.4: top-left). Because of that, the study is often simply
done based on the first frame which corresponds to the end-diastole (ED). This
frame is gated with the ECG and corresponds to the start of the propagation of the
electrical wave, therefore it might seem to be a natural choice to use as a reference to
study the whole cardiac motion. But this choice is empirical and introduces biases
to the whole study. Moreover, one single reference is often not enough to study the
whole motion especially when deformations are large [Tobon-Gomez 2013]. Other
methods such as Principal Geodesic Analysis (PGA) [Fletcher 2004] and extension
[Zhang 2016] define subspaces which are spanned by the geodesics going through a
point. The tangent vector is then restricted to belong to a linear space of the tangent
space. But these methods also rely on only one single reference and therefore are





Figure 5.2: Barycentric subspace of dimension 2 built from 3 references images
(R1, R2, R3). Î is the projection of the image I within the barycentric subspace
such that ‖ v̂ ‖2 is minimum under the conditions
∑
j λj v̂j = 0 and v̂ + v̂j = vj .
subject to the same limitations when studying the whole cardiac cycle.
For these reasons, there is a need for a new, multi-reference framework to study
the cardiac motion. In this paper, we use a more general type of family of sub-
spaces on manifolds called Barycentric Subspaces which was first introduced in
[Pennec 2015]. The point of view taken to construct these subspaces is different
from the one traditionally seen in statistical analyses. Instead of building a mean
value and subspaces based on the data to study a new point with respect to the
mean value, each point is directly analyzed with respect to multiple references as
is schematically represented in Figure 5.1. Therefore, the analysis is not performed
with respect to a single template: the subspace is built based on multiple reference
images chosen among the frames of the sequence. This alleviates the problem of
relying on a central value which might not be a good descriptor of all the data.
This also gives a more consistent framework to study data in the case where the
underlying distribution is either multimodal or simply not sufficiently centered.
We first introduce the methodological background that builds on the theory
of [Pennec 2015] and we apply it to medical images. We define the method to
compute the optimal reference images as well as the barycentric coordinates of a
projection inside the Barycentric Subspace. Then, we introduce the method to
compute an image within the subspace given coordinates and references. We show
that this multiple references approach leads to substantial improvement over the
traditional single reference methodology. We improve the estimation of the motion
through the registration by using our barycentric subspace as a better prior for the
cardiac motion tracking, reducing the registration error for the large deformation
between end-diastole and end-systole by 30%. Finally, we reconstruct the sequence
of images from our low-dimensional representation and show that our method has
better results both quantitatively and qualitatively than traditional single reference
methods based on tangent PCA.
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Algorithm 4 Computation of the projection of an image I to the subspace spanned
by the references Rj and the associated barycentric coefficients λ∗j .
1: Given an image I, and a set of references (R1, ..., Rk+1) compute the registration
vj of the image I to each reference.
2: Derive the closed-form solution λ∗ = S−11/
∑
i(S
−11)i (see Appendix 5.A).





the projection of the image Î = I ◦ exp v̂.
5.4 Methodology: Barycentric Subspaces
In this section, we detail the methods and algorithms to introduce Barycentric Sub-
spaces in the context of medical images. Barycentric Subspaces were first presented
for generic Riemaniann Manifolds in [Pennec 2015] and then adapted in the context
of medical imaging in [Rohé 2016b]. We remind here the main steps and notations
defined in the previous works to adapt the theoretical framework from Riemaniann
Manifolds to the context of computational anatomy (image deformation analysis).
We follow the generic framework of Joshi et al. [Joshi 2004]: we work in the space
of imagesM and we use the notation I for a particular point of the manifold, which
in our case corresponds to a specific frame within a 3D+t sequence of images of
cardiac motion during a cycle. Two images I1 and I2 are mapped one onto the
other by deformations: the geodesic which is the optimal path from one image to
another. Geodesics are represented by the initial velocity field
−−→
I1I2 of the geodesic
path. In practice, the geodesic is the result of the registration of the two images
which gives us an inexact matching that approximates the tangent vector of the
geodesic shooting one image to another. In the following, we will place ourselves
in stationary velocity fields (SVF) framework [Vercauteren 2008] which gives a sim-
ple and yet effective way to parametrize smooth deformations along geodesics using
one-parameter sub-group. We use vi,j as the notation to represent the stationary
velocity field parametrization of the deformation mapping image Ii to Ij and we
suppose that this SVF is inverse consistent: the inverse mapping of Ij to Ii can be
obtained by taking the opposite: vj,i = −vi,j .
5.4.1 Definition of the Subspace
A Barycentric Subspace of dimension k is defined with respect to a set of (k + 1)
reference images (Rj)j=1,...,k+1. While traditional subspaces are defined explicitly,
Barycentric Subspaces are defined implicitly as the set of points Î for which there





Using the notation with SVFs, we write the condition
∑k+1
j=1 λjvj = 0, where vj is the
SVF mapping the image Î to the reference Rj . These notations are schematically
represented in Figure 5.2. Since images of the Barycentric Subspace are defined
implicitly, we need to introduce specific methods to find the projection of an image
within the subspace as well as to compute an image based on its coordinates.
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Algorithm 5 Derivation of the optimal references Rj of a set of N images In.
1: Given N images In, compute the cross registration vi,j of all pair of images.
2: for all k + 1 combinations of references (R1, ..., Rk+1) within the set of images
do
3: For n = 1, ..., N , compute the projection vector v̂(In) within the barycentric
subspace defined by (R1, ..., Rk+1) with Algorithm 4.




5: return: the set of references (R1, ..., Rk+1) realizing the minimum of
E(R1, ..., Rk+1).
5.4.2 Projection of an Image to the Subspace
We denote Î(Rj)j=1,...,k+1 (or simply Î) the projection of an image I on the Barycentric
Subspace spanned by the reference images (Rj)j=1,...,k+1. This projection is asso-
ciated with coefficients λ(Î) = λj=1,...,k+1 representing the coordinates of Î (and
by extension the low-dimensional representation of I within the Subspace). The
projection Î of I is defined as the closest point to I that belongs to the barycentric
subspace. The distance to the subspace is encoded by the norm of the SVF v̂ which
parametrizes the deformation of I to Î realizing the minimum distance as shown in
Figure 5.2. As seen previously, the constraint that Î belongs to the barycentric sub-
space can be written as
∑
j λj v̂j = 0. Using the Baker-Campbell-Hausdorff (BCH)
[Vercauteren 2008] formula, we get a first order approximation of vi = v̂ + v̂i. The
problem can now be written as:
min
v̂
‖ v̂ ‖2, subject to
∑
i




Since the weights λj are defined up to a global scale factor, we can add the additional
condition that they should sum to one:
∑
j λj = 1. This way, the coefficients are
normalized which make them easier to analyze and they can be seen as Barycentric
coefficients in the traditional Euclidean meaning. We also add the constraint λi ≤ 1:
it forces the projection to lie within a border defined by the references. This forces










λi = 1, λi ≤ 1.
A closed-form solution λ∗ of this optimization problem can be found by solving
the Lagrangian [Bertsekas 2014] (we leave the details at the Appendix 5.A). Finally,





i vi. The computation of the projection vector v̂, the projection
of the image Î and the coefficients λj are summed up in Algorithm 4.
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Algorithm 6 Computation of an image point from a set of coordinates and optimal
references.
1: Given k + 1 references Rj and k + 1 barycentric coefficients λj , set I0 = Rp
where p is the index of the largest λj .
2: for n until convergence do
3: Compute the registration of the image In with respect to each current refer-
ence to get the SVFs vi.
4: Project the SVFs on the barycentric sbuspaces to get v̂ =
∑
i λivi.
5: Warp the references in the direction of the projection: R̂i = Ri ◦ exp(v̂ − vi).
6: Update the intensity by computing the λ−weighted average: In =
∑
i λiR̂i.
7: return: the image I.
5.4.3 Computation of the optimal References of a sequence of Im-
ages
At this point, we have not defined a methodology to chose the references Rj used
to build the subspace among all possible point of the space. Using the fact that
the norm of the projection v̂ to the subspace encodes its distance to each image,
we propose an optimization approach by choosing the references Rj minimizing the
average distance to the space:




where v̂j is the projection of the point j to the barycentric subspace defined by
(R1, ..., Rk+1). We sum up the process to find the optimal references in Algorithm
5.
5.4.4 Computation of an Image within the Subspace
A method to synthetically compute an image given a set of coordinates is also
needed, in order to extrapolate data within the subspace or to reconstruct a se-
quence fron its low-dimensional representation. Given a set of coordinates λj in
a Barycentric Subspace defined by k + 1 references Rj , we want to compute the
image I which fulfills the condition
∑
i λivi = 0. This condition alone could lead to
multiple solutions: we could start from any of the reference, deform it, and find a
different image. Therefore, in order to get a single consistent solution we compute
the λ-weighted average of the intensity of the warped images. It also has the benefit
to enforce a smooth change of texture as the coefficients change. The algorithm is
described in Algorithm 6.
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Error of the projection of a sequence to the Barycentric Subspace
Figure 5.3: (Left): Example of the norm of the projection vector to the Subspace
for 1 patient over the cardiac sequence with 1D, 2D and 3D−Barycentric Subspace.
The projection is null for each of reference frames. (Right): Mean norm over all the












Figure 5.4: Schematic representation of the proposed approach, references used for
each approach are shown in green. Left: traditional approach where only the ED
image is used as a reference leading to large displacements to be evaluated between
the ED and ES frame. Right: proposed approached where multiple images are used
as references, all the images of the sequence are close to at least one reference.
5.5 Using Barycentric Subspaces as a prior on the Reg-
istration
The key instrument of cardiac motion analysis is non-linear registration: it allows to
track the motion of the myocardium and compute deformation fields representing the
motion during a cycle. These deformation fields can then be used to perform statisti-
cal analysis and compare different motions. A great variety of registration algorithms
[Klein 2009a, Ashburner 2007a] have been developed in medical imaging, some of
which have been adapted and improved to the specific task of cardiac motion track-
ing [Chandrashekara 2004, Tautz 2011, De Craene 2011]. These algorithms can be
roughly classified in two categories. On one side, algorithms which look for smooth
deformations by reducing the degrees of freedom and parametrize the deformation
using a reduces number of variables, such as for example [Arsigny 2009]. On the
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Algorithm 7 Use of the Barycentric Subspace as a prior in the computation of the
registration of a frame with respect to k + 1 references.
1: Registration of the image I with respect to k + 1 references Ri.
2: Initialization of the algorithm with the standard registration of the image with
respect to each reference to get v0i .
3: Compute the projection v̂0, the coefficients λi and the barycentric velocity fields





0 using Algorithm 4.
4: Compute the warped references R̂0i = Ri ◦ exp v̂0,
5: for j until convergence do
6: Compute the update field ûji from each warped reference R̂
j−1
i to the current
image I with the demons forces.
7: Project the update field ûji to the set of current barycentric velocities v̂
j−1
k







8: Compute the warped references R̂ji = Ri ◦ exp v̂
j
i ,
9: Compute v̂ mapping each warped reference R̂ji to the current image and com-
pose this SVF with the barycentric velocity to get an estimation of the full
deformation: vji = v̂
j
i + v̂.





11: Return: the estimated barycentric coefficients λi and the k+ 1 deformations v
j
i
mapping symmetrically each reference to the image I.
other side, algorithms whose deformations are parametrized by dense vector fields,
for example [Beg 2005]. This latter category provides a more generic and less restric-
tive framework capable of representing any type of deformation of the myocardium
at the cost of complexity. In this framework, the direct optimization similarity crite-
rion Sim (measuring the resemblance of two images by comparing voxel intensities)
on the whole space of non-parametric transformations leads to an ill-posed problem
due to the number of degrees of freedom. To overcome this problem and impose some
spatial regularity [Simpson 2015] on the solution, most of the registration methods
add a regularization term Reg corresponding to the a priori knowledge one has on
the transformation to find. Using the parametrization of the deformations by a SVF
v as we introduced in Section 5.4:
E(v) = Sim(F,M ◦ exp(v)) +Reg(v),
where F is the fixed image, M the moving image. The regularization term can
take multiple forms, but most of the time registration algorithms consider slowly
varying deformation as our prior knowledge of the transformation, thereby forcing
the transformation to be as smooth and as small as possible. This methodology is
efficient to find small deformations, for example the one mapping the ED to nearby
frames, but this kind of regularization often leads to an underestimation of the large
deformations as the one happening between the ED and ES frame (see Fig. 5.4 for
a schematic representation).
To correct this bias, one possible solution is to perform the registration in
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Figure 5.5: (Left): Average point-to-point error on the meshes over the whole cycle
between the ground-truth and the deformed meshes compared for the two methods
(our proposed approach in dotted lines, and the standard one in plain lines). The
registration is performed with respect to the three references for both cases. (Right):
volume curves induced by the registration and comparison with the ground truth
volume. Our proposed approach (red - dotted) performs a better approximation of
the ground truth volume curve (green).
a group-wise manner where a group of images are simultaneously considered
and an additional criteria is set up to ensure temporal-consistency [Balci 2007,
Perperidis 2005]. We could use multiple images as references and perform regis-
tration so that the reference is close to the frame analyzed (see Fig. 5.4). But there
is now another problem to be dealt with: the registration of each frame being done
with respect to a different reference, there is no a common framework and space
to analyze the cardiac motion as a whole. In order to have something comparable
for all the references, we proceed differently: instead of performing the registration
with respect to one image - the closest reference - we build a subspace containing
these references and use it as a prior on the registration process.
To do so, we propose to use the barycentric template defined by 3 reference
frames of the sequence as the additional prior on the transformations. Instead of
applying the regularization energy Reg(v) to the full deformation v, we compute
the projection on the Barycentric Subspace v̂ and we apply the regularization only
to the reduced portion of the full deformation not explained by the projection cor-
responding to the difference between v and v̂. This SVF encodes the distance of the
image to the subspace and is smaller that the full deformation (see Figure 5.2 ). By
relaxing the regularization this way, we let the registration move freely within the
a 2-D barycentric template representing the cardiac motion.
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5.5.1 Barycentric Log-Demons Algorithm
The methodology defined is quite generic, we detail in this section one way to im-
plement it in practice in the case of the LCC Log-Domain Diffeomorphic Demons
algorithm [Lorenzi 2013a]. This algorithm proceeds in multiple iterations of two
successives steps: the first step optimizes the matching criteria by computing the
so-called demons forces, then, in the second step, the estimated velocity field is
smoothed by applying a gaussian filter. To allow the registration to freely move in
the barycentric subspace defined by a set of images - instead of being constrained by
the regularization on the whole velocity field (the "standard" method) - we proceed
in two steps: first we evaluate the barycentric subspace structure and then we iter-
ate on this subspace. To do so, we perform one standard registration of the current
image I with respect to each of the references Ri to get the velocity fields vi. Then,
we decompose the velocity field vi as the sum of the barycentric velocity v̂i warping
the reference Ri to the projection Î inside the barycentric subspace and the residual
velocity field v̂ of the projection (see Fig. 5.2). Finally, we iterate by projecting the
update demons forces on the barycentric velocity until convergence. The barycen-
tric template is therefore used as a prior on the cardiac motion and we perform
the regularization only with respect to the projecting field. The methodology is
described in Algorithm 7.
5.5.2 Evaluation using a Synthetic Sequence
We evaluate the method using one synthetic time series of T = 30 cardiac im-
age frames computed using the method described in [Prakosa 2013]. The use of a
synthetic sequence has the important advantage to provide a dense point correspon-
dence field following the motion of the myocardium during the cardiac cycle which
can be used to evaluate the accuracy of the tracking. Another option could be to use
point correspondence manually defined by experts, but they tend to be inconsistent
and not reliable [Tobon-Gomez 2013]. First, we compute the optimal references us-
ing the methodology described in Algorithm 5, giving us the three reference frames
spanning the barycentric subspace: #1 is frame 1, #2 is frame 11 and #3 is frame
21. Then we register each frame i of the sequence using the method described above
to get the deformations from each of the three references to the current images us-
ing both the standard method and our approach using Barycentric Subspaces as a
prior. We deform each of the 3 ground truth meshes corresponding to the reference
frames (1,11 and 21) with the deformation from the reference frame to the current
frame. We compare our approach with the standard approach where the registration
between one of the reference and the current frame is done directly. In Figure 5.5
(left), we show the point-to-point registration error of the deformed mesh using the
3 different deformations (one with respect to each references). Substantial reduction
of the error (of about 30%) can be seen for the largest deformations (between end-
systole and the first reference for the blue curve corresponding to the frame 1 chosen
as reference). This comes at the cost of additional error for the small deformations
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evaluated at the frame near the respective references. In Figure 5.5 (right), we show
the estimation of the volume curve (which is one of the most important cardiac
feature used in clinical practice). Our better estimation of the large deformation
leads to a substantial improvement of the volume curve estimation. In particular
the estimation of the ejection fraction goes from 32% with the standard method to
38%, closer to the ground truth (43%), reducing the estimation error by half.
We have two different methods to compute the coefficients λ, either integrated di-
rectly in the registration process (Algorithm 7), or after the registration using Algo-
rithm 5. We apply both of these methods to the previous population of Healthy/ToF
patients. The set of curves computed with either methods are very similar with a
mean standard deviation of 1.34×10−3 between the coefficients. In a context where
we just want to extract features of the cardiac motion and not get an improvement
on the registration, this shows that the method defined in section 5.4.2 already
gives a very robust estimate whereas being computationally more tractable than
the method described in this section.
5.5.3 Towards Symmetric Transitive Registration
Traditionally in cardiac motion tracking, two different method for computing the
motion deformations can be used. The first method, which we have seen in the previ-
ous section, estimates the motion by computing the deformation from each frame to
a common reference. The second method computes the deformation mapping each
successive frame and then derive the full motion by composing these deformations
one by one. The problem encontered by most registration algorithms in this context
is the lack of transitivity [Škrinjar 2008]: the deformation given by the registration
between two images is different when it is done directly or by the composition of the
result of the registration with an intermediate image (in our setting this condition








k: this is an approximation using the
BCH decomposition at the first order as was done before in this paper). This is due
to the accumulation of the registration errors at each step of the registration and
can lead to large errors at the end of the cycle.
In this last section, we use the barycentric subspace representation to derive a
method to get approximately transitive registration (at the first-order of the BCH
approximation), an important property of the registration ensuring robustness. This
method is schematically represented in Figure 5.6 in the case of a Barycentric Sub-
space with 2 references.Using Barycentric Subspaces as a basis for the registration
at each step, we define the symmetric registration using the following formula 5.1
which is schematically represented in Fig. 5.6 (left):
W ts = v̂











The equations leading to this formula are detailed in 5.B, and we will only give
here a simple interpretation of the meaning of the formula. The first two SVFs on
the left represent the residual projections from the barycentric subspace to the two
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Error of frame-to-frame registration
Standard
Transitive Barycentric
Figure 5.6: (Left): Schematic representation of the symmetric multi-references
barycentric registration in the case of a 1-D barycentric subspace spanned by 2
references. It and Is are two frames of the sequence and Ît, Îs corresponds to the
respective projection to the barycentric subspace. (Right): comparison of the error
between the standard registration (blue plain), the barycentric method presented
in section 3.1 (blue dotted) and the symmetric-barycentric extension presented in
section 3.2 (red dotted).
frames. This encodes what cannot be represented in the subspace. The sum on the
right is a symmetric estimation of the SVF Ŵ ts (the vector representing the deforma-
tion from the projection of one image to the other one) within the barycentric sub-
space. This estimation is done by going through each reference image forward and
backward and weighting the barycentric velocity by the coefficients on the subspace.
We apply it to frame-to-frame registration and show a significant improvement of
the accuracy of the registration with respect to a non-transitive method. In figure
5.6 (right), the error for frame-to-frame registration (starting for frame 0) of our
method compared with the standard one can be seen. Even though our method has
higher error for the first frames of the sequence, the transitivity property ensures
that there is not an accumulation of the error for the last frames of the sequence as
opposite to the traditional method, meaning that we have substantially less error
for frames wt the end of the cycle.
5.6 Conclusion
In this chapter, we have challenged the traditional framework for studying the car-
diac motion based on the ED frame chosen as the single reference. Instead, we have
proposed a multi-references methodology introducing a new type of subspaces called
Barycentric Subspaces. Intuitively, this multi-reference approach is more adapted
to the cardiac motion circular pattern and overcomes the drawback of having either
to chose one specific template such as the ED frame (whose choice might introduce
bias) or to compute a mean image (which might be a poor descriptor of the whole
distribution). The practical methods and algorithms to use these subspaces in the
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context of the manifold of medical images have been derived: how to compute the
projection and the coefficients of a specific image and how to compute an image from
the coefficients. We have shown how one can use these subspaces as an additional
prior within a registration algorithm. By relaxing the regularization constraint and
let the moving image move freely in a 2−D subspace we have improved the accuracy
of the registration for the large deformations between end-diastole and end-systole.
Finally, we have used the Barycentric Subspace to derive a method to get approx-
imately transitive registration (at the first-order of the BCH approximation) for
frame-to-frame registration.
5.A Projection of an image to the Barycentric Subspace
Starting from the optimization problem defined in 5.4.2:
min
v̂
‖ v̂ ‖2, subject to
∑
i




Without loss of generality, we can add the additional condition that the λ should sum
to one:
∑
i λi = 1. We also add the constraint λi ≤ 1. keeping in mind that what


















λi) + κ(1− λ),
where κ and λ are vectors, µ is scalar. The solution can be found by solving the
set of equations [Bertsekas 2014]:
∀j : 〈
∑
i λivi|vj〉 = (µ+ κj)/2
∀j : κj(1− λj) = 0
∀j : κj ≥ 0∑
i λi = 1.
If all κi are equal to zero, which is equivalent to the inequality constraint not being
filled, then we simply have to solve : 〈
∑
i λivi|vj〉 = µ for all j. Denoting S the
matrix of the scalar product Si,j = 〈vi|vj〉, this is equivalent to:
Sλ = µ1.
Finally adding the condition
∑






If some κi are not null, then λi = 1 for these indices. We simply have to solve the
lower-dimensional problem removing the satisfied inequality constrains.
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5.B Frame-To-Frame Barycentric Registration Formula-
tion
Given two images It and Is, images of a cardiac sequence at frame number t and
s, we want to derive the formula for the SVF W st mapping one image to the other
using their projection on to the barycentric subspace. We use the notation schemat-
ically shown in Figure 5.6: W st will map the two images together, Ŵ st will map the
projections Îs and Ît, v̂s will be the projection of one frame s to the subspace, vsi will
be the SVF mapping the image to the reference i and v̂si will the the SVF mapping
the projected image to the reference.
Using a BCH approximation at the first order, we have the following equality
with is true with respect to each reference i:
Ŵ ts = BCH(v̂
s
i ,−v̂ti) ≈ v̂si − v̂ti .

























Finally, we take the average of these two equalities and add the projection vector
to get our frame-to-frame formulation of the registration using the subspace:
W ts = v̂
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In this chapter, we introduce the polyaffine parameters representation of the
cardiac motion. This representation will be used again in Chapter 7 and Chapter
9. Here, we present a drastic dimension reduction method to link the biophysical
parameters of an electromechanical of the heart with a compact representation of
cardiac motion with the polyaffine transformations. The work presented here was
published at the IVMSP conference [Rohé 2016a].
6.1 Chapter Overview
Our approach relies on a projection of the displacement fields along the whole cardiac
motion to the space of reduced-polyaffine transformations. Using these transforma-
tions, not only we describe the motion using a very small number of parameters
but we show that each of these parameters has a physiological meaning. Moreover,
using a PLS regression on a learning set made of a large number of simulations,
we are able to find which of the input parameters of the model most impact the
motion and what are the main relations mapping the polyaffine representation to
the parameters of the model. We illustrate the potential of this method both for
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building a direct and very fast model characterized by a highly reduced number of
parameters and for personalization of such a model from motion.
The main contributions of this chapter with respect to state-of-the-art are:
• The extension of the polyaffine reduction to keep only the 6 most relevant
parameters.
• A surrogate highly reduced model for fast forward computation.
• The illustration of the method on the personalization of a cardiac model.
6.2 Motivations
Modelling of the heart had an increasing interest in the recent years as it provides
a way to better assess the cardiac function and predict its evolution. In order to
estimate subject-specific model parameters, cardiac motion is often used, as it can
be extracted from medical images. However, given the complex dynamics of cardiac
motion, its analysis and its link with the underlying physical parameters of the
cardiac tissue are difficult to achieve. This complexity of the model mostly results
from: the number of input parameters, the complexity of the output motion which
lies in a infinite dimension space and the non-linear relationship between the input
and output. In this article, we introduce a new method to reduce a cardiac motion
model to very few parameters by reducing the dimension of the output motion and
estimating the main modes of variation linking biophysical parameters and cardiac
motion.
A cardiac biophysical model can be described as a function f which maps a
geometry S (discretely represented by a segmented mesh which is a finite set of
points in R3) and a set of input parameters Θ = (θi)i=1,...,M to the simulation of
the motion of this geometry through the cardiac cycleM = (St)0<t<1:
M = (St)0<t<1 = f(S0, θ1, ..., θi, ..., θM ). (6.1)
In order to reduce such model, we first need to be able to express the cardiac
motion M = (St)0<t<1 by a reduced number of parameters M = (mj)j=1,...,N .
To do so, we use a polyaffine projection [Mcleod 2013c] which we further develop
by expressing the parameters on a basis adapted to the heart geometry and his
motion. In this new frame we only project on the 6 (instead of 12 for standard
affine) most relevant parameters. We show that, not only the parameters of this
reduced-polyaffine projection gives a very good approximation of the whole cardiac
motion, but also that each of these parameters is physiologically interpretable. We
then learn the relation between both the reduced-polyaffine parameters M and the
input parameters Θ of the model with a Partial Least Square (PLS) regression.
This relation will be the basis of our two applications. First, we build a direct
forward model using only a highly reduced number of parameters: we show for
100 simulations with different input parameters Θ that we are able to reconstruct
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a motion directly from the parameters M given by the first modes of the PLS
regression that is very close to the full model computation. Then we tackle the
inverse problem of personalization: given a motion M , we can find parameters Θ
for which the simulation through the full model gives a motion approximating the
original one.
Such approach is a hybrid method between recently developed hyper-reduced
models, looking for a lower dimensional representation of the spatial state variables
[Ryckelynck 2009] and the meta-models, looking for correlations between input and
output of models [Tøndel 2012]. One important difference is that we explicitly define
the first dimension reduction in the spatial domain in order to have meaningful
parameters, related to regional deformations.
6.3 Reduced-Polyaffine Projection for Compact Cardiac
Motion Representation
In this section, we propose a method to project a given cardiac motion M to a
subspace of finite dimension in which it will be represented by a set of parameters
M = (mj)j=1,...,N :
π :M→ M̃ ∼M = (m1, ...,mj , ...,mN ).
We suppose we have a cardiac motion represented by T displacements fields
( ~Dt)t=1,...,T mapping each point of the initial mesh S0 to the corresponding point of
the mesh St at frame t. Instead of looking at displacements fields, we choose to rep-
resent the cardiac motion by stationary velocity fields (SVF) such that ~vt = log ~Dt.
As described in [Arsigny 2006], working with SVF allows us to perform vectorial
statistics on diffeomorphisms, while preserving the invertibility constraint, contrary
to the Euclidian statistics on displacement fields. Since the space of the SVF is
dense, we need to reduce the dimension by projection onto a lower dimensional
space. To do so, we will use the polyaffine projection [Mcleod 2013c].
By defining K regions and associated smooth weights, we describe locally
affine deformations using few parameters while still being globally invertible. The





We use the standard American Heart Association (AHA) 17 regions for the left ven-
tricle. We also define 10 additional regions dividing the right ventricle in a similar
way for a total of K = 27 regions. The weights ωi are normalized Gaussian function
around the barycentre of each region [Mcleod 2013c]. The parameters of the optimal
projection of a Stationary Velocity Fields v onto the space of polyaffine transforma-
tions has an analytical solution m = m̂ = Σ−1b [Seiler 2012] which minimizes in the
least-square sense:
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In order to get interpretable parameters
for each region we chose to express them
in a local coordinate system adapted to
the geometry of the heart. If we call
R = (O, e1, e2, e3) the original Carte-
sian coordinate system, we define the lo-







3) where Ok is the barycen-
ter of the region (the red point in the en-
closed figure), e1 the radial vector (green
vector), e2 the longitudinal vector (purple
vector) and e3 the circumferential vector
(blue vector).
We can express the polyaffine parameters M = (R, T ), where R is the 3 × 3
matrix of the rotational parameters and T is the translation, in this new frame. We
propose a method to reduce further the model by keeping only the 3 parameters of
the translation and the 3 parameters of the strains (diagonal). We first introduce
the projection matrix Q which is a 12N×6N matrix giving the relation between the
6N translation and diagonal parameters expressed in the local coordinates mL and
the 12N parameters expressed in the original coordinates m such that QmL = m.
When expressing m this way, we constrain it to be within the subspace spanned
by Q which is exactly the subspace of the polyaffine transformation whose non-
diagonal and non-translation parameters are equal to zeros in the local coordinates.
The least-square minimization can now be rewritten as:
C(M1, ...,MN ) '
1
2






= QTΣ(QmL − m̂) = 0 =⇒ m = QmL = Q(QTΣQ)−1QTΣm̂ (6.2)
We show the results of a polyaffine projection for a whole cardiac motion in Fig.
6.1. The projection has a mean absolute error below 1mm, and we explain more
than 80% of the original motion (in L2 norm of the velocity field with respect to
the whole displacement). We can also see that the 3 diagonal parameters gives a
good account of the 3 strains. We show both the original motion and the polyaffine
projection as a supplementary material.
6.4 Biophysical Model of the Heart Simulation Database
We use a cardiac mechanical model based on the Bestel-Clement-Sorine (BCS) mod-
eling [Bestel 2001]. This model describes the heart as a Mooney Rivlin passive
material, and model the stress along the cardiac fibres according to microscopic
scale phenomena. Particularly, this model is compatible with the laws of ther-
modynamics. It also integrates a circulation model representing the 4 phases of
the cardiac model, where the aortic pressure is modelled by a 4-parameter Wind-
kessel model. Finally, the electrophysiological pattern of activity is simulated using
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Figure 6.1: Polyaffine projection for a cardiac motion. (Left) figure: error of the
projection versus absolute displacement. (Right) figures: diagonal parameters over
time of the polyaffine matrix for each of the region of the left ventricle from which we
can recognize (resp. from left to right) the radial, longitudinal and circumferential
strains.
an Eikonal model, describing the depolarization front propagation from the endo-
cardial surface to the whole myocardium. Fourteen parameters are used by the
model: (σ0, krs, katp, k0, α, µ,Es) active parameters, (K, c1, c2) passive parameters
and (Rp, τ, Zc, L) for the valve model. We simulate S = 500 cardiac cycles whose
input parameters are drawn randomly according to a uniform distribution within a
range of parameters chosen as to obtain a physiologically realistic behaviour (fol-
lowing the sensitivity analysis of the model done in [Marchesseau 2012]). In total,
each simulation has therefore M = 14 specific parameters θi=1,...,M of the model.
On the other side, for each of these motions we calculate the N = 6 × K × T
reduced-polyaffine parameters mj = (ml,k,t)l=1,...6,k=1,...K,t=1,..,T .
6.5 Parameters Mapping through PLS Regression
In this section, we are looking to link the polyaffine parameters M with the input
parameters of the cardiac model Θ. PLS regression finds the multidimensional direc-
tion in the X (the predictors variables) space that explains the maximum multidi-
mensional variance direction in the Y space (the dependant variables) [Rosipal 2006].
It combines both features from the PCA (the projection of Y and X into subspaces
of high variance) and standard linear regression (by the search of linear relations
between the modes of X and Y ). With X the parameters of the polyaffine and Y
the parameters of the model, PLS returns the modes in the space of the polyaffines
transformation which have maximum variance and maximum covariance with the
parameters of the model Y . It is more robust than standard regression when the
space of X and Y is highly-dimensional because of the embedded dimension reduc-
tion when looking for linear relations.
With our two sets of parameters Θ = θi and M = mj , we can either try to
predict the parameters M from the parameters Θ and use this relation to build a
highly reduced direct model as we show in section 6.6.1, or we can estimate the
relation between the parameters Θ of the model from the polyaffine parameters M
of the motion and apply this relation to the problem of personalization as we present
in section 6.6.2. We therefore compute the PLS regression both with X = Θ the
98 Chapter 6. Highly Reduced Model of the Cardiac Function
























































Figure 6.2: (Top) row: PLS regression with X = θ the predictor variable and Y = p
the dependant variable. (Bottom) row: X = M and Y = θ. (Left) figure: variance
explained by the PLS regression with respect to the number of modes. (Right)
figure: VIP of each of the parameters.
predictor variable and Y = M the dependant variable and with X = M and Y = Θ.
In Fig. 6.2, we show the variance explained by the PLS regression with respect
to the number of modes used. We see that, with only 5 modes, we can explain
more than 90% of the polyaffine parameters variance using only 30% of the variance
of the cardiac model parameters. This shows that we can explain most of the
impact of the parameters of the model by only few of them and that 70% of the
variance of the parameters of the model impacts the motion represented by the
polyaffine parameters by only 10%. On the other side, we do not predict as well
the parameters Y = Θ, which could explain problems of identifiability, but the
parameters we predict are highly correlated to actual change in the motion looking
at the explained variance of X = M with only few modes.
We also calculate the Variable Importance in the Projection (VIP) [Tran 2014]
for both of our regression with 5 modes. VIP compares the variance explained
by the modes of the PLS regression for each of the variable in X. Variables with
high impact on the dependant variables will be well estimated by the modes of X
and have high VIP factor. The parameters shown in red are the one that were
considered as the most important for personalization in [Marchesseau 2012]. Our
statistical analysis confirms these findings by quantifying the importance of each of
6.6. Applications 99
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Reduced Model with 1 mode
Reduced Model with 5 modes
Figure 6.3: (Left) figure: mean absolute displacement of the motion and mean
absolute error of the direct model. (Right) and (Middle) figures: volume curve
defined by the direct model versus the full model for a case of simulation with high
ejection fraction and one with low ejection fraction.
these parameters with the VIP. Finally, the analysis of the VIP for the other way
shows that radial strain and contraction are the most important motion features to
explain the parameters of the model, which is also logical.
6.6 Applications
6.6.1 Direct Highly Reduced Cardiac Function Model
In this section, we build a direct cardiac model using the PLS modes of X and Y
and the linear relation found previously. Our reduced model can be expressed as
a linear function g that approximates the function f from equation 6.1 and that
can be expressed with only L parameters, the PLS modes, which linearly map the
M inputs of the model Θ to the N polyaffine parameters. This reduced model has
two sources of error compared to the full model. First, the subspace of polyaffine
transformations already gives an approximation of the full motion as seen in Section
7.3, so that even the projection of the motion on this subspace is an approximation.
Secondly, the polyaffine parameters are estimated from the PLS modes and are only
approximating the best polyaffine parameters given by the projection.
We perform 100 new simulations and show in Fig. 6.3 how well our highly re-
duced model approximates the motion given by the full model. The mean error of
the points of the mesh along motion stays below 2mm which means that we explain
more than 75% of the complete motion. The impact on the volume curve of using
an increasing number of modes on top of just the mean parameters is shown for
two simulations: one with high ejection fraction and one with low ejection fraction.
The first mode already approximates quite well the volume curve, giving a physio-
logical meaning of this mode, whereas adding more modes to the model improves
the approximation. We show the simulations for these two cases as supplementary
materials.
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Calibration with 1 mode
Calibration with 5 modes
Figure 6.4: (Left) figure: percentage of explaination of each of the model parameters
by the calibration for 1 mode (blue bars), 5 modes (red bars) and 50 modes (green
bars). (Right) and (Middle) figures: volume curve defined by the direct model versus
the full model for a case of simulation with high ejection fraction and one with low
ejection fraction.
6.6.2 Personalization of Model Parameters
We now look at the inverse problem: we want to see if we can recover the model
parameters (or, at least, parameters that give a close motion) from a given motion
and its polyaffine parameters representation. We ran 100 simulations with different
parameters on which we calculate the polyaffine projection of the motion. Then,
using the linear relation from the PLS regression coefficients, we find the estimated
personalised parameters and compare the motion with these parameters to the orig-
inal one. We show the results in Fig. 6.4. Only the contraction parameter σ0 is well
approximated with the first mode, which confirms that this mode is linked to the
contraction of the heart and the volume curve as seen in Sec. 6.6.1. Even though
we get some errors in the estimation of the parameters of the model, the first modes
of the PLS give model parameters that generate a motion whose volume curve is
very close to the original one.
6.7 Conclusion
In this chapter, we proposed an innovative methodology to reduce a whole biophys-
ical cardiac model using polyaffine projection and PLS regression. While the initial
model is very complex (as a non-linear application from a large number of parame-
ters to the whole space of displacement fields), we are able to explain it with good
accuracy with only a couple of modes. Moreover, we have shown the potential of
this method for personalization and for direct forward computation of the motion.
Extension of this method to other inputs of a cardiac function model such as fibers
orientations or electrophysiology might be possible and give further insight into how
each input component impacts the model. Using the inverse relation found by the
PLS between the modes of the polyaffine parameters and the input parameters, we
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Part I and II, we show how to process medical images of cardiac motion in order
to get a low-dimensional representation. Finally, in this part, we apply this low-
dimensional representation to the clinical problems of diagnostic and longitudinal
analysis. This chapter tackles the problem of diagnosis in the context of Left-
Ventricle infarct using a low-dimensional representation of the heart with polyaffine
transformations.
The work presented in this chapter was published in [Rohé 2015]. It was done
in the context of the LV statistical shape modelling challenge: myocardial infarction,
a challenge to model the statistical shape of the left ventricle to detect myocardial
infarction. 11 research centers participated at this challenge which took place dur-
ing the Statistical Atlases and Computational Modeling of the Heart (STACOM)
workshop at MICCAI 2015 (Munich). A journal paper [Suinesiaputra 2017] collates
the challenge results together with the baseline prediction model, and discusses the
main advantages and disadvantages of the different approaches. We first present
the motivations and the data of the challenge, then our method and the results on
the training set and finally how our method compare with the other competitive
methods with the final results on the test set.
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7.1 Motivations
Because of normal aging or medical events, the shape and function of the heart is
modified in order to maintain sufficient cardiac output. This process is known as
remodeling. It can either be positive (adaptive)[Kallaras 2001, Mihl 2008] as for
example the gradual improvement of the heart function in response to its increas-
ing solicitation when practicing regularly sport. On the other side, maladaptive
remodeling is often the effect of a disease or an adverse cardiac event. Usually,
this remodeling is the answer of the body following a difficulty to provide sufficient
cardiac output. It is often at first positive and beneficial before cardiac function
deteriorates into adverse remodeling.
One of the main pathologies affecting cardiac motion and output is myocardial
infarction (MI). Ventricular remodeling due to MI is extensively studied in the lit-
erature [McKay 1986, Yousef 2000, Gaudron 1993]. At the early stage of infarction,
wall stress increases due to infarct expansion, which forces the left ventricle (LV)
to dilate to maintain the supply of blood to the circulatory system. Myocardial
infarction occurs when blood flow to the heart muscle is lowered and the myocardial
cells in the territory start dying. The local contractility is reduced and can lead, if
prolonged, to severe remodelling of the heart to maintain physiological constraints
[Konstam 2011]. The function of the heart is then impaired [Bijnens 2007], and is
no longer able to pump as efficiently as it used to, which might cause complications.
Acute complications may include heart failure if the damaged heart is no longer able
to pump blood adequately around the body.
Therefore, a quantitative understanding of this pathology and how the heart
function changes with an infarct is highly desired. Several methods for computer-
aided diagnosis of infarction have already been developed using echocardiographic
images of the heart coupled with pattern recognition algorithms [Sudarshan 2013]
although none of the features used are explicitly related to physiological character-
istics of cardiac function. Hence, automated characterization and quantification of
adverse remodeling would be a valuable tool for clinicians to quantify the progression
of heart disease or to estimate the benefit of a medical treatment.
Due to the complexity and high-dimensionality of these data, we try to quantify
both shape and motion using a limited number of parameters, which we combine
and use to compare patients and learn the main modes characterizing both popu-
lations. The features of interest characterizing the shape of the patients consist of
the regional thickness at both end-diastole and end-systole. We also use features
representing the deformation along the cycle. Our approach relies on statistics
on the motion of the heart between end-diastole and end-systole. We project the
motion on the subspace of polyaffine transformations [Arsigny 2009]. With these
transformations, we can express a deformation with a limited number of parameters
[McLeod 2015a]. We develop further the methodology by reducing the transforma-
tions to keep only the most relevant parameters.
Then, we test classical machine learning algorithms on our set of combined
shape/motion parameters and compare the performance of each algorithm using
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ED ES
Figure 7.1: Example of the supplied data points: the epicardial surface is shown in
red and the endocardium in black/green. The contraction seen between end-diastole
(ED) and end-systole (ES) is the main factor we evaluate to detect infarction.
cross-validation techniques. Validating the method with 10-fold cross-validation,
we get results of 95% correct labeling on yet-unseen cases of the training set. In
addition, our method notably highlights the relative importance of the different
features for the classification of this population. Finally, our method is applied
on a testing set of 200 patients together with 10 other competitive methods. We
show state-of-the-art results with respect to classification accuracy metrics. Notably,
our method manages to achieve a 100% sensitivity, meaning it did not miss the
classification of any patient of the infarcted patient.
7.2 Database of Asymptomatic Subjects and Patients
with Myocardial Infarction
In this challenge, the goal is to classify between control subjects and patients with
infarct in an automatic way, based on the STACOM statistical shape modeling
labeled data consisting of a segmentation of the myocardium (both epi and endo)
wall at end-diastole and at end-systole.
MESA and DETERMINE database. The database is made of 200 asymp-
tomatic volunteers from the MESA study (Multi-Ethnic Study of Atherosclerosis)
[Bild 2002]. These subjects did not present any clinical symptoms of cardiovascu-
lar disease at recruitment. The other half is made of 200 patients with clinical
evidence of myocardial infarction from the DETERMINE database [Kadish 2009]
(Defibrillators to Reduce Risk by Magnetic Resonance Imaging Evaluation). Both
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these datasets are available on request from the Cardiac Atlas Project database
[Fonseca 2011]. The 400 subjects were randomly split into 200 cases for training
and 200 cases for validation. These two categories of subjects may differ both in
the shape of the heart and in the deformation along the cycle. Indeed, after an
infarct the damaged region will tend to shrink and the deformation along the cycle
will be lower. Similar studies have already been done with the same dataset such
as [Zhang 2015], which focuses on the shape differences between both population
whereas we use both shape and motion features.
Segmentation method. A set of 3D points in Cartesian coordinates from the
surface (both endocardium and epicardium) of LV shapes were provided for all
the patients at End-Systole (ES) and End-Diastole (ED) (see Fig. 7.1). These
surfaces have point-to-point correspondences between all the patients and between
ED and ES. To compute these segmentations, a custom-made software package
(CIM version 6.0, University of Auckland, New Zealand) was used to fit a finite
element LV model [Nielsen 1991] onto cine MR images. The fitting was performed
interactively and manually using guide-point modeling technique [Li 2010]. The
models were registered rigidly to the anatomical landmarks of each heart, therefore
the points of the model are considered to be in correspondence for each patient.
Since images were acquired using a different imaging protocol between the healthy
group (Gradient Recalled Echo or GRE) than the infarcted group (Steady-State
Free Precession or SSFP), the segmentation were corrected for protocol bias using
the method described in [Medrano-Gracia 2013].
7.3 Extraction of features of interest through shape and
motion dimensionality reduction
In this section, we introduce the first dimensionality reduction that is applied to
the studied data (made of one segmentation at end-diastole and one at end-systole,
each comprised of 1089 points both for the endocardium and the epicardium). It
consists in a non-learning approach to project the data of these segmentations to a
limited number of regional parameters representing motion and shape.
7.3.1 Polyaffine projection
Due to point to point correspondence of the meshes and prior registration, we already
have an estimate of the displacement field φ mapping each point at end-diastole to
the corresponding point at end-systole. Instead of looking at displacements fields,
we choose to represent the cardiac motion by the stationary velocity fields (SVF)
v such that v = log φ. Working with SVF allows to perform vectorial statistics
on diffeomorphisms, while preserving the invertibility constraint, contrary to the
Euclidian statistics on displacement fields.
In [Arsigny 2009], the authors introduce the space of Log-Euclidean Polyaffine
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Transformations (LEPT). By defining K regions and smooth weights ωk(x), these
transformations have the properties to describe locally affine deformations using
few parameters while still being invertible. The polyaffine transformation is the





In the case of cardiac motion, we have a standardized regional decomposition into
the standard American Heart Association (AHA) 17 regions for the left ventricle.
We define the weights ωk as normalized Gaussian functions around the barycenter










If we gather the parameters of the polyaffine transformation into a large vector
m such that m = vect(M1, ...,MK). The parameters of the optimal projection
of a Stationary Velocity Fields v onto the space of polyaffine transformations has












In order to get interpretable parameters
for each region, we choose to express them
in a local coordinate system adapted to
the geometry of the heart. If we call
R = (O, e1, e2, e3) the original Carte-
sian coordinate system, we define the lo-







3) where Ok is the barycen-
ter of the region (the red point in the en-
closed figure), e1 the radial vector (green
vector), e2 the longitudinal vector (pur-
ple vector) and e3 the circumferential vec-
tor (blue vector). We can express the
polyaffine parameters M = (R,T), where
R is the 3× 3 matrix of the rotational pa-
rameters and T is the translation, in this
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where Pk is the transfer matrix from the base (e1, e2, e3) to the base (ek1, ek2, ek3).
Then, the new expression of the parameters in this local coordinates system:
Mk =
 sr a1,2 a1,3 tra2,1 sl a2,3 tl
a3,1 a3,2 sc tc
 ,
can be related to physiological deformation. The 3 translation parameters corre-
spond to the motion along the 3 local axes (radial, longitudinal, and circumferential)
whereas the diagonal coefficients correspond to the strain along these directions.
We propose a method to further reduce the model by keeping only the 3 param-
eters of the motion and the 3 parameters of the strain. This defines a polyaffine
projection that, when expressed in the local basis previously defined, has only these
parameters not equal to zero. We first introduce the projection matrix Q which is a
12K × 6K matrix giving the relation between the 6K translation and diagonal pa-
rameters expressed in the local coordinates mL and the 12K parameters expressed
in the original coordinates m, such that QmL = m. When expressing m this way,
we constrain it to be within the subspace spanned by Q. This subspace corresponds
exactly to the polyaffine transformation whose non-diagonal and non-translation pa-
rameters are equal to zero in the local coordinates. The least-square minimization
can now be rewritten as:
C(m) ' 1
2






= QTΣ(QmL − m̂) = 0 =⇒m = QmL = Q(QTΣQ)−1QTΣm̂
For each of the 200 training data we compute the LEPT projection of the defor-
mation field. We are able to parametrize the 3D displacement fields (made of 6534
parameters: 3 parameters for each of the 2178 points of the mesh) by only 6K = 102
polyaffine parameters. Despite this large reduction of dimensionality, these param-
eters explain on average more than 70% of the original displacement. Box-plots
of each of the 6 parameters are shown in Figure 7.2, where the most discriminant
parameters (p value < 0.001) are highlighted in bold. The radial displacement as
well as the strain are significantly lower (in absolute value) for the infarcted sub-
jects, which is consistent with what would be clinically expected. Similar differences
can be seen for the longitudinal parameters. On the other side, the circumferential
motion is less significant, mostly due to the fact that it is very hard to track it
accurately with clinical images and therefore not reflected in the provided meshes.
7.3.2 Thickness parameters
On top of the polyaffine parameters that characterize the deformation of the heart
during a cardiac cycle, we also introduce parameters representing the overall shape of
the heart. We choose to study the thickness of the wall within each of the AHA zones
at ED and ES. These parameters correspond to the initial and final stages of the
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Circumferantial Displacement (parameter tc=a3,4)
Figure 7.2: Parameters of the polyaffine projection both for infarcted patients (red)
and control subjects (blue). (Top row): radial parameters for both the diagonal
parameters - representing strain - and the translation parameters - representing
motion. (Middle row): longitudinal parameters. (Bottom row): circumferential
parameters. In bold the most significant parameters (p-value < 0.001).
transformation from ED to ES, and therefore complement the above-described pa-
rameters. We define the thickness as the local distance between endocardial points
and their corresponding epicardial locations. These values are also averaged per
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Thickness at end systole / AHA regions
Figure 7.3: Box-plots of the thickness of the myocardium wall per AHA region. In
blue, the control set and in red the patients with infarcts. (Left): end-diastole.
(Right): end-systole. In bold the most significant parameters (p-value < 0.001).
AHA zone, and summarized in Fig. (7.3). Significant differences are observed in the
thickness of the myocardium wall at end-systole in most of the regions, especially
near the apex, for the diseased patients with respect to the control group. On the
other side, thickness ED diastole is less discriminant between both groups. Other pa-
rameters related to shape were considered (such as the height of the heart at ED/ES
and the diameter at the base at ED/ES) but no significant differences between both
populations were seen and therefore we do not use them for classification.
7.4 Dimensionality reduction of the parameters and
classification
In this section, we use both polyaffine and thickness parameters previously intro-
duced in order to classify between healthy and infarcted subjects. We use the
machine-learning toolbox Scikit-Learn [Pedregosa 2011] to test a collection of stan-
dard state-of-the-art algorithms on our dataset and compare their performance in
predicting yet unseen data. The features that serve to feed the tested learned
algorithms were considered in four different ways: either polyaffine or thickness pa-
rameters separately (sets # 1 and # 2), or concatenated without normalization (#
3) or with normalization so that they have a mean of 0 and a variance of 1.
7.4.1 Learnt Dimensionality Reduction
Complementary to the a-priori reduction of dimensionality imposed by the polyaffine
model and the use of 17 AHA regions, we also evaluated the influence of a second
dimensionality reduction of the data both with a Principal Component Analysis
(PCA) and a Principal Least Square (PLS) decomposition [Wold 2001, Rosipal 2006]
prior to the tested algorithm.
7.4. Dimensionality reduction of the parameters and classification 111
Algorithm 8 Partial Least Square Regression with PLS1 Algorithm
1: Input: X, an n×mmatrix of predictors, Y an n×pmatrix of responses, l ≤ n−1
the number of modes we want to compute
2: Center the variables: X0c = X − X̄,Y 0c = Y − Ȳ
3: (Optional) Normalize the variables: X0c = X0c /std(X0c ) and Y 0c = Y 0c /std(Y 0c )









5: t0 = X0cw0
6: for k = 0 to l − 1 do
7: tk = tk/‖tk‖2
8: pk = X
kT
c tk
9: qk = Y
T
c tk
10: Xk+1c = X
k
c − tk‖tk‖2pTk
11: wk+1 = X
Tk+1
c Yc
12: tk+1 = X
k+1
c wk+1
13: Output: the matrices P,Q,W, T whose columns are the (pk, qk, wk, tk)k≤l−1.
PCA and PLS for dimensionality reduction. PCA is designed to spread the
data according to the main modes of variability and is known to be a useful dimen-
sion reduction pre-processing to prevent over-fitting and improve the performance
of some machine-learning algorithm.
PLS looks at modes of the input variables that correlate the most with an output
variable (in our case the pathology label 0 or 1). Therefore, in contrast with PCA,
the modes also correlate with our classification. The method can be considered as
the optimal estimation of two latent variables u and v such that:
max
|u|=|v|=1
cov(Xu, Y v) = max
|u|=|v|=1
var(Xu)corr(Xu, Y v)2var(Y v).
Using the centered variable Xc = X − X̄ and Yc = Y − Ȳ , the general underlying





where X is an n×m matrix of predictors (n number of samples and m number
of features), Y is an n × p matrix of responses, T and U are n × l (l number of
modes) matrices of projections on X and Y corresponding to the scores on both
the input and output space, Q and P are m × l orthogonal loadings matrices and
finally E and F are errors terms. With respect to PCA, one can see that the main
difference comes from the fact that the dimension reduction is not only done for the
predictors but for both the predictors and the responses. Several algorithms exist
to compute the PLS modes, we present the PLS1 algorithm [Gil 1998, Trygg 2002]
which is a widely used recursive algorithm (Algorithm 8).
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Figure 7.4: Difference between PCA and PLS for dimensionality reduction and
classification (first 2 modes of the decomposition plotted in 2D space. Both decom-
position make 2 clusters appears but the PLS decomposition does it more efficiently.
Fig. 7.4 shows the first 2 modes of the decomposition and one can see the
difference between both methods. PLS is a supervised method and therefore can
more efficiently finds modes that separates both the healthy and diseased subjects.
PCA, even though it is unsupervised, still finds modes that correlates quite highly
with the clinical diagnosis.
Finally, the coefficients of the modes of the PLS reduction can give further
insight into the main contributors of the infarct classification. Fig. 7.5 summarizes
the loadings of the first mode of the PLS with respect to each parameter. Notably,
this can be used to assess which of the parameters is the most important for the
classification. The radial parameters are the most prevalent, whereas both the
circumferential parameters and the thickness at ED provide very little contribution
to the first mode and therefore to the classification.
7.4.2 Cross-Validation on Training Set: Classifier Selection
All algorithms were tested with 10-fold cross validation on the dataset made of 200
patients. Fig. 7.6 summarizes the results of the different algorithms. Combining
both sets of parameters improves the performance of most of the algorithms show-
ing that these sets give different kind of information about the data. We also see
that PLS regression, by preprocessing the data and orienting the modes of the input
variables upto the best correlation with the pathology labels, improves the perfor-
mance of all machine learning algorithms especially for Decision Tree and Nearest
Neighbors. With more than 95% of correct labeling, SVM-SVC algorithm used on
the PLS reduction with 5 modes is the method that performs the best. It is inter-
esting to see that increasing the number of PLS modes further does not improve the
classification. Our interpretation is that the subsequent modes of the PLS are not
correlated to the classification and can therefore induce over-fitting of the data. We
also tested the method with different cross-validation such as leave-one-out, 2-fold
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1 0.9% 0.3% 0.0% 2.1% 0.9% 0.5% 0.0% 0.2% 5%
2 0.4% 0.9% 0.0% 2.3% 0.9% 0.1% 0.2% 0.2% 5%
3 0.0% 0.6% 0.0% 2.0% 1.2% 0.0% 0.3% 0.2% 4%
4 0.0% 0.0% 0.2% 1.5% 1.3% 0.0% 0.0% 0.0% 3%
5 0.1% 0.1% 0.3% 1.2% 1.2% 0.2% 0.0% 0.2% 3%
6 0.5% 0.0% 0.0% 1.5% 1.0% 0.5% 0.0% 0.2% 4%
7 1.9% 1.4% 0.2% 2.3% 0.8% 0.5% 0.0% 0.8% 8%
8 1.3% 1.6% 0.2% 2.6% 0.9% 0.0% 0.0% 0.8% 7%
9 0.9% 1.6% 0.1% 2.4% 1.1% 0.1% 0.0% 0.6% 7%
10 0.8% 1.3% 0.0% 1.9% 1.2% 0.0% 0.0% 0.7% 6%
11 0.9% 0.5% 0.0% 1.5% 1.2% 0.0% 0.0% 0.7% 5%
12 1.5% 0.6% 0.0% 1.7% 1.0% 0.4% 0.0% 0.6% 6%
13 1.9% 1.3% 0.4% 2.5% 0.8% 0.1% 0.3% 1.6% 9%
14 1.6% 1.2% 0.2% 2.2% 1.0% 0.1% 0.2% 1.2% 8%
15 1.4% 0.7% 0.0% 1.6% 1.1% 0.0% 0.1% 1.1% 6%
16 1.7% 0.7% 0.1% 1.8% 0.9% 0.4% 0.3% 1.1% 7%
APEX 17 1.2% 1.1% 0.4% 1.5% 1.0% 0.0% 0.6% 1.1% 7%
17.0% 13.8% 2.2% 32.7% 17.8% 3.0% 2.1% 11.4%
SUM OVER ALL 
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Figure 7.5: Loadings of the first PLS mode showing the contribution of each of the
parameters and each of the AHA zone. In green the most important parameters
and in red the less important.
or 5-fold in order to see the robustness of the method with respect to the size of the
training set and got similar performance.
7.5 Results and Validation on Testing Set
A prediction model (which will be referenced as the baseline) was introduced to
provide a benchmark to assess the clinical benefit of the participating algorithms.
A binary multiple logistic regression was applied to the 200 cases from the training
set. The features selected to build the model were EDV, ESV, LVM and EF. They
were chosen because of their wide clinical use and they are known to be signifi-
cantly impacted by myocardial infarction. The baseline model was given by (see






= β0 + β1XEDV + β2XESV + β3XLVM + β4XEF (7.1)
where the intercept β0 = 12.35 and the contributions of each variable were β1 = 0.11,
β2 = −0.09, β3 = −0.03 and β4 = −0.31. The largest effect was given by LVM
(P < 0.001), followed by EDV (P < 0.05).
Table 7.1 compares classification performances between the participating meth-
ods after the optimal cut-off value, except for one method (L2GF) where the cut-off
value was defined by the participant. All methods achieved very good classification
results with accuracy ranges from 0.83 to 0.98. Our method gets an accuracy of









SVM Linear SVM svc
PolyAffine (PA) 79% 88% 85% 81% 89% 86%
Thickness (TH) 76% 84% 86% 89% 85% 86%
PA + TH 79% 91% 89% 90% 90% 92%
Norm. PA + TH 77% 88% 92% 85% 90% 94%
2 Modes 84% 87% 90% 89% 87% 89%
5 Modes 84% 87% 90% 87% 88% 93%
10 Modes 84% 89% 90% 87% 88% 93%
All modes 84% 80% 93% 87% 92% 96%
2 Modes 91% 93% 94% 94% 93% 94%
5 Modes 91% 96% 96% 97% 95% 97%
10 Modes 91% 97% 96% 94% 95% 96%
All modes 91% 94% 94% 94% 93% 94%
PCA
PLS
Figure 7.6: Cross-validation results (10-fold) of the classification with respect to
different state-of-the-art machine learning algorithms and different sets of input
data. Combination of algorithms and parameters that have the best performance
are shown in green whereas the worst are shown in red.
96% on the test set which is in line with the cross-validated results on the train-
ing set. With respect to the other competitive methods, only two methods obtains
a better accuracy (with the best at 98%). It is worth to note that our method
achieves a 100% sensitivity meaning that we classified correctly all of the patients
with myocardial infarctions. All the other methods classified at least 2 false nega-
tives. In a clinical context, it is more problematic fail to diagnose a disease (False
Negative) rather than to be too conservative and diagnose a problem when there
is none (False Positive). Our method also performs significantly better than the
baseline model (p < 0.05). It shows that simple clinical indexes are not enough to
detect myocardial infarction and there is significant added value in looking at more
complex remodeling as we do with our method.
Figure 7.7 (left) visually compares the participating methods with the Baseline
model (shown as a black curve). The ROC curves of 6 methods are either lower or in
line with the baseline curve. The curves of the other 5 methods (including ours) were
generally above the Baseline curve, indicating some benefits of shape information
for predicting MI. At least seven methods and also the Baseline model failed to
predict two cases, which were both MI shapes. These two difficult cases are shown
in Fig. 7.7 (right). Both cases have cardiac volume and function within the normal
range, but detailed geometrical shape visualization shows reduced contraction in
local area (pointed by green arrows). Four methods correctly identified one of the
case but only two methods (including ours) classified both cases correctly.
7.6 Conclusion
In this chapter, we evaluated the contribution of prior reduction of dimensionality
to the classification of high-dimensional motion data. One of the assets of our work
is an innovative methodology to project a motion on a reduced number of polyaffine
parameters. We apply the methodology to classify a population and detect an
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Table 7.1: Classification performance results. The positive values were MI shapes,
while the negative values were AV shapes. NA denotes not available value. † denotes
a method that the AUC is statistically higher than the Baseline at p < 0.05. Our
proposed method is labeled as PT.
AUC cutoff spec sens acc FP FN
GMPT† 0.994 0.76 0.96 0.95 0.95 4 5
SSM-PLS† 0.996 0.56 0.99 0.97 0.98 1 3
IC-ShapeMotion† 0.989 0.42 0.96 0.98 0.97 4 2
MS 0.901 0.53 0.83 0.83 0.83 17 17
ASMSVM 0.977 0.85 0.99 0.92 0.95 1 8
FM 0.931 0.58 0.90 0.84 0.87 10 16
JCCA 0.939 0.12 0.93 0.91 0.92 7 9
RF 0.977 0.55 0.93 0.91 0.92 7 9
PT† 0.991 0.29 0.92 1.00 0.96 8 0
HeAT-RDF 0.976 0.72 1.00 0.86 0.93 0 14
L2GF NA NA 0.89 0.97 0.93 11 3
Baseline 0.970 0.74 0.99 0.87 0.93 1 13
infarct based on the segmentations at end-systole and end-diastole. Following the
first dimensionality reduction given by the polyaffine parameters, we use traditional
statistical reductions on our sets of parameters with PCA and PLS. Using 10-fold
cross validation, we show that the resulting parameters have good predictive power
with more than 95 % correct classification on 200 infarcted/control cases. We are
also able to quantify the importance of each of the parameters in the classification.
Notably, this provides insights into what is the main impact of an infarct both in
terms of motion and shape.
Our method performs state-of-the-art results with respect to classification ac-
curacy (AUC, sensitivity and accuracy) inline with the best competitive methods
of the challenge. In particular, it classified correctly all the patients with myocar-
dial infarction with no false negative result. With respect to the other method, a
major quality of our method is the interpretability of the parameters in term of
local strain and displacement on the AHA regions. These regions are used clinically
which means our classification can be justified using quantitative parameters that
are known to clinicians. This is important in term of clinical application, as clin-
icians will be reluctant to rely on methods without being able to understand the
result.
A possible clinical application of our method would be to score patient against
our PLS modes. This would give us an index quantifying the severity of the infarct
with respect to the reference population seen. With 0 meaning average healthy and
1 average infarcted. Severity of infarct could be quantified by their score, with val-
ues higher than 1 meaning severe infarct. This information could be used in clinical










































Figure 7.7: (Left): ROC curves of the participating methods. Our proposed method
based on Polyaffine Transformations (PT) in green achieves accuracy among the
best methods. (Right): The two most difficult cases which are both infarcted but
with large ejection fraction. The green arrows point to less contractile area of the
myocardium, indicating infarction. Our method gave correct classification for both
cases.
practice to adjust the level of treatment with respect to the severity of the infarct.
Finally, a possible extension of the method presented here is the detection of the
localization of an infarct. Because the parameters we extract are regional parame-
ters, one could also try to learn which AHA region is infarcted, provided that this
information is available in the training data. Our regional polyaffine decomposi-
tion provides an efficient framework to study locally the motion and detect local
abnormalities of the deformation.
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Similarly to what has been done in the previous chapter, we tackle here the
problem of diagnosis using a low-dimensional representation of the cardiac motion.
We build on the Barycentric Subspace framework defined in Chapter 5 to define
a signature of the cardiac motion. The signature is made up of both the optimal
references frames and the coefficients of the projection on the Barycentric Subspace.
This low-dimensional representation is applied to the diagnosis of Tetralogy of Fallot
(ToF).
8.1 Chapter Overview
We show that this multiple references approach leads to substantial improvement
over the traditional single reference methodology in two different problems related
to cardiac motion. We build a low-dimensional representation of the cardiac motion
signature which actually separates two different populations of healthy subjects and
patients with Tetralogy of Fallot, showing that our method extracts features allowing
the efficient analysis of the cardiac motion. Then, we reconstruct the sequence of
images from our low-dimensional representation and show that our method has
better results both quantitatively and qualitatively than traditional single reference
methods based on tangent PCA.
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The main contributions of the work presented here are:
• The group-wise analysis of the features extracted from the projection and its
application in the context of the study of Tetralogy of Fallot.
• The reconstruction of a sequence using three reference frames and the coeffi-
cients, opening the way to extensions for synthetic sequences computation.
The work presented in this chapter is a journal extension of the work published
in the MICCAI conference [Rohé 2016b] by going deeper into the analysis of the
barycentric subspace.
8.2 Cardiac Motion Signature from Low-Dimensional
Representation
In this section, we compute the low-dimension representation of a set of cardiac se-
quences within Barycentric Subspaces. We show that the features extracted from the
representation define relevant cardiac motion signature capturing the main phases
of a cardiac cycle. In the last part of this section, we compare the these features
between two populations and we show that they lead to an efficient discrimination.
8.2.1 Data
We applied the previously defined methodology to compare the cardiac motion sig-
nature using two different populations. The acquisition consists of a cine sequence
in the short-axis view of steady-state free precession magnetic resonance images of
two different groups of subjects:
• The first group consists of 15 adult control subjects (12, males, 3 females,
mean age ± SD = 28 ± 5) from the STACOM 2011 cardiac motion tracking
challenge dataset [Tobon-Gomez 2013] which is openly available. The tem-
poral resolution is 30 frames with a variable spacial resolution ranging from
1.15mm×1.15mm to 1.25mm×1.25mm (in-plane) and slice thickness of 8mm.
• The second group is made of 10 Tetralogy of Fallot (ToF) patients (5 males,
5 females, mean age ± SD = 21 ± 7) [Mcleod 2015b]. TOF is a congenital
heart defect that is present at birth. These patients all had a full repair
early in infancy, resulting in the destruction of the pulmonary valves. The
temporal resolution ranges from 15 to 19 frames with a spacial resolution of
1.21mm×1.21mm to 1.36mm×1.36mm (in-plane) and slice thickness of 8mm.
8.2.2 Methods
The stationary velocity fields vi,j parametrizing the deformations between each
frames of the sequences were computed using registrations with the open-source
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Figure 8.1: Choice of the optimal references within Barycentric Subspaces of in-
creasing dimensionality. (Left): 1D-Subspace with 2 reference images. (Right):
2D-Subspace with 3 reference images.
algorithm LCC-Log Demons [Lorenzi 2013a]. In order to improve the registration
accuracy, all the images were resampled as a preprocessing step to have an isotropic
resolution in the X,Y, Z spatial directions. We apply the methodology described in
section 5.4.2 and project each of the T frames of the cardiac motion to a Barycen-
tric Subspace of dimension k spanned by k + 1 references. We build the optimal
Barycentric Subspace by choosing the references realizing the minimum of the pro-
jection energy as described in Algorithm 5. Figure 5.3 (left) shows the error of
the approximation of the subspace with 2, 3 and 4 references over one sequence for
one patient. We see a lower error for frames around the references (for which the
projection and the error is null) and a larger error for frames further away from
the references. Figure 5.3 (right) shows the error averaged over all the frames and
how it varies when the dimension of the subspace is increased. As with traditional
dimension reduction methods, the error decreases rapidly for the first dimensions
which explain most of the variability of the data. For the remaining of this section,
we will focus more specifically on the 1D/2D subspaces as they give a good trade-
off between the complexity of the subspace and the accuracy of the low-dimensional
representation of the motion.
8.2.3 Optimal References Frames and Barycentric Curves
The frame chosen as optimal references are shown in Figure 8.1 for the Barycentric
Subspaces with 2 reference (left) and 3 references (right). In order to describe
them, we are going to number them as (#1,#2) and (#1,#2,#3) although we ask
the reader to keep in mind that there is no specific order in the definition of the
references. For the 2 references (1-D) case (left figure) we see that reference #1
(blue) is chosen as either one of the first frame of the sequence, or one of the
last. This value is very consistent with the end-diastolic frame, which is one of the
two extreme point of the cycle where the heart is fully relaxed. The reference #2
(red) is always a frame close to a third of the time of the full cardiac cycle, which
corresponds closely to the end-systolic time, where the heart is fully contracted.
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Figure 8.2: Curves of the lambda coefficients within Barycentric Subspaces of in-
creasing dimensionality. Both the mean (plain lines) over the complete population
of 25 patients and the +σ and −σ curves (dotted lines) are shown. (Left): 1D-
Subspace with 2 reference images. (Center): 2D-Subspace with 3 reference images.
(Right): 3D-Subspace with 4 reference images.
Looking now at the subspace built with 3 references (right), we see that reference #2
(red) corresponding to the ES is still quite consistent, with little changes compared
to the 1D case (for all the patients the 2nd reference is either the same for both the
1D and 2D case or differs by just one frame, a result consistant with the variability
seen by other methods for the detection of ES [Kong 2016]). This confirms that the
ES frame is well captured by one reference. For the two other references (#1 in blue
and #3 in green), one is at the beginning and can be recognized as one of the ED
frame whereas the other one is at the end of the sequence and can be related to the
frame corresponding to the diastasis even though it is less consistently defined.
The mean barycentric coefficients together with the variation at +/− 1SD are
shown in Figure 8.2 for the 1D (left) and 2D (right) cases. For the 1D case, the
pattern of the coefficients closely relates to the volume curves, with the λ1 peaking
on average at a frame close to the ED and λ2 peaking at the ES frame. When
adding a 3rd reference and curve (right), the second curve corresponding to the ES
reference only marginally changes whereas the coefficient which corresponded to the
ED frame is now divided between the 1st and 3rd coefficients at the beginning and
end of the cycle.
8.2.4 Group-Wise Analysis of Differences
Finally, we compare the parameters of each population (healthy vs. ToF) in the
case of a 2-D Barycentric Subspace. In the left plot of Figure 8.3, one can see the
difference between the optimal reference frames chosen for each of the population.
For the first reference (corresponding to the end-diastole), the frame chosen for each
population is quite consistent, with the ToF patients just having a slightly higher
value. For the 2nd reference, corresponding to the end-systolic frame, significant
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PLS scores for the 2 first modes
Figure 8.3: (Left): comparison of the optimal references estimated for the healthy
controls (blue) and the ToF patients (ref). Significant differences can be seen for the
2nd corresponding to a larger systolic duration. The curves represent two typical
patterns of the volume curve for each population. (Right): 2-D plot representing
the projection of the two population on the first 2 modes of the PLS. Any linear
classifier would be able to separate both populations as two clear clusters appear.
differences can be seen between the two populations: the time value of this reference
for the ToF population is way higher than the one for the healthy controls. This is
a sign that the ToF patients shows higher systolic contraction time, a fact that is
confirmed by clinical experience. Reference #3 shows also differences between the
two population, with higher intra-population variability.
To investigate further the differences between the two populations, we perform
a Partial Least Square (PLS) [Rosipal 2006] decomposition with the classification
(Healthy vs. ToF) as the response variable. PLS decomposes the data into multiple
modes which both explains the variability and the correlation with the response. In
our case, the features used were both the 3 optimal reference frames (normalized by
the total number of frames) and the 30 barycentric coefficients corresponding to the
curves in the 2-D space. For normalization, we scale the barycentric coefficients so
that their importance in the decomposition is similar to the choice of the optimal
frames. The projection of the data on a 2-D space can be seen in Figure 8.3-right.
Two clear clusters can be seen, showing that the PLS manages to discriminates the
two populations based on the features from the barycentric subspace projection.
All these results show that this low-dimensional signature of the motion is encoding
relevant features of the cardiac motion.
8.3 Reconstruction of Cardiac Sequences
In this section, we evaluate the reconstruction of the sequence using our low-
dimensional representation. From one sequence of 30 cardiac images we compute the
Barycentric coefficients and reference frames using the previously defined methodol-
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Figure 8.4: Reconstructed sequences using the barycentric representation compared
with other methods. (Top row): initial true cardiac sequence. (Second row): re-
construction using PCA decomposition with the ED frame as reference. (Third
row): reconstruction using PCA with the mean image as reference. (Bottow row):
proposed approach using Barycentric compact representation of the motion. Each
column corresponds to one frame of the sequence which are from left to right: 0
(ED), 5, 10 (ES), 15, and 25.
ogy. Then we reconstruct the sequence simply using these coefficients (3 coefficients
for each frame) which represent the position of each frame in the 2-D Barycentric
subspace - and the 3 reference images. We compare our method with two single
reference approaches. The first one, we start from the ED image and we perform
the PCA covariance analysis on the tangent vectors of the deformations. We build
a 2-D subspace by taking the first two modes of the PCA decomposition. The car-
diac motion is reconstructed by applying this low-dimensional representation of the
deformation to the ED image. The second one, the same methodology is applied
but with the analysis done at the mean image computed using all the images of the
sequence. To sum up, both these methods are encoded by the scores of the 2 modes,
1 scalar image for the reference (the ED frame for the first method or the mean for
the second) and 2 vector images representing the coefficients of the modes.
8.3.1 Qualitative results
A qualitative comparison of the different methods can be seen in Figure 8.4. PCA
with the ED image as reference (2nd row) performs a good reconstruction for the
early frame of the sequence but fails to reconstruct well the large deformation of
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Figure 8.5: (Top): comparison of the 2-D representation of single reference PCA
versus multi-reference Barycentric. (Bottom): Error of the reconstruction of the
sequence for the different methods.
the ES (3rd column) compared to the initial sequence (1st row): the fact that there
is only one reference image limits its ability to update the change of appearance of
the images during the cardiac cycle. PCA at the mean image (3rd row) performs
betters to recover these frames, but the overall appearance of the image is blurred
because the initial texture is not defined using a single frame but an average of
images. Finally, our proposed approach using multiple references (4th row) has a
similar appearance to the initial sequence for all the frames of the cycle.
8.3.2 Quantitative results
A quantitative comparison of the performance of the three methods is shown in
Figure 8.5. Top figures show a comparison of the 2-D PCA (with ED image as
reference) and Barycentric low-dimensional representation. The chosen reference
frames for the Barycentric methods are reference #1 is frame 0, reference #2 is
frame 10 and reference # 3 is frame 17 and represent the different phases of the
cycle. For the PCA method, there is only one reference which only account correctly
for the part of the motion close to this single reference. We can also see that the
PCA curve never gets close to the mean point (coordinates 0,0) which is therefore a
poor descriptor of the motion. Finally, the mean voxel intensity error with respect to
the initial sequence, Figure 8.5 (bottom), shows a better performance of the multi-
reference Barycentric approach than for the traditional PCA (reduction of the error
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on average of approx 30%).
8.4 Conclusion
In this chapter, we have used the parameters of the Barycentric Subspace framework
defined in Chapter 5 to build a Cardiac Motion Signature encoding relevant features
of the motion. We have presented two possible applications where this framework
show clear advantages over the traditional method. The first application is the
computation of a low-dimensional representation of the cardiac motion from the
projection on to the subspace. This representation captures relevant differences in
the cardiac motion and lead to an efficient discrimination between two populations
of healthy and diseased patients. Then, we have compared the reconstruction of the
sequence using our multi-reference low-dimensional representation with traditional
representation using one reference: our reconstruction performs better both quali-
tatively and quantitatively. This confirms that our low-dimensional representation
encodes important characteristics of the motion.
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In Chapter 7 and Chapter 8 we analyzed the cardiac motion of a population at a
specific time in order to build group-wise statistics and automatic diagnosis. In this
chapter, we tackle an additional challenge by looking at the longitudinal evolution
of the motion for both patients with cardiomyopathies and subjects with different
levels of obesity. We analyze the cardiac motion acquired at multiple time points in
order to understand its evolution using a low-dimensional representation.
9.1 Chapter Overview
We first present the motivations behind the longitudinal analysis with state-of-the-
art examples of such studies applied to brain analysis. The challenges to apply
such analysis to the heart motion are discussed with the problem of data acquisition
and motion representation. Then, we sum up the methodology for extracting the
polyaffine parameters which will serve as features describing the cardiac motion.
We present methods to align spatially and temporally these parameters so that the
features can be compared for different patients. Finally, two different studies are
performed, one focusing on each medical condition: cardiomyopathies and obesity.
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In each of these studies, we compute a mean model using cross-sectional analysis
before performing a longitudinal analysis using a low-dimensional representation
of the motion. We show preliminary results whose significance still need to be
confirmed using statistical validation on larger dataset.
9.2 Motivations
Cardiovascular disease (CVD) is a worldwide issue, being one of the leading cause
of death. In particular, in Chapter 1, we have described two medical conditions:
cardiomyopathies and obesity. In paediatric cardiovascular disease, predicting the
reaction of patients to treatments, which treatments are the best to use, and when
to treat can be difficult to define due to small patient numbers and limited outcome
data. Cardiomyopathy is a group of diseases that affect the heart muscle. Those
affected are at an increased risk of sudden cardiac death. Obesity is a medical
condition which is one of the primary risk factors for cardiovascular disease. This risk
factor originates early in life and increases depending on the level of the condition
(classification of Obesity can be found in Chapter 1).
Understanding the evolution and the impact of these medical conditions on the
cardiac motion is therefore very important in a clinical perspective. It can help
clinicians to detect which patients are at risk of heart failure and possibly require
heart transplant or mechanical support. The goal is to give a predictive view of what
will be the cardiac motion in a future time-point under the assumption that the
evolution stays the same. It can also provide further insight into the understanding
of a particular disease and its impact on the cardiac motion over time. Longitudinal
studies have been a trending topic in the brain analysis. One can cite as example
the studies of [Giedd 1999, Evans 2006, Lebel 2011, Hadj-Hamou 2016a] which look
at the brain development during childhood or adolescence. Another hot topic of
longitudinal studies for the brain is the analysis of the evolution of Alzheimer disease
over time [Coben 1985, Lorenzi 2010, Miller 2016, Hadj-Hamou 2016b]. While there
are many longitudinal studies focusing on the brain, this kind of study has yet to
be applied routinely for cardiac motion analysis. In [Mcleod 2013a], a preliminary
approach for a 5D cardiac model is proposed as a first step towards the longitudinal
analysis of cardiac motion. Defining the longitudinal evolution of something that is
already temporal makes the topic complex. Furthermore, to build such a model, one
needs to gather multiple cardiac motions of the same patient over a large period of
time (to detect measurable differences). Waiting for years to acquire the data makes
it difficult to build large enough database, especially when working with children
who tend to have a large opt-out rate of clinical studies.
To study the evolution of cardiac motion and get insight into the 3D dynamics
of the myocardium, one has to track it quantitatively. Numerous methods for track-
ing cardiac tissue were proposed and already presented in this manuscript. Among
these methods we chose to use the polyaffine framework presented in Chapter 6.
With respect to classical non-rigid registration algorithm parametrized with dense
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displacements field, this framework has the advantage to parametrize the cardiac
motion with a relatively low number of parameters. For comparative population-
wise studies, it is very important to have a parametrization with a small num-
ber of parameters if one wants to get robust group-wise analysis. The Polyaffine
model provides such a parametrization by combining regional transformation in
a smooth, global manner and has previously been applied successfly in Chapter
7 for the classification of infarct patients but also in many other clinical studies
[Zhang 2007, Hansen 2012, McLeod 2012, Mcleod 2013c, McLeod 2015a]. Another
advantage of this parametrization is that the regional decomposition with the AHA
regions is understood clinically and is common to all patients. This makes the com-
parison between different subjects possible without relying on spatial normalization
such as parallel transport [Qiu 2008], which would have been necessary if we were
working with displacement fields.
9.3 Cardiac Motion Features Extraction
Polyaffine representation. The polyaffine framework was described in Chapter
6. We only give a very quick summary here. We define K = 25 regions using the
standard American Heart Association (AHA) 17 regions for the left ventricle and
8 additional regions dividing the right ventricle in a similar way. An affine trans-
formation is defined on each region and these regions are associated with smooth
weights. These weights are used to fuse together the locally affine transformations
into a global one in a smooth way. The polyaffine transformation is the weighted





and the displacement field is defined as the exponential of the SVF: u(x) =
exp(vpoly).
Tracking motion from MRI sequences. Depending on the source of the data,
two different methods were used to track the motion of the myocardium from MRI
sequences. For the CVD and CMP patients, a pipeline combining segmentation
and tracking is used to compute a mesh of the myocardium at the first frame
and the tracking of the mesh along the sequence using the methods described in
[Georgescu 2005, Ionasec 2010, Wang 2013]. The process involves three steps: land-
mark detection, segmentation and tracking. After each step an expert check the
results and refine, if needed. Then, a representation with polyaffine parameters that
best described the motion is computed. For the healthy subjects (HTY), the seg-
mentation was done using the multi-atlas algorithm described in Chapter 4 and the
tracking with the log-demons polyaffine algorithm [McLeod 2012]. In both case, we
obtain polyaffine parameters. These parameters serve as features representing the
cardiac motion.
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Volume curves before temporal alignment
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Volume curves after temporal alignment
Figure 9.1: Volume curves for 20 CMP patients before (left) and after (right) tem-
poral realignment. A mean motion computed using the left representation would
underestimate the mean ejection fraction as the peak contraction does not happen
at the same frames for all the patients.
Temporal resampling. As seen in the description of the populations, there is
a wide variability in the number of frames of each acquisition of a MRI sequence.
Normally, one acquisition corresponds to one cardiac cycle from the R peak to the
next R peak. It is divided into a given number of frames (typically from 10 to 40).
The temporal discretization corresponding to the number of frames differs from one
subject to the other and we need to perform temporal resampling. In order to study
all the patients together, the frames of the sequence are resampled to have a common
number of 30 frames for each acquisition by using linear interpolation.
Temporal alignment. Cine MR images sequences are gated with electrocardio-
gram (ECG) signals. Frames are supposed to be acquired at a given time after the
peak of the R wave which initiates the sequence. Nevertheless, some frames are
sometimes missing to get the whole cardiac cycle. Also the first frame does not al-
ways corresponds to the end-diastolic time. Finally, the ECG signal may sometimes
be weak so that a precise detection of the R peak is not possible. For these reasons
we perform a temporal alignment as a pre-processing step in order to have compa-
rable parameters. To do so, we use the LV volume curves and we detect the ES
frame (which is well defined as the frame of minimum volume). All the parameters
are aligned using a constant temporal shift. Examples of the volume curves before
and after the temporal alignment are shown in Figure 9.1.
Parameter normalization with scale. One of the challenge of the populations
we study is the large range of the ages as we study children and adolescents (from 3
months to more than 20 years). This causes an important variability in the size of
the hearts as some patients have not finished their growth while others are already
adults (see the histrogram of volumes in Fig. 9.2). In order to make the polyaffine
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Histogram of the Volume at ED for the CMP population
Figure 9.2: Histogram of the left-ventricular ED volumes for the patients of the
CMP populations. Large variability can be seen, therefore we need to normalize the
parameters in order to study all the patients together.
parameters comparable between different patients of this population, one has to
normalize them in order to remove the scale effect. The 9 parameters from the
linear part of the affine matrix are not independent on the scale and they do not
have any unit. However, the 3 translation parameters are dependent on the scale as
they represent displacements in mm. A standard choice is to use the Body Surface
Area (BSA) index. But, we have a direct measure of the size of the heart with the
volume of the LV extracted from the segmentation. Therefore, we chose to normalize
the translation parameters with respect to the cubic root of the volume of the LV at
ED giving us a set of parameters without unit that are comparable between patients
of different size. Finally for each patient i, the set of (3×4) affine matricesMi,t,k for
t ≤ T = 30 and k ≤ K = 25 is flattened to a feature vector pi of size F = T×K×12
which serves as reduced-order representation of the cardiac motion.
9.4 Cardiomyopathies
9.4.1 Data
This section focuses on the analysis of cardiomyopathies in children and adolescents.
We use two different populations. The first population is a data-set of healthy
controls (HTY), described below, in order to establish normal motion patterns to
compare the different population with. The other data-set was acquired in the
context of the MD-Paedigree project and consists of patients suffering from different
forms of cardiomyopathies (CMP). This medical condition was described in Chapter
1 and we describe here the images acquired and used in this study.
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Volume curves of the mean model for the HTY and CMP populations
CMP
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Figure 9.3: (Left): normalized volumes curves of the mean models applied to a
template geometry. (Right): average strain values on the left-ventricle for the mean
model. Differences between the mean model for the CMP patients (red) and the
healthy subjects (blue) can be seen.
Heatlhy Subjects (HTY). This population consists of 15 controls adults sub-
jects (12, males, 3 females, mean age ± SD = 28±5) from the STACOM 2011 cardiac
motion tracking challenge dataset [Tobon-Gomez 2013] which is openly available.
The temporal resolution is 30 frames with a variable spacial resolution ranging from
1.15mm× 1.15mm to 1.25mm× 1.25mm (in-plane) and slice thickness of 8mm.
Cardiomyopathies Patients (CMP). The second population is made of 84
children and adolescent with cardiomyopathies with ages ranging from 3 months to
19 years with an average of 8.15 and standard deviation of 6.28. These patients
were enrolled in 3 different clinical centers (OPBG at Rome, DHZB at Berlin and
UCL at London). Each of these patient had a MRI acquisition at baseline and 8 of
them had a follow-up acquisition after 1 year as well. The procedure for the MRI
acquisition and the scanners were different at each center. Therefore, there is a huge
variability in the temporal resolution (from 10 frames to 50 and 25.7 on average),
in the spatial resolution (X,Y spacing ranging from 0.85mm to 3.125mm and Z
spacing from 5mm to 10mm) and in the size of the images (from 128× 128× 7 to
432× 432× 17).
9.4.2 Mean Motion Model
After having pre-processed the parameters, all the polyaffine representations of the
motion are aligned spatially and temporally. We can now compute the mean motion
model. For the CMP and HTY populations a simple arithmetic mean is computed
by taking the average of all the feature vectors pi for i ranging over the population
of N subjects:
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Figure 9.4: (Left): myocardium at ES for both the healthy mesh (blue) and the
CMP mesh (red. Contraction is more important for the healthy motion. (Right):
radial strain maps at ES for each of the two mean model. The healthy one (left)







Given the estimated mean parameters, the motion can be simulated on a new
geometry. Because the polyaffine parameters we computed are defined using local
basis on each region, we do not have to perform any spatial alignment even though
each subject does not lie on the same coordinate space. We can apply the set of
polyaffine parameters to a template geometry defined by the segmentation at end-
diastole S0.
Figure 9.3 shows classical clinical metrics computed on the mean model for each
population. For the volume curve (left), one can see a larger ejection fraction for
the mean model computed on the healthy population. This is in accordance with
clinical knowledge and CMP patients tend to have a heart function less efficient
than healthy patients. Strain values (right) on each of the three directions show
also significant differences between the two populations. Especially for the radial
strain curve, one can see that higher values for the healthy motion at ES (37% versus
26%). Finally, Figure 9.4 shows the meshes at ES for each of the two mean model
and the local differences of the radial strain.
9.4.3 Longitudinal Motion Analysis of CMP patients
In order to study the longitudinal evolution of the motion despite the limited number
of data we have (8), we choose to use a low-dimensional space computed on the whole
dataset of CMP patients. This low-dimensional space represents the variability of
the motion with respect to the pathology. To build this space, we use Partial Least
Square regression that was already introduce in Chapter 6. We apply the PLS on
the HTY and CMP populations with the dependent variable chosen as 0 for healthy
and 1 for CMP. Therefore we get modes corresponding to the main variations of
the motion of the CMP population with respect to the healthy population. Figure
9.5 left shows a representation in 2D of the two populations in this low-dimensional
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Projection of the CMP and HTY populations with 2 PLS modes
HTY
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Projection of the evolution between baseline and follow-up
baseline
follow-up
Figure 9.5: (Left): 2D plot of the scores on the first 2 PLS modes for both the HTY
(blue) and CMP (red) populations. (Right): Longitudinal evolution for 8 CMP
patients on the 2D-space made of the two first modes of the PLS.
space. One can see, that this representation already performs a good separation of
the two populations.
Then, we use this low-dimensional representation to analyze the evolution of the
8 patients for which we have a follow-up MRI acquisition. Figure 9.5 right shows the
plot of the baseline and follow-up acquisition in this space with the corresponding
evolution. An evolution toward the upper-right corner (corresponding to the CMP
space) can be interpreted as a worsening of the condition of the patient whereas an
evolution toward the bottom-left corner (corresponding to the HTY space) corre-
sponds to an improvement of the cardiac motion.
9.5 Obesity
9.5.1 Data: Obesity Patients (CVD)
In this section, we study a population with various level of obesity which was part
of the clinical protocol of the MD-Paedigree project. The population is made of
92 patients with ages varying from 2 years to 20 years with an average of 16.2 and
standard deviation 4.4 years. Similarly to the Cardiomyopathies patients, these
patients were enrolled in the 3 clinical centers: OPBG, DHZB and UCL. Most
of these patients present some level of obesity, although some controls subjects
were included in the enrollment of patients at the UCL clinical center. The BMI
(index measuring the level of obesity of a patient as described in Chapter 1) of the
population ranges from 15 to 50 with an average of 28.7 and standard deviation
of 7.12. We recall that a patient is classified as pre-obese if its BMI lies between
25 and 30 and is considered as obese if it is greater than 30. It should be noted
that this population contains some control subjects which are not overweight (BMI
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Volume curves of the mean model w/ two different BMI for the CVD population
BMI=22.5
BMI=45
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Figure 9.6: (Left): normalized volumes curves of the mean models applied to a
template geometry. (Right): average strain values on the left-ventricle for the mean
model. Differences between the mean model for BMI = 22.5 corresponding to a
normal range (blue) and for BMI = 45 corresponding to obese class III (red) can
be seen.
≤ 25). Therefore, we don’t need to add any control population in this study.
9.5.2 Mean Motion Model Parametrized by BMI
For the CVD population, we compute a mean motion model parametrized by the
BMI. Indeed, as previously described, obesity is a medical condition which can be
evaluated with the BMI as a clinical factor. Therefore, rather than computing a
mean motion for the whole population, we compute a mean motion dependent on
this factor:
p̄BMI = α+ β ×BMI.
Using ordinary least squares, we compute the parameters of the mean motion
model dependent on the BMI. Then, we apply it to a common geometry for two
levels of the factor. A level which corresponds to an average BMI for a healthy
subject (BMI = 22.5) and a level which corresponds to an obesity of class III
(BMI = 45) in order to compare the differences between both populations.
Figure 9.6 (left) shows the volume curves for the two levels of BMI. One can see
very few differences, showing that BMI is not impacting significantly the volume
curve and the ejection fraction. On Figure 9.6 (right) we compare the strain values
over time on the three principal directions. One can see differences of the strain
for the radial and longitudinal directions. The radian and longitudinal strains are
higher for the healthy population than for the obese one. The significance of this
finding should be confirmed with statistical testing.
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Figure 9.7: Curves computed with the longitudinal generative model for 30 patients.
Curves are colored with the BMI value of the patient (blue are low-BMI/healthy
subjects and red are high BMI/obese patients). The curves model an exponential
decay of the impact of the experiment on the cardiac motion of a patient.
9.5.3 Longitudinal Motion Analysis of CVD patients
Clinical experiment protocol. A subset of the CVD population made of 77
patients (containing healthy, overweight and obese patients) took part in a clinical
study whose aim was to assess the cardiovascular response after the ingestion of
a high-energy (1635 kcal), high-fat (142g) meal. MRI short-axis were acquired
before the ingestion of the meal and after 20, 40, 60, 90, 120 and 240 minutes,
for a total of up to T2 = 7 longitudinal acquisitions. The clinical protocol of the
study is described in detail in [Hauser 2016]. We extract the representations of the
motion with polyaffine parameters for each of these timepoints when available. For
a patient i at timepoint 0 ≤ t ≤ T2, we use the notation pi,t for the flatten vector of
polyaffine parameters (which is our vector of features characterizing each motion)
of size F = T1 × K × 12 and F is the number of features. We emphasize the
fact that two different temporal dimensions are defined: the number of longitudinal
acquistions during the experiment T2 = 7 and the number of frames on which each
cycle is discretized T1 = 30.
We define a generative model for the longitudinal evolution of the motion. The
underlying assumption about the impact of the experiment on the motion is that it
is important on the beginning of the experiment after the ingestion of the meal and
then decays as time goes by. In [Jiao 2014], a pharmacokinetic model is proposed
and incorporated into the registration process in order to allow for a groupwise
registration of the temporal time frames. We take a similar approach to model
the temporal dependency of our feature vectors using the following model with an
exponential decay:
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Figure 9.8: (Left): 2D scatter-plot of the α and tmax parameters for all the patients.
The colormap corresponds to the BMI factor of each patient (from dark blue BMI =
16 to dark red BMI = 50. (Right): 2D plot of the scores of the first two modes of
the pls on the feature vectors qi with respect to the BMI. These PLS scores separates
the population with respect to the value of the BMI (high scores corresponding to
high BMI).









qi is a vector of size F which encodes the impact of the experiment on the
motion of the patient. The parameter tmax accounts the temporal dependency.
It corresponds to a reference time for the decaying impact of the experiment on
the motion to get back at the rest state. This parameter and the vector of
features qi are estimated for each patient using ordinary least squares to mini-
mize the distance of the model with respect to the measurements pi,t. We define
α = ‖qi‖ the amplitude of the change on the feature vectors. Example of the curves
f(t) = αt/tmax exp(−t/tmax) are given in Figure 9.7 for α and tmax parameters from
a set of patients.
We show the results of the optimization of the parameters α and tmax for our
population in Figure 9.8 (left) colored by the value of the BMI. The patients for
which the experience has the greatest impact on the motion are plotted on the
upper-right part of the graph. This corresponds to patients for which both the
amplitude α and relaxation time tmax are high. There does not seem to be an
important correlation with the BMI, as patients with high BMI can have either
small reaction (bottom-left) or high reaction (upper-right). It would be interesting
to test the correlation with other factors (e.g. genetic) as they may reveal a different
digestive process at work.
Then we look at the variation of the feature vector factor qi with respect to the
level of BMI. To do so, we perform a PLS decomposition whose dependant variable
is the BMI and the predictor variables are the feature vector qi. The scores of the
two first modes of the PLS are shown in a 2D plot in Figure 9.8 (right). We see
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that this 2D subspace separates the data with respect to the level of BMI, with the
high-BMI patients on the upper-right corner of the plot and the low-BMI controls
on the bottom-left.
Finally, we use the generative model we defined to compute synthetically the
evolution for two extreme points. We note qm1 and qm2 the two first modes of the
PLS for the vectors q and similarly tm1 and tm2 the two first modes for the PLS
decomposition of the parameters tmax. Two sets of feature vectors corresponding
to a extreme healthy and extreme obese longitudinal evolution are computed using
these parameters weighting by 3σ. Thus, the parameters for the healthy (−) and
obese (+) simulations are:
q± = qmean ± 3qm1 ± 3qm2
t± = tmean ± 3tm1 ± 3tm2









These polyaffine parameters are applied to a common geometry for each of the 7
timepoints of the study. In Figure 9.9, we show the volume for 3 of these longitudinal
timepoints (T = 0, T = 90, T = 240) for each of the two archetypal points (left
corresponding to the healthy longitudinal motion, and right to the obese longitudinal
motion). One can see significant difference in the evolution of the cardiac motion.
For the healthy subject, the ejection fraction increases during the experiment at
T = 90 whereas there is a decrease of the ejection fraction for the obese patient. At
the end of the experiment T = 240 both curves have almost returned to the original
level.
9.6 Conclusion
Throughout this thesis, a major theme was population-based modeling of differ-
ent phenomena impacting cardiac motion. One of the main challenge win this
kind of study is the difficulty to analyze and model a cardiac motion when it is
parametrized with a large number of parameters. This is what motivated the de-
velopment of reduced-order models, in particular the polyaffine representation of
the cardiac motion. We show in this chapter how this representation can be used
to perform group-wise analysis of the parameters and to construct a mean motion
model by averaging spatio-temporally aligned transformation parameters.
Naturally, this problem becomes even more difficult to tackle when an additional
dimension, the longitudinal evolution, is added to the analysis. We face the challenge
to model coupled temporal phenoma: the temporality of the cardiac cycle and the
longitudinal dimension. To overcome this problem, we proposed in this chapter two
different methods. For the CMP population, due to the small size of the population
for which we have access to longitudinal data, we chose to study it using a low-
dimensional subspace built on the two first modes of a PLS defined on a larger
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Figure 9.9: Volume curves for the longitudinal (T = 0,T = 90 and T = 240)
generative model at −3σ on the healthy direction (left) and at +3σ on the obese
direction (right). At T = 90 the volume curves show a more important contraction
for the healthy population and an opposite effect (less contraction) for the obese
population. At T = 240 both longitudinal models output a curve close to the
original one due to the exponential decay.
database. For the CVD population, a general longitudinal model is defined with
a reduced number of parameters. Then the parameters are analyzed using PLS
regression on the BMI, the standard index to evaluate the obese medical condition.
The work presented here shows promising preliminary results that need to be
confirmed by further analysis. For the study on the CMP patients, these results
still need to be validated on a larger database than the current population of 8
patients with longitudinal evolution. This is a major challenge as the acquisition
of longitudinal data in clinical practice is very complicated due to the important
proportion of patients who opt-out of clinical studies, especially in children and
adolescents. For the CVD population, further analysis could be done to study the
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Cardiac motion and shape analysis is a very challenging area of research that can
provide crucial information in the clinical workflow for diagnosis, classification and
therapy planning. The study of cardiac motion is usually divided in 3 consecutive
steps: the extraction of the myocardium geometry with segmentation, the tracking of
this shape through all the frames with cardiac motion tracking algorithms and finally
the application to the clinical problem using a low-dimensional representation of the
motion. This corresponds to the 3 parts that were presented in this manuscript.
In the following sections we summarize the main contributions of this thesis.
This manuscript does not pretend to provide final answers to the problem of cardiac
motion analysis but introduces some innovative ideas which constitute small steps
toward the automatic model-based analysis of the cardiac motion. There is still a
lot of research work possible to improve these methods for which we also propose
some general research perspectives. These perspectives either aim at translating
the methods to other organs and modalities or at developing new improvements of
the method presented here. Finally, we conclude this manuscript with some words
on what could be the future of computational medicine and the challenges that lie
ahead.
10.1 Summary of the Main Contributions
SVF-Net: Fast and Robust Registration Method Standard methods using
deep learning in the context of registration define ground truth transformations
using a classical registration algorithm on the pair of images. In Chapter 3, we
propose an innovative methodology to build reference deformations from pairs of
segmented images that are matched using a shape registration algorithm. These
reference transformations are used to train a predictive registration algorithm based
on convolutional neural networks. With respect to the standard method using only
images, using segmentations opens the possibility for a user to correct and validate
the results of the segmentation (which was done for our ground truth segmentations).
140 Chapter 10. Conclusions and Perspectives
We show that our method significantly outperforms a state-of-the-art optimization
method in term of registration accuracy. Maybe more important than just accuracy
improvement, our method is way faster and more robust to outliers. These qualities
opens the way for the use of registration in larger database, which was not possible
before due to the computational cost and lack of robustness of classical registration
algorithms.
Automatic Myocardium Segmentation In Chapter 4, we propose a frame-
work for the automatic segmentation of the myocardium. Our pipeline is made of
two successive modules. First, a convolutional neural network detects the RV and
LV locations. This result is used to define a ROI around the myocardium and a
standardized orientation of the heart. The image is cropped around this ROI which
is used for the second module of the pipeline. We leverage the speed of the registra-
tion algorithm defined in Chapter 3 to perform multi-atlas registration with a large
number of templates. We combine the different segmentation into the final result
by defining local weights. Results show that we benefit the large database of ground
truth is improving the accuracy. Such a large database can be used thanks to the
speed of our registration algorithm.
Barycentric Subspace for Cardiac Motion Analysis In Chapter 5 and Chap-
ter 8, we have challenged with a new symmetric group-wise paradigm the traditional
framework for studying the cardiac motion based on the ED frame chosen as the
single reference. Our approach relies on using subspaces as the reference for registra-
tion instead of choosing a specific arbitrary single image which can introduce bias.
These subspaces represent the cardiac motion by meaningful parameters showing
different clear patterns between two populations. Using this subspace as a prior
within the registration, we achieve a better evaluation of the deformation between
ED and ES frames and in particular we improve the estimation of the ejection frac-
tion. Finally, the methodology can also be used to perform symmetric transitive
registration, for better tracking along the sequence. This is the first application of
Barycentric Subspaces in the context of medical imaging.
Reduced Model of the Cardiac Function for Fast Simulation and Per-
sonalization In Chapter 6, we proposed an innovative methodology to reduce
a whole biophysical cardiac model using polyaffine projection and PLS regression.
This method can be used for personalization and for direct forward computation
of the motion given by the model. Using the inverse relation found by the PLS
between the modes of the polyaffine parameters and the input parameters, we can
use the proposed methodology to efficiently personalize a model based on polyaffine
transformations. These transformations encompass a lot of information about the
motion whereas standard methods for personalization usually only use volume curve
or regional volumes. With the direct forward computation, our contribution opens
the way to very fast simulation (less than 2 minutes) and the use of these simula-
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tions in clinical setting. This is hardly possible with the current model regarding
the time needed (≥ 2h) to perform one simulation.
Reduced-Order Polyaffine Transformations for the Automatic Diagnosic
of LV Infarct In Chapter 7, we presented an innovative methodology to project
a motion on a reduced number of polyaffine parameters. We apply the methodology
to classify a population and detect an infarct based on the segmentations at end-
systole and end-diastole. Results show that our method has a very good predictive
power with more than 95 % correct classification on 200 infarcted/control cases.
Our method performs state-of-the-art results with respect to classification accuracy
(AUC, sensitivity and accuracy) inline with the best competitive methods of the
challenge. With respect to the competitive methods of the challenge, a major quality
of our method is the interpretability of the parameters in term of local strain and
displacement on the AHA regions. We are also able to quantify the importance
of each of the parameters in the classification. Notably, this provides insights into
what is the main impact of an infarct both in terms of motion and shape.
10.2 Perspectives and Future Applications
One of the important focus was to build methods that are robust with respect to the
data and reproducible with a new database and population. Thus, the contributions
we made in this work can also be applied to other organs or other heart conditions.
Similarly, although the proposed methods were based on the analysis of MRI images
of the heart, they could be applied to other modalities with small changes. The
choice of MRI images was convenient because of the large availability of this modality
in the MD-Paedigree project which delivered most of the data. But there are reasons
pushing for an extension of these methods to other modalities. In clinical practice,
the Echo acquisition is way more common than MRI and there are many cases when
MRI images are not available. CT images have a better resolution and could permit
an analysis with better precision than MRI images.
Therefore, we propose perspectives of extension of the methods developed in this
manuscript to other organs or modalities. Some of these perspectives are already
being developed with promising preliminary results.
SVF-Net and Multi-Atlas Segmentation: Application to Left Atrial Wall
Segmentation Atrial fibrillation (AF) is the most common type of cardiac ar-
rhythmia, characterized by uncoordinated electrical activation and disorganized con-
traction of the atria. In the case the patient does not answer to drug treatments,
atrial ablation might be an effective treatment for AF. In this case, an accurate seg-
mentation of the left atrial endocardium and epicardium [Jia 2016] can give further
insight to the clinician. The method applied here to MRI images for the segmen-
tation of the myocardium could also be used for CT images and the segmentation
of left atrial. Preliminary work has already been done in this direction with the
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Figure 10.1: Preliminary result: a segmentation computed on a CT image of the
atrial with a multi-atlas method based on SVF-Net.
results shown in Fig. 10.1. More generally, it shows that the methods presented in
this work can be translated and adapted to other imaging modalities (MRI / Echo
/ CT) or to other organs.
Barycentric Subspace Registration for Multi-Atlas Brain Segmentation
The Barycentric Subspace framework presented in this manuscript and applied in
the context of cardiac motion could also provide a relevant framework for multi-atlas
segmentation. One possible extension would be to use them to realize a probabilistic
segmentation of brain images [Aljabar 2009]. With multiple templates, correspond-
ing for example to different brain pathologies and represent different shape, one can
compute the barycentric coefficient of a new image. These coefficients can be used
as weights on each template. Large weights correspond to templates that are close
to the target image and therefore correspond to templates on which we have a good
confidence on the registration. The labels of the ground truth segmentation can be
transported with the registration and fused with the weights corresponding to the
barycentric coefficients.
Barycentric Subspaces for Geometric Dimension Reduction in Brain
Computer Interface Signals Electroencephalography (EEG)-based Brain Com-
puter Interfactes (BCI) are interfaces (see Fig. 10.2) where the acquisition is carried
out by an Electroencephalograph (EEG) and the application-specific information is
extracted from the resulting signal [Clerc 2016]. EEG data have an extremely low
Signal-to-Noise Ratio, while being subject to an important amount of cross-session
and cross-subject variability. Hence, state-of-the-art classifiers generalize poorly,
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Figure 10.2: Architecture of a BCI working in real time with examples of applica-
tions. Taken from [Clerc 2016]
and calibration needs to precede each and every usage session.
Recent researches have shown that the classification task is more robust to cross-
session / cross-subject variability when working the framework of Riemannian ge-
ometry [Barachant 2012]. Under the assumption that each mental task follows a
specific distribution, the feature vector associated to a signal segment consists of
the coefficients of a large covariance matrix. The resulting feature space is the high
dimensional Riemannian manifold of Symmetric Positive Definite matrices, where
an affine-invariant metric is well defined. While Riemannian distance-based classi-
fiers show promising results, the high dimensionality of the manifold is still an issue
[Gayraud 2016].
Principal Component Analysis (PCA) is the ubiquitous tool to obtain low di-
mensional representation of the data in linear spaces. Methods have been developed
to generalize PCA to Riemannian manifolds. One can for example perform the
analysis of the covariance matrix of the data in the tangent space at the Fréchet
mean (Tangent PCA). However, the covariance matrix of the EEG signal has a
large variability with respect to the curvature. This makes traditional methods to
generalize PCA for non-linear subspace approximation in non-linear manifolds such
as tangeant PCA not adapted. In this context the Barycentric Subspaces presented
in Chapter 5 could provide an efficient framework to overcome this problem and
perform dimension reduction on the EEG signal.
144 Chapter 10. Conclusions and Perspectives
10.3 Virtual Patient in the Age of Artificial Intelligence:
the Future of Medicine
We conclude this work with a long-term view on what could be the future of com-
putational medicine and how the work presented here could perform a small step in
this direction. Machine learning has seen a spectacular development over the last 20
years and it has become crucial for solving complex problems in most sciences. The
same methods are opening up many new possibilities in medicine. By now, there
is little doubt that artificial intelligence and machine learning is going to transform
medicine and the way a patient will be treated from the diagnosis of the disease to
the choice of the most suitable treatment. It’s essential to remember, however, that
one needs to acquire large amount of data to build relevant statistical model. Once
acquired, data can be analyzed and interpreted.
There has been an on-going effort to collect and regroup cardiac data in order to
form large-scale database that can be used for research to build and validate models.
An important initiatives in the creating of such database is the Cardiac Atlas Project
[Fonseca 2011] containing the two database that were used in Chapter 7 for the auto-
matic diagnosis of infarct: the MESA database of asymptomatic hearts [Bild 2002]
and the DETERMINE database of infarcted patients [Kadish 2009]. More recently,
the UK biobank [Petersen 2013] is a large-scale database made of MRI images from
more than 100, 000 british participants and the Cardiovascular Magnetic Resonance
(EuroCMR) registry [Bruder 2013] is a collaboration of 57 centers in 15 countries
to gather imaging data.
Creating such large database comes with multiple challenges such as storage,
analysis, and information privacy. However, with the increasing interest of the
scientific, industrial and medical community towards Big Data, there will be more
and more initiatives of this type aiming at gathering very large amounts of data.
Statistical and machine learning methods such as the one presented in this thesis
will therefore gain relevance and it will be possible to model even more complex
effects. In this thesis, we put a particular emphasize into the automation and the
speed of the methods used. We believe they will provide efficient, automatic and
fast tools to analyze and process the large databases that will become available to
researchers and clinicians in the future.
Clinical medicine has always required clinicians to handle huge amounts of data,
from macro-level physiology and behavior to laboratory and imaging studies. In par-
ticular, imaging data prove to be very complex to analyze as the difference between
two cardiac sequence, for example, can be very small. In this context, we believe
machine learning will become a pivotal tool for clinicians seeking to truly understand
their patients and to take decision using as much information as possible in order
to choose the optimal therapeutical option for the patient. As patients conditions
and medical technologies become more complex, the role of machine learning will
grow, and clinical medicine will be challenged to grow with it. The combination of
medical imaging, statistical analysis and biophysical modeling will provide clinicians
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with powerful tools for a personalised computer-aided medicine.
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