Abstract. In this paper we present algorithms that compute certain local cohomology modules associated to a ring of polynomials containing the rational numbers. In particular we are able to compute the local cohomological dimension of algebraic varieties in characteristic zero. Our approach is based on the theory of Dmodules.
1. Introduction 1.1. Let R be a commutative Noetherian ring, I an ideal in R and M an R-module. The i-th local cohomology functor with respect to I is the i-th right derived functor of the functor H 0 I (−) which sends M to the I-torsion ∞ k=1 (0 : M I k ) of M and is denoted by H i I (−). Local cohomology was introduced by Grothendieck as an algebraic analog of (classical) relative cohomology. A brief introduction to local cohomology may be found in appendix 4 of [3] .
The cohomological dimension of I in R, denoted by cd(R, I), is the smallest integer c such that the local cohomology modules H q I (M) = 0 for all q > c and all R-modules M. If R is the coordinate ring of an affine variety X and I ⊆ R is the defining ideal of the Zariski closed subset V ⊆ X then the local cohomological dimension of V in X is defined as cd(R, I). It is not hard to show that if X is smooth, then the integer dim(X) − cd(R, I) depends only on V but neither on X nor on the embedding V ֒→ X.
1.2. Knowledge of local cohomology modules provides interesting information, illustrated by the following three situations. Let I ⊆ R and c = cd(R, I). Then I cannot be generated by fewer than c elements. In fact, no ideal J with the same radical as I will be generated by fewer than c elements.
Let H 1.3. The cohomological dimension has been studied by many authors, for example R. Hartshorne ([5] ), A. Ogus ([15] ), R. Hartshorne and R. Speiser ( [7] ), C. Peskine and L. Szpiro ( [16] ), G. Faltings ([4] ), C. Huneke and G. Lyubeznik ([8] ). Yet despite this extensive effort, the problem of finding an algorithm for the computation of cohomological dimension remained open. For the determination of cd(R, I) it is in fact enough to find an algorithm to decide whether or not the local cohomology module H i I (R) = 0 for given i, R, I. This is because H q I (R) = 0 for all q > c implies cd(R, I) ≤ c (see [5] , section 1). In [12] G. Lyubeznik gave an algorithm for deciding whether or not H i I (R) = 0 for all I ⊆ R = K[x 1 , . . . , x n ] where K is a field of positive characteristic. One of the main purposes of this work is to produce such an algorithm in the case where K is a field containing the rational numbers and R = K[x 1 , . . . , x n ].
Since in such a situation the local cohomology modules H i I (R) have a natural structure of finitely generated left D(R, K)-modules ( [11] ), D(R, K) being the ring of K-linear differential operators of R, explicit computations may be performed. Using this finiteness we employ the theory of Gröbner bases to develop algorithms that give a representation of H i I (R) and H i m (H j I (R)) for all triples i, j ∈ N, I ⊆ R in terms of generators and relations over D(R, K) (where m = (x 1 , . . . , x n )). This also leads to an algorithm for the computation of the invariants
(R))) introduced in [11] . We remark that if R is an arbitrary finitely generated K-algebra and I is an ideal in R then, if R is regular, our algorithms can be used to determine cd(R, I) for all ideals I of R, but if R is not regular, then the problem of algorithmic determination of cd(R, I) remains open (see also the comments in subsection 6.4).
1.4. The outline of the paper is as follows. The next section is devoted to a short survey of results on local cohomology and D-modules as they apply to our work, as well as their interrelationship.
In section 3 we review the theory of Gröbner bases as it applies to A n and modules over the Weyl algebra. Most of that section should be standard and readers interested in proofs and more details are encouraged to look at the book by D. Eisenbud ([3] , chapter 15 for the commutative case) or the fundamental article [9] (for the more general situation.
In section 4 we generalize some results due to B. Malgrange and M. Kashiwara on D-modules and their localizations. The purpose of sections 4 and 5 is to find a representation of R f ⊗ N as a cyclic A nmodule if N is a given holonomic D-module (for a definition and some properties of holonomic modules, see subsection 2.3 below). Many of the essential ideas in section 5 come from T. Oaku's work [14] .
In section 6 we describe our main results, namely algorithms that for arbitrary i, j, k, I determine the structure of
) and find λ i,j (R/I). Some of these algorithms have been implemented in the programming language C and the theory is illustrated with examples. The final section is devoted to comments on implementations, effectivity and examples.
It is a pleasure to thank my advisor Gennady Lyubeznik for suggesting the problem of algorithmic computation of cohomological dimension to me and pointing out that the theory of D-modules might be useful for its solution.
2. Preliminaries 2.1. Notation. Throughout we shall use the following notation: K will denote a field of characteristic zero, R = K[x 1 , . . . , x n ] the ring of polynomials over K in n variables, A n = K x 1 , ∂ 1 , . . . , x n , ∂ n the Weyl algebra over K in n variables, or, equivalently, the ring of Klinear differential operators on R, m will stand for the maximal ideal (x 1 , . . . , x n ) of R, ∆ will denote the maximal left ideal (∂ 1 , . . . , ∂ n ) of A n and I will stand for the ideal (f 1 , . . . , f r ) in R.
All tensor products in this work will be over R and all A n -modules (resp. ideals) will be left modules (resp. left ideals).
Local cohomology. It turns out that H
is the k-th cohomology group of theČech complex defined by
Unfortunately, explicit calculations are complicated by the fact that H k I (M) is rarely finitely generated as R-module. This difficulty disappears for H k I (R) if we enlarge the ring to A n , in essence because R f is finitely generated over A n for all f ∈ R.
D-modules.
A good introduction to D-modules is the book by Björk, [1] .
Let f ∈ R. Then the R-module R f has a structure as left A n -module:
. This may be thought of as a special case of localizing an A n -module: if M is an A n -module and f ∈ R then
Localization of A n -modules lies at the heart of our arguments.
Of particular interest are the holonomic modules which are those finitely generated A n -modules N for which Ext j An (N, A n ) vanishes unless j = n. Holonomic modules are always cyclic and of finite length over A n . Besides that, if N = A n /L, f ∈ R, s is an indeterminate and g is some fixed generator of N, then there is a nonzero polynomial
The unique monic polynomial that divides all other polynomials satisfying an identity of this type is called the Bernstein polynomial of L and f and denoted by b
f (s)f s ⊗ g we shall call a Bernstein operator and refer to the roots of b L f (s) as Bernstein roots of f on A n /L. Localizations of holonomic modules at a single element (and hence at any finite number of elements) of R are holonomic (see [1] , section 5.9) and in particular cyclic over A n , generated by f −a g for sufficiently large a ∈ N (see also our proposition 4.2). So the complex C
• (N; f 1 , . . . , f r ) consists of holonomic A n -modules whenever N is holonomic. This facilitates the use of Gröbner bases as computational tool for maps between holonomic modules and their localizations. As a special case we note that localizations of R are holonomic, and hence finite, over A n (since R = A n /∆ is holonomic).
2.4. TheČech complex. In [11] it is shown that local cohomology modules are not only D-modules but in fact holonomic: we know already that the modules in theČech complex are holonomic, it suffices to show that the maps are A n -linear. All maps in theČech complex are direct sums of localization maps. Suppose R f is generated by f s and R f g by (f g) t . We may replace s, t by their minimum u and then we see that the inclusion R f → R f g is nothing but the map
sending the coset of the operator P to the coset of the
is an A nlinear map between holonomic modules for every holonomic N. One can prove that kernels and cokernels of A n -linear maps between holonomic modules are holonomic. Holonomicity of H k I (R) follows. In the same way it can be seen that
Gröbner bases of modules over the Weyl algebra
In this section we review some of the concepts and results related to the Buchberger algorithm in modules over Weyl algebras. It turns out that with a little care many of the important constructions from the theory of commutative Gröbner bases carry over to our case. For an introduction into non-commutative monomial orders and related topics, [9] is a good source.
Let us agree that every time we write an element in A n , we write it as a sum of terms c αβ
n and in every monomial we write first the powers of x and then the powers of the differentials. Further, if m = c αβ x α ∂ β , c αβ ∈ K, we will say that m has degree deg m = |α + β| and an operator P ∈ A n has degree equal to the largest degree of any monomial occuring in P .
Recall that a monomial order < in A n is a total order on the monomials of A n , subject to m < m ′ ⇒ mm ′′ < m ′ m ′′ for all nonzero monomials m, m ′ , m ′′ . Since the product of two monomials in our notation is not likely to be a monomial (as ∂ i x i = x i ∂ i + 1) it is not obvious that such orderings exist at all. However, the commutator of any two monomials m 1 , m 2 will be a polynomial of degree at most deg m 1 + deg m 2 − 2. That means that the degree of an operator and its component of maximal degree is independent of the way it is represented. Thus we may for example introduce a monomial order on A n by taking any monomial order onÃ n = K[x 1 , . . . , x n , ∂ 1 , . . . , ∂ n ] (the polynomial ring in 2n variables) that refines the partial order given by total degree, and saying that m 1 > m 2 in A n if and only if m 1 > m 2 iñ A n .
Let < be a monomial order on A n . Let G = d 1 A n · γ i be the free A n -module on the symbols γ 1 , . . . , γ d . We define a monomial order on G by m i γ i > m j γ j if either m i > m j in the order on A n , or m i = m j and i > j. The largest monomial mγ in an element g ∈ G will be denoted by in(g). Of fundamental importance is 
The result is h a , called a remainder ℜ(h, g) of h under division by g, and an expression σ a = s i=1 a i ε i with a i ∈ A n . By Dickson's lemma ([9], 1.1) the algorithm terminates. It is worth mentioning that ℜ(h, g) is not uniquely determined, it depends on which g i we pick amongst those whose initial term divides the initial term of h j .
Note that if h a is zero, σ a tells us how to write h in terms of g. Such a σ a is called a standard expression for h with respect to {g 1 , . . . , g s }.
Definition 3.2. If in(g i ) and in(g j ) involve the same basis element of G, then we set
. Otherwise, σ ij and s ij are defined to be zero. s ij is the Schreyer-polynomial to g i and g j . Suppose ℜ(s ij , g) is zero for all i, j. Then we call g a Gröbner basis for the module A n · (g 1 , . . . , g s ).
The following proposition ( [9] , Lemma 3.8) indicates the usefulness of Gröbner bases.
Proposition 3.3. Let g be a finite set of elements of G. Then g is a Gröbner basis if and only if
Computation of Gröbner bases over the Weyl algebra works just as over polynomial rings:
Output: a Gröbner basis for A n · (g 1 , . . . , g s ).
Begin.
End.
3.1. Now we shall describe the construction of kernels of A n -linear maps using Gröbner bases. Again, this is similar to the commutative case and we first consider the case of a map between free A n -modules.
A n γ j and φ : E → G be a A n -linear map. Assume φ(ε i ) = g i . Suppose that in order to make g a Gröbner basis we have to add g
where π is the identity on ε i for i ≤ s and sends ε i+s into s k=1 a ik ε k . Of course,φ = φπ. The kernel of φ is just the image of the kernel ofφ under π. So in order to find kernels of maps between free modules one may assume that the generators of the source are mapped to a Gröbner basis and replace φ byφ. Recall from definition 3.2 that σ ij = m ji ε i − m ij ε j or zero, depending on the leading terms of g i and g j . Proposition 3.5. Assume that {g 1 , . . . , g s } is a Gröbner basis. Let s ij = d ijk g k be standard expressions for the Schreyer polynomials. Then {σ ij − k d ijk ε k } 1≤i<j≤s generate the kernel of φ :
The proof proceeds exactly as in the commutative case, see for example [3] , section 15.10.8.
3.2.
We explain now how to find a set of generators for the kernel of an arbitrary A n -linear map. Let E, G be as in subsection 3.1 and
It will be sufficient to consider the case P = 0 since we may lift φ to the free module E surjecting onto E/P .
Let as before φ(ε i ) = g i . A kernel element in E is a sum i a i ε i , a i ∈ A n , which if ε i is replaced by g i can be written in terms of the generators q j of Q. Let β = {β 1 , . . . , β c } be such that g ∪ q ∪ β is a Gröbner basis for A n (g, q). We may assume that the β i are the results of applying algorithm 3.4 to g ∪ q. Then from algorithm 3.1 we have expressions
with c ij , c ′ ik ∈ A n . Furthermore, by proposition 3.5, algorithm 3.4 returns a generating set σ for the syzygies on g ∪ q ∪ β. Write
and eliminate the last sum using the relations (3.1) to obtain syzygies
These will then form a generating set for the syzygies on g ∪ q. Cutting off the q-part of these syzygies we get a set of forms
which generate the kernel of the map E → G/Q.
3.3. The comments in this subsection will find their application in algorithm 6.2 which computes the structure of
be a commutative diagram of A n -modules. Note that the row cohomology of the column cohomology at N is given by
In order to compute this we need to be able to find:
• preimages of submodules,
• kernels of maps,
• intersections of submodules. It is apparent that the second and third calculation is a special case of the first: kernels are preimages of zero, intersections are images of
s /N we want to find the preimage under ψ of the image of φ. We may reduce to the case where M and P are zero and then lift φ, ψ to maps into A n s . The elements x in ψ −1 (im φ) ⊆ A n t are exactly the elements in ker(A n t ψ → A n s /N → A n s /(N + im φ)) and this kernel can be found according to the comments in 3.2.
D-modules after Kashiwara and Malgrange
The purpose of this and the following section is as follows. Given
, we want to compute the structure of the module R f ⊗ A n /L. It turns out that it is useful to know the ideal J L (f s ) which consists of the operators
, we will consider the module M over the ring A n+1 = A n t, ∂ t . It will turn out in 4.1 that one can easily compute the ideal J
consisting of all operators that kill f s ⊗ 1. In section 5 we will then show how to compute
. The second basic fact in this section (proposition 4.2) shows how to compute the structure of
4.1. Consider A n+1 = A n t, ∂ t , the Weyl algebra in x 1 , . . . , x n and the new variable t. B. Malgrange has defined an action of t and
A n acts on M as expected, the variables by multiplication on the left, the ∂ i by the product rule.
One checks that this actually defines an structure of M as a left A n+1 -module and that −∂ t t acts as multiplication by s.
We denote by J
. The operators t and ∂ t were introduced in [13] . The following lemma generalizes lemma 4.1 in [13] (as well as part of the proof given there) where the special case
is the ideal generated by f − t together with the images of the P j under the automorphism φ of A n+1 induced by x → x, t → t − f .
Proof. The automorphism sends ∂ i to ∂ i + f i ∂ t and ∂ t to ∂ t . So if we write
One checks that (
We may assume, that P does not contain any t since we can eliminate t using f −t. Now rewrite P in terms of ∂ t and the
. . , ∂ n )). Let α be the largest α ∈ N for which there is a nonzero c αβ occuring in
. . , ∂ n +f n ∂ t ). We show that the sum of terms that contain ∂ α t is in A n+1 ·φ(L) as follows. In order for P (f s ⊗1) to vanish, the sum of terms with the highest s-power, namely s α , must vanish, and so β c αβ (
So by the first part,
but is of smaller degree in ∂ t than P was. The claim follows. 2
We will in the next section show how the lemma can be used to determine 
If L is holonomic and a ∈ Z is such that no integer root of b L f (s) is smaller than a, then we have isomorphisms
Proof. We mimick the proof given by Kashiwara, who proved the proposition for the case
Let us first prove the second equality. Certainly
The claim is clear for m = 1 from equation (4.2). So let m > 1. The inductive hypothesis states that (s
. Combining these two facts we get
f because we can interprete P (s + m)(f s+m ⊗ 1) as a polynomial in s + m with root a. But then
. For the first isomorphism we have to show that A n · (f a ⊗ 1) = R f ⊗ A n /L. It suffices to show that every term of the form f m f a ⊗ Q is in the module generated by (f a ⊗ 1) for all m ∈ Z. Furthermore, we may assume that Q is a monomial in ∂ 1 , . . . , ∂ n .
Existence and definition of b
for all m. Now let Q be a monomial in ∂ 1 , . . . , ∂ n of ∂-degree j > 0 and assume that
for all m and all operators Q ′ of ∂-degree lower than j. Then Q = ∂ i Q ′ for some 1 ≤ i ≤ n. Fix m ∈ Z. By assumption on j, for some P ′ we have
The claim follows by induction. This completes the proof of the proposition. 2
We remark that if any a ∈ Z satisfies the conditions of the proposition, then so does every integer smaller than a.
An algorithm of Oaku
The purpose of this section is to review and generalize an algorithm due to Oaku. In [14] (algorithm 5.4.), Oaku showed how to construct a generating set for
We shall explain how one may calculate J ∩ A n [−∂ t t] whenever J ⊆ A n+1 is any given ideal and as a corollary develop an algorithm that for
. The proof follows closely Oaku's argument. On A n+1 [y 1 , y 2 ] define weights w(t) = w(y 1 ) = 1, w(∂ t ) = w(y 2 ) = −1, w(x i ) = w(∂ i ) = 0. If P = i P i ∈ A n+1 [y 1 , y 2 ] and all P i are monomials, then we will write (P ) h for the operator i P i · y
1 where d i = max j (w(P j )) − w(P i ) and call it the y 1 -homogenization of P .
Note that the Buchberger algorithm preserves homogeneity in the following sense: if a set of generators for an ideal is given and these generators are homogeneous with respect to the weights above, then any new generator for the ideal constructed with the classical Buchberger algorithm will also be homogeneous. (This is a consequence of the facts that the y i commute with all other variables and that ∂ t t = t∂ t + 1 is homogeneous of weight zero.)
. . , Q r ) and let y 1 , y 2 be two new variables. Let I be the left ideal in A n+1 [y 1 ] generated by the y 1 -homogenizations (Q i ) h of the Q i , relative to the weight w above, and letĨ = A n+1 [y 1 , y 2 ] · (I, 1 − y 1 y 2 ). Let G be a Gröbner basis forĨ under a monomial order that eliminates y 1 , y 2 . For each P ∈ G set P ′ = t −w(P ) P if w(P ) < 0 and P ′ = ∂ w(P ) t P if w(P ) > 0 and let
Proof. Note first that G consists of w-homogeneous operators and so w(P ) is well defined for P ∈ G.
where the a i are in A n+1 [y 1 , y 2 ]. Since P ∈ A n [−∂ t t], the substitution
Now assume that P ∈ J ∩A n [−∂ t t]. So P is w-homogeneous of weight 0. Also, P ∈ J and J is contained in I(1), the ideal of operators Q(1) ⊆ A n+1 for which Q(y 1 ) ∈ I. By lemma 5.2 below (taken from [14] ), y a 1 P ∈ I for some a ∈ N. Therefore P = (1 − (y 1 y 2 ) a )P + (y 1 y 2 ) a P ∈Ĩ. Let G = {P 1 , . . . , P b , P b+1 , . . . , P c } and assume that P i ∈ A n+1 if and only if i ≤ b. Buchberger algorithm gives a standard expression P = a i P i with all in(a i P i ) ≤ in(P ). That implies that a b+i is zero for positive i and a i does not contain y 1 , y 2 for any i.
Since P, P i are w-homogeneous, the same is true for all a i , from Buchberger algorithm. In fact, w(P ) = w(a i ) + w(P i ) for all i. As w(P ) = 0 (and t, ∂ t are the only variables with nonzero weight that may appear in a i ) we find a
, depending on whether w(P i ) is negative or positive.
It follows that P =
Lemma 5.2. Let I be a w-homogeneous ideal in A n+1 [y 1 ] with respect to the weights introduced before the proposition and I(1) defined as in the proof of the proposition. Assume P ∈ A n+1 is a w-homogeneous operator. Then P ∈ I(1) implies y a 1 P ∈ I for some a. Proof. Note first that y 1 → 1 will not lead to cancellation of terms in any homogeneous operator as w(y 1 ) = 0.
If P ∈ I(1), P = Q i (1), with all Q i w-homogeneous in I. Then the y 1 -homogenization of Q i (1) will be a divisor of Q i and the quotient will be some power of y 1 , say y η i
. Homogenization of the equation
So we have
Add t − f to the list. 2. Homogenize all φ(Q i ) with respect to the new variable y 1 relative to the weight w introduced before proposition 5.1. 
Compute a Gröbner basis for the ideal generated by (φ(Q
In order to guarantee existence of the Bernstein polynomial b L f (s) we assume for our next result that L is holonomic. 
(s) will be (up to a scalar factor) the unique element in the reduced Gröbner basis for J L (f s ) + (f ) that contains no x i nor ∂ i . Now suppose K ⊆ C, |s| = 2Bρ where B is as defined above and ρ > 1. Assume also that s is a root of b L f (s). We find
2) using ρ ≥ 1. By contradiction, s is not a root. The final claim is a consequence of Kashiwara's work [10] where it is proved that if L = (∂ 1 , . . . , ∂ n ) then all roots of b L f (s) are negative and hence −b n−1 is a lower bound for each single root.
2
For purposes of reference we also list algorithms that compute the Bernstein polynomial to a holonomic module and the localization of a holonomic module. The algorithms 5.3 and 5.5 appear already in [14] in the special case
Local cohomology as A n -module
In this section we will combine the results from the previous sections to obtain algorithms that compute for given i, j, k ∈ N, I ⊆ R the local cohomology modules H I = (f 1 , . . . , f r ). In particular, if H k I (R) is zero, then the algorithm will return the zero presentation.
Consider theČech complex associated to f 1 , . . . , f r in R,
Its k-th cohomology group is the local cohomology module H k I (R). The map
is the sum of maps
which are either zero (if {i 1 , . . . , i k } ⊆ {j 1 , . . . , j k+1 }) or send 
as in 3.2. 5. Compute a Gröbner basis G 0 for the module 
. . , f r ), the vertical maps φ
•• induced by the identity on the first factor and the usuaľ Cech maps on the second, whereas the horizontal maps ξ
•• are induced by theČech maps on the first factor and the identity on the second. Since
(R) and the induced horizontal maps in the j-th row are simply the maps in theČech complex C
• (H j I (R); x 1 , . . . , x n ). It follows that the row cohomology of the column cohomology at
So the whole double complex can be rewritten in terms of A n -modules and A n -linear maps using 5.6:
Using the comments in subsection 3.3, we may now compute the modules H i m (H j I (R)). More concisely, we have the following Algorithm 6.2. Input: f 1 , . . . , f r ∈ R; i 0 , j 0 ∈ N.
Output:
I (R)) in terms of generators and relations as finitely generated A n -module. Begin.
For i
and X θ ′ denotes in analogy to F θ the product α∈θ ′ x α . 2. Let a be the minimum integer root of the product of all these Bernstein polynomials and replace s by a in all the annihilators computed in the previous step. 3. Compute the matrices to the A n -linear maps φ i,j :
and ξ i,j : C i,j → C i+1,j , again for i = i 0 − 1, i 0 , i 0 + 1 and j = j 0 − 1, j 0 , j 0 + 1. 4. Compute Gröbner bases for the modules
Compute the remainders of all elements of G with respect to G 0 and return these remainders together with G 0 . End.
The elements of G will be generators for H ) is an injective m-torsion R-module of finite socle dimension λ i,n−j (which depends only on i, j and R/I) and so isomorphic to (E R (K)) λ i,n−j where E R (K) is the injective hull of K over R. We are now in a position that allows computation of these invariants of R/I. For, let H i m (H j I (R)) be generated by g 1 , . . . , g l ∈ A n d modulo the relations h 1 , . . . , h e ∈ A n d . Let H be the module generated by the h i . We know that (A n · g 1 + H)/H is m-torsion and so it is possible (with trial and error) to find a multiple of g 1 , say mg 1 with m a monomial in R, such that (A n · mg 1 + H)/H is nonzero but x i mg 1 ∈ H for all 1 ≤ i ≤ n. Then the element mg 1 + H/H has annihilator equal to m and hence generates an A n -module isomorphic to
. . , g l ) + H/H splits as map of R-modules because of injectivity and so the cokernel A n (g 1 , . . . , g l )/A n (mg 1 , h 1 , . . . , h e ) is isomorphic to (E R (K)) λ i,n−j −1 . Reduction of the g i with respect to a Gröbner basis of the new relation module and repetition of the previous will lead to the determination of λ i,n−j . Using the program [18] , one finds that H 3 I (R) is isomorphic to a cyclic A 6 -module generated by 1 ∈ A 6 subject to relations x 1 = . . . = x 6 = 0. This is a straightforward computational proof of the non-vanishing of H 3 I (R). Of course this proof gives more than simply the non-vanishing. Since the quotient of A 6 by the left ideal generated by x 1 , . . . , x 6 is known to be isomorphic as an R-module to E R (R/(x 1 , . . . , x 6 )), the injective hull of R/(x 1 , . . . , x 6 ) = K in the category of R-modules, our proof implies that
7.2. Computation of Gröbner bases in many variables is in general a time-and space consuming enterprise. Already in (commutative) polynomial rings the worst case performance for the number of elements in reduced Gröbner bases is doubly exponential in the number of variables and the degrees of the generators. In the (relatively small) example above R is of dimension 6, so that the intermediate ring A n+1 [y 1 , y 2 ] contains 16 variables. In view of these facts the following idea has proved useful.
The general context in which lemma 4.1 and proposition 4.2 were stated allows successive localization of R f g in the following way. First one computes R f according to algorithm 5.6 as quotient of A n by a certain holonomic ideal L = J ∆ (f s )| s=a , a ≪ 0. Then R f g may be computed using 5.6 again since R f g ∼ = R g ⊗ A n /L. (Note that all localizations of R are automatically f -torsion free for f ∈ R as R is a domain.) This process may be iterated for products with any finite number of factors. Note also that the exponents for the various factors might be different. This requires some care as the following situations illustrate. Assume first that −1 is the smallest integer root of the Bernstein polynomials of f and g (both in R) with respect to the holonomic module R. Assume further that R f g ∼ = A n · f −2 g −1
A n · (f g) −1 . Then R f → R f g can be written as A n / ann(f −1 ) → A n / ann(f −2 · g −1 ) sending P ∈ A n to P · f · g.
Suppose on the other hand that we are interested in H 2 I (R) where I = (f, g, h) and we know that R f = A n · f −2
and R f g = A n · f −1 g −2 .
(In fact, the degree 2 part of theČech complex of example 7.1 consists of such localizations.) It is tempting to write the embedding R f → R f g with the use of a Bernstein operator (if P f (s)f s+1 = b ∆ f (s)f s then take s = −2) but as f −1 is not a generator for R f , b ∆ f (−2) will be zero. In other words, we must write R f g as A n / ann((f g) −2 ) and then send P ∈ ann(f −2 ) to P · g 2 .
The two examples indicate how to write theČech complex in terms of generators and relations over A n while making sure that the maps C k → C k+1 can be made explicit using the f i : the exponents used in C i have to be at least as big as those in C i−1 (for the same f i ).
Remark 7.2. We suspect that for all holonomic f g-torsionfree modules M = A n /L we have (with R g ⊗ M ∼ = A n /L ′ ):
f (s) = 0}. This would have two nice consequences.
First of all, it would guarantee, that successive localization at the factors of a product does not lead to matrices in theČech complex with entries of higher degree than localization at the product at once.
Secondly, if 7.2 were known to be true, we could proceed as follows for the computation of C i (R; f 1 , . . . , f r ). First compute J ∆ ((f i ) s ) for all i, find all minimal integer Bernstein roots β i of f i on R and substitute them into the appropriate annihilator ideals. If from now on we want to use algorithm 5.6 in order to compute R f i 1 ·...·f i k ·f i k+1 from R f i 1 ·...·f i k then we can skip steps 2 and 3 of 5.6 as the remark gives us a lower bound for the minimal integer Bernstein root of f i k+1 on R f i 1 ·...·f i k . (From the comments before 7.2 it is also clear that we cannot hope to use a larger value.)
The advantage of localizing R f g as (R f ) g is twofold. For one, it allows the exponents of the various factors to be distinct which is useful for the subsequent cohomology computation: it helps to keep the degrees of the maps small. (So for example R x·(x 2 +y 2 ) can be written as A n · x −1 (x 2 + y 2 ) −2 instead of A n · (x −2 · (x 2 + y 2 ) −2 ). On the other hand, since the computation of Gröbner bases is doubly exponential it seems to be advantageous to break a big problem (localization at a product) into many "easy" problems (successive localization).
An extreme case of this behaviour is our example 7.1: if we compute R f gh as ((R f ) g ) h , the calculation uses approximately 2.5 kB and lasts 32 seconds on a Sun workstation using [18] . If one tries to localize R at the product of the three generators at once, [18] crashes after about 30 hours having used up the entire available memory (1.2 GB).
