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In the limit of very large centre-of-mass energy s the two-parton scattering amplitude
is well approximated by the exchange of reggeons in the t channel. In particular, the
leading contributions to the signature-even two-reggeon exchange are described by the
famous Balitsky–Fadeev–Kuraev–Lipatov (BFKL) evolution equation. In this thesis
we demonstrate that it is possible to solve this equation iteratively, and in this way
calculate the associated amplitude to any loop order in perturbative QCD.
The key idea is to analyse the evolution of the two-reggeon wavefunction in two comple-
mentary regions. The so-called soft region is characterised by the small momentum of
one of the reggeons. There, the wavefunction obeys a simplified evolution equation and
evaluates to a polynomial in the soft momentum. This region is the exclusive source of
the singularities of the signature-even amplitude. Consequently, the complementary re-
gion is described by purely finite integrals which can be evaluated without dimensional
regularisation, directly in terms of a class of iterated polylogarithms. The contribu-
tions from both regions are combined and shown to recover the result of the full BFKL
evolution. All the above methods are algorithmic and work to any loop order.
We resum the singularities of the amplitude to all loop orders and match the result to the
predictions made by the soft factorisation theorem to shed light on the universal infrared
behaviour of two-parton scattering. This lets us extract the all-order soft anomalous
dimension in the high-energy limit whose properties we analyse in detail. In particular,
it turns out to be an entire function of the coupling which can be approximated by a
simple oscillating function well beyond the perturbative regime.
The finite terms of the signature-even amplitude show intricate combinations of tran-
scendental numbers. At low loop orders they are the well-known values of the Riemann
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zeta function evaluated at integer arguments. However, examining the amplitude at
eleven loops and beyond reveals that a broader class of numbers — so-called single-
valued multiple zeta values — is needed to describe the two-reggeon exchange. More-
over, finite terms that originate in the soft region are readily resummed and allow us to
derive a modified evolution equation for the complementary hard region. In fact, there
are more hints of all-order resummation which we discuss towards the end of this thesis
hoping they will inspire future research in this area.
4
Lay summary
Scattering amplitudes are the current paradigm to describe particle interactions at a
fundamental level. While not directly observable they determine the probability of the
outcome of a scattering experiment and are therefore at the interface of theoretical and
experimental physics. Being able to calculate scattering amplitudes accurately leads to
better predictions which can be contrasted with experimental data to test and improve
our understanding of the world of elementary particles.
Amplitudes are typically difficult to calculate. So difficult that, for realistic processes,
the mathematics needed to compute them exactly is unknown. Instead, one usually
approximates them as a series of contributions that decrease in size and importance
but increase in complexity. Put simply, the more terms of the series we are able to
compute the more accurate the predictions for the amplitude are. This idea is known
as perturbation theory. Due to the increased complexity usually only a few terms of the
series can be calculated, limiting the the accuracy at which we can predict the outcome
of a scattering experiment.
It is sometimes useful to consider special limits of particle interactions, like collisions of
two particles with minimal deflection also known as forward scattering. For experimen-
talists this limit is of interest because a fair share of events that occur at high-energy
colliders (like the LHC) fall into this category. On the other hand, it enables theoreti-
cians to make very precise predictions as the associated amplitudes simplify in special
limits. More recently, special-limit calculations have been used as boundary data that
— together with other theoretical constraints — determine the physics also away from
the limit.
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In this thesis we demonstrate that it is possible to calculate arbitrarily many terms of the
series that describes the forward scattering of two particles. At very large energies the
interaction between the two particles is mediated by the exchange of two unobservable
“virtual” particles called reggeons. The key idea behind our calculation is to split the
space of kinematic configurations, i.e. the distribution of the available energy onto the
two reggeons, into two momentum regions. Mathematically, the two regions have very
different properties which we exploit individually to compute the amplitude in a disjoint
fashion.
Like many scattering amplitudes, the one we study in this work exhibits so-called long-
distance singularities. These divergent terms cancel upon computing probabilities and
reflect the arbitrariness of defining individual partons as final states in the mathematical
framework, quantum field theory (QFT), and underlying model, quantum chromody-
namics (QCD). As such they offer unique insights into the inner workings and charac-
teristics of both QFT and QCD and allow for very general conclusions. For example,
it is known that the long-distance behaviour of two-particle scattering amplitudes is
universal and governed by a single quantity, called the soft anomalous dimension. Since
our approach enables us to compute all long-distance singularities we will be able to ex-
tract the exact form of the soft anomalous dimension at very high energies. As explained
above, this type of exact result is very rare in realistic theories like QCD.
The regular (i.e. non-divergent) terms on the other hand we find to have an intricate
structure made of transcendental numbers beyond the well-known values of the Riemann
zeta function at integer arguments. The calculations outlined in this work enable us to
study this structure for the first time since only the first two regular terms had previously
been known. The aforementioned momentum regions naturally split the regular terms
into two sets, one of which can again be written as an exact solution while the other one
remains, for the most part, a perturbative series. We hope that this analysis carried
out at the end of the thesis will inspire future research in this area.
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The high-energy limit of QCD scattering has always been a subject of much theoret-
ical interest, see e.g. [2–9]. In particular, the Balitsky-Fadin-Kuraev-Lipatov (BFKL)
equation [2–4] provides a theoretical framework to resum high-energy (or rapidity) log-
arithms to all orders in perturbation theory. It was used extensively to investigate a
range of physical phenomena including the small-x behaviour of deep-inelastic struc-
ture functions and parton densities, and jet production with large rapidity gaps. The
non-linear generalisations of BFKL, known as the Balitsky-JIMWLK equation [10–15],
extends the range of phenomena further, e.g. to describe gluon saturation in heavy-ion
collisions.
On the theoretical front a separate line of investigation concerns the structure of par-
tonic scattering amplitudes in the high-energy limit [16–29]. Scattering amplitudes of
quarks and gluons are dominated at high energies by the t-channel exchange of effective
excitations dubbed reggeised gluons or reggeons. In this context the BFKL equation
and its generalisations provide again a highly-valuable tool: by solving these equations
iteratively one can compute high-energy logarithms order-by-order in perturbation the-
ory [25,26].
The real part of a 2 → 2 partonic amplitude (i.e. its signature-odd part, see eq. (1.3))
is governed by an odd number of reggeised gluons. The leading high-energy logarithms
simply exponentiate, dressing the t-channel gluon propagator by a power of s/t. In
Regge theory (see e.g. ref. [30] and the original ref. [31]) this behaviour corresponds
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to a Regge pole in the complex angular momentum plane. QCD amplitudes can thus
be factorised in the high-energy limit into a t-channel reggeised gluon exchange which
captures the dependence on the energy, and energy-independent impact factors that
depend on the colliding partons. However, this simple picture in which a single reggeised
gluon is exchanged does not extend beyond leading logarithms (LL). Multiple exchanges,
which now form Regge cuts, contribute to the real part of the amplitude starting at
next-to-next-to-leading logarithmic accuracy (NNLL) and to the imaginary part at NLL.
This was recently demonstrated explicitly in ref. [26], where these effects were computed
through three loops, by constructing an iterative solution of the relevant BFKL or
Balitsky-JIMWLK equation, describing the evolution of three reggeised gluons and their
mixing with a single reggeised gluon.
In this work we extend this study, focusing on the imaginary part of 2 → 2 partonic
amplitudes, which are governed by the exchange of an even number of reggeised gluons,
which also form Regge cuts. The leading logarithmic corrections to the even amplitude
are determined to all orders by a wavefunction of a pair of reggeised gluons, which solves
the celebrated BFKL evolution equation. This iterative solution, which will be central
to the present work, can be famously described by ladder graphs, where an additional
rung is generated at each order in the loop expansion.
The signature-even 2 → 2 scattering amplitude exhibits singularities associated with
small momentum transfers, so-called infrared or soft divergencies. While not physical
objects themselves infrared singularities are of great interest to theoreticians. They are
a ubiquitous feature of quantum field theory (QFT) with massless excitations and, as
such, a natural candidate to study universal properties of amplitudes. For example, in-
frared factorisation theorems guarantee that soft singularities factorise and exponentiate
as governed by a renormalisation group equation. They are thus uniquely determined by
the value of an anomalous dimension — the soft anomalous dimension. This statement
holds for all kinematic configurations but is particularly appealing in the high-energy
limit: Indeed, the gluon Regge trajectory αg(t) is infrared-singular and its exponentia-
tion along with the energy logarithms, which is a manifestation of reggeisation, is readily
consistent with infrared factorisation. The correspondence between the structure of am-
plitudes in the high-energy limit, which is governed by rapidity evolution equations, on
the one hand, and the structure of infrared singularities on the other, becomes more
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complicated at subleading orders. While both separately provide means to explore the
structure of amplitudes to all orders in perturbation theory, the interplay between the
two provides additional insight in either direction, as demonstrated multiple times over
the past few years [21–26].
Infrared singularities of massless scattering amplitudes are now fully known, for general
colour, kinematics and any number of partons, through three loops, owing to an explicit
computation of the soft anomalous dimension at this order [32,33]. While through two
loops infrared singularities are governed exclusively by a sum over colour dipoles formed
by pairs of the hard-scattered partons [34–37], at three loops one encounters for the first
time infrared singularities that are simultaneously sensitive to the colour and kinematics
of three and four hard partons. Subsequently, ref. [26] specialised these results to the
high-energy limit, and provided a detailed comparison between the singularity struc-
ture deduced from the soft anomalous dimension and what has been established there
through three loops via computations in the high-energy limit. While full consistency
was found, remarkably, it was shown that at three loops (see eq. (4.11) there) the real
part of the amplitude is only sensitive to non-dipole corrections starting at N3LL ac-
curacy, while in the imaginary part of the amplitude they appear already at NNLL
accuracy.
As an application of the interplay between these limits, it was recently demonstrated [38]
that the functional form of the three-loop soft anomalous dimension in general kinemat-
ics can in fact be fully recovered via a bootstrap procedure using the high-energy limit
of 2 → 2 scattering, alongside other information, as input. The bootstrap programme
of the soft anomalous dimension can be extended beyond three loops, provided that
information from special kinematic limits is available. The imaginary part of 2 → 2
amplitudes is a natural place to start; indeed, already in ref. [25], a non-dipole contri-
bution at four loops and NLL accuracy could be predicted using BFKL theory.
The same reference [25] demonstrated, by direct computation and using an appropriate
normalisation, that the finite terms of the amplitude up to four loops are given by
zeta numbers of weight equal to the loop order. This homogeneous-weight property is
believed to be a general feature and true to all loop orders. Testing this conjecture is
difficult however due the complexity of the multi-loop integrals that enter the amplitude
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beyond four loops. Consequently, it is also unknown which types on transcendental
numbers make up higher loop orders; due to the trivial momentum dependence of the
amplitude this number-theoretical approach may be the only way to uncover its all-order
properties.
In the present work we continue to investigate the high-energy limit of 2→ 2 scattering
in QCD, focusing on the imaginary (signature-even) part of the amplitude, which is
governed, as mentioned above, by the exchange of a pair of reggeised gluons that satisfy
the BFKL evolution equation. The leading-order equation is sufficient to determine an
infinite tower of high-energy logarithms in the soft anomalous dimension1.
Although the BFKL Hamiltonian has been diagonalised in many instances [5], to study
partonic amplitudes requires us to use the dimensionally-regulated Hamiltonian which is
comparatively less understood. Instead of a direct computation like shown in ref. [25] we
propose a different approach to its iterative loop expansion. The key idea is to consider
what we call the soft limit of the BFKL evolution. This limit selects configurations
where one of the reggeised gluons has a small momentum w.r.t. the other. The approach
is inspired by three observations: First, the two-reggeised-gluon wavefunction is finite
at any loop order. Second, the singularities of the amplitude are controlled by the above
soft limit. Third, the BFKL evolution is closed in the soft limit. As we will demonstrate,
the full BFKL evolution can then be recovered by carefully summing contributions from
the soft limit and its kinematic complement.
Focusing on the singularities first, we evolve the wavefunction in the limit of one soft
reggeised gluon and find that the BFKL Hamiltonian simplifies dramatically. In fact, it
will not only enable us to calculate the wavefunction to any loop order in this limit but
also find an exact solution for the all-order singular amplitude (see eq. (5.18)). Later,
we demonstrate how one can extract from it the soft anomalous dimension at NLL (see
eq. (5.23) with (5.24)) which turns out to be an entire function of the coupling.
The finite amplitude on the other hand receives contributions from all kinematic config-
urations and thus cannot be calculated from the above limit. However, away from the
soft limit the evolution of the wavefunction as well as computation of the amplitude can
1We refer to these as next-to-leading logarithms, owing to their suppression by one logarithm com-
pared to the reggised-gluon corrections to the real part of the amplitudes.
16
be performed in strictly two dimensions since they involve only finite integrals, as ex-
plained above. In two dimensions, the BFKL evolution is related to a set of differential
equations which are conveniently solved in terms of single-valued harmonic polyloga-
rithms (SVHPLs). This, again, is an entirely algorithmic procedure and works to any
loop order. Integrating the wavefunction over the remaining two-dimensional momen-
tum yields finite terms that recover the full signature-even amplitude when combined
with the results of the soft limit.
The structure of the thesis is as follows. In section 1.1 we recall the basic notions
regarding the high-energy limit of 2 → 2 amplitudes and introduce vocabulary used
throughout this work. Chapter 2 then explains how the BFKL evolution equation
can be solved iteratively to determine the two-reggeised-gluon wavefunction and the
imaginary part of the amplitude. In section 2.2 we reformulate the equation so as to
explicitly display the fact that the evolution retains infrared finiteness and recover the
four-loop results of ref. [25]. In chapter 3 we consider the soft approximation, show
that the evolution closes in this limit, and exploit this simplification to derive all-order
solutions for the wavefunction and amplitude.
Chapter 4 in turn covers BFKL evolution in strictly two dimensions. There, we again
focus on the wavefunction first and describe the two-dimensional iteration in detail, see
section 4.3. The transition to the amplitude is more elaborate than in the soft case and
is discussed in section 4.4. Throughout the chapter we distinguish clearly between soft
and hard (i.e. non-soft) finite terms so as to avoid confusion when we recover the full
finite amplitude in section 4.5.
With the results of both soft and hard configurations at hand we examine their re-
summation properties in chapter 5. The concept of soft factorisation is introduced in
section 5.1 and we demonstrate how one can extract the soft anomalous dimension in
the high-energy limit from the single poles of the 2→ 2 scattering amplitude. We study
the implications of our results, obtain a closed-form expression for the soft anomalous
dimension at NLL and verify the consistency of our BFKL-based result with infrared
exponentiation.
The finite amplitude shows signs of exponentiation, too. In particular, the soft wave-
function can be resummed and used to define a modified evolution for the remaining
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hard terms. Furthermore, the part of the BFKL Hamiltonian that vanishes for colour-
octet exchanges turns out to be associated to a fully resummable amplitude. These
results are presented in section 5.2 and should provide clues to future research in this
area.
Lastly, we summarise our results and offer a final conclusion and outlook in chapter 6.
1.1 Prelude: The signature-even amplitude
This is a good moment to introduce some basic concepts and notation which will be
useful in the context of the BFKL equation introduced in the next chapter. To this end
let us consider a 2 → 2 scattering amplitude Mij→ij , where i, j can be a quark or a






Figure 1.1: The t-channel exchange dominating the high-energy limit, s −t > 0. The
figure also defines our conventions for momenta assignment and Mandelstam invariants.
We shall assume that particles 1 and 4 (2 and 3) are of the same type and have the
same helicity.
The high-energy limit corresponds to a configuration of forward scattering, such that
the Mandelstam variables satisfy s −t > 0. In this limit scattering amplitudes show
a factorised behaviour: schematically,
Mij→ij(s, t) = Di(t)×M(s, t)×Dj(t) (1.1)
with Di,j the so-called impact factors and M the energy-dependent t-channel inter-
action. Impact factors depend on the species of the particles i and j as well as the
momentum exchanged between them, t. They can be calculated perturbatively and are
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known for quarks, gluons and photons to the next-to-leading order [39–41]. Importantly,
they contain a trivial O(α0s) contribution such that, in general,







The t-channel interaction on the other hand has a universal character and produces
(upon loop expansion) the infamous “large logarithms”, log |s/t|, which impede the
convergence of the perturbative series. For example, the exchange of a single gluon in
the t channel receives contributions that feature such large logarithms starting at one
loop. The leading terms, i.e. the ones maximally enhances by powers of log |s/t|, follow
the pattern α`+1s log
` |s/t| at ` loops. These leading logarithms (LL) can be resummed
and accounted for to all loop orders by the exchange of a single effective excitation
dubbed reggeised gluon or reggeon. The exchange of two reggeons, which is at the
heart of the present work, exhibits large logarithms from the two-loop order and the
leading terms take the form α`+2s log
` |s/t| at ` loops. Confusingly enough they are
referred to as next-to-leading logarithms (NLL) in the literature, purely to distinguish
them from the ones produced by the single-reggeon exchange.
In analysing the high-energy limit it is convenient to decompose the amplitude into its
odd and even components with respect to s↔ u exchange, the so-called signature:
M(±)(s, t) = 1
2
[M(s, t)±M(−s− t, t)] (1.3)
where M(+), M(−) are referred to, respectively, as the even and odd amplitudes. As
shown in ref. [26], these have respectively real and imaginary coefficients, when ex-

















and have independent factorisation properties in the high-energy limit. Both L and
log |s/t| are usually referred to as large or high-energy logarithms.
In particular, the amplitudes associated with the aforementioned single- and two-reggeon
exchange have odd and even signature, respectively. This, together with eqs. (1.1) and





n-reggeon(s, t) (n = 1, 2), (1.5)
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n-reggeon (s, t) (n = 1, 2) (1.6)
The analysis carried out in this work concerns the leading contributions to the two-
reggeon exchange amplitude, cf. eq. (1.5) with n = 2. As argued above these terms
are independent of any non-trivial contribution to the impact factors which enables us
to identify Mij→ij(s, t)
∣∣leading
2-reggeon with the signature-even t-channel interaction of two
reggeons at next-to-leading logarithmic accuracy,M(+)ij→ij,NLL.
For completeness and to supplement comments in the main text we briefly introduce the
concept of Regge poles and Regge cuts. Starting point is the partial wave expansion
of scattering amplitudes. In the case of 2 → 2 scattering it is well known that the
associated amplitude may be written as a series in Legendre polynomials Pl(cos θ) whose
coefficients are the so-called partial wave amplitudes:
Mij→ij(s, t) = 16π
∞∑
l=0
(2l + 1)al(s)Pl(cos θ) (1.7)
where θ is the scattering angle in the centre-of-mass frame: cos θ = 1 + 2t/s. The
partial wave amplitudes al(s) are functions of the real centre-of-mass energy s and the
quantised angular momentum l. One of Regge’s key contributions [31] was to promote
them to general functions of the complex variables s and l. Applied to high-energy t-
channel scattering it was understood that the exchange of a single reggeon is described





This leads to a power behaviour of the associated high-energy amplitude,
Mij→ij(s, t) ∼ f(t)sα(t) (1.9)
with some function f(t), and is referred to as a Regge pole.
Regge poles are, however, only the simplest example of the corrections brought about by
the asymptotic kinematics of the high-energy limit. In general one expects the partial
2Recall that impact factors are independent of s and thus signature-even by definition.
3One uses crossing symmetry to relate the s-channel partial wave amplitudes al(s) to al(t).
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with some function β(t), and consequently a more complicated energy dependence of
the scattering amplitude. In particular, this is true for the two-reggeon exchange, as
mentioned in the introduction. While the concepts of Regge poles and cuts will take a
back seat in the perturbative approach taken in the following they are integral to many





The well-known BFKL evolution equation predicts the rapidity dependence of two-
parton amplitudes in the high-energy limit [3, 4]. It captures the leading contributions
enhanced by (large) logarithms of colour-singlet exchanges in the t channel to all loop
orders in a similar way that gluon reggeisation does for the colour-octet exchange. In
QCD these singlet and octet colour flows are associated with the exchange of one and
two reggeised gluons (or reggeons), respectively. The colour-singlet exchange is famously
known as the pomeron, named after Isaak Pomeranchuk. By now, the BFKL evolution
is textbook material and excellent reviews are available, e.g. ref. [42].
More than two decades after the discovery of the BFKL equation it was realised that
it and gluon reggeisation are, in fact, part of a larger framework, which would become
known as the Balitsky-JIMWLK equation [10–15]. The Balitsky-JIMWLK equation is
built on the language of parallel light-like Wilson lines at different transverse positions
to describe the two colliding partons, often called projectiles.
In his 2013 paper [25] Caron-Huot uncovered the connection of the Balitsky-JIMWLK
equation and the exchange of reggeons in the t channel by interpreting the logarithm of
the projectile Wilson lines as the source of the t-channel reggeons. He thereby showed
that the Balitsky-JIMWLK framework is capable of describing the exchange of any
number of reggeons and at the same time demonstrated how to isolate the evolution of
a fixed number of t-channel reggeons. As expected, solving the single-reggeon exchange
simply describes the phenomenon of gluon reggeisation and yields the signature-odd
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amplitude at LL. Likewise, the two-reggeon exchange is governed by the (even-signature)
BFKL equation and captures the NLL contributions.
To extend this discussion we will show how to derive the formulae of ref. [25] directly
from the original BFKL equation in the next section. We will see that the signature-even
amplitude can be viewed as the result of a two-step procedure. The first step we call
the evolution of the wavefunction and it governs the leading logarithm-enhanced loop
corrections of the two-reggeon state. It corresponds to the recursive definition of the
off-shell amplitude in the language of the original refs. [2–4], can be solved iteratively
and is generated by a linear operator whose explicit form we introduce in section 2.1.








Figure 2.1: Sketch of the relation between ladder graphs and the BFKL evolution
using the vocabulary of the main text. The zero-loop wavefunction (left) describes
the initial two-reggeon state after emission from a parton/Wilson line. Applying the
Hamiltonian once yields the one-loop wavefunction (middle) which contains all NLL one-
loop corrections and is represented by a ladder with one rung. Integration of the one-loop
wavefunction over the unconstrained momentum generates the two-loop amplitude at
NLL and “closes the ladder” by connecting it to the second parton/Wilson line (right).
two-reggeon state yielding the leading perturbative corrections to the wavefunction at
the corresponding loop order. The second step then consists of integrating the result-
ing `-loop wavefunction over the unconstrained momentum producing the (`+ 1)-loop
corrections to the signature-even amplitude at NLL. Both steps can be illustrated by
means of so-called ladder graphs where the action of the Hamiltonian adds a rung and
the integration of the wavefunction “closes the ladder”, cf. figure 2.1. Note that we will
provide a more detailed depiction in the next section, cf. figure 2.2, once the required
quantities have been defined.
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In the next section we give mathematical meaning to the objects introduced above.
This will require us to take an inverse approach, i.e. start with a precise definition
of the amplitude and work our way towards the two-reggeon wavefunction. We stress
however that the aforementioned two-step approach, sketched in figure 2.1, is a common
thread in nearly everything that follows.
2.1 Dimensionally regularised BFKL equation
In this section we introduce the concepts needed to generate the loop expansion of
the signature-even 2 → 2 scattering amplitude at NLL which we denote M(+)NLL. An
important first observation is that its leading-order contribution, i.e. the exchange of a











× (δceδdf + δcfδde)(T ci T di )a1a4(T ej T
f
j )a2a3δλ1λ4δλ2λ3 (2.1)







where λi for i = 1 through 4 are helicity indices and T the generators of the SU(3)
colour group. To expose this relation we first need to regularise the divergent integral
in eq. (2.1) which we choose to do by introducing a dimensional regulator −1 ε < 0.










where we set the renormalisation scale µ2 equal to p2 = −t, the only physical scale of
the high-energy scattering amplitude. In the above equation B0(ε) is a ubiquitous loop
factor and the first of a class of bubble integrals, cf. eq. (3.8), to become important in
section 3.1. For now, it suffices to know that
B0(ε) = e
εγE






ε3 + . . . (2.4)
where ζn are “ordinary” zeta numbers, i.e. the values of the Riemann zeta function
at integer argument n, and γE is the Euler-Mascheroni constant. With eq. (2.3) the
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j )a2a3 . (2.6)
where the colour operator on the r.h.s. is defined in terms of the usual basis of quadratic






Ts = T1 + T2 = −T3 −T4
Tu = T1 + T3 = −T2 −T4
Tt = T1 + T4 = −T2 −T3
(2.7)
Ti is the colour charge operator [44] associated with parton i. When acting on an
amplitude it produces the quadratic Casimir of the representation corresponding to the
parton. Consequently, T2s, T2u and T2t have eigenvalues equal to the quadratic Casimirs
of the colour flow in the s, u and t channel, respectively.










In the following we will suppress the species indices i, j unless explicitly needed and
write B0 ≡ B0(ε) for brevity.
Higher-order corrections to the amplitude are governed by the famous BFKL equation
[2–4]. For massless-particle scattering it reads
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f(p, k, k′)Fω(p, k
′), (2.9)
cf. for example eq. (17) of ref. [3]. CA is the quadratic Casimir in the adjoint represen-
tation, CT a colour factor to be discussed below and Fω(p, k) the (Mellin transform of)







where in the original references x = ln |s/t|. The first terms on the r.h.s. of eq. (2.9)
vanishes for signature-even exchanges and the integration kernel f(p, k, k′) is given by





















Given that we work to NLL accuracy, we will only need to consider the gluon Regge










The appendix of ref. [2] provides the colour factor CT for SU(NC) gauge groups. For
SU(3) we find it can be written CT = T2t /CA−2, assuming it acts on the leading-order
amplitude (2.8). This is in agreement with the expressions derived from the linearised
Balitsky-JIMWLK equation [25].



























It suggests to define x ≡ αsB0L/π as the Mellin conjugate of ω which effectively removes
the two factors of αsB0/π on the r.h.s. Next we apply the inverse Mellin transform in
eq. (2.10) to arrive at
d
dx
Ωx(p, k) = (2CA −T2t )
∫

















where it is useful to define an operator H according to the action of the r.h.s., namely
d
dx
Ωx(p, k) = HΩx(p, k). (2.16)
Due to the similarity with the Schrödinger equation we shall call H the BFKL Hamil-
tonian. It furthermore motivates the use of the word wavefunction for Ωx (2.10).
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In order to obtain the on-shell scattering amplitude one sets k2 = (p − k)2 = 0 and
reapplies H (bar the factor 2CA −T2t as the colour of the on-shell particles is fixed by
the physical process) on the wavefunction, making sure that the colour operators inside








Note, that in the high-energy limit the t-channel evolution depends solely on the trans-
verse momenta of the exchanges particles. This gives rise to the two-dimensional inte-
grals with Euclidean signature the BFKL evolution is known for.
Since the effects we discuss in the following originate from the exchange of two reggeons














The effect of the exponential can be accounted for by subtracting T2t /(2ε) from H:




ĤΩx(p, k) = (2CA −T2t )
∫
[Dk′]f(p, k, k′)Ω(`−2)(p, k′) + J̃(p, k)Ω(`−2)(p, k) (2.20)


















J̃(p, k) accounts for the Regge trajectories of the individual reggeised gluons, minus the
overall Regge trajectory with colour charge T2t which was subtracted in the exponent
of the reduced amplitude (2.18).
As we would like to use the BFKL evolution to generate the perturbative series of the
(reduced) amplitude at NLL the all-order expression for M̂(+)NLL and Ωx are somewhat
1The full advantage of considering the reduced amplitude will become clear in what follows. First,
BFKL evolution of the reduced amplitude involves an extra term proportional to T2t in (2.21). This
term renders the wavefunction finite. Second, upon performing infrared factorisation of the reduced
amplitude one is able to identify the NLL terms that originate in the soft anomalous dimension — see
eq. (5.11).
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inconvenient to work with. Instead, consider the loop expansion of the wavefunction in









With eq. (2.16) it is easy to verify that Ĥ can be used to generate the `-loop coefficients
Ω(`)(p, k) iteratively,














lets us isolate the `-loop contributions to the reduced amplitude which can be calcu-
lated from the (`− 1)-loop wavefunction by integration, as was sketched in section 1.1.











We emphasise that while these corrections are the leading-logarithmic contributions to
the even amplitude, we denote them by NLL to recall that the power of the logarithm
L is one less than the loop order. This can be contrasted with the single-reggeon contri-
bution to the odd amplitudeM(−)LL ∼ eT
2
tαg(t)LM(tree). Note that our initial discussion
of the leading order contribution, cf. eq. (2.8), fixes the zero-loop wavefunction,




As discussed in refs. [25,26], the BFKL equation and its higher-order generalisations can
be understood by considering the expectation value of Wilson lines associated to the
colour flow of the external partons [10], which are described as “target” and “projectile”
in the (high-energy) forward scattering configuration of figure 1.1. The wavefunction
then represents the transverse momenta in each of two Wilson lines and the BFKL
equation is obtained as an appropriate limit of the more general Balitsky-JIMWLK
evolution equation [10]. For the detailed derivations we refer the interested reader to
the cited references.
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A graphical representation of eq. (2.25) is provided in figure 2.2. As a result of BFKL
evolution, the amplitude at NLL accuracy can be represented as a ladder. At order ` it
is obtained by closing the ladder and integrating the wavefunction of order (`− 1) over
the resulting loop momentum, according to eq. (2.25). The wavefunction Ω(`−1)(p, k)
in turn is obtained by applying once the leading-order BFKL evolution kernel to the
wavefunction of order (` − 2). Graphically, this operation corresponds to adding one













Figure 2.2: Graphical representation of the amplitude at NLL accuracy, as obtained
through BFKL evolution. The addition of one rung corresponds to applying once the
leading-order BFKL evolution on the wavefunction of order (` − 2). This gives the
wavefunction at order (`−1), according to eq. (2.27). Closing the ladder and integrating
over the resulting loop momentum gives the reduced amplitude, according to eq. (2.25).
2.2 Evolution of the wavefunction
Eq. (2.25) shows that the `-th order amplitude is obtained in terms of iterated integrals
that arise upon evaluating the wavefunction Ω(`−1)(p, k) to order (`− 1). It is straight-
forward to compute the first few orders which gives us an opportunity to revisit the
findings of ref. [25]. We will be able to explain why a new colour structure emerges for
the first time at four loops and explore the general structure of the relevant iterated
integrals.
A useful fact is that the evolution admits one well-known solution in the case where the
exchanged state is colour-adjoint and Ωx(p, k) is constant (i.e. independent of k) [3, 4].
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The adjoint exchange gives a signature-even state with the same leading-order trajectory
as the reggeised gluon. This enables one to rewrite the Hamiltonian (2.20) as a part
which vanishes when Ωx(p, k) is constant, plus a part proportional to (CA −T2t ):









ĤmΨ(p, k) = J(p, k)Ψ(p, k) (2.29)






















The first interesting feature to note is that the Ĥi operator in eq. (2.27) vanishes when
acting on Ω(0)(p, k) = 1. Therefore the one-loop wavefunction involves a single colour
structure:
Ω(1)(p, k) = (CA −T2t )J(p, k) (2.32)
The second colour structure appears for the first time at the second order:
Ω(2)(p, k) = (CA −T2t )2J2(p, k)




J(p, k′)− J(p, k)
]
(2.33)
Inserting the explicit form of J(p, k) (2.31) into eq. (2.33) one finds that it involves
bubble integrals of the form∫











Γ(1− ε− a)Γ(1− ε− b)Γ(−1 + ε+ a+ b)
Γ(a)Γ(b)Γ(2− 2ε− a− b)
(2.35)
as well as three-mass triangle integrals with massless propagators, such as∫
[Dk′]
(p− k)2










Figure 2.3: Three-mass triangle integral with massless propagators as it appears in the
calculation of the wavefunction at two loops. This type of integral contributes to the
amplitude only starting at four loops, due to symmetry constraints, as discussed in the
main text. The bubble integral (2.34) on one of the edges of the triangle clarifies the
origin of the propagator which is raised to power ε in eq. (2.36).










Ωm,a1,...,an(p, k) ≡ J(p, k)Ωa1,...,an(p, k) (2.38)
where Ω∅(p, k) ≡ 1. Each of the indices aj can take the value “i” or “m”, which stand for
integration and multiplication, respectively, according to the action of the two Hamil-
tonian operators in eq. (2.28). In this notation, the one- and two-loop wavefunctions
read, respectively,
Ω(1)(p, k) = (CA −T2t )Ωm (2.39)
Ω(2)(p, k) = (CA −T2t )2Ωm,m + (2CA −T2t )(CA −T2t )Ωi,m (2.40)
and this is easily extended to higher loops, for example,
Ω(3)(p, k) = (CA −T2t )3Ωm,m,m + (2CA −T2t )(CA −T2t )2 (Ωi,m,m + Ωm,i,m)
+ (2CA −T2t )2(CA −T2t )Ωi,i,m (2.41)
and
Ω(4)(p, k) = (CA −T2t )4Ωm,m,m,m
+ (2CA −T2t )(CA −T2t )3 (Ωm,m,i,m + Ωm,i,m,m + Ωi,m,m,m)
+ (2CA −T2t )2(CA −T2t )2 (Ωm,i,i,m + Ωi,m,i,m + Ωi,i,m,m)
+ (2CA −T2t )3(CA −T2t )Ωi,i,i,m. (2.42)
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2.3 The amplitude
The wavefunctions written thus far are sufficient to evaluate the reduced amplitude up
to five loops. At one and two loops inserting Ω(0)(p, k) = 1 and eq. (2.32), respectively,
























× (CA −T2t )T2s−uM(tree). (2.44)
We notice that the amplitude depends solely on the colour structure CA −T2t , a mere
consequence of the fact that the wavefunctions Ω(0) (2.26) and Ω(1) (2.39) have only
this one colour component.
Based on this one would expect the second colour structure, 2CA − T2t , to contribute
to the amplitude starting at three loops given that it appears in Ω(2) (2.40). However,




















f(p, k′, k)J(p, k′)− (k ↔ k′)
}
= 0 (2.45)
where we swapped the order of integration over k and k′ and used the property
p2
k2(p− k)2
f(p, k, k′) =
p2
(k′)2(p− k′)2
f(p, k′, k). (2.46)
Hence, eq. (2.45) vanishes by antisymmetry with respect to k ↔ k′. Because of this
















× (CA −T2t )2T2s−uM(tree) (2.47)
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While this symmetry ensures that there is only one colour structure at three loops, this









(CA −T2t )3Ωm,m,m(p, k)




























We see that the integrated result for the amplitude at four loops involves two colour
structures, and in the final expression (2.49) we rearranged them so as to single out a
factor of CA. In section 5.1 below we will see that in this form it is easy to compare
the amplitude with the structure of infrared divergences. Specifically, we will see that
corrections involving the colour structure (CA −T2t )`−1 at ` loop order emerge directly
from the simplest “dipole” formula of the soft anomalous dimension, while other colour
structures, namely CjA(CA − T2t )`−j−1 with j ≥ 1, identify deviations from the dipole
formula, as was first observed in ref. [25] for ` = 4.




Figure 2.4: Graphical representation of the BFKL ladder at four loops. The fact that
Ω(1)(p, k) ∼ CA − T2t (2.39) in conjunction with the target-projectile symmetry, cf.
section 2.4, imply that the first rungs on either side can only give rise to contributions
proportional to CA − T2t . As a consequence, distinct colour structures can appear for
the first time at four loops.
Inspecting the diagrammatic representation of BFKL evolution in figure 2.2, one can
interpret the delayed appearance of a new colour structure as a consequence of the
target-projectile symmetry. Recall that for the first rung of the ladder, only the term
generated by Ĥm (2.29) contributes, so the wavefunction has a single colour structure
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CA−T2t . Considering more rungs, using target-projectile symmetry one can deduce that
the same is true for the first rung on the opposite side of the ladder. As a consequence,
the two rungs of the three-loop amplitude can each only contribute a factor of CA−T2t
despite that fact that Ω(2)(p, k) (2.40) contains a term promotional to 2CA − T2t . As
shown in figure 2.4, distinct colour structures can only appear in the amplitude starting
at four loops, where the middle rung — and only that rung — gives rise to both colour
factors.
A simple and fast way to extend the study in ref. [25] to higher loops is provided by
numerical integration methods. In particular, we find sector decomposition2 as imple-
mented in pySecDec/SecDec [46, 47] to be suited to calculate the nested integrals that
enter the five-loop amplitude. Provided a high numerical accuracy it is straightforward
to extract from the results the rational coefficients of the involved zeta numbers at this
loop order. This procedure relies on the observed homogeneous weight property of the
`-loop amplitude: Assigning o(ε) = −1, o(π) = 1 and o(ζn) = n one sees that the terms
of the `-loop amplitude are uniformly of weight o = `. Given the Laurent series in ε of
an amplitude we can hence deduce the zeta numbers (or powers of π) that multiply a
certain power of ε.
Another observation facilitates this procedure at five loops; after dividing the `-loop
amplitude by B`0 (2.4) there are no occurrences of ζ2 = π2/6 up to four loops, see e.g.
the O(ε) terms of eq. (2.49). If we assume this absence of ζ2 to be an actual property
of the amplitude the finite terms of the five-loop amplitude can only be proportional to
one transcendental number, ζ5, whereas ζ3ζ2 is excluded. At this point this approach
may seem rather conjectural. However, over the course of the next two chapters we
develop methods that prove this assumption true and we shall briefly return to it at the
end of sections 3.3 and 4.5.
To obtain the five-loop amplitude M̂(+,5)NLL we integrate the four-loop wavefunction
Ω(4)(p, k) (2.42) according to eq. (2.25). In doing so one is faced with a plethora of
multi-loop integrals. Many of them correspond to bubble graphs and can be solved
analytically, cf. eq. (2.34). Others vanish by symmetry and a mechanism similar to the
one in eq. (2.45). We will return to this symmetry in more detail in section 2.4. The
2For a review of sector decomposition methods in the context of multi-loop Feynman integrals, see
e.g. ref. [45].
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remaining integrals can be computed numerically using SecDec, as mentioned above.
One of the more difficult examples is shown in figure 2.5. In the depicted case one can
integrate out the two internal bubbles and is left with a three-loop integral with two of




(k2)ε((k′′)2)ε(k − k′)2(k′ − k′′)2(p− k)2(p− k′)2(p− k′′)2
(2.50)
After combining all contributions and reconstructing the zeta numbers in case of the
p p
Figure 2.5: Example of a five-loop integral that enters the calculation of the five-loop
amplitude M̂(+,5)NLL . The two bubbles may be integrated out turning it into a three-loop
integral with two propagators raised to non-integer powers, cf. eq. (2.50).



























2.4 A note on symmetries
We close this chapter by commenting on the symmetries of the wavefunction and am-
plitude. Knowledge of these will come in handy in the following chapters.
The wavefunction is symmetric under swapping the two t-channel reggeons, which can
be understood from the graphical representation of the BFKL evolution in figure 2.2.
Mathematically this implies
Ω(`)(p, k) = Ω(`)(p, p− k) (2.52)
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and can be easily verified by confirming that the functions f(p, k, k′) (2.11), J(p, k) (2.31)
and Ω(0)(p, k) (2.26) obey the same symmetry.
While the two reggeons can be defined to originate from either the projectile or target
Wilson line — which gives the corresponding ladder graphs a sense of direction — this
is no longer true at the level of the amplitude. There the two cases become indistin-
guishable and we refer to this as the target-projectile symmetry. It has far-reaching
consequences for the amplitude which present themselves in a particularly nice form in
the notation introduced in eqs. (2.37) and (2.38).
We illustrated the first example of how this symmetry simplifies the amplitude above
eq. (2.45) where we showed that the integral of Ωi,m(p, k) is zero. Later, in figure 2.4
we argued that the outer rungs of the four-loop ladder cannot give contributions pro-
portional to 2CA−T2t purely based on the fact that ĤiΩ∅ = 0. However, the idea that
constraints have to apply to the first and last rung in the same way works at any loop









Ωi,a2,...(p, k) = 0. (2.53)
For a rigorous proof one proceeds as in eq. (2.45) with J(p, q) replaced by Ωa2,...(p, q)
(with q = k or k′) on the r.h.s.
The target-projectile symmetry does not only constrain the outermost rungs. In the
notation of eqs. (2.37) and (2.38) reversal of the rungs directly translates to the reversal










We hope to have convinced the reader that the symmetries discussed above can reduce
the number of functions to be computed significantly. Nonetheless, beyond four loops,





While it might be possible to calculate the wavefunction and amplitude to higher loop
orders by, numerically or analytically, computing the iterated integrals generated by
the BFKL evolution (2.27) discussed in the last chapter we will take a different route.
Instead of considering the amplitude as a whole we will examine its singular and fi-
nite terms independently. While the latter are discussed in chapter 4 it turns out that
the former can be extracted from a kinematic limit of the BFKL evolution which we
refer to as the soft limit. We strive to add these singularities to the finite terms calcu-
lated in chapter 4 as well as compare them with the predictions made by the infrared
factorisation theorem in section 5.1.
With these goals in mind we highlight at this point another important property of
Ωx(p, k) which can be verified when inspecting eq. (2.27) more carefully (see below):
the wavefunction Ω(`−1)(p, k) is finite for ε → 0 to all orders in perturbation theory!
This is a non-trivial statement, which becomes evident only after the evolution equation
is brought from the form in eq. (2.20) to eq. (2.27). A practical implication is that all
divergences in the amplitude must originate in the “last integration”, namely going
from the wavefunction to the amplitude as in eq. (2.17). Inspecting the latter equation
we see that divergences arise only in the k → 0 and k → p limits, the so-called soft
limits, where one of the reggeons has a much smaller momentem than the other. (Note
that ultraviolet power counting in eq. (2.28) using (2.11) excludes divergences from
k′  p, k.) Due to the symmetry of the integrand, cf. section 2.4, all divergences of
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the amplitude can therefore be obtained by evaluating it in one of these two limits, and
multiplying the result by two.
3.1 The soft limit
Let us now examine more carefully the evolution of the wavefunction according to
eqs. (2.27) and (2.28), verify that the wavefunction is indeed finite, and derive a sim-
plified version of the evolution, valid in the small-k or soft approximation: k  p.
The loop integral in eq. (2.28) can in principle receive contributions from two regions;
k  k′ ∼ p and k ∼ k′  p. Inspecting the form of f(p, k, k′) in the two regions, it is
easy to check that only the second region contributes:



















This means that the soft approximation closes under evolution! In the following, we will
identify the region k ∼ k′  p as soft and add a subscript “s” to quantities calculated
in this limit.











and the evolution in eq. (2.27) becomes
Ω(`−1)s (p, k) = ĤsΩ
(`−2)
s (p, k) (3.4)








+ (CA −T2t )Js(p, k)Ψ(p, k) (3.5)
where [Dk′] is the previously defined integration measure (2.3). Eq. (3.5) confirms that
it is consistent to truncate the Regge evolution to the soft approximation: using the
power counting Ψ(p, k) ∼ 1, we see that the k′ integral is saturated by the soft region
k′ ∼ k, with no sensitivity to larger scales.
Inserting the wavefunction Ω(`−1)s (p, k) into eq. (2.25) we get the amplitude in the soft
limit at the `-th order. In this approximation the last integral becomes divergent and
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needs an ultraviolet cutoff, which we fix by requiring k2 < p2, based on dimensional
analysis and consistency with the soft limit (any finite cutoff would be consistent and








where we multiplied by a factor of two, in order to take into account the fact that there
is an identical contribution from the region where the reggeised gluon with momentum

















We stress that this approximation gives correct results only as long as one of the two
reggeons has a small momentum. The soft limit and the result in eq. (3.7) gives the
complete and correct set of poles in ε since the integrand is finite and divergences arise
only from the k → 0 limit of integration. It also captures correctly finite terms that
originate in the soft limit. However, in the full amplitude (2.25) there will be additional
finite contributions from outside the soft region as indicated by the O(ε0) terms in the
above equation.
The most significant advantage of the soft approximation is that the evolution equa-
tion greatly simplifies and that it allows us to obtain closed-form expressions for the
wavefunction Ω(`−1)s (p, k) and the amplitude M̂(+,`)NLL
∣∣
s
, as we are going to detail in the
following.
3.2 Evolution of the soft wavefunction
In analogy to the exercise done in section 2.2, we start by calculating explicitly the
wavefunction at the first few orders in perturbation theory, this time in the soft ap-
proximation. The initial condition is still given by eq. (2.26), and the evolution obeys
eq. (3.5). Note how the evolution has a much simpler structure compared to the orig-
inal one (2.28) because the soft approximation turns a two-scale problem into a one-




)ε which implies that the integrals involved in eq. (3.5) are simple bubble
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where the integration measure is given in eq. (2.3). This defines a class of one-loop





Γ(1 + ε+ nε)Γ(1− ε− nε)
Γ(1− 2ε− nε)
. (3.9)

























= 2n(2 + n)ζ3ε
3 + 3n(2 + n)ζ4ε
4 + . . . (3.12)
Note that the odd-looking colour factor in the denominator in eq. (3.11) is cancelled by
the overall factor CA − T2t . Given that B̂m(ε) = O(ε3), eq. (3.10) makes manifest the
fact that Ĥsξm is finite for ε→ 0, in line with our earlier assertion about the finiteness
of the wavefunction. Writing the action as in eq. (3.11) will be useful in what follows
for determining the all-order structure of the wavefunction.
Applying eq. (3.8) repeatedly up to three loops (which is sufficient to determine the
amplitude at four loops) we find






































The evaluation of a few additional orders allows us to obtain an ansatz for the (`−1)-th
order wavefunction:






















The validity of this all-order formula can be proved directly using the action of the
Hamiltonian in the second line of eq. (3.10) by noticing first that, independently of
the loop order, the term ξn can only be generated by acting n times with the second
term of eq. (3.10), each of which raises the power of ξ by one. Hence ξn will always















associated with ξn simply counts the number of different ways
of acting (`−1) times with the Hamiltonian, out of which n times with the second term
and `− 1−n times with the first. We emphasise again that the above expression (3.14)
never produces colour factors in the denominator as can be easily checked by expanding
in ε for any given, positive `.
3.3 Singularities of the amplitude
The main result of the previous section is that, in the soft approximation, the wave-
function reduces to a polynomial in
(
p2/k2
)ε, given by eq. (3.14). Consequently, the
calculation of the amplitude (3.7) is straightforward, because it only involves integrals









































= B`0(ε)(1− B̂−1(ε)). (3.17)
43
At this point we briefly return to the observations and assumptions discussed at the end
of section 2.3. There, we stated that the `-loop amplitude divided by B`0 (2.4) is both
uniformly of weight ` and free of ζ2. The above result clearly confirms this statement,
if only for contributions that originate in the soft limit: Expanding eq. (3.16) (divided
by B`0) in ε amounts to expanding B̂m(ε) for different values of m which, according
to eq. (3.12), yields a series that has both the aforementioned properties.1 A similar
discussion at the end of section 4.5 will show this to be true also for the “non-soft”
contributions and thereby verify our conjecture.
We emphasise, once again, that the result in eq. (3.16) captures all singularities of the
amplitude as well as finite terms that originate in the soft limit. We shall return to the
finite terms in chapter 4. For the present chapter, however, we can safely ignore any
finite contributions.
The overall factor of 1/(2ε)` in eq. (3.16) implies that all singularities are obtained by
retaining only contributions up to ε`−1 in the subsequent factors. When this is taken













× (CA −T2t )`−1T2s−uM(tree) +O(ε0). (3.18)
It is remarkable that the complicated sum of products of bubble integrals weighed by a
binomial factor collapses to a single factor which depends only on one bubble integral,
namely B̂−1(ε). The main ingredient of the proof in appendix B is the fact that the
wavefunction itself is finite.
Eq. (3.18) constitutes the main result of this section: by iterating the BFKL equation
(which had not been diagonalised before in 4− 2ε dimensions) we obtained the singular
part of the even amplitude at NLL accuracy, to all orders in the strong coupling constant.
Anticipating comparison with the structure of infrared divergences dictated by the soft
anomalous dimension in section 5.1, it proves useful to rearrange eq. (3.18) in such a
1To avoid confusion, the above reasoning excludes terms proportional to ζ2 and ζ2ζn with n odd. It
does not rule out ζ22 = 52ζ4, ζ2ζn with n even, etc. In other words, there may be occurrences of (π
2)a
where a ≥ 2 but not π2 itself.
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way to single out the colour structures CA and (CA−T2t ). Indeed, as mentioned at the
end of section 2.3, the dipole formula of infrared divergences fixes the singularities of
the even amplitude in the high-energy limit to be proportional to the colour structure
(CA −T2t )`−1T2s−u at ` loops.










× (CA −T2t )`−1T2s−uM(tree) +O(ε0), (3.19)
where we have introduced the function
R(ε) ≡ B0(ε)
B−1(ε)
− 1 = Γ
3(1− ε)Γ(1 + ε)
Γ(1− 2ε)
− 1 (3.20)





In section 5.1 we show that it is possible to resum eq. (3.19), cf. eq. (5.18), and extract
from it the high-energy limit of the soft anomalous dimension at NLL. Before address-
ing this topic, however, it proves useful to explore in more detail the implications of
eq. (3.19) by writing explicitly a few orders in perturbation theory. Up to three loops




(CA −T2t )`−1T2s−uM(tree) +O(ε0), (3.21)
i.e. only one colour structure contributes to the amplitude up to three loops, and the
singularities are correctly reproduced by the dipole formula of infrared divergences.
Starting at four loops, and for the subsequent three orders, one gets an additional





(CA −T2t )`−1 +R(ε)CA(CA −T2t )`−2
}
×T2s−uM(tree) +O(ε0) (3.22)
which matches with the infrared-divergent part of the result reported earlier in eq. (2.49).
It can be easily verified (see section 5.1) that the infrared divergences associated with
the first colour structure are predicted by the dipole formula, while the ones associated
with the second are not.
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(CA −T2t )`−1 +R(ε)CA(CA −T2t )`−2
+R2(ε)C2A(CA −T2t )`−3 +R3(ε)C3A(CA −T2t )`−4
}
T2s−uM(tree) +O(ε0). (3.24)
It is now easy to understand the pattern of singularities implied by eq. (3.19): at each
order the first colour structure, proportional to (CA − T2t )`−1, describes the singular-
ities predicted by the dipole formula. Additional colour structures are generated by





in eq. (3.19). Given that
R(ε) (3.20) starts at O(ε3) this generates a new colour structure with an increasing
power of CA, replacing one of the factors of (CA−T2t ), every three loops. All these new
structures introduce infrared divergences, which are not accounted for by the dipole
formula.
Now that we have solved the BFKL equation in the soft limit two new questions arise.
1. Is it possible to simplify the evolution away from the soft limit, where neither of
the reggeons has a small momentum, such that we recover the missing finite terms
of the amplitude?
2. Using the results of this chapter, how can the infrared divergences not accounted
for by the dipole formula be included in the soft anomalous dimension?




Looking at the three- and four-loop amplitudes, cf. eqs. (2.47) and (2.49), it is obvi-
ous that there is more to the signature-even 2 → 2 amplitude than just singularities:
Starting from three loops each loop order contributes a non-trivial finite term.
Finite terms originate both in the soft limit where one reggeon has a small momentum
w.r.t. the other, cf. section 3.1, as well as its kinematic complement — which we will
refer to as the hard region. The former soft-limit finite terms are readily computed with
the methods developed in the previous chapter. To compute finite terms produced by
hard kinematics on the other hand will require a rather different approach which will
be set up in this chapter, starting in section 4.2.
We will proceed just as in the previous chapter and discuss the evolution of the wave-
function first. For reasons explained in section 4.2 this can be done considering the
two-dimensional limit of the BFKL equation. Based on the simplified evolution we de-
velop an algorithmic procedure to calculate the two-dimensional wavefunction to any
loop order.
Consequently, we describe how to compute finite terms of the amplitude from the two-
dimensional wavefunction in section 4.4. Particular attention is paid to the recombina-
tion of soft and hard contributions and results are presented in section 4.5.
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4.1 Finite contributions from soft kinematics
Let us open this chapter by summarising what the soft-limit analysis in chapter 3 can
tell us about finite contributions to the amplitude.
By means of the soft approximation we are able to describe the wavefunction and
amplitude accurately as long as one of the reggeons has a small momentum w.r.t. the
other, cf. section 3.1. For simplicity we focused on one limit (k → 0) and found that the
singular terms are given by a simple one-dimensional integral, cf. eq. (3.7). We argued
that the UV cutoff necessary to compute such integrals would affect finite terms. Let
us therefore briefly return to this issue and introduce an alternative, cutoff-independent
method.
As a first step we symmetrise the soft wavefunction w.r.t. swapping k ↔ p− k, making
manifest the invariance of the BFKL evolution under exchange of the two reggeons.
The k → 0 soft limit yields a wavefunction that is polynomial in (p2/k2)ε, cf. eq. (3.14).
Because of said symmetry the k → p soft limit must give the same polynomial, with
p2/k2 replaced by p2/(p−k)2. Besides invariance under k ↔ p−k the symmetrised soft
wavefunction has to reproduce the two aforementioned polynomials in the respective















for k → p
(4.1)







in eq. (3.14) giving






















Note the “tilde” which was introduced to distinguish the symmetrised soft wavefunction
from the asymmetric Ωs used in chapter 3. For the remainder of this chapter we will




Importantly, the expression in eq. (4.3) contains both soft limits (k → 0 and k → p)
and the last integral (2.25) can therefore not be simplified to the aforementioned one-
dimensional integral (3.7). Instead eq. (2.25) generates bubble integrals when acting on






which is readily done with the formula in eq. (2.34). As expected they produce the same
singular terms we found in section 3.3. On top of that, the results can be expanded to the
finite order where the O(ε0) term is now independent of a cutoff. It is straightforward















2(1− (1 + n)ε)Γ(1 + (1 + 2n)ε)










where the O(ε0) indicates that the provided expression does not contain all finite terms
of the two-reggeon amplitude, as discussed in the previous chapter. The leading (i.e.





















(CA −T2t )2ζ3 −
3
4
















(CA −T2t )4ζ5 −
27
16
CA(CA −T2t )3ζ5 (4.6e)
etc., where we have divided the `-loop amplitude by B`0/l! (2.4). These will have to be
combined with contributions produced by hard kinematics to recover the finite part of
the amplitude. The details of the reconstruction of the full amplitude will be dealt with
at the end of this chapter.
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4.2 BFKL evolution in two dimensions
As stated in chapter 1 much of the complication of solving the BFKL evolution stems
from the D-dimensionality of the Hamiltonian. Recalling that the two-reggeon wave-
function is finite at any loop order and that singularities are exclusively created by
integration near the soft limit it should be clear that no regularisation is required if
we (a) only care about finite terms, and (b) remove any soft kinematics from the last
integration.
In two dimensions, let us view the Euclidean momentum vectors k, k′ and p as complex
numbers
k = kx + iky, k
′ = k′x + ik
′
y and p = px + ipy (4.7)
where the real and imaginary parts are the components of the corresponding momenta















Since the wavefunction is a function of Lorentz scalars (i.e. squares of momenta) it will
be symmetric under the exchange z ↔ z̄ with z̄ the complex conjugate of z.
In the new variables the BFKL kernel (2.11) reads
p2f(p, k, k′) −→ (1− w)2(1− w̄)2K(w, w̄, z, z̄) (4.9)
where
K(w, w̄, z, z̄) =
zw̄ + wz̄











Furthermore, in the limit ε→ 0, J(p, k) (2.31) becomes

















We employ the same notation as in the D-dimensional case but add the subscript “2d”
to avoid confusion. In accordance with section 2.2 this implies
Ω
(`)
2d (z, z̄) = Ĥ2dΩ
(`−1)
2d (z, z̄) (4.13)
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where
Ĥ2dψ(z, z̄) = (2CA −T2t )Ĥ2d,iψ(z, z̄) + (CA −T2t )Ĥ2d,mψ(z, z̄). (4.14)





d2wK(w, w̄, z, z̄) [ψ(w, w̄)− ψ(z, z̄)] (4.15)
Ĥ2d,mψ(z, z̄) = j(z, z̄)ψ(z, z̄) (4.16)
where reader is reminded that Ω(0)2d (z, z̄) = Ω
(0)(p, k) = 1.
In the next section we proceed to solve for the wavefunction Ω2d by iterating the two-
dimensional Hamiltonian (4.13).
4.3 Evolution of the two-dimensional wavefunction
It is useful to settle on a language before diving into the iteration of the two-dimensional
wavefunction. To this end we introduce the class of iterated integrals dubbed single-
valued harmonic polylogarithms (SVHPLs) which were first described by Brown in
ref. [48]. Many applications of SVHPLs in high-energy calculations [27, 28, 49–52] and
scattering amplitudes in general [38,53,54] have since been found.
As the name suggests, single-valued harmonic polylogarithms are single-valued functions
which can be written as linear combinations of products of harmonic polylogarithms
(HPLs) of z with HPLs of z̄. We shall denote SVHPLs by Lσ(z, z̄) where σ is a sequence
of letters, typically zeros and ones.1 The letters are said to form an alphabet, {0, 1}, and
σ is, by analogy, referred to as a word. The length of a word is often called the weight
of the SVHPL. Appendix C provides a summary of the definitions and properties of
HPLs and SVHPLs that are used in the following.
SVHPLs are the natural choice for the two-dimensional BFKL evolution as j(z, z̄) (4.11)




L0(z, z̄) + L1(z, z̄), (4.17)
and the action of the Hamiltonian Ĥ2d,i preserves single-valuedness when acting on a
single-valued function. This can be expected on general grounds: any complex pair z, z̄
1For the most part of this chapter we will use the standard letters, 0 and 1. Only in section 4.3.2
we introduce a new alphabet to simplify the two-dimensional evolution.
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identifies a point in the Euclidean transverse momentum plane. Physically there cannot
be branch cuts in the Euclidean region which, by definition, guarantees single-valued
results. Indeed, single-valuedness was confirmed at every step of the iteration.
The two-dimensional wavefunction is symmetric under z ↔ z̄ as mentioned in sec-
tion 4.2. Furthermore, we observe invariance under simultaneously swapping z ↔ 1/z
and z̄ ↔ 1/z̄. Both these symmetries are easily verified by looking at eqs. (4.11) and
(4.15) where, for the latter symmetry, one changes the integration variables w → 1/w,
w̄ → 1/w̄. We will use these properties to simplify the iteration of the wavefunction as
well as its results in section 4.3.2.
The evolution of the wavefunction in strictly two dimensions inherits from the D-
dimensional case the following characteristics. Firstly, iterating Ĥ2d,m amounts to mul-
tiplying by j(z, z̄) and therefore evaluating shuffle products of SVHPLs. Secondly, each
application of Ĥ2d,i adds one layer of integration such that Ω
(`−1)
2d can be written as a
linear combination of SVHPLs of weight `− 1.
To calculate these integrals we will translate the action of the Hamiltonian Ĥ2d,i to
a set of differential equations and solve these in terms of SVHPLs. This, obviously,
relies on the aforementioned fact that SVHPLs form a basis of the two-dimensional
BFKL evolution. As the procedure is generally suited to calculate finite two-dimensional
integrals that evaluate to iterated polylogarithms we think it is worthwhile to discuss
it in some detail.
Suppose we would like to compute the action of a linear operator Ô, which may involve
integration, on a function ψ. Given the two-dimensional nature of the problem we choose
the complex variable z and its complex conjugate z̄ for the purpose of the calculation.
Assume now that we find a differential operator ∆ with the following properties:
i. ∆ commutes with Ô (4.18)






= Ô [∆ψ(z, z̄)] (4.20)
and we can compute Ô [ψ(z, z̄)] by integrating the differential equation (4.20), assuming












until the r.h.s. is simple enough to be calculated. After each integration a constant has
to be fixed, e.g. by matching to known boundary conditions.
Importantly, solving the differential equation amounts to computing a one-dimensional
integral as opposed to the original two-dimensional one. With ii. above eq. (4.19) the
former is readily performed on HPLs, according to eq. (C.1), and even more general
iterated polylogarithms. For SVHPLs we integrate the holomorphic part (C.16) after
which the full result is recovered by application of the single-valued map s defined in
eq. (C.17).
For reasons that will become clear shortly the two-dimensional BFKL Hamiltonian
requires us to find not one but a set of differential operators that commute with Ĥ2d,i.
The needed operators turn out to be logarithmic derivatives of the form ∆i = fi(z) ddz .
Since not all of them commute with all parts of the Hamiltonian we will outline the
procedure using the simplest example, ∆1 = z ddz , and introduce the other operators as
they are needed.




K(w, w̄, z, z̄) = − d
dw
wK(w, w̄, z, z̄) (for generic w, z). (4.22)















wK(w, w̄, z, z̄)
)
[Ψ(w, w̄)−Ψ(z, z̄)]



























(for generic w, z). (4.23)
However, the complex-conjugate pairs w, w̄ and z, z̄ cannot be treated as independent
variables everywhere. Derivatives w.r.t. those variables receive additional contributions
from the non-holomorphic/singular points of the function they act on. These “anoma-
lies” are captured by the two-dimensional Poisson equation
∂w∂w̄ log(ww̄) = πδ
2(w) (4.24)
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with c a complex number. In general, non-holomorphic appear at 0, at a finite complex
value as in the above example (4.25), or at ∞.
For easy bookkeeping let us split a derivative into its regular part (“reg”), which is
correct in the holomorphic regime, and its contact terms (“con”), governed by eq. (4.25).























































































× [Ψ(w, w̄)−Ψ(z, z̄)] . (4.27)
A few last obstacles need to be overcome before we can derive the explicit form of the
contact terms so we delay their derivation until the end of this section.
We shall continue to refer to the behaviour in eq. (4.27) as the commutativity of z ddz and
Ĥ2d,i even though we implicitly mean commutativity modulo contact terms. Note, that
the presence of the contact terms does not conflict with the strategy outlined above;
each contact term contains a (two-dimensional) δ-function which makes the integral on
the r.h.s. of eq. (4.27) easy to evaluate.
The operator z ddz is suited to calculate the action of Ĥ2d,i on any SVHPL of the form
L0,σ(z, z̄): After commuting with the Hamiltonian it lowers the weight of the SVHPL







= Ĥ2d,i [Lσ(z, z̄)] + (contact terms), (4.28)
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where we have used eq. (C.8). On the other hand, z ddz does not have the same effect













+ (contact terms), (4.29)
and, in particular, does not fulfil the second criterion (4.19). One may be tempted to
use (1−z) ddz instead but, unfortunately, such an operator does not commute with Ĥ2d,i.





d2wKn(w, w̄, z, z̄) [Ψ(w, w̄)−Ψ(z, z̄)] (4.30)
and




















where K1(w, w̄, z, z̄) +K2(w, w̄, z, z̄) = K(w, w̄, z, z̄), cf. eq. (4.10).
























= (contact terms). (4.33b)




f1(z) = z, f2(z) = 1− z, f3(z) = z(1− z) (4.34)
and we can calculate the action of Ĥ2d,i on L1,σ as follows.
For the case of Ĥ2d,i1 we trivially split
L1,σ(z, z̄) = L1,σ(z, z̄) + L0,σ(z, z̄)− L0,σ(z, z̄) (4.35)
and use the linearity of the Hamiltonian to act with it on (L1,σ + L0,σ) and (−L0,σ)
separately. The differential operators ∆3 and ∆1 (4.34), respectively, are then applied
to the resulting expressions. With eq. (4.33a) and (C.8) one can easily verify that they




Ĥi1 (L0,σ(z, z̄) + L1,σ(z, z̄))
]







= Ĥi1 [−Lσ(z, z̄)] + (contact terms) (4.36b)
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= Ĥi2 [Lσ(z, z̄)] + (contact terms). (4.37)
Having introduced K1 and K2 we can finally derive the explicit form of the contact



































× [Ψ(w, w̄)−Ψ(z, z̄)] (4.38)
where the allowed combinations of i and n are
n = 1 −→ i = 1 or 3 (4.39)
n = 2 −→ i = 1 or 2 (4.40)
which should be obvious from eqs. (4.33a), (4.33b) and (4.34).
Before we act with the differential operators on the Kn we note that the fi (4.34) only















since the contact terms of the derivative are only sensitive to non-holomorphic points
in w̄. Consequently, we only have to consider the following four cases,[
d
dw











K1(w, w̄, z, z̄)
]
con

















K2(w, w̄, z, z̄)
]
con
= −πδ2(z − w) 1
w − z
, (4.42d)
where in eqs. (4.42b) and (4.42d) we have dropped2 terms proportional to δ2(z). Eq. (4.25)
was used to remove w̄ and z̄ from the δ functions in favour of their complex conjugates.
2In contrast to w, z is an external variable and we may choose z 6= 0.
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The term δ2(w − ∞) = δ2(w̄ − ∞) in eq. (4.42a) reflects the singular behaviour of
K1 where 1/w̄ → 0. Due to the sum of contact terms inside the curly brackets in
eq. (4.38) (and, again, using eq. (4.41)) the terms proportional to δ2(w−z) = δ2(z−w)
in eqs. (4.42a)–(4.42d) cancel identically.
4.3.1 Differential equations
Finding the differential equations is now simply a matter of putting together the results
of the previous section. Starting with the easiest case, ∆1Ĥ2d,inL0,σ, we notice that the







The next-to-easiest case is eq. (4.37) which, after plugging in the contact terms and








L1,σ(z, z̄)− [L1,σ(w, w̄)]w,w̄→0
z(1− z)
. (4.44)
where the shorthand [. . .]w,w̄→0 denotes the w, w̄ → 0 limit of the functions inside the
square brackets. This term can, in fact, be dropped as it always contains a single
SVHPL whose indices feature (at least) one “1” and, thus, is equal to zero in the limit.
The last case is governed by eqs. (4.36a) and (4.36b). We insert the corresponding
contact terms and divide the equations by f3(z) = z(1− z) and f1(z) = z, respectively.
Next we add the two resulting expressions and combine their l.h.s. using the linearity
of Ĥ2d,i1 and
d








L0,σ(z, z̄) + L1,σ(z, z̄)− [L0,σ(w, w̄) + L1,σ(w, w̄)]w,w̄→∞
1− z
(4.45)
with [. . .]w,w̄→∞ the w, w̄ →∞ limit of the functions inside the square brackets. Taking
this limit requires some careful analytic continuation of the involved HPLs to ensure
that w and w̄ stay complex-conjugate as they approach infinity.
Ĥ2d,i (and the Ĥ2d,in) is a linear operator and so one can sum up the above equa-



















L0,σ(z, z̄) + 2L1,σ(z, z̄)− [L0,σ(w, w̄) + L1,σ(w, w̄)]w,w̄→∞
1− z
(4.46b)
Since the differential equations only fix the z dependence of the (wave)function — which
is a function of both z and z̄ — a small detour is necessary to recover the action of
Ĥ2d,i on SVHPLs: we take the holomorphic part of a given SVHPL, integrate it w.r.t. z
(according to the differential equations) and afterwards reconstruct the functional de-













−→ L1,σ(z, z̄) (4.47)
For more details on this procedure see appendix C.2.1.
After each integration we need to fix an integration constant. We find that this is
conveniently done by matching with the soft limit. For soft kinematics, i.e. small z, z̄,





with ~0n = 0, . . . , 0︸ ︷︷ ︸
n zeros
(4.48)
where zz̄ = k2/p2 in the soft limit.
In eq. (3.10) we calculated the action of the small-k (or soft) Hamiltonian Ĥs on powers
of ξ = (k2/p2)−ε. The action of Ĥi in the soft limit can be isolated by looking at the















Expanding both sides in δ = mε lets us extract the power of log(k2/p2) = log(zz̄) we
are interested in after which we can take the limit ε→ 0. For reference, we find
Ĥi|softL0(z, z̄) = O(ε) (4.50a)
Ĥi|softL0,0(z, z̄) = ζ3 +O(ε) (4.50b)
Ĥi|softL0,0,0(z, z̄) = ζ3L0(z, z̄) +O(ε) (4.50c)
Ĥi|softL0,0,0,0(z, z̄) = ζ3L0,0(z, z̄) + ζ5 +O(ε) (4.50d)
Ĥi|softL0,0,0,0,0(z, z̄) = ζ3L0,0,0(z, z̄) + ζ5L0(z, z̄) +O(ε) (4.50e)
etc., from which we observe that the integration constants exhibit a very simple pat-
tern. Moreover, these integration constants can only contribute ordinary zeta numbers
(i.e. the values of the Riemann zeta function at integer arguments) because they are
generated upon expanding B̂m(ε) (3.12) and thus gamma functions.
We can now calculate the action of Ĥ2d,i on any SVHPL by iteratively solving the dif-
ferential equations (4.46a) and (4.46b), starting from the lowest-weight functions, L0
and L1. This is equivalent to saying we have set up an algorithm capable of calculating
the two-dimensional wavefunction to any loop order. Due to the finiteness of the wave-
function it is straightforward to verify the results numerically: We integrate eq. (4.15)
numerically and compare to the analytical result for a number of randomly generated














2)((w1 − z1)2 + (w2 − z2)2)
× [ψ(w1 + iw2, w1 − iw2)− ψ(z1 + iz2, z1 − iz2)] . (4.51)
where ψ(z, z̄) is a (linear combination of) SVHPL(s). This type of integral is readily
evaluated numerically in e.g. Mathematica.
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C22 (L0,0 + 2L0,1 + 2L1,0 + 4L1,1) +
1
4








2 (−2L0,0,1 − 3L0,1,0 − 7L0,1,1 − 2L1,0,0 − 7L1,0,1 − 7L1,1,0
−14L1,1,1 + 2ζ3) +
3
4
C32 (L0,0,0 + 2L0,0,1 + 2L0,1,0 + 4L0,1,1 + 2L1,0,0
+4L1,0,1 + 4L1,1,0 + 8L1,1,1) +
1
16
C21C2 (L0,0,1 + 2L0,1,0 + 4L0,1,1








2 (−9L0,0,0,1 − 14L0,0,1,0 − 34L0,0,1,1 − 14L0,1,0,0 − 42L0,1,0,1
−44L0,1,1,0 − 92L0,1,1,1 − 9L1,0,0,0 − 34L1,0,0,1 − 42L1,0,1,0 − 92L1,0,1,1






2 (7L0,0,0,1 + 15L0,0,1,0 + 34L0,0,1,1 + 15L0,1,0,0 + 56L0,1,0,1
+56L0,1,1,0 + 116L0,1,1,1 + 7L1,0,0,0 + 40L1,0,0,1 + 56L1,0,1,0




C31C2 (−L0,0,0,1 − 3L0,0,1,0 − 6L0,0,1,1 − 3L0,1,0,0
−12L0,1,0,1 − 12L0,1,1,0 − 24L0,1,1,1 − L1,0,0,0 − 8L1,0,0,1 − 12L1,0,1,0




C42 (L0,0,0,0 + 2L0,0,0,1 + 2L0,0,1,0 + 4L0,0,1,1 + 2L0,1,0,0 + 4L0,1,0,1
+4L0,1,1,0 + 8L0,1,1,1 + 2L1,0,0,0 + 4L1,0,0,1 + 4L1,0,1,0 + 8L1,0,1,1
+4L1,1,0,0 + 8L1,1,0,1 + 8L1,1,1,0 + 16L1,1,1,1) (4.52d)
where we introduced C1 = 2CA − T2t , C2 = CA − T2t and write Ω(`) ≡ Ω(`)(z, z̄),
Lσ ≡ Lσ(z, z̄) for brevity. Further results up to weight 13 can be found in the ancillary
file wavefunction_2dL_w13.txt.
Interestingly, a new type of transcendental number appears for the first time in the
twelve-loop wavefunction — a so-called multiple zeta value (MZV). While it is no sur-
prise that MZVs do not appear at lower loop orders as we explain in the following
two paragraphs the fact that they do appear starting at twelve loops is a non-trivial
statement with number-theoretical implications.
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MZVs are the values of HPLs evaluated at special points, typically their branch points
z = 1 or z → ∞, for example3 H0,0,0,0,1,0,0,1(1) = H5,3(1) = ζ5,3. It turns out that
SVHPLs only cover a subset of all MZVs when evaluated at z = z̄ = 1 or z, z̄ → ∞
and we refer to this subset as single-valued multiple zeta values. They are discussed
in detail in refs. [55, 56] where the authors show that, up to weight ten, the algebra of
single-valued MZVs is generated by ordinary (odd) zeta numbers ζn. At weight eleven
however a new type of number appears, alongside the expected ζ11. We shall call it4







ζ22ζ7 + 45ζ2ζ9 + ζ5,3,3 (4.53)
with ζ5,3,3 = H5,3,3(1).
There are two sources that contribute (multiple) zeta values to the wavefuction: the
integration constants fixed by the soft limit and the w, w̄ →∞ limit in eq. (4.46b). The
former are generated by expanding gamma functions, cf. eq. (4.49) with eq. (3.12), and
can therefore contribute only ordinary zeta numbers, see the examples in eqs. (4.50a)–
(4.50e). The value of the large-w, w̄ limit on the other hand is guaranteed to multiply
the weight-one SVHPL L1(z, z̄) which is generated by the denominator, 1 − z, upon
integrating the differential equation (4.46b). Being the sole source of (single-valued)
MZVs this explains why g5,3,3 cannot appear at loop orders ` < 12. Indeed, we find
that g5,3,3 is accompanied by L1 in the twelve-loop wavefunction:
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× g5,3,3L1(z, z̄) (4.54)
According to ref. [56] (cf. eq. (7.4) there) two more such numbers have to be introduced
at weight 13 and, using the same logic, we anticipate that they make an appearance in
the 14-loop wavefunction.
The observed term g5,3,3L1(z, z̄) at twelve loops immediately rules out the possibility to
find a closed-form expresson for the two-dimensional wavefunction in terms of gamma
3MZVs use the collapsed notation, cf. eq. (C.4) in appendix C.1.
4Brown [56] refers to it as ζmsv (3, 5, 3) while Schnetz [55] calls it g335.
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functions as was done in the soft limit (3.14). We will, in fact, encounter a contribution
proportional to g5,3,3 in the amplitude at eleven loops and choose to continue the dis-
cussion of single-valued MZVs when we interpret our results below eqs. (4.88a)–(4.88e)
in section 4.5.
Before we go ahead and compute the associated terms of the amplitude it is worthwhile
to explore the aforementioned symmetries of the wavefunction in some more detail and
we do so in the next section. This will ultimately lead to a better understanding of the
iteration in two dimensions and enable us to calculate it to even higher loop orders.
4.3.2 Alphabets and symmetries
Throughout this work we have tried to exploit the symmetries of the BFKL evolution
to aide calculations and simplify expressions. In this section we explore to what extent
symmetries can guide us in the two-dimensional limit. As mentioned in section 4.3,
in two dimensions, the wavefunction is invariant under two transformations: complex
conjugation and inversion of the arguments.
The latter, i.e. the fact that Ω2d(z, z̄) = Ω2d(1/z, 1/z̄), corresponds to the swapping the
two reggeons and was used, for example, to identify the two soft limits in chapter 3. In
the present context, it inspired us to introduce a new alphabet for SVHPLs. Instead of
0 and 1, corresponding to integration over d log z and d log(1− z), respectively, we shall
use a and s. They are associated with integration over d log z and d log z/(1− z)2 and
thus behave antisymmetrically and symmetrically, respectively, under z → 1/z.
Using the letters a and s simplifies j(z, z̄) = Ls(z, z̄)/2 (4.11) and hence the action of





Ls,a,s,a,s(z, z̄) + La,s,s,a,s(z, z̄) + La,s,a,s,s(z, z̄). (4.55)
The action of Ĥ2d,i (4.15) in the new alphabet has a much richer and more complicated
structure. However, we notice that at symbol level, i.e. keeping only the highest-weight
SVHPLs, it simply amounts to replacing s→ ss− aa and multiplying by −14 . To give
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an example,
Ĥ2d,iLa,s,a,s(z, z̄) = −
1
4
(La,s,s,a,s(z, z̄)− La,a,a,a,s(z, z̄)
+ La,s,a,s,s(z, z̄)− La,s,a,a,a(z, z̄)) + Σsub (4.56)
where Σsub contains products of subleading-weight SVHPLs and zeta numbers, i.e. terms
like Lσζn1 · · · ζnm with |σ|+n1 + · · ·+nm = 5 and |σ| < 5 in the above example. It can
be derived from the differential equations (4.46a) and (4.46b) and we need to consider
the two cases Ĥ2d,iLa,σ and Ĥ2d,iLs,σ. Due to the equivalence of the letters 0 and a







The simple recursive nature of this equation shows that Ĥ2d,i (4.15) does not “touch”
the a indices of a SVHPL and can, at most, generate subleading terms Σsub through
integration constants, cf. eqs. (4.50a)–(4.50e).

















































where the first term in the final expression is again a “passive” term, like the one
encountered in eq. (4.57). The following term however, creates two leading-weight
terms which, upon integration, yield −14(Ls,s,σ −La,a,σ) and hence confirm the pattern
described above eq. (4.56). Note that by the recursive nature of the differential equation
this applies to every letter s in the word (s, σ), not just the first one.
In the following we show that it is possible to unravel the recursive definition of
Ĥ2d,i (4.15) beyond symbol level. The Σsub in the above equations are generated by two
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independent and additive sources: the w, w̄ →∞ limit in eq. (4.46b) and the constants
of integration as shown in eqs. (4.50a)–(4.50e). Let us denote them Σsub(∞) and Σsub(0),
respectively, with their sum equalling Σsub. Empirically we observe that Σsub(0) follows
a simple pattern when using the {a, s} alphabet:
ĤiLw1,...,w`−1(z, z̄) = Σlead + Σsub(∞) +
∑̀
j≥3, odd
ζjLw1,...,w`−j (z, z̄). (4.59)
with Σlead now the leading-weight SVHPLs governed by eq. (4.58). Σsub(∞) in turn can
be summarised by










La,wj+1,...,w`(z, z̄) + Ls,wj+1,...,w`(z, z̄)
]
z,z̄→∞ . (4.60)
Observe that wj = s in the equation above is a necessary yet not sufficient requirement
for a non-zero contribution. Being based on observations the patterns described in
eqs. (4.60) and (4.59) need to be verified against the wavefunctions computed in the
previous section. We find perfect agreement with the data available at the time of
writing (i.e. the wavefunction up to and including 13 loops) and are thus very confident
that the above description is correct.
By introducing the {a, s} alphabet we have accounted for the symmetry of the wave-
function under inversion, z → 1/z, at symbol level, i.e. as far as leading-weight terms
are concerned. Our basis of SVHPLs respects neither this nor the invariance un-
der complex conjugation at function level: in general Lσ(z, z̄) 6= Lσ(1/z, 1/z̄) and
Lσ(z, z̄) 6= Lσ(z̄, z). Expecting further simplifications we will therefore construct a set
of symmetrised functions in the remainder of this section.
In the following we heavily use relations between SVHPLs under a standard set of
variable transformations. As we find this to be quite poorly described in the literature
we summarise the most important aspects in appendix C.2.2. Quintessentially, these
relations determine the coefficients cw in Lσ(g(z), g(z̄)) =
∑
w cwLw(z, z̄) where the sum






(Lσ(z, z̄) + Lσ(z̄, z) + Lσ(1/z, 1/z̄) + Lσ(1/z̄, 1/z)) (4.61)
with σ a word belonging to an alphabet of one’s choosing. In the following we stick
with the {a, s} alphabet.
Due to the symmetries of the wavefunction





(Ω2d(z, z̄) + Ω2d(z̄, z) + Ω2d(1/z, 1/z̄) + Ω2d(1/z̄, 1/z)) (4.63)
one can simply replace Lσ(z, z̄) → Fσ(z, z̄) to go from the L to the F basis. It may
therefore not be immediately obvious how eq. (4.61) simplifies the results. Indeed, it
requires a few more steps to showcase the advantages of a symmetrised basis.
Firstly, the wavefunction in the L basis contains functions whose indices feature an
odd number of the letter a. Their leading-weight components are antisymmetric under
z → 1/z because
d log z = −d log 1/z (4.64)
Converted to F functions they are hence zero at symbol level or, in other words, equal
to products of lower-weight SVHPLs and zeta numbers. This can be turned into a
recursive algorithm that successively removes all odd-a functions. Schematically,
1. Take wavefunction and replace Lσ(z, z̄)→ Fσ(z, z̄)
2. Choose an Fσ(z, z̄) where σ contains an odd number of a letters. Plug in definition
(4.61) and rewrite SVHPLs as functions of z, z̄ using the rules in appendix C.2.2.
The resulting SVHPLs will be of lower weight than the original Fσ.
3. Replace again Lσ(z, z̄)→ Fσ(z, z̄)
4. Repeat step 2 & 3 until a fixed point is reached and only functions with an even
number of a letters remain.
5The set of Fs does evidently not span the space of SVHPLs but it does cover the entire space of
wavefunctions.
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Note that step 3 is valid for the same reason it was legitimate to replace Lσ(z, z̄) →
Fσ(z, z̄) in the wavefunction, cf. eqs. (4.62) and (4.63). To give a few examples for
odd-a functions,
Fa(z, z̄) = 0 (4.65a)
Fa,s(z, z̄) = Fs,a(z, z̄) = 0 (4.65b)
Fa,s,s(z, z̄) = Fs,s,a(z, z̄) = 4ζ3 (4.65c)
Fs,a,s(z, z̄) = −8ζ3 (4.65d)
Fs,s,s,a(z, z̄) = Fs,a,s,s(z, z̄) = 4ζ3Fs(z, z̄). (4.65e)
Secondly, we may combine Fσ(z, z̄) and Fσ̃(z, z̄) with σ̃ the word σ reversed, at the
cost of generating subleading terms. This is due to the following identity of SVHPLs:
Lσ(z, z̄) = Lσ̃(z̄, z) + Σsub (4.66)
For a function Fσ this entails
Fσ(z, z̄) = Fσ̃(z, z̄) + Σsub (4.67)
due to the invariance under complex conjugation. Besides removing nearly half of the
F functions we find the generated subleading terms to sometimes reduce but never
increase the complexity of a given expression. For the procedure to be algorithmic one
chooses which letter to cumulate in the left (or right) half of a word.
Using eq. (4.67) in favour of words that start rather then end with the letter s and with
the same abbreviations as in eqs. (4.52a)–(4.52d) we find the wavefunction up to four













































2 (−Fa,s,s,a − 9Fs,a,a,s − 2Fs,a,s,a − 24Fs,s,a,a
+7Fa,a,a,a + 29Fs,s,s,s − 4ζ3Fs) +
1
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C31C2 (Fs,a,a,s + 3Fs,s,a,a




Indeed, comparing the results in eqs. (4.68a)–(4.68d) to the wavefunction in terms of
standard SVHPLs (and the standard {0, 1} alphabet) in eqs. (4.52a)–(4.52d) shows the
benefits of the new basis. In terms of F functions the wavefunction takes not only a very
compact form and is expressed in terms of fewer functions it also removes subleading
terms in some cases, like the − 316L1ζ3 in the coefficient of C
3
1C2 at four loops (4.52d).
4.4 Finite contributions from hard kinematics
Having set up an algorithm to calculate the two-dimensional wavefunction to any num-
ber of loops let us remind ourselves of the main question we try to answer in this chapter:
What are the finite terms of the signature-even amplitude at NLL? As demonstrated
in section 4.1, the soft limit discussed in chapter 3 gives a partial answer by providing
finite terms that originate in kinematic configurations where one of the two reggeons
has a small momentum. We then argued that the two-dimensional calculation in turn
is suited to describe the BFKL evolution in the complementary kinematic regime, the
hard region.
As we are about to compute the missing finite terms by integrating the two-dimensional
wavefunction a clear distinction between the two regions is crucial, to avoid both double
counting and overlooking terms. Only then will the combined results equal the finite
amplitude as predicted by the BFKL equation.
A first important observation is that simply adding the integrated two-dimensional
wavefunction to the leading terms of eq. (4.5) will not give the correct result. This
is because, at the level of the wavefunction, the two-dimensional approach does not
impose any kinematic restrictions and therefore contains (the two-dimensional limit of)
the soft wavefunction. A naive addition would inevitably induce double counting. The
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observation hence motivates the definition of a two-dimensional hard wavefunction
Ω2d,h(z, z̄) = Ω2d(z, z̄)− Ω̃2d,s(z, z̄) (4.69)
as the difference of the two-dimensional wavefunction calculated in the previous section
and the two-dimensional limit of the symmetrised soft wavefunction (4.3),





Taking the limit ε → 0 in eq. (4.70) amounts to isolating the leading O(ε0) terms of
Ωs; having taken the limit, we switch to the two-dimensional variables z and z̄ (4.8),
and the SVHPL Ls(z, z̄) = log zz̄(1−z)2(1−z̄)2 introduced in section 4.3.2. In other words,
Ω̃2d,s(z, z̄) is naturally expressed in terms of the same SVHPLs used in the previous
sections ensuring the compatibility of the two terms on the r.h.s. of eq. (4.69). We
will return to Ω̃2d,s in section 5.2.1 where we derive a resummed all-order expression by
means of exponentiation, cf. eq. (5.48).
Because we subtracted the two-dimensional limit of the symmetrised soft wavefunc-
tion (4.3) Ω2d,h vanishes in both soft limits, i.e. at z, z̄ → 0 and z, z̄ → ∞. This
behaviour acts as a sanity check that we have successfully disentangled soft and hard
finite terms. Moreover, it is easy to verify that Ω2d,h does not contain powers of log zz̄
thus rendering the “last integral” (2.25) finite, as expected.











The missing finite terms, to which the rest of this section is dedicated, are consequently





















and develop two independent methods in the following to compute such integrals. The
first method, see section 4.4.1, is based on the idea that we can write two-dimensional
integrals of a function as one-dimensional integrals of the discontinuity of said function.
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It uses a contour deformation in radial coordinates and was inspired by the calculations
described in section 7.1 of ref. [57]. The second method, see section 4.4.2, relies on the
symmetry of the wavefunction under inversion, z → 1/z, z̄ → 1/z̄, and the action of
Ĥ2d,i at fixed external points.
4.4.1 Method I: Integrating discontinuity









where the cutoff δ is assumed to be small, δ  1. The introduction of δ may seem
superfluous at this point as limz,z̄→0 Ω2d = limz,z̄→∞Ω2d = limε→0 Ω̃s and thus, using
eq. (4.69), limz,z̄→0 Ω2d,h = limz,z̄→∞Ω2d,h = 0; more precisely, up to logarithms, Ω2d,h
vanishes linearly in zz̄ in both soft limits, rendering the integral in eq. (4.73) convergent,
and the difference I − Ireg = O(δ2) (up to logarithms). The necessity of this cutoff
despite this good convergence will become clear shortly.
The exclusion of the points {0,∞} in eq. (4.74) enables us to introduce polar coordinates
















To proceed we express the angular integral in the latter as an integration in the complex













where the contour runs along the unit circle.
The method outlined in the following is based on the deformation of this contour.
Essential to it is the fact that the integrand, at any order, is expressed in terms of
SVHPLs, whose analytic structure is well understood. These functions are single-valued
as long as their arguments are complex conjugates of one another, namely as long as
the contour in eq. (4.76) runs along the unit circle. Outside of this region, i.e. upon
deformation the contour, the HPLs in Ω2d,h(z, z̄) exhibit branch cuts6 where z ∈ [1,∞]
6This is in line with what we know about the hard wavefunction, in particular, that Ω2d,h(z, z̄) does
now contain powers of log zz̄ which have branch cuts on the negative z and z̄ axes.
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and z̄ ∈ [1,∞], with no other singularities present. In the r, y coordinates of eq. (4.76)
they correspond to cuts along the real axis in the complex y plane where y ∈ [1/r,∞]











Figure 4.1: Position of the branch cuts in z and z̄ in the complex y-plane for r < 1
(l.h.s.). The contour along the unit circle in eq. (4.76) can be deformed and, conse-
quently, identified with the integral of the z̄-discontinuity in eq. (4.77) (r.h.s.).
For r < 1 there is a branch cut-free interval (r, 1/r) through which the contour along
the unit circle passes, cf. the l.h.s. of figure 4.1. The contour can consequently be shrunk
until it corresponds to integrating the z̄-discontinuity of the wavefunction over y from
0 to r, cf. the r.h.s. of figure 4.1. We can now understand why it is necessary to work
with the regularised integral Ireg (4.74) instead of the original I (4.73): while the hard
wavefunction Ω2d,h(z, z̄) vanishes at 0 and ∞ its discontinuity, in general, does not.
In other words, the contour deformation introduces spurious divergent terms and the
cutoff introduced in eq. (4.74) regularises them.
For r > 1 the branch cuts of z and z̄ overlap. However, since Ω2d,h(z, z̄) is guaranteed
to be single-valued they must cancel identically in the interval (1/r, r). Repeating the
procedure, we again identify the contour integration with integrating the z̄-discontinuity
of Ω2d,h(z, z̄) over y, this time, from 0 to 1/r.



































































































The two terms correspond respectively to r < 1 and r > 1. Note that the two are equal


















Figure 4.2: Illustration of the integrations in the r < 1 (I) and r > 1 (II) contribution to
Ireg (4.76) (white triangles, l.h.s.). They can be viewed as the integral over a square (A)
plus two wedges (B) minus two small triangles (C) (delimited by dashed lines, r.h.s.).
Let us now discuss the evaluation of the final expression in eq. (4.77), where the inte-
gration region of the two terms is depicted as the white area in figure 4.2. In order to
































































cf. the r.h.s. of figure 4.2. Next we would like to evaluate each of these contributions,
distinguishing between finite δ-independent terms, and logarithmically-divergent, cutoff-
dependent ones.
To do so we remind the reader that the discontinuity w.r.t. z̄ of Ω2d,h(z, 1/x) evaluates
to HPLs of z and x. IA(δ) of eq. (4.78) thus generates HPLs at 1, giving rise to
MZVs, and at δ2; the latter contain logarithmically-divergent terms in δ. The first
(second) integral in the expression of IB(δ) in eq. (4.79) is calculated close to z = 0
(x = 0), cf. figure 4.2. One can therefore expand the discontinuity function in the
integrand and discard terms suppressed by powers of z (x) keeping only powers of log z
(log x). The inner integrals then yield powers of log δ2, log δ2x = log x + log δ2 and
log δ2z = log z + log δ2, respectively. The outer integrals thereupon generate MZVs
from their upper limits; in addition they produce logarithmically-divergent terms in δ.




log z = 0. (4.81)
A similar analysis of IC(δ) in eq. (4.80) reveals that only powers of log δ2 are generated
by the integrations over the two small triangles in figure 4.2.
Since the original integral I in eq. (4.73) is finite and Ireg → I for δ → 0 all terms
proportional to log δ2 have to cancel between the three contributions IA(δ), IB(δ) and
IC(δ). This enables us to derive a simplified integral in which the logarithmically-
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x1 refer to the aforementioned expansion of the integrand
around small z and x, respectively. The first integral in eq. (4.82) reproduces all finite,
cut-off independent terms in IA(δ) (4.78), while the second and third ones reproduce,
respectively, the finite terms in the two integral in IB(δ) (4.79); finally, given that no
cutoff-independent terms are produce by IC(δ), it is absent in eq. (4.82).
The above calculation is biased towards the discontinuity w.r.t. z̄ which is purely a
matter of choice. A similar calculation can be performed to get an answer in terms of
the discontinuity w.r.t. z or a mixed expression that features both discontinuities.
This integration method was further checked as follows. Given a wavefunction (or
SVHPL) we expand around z = z̄ = 0 and change variables to the polar coordinates
introduced above in eq. (4.76). The result is a sum of terms of the form rayb logc(r2)
with rational constant coefficients and a, c ≥ 0 and b are integer powers. Integrating the
azimuth over [0, 2π] then removes all terms that explicitly depend on y, i.e. that have
b 6= 0. Next, we determine the rational coefficients in terms of harmonic numbers7. This
enables us to perform the sum ad infinitum after we integrate term-by-term w.r.t. r.
4.4.2 Method II: Iterating shifted wavefunction
The previous method, albeit straightforward on paper, is computationally demanding
at high loop orders as it requires extensive use of analytic continuations of HPLs to
calculate discontinuities. It turns out there is an easier way to perform the final inte-
gration, which lets us make use of our knowledge about the action of the Hamiltonian,
established upon computing the wavefunction in section 4.3.
7This step requires some amount of creativity but is greatly helped by The On-Line Encyclopedia
of Integer Sequences (OEIS), https://oeis.org.
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Consider the action of Ĥ2d,i (4.15) on the wavefunction Ω2d,h(1− z, 1− z̄)




d2wK(w, w̄, z, z̄) [Ω2d,h(1− w, 1− w̄)− Ω2d,h(1− z, 1− z̄)] (4.83)




K(w, w̄, z, z̄) [Ω2d,h(1− w, 1− w̄)− Ω2d,h(1− z, 1− z̄)] =
K(w, w̄, 1, 1)Ω2d,h(1− w, 1− w̄) (4.84)
with the kernel









cf. eq. (4.10). It thus follows that eq. (4.83), taken in the limit z, z̄ → 1, yields:∫












+ Ω2d,h(w, w̄)− Ω2d,h(1− w, 1− w̄)
]
(4.86)
where we changed the integration variables in the first two terms on the r.h.s. — in the
first using w → w/(w − 1), and in the second using w → 1− w, and then factored out
a common denominator. Given that the wavefunction is symmetric under inversion,
Ω2d,h(1/w, 1/w̄) = Ω2d,h(w, w̄), the first and third terms in the last equation cancel and
we find








Ω2d,h(w, w̄) = I, (4.87)
which is readily identified with the integral in eq. (4.73), i.e. the one we would like to
compute.
We thus conclude that the integral in eq. (4.72), representing the hard wavefunction
contribution to the amplitude, may be calculated with the methods we developed for
the computation of the two-dimensional wavefunction itself, described in section 4.3.
In practice one rewrites the wavefunction Ω2d,h(1 − z, 1 − z̄) in terms of SVHPLs of z
and z̄, then applies the Hamiltonian by solving the corresponding differential equations,
and finally evaluates the resulting expression at z, z̄ = 1. The last step produces the
anticipated MZVs.
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While method I, described in section 4.4.1), and method II show perfect agreement
when applied to the wavefunction, we emphasise that while former may be applied on
individual SVHPLs, the latter can only be applied to expressions which are symmetric
under inversion of their arguments, cf. eqs. (4.86) and (4.87).
4.5 Finite terms of the amplitude
With the methods described in the previous sections it is straightforward to integrate
the two-dimensional wavefunction and thereby compute the hard contribution to the
amplitude, namely the finite terms not captured by the soft limit. Before we present
our results let us, for the last time, review the assumptions made about the amplitude
at the end of section 2.3. There, we claimed the `-loop amplitude (divided by B`0 (2.4))
has two important properties: all of its terms have weight ` and there are no terms
proportional to ζ2. We proved the correctness of this statement for contributions from
the soft limit in section 3.3, see below eq. (3.16). In the following we argue that this is
true for the just-calculated hard contributions, too.
First, we note that both methods for the last integral, cf. sections 4.4.1 and 4.4.2,
increase the weight of the functions they act on by one, before evaluating the result at
z = z̄ = 1. In method I the action of the discontinuity first lowers the weight of its
argument by one which is then compensated by two consecutive integrations which each
raise the weight by one. Method II on the other hand applies the Hamiltonian Ĥ2d,i
on the wavefunction after a variable transformation z → 1− z. Changing the variables
of a SVHPL does obviously not change its weight and the action of the Hamiltonian
corresponds to integrating a first-order differential equation which raises the weight of
the operand by one.
SVHPLs at z = z̄ = 1 evaluate to multiple zeta values (MZVs) of the same weight, cf.
the discussion below eqs. (4.52a)–(4.52d). We remind the reader that the (` − 1)-loop
wavefunction consists of weight-(`−1) SVHPLs and weight-(`−1) products of SVHPLs
and zeta numbers and conclude that the hard contributions to the `-loop amplitude
therefore have uniform weight `. The absence of ζ2 is readily explained by the fact
that SVHPLs can, by construction, only ever evaluate to odd zeta numbers, for any
argument.
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We start the discussion of the results by presenting the contributions that originate in





















(CA −T2t )2ζ3 +
3
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C2A(CA −T2t )2ζ5 (4.88e)
where one can observe the aforementioned homogeneous weight property and absence of
even zeta numbers. Similar to the wavefunction, at twelve loops (and above), these hard
contributions to the amplitude cannot be expressed in terms of ordinary zeta numbers
beyond a certain loop order. In fact, most of what we discussed in the context of the
wavefunction below eqs. (4.52a)–(4.52d) applies to the amplitude as well: Either of
the two methods presented in section 4.4.1 and 4.4.2 requires us to evaluate SVHPLs at
z = z̄ = 1 and we hence have to anticipate the presence of (single-valued) MZVs starting


















































M̂(+,11)NLL is the highest loop order available to us at the time of writing but there are
a few things we can say about higher-order contributions. First, the twelve-loop hard
amplitude will again be comprised of ordinary zeta numbers ζn or, more precisely, of
weight-twelve products of odd zeta numbers. At the next order, ` = 13, the next two
single-valued MZVs, which we mentioned below eq. (4.53), can appear. In Brown’s
notation they are called ζmsv (5, 3, 5) and ζmsv (3, 7, 3) and can be found in eq. (7.4) of
ref. [56].
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Speculations aside, the fact that the term in eq. (4.89) does appear in the eleven-loop
amplitude already excludes that there exists a simple all-order formula in terms of
gamma functions for these terms as it was the case for the singular contributions from
the soft limit. In general, trying to infer whether or not resummation in the hard region
is possible from the results alone is rather difficult. More insights might be gained from
solving the evolution equation for the purely-hard which we derive in section 5.2.2.
Most importantly, combining eqs. (4.6a)–(4.6e) and eqs. (4.88a)–(4.88e) recovers the
finite terms of the one- to four-loop results of ref. [25] and of our numerical five-loop










































C2A(CA −T2t )2ζ5 (4.90e)
These finite terms can be added to the infrared-singular ones of eq. (3.18) to recover
the full signature-even amplitude at NLL. The combined results up to eight loops can
be found in eqs. (6.1a)–(6.1g), and up to eleven loops in the provided ancillary file
amplitude_w11.txt. Previously know to the four-loop order, it can now be calculated





5.1 The soft anomalous dimension
It is well known that infrared divergences in gauge-theory scattering amplitudes are
multiplicatively “renormalisable”: finite hard-scattering amplitudes may be obtained
by multiplying the original infrared-divergent amplitude by a renormalisation factor
Z({pi}, µ, αs(µ)), which is matrix-valued in colour-flow space. This factor solves a
renormalisation group equation, and hence can be written as a path-ordered exponential
of a soft anomalous dimension Γ({pi}, µ, αs(µ)), integrated over the scale µ. As such,
the soft anomalous dimension constitutes a fundamental ingredient for the calculation
of scattering processes at any given order in perturbation theory, and much effort has
been devoted to its determination. It has been shown that the soft anomalous dimension
has a simple dipole structure up to two loops [34]. Corrections involving three and four
partons arise starting at three loops, and a series of analyses has been performed in
order to constrain their structure at three loops and beyond [35–37,58–60]; the complete
correction at three loops was calculated recently [32,33].
The general structure of the soft anomalous dimension is fixed by the factorisation prop-
erties of soft and collinear radiation, along with symmetry properties, such as rescaling
invariance of soft corrections with respect to the momenta of the hard partons. The
latter properties link dipole terms to the cusp anomalous dimension and dictate the
structure of corrections to the soft anomalous dimension that correlate more than two
partons [35–37,58]. In particular, they imply that at three loops, non-dipole corrections
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can only depend on the kinematics via rescaling-invariant cross ratios. The soft anoma-
lous dimension can be further constrained by the behaviour of scattering amplitudes in
special kinematic limits, such as the Regge limit [23,24,26] and collinear limits [36,59].
Furthermore, it was recently shown [38] that the space of functions in terms of which the
non-dipole correction is expressed (single-valued multiple polylogarithms) can, in fact,
be deduced from general considerations. A bootstrap procedure was then set up, which
remarkably completely fixes the functional form of the non-dipole correction at three
loops (up to an overall rational numerical factor) based on known information from the
kinematic limits mentioned above, reproducing the result of the Feynman-diagram com-
putation of ref. [32,33]. The prospects of extending this bootstrap procedure to higher
loops provides an additional motivation to determining the soft anomalous dimension
in the high-energy limit.
As discussed above, ref. [25] determined the next-to-leading high-energy logarithms
(NLL) of 2 → 2 scattering amplitudes at four loops. With the methods described in
chapter 3 we have been able to extend this and compute the infrared singularities at
NLL in the high-energy limit to all orders in perturbation theory. We are therefore able
to determine the soft anomalous dimension in this approximation to all orders.
We start this section by briefly reviewing the structure of the soft anomalous dimension
in the high-energy limit, and then determine it to all orders by extracting the O(1/ε)
coefficient from the amplitude obtained in section 3.3, which we then analyse numerically
in detail. Finally we show that the singularity structure we deduced from the high-
energy limit computation, consisting of poles of O(1/ε) through to O(1/ε`) at ` loops, is
consistent with infrared factorisation, namely it is exactly reproduced by the expansion
of the path-ordered exponential of the integral of the soft anomalous dimension.
5.1.1 Infrared factorisation in the high-energy limit
The infrared divergences of scattering amplitudes can be factorised as
M ({pi}, µ, αs(µ)) = Z ({pi}, µ, αs(µ))H ({pi}, µ, αs(µ)) (5.1)
whereH is a finite hard-scattering amplitude while Z captures all singularities. Z admits
a renormalisation group equation whose solution (in the minimal-subtraction scheme)
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can be written as a path-ordered exponential of the soft anomalous dimension:







Γ ({pi}, λ, αs(λ))
}
. (5.2)
The scale dependence of the soft anomalous dimension Γ ({pi}, λ, αs) formassless-parton
(p2i = 0) scattering is both explicit and via the 4 − 2ε dimensional coupling. In QCD
























The explicit dependence on the scale (Γ is linear in log λ) reflects the presence of double
poles due to overlapping soft and collinear divergences.
The soft anomalous dimension in multileg scattering of massless partons is an operator
in colour space given by [32,35–37,58]






















where Γdip. involves only pairwise interactions amongst the hard partons and is therefore
referred to as the “dipole formula”. The kinematic variables are −sij = 2|pi · pj |e−iπλij
with λij = 1 if partons i and j both belong to either the initial or the final state and
λij = 0 otherwise. The function γK(αs) in eq. (5.4) is the (lightlike) cusp anomalous
dimension [61–63], divided by the quadratic Casimir of the corresponding Wilson lines.
The functions γi(αs) represent the field anomalous dimension corresponding to the par-
ton i, which governs hard collinear singularities. Both γK(αs) and γi(αs) are known
through three loops in QCD and their values are summarised in Appendix A of ref. [26].
In eq. (5.4) ∆(n) for n ≥ 3 accounts for multi-parton correlations. The three-loop cor-
rection ∆(3), correlating up to four hard partons, was calculated recently [32,33] for any
number of partons in general kinematics. Specialising to 2→ 2 parton scattering in the
high-energy limit, ref. [26] showed that ∆(3) contributes starting from NNLL accuracy
in the imaginary (even) part of the amplitude, and starting from N3LL accuracy in the
real (odd) part; we refer the interested reader to eq. (4.11) in ref. [26] for an expression
for ∆(3) in this limit. Given our focus here on NLL accuracy, we shall not discuss it
further.
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While it is known that Γdip. fully describes the infrared singularities associated with
Regge pole factorisation [23,24] — meaning it is exact at leading and NLL accuracy for
the real part the amplitude — it does not fully capture the structure of the two-reggeon
cut [25] at NLL accuracy, where ∆(n) at four loops and beyond, are relevant. To identify
the contribution of the soft anomalous dimension in two-parton scattering, ij → ij, at
increasing logarithmic accuracy, let us expand Γ in powers of αs, keeping the product
αsL fixed, as follows:
Γ (αs(λ)) = ΓLL (αs(λ), L) + ΓNLL (αs(λ), L) + ΓNNLL (αs(λ), L) + . . . (5.6)
The NkLL term in eq. (5.6) can be written as an expansion in αms Lm−k for m ≥ k.
Using Regge-pole factorisation it can be shown [23, 24] that the leading logarithmic












This exactly corresponds to the infrared-divergent part of the one-loop gluon Regge
trajectory in eq. (2.13). Note that the LL anomalous dimension has even signature
ΓLL = Γ
(+)







The even part1, which is governed by the Regge pole, is two-loop exact. Referring
to eq. (5.4), it contains the terms in the one-loop anomalous dimension that are not




























The odd part is however sensitive to the two-reggeon cut. At one-loop it can be obtained







1Note that the even part of the NLL anomalous dimension, Γ(+)NLL, contributes to the odd NLL
amplitude,M(−)NLL, since it acts on the LL part of H in eq. (5.1), which is itself odd.
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while higher-order terms have so far been unknown. The reduced amplitude obtained
in section 3.1 contains information on the infrared divergences of next-to-leading high-




In order to make contact with section 3.1 we need to express the reduced amplitude
defined in eq. (2.18) in its infrared-factorised form. Focusing on the even component,
























H(+)NLL ({pi}, µ, αs(µ))
]
(5.11)
where we have written the Regge trajectory explicitly according to eq. (2.13). Substitut-
ing ΓLL of eq. (5.7) into eq. (5.2) and integrating over the scale (using the zeroth-order

















Considering the second term in the square brackets of eq. (5.11) we note that Z(+)LL can be
combined with the exponential of the Regge trajectory, and this combination gives rise
to an exponent proportional to (B0(ε)− 1)/(2ε) ∼ O(ε). Given that the hard function
is finite by definition, H(+)NLL ∼ O(ε0), we conclude that the second term in eq. (5.11)
only contributes to finite terms in M̂(+)NLL. This implies that the infrared-singular part














H(−)LL ({pi}, µ, αs(µ)) +O(ε
0) (5.13)
Equation (5.13) can be further simplified by noticing that the hard function at LL
accuracy is fixed by Regge factorisation: it is simply the exponential of the finite part
of the gluon Regge trajectory, i.e. we have









where we used the fact that T2t = CA when acting on the Regge limit of the tree level
amplitude. Moving this (finite) exponential to the left, this result allows us to write
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[ΓLL (αs(λ)) + ΓNLL (αs(λ))]
}
M(tree) +O(ε0) (5.15)
where it is understood that both sides of this equality are to be projected onto even
signature. Below we will abbreviate the l.h.s. as M̄NLL. The NLL contribution to the


































Finally, integrating the exponents in each of the two brackets as in eq. (5.12) and using
again that T2t = CA in the right factor upon acting on M(tree), we obtain, projecting





















In order to compare this all-order expression to the results of the soft-limit BFKL
analysis we need to resum the `-loop amplitude (3.19) obtained in section 3.3 according





















Exploiting now the fact that the exponential on the l.h.s. of eq. (5.15) is finite (and that



















with R(ε) defined in eq. (3.20). We now have two expressions for the infrared sin-
gularities of the reduced amplitude — an expression in terms of the soft anomalous
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dimension, eq. (5.17), and the all-order result of BFKL evolution in the soft approxi-
mation, eq. (5.19). In the next section we equate them and extract Γ(−)NLL.
5.1.2 Extraction of the soft anomalous dimension at NLL
In minimal subtraction schemes, anomalous dimensions can be extracted by taking the
coefficient of pure 1/ε single poles. Indeed, to get the coefficient of the single poles in



























































where the subscript indicates that one should extract the coefficient of ε`−1. Although
the notation does not manifest this, the end result is always a polynomial in colour
operators CA and T2t , since R(ε) has a regular series as ε → 0. Rescaling ε, this can
















where the function R(ε) = −2ζ3ε3 + . . . is defined in eq. (3.20).
Eq. (5.25) is the main result of section 5.1: it gives the soft anomalous dimension in
the Regge limit to any loop order at next-to-leading logarithmic accuracy (i.e. all terms
of the form α`sL`−1); the even contribution Γ
(+,`)
NLL was given in eqs. (5.7) and (5.9). In























NLL = 0 (5.27b)
Γ
(−,3)
















































(ζ3ζ4 − 3ζ7)CA(CA −T2t )6
]
T2s−u (5.27h)
These results are valid in any gauge theory, and hold modulo colour operators which
vanish when acting on the Regge limit of the tree amplitude (which is given by the
colour structure of the t-channel tree amplitude).
5.1.3 Properties of the soft anomalous dimension in the Regge limit
In the previous section we computed Γ(−)NLL, the imaginary part of the soft anomalous
dimension in the Regge limit, to all orders. Let us briefly explore its properties address-
ing the colour structure, the convergence of the expansion, and finally its asymptotic
high-energy behaviour.
Considering eq. (5.27a), our first observation is that colour structures of increasing
complexity emerge every three loops, as dictated by the expansion of R(ε) in eq. (3.20):
corrections going beyond the dipole formula start at four loops, where the colour struc-
ture is proportional to CA to a single power. This correction reproduces precisely that
found previously in ref. [25]. Proceeding to five and six loops ΓNLL only incurs extra
powers of (CA − T2t ). Starting at seven loops, however terms with two powers of CA
appear as well. Similarly, a cubic power of CA would emerge at ten loops, and so on.
We also note that the zeta values appearing in ΓNLL are of uniform weight, which is, of
course, again a mere consequence of the Taylor series of R(ε).
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To proceed it would be useful to specify the relevant colour charge exchanged in the
t channel, T2t . To this end consider for example gluon-gluon scattering, where the t
channel colour flow can be any of the SU(Nc) representations appearing in the decom-
position
8⊗ 8 = 1⊕ 8s ⊕ 8a ⊕ 10⊕ 10⊕ 27⊕ 0 (5.28)
where the labels refer to their dimensions2 for Nc = 3. Because of Bose symmetry, the
symmetry of the colour structure mirrors the signature of the corresponding amplitudes
under s↔ u exchange. Thus, only even representations are relevant for the two-reggeon
amplitude discussed here; these are the singlet, where T2t = 0, the symmetric octet with
T2t = CA = Nc, the 27 representation with T2t = 2(Nc + 1), and the “0” representation,
where T2t = 2(Nc−1). In the following we restrict the discussion to the first three cases,
which are all relevant for QCD with Nc = 3 (the latter has a vanishing dimension, and
hence it does not contribute).
The next observation, already mentioned in section 3.2, is that the symmetric octet
representation with T2t = CA, corresponds to a constant wavefunction, and thus a
trivial solution to eq. (2.27), with no corrections to the reduced amplitude beyond one
loop (as can be verified for example in the explicit results in eqs. (3.21) through (3.24)
upon considering T2t = CA). The reduced amplitude for the symmetric octet state
is thus one-loop exact, corresponding to a simple Regge-pole behaviour with a gluon
Regge trajectory for the original amplitude according to eq. (2.18). This of course
reproduces the known behaviour of the symmetric-octet exchange used in the original
derivation of the BFKL equation. In turn, for the singlet — the famous pomeron —
and 27 representation, we find non-trivial radiative corrections associated with a Regge
cut. We will thus use these two examples in the discussion that follows.
Let us consider the convergence properties of the perturbative series representing the
soft anomalous dimension in eq. (5.23). One immediately notes that this series is highly
convergent due to the 1/(`−1)! prefactor in eq. (5.24). Figure 5.1 illustrates this factorial
suppression of the coefficients G(`) as a function of the order ` for CA = Nc = 3 and for
the two relevant representations, the singlet and the 27.
2The dimensions for general Nc are: dim(8) = N2c − 1, dim(10) = (N2c − 4)(N2c − 1)/4, dim(27) =
N2c (Nc + 3)(Nc − 1)/4 and dim(0) = N2c (Nc − 3)(Nc + 1)/4. Note that the latter vanishes for Nc = 3.
A more complete exposition of the t-channel colour flow basis can be found in refs. [22, 26].
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Figure 5.1: Logarithmic plot of the absolute value of the coefficients G(`) (5.30), for
` = 1, . . . , 22. The |G(`)| quickly become very small suggesting good convergence of the
series. Shown is the singlet (crosses) and 27 exchange (circles).
Furthermore, we can establish that the anomalous dimension (5.25) has an infinite
radius of convergence as a function of x ≡ Lαs/π. To see this we write the resummed



















































































Figure 5.2: Partial sumsGn(x) =
∑n
`=1G
(`)x`−1 for n = 1, . . . , 22 (rainbow, red through
violet) and numerical results for G(x) (black crosses). The plot illustrates convergence
in that increasing the order n extends the range of x for which the partial sum matches
the numerical result. The figure shows the singlet (top) as well as the 27 exchange
(bottom).
where the integration contour runs parallel to the imaginary axis, to the right of all
singularities of the integrand.
The function g(y) in eq. (5.31) only has isolated poles away from the origin and has
a finite radius of convergence: it is well-defined in a disc around the origin. It then
follows that G(x) has an infinite radius of convergence, hence this function — and the
soft anomalous dimension Γ(−)NLL in eq. (5.29) — is an entire function, free of singularities
for any finite x = αsL/π.
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We stress that our use of the Borel transform is opposite to the usual application of
Borel summation (which is ordinarily used to sum asymptotic series): the function
G(x), in which we are interested, is an entire function; we make use of its inverse
Borel transform, g(y), which has worse behaviour by having merely a finite radius of
convergence. Nonetheless we find that numerically integrating eq. (5.33) is a particularly
convenient way to evaluate the anomalous dimension. This numerical integration is





in figure 5.2, where we find good agreement for the given values of x. While it becomes
challenging to efficiently compute the coefficients G(`) at high orders (here we only
evaluated them for ` ≤ 22), we find the numerical integration of eq. (5.33) to be very
stable, even for larger values of x. Thus, the remarkable convergence properties of G(x)
along with the Borel technique, presents us with the possibility of computing Γ(−)NLL for
x = αsL/π  1, i.e. at asymptotically high energies. This is a rather unique situation
in a perturbative setting — in other circumstances resummation techniques are limited
to the region x = αsL/π . 1.
Evaluating the integral (5.33) and plotting G(x) for larger values of x reveals oscillations
with a constant period and an exponentially growing amplitude. Since this behaviour is
difficult to capture graphically we instead show the logarithm of |G(x)| weighted by the
sign of G(x) in figure 5.3. This observation suggests to approximate G(x) in eq. (5.33)
by
G(x) −→ ceax cos (bx+ d) (5.35)
















η − a− ib
+
e−id
η − a+ ib
)
(5.36)
which is to be integrated as in eq. (5.33) with a contour to the right of the poles.






as a pair of complex-conjugated poles at η = a± ib. Indeed, numerically





of eq. (5.32) to identify the parameters a and
b in eq. (5.36), and dividing the full, numerically-evaluated, G(x) by eax leaves us with
almost pure cosine-like behaviour for any x  1. The rather impressive agreement
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Figure 5.3: Numerical results for sign [G(x)] log |G(x)| for the singlet (blue) and 27
exchange (orange). The “heartbeat” at small x reflects the logarithmic divergence of
log |G(x)| where G(x) changes its sign for the first time (similar divergences occur every
oscillation but are not visible due to the finite resolution of the plot).
a b c d
1 1.97 1.52 0.25 0.48
27 1.46 0.41 0.58 2.01
Table 5.1: Numerical results for a, b, c and d, cf. eq. (5.35), for the singlet (1) and 27
representation.
between the simple model (5.35) and the numerical results can be seen in figure 5.4.
For reference, we quote our numerical results for a, b, c and d in table 5.1.
5.1.4 Exponentiation check for higher-order infrared poles
As a final step we confirm the agreement between the BFKL prediction and the soft
factorisation theorem. Thus far we have only used the single poles as predicted by the
BFKL evolution to extract the NLL soft anomalous dimension Γ(−)NLL. As explained in
section 5.1.1, higher-order poles of the amplitude are generated upon expansion of the
path-ordered exponential in eq. (5.17). They have to match the BFKL computation





























































































































Figure 5.4: The approximation of eq. (5.35) for G(x) for x  1, divided by eax (solid
line) contrasted with numerical results (crosses). The coefficients a and b were extracted
from the poles of g(1/η) while c and d were fitted after dividing the full, numerically
evaluated, G(x) by eax. Already for moderate values of x we observe excellent agree-
ment. The singlet exchange is shown at the top and the 27 is at the bottom.







































































Let us begin with the leading pole. One can see a simple pattern in its `-th order
coefficient, which is proportional to (CA − T2t )`−1/(`!(2ε)`). This should be compared






















Substituting Γ(−)NLL using eqs. (5.26) and (5.23), and taking into account that the running



































For the leading pole it is clear that only the G(1) terms contribute, corresponding to






































Expanding in αs this matches precisely the 1/(`!(2ε)`) terms in eqs. (5.38a)–(5.38e), with
the correct prefactor. This exponentiation of leading poles had been verified previously
in ref. [25]. Moving on to the first subleading pole, the Regge prediction reveals a
four-loop single pole in eq. (5.38d), as well as a five-loop double pole in eq. (5.38e)
and so on, all proportional to ζ3. In general, expanding the BFKL result (5.19) to
higher orders one finds a tower of such terms going like 1/(`!(2ε)`−3). In the infrared
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exponentiation formula, these should be generated by a single parameter, the four-loop
anomalous dimension, Γ(−,4)NLL , which is indeed proportional to ζ3 (see eq. (5.27a)). It
can be traced back to the leading-order term in the expansion of R(ε) in eq. (3.20),
contributing to G(4) in eq. (5.24). Similarly, a k-loop anomalous dimension Γ(−,k)NLL , in





















Next we note that given k, all contributions with ` < k are either constant or vanish
for ε → 0, and so in as far as the singularities are concerned the sum over ` can be


















This shows that infrared exponentiation works out if, and only if, all the poles in the
NLL amplitude can be written as a function of ε only (i.e. independent of αs), times the
quantity in the square bracket. With hindsight, infrared exponentiation thus explains
the compact form of the BFKL result in eq. (5.19). Finally, it is straightforward to sub-
stitute in the definition of G(k) from eq. (5.24) and sum up the series over k, recovering
the full result for the singularities of the amplitudes in eq. (5.19). This completes the
proof that the BFKL result we obtained is consistent with infrared factorisation.
5.2 Resummation in two dimensions
At the time of writing the fully-resummed amplitude remains elusive. The crux of
the matter is the intricate structure of the BFKL evolution in two dimensions which
was discussed in chapter 4. In this limit, the wavefunction is a complicated linear
combination of SVHPLs that, even after a number of simplifications, cf. section 4.3.2,
we were not able to find a closed form for.3
3In fact, some of the terms of the wavefunction follow a very simple pattern, e.g. the coefficients of
(CA −T2t )` at ` loops. For an in-depth discussion, see section 5.3.
94
Moreover, the computation of the “last integral” (2.25) in two dimensions is rather
involved compared to its equivalent in the soft limit, cf. eq. (4.71) vs. eq. (3.7) with
eq. (3.14). In other words, even if the two-dimensional wavefunction was known to any
loop order it would be difficult to infer from it the corresponding amplitude.
Nonetheless, there are cases of resummation in two dimensions that are worth men-
tioning and we shall do so in the following sections 5.2.1–5.3. Through the following
discussion we aim to share our insights and especially hope to inspire future research in
this area.
5.2.1 Exponentiation of the two-dimensional soft wavefunction















by analogy with eq. (2.22). Here, the coefficients Ω(`−1)s (p, k)
∣∣
O(ε0) are the O(ε
0) terms
in the expansion of eq. (3.14) for a given `.
One observes a simple pattern on the r.h.s. of eq. (5.44), especially when using the
colour factors C1 = 2CA−T2t , C̃2 = 12(CA−T
2
t ) and rescaled zeta numbers ζ̃n = ζn/n.
Ω(0)s (p, k)
∣∣
O(ε0) = 1 (5.45a)
Ω(1)s (p, k)
∣∣






















































































































































where x = αsL/π.
We stress that eq. (5.46) only governs contributions from the limit k → 0. We also
know that contributions arise from k → p, the other soft limit. These can be obtained
from eq. (5.46) upon replacing log(k2/p2) → log((k − p)2/p2), see chapter 3. In the
two-dimensional variables introduced in section 4.2, cf. eq. (4.8), these logarithms
correspond to log(|z|2/|z− 1|2) and log 1/|z− 1|2, respectively. It is natural to sum the
two limits at this point and restore the symmetry of the two-dimensional wavefunction
















= Ls(z, z̄). (5.47)
This is precisely what was done to symmetrise the D-dimensional soft wavefunction
under k ↔ k−p in section 4.1. With the “tilde” notation introduced there the resummed





























5.2.2 Evolution of the two-dimensional hard wavefunction
In order to separate soft and hard finite contributions to the amplitude we introduced
the two-dimensional hard wavefunction Ω2d,h in section 4.4, cf. eq. (4.69). The additive
definition used there facilitated the transition from the wavefunction to the amplitude
and recombination of finite terms. It is, however, not the only way to define a hard
wavefunction.
To describe the evolution of the wavefunction in two dimensions it turns out a mul-
tiplicative definition is more appropriate. To this end let us define the purely-hard
wavefunction Ω̃2d,h (note the “tilde”) according to
Ω2d(z, z̄) = Ω̃2d,h(z, z̄)Ω̃2d,s(z, z̄) (5.49)
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with Ω2d,s(z, z̄) as given in eq. (5.48). Both Ω2d and Ω̃2d,h have loop expansions analo-
gous to eq. (5.44).
The two-dimensional purely-hard wavefunction Ω̃2d,h has interesting properties. First
of all it has zero boundary conditions — it tends to 1 in both the z → 0 and the z →∞
limit, i.e. all its perturbative corrections Ω̃(`)2d,h for l ≥ 1 vanish. Second, it is generated
by a modified BFKL evolution that we shall derive in the following.




2d is consistent with
d
dxΩ2d = Ĥ2dΩ2d and the loop




























Ĥ2dΩ̃2d,h(z, z̄)− Ω̃2d,s(z, z̄)Ĥs
)
Ω̃2d,s(z, z̄) (5.51)
According to eq. (5.47) we add the k → p (i.e. z → ∞) contribution to the definition
of Js (3.3) inside Ĥs (3.5). In two dimensions this amounts to Js(p, k) → j(z, z̄) =
Ls(z, z̄)/2, cf. eqs. (4.11) and (5.47). Since the action of j(z, z̄) is multiplicative its
contribution immediately cancels between the two terms in the parentheses in the above
equation.
Likewise, the integral in Ĥs (3.5) in two dimensions becomes nothing but the action of
Ĥ2d,i as can be easily verified. Therefore, eq. (5.51) can be written
d
dx



















where we have plugged in the symmetrised resummed Ω̃2d,s (5.48) and cancelled z-
independent terms which commute with the parentheses. Lastly, we use the action of







d2wK̃(w, w̄, z, z̄)
[





K̃(w, w̄, z, z̄) = exp
{x
2
(CA −T2t ) (Ls(w, w̄)− Ls(z, z̄))
}
K(w, w̄, z, z̄) (5.55)
and K(w, w̄, z, z̄) as defined in eq. (4.10). We notice that the effective Hamiltonian be-
comes x dependent. It may be solved using the initial condition Ω̃2d,h = 1 in which case
it could help to understand the systematics of the hard contributions to the amplitude,
cf. eqs. (4.88a)–(4.88e).
5.3 The “all-m” wavefunction and its resummed amplitude
The D-dimensional BFKL evolution shows signs of exponentiation as well. The best
example for this is the wavefunction generated by repeated application of Ĥm (2.29).
We call this the “all-m” amplitude owing to the chain of “m”s in the indices of the
wavefunction, cf. eq. (2.38). Explicitly, we have



























































= n!/(i!j!k!). Upon integration according to
eq. (2.25) one is confronted with only bubble integrals, cf. eq. (2.34) with q = p. The
associated amplitude has colour coefficients (CA − T2t )`−1 at ` loops and is readily


















is not particularly enlightening per se. At the level of the all-order amplitude (2.24)















Γ(1− x(CA −T2t ))
Γ(1 + x(CA −T2t ))
Γ2(1 + x2 (CA −T
2
t ))













In this work we have demonstrated how the BFKL evolution equation that governs the
imaginary part of the signature-even 2 → 2 scattering amplitude can be solved to all
orders by considering two special limits: the soft limit and the two-dimensional limit.
In both of these limits the evolution can be simplified considerably which enabled us
to derive algorithmic methods to calculate the wavefunction and amplitude to any loop
order.
The soft limit, i.e. configurations where one of the two exchanged reggeons has a small
momentum, controls the singular behaviour of the amplitude. The divergent terms
can be resummed and we presented the all-order singular amplitude, which is correct
up to O(ε0) terms, in eq. (5.18). Subsequently we extracted from this result the soft
anomalous dimension in the high-energy limit at NLL, cf. eq. (5.25). Conversely, the
soft factorisation theorem indirectly confirmed the singular amplitude to all loop orders
as was discussed in section 5.1.4. The soft limit also provided the finite contributions
to the amplitude that originate in soft configurations, see section 4.1
To compute the remaining finite terms it is sufficient to evolve the wavefunction in
strictly two dimensions and stay clear of soft kinematics when calculating the cor-
responding two-dimensional amplitude. Using single-valued harmonic polylogarithms
(SVHPLs) and differential equations we were able to iterate the wavefunction freely
and analyse its properties at high loop orders, cf. eqs. (4.52a)–(4.52d) and the ancillary
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files wavefunction_2dL_w13.txt and wavefunction_2dF_w10.txt. At twelve loops
a single-valued multiple zeta value (MZV) appears indicating that there is no simple
closed form in terms of gamma functions for the two-dimensional wavefunction. At the
same time the absence of MZVs up to eleven loops serves as an additional sanity check
of our methods.
The two-dimensional wavefunction can be expressed in a compact way in terms of F
functions (4.61) which are symmetric under inversion as well as complex conjugation at
function level. Moreover, the introduction of a new alphabet enables us to unravel the
recursion of the BFKL evolution and thus facilitates faster, higher-order computations,
cf. section 4.3.2.
The wavefunction can be integrated by means of either of the two methods discussed in
section 4.4 which yields the hard finite terms. The results agree with the conjectured
homogeneous weight property, cf. eqs. (4.88a)–(4.88e) and amplitude_w11.txt, and
contain the aforementioned single-valued MZV as soon as the weight allows for it, i.e.
at eleven loops. This, again, rules out any form of resummation in terms of gamma
functions for these terms.
The finite contributions from the soft limit on the other hand exponentiate to give
a simple all-order result (5.46). It can be used to derive an effective Hamiltonian
which governs the iteration of the purely-hard wavefunction in two dimensions, cf.
sections 5.2.1 and 5.2.2. At the level of the amplitude, the contributions generated
upon integration of the “all-m” wavefunction can be computed exactly as it involves
only bubble integrals. Because of its simple colour dependence, (CA−T2t )`−1 at ` loops,
we were able to resum it to all loop orders (5.59).
The sum of the above soft (k → 0) and two-dimensional (ε→ 0) limit recovers the result
of the D-dimensional BFKL evolution at the level of the amplitude. The results were
verified against the analytic results of ref. [25] and numerical calculations beyond four




































































































































































and we provide another four loop orders (i.e. up to eleven loops) in the ancillary file
amplitude_w11.txt.
6.2 Outlook
There are several directions one may want to explore next. An obvious one is to pick
up where we left off and devote more time to understanding the finite terms of the
amplitude and, hopefully, resum them eventually. Going beyond the eleven-loop order
which we provide with this work will likely be useful in this context and should be easy
to do. (We did not invest much time to optimise our implementations.) A different
approach to this problem is provided by the Fourier-Mellin representation of the two-
dimensional wavefunction which has proven to be very useful in other (multi-)Regge
scenarios [27, 50, 51, 64] and might uncover patterns we were unable to see with our
methods. A better understanding of the wavefunction will most definitely provide clues
what to look for in the amplitude (even though it will not be as straightforward as
in the soft limit, as we argued in section 5.2). Furthermore investigating the physical
103
implications for the pomeron and 27 exchange (5.28) separately based on the results
provided here might be fruitful and is something we barely had time for.
Parting with the signature-even amplitude, there could be ways to apply a modified
version of our approach to the signature-odd exchange at NNLL [26], just like general-




With this thesis we provide the following plain text files.
wavefunction_2dL_w13.txt contains the two-dimensional wavefunction up to 13 loops
expressed in terms of standard SVHPLs Lσ(z, z̄) using the standard letters {0, 1}.
The `-loop contribution is called WfL[l].
wavefunction_2dF_w10.txt contains the two-dimensional wavefunction up to ten loops
expressed in terms of symmetrised SVHPLs Fσ(z, z̄) (4.61) using the letters {a, s},
cf. section 4.3.2. The `-loop contribution is called WfF[l].
amplitude_w11.txt contains the signature-even amplitude at NLL up to eleven loops.
The `-loop contribution is called M[l] and yields a list of the soft and hard terms.
The sum of the two entries of the list equals the full `-loop amplitude up to O(ε0).
The data inside the files use a shortened notation
e −→ ε c1 −→ 2CA −T2t
c3 −→ CA c2 −→ CA −T2t
Z[n] −→ ζn L[{a,b,c},z,zb] −→ La,b,c(z, z̄)
g533 −→ g5,3,3 F[{a,b,c},z,zb] −→ Fa,b,c(z, z̄)





Proof of the all-order singular
amplitude
In this appendix we show that the singular terms in eq. (3.18) are equal to those in
















































− 1 = O(ε`). (B.2)
The additional factor multiplying the sum on the l.h.s. can be incorporated into the














At this point, we realise that the structure of the sum and product is strikingly similar




















with q ∈ N0 which is obtained by expanding (p2/k2)nε around small ε inside the sum.














































is a function which depends on n only through the combination nε, cf. eq. (3.9). This
ensures that for each term in the ε expansion, the power of n is never greater than the
power of ε.






Harmonic polylogarithms (HPLs) [65] extend the natural logarithm log z with z ∈ C















where σ is a “word” of any length made from the letters1 {0, 1}. The number of indices
of a HPL H(z) is called the weight of the function. By means of eq. (C.1) it corresponds
to the number of nested integrals. The recursion is closed by the weight-1 identities
H0(z) = log z and H1(z) = − log(1− z). (C.2)





where ρ σ denotes the shuffle of the words ρ and σ.
The indices of a HPL may be shortened by means of a collapsed notation; one replaces
strings of zeros followed by a one according to
0, 0, . . . , 0︸ ︷︷ ︸
n zeros
, 1 −→ n+ 1 (C.4)
1The full alphabet of HPLs includes the letter −1. In the present work however we only encounter
integrals corresponding to the letters 0 and 1.
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for example H0,1,0,0,1,1(z)→ H2,3,1(z). In the collapsed notation the number of indices
is referred to as the depth of the function (while their sum now equals the weight).
Depending on the context it may be useful to view the HPLs as nested sums. One











Zi−1(σ) and Zj(1) = 1/j (C.6)
where we assume the collapsed notation. Note that the aforementioned depth is equal
to the number of nested sums.
The Taylor series of HPLs, defined by eq. (C.1), whose rightmost index is non-zero, is
given by eq. (C.5) with (C.6). Trailing zeros in the indices of a HPL point to logarithmic
divergences at z = 0. The log z = H0(z) terms can be exposed using the shuffle algebra;
one considers
Hσ(z)H0(z) = Hσ,0(z) + . . .+H0,σ(z) (C.7)
and solves for Hσ,0(z). This procedure can be applied recursivly until all trailing zeros
are removed. Hence, HPLs can always be written as a series in z and log z.
For arguments between 0 and 1 HPLs yield real values. They show branch cuts on the
real axis where z ∈ [1,∞) and are thus multi-valued functions.
C.2 Single-valued harmonic polylogarithms
Single-valued harmonic polylogarithms (SVHPLs) [48] are the class of all branch cut-
free, single-valued, combinations of HPLs. Their construction is somewhat involved
and we will only provide a short summary here. Further details can be found in e.g.
refs. [49, 66,67].
SVHPLs are functions of a complex variable z and its complex conjugate z̄. They













and obey the boundary conditions [66]
L∅(z, z̄) = 1, L~0n(z, z̄) = log
n(zz̄)/n! and lim
z→0
Lσ 6=~0n(z, z̄) = 0. (C.9)
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For the explicit construction one typically defines two alphabets {x0, x1} and {y0, y1}
and the corresponding sets of all words X∗ and Y ∗ formed from the respective alphabet.
The letters of the former alphabet directly translate to {0, 1} when they appear as the
indices of a (SV)HPL. The letters y0, y1 are related to x0, x1 via
y0 = x0 (C.10)
Z̃(y0, y1)y1Z̃(y0, y1)
−1 = Z(x0, x1)
−1x1Z(x0, x1) (C.11)








where the “tilde” operation reverses words and φ maps yi → xi. The values of the HPLs
at z = 1 in the definition (C.12) are regularised by the shuffle algebra. Eq. (C.11) can
be solved iteratively for y1.
The SVHPLs can then be extracted from the product of another two generating series
∑
σ∈X∗









with “tilde” and φ defined below eq.(C.12).
SVHPLs obey the same shuffle product as HPLs (C.3), namely
Lρ(z, z̄)Lσ(z, z̄) =
∑
τ∈ρσ
Lτ (z, z̄). (C.15)
C.2.1 Holomorphic part and single-valued map
SVHPLs are uniquely fixed by their holomorphic part (i.e. their functional dependence
on z) and the requirement of single-valuedness. We define the holomorphic part of a
function ψ(z, z̄) as the limit
ψ(h)(z) = ψ(z, 0)
∣∣
log z̄→0. (C.16)
For a given linear combination of SVHPLs taking this limit simply amounts to replacing
Lσ(z, z̄)→ Hσ(z).
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= ψ(z, z̄) (C.17)
which is discussed in detail in refs. [50,56]. Again, we restrict ourselves here to stating
the (obvious) replacement rule Hσ(z) → Lσ(z, z̄) which generates the corresponding
single-valued expression from a linear combination of HPLs of z. As the action of
the Hamiltonian Ĥ2d,i (4.15) removes constant terms from the wavefunction prior to
integration we leave the discussion of those in the context of eqs. (C.16) and (C.17) to
the above references.
C.2.2 Variable transformations
SVHPLs obey relations under certain variable transformations. For the most part they
are, in some sense, the same relations that apply to HPLs due to the single-valued
map discussed above in appendix C.2.1. While the latter are much better documented
(for an overview we recommend ref. [68]) we struggled to find a comprehensive list for
SVHPLs which motivated this appendix.
In section 4.3.2 we transform z → 1/z and z ↔ z̄ to account for the symmetries of the
two-dimensional wavefunction. In addition, we consider z → 1 − z in section 4.4.2 to
facilitate the “last integration”. Let us discuss the latter transformation in detail.
At the level of HPLs it is straightforward to find relations under z → 1− z. Effectively,
the transformation moves the lower limit of the integral definition (C.1) from zero to


















































H0(1− z) = −H1(z) and H1(1− z) = −H0(z). (C.20)
Since the HPLs inside the integrals in eqs. (C.18) and (C.19) are of weight w − 1 this
defines a recursive prescription of how to write any HPL of 1− z in terms of HPLs of z.
By means of the holomorphic part of SVHPLs and the single-valued map, see ap-
pendix C.2.1, these relations can be applied to SVHPLs. However, it is also possible to
solve the recursion and write the answer directly as a sum. We find
La1,...,aw(1− z, 1− z̄) =
w∑
j=0
(−1)jLã1,...,ãj (z, z̄)Laj+1,...,aw(1, 1) (C.21)
with the “∼” operation swapping the indices 0↔ 1.
Similarly, on can derive identities for the transformation z → 1/z, z̄ → 1/z̄. Again,
the recursion can be solved and the resulting formula is simply yet slightly awkward to
write out. To do so we define n0(σ) (n1(σ)) to count the number zeros (ones) in the
indices σ and ŝ1→0+1 to split Lσ(z, z̄) into a sum of 2n1(σ) SVHPLs according to the
index rule 1→ 0 + 1. For example,
ŝ1→0+1 [L1,0,0,1,0(z, z̄)] =


















The values of SVHPLs at z, z̄ →∞ are related to the values at z, z̄ = 1 by yet another









= (−1)n1(a1,...,aw)ŝ0→0+1 [La1,...,aw(z, z̄)] (C.24)
with ŝ0→0+1 defined like ŝ1→0+1 (C.17) but based on the index rule 0 → 0 + 1. This
last step is not strictly necessary but it reduces the amount of data needed to apply
these kinds of transformations to a list of SVHPLs at z, z̄ = 1.
Lastly, let us examine the transformation z ↔ z̄ and how to related an SVHPL Lσ(z̄, z)
to (a sum of) SVHPLs Lσ′i(z, z̄). The easy yet computationally heavy way is to translate
Lσ(z, z̄) to HPLs, swap z ↔ z̄, extract the holomorphic part by means of eq. (C.16)
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and finally apply s (C.17). For SVHPLs of weight less or equal to five this might be
adequate but at higher weights it becomes inefficient due to the large size of expressions
that the translation to HPLs causes. Like in the above examples this step can be avoided
altogether.
The procedure relies on knowing the functional dependence of y1 on the xi, cf. eq. (C.11).
Consider the weight-n SVHPL Lσ(z, z̄) with σ = σ1, . . . , σn and swap z ↔ z̄. Then










where the “tilde” map was defined below eq. (C.12) and y1(σ) is the coefficient of the
product of x0 and x1 corresponding to σ, e.g. if σ = 1, 1, 0, 1, 0 then y1(σ) is the
coefficient of x1x1x0x1x0. The indices (A) in eq. (C.25) only appear if j − 1 ≥ 1 and








LL leading logarithm(ic accuracy)
MZV multiple zeta value
MZVs multiple zeta values
NLL next-to-leading logarithm(ic accuracy)
NNLL next-to-next-to-leading logarithm(ic accuracy)
OEIS The On-Line Encyclopedia of Integer Sequences
QCD quantum chromodynamics
QFT quantum field theory
SVHPL single-valued harmonic polylogarithm
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