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Abstract
We establish the stability under perturbations of the dynamics defined by a sequence of linear maps that
may exhibit both nonuniform exponential contraction and expansion. This means that the constants deter-
mining the exponential behavior may increase exponentially as time approaches infinity. In particular, we
establish the stability under perturbations of a nonuniform exponential contraction under appropriate con-
ditions that are much more general than uniform asymptotic stability. The conditions are expressed in terms
of the so-called regularity coefficient, which is an essential element of the theory of Lyapunov regularity
developed by Lyapunov himself. We also obtain sharp lower and upper bounds for the regularity coefficient,
thus allowing the application of our results to many concrete dynamics. It turns out that, using the theory
of Lyapunov regularity, we can show that the nonuniform exponential behavior is ubiquitous, contrarily to
what happens with the uniform exponential behavior that although robust is much less common. We also
consider the case of infinite-dimensional systems.
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The main theme of our paper is the relation between the stability theory of dynamical sys-
tems and the so-called Lyapunov regularity theory. In particular, we are interested in establishing
the stability under perturbations of nonuniform exponential contractions and nonuniform expo-
nential dichotomies. We are mainly interested in the case of perturbations of a nonautonomous
dynamics defined by a sequence of linear maps. We consider both finite-dimensional and infinite-
dimensional systems.
In particular, a nonuniform exponential contraction allows a “spoiling,” possibly exponential,
of the uniform contraction along the solution as the initial time increases. Thus, even though we
can still establish the exponential stability of the solutions, in the nonuniform case the size of the
neighborhood in which we must choose the initial condition so that the corresponding solution
satisfies a prescribed bound may depend on the initial time. We recall that in the uniform case
this neighborhood can be chosen independently of the initial time. In a similar manner, the notion
of nonuniform exponential dichotomy imitates the classical notion of (uniform) exponential di-
chotomy, although in the nonuniform case we allow a “spoiling,” again possibly exponential, of
the uniform contraction and uniform expansion along the solution as the initial time approaches
infinity. The notions are recalled in the main text. We refer to the book [1] for an introduction to
the theory of nonuniformly hyperbolic dynamics.
It should be emphasized that the notions of uniform exponential contraction and uniform ex-
ponential dichotomy demand considerably from the dynamics. Of course that there exist large
classes of dynamical systems possessing this exponential behavior, and even more this class is
robust under sufficiently small perturbations. For a detailed discussion, references, and histor-
ical comments, we strongly recommend the book [4]. See also [5–9]. On the other hand, we
can show that, using the so-called Lyapunov regularity theory, the notions of nonuniform ex-
ponential contraction and nonuniform exponential dichotomy are very common. Indeed, any
linear nonautonomous dynamics possessing only negative Lyapunov exponents admits a nonuni-
form exponential contraction, and essentially any linear nonautonomous dynamics possessing
both negative and nonnegative Lyapunov exponents admits a nonuniform exponential dichotomy.
This indicates that the nonuniform exponential behavior is very common, and in fact much more
common than the uniform exponential behavior. Thus, it is quite reasonable to study the stability
under perturbations in the nonuniform setting.
In particular, we establish the stability under perturbations of the nonautonomous dynam-
ics defined by a sequence of linear maps, under appropriate conditions that are much more
general than uniform asymptotic stability. Roughly speaking, these conditions ensure that the
“nonuniformity” of the exponential behavior is sufficiently small when compared to the nonlin-
ear perturbation. Fortunately, the theory of Lyapunov regularity already possesses an invariant
that can be used to express the above conditions on the smallness of the “nonuniformity” of the
exponential behavior. Namely, this is the so-called regularity coefficient. Thus, having in mind
the application of the stability results to concrete systems, it is crucial to obtain sharp estimates
for the regularity coefficient, that hopefully can be given somewhat explicitly in terms of the lin-
ear unperturbed dynamics. In particular, we give sharp lower and upper bounds for the regularity
coefficient. In addition, we give several alternative characterizations of the situation when the
dynamics is Lyapunov regular, i.e., when the regularity coefficient is zero. In this latter case, we
essentially can consider any perturbation in our stability results.
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Consider a sequence of invertible k × k matrices (An)n∈N such that
lim sup
n→+∞
1
n
log+ ‖An‖ = 0, (1)
where log+ x = max{0, logx}. Set
A(m,n) =
{
Am−1 · · ·An, m > n,
Id, m = n. (2)
The Lyapunov exponent λ :Rk → R ∪ {−∞} associated with the sequence (An)n∈N is defined
by
λ(v) = lim sup
n→+∞
1
n
log
∥∥A(n,1)v∥∥. (3)
By the abstract theory of Lyapunov exponents (see [1] for details), the function λ takes at most
a number r  k of distinct values on Rk \ {0}, say −∞  λ1 < · · · < λr . Moreover, for each
i = 1, . . . , r the set
Ei =
{
v ∈ Rk: λ(v) λi
} (4)
is a linear subspace of Rk .
In order to introduce the concept of Lyapunov regularity we also consider the sequence of
matrices Bn = (A∗n)−1 for n ∈ N, where A∗ denotes the transpose of A. In a similar manner to
that in (2), set
B(m,n) = (A(m,n)∗)−1 = { (A∗m−1)−1 · · · (A∗n)−1, m > n,
Id, m = n. (5)
The Lyapunov exponent μ :Rk → R ∪ {−∞} associated with the sequence (Bn)n∈N is defined
by
μ(w) = lim sup
n→+∞
1
n
log
∥∥B(n,1)w∥∥. (6)
It follows again from the abstract theory of Lyapunov exponents that μ can take at most s  k
distinct values on Rk \ {0}, say −∞ μs < · · · < μ1.
We define the regularity coefficient of λ and μ by
γ (λ,μ) = min max{λ(vi) + μ(wi): 1 i  k}, (7)
where the minimum is taken over all dual bases v1, . . . , vk and w1, . . . ,wk of Rk , i.e., such that
〈vi,wj 〉 = δij for every i and j , where δij is the Kronecker symbol.
Proposition 1. If 〈v,w〉 = 1, then λ(v) + μ(w) 0.
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〈vn,wn〉 =
〈
A(n,1)v,
(
A(n,1)∗
)−1
w
〉= 〈v,w〉 = 1.
Thus, 1 ‖A(n,1)v‖ · ‖B(n,1)w‖, and we obtain the desired inequality. 
It follows from the proposition that γ (λ,μ)  0. We say that the sequence (An)n∈N is Lya-
punov regular or simply regular if γ (λ,μ) = 0.
3. Nonuniform exponential contractions
We say that the sequence (An)n∈N admits a nonuniform exponential contraction if there exist
constants a < 0 and D,c 0 such that for every m n 1,∥∥A(m,n)∥∥Dea(m−n)+cn. (8)
We say that the sequence (An)n∈N admits a strong nonuniform exponential contraction if there
exist constants a  a < 0 and D,c 0 such that for every m n 1,∥∥A(m,n)∥∥Dea(m−n)+cn, ∥∥A(m,n)−1∥∥De−a(m−n)+cm. (9)
The following result shows that the notion of strong nonuniform exponential contraction is
very natural.
Theorem 1. Assume that the sequence (An)n∈N has only negative Lyapunov exponents, i.e., that
λr < 0. Then for each ε > 0 the sequence (An)n∈N admits a strong nonuniform exponential
contraction with
a = λ1 + ε, a = λr + ε, and c = γ (λ,μ) + 2ε.
Proof. The argument is inspired in the proof of Theorem 15 in [2]. Given an invertible k × k
matrix C, let v1(n), . . . , vk(n) be the columns of A(n,1)C, and w1(n), . . . ,wk(n) the columns
of B(n,1)(C∗)−1. For i = 1, . . . , k, set
αi = λ
(
vi(1)
)
and βi = μ
(
wi(1)
)
.
Given ε > 0, there exists D > 0 such that for each i = 1, . . . , k and n ∈ N,∥∥vi(n)∥∥De(αi+ε)n and ∥∥wi(n)∥∥De(βi+ε)n.
It follows from the identity
(
B(n,1)
(
C∗
)−1)∗(
A(n,1)C
)= Id
that 〈vi(n),wj (n)〉 = δij for every i, j = 1, . . . , k and n ∈ N. Hence, since the maximum in (7)
takes only finitely many values, there exists a matrix C for which
max{αi + βi : i = 1, . . . , k} = γ (λ,μ). (10)
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A(m,n) = A(m,1)B(n,1)∗ = (A(m,1)C)(B(n,1)(C∗)−1)∗.
The entries aij (m,n) of this matrix are
aij (m,n) =
k∑
l=1
vil(m)wjl(n),
where vil(m) is the ith coordinate of vl(m), and wjl(n) is the j th coordinate of wl(n). Thus, in
view of (10),
∣∣aij (m,n)∣∣ k∑
l=1
∥∥vl(m)∥∥ · ∥∥wl(n)∥∥ k∑
l=1
D2e(αl+ε)m+(βl+ε)n
=
k∑
l=1
D2e(αl+ε)(m−n)+(αl+βl+2ε)n
 kD2e(λr+ε)(m−n)+(γ (λ,μ)+2ε)n.
Taking v =∑kj=1 cj ej with ‖v‖2 =∑kj=1 c2j = 1, where e1, . . . , ek is the canonical orthonormal
basis of Rk , we obtain
∥∥A(m,n)v∥∥2 =
∥∥∥∥∥
k∑
i=1
k∑
j=1
cj aij (m,n)ei
∥∥∥∥∥
2
=
k∑
i=1
(
k∑
j=1
cj aij (m,n)
)2

k∑
i=1
k∑
j=1
c2j
k∑
j=1
aij (m,n)
2 =
k∑
i=1
k∑
j=1
aij (m,n)
2. (11)
Therefore,
∥∥A(m,n)∥∥
(
k∑
i=1
k∑
j=1
aij (m,n)
2
)1/2
 k2D2e(λr+ε)(m−n)+(γ (λ,μ)+2ε)n,
which is the first inequality in (9). Similarly, the entries bij (m,n) = aij (n,m) of the matrix
A(m,n)−1 = A(n,1)B(m,1)∗ = (A(n,1)C)(B(m,1)(C∗)−1)∗
satisfy
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l=1
∥∥vl(n)∥∥ · ∥∥wl(m)∥∥ k∑
l=1
D2e(αl+ε)n+(βl+ε)m
=
k∑
l=1
D2e−(αl+ε)(m−n)+(αl+βl+2ε)m
 kD2e−(λ1+ε)(m−n)+(γ (λ,μ)+2ε)m.
Arguing as in (11) we obtain the second inequality in (9). 
4. Stability for nonuniform contractions
We show in this section that the asymptotic stability of a nonuniform exponential contraction,
for a given sequence (An)n∈N, persists under sufficiently small nonlinear perturbations, provided
that the constant c in (8) is also sufficiently small.
We assume that there exist continuous maps fn :Rk → Rk with fn(0) = 0 for each n ∈ N, and
constants C > 0 and q > 0 such that
∥∥fn(u) − fn(v)∥∥ C‖u − v‖(‖u‖q + ‖v‖q) (12)
for every n ∈ N and u,v ∈ Rk . For each n ∈ N we define the map Fn :Rk → Rk by Fn(v) =
Anv + fn(v), and given m n we also set
F(m,n) =
{
Fm−1 ◦ · · · ◦ Fn, m > n,
Id, m = n. (13)
We denote by B(δ) ⊂ Rk the open ball of radius δ > 0 centered at zero. We also consider the
constant β = (1 + 2/q)c with c as in (8).
The following is our first stability result.
Theorem 2. If the sequence (An)n∈N admits a nonuniform exponential contraction and
qa + c < 0, then there exists δ > 0 such that for each vn, vn ∈ B(δe−(β+c)n) and m n,∥∥F(m,n)(vn) −F(m,n)(vn)∥∥Kea(m−n)+cn‖vn − vn‖,
where K = 2 max{1,D} with D as in (8).
Proof. Consider a sequence of points vn+1 = Fn(vn) in Rk . For each m n we have
vm = F(m,n)(vn) = A(m,n)vn +
m−1∑
l=n
A(m, l + 1)fl(vl). (14)
Given δ > 0, we consider the space
D = {w = (wm)mn: ‖w‖′  δe−βn},
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sup
{‖wm‖e−a(m−n)−cn: m n}.
One can easily verify that D is a complete metric space. Given vn ∈ B(δe−(β+c)n) we define the
operator
(Sw)m =
m−1∑
l=n
A(m, l + 1)fl(wl) (15)
in the space D. By (12), given w,w ∈ D we have
∥∥fl(wl) − fl(wl)∥∥ C‖wl − wl‖(‖wl‖q + ‖wl‖q)
 2Kq+1Cδq+1ea(q+1)(l−n)−βn‖w − w‖′.
Therefore, by (8),
∥∥(Sw)m − (Sw)m∥∥ m−1∑
l=n
∥∥A(m, l + 1)∥∥ · ∥∥fl(wl) − fl(wl)∥∥
 2Kq+1DCδq+1‖w − w‖′
m−1∑
l=n
ea(m−l−1)+c(l+1)ea(q+1)(l−n)−βn
 2Kq+1DCδq+1e−a+c‖w − w‖′ea(m−n)
m−1∑
l=n
e(qa+c)(l−n).
It follows from the condition qa + c < 0 that
‖Sw − Sw‖′  θ‖w − w‖′, (16)
where
θ = 2Kq+1DCδq+1e−a+c/(1 − eqa+c).
We now set
(T w)m = A(m,n)vn + (Sw)m, (17)
and choose δ > 0 sufficiently small so that θ < 1/2. It follows from (16) that ‖Tw − Tw‖′ 
θ‖w−w‖′ and thus T is a contraction. Observe that for w = 0 we have Sw = 0 (since fm(0) = 0
for every m). Therefore, by (16), ‖Sw‖′  θ‖w‖′. By (8) we have ‖(A(m,n)vn)mn‖′  ‖vn‖/2
and hence,
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 1
2
‖vn‖ + θ‖v‖′ < 12δe
−(β+c)n + 1
2
‖v‖′ < ‖v‖′.
Therefore, T (D) ⊂ D. Since T is a contraction it has a unique fixed point (wm)mn ∈ D. This
shows that the sequence (vm)mn in (14) satisfies
‖vl‖Kea(l−n)+cn‖vn‖, l  n.
When vn, vn ∈ B(δe−(β+c)n) we thus obtain
∥∥fl(vl) − fl(vl)∥∥ C‖vl − vl‖(‖vl‖q + ‖vl‖q)
 ηeqa(l−n)−βn‖vl − vl‖, (18)
where η = 2KqCδq . Set now
ρm = ‖vm − vm‖ =
∥∥F(m,n)(vn) −F(m,n)(vn)∥∥ (19)
and Tm = e−a(m−n)ρm. Using (8) and (18), it follows from (14) that
ρm 
∥∥A(m,n)∥∥ · ‖vn − vn‖ + m−1∑
l=n
∥∥A(m, l + 1)∥∥ηeqa(l−n)−βnρl
Dea(m−n)+cn‖vn − vn‖ + Dηe−a+(1−2n/q)c
m−1∑
l=n
ea(m−l)+(qa+c)(l−n)ρl
Dea(m−n)
(
ecn‖vn − vn‖ + ηe−a+c
m−1∑
l=n
e−a(l−n)e(qa+c)(l−n)ρl
)
.
Therefore
Tm D
(
ecn‖vn − vn‖ + ηe−a+c
m−1∑
l=n
e(qa+c)(l−n)Tl
)
.
Set T = supm∈N Tm. Using the condition qa + c < 0, provided that δ is sufficiently small we
obtain
T D
(
ecn‖vn − vn‖ + ηe
−a+cT
1 − eqa+c
)
Decn‖vn − vn‖ + T2 .
This completes the proof of the theorem. 
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We discuss briefly in this section the situation when the sequence of matrices (An)n∈N exhibits
not only contraction but also expansion. We allow both the contraction and the expansion to be
nonuniform.
5.1. Existence of nonuniform exponential dichotomies
We say that the sequence (An)n∈N admits a nonuniform exponential dichotomy if there exist
constants a < 0 b and D,c 0, and projections Pn for n ∈ N such that for every m n 1,
PmA(m,n) = A(m,n)Pn, (20)
and letting Qn = Id−Pn be the complementary projection,
∥∥A(m,n)Pn∥∥Dea(m−n)+cn, ∥∥A(m,n)−1Qm∥∥De−b(m−n)+cm. (21)
We say that the sequence (An)n∈N admits a strong nonuniform exponential dichotomy if there
exist constants
a  a < 0 b b and D,c 0,
and projections Pn for n ∈ N such that for every m n 1, (20) holds and
∥∥A(m,n)Pn∥∥Dea(m−n)+cn, ∥∥A(m,n)−1Pm∥∥De−a(m−n)+cm,∥∥A(m,n)Qn∥∥Deb(m−n)+cn, ∥∥A(m,n)−1Qm∥∥De−b(m−n)+cm.
In a similar manner to that for exponential contractions (see Theorem 1) we want to show that the
notion of nonuniform exponential dichotomy is also very natural. The existence of a nonuniform
exponential dichotomy corresponds to the case when there exist also nonnegative Lyapunov ex-
ponents. We assume in this section that there is a decomposition Rk = E ⊕ F with E = Ep for
some p (see (4)), with respect to which
An =
(
Cn 0
0 Dn
)
(22)
for every n ∈ N. Given v = (x, y) ∈ E × F , one can write
A(m,n)v = (C(m,n)x,D(m,n)y),
where
C(m,n) =
{
Cm−1 · · ·Cn, m > n,
Id, m = n, D(m,n) =
{
Dm−1 · · ·Dn, m > n,
Id, m = n.
The following statement provides a condition for the existence of strong nonuniform expo-
nential dichotomies.
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v ∈ E = Ep , and λ(v) 0 for v ∈ F \ {0}. Then for each ε > 0 the sequence (An)n∈N admits a
strong nonuniform exponential dichotomy with c = γ (λ,μ) + 2ε, and
a = λ1 + ε, a = λp + ε, b = λp+1 + ε, b = λr + ε.
Proof. The statement can be obtained proceeding in a similar manner to that in the proof of
Theorem 1, by considering separately the blocks C(m,n) and D(m,n). 
5.2. Stability for nonuniform dichotomies
We now briefly discuss a version of Theorem 2 in the case of nonuniform exponential di-
chotomies. Namely, one can show that under sufficiently small nonlinear perturbations the
nonuniform exponential contraction exhibited by the stable components Cn in (22) persists along
a stable invariant manifold tangent to the stable space E.
We assume that there exist continuous transformations fn :Rk → Rk with fn(0) = 0 for each
n ∈ N, and constants C > 0 and q > 0 such that (12) holds for every n ∈ N and u,v ∈ Rk . Set
again β = (1 + 2/q)c with c as in (21). We denote by X the space of sequences (ϕn)n∈N of
continuous functions ϕn :B(δe−βn) → F such that ϕn(0) = 0 and
∥∥ϕn(x) − ϕn(y)∥∥ ‖x − y‖ for every x, y ∈ B(δe−βn).
Given (ϕn)n∈N ∈ X, for each n ∈ N we consider the graph
Vn =
{(
ξ,ϕn(ξ)
)
: ξ ∈ B(δe−βn)}.
The following stability result was established in [3].
Theorem 4. If the sequence (An)n∈N admits a nonuniform exponential dichotomy, and the con-
ditions a + β  0 and a + c < b hold, then there exist δ > 0 and a unique ϕ ∈ X such that
F(m,n)
(
ξ,ϕn(ξ)
)⊂ Vm for every m n and ξ ∈ B(δe−(β+c)n).
Furthermore, given ξ, ξ ∈ B(δe−(β+c)n) and m n we have
∥∥F(m,n)(ξ,ϕn(ξ))− F(m,n)(ξ,ϕn(ξ))∥∥ 4Dea(m−n)+cn‖ξ − ξ‖.
It is also shown in [3] that when the maps fn are of class C1 and q > 1, eventually reducing
δ the set
V′n =
{(
ξ,ϕn(ξ)
)
: ξ ∈ B(δe−(β+c)n)}⊂ Vn
is a smooth manifold of class C1 with T0V′n = E for each n ∈ N.
L. Barreira, C. Valls / J. Differential Equations 232 (2007) 675–701 6856. Bounds for the regularity coefficient
The above Theorems 2 and 4 establish respectively the stability under perturbations of nonuni-
form exponential contractions and nonuniform exponential dichotomies. These theorems include
conditions that involve the constant c in (8) and (21), which measures the nonuniformity of the
nonuniform contractions and nonuniform dichotomies. Essentially, the conditions require that c
is sufficiently small. Thus, having in mind the importance of the stability results in the theory of
dynamical systems, it is crucial to obtain sharp estimates for the constant c, that hopefully can
be given somewhat explicitly in terms of the matrices (An)n∈N. This is the main objective of this
section.
6.1. Lower bound
We first obtain a lower bound for the regularity coefficient. Set an = |detA(n,1)|.
Theorem 5. We have
γ (λ,μ) 1
k
lim sup
n→+∞
1
n
logan − 1
k
lim inf
n→+∞
1
n
logan.
Proof. Let v1, . . . , vk be a basis of Rk . Then
∣∣det(A(n,1)C)∣∣ k∏
i=1
∥∥A(n,1)vi∥∥,
where C is the k × k matrix whose columns are the vectors v1, . . . , vk . Thus,
lim sup
n→+∞
1
n
logan = lim sup
n→+∞
1
n
log
∣∣det(A(n,1)C)∣∣ k∑
i=1
λ(vi). (23)
Similarly, if w1, . . . ,wk is another basis of Rk , then
lim inf
n→+∞
1
n
logan = − lim sup
n→+∞
1
n
log
∣∣detB(n,1)∣∣− k∑
i=1
μ(wi). (24)
Therefore,
lim sup
n→+∞
1
n
logan − lim inf
n→+∞
1
n
logan 
k∑
i=1
(
λ(vi) + μ(wi)
)
.
We now assume that, in addition, v1, . . . , vk and w1, . . . ,wk are dual bases at which the minimum
in (7) is attained, i.e., that
γ (λ,μ) = max{λ(vi) + μ(wi): 1 i  k}.
Then
∑k
i=1(λ(vi) + μ(wi)) k γ (λ,μ). This completes the proof. 
686 L. Barreira, C. Valls / J. Differential Equations 232 (2007) 675–7016.2. Upper bound
To obtain an upper bound for the regularity coefficient we first assume that the matrices An
are upper triangular. Analogously, we could also consider the case when all the matrices An are
lower triangular.
Let aij (n) be the entries of An. For i = 1, . . . , k, set
αi = lim inf
n→+∞
1
n
log
n∏
l=1
aii(l) and αi = lim sup
n→+∞
1
n
log
n∏
l=1
aii(l). (25)
We obtain an upper bound for the regularity coefficient in terms of these numbers.
Theorem 6. If An is upper triangular for every n ∈ N, then
γ (λ,μ)
k∑
i=1
(αi − αi). (26)
The proof of Theorem 6 is given in Appendix A.
6.3. Upper triangular reduction
We describe here how to reduce the study of an arbitrary sequence (An)n∈N to the study of
upper triangular matrices.
Theorem 7. For each sequence of matrices (An)n∈N there exists a sequence (Un)n∈N of orthog-
onal matrices such that Cn = U∗n+1AnUn is upper triangular for each n ∈ N.
Proof. We apply the Gram–Schmidt orthogonalization procedure to the vectors vi(n) =
A(n,1)ei , where e1, . . . , ek is the canonical basis of Rk . For each n  1 we obtain vectors
u1(n), . . . , uk(n) such that:
1. 〈ui(n),uj (n)〉 = δij for each i and j ;
2. each ui(n) is a linear combination of the vectors v1(n), . . . , vk(n).
Clearly, each vector vk(n) is also a linear combination of u1(n), . . . , uk(n), and thus〈
vi(n),uj (n)
〉= 0 for i < j. (27)
Let now Un be the matrix with columns u1(n), . . . , uk(n). Clearly U1 = Id. By the orthogo-
nalization procedure each Un is orthogonal. Furthermore, setting Cn = U∗n+1AnUn, since Un is
orthogonal for each n we obtain
C(n,1) = Cn−1 · · ·C1 = U∗nA(n,1), (28)
where C(n,1) is defined in a similar manner to that in (2). Therefore,〈
C(n,1)ei, ej
〉= 〈U∗nA(n,1)ei, ej 〉= 〈A(n,1)ei,Unej 〉= 〈vi(n),uj (n)〉= 0
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desired statement follows now readily from the identity Cn = C(n + 1,1)C(n,1)−1. 
Since Un is orthogonal for each n, it follows from (28) that
lim sup
n→+∞
1
n
log
∥∥A(n,1)v∥∥= lim sup
n→+∞
1
n
log
∥∥C(n,1)v∥∥ (29)
for every v ∈ Rk . That is, the Lyapunov exponents defined by any two sequences (An)n∈N and
(Cn)n∈N as in Theorem 7 coincide. Furthermore, from the point of view of regularity theory we
can always replace an arbitrary sequence of matrices (An)n∈N by the upper triangular sequence
(Cn)n∈N constructed in Theorem 7. This is the content of the following result.
Theorem 8. For any sequences of matrices (An)n∈N and (Cn)n∈N as in Theorem 7, the regularity
coefficient defined by the matrices An and (A∗n)−1 is equal to the regularity coefficient defined
by the matrices Cn and (C∗n)−1.
Proof. Notice that for the matrices Bn = (A∗n)−1 and Dn = (C∗n)−1, we have
B(n,1) = (A(n,1)∗)−1 and D(n,1) = (C(n,1)∗)−1.
Since C(n,1) = U∗nA(n,1) (see (28)) we obtain D(n,1) = U∗nB(n,1). Therefore, in addition
to (29), we also have the identity
lim sup
n→+∞
1
n
log
∥∥B(n,1)v∥∥= lim sup
n→+∞
1
n
log
∥∥D(n,1)v∥∥ (30)
for every v ∈ Rk . Since the regularity coefficient is defined solely in terms of the Lyapunov
exponents and these coincide for the sequences An and Cn (see (29)), as well as for the sequences
Bn and Dn (see (30)), we obtain the statement in the theorem. 
7. Characterizations of regularity
The purpose of this section is to give several alternative characterizations of regularity. Some
of them are expressed solely in terms of the matrices A(n,1) (and do not use the matrices
B(n,1)).
We first introduce another coefficient that also measures the regularity of a given sequence of
matrices. Consider the values
λ′1  · · · λ′k and μ′1  · · · μ′k
of the Lyapunov exponents λ and μ on Rk \ {0} counted with their multiplicities (for example,
the values λ′i are obtained by repeating each value λi a number of times equal to the difference
dimEi − dimEi−1; see (4)) where E0 = {0}. We define the Perron coefficient of the pair of
Lyapunov exponents λ and μ by
π(λ,μ) = max{λ′i + μ′i : 1 i  k}. (31)
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We say that a basis v1, . . . , vk of Rk is normal for the family of spaces Ei in (4) if for each
i = 1, . . . , r there exists a basis of Ei composed of vectors in {v1, . . . , vk}. We also consider the
subspaces
Fi =
{
w ∈ Rk: μ(w) μi
}
,
and we consider a normal basis w1, . . . ,wk of Rk for the family of spaces Fi . One can easily
verify that there always exist normal bases v1, . . . , vk and w1, . . . ,wk (respectively of the families
of spaces Ei and Fi ) which are dual.
Given vectors v1, . . . , vm ∈ Rk we denote the m-volume defined by these vectors by
Γ (v1, . . . , vm). It is equal to |detK|1/2, where K is the m×m matrix with entries kij = 〈vi, vj 〉
for each i and j .
Theorem 9. The following properties are equivalent:
1. γ (λ,μ) = 0;
2. π(λ,μ) = 0;
3. for any dual normal bases v1, . . . , vk and w1, . . . ,wk of Rk we have
λ(vi) + μ(wi) = 0 for i = 1, . . . , k; (32)
4. λ′i + μ′i = 0 for i = 1, . . . , k;
5.
lim
n→+∞
1
n
log
∣∣detA(n,1)∣∣= r∑
i=1
(dimEi − dimEi−1)λi; (33)
6. for any vectors v1, . . . , vk ∈ Rk and m k there exists the limit
lim
n→+∞
1
n
logΓ
(
A(n,1)v1, . . . ,A(n,1)vm
)
. (34)
Proof. The equivalence of the first two properties is immediate from Proposition 2. Let now
v1, . . . , vk and w1, . . . ,wk be dual normal bases. By Proposition 1 we have λ(vi) + μ(wi)  0
for each i. Therefore,
0
k∑
i=1
(
λ(vi) + μ(wi)
)= k∑
i=1
(
λ′i + μ′i
)
 kπ(λ,μ) (35)
(the identity follows form the fact that the bases are normal). Furthermore, by Proposition 2
and (31) we have λ′i + μ′i  0 for i = 1, . . . , k. It follows from (35) that if property 2 holds, then
k∑(
λ(vi) + μ(wi)
)= 0,
i=1
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tion 2, we also have π(λ,μ) = 0. Hence, by (35), ∑ki=1(λ′i + μ′i ) = 0, and thus λ′i + μ′i = 0 for
every i, i.e., property 4 holds. On the other hand, property 4 clearly implies property 2.
We now establish the equivalence of the first four properties to properties 5 and 6. Assume
that γ (λ,μ) = 0. By Theorem 5 we have
lim inf
n→+∞
1
n
log
∣∣detA(n,1)∣∣= lim sup
n→+∞
1
n
log
∣∣detA(n,1)∣∣.
Choose now dual normal bases, that thus satisfy (32). In particular,
k∑
i=1
λ(vi) = −
k∑
i=1
μ(wi).
It follows readily from (23) and (24) that (33) holds.
We now assume that property 5 holds. Note that it is sufficient to prove the existence of the
limit in (34) for a single basis v1, . . . , vk . Consider the upper triangular matrices Cn constructed
in Theorem 7. Since each C(n,1) is upper triangular,
Γ
(
A(n,1)e1, . . . ,A(n,1)ek
)= Γ (C(n,1)e1, . . . ,C(n,1)ek)= k∏
i=1
∣∣ci(n)∣∣, (36)
where
ci(n) =
〈
C(n,1)ei, ei
〉
. (37)
Let now v1, . . . , vk be a normal basis. By (28), since C(n,1) is upper triangular we obtain
k∑
i=1
λ(vi) =
k∑
i=1
lim sup
n→+∞
1
n
log
∥∥C(n,1)vi∥∥ k∑
i=1
lim sup
n→+∞
1
n
log
∣∣ci(n)∣∣.
By property 5, since v1, . . . , vk is a normal basis,
lim
n→+∞
1
n
logΓ
(
A(n,1)v1, . . . ,A(n,1)vk
)= k∑
i=1
λ(vi)

k∑
i=1
lim sup
n→+∞
1
n
log
∣∣ci(n)∣∣. (38)
On the other hand, by (36),
lim sup
n→+∞
1
n
logΓ
(
A(n,1)v1, . . . ,A(n,1)vk
)
= lim sup
n→+∞
1
n
logΓ
(
A(n,1)e1, . . . ,A(n,1)ek
)
= lim
n→+∞
1
n
k∑
log
∣∣ci(n)∣∣ k∑ lim sup
n→+∞
1
n
log
∣∣ci(n)∣∣. (39)i=1 i=1
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lim
n→+∞
1
n
k∑
i=1
log
∣∣ci(n)∣∣= k∑
i=1
lim sup
n→+∞
1
n
log
∣∣ci(n)∣∣. (40)
It follows easily from this identity that each lim sup in (40) is indeed a limit. Indeed, if
ci := lim inf
n→+∞
1
n
log
∣∣ci(n)∣∣< lim sup
n→+∞
1
n
log
∣∣ci(n)∣∣=: ci
for some i = j , then choosing a subsequence kn such that 1kn log |cj (kn)| → cj as n → +∞, we
obtain
lim
n→+∞
1
n
k∑
i=1
log
∣∣ci(n)∣∣= lim
n→+∞
1
kn
k∑
i=1
log
∣∣ci(kn)∣∣
= cj + lim
n→+∞
1
kn
∑
i =j
log
∣∣ci(kn)∣∣
< cj +
∑
i =j
ci =
k∑
i=1
ci,
which contradicts to (40). By (39), we obtain
lim
n→+∞
1
n
logΓ
(
A(n,1)v1, . . . ,A(n,1)vm
)= m∑
i=1
lim
n→+∞
1
n
log
∣∣ci(n)∣∣.
This establishes property 6.
We now assume that property 6 holds. We take vi = ei for i = 1, . . . , k. Consider again the
upper triangular matrices Cn constructed in Theorem 7. Since C(n,1) = U∗nA(n,1) (see (28))
with Un orthogonal, it follows from property 6 that
lim
n→+∞
1
n
log
Γ (A(n,1)e1, . . . ,A(n,1)em)
Γ (A(n,1)e1, . . . ,A(n,1)em−1)
= lim
n→+∞
1
n
log
Γ (C(n,1)e1, . . . ,C(n,1)em)
Γ (C(n,1)e1, . . . ,C(n,1)em−1)
= lim
n→+∞
1
n
log
∣∣cm(n)∣∣,
with cm(n) as in (37). It follows from Theorem 6 that the regularity coefficient defined by the
Lyapunov exponents associated with the matrices C(n,1) and (C(n,1)∗)−1 is zero. On the other
hand, by (28), the Lyapunov exponents defined by the sequences A(n,1) and C(n,1) take exactly
the same values. The same happens, again by (28), with the Lyapunov exponents defined by the
sequences (A(n,1)∗)−1 and (C(n,1)∗)−1. Therefore, the regularity coefficient γ (λ,μ) of the
pair of sequences A(n,1) and (A(n,1)∗)−1 is equal to the one of the pair of sequences C(n,1)
and (C(n,1)∗)−1, and thus γ (λ,μ) = 0. This completes the proof of the theorem. 
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We also would like to introduce an appropriate concept of regularity in infinite-dimensional
spaces. We shall imitate as much as possible the finite-dimensional theory, although our ap-
proach requires several nontrivial modifications to treat this new case. We consider only separable
Hilbert spaces. Due to some technical problems it is in particular unclear how to effect a corre-
sponding theory for arbitrary Banach spaces.
8.1. The notion of regularity
Let H be a separable Hilbert space. We denote by B(H) the space of bounded linear operators
on H . Consider a sequence of linear operators An ∈ B(H), n ∈ N, with bounded inverse. We
always assume that
lim sup
n→+∞
1
n
log+ ‖An‖ = 0. (41)
We define the Lyapunov exponent λ :H → R∪ {−∞} associated with the sequence (An)n∈N as
in (2)–(3).
We now fix an increasing sequence of subspaces H1 ⊂ H2 ⊂ · · · of dimension dimHn = n for
each n ∈ N, such that the closure of its union is equal to H . It follows from the abstract theory of
Lyapunov exponents (see [1] for details) that for each n ∈ N the function λ restricted to Hn \ {0}
can take at most n values, say
−∞ < λ1,n < · · · < λpn,n
for some integer pn  n. Furthermore, the set
Ei,n =
{
v ∈ Hn: λ(v) λi,n
}
is a linear subspace of Hn. We also consider the sequence of operators (A∗n)−1 ∈ B(H) and
we define its associated Lyapunov exponent μ :H → R ∪ {−∞} as in (5)–(6). We define the
regularity coefficient of λ and μ by
γ (λ,μ) = sup{γn(λ,μ): n ∈ N},
where
γn(λ,μ) = min max
{
λ(vi) + μ(wi): 1 i  n
}
,
with the minimum taken over all dual bases v1, . . . , vn and w1, . . . ,wn of the space Hn. It
follows from Proposition 1 with Rk replaced by Hn that γn(λ,μ)  0 for each n ∈ N, and
thus γ (λ,μ)  0. We say that the sequence (An)n∈N is Lyapunov regular or simply regular
if γ (λ,μ) = 0.
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In what follows we shall always reduce the operators in (An)n∈N to a sequence of “upper
triangular” operators, with respect to some fixed basis. This reduction is convenient due to the
consideration of infinite-dimensional spaces. Essentially it allows us to reduce the study of an
infinite-dimensional system to an infinite family of finite-dimensional systems.
More precisely, we fix an orthonormal basis u1, u2, . . . of H (recall that H is a separable
Hilbert space), such that Hn = span{u1, . . . , un} for each n. We shall say that A ∈ B(H) is upper
triangular with respect to the basis u1, u2, . . . if 〈Aui,uj 〉 = 0 whenever i < j .
The following is a version of Theorem 7 in the present setting.
Theorem 10. For each sequence of operators (An)n∈N ⊂ B(H) there exists a sequence (Un)n∈N
of orthogonal operators such that Cn = U∗n+1AnUn is upper triangular for each n ∈ N.
Proof. The statement is a simple modification of the proof of Theorem 7, replacing the basis
e1, . . . , ek of Rk by the basis u1, u2, . . . of H . 
It follows from Theorem 10 and (41) that
lim sup
n→+∞
1
n
log+ ‖Cn‖ = lim sup
n→+∞
1
n
log+ ‖An‖ = 0.
8.3. Nonuniform exponential contractions
As in Section 3, for a sequence of linear operators An ∈ B(H) with bounded inverse, we can
introduce the notions of nonuniform exponential contraction (see (8)) and of strong nonuniform
exponential contraction (see (9)). Applying Theorem 10 we obtain a sequence of upper triangular
operators (Cn)n∈N ⊂ B(H) associated with each given sequence of operators (An)n∈N ⊂ B(H).
Theorem 11. Assume that the sequence (An)n∈N ⊂ B(H) has only negative Lyapunov expo-
nents. Then for each m ∈ N and ε > 0, the restriction (Cn|Hm)n∈N admits a strong nonuniform
exponential contraction with
a = λ1,m + ε, a = λpm,m + ε, and c = γm(λ,μ) + 2ε.
Proof. Since Cn is upper triangular, we have Cn(Hm) = Hm. Thus, we can repeat the arguments
in the proof of Theorem 1, replacing Rk by Hm, to obtain the desired statement. 
8.4. Stability for nonuniform contractions
We also obtain a version of Theorem 2 in the infinite-dimensional setting. We assume that:
H1. (An)n∈N ⊂ B(H) is a sequence of upper triangular operators with bounded inverse;
H2. fn :H → H are continuous functions for each n ∈ N, and there exist C > 0 and q > 0 such
that (12) holds for every n ∈ N and u,v ∈ H ;
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∣∣〈fm(u) − fm(v),un〉∣∣ 1
an
‖u − v‖(‖u‖q + ‖v‖q)
for every m,n ∈ N and u,v ∈ H , with q as above.
Set Fn = An + fn and consider the transformations F(m,n) in (13). Given δ > 0, we also con-
sider the set
D(δ) = {v ∈ H : ∣∣〈v,um〉∣∣< δ/am for every m ∈ N}.
The following is our first stability result in the infinite-dimensional setting.
Theorem 12. Assume that the conditions H1–H3 hold, and that there exist constants α < 0 and
κ > 0 such that qα + κ < 0, and a sequence of positive numbers (cn)n∈N with ∑∞n=1 cn/an < ∞
such that for every k ∈ N,
∥∥A(m,n)|Hk∥∥ ckeα(m−n)+κn, m n. (42)
Then there exist δ,K > 0 such that for each vn, vn ∈ D(δe−(1+1/q)κn),∥∥F(m,n)(vn) −F(m,n)(vn)∥∥Keα(m−n)+κn‖vn − vn‖, m n.
Proof. The proof is an elaboration of the proof of Theorem 2 by considering separately each
finite-dimensional space Hn. Consider a sequence of points vn+1 = Fn(vn) in H . As in (14), we
have
vm = A(m,n)vn +
m−1∑
l=n
A(m, l + 1)fl(wl). (43)
Set β = (1 + 1/q)κ . Given vn ∈ X we consider the operator
(T w)m = A(m,n)vn +
m−1∑
l=n
A(m, l + 1)fl(wl)
in the space
D = {w = (wm)mn: ‖w‖′  δe−βn},
with the norm
‖w‖′ = sup{‖wm‖e−α(m−n)−κn: m n}.
One can easily verify that D is a complete metric space.
Let w,w ∈ D. Since A(m,n) is upper triangular, using (42) and condition H3, we obtain that
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=
∥∥∥∥∥A(m, l + 1)
∞∑
n=1
〈
fl(wl) − fl(wl), un
〉
un
∥∥∥∥∥

∞∑
n=1
∣∣〈fl(wl) − fl(wl), un〉∣∣ · ∥∥A(m, l + 1)|Hn∥∥

∞∑
n=1
1
an
‖wl − wl‖
(‖wl‖q + ‖wl‖q)cneα(m−l−1)+κ(l+1)
 2δqd‖wl − wl‖eqα(l−n)eα(m−l−1)+κ(l−n+1), (44)
where d =∑∞k=1 ck/ak . We now define the operator S in D by (15). Then,
∥∥(Sw)m − (Sw)m∥∥ 2δqd m−1∑
l=n
‖wl − wl‖e(q−1)α(l−n)eα(m−n−1)+κ(l−n+1)
 2δqd‖w − w‖′
m−1∑
l=n
eqα(l−n)eα(m−n−1)+κ(l+1)
 2δqd‖w − w‖′e−α+κeα(m−n)+κn
∞∑
l=n
e(qα+κ)(l−n)
 2δ
qd
1 − eqα+κ ‖w − w‖
′e−α+κeα(m−n)+κn,
using the condition qα + κ < 0. Therefore,
‖Sw − Sw‖′  2δ
qde−α+κ
1 − eqα+κ ‖w − w‖
′.
We also let the operator T be as in (17). We obtain
‖Tw − T w‖′  θ‖w − w‖′.
Choosing δ ∈ (0,1) such that θ := 2δqde−α+κ/(1 − eqα+κ ) < 1/2 the operator T becomes a
contraction. On the other hand, for vn ∈ D(δe−βn/(2d)),
∥∥A(m,n)vn∥∥ lim
j→∞
j∑
k=1
∣∣〈vn,uk 〉∣∣ · ∥∥A(m,n)|Hk∥∥

∞∑ ck
ak
eα(m−n)+κn δ
2d
e−βn = δ
2
eα(m−n)−κn/q . (45)k=1
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‖Tw‖′  δ
2
e−βn + θ‖w‖′ < δe−βn.
Therefore T (D) ⊂ D and the operator T is a contraction in the complete metric space D. Hence,
the sequence (vm)mn satisfying (43) is in D.
Let vn, vn ∈ D(δe−βn/(2d)). Then vn − vn ∈ D(δe−βn/d). For the vector
w = δe
−βn
d
· vn − vn‖vn − vn‖ ,
proceeding in a similar manner to that in (45) we obtain∥∥A(m,n)w∥∥ deα(m−n)+κnδe−βn/d = deα(m−n)+κn‖w‖.
Therefore, by linearity,
∥∥A(m,n)vn −A(m,n)vn∥∥ deα(m−n)+κn‖vn − vn‖. (46)
Set now ρm as in (19) and Tm = e−α(m−n)ρm. Using (43), it follows from (46) and (44) that
ρm 
∥∥A(m,n)(vn − vn)∥∥+ m−1∑
l=n
∥∥A(m, l + 1)(fl(vl) − fl(vl))∥∥
 deα(m−n)+κn‖vn − vn‖ + 2δq
m−1∑
l=n
eqα(l−n)eα(m−l−1)+κ(l−n+1)ρl
 deα(m−n)
(
eκn‖vn − vn‖ + 2δqe−α+κ
m−1∑
l=n
e(qα+κ)(l−n)e−α(l−n)ρl
)
,
and hence,
Tm  d
(
eκn‖vn − vn‖ + 2δqe−α+κ
m−1∑
l=n
e(qα+κ)(l−n)Tl
)
.
Set T = supm∈N Tm. Using the condition qα + κ < 0, provided that δ is sufficiently small we
obtain
T  d
(
eκn‖vn − vn‖ + 2δ
qe−α+κT
1 − eqα+κ
)
 deκn‖vn − vn‖ + T2 .
This completes the proof of the theorem. 
We note that Theorem 12 is a discrete time version of results in [2].
The following is another stability result.
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exponential contraction such that qa + c < 0. Then there exist δ,K > 0 such that for each
vn, vn ∈ B(δe−2(1+q)cn),∥∥F(m,n)(vn) −F(m,n)(vn)∥∥Kea(m−n)+cn‖vn − vn‖, m n.
The proof of Theorem 13 can be obtained by repeating arguments in the proof of Theorem 2.
One can also consider the notions of nonuniform exponential dichotomy and strong nonuni-
form exponential dichotomy, and obtain related results. In particular we can obtain an appropriate
version of the stable manifold theorem (see Theorem 4), although the work is more involved since
we need to deal simultaneously with the nonuniformity and the infinite-dimensionality.
Appendix A. Upper bound for the regularity coefficient
Recall the numbers αi and αi in (25).
Proof of Theorem 6. Let zij (n) be the entries of A(n + 1,1), and write
λij = lim sup
n→+∞
1
n
log
∣∣zij (n)∣∣.
Lemma A.1. For every i, j = 1, . . . , k, we have λii = αi and
λij  αj +
j−1∑
m=i
(αm − αm), i < j.
Proof. Clearly λii = αi for i = 1, . . . , k. We now consider the entries with i < j . We proceed by
backwards induction on i. Assume that for a given i < k,
λlj  αj +
j−1∑
m=l
(αm − αm) whenever i + 1 l  j . (A.1)
We want to prove that for j  i + 1,
λij  αj +
j−1∑
m=i
(αm − αm). (A.2)
The entries zij (n) are given inductively by
zij (n) =
⎧⎪⎨
⎪⎩
0 if i > j ,∏n
l=1 aii(l) if i = j ,∑j
l=i ail(n)zlj (n − 1) if i < j .
(A.3)
We shall obtain another formula for zij (n), depending on the sign of the number
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j−i∑
m=i+1
(αm − αm). (A.4)
Assume first that βij  0. Using (A.3) we obtain
zij (n) =
j∑
l=i+1
ail(n)zlj (n − 1) + aii(n)zij (n − 1)
=
j∑
l=i+1
ail(n)zlj (n − 1) + aii(n)
j∑
l=i+1
ail(n − 1)zlj (n − 2)
+ aii(n)aii(n − 1)zij (n − 2).
Proceeding by induction yields
zij (n) =
n−1∑
p=0
j∑
l=i+1
ail(n − p)zlj (n − p − 1)
n∏
m=n−p+1
aii(m). (A.5)
Assume now that βij < 0. Again by (A.3),
zij (n + 2) =
j∑
l=i+1
ail(n + 2)zlj (n + 1) + aii(n + 2)
j∑
l=i+1
ail(n + 1)zlj (n)
+ aii(n + 2)aii(n + 1)zij (n).
By induction, for each q ∈ N,
zij (n + q)
n+q∏
m=n+1
aii(m)
−1
=
q∑
p=1
j∑
l=i+1
ail(n + p)zlj (n + p − 1)
n+p∏
m=n+1
aii(m)
−1 + zij (n). (A.6)
We want to show that there exists the limit in (A.6) when q → +∞.
By (1) and (A.1), for each ε > 0 there exists D > 0 such that
∣∣ail(n)∣∣Deεn, D−1e(αi−ε)n  n∏
l=1
∣∣aii(l)∣∣De(αi+ε)n, (A.7)
and
∣∣zlj (n)∣∣De[αj+∑j−1m=l (αm−αm)+ε](n+1)
for every n 1 and i + 1 l  j . Using these inequalities we obtain
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q∑
p=1
j∑
l=i+1
∣∣ail(n + p)zlj (n + p − 1)∣∣ n+p∏
m=n+1
∣∣aii(m)∣∣−1

q∑
p=1
j∑
l=i+1
Deε(n+p)De[αj+
∑j−1
m=l (αm−αm)+ε](n+p)
n+p∏
m=1
∣∣aii(m)∣∣−1 n∏
m=1
∣∣aii(m)∣∣
 D3eε
q∑
p=1
j∑
l=i+1
e[αj−αi+
∑j−1
m=l (αm−αm)+3ε](n+p)
n∏
m=1
∣∣aii(m)∣∣.
Choose now ε > 0 sufficiently small so that βij + 3ε < 0. Then
AD3eεk
q∑
p=1
e(βij+3ε)(n+p)
n∏
m=1
∣∣aii(m)∣∣
< D3eεk
e(βij+3ε)(n+1)
1 − eβij+3ε
n∏
m=1
∣∣aii(m)∣∣< +∞. (A.8)
This shows that we can let q → +∞ in (A.6) and thus,
zij (n) = −
+∞∑
p=1
j∑
l=i+1
ail(n + p)zlj (n + p − 1)
n+p∏
m=n+1
aii(m)
−1.
We estimate λij starting with the case when βij  0. Using (A.5), we obtain
λij  lim sup
n→+∞
1
n
log
∣∣∣∣∣
n−1∑
p=0
j∑
l=i+1
ail(n − p)zlj (n − p − 1)
n∏
m=n−p+1
aii(m)
∣∣∣∣∣
 lim sup
n→+∞
1
n
log
n−1∑
p=0
j∑
l=i+1
D2eε(n−p)+[αj+
∑j−1
m=l (αm−αm)+ε](n−p)
n∏
m=1
∣∣aii(m)∣∣De(−αi+ε)(n−p)
 αi + lim sup
n→+∞
1
n
log
(
kD3e3εn
n−1∑
p=0
eβij (n−p)
)
= αi + lim sup
n→+∞
1
n
log
(
eβij
1 − eβij n
1 − eβij
)
+ 3ε
= αj +
j−1∑
m=i
(αm − αm) + 3ε. (A.9)
Assume now that βij < 0. Proceeding in a similar manner to that in (A.8) and using (A.7), we
obtain
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n→+∞
1
n
log
(
D3eεk
e(βij+3ε)(n+1)
1 − eβij+3ε
n∏
m=1
∣∣aii(m)∣∣
)
= βij + 3ε + lim sup
n→+∞
1
n
log
(
De(αi+ε)n
)
= αj +
j−1∑
m=i
(αm − αm) + 3ε. (A.10)
Since ε is arbitrary, the inequality in (A.2) follows readily from the ones in (A.9) and (A.10). 
We now consider the matrices Bn. Let wij (n) be the entries of B(n + 1,1), and write
μij = lim sup
n→+∞
1
n
log
∣∣wij (n)∣∣.
Lemma A.2. For every i, j = 1, . . . , k, we have μjj = −αj and
μij −αj +
i∑
m=j+1
(αm − αm), i > j.
Proof. Clearly μjj = −αj . For the entries with i > j , in a similar manner to that in the proof of
Lemma A.1 we assume that
μlj −αj +
l∑
m=j+1
(αm − αm) whenever j  l  i − 1. (A.11)
We want to prove that
μij −αj +
i∑
m=j+1
(αm − αm).
When βji  0 (see (A.4)) the entries wij (n) are given inductively by
wij (n) =
⎧⎪⎨
⎪⎩
0 if i < j ,∏n
l=1 aii(l)−1 if i = j ,
−∑n−1p=0∑i−1l=j ail(n − p)wlj (n − p)∏nm=n−p aii(m)−1 if i > j .
(A.12)
By (1) and (A.11), for each ε > 0 there exists D > 0 such that (A.7) holds as well as
∣∣wlj (n)∣∣De[−αj+∑lm=j+1(αm−αm)+ε]n
for every n 1 and j  l  i − 1. Therefore,
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n→+∞
1
n
log
∣∣∣∣∣
n−1∑
p=0
i−1∑
l=j
ail(n − p)wlj (n − p)
n∏
m=n−p
aii(m)
−1
∣∣∣∣∣
 lim sup
n→+∞
1
n
log
n−1∑
p=0
i−1∑
l=j
D2eε(n−p)+[−αj+
∑l
m=j+1(αm−αm)+ε](n−p)
×
n∏
m=1
∣∣aii(m)∣∣−1De(αi+ε)(n−p)
−αi + lim sup
n→+∞
1
n
log
(
kD3e3εn+
∑n−1
p=0 e
βji (n−p))
= −αj +
i∑
m=j+1
(αm − αm) + 3ε.
When βij < 0, proceeding in a similar manner to that in the proof of Lemma A.1 and using the
third formula in (A.12), we can show that
wij (n) =
+∞∑
p=1
i−1∑
l=j
ail(n + p)wlj (n + p)
n+p−1∏
m=n+1
aii(m).
Proceeding in a similar manner to that in (A.9) we readily obtain that
λij −αj +
i∑
m=j+1
(αm − αm) + 3ε.
Since ε is arbitrary we obtain the desired inequality. 
We proceed with the proof of the theorem. Consider the columns
zj (n) =
(
z1j (n), . . . , zkj (n)
)
and wj(n) =
(
w1j (n), . . . ,wkj (n)
)
,
respectively of the matrices A(n + 1,1) and B(n + 1,1). Let e1, . . . , ek be the canonical basis
of Rk . We have zj (n) = A(n + 1,1)ej and wj(n) = B(n + 1,1)ej for each j . Therefore,
λ(ej ) = max{λij : 1 i  k} αj +
j−1∑
m=1
(αm − αm),
and
μ(ej ) = max{wij : 1 i  k}−αj +
n∑
(αm − αm).
m=j+1
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λ(ej ) + μ(ej )
n∑
m=1
(αm − αm).
Since e1, . . . , ek is dual to itself, the inequality in (26) follows readily from the definition of the
regularity coefficient. 
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