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Content-based Image Retrieval (CBIR) merupakan implementasi dari 
teknik computer vision pada kasus image retrieval yang merupakan kasus pencarian 
gambar digital pada database yang sangat besar. Pada penelitian ini diperkenalkan 
metode clustering baru untuk sistem CBIR, metode yang digunakan merupakan 
kombinasi antara algoritma Artificial Bee Colony (ABC) dengan K-Means. Tiga 
fitur digunakan untuk mengekstraksi fitur – fitur yang dimiliki gambar, yaitu: RGB 
Color Feature, Edge Feature, dan Grey Level Co-occurrence Matrix (GLCM). 
Ketiga fitur tersebut tergabung dalam algoritma Multi Texton Co-occurrence 
Descriptor (MTCD). 
K-means merupakan algoritma pengelompokkan yang banyak digunakan 
pada kasus clustering suatu data, K-means banyak digunakan karena 
implementasinya yang sangat mudah. Meskipun demikian, algoritma ini memiliki 
kelemahan, salah satunya yakni dalam penentuan titik awal centroid. 
Artificial Bee Colony (ABC) merupakan algoritma optimasi yang cara 
kerjanya mengadopsi dari cara koloni lebah dalam mencari makanan. Metode ABC 
diketahui dapat memecahkan permasalahan local optimum, yang pada umumnya 
terjadi pada penggunaan K-means karena kelemahannya dalam menentukan 
centroid. 
Metode yang akan digunakan pada penelitian ini merupakan kombinasi dari 
algoritma ABC dengan K-means untuk mengelompokkan fitur – fitur yang telah 
diekstraksi yang diimplementasikan pada dataset Corel-10.000 dan Batik. 
Kombinasi dari kedua algoritma ini dapat menjadi solusi dalam permasalahan 
pengelompokkan data atau clustering di ranah data science. Penelitian ini bertujuan 
untuk mengetahui seberapa efektif dan efisien penggunaan kombinasi algoritma 
ABC dan K-means dalam clustering pada fitur dataset Corel-10.000 dan Batik. 
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Content-based Image Retrieval (CBIR) is an implementation from computer 
vision techniques to the image retrieval problem, that is the problem for searching 
digital images in large databases. This research proposed a new method for CBIR 
system, combining Artificial Bee Colony and K-means algorithm. Three features 
are used to retrieve the images. These features are extracted by MTCD algorithm 
which included RGB Color Feature, Edge Feature, and Grey Level Co-occurrence 
Matrix (GLCM). 
K-means is a clustering algorithm that used in many clustering problems, 
this algorithm is widely used because it is fluently works in every cases. However, 
this algorithm has weaknesses, one of which is in the initialization of centroid. 
Artificial Bee Colony (ABC) is an optimization algorithm that works by 
adopting bee colony behavior in finding food. This method is known to solve local 
optimum problems, which generally occur in the use of K-means because of its 
weakness in determining centroids. 
This research proposed a new method in clustering that combining ABC 
and K-means to cluster features that extracted from Corel-10.000 and Batik 
dataset. Combining these two algorithms can be a solution for data clustering in 
field of data science. The goal of this research is to determine how effective and 
efficient the combination of ABC and K-means algorithm in clustering the Corel-
10.000 and Batik dataset. 
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SN Jumlah sumber makanan 
D Jumlah dimensi data 
K Jumlah Cluster 
𝑚𝑚𝑘𝑘 Centroid 
𝐶𝐶𝑘𝑘 Cluster ke-K 
𝑛𝑛𝑘𝑘 Jumlah pola data pada cluster 
𝑍𝑍𝑝𝑝 Pola data 
i Merepresentasikan banyak SN {1, 2, 3, . . . ., SN} 
j Merepresentasikan banyak dimensi {1, 2, 3, . . ., D} 
𝑢𝑢𝑖𝑖 Batas atas solution space 
𝑢𝑢𝑗𝑗  Batas bawah solution space 
Pi Nilai probabilitas 
𝑛𝑛𝑖𝑖𝑗𝑗 Food Source baru 
�𝑍𝑍𝑖𝑖 −  𝐶𝐶𝑗𝑗�
2
 Sum of Squared Error (SSE) data 𝑍𝑍𝑖𝑖 ke centroid 𝐶𝐶𝑗𝑗 
𝑣𝑣𝑖𝑖𝑗𝑗 Kandidat posisi sumber makanan baru berdasarkan yang lama 
𝜑𝜑 Nilai acak dengan rentang [-1, 1] 
P Nilai probabilitas 
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