Object tracking by segmentation and color depth image prediction by Hvala, Staš
Univerza v Ljubljani
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Povzetek
Naslov: Sledenje objektov s segmentacijo in napovedovanjem globinskih
barvnih slik
Segmentacija slike in sledenje objektov postajata vse bolj aktualna na
področju računalnǐskega vida, z velikim potencialom uporabe v kontroli iz-
delkov v industriji, avtonomnih vozil, itd. V magistrski nalogi obravnavamo
problem izbolǰsave segmentacijskega algoritma z vključitvijo monokularne
globine kot dodatne informacije k vhodni RGB sliki na kateri je tarča, ki jo
želimo segmentirati oz. ji slediti. Vhod v sledilnik je referenčna RGB slika
in ustrezna segmetacijska maska objekta, ki mu želimo slediti. Za naslednjo
sliko iste sekvence izluščimo značilke in glede na njihovo kosinusno podobnost
z značilkami referenčne slike izračunamo verjetnostno matriko pripadnosti
pikslov objektu. Obema slikama napovemo globino in pridobimo matriko
podobnosti med globino testne slike in globino objekta v referenčni sliki. Re-
ferenčni sliki izrežemo še predlogo objekta, ji izluščimo značilke in s križno
korelacijo poǐsčemo maksimalni odziv na značilkah testne slike. Okoli maksi-
malnega odziva nato generiramo 2D Gaussovo apriorno verjetnost o lokaciji
objekta. Verjetnostno matriko segmentacije, globinsko podobnost in apriori
verjetnost lokacije objekta združimo in vstavimo v plitkvo mrežo MergeNet.
Rezultat je segmentacijska maska objekta iz testne slike. Naš segmentacij-
sko globinski sledilnik (SGS) najprej evalviramo na DAVIS2016, kjer smo od
osnovnega nenaučenega RGB segmentacijskega modela izbolǰsali povprečni
Jaccardov indeks za 26%. Sledi še evalvacija sledilnika na VOT2016.
Ključne besede
segmentacija, sledenje, monokularna globina, konvolucijske nevronske mreže,
računalnǐski vid
Abstract
Title: Object tracking by segmentation and color depth image prediction
Image segmentation and object tracking are gaining traction in the field of
computer vision with applications in industry quality assurance, autonomous
vehicles, etc. In the following work we research how we can improve existing
segmentation algorithms with the addition of monocular depth to the RGB
images where we segment or track the object in question. Input in our
tracker is a reference RGB image and corresponding segmentation mask of
the tracked object. For the next image of the same sequence we extract the
features and based on their cosine similarity with features from reference
image we calculate the probability matrix of pixels belonging to the object.
Then we predict a depth map for both images and use that to estimate depth
similarity matrix based on the depth inside the object on reference image
and depth of the test image. Next we cut a template around the object from
the reference image, extract the features and use cross correlation with the
features from the test image to find the maximum response. We then generate
a 2D gaussian a priori probability for object location around the maximum
response. Segmentation probability matrix, depth similarity and a priori
probability of object location are then merged and serve as an input for a
shallow net called MergeNet. Result is a segmentation mask of the object
on a test image. Our segmentation depth tracker (SDT) is first evaluated on
DAVIS2016, where we achieved 26% improvement of mean Jaccard’s index
from the basic untrained RGB segmentational model. We also evaluated our
tracker on VOT2016.
Keywords




Sledenje objekta je proces lokalizacije premikajoče se tarče v videu oz. se-
kvenci slik. Sledilniki so lahko izjemno uporabni in imajo številne aplikacije
na področju varnosti in video nadzora [1], obogatene resničnosti [2], nad-
zoru prometa [3] itd. Sledenje skozi posnetek oz. sekvenco slik običajno
poteka tako, da dobimo tarčo označeno v prvi sličici (ang. frame), nato
pa za vsako naslednjo sličico napovemo posodobljeno lokacijo tarče in njeno
velikost (ang. scale). Tarča je lahko označena z (rotiranim) očrtanim pra-
vokotnikom (ang. bounding box ), konturo oz. silhueto ali pa točkovno (ang.
part based tracking), kjer sledimo več točkam na objektu istočasno. Sledenje
v nekontroliranem okolju se hitro zaplete, ker objekt lahko skozi sekvenco
spreminja svojo barvo, velikost in obliko. Prav tako lahko pride do delnih
okluzij ali pa objekt celo izgine za nekaj časa, kot na Sliki 1.1. Sledenje
v grobem delimo na kratkoročno sledenje, kjer je objekt vedno prisoten in
dolgoročno sledenje, kjer objekt izgine, ampak ga je ob njegovi pojavitvi
potrebno ponovo detektirati.
Večina sledilnikov temelji na lokalizaciji s holističnimi modeli [5], nekaj
metod pa se v zadnjem času posveča tudi sledenju s segmentacijo objekta [6,
7]. Segmentacija je razdelitev slike na dele oz. segmente imenovane tudi
super piksli [8]. Najbolj enostaven primer je razdelitev slike na ozadje in
ospredje (glej Sliko 1.2). Problem (pol)avtomatske segmentacije slik sega do
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Slika 1.1: Primer polne in delne okluzije objekta v interesu. Slika vzeta
iz [4].
samih začetkov strojnega vida. Kljub številnim napredkom je segmentacija
še vedno aktualna tema, razlog za popularnost tega problema pa tiči pred-
vsem v vsestranski uporabi segmentacije slik na področjih kot je medicina [9],
filmska montaža [10] in avtonomna vozila [11]. Za segmentacijo obstaja vrsta
različnih algoritmov, ki izkorǐsčajo različne vizualne informacije prisotne v
sliki. Pristopi segajo od preprostega upragovanja (ang. thresholding) slik [12]
do kompleksnih arhitektur konvolucijskih nevronskih mrež (ang. Convolu-
tional Neural Networks, CNN ) [13]. Segmentacijski sledilniki so lahko pre-
cizneǰsi, ampak tudi bolj dovzetni za napake, saj je gručenje posameznih
pikslov težja naloga kakor sledenje celotnega objekta.
V zadnjem času pa je bilo nekaj sledilnikov predlaganih za sledenje objek-
tov z uporabo globine [15, 16]. Globina bistveno olaǰsa razločevanje tarče
od ozadja, vendar zahteva posebno strojno opremo (globinske kamere) za
zajem takih posnetkov. Ta strojna oprema pa ni primerna za številne aplika-
cije, zato je domena teh sledilnikov omejena. Predvsem zanimiv je problem
določanja globine iz monokularnega sistema, torej ene same kamere [17, 18,
3
Slika 1.2: Primer segmentacije slike na ozadje in ospredje. Slika vzeta
iz [14].
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19], kjer odpadejo vsi pristopi, ki delujejo s stereo postavitvijo večih ka-
mer [20, 21]. Rešitve takega sistema so privlačne, ker so običajno ceneǰse in
bolj praktične, saj je večina obstoječih video posnetkov in slik zajetih le z
eno kamero.
1.1 Cilji magistrskega dela
Pri zasnovi algoritma za segmentacijo objekta lahko iz slike ekstrahiramo
različne značilke (ang. features) s katerimi si olaǰsamo delo in izbolǰsamo
končne rezultate. Značilke so lahko npr. barvne RGB vrednosti pikslov, ki
pripadajo sledenemu objektu. Prav tako bi za značilke lahko uporabili glo-
binsko sliko scene, saj tako do neke mere že dosežemo segmentacijo na ozadje
(večja relativna globinska vrednost) in ospredje (manǰsa relativna globinska
vrednost).
V pričujočem magistrskem delu rešujemo problem razločevanja med ozad-
jem in tarčo v sledenju z uporabo izračuna globinske informacije. Upora-
bimo konvolucijsko nevronsko mrežo za določanje globine na monokularnih
slikah, napovedano globino pa vključimo kot dodatno informacijo v mrežo
za segmentacijo. Naš cilj je ustvariti sledilnik, ki zna učinkovito združiti se-
gmentacijsko in globinsko informacijo ter tako postane odporen na okluzije
in deformacije tarče. Prav tako je dodaten izziv iz segmentacijske maske
pravilno oceniti regijo tarče oz. ji očrtati pravokotnik, ker je zaradi narave
problema segmentacija običajno manj stabilna in lahko očrtani pravokotnik
prehitro spremeni velikost ali lokacijo.
1.2 Sorodna dela
Sledilnikov, ki delujejo na globinski informaciji oz. RGB-D ni veliko. Razlog
je predvsem zaradi že izpostavljenega problema o potrebi po dodatni strojni
opremi. V članku [15] so avtorji prilagodili znan sledilnik delcev (ang. parti-
cle filter) na 3D vizualni model, kjer tretjo dimenzijo predstavlja globinska
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slika. Veliko bolj so priljubljeni sledilniki, ki se poslužujejo segmentacije. Ve-
likokrat se segmentacijo pri sledilnikih uporablja v namene ločevanja ozadja
od ospredja, kot binarna globina. Ta pristop so ubrali v [6], kjer so poleg
določanja ozadja uporabili Houghovo transformacijo za določanje centra tarče
in pripadnosti pikslov objektu. Sledilnik ima občutno slabšo natančnost in
robustnost kot sodobneǰse metode. Bolje se je odrezal algoritem SiamMask,
ki istočasno segmenitra objekt in ga sledi z očrtanim pravokotnikom [22],
dosegel pa je odlične rezultate na tekmovanju VOT-2018 [23]. Avtorji tega
članka so najprej uporabili postopek imenovan SiamFC [24], kjer s križno
korelacijo (ang. cross-correlation) med značilkami referenčne in testne slike
generirajo verjetnostno sliko o lokaciji objekta. Na rezultatu iz SiamFC pa
nato z dvonivojsko nevronsko mrežo ustvarijo segmentacijsko masko, z upo-
rabo mreže za predlaganje regij (ang. Region Proposal Network) pa napovejo
možne očrtane pravokotnike različnih velikosti. Vsaka predlagana regija ima
dodeljeno še svojo oceno sigurnosti.
Pri mreži za segmentacijo je izbire še več kot pri problemu napovedova-
nja globine. Ena izmed hitreǰsih metod je opisana v [25], kjer piksle pri-
padajočih objektov povežejo v skupine tako, da na značilkah generiranih z
DeepLab-v2 (v zaledju ResNet101 ) poženejo klasifikator najbližjih sosedov
(ang. nearest-neighbor classifier). Segmentacija je izjemno hitra in ponuja
primerljive rezultate z ostalimi sodobnimi metodami. Na podoben način de-
luje VideoMatch [26], le da tukaj namesto klasifikatorja najbližjih sosedov
uporabimo kosinusno podobnost (ang. cosine similarity) za ujemanje super
pikslov objekta med dvema različnima slikama iz iste sekvence.
Trenutni modeli CNN za napovedovanje globine se delijo glede na posto-
pek učenja, ki je bodisi nadzorovano (ang. supervised) ali nenadzorovano
(ang. unsupervised). Mreže na osnovi nenadzorovanega učenja so običajno
kompleksneǰse, a ne potrebujejo označene globinske mape, zato nas pomanj-
kljiva anotacija ne ovira. V [18] so na podlagi nenadzorovanega učenja naučili
model, ki zna z rekonstrukcijo druge slike stereo kamere posledično napove-
dati še globino. Metoda precej dobro generira globino, a je za naše potrebe
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prekompleksna. Menimo tudi, da ne potrebujemo tako dobre absolutne napo-
vedi, ampak bi bilo dovolj že, da loči ozadje od objekta. Veliko enostavneǰsa
je rešitev iz [27], kjer je uporabljeno prenosno učenje (ang. tranfer lear-
ning) implementirano z mrežo, ki ima strukturo kodirnika-dekodirnika (ang.
encoder-decoder). Rezultat je globinska mapa z visoko resolucijo.
Za priključitev globinske informacije na segmentacijski algoritem so av-
torji članka [13] svojo mrežo za semantično segmentacijo prilagodili tako,
da je na vhod sprejela sliko s štirimi kanali oz. RGB-D. Mrežo so naučili
in testirali na podatkovni množici NYU2 [28], a rezultati niso bili bistveno
bolǰsi od mreže, ki sprejme le 3 barvne kanale oz. RGB. Ustrezne razlage o
neobčutni izbolǰsavi ni, špekulirajo pa, da je problem v premajhnem vplivu
gradientov skozi celotni model. Informacijo o globini so nato preoblikovali z
geocentrično vložitvijo (ang. geocentric embedding) tako, da so globino na
nivoju pikslov razbili na tri kanale, in sicer na horizontalno dispariteto, vǐsino
od tal ter kotom med normalo lokalne podlage piksla in smerjo gravitacije.
To kodiranje so označili z akronimom HHA, ideja pa je vzeta iz članka [29].
V [30] je bila razvita mreža imenovana FuseNet, kjer je globina predposta-
vljena že kot vhodni podatek. Mreža ima obliko kodirnika-dekodirnika, kjer
se kodirni del mreže deli na dve veji, ena za RGB in ena za globino. Veji se
združita na vsakem nivoju kodirnika. Nobena izmed opisanih rešitev ni bila
uporabljena za sledenje objektov, temveč zgolj za semantično segmentacijo.
1.3 Prispevki
Glavni prispevek magistrske naloge je nova metoda za sledenje objektov v
RGB videoposnetkih, ki z inferenco globine izbolǰsa lokalizacijo objekta. Ob
testiranju uspešnosti segmentacije bomo raziskali najučinkoviteǰse načine za
vključitev globine v segmentacijsko mrežo. Zanima nas kako dobra oz. po-
drobna mora biti napovedana globina, da lahko iz nje potegnemo uporabne
značilke. Razvili bomo tudi metodo sledenja, ki jo lahko dodamo na kateri-
koli segmentacijski algoritem.
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1.4 Struktura dela
V Poglavju 2 predstavimo teorijo in princip konvolucijskih nevronskih mrež,
ki predstavljajo hrbtenico tako algoritma za segmentacijo kot algoritma za
monokularno globino. Sledi Poglavje 3 kjer podrobno opǐsemo vse ključne
komponente naše metode sledenja na podlagi segmentacije in globine, nato
pa vse skupaj povežemo v celoto. V Poglavju 4 našo metodo evalviramo
na podatkovni zbirki, rezultate primerjamo z ostalimi deli, naredimo analizo
učenja in delovanja našega algoritma ter predstavimo dobre in slabe lastnosti
našega pristopa.
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Poglavje 2
Konvolucijske nevronske mreže
V pričujočem poglavju na kratko predstavimo teoretično ozadje konvolucij-
skih nevronskih mrež, saj so namreč ključne za naš cevovod oz. algoritem,
tako za segmentacijo kot napovedovanje monokularne globine.
Koncept za konvolucijske nevronske mreže (CNN) je vzet iz narave, na-
tančneje iz raziskav [31, 32] o vidnem korteksu mačk in opic, kjer so ugotovili,
da so določeni nevroni vezani na manǰse regije vidnega polja (ang. visual fi-
eld). Iz teh člankov je sposojeno tudi veliko nomenklature, ki se pojavlja v
sodobneǰsih delih o CNN-jih. Sledilo je kar nekaj del, ki so implementirali
konvolucijske nivoje (ang. convolutional layers) in zmanǰsevalne nivoje (ang.
downsampling layers) [33], kasneje pa je sledil še inovativen način učenja
mreže imenovan vzvratno razširjanje (ang. backpropagation) [34]. Prvi glo-
blji CNN (7 nivojev) razvit za potrebe klasifikacije slik se je imenoval LeNet-5
in je bil namenjen klasifikaciji ročno napisanih številk [35]. Implementacija
CNN-jev se je po letu 2000 preselila iz centralno procesnih enot (ang. central
processing unit, CPU ) na grafične procesne enote (ang. graphics processing
unit, GPU ), kar je omogočalo hitreǰsi čas inference ter hitreǰso učenje oz. po-
stopek vzvratnega razširjanja. Na področju računalnǐskega vida pa so CNN-ji
postali aktualni, ko je mreža AlexNet [36] zmagala na tekmovanju ImageNet
(ang. ImageNet Large Scale Visual Recognition Challenge, ILSVRC ) [37].
ImageNet je ogromna anotirana slikovna baza, ki vsebuje več kot 20.000
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kategorij.
2.1 Nevronske mreže
Umetna nevronska mreža (ang. Artificial Neural Network, ANN ) je funkcija,
ki slika poljubne vhodne podatke x v izhod y. Dimenzionalnost vhodnih
podatkov oz. število atributov diktira število vhodnih nevronov. Velikost
izhodnega vektorja y oz. število izhodnih nevronov pa je odvisno od števila
regresijskih vrednosti oz. števila razredov, ki jih hočemo napovedovati. Kom-
pleksneǰsi napovedni model lahko zgradimo z uvedbo skritih nivojev med
vhodnim in izhodnim nivojem. Vsi nevroni iz nivoja l (razen vhodni nivo l0)
so povezani z naslednjim nivojem l+1, od tukaj tudi izhaja ime mreža. Pri-
mer nevronske mreže lahko vidimo na Sliki 2.1. Nevron zapǐsemo z a
(l)
j , kar
predstavlja j-ti nevron v l-tem nivoju. Nevroni a
(l)
0 označujejo pristranskost
(ang. bias), torej v vsakem skritem nivoju najdemo en nevron pristranskosti.
Običajno imajo konstatno vrednost 1, pomembno pa je omeniti, da trenutni
nevron pristanskosti ni povezan z nobenim nevronom iz preǰsnjega nivoja,
pač pa samo z nevroni naslednjega nivoja. Vrednost posameznega nevrona
trenutnega nivoja l izračunamo kot linearno kombinacijo izhoda nevronov


















kjer Nl−1 predstavlja število nevronov preǰsnjega nivoja, w
(l)
kj zaznamuje utež
povezave med nevronom k preǰsnjega nivoja in nevronom j trenutnega nivoja,
a
(l−1)
k pa vrednost k-tega nevrona iz preǰsnjega nivoja. σ predstavlja aktiva-
cijsko funkcijo, ki jo izvedemo nad vsakim izračunanim nevronom, običajno
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Slika 2.1: Primer štiri nivojske nevronske mreže, kjer označuje xn vhodne
podatke, a0 pristranskost, a
(l)
j aktivirane nevrone, W
(l) nivo uteži povezav in
ym izhod.
v CNN-jih pa pogosteǰse najdemo funkcijo ReLU (ang. Rectified Linear
Unit):
σ(x) = max (0, x). (2.4)
Aktivacijske funkcije so zvezne, odsekoma odvedljive in običajno monotone,
uporabljamo pa jih, ker med nivoji uvedejo nelinearnost, kar nam omogoča
modeliranje kompleksneǰsih nelinearnih funkcij. Univerzalni aproksimacij-
ski teorem (ang. universal approximation theorem) dokazuje, da usmerjena
(ang. feed-forward) nevronska mreža z enim prikritim nivojem in ogromnim a
končnim številom nevronov lahko aproksimira katerokoli zvezno funkcijo [38].
Usmerjene nevronske mreže učimo z metodo vzvratnega razširjanja na-
pake, natančneje z gradientnim spustom (ang. gradient descent). Gre za
optimizacijski problem, saj hočemo minimizirati vrednost poljubne kriterij-
ske funkcije (ang. loss function). Za vsako utež izračunamo odvod, celotno
mrežo pa iterativno odvajamo po verižnem pravilu (ang. chain rule). Vsako
utež posodobimo v nasprotni smeri gradienta, faktor posodobitve oz. ma-
gnitudo gradienta pa kontroliramo s stopnjo učenja (ang. learning rate).
Uteži zaradi vzvratnega razširjanja ne smejo biti inicializirane na enako vre-
dnost (npr. 0), ker so potem vse uteži v istem nivoju posodobljene za enako
vrednost in naletimo na problem simetrije med skritimi nivoji. Ponavadi
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Slika 2.2: Arhitektura mreže LeNet-5 sestavljena iz sedmih nivojev, razvita
za namene prepoznavanja ročno napisanih številk. Slika vzeta iz [35].
inicializiramo nevrone z vzorčenjem raznih porazdelitev, najpreprosteǰse kar
normalno porazdelitevijo s srednjo vrednostjo 0 in standardnim odklonom 1.
2.2 Konvolucijske nevronske mreže
Konvolucijske nevronske mreže temelijo na matematični operaciji imenovani
konvolucija in so običajno namenjene analizam slik in teksta, kjer imajo
podatki prostorsko strukturo. Vhodni tenzorji za CNN imajo ponavadi 3D
obliko, kjer so dimenzije sestavljene iz vǐsine H, širine W in števila kanalov
C. Če bi naenkrat radi obdelovali več vhodov, imamo še četrto dimenzijo,
ki predstavlja skupino oz. paket (ang. batch) N . Celotna oblika vhodnega
tenzorja je torej x ∈ RN×C×H×W oz. x ∈ RN×H×W×C za nekatere knjižnice,
ki implementirajo CNN-je. V primeru slik W in H predstavljata širino in
vǐsino slike, C pa število barvnih kanalov. CNN-je učimo z isto metodo kot
navadne usmerjene nevronske mreže, torej z vzvratnim razširjanjem napake.
2.2.1 Računski bloki
V začetku poglavja smo omenili CNN LeNet-5, ki je sestavljena iz 7 nivo-
jev oz. računskih blokov, arhitekturo pa lahko vidimo na Sliki 2.2. Ostale
mreže danes sledijo trendu večnivojnosti, sestavljene pa so iz več različnih
blokov. V sledečih podpoglavjih opǐsemo kakšni računski bloki se uporabljajo
v sodobnih CNN-jih in kako delujejo.
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Konvolucijski sloj
Prvo opǐsemo konvolucijski sloj, ki bazira na konvoluciji. Konvolucijo med
dvema poljubnima zveznima funkcijama oz. signaloma f in h definiramo kot:
(f ⋆ h)(x) =
∫ ∞
−∞
f(y) h(x− y) dy , (2.5)
kjer x lahko predstavlja časovno komponento signala. V primeru diskretnih
signalov lahko enačbo poenostavimo v:
(f ⋆ h)(x) =
∞∑
y=−∞
f(y) h(x− y). (2.6)
Konvolucija je pogosta operacija na področju obdelave signalov (ang. signal
processing) in je največkrat uporabljena za glajenje signalov. Na področju
obdelave slik (ang. image processing) nima smisla tretirati slike kot signal
oz. vsak piksel posebej pač pa zato uporabimo filtre, ki zajamejo prostor-
sko in časovno informacijo v slikah. To pomeni, da imajo CNN-ji manǰse
število parametrov kot, če bi za vsak piksel v sliki imeli svoj nevron in bi
za napovedni model uporabljali navadno usmerjeno nevronsko mrežo. Vsak
filter ima svojo vǐsino, širino in globino ter je običajno občutno manǰsi od
vhodne slike. Velikost filtra predstavlja njegovo receptivno polje (ang. re-
ceptive field). Konvolucijski sloj torej poljubno število filtrov na principu
drsečega okna (ang. sliding window) zapelje čez vhodno sliko in med filtrom
in koščkom slike (velikost ekvivalentna velikosti filtra) izračunamo konvolu-
cijo. Prikaz konvolucije med filtrom in sliko lahko vidimo na Sliki 2.3. V
primeru, da je slika oz. matrika le dvodimenzionalna, potem je enačba za






F [u, v] I[i− u, j − v]. (2.7)
Ker pa imajo slike zaradi barvnih kanalov običajno tri dimenzije, enačbo








Fd[u, v] Id[i− u, j − v], (2.8)
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Slika 2.3: Vizualni prikaz konvolucije med 3× 3 filtrom in koščkom slike s
korakom 1. Med filtrom in sliko najprej izračunamo Hadamardov produkt,
rezultat pa nato seštejemo, da dobimo končno vrednost. Sliko prej iz velikosti
6×6 obrobimo z ničlami na velikost 8×8 in tako dobili rezultat iste velikosti
kot vhodna slika. Slika vzeta iz [39].
kjer C predstavlja število kanalov slike, Fd oz. Id pa filter oz. sliko na d-ti
kanal. Vsak filter z drsenjem čez sliko generira svojo 2D aktivacijo (ang.
activation maps) oz. značilko (ang. feature maps), ki jih potem zložimo po
globini v izhodni tenzor G. Točne velikosti tenzorja G so neposredno odvi-
sne od parametrov konvolucijskega sloja: (i) velikost filtra, (ii) korak, (iii)
obrobovanje, (iv) število filtrov. Slednje v nadaljevanju podrobno opǐsemo.
(i) Vsak filter ima svojo vǐsino FH in širino FW , število uteži v vsakemu
filtru izračunamo kot FH × FW . Večji filtri imajo večjo receptivno polje,
kar pomeni, da se lahko učijo bolj zapletene strukture na večji skali za ceno
kompleksnosti. Lahko pa zmanǰsamo sliko (glej Podpoglavje 2.2.1), kar filter
naredi večji relativno na sliko in tako dosežemo podoben efekt z manǰsim
številom uteži. Da dosežemo simetrično obliko filtra, so ti običajno kvadra-
tne oblike z lihim številom za velikost. Tako ima vsak simetrični filter svoj
centralni oz. jedrni (ang. anchor) element. Načeloma je bolǰsa praksa upo-
rabljati manǰse filtre (npr. 3× 3) in več konvolucijskih slojev kot večje filtre,
ker prihranimo na številu uteži in ker lahko bolǰse zajamemo nelinearnost za-
radi uporabe večjega števila aktivacijskih funkcij po vsakem konvolucijskem
sloju.
(ii) S filtrom drsimo čez sliko, korak (ang. stride) pa določa za koliko
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pikslov na enkrat premikamo filter. Običajno ga premikamo za eno enoto,
lahko tudi več, če bi želeli pospešiti postopek konvolucije za ceno slabše
reprezentacije slike.
(iii) Obrobovanje (ang. padding) je proces dodajanja robnih elementov
na sliki ali tenzorju. Ko postavimo filter v zgornji desni kot slike in začnemo





širine in dolžine filtra. Če bi hoteli začeti na [0, 0], bi zgornje levi del filtra
konvulirali z vrednostmi, ki jih v sliki ni oz. so izven slike. Tako je rezultat
konvolucije manǰsi. Da to preprečimo, lahko sliko obrobimo z dodatnimi
vrednostmi, tako, da lahko postavimo centralni element filtra na [0, 0] slike.
Za zapolnitev obrob imamo naslednje možnosti:
• ničelne vrednosti,
• povprečne vrednosti barvnih kanalov,
• zrcalne vrednosti na robu.
Primer ničelnega obrobovanja lahko vidimo na Sliki 2.3.
(iv) Omenili smo že, da vsak filter generira svojo aktivacijsko mapo, kar
pomeni, da je število aktivacij ekvivalentno številu uporabljenih filtrov. Z
večjim številom filtrov lahko modeliramo kompleksneǰse funkcije, a to pri-
vede tudi do večjega števila uteži in do večje verjetnosti, da se bo model
prekomerno prilagodil podatkom (ang. overfitting). Premajhno število fil-
trov lahko pomeni, da se model ne bo sposoben naučiti razpoznavati vzorcev
v podatkih (ang. underfitting) in bo napovedna točnost majhna. Potrebno
je torej doseči kompromis in uporabiti zadostno število filtrov, da se model
dobro generalizira, a ni preveč kompleksen in se ne prilagodi preveč na učne
podatke.
Vǐsino Ho in širino Wo aktivacijskih map oz. tenzorja G torej lahko
predhodno izračunamo z:
Ho = ⌊
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kjer Hi in Wi predstavljata vǐsino in širino vhodne slike ali tenzorja, PH in
PW količino obrobovanja slike po vǐsini in širini, FH in FW vǐsino in širino
filtra, SH in SW pa velikost koraka filtra po vǐsini in širini.
Pri utežeh filtra seveda ne smemo pozabiti na pristranskost. Uvedemo jo
lahko na dva načina:
• vezana pristranskost (ang. tied bias) - vsak filter ima svojo pristran-
skost,
• nevezana pristranskost (ang. untied bias) - vsak filter in ustrezna loka-
cija na aktivacijski mapi imata svojo pristranskost.
Pogosteje se uporablja vezano pristranskost, ker to pomeni manj parametrov.
Pristranskost se prǐsteva po opravljeni konvoluciji.
Nivo aktivacije
V Poglavju 2.1 o nevronskih mrežah smo že omenili, da uporabljamo aktiva-
cijo med skritimi nivoji zaradi uvedbe nelinearnosti in bolǰsega modeliranja
kompleksneǰsih funkcij. Aktivacijski nivo običajno sledi konvolucijskemu ni-
voju. Pri sigmoidni funkciji (2.3) zaradi manǰsega naklona na krakih funkcije
lahko pride do problema izginjajočega gradienta (ang. vanishing gradients),
saj za majhne ali velike vrednosti v sigmoidni funkciji dobimo majhen odvod
in je zato učenje mrež počasneje. Izkazalo se je, da je učenje mrež z akti-
vacijsko funkcijo ReLU bolj efektivno in mreže hitreje skonvergirajo zaradi
preprostosti funkcije in enostavnega izračuna odvoda [40]. ReLU nima pro-
blemov z izginjajočimi gradienti, ker je odvod enak 1 za vse vhode večje od
0. Lahko pa naletimo na težavo, če je vhod negativen, ker je potem njegov
odvod 0, kar pomeni, da se uteži filtra ne bodo posodobile in lahko filter
ostane neuporaben za mrežo (ang. dead neurons). To lahko do določene
mere rešimo s puščujočo ReLU funkcijo (ang. leaky ReLU ):
σ(x) =
⎧⎨⎩x; če x > 00.01x; drugače, (2.10)
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oziroma lahko 0.01 spremenimo v parameter, enačba pa se potem imenuje
parametrični ReLU (ang. Parametric ReLU, PReLU ).
Združevalni nivo
V Poglavju 2.2.1 smo omenili, da ima vsak filter zaznavno polje in njegova
velikost diktira kako kompleksne in velike strukture lahko z njimi zajemamo.
Povedali smo tudi, da veliki filtri kvadratično povečujejo število uteži v mreži,
kar lahko drastično upočasni učenje in inferenco modela. Receptivno po-
lje filtrov lahko povečamo tako, da zložimo v vrsto več konvolucijskih slo-
jev v cevovod, a število nivojev seveda uvede dodatno kompleksnost mreže.
Na Sliki 2.4 vidimo, da se filtri globlje v mrežah učijo bolj kompleksne in
vǐsjenivojske reprezentacije objektov, filtri na začetku mreže pa bolj elemen-
tarne dele kot so črte, robovi in deli objektov. Dodaten problem konvolu-
cijskih slojev je, da se na aktivacijskih mapah filtrov zabeleži točna lokacija
značilk, kar pomeni, da če primerjamo dve enaki sliki, kjer se razlikuje samo
lokacija objekta, dobimo različne aktivacijske mape. Seveda si želimo, da je
naš napovedni model invarianten na translacijo in rotacijo objektov. Eden
od načinov, da zmanǰsamo dimenzionalnost značilk (ang. dimensionality re-
duction) in da ekstrakcijo značilk do neke mere naredimo invariantno na
pozicijo objekta, je zmanǰsanje resolucije značilk med konvolucijskimi sloji
oz. uvedba združevalnih nivojev (ang. pooling layers). Združevanje poteka
na enakem principu kot konvolucija, torej z drsečim oknom. Velikost okna
direktno vpliva na velikost izhodne slike oz. tenzorja. Nad vsemi elementi v
oknu se naredi določeno operacijo, rezultat pa je en sam piksel, ki nadomesti
celotno okno. Največkrat je to kar 2× 2 okno s korakom 2, kar zmanǰsa sliko
za faktor 2. Najpogosteǰsi uporabljeni metodi sta:
• združevanje maksimumov - iz drsečega okna vzamemo največji element
in ga preslikamo na izhod,
• povprečno združevanje - izračunamo povprečje elementov v oknu in ta
rezultat zapǐsemo na izhod.
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Slika 2.4: Primer filtrov petih različnih CNN-jev naučenih na principu ne-
nadzorovanega učenja, vsak za svojo kategorijo objektov: obrazi, avtomobili,
sloni, stoli in mešanica obrazov, avtomobilov, letal in motorjev. Prva vrsta
predstavlja filtre na drugem nivoju CNN-jev, druga vrsta pa filtre na tretjem
nivoju. Nivoji so sestavljeni iz konvolucijskega sloja in združevalnega sloja.
Slika vzeta iz [41].
Združevalni nivo običajno sledi aktivacijskem nivoju.
2.3 Uporabljene arhitekture
V tem poglavju na hitro povzamemo vse arhitekture CNN, ki so za to delo
relevantne in so uporabljene v našem algoritmu opisanem v Poglavju 3. Vsaka
arhitektura je prinesla nekaj inovativnega na področje globokega učenja.
2.3.1 ResNet
S hitrim napredkom na področju računalnǐskega vida so CNN-ji začeli pri-
dobivati na številu nivojev in tako tudi na številu uteži. Zaradi vzvratnega
razširanja oz. bolj natančno verižnega pravila, lahko pri učenju pride do
problema, ki se imenuje izginjajoči gradienti (ang. vanishing gradient pro-
blem). Če je parcialni odvod kriterijske funkcije po določeni uteži majhen,
bo količina posodobitve za to utež majhna. To je še posebej problem pri upo-
rabi sigmoidne funkcije za aktivacijske nivoje. En odgovor na to je uporaba
ReLU funckije namesto sigmoide, drugi pa ResNet [42]. Prva implementacija
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Slika 2.5: Primer preskočnih povezav pri arhitekturi ResNet. Slika vzeta
iz [42].
arhitekture ResNet je dosegla prvo mesto na ILSVRC 2015 klasifikacijskem
tekmovanju [42]. Največji doprinos tega dela so preskočne povezave (ang.
skip connections) ali rezidualne povezave (ang. residual connections), ki so
prikazane na Sliki 2.5. Za vsake dva sloja konvolucije seštejmo aktiviran
izhod prvega sloja in drugega sloja brez aktivacije, nato to vstavimo še v
aktivacijsko funkcijo ReLU. Preskočno povezavo z enačbo zapǐsemo kot:
y = F(x) + x, (2.11)
kjer x predstavlja vhod, y izhod, F pa učeno rezidualno preslikavo. Če pre-
slikavo nastavimo na F(x) = 0, potem gre za identitetno preslikavo. Ideja
preskočnih povezav je zagotoviti nemoten pretok gradientov iz zadnjega ni-
voja (najbližji kriterijski funkciji) do prvega nivoja. Omogočajo bistveno
lažje in hitreǰse učenje ter efektivno rešujejo problem izginjajočih gradien-
tov. Primer ResNet-34 arhitekture lahko vidimo na Sliki 2.6.
2.3.2 DenseNet
Tradicionalne (konvolucijske) nevronske mreže prenašajo vhodne podatke po
nivojih, kjer vsak nivo svoje značilke preda naslednjemu, celotna mreža je
torej kompozitna funkcija. Pri ResNetu smo rekli, da vsakemu drugemu
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Slika 2.6: Primer uvedbe preskočnih povezav v klasično 34 nivojsko CNN
arhitekturo. Slika vzeta iz [42].
nivoju prǐstejemo značilke preǰsnega nivoja, kar smo imenovali preskočne
povezave.
DenseNet [43] ne sešteva značilk med nivoji, pač pa jih združujejo po
globini (ang. concatenate). Ker ne moremo združevati značilk različnih širin
in dolžin, razdelimo mrežo na zgoščene bloke (ang. dense blocks), kjer se
dimenzije značilk ne spreminjajo skozi blok, spreminja se le število filtrov
oz. globina značilk. Na Sliki 2.7 je prikazan 5 nivojski zgoščeni blok, kjer
k vsakemu nivoju pripnemo značilke iz preǰsnjih nivojev. Ker skozi nivoje
propagiramo značilke iz preǰsnjih nivojev, lahko v celotni mreži zmanǰsamo
število filtrov, kar naredi mrežo bolj redko in posledično zmanǰsa tako število
uteži kot tudi čas učenja in inference. Skupno znanje med nivoji spodbuja
tudi deljenje značilk. Za zgoščene bloke pa uvedemo tudi dodaten parameter
k, ki predstavlja rast kanalov oz. aktivacijskih map skozi nivoje blokov. Za
vsak nivo l v zgoščenem bloku lahko zapǐsemo z kl koliko kanalov smo dodali
nivoju:
kl = k0 + k · (l − 1), (2.12)
kjer k0 označuje število vhodnih aktivacijskih map v zgoščeni blok, k pa naš
parameter rasti. Ta določa koliko aktivacijskih map proizvede vsak nivo, ki
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Slika 2.7: Primer 5 nivojskega zgoščenega bloka, kjer je parameter rasti k
nastavljen na 4, število vhodnih aktivacijskih map k0 pa je 6. Slika vzeta
iz [43].
se jih potem pripne sledečim nivojem.
Med nivoji v zgoščenem bloku lahko na Sliki 2.7 vidimo da uporabljamo še
kompozicijske nivoje (ang. composition layers). Te sestojijo iz kompozituma
paketne normalizacije, ReLU aktivacije in 3× 3 konvolucije za generiranje k
aktivacijskih map.
Zgoščenim blokom običajno sledijo še tranzicijski nivoji (ang. transition
layers), ki na vhodne značilke aplicirajo paketno normalizacijo (ang. batch
normalization) za normalizacijo značilk, 1×1 konvolucijski sloj za zmanǰsanje
dimenzionalnosti in za linearno projekcijo sklada značilk v eno samo aktiva-
cijsko mapo ter združevalni nivo z oknom 2× 2 za manǰsanje slike.
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Poglavje 3
Predlagana metoda
Sledi opis predlagane metode za vključitev globine v algoritem za segmenta-
cijo. V Poglavju 3.1 opǐsemo VideoMatch s katerim iz vhodne barvne slike
in segmentacijske maske kot rezultat dobimo segmentacijo poljubne slike iz
iste sekvence slik oz. posnetka. Sledi Poglavje 3.2 o generiranju monoku-
larne globine z uporabo konvolucijskih nevronskih mrež in prirejanju globine
v informativno značilko. V Podpoglavju 3.2.1 opǐsemo mrežo za generiranje
globine na principu arhitekture kodirnik-dekodirnik, v Podpoglavju 3.2.2 pa
razložimo kako jo še dodatno učimo za naše potrebe. Sledi Poglavje 3.3 o
generiranju apriori verjetnosti za pripadnost pikslov objektu. Vse generirane
značilke v Poglavju 3.4 povežemo s plitko konvolucijsko nevronsko mrežo ime-
novano MergeNet. V Poglavju 3.5 opǐsemo kako iz izhodne segmentacijske
maske pridobimo očrtan pravokotnik okoli tarče. Segmentacijsko globinski
sledilnik (SGS) s kratkim sestavkom in diagramom poteka povzamemo v
Poglavju 3.5.
3.1 Barvna segmentacija
Avtorji članka VideoMatch [26] za segmentacijski problem predlagajo me-
todo, kjer med značilkami označene (ang. annotated) in neoznačene slike
izračunajo kosinusno podobnost in na podlagi tega za neoznačeno sliko določijo
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segmentacijsko masko.
Naprej iz referenčne in testne slike ekstrahiramo značilke z uporabo ko-
dirnega (ang. encoder) CNN-ja, bolj specifično z uporabo prvih dveh nivojev
ResNet-101 [42] treniranih na slikovni zbirki Pascal VOC [44] za namene se-
mantične segmentacije. Obe sliki morata nujno imeti isto širino in vǐsino. Pri
izhodni dimenziji tenzorja sta vǐsina in širina osemkrat manǰsa od vhodne
slike, število kanalov pa je 512. Elemente izhodnega tenzorja predstavimo
z vektorji xij, kjer i označuje indeks po vǐsini tenzorja, j pa po širini ten-
zorja. Zaradi števila kanalov izhodnega tenzorja vsak vektor razpenja 512
dimenzij. Med vektorji referenčne slike xr in testne slike xt izračunamo ko-
sinusno podobnost, tako da naredimo skalarni produkt med vsemi pari (kar-
tezični produkt) xr in xt. Rezultat je matrika podobnosti (ang. similarity
matrix ) A(hw)×(hw), kjer h predstavlja vǐsino in w širino izhodnega tenzorja
značilk. Matriko podobnosti ločeno po elementih pomnožimo z referenčno
masko in njenim komplementom ter tako dobimo dve matriki, Ab za ozadje
in Af za ospredje. Na matrikah nato za vsako vrstico izračunamo povprečje k
največjih vrednosti (ang. top k), kjer je k hiperparameter. Rezultat sta dve
enostolpčni matriki dimenzij hw×1 oz. matriki h×w s preureditvijo elemen-
tov. Za konec zložimo obe matriki skupaj po globini v dimenzijo h× w × 2
in ju pošljemo čez funkcijo softmax :
S(yij) =
eyij
eybij + eyf ij
, (3.1)
ybij predstavlja vrednost ij-tega elementa matrike za ozadje, yf ij za ij-
to vrednost matrike ospredja, yij pa je ij-ta vrednost iz matrike za ozadje
ali ospredje. Tako dobimo dve normalizirani verjetnostni matriki, ena pred-
stavlja verjetnost, da določen piksel pripada ozadju, druga pa predstavlja
verjetnosti za ozadje. Primer teh dveh matrik vizualiziramo na Sliki 3.1. Za
potrebe segmentacije je dovolj samo matrika za ospredje. Celoten postopek
je v članku poimenovan nivo mehkega ujemanja (ang. soft matching layer)
in je prikazan kot bločni diagram na Sliki 3.2. Sprogramirali smo ga sami,
saj prosto dostopna implementacija ni na voljo.
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Slika 3.1: Verjetnostni matriki za ozadje in ospredje ter rezultat segmen-
tacije generiran z algoritmom VideoMatch iz referenčne slike ob času t = 0,
referenčne maske in testne slike ob času t = 50 iz sekvence bear. Uporabljen
je kodirnik ResNet-101.
Slika 3.2: Bločni diagram za segmentacijski algoritem VideoMatch, ki pred-
stavlja potek nivoja mehkega ujemanja. Slika vzeta iz [26].
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Zmogljivost algoritma lahko še nekoliko izbolǰsamo z dodatnim trenira-
njem mreže za ekstrakcijo značilk. Ker imamo pri segmentacijski maski le
dva razreda, ozadje in ospredje, za kriterijsko funkcijo uporabimo binarno
križno entropijo (ang. Binary Cross Entropy, BCE ):
BCE ij = −
1∑
c=0
ycij log ŷcij = −yf ij log ŷ f ij − ybij log ŷbij, (3.2)
yf ij in ybij označujeta ospredje in ozadje oz. vrednosti 1 in 0 na ij-tem pikslu,
ŷ f ij in ŷbij pa verjetnosti za ospredje in ozadje, ki jih je predpisal softmax.
Matrične vrednosti izhoda BCE seveda povprečimo. Opazili smo, da je na
podatkovnih zbirkah za učenje segmentacijskih algoritmov neuravnovešenost
(ang. class imbalance) med številom pikslov v ozadju in ospredju. Avtorji
v [45] predlagajo, da se enačbi (3.2) za BCE doda še variablo β, ki predstavlja
delež pikslov ozadja oz. β − 1 delež pikslov ospredja:
BCE ij = −βyf ij log ŷ f ij − (1− β)ybij log ŷbij. (3.3)
Alternativa binarni križni entropiji je prireditev koeficienta Sørensen–Dice
v kriterijsko funkcijo. V delu [46] prvič uspešno uporabijo generalizirano
kriterijsko funkcijo Dice (ang. Generalized Dice Loss, GDL) za učenje se-
gmentacijske konvolucijske nevronske mreže na neuravnovešenih podatkov-
nih zbirkah. Koeficient Sørensen–Dice se izračuna podobno kot mero F1,
kriterijsko funkcijo pa zapǐsemo kot:
GDL = 1− 2
W,H∑
i=0,j=0








kjer W in H označujeta širino in vǐsino napovedane ŷ in resnične maske y, ϵ
pa majhno konstanto namenjeno za numerično stabilnost.
Z uporabo vzvratnega razširanja za izračun gradientov in optimizacijo
uteži z algoritmom Adam [47] skozi proces učenja izbolǰsujemo delovanje
barvne segmentacije. Podatkovna zbirka na kateri dodatno učimo algoritem
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se imenuje DAVIS (ang. Densely Annotated VIdeo Segmentation) [48, 49].
Slikovno zbirko tudi obogatimo z raznimi operacijami kot so skaliranje (ang.
scaling), horizontalno obračanje (ang. horizontal flip) in obrezovanje (ang.
cropping). Primere bogatenja podatkov (ang. data augmentation) lahko
vidimo na Sliki 3.3. Slike pred ekstrakcijo značilk preslikmo na skalo med 0
in 1 tako, da jih delimo z 255. Sledi še normalizacija glede na RGB kanale s





kjer so xc vrednosti pikslov barvnega kanala c , µc in σc pa povprečje in stan-
dardni odklon pikslov v tem kanalu glede na slike iz tekmovanja ImageNet.
Za proces učenja ni potrebno, da sta referenčna in testna slika zaporedni, pač
pa lahko vzamemo poljuben par iz sekvence ne glede na zaporedje. To nam










Zanimivo bi bilo uporabiti tudi drugo arhitekturo za naš kodirnik, npr.
VGG-19 [50], saj je ResNet-101 plitek, če uporabimo samo prva dva nivoja,
saj ne želimo preveč zmanǰsati končne velikosti značilk. Prav tako izhodne
značilke povečamo še z bilinearno interpolacijo, ker moramo pri Hadamardo-
vem produktu med matriko podobnosti in masko ospredja oz. ozadja velikost
maske ustrezno prilagoditi. Za objekte, ki imajo že tako majhno masko to
pomeni, da je lahko končna maska velika le nekaj pikslov, ker jo zmanǰsamo
za faktor 8 (zmanǰsevalni faktor kodirnika).
Proces učenja ustavimo tako, da pred samim učenjem slike razdelimo
na učno in validacijsko množico. Na validacijski množici vsako n iteracijo
učenja poženemo model in preverimo kakšna je mera preseka nad unijo (ang.
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Slika 3.3: Primeri bogatitve vhodne slike z obrezovanjem, horizontalnim
obračanjem in skaliranjem.
Pri evalvaciji je referenčna slika vedno slika prva v sekvenci, nato iteriramo
čez preostanek sekvence (testne slike) za generiranje izhodne segmentacijske
maske glede na referenčno sliko. Seveda lahko informacijo o velikosti in
lokaciji segmentacijske maske iz preǰsnje slike ob času t − 1 uporabimo pri
napovedovanju maske za čas t. Eden od pristopov je, da vzamemo masko iz
t− 1, jo razširimo (npr. z morfološkimi operacijami ali z 2D konvolucijo) in
izračunamo njen presek z napovedano masko iz t. Ta pristop je prikazan na
Sliki 3.4.
3.2 Globinska podobnost
3.2.1 Monokularna predikcija globine
Za generiranje globinske mape iz enega samega pogleda oz. slike uporabimo
mrežo imenovano DenseDepth [27]. Algoritem deluje na osnovi kodirnik-
dekodirnik arhitekture videne na Sliki 3.5, kjer kodirnik bazira na osnovi
DenseNet-169 [43]. Prednaučen je na slikovni zbirki ImageNet [37]. Deko-
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Slika 3.4: Odstranjevanje osamelcov (ang. outliers) iz napovedane ma-
ske yt,init glede na preǰsnjo napovedano masko yt−1, ki jo razširimo v ŷt−1.
Rezultat je filtrirana segmentacija yt. Slika povzeta po [26]
Slika 3.5: Arhitektura DenseDepth algoritma na podlagi kodirnik-
dekodirnik arhitekture. Slika vzeta iz [27].
dirnik je sestavljen iz zaporedja povečevalnih nivojev (ang. upsample layers),
nivoji pa so s kodirnikom povezani preko preskočnih povezav (ang. skip con-
nections). Te predstavljajo seštevek značilk iz vǐsjega nivoja (kodirnik) z
značilkami iz nižjega nivoja (dekodirnik), kjer morata biti vǐsina in širina
parov značilk enaka. Vsak povečevalni nivo je sestavljen iz dvakratne bili-
nearne povečave. Povečevalnemu nivoju pa sledita dva konvolucijska nivoja.
Mrežo učimo na podatkovnih zbirkah NYU2 [28] in KITTI [51].
Najpreprosteǰsa cenilna funkcija meri razdaljo med resnično (ang. gro-
undtruth) globino d in napovedano globino d̂, kar je najobičajneje razdalja
L1 ali L2. Glavni problem tega pristopa je, da vsak piksel v globinski mapi
obravnavamo posebej in se ne oziramo na sosednost oz. lokalno konsistenco.
Rezultat so ostri prehodi med vrednostmi globine in lisasta globinska slika, s
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prekomernim zabrisanjem (ang. blurring) pa izgubimo ostrino. Da dosežemo
homogenost, je med rešitvami za monokularno globino [18, 27, 52] začela pre-
vladovati cenilna funkcija v grobem sestavljena iz treh delov:
L(d, d̂) = αdepthLdepth(d, d̂) + αgradLgrad(d, d̂) + αSSIMLSSIM (d, d̂), (3.8)
α je hiperparameter in predstavlja v kakšnem deležu upoštevamo vsak del ce-
nilne funkcije, torej je celotna cenilna funkcija utežena vsota. V DenseDepth
je uporabljena samo konstanta αdepth .







|dp − d̂p|, (3.9)
kjer n predstavlja število pikslov v izhodni globinski sliki.
Z Lgrad zagotovimo prostorsko gladkost globine tako, da s funkcijo L1
penaliziramo velike gradientne globinske slike, kjer ločeno odštejemo odvoda















Strukturno podobnostni indeks (ang. Structural Similarity Index, SSIM ) [53]
je metrika, ki se pogosto uporablja za problem rekonstrukcije slike, saj meri
kvaliteto slike z upoštevanjem vizualne estetike za človeško oko. Enačba

















Čez sliko se sprehodimo z drsečim oknom, običajno velikosti N × N . Zno-
traj vsakega okna izračunamo metrike za luminenco oz. osvetljenost l(x, y),
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kontrast c(x, y) in strukturo s(x, y). c1, c2 in c3 so konstante namenjene za
stabilizacijo pri deljenju z majhnim imenovalcem. SSIM se torej izračuna na
sledeč način:
SSIM (x, y) = [l(x, y)α · c(x, y)β · s(x, y)γ], (3.14)
kjer z α, β in γ utežimo različne dele metrike.
Zadnja ključna komponenta globinske cenilne funkcije L(d, d̂) je torej
SSIM, le da zaradi potrebe minimizacije računamo strukturno različnost
na sledeč način:
LSSIM (d, d̂) =




Globina za objekte, ki niso pravokotni na kamero se spreminja glede na od-
daljenost od kamere in občutljivost relativne skale. Prav tako naša mreža za
napovedovanje globine (glej Poglavje 3.2.1) ne deluje brezhibno in globina
na enako oddaljenih objektih ni vedno enaka. Lahko pa sta si globini za
ozadje in objekt v ospredju vrednostno preveč blizu. To lahko našo mrežo
(glej Poglavje 3.4) za združevanje segmentacije in globine dodatno zmede, kar
privede do napačne segmentacijske maske. Ta problem lahko rešimo z doda-
tnim učenjem naše mreže za napovedovanje globine, le da tokrat uporabimo
drugačno kriterijsko funkcijo in že natrenirano mrežo. Če znotraj objekta oz.
njegove maske ocenimo porazdelitev globine, želimo doseči, da bi bila globina
zunaj maske (posebej tista v neposredni okolici objekta) izven te porazdeli-
tve (ang. high inter-class variance). Prav tako si želimo, da bi bila globina
znotraj maske čim bolj uniformna (ang. low intra-class variance). Če oce-
nimo Gaussovo porazdelitev znotraj maske, potem je verjetnost za globino
zunaj maske zapisana kot:






(xb − µf )2
σ2f
), (3.16)
kjer b predstavlja indekse pikslov v ozadju (ang. background). xb je torej
globina izven maske oz. ozadje, µf in σf pa povprečje in standardni odklon
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globine znotraj maske oz. ospredja. Ker zaradi vzvratnega razširanjanja
cenilno funkcijo odvajamo, lahko enačbo (3.16) nekoliko poenostavimo. Naj-
prej odstranimo 1√
2πσ2f
, ker gre za konstanto, nato pa od eksponentne funkcije
ohranimo samo eksponent. Razširimo lahko še σ2f z enačbo za varianco:
σf =
(xf − µf )2
|xf |
, (3.17)











kjer smo ulomek še obrnili, ker funkcijo minimiziramo.
Preden lahko globino uporabimo kot značilko, jo je potrebno normali-
zirati. V strojnem učenju je normalizacija podatkov dobra praksa, ker naš
model hitreje skonvergira, saj spravimo vse značilke na isto skalo in pri gradi-
entnem sestopu značilka z večjimi vrednostmi nima večjega doprinosa. Izhod
osnovne barvne segmentacije (glej Poglavje 3.1) je verjetnost, da piksel pri-
pada objektu oz. ospredju, vrednosti pa se raztegajo od 0 (ne pripada) do
1 (pripada). Zato si želimo na to skalo postaviti tudi globino. Uporabili bi





ki opravi natanko to kar si želimo, a prinese tudi dodaten problem. Če se na
sliki na primer pojavi nov objekt z izredno veliko ali majhno globinsko vre-
dnostjo, se celotna globinska slika drastično spremeni v primerjavi z eno sliko
prej. Spremenijo se tudi vrednosti globine naše tarče in jih zato ne moremo
več primerjati s starimi vrednostmi. Bolǰsi pristop je, da za preǰsnjo sliko
(na začetku je to prva slika) izračunamo povprečno vrednost in standardni
odklon globine znotraj maske, potem pa v trenutni sliki izračunamo verje-
tnost vsakega piksla pod Gaussom z izračunanimi parametri. Tako ob času
tn piksli s podobno globino od tiste na lokaciji objekta ob času tn−1 dobijo
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večjo vrednost (proti 1) kot tisti z različno vrednostjo (proti 0). To z enačbo
zapǐsemo kot:




Namesto verjetnosti si lahko rezultat interpretiramo tudi kot podobnost med
globino trenutne slike in povprečno globino objekta iz preǰsnje slike. Se-
veda bi radi, da se µtn−1 in σtn−1 posodabljata kontrolirano, saj lahko mreža
za preǰsnjo sliko napove abnormalno globino znotraj objekta, čeprav se za-
radi narave posnetkov v zbirkah zavedamo, da se relativna globina tarče na
kamero ne spreminja tako drastično. Zato kot dodatno varovalo uvedemo
eksponentno pozabljanje:
µt = µt−1η + µt(1− η),
σt = σt−1η + σt(1− η),
(3.21)
kjer je η konstanta eksponentnega pozabljanja, običajno zelo majhna oz.
blizu 0. Pomembno je omeniti tudi, da morata biti sliki, ki jih primerjamo
znotraj ene sekvence, časovno zadosti blizu oz. se globina objekta ne sme dra-
stično spremeniti. Večja razdalja med globinami namreč privede do manǰse
končne verjetnosti, da piksli pripadajo objektu.
3.3 Apriorna verjetnost lokacije objekta
V preǰsnjem razdelku smo opisali, kako za sliko v sekvenci ob času tn normali-
ziramo globinsko sliko tako, da globinske vrednosti blizu tiste znotraj objekta
ob času tn−1 dobijo večjo pomembnost kot tiste, ki so različne. Ker pa je na
isti globini lahko več objektov ali pa zaradi napak v napovedi monokularne
globine dobijo nekateri piksli podobne globinske vrednosti, smo se odločili,
da uvedemo še dodatno značilko, ki bi pomagala pri izolaciji objekta.
Na kratko smo v Poglavju 1.2 že opisali SiamMask [22], ki uporablja
SiamFC [24] za generiranje verjetnostne mape o lokaciji objekta. Siam-
ska arhitektura za nevronske mreže deluje na principu ekstrakcij značilk iz
različnih slik z isto konvolucijsko nevronsko mrežo, ki ima statične uteži.
34 POGLAVJE 3. PREDLAGANA METODA
Tako delujejo tudi kodirniki, ki smo jih tekom dela že večkrat omenili. Si-
amFC so avtorji razvili v namene sledenja določeni tarči in se prav tako
poslužuje siamske arhitekture. Algoritmu na vhod damo prvo sliko sekvence
in koordinate očrtanega pravokotnika okoli tarče. Iz vhodne slike glede na
pravokotnik izrežemo predlogo (ang. template) in jo pomnožimo s kosinu-
snim oknom, da penaliziramo odmik od centra predloge. Kosinusno okno je
sestavljeno z diadnim produkom ⊗ med dvema 1D Hannovima funkcijama,
prva h(w) nad širino predloge in druga h(h) nad vǐsino predloge. Splošno
Hannovo funkcijo izračunamo kot:




kjer n predstavlja vrednost od 0 do širine oz. vǐsine predloge. Produkt
predloge in kosinusnega okna vstavimo v kodirnik CNN, da dobimo tenzor
značilk z zmanǰsano širino in vǐsino ter veliko globino. Za vsako naslednjo
sliko v sekvenci nato z istim CNN-jem ekstrahiramo značilke, kjer ima izhodni
tenzor sicer isto globino kot značilke iz predloge, sta pa večji širina in vǐsina,
ker je slika na kateri ǐsčemo objekt običajno nekajkrat večja od predloge. Med
tenzorjem predloge fφ(z) in tenzorjem slike fφ(x) naredimo križno korelacijo:
g(x, z) = fφ(z) ⋆ fφ(x). (3.23)
Postopek je implementiran tako, da s predlogo drsimo (drseče okno) po sliki






F [u, v]I[i+ u, j + v], (3.24)
kjer i in j predstavljata indeksa za vǐsino in širino vhodne slike I, u in v pa
indeksa za vǐsino in širino predloge F . Enačba (2.7) za konvolucijo je zelo po-
dobna enačbi za križno korelacijo, le da za konvolucijo filter prej prekucnemo
po širini in vǐsini. Tukaj je zanimivo omeniti, da je v večini aktualnih ogro-
dij za konvolucijske nevronske mreže 2D konvolucija v bistvu implementirana
kot križna korelacija. Celoten algoritem je povzet na Sliki 3.6.
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Slika 3.6: Diagram polne konvolucijske siamske mreže SiamFC. x je vhodna
slika, z je predloga tarče, ki ji sledimo, φ pa je kodirnik CNN. Rezultat je
verjetnostna slika o lokaciji objekta. Slika vzeta iz [24].
Od SiamFC si lahko sposodimo idejo za iskanje objekta glede na ma-
ksimalni odziv križne korelacije med predlogo objekta in vhodno sliko. To-
rej algoritem izvedemo do te točke, da dobimo verjetnostno mapo o lokaciji
objekta, nato pa si zabeležimo koordinate piksla z največjim odzivom. Ustva-
rimo prazno matriko iste velikosti kot vhodna slika, okoli lokacije objekta pa z
Gaussovo funkcijo generiramo apriori verjetnosti, da piksli pripadajo objektu:
Pa = exp(−
(x − µx )2
2σ2x




µx in µy sta koordinati maksimalnega odziva oz. lokacije objekta, σx in σy
pa predstavljata razpon Gaussove funkcije glede na vǐsino in širino očrtanega
pravokotnika okoli objekta na vhodni sliki. Standardna odklona pomnožimo z
neko konstanto, da omejimo razpršenost. Primer apriorne verjetnosti vidimo
na Sliki 3.7, kjer rdeča pika zaznamuje maksimalni odziv, okoli te pike pa
generiramo Gaussovo funkcijo z dvema spremenljivkama.
3.4 MergeNet
Predstavili smo torej tri module, ki so ključni za naš SGS algoritem:
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Slika 3.7: Apriori porazdelitev okoli maksimalnega odziva (rdeča pika) pri-
dobljenega s pristopom SiamFC.
• segmentacija izbranega objekta na podlagi barve oz. natančneje
izračuna verjetnostne matrike za ospredje (glej Poglavje 3.1),
• globinska podobnost med globino znotraj objekta v referenčni sliki
in globino v testni sliki, kjer je monokularno globino napovedana s
specializirano kodirnik-dekodirnik mrežo (glej Poglavje 3.2),
• apriori verjetnost pripadnosti pikslov objektu generirano z 2D Gaus-
sovo funkcijo okoli maksimalnega odziva križne korelacije med značilkami
referenčne predloge objekta in testne slike (glej Poglavje 3.3).
Iz tega sledijo tri različne značilke s katerimi poizkušamo izbolǰsati segmen-
tacijo. Da združimo vse tri kanale, smo sami razvili plitvo konvolucijsko ne-
vronsko mrežo MergeNet. Najprej je seveda potrebno vse tri značilke spraviti
na isto velikost, zato uporabimo bilinearno interpolacijo. Nato sledi kratka
mreža sestavljena iz 2D konvolucijskih operacij, prikazana na Sliki 3.8. Vedno
uporabljamo nivo sestavljen iz 2D konvolucije, ki ima 3×3 velikost filtra in 1
ničelni piksel obrobe okoli tenzorjev. Temu sledi aktivacija ReLU. Spreminja
se torej le število filtrov. Na koncu izhod aktiviramo še s sigmoidno funk-
cijo (2.3), da dobimo vrednosti med 0 in 1. Mrežo lahko učimo na isti način
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Slika 3.8: Arhitektura MergeNeta. Modri kvadrat predstavlja segmentacijo
iz barvne slike, rdeči globinsko podobnost, zeleni apriori verjetnost pripa-
dnosti pikslov objektu in rumeni izhodno segmentacijo. F označuje filter
velikosti 3×3, P pa 1 piksel ničelne obrobe okoli slike oz. aktivacijske mape.
kot kodirnik za RGB segmentacijo, za cenilno funkcijo uporabimo binarno
križno entropijo, uteži pa po vzvratnem razširjanju posodobimo z Adamom.
Celotno skico postopka segmentacije s pristopom MergeNet smo prikazali na
Sliki 3.9.
3.5 Segmentacijsko globinski sledilnik
Eden od izzivov s katerimi smo soočeni je izdelava sledilnika iz segmenta-
cijske maske. Za vsako sliko iz iste sekvence najprej izrežemo manǰso sliko
glede na lokacijo tarče v preǰsni sliki. Tako se izognemo preiskovanju celotne
slike, kar prihrani na (grafično) procesorski moči in izloči lažne pozitive (ang.
false positives) izven neposredne soseščine objekta. Izrezano sliko vstavimo v
MergeNet, da dobimo segmentacijo. Okoli segmentacije očrtamo konturo in
tako ločimo objekt od ozadja. Nekatere izhodne segmentacijske maske lahko
vsebujejo luknje, zato morami biti previdni, da vzamemo le zunanjo konturo
oz. najvǐsjo glede na hierarhijo kontur. Primer izbire konture je prikazan na
Sliki 3.10. Ker je kontur lahko več, smo se odločili, da za izbiro optimalneǰse
konture uporabimo maksimalen odziv iz SiamFC-ja, ki ga izračunamo in upo-
rabimo pri MergeNetu. Za vsako konturo izračunamo centralne momente, ki
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Slika 3.9: Diagram poteka segmentacije z MergeNet.








Nato izberemo tisto konturo katere centroida je najbližja maksimalnemu od-
zivu glede na evklidsko razdaljo. Izbrano konturo očrtamo s pravokotnikom
tako, da minimalni koordinati predstavljata levi zgornji rob pravokotnika,
maksimalni koordinati pa desni spodnji kot. Dobljen pravokotnik primer-
jamo s tistim iz preǰsnje slike, saj predpostavimo, da se tarča ne premika
drastično, zato se tudi pravokotnika ne smeta preveč razlikovati v lokaciji in
velikosti. Razliko v lokaciji preverimo tako, da izračunamo evklidsko razdaljo
med centroma obeh pravokotnikov. Za nadzorovanje velikosti pa izračunamo







kjer d1 predstavlja diagonalo preǰsnjega pravokotnika in d2 diagonalo trenu-
tnega pravokotnika. V primeru, da je eden od teh dveh kriterijev neizpolnjen,
trenutni pravokotnik zavržemo in uporabimo preǰsnjega. Podobno kot smo
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Slika 3.10: Izbira konture objekta (zelena barva) izmed vseh kontur (rdeča
barva) na drugi sliki druge vrste. Druga slika v prvi vrsti predstavlja resnično
segmentacijsko masko, prva slika v drugi vrsti pa napovedano segmentacijsko
masko.
pri (3.21) posodabljali srednjo vrednost in standardni odklon globine objekta
z eksponentnim pozabljanjem, tudi tukaj z isto tehniko posodabljamo para-
metre očrtanega pravokotnika, tj. koordinate začetne točke ter vǐsino in
širino.
3.5.1 Učenje sledilnika
Povzemimo postopek priprave našega segmentacijsko globinskega sledilnika
(SGS). Pred samim začetkom učenja združevalne mreže najprej specializi-
ramo mrežo za napovedovanje globine z izvirno cenilno funkcijo (3.18) (glej
Poglavje 3.2.2). Ločeno dodatno učimo še uteži kodirnika za barvno segmen-
tacijo z eno od kriterijskih funkcij (3.2, 3.3, 3.4) (glej Poglavje 3.1). Pri
iskanju maksimalnega odziva za generiranje značilk referenčne predloge in
testne slike vzamemo prenaučeno mrežo (glej Poglavje 3.3). Posodabljanje
40 POGLAVJE 3. PREDLAGANA METODA
uteži teh mrež nato onemogočimo oz. jih fiksiramo.
MergeNet učimo tako, da iz poljubne sekvence učne podatkovne zbirke
izberemo dve sliki, ki sta časovno zadosti blizu. Najprej ju vstavimo v mo-
dul za barvno segmentacijo, da dobimo grobo segmentacijsko masko. Za
obe sliki napovemo tudi monokularno globino z dodatno naučeno globinsko
mrežo. Za testno sliko izračunamo verjetnost, da zgenerirana globina ustreza
tarči glede na srednjo vrednost in standardni odklon globine objekta v re-
ferenčni sliki. Referenčni sliki glede na podan očrtan pravokotnik (očrtamo
lahko tudi segmentacijsko masko) izrežemo predlogo in izračunamo maksi-
malni odziv glede na križno korelacijo med predlogo in celotno testno sliko.
Vse tri značilke predstavljajo vhod v MergeNet, katerega uteži posodabljamo
z vzvratnim razširjanjem glede na eno od cenilnih funkcij (3.2, 3.3, 3.4).
3.5.2 Sledenje
V fazi sledenja za vsako sekvenco zajemamo po dve sliki v kronološkem za-
poredju. Referenčna slika za barvno segmentacijo in predloga za maksimalni
odziv križne korelacije ostaja prva slika iz sekvence, povprečno vrednost in
deviacijo globine znotraj maske pa popravljamo tekom sekvence z eksponen-
tnim pozabljanjem (3.21). Generiranje vhodnih značilk za MergeNet poteka
na enak način kot pri fazi učenja. Izhodno segmentacijo MergeNeta nato
vstavimo v naš sledilnik. Najprej za segmentacijsko masko poǐsčemo vse
možne konture, izračunamo njihove centroide in izberemo tisto konturo, ki
je najbližja že izračunanemu maksimalnemu odzivu. V primeru drastične
spremembe očrtanega pravokotnika rezultat zavržemo, drugače pa z ekspo-
nentnim pozabljanjem posodobimo parametre očrtanega pravokotnika in si
ga zapomnimo za naslednjo sliko v sekvenci. Celoten postopek sledenja je
prikazan na Sliki 3.11.
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Slika 3.11: Diagram poteka našega sledilnika imenovan SGS.
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Poglavje 4
Eksperimentalna analiza
V pričujočem poglavju testiramo segmentacijsko globinski sledilnik (SGS) in
predstavimo rezultate. Najprej opǐsemo podatkovne zbirke na katerih učimo
in testiramo naš algoritem. Sledi kratek opis implementacije in uporabljenih
ogrodij. Nato navedemo vrednosti (hiper)parametrov našega algoritma in
specificiramo našo strojno opremo na kateri poganjamo in evalviramo naše
delo. Za konec predstavimo kvalitativno analizo in rezultate naše rešitve na
standardnih podatkovnih zbirkah. Primerjamo se z ostalimi deli ter opǐsemo
prednosti in pomankljivosti našega pristopa.
4.1 Evalvacijsko okolje
Pomembno je, da lahko naš algoritem oz. prispevek primerjamo z ostalimi
deli na področju. Zato je smiselno, da se poslužujemo popularnih podatkov-
nih zbirk in po možnosti testiramo našo rešitev s priloženimi ogrodji. Tako se
lahko glede na predlagane metrike direktno primerjamo z ostalimi rešitvami.
4.1.1 DAVIS
Naš sledilnik bazira na izhodni segmentacijski maski iz MergeNeta. Se-
gmentacijski algoritem že učimo na nadzorovanem učnem delu zbirke DA-
VIS2016 [48], zato je smiselno, da ga na testnem delu tudi evalviramo.
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Podatkovna zbirka DAVIS2016 je namenjena video segmentaciji objekta
na piksel natančno. Zbirka je sestavljena iz 50-ih video sekvenc (30 učnih in
20 testnih) ter ima vse skupaj označenih 3455 slik. Skozi sekvence objekti
spreminjajo obliko, barvo, lokacijo in velikost. Ocenitev kvalitete segmenta-
cije je odvisna od namena končne uporabe, pomembno nam je lahko število
pravilno klasificiranih pikslov ali pa nas zanima stabilnost segmentacije skozi
čas. Avtorji zbirke DAVIS2016 zato ovrednotijo segmentacijske algoritme
na podlagi dveh metrik:
• regijska podobnost (ang. region similarity) J - za izračun deleža
napačno klasificiranih pikslov se uporablja Jaccardov indeks oz. mero
preseka nad unijo (IOU ). Metrika je neodvisna od skale objekta, izra-
čunamo pa jo po enačbi (3.7).
• točnost kontur (ang. contour accuracy) F - vsako masko lahko pretvo-
rimo v eno ali več kontur, kar pomeni, da lahko izračunamo preciznost
(ang. precision) in priklic (ang. recall) z uporabo bipartitnega uje-
manja (ang. bipartite matching) konturnih točk med napovedano in
resnično masko. S preciznostjo P in priklicom R izračunamo metriko
F1 z enačbo F1 =
2PR
P+R
, ki predstavlja našo točnost kontur.
Evalvacijsko orodje DAVIS2016 vsebuje tudi metriko za časovno stabilnost
(ang. temporal stability), a so jo v zbirki DAVIS2017 [49] umaknili, ker se
je izkazala za nestabilno pri objektih z okluzijo. Obe zgoraj opisani metriki
lahko razdelimo na tri različne statistike:
• povprečje M - povprečje metrike čez vse sekvence.
• priklic R - delež sekvenc, ki je na določeni metriki dosegel vrednost
večjo od praga τ . Običajno je τ = 0.5.
• razkroj (ang. decay) D - povprečni padec vrednosti metrike znotraj
ene sekvence razdeljene na kvartile.
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4.1.2 VOT
Naš sledilnik evalviramo na podatkovni zbirki VOT 2016 z uporabo orodja
VOT 2016 za evalvacijo [54, 55]. Zbirka sestoji iz 60-ih sekvenc, vsaka slika
v sekvenci pa je anotirana s pravokotnikom očrtanim okoli tarče. Sekvence
so zajete iz vsakdanjega življena (ang. in the wild) in niso posnete v kontro-
liranem okolju. Objekti tekom sekvence spreminjajo velikost, obliko, barvo
in so občasno delno ali popolnoma zakriti (ang. occluded). Ogrodje omogoča
dva načina sledenja in ustrezne evalvacije, kratkoročno in dolgoročno slede-
nje. SGS evalviramo na nalogi za kratkoročno sledenje, ker naš algoritem
ne podpira redetekcije, pač pa moramo v primeru izgube objekta sledilnik
ponovno inicializirati.
Ogrodje oceni natančnost in robustnost našega sledilnika. Uporabljena
metrika za merjenje natačnosti se imenuje delež prekrivanja (ang. average








AGt predstavlja resnični (ang. groundtruth) očrtan pravokotnik ob času t, A
P
t
napovedan (ang. predicted) pravokotnik, Λ pa par očrtanega pravokotnika
At in sredinske točke objekta xt ob času t:
Λ = {(At, xt)}Nt=1 . (4.2)
Na Sliki 4.1 vizualiziramo delež prekrivanja. To metriko lahko za vsako
sekvenco povzamemo kot povprečni delež prekiravanja ali pa kot število slik,
kjer je bil delež prekrivanja nad določeno mejo.
Robustnost sledilnika izmerimo s številom odpovedi (ang. failure rate) oz.
reinicializacij sledilnika. Da je sledilnik odpovedal, štejemo vsakič, ko delež
prekrivanja pade pod določeno mejo. Merjenje robustnosti skozi sekvenco
demonstriramo na Sliki 4.2.
Naš SGS, specifično RGB segmentacijski modul, potrebuje za segmenta-
cijo testne slike referenčno sliko in masko. VOT 2016 nima segmentiranih
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Slika 4.1: Delež prekrivanja med resničnim in napovedanim pravokotnikom.
Slika vzeta iz [54].
Slika 4.2: Prikaz odpovedi sledilnika. Zelen okvir označuje napovedan pra-
vokotnik, rdeč okvir pa reincializacijo sledilnika. Slika vzeta iz [54].
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Slika 4.3: Primeri segmentacijskih mask za slike iz zbirke VOT 2016 gene-
rirane z orodjem za polavtomatsko segmentacijo. Slika vzeta iz [56].
slik, ampak samo očrtane pravokotnike. Segmentacijske maske za slike iz
zbirke VOT 2016 dobimo iz dela [56], anotacije pa so narejene z interaktivnim
polavtomskim orodjem za segmentacijo, ki bazira na algoritmu GrabCut [57].
Primere segmentacij vidimo na Sliki 4.3.
4.2 Implementacijske podrobnosti
Sledi opis delov našega algoritma po poglavjih. Predstavimo zanimivosti in
posebnosti pri implementaciji in podamo tudi konkretne vrednosti za pa-
rametre, ki so nastavljeni za učenje ali evalvacijo. Vsa koda je zagnana z
jezikom Python 3.6 [58] in knjižnico CUDA 10.0 (ang. Compute Unified
Device Architecture) za operacije na grafični kartici [59].
Barvno segmentacijski modul implementiramo sami z uporabo ogrodja
PyTorch 1.0.1 [60] po članku [26]. Za iskanje maksimalnega odziva s križno
korelacijo med referenčno predlogo in testno sliko za siamsko kodirno mrežo
glede na delo [24] izberemo implementacijo [61] napisano v PyTorchu. Mer-
geNet implementiramo sami in ponovno uporabili PyTorch za postavitev in
učenje modela.
PyTorch deluje na principu dinamičnega računskega grafa (ang. dyna-
mic computational graph), kar pomeni, da se graf operacij gradi sproti, zato
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lahko mrežo spreminjamo tekom izvajanja in tako ponuja večjo fleksibilnost.
Statične računske grafe (ang. static computational graphs) je potrebno zgra-
diti pred uporabo mreže in zato ponavadi definiramo hranilce prostora (ang.
placeholders), katere pri izvajanju zamenjamo s tenzorji. Dinamični grafi
spominjajo na interpreter, kar jih naredi prijazneǰse uporabnikom, predvsem
tistim, ki so vajeni Pythona. Predvsem zato, ker lahko z lahkoto preverjamo
vrednosti tenzorjev v mreži med razhroščevanjem (ang. debugging) kode.
Statični grafi so bolj uporabni za distributirano učenje na gruči računalnikov.
Pri modulu za globinsko podobnost je ideja za napoved monokularne
globine vzeta iz [27], za izhodno implementacijo tega dela pa uporabimo [62].
Arhitektura CNN-ja za napoved monokularne globine je zgrajena in naučena
s Kerasom 2.2.4 [63] na zaledju TensorFlowa 1.13.1 [64]. Dodatno učenje
mreže opisano v Poglavju 3.2.2 izvedemo sami. Implementiramo branje slik
in anotacij iz zbirk DAVIS 2016 in VOT 2016 ter spremenimo kriterijsko
funkcijo originalnega dela na našo funkcijo (3.18).
Sledilnik razvijemo s pomočjo knjižnice OpenCV [65], ki zajema širok
nabor algoritmov za potrebe računalnǐskega vida. Bolj specifično uporabimo
funkcije:
• FindContours za odkrivanje kontur izhodne segmentacijske maske,
• moments za izračun momentov s katerimi potem izračunamo centroide
kontur,
• drawContours za izris izbrane konture v matriko.
4.2.1 Strojna oprema
Učenje mrež in evalvacija celotnega algoritma je potekala na računalniku s
procesorjem Intel(R) Core(TM) i7-3820 CPU @ 3.60GHz (4 fizična jedra),
16 GB bralno-pisalnega pomnilnika in grafično kartico Nvidia GeForce GTX
1080 Ti (11 GB VRAM ).
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4.2.2 Barvna segmentacija
Kot omenjeno v Poglavju 3.1, kodirni del (prva dva nivoja ResNet-101 ) mo-
dula za barvno segmentacijo učimo na učnem delu podatkovne množice DA-
VIS 2016, ki vsebuje 28 sekvenc. Učenje ustavimo, ko se preneha izbolǰsevati
mera preseka nad unijo (IOU ) na validacijski množici, kar nanese na približno
1500 iteracij. Z vsako iteracijo z RGB segmentacijskim modulom pridobimo
segmentacijsko masko iz ene testne slike in ene referenčne slike. Vseh parov
slik znotraj sekvenc v zbirki DAVIS 2016 je 69193 katere tudi premešamo
(ang. shuffle). Za validacijsko množico uporabimo 172 parov (0.25% vseh
parov), preostalo uporabimo za učenje. Algoritem na validacijski množici
poženemo na vsake 50 iteracij. Slike naključno augmentiramo s 50% verje-
tnostjo, uporabimo obrezovanje (faktor med 0.85 in 0.95), skaliranje (faktor
med 0.90 in 1.10) ter horizontalno obračanje. Za standardno normaliza-
cijo (3.5) vhodnih slik za povprečno vrednost kanalov uporabimo vrednosti:
µR = 0, 485 , µG = 0, 456, µB = 0, 406, za standardni odklon pa vrednosti:
σR = 0, 229 , σG = 0, 224, σB = 0, 225 iz tekmovanja ImageNet. Vse slike
ohranimo originalne velikosti 854w × 480h, saj bi ob manǰsanju velikosti v
kodirniku trpela segmentacija manǰsih objektov.
Za optimizacijo uteži uporabimo algoritem Adam, ki mu nastavimo sto-
pnjo učenja na 1e−5 in razpad uteži (ang. weight decay) na 5e−4. Vseh uteži
v prvih dveh nivojih kodirnika ResNet-101 je 1.444.928, v kodiriku VGG-19
pa 5.865.536. Pri izboru k največjih vrednostih tenzorja kosinusne podob-
nosti k nastavimo na 20, torej 20 največjih vrednosti. Prag za verjetnost,
da objekt pripada ospredju nastavimo na 0, 48. Za odstranjevanje osamelcov
predhodno segmentacijsko masko povečamo z 2D konvolucijo pri kateri za
jedro uporabimo tenzor enic dimenzije 51x51 in obrobo 25-ih ničel na vseh
straneh slike.
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4.2.3 Globinska podobnost
Za napoved globine izberemo že prednaučen model iz [62]. Model je treniran
na slikah iz podatkovne zbirke NYU2, ki vsebuje 1449 parov poravnanih
RGB slik in globinskih map zajetih znotraj bivalnih prostorov (ang. indoor)
z uporabo globinske kamere Kinect.
Za dodatno učenje na zbirki DAVIS2016 z našo kriterijsko funkcijo (3.18)
uporabimo stopnjo učenja 1e−6, uteži pa optimiziramo z Adamom. Z našo
strojno opremo (glej Poglavje 4.2.1) lahko na enkrat v mreži obdelovalujemo
4 slike, naredimo pa približno 1500 iteracij, kar pomeni 4 · 1500 = 6000
naključnih slik iz zbirke DAVIS2016. Povprečje in standardni odklon glo-
bine znotraj maske tekom sledenja posodabljamo z eksponentnim pozablja-
njem (3.21), kjer faktor pozabljanja η nastavimo na 0, 1.
4.2.4 Apriori verjetnost
Za siamsko mrežo pri modulu za generiranje apriorne verjetnosti o lokaciji
prav tako izberemo prednaučen model, in sicer iz [61] treniran na zbirki GOT-
10k [66]. Slike pred ekstrakcijo značilk niso normalizirane. Faktor za kon-
troliranje razpršenosti apriori verjetnosti objekta glede na velikost očrtanega
pravokotnika nastavimo na 0, 23.
4.2.5 MergeNet
Uteži te mreže prav tako posodabljamo z Adamom, kjer stopnjo učenja na-
stavimo na 1e−4, razpad uteži pa na 5e−4. Mreža je zelo plitkva in ima
samo 2980 uteži, inicializiramo pa jih po metodi normalna inicializacija He
(ang. normal He initialization) [67]. Tekom učenja MergeNeta zamrznemo
uteži mrež v vseh treh modulih. Gradient se ne propagira izrazito čez celo-
tno mrežo in učenje teh parametrov nima velikega vpliva na končni rezultat.
S fiksiranjem teh uteži prav tako pohitrimo postopek učenja. Za primer
medveda na Sliki 4.7 je vhod v združitveno mrežo vizualiziran na Sliki 4.4.
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Slika 4.4: Primer vhoda za MergeNet glede na referenčno sliko 35 in testno
sliko 36 iz sekvence medved.
4.2.6 Segmentacijsko globinski sledilnik
Kot omenjeno, tudi za posodabljanje parametrov očrtanega pravokotnika
uporabljamo eksponento pozabljanje, faktor pozabljanja η pa je tokrat na-
stavljen na 0, 3. Razdalja med dolžinama diagonal preǰsnjega in trenutnega
očrtanega pravokotnika upragujemo z vrednostjo 0, 5, maksimalno razdaljo
sredǐsč med pravokotnikoma pa nastavimo na 0, 6. Če katerikoli od teh dveh
kriterijev ni izpolnjen, uporabimo samo preǰsnji pravokotnik.
4.3 Rezultati in analiza predlagane metode
4.3.1 Specializacija globinske mreže
V Poglavju 3.2.2 opǐsemo plan za dodatno učenje globinske mreže z izvirno
kriterijsko funkcijo (3.18). Po tej metodi lahko na Sliki 4.5 vidimo kako se
varianca globine znotraj maske znižuje skozi iteracije učenja, isto velja za
vrednost naše cenovne funkcije. Če za isto sliko primerjamo izhoda osnovne
globinske mreže in mreže trenirane z našo kriterijsko funkcijo, lahko za slednjo
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Slika 4.5: Na levi sliki je prikazana varianca globine znotraj objekta tekom
dodatnega učenja. Na desni sliki pa vidimo vrednost naše izvirne kriterijske
funkcije.
mrežo na Sliki 4.6 vidimo, da je standardni odklon globine znotraj objekta
manǰsi. Prav tako lahko vidimo, da se razpon globinskih vrednosti ozadja
na desni sliki bolj razlikuje od srednje vrednosti globine objekta (bel madež
nad medvedom, temen madež pod medvedom) v primerjavi s srednjo sliko.
Torej smo dosegli naš namen homogenosti globine znotraj objekta.
Prav tako za dve sosednji sliki znotraj iste sekvence izračunamo podob-
nost med globinskimi mapami glede na povprečno vrednost in standardni
odklon globine po enačbi (3.20). Na Sliki 4.7 vidimo rezultat te podobnosti.
Objekt se zasveti, ker ima podobno globino kot na referenčni sliki, opazimo
pa da se zasveti tudi okolica, ki je na enaki globini. Ta problem smo pred-
videvali in ga zato tudi preliminarno poskušali rešiti z dodatnim učenjem
mreže, ampak očitno je razlika v globinah med objektom in okolico preveč
podobna na nekaterih lokacijah. Primer slabe napovedi globine vidimo na
Sliki 4.8, kjer iz globinske mape težko razberemo sledeni objekt.
4.3.2 Analiza segmentacije na DAVIS2016
Sledi evalvacija segmentacijskega dela SGS. V prvem delu odmislimo globino
in testiramo samo barvno segmentacijo. Najbolǰsi model za barvno segmen-
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Slika 4.6: Primerjava globinskih map iz prednaučene globinske mreže (sre-
dnja slika) in dodatno učene mreže (desna slika). Povprečje (ang. mean)
in standardni odklon (ang. standard deviation) sta izračunana za globino
znotraj maske.
tacijo nato uporabimo v našem pristopu MergeNet ter ločeno evalviramo še
RGB-D segmentacijo.
Rezultati RGB segmentacije
V Tabeli 4.1 primerjamo štiri različno naučene modele za barvno segmen-
tacijo in enega s kodirnikom VGG-19 [50]. VMpl predstavlja model brez
dodatnega učenja, VMbce je naučen z binarno križno entropijo (3.2), VMbal
uporablja uravnoteženo binarno križno entropijo (3.3), VMdice pa optimizira
glede na kriterijsko funkcijo Dice (3.4). Med modeli s kodirnikom ResNet-101
se najbolje odreže model VMdice. Zato modelu VMvgg zamenjamo kodirnik z
arhitekturo VGG-19 in ga ponovno učimo z Dice ter tako dosežemo najbolǰse
rezultate izmed naučenih modelov.
Če primerjamo verjetnostni matriki za ozadje in ospredje generirani na
podlagi kodirnika VGG-19 na Sliki 4.9 s kodirnikom ResNet-101 na Sliki 3.1,
opazimo, da je verjetnost za ospredje na medvedu vǐsja in kontrastneǰsa v
primerjavi z verjetnostjo za ozadje pri VGG-19. V Tabeli 4.2 prikažemo
še povprečni Jaccardov indeks in konturno točnost po sekvencah v testni
množici DAVIS2016 za model VMvgg.
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Slika 4.7: Prikaz globinske podobnosti (slika v tretji vrsti) med napovedano
globino znotraj objekta v referenčni sliki (prva slika v drugi vrsti) in globino
testne slike (druga slika v drugi vrsti).
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Slika 4.8: Slaba napoved monokularne globine z dodatno naučeno globinsko
mrežo.
Ime metode JM JR JD FM FR FD
VMpl 0,493 0,535 0,287 0,520 0,513 0,272
VMbce 0,506 0,555 0,266 0,496 0,485 0,244
VMbal 0,555 0,594 0,260 0,548 0,553 0,231
VMdice 0,606 0,664 0,276 0,612 0,626 0,239
VMvgg 0,655 0,720 0,219 0,649 0,669 0,202
Tabela 4.1: Tabela primerjav rezultatov različno naučenih modelov barvne
segmentacije na zbirki DAVIS2016. J označuje regijsko podobnost oz.
Jaccardov indeks, F konturno točnost, pripis M povprečno vrednost me-
trike, pripis R priklic metrike in pripis D razkroj metrike. Odebeljen font
predstavlja najbolǰsi rezultat v določenem stolpcu.
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Tabela 4.2: Rezultati metode VMvgg na posamičnih sekvencah testne
množice iz zbirke DAVIS2016. JM označuje povprečno regijsko podobnost
oz. Jaccardov indeks in FM povprečno konturno točnost.
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Slika 4.9: Verjetnostni matriki za ozadje in ospredje ter rezultat segmen-
tacije generiran z algoritmom za barvno segmentacijo iz referenčne slike ob
času t = 0, referenčne maske in testne slike ob času t = 50 iz sekvence bear.
Uporabljen je kodirnik VGG-19.
Rezultati RGB-D segmentacije
V Tabeli 4.3 primerjamo najbolǰsi model barvne segmentacije VMvgg z mode-
lom MNvds, ki deluje s pristopomMergeNet ter združuje barvno segmentacijo
oz. verjetnostno matriko za ospredje, globinsko podobnost in apriorno verje-
tnost. Vse modele MergeNet učimo z navadno binarno križno entropijo, ker
tako dosežemo najhitreǰso konvergenco. Pri modelu MNvd nas zanima, kako
model izkaže brez apriorne verjetnosti, modelu MNvs pa odstranimo globin-
sko podobnost. Izmed vseh modelov MergeNet se najbolje odrežeta MNvds
in MNvs, ampak nista signifikantno bolǰsa od VMvgg. Iz slabšega rezultata
MNvd lahko sklepamo, da si mreža ne pomaga dosti z globino, ampak da
bolj prispeva apriorna verjetnost lokacije objekta ali pa se mreža le nauči
replicirati verjetnostno matriko barvne segmentacije.
Zanima nas tudi kaj se zgodi, če MergeNet zamenjamo s kompleksneǰso
mrežo na principu kodirnik-dekodirnik. Zato uporabimo U-net [68], ki je
pogosta izbira za naloge kot so segmentacija in ima občutno kompleksneǰso
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strukturo z 14.788.929 utežmi. Vhod za U-net je isti kot za MNvds, vidimo
pa, da se model UNvds izkaže za slabšega kot naša plitkeǰsa združevalna
mreža. Poizkusimo tudi spremeniti naš barvni segmentacijski modul tako,
da na vhod namesto RGB slike prejme kar RGB-D. Modelu VMrgbd torej
priredimo vhodno globino značilk pri kodirniku ResNet-101. Rezultati tega
modela so slabši kot osnovni nenaučen RGB model VMpl.
Za modul barvne segmentacije izhajamo iz VideoMatcha [26]. V članku
navedejo povprečni Jaccardov indeks (v članku imenovan mIoU ) za DA-
VIS2016, ki je vǐsji od našega, ne poročajo pa rezultatov za ostale metrike
oz. ne objavijo vseh svojih rezultatov na lestivici DAVIS2016. Naš segmen-
tacijski algoritem primerjao tudi s SiamMask [22], ki poleg segmentacijske
maske z uporabo mreže za predlaganje regij generira še potencialne očrtane
pravokotnike za sledenje objekta. Končne maske SiamMaska so natančneǰse
kot pri naših modelih. V času evalvacije našega pristopa na zbirki DAVIS2016
najvǐsji povprečni Jaccardov indeks dosega RANet, ki omogoča samo barvno
segmentacijo in ne podpira sledenja na izzivu VOT.
V Tabeli 4.4 za model MNvds izluščimo še povprečni Jaccardov indeks
in konturno točnost po testnih sekvencah iz DAVIS2016 kot to naredimo za
VMvgg v Tabeli 4.2. Če primerjamo rezultate med tabelama, opazimo, da
se izbolǰsa povprečni Jaccardov indeks predvsem na sekvencah breakdance in
car-roundabout.
Na Sliki 4.10 prikažemo še nekaj primerov segmentacije za sekvence bmx-
trees, camel in drift-straight iz Tabele 4.4. Prva vrsta prikazuje uspešno
segmentacijo ne glede na delno okluzijo tarče. V drugi vrsti vidimo odpoved
segmentacije zaradi podobnosti med kamelama. Kljub filtriranju segmenta-
cije glede na neposredno okolico preǰsnje maske, nam v tem primeru algoritem
segmentira obe kameli, ker se v sekvenci na začetku nahajata na enaki loka-
ciji slike. V tretji vrsti se je zorni kot avta tekom sekvence močno spremenil,
ker pa značilk za reprezentacijo ospredja in ozadja ne posodabljamo, nam
segmentacija v primeru drastične spremembe objekta odpove.
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Ime metode JM JR JD FM FR FD
VMvgg 0,655 0,720 0,219 0,649 0,669 0,202
VMrgbd 0,400 0,331 0,189 0,318 0,159 0,150
MNvds 0,667 0,760 0,205 0,658 0,690 0,195
MNvd 0,577 0,661 0,179 0,606 0,624 0,160
MNvs 0,666 0,787 0,228 0,648 0,712 0,245
UNvds 0,584 0,661 0,244 0,586 0,592 0,228
VideoMatch [26] 0.792 - - - - -
SiamMask [22] 0,717 0,868 0,030 0,678 0,798 0,021
RANet [69] 0,866 0,970 0,074 0,876 0,961 0,082
Tabela 4.3: Tabela primerjav rezultatov različnih pristopov MergeNet in
ostalih del na zbirki DAVIS2016. J označuje regijsko podobnost oz. Jaccar-
dov indeks, F konturno točnost, pripis M povprečno vrednost metrike, pri-
pis R priklic metrike in pripis D razkroj metrike. Odebeljen font predstavlja
najbolǰsi rezultat v določenem stolpcu.
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Tabela 4.4: Rezultati metode MNvds na posamičnih sekvencah testne
množice zbirke DAVIS2016. JM označuje povprečno regijsko podobnost oz.
Jaccardov indeks in FM povprečno konturno točnost.
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Slika 4.10: Primeri segmentacije modela MNvds na testni množici zbirke
DAVIS2016.
4.3.3 Analiza sledilnika na VOT2016
Iz Tabele 4.5 je razvidno, da natančnost našega sledilnika najbolj trpi pri
okluziji in spremembi osvetlitve objekta. To je pričakovano, ker modela za
segmentacijo tekom izvajanja ne posodabljamo z novimi informacijami o iz-
gledu objekta. Sledilnik je najmanj robusten na premik kamere in premik
objekta. V Tabeli 4.6 primerjamo naš SGS sledilnik s SiamMask, slednji
se izkaže kot bolǰsi v vseh metrikah. Tekom sledenja imamo tudi kar nekaj
odpovedi sledenja, segmentacija se tekom sledenja zaradi narave problema
namreč spreminja hitreje kot očrtani pravokotniki pri običajnih sledilnikih,
kar pomeni večjo možnost za odpoved.
Na Sliki 4.11 prikažemo obnašanje našega sledilnika na VOT2016. V prvi
vrsti vidimo, da je sledilnik v neki meri odporen na delne okluzije, zameglitve
objekta zaradi premika (ang. motion blur) in majhne spremembe izgleda.
V drugi vrsti ponovno prikažemo kako se sledilnik obnaša v primeru delne
okluzije. V tretji vrsti sledilnik zaradi spremembe izgleda in lokacije objekta
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Natančnost Robustnost
SGS SiamMask [22] SGS SiamMask [22]
premik kamere 0,39 0,64 93,00 22,00
ni objekta 0,43 0,65 63,00 5,00
sprememba osvetlitve 0,29 0,68 10,00 0,00
premik objekta 0,40 0,62 76,00 16,00
okluzija objekta 0,33 0,49 39,00 14,00
sprememba velikosti 0,39 0,65 35,00 5,00
povprečje 0,37 0,62 52,67 10,33
uteženo povprečje 0,39 0,63 65,21 12,37
združeno 0,40 0,63 227,00 46,00
Tabela 4.5: Primerjava povprečne natančnosti in robustnosti ter natačnosti
in robustnosti glede na kategorije sekvenc našega sledilnika SGS in SiamMask
na VOT2016.
Ime sledilnika prekrivanje odpovedi pričakovano povprečno prekrivanje
SGS 0,39 65,20 0,11
SiamMask [22] 0,63 12,37 0,43
Tabela 4.6: Primerjava prekrivanja, števila odpovedi, in pričakovanega pov-
prečnega prekrivanja našega sledilnika SGS in SiamMask na VOT2016.
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popolnoma odpove. V četrti vrsti pa vidimo kako se nekontrolirano spreminja
skala napovedanega očrtanega pravokotnika.
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Slika 4.11: Primeri sledenja z našim sledilnikom SGS na podatkovni zbirki




Delo vsebuje način vključitve napovedane monokularne globine v algoritem
za barvno segmentacijo in postopek sledenja objekta s pomočjo segmentacij-
ske maske. Predstavili smo kako lahko mrežo za napovedovanje monokularne
globine dodatno učimo bolǰsega razločevanja globine med ozadjem in objek-
tom. Uvedli smo tudi združevalno mrežoMergeNet, ki združi izhode vseh treh
modulov SGS-ja. Predlagano metodo globinske segmentacije smo evalvirali
na podatkovni zbirki DAVIS2016, segmentacijsko globinski sledilnik (SGS)
pa smo evalvirali na VOT2016. V delu smo izvedli tudi eliminacijsko študijo
(ang. ablation study) na DAVIS2016, kjer smo modelom odstranili apriorno
verjetnost ali globinsko podobnost in opazovali spremembo zmogljivosti.
Na DAVIS2016 nam je z algoritmom za barvno segmentacijo uspelo
doseči 0, 655 povprečni Jaccardov indeks JM in 0, 649 povprečno konturno
točnost FM. Delo VideoMatch iz katerega izhaja naš modul za barvno se-
gmentacijo, je dosegel vǐsji povprečni Jaccardov indeks 0, 792, z ostalimi me-
trikami pa se nismo mogli primerjati, ker niso bile podane. Z uvedbo globin-
ske podobnosti in apriorne verjetnosti pa smo izbolǰsali JM na 0, 667 in FM
na 0, 658. Naš SGS sledilnik je na VOT2016 dosegel povprečno natančnost
0, 37 in robustnost 52, bolǰse rezultate pa je dosegel SiamMask s povprečno
natančnostjo 0, 62 in robustnostjo 46.
Za barvno segmentacijo smo ugotovili, da se najbolje obnese kodirnik
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VGG-19 učen z kriterijsko funkcijo Dice. Pri združevalni mreži smo ugotovili,
da se najbolje obnese predlagana arhitektura MergeNet (glej Poglavje 3.4) s
kriterijsko funkcijo BCE. Mreža je zaradi plitvosti izredno hitra, rezultati na
DAVIS2016 pa so bili bolǰsi kot, kot ob uporabi kompleksneǰse združevalne
mreže U-net s kodirnik-dekodirnik strukturo.
Monokularna globina napovedana s konvolucijskimi nevronskimi mrežami
je zaenkrat še preveč nestabilna med slikami različnih časovnih točk sekvence,
da bi prinesla velike izbolǰsave pri segmentaciji. Ker je napovedana globina
relativna, se lahko globina tarče drastično spremeni, če se v njeni neposre-
dni okolici pojavi nov objekt. Globini znotraj objekta iz dveh zaporednih
časovnih točk se tako ne ujemata več ali pa se globina objekta bolj ujema z
globino ozadja v testni sliki.
Sledenje s segmentacijo je izredno občutljivo na kvaliteto maske oz. očrtane
konture, kar lahko privede do hitre odpovedi sledilnika ali velike spremembe
velikosti očrtanega pravokotnika. Sledilnik je zaradi izbire segmentacijskega
algoritma tudi močno občutljiv na polne okluzije objekta in spremembe iz-
gleda.
5.1 Nadaljnje delo
Za nadaljnje delo bi se lahko usmerili v raziskovanje stabilnosti napovedane
globine med različnimi časovnimi koraki slik v sekvencah. Namesto globin-
ske podobnosti bi bilo potrebno raziskati še ostale načine priprave globine
kot značilke (ang. feature engineering). Za dodatno učenje globinske mreže
bi lahko uporabili drugačno kriterijsko funkcijo, ki bi stremela k večjemu
razmiku globine objekta in globine ozadja, kot na primer divergenca Kull-
back–Leibler ali pa Hellingerjeva razdalja za merjenje podobnosti med dvema
porazdelitvama. MergeNet je plitka mreža, zato bi lahko za ceno kompleksno-
sti in časa inference uvedli globljo mrežo, ki bi efektivneǰse združila vhodne
značilke in napovedala natančneǰso segmentacijsko masko. Ker je mrež za na-
poved monokularne globine veliko, še več pa segmentacijskih rešitev z CNN,
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bi bilo smiselno poizkusiti še ostale kombinacije obstoječih del. Kodirnika
za barvno segmentacijo in iskanje maksimalnega odziva sta trenutno ločena,
torej bi lahko za voljo kompaknosti in hitreǰsega učenja uporabili isti kodir-
nik. Tekmovanje VOT za anotacijo uporablja tudi rotirane pravokotnike, ki
se bolǰse prilagajajo tarči. Iz segmentacijske maske bi lahko poizkusili ugoto-
viti orientacijo objekta in tako določiti ustrezno rotiran očrtan pravokotnik
za bolǰse rezultate.
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