Burkholder inequalities for submartingales, Bessel processes and
  conformal martingales by Bañuelos, Rodrigo & Osȩkowsk, Adam
ar
X
iv
:1
11
2.
05
51
v1
  [
ma
th.
PR
]  
2 D
ec
 20
11
BURKHOLDER INEQUALITIES FOR SUBMARTINGALES,
BESSEL PROCESSES AND CONFORMAL MARTINGALES
RODRIGO BAN˜UELOS AND ADAM OSE¸KOWSKI
Abstract. The motivation for this paper comes from the following question
on comparison of norms of conformal martingales X, Y in Rd, d ≥ 2. Suppose
that Y is differentially subordinate to X. For 0 < p <∞, what is the optimal
value of the constant Cp,d in the inequality
||Y ||p ≤ Cp,d||X||p?
We answer this question by considering a more general related problem for
nonnegative submartingales. This enables us to study extension of the above
inequality to the case when d > 1 is not an integer, which has further inter-
esting applications to stopped Bessel processes and to the behavior of smooth
functions on Euclidean domains. The inequality for conformal martingales,
which has its roots on the study of the Lp norms of the Beurling-Ahlfors sin-
gular integral operator [8], extends a recent result of Borichev, Janakiraman
and Volberg [10].
1. Introduction
Let (Ω,F ,P) be a complete probability space, filtered by (Ft)t≥0, a nondecreas-
ing family of sub-σ-fields of F . Let X , Y be adapted, Rd-valued continuous-path
semimartingales. Denote by [X,X ] the quadratic variation process of X . We refer
the reader to Dellacherie and Meyer [19] for the definition in the one-dimensional
case. We set [X,X ] =
∑d
j=1[X
j, Xj ] in the vector-valued setting where Xj denotes
the j-th coordinate of X . Using the polarization formula we define the quadratic
covariance of X and Y by
[X,Y ] =
1
4
(
[X + Y,X + Y ]− [X − Y,X − Y ]).
Following Ban˜uelos and Wang [8] and Wang [41], we say that Y is differentially sub-
ordinate to X if the process ([X,X ]t− [Y, Y ]t)t≥0 is nondecreasing and nonnegative
as a function of t. Real-valued semimartingales X and Y are orthogonal if their
quadratic covariance [X,Y ] has constant trajectories with probability 1. Finally,
we say that X is conformal (or analytic) if for any 1 ≤ i < j ≤ d, the coordinates
X i, Xj are orthogonal and satisfy [X i, X i] = [Xj, Xj]. Conformal martingales
arise naturally from the composition of analytic functions and Brownian motion in
the complex plane and have been studied for many years; see [23] and [38, p. 177].
If X and Y are martingales, then the differential subordination of Y to X implies
many interesting inequalities which have numerous applications in various areas of
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analysis and probability. An excellent source of information in the discrete-time set-
ting is the survey [16] by Burkholder. One can also find there a detailed description
of his method which enables one to obtain sharp versions of such estimates. By an
approximation argument and a careful use of Itoˆ formula, these results can be ex-
tended to the continuous-time setting; see the paper by Wang [41]. For other more
recent applications of Burkholder’s method, the use of his celebrated “rank-one
convex” function and some of its connections to harmonic functions and singular
integrals, see [3], [6], [7], [8], [13], [22], [25], [26], [27], [30], [31], [32], [34], [35], and
the overview paper [4] which contains extensive list of references on this topic.
Here we recall the celebrated inequality first proved by Burkholder in [11] in the
discrete-time case and extended to the above setting by Wang [41]. Throughout
this paper, ||X ||p = supt≥0 ||Xt||p for 0 < p <∞.
Theorem 1.1. Assume that X, Y are Rd-valued martingales such that Y is dif-
ferentially subordinate to X. Then
(1.1) ||Y ||p ≤ (p∗ − 1)||X ||p, 1 < p <∞,
where p∗ = max{p, p/(p− 1)}. The constant is the best possible even for d = 1.
The Beurling-Ahlfors operator on the complex plane C in the singular integral
defined by
(1.2) Bf(z) = 1
pi
p.v.
∫
C
f(w)
(z − w)2 dm(w) , z ∈ C .
This operator plays a fundamental role in many areas of analysis and its applica-
tions. For some of these connections, we refer the reader to [2]. As a Caldero´n-
Zygmund singular integral, B is bounded on Lp(C), for 1 < p < ∞, and the now
celebrated conjecture of T. Iwaniec [24] asserts that ||B||p = p∗−1. Burkholder’s in-
equality (1.1) has been crucial in the investigation of Iwaniec’s conjecture. Indeed,
the first explicit upper bound 4(p∗ − 1) for ||B||p obtained in [8] used a stochastic
integral representation of the operator together with the inequality (1.1). In ad-
dition, the improvement 2(p∗ − 1) obtained by Nazarov and Volberg in [30], while
avoiding the stochastic representation from [8], was also based on the inequality
(1.1) applied to Haar martingales. It is observed in [8, p. 599] that in addition to
the differential subordination, the martingales arising in the study of the Beurling-
Ahlfors operator are in fact conformal martingales and hence, as conjectured in [8],
one should expect better bounds than the p∗ − 1 of Burkholder. By slightly mod-
ifying Burkholder’s arguments, the following inequality is established in [5] which
takes advantage of the conformality.
Theorem 1.2. Suppose that X, Y are two Rd-valued martingales such that Y is
conformal and
√
p+d−2
d(p−1)Y is differentially subordinate to X. Then for 2 < p <∞,
||Y ||p ≤ (p− 1)||X ||p.
In particular, if d = 2, Y is conformal and differentially subordinate to X , then
(1.3) ||Y ||p ≤
√
p(p− 1)
2
||X ||p, 2 < p <∞.
This inequality was used in [5] to prove that ||B||p ≤ 1.575(p∗−1), for 1 < p <∞,
which at this point is the best available bound. The question immediately arises
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as to the optimal constant in (1.3). Borichev, Janakiraman and Volberg [9], [10]
established the following results in this direction.
Theorem 1.3. Suppose that X and Y are two R2-valued martingales on the filtra-
tion of 2-dimensional Brownian motion such that Y is differentially subordinate to
X.
(i) If Y is conformal, then
||Y ||p ≤ ap√
2(1− ap)
||X ||p, 1 < p ≤ 2,
where ap is the least positive root in the interval (0, 1) of the bounded La-
guerre function Lp. This inequality is sharp.
(ii) If X is conformal, then
||Y ||p ≤
√
2(1− ap)
ap
||X ||p, 2 ≤ p <∞,
where ap is the least positive root in the interval (0, 1) of the bounded La-
guerre function Lp. This inequality is sharp.
(iii) If X and Y are both conformal, then
(1.4) ||Y ||p ≤ 1 + zp
1− zp ||X ||p, 2 ≤ p <∞,
where zp is the largest root in [−1, 1] of the Legendre function g solving
(1− s2)g′′(s)− 2sg′(s) + pg(s) = 0.
This inequality is sharp.
The proof of this theorem, presented in [9] and [10], is analytic and exploits the
Bellman function approach as described in [28], [29] and [40]. The purpose of this
paper is to present a significant improvement of the third inequality (1.4) which is
the main result in [10]. Not only shall we determine the optimal constant in (1.4)
for the full range 0 < p < ∞, but we will also provide a sharp generalization of
this estimate to the d-dimensional setting. Since the conformal two-dimensional
martingale treated in [10] are just time-changed R2-valued Brownian motion, its
norm is a time-changed Bessel process in dimension two. This simple observation
suggests to study related estimates for stopped Bessel processes. This approach
will enable us to investigate the case when the dimension of the Bessel process is
an arbitrary number in the interval (1,∞) and not just an integer. We shall in fact
consider an even more general setting. Let X , Y be two nonnegative, continuous-
path submartingales and let
(1.5) X = X0 +M +A, Y = Y0 +N +B
be their Doob-Meyer decomposition (see [38]), uniquely determined by M0 = A0 =
N0 = B0 = 0 and the further condition that A, B are predictable. Consider the
following property of the finite variation parts of X and Y : for a fixed d > 1 and
all t > 0,
(1.6) XtdAt ≥ d− 1
2
d[X,X ]t, YtdBt ≤ d− 1
2
d[Y, Y ]t.
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For example, if X, Y are conformal martingales in Rd, then |X|, |Y | are submartin-
gales and by the Itoˆ formula, their martingale and finite variation parts are
Mt =
d∑
j=1
∫ t
0+
X
j
s
|Xs|
dX
j
s, At =
d− 1
2
∫ t
0+
1
|Xs|
d[X
1
, X
1
]s,
Nt =
d∑
j=1
∫ t
0+
Y
j
s
|Y s|
dY
j
s, Bt =
d− 1
2
∫ t
0+
1
|Y s|
d[Y
1
, Y
1
]s, t ≥ 0.
Hence (1.6) is satisfied and in fact, both inequalities become equalities in this case.
As another example, if R, S are adapted d-dimensional Bessel processes and τ is a
stopping time, then X = (Rτ∧t)t≥0, Y = (Sτ∧t)t≥0 enjoy the property (1.6).
We now turn to a precise statement of our main result. For a given 0 < p <∞
and d > 1 such that p + d > 2, let z0 = z0(p, d) be the smallest root in [−1, 1) of
the solution to (2.4) (see §2 below) and let
(1.7) Cp,d =


1+z0
1−z0
, if (2− d)+ < p ≤ 2,
1−z0
1+z0
, if 2 < p <∞.
Theorem 1.4. Let X, Y be two nonnegative submartingales satisfying (1.6) and
such that Y is differentially subordinate to X. Then for (2− d)+ < p <∞ we have
(1.8) ||Y ||p ≤ Cp,d||X ||p
and the constant Cp,d is the best possible. If 0 < p ≤ (2 − d)+, then the moment
inequality does not hold with any finite Cp,d.
As an application, we have the following bound for conformal martingales and
Bessel processes. The first result extends the Borichev–Janakiraman–Volberg result
(iii) in Theorem 1.3 (see Remark 2.1 below).
Corollary 1.5. Assume that X, Y are conformal martingales in Rd, d ≥ 2, such
that Y is differentially subordinate to X. Then for any 0 < p <∞,
(1.9) ||Y ||p ≤ Cp,d||X ||p
and the constant Cp,d is the best possible.
Corollary 1.6. Assume that R, S are d-dimensional Bessel processes, d > 1,
driven by the same Brownian motion and satisfying (1.6). Then for any (2−d)+ <
p <∞ and any stopping time τ ∈ Lp/2, we have
(1.10) ||Sτ ||p ≤ Cp,d||Rτ ||p
and the constant Cp,d is the best possible. If 0 < p ≤ (2 − d)+, then the moment
inequality does not hold with any finite Cp,d.
The paper is organized as follows. In §2, we introduce a differential equation
which is closely associated with these inequalities and study its solutions satisfying
certain boundedness property. These solutions are then exploited in §3 in the
construction of special functions, which, by the use of Burkholder’s method, yield
the assertion of Theorem 1.4. The final part of the paper is devoted to applications
of our results to harmonic functions on Euclidean domains.
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2. A differential equation
Throughout this section, 0 < p < ∞ and d > 1 are given and fixed. We
emphasize that d need not be an integer. We start with some preliminary facts and
properties of d-dimensional Bessel processes. Let B be a standard one-dimensional
Brownian motion and let R, S be two Bessel processes of dimension d, satisfying
the stochastic differential equations
dRt = dBt +
d− 1
2
dt
Rt
,
dSt = −dBt + d− 1
2
dt
St
(2.1)
for all t ≥ 0. As already mentioned in the Introduction, these processes, if stopped
appropriately, are the extremals in (1.8) and hence are strictly related to the struc-
ture of our problem. We refer the reader to [38] for some of the basic properties of
Bessel processes including their stochastic differential equation representation given
above.
Let us recall some basic inequalities, which will be needed in our subsequent con-
siderations. Assume that R starts from x ≥ 0. The Burkholder–Gundy inequalities
for Bessel processes proved by DeBlassie [18] states that there are constants cp,d,
c′p,d, depending only on the parameters indicated, such that
(2.2) cp,d||(x2 + τ)1/2||p ≤ ||R∗τ ||p ≤ c′p,d||(x2 + τ)1/2||p,
for any stopping time τ . Here, as usual, R∗ denotes the maximal process of R, given
by R∗t = sup0≤s≤tRs. Another important result is Doob’s maximal inequality for
Bessel processes. This states that if p+ d > 2, then there is c′′p,d depending only on
p and d such that
(2.3) ||R∗τ ||p ≤ c′′p,d||Rτ ||p
for all stopping times τ which are p/2-integrable. We refer to Pedersen [36] where
this inequality is obtained with the best constant.
Let us turn to the differential equation which plays a fundamental role in the
paper:
(2.4) (1− s2)g′′(s)− 2(d− 1)sg′(s) + p(d− 1)g(s) = 0.
We shall prove now that there is a continuous function g = gp,d : [−1, 1)→ R with
g(−1) = −1, satisfying (2.4) for s ∈ (−1, 1) and hence bounded on any compact
subinterval of [−1, 1). Consider the class of power series of the form
(2.5) g(s) =
∞∑
n=0
an(1 + s)
n,
with a0 = −1. Plugging this into (2.4) and comparing the coefficients of (1 + s)n,
we obtain
an+1 = −
n∏
k=0
k(k − 1) + 2(d− 1)k − p(d− 1)
2(k + 1)(k + d− 1) , for n ≥ 0.(2.6)
It is easy to see that limn→∞ |an|1/n = 1/2, so the radius of convergence of the series
for g is indeed 2 and hence (2.5) gives the function we are looking for. Throughout
the paper, z0 = z0(p, d) denotes the smallest root of the solution gp,d (if gp,d has
no zeros, put z0 = 1).
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The differential equation (2.4) arises as follows. For x > 0 and y ≥ 0, let
(2.7) W (x, y) = (x+ y)pg
(
y − x
x+ y
)
.
We have that W is of class C∞ on (0,∞)× (0,∞). In fact, since g is well defined
on (−3, 1), we see that the partial derivatives of W can be extended to continuous
functions on (0,∞)× [0,∞). Fix a ∈ (−1, 1) and introduce the stopping time
(2.8) τa = inf
{
t ≥ 0 : St ≥ 1 + a
1− aRt
}
.
Lemma 2.1. Let R, S be Bessel processes as in (2.1), starting from x, y > 0,
respectively. Then for any a ∈ (−1, 1), the process (W (Rτa∧t, Sτa∧t))t≥0 is a mar-
tingale.
Proof. Of course, we may assume that y < 1+a1−ax, since otherwise τ
a ≡ 0 and the
claim is trivial. The situation is easy when d ≥ 2. Since 0 is polar for R and S,
we may apply Itoˆ formula and we check that (2.4) implies that the finite variation
part of (W (Rτa∧t, Sτa∧t))t≥0 vanishes. The latter amounts to saying that
(2.9)
d− 1
2x
Wx(x, y)+
d− 1
2y
Wy(x, y)+
1
2
[Wxx(x, y)− 2Wxy(x, y) +Wyy(x, y)] = 0
for all x, y > 0. For d < 2, the situation is more complicated, since S reaches 0
with probability 1; on the other hand, there are no problems with R: R > 0 almost
surely on [0, τa]. We shall prove the claim by checking that EW (Rσ, Sσ) =W (x, y)
for any bounded stopping time σ such that σ ≤ τa almost surely. To do this, we use
standard approximation procedure and work with the squares of R and S, which
satisfy the stochastic differential equations
dR2t = 2RtdBt + ddt, dS
2
t = −2StdBt + ddt for t ≥ 0.
Let N, ε be positive numbers and put η = inf{t ≥ 0 : Rt + St ≥ N}. Define
W (u, v) =W (u1/2, (ε+v)1/2) for u, v ≥ 0. This function has the necessary smooth-
ness and we may apply Itoˆ formula to obtain
(2.10) EW (R2σ∧η, S
2
σ∧η) =W (x
2, y2) + E
∫ σ∧η
0+
LW (R2s , S2s )ds,
where
LW (u, v)
=W x(u, v)d+W y(u, v)d+ 2uWxx(u, v)− 4(uv)1/2W xy(u, v) + 2vW yy(u, v)
=
d− 1
2u1/2
Wx(u
1/2, (ε+ v)1/2) +
d
2(ε+ v)1/2
Wy(u
1/2, (ε+ v)1/2)
+
1
2
Wxx(u
1/2, (ε+ v)1/2)− v
1/2
(ε+ v)1/2
Wxy(u
1/2, (ε+ v)1/2)
+
v
2(ε+ v)
Wyy(u
1/2, (ε+ v)1/2)− v
2(ε+ v)3/2
Wy(u
1/2, (ε+ v)1/2).
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Applying (2.9) and calculating a little bit, we get
LW (u, v) = ε
2(ε+ v)
(
Wy(u
1/2, (ε+ v)1/2)
(ε+ v)1/2
−Wyy(u1/2, (ε+ v)1/2)
)
+
[
1−
(
v
ε+ v
)1/2]
Wxy(u
1/2, (ε+ v)1/2).
Now, if ε→ 0, then each of the two summands on the right converges to 0 uniformly
on the set F = {(u, v) : x + y ≤ u1/2 + v1/2 ≤ N, v1/2 ≤ 1+a1−au1/2}. This in an
immediate consequence of the equalities Wy(x, 0) = 0 and Wxy(x, 0) = 0 valid for
all x > 0. However, the process ((R2σ∧η∧t, S
2
σ∧η∧t))t≥0 takes values in F if N is
sufficiently large; this follows from the bound y < 1+a1−ax (which we have assumed
at the beginning of the proof) and the fact that the process R+S is nondecreasing
(see (2.1)). Hence, by Lebesgue’s dominated convergence theorem, (2.10) yields
EW (Rσ∧η, Sσ∧η) =W (x, y).
Now we let N go to ∞ and the claim follows, again by Lebesgue’s dominated
convergence theorem. To see this, note that
|W (Rσ∧η, Sσ∧η)| ≤ sup
[−1,a]
|g| · (R∗σ + S∗σ)p
and observe that the right-hand side is integrable, in virtue of (2.2) and the bound-
edness of σ. 
Lemma 2.2. We have z0 < 1 if and only if p+ d > 2.
Proof. Let p+ d > 2 and assume that g has no roots smaller than 1. Let R, S be
Bessel processes as in (2.1), starting from x, y > 0. Suppose that τ is a stopping
time satisfying Eτp/2 < ∞. By (2.2) and (2.3), there are constants c1, c2, c3,
depending only on x, y, such that
(2.11) ||Sτ ||p ≤ c1||(y2 + τ)1/2||p ≤ c2||R∗τ ||p ≤ c3||Rτ ||p.
Recall the stopping time τa given by (2.8). If y < 1+a1−ax, then τ
a > 0 almost surely
and by Lemma 2.1,
W (x, y) = EW (Rτa∧t, Sτa∧t) ≤ sup
[−1,a]
g · E(Rτa∧t + Sτa∧t)p.
Since g has no roots in (−1, 1), the number sup[−1,a] g is negative and hence we
may write
W (x, y) ≤ sup
[−1,a]
g · ERpτa∧t,
or, equivalently,
(2.12) ERpτa∧t ≤W (x, y)( sup
[−1,a]
g)−1.
By (2.2) and (2.3), this implies that τa is p/2-integrable. Moreover, directly from
the definition of τa,
(2.13) ||Sτa ||p = 1 + a
1− a ||Rτa ||p,
which contradicts (2.11) if a is sufficiently close to 1. Thus, g must have a root
inside the interval (−1, 1).
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To get the reverse implication, note first that if p+d = 2, then gp,d(s) =
(
1−s
2
)p
,
which does not have roots smaller than 1. Furthermore, the reasoning presented
above shows that τa ∈ Lp/2 for any a < 1 and any starting points x, y. Next,
suppose that p + d < 2, assume that gp,d has at least one zero smaller than 1 and
let a stand for the smallest root. Suppose that the starting points x, y satisfy
y < 1+a1−ax. As we have just observed, τ
a ∈ L(2−d)/2, which in view of (2.2) yields
(2.14) R∗τa ∈ L2−d.
By Lemma 2.1,
W (x, y) = EW (Rτa∧t, Sτa∧t) = EW (Rt, St)1{τa>t},
becauseW (Rτa , Sτa) = (Rτa+Sτa)
pg(a) = 0. However, the expression on the right
hand side converges to zero as t→∞. Indeed,
|EW (Rt, St)1{τa>t}| ≤ sup
[−1,a]
|g|E(Rt + St)p1{τa>t}
≤ sup
[−1,a]
|g|
(
2
1− a
)p
ERpt 1{τa>t},
where in the latter passage we have used the definition of τa. By Lebesgue’s domi-
nated convergence theorem and (2.14), letting t→∞ yieldsW (x, y) = 0 and hence
a is not the smallest root of g. The obtained contradiction completes the proof. 
Remark 2.1. Before we proceed, let us assure the reader that Cp,2 and the constant
in (1.4) coincide, though the latter involves the largest root zp of a solution to
(2.4). The reason for this is that Borichev, Janakiraman and Volberg work with
the reflected function s 7→ gp,2(−s), which also solves (2.4); thus zp = −z0 and
1+zp
1−zp
= Cp,2.
In the remainder of this section we investigate several other properties of the
function g which will be useful later. Such technical properties are always part of
these type of optimal constant problems. Different (but in the same spirit) technical
results are also derived in [9] and [10].
Lemma 2.3. The function g enjoys the following.
(i) We have g′(s) > 0 for s ∈ (−1, z0].
(ii) If p ≤ 2, then g is convex on [−1, z0). If p ≥ 2, then g is concave on
[−1, z0). If p 6= 2, then the convexity/concavity is strict.
(iii) We have z0 > 0 for p < 2, z0 = 0 for p = 2, and z0 < 0 for p > 2.
Proof. (i) Observe that g′(z0) = 0 is impossible: then by (2.4) and straightforward
induction we would have g(n)(z0) = 0 for all n ≥ 0, which would further imply that
g is identically 0, as an analytic function. Consequently, all we need is to verify the
inequality g′ > 0 on the open interval (−1, z0). The function g is strictly increasing
in a neighborhood of −1, since lims↓−1 g′(s) = a1 = p/2. Suppose that the set
{s < z0 : g′(s) = 0} is nonempty and let s0 denote its infimum. Then s0 ∈ (−1, z0),
g′(s0) = 0 and g
′(s) > 0 for s < s0. This gives g
′′(s0) ≤ 0, which combined with
(2.4) implies g(s0) ≥ 0, a contradiction.
(ii) The case p = 2 is trivial, since then g(s) = s for all s ∈ [−1, 1]; thus we
may and do assume that p 6= 2. We shall prove that (2 − p)g is strictly convex on
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[−1, z0], using essentially the same argument as in (i). We have that (2 − p)g′′ is
positive in the neighborhood of −1, since, by (2.6),
lim
s↓−1
g′′(s) = 2a2 =
p(2− p)(d− 1)
4d
.
Next, assume that the set {s < z0 : (2 − p)g′′(s) = 0} is nonempty and denote its
infimum by s0. Then s0 ∈ (−1, z0), (2 − p)g′′(s0) = 0 and (2 − p)g′′(s) > 0 for
s ∈ (−1, s0), which in particular implies (2 − p)g′′′(s0) ≤ 0. Differentiating (2.4)
and applying the latter inequality yields
0 ≥ (1− s20)(2 − p)g′′′(s0)
= 2(2− p)ds0g′′(s0) + (2− p)2(d− 1)g′(s0) = (2− p)2(d− 1)g′(s0),
which contradicts (i).
(iii) As previously, the case p = 2 is trivial (we have g(s) = s for all s). If
p ≤ (2− d)+, then z0 = 1. If (2− d)+ < p < 2, then using (2.4) and (ii),
0 = (1− z20)g′′(z0)− 2(d− 1)z0g′(z0) ≥ −2(d− 1)z0g′(z0).
Consequently, if the assertion was not true, we would get g′(z0) ≤ 0. By (i), the
mean value theorem would imply that g′′ is negative at some point in the interval
(−1, z0). However, this is impossible in view of (ii). If p > 2, then substituting
s = 0 into (2.4) gives g′′(0) + p(d− 1)g(0) = 0. Now z0 > 0 would imply g(0) < 0
and g′′(0) > 0, which has been excluded this in (ii). On the other hand, z0 = 0 also
leads to a contradiction. Indeed, it yields g′′(0) = 0 and hence g′′′(0) ≥ 0, in view
of (ii). However, differentiating (2.4) gives g′′′(0) = (2− p)(d− 1)g′(0) < 0. 
For any p > 0, we introduce the function v = vp : [−1, 1]→ R defined by
v(s) =
(
1 + s
2
)p
−
(
1 + z0
1− z0
)p (
1− s
2
)p
.
We have
v′′(s) =
p(p− 1)
2p
[
(1 + s)p−2 −
(
1 + z0
1− z0
)p
(1− s)p−2
]
.
For p 6= 2, let s1 = s1(p) denote the unique root of the expression in the square
brackets above. It is easy to verify that s1 < 0 and s1 < z0, using Lemma 2.3 (iii).
For p ≥ 1, let c = c(p) be the unique positive constant for which cg′(z0) = v′(z0).
A calculation gives
c =
2p(1 + z0)
p−1
2pg′(z0)(1− z0) .
Lemma 2.4. (i) Let 1 ≤ p ≤ 2. Then for s ∈ [−1, z0] we have
(2.15) cg(s) ≥ v(s).
(ii) Let p ≥ 2. Then for s ∈ [−1, z0] we have
(2.16) cg(s) ≤ v(s).
Proof. For p = 2 we have cg(s) = v(s), so both (2.15) and (2.16) hold true; hence
we may assume that p 6= 2. We treat (i) and (ii) in a unified manner and show that
c(2− p)g(s) ≥ (2− p)v(s)
for s ∈ [−1, z0]. We have that (2−p)v′′(s) ≥ 0 for s ∈ (−1, s1) and (2−p)v′′(s) ≤ 0
for s ∈ (s1, 1). Since (2− p)g is a strictly convex function, we see that (2.15) holds
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on [s1, z0] and is strict on [s1, z0). Suppose that the set {s < z0 : cg(s) = v(s)}
is nonempty and let s0 denote its supremum. Then s0 < s1, cg(s0) = v(s0) and
(2−p)cg(s) > (2−p)v(s) for s ∈ (s0, z0), which implies (2−p)cg′(s0) ≥ (2−p)v′(s0).
In consequence, by (2.4),
0 < (1 − s20)(2− p)cg′′(s0)
= (d− 1)(2− p)(2s0cg′(s0)− pg(s0))
≤ (d− 1)(2− p)(2s0v′(s0)− pv(s0))
= −p(2− p)(d− 1)(1− s
2
0)
2p
[
(1 + s0)
p−2 −
(
1 + z0
1− z0
)p
(1− s0)p−2
]
.
This yields s0 ≥ s1 (see the definition of s1), a contradiction. 
The inequality (2.15) is also valid for p ∈ ((2−d)+, 1), but this seems to be more
difficult. To overcome this problem, fix such a p and consider the set
{α ≥ 0 : αg(s) ≥ v(s) for all s ∈ [−1, z0]}.
Of course, this set is a closed, bounded subinterval of R+ and contains 0. In fact, it
has a nonempty interior, since v is strictly increasing, v′(z0) > 0 and g is a convex
function. Define c = c(p) as the right endpoint of this interval. Then, obviously,
we have
(2.17) cg(s) ≥ v(s), for s ∈ [−1, z0],
and we can show the following.
Lemma 2.5. There exists z1 = z1(p) ∈ (s1, z0] for which
(2.18) cg(z1) = v(z1), cg
′(z1) = v
′(z1)
and
(2.19) v′′(s) ≥ 0, for s ≥ z1.
Proof. We have cg(z0) = v(z0), so (2.17) implies cg
′(z0) ≤ v′(z0), or
(2.20) c ≤ 2p(1 + z0)
p−1
2pg′(z0)(1− z0) .
If we have equality here, we can take z1 = z0. Then (2.18) is obviously satisfied
and the validity of (2.19) follows from
v′′(s) ≥ v′′(z0) = −p(p− 1)(1 + z0)
p−2z0
2p−2(1− z0)2 > 0.
Suppose that the inequality in (2.20) is strict: cg′(z0) < v
′(z0). Then the set
{z < z0 : cg(z) = v(z)}
is nonempty (if it was not, we would be able to increase c a little bit and (2.17)
would still hold). Let z1 denote the infimum of this set. Then z1 > −1 and it is
clear that (2.18) holds true, as well as the bound cg′′(z1) ≥ v′′(z1). By virtue of
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(2.4), we get
0 ≥ (1− s2)v′′(z1)− 2(d− 1)z1v(z1) + p(d− 1)v(z1)
=
p(p+ d− 2)(1− z21)
2p
[
(1 + z1)
p−2 −
(
1 + z0
1− z0
)p
(1− z1)p−2
]
=
(p+ d− 2)(1− z21)
p− 1 v
′′(z1).
This gives (2.19), since v′′ is nondecreasing. 
The next properties of g we will need are gathered in the following.
Lemma 2.6. Assume that p+ d > 2 and s ∈ (−1, z0].
(i) We have
(2.21) (2− p)(1− s2)g′′(s)− 2(p− 1)(p− 2)sg′(s) + p(p− 1)(p− 2)g(s) ≥ 0.
(ii) We have
(2.22) s(1− s2)g′′(s)− [p+ d− 2 + (d− p)s2]g′(s) + p(d− 1)sg(s) ≤ 0.
Proof. By (2.4), the inequality (2.21) can be rewritten in the form
(p+ d− 2)(2− p)(1− s2)g′′(s)
d− 1 ≥ 0,
while (2.22) is equivalent to
−(p+ d− 2)(1− s2)g′(s) ≤ 0.
Both these estimates follow at once from Lemma 2.3. 
Lemma 2.7. Let s ∈ (−1, z0].
(i) If (2− d)+ < p ≤ 2, then
(2.23) pg(s) + (1− s)g′(s) ≥ 0.
(ii) If p ≥ 2, then
(2.24) pg(s)− (1 + s)g′(s) ≤ 0.
Proof. The second statement is trivial, since g(s) ≤ 0 and g′(s) ≥ 0. To show (i),
note that both sides become equal when we let s→ −1 and
lim
s↓−1
(pg(s) + (1− s)g′(s))′ = lim
s↓−1
[
(p− 1)g′(s) + (1− s)g′′(s)] = p(p+ d− 2)
2d
> 0.
Therefore, the inequality holds in neighborhood of −1. Now, suppose that the set
{s ≤ z0 : pg(s) + (1 − s)g′(s) < 0} is nonempty and let s0 denote its infimum.
Then s0 ≤ z0, pg(s0) + (1 − s0)g′(s0) = 0 and (p − 1)g′(s0) + (1 − s0)g′′(s0) ≤ 0.
Using (2.4), these the latter two statements yield (p + d − 2)(1 + s0)g′(s0) ≤ 0, a
contradiction with Lemma 2.3 (i). 
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3. Proof of Theorem 1.4
Throughout this section, we assume that 0 < p <∞, d > 1 are fixed and satisfy
p + d > 2. Recall the numbers c = c(p), z0 = z0(p) and z1 = z1(p) introduced in
the previous section. We start by defining special functions U = Up,d : R
2
+ → R.
For p < 1, let
Up,d(x, y) =
{
c(x+ y)pgp,d
(
y−x
x+y
)
if y ≤ 1+z11−z1x,
yp − Cpp,dxp if y > 1+z11−z1x
and for 1 ≤ p ≤ 2,
Up,d(x, y) =
{
c(x+ y)pgp,d
(
y−x
x+y
)
if y ≤ 1+z01−z0x,
yp − Cpp,dxp if y > 1+z01−z0x.
For p > 2, the formula is slightly different:
Up,d(x, y) =
{
−cCpp,d(x + y)pgp,d
(
x−y
x+y
)
if y ≥ 1−z01+z0 x,
yp − Cpp,dxp if y < 1−z01+z0 x.
Moreover, let Vp,d(x, y) = y
p−Cpp,dxp for any p. We will skip the lower indices and
write U , V instead of Up,d and Vp,d as doing so produces no risk of ambiguity. Let
L(x, y) = Uxx(x, y) +
(d− 1)Ux(x, y)
x
, R(x, y) = Uyy(x, y) +
(d− 1)Uy(x, y)
y
.
We shall need the following facts.
Lemma 3.1. We have
(3.1) U(x, y) ≥ V (x, y),
(3.2) L(x, y) +R(x, y)− 2Uxy(x, y) ≤ 0,
(3.3) L(x, y)−R(x, y) ≤ 0,
(3.4) Uxy(x, y) ≤ 0,
(3.5) Ux(x, y) ≤ 0, Uy(x, y) ≥ 0,
for all (x, y) at which the involved partial derivatives of U exist.
Proof. In fact, the nontrivial parts of these estimates have been already established
in the previous section. For example, suppose that p < 1. If y < 1+z11−z1x, then (3.1)
is equivalent to (2.17), both sides of (3.2) are equal (we obtain (2.4), actually),
(3.3) reduces to (2.21), (3.4) follows from (2.22) and, finally, (3.5) is a consequence
of (2.23) and (2.24). Suppose then, that y > 1+z11−z1x. Then both sides of (3.1) are
equal and, since Cp,d ≥ 1,
L(x, y) +R(x, y)− 2Uxy(x, y) = p2yp−2 − p2Cpp,dxp−2
≤ p2Cp−2p,d (1 − C2p,d)xp−2
≤ 0,
so (3.2) is satisfied. Since L(x, y) ≤ 0 and R(x, y) ≥ 0, (3.3) holds as well. We have
Uxy = 0, which gives (3.4). Finally, (3.5) is trivial. The remaining cases 1 ≤ p ≤ 2
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and p > 2 are verified essentially in the same manner. We leave the details to the
reader. 
The proof of the inequality (1.8) will be based on Itoˆ formula. However, since U
is not of class C2 (at least when p 6= 2), we are forced to modify it slightly to ensure
the necessary smoothness. To accomplish this we use the “mollification” trick first
employed by Burkholder in [12] and subsequently by Wang in [41], and others.
Consider a C∞ function ψ : R2 → [0,∞), supported on a ball centered at 0 and
radius 1, satisfying
∫
R2
ψ = 1. Fix δ > 0 and define U δ, V δ : [2δ,∞)× [2δ,∞)→ R
by
U δ(x, y) =
∫
[−1,1]2
U(x+ δ − δu, y − δ − δv)ψ(u, v)dudv,
V δ(x, y) =
∫
[−1,1]2
V (x+ δ − δu, y − δ − δv)ψ(u, v)dudv
(note that we add δ on the first coordinate and subtract δ on the second). The key
property of U δ is the following.
Lemma 3.2. For any x, y > 2δ and h, k ∈ R we have[
U δxx(x, y) +
(d− 1)U δx(x, y)
x
]
h2 + 2U δxy(x, y)hk
+
[
U δyy(x, y) +
(d− 1)U δy (x, y)
y
]
k2
≤ w(x, y) · (h2 − k2),(3.6)
where
w(x, y) =
1
2
∫
[−1,1]2
(L− R)(x+ δ − δu, y − δ − δv)ψ(u, v)dudv ≤ 0.
Proof. Since U is of class C1, integration by parts yields
U δx(x, y) =
∫
[−1,1]2
Ux(x+ δ − δu, y − δ − δv)ψ(u, v)dudv
for all x, y > 2δ, and similar identities hold for U δy , U
δ
xx, U
δ
xy and U
δ
yy. Let h, k be
two real numbers. By (3.2) and (3.4), L+R is nonpositive and
|2U δxy(x, y)hk|
≤ −|hk|
∫
[−1,1]2
(L+R)(x + δ − δu, y − δ − δv)ψ(u, v)dudv
≤ −h
2 + k2
2
∫
[−1,1]2
(L+R)(x+ δ − δu, y − δ − δv)ψ(u, v)dudv.
(3.7)
Next, by virtue of (3.5), we have
U δx(x, y)
x
≤
∫
[−1,1]2
Ux(x+ δ − δu, y − δ − δv)
x+ δ − δu ψ(u, v)dudv,
U δy (x, y)
y
≤
∫
[−1,1]2
Uy(x+ δ − δu, y − δ − δv)
y − δ − δv ψ(u, v)dudv,
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which gives
U δxx(x, y) +
(d− 1)U δx(x, y)
x
≤
∫
[−1,1]2
L(x+ δ − δu, y − δ − δv)ψ(u, v)dudv,
U δyy(x, y) +
(d− 1)U δy (x, y)
y
≤
∫
[−1,1]2
R(x+ δ − δu, y − δ − δv)ψ(u, v)dudv.
(3.8)
It suffices to combine (3.7) with (3.8) to obtain (3.6). The inequality w ≤ 0 follows
immediately from (3.3). 
Now we are ready to establish the submartingale inequality of Theorem 1.4.
Proof of (1.8). Of course, we may restrict ourselves to X ∈ Lp, since otherwise
there is nothing to prove. Fix δ ∈ (0, 1/2) and a large positive integer N . Consider
the stopping time τ = τK = inf{t ≥ 0 : Xt + Yt + Bt ≥ K} and introduce the
process Z = ZK,δ = (Zt)t≥0 by setting
Zt =
{
(2δ +Xτ∧t, 2δ + Yτ∧t) if τ > 0,
(0, 0) if τ = 0.
The function U δ is of class C∞, so applying Itoˆ formula yields
(3.9) U δ(Zt) = I0 + I1 + I2 +
1
2
I3,
where
I0 = U
δ(Z0),
I1 =
∫ t
0+
U δx(Zs)dMs +
∫ t
0+
U δy (Zs)dNs,
I2 =
∫ t
0+
U δx(Zs)dAs +
∫ t
0+
U δy (Zs)dBs,
I3 =
∫ t
0+
U δxx(Zs)d[X,X ]s + 2
∫ t
0+
U δxy(Zs)d[X,Y ]s +
∫ t
0+
U δyy(Zs)d[Y, Y ]s.
We may and do assume that both stochastic integrals in I1 are martingales, passing
to localizing sequences (τn)n≥0 of stopping times if necessary (and repeating the
reasoning with τ replaced by τ ∧ τn). Consequently, EI1 = 0. To deal with I2, note
that by (3.5) and the assumption (1.6), we have∫ t
0+
U δx(Zs)dAs ≤
∫ t
0+
U δx(Zs)
2δ +Xs
XsdAs ≤
∫ t
0+
U δx(Zs)
2δ +Xs
d− 1
2
d[X,X ]s
and, similarly,∫ t
0+
U δy (Zs)dBs ≤
∫ t
0+
U δy (Zs)
2δ + Ys
d− 1
2
d[Y, Y ]s + 2δ
∫ t
0+
U δy (Zs)
2δ + Ys
dBs.
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Hence I2 + I3/2 ≤ J1/2 + J2, where
J1 =
∫ t
0+
[
U δxx(Zs) +
(d− 1)U δx(Zs)
2δ +Xs
]
d[X,X ]s
+ 2
∫ t
0+
U δxy(Zs)d[X,Y ]s +
∫ t
0+
[
U δyy(Zs) +
(d− 1)U δy (Zs)
2δ + Ys
]
d[Y, Y ]s,
J2 =
∫ t
0+
2δU δy (Zs)
2δ + Ys
dBs.
Let us approximate the integrals in J1 by discrete sums and use (3.6) to obtain
J1 ≤
∫ t
0+
w(Zs)d([X,X ]s − [Y, Y ]s) ≤ 0,
by virtue of the differential subordination and the fact that w is nonpositive. We
refer the reader to Wang [41, p. 533] for a detailed explanation of this step. To deal
with J2, note that if Ys ≥
√
δ, then
2δU δy (Zs)
2δ + Ys
≤ 2
√
δ · sup
(0,K+2]×(0,K+2]
Uy,
while for Ys <
√
δ,
2δU δy (Zs)
2δ + Ys
≤ sup
(0,K+2]×(0,2δ]
Uy.
Since limy→0 Uy(x, y) = 0 uniformly for x ∈ (0,K + 2], we see that the integrand
in J2 converges to 0 as δ → 0. Hence so does J2, since Bt ≤ K by the definition of
τ . Summarizing, if we take expectation of both sides of (3.9), we obtain
EV δ(Zt) ≤ EU δ(Zt) ≤ EU δ(Z0) + κ(δ),
with κ(δ) = o(1) as δ → 0. We have |Zt| ≤ K + 4δ ≤ K + 2 and the functions
U , V are continuous. Thus, letting δ → 0 and applying Lebesgue’s dominated
convergence theorem, we get EV (Xτ∧t, Yτ∧t) ≤ EU(X0, Y0). However, as one easily
checks, we have U(x, y) ≤ 0 for y ≤ x: this is equivalent to z0 ≥ 0 for p ≤ 2 and
to z0 ≤ 0 for remaining p. Consequently, EU(X0, Y0) ≤ 0 in view of the differential
subordination and hence
EY pτ∧t ≤ Cpp,dEXpτ∧t ≤ Cpp,d||X ||pp.
It suffices to let K → ∞ and then t → ∞ to complete the proof, by virtue of
Lebesgue’s monotone convergence theorem. 
Proof of (1.9) and (1.10). This follows immediately from (1.8). See Introduction
to see how analytic martingales and stopped Bessel processes are related to non-
negative submartingales satisfying (1.6). 
The sharpness of (1.8), (1.9) and (1.10). It suffices to show that the constant Cp,d
is the best in (1.10). We shall restrict ourselves to the stopped Bessel processes R,
S of the form (2.1), starting from 1. First, suppose that p < 2. We have z0 > 0 by
Lemma 2.3 (iii). Fix a ∈ (0, z0) and recall τa, the stopping time defined in (2.8).
We have shown in Lemma 2.2 that τa ∈ Lp/2 and that (2.13) is valid. Therefore,
letting a ↑ z0 gives the optimality of Cp,d. The same reasoning proves that (1.10)
and hence also (1.8) do not hold with any finite constant when p + d ≤ 2. If
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p = 2, then Cp,d = 1, so the choice τ = 0 gives equality in (1.10). Finally, suppose
that p > 2. We will switch the roles R and S, and prove that for any C < Cp,d
there is a stopping time such that ||Rτ ||p ≥ C||Sτ ||p. Let −1 < b < a < z0. We
make use of the following two-step procedure: first we let (R,S) drop to the line
y = 1+b1−bx and then let it rise to the line y =
1+a
1−ax. To be more precise, observe
that P(τb ≤ 1) > 0: the process ((Rt, St))t∈[0,1] reaches the line y = 1+b1−bx with
positive probability. Define τ = 1 if τb > 1 and
τ = inf
{
t > τb : St =
1− a
1 + a
Rt
}
if τb ≤ 1. By the strong Markov property and the reasoning from the proof of
Lemma 2.2, we have
E(Spτ |τb ≤ 1) =
(
1 + a
1− a
)p
E(Rpτ |τb ≤ 1)
and the expectations tend to ∞ as a→ z0. On the other hand, we have
ESpτ1{τb>1} = ES
p
11{τb>1} ≤ ESp1
and therefore
||Rτ ||p ≥ 1− a
1 + a
||Sτ1{τb≤1}||p
≥ 1− a
1 + a
||Sτ ||p − 1− a
1 + a
||Sτ1{τb>1}||p
≥ 1− a
1 + a
||Sτ ||p − 1− a
1 + a
||S1||p.
Now fix ε > 0. If a is sufficiently close to z0, then
1− a
1 + a
||S1||p ≤ ε||Sτ ||p
and hence
||Rτ ||p ≥
(
1− a
1 + a
− ε
)
||Sτ ||p.
This proves the optimality of the constant Cp,d. 
4. Analytic Functions on C and Smooth functions on Rn
As discussed in the introduction, the inequality for conformal (analytic) martin-
gales in this paper and those in [9, 10] are motivated by the martingale study of the
norm of the Beurling-Ahlfors operator. However, conformal martingales have been
extensively studied in the literature (see [23] for example) as they arise naturally
from the fundamental theorem of P. Le´vy which asserts that the composition of
2-dimensional Brownian motion with an analytic function in the plane is a time
change of 2-dimensional Brownian motion. We recall here the classical setting in
the unit disc. Let D = {z ∈ C : |z| < 1} be the unit disc in the plane and suppose
that F : D → C is an analytic function with the representation F (z) = u(z)+ iv(z)
where u and v are conjugate harmonic functions. If B is Brownian motion in the
disc and τD = inf{t > 0 : Bt /∈ D}, then
(4.1) Xt = F (BτD∧t) = u(BτD∧t) + iv(BτD∧t)
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is a conformal martingale in R2 (identified here with C). This follows directly from
the Itoˆ formula); see [20] or [38, p. 177]. The quadratic variation process of the
martingale X is given by
(4.2) [X,X ]t =
∫ τD∧t
0
|∇u(Bs)|2ds+
∫ τD∧t
0
|∇v(Bs)|2ds = 2
∫ τD∧t
0
|∇u(Bs)|2ds,
where we used the fact that |∇v| = |∇u|, by the Cauchy–Riemann equations. Of
course, [X,X ] here can also be written simply in terms of |F ′|2 rather than |∇u|2.
For any 0 < p <∞, the classical Hp-norm of the analytic function is defined by
(4.3) ‖F‖Hp =
[
sup
0<r<1
1
2pi
∫ 2pi
0
|F (reiθ)|p dθ
]1/p
.
We have the following which is an immediate consequence of Corollary 1.5.
Theorem 4.1. If F1(z) = u1(z) + iv1(z) and F2(z) = u2(z) + iv2(z) are analytic
functions in the unit disc D with |F2(0)| ≤ |F1(0)| and |F ′2(z)| ≤ |F ′1(z)| for all
z ∈ D, then for any 0 < p <∞,
(4.4) ‖F2‖Hp ≤ Cp,2‖F1‖Hp .
Remark 4.1. The very interesting question arises here as to whether the constant
Cp,2 is optimal. Unfortunately, we have not been able to answer it, however, we
strongly believe that this inequality is not sharp, except for the trivial case p = 2.
One may replace the unit disc above with any domain in the complex plane and
modify the definition of the Hp norm to be with respect to the harmonic measure
and obtain a similar inequality. We leave this to the reader. Here we state a more
general inequality for smooth functions in Rd satisfying a subordination condition
which arises from the submartingale condition (1.6). Suppose that D is an open
subset of Rn, where n is a fixed positive integer, and assume that 0 ∈ D. Let D0
be a bounded subdomain of D with 0 ∈ D0 and ∂D0 ⊂ D. Let µD0 denote the
harmonic measure on ∂D0 with respect to 0. Consider two real-valued C
2 functions
u, v on D, satisfying
(4.5) |v(0)| ≤ |u(0)|.
Following [15], v is differentially subordinate to u if
(4.6) |∇v(x)| ≤ |∇u(x)| for x ∈ D.
Let us assume further that there is d > 1 such that
(4.7) u(x)∆u(x) ≥ (d− 1)|∇u(x)|2 and v(x)∆v(x) ≤ (d− 1)|∇v(x)|2
for all x ∈ D. In what follows,
||u||p = sup
[∫
∂D0
|u(x)|pµD0(dx)
]1/p
,
where the supremum is taken over all D0 as above.
The condition (4.7) appears naturally while studying a Stein-Weiss system of
harmonic functions. Let uj, j = 0, 1, 2, . . . , n, be harmonic functions given on an
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open subset of R×Rn, taking values in a certain separable Hilbert space. Assume
that they satisfy the generalized Cauchy-Riemann equations
n∑
j=0
∂uj
∂xj
= 0 and
∂uj
∂xk
=
∂uk
∂xj
for all j, k ∈ {0, 1, 2, . . . , n}. Let F stand for the vector (u0, u1, . . . , un) and fix
q > (n− 1)/n. Then the function u = |F |q satisfies the left inequality in (4.7) with
d = 2− n−1nq > 1. To see this, we easily compute that
|∇|F |q|2 = q2|F |2q−4
n∑
j=0
(
∂F
∂xj
· F
)2
and
∆|F |q = q|F |q−4

(q − 2) n∑
j=0
(
∂F
∂xj
· F
)2
+ |F |2|∇F |2

 .
It suffices to apply the estimate
n∑
j=0
(
∂F
∂xj
· F
)2
≤ n
n+ 1
|F |2|∇F |2
(see page 219 in Stein [39]) to obtain
|F |q∆|F |q ≥
(
1− n− 1
nq
)
|∇|F |q|2.
Theorem 4.2. If u, v are nonnegative subharmonic functions satisfying (4.5),
(4.6) and (4.7), then for any (2− d)+ < p <∞,
||v||p ≤ Cp,d||u||p.
Proof. Pick any D0 as above. Obviously, we will be done if we show that
(4.8)
[∫
∂D0
|v(x)|pµD0(dx)
]1/p
≤ Cp,d
[∫
∂D0
|u(x)|pµD0(dx)
]1/p
.
Let B = (Bt)t≥0 be a Brownian motion in R
n, starting at 0, and let τD0 = inf{t ≥
0 : Bt /∈ D0}. Define Xt = u(BτD0∧t) and Yt = v(BτD0∧t) for t ≥ 0. From the Itoˆ
formula we see that X , Y are nonnegative submartingales with the corresponding
Doob-Meyer decompositions given by
Xt = u(0) +
∫ τD0∧t
0+
∇u(Bs) · dBs + 1
2
∫ τD0∧t
0+
∆u(Bs)ds,
Yt = v(0) +
∫ τD0∧t
0+
∇v(Bs) · dBs + 1
2
∫ τD0∧t
0+
∆v(Bs)ds.
Therefore, the assumptions (4.5) and (4.6) imply that Y is differentially subordinate
to X , while (4.7) yields (1.6). Consequently, by (1.8), we have
||v(BτD0 )||p ≤ Cp,d||u(BτD0 )||p,
which is equivalent to (4.8) since the distribution of BτD0 is µD0 . The proof is
complete. 
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