We are interested in both the global exact controllability to the trajectories and in the global exact controllability of a nonlinear Korteweg-de Vries equation in a bounded interval. The local exact controllability to the trajectories by means of one boundary control, namely the boundary value at the left endpoint, has already been proved independently by L. Rosier and by O. Glass and S. Guerrero. We first introduce here two more controls: the boundary value at the right endpoint and the right member of the equation, assumed to be x-independent. Then we prove that, thanks to these three controls, one has the global exact controllability to the trajectories, for any positive time T . Finally, introducing a fourth control on the first derivative at the right endpoint, we get the global exact controllability, for any positive time T .
Introduction
Let T , L > 0. The first Korteweg-de Vries (KdV) control system we are interested in is the following one y t + y x + y xxx + yy x = u(t), (t, x) ∈ (0, T ) × (0, L), (1) y(t, 0) = v 1 (t), y(t, L) = v 2 (t), t ∈ (0, T ), (2) y x (t, L) = 0, t ∈ (0, T ), (3) where, at time t ∈ [0, T ], the state is y(t, .) : [0, L] → R and the controls are v 1 (t), v 2 (t) and u(t) ∈ R.
The second control system we consider here consists in (1), (2) and y x (t, L) = w(t), t ∈ (0, T ), (4) where, at time t ∈ [0, T ], the state is y(t, .) : [0, L] → R and the controls are v 1 (t), v 2 (t), w(t) and u(t) ∈ R. Equation (1), which is a well known example of nonlinear dispersive partial differential equation, has been introduced by D. Korteweg and G. de Vries in [19] and describes the evolution of long water waves in a canal of rectangular cross section. Numerous other applications of the KdV equation have also been found, justifying its intense study. One can cite for example various domains of science concerned with solids, liquids, gazes or plasmas (see e.g. [14] and [29] ).
Before coming into the details of the problems we are concerned with, that is, the global exact controllability to the trajectories of the control system (1)-(3) and the global exact controllability of the control system (1), (2) , (4) , for any time T > 0, let us recall previous works which deal with the controllability of a nonlinear KdV equation in the special case where u := 0.
Let us begin with the case where one is allowed to use only one control. More precisely, let us consider the following KdV control system (5) y t + y x + y xxx + yy x = 0, (t, x) ∈ (0, T ) × (0, L), y(t, 0) = 0, y(t, L) = 0, y x (t, L) = w(t), t ∈ (0, T ), where, at time t ∈ [0, T ], the state is y(t, .) : [0, L] → R and the control is w(t) ∈ R.
-In [23] , L. Rosier proves that there actually appears a set of critical lengths for the spatial domain,
which plays a major role in the controllability of (5) . He proves using multipliers technique, Hilbert Uniqueness Method and a fixed point theorem that the control system (5) is locally exactly controllable in L 2 (0, L) around the origin provided that L / ∈ N . He also proves that if L ∈ N , then the linearized control system of (5) around the origin, which is y t + y x + y xxx = 0, (t, x) ∈ (0, T ) × (0, L), y(t, 0) = 0, y(t, L) = 0, y x (t, L) = w(t), t ∈ (0, T ),
is not exactly controllable in L 2 (0, L), because of the existence of a finite dimensional subspace M ⊂ L 2 (0, L), unreachable for the linear system. -In [12] , J.-M. Coron and E. Crépeau perform a power series expansion to deal with the nonlinearity to prove the exact local controllability of the control system (5) in L 2 (0, L), around the origin, in the case where dim M = 1. -In [2] , E. Cerpa uses the same method to prove it for a sufficiently large time in the case where the subspace M previously mentionned is two-dimensional. -Then, E. Cerpa and E. Crépeau have recently obtained in [3] the same result for any critical domain.
-Finally, L. Rosier in [26] and O. Glass and S. Guerrero in [17] prove a result of local exact controllability to the trajectories for the following control system y t + y x + y xxx + yy x = 0, (t, x) ∈ (0, T ) × (0, L), y(t, 0) = h 1 (t), y(t, L) = 0, y x (t, L) = 0, t ∈ (0, T ).
In the case where one is allowed to use more than one control, L. Rosier points out in [23] that the following control system
is locally exactly controllable in L 2 (0, L) around the origin whatever T and L are. -In [30] , B.-Y. Zhang proves that the control system
is exactly controllable in a neighborhood of a given smooth solution of the KdV equation, in H s (0, L), for any s ≥ 0. -O. Glass and S. Guerrero prove in [17] the local exact controllability of the following control system
-Finally, L. Rosier proves in [24] the global exact controllability of (KdV) by means of only boundary controls, that is the global exact controllability of the following control system
holds true for a (possibly large) time depending on the initial and final states. However, the question of the existence of a minimal time for the global exact controllability of this last control system remains open.
Let us now talk about the problem we are concerned with. As one shall see, we want to study an initial boundary value problem for the KdV equation posed in a bounded interval with nonhomogenous boundary conditions. Our aim is first to prove a global exact controllability to the trajectories result of the KdV equation for any time T > 0, when three controls are acting over the system. These three controls are the two boundary values and the right member of the equation, assumed to be constant with respect to the space variable. Then we want to deduce from this result the global exact controllability of the KdV equation when we have four controls. These controls are the three controls previously mentionned plus the first derivative at the right endpoint.
The precise results are the following.
vanishing on a neighborhood of 0 and T such that there exists a unique
and
Theorem 2 For any T , L > 0, for any y 0 and y T ∈ L 2 (0, L), there exist
there exists w ∈ L 2 (0, T ) and there exists u ∈ C ∞ ([0, T ]) vanishing on a neighborhood of 0 and T such that there exists a unique
, (4), (6) and
The introduction of the control u(t) in the right member of the equation has two motivations. The first one has already been mentionned. This is the fact that the existence of a minimal time for the global exact controllability of (KdV) by means of only boundary controls is still an open problem. The second one is that thanks to this control u(t), we had obtained global exact controllability results for both the nonviscous and viscous Burgers equations (see [5] and [6] ).
Let us finally conclude this part with a brief description of our strategy to prove Theorem 1 and Theorem 2. Firstly, we point out that the global null controllability of the control system (1), (2),(4) implies its global exact controllability. Hence, Theorem 2 is nothing but a consequence of Theorem 1. Then it only remains to prove Theorem 1. To prove such a global controllability result for the (1)- (3), one may want to use the controllability of the linearized control system around the origin, that is, the controllability of the following control system
But in this way, one only obtains a local controllability result for the nonlinear control system (see [17] ). (See Figure 1 .) Consequently our idea is to reduce the proof of Theorem 1 to proving an approximate controllability result in the case of smooth initial and final datas (part (2) on Figure 2 ). To this aim, we use two different properties of a nonlinear KdV equation. The first one is a smoothing effect that has already been mentionned by T. Kato in [18] and L. Rosier in [23] . (It corresponds to the part (1) on Figure 2 .) The second one is the local exact controllability result proved by O. Glass and S. Guerrero in [17] (part (3) on Figure 2 ). The key point to prove such an approximate controllability result is to consider the linear term y x + y xxx as perturbative compared to the quadratic term yy x . We thus want to use the controllability of the nonviscous Burgers equation to obtain controllability results for the KdV equation. This idea is inspired by the papers [9] [4, 21, 22, 25, 27, 28] and the references therein.
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Well-posedness results and smoothing effect
In this section, we recall some existence and uniqueness results, as well as a regularity property for the KdV equation that we shall use later.
Well-posedness results for the Cauchy problem without internal force
We consider the following Cauchy problem
Let us first remark that if y is a smooth solution of (9), then its initial conditionỹ and its boundary values have to satisfy some compatibility conditions, which are:
where the functionsỹ k , k ∈ N, are defined iteratively as follows
From now on, for any r ∈ R, we denote by [r] the unique integer such that
If we consider the global well-posedness of (9) in H s (0, L), s ≥ 0 given, it comes the following s-compatibility conditions.
Remark 5 Observe that our assumptions on h j , j = 1, 2, 3 imply that -for any s > 1/2, h (0) makes also sense.
Let ǫ > 0. Let us now define
We have the following result.
Theorem 6 [1, Theorem 1.3 page 1396] For any s ≥ 0, for any T , L > 0 and for any s-
Smoothing effect
As a consequence of Theorem 6, one has the following result (see [18] and [23] for similar results). (9) with (ỹ, h) := (y 0 , 0, 0, 0) satisfies the following property
Proof of Proposition 7. From Theorem 6, there exists a unique
solution of (9) with (ỹ, h) := (y 0 , 0, 0, 0). The fact that
implies that for almost every t ∈ [0, T ],
Thus, one can find t 0 ∈ (0, T /4) such that
We now apply Theorem 6 on the interval of time [0, T − t 0 ] with the initial conditioñ
and the boundary values (h 1 (t), h 2 (t), h 3 (t)) := (0, 0, 0) which are obviously 1-compatible. We obtain the existence and the unicity of (13) for any t ∈ (0, T − t 0 ). From the fact that
and that y 2 satisfies (9), we get that
Hence, using interpolation results (see, for example, [20, Theorem 9.6 page 49]),
Consequently, the equalities (12) and (13) hold in and homogeneous boundary conditions, we get that for any t ∈ [0, T − t 0 ] and for any x ∈ [0, L],
and the following regularity property for y
We apply the same method three more times and Proposition 7 follows immediatly.
Remark 8
One can see that one actually obtains that for any l ∈ N * , there exists 0 < η l < T /4 such that
Well posedness result for the Cauchy problem with an internal force
Let us now consider the following problem
One can prove in a way similar to the proof of Theorem 6 the following result (see the Appendix for a sketch of the proof).
Moreover, its solution y satisfies the following hidden regularity property
Let us recall that the hidden property above was first proved by L. Rosier in [23] .
3 Proofs of Theorem 1 and Theorem 2
Null controllability
Let us begin with the following lemma.
Lemma 10 Theorem 2 holds if the control system (1), (2) , (4) is globally null controllable in arbitrary time T > 0, i.e. if for any T , L > 0 and any y 0 ∈ L 2 (0, L), one can reach the origin from y 0 in time T .
Proof of Lemma 10. This comes from the fact that (1) is time-reversible. Indeed, let us fix
vanishing on a neighborhood of 0 and T /2, there exist v 1y , v 1z , v 2y and v 2z ∈ H 1/2−ǫ (0, T /2) and there exist w y , w z ∈ L 2 (0, T /2) such that
Lemma 10 follows easily by defining
As a consequence of Lemma 10, we just need to prove the global null controllability of the control system (1), (2), (4) instead of its global exact controllability. Hence Theorem 2 is a consequence of Theorem 1. We are now going to recall a local exact controllability result which will allow us to reduce the proof of the global null controllability of the control system (1)-(3) to the proof of a global approximate controllability result.
Local exact controllability to the trajectories
Let us recall the following local exact controllability result, due to O. Glass and S. Guerrero (see [17]).
Proposition 11 Let us considerŷ
Then there exists R > 0 such that, for anyỹ 0 satisfying
We are now able to prove Theorem 1.
Proof of Theorem 1.
Let us assume, for the moment being, that the following main proposition holds.
Proposition 12
For any M > 0, there exists K > 0 and there exists δ 1 > 0 such that, for any 0 < δ ≤ δ 1 and any
there exists u ∈ C ∞ ([0, δ]) vanishing on a neighborhood of 0 and δ and there exist v 2 1 and v
Let us now prove the global exact controllability to the trajectories of the control system
where R is as in Proposition 11. Let now
be the solution of problem (9) with (ỹ, h) := (y 0 , 0, 0, 0).
From Proposition 7,
From now on, we denote bŷ
Then let M :=M , whereM is defined by (23). Let
where R is as in Proposition 11 and where δ 1 and K are as in Proposition 12. From Proposition 12, (23) and (24), there exists u ∈ C ∞ ([0
of (20) and Then we define Y , U , V 1 and V 2 by
It is easy to see that
vanishes on a neighborhood of 0 and T and
and hence the proof of Theorem 1 is complete.
Proof of Proposition 12.
Let We have the following lemma.
Lemma 13 There exists C > 0 such that, for any M > 0, there exists δ 1 > 0 such that, for any z 0 , z 1 ∈ C 3 ([0, L]) which satisfy (18) and (19) and for any δ ∈ (0, δ 1 ], there exists
where
For the proof, we refer to [6] , where we study the case of C 2 -functions. It relies on the return method which has been introduced by J.-M. Coron in [7] and used by him in [8, 10] and by O. Glass in [15, 16] (18) and (19) . Let C and δ 1 be as in Lemma 13. From Theorem 9, for any δ ∈ (0, δ 1 ], there exists a unique
Let M > 0 and let
where a δ is defined in Lemma 13. We define for any δ ∈ (0, δ 1 ],
Let us now assume, for the moment being, that the following lemma holds.
Lemma 14 For any
which satisfy (18) and (19), for any δ ∈ (0, δ 1 ] and any t ∈ (0, δ],
where R δ is defined by (30).
Let us now prove Proposition 12. Let K be as in Lemma 14. Then for any δ ∈ (0, δ 1 ] and any (18) and (19), it comes from the third line of (27) , (30) and (31) applied for t = δ and the fact that a δ (δ) = 0, that
This ends the proof of Proposition 12.
It only remains to prove Lemma 14.
Proof of Lemma 14. Let C and δ 1 be as in Lemma 13. Let (18) and (19) . We need to evaluate R δ (t, .), for δ > 0 small enough and 0 < t ≤ δ. Let also 0 < δ ≤ δ 1 . It comes from (27) , (29), (30) and the fact that a δ (0) = 0, that
We multiply (32) by 2R δ and integrate on (0, L).
One easily obtains
and the following estimates
Hence, using (28), (36) and the previous estimates, we get
where C and M are as in Lemma 13. Using (35), the last inequality and classical arguments on ordinary differential equations, we get the existence of C and K 1 > 0 such that, for any z 0 , z 1 which satisfy (18) and (19) , for any δ ∈ (0, δ 1 ] and any t ∈ (0, δ],
Consequently, there exist K 2 > 0 such that, for any z 0 , z 1 which satisfy (18) and (19) 
This ends the proof of Lemma 14.
APPENDIX
This part is devoted to the proof of Theorem 9. This proof is similar to the proof of the well-posedness of (9) that one can find in the paper [1] of J. L. Bona, S. M. Sun and B.-Y. Zhang. It consists in three parts. First we recall some estimates for the solution of the linearized system around 0, with (non)homogeneous boundary conditions, and with or without an internal force.Then, using these estimates, we prove the local well-posedness of (14) and finally the global well-posedness of this system will follow thanks to a global a priori H 1 estimate.
A Linear estimates
Let us first consider the following Cauchy problem
Let A be the linear operator defined by 
) and satisfies, for any t ≥ 0,
We now consider the following nonhomogeneous linear problem
The Cauchy problem (38) can be written in terms of the operator A,
We have the following proposition. 
is called a mild solution of (38). Moreover,
Let us finally consider the following non-homogeneous boundary value problem (39)
From now on, for given T > 0 and s ≥ 0, we define the space
endowed with the norm
where h = (h 1 , h 2 , h 3 ). We also define the space
endowed with its usual product topology and the space
where we define the norm
The following proposition asserts the well-posedness of (39) in Y 0,T in the case where φ := 0.
Proposition 17 [1, Theorem 2.10 page 1412] For any h = (h 1 , h 2 , h 3 ) ∈ H 0 , the Cauchy problem (39) with φ := 0 admits a unique solution y(t, x) = (W b (t) h)(x) which belongs to the space
B Local well-posedness of (14)
Let us begin this section with a useful lemma whose obvious proof is omitted.
Lemma 18
There exists a constant C such that for any T > 0 and y, z ∈ Y 0,T ,
The main result of this section is the following.
unique solution y ∈ Y 0,T * . Moreover, for any T ′ < T * , there exists a neighborhood U of (φ, h) in X 0,T such that (14) admits a unique solution in the space Y 0,T ′ for any (ψ, h 1 ) ∈ U and the corresponding solution map from U to Y 0,T ′ is Lipschitz continuous.
Proof of Theorem 19. We first prove the existence of solutions to the Cauchy problem (14) . We write (14) in its integral form
, let r > 0 and θ > 0 be constants to be determined. Let
The set S θ,r is a closed, convex and bounded subset of Y 0,θ and consequently a complete metric space in the topology induced from Y 0,θ . We define the map Γ on S θ,r by
Then it follows immediatly from the estimates given in the previous section and Lemma 18 that for every z ∈ S θ,r ,
We thus choose r > 0 and θ > 0 such that
and consequently
Thus with such r and θ, Γ maps S θ,r into S θ,r . One can also prove with the same inequalities that
The existence of solutions to the Cauchy problem (14) follows by using the Banach fixed point theorem.
We now prove the uniqueness of the mild solution of our nonlinear KdV equation. We follow the strategy J.-M. Coron and E. Crépeau used in [12] . Let us assume that for given
, there exist 0 < T ′ ≤ T and two different solutions y and z of (14) 
, is a mild solution of 
(We first obtain the previous equality in the case where y and z are assumed to be smooth enough and we then use a density argument to obtain it in the general case.) Writing
, one easily obtains the existence of a positive constant C 1 depending only on L and such that
Thus,
We now recall the following useful lemma. 
Consequently, if we use Lemma 20 with both a := min{(
Thus, by (44), (45), (46), (48) and (49), there exists
The uniqueness of the mild solution of our Cauchy problem then follows by using Gronwall's inequality and the fact that ∆(0, .) = 0.
C Global well-posedness of (14)
We first define the space
Since we already have a local well-posedness result, we only need to prove the following a priori estimate for any solution of (14) .
, for any 0 < T ′ ≤ T and for any solution y ∈ Y 0,T ′ (which was introduced in (40)) of (14) ,
Proof of Lemma 21. From now on, C will denote a positive generic constant which may change from line to line but only depends on L. Let us first assume that (
One easily sees that z satisfies the following problem
Let us multiply the first equation in (50) by z and integrate on (0, L). First, from the fact that
and (50) we get the following estimates
We get that
for any t ≥ 0 and we conclude by using the facts that (h 1 , h 2 ,
, that f ∈ L 1 (0, T ; L 2 (0, L)) and using a Gronwall's inequality. That is, we obtain the existence of C 1 > 0 only depending on L and such that |z| L ∞ (0,T ′ ;L 2 (0,L)) ≤ C 1 exp((T + 1)(|(φ, h)| Z0,T + |f | L 1 (0,T ;L 2 (0,L)) )). (51) Hence, it remains to prove a similar inequality for |z x | L 2 (0,T ′ ;L 2 (0,L)) in order to end the proof of Lemma 21. We use the same multiplier that L. Rosier introduced in [23] . More precisely, we multiply the first equation of (50) by xz and integrate by parts on (0, L). It comes that,
Moreover,
where δ is any positive constant to be chosen later. Finally, from the fact that (h 1 , h 2 ,
0, L)) and from (50), we obtain the following inequalities
((L − x)h 1 (t) + xh 2 (t))(−h 1 (t) + h 2 (t))xz(t, x)dx
Then, if we plug these inequalities into (52) and if we take δ := 3 √ L , we get that
From the fact that (h 1 , h 2 , L) ), using (51) and a Gronwall's inequality, we get the existence of C 2 > 0 only depending on L and such that 
