Introduction
We continue our investigations into complex and p-adic variants of H. M. Stark's conjectures [St] for an abelian extension of number fields K/k. We have formulated versions of these conjectures at s = 1 using so-called 'twisted zeta-functions' (attached to additive characters) to replace the more usual L-functions. The complex version of the conjecture was given in [So3] . In [So4] we formulated an analogous p-adic conjecture in the case where K is a (totally) real ray-class field over k, as well as a third 'combined' version that related the two previous ones in this case. (For numerical verification of the combined conjecture, see [R-S] ). All these conjectures are stated in terms of group-ring-valued regulators similar to those used in [Ru] to formulate fine 'integral' variants of Stark's conjectures at s = 0.
In Section 2 of the present paper we restate all three versions of the conjectures mentioned above (designated respectively C1, C2 and C3) in the context of an essentially arbitrary, real abelian extension K/k. However, we give only the most 'basic' forms of these conjectures i.e. without any integrality conditions on their solutions, since these conditions are of little direct concern to us in the present paper. (See, however, Remarks 3.3 and 6.1). Instead, our aimintroduced in Section 3 -is to focus on a new aspect of Stark's Conjectures: under suitable conditions both C1 and C2 predict the existence of 'special' elements in the rth exterior power of Q ⊗ Z E(K) over the group-ring QGal(K/k) (where r := [k : Q] and E(K) denotes the unit group of K). We consider the possible behaviour of these elements as K varies in a cyclotomic Z p -tower K ∞ = ∞ n=0 K n . More specifically, under the additional hypothesis that p is unramified in k we formulate a property 'P 1' which requires, roughly speaking, that there exist solutions of the complex conjecture C1 for all K n /k, n ≥ 1, all coming from a single element η of a module r QE ∞ , which is the exterior power over QGal(K ∞ /k) of the norm-coherent sequences of (global) units in the tower (tensored with Q). Property use the theory of p-adic measures and results of Deligne and Ribet on the analytic behaviour of p-adic L-functions attached to characters of Gal(K n /k). Global Gauss sums intervene in relating the p-adic L-functions to our p-adic twisted zeta-functions, so the proof also requires a rather intricate comparison between these sums and a certain product of local Gauss sums that appears naturally elsewhere. (It should be possible to avoid all Gauss sums by using the twisted zeta-functions directly. However, since their p-adic behaviour is less well-understood that of L-functions, we have so far done this only for certain classes of real-quadratic k, using different methods coming from [So1] .)
Finally, in Section 6 we show how P 1 and P 2 can be weakened by 'enlarging' r QE ∞ to Q p ⊗ Zp r U
∞ . where, U
∞ is the module of norm-coherent sequences of p-semilocal units in the tower and the exterior power is taken over the appropriate completed p-adic groupring. Thus, for example, P 2 weakens P 2 by assuming only that there exists an element η ∈ Q p ⊗ Zp r U
∞ whose projection to the nth level is in the module of exterior powers of global units of K n for all n and that this projection is also a solution of C2 for K n /k if n ≥ n 2 . The higher regulatorsŘ t,n 'extend' to Q p ⊗ Zp r U
∞ and the same methods as in the preceding sections show that the weaker existence hypothesis P 2 implies the weaker conclusion that there is exists an elementη ∈ Q p ⊗ Zp r U
∞ which is global at each finite level and satisfies the special value conjectures at all s ∈ Z and n ≥ n 2 (namely,η is the element satisfying P 2).
Some Notation: For the rest of this paper we fix the totally real number field k considered as contained inQ ⊂ C. In addition to the above notations, we shall write O for the ring of integers of k, d k ∈ N for its absolute discriminant and S ∞ for the set of its infinite places. The latter may be identified with the (real) embeddings of k intoQ which we denote τ 1 , . . . , τ r and for each i = 1, . . . , r we fix once and for all an elementτ i ∈ Gal(Q/Q) extending τ i . For any m ∈ Z ≥1 we write µ m for the group of all mth roots of unity inQ and ζ m for its specific generator exp(2πi/m).
Basic Conjectures
We start by restating Conjectures 3.1, 3.2 and 3.3 of [So4] , referring to ibid. for many of the details. First, recall the definitions of the functions Φ m,T and Φ m,T,p . Let m be a cycle for k, namely a formal product gz where g is a non-zero ideal of O and z is (the formal product of) a subset of S ∞ . The ray-class group and the ray-class field of k modulo m will be denoted Cl m (k) and k(m) respectively (thus k ⊂ k(m) ⊂Q). Let T be any finite subset of prime ideals of O. We defined in [So3, So4] Here σ c is the element of Gal(k(m)/k) associated to c by the Artin isomorphism and 'Z T (s; c · w 0 m )' is a twisted zeta-function depending on c. We emphasize that in the present context we are not assuming -as has been done in some similar ones -that g is 'prime to T ', i.e. that v p (g) = 0 ∀p ∈ T . We shall say that g is T -trivial if and only if it is a product -possibly empty -of distinct primes of T . Recall that Z T (s; c · w 0 m ) was defined by a Dirichlet series for Re(s) > 1 and that it (and hence also Φ m,T (s)) is closely related to the L-functions of the characters of Cl m (k) (see Proposition 2.1). Recall ([So4, Thm. 2.3] ) that Φ m,T (s) extends to a meromorphic function on C with at most a simple pole at s = 1 and is holomorphic in C iff g is not T -trivial.
The values of Φ m,T at non-positive integers lie in the group ringQGal(k(m)/k) (see [So4, Lemma 3.2] ). Under certain conditions they can be p-adically interpolated. Let p be any prime number. We shall use the following notation. Every x ∈ Z × p can be written uniquely as
where ω(x) is a root of unity in Z × p and x lies in 1 + pZ p (in 1 + 4Z 2 if p = 2). Let M(p) denote the set of integers m ∈ Z ≤0 such that m ≡ 1 (mod p − 1) ((mod 2) if p = 2). Let D(p) denote the p-adic disc 1 + 2Z p and D 0 (p) the punctured disc D(p) \ {1}. Let C p be a completion of an algebraic closureQ p of Q p . Now fix an embedding j :Q → C p and let it act on coefficients to define a homomorphism fromQGal(k(m)/k) to C p Gal(k(m)/k). We showed (see [So4, Thm./Def. 2 .1]) that if T contains the set T p of places of k dividing p, then then there exists a unique, p-adically continuous function Φ m,T,p = Φ
is meromorphic on D(p) and even holomorphic there if g is not T -trivial. It is related to the p-adic L-functions which can be attached to the (totally) even characters of Cl m (k) and consequently depends only on g, not on the infinite part z of m. (See Proposition 2.1 for a more precise statement).
The 'basic' conjectures of [So4] concern the values Φ m,T (1) and Φ m,T,p (1) in the case where z is trivial so that k(m) = k(g) is a finite real abelian extension of k. Generally, we shall write K for such an extension (as in the introduction) and G for Gal(K/k). Given also a finite set S of places k containing S ∞ , we write U S (K) for the group of S-units of K. We define ZG-linear, logarithmic maps
K/k,S,p from the rth exterior power r QG QU S (K) (notated as an additive QG-module) into RG and C p G respectively by setting
In the case K = k(g), we write G g for Gal(k(g)/k) and let S(g) be the set of places of k dividing g together with the infinite ones. Conjecture 3.1 of [So4] then reads as follows
Note that the conditions of this conjecture already imply that Φ g,T (1) ∈ RG g (see Lemma 3.1 of [So3] ). A p-adic analogue (Conjecture 3.2 of [So4] ) can be formulated as
Finally, we also made a combined conjecture (Conjecture 3.3 in [So4] ): (1) and (2). In (1) and (2) the rational normalising factor 2 r /( p∈T Np) could of course be absorbed into η but it is more convenient to keep it. The dependence of η on T and the choices of theτ i -as well as its indepedence of j in (2) -are explained in § 3.2 of [So4] . In § 3.3 ibid. we examined the relations between these conjectures and Stark's original conjectures as well as the complex and p-adic variants given by the author, Rubin, Serre etc. (see [So3] , [Ru] , [Ta] . . . ). A refined version of Conj. C3(k, g, T, p) was formulated as Conjecture 3.6 of [So4] . This was the conjecture tested numerically in [R-S] (always with k quadratic and g prime to T = T p ). Now let K be a general finite, real, abelian extension of k with group G. The above conjectures generalise easily from the case K = k(g) by 'taking norms from the conductor field'. More precisely, if K ′ is any other such extension containing K, with G ′ := Gal(K ′ /k), we shall write π K ′ /K for the restriction G ′ → G, linearly extended to a homomorphism of grouprings. The norm homomorphism
, for which one checks easily that
. It can be determined by local analysis of ramification (see (24)). In particular, S(f(K)) equals S ram = S ram (K/k) which we define to be the set of finite places ramified in K/k (which are also those ramified in
For any T we denote by f ′ (K) and D ′ the prime-to-T parts of f(K) and D respectively (in the obvious sense) and define a function Φ K/k,T : C \ {1} → CG by setting
If p is a prime number and T contains T p then there exists a p-adically continuous function
Indeed such a function is clearly unique and given by
If f(K) is not T -trivial then Φ K/k,T and Φ K/k,T,p extend to holomorphic functions on C and D(p) respectively.
Remark 2.1 In [So3] a complex function Φ − K,m,T rather more general than Φ K/k,T was defined by a similar process, but without the factor N(f (5) has any effect on conjectures about values at s = 1. Both factors are introduced here for purposes of 'normalisation' and for conjectures at other integral values of s.
Conjecture C3(K/k, T, p) Under the conditions of C2(K/k, T, p) there exists a simultaneous solution η ∈ r QG QU Sram (K) of both (6) and (7). It will sometimes be convenient to use the phrase 'a solution of C1(K/k, T )' (resp. of C2(K/k, T, p)', resp. of C3(K/k, T, p)') to mean an element η of r QG QU Sram (K) satisfying (6) (resp. (7), resp. (6) and (7)). (6) implies (1). Similar arguments work for C2 and C3 with similar restrictions.
We record some basic notations and results to be used in investigating these conjectures.
Lemma 2.1 Suppose that K ′ ⊃ K as above and (for simplicity) that
Proof f(K ′ ) has the same prime factors as f(K) and is prime to T , so Theorem 3.2 and Remark 3.1 of [So3] give
Now apply π k(f(K))/K to both sides and use
For any profinite abelian group A we write A † for the group of (degree-1) complex characters of A which factor through some finite quotient of A. Any χ ∈ G † gives rise to a p-adic character by composition with j which, by abuse, will also be denoted χ. So also will the associated characters (complex or p-adic) of Gal(k(f(K))/k) and Cl f(K) (k), obtained from χ via π k(f(K))/K and the Artin map respectively. The conductor f(χ) of χ is that of the subextension K ker(χ) /k that it cuts out. Thus f(K) = hf(χ) for some integral ideal h. We write f ′ (χ) and h ′ for the prime-to-T parts so that f ′ (K) = h ′ f ′ (χ) and and h = h ′ h 0 where h 0 has support in T . We writeχ for the unique, complex or p-adic primitive character on Cl f(χ) (k) associated to χ andχ(a) for its value on the class of an ideal a which is prime to f(χ). If χ is complex then the Gauss sum g f(χ) (χ) ∈Q × defined in [So3, §6.4 ] will be denoted
). (Note that this is not independent of the choice of j.) With these conventions the following result relates
Proposition 2.1 Suppose that χ is complex and s ∈ C \ {1}, respectively χ is p-adic,
Proof This follows easily by Equations (4) and (5) from Theorem 2.2 and part (iv) of Theorem/Definition 2.1 of [So4] . 2
The behaviour of L-functions in a neighbourhood of s = 1 shows that the R.H.S. of (8) and (9) define analytic functions there whenever χ is not equal to the trivial character χ 0 or f(K) is not T -trivial. In particular, taking limits as s → 1, we obtain (8), (9), (10) and (11) For any χ ∈ G † we write e χ for the idempotent |G| −1 σ∈G χ(σ)σ −1 ∈ CG and for any S ⊃ S ∞ as above we set
(12) (Here G(q) denotes the decomposition subgroup of G associated to q. For the second equality, see [Ta, § §I.3, I.4] .) Then Proposition 2.1 shows that
In this case, we denote by e S,G,r (respectively e S,G,>r ) the sum of the idempotents e χ ∈ CG for those χ with r(S, χ) = r (respectively r(S, χ) > r). Clearly, r(S, χ) depends only on the Gal(Q/Q)-orbit [χ] of χ (so we write also r(S, [χ])). Hence e S,G,r is a sum of e [χ] 's where e [χ] := χ ′ ∈[χ] e χ ′ ∈ QG and similarly for e S,G,>r . In particular, e S,G,r and e S,G,>r are complementary idempotents of QG andẽ S,G,>r := |G|e S,G,>r lies in ZG. For any G-module A we let A [S,G,r] 
A on which the QG-action factors through the quotient ring e S,G,r QG = r(S, [χ] 
Proof One can deduce this lemma from the existence of a solution of C1(K/k, ∅) (cf. the proof of Proposition 3.8 (i) in [So4] ) and this would suffice for our applications. However, it also follows unconditionally from Remark 2, §1.6 of [Po1] . Indeed, the module C ⊗ Q ( r QG QU S (K)) [S,G,r] in our notation coincides with Popescu's '(C r U S,T ) r,S ' (the set T is irrelevant here and may be chosen conveniently). Moreover, the C-linear extension of our map R K/k,S coincides (up to sign) with Popescu's 'R W ' on C r U S,T provided we take his 'w i ' to be the places defined by ourτ i , for i = 1, . . . , r. Popescu's context is function-fields but his proof goes over to number fields without real change. Note also that the Lemma actually holds without the assumption S = S ∞ .
2
As we shall see later, if a solution of (6) exists then certain conditions imply that one exists in the subspace ( [Sram,G,r] and, using the above lemma, that such a solution is unique. The other interest of this subspace comes from the fact that every element is a Q-multiple of a wedge product of actual units of K (provided that S ram contains at least two finite places). More precisely, if ε ∈ E(K) = U S∞ (K) is such a unit then we shall writē ε for its image 1 ⊗ ε in QE(K) ⊂ QU S (K). The kernel of the map ε →ε is E(K) tor = {±1} and we have Lemma 2.3 Suppose that S contains at least two finite places. Then every element of ( r QG QU S (K)) [S,G,r] can be written 1 cε 1 ∧ . . . ∧ε r for some c ∈ N and ε 1 , . . . , ε r ∈ E(K) [S,G,r] .
But the condition on S shows that if r(S, χ) = r then χ = χ 0 so r(S ∞ , χ) also equals r. Hence G,r] ) and is free of rank r over [χ] G,r] . Consequently, every element of (
For the rest of this paper we fix an extension K/k with Galois group G, a prime number p and an embedding j :Q → C p all subject to the hypotheses of the previous section as well as the following conditions p = 2 (14)
S ram (K/k) contains at least one finite place not dividing p
and
Condition (14) will be convenient but not necessary in all that follows. Conditions (15) and (16) could possibly be weakened for this section but (16) anyway will need to be strengthened for the next. For n = 0, 1, 2, . . . let B n be the unique subfield of Q(µ p n+1 ) which is cyclic and of degree
Thus K n is a totally real abelian extension of k with group G n say. It is cyclic over K of degree dividing p n . We let K ∞ be n≥0 K n , the cyclotomic Z p -extension of K and write G ∞ for Gal(K ∞ /k). Let n 1 = n 1 (K, p) be the smallest integer n such that K n /Q is ramified at all primes above p. Thus n 1 = 0 or 1 and Condition (16) implies that the set S ram (K n /k) equals Σ = Σ(K/k, p) := S ram (K/k) ∪ T p for all n ≥ n 1 hence it contains at least two finite places by Condition (15). In particular, f(K n ) is not ∅-trivial, so Φ Kn/k,∅ is holomorphic and C1(K n /k, ∅) makes sense.
Lemma 3.1 Suppose n ≥ n 1 and η is a solution of C1(K n /k, ∅) then e Σ,Gn,r η is the unique solution lying in (
To show that e Σ,Gn,r η is also a solution, we must deduce that (17) also holds with e Σ,Gn,r η in place of η. But χ(R Kn/k (e Σ,Gn,r η)) is equal to χ(e Σ,Gn,r )χ(R Kn/k (η)) and hence to χ(R Kn/k (η)) or 0 according as r(Σ, χ) = r or r(Σ, χ) > r, and in the latter case, (13) shows that one also has χ(Φ Kn/k,∅ (1)) = 0, as required. It is clear that e Σ,Gn,r η lies in ( Gn,r] and the uniqueness follows from Lemma 2.2. 2
We shall be concerned primarily with the complex functions Φ Kn/k,∅ and Φ Kn/k,Tp (for n ≥ n 1 ) as well as the p-adic function Φ
Kn/k,Tp,p which interpolates Φ Kn/k,Tp . When no confusion is possible we shall abbreviate these three functions respectively as Φ n , Φ n,(p) and Φ n,p and similarly write R n and R n,p for R Kn/k,Σ and R
(j)
Kn/k,Σ,p . We write also V n for the Q-vector space Gn,r] for n ≥ n 1 , by Lemma 2.3. Let us assume that C1(K n /k, ∅) holds for all n ≥ n 1 . Lemma 3.1 implies that it has a unique solution in V 0 n , which we denote η n , so that 2
Observe that Lemma 2.3 also implies that for each n ≥ n 1 we have
Now, the sequence (η n ) n≥n 1 is coherent with respect to norms: Suppose n ≥ m ≥ n 1 and write N n/m and π n/m instead of N Kn/Km and π Kn/Km respectively. Then Equation (3) 
n and it is easy to see that r(Σ, χ) = r(Σ, χ • π n/m ). From this it follows without difficulty that π n/m (e Σ,Gn,>r ) = e Σ,Gm,>r . Thus the π n/m -semilinearity of N n/m gives e Σ,Gm,>r N n/m η n = N n/m e Σ,Gn,>r η n = 0. Therefore N n/m η n lies in V 0 n and by uniqueness it follows that N m/n η n = η m . In particular,
where the limits are taken with respect to the norm maps N n/m . The core idea of this paper is to investigate the consequences of a stronger hypothesis than (20) in which, very roughly speaking, one reverses the order of the functors lim ←− and r Q⊗ Z on the right hand side. Now, on the one hand lim
the primes above any finite prime q ∈ T p are inert and unramified in K ∞ /K N for some N = N(q)). On the other, the consequences we have in mind will require norm-coherent sequences of elements which are units locally at primes above T p . We therefore consider the existence of elements of
is treated as a module for the (uncompleted) group-ring QG ∞ . We shall writē ε for the image of an element ε ∈ E ∞ (K) in QE ∞ (K) and, for each n ≥ n 1 , we denote by β n the homomorphism from r QG∞ QE ∞ (K) to r QGn QE(K n ) (both notated additively) which sendsε 1 ∧ . . . ∧ε r toε 1,n ∧ . . . ∧ε r,n . For any K/k and p satisfying (14), (15) and (16) we formulate the
Remark 3.1 It is unclear at present whether we should expect this for every such pair (K/k, p), which is why we have called it a 'property' (that may or may not be possessed) rather than a conjecture.
Remark 3.2 Any η demonstrating P 1(K/k, p) may be written as a finite sum
where each c w is a positive integer and each ε
n implies that η n = β n (η) satisfies (19) for each n ≥ n 1 . However, the same assumption at the infinite level (namely that we may take W = 1 in (21)) appears to be a strict strengthening of P 1. We shall not consider it further here except to note that it does hold in all the cases with K/Q abelian so far considered (see Example 3.2 below).
Remark 3.3 Let us define the denominator of an element η ∈ r QGn QE(K n ) (for any n) to be the smallest positive integer d such that dη lies in the lattice which is the image of
n have bounded denominators as n increases. (Indeed, if η is given by (21) and demonstrates P 1(K/k, p), then for each n ≥ n 1 , the denominator of β n (η) clearly divides the l.c.m. of the c w 's.)
We consider some special cases of P 1(K/k, p).
Example 3.1 The Case k = Q. In this case r = 1, K is an abelian field and Condition (15) implies that f(
+ . For each n ≥ n 1 we let ε n = ε 1,n be the norm from Q(ζ fn )
[Σ, Gn, 1] and that if we takeτ =τ 1 = 1 ∈ Gal(Q/Q) then η n is a solution of C1(K n /Q, ∅). (See e.g. [So4, § 3.5] for the case in which K n equals Q(ζ fn ) + . The general case follows by 'taking norms'.) Now, is easy to check that the sequence (ε n ) n≥n 1 is norm-coherent (in fact, this coherence is already a consequence of (20), at least up to ±1). Therefore η := − 1 2 ⊗ (ε n ) n≥n 1 lies in QE ∞ (K) and η n = β n (η). So η demonstrates P 1(K/Q, p).
Example 3.2 The Case K/Q Abelian. This generalises the previous case inasmuch as it does not assume that k = Q. In this case, we shall use the methods of [Po2, §3] to sketch a proof that P 1(K/k, p) holds under (14), (15), (16) together with the additional hypothesis
This allows us to 'base change' from the previous example, using induction. Note first that the fixed, extended embeddingsτ i for i = 1, . . . , r (used to define the λ Kn/k,i for any n) form a set of coset representatives for Gal(Q/k) in Gal(Q/Q). For each n ≥ n 1 (K, p) the groupring CGal(K n /Q) may be considered as a free module over CG n = CGal(K n /k) with basis provided by {τ 1 | Kn , . . . ,τ r | Kn }. For any x ∈ CGal(K n /Q) we write det CGn (x) ∈ CG n for the determinant of multiplication by x and, to avoid confusion, we shall denote by η n (K/Q) and η(K/Q) respectively the elements η n ∈ QE(K n ) and η ∈ QE ∞ (K) described in the previous example. Using the fact that η n (K/Q) is a solution of C1(K n /Q, ∅) and calculating det CGn by means of the basis described above, we find easily that
for all n ≥ n 1 (provided that λ Kn/Q,1 is defined taking 'τ 1 for Q' to be 1, as in the previous example). On the other hand, it follows from [So3, Thm. 5 .1] that for n ≥ n 1 , the elements 1 2 Φ Kn/Q,∅ (1) and
(1) are equal respectively to the elements which would be denoted Θ ′ Kn/Q,S (0) and Θ (r) Kn/k,S ′ (0) in [Po2] , where S = Σ(K/Q, p) and S ′ = Σ(K/k, p). Condition (22) therefore puts us in the situation considered by Popescu and his Equation (3) implies that Θ
and (22) holds, an argument in [Po2] shows thatτ
. Hence it is a solution of C1(K n /k, ∅) whenever n ≥ n 1 and it follows immediately that τ
We have also verified P 1(K/k, p) in certain cases with K/Q abelian for which which (22) does not hold and it is quite possible that the latter hypothesis is in actually unnecessary. On the other hand, the author knows of no extension of real number fields K/k with K ⊂ Q ab and such that even the basic Stark Conjecture C1(K n /k, ∅) has been proven for infinitely many n, for some p. This makes it hard to construct further examples in which P 1 can be shown either to hold or to fail.
Our main object now is to study a p-adic analogue of property P 1(K/k, p), in which, roughly speaking, we replace C1(K n /k, ∅) by C2(K n /k, T p , p). We must therefore start by examining the passage from T = ∅ to T = T p for the complex conjecture C1 and this in turn requires a closer analysis of ramification above p in the extension K ∞ /k. Let L/F be a finite abelian field extension. If L and F are local fields and v ∈ [−1, ∞), we recall that G(L/F ) v denotes the vth ramification group (in the 'upper numbering', see [Se, Ch. IV] ). If L and F are number fields and p is a prime of
v of the completed extension. The upper numbering is preserved under restriction and (since L/F is abelian) depends only on ⌈v⌉, the 'integer ceiling' of v. Taking F to be k, local and global class field theory give the formula
Lemma 3.2 Suppose that n, v ≥ 1 are integers and let p|p.
Proof Let k n and B n denote the completions of k n and B n at the unique primes above p and p respectively. Then k n is the compositum of B n with k p . But k p /Q p is unramified by (16). We deduce that k n /Q p is abelian and, easily, that the group
Since k n /k is unramified outside p, Lemma 3.2, (24) and (16) give f(k n ) = p n+1 O for all n ≥ 1. If we define f n to be f(K n ) for all n ≥ 0 (so f 0 = f(K)) then it follows easily that
Now define
(For the fourth equality, note that n 1 ≤ 1 and that ord p (f 0 ) = 0 ∀ p|p implies that K/k is unramified above p and hence that n 1 = 1.) Equation (25) implies that
(In particular for every n ≥ n 2 ).
Remark 3.4 We are not assuming that the extensions K/k and K ∞ /k are linearly disjoint. Thus if we define n 3 ≥ 0 by K ∩ k ∞ = k n 3 , then it may be that n 3 ≥ 1, in which case
Thus in all cases n 2 ≥ n 3 + 1, although this inequality may very well be strict.
Lemma 3.3 Suppose that n, v ≥ 1 are integers with v ≥ n 2 and let p|p. (24) and the definition of n 2 imply that
For any χ ∈ G † n and any prime q of O we clearly have
For each n ≥ n 2 we write e n for the idempotent of QG n given by 1−p −1 σ∈Gal(Kn/K n−1 ) σ and note that f n is not T p -trivial since p 2 |f n (or by (15)). Thus Φ n,(p) := Φ Kn/k,Tp is holomorphic.
Proof It suffices to prove that
We use Proposition 2.1 with K = K n (so h = f n f(χ) −1 )and suppose first that there exists p|p such that f(χ)|p −1 f n . The case T = T p of the said Proposition then has ord p (h) ≥ 1 but also ord p (f n ) ≥ 2 from which it follows that h 0 is either not square-free or not prime to f(χ), hence the L.H.S. of (28) equation vanishes (for all s ∈ C). But (27) implies that χ(e n ) = 0 so the R.H.S. vanishes as well. If no such p exists then the T p -part of f(χ) is p n+1 O and in both the cases T = T p and T = ∅ of Proposition 2.1 every p ∈ T divides f(χ) but neither h nor (by (16)) D. Therefore, we can apply (8) in both cases to get (for s = 1):
But (27) now implies that χ(e n ) = 1 in this case. So, again, (28) holds.
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If η demonstrates P 1(K/k, p) then for each n ≥ n 2 , Proposition 3.1 gives Φ n,(p) (1) = e n Φ n (1) = (2 r / √ d k )R n (e n β n (η)) and since (16) implies p∈Tp Np = p r , it follows that, for each n ≥ n 2 , p r e n β n (η) is a solution of the complex conjecture C1(K n /k, T p ) lying in V 0 n . To deduce that it is also a solution of the p-adic conjecture C2(K n /k, T p , p) it is necessary and sufficient to assume only the existence of some common solution η
. To see this, we use the following claim (proved below)
Indeed, assuming this, p r e n β n (η)) must be equal to e Σ,Gn,r η ′ n (since both lie in V 0 n on which R n is injective), so the former element is also solution of C2(K n /k, T p , p), as required. To sum up, we formulate a p-adic property potentially satisfied by any K/k and p satisfying (14), (15) and (16).
(We shall say that η demonstrates P 2(K/k, p)).
The preceding argument gives
Proof It remains only to give the Proof of Claim 3.1: It suffices to show (cf. the proof of Lemma 3.1) that χ(Φ n,(p) (1)) = χ(Φ n,p (1)) = 0 for any χ ∈ G † n with r(Σ, χ) > r. But for any such χ the set Σ(χ) := {p ∈ Σ : χ(G(p)) = 1} is non-empty. Moreover, all its elements are clearly prime to f(χ). Now apply Proposition 2.1 and Corollary 2.1 with (25) and the hypothesis that n ≥ 1, so that χ(Φ n,(p) (s)) and χ(Φ n,p (s)) vanish identically. If, on the other hand, Σ(χ) ∩ T p = ∅ then χ = χ 0 and each p ∈ Σ(χ) divides h ′ thus contributing a factor vanishing at s = 1 to the first product on the right-hand sides of (8) and (9). The Claim follows. 2
Remark 3.5 If η is of the form given in (21) then it is easy to see that for each n ≥ n 2 ,
where ε
i,n−1 (the last equality only makes sense if n − 1 ≥ n 1 ).
Consequences of Property P 2
We shall study these by means of the p-adic power series attached by Coleman [Co] to normcoherent sequences in certain towers of local fields. First, some basic facts and notations. Let n ∈ Z, n ≥ −1. Since p is fixed, we shall usually abbreviate ζ p n+1 to ζ n (whenever this abuse cannot cause confusion) and identify this element ofQ with its image in [Sc, App. 5, 6 ], [La] or [So2] . The p-adic 'Weierstrass Preparation Theorem' implies the following well known and useful fact (see e.g. [Wa, Cor. 7.4 
]):
Uniqueness Principle If [L : Q p ] is finite then a non-zero element of A(L) can have only finitely many roots in {a ∈ C p : |a| p < 1}.
Let H be a finite, unramified extension of Q p so that {H n } n≥−1 is the division tower over H associated to the multiplicative Lubin-Tate formal group (with group law X + Y + XY ) over Q p . The element π n := ζ n − 1 is a uniformiser ofH n for all n ≥ 0 and [p]π n = (1 + π n ) p − 1 = π n−1 for n ≥ 1. The Frobenius element φ of Gal(H/Q p ) extends uniquely to a continuous automorphism ofH ∞ fixing ζ n for all n and acts coefficientwise on the ringH ∞ [[X]] of formal power series. We letκ denote the Lubin-Tate isomorphism from Gal(
{U(H n ) : n ≥ 0}, the inverse limit of the local units with respect to the norm maps NH m/Hn . For each u = (u n ) n≥0 in U ∞ (H), it follows from [Co, Thm. A] 
that there exists a formal power series g ∈ O H [[X]]
× such that φ −n g(π n ) = u n for all n ≥ 0 and by the Uniqueness Principle, any infinite subsequence of these equations determines
Together with norm-coherence this implies that g must satisfy the relation
and be independent of the choice of unramified H such that u ∈ U ∞ (H). We therefore denote it simply g(u; X). Moreover Gal(H ∞ /H) acts naturally on U ∞ (H) and the Uniqueness Principle also implies that
Let g * (u; X) denote the power series g(u; X) p /φg(u; (1 + X) p − 1). Simple arguments show that it satisfies ζ∈µp g * (u; ζ(1 + X) − 1) = 1 and lies in 1 + pO
. It follows from the above definitions that φ −n h * (u; π n ) = 1 p log p (u * n ) for all n ≥ 1 where u * n := u p n /u n−1 , and also that h(X) = h * (u; X) satisfies the relation
If L is any closed subfield of C p , we let A * (L) denote the subspace of A(L) consisting of all power series h ∈ A(L) satisfying (31). Under the power series/measure correspondence mentioned above, A * (L) corresponds to Meas(Z × p , L). Two maps from Meas(Z p , L) to itself are defined by the operation of multiplying a measure respectively by the functions f 1 : x → x and f 2 : x → ω −1 (x) (the latter extended by zero from Z × p to Z p ). It is easy to check that both maps restrict to isometries from Meas(Z 
, corresponding as it does to the multiplication of a measure by the function f 1 f 2 : x → x , extended by zero. For any h ∈ A * (L) and any t ∈ Z, positive or negative, we shall therefore write simply
but is obviously independent of the choice of L given h. Clearly, D t h =Ď t h whenever (p − 1)|t. We can now define some twisted and generalised versions of the Coates-Wiles homomorphisms (compare [Wa, Ch. 
13] for example).
If
. For each t, n ∈ Z with n ≥ 1 we may therefore define a mapδ
It is easy to see thatδ t,n is a homomorphism (i.e.δ t,n (u 1 u 2 ) =δ t,n (u 1 ) +δ t,n (u 2 )) and thať
However, for t = 0, the value ofδ t,n (u) depends on the entire sequence (u * i ) i≥1 (or (u i ) i≥0 ), not just on u * n , indeed we have: Lemma 4.1 Let σ ∈ Gal(H ∞ /H), u ∈ U ∞ (H) and suppose that t, n ∈ Z with n ≥ 1.
Proof For each σ ∈ Gal(H ∞ /H) and h ∈ A * (H) one checks that Dσ · h =κ(σ)σ · Dh and V σ·h = ω −1 (κ(σ))σ·V h so thatĎσ·h = κ(σ) σ·Ďh. It follows thatĎ t σ·h = κ(σ) t σ·Ď t h for all t ∈ N. Since σ andĎ map A * (H) bijectively to itself, this equation also holds for t ∈ Z. Equation (30) implies that h * (σu; X) = σ · h * (u; X) and the first statement follows. The second statement clearly follows from the first by applying φ −n . 2
We now return to the global situation and the notations of the last section, with K/k and p satisfying (14) and (15). For the purposes of the present section however, we replace (16) by the stronger hypothesis p splits completely in k/Q
Thus pO = p 1 . . . p r where the p i are distinct prime ideals numbered in such a way that p i corresponds to the embedding j
denote the inertia subfield of p i in the extensionK ∞ /k. We shall need the following consequence of (33)
Proof The extensions L (i) /k andk ∞ /k and are respectively unramified and totally ramified at p i so the map is surjective.
. Completing at any prime above p i it follows from (33) that Gal(K ∞ /L (i) ) is isomorphic to a quotient of
0 hence of Z × p by local class field theory. On the other hand, Gal(k ∞ /k) is itself isomorphic to Z × p so the surjectivity implies injectivity and hence both statements of the lemma.
2 Lemma 4.3 Suppose n ≥ v ≥ 0 are integers and i ∈ {1, . . . , r}. Then
(iii).L (i)
m =K m for all m ∈ N, m ≥ n 2 − 1.
Proof For part (i), we complete at a prime ofL
n above p i . Thus, writing H for the completion of L (i) at p i , it suffices to show that G(H n /Q p ) v = Gal(H n /H v−1 ). But for every t ≥ −1,H t is the compositum of H (which is unramified over Q p ) with Q p (µ p t+1 ) so the proof may be concluded along similar lines to that of Lemma 3.2, mutatis mutandis. Part (ii) follows from Lemma 3.3 on taking p = p i and replacing K by K(µ p ) so that K(µ p ) t =K t for any t ∈ N. (Note that the proof of the Lemma 3.2 does not require K to be totally real.
, we take v = m + 1 and let n → ∞ in parts (i) and (ii) to get Gal(
. Now apply Lemma 4.2.
2 (38)). Lemma 4.2 implies the (internal) direct product decomposition for each i ∈ {1, . . . , r}G
The appropriate restriction maps identify∆ with the subgroup Gal(K/K ∩k ∞ ) of G and, by (34), with each of the groups Gal(L (i) /k) (which are therefore isomorphic although the L (i) 's may be distinct). For each i and each n ≥ −1, we shall writeΓ
and γ ∈G ∞ . Then κ factors through Gal(k ∞ /k) and restricts to an isomorphismΓ
Z p for each n ≥ 0. Now fix i and suppose we are given a sequence (v n ) n≥N for some N ≥ 0 such that, for all n ≥ N, v n lies inL (i) n and satisfies: ord P (v n ) = 0 for all P|p i and
By taking norms toL
n for each n with N > n ≥ 0 we can, if necessary, extend v to a sequence (v n ) n≥0 (also denoted v) with v n ∈L (i) n satisfying (35) for all n ≥ 0. Let H (i) denote the field j •τ i (L (i) ) (topological closure in C p ) which is a finite, unramified extension of Q p . For each γ ∈G ∞ it is clear that the sequence
n is totally ramified at p i , we must have
. Now apply Lemma 4.1 with H = H (i) , u = jτ i γv and σ = γ ′ . We deduce easily:
Lemma 4.4 Fix t, n ∈ Z, n ≥ 1 and i and v as above. As γ varies inG ∞ the value of κ(γ)
We now define the 'higher p-adic regulators'. Suppose ε is an element of E ∞ (K) as defined in the last section. Then, for each n ≥ N := max(n 1 , n 2 − 1) we have ε n ∈ K n ⊂K n =L (i) n for i = 1, . . . , r (by Lemma 4.3 (iii)) and for all n ≥ n 2 − 1 the norm map
= NK m/Kn identifies with N Km/Kn by restriction for each m ≥ n. Therefore v n = ε n satisfies (35) for each n ≥ N and every i. Clearly, Gal(K ∞ /K ∞ ) fixes ε and lies in the kernel of κ( · ) . Therefore, Lemma 4.4 implies that for each i and all t, n ∈ Z, n ≥ n 2 (≥ max (N, 1) ), the quantity κ(γ) −tδ t,n (jτ i γε) actually depends only on the image of γ ∈G ∞ in Gal(K n ∩ K ∞ /k) = G n . It follows that, for each such i, t, n the following map (depending on j)
(whereσ denotes any lift of σ toG ∞ ) is well-defined and ZG ∞ -linear with ZG ∞ acting on the group-ring OH(i) n G n through the quotient ZG n . Suppose n ≥ n 2 . Then for all σ ∈ G n the above definitions give
Putting this together with (32) and the definition of λ Kn/k,i,p , we geť
. . , r and n ≥ n 2 . (36) Proceeding by analogy with λ Kn/k,i,p , we extend each mapĽ i,t,n linearly to QE ∞ (K). Then, for each n ≥ n 2 and t ∈ Z we define a unique QG ∞ -linear, (higher) p-adic regulator map
Lemma 4.5Ř 0,n (η) = R n,p (e n β n (η)) for all η ∈ r QG∞ QE ∞ (K) and every n ≥ n 2 .
Proof By linearity it suffices to prove the equality when η is of the formε 1 ∧. . .ε r with ε i ∈ E ∞ (K) for i = 1, . . . , r. But then Equation (36) givesŘ 0,n (η) = det(e n λ Kn/k,i,p (ε s,n )) r i,s=1 = R n,p (e nε1,n ∧ . . . ∧ e nεr,n ) = R n,p (e n β n (η)).
Now let η be any element of r QG∞ QE ∞ (K) and m, n integers with n ≥ n 2 and consider the equation
The main result of this paper is Theorem 4.1 Suppose that K and p satisfy (14), (15) and (33) . For a given element η ∈ r QG∞ QE ∞ (K), Equation (37) holds for all pairs (m, n) ∈ Z × Z ≥n 2 if and only if it holds for infinitely many such pairs.
The proof of this theorem will occupy the next section. Its relevance here comes largely from the following Corollary 4.1 If (14), (15) and (33) hold and η demonstrates P 2(K/k, p) then it satisfies Equation (37) for all (m, n) ∈ Z × Z ≥n 2 .
Proof If η ∈ r QG∞ QE ∞ (K) demonstrates P 2(K/k, p) then it satisfies (37) for m = 1 and all n ≥ n 2 , by Lemma 4.5.
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5 The Proof of Theorem 4.1
To lighten the notation we shall suppress j, essentially regardingQ simultaneously as a subset of C and of C p , whenever this cannot lead to confusion. In addition to the notations∆ andΓ (i) introduced above, we set ∆ := Gal(K ∞ /k ∞ ),Γ := Gal(k ∞ /k) and Γ := Gal(k ∞ /k) which we identify with the subgroup Gal(k ∞ /k 0 ) ofΓ in the obvious way (see the diagram (38)). To further lighten notation we shall regard the isomorphismΓ ∼ = Z shows that for each i = 1, . . . , r there is a unique injective homomorphismα i : Z × p →G ∞ with imageΓ (i) which splits the top row of (39). Lemma 4.3 (iii) implies that all theα i agree on the subgroup 1 + p n 2 Z p which they map isomorphically onto Gal(K ∞ /K n 2 −1 ). We fix once and for all an injective homomorphism α : 1 + pZ p → G ∞ splitting the bottom bottom row of (39). For instance, we could choose α to be α i for some i = 1, . . . , r where α i is the composition ofα i with the inclusion 1 + pZ p ֒→ Z × p and the surjectionG ∞ → G ∞ . Thus, whether or not α actually equals α i for some i, we may clearly assume w.l.o.g. that it is chosen to satisfy
Given such a splitting α, the assignment χ
which is clearly bijective. We denote by θ × ψ ∈ G † ∞ the inverse image of (θ, ψ) ∈ ∆ † × Γ † under this bijection. The first step in proving Theorem 4.1 is to break down Equation (37) by characters (linearly extended to the group ring).
For each character χ ∈G † ∞ we define an integer n(χ) ∈ Z ≥−1 by
Naturally, '1 + p 0 Z p ' is to be interpreted as Z × p in the third equality (which then follows from the definition ofα i . The second equality follows from f(χ) = f(K ker(χ) ∞ ), Equation (24) and the fact that G(K ∞ /k)
, by Lemmas 4.2 and 4.3.) If A is any quotient group ofG ∞ we shall regard elements of A † as elements ofG † ∞ by inflation. In particular, if χ ∈ G † ∞ and ψ ∈ Γ † then n(χ) and n(ψ) make sense.
Lemma 5.1 Suppose χ is any element of G † ∞ with χ = θ × ψ and n ∈ Z with n ≥ n 2 − 1.
(i). We have the equivalences:
In particular n(ψ) ≥ n 2 ⇔ n(χ) ≥ n 2 , and in this case n(χ) = n(ψ) = min{l ≥ n 2 :
(ii). We have the equivalences:
Proof Part (i) follows easily from (40) and the third equality in (42). The first equivalence in part (ii) follows from (i). For the second, the definition of n(χ) and Lemma 4.
The following result establishes the right-hand equation of (41) in a particularly easy case (the proof is deferred).
We shall consider functions Z × Γ ‡ → C p and say that such a function C is of Iwasawa type if and only if there exists a power series c(T ) with bounded coefficients in some finite extension of
(The series converges because ψ takes values in µ p ∞ .) We write Iwa(Z × Γ ‡ ) for the set of all such functions, considered as aQ p -algebra under pointwise operations. By the Uniqueness Principle, c(T ) is unique given C, if it exists. Note also that the rôle of (1 + p) in this definition could be played by any topological generator of 1 + pZ p : the power series c would change but the set Iwa(Z × Γ ‡ ) would not. For each θ ∈ ∆ † we define a function
Note that here and in what follows, the set T is implicit and equal to T p . Therefore the notations f
The proofs of Propositions 5.2 and 5.3 are also deferred while we show how, along with(where f ′ (χ) denotes the prime-to-p part of f(χ)). If χ lies in G ‡ ∞ then n(ψ) ≥ n 2 and χ factors through G n(ψ) . The definition of n(χ) shows that ord p i (f(χ)) = n(χ) + 1 = n(ψ) + 1 for some i, hence for all i = 1, . . . , r, by (27) with n = n(ψ). Therefore
On the other hand, Equations (25) and (26) 
O. Thus, applying Proposition 2.1 (replacing K by K n(ψ) and T by T p ) we find that h 0 = O and (with a slight change of notation) Equation (9) gives
where, for each θ ∈ ∆ † and prime ideal q ∤ pf ′ (θ) of O we define the function
We shall need two simple lemmas.
q is (infinite) procyclic with canonical topological generator σ q , say, given by the Frobenius at primes above q in every finite sub-extension. We fix a liftσ q ∈ G ∞ of σ q and let
Suppose that U is an open and closed subset of Z × p and µ ∈ Meas(U, L) for some finite extension L of Q p . We shall write I U,µ for the function
Lemma 5.3 For U, µ as above, the function I U,µ lies in Iwa(Z × Γ ‡ ).
Proof If x ∈ Z × p then the Binomial Theorem gives
where the series converges uniformly as a function of x ∈ Z goes through exactly as in Case 1. Since Ribet's 'ε' is now the trivial character of G θ,∞ however, his statements (4.9) and (4.10) do not apply directly. On the other hand, since now f ′ (θ) = O, the product in (50) extends over the set of all prime divisors q of f ′ (K) and Condition (15) says that this set is non-empty. So if we fix q 0 dividing f ′ (K) then Proposition 5.2 will follow from Lemma 5.2 and Equations (50) and (52) provided we can show that
The field K θ,∞ = K 1,∞ is now the union over n of the strict ray-class fields over k modulo p n+1 O. We (temporarily) write π for the natural surjection from G 1,∞ = Gal(K 1,∞ /k) to Γ (identified with 1 + pZ p ) and σ 0 for the element of G 1,∞ which is the limit of the Frobenius at primes above q 0 in finite subextensions. For each (m, ψ) ∈ Z × Γ ‡ we substitute m for s, σ 0 for 'c' andψ for 'ǫ' in Ribet's (4.6 ) to obtain (in our notation)
where λ σ 0 is a (bounded) measure on the group G 1,∞ with values in Q p as constructed by Ribet. We use π to push forward the measure π(y)λ σ 0 (y) on G 1,∞ to one on 1 + pZ p giving an element µ σ 0 , say, of Meas(1 + pZ p , Q p ). Since alsoψ(σ 0 ) = (1 × ψ)(q 0 ) by definition, the last equation may be rewritten
Multiplying both sides by B 1,q 0 (m, ψ) − 1 and using Lemmas 5.2 and 5.3 establishes (53). This completes the proof of Proposition 5.2. We now introduce some notation and two lemmas that will be used in the proofs of Propositions 5.1 and 5.3. For any n ∈ N and any (p-adic) characterψ ∈ (Z which is clearly independent of the choice of R n .
Lemma 5.4 Suppose that n ≥ 1 and 1 + p n Z p ⊂ kerψ. Then g n (ψ) = 0.
Proof If R n is a set of representatives as above then, since n ≥ 1, so is R
For i = 1, . . . , r we letρ i be the unique element of∆ lifting the Frobenius element above p i in Gal(L (i) /k) (see (34)).
Lemma 5.5 Suppose i ∈ {1, . . . , r}, θ ∈ ∆ † and ε ∈ E ∞ (K). Then there exists a measure µ i,θ,ε ∈ Meas(Z × p , H (i) (θ)) depending only on i, θ and ε and such that for any n ∈ Z ≥n 2 and for all (m, ψ) ∈ Z × Γ † satisfying n(ψ) ≤ n, we have
where χ = θ × ψ.
Remark 5.1 Lemma 5.1 (ii)) implies that χ factors through G n so the L.H.S. of (54) makes sense. It also implies that n(χ) ≤ n, so g n (χ •α i ) makes sense, by (42). The proof will show that µ i,θ,ε actually depends only on θ|∆.
Proof As explained above, the conditions of the Lemma allow us to regard χ as a character of G ∞ (hence ofG ∞ ) factoring through G n . The definition ofĽ i,1−m,n therefore gives
1−m,n (τ iσ (ε))χ(σ) −1 whereσ runs through any set of repre-
Then it follows from (34) and the definition ofα
(Recall thatκ denotes the Lubin-Tate isomorphism from Gal(H
Now for any v ∈ U ∞ (H (i) ) it is clear that φ −n g(v; X) = g(φ −n v; X) and hence that the same equality holds with g * in place of g on both sides, hence the same with h * in place of g. Moreover, it is easy to see that φ −nτ
where F (i, θ, ε; X) is defined to be the power series a
(Since p is odd, a divides p − 1, from which it follows easily that F (i, θ, ε; X) actually has coefficients in the ring of valuation integers of H (i) (θ|∆).) Thus F (i, θ, ε; X) corresponds to an element of Meas(Z × p , H (i) (θ)) which we denote µ i,θ,ε . As explained above, the formalism of the power series/measure correspondence implies thatĎ 1−m F (i, θ, ε; X) corresponds to the measure x 1−m µ i,θ,ε (x) and also that the value of a power series at ζ − 1 (for any ζ ∈ µ p ∞ ) is equal to the integral of the function x → ζ x against the corresponding measure. Putting all this together, we obtain
But, for any x ∈ Z × p , the set {xu : u ∈ R n } is clearly another set of representatives of Z
Z p and Equation (54) follows. 2 We can now prove Proposition 5.1. The general form of an element η ∈ r QG∞ QE ∞ (K) is as in (21). The second equality of Proposition 5.1 will follow by linearity ofŘ 1−m,n if we can prove it in the special case
so that, for any m ∈ Z, n ∈ Z ≥n 2 and χ ∈ G † ∞ factoring through G n we may write
Suppose n(χ) < n. Then on the one hand χ = θ × ψ with n(ψ) < n (by Lemma 5.1 (ii)) so each term χ(Ľ i,1−m,n (ε l )) in (56) may be calculated by means of (54). On the other hand Equation (42) implies that for all i we have 1+p n Z p ⊂ ker(χ•α i ), hence g n (χ•α i ) vanishes by Lemma 5.4. Thus χ(Ľ i,1−m,n (ε l )) = 0 for all i, l, m, hence the equality χ(Ř 1−m,n (η)) = 0. For the other equality in Proposition 5.1, we note that since n(χ) < n, Equations (42) and (25) imply that for some i one has ord
(In fact, this must hold for for all i by (27), since n ≥ n 2 ). The equality χ(Φ n,p (1)) = 0 therefore follows from (11) (cf. the proof of Proposition 3.1). This completes the proof of Proposition 5.1.
For Proposition 5.3 we introduce two new functions as follows. For each θ ∈ ∆ † , i = 1, . . . , r and ε ∈ E ∞ (K) we define
∞ and µ i,θ,ε as in Lemma 5.5.
Lemma 5.6 For each i = 1, . . . , r, θ ∈ ∆ † and ε ∈ E ∞ (K) the functions E θ and D i,θ,ε are of Iwasawa type.
where e θ (T ) is the power series
then, with our identifications, we findα i (x)| k∞ = x = α( x )| k∞ . It follows that the formula
, which depends only on i, θ and ε. The result now follows from Lemma 5.3. 2
To prove Proposition 5.3 we may again assume (by linearity) that η is as in (55). Combining Equations (54) and (56) (with n = n(ψ)) and using also (47) and the definitions of D i,θ,ε and E θ , we find that for all θ ∈ ∆ † , and all (m, ψ)
where, as usual, χ denotes θ × ψ. By Lemma 5.6, the proof of Proposition 5.3 will be complete once we have proven that the quantity in square brackets is of Iwasawa type, when considered as a function of (m, ψ). However it is evidently independent of m so this comes down to showing Proposition 5.4 For each fixed θ ∈ ∆ † the quantity
To prove this, we fix θ ∈ ∆ † , and suppose that χ = θ × ψ ∈ G ‡ ∞ for some ψ ∈ Γ ‡ . Recall that the characterχ is regarded as a (primitive) character of the ray-class group Cl f(χ) (k) with values either in C or (via j) in C p and that the p-adic global Gauss sum which we are denoting g(χ) is simply the embedding by j of the complex sum attached toχ as defined in [So3, §6.4] . In the notation of the latter we therefore have
where e(x) = exp(2πix) and R is any set of representatives in k for 'T (f(χ), D −1 )', namely the points of k/D −1 whose O-annihilator is exactly f(χ). As explained in ibid., for any a ∈ R the ideal af(χ)D is integral and prime to f(χ). Furthermore its class [af(χ)D] f(χ) in Cl f(χ) (k) depends only on the class a + D −1 ∈ k/D −1 as, of course, does e(Tr k/Q (a)). Let us fix, for each θ ∈ ∆ † , an element x θ of k satisfying
These conditions imply that min{ord
(In the case q|p, note that not only f ′ (θ) but also D and x θ are prime to p, by Conditions (33) and (59)). Using (48) we obtain
It follows easily that we may take R to be p −n(ψ)−1 x θ R f(χ) where R f(χ) is any set of representatives in O of (O/f(χ)) × . Thus, dropping 'j' from the notation once more, we can rewrite g(χ) as
It will be necessary to compare this explicit expression for the global Gauss sum with the product of the local Gauss sums g n(ψ) (χ •α i ) etc. Such a comparison is hard to find in the literature.
To establish the precise connection we shall therefore recall some basic facts and notations from the idelic framework of class field theory. For any finite abelian extension M of k and each place v of k we write M v for the completion M w of M at some prime w dividing v and ϕ v = ϕ v,M/k for the local reciprocity map from k
v of Gal(M/k) above v. This is independent of the choice of w given v and, as v varies, the maps ϕ v give rise to a well-defined global map ϕ M/k from the idèle group Id(k) of k to Gal(M/k), by sending the idèle (a v ) v to v ϕ v,M/k (a v ). It is well-known that ϕ M/k is surjective and that ker(ϕ M/k ) contains k × (embedded diagonally). If M/k is abelian but infinite, we shall still denote by ϕ M/k the (not-necessarily-surjective) map from Id(k) to Gal(M/k) which is obtained as the limit of the ϕ L/k over finite sub-extensions L/k. Similarly, we shall still write
v ⊂ Gal(M/k) for the limit of the local reciprocity maps ϕ v,L/k . The content c(a) of an idèle a = (a v ) v ∈ Id(k) is defined to be the fractional ideal c(a) =ordq (aq ) where the product runs over all prime ideals q of O (identified with the corresponding finite places). Now let f be an ideal of O. Every a ∈ Id(k) can be written as xd where
This gives a well-defined, surjective homomorphism γ f : Id(k) → Cl f (k) for which one checks that the composite with the Artin isomorphism Cl f (k) → Gal(k(f)/k) is nothing but ϕ k(f)/k . Now the character χ = θ × ψ ∈ G ‡ ∞ as above may be inflated toG ∞ or 'descended' to Gal(K χ /k) where K χ ⊂ k(f(χ)) ∩K ∞ is the subfield that it cuts out. The above remarks (together with the compatibilities of ϕ Kχ/k , ϕ k(f(χ))/k , ϕK ∞/k and ϕ K∞/k with the various restriction maps) show that, in our notation,
For each i = 1, . . . , r the embedding τ i (really j • τ i ) of k in Q p extends to an isomorphism k p i → Q p which we shall denoteτ i . Z p ) all run through these quotients independently of each other. Therefore, fixing any sets R f ′ (θ) and R n(ψ) of representatives for these quotients and substituting (64) and (66) (with n = n(ψ)) into the R.H.S. of (60) we obtain
(which shows incidentally that g(θ ′ ; x θ ) = 0). Rearranging (67) and using (65) and the fact (from (40) and (59)) that (χ •α i )(τ i (x θ )) = ψ(τ i (x θ )) for each i, we find
Finally, for each θ ∈ ∆ † we fix an idèle y θ = (y θ,v ) v ∈ Id(k) such that y θ,v = 1 for all places v which are infinite or divide pf ′ (θ) and c(y θ ) = x θ f ′ (θ)D. Then
by (61). Also, keeping in mind our identification ofΓ with Z × p via κ etc., Lemma 5.7 gives
so that the element z θ := ϕ K∞/k (y θ )α(N k/Q x θ Nf ′ (θ)d k ) −1 lies in ∆. Using Equation (69), it follows that the third factor on the R.H.S. of (68) equals χ(z θ ) = θ(z θ ) and so it depends only on θ, not on ψ (in fact, it is even independent of the choice of y θ given θ). But the other two factors on the R.H.S. of (68) are also independent of ψ so we have proven Proposition 5.4, hence also Proposition 5.3, hence also Theorem 4.1.
6 Semilocal Weakenings of P 1 and P 2
The aim of this section is to explain the weaker 'semilocal' variants of properties P 1 and P 2 namely P 1 and P 2 which were mentioned in the introduction. We shall also indicate how the constructions and results of Section 4 may be adapted to obtain (for example) an analogue of Corollary 4.1 which assumes only P 2.
For fixed p = 2 and any number field F , we write U(F ) for the p-semilocal unit group (Z p ⊗ Z O F ) × and U (1) (F ) for its Sylow pro-p subgroup. We identify these respectively with the products P|p U(F P ) and P|p U
(1) (F P ) of the local (resp. the principal local) units in the completions of F at all primes P dividing p. Any embedding ι : F → C p defines a natural homomorphism U(F ) → U(C p ) which we shall denote ι. (In the product realisation, ι extends to an embedding of F P → C p for a unique prime P|p and ι is obtained by composing this map with the projection U(F ) → U(F P ).) Also, we shall denote by U (1) ∞ (F ) the inverse limit of U (1) (F n ) over n ≥ n 1 (F, p) with respect to the maps U (1) (F n ) → U (1) (F m ) coming from the products of the local norms. Now suppose K/k and p satisfy (14), (15) and (16) then, for each n ≥ n 1 we endow U (1) (K n ) with the usual structure of Z p G n -module and let a n : E(K n ) → U (1) (K n ) denote the ZG n -homomorphism which is the composite of the natural map E(K n ) → U(K n ) with the usual projection of U(K n ) on U (1) (K n ). (Thus ker(a n ) = {±1} and Leopoldt's conjecture -which we need not assume here -predicts that Im(a n ) spans a Z p -submodule of co-rank 1 in U (1) (K n ).) The map r a n gives rise to an obvious QG n -linear map b n , say, from
∞ (K) is naturally a module for the completed group-ring Z p [[G ∞ ]] (namely, the inverse limit over n ≥ n 1 of the rings Z p G n w.r.t. the natural restriction maps Z p G n → Z p G m ). We may therefore form the and the most important thing to check is that Theorem 4.1 now extends as follows.
Theorem 6.1 Suppose that K and p satisfy (14), (15) ∞ (K) and L i,1−m,n in place of ε ∈ E ∞ (K) andĽ i,1−m,n . Indeed, the construction of the required measure (now µ i,θ,u ) works exactly as before because, crucially, it depends only on the power series attached norm-coherent sequences of local units (now those coming from jτ i applied to u and its various Galois conjugates). Having thus 'extended' this lemma, the other aspects of the proof Theorem 4.1 go across identically, mutatis mutandis, as the reader may verify. 2
Finally, from Equation (71) and Theorem 6.1 we deduce the following analogue of Corollary 4.1 Corollary 6.1 If (14), (15) and (33) (1) ∞ (K)) demonstrates P 2(K/k, p) then it satisfies Equation (72) for all (m, n) ∈ Z × Z ≥n 2 .
