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Abstract
We consider a system of classical particles confined in a box Λ ⊂
R
d with zero boundary conditions interacting via a stable and regular
pair potential. Based on the validity of the cluster expansion for the
canonical partition function in the high temperature - low density regime
we prove moderate and precise large deviations from the mean value of the
number of particles with respect to the grand-canonical Gibbs measure.
In this way we have a direct method of computing both the exponential
rate as well as the pre-factor and obtain explicit error terms. Estimates
comparing with the infinite volume versions of the above are also provided.
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1 Introduction
Limit theorems in probability have been very useful in expressing thermody-
namic quantities in statistical mechanics in terms of variational principles [11].
On the other hand, other more explicit methods have been developed in the
mathematical physics literature for the calculation of the thermodynamic poten-
tials such as cluster expansions which represent them as absolutely convergent
series [12],[13]. Comparing the two, one could think that the latter might be a
way for an explicit calculation of the expressions appearing in the probabilistic
limit theorems. In fact, the aim of this paper is to give a precise example in
a general framework where cluster expansions could give explicit forms for the
functionals appearing in the limit theorems. However, the price to pay is that
we have to restrict ourselves to the rather small range of validity of the cluster
expansions, while variational principles cover even phase transitions. We hope
however that this could be enlightening for the better understanding of these
methods, but also useful when higher order corrections and/or pre-factors to
the asymptotic formula of large deviations is needed. Furthermore, given the
validity of the cluster expansion as well as of the virial inversion for inhomoge-
neous density functionals [10] the connection outlined above can be extended in
a broader set of models.
More precisely, we work in the context of the classical gas in a box with zero
boundary conditions. The particles interact via a stable and regular potential.
Large deviations for such systems have been developed by Georgii [8] in terms of
point processes and the question of equivalence of ensembles has been addressed.
More recently, the fluctuations have also been studied [2] together with the
equivalence of the canonical and microcanonical ensemble. In a similar spirit but
for the Ising model, in [4] the author performs a central limit theorem expansion
using the characteristic function and Gnedenko’s method. An instructive review
on the topic of moderate and precise large deviations for the Ising model is given
by Dobrushin and Shlosman in [6] with a rich bibliographical account. In this
work, the authors start from a probabilistic large deviation approach and obtain
precise large deviations as well as moderate deviations using the characteristic
function. Furthermore, they focus on the more interesting phase transition
regime.
Our work is in the spirit of the aforementioned references and adds some
more information in the following directions:
1. Given the validity of the cluster expansion in the canonical ensemble (in
the high temperature - low density regime) we present a direct calculation
of the exponential rate as well as of the pre-factor (via absolutely conver-
gent power series) appearing in the limit theorems avoiding the computa-
tions based on the characteristic function as in [2], [4], and [6]. Further-
more, comparisons between the finite and the infinite volume functionals
are provided based on related results - [15] - whenever cluster expansion
holds.
2. We consider zero boundary conditions and see how they influence the
choice of the finite volume functionals, as opposed to the simpler case of
periodic boundary conditions.
3. We deal with canonical/grand-canonical equivalence rather than the mi-
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crocanonical as in [2].
The paper is organized as follows: We start (Section 2) fixing the notation
and recalling the cluster expansion for the canonical partition function as it is
presented in [14]. Then, we present the main results (Section 3). In Section 4
we give a brief comparison between our approach and the one presented in [4]
and [6]. In Section 5 we give the backbone of the proofs, while all technical
details have been incorporated in a series of lemmas which are given and proved
in Section 6.
2 Formal description of the model: notation,
main definitions and useful results
We consider a system of N indistinguishable particles at inverse temperature β,
described by a configuration q = {q1, ..., qN} (where qi is the position of the ith
particle), confined in a box Λ :=
(
l
2 ,
l
2
]d ⊂ Rd (for some l > 0). The particles
interact with a pair potential V : Rd → R∪ {∞} which is an even function and
which satisfies the following assumptions:
Assumption 1: there exists a constant B ≥ 0 such that for all n ∈ N and
for every configuration (x1, .., xn) ∈ (Rd)n∑
1≤i<j≤n
V (xi − xj) ≥ −Bn (stability); (2.1)
Assumption 2:
C(β) :=
∫
Rd
|e−βV (x) − 1|dx <∞ (regularity), (2.2)
for all β > 0.
We assume that the particles in Λ do not interact with the particles in
Λc := Rd \ Λ (zero boundary conditions), hence, the Hamiltonian is given by
H0Λ(q) :=
∑
1≤i<j≤N
V (qi − qj) (2.3)
where q ∈ ΛN .
The canonical and the grand-canonical partition function are given by
Z0Λ,β(N) :=
1
N !
∫
ΛN
dq1...dqN e
−βH0Λ(q) (2.4)
and
Ξ0Λ,β(µ) :=
∑
N≥0
eβµNZ0Λ,β(N), (2.5)
where µ ∈ R is the chemical potential. When we do not need to specify the
conditions at the boundary we write ZΛ,β(N) and ΞΛ,β(µ).
We define the finite volume free energy and the finite volume pressure as:
fΛ,β,0(N) := − 1
β|Λ| logZ
0
Λ,β(N), (2.6)
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and
pΛ,β,0(µ) :=
1
β|Λ| log Ξ
0
Λ,β(µ). (2.7)
As before when we do not need to specify the dependence of the previ-
ous quantities on the boundary conditions we will use the notation fΛ,β(·) and
pΛ,β(·). For later use we also introduce the grand-canonical free energy:
βfGCΛ,β,0(ρ) := sup
µ∈R
{βµρ− βpΛ,β,0(µ)} (2.8)
and the canonical pressure:
βpCΛ,β,0(µ) := sup
N∈N
{
β
N
|Λ|µ− βfΛ,β,0(N)
}
, (2.9)
for a given ρ ∈ (0, 1) and µ ∈ R.
We define the (infinite volume) free energy and pressure as
fβ(ρ) := lim
Λ→Rd
N/|Λ|→ρ
fΛ,β(N) (2.10)
and
pβ(µ) := lim
Λ→Rd
pΛ,β(µ); (2.11)
they are related via the Legendre transform:
βfβ(ρ) = sup
µ
{βρµ− βpβ(µ)} (2.12)
and
βpβ(µ) = sup
ρ
{βρµ− βfβ(ρ)} . (2.13)
Let us note that given some µ0, evaluating at the supremum we obtain:
µ0 = f
′
β(ρ0)⇔ ρ0 = p′β(µ0), (2.14)
(if fβ is strictly convex) which gives
βfβ(ρ0) = βρ0µ0 − βpβ(µ0). (2.15)
Given a chemical potential µ0, the grand-canonical probability measure with
zero boundary conditions P0Λ,µ0(·) is given by
P
0
Λ,µ0(dq) :=
⊗
N≥0
eβµ0Ne−βH
0
Λ(q)dq1 · · · dqN
Ξ0Λ,β(µ0) N !
, (2.16)
where by dqi we denote the Lebesgue measure on Λ ⊂ Rd. The mean value
of the particle density and the variance calculated using the grand-canonical
probability measure are denoted by:
ρ¯Λ :=
1
|Λ|E
0
Λ,µ0 [N ] =
∂
∂µ
pΛ,β,0(µ)
∣∣∣∣
µ=µ0
, N¯Λ := ⌊ρ¯Λ|Λ|⌋ (2.17)
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and
σ2Λ,0(µ0) := E
0
Λ,µ0
[
(N − ρ¯Λ|Λ|)2
|Λ|
]
=
1
β
∂2
∂µ2
pΛ,β,0(µ)
∣∣∣∣
µ=µ0
. (2.18)
We define the deviation of order α ∈ [1/2, 1] from N¯Λ as follows:
N˜ ≡ N˜(u, α) := N¯Λ + u|Λ|α, (2.19)
with u ∈ R (in such a way that N˜ ∈ N). Furthermore, we also denote with AN˜ ,
the set of particle configurations of N˜ particles inside Λ:
AN˜ := {q ≡ {qi}i≥1, qi ∈ Rd| |q ∩ Λ| = N˜}. (2.20)
In this paper we study the (grand-canonical) probability - (2.16) - of the
number of particles defined in (2.19), following a different approach than usually.
As we anticipated in the introduction and as it will be explained better in next
sections, our method is based on the validity of the cluster expansion for the
canonical partition function. This approach is also beneficial whenever uniform
estimates in the volume are needed (in order to pass to the limit). On the
one hand, this is a more direct and explicit method for the calculation of the
deviations, but on the other, it is quite restrictive as it is valid only for small
values of the density. Therefore, following [14], we define for all n ≥ 1
Fβ,N,Λ(n) :=
1
n+ 1
PN,|Λ|(n)BΛ,β(n), (2.21)
where, for the definition of BΛ,β(n) (not needed here) we refer to (A.6) and with
PN,|Λ|(n) :=


(N−1)···(N−n)
|Λ|n if n < N,
0 otherwise.
(2.22)
Hence, having these quantities, the cluster expansion of the canonical partition
function allows us to rewrite the logarithm of (2.4) as
1
|Λ| logZ
0
Λ,β(N) =
1
|Λ| log
|Λ|N
N !
+
N
|Λ|
∑
n≥1
Fβ,N,Λ(n), (2.23)
assuming that:
Condition (⋆):
N
|Λ|C(β) < c0, (2.24)
with c0 ≡ c0(β,B) ∈ R+ an explicit constant, see [14]. Let us note that Con-
dition (⋆) is a low density - high temperature condition, where the potential
considered satisfies Assumptions 1 and 2.
Furthermore, we know that there exist constants C, c > 0 such that for every
N and Λ the coefficients Fβ,N,Λ(n) satisfy
|Fβ,N,Λ(n)| ≤ Ce−cn, for all n ≥ 1. (2.25)
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The last quantity we need to introduce before stating the main results is the
free energy FΛ,β,0 which is a function of the density ρ ∈ (0, 1), defined as:
FΛ,β,0(ρ) := 1
β

ρ(log ρ− 1)−
∑
n≥1
1
n+ 1
Pn+1(ρ)BΛ,β(n)

 . (2.26)
Here, Pn+1(ρ) is a polynomial of degree n+ 1 evaluated at ρ given by
Pn+1(ρ) :=


ρ
(
ρ− 1|Λ|
)
· · ·
(
ρ− n|Λ|
)
if n|Λ| < ρ,
0 otherwise,
(2.27)
and BΛ,β(n), n ≥ 1 are the same coefficients presented in (2.21). For all N ∈ N
and ρΛ := N/|Λ|, from (2.22) and (2.27) we have
Pn+1(ρΛ) = ρΛPρΛ|Λ|,|Λ|(n). (2.28)
Note that this new free energy is a version of (2.6) expressed using (2.23), which
satisfies
|fΛ,β,0(N)−FΛ,β,0(ρΛ)| = |S|Λ|(ρΛ)| .
log
√|Λ|
|Λ| (2.29)
with S|Λ|(ρΛ) given by (B.2) and where the last inequality follows from (B.3).
When we do not need to specify the dependence on the boundary conditions
we will use the notation FΛ,β(·) and we will denote with F (m)Λ,β (·) and the m-th
derivative of FΛ,β(·).
3 Main results
Now we can state the main results of this paper which will be proved in Sections
5.
Theorem 3.1 (Precise Large Deviations). Let µ0 ∈ R be a chemical potential
and let N˜ be a fluctuation given by (2.19) with α = 1 such that condition (⋆)
holds. Let also be V : Rd → R∪{∞} a pair potential which satisfies Assumptions
1 and 2 with zero boundary conditions outside a box Λ ⊂ Rd.
Moreover, let µ˜Λ ∈ R be the chemical potential that corresponds to the supre-
mum at equation (2.8), ρ˜Λ := N˜/|Λ| and AN˜ as in (2.20). We have:∣∣∣∣∣P0Λ,µ0 (AN˜ )− e
−|Λ|IGCΛ,β,0(ρ˜Λ;ρ¯Λ)√
2πDΛ,0(ρ˜∗Λ)|Λ|
∣∣∣∣∣ ≤ Ce
−|Λ|IGCΛ,β,0(ρ˜Λ;ρ¯Λ)
|Λ| (3.1)
where
IGCΛ,β,0 (ρ˜Λ; ρ¯Λ) := β
[
fGCΛ,β,0(ρ˜Λ)− fGCΛ,β,0(ρ¯Λ)− µ0 (ρ˜Λ − ρ¯Λ)
]
, (3.2)
and
DΛ,0(ρ˜
∗
Λ) :=
[
βF ′′Λ,β,0(ρ˜∗Λ)
]−1
. (3.3)
Here ρ˜∗Λ = N˜
∗/|Λ|, with N˜∗ the number of particles where the supremum at
equation (2.9) occurs for µ = µ˜Λ.
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Next, for the moderate deviations, thanks to Lemma 6.4, we can recenter
the fluctuation N˜ given by (2.19) around the number of particles which satisfies
(2.9) when µ = µ0. Hence, denoting with N
∗ this number of particles, we can
write
N˜ = N∗ + u′|Λ|α (3.4)
for some α ∈ [1/2, 1) and u′ (depending on u).
Theorem 3.2 (Local Moderate Deviations.). Let µ0 ∈ R be a chemical potential
and N∗ the number of particles where the supremum at equation (2.9) occurs
for µ = µ0, such that condition (⋆) holds. Let also be V : R
d → R ∪ {∞} a
pair potential which satisfies Assumptions 1 and 2 with zero boundary conditions
outside a box Λ ⊂ Rd.
For N˜ and the set AN˜ respectively given by (3.4) and (2.20) with α ∈ [1/2, 1)
and denoting with ρ∗Λ := N
∗/|Λ|, we have:
∣∣∣∣∣∣P0Λ,µ0(AN˜ )−
exp
{
− (u′)2|Λ|2α−12DαΛ,0(ρ∗Λ)
}
√
2πDα,+Λ,0 (ρ
∗
Λ)|Λ|
∣∣∣∣∣∣ ≤
2e
− (u
′)2|Λ|2α−1
2Dα
Λ,0
(ρ∗
Λ
) E|Λ|(α, u
′, ρ∗Λ)√
2πDα,+Λ,0 (ρ
∗
Λ)|Λ|
(3.5)
where
DαΛ,0(ρ
∗
Λ) :=

βF ′′Λ,β,0(ρ∗Λ) + β
m(α)−1∑
m=3
2(u′)m−2F (m)Λ,β,0(ρ∗Λ)
m!|Λ|(m−2)(1−α)


−1
, (3.6)
Dα,+Λ,0 (ρ
∗
Λ) :=

βF ′′Λ,β,0(ρ∗Λ) + β
m(α)−1∑
m=3
2(u′)m−2|F (m)Λ,β,0(ρ∗Λ)|
m!|Λ|(m−2)(1−α)


−1
. (3.7)
Here, m(α) is given by (6.15) and E|Λ|(α, u
′, ρ∗Λ) is an error term of order
|Λ|−[(m(α)(1−α)−1] defined via cluster expansion given by (6.18).
Corollary 3.2.1 (Local Central Limit Theorem.). Under the same assumptions
as in Theorem 3.2 for α = 1/2 we have that
∣∣∣∣∣∣P0Λ,µ0(AN˜ )−
exp
{
− (u′)22DΛ,0(ρ∗Λ)
}
√
2πDΛ,0(ρ∗Λ)|Λ|
∣∣∣∣∣∣ ≤
2e
− (u
′)2
2DΛ,0(ρ
∗
Λ
)E|Λ|(1/2, u
′, ρ∗Λ)√
2πDΛ,0(ρ∗Λ)|Λ|
, (3.8)
where, using (3.3),
DΛ,0(ρ
∗
Λ) =
[
βF ′′Λ,β,0(ρ∗Λ)
]−1
(3.9)
and E|Λ|(1/2, u
′, ρ∗Λ) is an error term of order |Λ|−1/2 defined via cluster expan-
sion and given by (6.18).
4 General theory of large and moderate devia-
tions vs our approach: a brief comparison
In this section we compare this work to the exiting approach. Recalling the
general theory of large deviations ([5], [6], [7], [8]), for a fixed chemical potential
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µ0 we define the (finite volume) logarithmic generating function of the moments
of (2.16):
L0Λ,β,µ0(µ) := log

∑
N≥0
P
0
Λ,µ0(AN )e
βµN

 , (4.1)
where the set AN is given by (2.20) for a N ∈ N instead of N˜ .
Let us note that from (2.7) and (2.16) we have
L0Λ,β,µ0(µ) = β|Λ| [pβ,Λ,0(µ+ µ0)− pβ,Λ,0(µ0)] . (4.2)
Furthermore, from (2.17), (2.18) and (4.1) we get the following equivalences
ρ¯Λ|Λ| = 1
β
d
dµ
L0Λ,β,µ0(µ)
∣∣∣∣
µ=0
, (4.3)
σ2Λ,0(µ0)|Λ| =
1
β2
d2
dµ2
L0Λ,β,µ0(µ)
∣∣∣∣
µ=0
. (4.4)
In general, we also denote by GmΛ,β,0 the m-th momentum (m > 2), which can
be defined as:
GmΛ,0 :=
1
βm
dm
dµm
L0Λ,β,µ0(µ)
∣∣∣∣
µ=0
. (4.5)
Let us define the characteristic function as
ϕΛ,µ′(t) :=
∑
N≥0
P
0
Λ,µ′(AN )e
itN , (4.6)
where for µ′ = µ+ µ0,
P
0
Λ,µ+µ0 (AN ) = exp
{−L0Λ,β,µ0(µ) + βµN}P0Λ,µ0(AN ) (4.7)
represents the “excess (by µ) probability measure”.
We will denote with ∼ the asymptotic behavior of two sequences, i.e., an ∼
bn ⇐⇒ limn→∞ anbn = 1. Hence, considering a deviation N˜ given by (2.19)
with α = 1, in order to compute its probability one can use the excess measure
optimizing over µ such that P0Λ,µ+µ0(AN˜ ) ∼ 1, i.e., by making it “central”
with respect to the new measure. In this way we obtain that asymptotically as
Λ→ Rd:
P
0
Λ,µ0(AN˜ ) ∼ exp
{
−I0Λ,β,µ0(N˜)
}
where
I0Λ,β,µ0(N˜) := sup
µ
{
βµN˜ − L0Λ,β,µ0(µ)
}
. (4.8)
However, if one needs a more precise formula one way is by inverting (4.6):
P
0
Λ,µ˜Λ(AN˜ ) =
1
2π
∫ pi
−pi
e−itN˜ϕΛ,µ˜Λ(t)dt, (4.9)
where by µ˜Λ we denote the optimal chemical potential found in (4.8) and where
1
2π
∫ pi
−pi
e−itN˜ϕΛ,µ˜Λ(t)dt =
(√
2πσ2Λ,η(µ˜Λ)|Λ|
)−1
(1 + . . .)
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For more details for the above equality we refer to [5] sections I.3, I.4 and
[6] section 2.1, formulas (2.1.15)-(2.1.20) and (2.1.31)-(2.1.34). In this paper we
provide an alternative and more direct way for computing this pre-factor.
For later use note that from (4.2), by normalizing (4.8) and letting ρΛ =
N/|Λ| we have:
I0Λ,β,µ0(ρ˜Λ) :=
1
|Λ|I
0
Λ,β,µ0(N˜) =
= sup
µ
{βµρ˜Λ − βpΛ,β,0(µ+ µ0) + βpΛ,β,0(µ0)}
= sup
µ
{βµρ˜Λ + βµ0ρ˜Λ − βµ0ρ˜Λ − βpΛ,β,0(µ+ µ0) + βµ0ρ¯Λ − βµ0ρ¯Λ
+βpΛ,β,0(µ0)}
= sup
µ′
{βµ′ρ˜Λ − βpΛ,β,0(µ′)− [βµ0ρ¯Λ − βpΛ,β,0(µ0)] + βµ0(ρ¯Λ − ρ˜Λ)}
= βfGCΛ,β,0(ρ˜Λ)− βfGCΛ,β,0(ρ¯Λ) + βµ0(ρ¯Λ − ρ˜Λ), (4.10)
where µ′ = µ+ µ0 and we used the grand-canonical free energy define in (2.8).
Note that we have also used the fact that ρ¯Λ = p
′
Λ,β,0(µ0) and βf
GC
Λ,β,0(ρ¯Λ) =
βµ0ρ¯Λ−βpΛ,β,0(µ0). In the limit |Λ| → ∞ we obtain (for the moment assuming
that fGCΛ,β,0 → fβ and ρ¯Λ → ρ0)
lim
|Λ|→∞
1
|Λ| logP
0
Λ,µ0 (AN˜ ) = −Iβ(ρ˜; ρ0), (4.11)
where ρ0 is given in (2.14) and
Iβ(ρ˜; ρ0) := βfβ(ρ˜)− βfβ(ρ0)− βf ′β(ρ0)(ρ˜− ρ0). (4.12)
Next, one can go a step further and study the local moderate deviations
(α ∈ [1/2, 1) in (2.19)) by taking the Taylor expansion of (4.8) around ρ¯Λ|Λ|.
Doing this we will find that I0Λ,β,µ0(ρ¯Λ|Λ|) and (I0Λ,β,µ0)′(ρ¯Λ|Λ|) are equal to
zero. This happens because, using the fact that L0Λ,β,µ0(µ) is a strictly convex
function of µ, the supremum in (4.8) is obtained at µ = 0 when we consider
ρ¯Λ|Λ| instead of N˜ . Hence, we get:
I0Λ,β,µ0(N˜) =
(N˜ − ρ¯Λ|Λ|)2
2|Λ|σ2Λ,0(µ0)
+
∑
j≥3
Q
(j)
Λ,0
j!
(
N˜ − ρ¯Λ|Λ|
|Λ|
)j
, (4.13)
where the coefficients Q
(j)
Λ,0 are polynomials which can be computed via the
momenta (see eq. (1.2.20)-(1.2.23) of [6]) and where we used (4.10) and the fact
that
(fGCΛ,β,0)
′′(ρ¯Λ) =
1
p′′Λ,β,0(µ0)
=
1
βσ2Λ,0(µ0)
. (4.14)
In what follows we explain our strategy working with the canonical partition
function. As it will be argued later in detail, having the cluster expansion of the
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canonical ensemble, one can compute a given deviation directly without need of
following the above strategy. From (2.16) we have
P
0
Λ,µ0(AN˜ ) =
eβµ0N˜Z0Λ,β(N˜)
Ξ0Λ,β(µ0)
, (4.15)
which can be rewritten as
P
0
Λ,µ0(AN˜ ) = J
C
µ0(N˜ , N¯Λ)K(µ0, N¯Λ). (4.16)
Here N¯Λ is given by (2.17) and for µ ∈ R and N,N ′ ∈ N we defined
JCµ (N,N
′) :=
eβµNZ0Λ,β(N)
eβµN ′Z0Λ,β(N
′)
(4.17)
and
K(µ,N) :=
(
Ξ0Λ,β(µ)
eβµNZ0Λ,β(N)
)−1
. (4.18)
The strategy is similar to the one before and it consists of perturbing around
N¯Λ, however we will see next that we have to slightly vary this choice. From
(2.6) the term JCµ0(N˜ , N¯Λ) has the following form
JCµ0(N˜ , N¯Λ) = exp
{
βµ0(N˜ − N¯Λ) + |Λ|βfΛ,β,0(N¯Λ)− |Λ|βfΛ,β,0(N˜)
}
, (4.19)
which is the finite volume version of (4.12) viewed in the canonical ensemble.
Furthermore, as we will see in the sequel, working with the canonical partition
function one can also perform a direct calculation for the pre-factor, since from
(2.5) and (4.18) we have
[K(µ0, N¯Λ)]
−1 =
∑
N≥0
JCµ0(N, N¯Λ). (4.20)
For the moderate deviations, in order to compute JCµ0(N˜ , N¯Λ) andK(µ0, N¯Λ),
we will use the free energy FΛ,β,0 defined in (2.26) and related to the one defined
in (2.6) via (2.29). Hence, performing a Taylor expansion around ρ¯Λ we obtain∣∣∣∣ log JCµ0(N˜ , N¯Λ)|Λ| −
[
β(µ0 −F ′Λ,β,0(ρ¯Λ))(ρ˜Λ − ρ¯Λ)−F ′′Λ,β,0(ρ¯Λ)
(ρ˜Λ − ρ¯Λ)2
2
+o((ρ˜Λ − ρ¯Λ)2)
]∣∣∣∣ . log
√|Λ|
|Λ|
where now ρ˜Λ− ρ¯Λ = u/|Λ|1/2. As we expect the term F ′′Λ,β,0(ρ¯Λ) (ρ˜Λ−ρ¯Λ)
2
2 to be
dominant, we find ourselves in trouble since a rough estimate from [15] (see also
Appendix A) for the finite volume corrections of the free energy - also recalling
from (2.14) that µ0 = f
′
β(ρ0) - gives that
(µ0 −F ′Λ,β,0(ρ¯Λ))(ρ˜Λ − ρ¯Λ) ∼
|∂Λ|
|Λ|3/2 >>
1
|Λ| ∼ F
′′
Λ,β,0(ρ¯Λ)
(ρ˜Λ − ρ¯Λ)2
2
.
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The remedy will come from the fact that we can get an improved estimate
when the finite volume estimate is done at the density which corresponds to
the supremum of the “canonical” Legendre transform. As before, we call this
density ρ∗Λ = N
∗/|Λ|, where N∗ is the number of particles where the supremum
at equation (2.9) occurs when µ = µ0. Note that this is similar with what
happens in the grand canonical with the difference that now we should not per-
turb around the “grand-canonical” N¯Λ, but instead, around its slightly different
“canonical” counterpart (N∗).
As we will see later in Remark 6.1 we have that
lim
|Λ|→∞
N∗
|Λ| = lim|Λ|→∞
N¯Λ
|Λ| = ρ0. (4.21)
Moreover, ρ∗Λ gives us an expression of the chemical potential in terms of canon-
ical partition function and canonical free energy. Indeed from (2.29) and (2.9)
we observe that the function
ρ 7→ FΛ,β,0(ρ) + S|Λ|(ρ), (4.22)
has a maximum at ρ∗Λ. Thus,
µ0 = F ′Λ,β,0(ρ∗Λ) + S′|Λ|(ρ∗Λ), (4.23)
with S′|Λ|(ρ
∗
Λ) given by (B.9) and it is such that S
′
|Λ|(ρ
∗
Λ) . 1/|Λ|. Equation
(4.23) implies that the system at finite volume pushes us to consider as center of
deviation the value N∗ instead of N¯Λ. Relation (4.21) implies that the density
N∗ preferred by the system has the same limit as N¯Λ. But at finite volume, it
could happen that it is distant from N¯Λ more than |Λ|1/2 making the study of
small fluctuations irrelevant. As we prove in Lemma 6.4 this is not the case.
5 Proofs of the Theorems
In this section we give the proofs of the main results, which are based on some
technical Lemmas presented in the next Section. Moreover, we will give some
remarks to clarify the relations between the canonical, gran-canonical and ther-
modynamic quantities involved in the problem and presented above.
Proof of Theorem 3.1. We rewrite P0Λ,µ0(AN˜ ) as follows:
P
0
Λ,µ0(AN˜ ) =
Ξ0Λ,β(µ˜Λ)e
βµ0N˜
Ξ0Λ,β(µ0)e
βµ˜ΛN˜
P
0
Λ,µ˜Λ(AN˜ ). (5.1)
In the previous one we did the Radon-Nikody´m derivative of our probability
measure with respect to the one with µ˜Λ instead of µ0. Note that the definition
of µ˜Λ given via (2.8), i.e., such that
βfGCΛ,β,0(ρ˜Λ) = βµ˜Λρ˜Λ − βpΛ,β,0(µ˜Λ), (5.2)
is equivalent to define implicitly µ˜Λ as the chemical potential such that
N˜
|Λ| = E
0
Λ,µ˜Λ
[
N
|Λ|
]
=
∂
∂µ
pΛ,β,0(µ)
∣∣∣∣
µ=µ˜Λ
. (5.3)
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Moreover, from (4.2) and (4.10) we have that this µ˜Λ is equal to the one which
satisfies (4.8).
From (2.7), (2.8), (3.2) and (5.2) we get
Ξ0Λ,β(µ˜Λ)e
βµ0N˜
Ξ0Λ,β(µ0)e
βµ˜ΛN˜
= exp
{
|Λ|
[
βµ0N˜ − βµ˜ΛN˜ + βpΛ,β,0(µ˜Λ)− βpΛ,β,0(µ0)± βµ0N¯Λ
]}
= exp
{|Λ| [βfGCΛ,β,0(ρ¯Λ)− βfGCΛ,β,0(ρ˜Λ) + βµ0(ρ˜Λ − ρ¯Λ)]}
= exp
{−|Λ|IGCΛ,β,0(ρ˜Λ; ρ¯Λ)} . (5.4)
On the other hand, denoting with N˜∗ the number of particles such that
sup
N
{
eβµ˜ΛNZ0Λ,β(N)
}
= eβµ˜ΛN˜
∗
Z0Λ,β(N˜
∗), (5.5)
using (4.17) and (4.18) we have
P
0
Λ,µ˜Λ(AN˜ ) = J
C
µ˜Λ(N˜ , N˜
∗)K(µ˜Λ, N˜
∗). (5.6)
The novelty here is that we compute the above term using cluster expansions
instead of inverting the characteristic function as in (4.9). First, we note that
from Lemma 6.4 we have
|N˜ − N˜∗| ≤ C, (5.7)
for some C > 0 which does not depend on Λ. Then, applying Lemma 6.2 (using
the cluster expansion (2.23)) we find
JCµ˜Λ(N˜ , N˜
∗) = exp

S′|Λ|(ρ˜∗Λ)(N˜ − N˜∗)−
∑
m≥2
(N˜ − N˜∗)m
|Λ|m−1
F (m)Λ,β,0(ρ˜∗Λ)
m!
+ |Λ|S|Λ|(ρ˜∗Λ)


. exp
{|Λ|S|Λ|(ρ˜∗Λ)}
(
1 +
1
|Λ|
)
, (5.8)
since (5.7) and (B.9) and where S|Λ|(ρ
∗
Λ) is given by (B.2) with the property
(B.3).
The study of K(µ˜Λ, N˜
∗) is the same as the one done in Lemma 6.3 where
now we consider N˜∗ as center of fluctuations of order 1/2. Hence the conclusion
follows from
K(µ˜Λ, N˜
∗) ≤ e−|Λ|S|Λ|(ρ˜∗Λ)
[√
2πDΛ,0(ρ˜∗Λ)|Λ|
(
1− C√|Λ|
)]−1
(5.9)
and
K(µ˜Λ, N˜
∗) ≥ e−|Λ|S|Λ|(ρ˜∗Λ)
[√
2πDΛ,0(ρ˜∗Λ)|Λ|
(
1 +
C√|Λ|
)]−1
(5.10)
for some C ∈ R+ independent on Λ.
Remark 5.1. In the proof of Theorem 3.1, instead of (5.1) we could try with
the canonical partition function and obtain:
P
0
Λ,µ0(AN˜ ) = J
C
µ0(N˜ ,N
∗)K(µ0, N
∗), (5.11)
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where
JCµ0(N˜ ,N
∗) = exp
{
−|Λ|
[
βfΛ,β,0(N˜ )− βfΛ,β,0(N∗)− βµ0(N˜ −N∗)
]}
.
(5.12)
In this case, the normalization K(µ0, N
∗) can only be given in terms of the full
series of derivatives F (m)Λ,β,0(ρ∗Λ), m ≥ 2 giving:
K(µ0, N
∗) =
∑
N∈I
exp
{
− (N −N
∗)2
2|Λ|
[
−2βb|Λ|(ρ∗Λ)
|Λ|
N −N∗ + ρ
∗
ΛB|Λ|(ρ
∗
Λ)
( |Λ|
N −N∗
)2
+βF ′′Λ,β,0(ρ∗Λ) +
∑
m≥3
2F (m)Λ,β,0(ρ∗Λ)
m!
(
N −N∗
|Λ|
)m−2

+O(e−c|Λ|). (5.13)
Instead, when we perturbed around N˜∗ in K(µ˜Λ, N˜
∗) it implied that the second
derivative is dominant and hence written as a Gaussian integral.
Remark 5.2. Let us note that equations (3.2) and (5.12) give the same infinite
volume functional. For the canonical ensemble, from [15] we have that
|Iβ(ρ˜; ρ0)− ICΛ,β,0(N˜ ;N∗)| .
|∂Λ|
|Λ| , (5.14)
where ICΛ,β,0(N˜ ;N
∗) := βfΛ,β,0(N˜)−βfΛ,β,0(N∗)−βµ0(N˜−N∗). Instead, using
the fact that Lemma 6.3 and Lemma 6.4 imply
∣∣∣βfGCΛ,β,0(ρˆΛ)− βfΛ,β,0(Nˆ∗)∣∣∣ ≤ 1|Λ| log
[∑
N≥0 e
βµˆNZ0Λ,β(N)
eβµˆNˆ∗Z0Λ,β(Nˆ
∗)
]
+ βµˆ
ρˆΛ − ρˆ∗Λ
|Λ| .
log
√|Λ|
|Λ| ,
for all µˆ, Nˆ and Nˆ∗ related in the sense of (2.17) and (2.9), we get
|IGCΛ,β,0(ρ˜Λ; ρ¯Λ)− ICΛ,β,0(N˜ ;N∗)| .
log
√|Λ|
|Λ| . (5.15)
Furthermore, we have
∣∣DΛ,0(ρ˜∗Λ)− σ2Λ,0(µ˜Λ)∣∣ . 1√|Λ| . (5.16)
Similarly, denoting σ2∞(µ˜) :=
1
β p
′′
β(µ˜) = limΛ→Rd σ
2
Λ,0(µ˜Λ), we obtain that
|DΛ,0(ρ˜∗Λ)− σ2∞(µ˜)| .
|∂Λ|
|Λ| , (5.17)
thanks to Lemma A.1 and the fact that, from (2.12) and the equivalent formu-
lation of (2.14) for µ˜ and ρ˜, we have
f ′′β (ρ˜) =
β
σ2∞(µ˜)
, (5.18)
where ρ˜ := limΛ→R+ ρ˜Λ.
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Proof of Theorem 3.2. From (4.17), (4.18) we have
P
0
Λ,µ0(AN˜ ) = J
C
µ0(N˜ ,N
∗)K(µ0, N
∗). (5.19)
Then using Lemma 6.2 we have
JCµ0(N˜ ,N
∗) ≥ exp
{
− (u
′)2|Λ|2α−1
2DαΛ,β,0(ρ
∗
Λ)
+ |Λ|S|Λ|(ρ∗Λ)− E|Λ|(α, u′, ρ∗Λ)
}
(5.20)
and
JCµ0(N˜ ,N
∗) ≤ exp
{
− (u
′)2|Λ|2α−1
2DαΛ,β,0(ρ
∗
Λ)
+ |Λ|S|Λ|(ρ∗Λ) + E|Λ|(α, u′, ρ∗Λ)
}
(5.21)
where S|Λ|(ρ
∗
Λ) given by (B.2) with the property (B.3).
The conclusion follows from Lemma 6.3 which gives us
K(µ0, N
∗) ≤ e−|Λ|S|Λ|(ρ∗Λ)
[√
2πDα,+Λ,0 (ρ
∗
Λ)|Λ|
(
1− E|Λ|(α, u′, ρ∗Λ)
)]−1
(5.22)
and
K(µ0, N
∗) ≥ e−|Λ|S|Λ|(ρ∗Λ)
[√
2πDα,+Λ,0 (ρ
∗
Λ)|Λ|
(
1 + E|Λ|(α, u
′, ρ∗Λ)
)]−1
. (5.23)
Remark 5.3. Note that, similarly to Remark 2.2, we have
∣∣DαΛ,0(ρ∗Λ)− σ2Λ,0(µ0)∣∣ . 1|Λ|m(α)(1−α)−1/2 . (5.24)
and
|DΛ,0(ρ∗Λ)− σ2∞(µ0)| .
|∂Λ|
|Λ| . (5.25)
Proof of Corollary 3.2.1. The proof follows from the proof of Theorem 3.2 for
α = 1/2.
6 Technical Lemmas
In this section we give the technical details for the proofs of the main theorems.
We write the canonical finite volume free energy (2.6) calculated at N˜ , as a
Taylor expansion around N∗ using the free energy defined in (2.26). In order
to simplify the notation we do not explicit the dependence on the boundary
conditions in this first part of the section.
We recall that, using the cluster expansion (2.23), the free energy (2.6) can
be written as
fΛ,β(N) =
1
β
{
− 1|Λ| log
|Λ|N
N !
− F (int)Λ,β (N)
}
(6.1)
where, using (2.21), we defined
F
(int)
Λ,β (N) :=
N
|Λ|
∑
n≥1
1
n+ 1
PN,|Λ|BΛ,β(n). (6.2)
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Moreover, defining
F (int)Λ,β (ρ) :=
∑
n≥1
1
n+ 1
Pn+1(ρ)BΛ,β(n), (6.3)
the free energy defined in (2.26) can be written as
FΛ,β(ρ) = 1
β
{
ρ(log ρ− 1)−F (int)Λ,β (ρ)
}
, (6.4)
We also recall that, being F
(int)
Λ,β (N) = F (int)Λ,β (ρΛ) (N ∈ N, ρΛ = N/|Λ|),
between the free energy defined in (2.6) and the one defined in (2.26), from
(B.2) and (B.3), it holds the following relation:
|fΛ,β(N)−FΛ,β(ρΛ)| = |S|Λ|(ρΛ)| .
log
√|Λ|
|Λ| . (6.5)
In what follows we will denote with F int,(m)Λ,β (·) and P(m)n+1(·) the m-th deriva-
tive of F intΛ,β(·) and Pn+1(·).
The following result holds:
Lemma 6.1. Let N , N ′ be such that ρΛ, ρ
′
Λ ∈ (0, 1) and equation (2.23) is true
for both N and N ′. Then:
∣∣∣∣fΛ,β(N)−

fΛ,β(N ′) + ∑
m≥1
(
N −N ′
|Λ|
)m F (m)Λ,β (ρ′Λ)
m!

 ∣∣∣∣ . log
√|Λ|
|Λ| . (6.6)
Proof. Let us fix n ∈ N and define for all k ≤ n the set {i1, ..., ik} 6= :=
{{i1, ...ik} ⊂ {1, ..., n} | is 6= it ∀ 1 ≤ s, t ≤ k, s 6= t}. For all ρΛ we have:
1
m!
P(m)n+1(ρΛ) =
(
n+ 1
m
)
ρn+1−mΛ ×
×

1 + n+1−m∑
k=1
(−1)k
(
n+1
m
)−1(n+1−k
m
)
(ρΛ|Λ|)k
∑
{i1,...,ik} 6=⊆{0,...,n−1}
k∏
j=1
(n− ij)


and
P⌊ρΛ|Λ|⌋,|Λ|(n) = ρ
n
Λ
[
1 +
n∑
k=1
(−1)k
∑
{i1,...,ik} 6=⊆{1,...,n−1}
∏k
j=1(n− ij)
(ρΛ|Λ|)k
]
.
Noting that[
1−
∑n−1
i=0 (n− i)
ρΛ|Λ|
(
2−
(
n+ 1
m
)−1(
n
m
))]
+
n∑
k=2
k even
[∑
{i1,...,ik} 6=⊆{0,...,n−1}
∏k
j=1(n− ij)
(ρΛ|Λ|)k
(
2−
(
n+ 1
m
)−1(
n+ 1− k
m
))
−
∑
{i1,...,ik+1} 6=⊆{0,...,n−1}
∏k+1
j=1 (n− ij)
(ρΛ|Λ|)k+1
(
2−
(
n+ 1
m
)−1(
n+ 1− (k + 1)
m
))]
≥ 0
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we get [
1
m!
P(m)n+1(ρΛ)
] [
P⌊ρΛ|Λ|⌋,|Λ|(n)
]−1
≤ 2
(
n+ 1
m
)
ρ1−mΛ . (6.7)
Thanks to the previous bound, using (2.25) and Stirling’s formula we obtain∣∣∣∣ ∑
m≥1
∑
n≥m−1
1
n+ 1
1
m!
P(m)n+1(ρΛ)BΛ,β(n)
∣∣∣∣ ≤ 2∑
m≥1
ρ1−mΛ
∑
n≥m−1
(
n+ 1
m
)
|Fβ,N,Λ(n)|
≤ 2
∑
m≥1
1
m!
ρ1−mΛ
∑
n≥m−1
(n+ 1)me−c(n+1) <∞.
(6.8)
From (2.22) and (2.27) it is easy to see by induction that for all N and N ′,
the term (N/|Λ|)PN,|Λ|(n) can be written as:
N
|Λ|PN,|Λ|(n) =
[(N −N ′) +N ′][(N −N ′) + (N ′ − 1)] · · · [(N −N ′) + (N ′ − n)]
|Λ|n+1
=
n+1∑
m=1
1
m!
(
N −N ′
|Λ|
)m
P(m)n+1(ρ′Λ) +
N ′
|Λ|PN ′,|Λ|(n). (6.9)
Then using (2.26) and (6.9) and thanks to (6.8) we have
N
|Λ|
∑
n≥1
1
n+ 1
PN,|Λ|(n)BΛ,β(n) = −β


∑
m≥1
(
N −N ′
|Λ|
)m
1
m!
F int,(m)Λ,β (ρ′Λ)


+
N ′
|Λ|
∑
n≥1
1
n+ 1
PN ′,|Λ|(n)BΛ,β(n). (6.10)
Observing now that the Taylor expansion of ρΛ(log ρΛ − 1) around ρ′Λ is equal
to
ρΛ(log ρΛ − 1) = ρ′Λ(log ρ′Λ − 1) + (ρΛ − ρ′Λ) log ρ′Λ
+
∑
m≥2
(−1)m (ρΛ − ρ
′
Λ)
m
m!
(m− 2)!
(ρ′Λ)
m−1
. (6.11)
using (6.5), (6.10) and (6.11) we conclude the proof.
As a consequence of the previous lemma, for the term JCµ (N,N
′) given in
(4.17) we have:
Lemma 6.2. Let µ0 ∈ R be a chemical potential and N∗ which satisfies (2.9)
for µ = µ0 such that condition (⋆) holds. For a generic fluctuation N such that
N := N∗ + v|Λ|α (6.12)
for some v ∈ R and α ∈ [1/2, 1) so that N ∈ N for the quantity JCµ0(N,N∗)
defined in (4.17) we have:
JCµ0(N˜ ,N
∗) ≤ exp
{
− v
2|Λ|2α−1
2DαΛ,0(ρ
∗
Λ)
+ |Λ|S|Λ|(ρ∗Λ) + E|Λ|(α, v, ρ∗Λ)
}
(6.13)
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and
JCµ0(N˜ ,N
∗) ≥ exp
{
− v
2|Λ|2α−1
2DαΛ,0(ρ
∗
Λ)
+ |Λ|S|Λ|(ρ∗Λ)− E|Λ|(α, v, ρ∗Λ)
}
(6.14)
where, setting
m(α) := min {m ∈ N | m(1− α)− 1 > 0} , (6.15)
DαΛ,0(ρ
∗
Λ) is defined in (3.6), S|Λ|(ρ
∗
Λ) is given by (B.2) with the property (B.3),
and where E|Λ|(α, v, ρ
∗
Λ) is an error term of order |Λ|−[m(α)(1−α)−1], which will
be given in (6.18).
Proof. From (4.19) and Lemma 6.1, i.e., doing the Taylor expansion of fΛ,β,0(N˜)
around N∗ in the sense of Lemma 6.1, we obtain
JCµ0(N˜ ,N
∗) = exp
{
βv|Λ|α(µ0 −F ′Λ,β,0(ρ∗Λ))
−β
∑
m≥2
vm|Λ|m(α−1)+1
m!
F (m)Λ,β,0(ρ∗Λ) + |Λ|S|Λ|(ρ∗Λ)
}
,(6.16)
where now from (4.23) and (B.9) we have
|Λ|α(µ0 −F ′Λ,β,0(ρ∗Λ)) .
1
|Λ|1−α . (6.17)
By the definition of m(α) the dominant terms of the sum in (6.16) are given
by the ones up to m(α) − 1 where the largest one is given by m = 2, so that,
defining the error as
E|Λ|(α, v, ρ
∗
Λ) :=
β
|Λ|m(α)(1−α)−1
∣∣∣∣∣v
m(α)F (m(α))Λ,β,0 (ρ∗Λ)
m(α)!
+
v(µ0 −F ′Λ,β,0(ρ∗Λ))
|Λ|1−m(α)(1−α)−α
+
∑
m≥m(α)+1
vmF (m)Λ,β,0(ρ∗Λ)
m!|Λ|(m−m(α))(1−α)
∣∣∣∣∣∣ ,
(6.18)
we can conclude the proof.
Now we investigate the term K(µ0, N
∗) where µ0 and N
∗ are related as in
(2.9) and (4.23).
Lemma 6.3. Let µ0 ∈ R be a chemical potential and N∗ which satisfies (2.9)
for µ = µ0 such that condition (⋆) holds. For K(µ0, N
∗) defined in (4.18), we
have
K(µ0, N
∗) ≥ e−|Λ|S|Λ|(ρ∗Λ)
[√
2πDα,+Λ,0 (ρ
∗
Λ)|Λ|
(
1 + E|Λ|(α, v, ρ
∗
Λ)
)]−1
(6.19)
and
K(µ0, N
∗) ≤ e−|Λ|S|Λ|(ρ∗Λ)
[√
2πDα,+Λ,0 (ρ
∗
Λ)|Λ|
(
1− E|Λ|(α, v, ρ∗Λ)
)]−1
(6.20)
where Dα,+Λ,0 (ρ
∗
Λ) is defined in (3.7), S|Λ|(ρ
∗
Λ) is given by (B.2) with the property
(B.3) and E|Λ|(α, v, ρ
∗
Λ) error term of order |Λ|−[m(α)(1−α)−1] defined via cluster
expansion and given by (6.18), with m(α) given by (6.15).
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Proof. Let us define
Iα,v := N ∩ [N∗ − v|Λ|α, N∗ + v|Λ|α], (6.21)
with v ∈ R+ and α ∈ [1/2, 1).
Let also consider the following sets:
Icα,v := N \ Iα,v (6.22)
if α > (2d− 1)/2d, or
Iα,vδ,v′ := N ∩
{
[N∗ − v′|Λ|δ, N∗ + v′|Λ|δ] \ Iα,v
}
(6.23)
and
Icδ,v′ := N \ Iα,vδ,v′ (6.24)
if α ≤ (2d− 1)/2d for some δ > (2d− 1)/2d and v′ ∈ R+.
For all N ∈ Icδ,v′ or N ∈ Icα,v, there exists a positive constant c1 independent
on |Λ| such that
JCµ0(N,N
∗) =
eβµ0NZ0β,Λ(N)
eβµ0N∗Z0β,Λ(N
∗)
≤ exp
{
−c1 (N −N
∗)2
|Λ|
}
. (6.25)
Since in these intervals N and N∗ are not close we compare with the infinite
volume free energy. Hence, adding and subtracting fβ(ρΛ), the exponent of
JCµ0(N,N
∗) written as in (4.19), becomes:
−|Λ|[fΛ,β,0(N)− fβ(ρΛ)] + |Λ|[fΛ,β,0(N∗)− fβ(ρ∗Λ)]
−|Λ|(ρΛ − ρ∗Λ)(µ0 − f ′β(ρ∗Λ))− f ′′β (ρˆΛ)
(N −N∗)2
2|Λ| (6.26)
where we also performed a Taylor expansion of fβ(ρΛ) around ρ
∗
Λ and where
ρˆΛ ∈
(
min
{
N
|Λ| , ρ0
}
,max
{
N
|Λ| , ρ0
})
.
From [15] we have that the first two terms of (6.26) are of order |∂Λ|. For the
third term, on one hand form (2.14) and (A.16)-(A.19) we find µ0 − f ′β(ρ∗Λ) ≤
|∂Λ|/|Λ|. On the other hand, as it is clarify in (6.35), (ρΛ − ρ∗Λ)/|Λ| → 0 as
|Λ| → ∞ for all N here considered. Then also the second term of (6.26) has
order |∂Λ|. Moreover we have
(N − N¯Λ)2
|Λ| ≥ |Λ|
2γ−1 > |∂Λ| (γ = α, δ) (6.27)
and
0 < c1 ≤ βf ′′β (ρ˜Λ) + C1
|∂Λ|
|Λ|2γ−1 < +∞ (γ = α, δ), (6.28)
thanks to the fact that we are far from the transition phase, for some C1, c1 ∈
R+.
Thus, there exists c > 0 independents on |Λ| such that
∑
N∈Ic
δ,v′
(Icα,v)
eβµ
∗NZ0Λ,β(N)
eβµ∗N∗Z0Λ,β(N
∗)
≤
∑
N∈Icδ (I
c
α,v)
e−c[(N−N
∗)2/|Λ|] . e−c|∂Λ|, (6.29)
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Let us consider now the sum over Iα,v. Then, defining
Dα,−Λ,0 (ρ
∗
Λ) :=

βF ′′Λ,β,0(ρ∗Λ)− β
m(α)−1∑
m≥3
2vm−2|F (m)Λ,β,0(ρ∗Λ)|
m!|Λ|(m−2)(1−α)


−1
, (6.30)
which is positive thanks to Lemma A.1 and the fact that f ′′β (ρ0) > 0, and using
Lemma 6.2 we have:
∑
N∈Iα,v
eβµ0NZ0Λ,β(N)
eβµ0N∗Z0Λ,β(N
∗)
≤ exp{E|Λ|(α, v, ρ∗Λ) + |Λ|S|Λ|(ρ∗Λ)}
v|Λ|α∑
n=−v|Λ|α
exp
{
− n
2
2|Λ|Dα,−Λ,0 (ρ∗Λ)
}
≤ exp{E|Λ|(α, v, ρ∗Λ) + |Λ|S|Λ|(ρ∗Λ)}
[√
2πDα,−Λ,0 (ρ
∗
Λ)|Λ|+ Ce−|Λ|
2α−1
]
≤ exp{|Λ|S|Λ|(ρ∗Λ)}
[√
2πDα,+Λ,0 (ρ
∗
Λ)|Λ|
(
1 + E|Λ|(α, v, ρ
∗
Λ)
)]
(6.31)
with C ∈ R+ and where in the last but one inequality we used equation (iii) of
Theorem 1.1 in [1] and the fact that E|Λ|(α, v, ρ
∗
Λ) = O(|Λ|−[m(α)(1−α)−1]). In
the same way we obtain
∑
N∈Iα,v
eβµ0NZ0Λ,β(N)
eβµ0N∗Z0Λ,β(N
∗)
≥ e|Λ|S|Λ|(ρ∗Λ)
[√
2πDα,+Λ,0 (ρ
∗
Λ)|Λ|
(
1− E|Λ|(α, v, ρ∗Λ)
)]
(6.32)
which conclude the proof if α > (2d− 1)/2d.
Otherwise for N ∈ Iα,vδ,v′ , thanks to Lemma 6.2 we have
∑
N∈Iα,v
δ,v′
eβµ0NZ0Λ,β(N)
eβµ0N∗Z0Λ,β(N
∗)
. eE|Λ|(δ,v,
′ρ∗Λ)+|Λ|S|Λ|(ρ
∗
Λ)
∑
N∈Iα,v
δ,v′
e−c
(N−N∗)2
|Λ|
. exp
{−cv2|Λ|2α−1} (6.33)
with c ∈ R+ independents on |Λ|.
Remark 6.1. As we wrote in (4.21) it is easy to see that N∗/|Λ|, N¯Λ/|Λ have
as a limit ρ0 when |Λ| → ∞. Indeed from (2.5), (2.6) and (2.7) we have
βpΛ,β,0(µ0) =
1
|Λ| log
∑
N≥0
eβµ0NZ0Λ,β(N) ≥
1
|Λ| log
[
eβµ0N
∗
Z0Λ,β(N)
]
(6.34)
On the other hand, let Nmax be the maximal number of particles allowed by the
system, i.e., the first N ∈ N such that
eβµ0NZ0Λ,β(N) ≤
[eβ(µ0+B)|Λ|]N
N !
≤

exp
{
β(µ0 +B) +
(
1− N12N+1
)}
|Λ|
N


N
< 1.
(6.35)
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Then we get
βpΛ,β,0(µ0) ≤ 1|Λ| log
[(
eβµ0N
∗
Z0Λ,β(N
∗)
)Nmax∑
N=0
1 + C
[eβ(µ0+B)|Λ|]Nmax
Nmax!
]
≤ βµ0ρ∗Λ − βfΛ,β,0(N∗) +
1
|Λ| log
[
Nmax∑
N=0
1 + C
[eβ(µ0+B)|Λ|]Nmax
Nmax!
]
,
for some C ∈ R+.
Now we can study the relation between N¯Λ and N
∗.
Lemma 6.4. Let N¯Λ as in (2.17) and N
∗ which satisfies (2.9) for µ = µ0, such
that condition (⋆) holds for both of them.
We have:
N¯Λ > N
∗ (6.36)
and
N¯Λ −N∗ ≤ C (6.37)
for some C > 0 which does not depend on Λ.
Proof. From (2.17), adding and subtracting N∗/|Λ| and multiplying and divid-
ing by eβµ0N
∗
Z0Λ,β(N
∗), we have:
ρ¯Λ =
∑
N≥0[(N ±N∗)/|Λ|]eβµ0NZ0Λ,β(N)
Ξ0Λ,β(µ0)
=
N∗
|Λ| +
∑
N≥0[(N −N∗)/|Λ|]eβµ0NZ0Λ,β(N)
Ξ0Λ,β(µ0)
=
N∗
|Λ| +

∑
N≥0
(
N −N∗
|Λ|
)
eβµ0NZ0Λ,β(N)
eβµ0N∗Z0Λ,β(N
∗)

K(µ0, N∗) (6.38)
which implies immediately (6.36).
The proof of (6.37) follows the strategy of the one of Lemma 6.3 with α =
1/2, such that we will use the sets defined in (6.21), (6.23) and (6.24).
Then from an equivalent study to the one done in (6.25)-(6.29) we obtain
that there exists c ∈ R+ such that
∑
N∈Ic
δ,v′
(
N −N∗
|Λ|
)
eβµ0(N−N
∗)
Z0Λ,β(N)
Z0Λ,β(N
∗)
. e−c|∂Λ| (6.39)
because for all N ∈ Icδ,v′ we have
N −N∗
|Λ| ∈ Z ∩
{[
−ρ∗Λ,
−v′
|Λ|1−δ
]
∪
[
v′
|Λ|1−δ , C(β, µ0, B)
]}
(6.40)
where C(β, µ0, B) is a constant which does not depend on |Λ| and which can be
derived from (6.35).
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For N ∈ I1/2,vδ,v′ choosing δ such that 1 − δ = m(δ)(1 − δ) − 1, i.e. m(δ) =
1 + 1/(1− δ), we get
∑
N∈I
1/2,v
δ,v′
(
N −N∗
|Λ|
)
eβµ0(N−N
∗)
Z0Λ,β(N)
Z0Λ,β(N
∗)
. e|Λ|S|Λ|(ρ
∗
Λ) ×
×
∑
N∈I
1/2,v
δ,v′
(
N −N∗
|Λ|
)
e−
(N−N∗)2
c|Λ|
+c1
N−N∗
|Λ| . e|Λ|S|Λ|(ρ
∗
Λ) ×
×
∑
N∈I
1/2,v
δ,v′
(
N −N∗
|Λ|
)
e−
(N−N∗)2
c|Λ|
(
1 + c1
N −N∗
|Λ|
)
. e|Λ|S|Λ|(ρ
∗
Λ) ×
×
∑
N∈I
1/2,v
δ,v′
(
N −N∗
|Λ|
)2
e−c
(N−N∗)2
|Λ| .
e|Λ|S|Λ|(ρ
∗
Λ)
|Λ| (6.41)
where c, c1 ∈ R+ independent on |Λ| and because for all N ∈ I1/2,vδ,v′ we have
(v′)2e−
(v′)2|Λ|2δ−1
c
|Λ|2(1−δ) ≤
(
N −N∗
|Λ|
)2
e−
(N−N∗)2
c|Λ| ≤ v
2e−
v2
c
|Λ| (6.42)
and [(N −N∗)/|Λ|]e− (N−N
∗)2
c|Λ| is an odd function.
Finally, using an estimate similar to the previous one we obtain
∑
N∈I1/2
(
N −N∗
|Λ|
)
eβµ0(N−N
∗)
Z0Λ,β(N)
Z0Λ,β(N
∗)
. e|Λ|S|Λ|(ρ
∗
Λ)
×
∑
N∈I1/2
(
N −N∗
|Λ|
)2
e
− (N−N
∗)2
2|Λ|DΛ,β,η
(ρ∗Λ) . e|Λ|S|Λ|(ρ
∗
Λ)
√|Λ|
|Λ| . (6.43)
The conclusions follow from the fact that, thanks to Lemma 6.3 we have
K(µ0, N
∗) . exp
{−|Λ|S|Λ|(ρ∗Λ)}(√|Λ|)−1 + 1|Λ| . (6.44)
Remark 6.2. Note that (6.36) implies AN¯Λ ⊆ AN∗ and then
P
0
Λ,µ0(AN∗) ≥ P0Λ,µ0(AN¯Λ). (6.45)
On the other hand if we consider periodic boundary condition, thanks to the
fact that from [15] and Lemma 6.1 we have∣∣µ0 −F ′Λ,β,per(ρ¯Λ)∣∣ . 1|Λ| , (6.46)
we can choose both N¯Λ and N
∗ as center of deviations which implies
P
per
Λ,µ0
(AN¯ ) ∼ PperΛ,µ0(AN∗). (6.47)
Here, PperΛ,µ0 is the grand-canonical probability measure with periodic boundary
conditions defined similarly to (2.16) where, instead of H0Λ(q) (given by (2.3))
we consider HperΛ (q) defined using a proper “periodic”stable and regular pair
potential V per(xi − xj) (see for example definition (3) in [14]).
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A Canonical cluster expansion
Here we give some details about the cluster expansion needed for the proof of
(5.17). We follow the results from [14] to which we refer for a more detailed
description.
An abstract polymer model (V ,GV , ω) consists of (i) a set of polymers V :=
{V1, ..., V|V|}, (ii) a binary symmetric relation ∼ of compatibility on V × V
such that for all i 6= j, Vi ∼ Vj if and only if Vi ∩ Vj = ∅, (iii) a graph
GV ≡ (V (GV), E(GV)) such that the vertex set V (GV) = V and an edge {i, j} ∈
E(GV) if and only if Vi 6∼ Vj and (iv) a weight function ω : V → C. Then
defining for all N ∈ N
V ≡ V(N) := {V : V ⊂ {1, ..., N}, |V | ≥ 2} (A.1)
and
ω ≡ ωΛ(V ) :=
∑
g∈CV
∫
Λ|g|
∏
i∈V (g)
dqi
|Λ|
∏
{i,j}∈E(g)
fi,j (A.2)
with fi,j := e
−βV (qi,qj) − 1, we have that thanks to [14]
N
|Λ|
∑
n≥1
1
n+ 1
PN,|Λ|(n)BΛ,β(n) =
1
|Λ|
∑
I∈I
cIω
I
Λ, (A.3)
where
cI =
1
I!
∑
G⊂GI
(−1)|E(G)| = 1
I!
∂
∑
V I(V ) logZV(N),ωΛ
∂I(V1)ωΛ(V1) · · · ∂I(Vn)ωΛ(Vn)
∣∣∣∣
ωΛ(V )=0
(A.4)
with
ZV(N),ωΛ :=
∑
{V1,...,Vn}∼
n∏
i=1
ωΛ(Vi) =
∫
ΛN
N∏
i=1
dqi
|Λ| e
−βH0Λ(q). (A.5)
The second sum in (A.3) is over the set I of multi-indices I : V(N)→ {0, 1, ...},
ωIΛ =
∏
V ωΛ(V )
I(V ), and, denoting suppI := {V ∈ V(N) : I(V ) > 0},
GI is the graph with
∑
V ∈suppI I(V ) vertices induced from GsuppI ⊂ GV(N) by
replacing each vertex V by the complete graph on I(V ) vertices.
Furthermore, the sum in (A.4) is over all connected graphs G of GI spanning
the whole set of vertices of GI and I! =
∏
V ∈suppI I(V )!.
Denoting now with [N ] ≡ {1, .., N} and A(I) := ⋃V ∈suppI V ⊂ [N ], from
(A.3) we have that
Bβ,Λ(n) =
|Λ|n
n!
∑
I : A(I)=[n+1]
cIω
I
Λ. (A.6)
We want to recall that BΛ,β(n) is the finite volume version of the irreducible
Mayer’s coefficient βn in the sense that
lim
Λ→Rd
BΛ,β(n) = βn, (A.7)
where
βn :=
1
n!
∑
g∈Bn+1
V (g)∋1
∫
(Rd)n
∏
{i,j}∈E(g)
(e−βV (xi−xj) − 1)dx2 · · · dxn, x1 ≡ 0. (A.8)
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Here Bn+1 is the set of the 2-connected graphs and, for all g ∈ Bn+1, we denote
with V (g) the set of its vertices.
Using this formalization, thanks to [15] and also assuming in order to simplify
the calculation that
Assumption 3: V : Rd × Rd → R ∪ {∞} has compact support R < l, i.e.
V (xi − xj) = 0 if |xi − xj | > R, (A.9)
for all xi, xj ∈ Rd, we have:
Lemma A.1. Let ρ∗Λ as in (4.23) such that condition (⋆) holds and ρ0 as in
(4.21). It results:
β
∣∣∣f (m)β (ρ0)−F (m)Λ,β,0(ρ∗Λ)∣∣∣ . |∂Λ||Λ| , (A.10)
for all m ≥ 0.
Proof. Let us consider for first the case m ≥ 1. We define
ω
(m)
Λ (V ) := 2ρ
1−m
Λ
(|V |+ 1
m
) ∑
g∈CV
∫
|Λ||V |
|V |∏
i=1
dqi
|Λ|
∏
{i,j}∈E(g)
fi,j
|V |∏
i=1
Fqi(ǫ) (A.11)
where
Fq(ǫ) := (1− ǫ)1{d(q,Λc)<R|V |} + ǫ 1{d(q,Λc)≥R|V |}, (A.12)
Then, calling n = |V | and using the same estimates of (4.18)-(4.20) of [15]
we obtain
|ω(m)Λ (V )| ≤ ρ1−mΛ
2
m!
e2βB(n+ 1)m
n
[
e2βBC(β,R)ρΛ
]n−1
(A.13)
far from the boundary (ǫ = 1), and
|ω(m)Λ (V )| ≤ ρ1−mΛ
2
m!
e2βB(n+ 1)m
n
[
e2βBC(β,R)ρΛ
]n−1 dR
l
(A.14)
near the boundary (ǫ = 0). Noting that |ω(m)Λ (V )| is an upper bound for the
nth term of F int,(m)Λ,β,η (see (6.7) and (6.8)) and revisiting sections 4, 5 and 6 of
[15] we have
β
∣∣∣∣f (m)β (ρ∗Λ)−F (m)Λ,β,0(ρ∗Λ)
∣∣∣∣ . |∂Λ||Λ| . (A.15)
The conclusion follows (also when m = 0) from the fact that by construction
|ρ∗Λ − ρ0| . |∂Λ|/|Λ| (see also [3]) and from the exponential decay of FΛ,β,N (n)
given in (2.25). Indeed from (2.10), (2.23) and (2.21)-(A.8) we have
βf
(m)
β (ρ0) =
dm
dρm
ρ(log ρ− 1)
∣∣∣∣
ρ=ρ0
+
∑
n≥1
(
n+ 1
m
)
ρn+1−m0
βn
n+ 1
. (A.16)
The first term gives
dm
dρm
ρ(log ρ−1)
∣∣∣∣
ρ=ρ0
= (−1)m 1
ρm−10
= (−1)m
(
1
(ρ∗Λ)
m−1
+
∑m−1
k=1
(
m−1
k
)
(ρ∗Λ)
m−k(ρ0 − ρ∗Λ)k
(ρ0ρ∗Λ)
m−1
)
(A.17)
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for allm ≥ 2. In the above formula, the first term cancels with the corresponding
in f
(m)
β (ρ
∗
Λ) while the second is bounded by |∂Λ|/|Λ|. For the second term in
(A.16) we have:
∑
n≥1
(
n+ 1
m
)
ρn+1−m0
βn
n+ 1
=
∑
n≥1
(
n+ 1
m
)
(ρ0 ± ρ∗Λ)n+1−m
βn
n+ 1
=
∑
n≥1
(
n+ 1
m
)[n+1−m∑
k=0
(
n+ 1−m
k
)
(ρ0 − ρ∗Λ)n+1−m−k(ρ∗Λ)k
]
βn
n+ 1
=
∑
n≥1
(
n+ 1
m
)
(ρ∗Λ)
n+1−m βn
n+ 1
+
∑
n≥1
(
n+ 1
m
) n−m∑
k=0
[(
n+ 1−m
k
)
×
× (ρ0 − ρ∗Λ)n+1−m−k(ρ∗Λ)k
]
βn
n+ 1
,
(A.18)
where
n−m∑
k=0
[(
n+ 1−m
k
)
(ρ0 − ρ∗Λ)n+1−m−k(ρ∗Λ)k
]
βn
n+ 1
≤ ρ
∗
Λ
2m
|∂Λ|
|Λ|
∑
n≥1
(n+ 1)m
(
2
ρ∗Λ
)n ∣∣∣∣ ρ∗Λn+ 1βn
∣∣∣∣ ≤ ρ∗Λ2m |∂Λ||Λ|
∑
n≥1
(
2
ρ∗Λe
c
)n
.
|∂Λ|
|Λ| .
(A.19)
which concludes the proof.
Remark A.1. From (4.21), i.e. the fact that |ρ0− ρ¯Λ| . |∂Λ|/|Λ| with ρ¯Λ given
by (2.17), the previous Lemma is also valid if we consider ρ¯Λ instead of ρ
∗
Λ.
B Stirling’s approximation
We recall Stirling’s formula: for N ∈ N large enough
√
2πN
(
N
e
)N
≤ N ! ≤ e1/12N
√
2πN
(
N
e
)N
. (B.1)
Using (2.6), (2.23) and (2.26), for ρΛ = N/|Λ| ∈ (0, 1) we have:
β[fΛ,β,0(N)−FΛ,β,0(ρΛ)] = − 1|Λ| log
|Λ|ρΛ|Λ|
(ρΛ|Λ|)! − ρΛ(log ρΛ − 1)
=
1
|Λ| log
[
(ρΛ|Λ|)!
(
e
ρΛ|Λ|
)ρΛ|Λ|]
=: ρΛB|Λ|(ρΛ|Λ|) =: S|Λ|(ρΛ). (B.2)
Thus, from (B.1), we get
log
√
2πρΛ|Λ|
|Λ| ≤ S|Λ|(ρΛ) ≤
log
√
2πρΛ|Λ|
|Λ| +
1
12ρΛ|Λ|2 . (B.3)
24
We can generalize the first quantity defined in (B.2) as follows
B(x) =
1
x
log
[
Γ(x+ 1)
(x
e
)−x]
(B.4)
for all x ∈ R+ and where Γ(·) is the gamma function Γ(x) := ∫∞0 tx−1e−tdt with
the following properties [9]:
Γ(N + 1) = N ! (B.5)
for all N ∈ N, √
2π
x
(x
e
)x
≤ Γ(x) ≤
√
2π
x
(x
e
)x
e
1
12x (B.6)
for all x ∈ R+. Moreover,
ψ(x) :=
d
dx
log(Γ(x)) =
Γ′(x)
Γ(x)
= log x− 1
12x
− p(x), (B.7)
for all x ∈ R+ and where 0 ≤ p(x) ≤ 1/12x2. Then we have:
d
dx
B(x) =
ψ(x + 1)− log x
x
− B(x)
x
=
1
x
[
log
(
1 +
1
x
)
+
1
12(x+ 1)
+ p(x+ 1)
]
− B(x)
x
, (B.8)
so that, denoting with B′(ρΛ|Λ|) = d/dxB(x)|x=ρΛ |Λ| we have
S′|Λ|(ρΛ) = B(ρΛ|Λ|) + ρΛ|Λ|B′(ρΛ|Λ|) =
13ρΛ|Λ|+ 12
12ρΛ|Λ|(ρΛ|Λ|+ 1)
+
∑
n≥2
(−1)n+1
n
(
1
ρΛ|Λ|
)n
+ p(ρΛ|Λ|+ 1) . 1|Λ| . (B.9)
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