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Introduction
The CAPM is one of the typical models of risk asset's price on equilibrium market and has been used for pricing individual stocks and portfolios. At first, Markowitz [8] worked the groundwork of this model. In his research, he cast the investor's portfolio selection problem in terms of expected return and variance. Sharpe [12] and Lintner [7] developed Markowitz's idea for economical implication. Black [1] derived a more general version of the CAPM. In their version, the CAPM is constructed based on the excess of the return of the asset over zero-beta return E[
, where R i and R m are the return of the i-the asset and the market portfolio, and R 0m is the return of zero-beta portfolio of the market portfolio. Campbell, Lo and Mackinlay [2] discussed the estimation of CAPM, but in their work they did not discuss the time dimension. However, in the econometric analysis, it is necessary to investigate this model with the time dimension, that is, the model is represented as R i,t = α im +β im R m,t +ϵ i,t . Recently from the empirical analysis, it is known that the return of asset follows a short memory process. But Granger [5] showed that the aggregation of short memory processes yields long-memory dependence and it is known that the return of the market portfolio follows a long memory process. From this point of view, first, we show that the return of the market portfolio and the error process ϵ t are long memory dependent and correlated with each other.
For the regression model, the most fundamental estimator is the ordinary least squares estimator. However the dependence of the error process with the explanatory process makes this estimator to be inconsistent. To overcome this difficulty the instrumental variable method is proposed by use of the instrumental variables which are uncorrelated with the error process and correlated with the explanatory variable. This method was first used by Wright [15] and many researchers developed this method (see, Reiersϕl [9] and Geary [4] etc). Comprehensive reviews are seen in White [14] . However the instrumental variable method has been discussed in the case where the error process does not follow long memory process and this makes the estimation difficult.
For the analysis of long memory process, Robinson and Hidalgo [10] considered a stochastic regression model defined by y t = α + β ′ x t + u t , where α, β = (β 1 , ..., β K ) ′ are unknown parameters and the K-vector processes {x t } and {u t } are long memory dependent with E(x t ) = 0, E(u t ) = 0. Furthermore, in Choy and Taniguchi [3] , they consider the stochastic regression model y t = βx t + u t , where {x t } and {u t } are stationary
process with E(x t ) = µ 0, and Choy and Taniguchi [3] introduced a ratio estimator, the least squares estimator, and the best linear unbiased estimator for β. However, Robinson and Hidalgo [10] and Choy and Taniguchi [3] assume that the explanatory process {x t } and the error process {u t } are independent. In this paper, by using of instrumental variable method we propose the two-stage least squares (2SLS) estimator for the CAPM model in which the returns of the individual asset and error process are long memory dependent and mutually correlated each other. Then we prove its consistency and CLT under some conditions. Also, some numerical studies are provided.
This paper is organized as follows. Section 2 gives our definition of the CAPM model and we give a sufficient condition that return of assets as short dependence is generated by the returns of market portfolio and error process which are long memory dependent and mutually correlated each other. In Section 3 we propose 2SLS estimator for this model and show its consistency and asymptotic normality. Section 4 provides some numerical studies which show interesting features of our estimator. The proof of theorem is relegated to Section 5.
CAPM(Capital Asset Pricing Model)
For Sharpe and Lintner version of CAPM (see Sharpe [12] and Lintner [7] ), the expected return of asset i is given by
where
R m is the return of the market portfolio and R f is the return of the risk-free asset. Another Sharpe-Lintner CAPM (see Sharpe [12] and Lintner [7] ) is defined for
and
derived a more general version of CAPM, which is written as
and R 0m is the return on the zero-beta port f olio.
Since CAPM is single-period model, (1) and (2) do not have a time dimension. However for econometric analysis of the model, it is necessary to add assumptions concerning the time dimension. Hence it is natural to consider the model
where i denotes the asset, t denotes the period, and Y i,t and Z t , i = 1, · · · , n; t = 1, · · · , T , are, respectively, the returns of the asset i and the market portfolio at t.
Empirical features of the realized returns for assets and market portfolios are wellknown. We plot the autocorrelation function(ACF(l) (l : time lag)) of returns of IBM stock and S&P500 (squared transformed) in Figures 1 and 2 , respectively.
Figures 1 and 2 are about here.
From Figures 1 and 2 , we observe that the return of stock (i.e., IBM) shows the short-memory dependence, and that a market index (i.e., S&P500) shows the longmemory dependence.
Suppose that an n-dimensional process
is generated by
.., n } are unknown vector and matrix, respectively,
is an explanatory stochastic regressor process and
is a sequence of disturbance process. The i-th component is written as
In the CAPM, Y t is the return of assets, and Z t is the return of the market portfolios. As we saw, empirical studies suggest that {Y t } is short-memory dependent and that {Z t } is long-memory dependent. On this ground, we investigate the conditions that the CAPM (3) is well-defined. It is seen that if the model (3) is valid, we have to assume that {ϵ t } is also long-memory dependent and is correlated with {Z t }.
Hence, we suppose that {Z t } and {ϵ t } are defined by
where {a t } , {b t } and {e t } are p-dimensional zero-mean uncorrelated processes, and they are mutually independent. Here the coefficients { γ j } and { ρ j } are p × p-matrices, and all the components of γ j are ℓ 1 -summable, (for short, γ j ∈ ℓ 1 ), and those of ρ j are ℓ 2 -summable (for short, ρ j ∈ ℓ 2 ). The coefficients { η j } and { ξ j } are n × p-matrices, and η j ∈ ℓ 1 and ξ j ∈ ℓ 2 . From (4) it follows that
1 , which leads to
Proposition 2.1 provides an important view for the CAPM, i.e., if we assume natural conditions on (3) based on the empirical studies, then they impose a sort of "curved structure":
Two-stage least squares estimation
This section discusses estimation of (3) 
where δ is a r × p matrix and {u t } is a p-dimensional vector process which is independent of {X t }, δ can be estimated by the OLS estimator
From (3) with α = 0 and (5), Y t has the form
and δ ′ X t is uncorrelated with B ′ u t + ϵ t , hence B can be estimated by the OLS estimatorB
Using (6) and (7), we can propose the 2SLS estimator
Now, we aim at proving the consistency and asymptotic normality of the 2SLS estimatorB 2S LS . For this we assume that {ϵ t } and {X t } jointly constitute the following linear process.
where {Γ(t)} is uncorrelated (n + r)-dimensional vector process with
and G( j)'s are (n + r) × (n + r) matrices which satisfy ∑ ∞ j=0 tr {G( j)KG( j) * } < ∞. Then {A t } has the spectral density matrix
Further, we assume that ∫ π −π log det f (ω)dω > −∞, so that the process {A t } is nondeterministic. For the asymptotics ofB 2S LS , from page 108, line↑1-page 109, line 7 of Hosoya [6] we impose the following assumption.
Assumption 3.1. (i)
There exists ϵ > 0 such that, for any t < t 1 ≤ t 2 ≤ t 3 ≤ t 4 and for each β 1 , β 2 ,
and also 
uniformly in n, s, where
, and {T (n, s) > B ϵ } is the indicator, which is equal to 1 if T (n, s) > B ϵ and equal to 0 otherwise.
Under above assumptions, we can establish the following theorem.
and U = {U i, j ; 1 ≤ i ≤ r, 1 ≤ j ≤ n} is a random matrix whose elements follow normal distributions with mean 0 and
Next Example prepares the asymptotic variance formula ofB 2S LS to investigate its features in simulation study. Example 3.1. Let {Z t } and {X t } be scalar long-memory processes, with spectral densities
, respectively, and cross spectral density 1 2π
Suppose that {ϵ t } is a scalar uncorrelated process with σ
. Assuming Gaussianity of {A t }, it is seen that the right hand of (9) is
dλ,
Numerical studies
In this section, we evaluate the behaviour ofB 2S LS in the case p = 1 in (3) numerically. 
Figure 3 is about here.
From Figure 3 , we observe that if d Z ↘ 0 and if d X ↗ 1/2, then V * becomes large and otherwise V * is small. This result implies only in the case that the long memory behavior of Z t is weak and the long memory behavior of X t is strong, V * is large. Note that long memory behaviour of Z t makes the asymptotic variance of the 2SLS estimator small but one of X t makes it large. Example 4.2. In this Example, we consider the following model,
where X t , w t and u t are the scalar long memory processes which follow FARIMA(0,d 1 ,0), FARIMA(0,d 2 ,0) and FARIMA(0,0.1,0) respectively. Note that Z t and ϵ t are correlated, X t and Z t are correlated, but X t and ϵ t are independent. Under this model we comparê B 2S LS with the ordinary least squares estimatorB OLS for B, which is defined as
The length of X t , Y t and Z t are set by 100, and based on 5000 times simulation we report the mean square errors (MSE) ofB 2S LS andB OLS . We set d 1 , d 2 = 0.1, 0.2, 0.3 in Table 1 . Table 2 , we observe that the return of the finance stock (American Express) is strongly correlated with that of S&P 500 and the return of the auto industry stock (Ford) is negatively correlated with that of S&P 500. 
