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a b s t r a c t
In the literature [1] [Existence and uniqueness of the solutions and convergence of semi-
implicit Euler methods for stochastic pantograph equation, J. Math. Anal. Appl. 325 (2007)
1142–1159], Fan and Liu investigated the existence and uniqueness of the solution for
stochastic pantograph equation and proved the convergence of the semi-implicit Euler
methods under the Lipschitz condition and the linear growth condition. Unfortunately,
the main result of convergence derived by the conditions is somewhat restrictive for the
purpose of practical application, because there are many stochastic pantograph equations
that only satisfy the local Lipschitz condition. In this note we improve the corresponding
results in the above-mentioned reference.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
For the reader’s convenience, throughout this note we make use of the same notions and notations as in Fan and
Liu [1]. Let (Ω,F , P) be a complete probability space with a filtration {Ft}t>0 satisfying the usual conditions. Let B(t) =
(B1(t), B2(t), . . . , Bm(t))T , t > 0, be an m-dimensional Brownian motion which is defined on the probability space and
adapted to the filtration. Let T > 0,L1([0, T ];Rn) denote the family of all Rn-valued measurable {Ft}-adapted processes
f = {f (t)}06t6T such that
∫ T
0 |f (t)|dt < ∞ w.p. 1. Let L2([0, T ];Rn × m) denote the family of all (n × m)-matrix-valued
measurable {Ft}-adapted processes f = {f (t)}06t6T such that
∫ T
0 |f (t)|2dt < ∞ w.p. 1. Let X0 be an F0-measurable Rn-
valued random variable such that E|X0|2 < ∞. Let f : [0, T ] × Rn × Rn → Rn and g : [0, T ] × Rn × Rn → Rn×m be both
Borel measurable. |A| denote the trace norm of matrix A, i.e., |A| = √trace(ATA).
We are concerned with the n-dimensional stochastic pantograph differential equation of Itô type
dX(t) = f (t, X(t), X(qt))dt + g(t, X(t), X(qt))dB(t), t ∈ [0, T ], (1.1)
with initial value X(0) = X0 and 0 < q < 1. By the definition of stochastic differential, this equation is equivalent to the
following stochastic integral equation
X(t) = X0 +
∫ t
0
f (s, X(s), X(qs))ds+
∫ t
0
g(s, X(s), X(qs))dB(s), t ∈ [0, T ]. (1.2)
Definition 1.1 ([1]). An Rn-valued stochastic process X = {X(t)}06t6T is called a strong solution of Eq. (1.1) if it has the
following properties:
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(1) X = {X(t)}06t6T is continuous and (Ft)-adapted;
(2) {f (t, X(t), X(qt))}06t6T ∈ L1([0, T ];Rn) and {g(t, X(t), X(qt))}06t6T ∈ L2([0, T ];Rn×m);
(3) Eq. (1.1) holds for every t ∈ [0, T ]with probability 1.
A solution X = X(t)06t6T is said to be unique if any other solution Xˆ = {Xˆ(t)}06t6T is stochastically indistinguishable
from X , that is
P{X(t) = Xˆ(t), for all 0 6 t 6 T } = 1.
The semi-implicit Euler method applied to Eq. (1.1) produces
yn+1 = yn + (1− θ)hf (tn, yn, y[qn])+ θhf (tn+1, yn+1, y[q(n+1)])+ g(tn, yn, y[qn])1Bn, (1.3)
where θ ∈ [0, 1], y0 = X(0), yn ' X(tn), h = tn+1 − tn,1Bn = B(tn+1)− B(tn), n = 0, 1, . . . ,N and N = T/h.
For t ∈ [tn, tn+1)we define
y(t) = yn + (1− θ)(t − tn)f (tn, yn, y[qn])+ θ(t − tn)f (tn+1, yn+1, y[q(n+1)])+ g(tn, yn, y[qn]) (B(t)− B(tn)) , (1.4)
and denote
Z1(t) =
∞∑
k=0
I[kh,(k+1)h)(t)yk,
Zˆ1(t) =
∞∑
k=0
I[kh,(k+1)h)(t)yk+1,
Z2(t) =
∞∑
k=0
I[kh,(k+1)h)(t)y[qk],
Zˆ2(t) =
∞∑
k=0
I[kh,(k+1)h)(t)y[q(k+1)].
(1.5)
By (1.5), Eq. (1.4) can be written by
y(t) = y0 +
∫ t
0
(1− θ)f (s, Z1(s), Z2(s)) ds+ ∫ t
0
θ f
(
s¯, Zˆ1(s), Zˆ2(s)
)
ds+
∫ t
0
g(s, Z1(s), Z2(s))dB(s), (1.6)
where s = [s/h]h, s¯ = s+ h.
In order to obtain the convergence of semi-implicit Euler methods of Eq. (1.1), the following conditions are made in [1].
(C1) (Global Lipschitz condition) For all x1, y1, x2, y2 ∈ Rn and t ∈ [0, T ]
|f (t, x1, y1)− f (t, x2, y2)|2 ∨ |g(t, x1, y1)− g(t, x2, y2)|2 6 K
(|x1 − x2|2 + |y1 − y2|2) .
(C2) (Linear growth condition) For all (t, x, y) ∈ [0, T ] × Rn × Rn
|f (t, x, y)|2 ∨ |g(t, x, y)|2 6 K(1+ |x|2 + |y|2).
The following theorem is the main result of [1].
Theorem 1.2 (Fan and Liu, [1, Theorem 3.4]). Assume that conditions (C1), (C2) hold and there exists a positive constant K such
that for any s, t ∈ [0, T ], x, y ∈ Rn
|f (s, x, y)− f (t, x, y)|2 ∨ |g(s, x, y)− g(t, x, y)|2 6 K (1+ |x|2 + |y|2) |s− t|, (1.7)
then the numerical solution (1.6) will converge to the analytical solution of Eq. (1.1), i.e.,
E
[
sup
06t6T
|X(t)− y(t)|2
]
6 Ch as h→ 0,
where C is a positive constant independent of h.
The following conditions will be needed to improve Theorem 1.2.
(C1′) (Local Lipschitz condition) For every d > 0, there exists a Kd > 0 such that
|f (t, x1, y1)− f (t, x2, y2)|2 ∨ |g(t, x1, y1)− g(t, x2, y2)|2 6 Kd(|x1 − x2|2 + |y1 − y2|2) (1.8)
for x1, y1, x2, y2 ∈ Rn with |x1| ∨ |y1| ∨ |x2| ∨ |y2| 6 d.
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(C2′) (Bounded condition) There exists a pair of constants p > 2 andM > 0 such that
E
[
sup
06t6T
|X(t)|p
]
∨ E
[
sup
06t6T
|Y (t)|p
]
6 M. (1.9)
Wemention here that this condition is not restriction at all. It is known (cf. [2]) that (C2′) can be guaranteed by the linear
growth condition (C2). Now we state our theorem which improves Theorem 1.2.
Theorem 1.3. Assume that conditions (C1′), (C2′) hold and there exists a positive constant K such that for any s, t ∈ [0, T ],
x, y ∈ Rn
|f (s, x, y)− f (t, x, y)|2 ∨ |g(s, x, y)− g(t, x, y)|2 6 K (1+ |x|2 + |y|2) |s− t|, (1.10)
then the numerical solution (1.6) will converge to the analytical solution of Eq. (1.1), i.e.,
lim
h→0 E
[
sup
06t6T
|X(t)− y(t)|2
]
= 0.
We remark here that the Lipschitz condition (C1) and the Linear growth condition (C2) are replaced by the local Lipschitz
condition (C1′) and the bounded condition (C2′) respectively, it is more useful for practical purpose.
2. Proof of Theorem 1.3
In order to overcome the difficulties arising from the local Lipschitz condition, the technique of stopping times will be
used. This technique allows us to consider solutionswithin a compact setwhere the coefficients of the equation are Lipschitz.
Let us first state a few lemmas and then prove the main theorem.
For each d > 0, define the stopping times
τd := inf{t > 0 : |X(t)| > d}, σd := inf{t > 0 : |y(t)| > d}
and υd := τd ∧ σd. If x, y ∈ Rn with |x| ∨ |y| 6 d, we can observe from (C1′) that
|f (t, x, y)|2 ∨ |g(t, x, y)|2 6 K d1 (1+ |x|2 + |y|2).
where K d1 = 2Kd ∨ 2|f (t, 0, 0)|2 ∨ 2|g(t, 0, 0)|2.
Lemma 2.1. If h < 1, (θ(1+ θ)h+ θ)K d1 h < 1/2 and (C1′) holds, then
E|y(t ∧ υd)|2 6 Md, for t ∈ [0, T ],
where Md is a constant dependent on d but independent of h.
Lemma 2.2. Under the conditions of Lemma 2.1,
E|y(t ∧ υd)− Z1(t ∧ υd)|2 ∨ E|y(t ∧ υd)− Zˆ1(t ∧ υd)|2 6 Md1h, for t ∈ [0, T ],
where Md1 is a constant dependent on d but independent of h.
Lemma 2.3. Under the conditions of Lemma 2.1,
E|y(q(t ∧ υd))− Z2(t ∧ υd)|2 ∨ E|y(q(t ∧ υd))− Zˆ2(t ∧ υd)|2 6 Md2h, for t ∈ [0, T ],
where Md2 is a constant dependent on d but independent of h.
Remark 2.4. The corresponding Lemmas 2.1–2.3 have been established in [1] under the Lipschitz condition.We can remove
the Lipschitz condition by the technique of stopping times and get the proofs of Lemmas 2.1–2.3. So we omit the (technical)
proofs here. However, the proof of Theorem 1.3 is not complete by only removing the Lipschitz condition.
Proof of Theorem 1.3. Clearly,
E
[
sup
06t6T
|X(t)− y(t)|2
]
= E
[
sup
06t6T
|X(t)− y(t)|2I{τd>T and σd>T }
]
+ E
[
sup
06t6T
|X(t)− y(t)|2I{τd6T or σd6T }
]
. (2.1)
By the Young inequality
αβ 6 η
αµ
µ
+ 1
η
ν
µ
βν
ν
for all α, β, η, µ,> 0
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when µ−1 + ν−1 = 1, we obtain
E
[
sup
06t6T
|X(t)− y(t)|2I{τd6T or σd6T }
]
6 E
[
η
p/2
(
sup
06t6T
|X(t)− y(t)|2
)p/2]
+ E
[
1
p/(p− 2)
1
η2/(p−2)
(
I{τd6T or σd6T }
)]
,
which yields
E
[
sup
06t6T
|X(t)− y(t)|2I{τd6T or σd6T }
]
6
2η
p
E
[
sup
06t6T
|X(t)− y(t)|p
]
+ p− 2
pη2/(p−2)
P {τd 6 T or σd 6 T } .
Note
E
[
sup
06t6T
|X(t)− y(t)|p
]
6 2p−1E
[
sup
06t6T
|X(t)|p + sup
06t6T
|y(t)|p
]
6 2pM.
Moreover,
P {τd 6 T } = E
[ |X(τd)|p
dp
I{τd6T }
]
6
M
dp
and, similarly
P {σd 6 T } 6 Mdp .
So
P {τd 6 T or σd 6 T } 6 P {τd 6 T } + P {σd 6 T } 6 2Mdp .
Substituting the inequalities above into Eq. (2.1), we can get
E
[
sup
06t6T
|X(t)− y(t)|2
]
6 E
[
sup
06t6T
|X(t)− y(t)|2I{τd>T and σd>T }
]
+ 2
p+1ηM
p
+ 2(p− 2)M
pη2/(p−2)dp
. (2.2)
Compute
E
[
sup
06t6T
|X(t)− y(t)|2I{τd>T and σd>T }
]
= E
[
sup
06t6T
|X(t)− y(t)|2I{νd>T }
]
6 E
[
sup
06t6T
|X(t ∧ νd)− y(t ∧ νd)|2
]
. (2.3)
Applying the Hölder inequality we have
|X(t ∧ νd)− y(t ∧ νd)|2 6 6T (1− θ)2
∫ t∧νd
0
|f (s, X(s), X(qs))− f (s, Z1(s), Z2(s))|2 ds
+ 6Tθ2
∫ t∧νd
0
∣∣∣f (s, X(s), X(qs))− f (s, Zˆ1(s), Zˆ2(s))∣∣∣2 ds+ 6 ∣∣∣∣∫ t∧νd
0
[g(s, X(s), X(qs))− g(s, Z1(s), Z2(s))] dB(s)
∣∣∣∣2
+ 6T (1− θ)2
∫ t∧νd
0
∣∣f (s, Z1(s), Z2(s))− f (s, Z1(s), Z2(s))∣∣2 ds
+ 6Tθ2
∫ t∧νd
0
∣∣∣f (s, Zˆ1(s), Zˆ2(s))− f (s¯, Zˆ1(s), Zˆ2(s))∣∣∣2 ds+ 6 ∣∣∣∣∫ t∧νd
0
[
g(s, Z1(s), Z2(s))− g(s, Z1(s), Z2(s))
]
dB(s)
∣∣∣∣2 .
So, for any t1 6 T , by the Doob martingale inequality, local Lipschitz condition (C1′) and (1.10), we derive that
E
[
sup
06t6t1
|X(t ∧ νd)− y(t ∧ νd)|2
]
6 6TKd(1− θ)2
∫ t1∧νd
0
E
(|X(s)− Z1(s)|2 + |X(qs)− Z2(s)|2) ds
+ 6TKdθ2
∫ t1∧νd
0
E
(
|X(s)− Zˆ1(s)|2 + |X(qs)− Zˆ2(s)|2
)
ds
+ 24Kd
∫ t1∧νd
0
E
(|X(s)− Z1(s)|2 + |X(qs)− Z2(s)|2) ds+ 6T (1− θ)2 ∫ t1∧νd
0
K
(
1+ E|Z1(s)|2 + E|Z2(s)|2
)
hds
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+6Tθ2
∫ t1∧νd
0
K
(
1+ E|Zˆ1(s)|2 + E|Zˆ2(s)|2
)
hds+ 24
∫ t1∧νd
0
K
(
1+ E|Z1(s)|2 + E|Z2(s)|2
)
hds
6 12TKd(1− θ)2
[∫ t1
0
E|X(s ∧ νd)− y(s ∧ νd)|2ds+
∫ t1
0
E|X(q(s ∧ νd))− y(q(s ∧ νd))|2ds
]
+ 12TKd(1− θ)2
[∫ t1
0
E|y(s ∧ νd)− Z1(s ∧ νd)|2ds+
∫ t1
0
E|y(q(s ∧ νd))− Z2(s ∧ νd)|2ds
]
+12TKdθ2
[∫ t1
0
E|X(s ∧ νd)− y(s ∧ νd)|2ds+
∫ t1
0
E|X(q(s ∧ νd))− y(q(s ∧ νd))|2ds
]
+12TKdθ2
[∫ t1
0
E|y(s ∧ νd)− Zˆ1(s ∧ νd)|2ds+
∫ t1
0
E|y(q(s ∧ νd))− Zˆ2(s ∧ νd)|2ds
]
+48Kd
[∫ t1
0
E|X(s ∧ νd)− y(s ∧ νd)|2ds+
∫ t1
0
E|X(q(s ∧ νd))− y(s ∧ νd)|2ds
]
+48Kd
[∫ t1
0
E|y(s ∧ νd)− Z1(s ∧ νd)|2ds+
∫ t1
0
(|y(q(s ∧ νd))− Z2(s ∧ νd)|2) ds]
+ 6TK(1− θ)2
∫ t1
0
(
1+ E|Z1(s ∧ νd)|2 + E|Z2(s ∧ νd)|2
)
hds
+6TKθ2
∫ t1
0
(
1+ E|Zˆ1(s ∧ νd)|2 + E|Zˆ2(s ∧ νd)|2
)
hds
+ 24K
∫ t1
0
(
1+ E|Z1(s ∧ νd)|2 + E|Z2(s ∧ νd)|2
)
hds.
In view of Lemmas 2.1–2.3, we obtain that for sufficiently small h,
E
[
sup
06t6t1
|X(t ∧ νd)− y(t ∧ νd)|2
]
6 6T (T + 4) [Kd(Md1 +Md2)+ K(1+ 2Md)] h
+ [24Kd(T + 4)]
∫ t1
0
E
(
sup
06r6s
|X(r ∧ νd)− y(r ∧ νd)|2
)
ds.
By the Gronwall inequality we obtain
E
[
sup
06t6t1
|X(t ∧ νd)− y(t ∧ νd)|2
]
6 6T (T + 4) [Kd(Md1 +Md2)+ K(1+ 2Md)] he[24KdT (T+4)].
Substituting this into (2.3) and then (2.2) yields
E
[
sup
06t6T
|X(t)− y(t)|2
]
6 6T (T + 4) [Kd(Md1 +Md2)+ K(1+ 2Md)] he[24KdT (T+4)]
+ 2
p+1ηM
p
+ 2(p− 2)M
pη2/(p−2)dp
. (2.4)
Now, given any ε > 0, we can select η sufficiently small for
2p+1ηM
p
<
ε
3
and then d so large that
2(p− 2)M
pη2/(p−2)dp
<
ε
3
and finally h sufficiently small such that
6T (T + 4) [Kd(Md1 +Md2)+ K(1+ 2Md)] he[24KdT (T+4)] < ε3 .
As a result
E
[
sup
06t6T
|X(t)− y(t)|2
]
< ε
and the proof is complete. 
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