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4.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2. La aproximación variacional . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3. Existencia de una solución positiva . . . . . . . . . . . . . . . . . . . . . . 30
5. Ondas solitarias para sistemas de Schrödinger no lineales acoplados li-
nealmente y con coeficientes inhomogéneos 35
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9.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
9.2. Modelo y ecuaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
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La ecuación de Schrödinger no lineal
1.1. INTRODUCCIÓN
L
a ecuación de Schrödinger no lineal (NLS), en una de sus formas más generales
iψt = −∆ψ + V (x, t)ψ + g(x, t) |ψ|2σ ψ, x ∈ Rd, σ ∈ R (1.1)
es una de las ecuaciones más importantes de la f́ısica matemática. Esta ecuación aparece
en la modelización de muchos fenómenos f́ısicos con aplicaciones a diferentes campos
(Vázquez et˜al. , 1996), tales como f́ısica de semiconductores (Brezzi & Markowich, 1991),
óptica no lineal (Kivshar & Agrawal, 2003), condensación de Bose-Einstein (Dalfovo et˜al.
, 1999), mecánica cuántica (Rosales & Sánchez-Gómez, 1992), f́ısica del plasma (Dodd
et˜al. , 1982) o dinámica biomolecular (Davidov, 1985), por citar solo algunos ejemplos.
El estudio de este tipo de ecuaciones ha servido como catalizador en el desarrollo de
nuevas ideas e incluso de conceptos matemáticos tales como solitones (Zakharov et˜al. ,
1975) o singularidades en ecuaciones en derivadas parciales (Sulem & Sulem, 1999).
Cuando V ≡ 0 y g = constante, tenemos la “clásica” ecuación de Schrödinger no
lineal homogénea (NLSE). Para el caso en que g y V sean funciones generales, se tiene la
llamada ecuación de Schrödinger no lineal inhomogénea (INLSE).
La ecuación de Schrödinger no lineal homogénea proporciona una descripción canónica
de la dinámica de una onda plana cuasi-monocromática ǫψei(kx−ωt), cuya amplitud es
pequeña (ǫ ≪ 1) pero finita, que esta debilmente modulada con respecto al espacio y al
tiempo, y que se está propagando en un sistema conservativo (Newell, 1985). En lo que
sigue, veremos como derivar la NLSE.
Consideremos una ecuación de ondas no lineal escalar, escrita simbólicamente de la
siguiente forma
L(∂t,∇)u +G(u) = 0, (1.2)
donde L es un operador lineal con coeficientes constantes y G una función de u y sus
derivadas. Para soluciones con amplitud pequeña (ǫ ≪ 1), los efectos no lineales pueden,
en primera instancia, ser despreciados, y la ecuación admitiŕıa soluciones tipo ondas planas
cuasi-monocromáticas
u = ǫψei(kx−ωt), (1.3)
con amplitud ǫψ constante. La frecuencia ω y el vector de onda k son cantidades reales
que vienen relacionadas por la siguiente relación de dispersión
L(−iω, ik) = 0. (1.4)
Esta ecuación algebraica admite, en general, varias soluciones. Nos concentraremos en las
soluciones de la forma
ω = ω(k). (1.5)
2 1.1 Introducción
Aunque hemos asumido soluciones de onda con amplitud pequeña, se tiene que los efectos
no lineales acumulados son significativos cuando las escalas de distancia de propagación
y de tiempo son significativamente grandes. Un cálculo perturbativo de la solución de la
ecuación (1.2) sobre la onda plana cuasi-monocromática (1.3) nos conduce a una serie
de términos resonantes de diferentes órdenes, y que resultan en términos seculares de
la expansión perturbativa de la solución (Sulem & Sulem, 1999). Otras aproximaciones
equivalentes, usadas en la literatura, para derivar la ecuación de Schrödinger no lineal
pueden encontrarse en (Newell, 1985; Sulem & Sulem, 1999).
Nosotros, en cambio, usaremos un argumento de tipo heuŕıstico para derivar la NLS,
ecuación (1.1), con V ≡ 0, g(x, t) ≡ g =constante y σ = 1. Aśı, es conveniente reinterpre-
tar la relación de dispersión lineal (1.5) de la siguiente forma
(i∂t − ω (−i∂x))ψei(kx−ωt) = 0, (1.6)
donde ∂x es el gradiente con respecto a x y ω (−i∂x) es el pseudo-operador diferencial
obtenido reemplazando k por −i∂x en ω(k).
En un medio debilmente no lineal y con respuesta adiabática (es decir, inmediata), se
espera que la no linealidad afecte a la relación de dispersión. La frecuencia de la onda
depende entonces de la intensidad y esto nos lleva a reemplazar la frecuencia ω(k) por
una función Ω(k, ǫ2|ψ|2), con Ω(k, 0) = ω(k). Además, la amplitud de onda compleja ψ
esta modulada en el espacio y en el tiempo de forma muy debil, dependiendo entonces de
las variables X = ǫx y T = ǫt. De esta forma, las derivadas ∂t y ∂x en la ecuación (1.6)
son reemplazadas por ∂t + ǫ∂T y por ∂x + ǫ∇, respectivamente, donde ahora ∇ denota el
gradiente con respecto a la variable espacial X . En consecuencia, la ecuación (1.6) puede
ser reemplazada por la siguiente ecuación
[
i∂t + iǫ∂T − Ω(−i∂X − iǫ∇, ǫ2|ψ|2)
]
ψei(kx−ωt) = 0. (1.7)
De forma equivalente, en un medio debilmente no lineal, la relación de dispersión buscada
es [
ω + iǫ∂T − Ω(k − iǫ∇, ǫ2|ψ|2)
]
ψ = 0. (1.8)
Como el parámetro ǫ es pequeño, esta ecuación puede desarrollarse en serie de potencias
de segundo orden para ǫ. Teniendo en cuenta también la relación de dispersión lineal, se
obtiene
i (∂T + vg · ∇)ψ + ǫ
[
∇ · (D∇ψ) + γ|ψ|2, ψ
]
= 0, (1.9)







, con j, l = 1, .., d, es la mitad
de la matriz hessiana de la frecuencia, estando ambas evaluadas sobre el vector de onda
k. El coeficiente de acoplamiento γ está asociado a la expansión en serie de potencias de
la intensidad de la onda y viene dado por ∂Ω∂(|ψ|2) , evaluado en k y en |ψ|2 = 0.
Podemos considerar a la ecuación (1.9) como un problema de valor inicial en la variable
temporal y, por tanto, podemos escribir convenientemente esta ecuación definiendo ξ=X−
Tvg, esto es, cambiando el sistema de referencia inicial a un sistema de referencia que se
mueve con una velocidad dada por la velocidad de grupo. Haciendo también el cambio de




+ ∇ · (D∇ψ) + γ|ψ|2ψ = 0, (1.10)
donde ahora las derivadas espaciales son hechas con respecto a la variable ξ. La ecuación
NLS es a menudo llamada eĺıptica cuando el operador F = ∇ · (D∇), que es real y
simétrico, lo es. En esta tesis, nos centraremos en el operador F = α∆.
Para deducir esta ecuación, hemos asumido que la no linealidad es debil pero con dis-
persión finita, mientras que en situaciones donde los términos dispersivos y no lineales son
igualmente debiles, una “expansión perturbativa”nos llevaŕıa a ecuaciones con longitud
de onda larga, como la ecuación de Korteweg-de Vries, la ecuación de Benjamin-Ono o,
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en varias dimensiones, la ecuación de Kadomtsev-Petviashvili (Segur, 1978; Ablowitz &
Segur, 1979).
Otra ecuación no lineal de tipo Schrödinger que despierta un gran interes es la ecua-
ción de Schrödinger no lineal cúbico-qúıntica (CQNLSE). Cuando la no linealidad sea
espacialmente inhomogenea, denotaremos a esta ecuación como la (ICQNLSE):
iψt = −∆ψ + g1(x) |ψ|2 ψ + g2(x) |ψ|4 ψ, (1.11)
donde x ∈ Rd y g1(x) y g2(x) funciones suficientemente regulares.
No queremos concluir esta introducción sin hacer referencia a los sistemas de Schrödin-








= −∆ψ2 − e(x)ψ1 − f(x)G(ψ1, ψ2), (1.12b)
donde ψ1 y ψ2 son funciones de onda complejas, definidas en todo R
d, las cuales deben
decaer a cero en infinito:
ĺım
|x|→∞
ψi(x) = 0, i = 1, 2, (1.13)
y F y G son funciones, en principio, suficientemente regulares para nuestros propositos.
1.2. APLICACIONES FÍSICAS DE LA NLSE I: CONDENSADOS DE BOSE-
EINSTEIN
Como ya se ha dicho anteriormente, la ecuación de Schrödinger no lineal tiene multi-
ples aplicaciones en diversos campos de la f́ısica, tales como f́ısica del plasma, dinámica
de fluidos, teoŕıa cuántica de campos y gravitación. Recientemente, esta ecuación ha des-
pertado el interés de muchos cient́ıficos por sus múltiples aplicaciones en la condensación
de Bose-Einstein, que trataremos en este caṕıtulo, y en óptica no lineal, que trataremos
en el siguiente caṕıtulo.
Vamos a empezar definiendo que es un condensado de Bose-Einstein (BEC). En f́ısica,
el condensado de Bose-Einstein es el estado de agregación de la materia que se da en
ciertos materiales a muy bajas temperaturas. La propiedad que lo caracteriza es que una
cantidad macroscópica de las part́ıculas del material pasan al nivel de mı́nima enerǵıa,
denominado estado fundamental. El condensado es una propiedad cuántica, que no tiene
análogo clásico. Debido al principio de exclusión de Pauli, sólo las part́ıculas bosónicas
(part́ıculas cuánticas que tienen la caracteŕıstica de que su esṕın es un número entero)
pueden tener este estado de agregación. Esto quiere decir que los átomos se separan y
forman iones. A la agrupación de part́ıculas en ese nivel se le llama condensado de Bose-
Einstein.
Esto era conocido por Bose y por Einstein en la decada de 1920, ya que estos predi-
jeron que en un agregado de bosones indistinguibles, y tales que no tengan interacción
mutua, estas part́ıculas tienden a ocupar los niveles de menor enerǵıa, pudiendo alcanzar
el estado fundamental un grado de ocupación macroscópico si la temperatura está por
debajo de un valor finito TCBE. Al encontrarse la mayoŕıa de los átomos en el mismo
estado fundamental, la totalidad del sistema puede describirse mediante una función de
onda macroscópica, ψ(x, t).
En 1961, L. P. Pitaevskii introdujo por primera vez, de forma rigurosa, el concepto
de función de onda macroscópica dependiente del tiempo (Pitaevskii, 1961). Es decir,
Pitaevskii ya no se limita a considerar el condensado como el estado fundamental esta-
cionario, tal y como hab́ıan hecho otros f́ısicos, sino que muestra que el condensado tiene
una dinámica propia, que puede ser deducida a partir de argumentos microscópicos y
que responde a la llamada ecuación de Gross-Pitaevskii (Pitaevskii, 1961; Gross, 1963)
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(véase el apéndice A, donde se muestra como deducir la ecuación de Gross-Pitaevskii,






donde ψ es la función de onda macroscópica del condensado. En esta ecuación se encuentra
la interacción promedio entre átomos, G = 4π~2as/m, que origina un término no lineal
nuevo en la mecánica cuántica. Como se puede observar, esta ecuación es equivalente a
la NLSE. Cuando a > 0 la interacción entre las part́ıculas del condensado es repulsiva y
cuando a < 0 dicha interacción es atractiva. De hecho, la longitud de difusión a puede ser
cambiada de forma continua de valores positivos a valores negativos variando el campo
magnético externo u óptico. Estas modificaciones de la longitud de difusión son muy
pronunciadas en la llamada resonancia Feshbach (FR) (Inouye et˜al. , 1998).
Este enorme interés por la teoŕıa de condensados gaseosos llevó a numerosos grupos
experimentales a intentar generar estos condensados. Esta carrera que comenzó en el MIT
con experimentos con hidrógeno (Fried et˜al. , 1998), tuvo sus primeros resultados en los
condensados de 87Rb (Anderson et˜al. , 1995) y 23Na (Davis et˜al. , 1995). Estos átomos
se confinaban en el condensado usando una trampa magnética y eran enfriados a tempe-
raturas extremadamente bajas. Desde entonces, se han hecho una serie de experimentos
muy bellos en los que se manipulan estos condensados de múltiples formas, obteniendo-
se, entre otros fenómenos, la formación de solitones en un condensado de Bose-Einstein
(Strecker et˜al. , 2002). A partir de aqúı, se han obtenido experimentalmente diferentes
estructuras como vórtices, solitones oscuros, etc.
Volviendo a la resonancia Feshbach, esta es una herramienta importante, tanto para
aspectos teóricos como experimentales del problema. Se trata de una resonancia que ocurre
en un sistema de muchas part́ıculas, en el cual un estado ligado se forma si el acoplamiento
entre los grados internos de libertad y las coordenadas de reacción es nulo. Realmente,
el principio básico de la resonancia Feshbach es que dos part́ıculas que colisionan con un
cierto valor de la enerǵıa pueden asociarse en resonancia para formar un estado ligado.
Para gases ultrafŕıos, este proceso de colisión se da a enerǵıas de difusión muy bajas, por
lo que sólo se consideran ondas de tipo s.
El uso de la resonancia Feshbach hace posible, como ya se ha dicho antes, el poder
controlar el tamaño de la longitud de difusión y además poder cambiar su signo, por
medio de un campo magnético externo (Inouye et˜al. , 1998) o usando un control óptico
(Theis et˜al. , 2004). Este mecanismo ha hecho posible, por ejemplo, el poder predecir
la existencia de nuevos estados en una dimensión (Kevrekidis et˜al. , 2003), el colapso
macroscópico de ondas de materia (Donley et˜al. , 2001), la creación de solitones atómicos
(Pérez-Garćıa et˜al. , 1998; Strecker et˜al. , 2002; Khaykovich et˜al. , 2002), o el control
de haces atómicos coherentes. Esta última aplicación es un desafio en la f́ısica moderna
debido a sus potenciales aplicaciones en multiples campos, como interferometŕıa atómica
(Kasevich & Chu, 1991), superposición de estados cuánticos (Unanyan et˜al. , 2004),
relojes atómicos (Vanier, 2005), o información cuántica (Poizat & Grangier, 1993), entre
otros.
Matemáticamente hablando, el hecho de usar la resonancia Feshbach para controlar el
término de interacción no lineal significa agregarle a la ecuación de Gross-Pitaevskii, o a
la NLSE, una modulación espacial (o temporal) de la no linealidad, de tal forma que se





∆ψ + g(x, t)|ψ|2ψ, (1.15)
donde g es una función suficientemente regular para nuestros propósitos, que multiplica
al término no lineal. En aplicaciones sobre un BEC, el hecho de poder usar la resonancia
Feschbach para controlar la no linealidad ha permitido que surjan numerosas propuestas
para el manejo de la longitud de difusión, tanto cuando esta depende solamente del tiempo,
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es decir, g ≡ g(t) (Abdullaev et˜al. , 2003a; Saito & Ueda, 2003; Abdullaev et˜al. , 2003b;
Centurion et˜al. , 2006; Bergé et˜al. , 2000; Konotop & Pacciani, 2005; Zharnitsky &
Pelinovsky, 2005; Itin et˜al. , 2006; Malomed, 2006) o cuando depende únicamente de
la coordenada espacial, g ≡ g(x) (Rodas-Verde et˜al. , 2005; Vázquez-Carpentier et˜al. ,
2006; Abdullaev & Garnier, 2005; Garnier & Abdullaev, 2006; Theocharis et˜al. , 2005;
Niarchou et˜al. , 2007; Sakaguchi & Malomed, 2005; Primatarowa et˜al. , 2005; Bludov
& Konotop, 2006; Porter et˜al. , 2007; Fibich et˜al. , 2006; Sivan et˜al. , 2006; Torres,
2006), para diferentes fenómenos no lineales. Cuando g ≡ g(x) es periódica, obtenemos
las llamadas redes ópticas no lineales, de gran aplicación en la teoŕıa de condensados de
Bose-Einstein (Sakaguchi & Malomed, 2005; Fibich et˜al. , 2006; Sivan et˜al. , 2006).
Para terminar esta sección, trataremos las aplicaciones f́ısicas que el sistema (1.12a),
(1.12b) tiene en los condensados de Bose-Einstein. Un primer ejemplo surge en el estudio
de condensados de Bose-Einstein compuestos de dos estados hiperfinos (por ejemplo, los
estados |F = 1,mf = −1〉 y |F = 2,mf = 1〉 de átomos de 87Rb) acoplados ópticamente.
Estos sistemas han sido objeto de un gran estudio en los últimos años, tanto experimental
(Matthews et˜al. , 1999a,b) como teórico (Williams et˜al. , 2000; Garćıa-Ripoll et˜al.
, 2000), puesto que representan la mezcla más simple de diferentes gases degenerados
cuánticos ultrafrios y fueron estudiados inmediatamnete después de la obtención de la
condensación de Bose-Einstein en 1995 (Dalfovo et˜al. , 1999).
1.3. APLICACIONES FÍSICAS DE LA NLSE II: ÓPTICA NO LINEAL
En el contexto de la óptica no lineal, los solitones se clasifican en dos formas: tem-
porales o espaciales, dependiendo de si el confinamiento de la luz ocurre en el tiempo o
en el espacio, durante la propagación de la onda. Los solitones temporales representan
pulsos ópticos que mantienen su perfil, mientras los solitones espaciales representan haces
guiados que permanecen confinados en las direcciones transversales, que son ortogonales a
la dirección de propagación. Ambos tipos de solitones aparecen a partir de un cambio en
la no linealidad del ı́ndice de refracción de un material óptico inducido por la intensidad
lumı́nica, un fenómeno conocido como efecto Kerr óptico en el campo de la óptica no
lineal (Warenghem et˜al. , 1998). La dependencia en la intensidad del ı́ndice de refracción
lleva a una autofocalización (o autodefocalización) espacial y también a una modulación
temporal de la fase (SPM), que son los dos mayores efectos no lineales responsables de
la formación de solitones ópticos. Un solitón espacial se forma cuando la autofocalización
del rayo óptico equilibra la dispersión que aparece inducida por el ı́ndice de refracción.
En contraste, es la SPM la que neutraliza la dispersión natural de un pulso óptico, y lleva
a la formación de solitones temporales. En ambos casos, el pulso (solitón temporal) o el
haz (solitón espacial) se propagan a través del medio sin cambiar su perfil y se dice que
el pulso está localizado o el haz está atrapado.
El primer ejemplo de solitón espacial aparece en el año 1964, cuando se descubre
el fenómeno de los rayos ópticos propagandose en un medio no lineal (ver la referencia
(Peccianti & Assanto, 2002) para una revisión del fenómeno). Durante los años 80, se
observaron solitones espaciales estables, usando medios no lineales para los cuales el efecto
de la difracción estaba limitado únicamente a una dirección transversal (Peccianti &
Assanto, 2001).
El primer ejemplo de solitón temporal está intimamente relacionado con el descubri-
miento del fenómeno de la transparencia autoinducida en un medio resonante no lineal
(Conti et˜al. , 2002). En este caso, un pulso óptico, con una enerǵıa y un perfil espećıfico,
se propaga a traves del medio no lineal sin cambios, a pesar de que sufre pérdidas de absor-
ción. En 1973, se encontró otro ejemplo de solitón temporal, cuando se descubrió que los
pulsos ópticos pueden propagarse en el interior de una fibra óptica, un medio dispersivo
no lineal, sin cambiar su perfil. En un experimento en 1980, se observó la propagación de
estos solitones en fibras ópticas (Litvak & Sergeev, 1978). Desde entonces, se han encon-
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trado aplicaciones prácticas de los solitones en fibras ópticas y en el diseño de sistemas
de comunicaciones (ver, por ejemplo, la referencia (Kivshar & Agrawal, 2003)).
En el marco de la óptica no lineal, la ecuación de Schrödinger no lineal
i∂zψ = −ψxx − |ψ|2ψ, (1.16)
sirve, entre otras aplicaciones, para modelar la propagación de un rayo láser en un me-
dio. ψ, en este contexto, representa la intensidad del campo eléctrico, z es la dirección
longitudinal (la dirección que sigue el haz de luz) y x es la dirección transversal. La no
linealidad cúbica, o de tipo Kerr, en la ecuación (1.16), resulta de la dependencia del
ı́ndice de refracción con respecto a la intensidad del campo eléctrico
n = n0 + n2|ψ|2, (1.17)
donde n0 y n2 son constantes que denotan los ı́ndices de refracción lineales y no lineales
del medio, respectivamente.
Inicialmente, se han estudiado medios lineales, es decir, medios para los cuales n0
está modulado mientras n2 permanece uniforme. Si n0 está modulado en la dirección de
propagación del rayo, el ı́ndice de refracción resulta
n = n0(z) + n2|ψ|2. (1.18)
Este tipo de medios han sido estudiados de forma extensiva, tanto teórica como experi-
mentalmente. Una revisión de estos trabajos puede encontrarse en la referencia (Aceves,
2000). Otro medios estudiados son aquellos en donde n0 está modulado en la dirección
transversal
n = n0(x) + n2|ψ|2. (1.19)
Estos estudios pueden encontrarse, por ejemplo, en las referencias (Floer & Weinstein,
1986; Oh, 1989).
Recientemente, se ha realizado con éxito la fabricación de medios cuyo ı́ndice de refrac-
ción no lineal vaŕıa rápidamente (Hutchings, 2004). Esto corresponde a un medio donde
n2 está modulado espacialmente, y n0 es constante. El caso de una no linealidad periódica
en la dirección de propagación, es decir
n = n0 + n2(z)|ψ|2, (1.20)
ha sido analizado, por ejemplo, en la referencia (Berestycki et˜al. , 1981).
Finalmente, el último caso posible a considerar en este contexto, es el de una modu-
lación de n2 en la dirección transversal, es decir
n = n0 + n2(x)|ψ|2. (1.21)
Merle (Merle, 1996a,b) estudió las propiedades de las soluciones colapsantes de la ecuación
i∂zφ = −∆φ+ g(x)|φ|p−1φ, (1.22)
para el caso cŕıtico p = 1 + 4/d, donde d es la dimensión del espacio, para g(x) < 0.
(Fibich & Wang, 2003) encontraron una condición para la estabilidad de estados acotados
estrechos y radialmente simétricos de la ecuación (1.22) en el caso cŕıtico. Finalmente, en
(Fibich et˜al. , 2006), los autores consideraban la ecuación (1.22) para el caso particular
g(x) = 1 + m(Nx), donde m(Nx) es una función periódica y f́ısicamente representa una
microestructura periódica.
El sistema (1.12a), (1.12b) aparece también en aplicaciones en óptica no lineal, en
concreto como modelo para describir el comportamiento de fibras ópticas acopladas, donde
las funciones ψ1 y ψ2 describen el haz de luz en el interior de cada fibra (Zafrany et˜al.
, 2005). Otras situaciones de interés f́ısico en este modelo pueden ser encontradas en
(Kivshar & Agrawal, 2003).
Como podemos ver, son muchos los ejemplos f́ısicos donde la ecuación de Schrödinger
no lineal inhomogénea es relevante.
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1.4. SOLITONES EN UNA DIMENSIÓN ESPACIAL
Una situación particular, muy interesante, aparece cuando consideramos la ecuación
de Schrödinger no lineal cúbica en una dimensión, ya que es un sistema hamiltoniano
completamente integrable. En este caso, la ecuación puede resolverse por el método de la
transformada inversa o, en inglés, inverse scattering transform (IST), y se pueden obtener
soluciones de tipo solitón (Zakharov & Shabat, 1972). La descripción de este método, el
cual reduce la resolución del problema de valor inicial al de un problema de transformada
inversa para una ecuación de autovalores lineales asociada, se sale fuera del enfoque de esta
tesis. En las referencias (Zakharov & Shabat, 1972) y (Newell, 1985) puede encontrarse
una descripción de ese método. Nosotros expondremos un método diferente para resolver
esta ecuación.
Sea la ecuación de Schrödinger no lineal cúbica con no linealidad atractiva,
iψt + ψxx + |ψ|2ψ = 0, (1.23)
donde x ∈ R. Si la no linealidad fuera repulsiva se incrementaŕıa la dispersión lineal, y
un análisis detallado del problema nos diŕıa que la solución tiene que ser distinta de cero
en infinito. Es en este caso donde aparecen los llamados solitones oscuros o solitones dark
(ver la referencia (Kivshar & Luther-Davies, 1998) para un estudio sobre este tipo de
soluciones).
Entonces, buscaremos soluciones de la forma
ψ = ei(rx−st)v(ξ), (1.24)
con ξ = x−Ut, y r y s denotando constantes reales y asumiendo que la función v es real
y se hace cero en infinito. Sustituyendo en la ecuación de Schrödinger después de hacer
el cambio r = U/2 (para eliminar el término de la derivada v′), y definiendo α = r2 − s,
obtenemos la ecuación que da el perfil de la solución,
v′′ − αv + v3 = 0. (1.25)
Si multiplicamos la ecuación anterior por v, la parte izquierda de la ecuación puede ser
reescrita como una derivada. Asumiendo que v y su derivada se hacen cero en infinito, se
tiene
v′2 = αv − 1
2
v4. (1.26)
Para soluciones que decaen a cero en infinito, el término que contiene la potencia cuarta
es despreciable, para valores de x suficientemente grandes, por lo que para que existan
estas soluciones α debe ser positivo. Dividiendo por v4 y definiendo w = 1/v, se tiene
w′2 = αw2 − 1
2
, (1.27)
que implica que w = 1
(2α)1/2





De esta forma, obtenemos la existencia de soluciones localizadas en forma de onda solitaria
ψ(t, x) = (2α)1/2
1










donde las constantes x0 y ϕ0 reflejan la invariancia de la ecuación de Schrödinger por
traslaciones en el espacio y por el desplazamiento de la fase, respectivamente. La velocidad
U está asociada a la invariancia por la transformación de Galileo.
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Las soluciones (1.29), que están localizadas en el espacio, preservan su forma y se pro-
pagan con velocidad constante. A estas soluciones se les denominan solitones brillantes
o solitones bright. Debido a la integrabilidad del problema, los solitones tienen la carac-
teŕıstica de que cuando sufren algún choque, emergen con el mismo perfil y la misma
velocidad. Estas ondas no lineales aparecen en una gran variedad de contextos f́ısicos
(Scott, 1999).
Dicho esto, surge un nuevo problema a considerar. Desde el punto de vista f́ısico, ha
surgido, tal y como se ha visto en las secciones anteriores, un nuevo modelo a estudiar: la
ecuación de Schrödinger no lineal con no linealidad inhomogénea (INLSE)
iψt + ψxx + g(x)|ψ|2ψ = 0, (1.30)
con g(x) una función, en principio, suficientemente regular para nuestros propositos. Una
pregunta que surge de forma inmediata es si es posible calcular soluciones exactas de
esta ecuación, para diferentes funciones g(x). Incluso, también se podŕıa considerar una
dependencia en la que estuvieran incluidas tanto la coordenada espacial como la coorde-
nada temporal de la función g: g(x, t). Intentaremos, en esta tesis, dar respuesta a estos
problemas.
1.5. ESTADOS ESTACIONARIOS
Entre las multiples aplicaciones f́ısicas que tiene la ecuación de Schrödinger no lineal
cúbica
iψt + ∆ψ + |ψ|2ψ = 0, x ∈ Rd. (1.31)
son de particular importancia aquellas en la que la distribución de la densidad de estados
permanece constante. Tales estados se conocen como ondas solitarias, ondas estacionarias
o estados estacionarios. Esta es la denominación con la que nos quedaremos: un estado
estacionario posee su dependencia temporal factorizada en la forma de una fase global
que crece linealmente en el tiempo
ψ(t,x) = φ(x)eiλt. (1.32)
(De hecho, es trivial comprobar que si se factoriza ψ(t,x) en la forma ψ(t,x) = f(t)φ(x),
necesariamente f(t) debe ser una función exponencial).
La constante λ suele recibir la denominación f́ısica de potencial qúımico, pero es tam-
bién el autovalor no lineal de la ecuación que satisface el estado estacionario
∆φ− λφ+ φ3 = 0, x ∈ Rd. (1.33)
Cuando las condiciones de contorno cumplen que cuando |x| → ∞, φ→ 0, el autovalor λ
debe ser positivo para que se cumplan estas condiciones de frontera.
1.6. EXISTENCIA Y APROXIMACIÓN VARIACIONAL
Es directo comprobar que la solución φ de la ecuación (1.33) es una solución del
problema variacional
δ{H + λN} = 0, (1.34)
donde N =
∫
|φ|2dx y H =
∫ (
|∇φ|2 − g2 |φ|4
)
dx.
Definiendo Φ(x) = λ−1/2φ(λ−1/2x), se tiene que N = λ1−dN0, con N0 =
∫
|Φ|2dx, y
la ecuación resultante es
∆Φ − Φ + Φ3 = 0. (1.35)
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satisfaciendo las condiciones de frontera cero en infinito. Este no es el caso en dimensiones
mayores, donde existe un conjunto numerable de soluciones que pueden ser analizadas en
detalle cuando se asume la condición de isotroṕıa (Anderson & Derrick, 1970).
En dimensión d ≥ 2, fijado un λ, existe una única solución φ de la ecuación (1.33) que es
positiva y radialmente simétrica. La demostración de este resultado puede encontrarse en
diferentes trabajos, como los que aparecen en las referencias (Strauss, 1977; Ambrosetti &
Rabinowitz, 1973; Berestycki & Lions, 1983a,b). Básicamente, para obtener una solución
de (1.33), lo que se hace es buscar puntos cŕıticos en H1(Rd) del funcional de Liapunov,




{H(φ) + λN(φ)}. (1.37)
Esta solución positiva y radialmente simétrica es un extremo de H para N fijo, y minimiza
el funcional (1.37) de entre todas las soluciones no triviales de la ecuación (1.33). En
analoǵıa con el problema de una part́ıcula cuántica en un potencial (Lieb & Loss, 2001),
esta solución es denominada estado fundamental, mientras que el resto de soluciones son
llamadas estados excitados y están caracterizados en el caso isótropo por su numero de
nodos.
Otros métodos usados en la busqueda de soluciones de la ecuación (1.33) consisten en
un método para ecuaciones diferenciales que busca directamente soluciones radialmente
simétricas (Berestycki et˜al. , 1981), y también un método “local”que soluciona la ecuación
(1.33) en una bola de radio finito con condiciones de frontera Dirichlet y luego se concluye
con un paso al ĺımite (ver la referencia (Beresticky & Lions, 1980)).
Un problema interesante surge al intentar probar la existencia de soluciones homocli-
nas (solitones brillantes) y soluciones heteroclinas (solitones oscuros) para la ecuación de
Schrödinger no lineal inhomogénea en 1D
−u′′ + a(x)u = b(x)u3, (1.38)
con a(x) y b(x) pertenecientes a ciertos espacios funcionales que se precisarán en su mo-
mento. La forma de probar la existencia de estos dos tipos de soluciones es, en general,
muy distinta una de la otra, con lo que queda asegurada la aplicación de diferentes técni-
cas matemáticas. Aśı, el estudio de la existencia de ondas estacionarias para ecuaciones
similares a la ecuación (1.38) ha despertado el interes de muchos matemáticos en años
recientes. Sin ser exhaustivos, nos referiremos a los siguientes trabajos (Ambrosetti et˜al. ,
2005; Ambrosetti & Colorado, 2007; Ambrosetti et˜al. , 2007; Berestycki & Lions, 1983a,b;
Bartsch & Wang, 1995; Lions, 1984). En la mayoŕıa de estos trabajos, el uso de un criterio
de compacidad es esencial para poder probar la existencia de estas soluciones.
Es interesante notar que, una forma de obtener ese criterio de compacidad en pro-
blemas eĺıpticos semilineales en dominios no acotados es asumir la invariancia de los
coeficientes bajo un grupo compacto de simetŕıas. Si tratamos con la ecuación
−∆u+ a(x)u = b(x)|u|p−1u, (1.39)
donde x ∈ Rd, el embebimiento compacto radial de Strauss (ver, por ejemplo, (Willem,
1996)), implica la existencia de un estado fundamental radial positivo para el caso en el
que tanto a como b son radialmente simétricos, positivos y acotados. Condiciones más
sofisticadas han sido explotadas en la referencia (Bartsch & Willem, 1993), por ejemplo.
Sin embargo, estos resultados no se aplican al caso unidimensional. El asumir simetŕıa
radial significa que los coeficientes a y b son funciones pares. Uno, por tanto, puede buscar
soluciones pares, pero el espacio H1(0,+∞) no tiene mejores propiedades de compacidad
que H1(R). No obstante, el tener simetŕıa es siempre una condición que simplifica el
problema y ha sido ampliamente usada para encontrar órbitas que conecten entre si en
sistemas hamiltonianos inversos (Bartsch & Szulkin, 2005). En la referencia (Korman &
Lazer, 1994), se obtuvo una solución homoclina positiva única para la ecuación (1.38)
donde se asumı́a que a y b eran funciones pares, acotadas por debajo por una constante
positiva y tales que xa′(x) > 0 y xb′(x) < 0 para cada x 6= 0.
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Finalmente, queremos mencionar otra aproximación al problema. En la referencia (To-
rres, 2006), el autor, motivado por el estudio de la propagación de ondas electromagnéticas
en un medio óptico multilaminado, probaba la existencia de dos tipos distintos de solu-
ciones homoclinas al origen en la ecuación de Schrödinger no lineal, usando un teorema
de punto fijo en conos.
A diferencia del caso anterior, existen pocos estudios sobre la existencia de solitones
oscuros o soluciones heteroclinas. Nosotros solamente conocemos la referencia (Torres &
Konotop, 2008), dedicada al estudio de la existencia de solitones oscuros para la ecuación
de Schrödinger no lineal cúbico-qúıntica con un término lineal periódico. Es este vacio
el que nos impulsa a realizar un estudio sobre la existencia de solitones oscuros para la
ecuación de Schrödinger no lineal inhomogénea, el cual se encuentra en el caṕıtulo 3 del
apartado I.
1.7. ESTABILIDAD LINEAL DE LAS SOLUCIONES
En esta sección vamos a presentar un análisis de la estabilidad lineal de las soluciones
de la NLSE, cuyos inicios pueden verse en la referencia (Vakhitov & Kolokolov, 1973).
Para un λ fijo, denotemos por φ el estado fundamental de la ecuación (1.33) y por
φ(x)eiλt la correspondiente solución tipo onda solitaria de la ecuación NLS. Si realizamos
perturbaciones de esta solución en la amplitud y en la fase, resulta
ψ(x, t) = φ(x)(1 + r(x, t))eiλt+s(x,t), (1.40)
o, después de hacer el desarrollo en serie
ψ(x, t) = (φ(x) + u(x, t) + iv(x, t)) eiλt, (1.41)
donde se han introducido las funciones reales u = φr y v = φs. Si linealizamos la ecuación




















L− = −∆ + λ− φ2(x), (1.44)
L+ = −∆ + λ− 3φ2(x), (1.45)
Para perturbaciones de la forma u, v ∝ eiΩt, se tiene
Ω2u = L−L+v. (1.46)
Los operadores L− y L+ son autoadjuntos. Usando el hecho de que φ satisface la ecuación






















|2φ2dx ≥ 0, y el operador L− es no negativo.
Además, φ pertenece al núcleo de L− y ∇φ al núcleo de L+. El estado fundamental
φ, que es positivo, es esféricamente simétrico con respecto a un punto O y decrece con
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respecto a la coordenada radial de este punto. Entonces, tal y como fue probado en la
referencia (Weinstein, 1985), cero es el segundo autovalor de L+, con lo cual este operador
tiene exactamente un único autovalor negativo. Para soluciones u de (1.46), ortogonales
a φ, se encuentra que el valor mı́nimo de Ω2 viene dado por
Ω2m = min
< u|L+|u >
< u|L−1− |u >
, (1.48)
donde se ha usado la notación < a|L|b >=
∫
aLbdx. Para esta clase de funciones, L−
es definida positiva, por lo que el signo de Ω2m viene dado por el signo de < u|L+|u >.
El valor mı́nimo de < u|L+|u > se obtiene para una función u (ortogonal a φ), y que
satisface el problema de autovalores
L+u = µu+ αφ, (1.49)
donde α es un multiplicador de Lagrange y µ =< u|L1|u >. Sean µ0, µ1, ... los autovalores
de L+. Puesto que L+ tiene solamente un autovalor negativo µ0, y dado que el autovector
∇φ asociado al segundo autovalor µ1 = 0 es ortogonal a φ, la ecuación (1.49) se puede
escribir como
u = α (L+ − µ)−1 φ, (1.50)
siempre que µ0 < µ < µ2, donde µ2 es el primer autovalor positivo. Haciendo el producto
escalar con φ y usando la condición de ortogonalidad < φ|u >= 0, la ecuación (1.50)
queda como
f(µ) ≡< φ|(L+ − µ)−1|φ >= 0. (1.51)
Ahora, cuando µ crece desde µ0 hasta µ2, f(µ) vaŕıa monótonamente desde −∞ hasta
+∞, y, en consecuencia, corta al eje en µ = µmı́n ∈ (µ0, µ2). Para determinar el signo de
µmı́n es suficiente considerar el signo de f(0) =< φ|L−1+ |φ >. Si este es positivo, µmı́n es
negativo, mientras que si es negativo, µmı́n es positivo. Para calcular este valor, derivamos




+ φ = 0. (1.52)
De aqúı, se tiene que









|φ|2dx. Según lo dicho anteriormente, es claro que ∂N/∂λ da el signo de µmı́n.
Cuando ∂N/∂λ < 0, µmı́n y por tanto Ω
2
m es negativo. En este caso, las perturbaciones
armónicas crecen exponencialmente y el estado fundamental es inestable. Para ∂N/∂λ >
0, obtenemos que el estado fundamental es linealmente estable.
Otro método para deducir la estabilidad o inestabilidad de las soluciones puede verse
en la referencia (Laedke et˜al. , 1983).
1.8. FORMULACIÓN DE LAGRANGE
Sea ψ una solución de la ecuación de Schrödinger no lineal escrita en forma canónica
iψt + ∆ψ + f(|ψ|2)ψ = 0. (1.54)
Asumiremos que el problema está definido en RN y que ψ y sus derivadas se hacen cero en
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(ψ∗ψt − ψψ∗t ) − |∇ψ|2 + F (|ψ|2). (1.57)
Consideraremos la acción como un funcional de todas las funciones regulares admisibles,
satisfaciendo las condiciones ψ(x, t0) = ψ0(x) y ψ(x, t1) = ψ1(x). Aśı, la ecuación de
Schrödinger no lineal surge del problema variacional
∂S
∂ψ
(ψ) = 0, con ψ(x, t0) = ψ0(x), ψ(x, t1) = ψ1(x). (1.58)
La utilidad de esta formulación es multiple. Primero, descubriendo las simetŕıas de la
acción (1.56), lo que nos permitiŕıa obtener las cantidades conservadas de la ecuación.
En segundo lugar, hay ocasiones en las que un método numérico basado en un principio
variacional es preferible a un método numérico que sirva para la obtención directa de
soluciones de la ecuación en derivadas parciales. Finalmente, el principio variacional puede
simplificar el problema, reduciendo este a un sistema de ecuaciones diferenciales ordinarias
para la evolución de unos cuantos parámetros caracteŕısticos (Cooper et˜al. , 1992; Pérez-
Garćıa et˜al. , 1996).
En relación con las cantidades conservadas, nuestra ecuación tiene dos importantes.





|∇ψ|2 − U(ψ) (1.59)
donde U(ψ) =
∫ ψ
0 f(ǫ)ǫdǫ y la norma de la función de onda
N(ψ) = ‖ψ‖22 =
∫
|ψ(x)|2dx. (1.60)




N(ψ) = 0 (1.61)
Para la conservación de la enerǵıa solo es necesario que la acción sea invariante bajo
traslaciones en el tiempo
d
dt
E(ψ) = 0 (1.62)
1.9. OBJETIVOS DE LA TESIS Y SUMARIO
En esta tesis, tal y como se ha dejado entrever en las secciones anteriores, se estu-
diará una variante de la NLSE: La ecuacion de Schrödinger no lineal con no linealidad
inhomogenea (INLSE), ecuación (1.1).
Aśı, esta tesis esta organizada en tres grandes bloques (o apartados):
En el apartado I, hacemos frente al problema de la existencia de soluciones para dife-
rentes ecuaciones de tipo Schrödinger, incluidos sistemas acoplados. Además, dedicamos
un caṕıtulo al estudio de la estabilidad de las soluciones. Este apartado se compone de
cuatro caṕıtulos:
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En el caṕıtulo 2 se desarrolla un análisis de la estabilidad de las soluciones de la
INLSE, donde g(x), que describe la modulación espacial de la no linealidad, es una
función positiva y localizada. Además, se dan las condiciones precisas de estabilidad
para soluciones positivas que estén bajo los efectos de no linealidades espacialmente
localizadas.
El caṕıtulo 3 trata sobre la existencia de solitones oscuros para la INLSE. En la prue-
ba de existencia usaremos diferentes técnicas, tales como teoŕıa clásica de EDO’s,
topoloǵıa y teoŕıa cualitativa de sistemas dinámicos.
En el caṕıtulo 4 se prueba la existencia de solitones brillantes, utilizando una apro-
ximación variacional junto con la teoŕıa de puntos cŕıticos, y un método minimax:
El teorema de Mountain-Pass.
En el caṕıtulo 5, utilizando un método de punto fijo en espacios de Banach, se
prueba la existencia de soluciones para sistemas de ecuaciones de Schrödinger no
lineales acoplados linealmente y con coeficientes inhomogéneos, ecuaciones (1.12)(a)
y (1.12)(b). Además, se estudian las ramas de soluciones en sistemas controlados
por parámetros.
En el apartado II se tratan distintos métodos matemáticos para poder construir solu-
ciones anaĺıticas de la INLSE. Este estudio lo desarrollamos en tres caṕıtulos:
El caṕıtulo 6 trata el problema de encontrar soluciones anaĺıticas de la INLSE. Para
ello, se utilizará el método de las simetŕıas de Lie. Esta es una técnica muy usada en
la resolución de ecuaciones diferenciales y en la resolución de ecuaciones en derivadas
parciales.
En el caṕıtulo 7, nos centramos en la busqueda de soluciones exactas de la INLSE
con coeficientes periódicos, caracterizando estas soluciones. Se realiza un ánalisis de
estabilidad numérico y se estudian las aplicaciones f́ısicas del método.
En el caṕıtulo 8, usando transformaciones de similaridad, vamos mas alla de lo reali-
zado en los dos capitulos anteriores y construimos soluciones exactas de la ecuación
de Schrödinger no lineal dependiente del tiempo, y con coeficientes que dependen
del espacio y del tiempo.
Finalmente, en el apartado III, se muestra una de las múltiples aplicaciones que tiene la
INLSE a los condensados de Bose-Einstein. Este bloque se compone de un único caṕıtulo:
En el caṕıtulo 9, describimos un método para extraer solitones de un condensado de
Bose-Einstein: las pinzas láser. Mostraremos, en ese caṕıtulo, como poder extraer y
transportar un número controlable de átomos de un condensado. Se estudiarán las
implicaciones f́ısicas del método, junto con algunas ideas de como aplicarlo.
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ψxx − g(x)|ψ|2ψ, (2.1)
con x ∈ R, donde ψ denota la función de onda de la ecuación (2.1) y g(x) describe la
modulación espacial de la no linealidad. En este estudio, g(x) es una función positiva y
localizada, esto es g(x) ∈ L2(R).
El estudio de la estabilidad ha generado muchos trabajos. Por ejemplo, en la referencia
(Fibich & Wang, 2003), los autores probaron que las ondas solitarias correspondientes al
estado fundamental de la NLSE cŕıtica con no linealidad inhomogénea V (ǫx), en dimen-
sión d > 2, eran orbitalmente estables bajo ciertas condiciones relativas a la dimensión
espacial, cuando ǫ→ 0. También, en (Fibich et˜al. , 2006) se dió una prueba de la estabi-
lidad de ondas solitarias en una dimensión espacial y con un término no lineal periódico.
Un estudio de la estabilidad de ondas solitarias en redes no lineales en un marco bidi-
mensional fue hecho en la referencia (Sivan et˜al. , 2006). En la referencia (Hajaiej &
Stuart, 2004), los autores estudiaron la estabilidad orbital de las ondas estacionarias de
la ecuación de Schrödinger no lineal usando una aproximación variacional.
Sin embargo, la formulación precisa de las condiciones de estabilidad para soluciones
positivas bajo los efectos de no linealidades espacialmente localizadas no ha sido presen-
tado todav́ıa. Además, en la literatura f́ısica se cree que el criterio de Vakhitov-Kolokolov
(Sulem & Sulem, 1999) puede ser usado para caracterizar la estabilidad de ondas solitarias
incluso para no linealidades inhomogéneas (Sakaguchi & Malomed, 2005). Demostraremos
que esto no es cierto y presentaremos aqúı condiciones precisas que van más allá de este
criterio.
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φxx + λφ − g(x)φ3 = 0, φ(±∞) = 0. (2.2)




∂xx + λ− 3g(x)φ2. (2.3)
y definamos la noción de estabilidad orbital:
Definicion 2.1 Sea φ una solución de (2.2). Entonces, ψ = φeiλt es una solución or-
bitalmente estable de (2.1) si ∀ǫ > 0, ∃δ > 0 tal que para ψ(x, 0) ∈ H1(R) que satisface





‖ψ(·, t) − ψeiθ‖H1 < ǫ (2.4)
En la referencia (Fibich et˜al. , 2006) se probó que para modulaciones periódicas de
la no linealidad, un estado acotado positivo φ de la INLSE es dinámicamente estable si y
solo si se satisfacen las siguientes condiciones
n−(L̃1) 6 1 (criterio espectral), (2.5a)
∂N
∂λ
> 0 (criterio de Vakhitov-Kolokolov), (2.5b)




es la norma L2(R) de la solución. Es facil ver que este mismo criterio puede aplicarse al
caso estudiado aqúı, es decir, para el caso de no linealidades localizadas y positivas.
2.3. NO LINEALIDADES HOMOGÉNEAS: CRITERIO DE VAKHITOV-KOLOKOLOV




∂xx + λ− 3φ2. (2.7)
El problema de autovalores asociado a este operador es
L1u = ωu, u(±∞) = 0. (2.8)
El espectro de L1 esta compuesto de (Grillakis et˜al. , 1987; Weinstein, 1985):
1. Un autovalor negativo simple, ωm, con su correspondiente autofunción par fm.
2. Un autovalor simple, ω0 = 0, con su correspondiente autofunción impar ∂xφ.
3. Un espectro continuo estŕıctamente positivo [λ,∞).
Entonces, n−(L1) = 1 y la estabilidad de las soluciones estacionarias en el caso de no
linealidades homogéneas se determina usando el criterio de Vakhitov-Kolokolov. Para la
ecuación de Schrödinger no lineal cúbica, ∂N/∂λ > 0 y la solución positiva (el solitón
sech) es estable.












Figura 2.1: (a) Representación del estado fundamental (solución sin nodos), perteneciente
a la familia infinita de soluciones dada por la ecuación (2.12), para g0 = 1. (b) Represen-
tación de la norma N en L2(R) en función del parámeto λ para el estado fundamental
del apartado (a). Se verifica que ∂N/∂λ > 0 en todo el dominio y por tanto, se satisface
el criterio de Vakhitov-Kolokolov.
2.4. ESTABILIDAD DE LAS SOLUCIONES POSITIVAS EN EL CASO INHO-
MOGÉNEO
En esta sección se considerará una no linealidad inhomogénea g(x), satisfaciendo las
propiedades de que sea una función localizada, par y positiva. Consideraremos el caso
para el cual φ es una solución positiva de la ecuación (2.2), que es el caso del llamado
estado fundamental. En lo que sigue, analizaremos el espectro de L̃1.
Entonces, siguiendo la referencia (Coddington & Levinson, 1955) es facil probar que
los autovalores del operador adjunto L̃1 son reales y simples. Además, usando la simetŕıa
de la función g(x), se puede probar que las autofunciones de L̃1 o son pares o son impares.
Aśı, podemos estudiar el espectro de L̃1. Este espectro es similar al espectro de L1,
ya que está compuesto de varios autovalores discretos y de un espectro continuo. En este
caso, el número de autovalores puede ser mayor que dos. Denotemos por ωmı́n y ω1 el
primer y segundo autovalor, respectivamente y al espectro continuo por [λ,∞).
De la caracterización variacional del principal autovalor de L̃1 (Evans, 1998; Codding-






〈φ, φ〉 . (2.9)
























de donde concluimos que ωmı́n < 0 que, junto con la ecuación (2.5), implica que el signo
del segundo autovalor determina la estabilidad. Para el caso del espectro continuo, como
g(x) es acotado, se tiene que g(x)φ2 decae a cero en infinito. Además, en este caso, el
espectro esencial es igual al espectro continuo. Aśı, usando el teorema de Weyl sobre
la estabilidad del espectro esencial, se tiene que el espectro continuo de L̃1 es igual al



















Figura 2.2: Evolución del estado fundamental con una perturbación de un 5 % en amplitud
(a) Estado fundamental inicial para t = 0 y (b) Evolución del estado fundamental bajo la
perturbación anterior para t = 15. La parte inferior del gráfico muestra la evolución del









Figura 2.3: Distintas funciones g(x), dadas por la ecuación (2.14) para γ = 0,1, λ = 0,5 y
(a) β = 0,5, (b) β = 1,2.
espectro del operador L = −(1/2)∂xx + λ. Usando, entonces, la transformada de Fourier,
se tiene que el espectro continuo viene dado por [λ,∞).
En conclusión, la condición espectral para la estabilidad de la solución positiva puede
ser reducida al estudio del signo del segundo autovalor discreto de L̃1, el cual obviamente
dependerá de la forma espećıfica de la función g(x).
2.5. EJEMPLO 1: NO LINEALIDADES LOCALIZADAS EXPONENCIALMENTE
En primer lugar, estudiaremos la estabilidad del estado fundamental bajo una modu-





con g0 > 0. Esta función es una función positiva y exponencialmente localizada. Para el
valor espećıfico de λ = 1/8 es posible encontrar expĺıcitamente un conjunto infinito de
soluciones estacionarias










, n = 1, 2, ... (2.12)











Figura 2.4: (a) Representación de la norma N en L2(R) en función del autovalor λ, para
γ = 0,1, β = 0,25 y λ = 0,5. Como se muestra, ∂N/∂λ > 0 en todo el dominio λ ∈ [0, 1].
(b) Solución fundamental de la ecuación (2.2), calculada para la no linealidad (2.14), con
γ = 0,1, β = 0,25 y λ = 0,5.















1 − 2k2K(k) =




1 − k2 sin2 x,
que garantiza el que ψ(t,±∞) = 0. En la figura 2.1(a) dibujamos la solución positiva para
n = 1, con g0 = 1. Se tiene que el número de ceros para estas soluciones es igual al valor
n− 1.
Si calculamos el número de autovalores negativos del operador L̃1 de forma numérica,
donde hemos usado un método de diferencias finitas de segundo orden para L̃1, y hemos
usado una malla de 400 puntos, obtenemos que n−(L̃1) = 1.
Para probar la estabilidad del estado fundamental, tenemos también que verificar el
criterio de Vakhitov-Kolokolov. En la figura 2.1(b), hemos dibujado la norma L2, frente
al autovalor λ. Se observa que ∂N/∂λ > 0 en todo el dominio considerado. Aśı, se cumple
el criterio de Vakhitov-Kolokolov y el estado fundamental es estable.
Para confirmar estos resultados, hemos estudiado numéricamente la evolución del es-
tado fundamental bajo perturbaciones de amplitud finita (de hasta un 10 %) y observado
la subsecuente evolución. Hemos usado una malla de N = 400 puntos y un paso para la
variable temporal de dt = 0,005. Además, se ha incluido un potencial absorbente en la
frontera de la región de simulación para aproximar de forma apropiada la evolución del
estado fundamental y poder extraer la radiación que se origina en la simulación. En la
figura 2.2, se ha dibujado la norma L∞(R) de la diferencia entre el estado inicial [figura
2.2(a)] y su evolución bajo el efecto de una perturbación del 5 % en amplitud (la configu-
ración final para t = 15 es mostrada en la figura 2.2(b)), es decir, el error viene dado por
E = ‖|ψp(x, t)| − |ψ(x, 0)|‖L∞ , donde ψp denota la solución perturbada.
2.6. EJEMPLO 2: EL CRITERIO V-K NO GARANTIZA LA ESTABILIDAD
Un estado puede ser inestable aunque verifique el criterio de Vakhitov-Kolokolov, un
punto que a menudo es omitido en la literatura f́ısica. La violación de la condición espectral
implica que el estado acotado exhibiŕıa una inestabilidad de “arrastre”, que es diferente a
la inestabilidad asociada con el incumplimiento del criterio de Vakhitov-Kolokolov. Todo
esto puede verse en este segundo ejemplo.











Figura 2.5: Evolución del estado fundamental bajo una pequeña perturbación de un 5 %
en amplitud (a) Estado fundamental en t = 0 y (b) Solución perturbada en t = 1, para
γ = 0,1 y β = 0,5. La acción de la inestabilidad de arrastre, que surge al no cumplirse el
criterio espectral, lleva a la solución localizada fuera de su posición de equilibrio.








donde γ y β son constantes positivas.
Las figuras 2.3 (a) y (b) muestran la función g(x), para γ = 0,1 y diferentes valores de
β. El estado fundamental, solución de la ecuación (2.2), para esta elección de g(x), con
γ = 0,1 y β < 1, satisface n−(L̃1) = 2, por lo que al no cumplirse el criterio espectral, se
tiene que esta solución es inestable. Sin embargo, cuando β ≥ 1 la solución de la ecuación
(2.2) satisface el que n−(L̃1) = 1, es decir, se verifica el criterio espectral.
La figura 2.4(a) muestra la norma en L2(R) del estado fundamental, en función del
autovalor λ, para γ = 0,1 y β = 0,25. Notemos que para este caso, n−(L̃1) = 2. Aśı, el
criterio de Vakhitov-Kolokolov se satisface, pero la condición espectral no se cumple.
Por tanto, el estado acotado mostrado en la figura 2.4(b) tendŕıa que ser inestable.
Hemos verificado este hecho realizando simulaciones numéricas directas de la ecuación
en derivadas parciales con el dato inicial perturbado y hemos encontrado que, efectiva-
mente, existe una inestabilidad de arrastre, que lleva a la solución fuera de su posición
de equilibrio. Esto puede verse en la figura 2.5, donde la figura 2.5(b) muestra que para
t = 1, la solución localizada esta fuera de su posición de equilibrio, para β = 0,5 (donde
n−(L̃1) = 2). Aśı, se tiene un ejemplo donde se prueba que solamente el que se satisfaga
el criterio de Vakhitov-Kolokolov no garantiza la estabilidad de la solución.
Capı́tulo 3
Existencia de solitones oscuros para la
ecuación de Schrödinger no lineal
cúbica con no linealidad periódica
3.1. INTRODUCCIÓN
E
n este trabajo, se dará una prueba de la existencia de solitones oscuros o solitones
dark para la ecuación de Schrödinger no lineal cúbica con no linealidad modulada
espacialmente y periódica. Este trabajo se basa en el estudio hecho en la referencia
(Torres & Konotop, 2008). El hecho de que la función que modula al termino no
lineal sea periódica tiene interesantes aplicaciones f́ısicas en redes ópticas, tal y como
puede verse en las referencias (Abdullaev & Garnier, 2005; Fibich et˜al. , 2006; Sivan
et˜al. , 2006).
Desde el punto de vista matemático, la estrategia de la prueba combina diferentes
técnicas, tales como teoŕıa clásica de EDO’s (conceptos de sub y super solución), topoloǵıa
y sistemas dinámicos (grado topológico y homeomorfismos libres).
3.2. EXISTENCIA DE SOLUCIONES PERIÓDICAS





ψxx + g(x) |ψ|2 ψ, (3.1)
donde g : R → R es una función periódica de peŕıodo T que satisface las siguientes
propiedades:
0 < gmı́n 6 g(x) 6 gmáx, (3.2a)
g(x) = g(−x). (3.2b)




φxx + λφ + g(x)φ
3 = 0. (3.3)
La solución φ de la ecuación (3.3) es definida como un solitón oscuro si verifica las si-
guientes condiciones de frontera,
φ(x)
φ±(x)
→ 1, x→ ±∞, (3.4)
24 3.2 Existencia de soluciones periódicas
donde las funciones φ±(x) son soluciones reales de la ecuación (3.3), con peŕıodo T y de
signo definido.
Analizaremos cuáles pueden ser los valores de λ para los que se pueden obtener solu-
ciones no triviales de la ecuación (3.3).
Teorema 3.1 Si λ ≥ 0, la única solución acotada de la ecuación (3.3) es la trivial, φ = 0.
Demostración. Sea φ una solución no trivial de la ecuación (3.3). Podemos suponer que
tal solución es positiva en un intervalo I (de lo contrario, tomaŕıamos −φ). Entonces
φxx(x0) = 2λφ(x0) + 2g(x0)φ
3(x0) > 0, (3.5)
para todo x0 ∈ I. Si I es un intervalo acotado, integrando la ecuación (3.3) sobre I lle-
gamos a una contradicción. Por otro lado, si I es un intervalo no acotado, se tiene una
función convexa y acotada sobre un intervalo no acotado, lo cual es imposible.
Aśı, debido al teorema anterior, tomaremos λ < 0 a lo largo de este capitulo. Como










(2))3 = 0. (3.7)











Estos puntos son puntos hiperbólicos (puntos silla). Denotamos por ξ(i) a los puntos de
equilibrio positivos, donde i = 1, 2. Se tiene que ξ(1) > ξ(2).
Antes de continuar, daremos una serie de resultados sobre ecuaciones de segundo
orden. Estos resultados son conocidos (De˜Coster & Habets, 1996) y seran de utilidad en
lo que sigue.
Sea la siguiente ecuación diferencial de segundo orden
uxx = f(x, u), (3.10)
con f continua con respecto a ambos argumentos y con peŕıodo T en la variable x.
Definicion 3.1 (i) Decimos que ū : [a,+∞) → R es una subsolución de la ecuación
(3.10) si
ūxx > f(x, ū), (3.11)
para todo x > a.
(ii) De forma similar, u : [a,+∞) → R es una supersolución de la ecuación (3.10) si
uxx < f(x, u), (3.12)
para todo x > a.
En la siguiente proposición, se prueba la existencia de una solución con peŕıodo T e
inestable entre los puntos ξ(1) y ξ(2).
Proposicion 3.1 Los puntos ξ(1) y ξ(2), que han sido calculados anteriormente, son,
respectivamente, soluciones constantes del tipo supersolución y subsolución de la ecuación
(3.3). Además, existe una solución periódica inestable entre ambos puntos.
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(1) + g(x)(ξ(1))3 > λξ(1) + gmin(ξ
(1))3 = 0, (3.13)




(2) + g(x)(ξ(2))3 < λξ(2) + gmax(ξ
(2))3 = 0. (3.14)
Asi, usando la definición anterior, se tiene que ξ(1) y ξ(2) son super- y sub- soluciones,
respectivamente. Siguiendo (De˜Coster & Habets, 1996), se tiene que existe una solución
periódica con peŕıodo T entre ambas soluciones. Como el ı́ndice de Brouwer asociado a la
aplicación de Poincaré es −1 (ver, por ejemplo (Ortega, 1995)), tal solución es inestable.
Por tanto, tenemos una solución positiva, periódica, de periódo T de la ecuación (3.3),
φ+(x), satisfaciendo ξ
(2) 6 φ+(x) 6 ξ
(1). Usando la simetŕıa de la ecuación, también
obtenemos una solución negativa φ−(x) = −φ+(x).
3.3. EXISTENCIA DE SOLITONES OSCUROS
En esta sección, probaremos la existencia de una órbita heteroclina conectando las
soluciones periódicas φ− y φ+.
El siguiente teorema es clave en nuestros resultados. Su demostración puede encontrar-
se en la referencia (Torres & Konotop, 2008), donde se usaron algunas ideas que aparecen
en la referencia (Campos & Torres, 1999).
Teorema 3.2 Sean las siguientes funciones acotadas u, v : [a,+∞) → R verificando
1. u(x) < v(x), ∀x > a,
2. uxx(x) > f(x, u) y vxx(x) < f(x, v), ∀x > a.
Entonces, existe una solución φ(x) de la ecuación (3.10) tal que
u(x) < φ(x) < v(x). (3.15)






entonces, existe una solución ρ(x), T -periódica tal que
ĺım
x→+∞
(|φ(x) − ρ(x)| + |φx(x) − ρx(x)|) = 0. (3.16)
Ademas, ρ(x) es la única solución T -periódica en el intervalo [́ınfx>x0 u(x), supx>x0 v(x)].
En lo que sigue, aplicaremos este teorema a nuestro modelo. Sea
f(x, φ) = 2λφ(x) + 2g(x)φ3(x). (3.17)
Como g(x) es una función simétrica, podemos considerar el plano semi-infinito x ≥ 0 y
luego, extender la solución obtenida φ(x) como una función impar a x < 0. Las soluciones
de las ecuaciones (3.6) y (3.7), φ(1) y φ(2), que son órbitas heteroclinas uniendo −ξ(1) con
ξ(1) y −ξ(2) con ξ(2), respectivamente, satisfacen las condiciones (1) y (2) del Teorema
3.2, con v(x) = φ(1)(x) y u(x) = φ(2)(x). Tenemos aśı una solución acotada φ(x) de la
ecuación (3.3) tal que
φ(2)(x) < φ(x) < φ(1)(x) (3.18)







Figura 3.1: Representación del solitón oscuro φ(x) (linea azul) y de las soluciones periódi-
cas hiperbólicas φ±(x) (lineas roja y verde), para los valores λ = −0,5, g0 = 1, α = 0,1.
Ahora, probemos que φ(x) tiende a las funciones φ+(x) y φ−(x), encontradas en la propo-
sición 1, cuando x→ ±∞. Para ello, veamos que se verifica la condición (3) del Teorema
2.




[2λ+ 6g(x)u2] > 0 (3.19)
Esta última desigualdad es equivalente a 2λ+ 6gmı́n(ξ
(2))2 > 0. Usando la ecuación (3.9)





Aśı, si se verifica esta condición, se cumpliŕıan las hipótesis del Teorema 2 y se habŕıa
probado la existencia de solitones oscuros para la ecuación de Schrödinger no lineal con
no linealidad inhomogenea y periódica.
3.4. UN EJEMPLO DE SOLITÓN OSCURO
En esta sección, consideraremos un ejemplo de solitón oscuro proveniente de la ecuación
(3.3), que ilustrará los conceptos previamente introducidos en este estudio. Para este
ejemplo, tomaremos la función periódica g(x) como
g(x) =
g0
(1 + α cos(ωx))3
(3.21)
con ω = 2
√
|λ| donde g0 y α < 1 son constantes positivas. Para que se satisfaga la
condición (3.20), α debe verificar la relación α < (31/3 − 1)/(31/3 + 1).
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(1 − α2)(1 + α cosωx)
g0
(3.22)
y φ− = −φ+.
En el caṕıtulo 6, veremos que una solución anaĺıtica de la ecuación (3.3), con las

































Esta solución está dibujada en la figura 3.1.
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n este caṕıtulo, se probará la existencia de solitones brillantes o solitones bright
para la ecuación de Schrödinger no lineal inhomogénea cúbico-qúıntica estaciona-
ria. Para ello usaremos la teoŕıa de puntos cŕıticos. Se utilizará una aproximación
variacional para dicha ecuación, y probaremos que esta satisface las condiciones
del teorema de Mountain-Pass o teorema del paso de la montaña.
4.2. LA APROXIMACIÓN VARIACIONAL
Sea la ecuación de Schrödinger no lineal cúbico-qúıntica dependiente del tiempo, con no
linealidades inhomogéneas gi(x), i = 1, 2, deinida en R, que denotaremos por (CQINLSE),
iψt = −ψxx − g1(x)|ψ|2ψ − g2(x)|ψ|4ψ, (4.1)
con gi : R → R, i = 1, 2. Ambas funciones satisfacen las siguientes propiedades:
gi ∈ L∞(R), gi(x) > 0, y ĺım
|x|→∞
gi(x) = 0, i = 1, 2. (4.2)
Como ya hemos visto en caṕıtulos anteriores, podemos hacer separación de variables,
ψ(x, t) = eiλtu(x), donde u(x) es solución de la ecuación
−uxx + λu = g1(x)u3 + g2(x)u5, (4.3)
y tal que puede ser identificado como solitón brillante, debido a sus condiciones de frontera
u(x) → 0, cuando x→ ±∞. (4.4)
Al estar buscando soluciones positivas para λ > 0, la ecuación (4.3) puede ser escrita
como
−uxx + λu = g1(x)|u|2u+ + g2(x)|u|4u+, (4.5)
donde u+ = máx(u, 0). Por conveniencia, escribiremos u en lugar de u+ en la prueba de
existencia, pero teniendo en cuenta que u es una solución positiva de la ecuación (4.3).
El siguiente teorema proporciona la existencia de soluciones positivas para λ > 0.
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Teorema 4.1 [Existencia de una solución positiva]. Cuando λ > 0, la ecuación (4.3)
tiene una solución positiva u ∈ H1(R).
Antes de probar este teorema, introduciremos un conjunto de definiciones y lemas prepa-
ratorios. Formalmente, la ecuación (4.3) es la ecuación de Euler-Lagrange del funcional








































‖u‖2 − Ψ1(u) − Ψ2(u). (4.10)
Es muy facil comprobar que, para cada λ > 0, ‖ · ‖ es una norma equivalente a la norma
usual en H1(R). Claramente, J es de clase C2 y sus puntos cŕıticos son soluciones de la
ecuación (4.3), tales que ĺım|x|→∞ u = 0.
4.3. EXISTENCIA DE UNA SOLUCIÓN POSITIVA
Para obtener puntos cŕıticos de J , usaremos el teorema de Mountain-Pass, (Ambro-
setti & Rabinowitz, 1973). Este teorema trata con la existencia de puntos cŕıticos de un
funcional J ∈ C1((E),R), donde E es un espacio de Hilbert (aunque en general, E puede
ser un espacio de Banach), y tal que satisface las dos siguientes condiciones “geométricas”:
MP1 Existen r, ρ > 0 tal que J(u) ≥ ρ para todo u ∈ E, con ||u|| = r.
MP2 Existe v ∈ E, ||v|| > r tal que J(v) ≤ 0 = J(0).
Además, se probará la condición de compacidad (PS)c, llamada la condición de Palais-
Smale a nivel c:
Cada sucesión un que verifica
1. J(un) → c,
2. J ′(un) → 0,
tiene una subsucesión convergente. Las sucesiones satisfaciendo (1)-(2) son llamadas su-
cesiones (PS)c.
Consideremos la clase de todos los caminos que unen u = 0 y u = v:







Por conveniencia, enunciaremos una versión simplificada del teorema de Mountain-Pass,
(un enunciado mas general puede verse en (Ambrosetti & Rabinowitz, 1973))
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Teorema 4.2 [Teorema de Mountain-Pass]. Si J ∈ C1(E,R) satisface las condiciones
geométricas (1) y (2) y se cumple la condición de Palais-Smale (PS)c, entonces c es un
nivel cŕıtico positivo para J . De forma mas precisa, existe z ∈ E tal que J(z) = c > 0 y
J ′(z) = 0. En particular, z 6= 0 y z 6= v.
Una vez enunciado el teorema de Mountain-Pass, pasamos a enunciar el siguiente lema:
Lema 4.1 El funcional J satisface las condiciones geométricas del teorema de Mountain-
Pass
Demostración: 1) De la definición de J , la hipótesis (3.2a) sobre gi, i = 1, 2, y el





‖u‖2 − Ψ1(u) − Ψ2(u) ≥
1
2
‖u‖2 − C‖u‖4 −M‖u‖6, (4.13)
donde C y M son constantes positivas. En consecuencia, existen r, ρ > 0 tal que
J(u) ≥ ρ, ∀u ∈ H1(R), con ‖u‖ = r, (4.14)
lo cual prueba que J verifica la condición MP1.




‖v0‖2λ − t4Ψ1(v0) − t6Ψ2(v0) ց −∞, cuando tր ∞. (4.15)
En consecuencia, tomando v = t0v0 con t0 ≫ 1 obtenemos Jλ(v) < 0 = Jλ(0). De aqúı,
se sigue que J(tv) → −∞ cuando t→ +∞.
Ahora, para aplicar el teorema de Mountain Pass, tenemos que estudiar las sucesiones
de Palais-Smale (PS)c.
Lema 4.2 Las sucesiones de Palais-Smale son acotadas.
Demostración: De la condición (1), en la definición de sucesión de Palais-Smale,
J(un) ≤ k y se obtiene que
‖un‖2 ≤ 2k + 2Ψ1(un) + 2Ψ2(un). (4.16)
Como J ′(un) → 0, se infiere que
∣∣‖un‖2 − 4Ψ1(un) − 6Ψ2(un)
∣∣ = |(J ′(un)|un)| ≤ ‖J ′(un)‖‖un‖ = ǫ‖un‖, (4.17)









n ≤ ‖un‖2 + ǫ‖un‖. (4.18)
Usando la ecuación (4.16), se obtiene


































y aśı, para todo n y algún k, se deduce que
1
2




De esta forma, se deduce que ‖un‖ ≤ K, y la acotación de sucesiones de (PS) es clara.
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Lema 4.3 Ψi es debilmente continuo y compacto, para cada i = 1, 2.
Demostración: Sea la sucesión un tal que un ⇀ u, esto es, converge debilmente en
H1(R). Como cualquier sucesión que converja debilmente es acotada, es decir, existe una
constanteK > 0 tal que ‖un‖H1(R) ≤ K, entonces, de acuerdo al teorema de embebimiento
de Sobolev deben existir constantes C,M > 0 tales que ‖un‖L4(R) < C y ‖un‖L6(R) < M .
Entonces, dado ǫ > 0, de la condición (4.2), se sigue que existen R1, R2 > 0 tales que
∫
|x|≥R1
g1(x)(|un|4 − |u|4)dx ≤ ǫ, (4.21)
∫
|x|≥R2
g2(x)(|un|6 − |u|6)dx ≤ ǫ. (4.22)
Por otro lado, sean BR1 y BR2 entornos abiertos de radios R1 y R2 respectivamente. Dado
que H1(BR1) se inyecta de forma compacta en L
4(BR1) y también H
1(BR2) se inyecta
de forma compacta en L6(BR2), se tiene que un → u fuertemente en L4(BR1) y L6(BR2),












= |‖g1/41 un‖L4(BR1) − ‖g
1/4
1 u‖L4(BR1)| ≤ |‖g
1/4
1 (un − u)‖L4(BR1 )| ≤M‖un − u‖L4(BR1) ≤ ǫ,
para ǫ > 0 y n suficientemente grande. Es facil comprobar que una desigualdad similar
existe para g2(x). Entonces, poniendo juntas las dos desigualdades precedentes, se sigue
que Ψi, i = 1, 2 es debilmente continuo.
La prueba de que Ψ′i, i = 1, 2 es un operador compacto es similar. Sea






para ϕ ∈ H1(R). Usando la desigualdad de Holder, se obtiene
‖Ψ′1(un) − Ψ′1(u)‖ ≤ ‖g1(x)(|un|3 − |u|3)‖Lp(R)‖ϕ‖Lq(R). (4.25)
con 1/p + 1/q = 1, p ≥ 2, q < ∞. Usando los argumentos anteriormente expuestos, se
tiene que
‖g1(x)(|un|3 − |u|3)‖Lp(R) ≤ ǫ, (4.26)
para n ≫ 1 y ǫ > 0. Esto demuestra que Ψ′1 es un operador compacto. La prueba para
Ψ′2 es similar.
Finalmente, ahora estamos preparados para probar el teorema 4.1.
Sea un una sucesión que verifica las condiciones de Palais-Smale (1) y (2). Como
‖un‖ ≤ K, se tiene que un ⇀ u debilmente en H1(R). Usando el lema (4.3), Ψ′i, para
i = 1, 2, es compacto. Por tanto, existe una subsucesión, también denotada por un, tal
que Ψ′i(un) → Ψ′i(u).
Por otro lado, sabemos que
J ′(u) = u− Ψ′1(u) − Ψ′2(u), (4.27)
puesto que J ′(u) esta definido como
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Como J ′(un) → 0, dado que un es una sucesión de Palais-Smale, obtenemos que
un → Ψ′1(u) + Ψ′2(u), (4.32)
probando que (PS)c se cumple para cada c.
De esta forma, podemos aplicar el teorema de Mountain-Pass (4.2), ya que las condi-
ciones de este teorema se satisfacen, tal y como acabamos de ver. Aśı, existe uλ ∈ H1(R),
tal que J(uλ) = c y J
′(uλ) = 0. La positividad de la solución es clara, usando el principio
del máximo, tal y como apuntabamos en la ecuación (4.5).
Se ha probado que para λ > 0, la ecuación (4.3) tiene una solución positiva u ∈ H1(R).
Además, se puede probar que, para λ = 0, si existen soluciones diferentes de la solución
trivial, estas soluciones debeŕıan tener una cantidad infinita de nodos. Para ver esto,
primero probaremos la no existencia de soluciones positivas de la ecuación
−uxx − g1(x)u3 − g2(x)u5 = 0, u(±∞) = 0. (4.33)
Sea u una solución estrictamente positiva de la ecuación (4.33). Entonces,
uxx = −g1(x)u3(x) − g2(x)u5 < 0, ∀x ∈ R. (4.34)
Sea x0 un máximo global de la solución u, esto es, u(x0) = máxx∈R u(x) > 0. Este punto
máximo existe por las condiciones de contorno. Entonces, u′(x0) = 0 y, además, u
′′(x) < 0,
∀x ∈ R. Entonces, en el intervalo [x0,+∞), u debe ser decreciente y por tanto u′(x) < 0,
∀x ∈ [x0,+∞). Luego u debe cortar al eje x, ya que u′′(x) < 0, ∀x ∈ R, lo cual contradice
la hipótesis inicial.
Como
uxx = −g1(x)u3(x) − g2(x)u5(x) < 0, si u > 0, (4.35)
y
uxx = −g1(x)u3(x) − g2(x)u5(x) > 0, si u < 0, (4.36)
es evidente que la solución tiene infinitos nodos.

Capı́tulo 5
Ondas solitarias para sistemas de
Schrödinger no lineales acoplados




l proposito de este caṕıtulo es estudiar la existencia de soluciones positivas
u = (u1, u2) ∈ H1(R) × H1(R) para sistemas de Schrödinger no lineales con
no linealidad inhomogénea en 1D
−u′′1(x) + a(x)u1(x) − b(x)u2(x) = c(x)F (u1, u2)u1,
−u′′2(x) + d(x)u2(x) − e(x)u1(x) = f(x)H(u1, u2)u2, (5.1a)
donde a, b, c, d, e, f ∈ L∞(R) son funciones no negativas y F (u1, u2) y H(u1, u2) son
funciones continuas.










u′2(x) = 0. (5.3)
El estudio de la existencia de soluciones para sistemas similares a (5.1a) ha sido estudiado
por muchos matemáticos en los últimos años (ver, por ejemplo, (Ambrosetti & Colorado,
2006, 2007; Ambrosetti et˜al. , 2007)). En estos trabajos, los autores mostraban la exis-
tencia de soluciones positivas para diferentes sistemas, usando teoŕıa de puntos cŕıticos.
Nuestra idea es completar la mencionada bibliograf́ıa con una nueva aproximación al
problema. Para ello, proponemos el uso de un teorema de punto fijo debido a Krasnoselskii
para operadores completamente continuos, definidos en conos de un espacio de Banach,
junto con un estudio de la función de Green para la parte lineal del problema. Este método
ha sido empleado de forma satisfactoria en problemas escalares sobre la recta real (Torres,
2006), y en algunos problemas con sistemas sobre dominios acotados (Chu et˜al. , 2007).
Usando este tipo de técnica, probaremos la existencia de soluciones positivas del sistema
(5.1a) bajo las condiciones (5.2).
El capitulo está organizado de la siguiente forma. En la sección 2, introducimos al-
gunos resultados preliminares. La sección 3 contiene el resultado principal del caṕıtulo,
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que es la existencia de órbitas homoclinas al origen o soluciones positivas. En la sección
4 probamos que, si además de las hipótesis del resultado principal de la sección 3, se
asumen un conjunto de hipótesis extras en las funciones a, b, c, d, e, f, entonces, se puede
demostrar que existe una segunda solución que es impar. Finalmente, la sección 5 contiene
un resultado sobre el estudio de las ramas de soluciones dependientes de un parámetro.
En este trabajo, usaremos la siguiente notación: R+ = (0,+∞), R+ = [0,+∞). Para
una función dada, a ∈ L∞(R), el ı́nfimo esencial es denotado por a∗. El soporte de una
función dada a es denotado por Supp(a). El valor ĺımite de una función dada u en +∞
(o en −∞), simplemente se escribira como u(+∞) (o u(−∞)).
5.2. PRELIMINARES
La prueba de la existencia de soluciones esta basada en el teorema del punto fijo en
conos para un operador completamente continuo definido en un espacio de Banach, debido
a Krasnoselskii (Krasnoselskii, 1964). Antes de escribir este teorema, introduciremos la
definición de cono, la cual puede verse, por ejemplo, en la referencia (Granas & Dugundji,
2003).
Definicion 5.1 Sea X un espacio de Banach y sea P un subconjunto cerrado, no vacio
de X. P es un cono si
1. λx + µy ∈ P ∀x, y ∈ P y ∀λ, µ ∈ R,
2. x,−x ∈ P implica que x = 0.
También queremos recordar que dado un operador, este es completamente continuo si la
imagen de un conjunto acotado es relativamente compacto.
Teorema 5.1 Sea X un espacio de Banach, y sea P ⊂ X un cono en X. Asumamos que
Ω1,Ω2 son subconjuntos abiertos de X con 0 ∈ Ω1,Ω1 ⊂ Ω2 y sea T : P ∩ (Ω2\Ω1) → P
un operador completamente continuo, tal que una de las dos siguientes condiciones es
satisfecha
1. ‖Tu‖ 6 ‖u‖, si u ∈ P ∩ ∂Ω1, y ‖Tu‖ > ‖u‖, si u ∈ P ∩ ∂Ω2.
2. ‖Tu‖ > ‖u‖, si u ∈ P ∩ ∂Ω1, y ‖Tu‖ 6 ‖u‖, si u ∈ P ∩ ∂Ω2.
Entonces, T tiene al menos un punto fijo en P ∩ (Ω2\Ω1).
Este resultado ha sido empleado en el estudio de ecuaciones no lineales (Torres, 2006;
Zima, 2001) y también en el estudio de sistemas no lineales sobre dominios acotados (Chu
et˜al. , 2007; Jiang et˜al. , 2002). Sin embargo, para problemas definidos en intervalos no
compactos tales como el nuestro, se tiene que el teorema de Ascoli-Arzela no es valido
para probar que el operador es completamente continuo. Nuestro operador será definido
en el espacio de funciones continuas y acotadas denotado por BC(R) y emplearemos el
siguiente criterio de compacidad (inspirado en un resultado de (Zima, 2001)) para mostrar
que el operador es completamente continuo.
Proposicion 5.1 Sea Ω ⊂ BC(R). Supongamos que las funciones u ∈ Ω son equiconti-
nuas en cada intervalo compacto de R y que para todo u ∈ Ω se tiene
|u(x)| ≤ ξ(x), ∀x ∈ R, (5.4)
donde ξ ∈ BC(R) verifica
lim|x|→+∞ξ(x) = 0. (5.5)
Entonces, Ω es relativamente compacto.
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Demostración: Dada una sucesión de funciones {un}n de Ω, tenemos que probar que
existe una subsucesión uniformemente convergente a una cierta función u. Queremos no-
tar que los elementos de Ω están uniformemente acotados por ‖ξ‖∞ y son equicontinuos
sobre intervalos compactos, por hipótesis. Por tanto, el teorema de Ascoli-Arzela propor-
ciona una subsucesión (que denotaremos de nuevo por {un}n) y que es uniformemente
convergente a un cierto u en un intervalo compacto. Por supuesto, u también satisface la
condición (5.4). Ahora, tenemos que probar que
∀ε > 0, ∃n0 t.q. n ≥ n0 =⇒ ‖un − u‖∞ < ε. (5.6)




. Por otro lado, usando la con-





para todo n ≥ n0. Entonces,
‖un − u‖∞ ≤ máx
x∈[−k,k]
|un(x) − u(x)| + máx
x∈R\]−k,k[






|ξ(x)| < ε, (5.8)
y se concluye la prueba.
Antes de que podamos aplicar el teorema 5.1, vamos a introducir una bateria de lemas
y proposiciones, con el fin de preparar la aplicación de este teorema a nuestro problema.
El siguiente resultado establece la estructura de la función de Green para problemas
homogéneos en todo R.
Lema 5.1 Sea a ∈ L∞(R), a > 0. Consideremos el problema homogéneo
−φ′′ + a(x)φ = 0, (5.9)
φ(−∞) = 0, φ(∞) = 0. (5.10)





φ1(x)φ2(s), −∞ < x ≤ s < +∞
φ1(s)φ2(x), −∞ < s ≤ x < +∞,
(5.11)
donde φ1, φ2 son soluciones tales que φ1(−∞) = 0, φ2(+∞) = 0. Además, φ1, φ2 pueden
ser elegidos como funciones positivas crecientes y decrecientes, respectivamente.
Notar que φ1, φ2 intersectan en un único punto x
1
0. Entonces, podemos definir una función







, x ≤ x10,
1
φ1(x)
, x > x10.
(5.12)
De forma similar, podemos definir la función de Green para la siguiente ecuación
−ϕ′′ + d(x)ϕ = 0, (5.13)
ϕ(−∞) = 0, ϕ(∞) = 0, (5.14)





ϕ1(x)ϕ2(s), −∞ < x ≤ s < +∞
ϕ1(s)ϕ2(x), −∞ < s ≤ x < +∞,
(5.15)
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, x ≤ x20,
1
ϕ1(x)
, x > x20.
(5.16)
donde x20 es el único punto de intersección de las funciones ϕ1, ϕ2.
Proposicion 5.2 Se cumplen las siguientes propiedades para las funciones de Green,
definidas por (5.11) y (5.15).
(P1) G(x, s) > 0 para cada (x, s) ∈ R × R.
(P2) G(x, s) ≤ G(s, s) para cada (x, s) ∈ R × R.
(P3) Dado un subconjunto compacto no vacio P ⊂ R, definimos
m(P ) = mı́n(u1(́ınf P ), u2(supP )). (5.17)
Entonces,
G(x, s) ≥ m(P )p(s)G(s, s) para todo (x, s) ∈ P × R. (5.18)
5.3. EXISTENCIA DE ESTADOS ACOTADOS POSITIVOS
Desde ahora, asumimos que M = Supp(b)∪Supp(c)∪Supp(e)∪Supp(f) es un conjunto
compacto no vacio. Para aplicar el teorema 5.1, tomamos el espacio de Banach X =
BC(R) ×BC(R) con la norma ‖u‖ = maxi=1,2|ui|, para u = (u1, u2) ∈ X . Definimos
P =
{





donde p10 = infMp1(x), p
2
0 = infMp2(x) y las constantes m1 ≡ m1(M) and m2 ≡ m2(M)
estan definidas por la ecuación (5.17). Queremos hacer notar que la compacidad de M
implica que p10 > 0 y p
2
0 > 0. Además, por (P3), es facil ver que mip
i
0 < 1, para i = 1, 2.
Aśı, facilmente se puede verificar que P es un cono en X .

















G2(x, s) (e(s)u1(s) + f(s)H(u1, u2)u2(s)) ds.
Un punto fijo de T es una solución del sistema (5.1a), perteneciente a H1(R) ×H1(R), y
que por tanto verifica las condiciones de frontera (5.2)
Lema 5.2 Asumamos que
F (u1, u2), H(u1, u2) > 0 para cada u1, u2 > 0. (5.20)
Entonces, T (P ) ⊂ P .
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Demostración: De forma evidente, la propiedad (P1) de la función de Green junto con
que b, c ∈ L∞, b, c > 0 implican que T1u(x) ≥ 0 para todo x. Llamemos a xm el valor
donde se alcanza el mı́nx∈M T1u. Entonces, para todo x ∈ R,
T1(u)(xm) = T1(u1, u2)(xm) =
∫
M








G1(x, s) (b(s)u2(s) + c(s)F (u1, u2)u1(s)) ds
= m1p
1
0T1(u1, u2)(x) = m1p
1
0T1(u)(x), (5.21)
donde hemos usado las propiedades (P2) y (P3). De forma similar, podemos probar que
T2(u)(xm) ≥ m2p20T2(u)(x). Esto finaliza la demostración.
Lema 5.3 T : P → P es un operador continuo y completamente continuo.
Demostración: La continuidad es trivial. Probemos que las componentes de T son com-
pletamente continuas. Sea Ω ⊂ P un conjunto acotado, con una cota uniforme C > 0
para todos sus elementos. Las funciones del operador T1(Ω) son equicontinuas para cada
intervalo compacto (de hecho, la derivada es acotada sobre compactos), Por otro lado,









G1(x, s)c(s)ds =: ξ(x).
Puesto que los soportes de b y c son compactos, se tiene que ξ ∈ BC(R) ∩ L1(R), y, por
tanto, usando la proposición 5.1, T1(Ω) es relativamente compacto. La demostración para
T2 es análoga.
El siguiente teorema es el resultado principal de esta sección
Teorema 5.2 Asumamos las siguientes hipótesis:
(i) a∗, d∗ > 0, b∗, c∗, e∗, f∗ > 0.
(ii) M es un conjunto compacto no vacio.
(iii) F (u1, u2), H(u1, u2) > 0 para cada u1, u2 > 0.
(iv) Existe r0 > 0 y γ, k > 0 tales que dado 0 < r < r0,
F (u1, u2), H(u1, u2) < kr
γ , para todo ‖u‖ < r
.
(v) Existe R0 > 0 y δ,K > 0 tales que dados R > R0,
F (u1, u2), H(u1, u2) > KR





M G2(x, s)e(s)ds < 1 para todo x ∈ R.
Entonces, existe una solución no trivial u ∈ X del sistema (5.1a)-(5.2) tal que r ≤ ‖u‖ ≤
R.
Demostración: Definamos los conjuntos abiertos Ω1 y Ω2 como las bolas abiertas en X
centradas en el origen, de radios r y R (que serán fijados mas tarde), respectivamente.




G1(x, s) (c(s)F (u1, u2)u1(s) + b(s)u2(s)) ds,
∫
M
G2(x, s) (f(s)H(u1, u2)u2(s) + e(s)u1(s)) ds
)



















≤ r = ‖u‖, (5.22)
para r suficientemente pequeño y donde hemos usado las hipótesis (iv) y (vi).
Por otro lado, tomemos u ∈ P ∩∂Ω2. Aśı, al menos una componente de u, por ejemplo
u1, satisface ‖u1‖∞ = R (el caso ‖u2‖∞ = R es similar). Entonces, m1p10R 6 u1(x) 6 R,











G1(x, s)c(s)ds ≥ R = ‖u‖, (5.23)
para R suficientemente grande. Para el caso ‖u2‖∞ = R, todo funciona exactamente igual.
Ahora, el teorema 5.1 garantiza que T tiene un punto fijo u ∈ P ∩ (Ω2\Ω1). Aśı r ≤
‖u‖ ≤ R es una solución no trivial.
Aunque la hipótesis (vi) parece bastante técnica, su significado puede clarificarse si nos
damos cuenta de que la función
∫
M G1(x, s)b(s)ds (respectivamente
∫
M G2(x, s)e(s)ds) se
puede interpretar como la única solución de la ecuación −u′′ + a(x)u = b(x) (respectiva-
mente −u′′ + d(x)u = e(x)) con condiciones de frontera u(−∞) = 0 = u(+∞). Con esta
idea en mente, formularemos el siguiente corolario.











Demostración: Definiendo u(x) =
∫
M
G1(x, s)b(s)ds, necesitamos probar que ‖u‖∞ <
1. Tomemos x0 tal que u(x0) = ‖u‖∞. Entonces u es una función convexa en un entorno





De la misma forma,
∫
M
G2(x, s)e(s)ds < 1 y ya se puede aplicar el Teorema 5.2.
5.4. ÓRBITAS HOMOCLINAS IMPARES AL ORIGEN EN EL SISTEMA CON
COEFICIENTES SIMÉTRICOS
En la sección anterior, se ha demostrado la existencia de soluciones positivas del pro-
blema en consideración, que suele ser el caso considerado en la totalidad de los trabajos
conocidos por el doctorando. En esta sección, probaremos la existencia de un nuevo tipo
de soluciones, para el caso en el que los coeficientes del sistema sean pares. Para ello, defi-
namos p10 = ı́nfM∩R+ p1(x), p
2
0 = ı́nfM∩R+ p2(x) y m1 ≡ m1(M ∩R+), m2 ≡ m2(M ∩R+).
Teorema 5.3 Bajo las hipótesis del teorema 5.2, si además a, b, c, d, e, f son funciones
pares y 0 6∈M , entonces, existe una solución no trivial impar u ∈ X de la ecuación (5.1a)
tal que r ≤ ‖u‖ ≤ R.
Demostración: La demostración mimetiza los pasos de la demostración del teorema 5.2,
usando ahora la función de Green para el problema definido en la semirecta real R+. El
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operador T : H1(R+) ×BC(R+) → BC(R+) ×BC(R+) está definido de la misma forma








G2(x, s) (e(s)u1(s) + f(s)H(u1, u2)u2(s)) ds.
El cono adecuado, para este caso, es






Entonces T (P ) ⊂ P y T es un operador continuo y completamente continuo, puesto
que la proposición 5.1 puede ser aplicada a funciones u1, u2 definidas solamente en R+
y tales que u1(0) = u2(0) = 0, simplemente extendiendo la función constante cero al eje
negativo. Finálmente, los conjuntos Ω1 y Ω2 son definidos otra vez como bolas abiertas de
radios r y R, respectivamente. Todo funciona de la misma forma, por lo que los detalles
repetitivos son omitidos. En conclusión, obtenemos una solución no trivial positiva ‖u‖ ∈
BC(R+) ×BC(R+) tal que u1(0) = u2(0) = 0 y haciendo la extensión impar, obtenemos
la solución deseada.
Hay que hacer notar que la suposición 0 6∈M es necesaria para tener m1 6= 0, m2 6= 0,
que es un punto clave en la definición de cono.
Finalmente, se tiene que también se cumple un análogo al corolario 1 para este caso.
5.5. APLICACIONES FÍSICAS Y RAMAS DE SOLUCIONES EN SISTEMAS
En esta sección, analizaremos las aplicaciones f́ısicas de nuestros principales resultados.
Presentaremos dos tipos de contribuciones no lineales
F (u1, u2) = u
2
1, H(u1, u2) = u
2
2, (5.25)





Desde el punto de vista f́ısico, ambas contribuciones no lineales son interesantes y tienen
interesntes aportaciones en la literatura f́ısica (ver, por ejemplo, (Zafrany et˜al. , 2005),
donde se hace uso de la no linealidad (5.25) y (Williams et˜al. , 2000), donde se hace uso
de la no linealidad (5.26)). Aśı, el sistema (5.1a), con la no linealidad (5.25), modeliza una
gúıa de ondas con un núcleo doble, y con la no linealidad cúbica confinada en diferentes
núcleos, con un acoplamiento lineal entre ellos. Este modelo puede ser tratado en el marco
de la óptica no lineal, usando fibras en cristales fotónicos.
Por otro lado, el sistema (5.1a) con la no linealidad (5.26), se usa en aplicaciones f́ısi-
cas para modelar un condensado de Bose-Einstein con dos componentes (Williams et˜al.
, 2000). Para este caso, ambas componentes corresponden a diferentes estados hiperfinos
internos de un condensado de Bose-Einstein. Para e(x) = b(x) ≡ α constante, esta cons-
tante denota la fuerza del acoplamiento. Esta clase de sistema ha recibido un gran interes
en los últimos años.
Nuestros resultados también proporcionan información sobre la localización de las
soluciones, que pueden ser de interes en el estudio de ramas de soluciones en sistemas
controlados por parámetros. Como un ejemplo básico, consideremos el sistema (5.1a) con
la contribución no lineal (5.25),
−u′′1(x) + a(x)u1(x) = b(x)u2(x) + λc(x)u31(x),
−u′′2(x) + d(x)u2(x) = e(x)u1(x) + λf(x)u32(x), (5.27)
donde λ > 0.
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Corolario 5.2 Asumamos las condiciones del teorema 5.2. Entonces, para todo λ > 0
existe una solución positiva uλ = (u1λ, u2λ) ∈ H1(R) ×H1(R) de (5.27). Además
ĺım
λ→0+
‖uλ‖ = +∞, ĺım
λ→+∞
‖uλ‖ = 0. (5.28)
Si además a, b, c, d, e, f son funciones pares y 0 6∈ M , existe una segunda rama de solu-
ciones impares ũλ ∈ H1(R) con las mismas propiedades.







































M G2(x, s)e(s)ds < 1 para todo x ∈ R, tales rλ, Rλ existen,
y pueden ser elegidos para que
ĺım
λ→0+
rλ = +∞, ĺım
λ→+∞
Rλ = 0. (5.30)
Entonces, se obtiene una rama de soluciones uλ tal que rλ 6 ‖uλ‖ 6 Rλ, y ahora, haciendo
el paso al ĺımite concluimos la demostración. Los argumentos para la rama de soluciones
impares son análogos.
De esta forma, se obtiene una bifurcación desde infinito cuando λ→ 0+.
Podemos incluir también el control λ en el término lineal, es decir



























Entonces, obtenemos el siguiente resultado.
Corolario 5.3 Asumamos las condiciones del teorema 5.2. Entonces, para todo λ ∈
(0,m) existe una solución positiva uλ = (u1λ, u2λ) ∈ H1(R)×H1(R) de (5.31a). Además
ĺım
λ→0+
‖uλ‖ = +∞. (5.33)
Si además a, b, c, d, e, f son funciones pares y 0 6∈ M , existe una segunda rama de solu-
ciones impares ũλ ∈ H1(R) con las mismas propiedades.
Usando el mismo argumento que se utilizó en el corolario 5.1, se puede obtener una
cota inferior expĺıcita para m.
Parte II
Soluciones anaĺıticas de la INLSE

Capı́tulo 6
Simetŕıas de Lie, análisis cualitativo y
soluciones exactas de ecuaciones de




n este caṕıtulo trataremos el problema de encontrar soluciones anaĺıticas de la
INLSE:
iψt = −ψxx + V (x)ψ + g(x) |ψ|2 ψ, (6.1)
donde V (x), g(x) ∈ C1(R).
En este estudio, usando el método de las simetrias de Lie, encontramos una clase gene-
ral de potenciales V (x) y no linealidades g(x) para las que podemos construir soluciones
exactas, usando soluciones de la NLSE (la cual, como se ha comentado en la introducción,
es integrable en dimensión uno). La idea básica del método de las simetŕıas de Lie es
estudiar las propiedades invariantes de una ecuación diferencial dada bajo un grupo de
transformaciones continuas. Este método se ha aplicado de forma satisfactoria a diferen-
tes ecuaciones, tales como, por ejemplo, ecuaciones diferenciales que modelan osciladores
anarmónicos (Leach, 1981; Leach & Maharaj, 1992) y ecuaciones de Madelung en fluidos
(Baumann & Nonnenmacher, 1987).
Aqúı, presentamos la teoŕıa general, proporcionando diferentes ejemplos de interes
f́ısico, estudiamos el caso de soluciones asimétricas y usamos la teoŕıa cualitativa de los
sistemas dinámicos para proporcionar un analisis mucho mas completo del metodo y de
sus aplicaciones a ecuaciones que tengan relevancia f́ısica.
6.2. TEORÍA GENERAL DE SIMETRÍAS DE LIE
De nuevo, como ya se hizo en caṕıtulos anteriores, buscaremos soluciones estacionarias
de la ecuación (6.1), las cuales podremos obtener haciendo separación de variables
ψ(x, t) = u(x)e−iλt, (6.2)
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Las soluciones estacionarias satisfacen, entonces, el siguiente problema de autovalores no
lineal
−uxx + V (x)u + g(x)u3 = λu, (6.3a)
ĺım
|x|→∞
u(x) = 0. (6.3b)
Por definición (Bluman & Kumei, 1989; Olver, 1993), una ecuación diferencial de segundo
orden A(x, u, u′, u′′) = 0 posee una simetŕıa puntual de Lie de la forma
M = ξ(x, u)∂/∂x+ η(x, u)∂/∂u, (6.4)
si la acción de la segunda extensión de M , M (2), sobre A es igual a cero, es decir
















A(x, u, u′, u′′) = 0, (6.5)
con η(k) dado por





, k = 1, 2, ... (6.6)
















Por ejemplo, η(1) es igual a
η(1) = ηx + [ηu − ξx]ux − ξu(ux)2. (6.8)
En nuestro caso, A(x, u, ux, uxx) viene dado por
A(x, u, ux, uxx) = −uxx + f(x, u), (6.9)
donde f(x, u) = V (x)u+g(x)u3−λu, y la acción del operador M (2) sobre A(x, u, ux, uxx)
lleva a una ecuación polinomial en ux. Igualando los coeficientes de las diversas potencias
de ux, se obtiene
ξuu = 0, (6.10a)
ηuu − 2ξux = 0, (6.10b)
2ηxu − ξxx − 3fξu = 0, (6.10c)
ηxx − ξfx − ηfu + ηuf − 2ξxf = 0. (6.10d)
Integrando las ecuaciones (6.10a) y (6.10b), obtenemos
ξ(x, u) = a(x)u + b(x), η(x, u) = a′(x)u2(x) + c(x)u + d(x). (6.11)
Sustituyendo estas expresiones en la ecuación (6.10c), se obtiene
2c′(x) = b′′(x), a(x) = 0. (6.12)
Finalmente, sustituyendo las ecuaciones (6.11) y (6.12) en la ecuación (6.10d), obtenemos
ξ(x, u) = b(x), (6.13a)
η(x, u) = c(x)u, (6.13b)
c′′(x) − b(x)V ′(x) − 2b′(x) (V (x) − λ) = 0, (6.13c)
2c(x)g(x) + b(x)g′(x) + 2b′(x)g(x) = 0. (6.13d)
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donde g0 y C son constantes arbitrarias.
Podemos resumir los calculos anteriores de la siguiente forma: La simetria puntual de















′(x) + C, (6.16b)
c′′(x) − b(x)V ′(x) − 2b′(x) (V (x) − λ) = 0. (6.16c)
Las ecuaciones (6.16) nos permiten construir pares {V (x), g(x)} para los que la simetŕıa
de Lie existe. Aśı, dada la función g(x) o V (x), en principio, podemos elegir la otra
función para que se satisfagan las ecuaciones (6.16). En lo que sigue, estudiaremos las
implicaciones que surgen en la existencia de esta simetŕıa de Lie.
6.3. TRANSFORMACIONES CANÓNICAS E INVARIANTES
Es conocido (Leach, 1981) que la invariancia de la energia está asociada a la invariancia
traslacional. El generador de esta transformación, en nuestro caso, es de la forma M =
∂/∂X . Para usar este hecho, definimos la siguiente transformación de las variables (x, u)
a las nuevas variables (X,U)
X = h(x), U = n(x)u, (6.17)
donde las funciones h(x) y n(x) serán determinadas requiriendo que una ley de conser-
vación de la enerǵıa, del tipo M = ∂/∂X , exista para las variables canónicas. De hecho,
















Introduciendo las expresiones (6.18) y (6.19) en la ecuación (6.15) y asumiendo la condi-
ción M = ∂/∂X , obtenemos las siguientes ecuaciones
h′(x)b(x) = 1,
b(x)n′(x) + c(x)n(x) = 0. (6.20)












De esta forma, podemos ahora escribir la ecuación (6.3a) en términos de las coordenadas







3 − EU = 0, (6.23)
con
E = (λ− V (x)) b(x)2 − 14b
′(x)2 + 12b(x)b
′′(x) + C2. (6.24)
48 6.3 Transformaciones canónicas e invariantes
La ecuación (6.23) es la llamada ecuación de Duffing, que aparece como un modelo para el
oscilador no lineal forzado (Feng et˜al. , 2006). Se sigue de las ecuaciones (6.16b)-(6.16c)
que la cantidad E dada por la ecuación (6.24) es una constante de movimiento.
Cuando C = 0, las transformaciones previas preservan la estructura Hamiltoniana,






3 = EU. (6.25)
Como E es una constante, esto significa que en las nuevas variables, obtenemos la ecuación
de Schrödinger no lineal (NLSE) sin potencial externo y con no linealidad homogenea.
Por supuesto, no todas las elecciones de V (x) y g(x) llevan a la existencia de una
simetŕıa de Lie o a una transformación canónica apropiada, puesto que ambas funciones
están ligadas por las ecuaciones (6.16). Este hecho impone algunas restricciones obvias,
como que por ejemplo b(x) debe ser diferenciable y positiva.
Como la ecuación (6.25) es una ecuación de Schrödinger no lineal homogénea y esta-




































U2(X) = η tanh(µX),
(















U4(X) = η dn(µX, k),
(





con 0 ≤ k ≤ 1. La tabla 6.1 resume los parámetros requeridos para la existencia de las
anteriores soluciones.
U E g0 H
U1(X) negativa negativa 0
U2(X) positiva positiva positiva
U3(X) ambos negativa positiva
U4(X) negativa negativa negativa
Cuadro 6.1: Valores de los parámetros E, g0 y la enerǵıaH para la existencia de soluciones
Ui, i = 1.,4 de la ecuación (6.25), las cuales vienen dadas por las ecuaciones (6.28).
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6.4. CONEXIÓN ENTRE LA NLSE Y LA INLSE POR MEDIO DE LA LSE
Tomando C = 0 y eliminando c(x) en las ecuaciones (6.16), obtenemos
g(x) = g0/b(x)
3, (6.29)
mas una ecuación relacionando b(x) y V (x)
b′′′(x) − 2b(x)V ′(x) + 4b′(x)λ − 4b′(x)V (x) = 0. (6.30)
La forma mas simple para generar soluciones es fijar b(x) y entonces, calcular V (x), dado
que de esta forma debemos resolver una ecuación diferencial lineal de primer orden. De
forma alternativa, podemos definir ρ(x) = b1/2(x) y obtener una ecuación de Ermakov-
Pinney (Ermakov, 1880; Pinney, 1950)
ρxx + (λ− V (x)) ρ = E/ρ3, (6.31)
cuyas soluciones vienen dadas de la siguiente forma:
ρ =
(





con α, β, γ constantes y donde ϕj(x) son dos soluciones linealmente independientes de la
ecuación de Schrödinger
ϕxx + (λ− V (x))ϕ = 0. (6.33)
Con esta elección se tiene que E = ∆W 2 con ∆ = αγ − β2 y siendo W el Wronskiano
W = ϕ′1ϕ2 −ϕ1ϕ′2, que es una constante. Aśı, dada una solución arbitraŕıa de la ecuación
de Schrödinger (6.33), se pueden construir soluciones del problema no lineal, ecuación
(6.3a), usando las (conocidas) soluciones de la ecuación (6.25) . De esta forma todo el
conocimiento sobre la ecuación de Schrödinger lineal puede ser de ayuda para buscar
potenciales V (x) para los que las funciones ϕ1 y ϕ2 son conocidas y poder calcular,
entonces, la función b(x), las transformaciones canónicas h(x), n(x), la no linealidad g(x)
y la solución expĺıcita u(x).
6.5. ANALISIS CUALITATIVO Y SOLUCIONES EXACTAS
En esta sección, vamos a calcular soluciones anaĺıticas de la ecuación (6.3a) para dife-
rentes elecciones de las funciones g(x) y V (x), usando el método descrito en las secciones
previas, para C = 0. Además usando la teoŕıa de análisis cualitativo, describiremos algu-
nas propiedades de las soluciones de la ecuación (6.3a), usando la conducta cualitativa de
las soluciones de la ecuación (6.25).
Empezaremos calculando los puntos de equilibrio de esta última ecuación. Facilmente,
se encuentra que la ecuación (6.25) tiene tres posibles puntos de equilibrio, dependiendo





Entonces, podemos distinguir cuatro casos:
1. Para E < 0, g0 < 0, se obtienen tres puntos de equilibrio. U = 0 es un punto de silla
y U± son centros, figura 6.1(a).
2. Cuando E < 0, g0 > 0, se obtiene que U = 0 es el único punto de equilibrio, que es
un punto de silla, figura 6.1(b).
3. Cuando E > 0, g0 > 0, obtenemos tres puntos de equilibrio. U± son puntos de silla
y U = 0 es un centro, figura 6.1(c).































Figura 6.1: Mapa de fases de las soluciones reales de la ecuación (6.25) para (a) E < 0,
g0 < 0, (b) E < 0, g0 > 0 (c) E > 0, g0 > 0 y (d) E > 0, g0 < 0
4. El último caso corresponde a E > 0, g0 < 0. Para este caso, el único punto de
equilibrio es la solución trivial U = 0, que es un centro global, figura 6.1(d).
Usando la ecuación (6.27), podemos dibujar el mapa de fases de la ecuación (6.25),
como se puede ver en la figura 6.1.
En lo que sigue, presentaremos algunos ejemplos como aplicaciones de nuestra teoŕıa:
Ejemplo 1. Como una primera aplicación del método, elijamos V (x) = 0, esto es,
tenemos un sistema sin potencial externo. Entonces, la ecuación (6.30) resulta
b′′′(x) + 4b′(x)λ = 0, (6.35)
cuyas soluciones son
b(x) = C1 sinωx+ C2 cosωx+ C3 (λ > 0), (6.36a)
b(x) = C1e
ωx + C2e
−ωx + C3 (λ < 0), (6.36b)
donde ω = 2
√
|λ|. Usando la ecuación (6.29), obtenemos, para la ecuación (6.36a), una
no linealidad periódica
g(x) = g0(1 + α cos(2
√
λx))−3. (6.37)
Para α pequeño, esta no linealidad es aproximadamente armónica
g(x) ≃ g0(1 − 3α cos(2
√
λx)), α≪ 1. (6.38)




























Figura 6.2: Ejemplo de solitón oscuro para la (a) ecuación (6.25), y para la (b) ecuación
(6.3a) con g0 = 1, λ = 1/4 y (i) α = 0,1 (linea verde punto-raya), (ii) α = 0,4 (linea
azul) y (iii) α = 0,7 (linea roja rayada). Las soluciones mostradas en la figura 6.2(b) son
obtenidas de las calculadas en la figura 6.2(a) por medio de las transformaciones (6.17).




, obtenemos que la
transformación (6.39) proporciona soluciones de la ecuación (6.3a), donde g(x) viene dada
por (6.37). Por ejemplo, cuando g0 > 0, podemos usar U2, definida por (6.28b), y cuyo
mapa de fases es la órbita heteroclina mostrada en la figura 6.1(c). Aśı, la solución de la

















Como podemos ver en la figura 6.2(b), u(x) es una conexión heteroclina entre soluciones
periódicas de la ecuación (6.3a). Es importante notar que en el ĺımite asintótico, el perfil
de u(x) es proporcional a b1/2(x). Por tanto, la transformación canónica (6.17), en este
caso, transforma una órbita heteroclina en el mapa de fases (U, dU/dX) en una conexión
heteroclina, Eq. (6.40). Por otro lado, cualquier órbita cerrada U dentro de la órbita
heteroclina del mapa de fases (U, dU/dX) proporciona una nueva conexión heteroclina de
la ecuación original (6.3a).
Centremonos ahora en el caso dado por la ecuación (6.36b). Sin perdida de generalidad,
podemos hacer ω = 1, C1 = C2 = 1/2 y C3 = 0. De esta forma, b(x) = coshx y la ecuación
(6.3a), con g(x) = g0/ cosh







u3 = 0 (6.41)
Además, cosX(x) = − tanhx, con lo que 0 ≤ X ≤ π. Aśı, las condiciones de frontera
u(±∞) = 0 exigen que U(0) = U(π) = 0. Esto significa que la aplicación X lleva el
dominio original, que es infinito, en la ecuación (6.41), a un dominio acotado para la
ecuación (6.25).


















2 |g0| (1 − 2k2)
. (6.44)
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Figura 6.3: Soluciones de la ecuación (6.41) con g0 = 1, para (a) n = 1, k1 = 0,634493 (b)
n = 2, k2 = 0,690727 y (c) n = 3, k3 = 0,699957.
La función U(X) satisface U(0) = 0 y para satisfacer la otra condición de frontera,





1 − k2 sin2 ϕ
)−1/2
dϕ. Aśı, para que se satisfagan las condiciones de frontera,
k debe cumplir la siguiente igualdad,
4nK (k)
√
1 − 2k2 = π, n = 1, 2, ... (6.45)
Se puede probar que para cada número entero n, esta ecuación algebraica tiene solamente
una solución kn, lo que significa que existe un número infinito de soluciones de la ecuación
(6.41), que vienen dadas por u(x) = b1/2(x)U(X). Además, cada una de estas soluciones
tiene exactamente n− 1 ceros. En la figura 6.3 se han dibujado las soluciones correspon-
dientes a n = 1, 2, 3. Estas soluciones pueden ser vistas como “estados ligados”de varios
solitones (n) con fases alternantes, y su existencia es notable. Cuando la no linealidad es
homogénea, g(x) = g0 < 0, la ecuación (6.3a) tiene solamente una solución localizada para
cada λ, la solución de tipo sech. En otras palabras: no existen estados acotados de varios
solitones. Sin embargo, cuando g(x) está modulada y tiene un decaimiento exponencial,
obtenemos un número infinito de soluciones localizadas, etiquetadas por su número de
nodos. Este es un nuevo e interesante aspecto de las no linealidades localizadas. Como
E > 0 y g0 < 0, desde el punto de vista de los sistemas dinámicos, estariamos en el cuarto
caso, figura 6.1(d), . Aśı, la solución u(x) = b1/2(x)U3(X(x)) que acabamos de calcular,
es una órbita homoclina.
Ejemplo 2. Sistemas con potenciales cuadráticos V (x) = x2. En este apartado dis-
cutimos un ejemplo de grán interes en aplicaciones a ondas de materia no lineales en
condensados de Bose-Einstein, para los que V (x) ∝ x2.
Elijamos b(x) = ex
2
, que nos lleva a un potencial cuadrático V (x) = x2 y a una
no linealidad gaussiana, como las que se obtienen controlando ópticamente la resonancia
Feschbach, que experimentalmente significa usar un láser que genere un perfil gaussiano
(ver, por ejemplo, (Rodas-Verde et˜al. , 2005)). Aśı




, V (x) = x2. (6.46)









Para este caso, la ecuación (6.3a) queda de la siguiente forma:
−UXX + g0U3 = 0. (6.47)
Hay que hacer notar que el rango de X es otra vez finito, −√π/2 ≤ X ≤ √π/2, y por
tanto, podemos otra vez construir soluciones localizadas de la ecuación (6.3a). Teniendo










Figura 6.4: Soluciones de la ecuación (6.3a) para el potencial y la no linealidad dada por
las ecuaciones (6.46). (a) n = 1, (b) n = 2 y (c) n = 3. La región espacial mostrada
corresponde a x ∈ [−6, 6].












con k∗ = 1/
√
2, son soluciones de la ecuación (6.47), y además se tiene que las funciones
U (1)(X) y U (2)(X) se anulan cuando µX = (2n + 1)K (k∗) y µX = 2nK (k∗), respec-
tivamente. Aśı, obtenemos un número infinito de soluciones de la ecuación (6.47) cuyas
condiciones de frontera se obtienen sobre el intervalo finito −√π/2 ≤ X ≤ √π/2. Final-













2/2 sn (θn(x), k∗)
dn (θn(x), k∗)
n = 2, 4, ...
(6.50)
con
θn(x) = nK (k∗) erfx (6.51)
Un simple análisis asintótico demuestra que los últimos factores en la ecuación (6.50) tien-
den a cero cuando x→ ±∞ más rapidamente que exp(−x2/2), por lo que verdaderamente
hemos obtenido soluciones localizadas de nuestro problema, tal y como puede verse en la
figura 6.4, donde mostramos los tres primeros estados acotados, para n = 1, 2, 3, (un(x)
posee n− 1 ceros).
Ejemplo 3. Si elegimos b(x) = α/
√




(1 + βx2)3/2, (6.52)
y
V (x) = M(1 + βx2) +
1
4
3βx2 − 2β + 4λ+ 8λβx2 + 4λβ2x4
(1 + βx2)2
, (6.53)
con M una constante positiva. Aunque la expresión de V (x) es complicada este potencial
es simplemente un potencial cuasi-armónico y satisface el que V (x) ∼ x2, para x ≫ 1.
También, V (x) puede verse como un potencial armónico con un término perturbativo
acotado, figura 6.5(a). Para el término no lineal, se tiene que g(x) ∼ x2 para |x| ≪ 1, y
g(x) ∼ x3 para |x| ≫ 1. Usando la ecuación (6.24), obtenemos E = −α2M . Tomando
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Figura 6.5: (a) Potencial cuasi-armónico para M = 1, λ = 1 y (i) β = 0,5 (linea azul)
y (ii) β = 2,5 (linea roja con rayas). (b) Soluciones de la ecuación (6.3a) para α = 1,
g0 = −1, M = 1 y (i) β = 0,5 (linea azul) y (ii) β = 2,5 (linea roja con rayas)
g0 < 0, obtenemos la ecuación de Schrödinger no lineal cuyo término no lineal es atractivo,
ecuación (6.25). Como E < 0 y g0 < 0, todas las soluciones de la ecuación (6.25) son
acotadas, (ver figura 6.1(a)). Si U(X) es una de estas soluciones, es claro que
u(x) = b(x)1/2U(X(x)), (6.54)











Como X(x) = x
√




β), se tiene que
u(x) = b(x)1/2U1(X(x)). (6.56)
En la figura 6.5(b) aparecen dibujadas las soluciones de la ecuación (6.3a) para diferentes
valores del parámetro β.
En este ejemplo, hemos usado la solución U1(X) de la ecuación (6.25). Otra posibilidad
es elegir una de las órbitas cerradas que son interiores a la homoclina de la figura 6.1(a),
y que vienen dadas por la solución U4(X) en (6.28d). Queremos hacer notar que para este
caso, la ecuación (6.27) satisfaŕıa la condición H ≤ 0, tal y como puede verse en la tabla
6.1.
La expresión anaĺıtica de las órbitas cerradas que son exteriores a la homoclina viene
dada por la solución U3(X), con k > 1/
√
2. Tales órbitas satisfacen H > 0 (ver la tabla
6.1).
Como X es una aplicación biyectiva sobre la recta real, b(x) es una función positiva y
U3(X) es una función periódica con infinitos nodos sobre la recta real, la función u(x) =
b(x)1/2U3(X) tiene también infinitos nodos sobre la recta real, tal y como puede verse
en la figura 6.6. Es inmediato comprobar que u → 0 cuando x → ±∞. Además, los
ceros de u se acumulan para valores grandes de x, puesto que la distancia entre dos ceros
consecutivos viene dada por la expresión xn+1 − xn ∼
√
n+ 1 − √n. Otras soluciones
localizadas con infinitos nodos han sido estudiadas en un contexto diferente (por ejemplo
en la referencia (Buryak & Akhmediev, 1995)).
6.6. SOLUCIONES ASIMÉTRICAS DE LA INLSE
En las secciones previas, hemos explorado el caso C = 0. Para este caso, la ecuación
original (6.3a) es reducida a la ecuación de Schrödinger no lineal homogénea. En esta
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Figura 6.6: Solución de la ecuación (6.3a) con infinitos nodos para α = 1, β = 2,5, g0 = −1
y k = 3/4







+ |g0|U3 + EU = 0. (6.57)
En general, esta ecuación no es integrable y la enerǵıa no es una cantidad conservada. Sin
embargo, se pueden obtener soluciones anaĺıticas de la ecuación (6.57) en casos particu-






Para esta condición, podemos calcular una familia de soluciones anaĺıticas de la ecuación















B (1 − e−BX),
√
2/2
) , n = 1, 2, 3, ... (6.59)
donde µn y B están relacionados con las condiciones de frontera del problema.
Podemos solucionar la ecuación (6.3a), usando las soluciones de la ecuación (6.57).
Eligiendo b(x) = cosh(x) y usando las ecuaciones (6.30) y (6.24), podemos calcular el
potencial V (x):











El término no lineal es
g(x) = g0 cosh
−3(x)e−2CX(x). (6.61)
Ahora, podemos construir la transformación canónica usando las ecuaciones (6.17) y ob-
tener
cosX(x) = − tanhx. (6.62)
Entonces, 0 ≤ X ≤ π y usando las condiciones de frontera para u, ĺım|x|→∞ u(x) = 0, se
tiene que imponer que U(0) = U(π) = 0.
Usando estas condiciones de frontera, se obtienen los valores de la amplitud µn en






















Figura 6.7: Soluciones asimétricas de la ecuación (6.3a) con C = 4 para (a) n = 1, (b)
n = 2 y (c) n = 3.





















n = 1, 2, 3, ... (6.63)





1 − k2 sin2(θ)
. (6.64)
Luego, las soluciones de la ecuación (6.3a) son
un(x) = b
1/2(x)eCX(x)Un(X(x)), n = 1, 2, ... (6.65)
Usando la regla de L’Hopital, un(x) → 0 cuando |x| → ∞ en (6.65). Aśı, las soluciones
(6.65) son soluciones localizadas de nuestro problema como puede verse en la figura 6.7.
Estas soluciones son soluciones asimétricas de la ecuación (6.3a). Además, cada una de
estas soluciones tiene exactamente n − 1 ceros, como en los ejemplos anteriores. En la
figura 6.7 dibujamos algunas de estas soluciones, las cuales corresponden a los valores
n = 1, 2, 3.
Capı́tulo 7
Soluciones exactas periódicas y
localizadas de la ecuación de
Schrödinger no lineal con no
linealidades moduladas espacialmente:
Redes lineales y no lineales
7.1. INTRODUCCIÓN
A
l igual que en el caṕıtulo anterior, vamos a encontrar soluciones exactas, tanto
localizadas como periódicas, de la INLSE, pero ahora esta ecuación tendrá coe-
ficientes periódicos. Es decir, tanto el potencial externo como la no linealidad
serán funciones periódicas. Que nosotros conozcamos, soluciones exactas loca-
lizadas no han sido todavia calculadas en este contexto. Aśı, la principal meta de este
trabajo es presentar por primera vez este tipo de soluciones. Además, un análisis del mo-
delo y de sus soluciones nos permitirá realizar diversas conclusiones sobre redes lineales y
sobre la estabilización de modos localizados por redes policromáticas.
7.2. TRANSFORMACIONES DE SIMILARIDAD
De nuevo, consideremos la ecuación NLS unidimensional con no linealidad inhomogénea
iψt = −ψxx + v(x)ψ + g(x) |ψ|2 ψ, (7.1)
con x ∈ R, y donde v(x) y g(x) son respectivamente los potenciales periódicos lineales y no
lineales, y cuyos peŕıodos son iguales. De forma más espećıfica y sin pérdida de generalidad,
impondremos que el peŕıodo sea π: es decir v(x + π) = v(x) y g(x+ π) = g(x). Además,
para eliminar posibles constantes innecesarias, impondremos que el potencial periódico





v(x)dx = 0. (7.2)
Nos referiremos al campo complejo ψ(t, x) como a la función de onda macroscópica (esta
terminoloǵıa es usada en aplicaciones BEC, tal y como se vió en la introducción).
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Haciendo separación de variables (ver introducción)
ψ(t, x) = φ(x)e−iµt, (7.3)
en la ecuación (7.1), se tiene que φ(x) es una función de x y µ es una constante que
f́ısicamente representa el llamado potencial qúımico. Sustituyendo obtenemos
−φxx + (v(x) − µ)φ+ g(x)φ3 = 0. (7.4)
La idea es encontrar una transformación para reducir la ecuación (7.4) a la ecuación
estacionaria NLS
EΦ = −Φ′′ +G |Φ|2 Φ, (7.5)
donde Φ ≡ Φ(X), E y G son constantes, y X ≡ X(x) es la nueva variable espacial.
Entonces, sea la siguiente transformación
φ(x) = ρ(x)Φ(X), (7.6)
donde Φ(X) es una solución de la ecuación estacionaria (7.5) y donde ρ(x) y X(x) son
funciones inicialmente arbitrarias que deben de ser calculadas utilizando el hecho de que
φ(x) es solución de la ecuación (7.4). Obviamente, esta transformación puede verse como
un caso particular del método de las simetŕıas de Lie usado en el caṕıtulo anterior. El
porque ahora desarrollamos este método de transformaciones en vez de usar el método
de las simetŕıas de Lie, quedará claro en el caṕıtulo 8. Aqúı, solamente queremos notar
que ambas transformaciones son equivalentes, en el sentido de que ambas proporcionan
la misma información.











, y v(x) =
ρxx
ρ
+ µ− EX2x. (7.8)
De la expresión para g(x), se deduce la primera restricción de la teoŕıa: el método es
aplicable a modelos que tienen no linealidades de signo definido, por lo que se debe elegir
G =sign (g(x)). Ademas, como estamos interesados en soluciones en toda la recta real,
nos restringiremos al análisis de funciones ρ(x) ∈ C2(R) y tales que no se anulen. Como
además, ni (7.8) ni (7.7) cambian cuando ρ(x) cambia de signo (que simplemente refleja la
invariancia de fase del modelo (7.4)), en lo que sigue nos centraremos en el caso ρ(x) > 0.







donde se ha tenido en cuenta que la constante que aparece en la primera integral con
respecto a x puede ser tomada igual a la unidad. Asi, se tiene que
X(0) = 0, y ĺım
x→±∞
X(x) = ±∞ . (7.10)
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Aśı, usando las ecuaciones (7.6) y (7.9), obtenemos diferentes soluciones de la ecuación
(7.4). Esta solución depende de la función positiva ρ(x), que debe ser escogida como una
función periódica de periodo π.
Por supuesto, dicha elección es muy amplia. Aśı, siendo especificos, investigaremos en
detalle el caso
ρ(t, x) = 1 + α cos(2x), (7.12)
donde α es una constante real, tal que |α| < 1, y
v(x) = − 4α cos(2x)
1 + α cos(2x)
− E




(1 + α cos(2x))6
, (7.14)
donde µ debe satisfacer la condición (7.2) y vale




2(1 − α2)7/2 . (7.15)
En la última sección de este caṕıtulo, se han introducido algunas generalizaciones de este
modelo.
7.3. MODOS LOCALIZADOS ESTACIONARIOS
En esta sección, usando el método descrito en la sección anterior, calcularemos solu-
ciones anaĺıticas de la ecuación (7.4) y haremos un análisis de los modos localizados. Para
ello, imponemos las condiciones de frontera ĺımx→±∞ φ(x) = 0 y teniendo en cuenta las
ecuaciones (7.6) y (7.10), concluimos que Φ(X) debe también satisfacer las condiciones de
frontera cero: ĺımX→±∞ Φ(X) = 0. Aśı, si tomamos G = −1, una solución de la ecuación




−EX). Entonces, usando lo expuesto en la
sección anterior, la respectiva solución de la ecuación (7.4) es
φs(x) =
√








(1 + α cos(2s))2
. (7.16)
Consideremos en detalle la solución obtenida. En primer lugar, queremos recordar que
el potencial qúımico de una solución estacionaria de la ecuación NLS, que tienda a cero o
alcance el valor cero, y cuyo potencial sea periódico, debe pertenecer al gap prohibido de
este potencial, siendo esta solución independiente de la fase. Aśı, este tipo de soluciones
pueden ser tomadas como funciones de variable real (ver, por ejemplo, (Brazhnyi & Ko-
notop, 2004; Alfimov et˜al. , 2002)). El potencial qúımico µ viene dado por la ecuación
(7.15), y por tanto, según lo dicho antes, debe pertenecer a un gap del espectro del poten-
cial v(x). Este espectro viene determinado por el problema de autovalores de la ecuación
de Hill:
−ϕxx + v(x)ϕ = Eϕ. (7.17)
Como la solución obtenida (7.16) existe para E arbitrarios y negativos, incluyendo el
ĺımite E → −∞, y además, µ < v(x), concluimos que E = µ pertenece al gap semi-
infinito (−∞, E(−)1 ) del espectro del potencial v(x), es decir, E
(−)
1 > µ, donde hemos
usado la notación E(−)n y E(+)n para designar la frontera inferior y superior de la n-ésima
banda, es decir, la región de estabilidad.
El fenómeno descrito esta ilustrado en la figura 7.1 (especificamente en el panel (a)),
donde mostramos la frontera de las bandas en función del parámetro α para cuatro
situaciones t́ıpicas: E < 0 (panel (a)); E = 0 (panel (b)); E ∈ (0, E0) con E0 =
máxα{Em(α)} = 2/5, donde Em(α) = 8(1 − α2)3/(20 + 15α2) es el mı́nimo local del
potencial qúımico ∂µ/∂E|E=E0 = 0, para un α dado, (panel (c)); E > E0 (panel (d)).

























Figura 7.1: Fronteras de las bandas (5 primeras bandas) del espectro de la ecuación (7.17)
en función de α para (a) E = −5 (b) E = 0, (c) E = 0,1, y (d) E = 1. Las lineas
solidas y rayadas corresponden a las fronteras E(−)n y E(+)n , respectivamente. La linea roja
punto-raya representa el potencial qúımico µ.
Dejaremos la discusión de las situaciones ilustradas en las figuras 7.1 (c), (d) para
la sección 7.5. Ahora, nos centraremos en los casos ĺımites de la solución (7.16). Para





−E(1+α)x), que refleja el hecho de que la región de localización, determinada
por 1/
√
|E|, es mucho mas pequeña que el peŕıodo del potencial. Aśı, (7.16) es un ejemplo
de solución exacta, cuya forma aproximada ha sido calculada, de forma numérica, en
(Sivan et˜al. , 2008).
Situaciones mas interesantes corresponden a valores pequeños de |E|. Cuando |E| → 0,
el potencial qúımico se aproxima al borde de la banda. Este comportamiento aparece
ilustrado en la figura 7.1 (b), donde E = µ coincide con el borde de la banda semi-infinita
(o en otras palabras, estamos tratando una situación donde hemos obtenido una formula
que nos da la dependencia del borde de las bandas iniciales con respecto a los parámetros
del problema. Esta fórmula viene dada expĺıcitamente por (7.15)). Como es conocido (ver,
por ejemplo, (Brazhnyi & Konotop, 2004; Alfimov et˜al. , 2002) y referencias en estos
art́ıculos), la solución está descrita por la aproximación de escalas multiples y representa
la envolvente del estado de Bloch correspondiente al borde de la banda. La forma de la
solución (7.16) implica que Φ(X) es la envolvente, mientras que
ϕ(x) = 1 + α cos(2x), (7.18)
es la función de Bloch exacta del potencial v(x, 0), dado por (7.13), y que corresponde a la
frontera inferior de la primera banda. En otras palabras, en el ĺımite |E| → 0, la solución
(7.16) es la la solución exacta de un solitón bifurcando desde el borde del espectro lineal.
Que el autor sepa, la solución (7.16) es la primera solución conocida de este tipo. En
la figura 7.2 se han dibujado los dos ĺımites opuestos de (7.16), correspondiendo a la
envolvente de un solitón (panel (a)) y a un solitón estrecho (panel b).
7.4. ESTABILIDAD DE LAS SOLUCIONES
Para comprobar la estabilidad lineal de la solución (7.3), estudiaremos la evolución de
pequeñas perturbaciones de la forma ψ(x, t) = (φ(x) + f(x, t) + ih(x, t)), donde f y h son
































Figura 7.2: Soluciones de la ecuación (8.1), que vienen dadas por (7.16), para (a) E =
−0,01, α = 0,3 y (b) E = −5, α = 0,1.
y
L− = −∂xx + v(x) + g(x)φ2(x), (7.21)
L+ = −∂xx + v(x) + 3g(x)φ2(x), (7.22)
Para perturbaciones de la forma f, h ∝ eiΩt, se tiene
Ω2f = L−L+f. (7.23)
Los operadores L− y L+ son autoadjuntos. En lo que sigue, estudiaremos diversas propie-
dades de estos operadores. Usando el hecho de que φ satisface la ecuación (7.1), facilmente






















|2φ2dx ≥ 0, y el operador L− es no negativo.
Aśı, el espectro del operador L− está compuesto de:
1. Un autovalor simple λ− = 0, con su correspondiente autofunción par, la cual es
solución de la ecuación (7.1).
2. Un espectro continuo estrictamente positivo [β,∞).
Con respecto al operador L+, este satisface la siguiente relación L+ = L− + 2g(x)φ
2(x).
Como g(x) es una función negativa, el primer autovalor de L+, λ+, satisface λ+ < 0.
Entonces, al menos, un autovalor de L+ es negativo.
De esta forma, como el operador L− es no negativo pero el operador L+ es no positivo,
la composición L−L+ es indefinida. Entonces, no podemos decir anaĺıticamente nada
del signo de Ω2. Además, el hecho de que el potencial (7.13) cambie de signo dificulta
enormemente el estudio anaĺıtico. Por tanto, tenemos que recurrir a los métodos numéricos
para resolver la ecuación (7.23).
Si algún autovalor Ω2 tiene signo negativo, la solución asociada es inestable. En ca-
so contrario, la solución es estable. Entonces, discretizando numéricamente el operador
L−L+, podemos calcular sus autovalores. En las figuras 7.3 (a) y (b), mostramos las zonas
estables de las soluciones (7.16), para distintos valores de los parámetros α y E. En la
figura 7.3 (a), hemos estudiado el rango −0,5 ≤ E ≤ −0,1. Las zonas de estabilidad para
el caso −5 ≤ E ≤ −1 se muestran en la figura 7.3(b).
Para confirmar este resultado, hemos hecho un estudio numérico de la evolución de
las soluciones (7.16) bajo perturbaciones de amplitud finita. Hemos observado que estas
soluciones son estables en el dominio dado en las figuras 7.3 (a) y (b).




























Figura 7.3: Regiones estables de las soluciones (7.16), para distintos valores de los paráme-
tros α y E (a) −0,5 ≤ E ≤ −0,1 (b) −5 ≤ E ≤ −1.
7.5. SOLUCIONES PERIÓDICAS EXACTAS
Volvamos a las soluciones periódicas de la ecuación (7.1). Para ello, utilizaremos las
soluciones de la ecuación (7.5), que vienen dadas en términos de las funciones eĺıpticas
de Jacobi (Lawden, 1989). Queremos hacer notar que diferentes funciones Φ(X), que son
obtenidas trasladando el argumento, (como, por ejemplo, las soluciones (7.25a) y (7.25d)
escritas debajo) y que, por consiguiente, representan la misma solución de la ecuación
homogénea NLS, ahora dan origen a soluciones distintas de la ecuación (7.4), dado que
estas soluciones vienen dadas por el producto de dos factores periódicos, uno de ellos
proveniente de la estructura del potencial periódico (este factor viene descrito por la
función ρ(x)) y el otro proveniente de las soluciones de la NLS homogénea, las cuales han
sido mencionadas anteriormente, (ver la ecuación (7.6)).
Calculemos, entonces, las soluciones de la ecuación (7.4) para g(x) < 0 (es decir,
G = −1). Estas son
φ(1)(x) =
√
2kν(1 + α cos(2x)) cn(νX, k), ν2 =
E
1 − 2k2 , (7.25a)
φ(2)(x) =
√
2ν(1 + α cos(2x)) dn(νX, k), ν2 =
E
k2 − 2 , (7.25b)
φ(3)(x) =
√




k2 − 2 , (7.25c)
φ(4)(x) =
√




1 − 2k2 , (7.25d)
Todas ellas son funciones reales. En particular, teniendo en cuenta que el módulo eĺıptico
k está en el intervalo k ∈ [0, 1], se tiene que las funciones φ(2)(x) y φ(3)(x) son validas
solamente para E < 0, es decir, son soluciones pertenecientes al gap semi-infinito, mientras
que φ(1)(x) y φ(4)(x) pertenecen al gap E < 0 y k > 1/
√
2 (ver la figura 7.1(a)) o a la
banda E > 0 and k < 1/
√
2 (ver las figuras 7.1(c) y (d)). Todas estas soluciones bifurcan
desde el estado de Bloch lineal, ecuación (7.18), calculado para E = 0.
Las soluciones para g(x) > 0 (G = 1) son
φ(5)(x) =
√













Es claro que estas soluciones solo son validas para E > 0.
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En las formulas anteriores (7.25a) – (7.26b), X(x) está definido como en (7.16), y ρ(x)
viene dado por (7.12).
Consideremos ahora el par de soluciones (7.26a), (7.26b) (o alternativamente, el par
(7.25a)), (7.25d)) en el ĺımite “lineal”k → 0. Obtenemos, entonces, dos autoestados del
potencial v(x)










Estas soluciones son linealmente independientes. Es conocido (ver (Magnus & Winkler,
1979) para los detalles) que la coexistencia de tales soluciones ocurre solamente si uno de
los gaps es cerrado. Aśı, en la dependencia con α del espectro del potencial v(x), que viene
dado por las ecuaciones (7.13), (7.15) para E > 0, deben existir puntos para los cuales
el primer gap está lo suficientemente cerca de tal forma que el potencial qúımico dado
por (7.15) cruza el gap. Esto es exactamente lo que se observa en los paneles (c) y (d)
de la figura 7.1. La existencia de tales valores, para α suficientemente grande, se explica
del hecho de que para E > 0, el potencial qúımico crece hasta infinito con respecto a α,
mientras que el mı́nimo del potencial periódico con respecto a α tiende a −∞.
Otras autofunciones exactas del potencial v(x), dado por la ecuación (7.13), pueden ser
obtenidas considerando el ĺımite lineal de las soluciones (7.25c) y (7.25d), que corresponde
a k → 1. De esta forma, obtenemos un par de soluciones










A la vista de estas soluciones, queda claro que las combinaciones ϕ3±ϕ4 son las soluciones
asintóticas de la onda solitaria φs(x), que viene dada por la función (7.16), cuando x →
∓∞.
Teniendo en cuenta que g(x) no cambia de signo, podemos realizar un análisis de
la estabilidad de las soluciones, usando la referencia (Bronski et˜al. , 2001): dado que
φ(2)(x) > 0 y φ(3)(x) > 0, se verifica que estas soluciones son linealmente inestables,
mientras que la estabilidad de las soluciones φ(1)(x), φ(4)(x), φ(5)(x) y φ(6)(x) está inde-
terminada.
Para finalizar esta sección, consideremos el ĺımite k → 1/
√
2 para las soluciones (7.25a)
y (7.25d), las cuales corresponden al ĺımite de no linealidades grandes. En este caso, el
potencial v(x) puede ser visto como una pequeña perturbación de la ecuación NLS. Aśı, las
soluciones mencionadas anteriormente pueden ser visualizadas como soluciones periódicas
de la NLS, moduladas por la envolvente ϕ(x).
7.6. APLICACIONES FÍSICAS
En esta sección discutiremos las aplicaciones f́ısicas de los resultados obtenidos. El
problema surge, naturalmente, del hecho de que las estructuras periódicas que nosotros
hemos usado, ecuaciones (7.13) y (7.14), no son factibles dentro del marco experimental,
donde solamente uno o unos pocos rayos láser son usados (teniendo en mente redes ópti-
cas para aplicaciones en un BEC). Se puede entonces plantear la siguiente cuestión: ¿Las
soluciones obtenidas representan, de forma satisfactoria, aproximaciones a algún modo
localizado realista (como por ejemplo los encontrados numéricamente en (Bludov & Ko-
notop, 2006)), en modelos donde los coeficientes periódicos son representados por unos
pocos armónicos de Fourier del potencial v(x)?. En esta sección, intentaremos responder
a esta pregunta.
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x t x
t
Figura 7.4: Evolución de las soluciones (7.16), con x ∈ [−40, 40], t ∈ [0, 1500], para
E = −0,5 y α = −0,1 (a) usando un solo armónico (b) usando dos armónicos. Para el
caso (a), la solución es inestable. Para el caso (b) la solución es estable.
Para ello, desarrollemos en serie de Fourier las funciones v(x) y g(x) e introduzcamos































40α2 + 8 + 15α4




8 + 12α2 + α4





(1 − α2)11/2 . (7.33c)
Ahora, usaremos las ecuaciones (7.31), (7.32a), (7.32b) y (7.33a), (7.33b), (7.33c) para
aproximar las funciones v(x) y g(x), que vienen dadas por las ecuaciones (7.14) y (7.13),
respectivamente. Aśı, por ejemplo, para α = −0,1 y E = −0,5, que son valores para los
que las soluciones de la ecuación (7.4) son estables, (ver figura 7.3(a)), obtenemos
gN = −1,1099 − 0,6436 cos(2x) − 0,1115 cos(4x), (7.34a)
vN = 0,6107 cos(2x) + 0,0561 cos(4x). (7.34b)
Hemos simulado numéricamente la dinámica del paquete de ondas con el perfil inicial dado
por la solución (7.16), y descrito por la ecuación de evolución (7.1) y con los potenciales
vN y gN con N = 1, 2, en vez de v y g, respectivamente. Algunos resultados se muestran
en la figura 7.4. Se observa que mientras la solución anaĺıtica expĺıcita (7.16) no es una
aproximación satisfactoria para los potenciales armónicos, (en la figura 7.4(a) se observa





Figura 7.5: Evolución de las soluciones (7.16), con x ∈ [−40, 40], t ∈ [0, 1500], para
E = −0,1 y α = −0,1 donde las redes lineales y no lineales son aproximadas por un solo
armónico (a) y dos armónicos (b). En ambos casos, la solución es estable.
una conducta oscilatoria de la solución), usando una aproximación con dos armónicos
para los potenciales, se obtiene una conducta estable de la solución.
Se observa que para algunos valores especificos de los parámetos, las soluciones obte-
nidas representan muy buenas aproximaciones, incluso para un único potencial armónico.
Un ejemplo de esta situación se muestra en la figura 7.5, donde hemos elegido E = −0,1
y α = −0,1: se observa que no existe ninguna diferencia en el regimen dinámico entre la
red monocromática (figura 7.5(a)) y la red en forma de superposición de dos armónicos
(figura 7.5(b)).
Ambas figuras 7.4 y 7.5 fueron obtenidas por simulaciones numéricas directas de la
ecuación (7.1), usando como dato inicial para la variable temporal la solución (7.16).
7.7. SOLUCIONES EXACTAS PARA OTROS MODELOS
En esta última sección, se presentan dos modelos más generales que el que se usó para
obtener las ecuaciones (7.13) y (7.14).
El primer modelo corresponde a la elección
ρ(x) = (1 + α cos(2x))p, (7.35)
con p ∈ R. Entonces, es claro que
g(x) =
G
(1 + α cos(2x))6p
, (7.36)
y el potencial externo viene dado por
v(x) = −4αp(1 + α cos(2x))−2
[




(1 + α cos(2x))4p
+ µ. (7.37)
Es obvio que cuando p = 1, recuperamos las expresiones (7.13) y (7.14).
El segundo modelo corresponde a
g(x) = η (dn(ξ, k))p , (7.38)
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)2/3(dn(νξ, k))2p/3 + µ. (7.39)
De esta forma, podemos dar diferentes valores al parámeto p, para obtener la no linealidad
g(x) y el potencial v(x) deseado.
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abitualmente, las ecuaciones de onda no lineales que son integrables involu-
cran no linealidades que solamente dependen del campo relevante, y no tienen
dependencia expĺıcita en las variables espaciales o temporales, ya que si tuvieran
esa dependencia, se rompeŕıan las simetŕıas del sistema y, en particular, exis-
tiŕıa una pérdida de integrabilidad. De todas formas, el que existan estas dependencias
extras en las interacciones no lineales suele ser muy interesante desde el punto de vista
f́ısico, pues abre muchas posibilidades para la creación y el control de las soluciones que
son de tipo solitón, tal y como veremos en el siguiente caṕıtulo. Aunque estos estudios
empezaron hace algún tiempo (Bruschi et˜al. , 1979; Chen & Liu, 1976; Scharf & Bishop,
1991; Konotop et˜al. , 1993), ha surgido, en los últimos años, un enorme interes por estos,
sobre todo en el contexto de sistemas regidos por ecuaciones de Schrödinger no lineales
(NLS) y sus aplicaciones a la teoŕıa del campo medio de condensados de Bose-Einstein
(BECs) (Pitaevskii & Stringari, 2003) y a la óptica no lineal (Kivshar & Agrawal, 2003).
En este trabajo, vamos un paso más allá de los estudios que hicimos en los dos caṕıtu-
los anteriores, y consideramos por primera vez no linealidades y potenciales dependientes
del tiempo y del espacio. A lo largo de este caṕıtulo, construiremos diferentes tipos de
soluciones expĺıcitas, incluyendo soluciones periódicas o breathers, solitones resonantes
y solitones cuasiperiódicos. Proporcionaremos expresiones expĺıcitas para todas estas so-
luciones, utilizando no linealidades f́ısicamente realistas que pueden ser aplicables en la
teoŕıa de condensados de Bose-Einstein.
8.2. TEORÍA GENERAL
Consideremos sistemas f́ısicos regidos por la ecuación de Schrödinger no lineal
iψt = −ψxx + v(t, x)ψ + g(t, x) |ψ|2 ψ, (8.1)
donde, f́ısicamente, ψ(t, x) representa una función de onda compleja, con v(x, t) un poten-
cial externo y g(x, t) la llamada no linealidad. Nos centraremos en las llamadas soluciones
localizadas para las que se verifica las siguientes condiciones de frontera: ĺım|x|→∞ ψ(t, x) =
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0. Nuestra meta es reducir la ecuación (8.1) a la ecuación NLS estacionaria
µΦ = −ΦXX +G |Φ|2 Φ, (8.2)
donde Φ ≡ Φ(X), X ≡ X(t, x) es una función de variable real, µ es el autovalor de la
ecuación no lineal, y G es una constante. En este trabajo, exploraremos el caso G = −1,
esto es, no linealidad atractiva. El caso G = 1 no presenta ningún reto, y puede ser
estudiada mas adelante.
Para pasar de las soluciones de la ecuación (8.1) a las soluciones de la ecuación (8.2),
utilizaremos la siguiente transformación
ψ(t, x) = ρ(t, x)eiϕ(t,x)Φ (X(t, x)) (8.3)
donde
X(t, x) = F (ξ), ξ(t, x) = γ(t)x+ δ(t), (8.4)
siendo γ(t) una función definida positiva, representando el inverso de la anchura de la
solución localizada, y siendo −δ(t)/γ(t) la posición del centro de masas. Es facil de ver
que esta transformación es similar a la utilizada en el caṕıtulo 5 de esta tésis, pero ahora las
funciones ρ, ϕ, y X , dependen, además de la variable espacial, de la variable temporal. En
verdad, la transformación (8.3) es más general que la transformación usada en el caṕıtulo 5
(eliminando la variable temporal en la transformación (8.3), obtenemos la transformación
(7.6)). Otras transformaciones de similaridad han sido estudiadas para ecuaciones NLS
en diferentes contextos (Serkin & Hasegawa, 2000; Chen & Yi, 2005).
Utilizando el hecho de que Φ(X) satisface la ecuación (8.2) y ψ(t, x) es solución de la
ecuación (8.1) con potencial v(t, x) y no linealidad g(t, x), y realizando cálculos análogos
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donde α(t) es una función arbitraria del tiempo.
Aśı, eligiendo δ(t), γ(t) y F (ξ) (o de forma equivalente ρ(x, t)), podemos obtener pares
de funciones g(x, t), v(x, t) para los que las soluciones de la ecuación (8.1) pueden obtenerse
de las soluciones de la ecuación (8.2), usando las ecuaciones (8.3). Usaremos este hecho
para construir soluciones solitónicas que tengan interes f́ısico.
8.3. NO LINEALIDADES LOCALIZADAS
Como una primera aplicación del método anteriormente expuesto, estudiaremos el
caso de no linealidades localizadas. La elección posible de los modelos es bastante rica, y
empezaremos con una no linealidad con perfil gaussiano





y con un potencial incluyendo una combinación de trampas dipolares y armónicas, que es
muy t́ıpico en experimentos BEC
v(t, x) = ω2(t)x2 + f(t)x+ h(t) − µγ2(t) exp(−2ξ2), (8.7)
donde







4γ5δ + δttγ − 2δtγt
)
/2γ2, (8.8b)
h(t) = γ2(1 + δ2) − δ2t /4γ2 − αt. (8.8c)








Figura 8.1: Solución de la ecuación (8.1), dada por la ecuación (8.16), para n = 1, ω0 = 2,
y ε = 0,5. Los datos iniciales para la ecuación (8.10) son ν(0) =
√
2 y νt(0) = 0. (a)
Gráfica en pseudocolor de |ψ(x, t)|2 donde el dominio es x ∈ [−3, 3] (b) Anchura ν(t)
(linea azul) y amplitud
√
γ (linea roja) frente al tiempo.
Esta elección corresponde a ρ(t, x) =
√
γ exp(ξ2/2).
En el caso particular en el que δ(t) ≡ 0, µ = 0 y α(t) =
∫
γ2(t)dt, obtenemos
v(t, x) = ω2(t)x2, g(t, x) = −γ(t)e−3γ2(t)x2 . (8.9)
Aśı, tenemos un potencial armónico y una no linealidad gaussiana modulada en el tiempo,
que correspondeŕıa en experimentos en condensados de Bose-Einstein a un laser modulado
para que pudiera controlar las interacciones de forma óptica.
Definiendo ν = 1/γ, podemos reescribir la ecuación (8.8a) de la siguiente forma:
νtt + 4ω
2(t)ν = 4/ν3, (8.10)
Esta es la llamada ecuación de Ermakov-Pinney (Ermakov, 1880; Pinney, 1950). A la hora
de calcular soluciones expĺıcitas, elegimos la siguiente función para ω2(t)
ω2(t) = 1 + ε cos(ω0t), (8.11)
donde ε ∈ (−1, 1) y 0 6= ω0 ∈ R. Despues de algunas operaciones algebraicas (Ermakov,








donde y1,2(t) son dos soluciones linealmente independientes de la ecuación de Mathieu
ytt + 4ω
2(t)y = 0 (8.13)
y donde W es su Wronskiano.
Por tanto, la ecuación de Mathieu determina la dinámica temporal de las soluciones
obtenidas. Considerando las diferentes elecciones de los parámetros ω0 y ε, se encuentran
que existen tres tipos distintos de comportamiento, que pueden ser clasificados de la
siguiente forma: (i) comportamiento periódico, que ocurre cuando ε = 0, o en las fronteras
entre las regiones de estabilidad e inestabilidad de la ecuación de Mathieu (8.13), (ii)
comportamiento resonante, que ocurre cuando ε 6= 0 e y1,2(t) pertenecen a la región
de inestabilidad de la ecuación (8.13), y (iii) comportamiento cuasiperiódico, que se da
cuando y1,2(t) están en la región de estabilidad. Daremos ahora ejemplos de todos estos
casos.







Figura 8.2: Anchura (linea azul) y amplitud (linea roja) con respecto al tiempo de la
solución de la ecuación (8.1), dada por la ecuación (8.16) para n = 1, ω0 = 2, y ε = 0,5. Los
valores iniciales para la ecuación (8.10) vienen dados por ν(0) =
√
2, νt(0) = −6,125
√
2.
Si centramos ahora nuestra atención en las soluciones de la ecuación (8.2), y dado que








con η arbitrario y k∗ = 1/
√







que toma valores en el intervalo (0,
√
π). De esta forma, Φ → 0 cuando x → −∞. Im-
poniendo la condición de frontera cero para x → +∞, obtenemos que η = 2nK(k∗)/
√
π,
donde K(k) es la integral eĺıptica. Esto nos lleva a obtener la siguiente familia de solucio-
nes
ψn(x, t) = n
√
γ(t) exp(γ2(t)x2/2 + iϕ(t, x))Φ1(nθ(t, x)),
n = 1, 2, ..., (8.16)


















. Es sencillo comprobar que ψ(x, t) → 0 cuando
|x| → ∞ en la ecuación (8.16). Por tanto, estas soluciones corresponden a soluciones
localizadas.
8.4. SOLITONES RESONANTES
La respuesta de sistemas no lineales a perturbaciones paramétricas es un campo de
gran interes que ha sido recientemente estudiado en el marco de la dinámica no lineal de




Figura 8.3: Gráficas de |ψ(x, t)|2 para soluciones de tipo breather de la ecuación (8.1),
cuyas soluciones expĺıcitas viene dadas por (8.16), para ε = 0 en la ecuación (8.11), y γ(t)
dada por la ecuación (8.18), correspondiendo a (a) n = 1 (b) n = 2. En ambos casos, x ∈
[−6, 6], t ∈ [0, 10] y los valores iniciales para la ecuación (8.10) son ν(0) =
√
2, νt(0) = 0.
BECs, de forma tanto teórica (Pérez-Garćıa et˜al. , 2007; Shchesnovich & Konotop, 2007;
Staliunas et˜al. , 2002) como experimental (Engels et˜al. , 2007).
Si nos centramos en el caso particular ω0 = 2, para la ecuación (8.11), observamos que
cuando ε 6= 0, y1,2(t) se encuentran en la región de inestabilidad, por lo que las soluciones
dadas por la ecuación (8.16) son soluciones resonantes multisolitónicas, dado que ψn(x, t)
posee n− 1 ceros. En la figura 8.1(a), hemos dibujado una solución resonante correspon-
diente a n = 1, con ω0 = 2. Dicho solitón tiene una conducta resonante creciente, tal y
como se puede ver en la figura 8.1(b), donde hemos dibujado la anchura y amplitud del
solitón frente al tiempo. En la figura 8.2, hemos dibujado la anchura y la amplitud frente
al tiempo, del mismo solitón, pero ahora teniendo una conducta resonante decreciente y
transitoria, para n = 1.
Es interesante que podamos construir solitones resonantes de forma expĺıcita en un
marco bastante complicado, que incluye una no linealidad localizada pulsante y una tram-
pa modulada paramétricamente. Estas soluciones proporcionan un soporte anaĺıtico para
el fenómeno de la dinámica resonante observada en experimentos en condensados de Bose-
Einstein en una dimensión (ver la referencia (Engels et˜al. , 2007)).
También hemos estudiado la estabilidad de estas soluciones multisolitónicas, que vie-
nen dadas por la ecuación (8.16), calculando numéricamente su evolución bajo perturba-
ciones de amplitud finita. Hemos encontrado que para el caso n = 1, el cual corresponde
al estado fundamental, se tiene una solución estable, mientras que el resto son inestables
(pequeñas perturbaciones llevan a la solución lejos de su perfil inicial).
8.5. SOLUCIONES PERIÓDICAS





1 + 3 cos2(2t)
]−1/2
. (8.18)
Entonces, las soluciones dadas por la ecuación (8.16) son soluciones periódicas, también
llamadas breathers, de hecho, son breathers multisolitónicos. En la figura 8.3, hemos di-
bujado las soluciones correspondientes a los valores n = 1, figura 8.3(a), y n = 2, figura
8.3(b).
Como en el ejemplo anterior, solamente para n = 1, (estado fundamental) la solución
de tipo breather es estable.






Figura 8.4: Solución de la ecuación (8.1), dada por la ecuación (8.16), que corresponde
al valor n = 1, para ω2(t) = 1 + ε cos(
√
2t), con ε = 0,5. Los valores iniciales para la
ecuación (8.10) son ν(0) = (2
√
2)1/2 y νt(0) = 0. (a) Gráfica pseudocolor |ψ(x, t)|2 (b)
Anchura ν(t).
(b)(a)
Figura 8.5: Gráficas en pseudocolor de las soluciones de la ecuación (8.1), cuando el centro
de masas del solitón se desplaza con velocidad no nula. (a) Solución cuasiperiódica, con
x ∈ [−3, 3], t ∈ [0, 40], para ε = 0,6 y ν(0) = (2
√
2)1/2, νt(0) = 0. (b) Solución resonante
creciente, con x ∈ [−6, 6], t ∈ [0, 40] para ε = 0,3 y ν(0) =
√
2, νt(0) = 0.
8.6. SOLUCIONES CUASIPERIÓDICAS
En esta sección, buscaremos soluciones cuasiperiódicas de la ecuación (8.1). Para ello,
elegimos ω0 =
√
2 en la ecuación (8.11), asegurandonos de que las soluciones y1,2(t)
de la ecuación de Mathieu (8.13) se encuentran en la región de estabilidad. Entonces,
la ecuación (8.11) tiene dos frecuencias inconmensurables. De esta forma, γ(t) es una
solución cuasiperiódica y, por tanto, las soluciones (8.16) son también cuasiperiódicas. Un
ejemplo de esto puede verse en la figura 8.4. Por supuesto, al igual que en los ejemplos
anteriores, se pueden construir soluciones cuasiperiódicas multisolitónicas.
8.7. SOLITONES CON SU CENTRO DE MASAS DESPLAZANDOSE
Como un ejemplo final de las muchas soluciones que pueden ser calculadas usando este
método, presentamos soluciones de la ecuación (8.1) cuando el centro de masas del solitón
se desplaza con velocidad distinta de cero. Para ello, sea f(t) (en la ecuación (8.8b)), igual
CAPÍTULO 8. Solitones con no linealidades espacio-temporales 73
a cero, y con δ 6= 0, lo cual lleva a la siguiente ecuación para δ(t),
δtt − 2 (γt/γ) δt + 4γ4δ = 0. (8.19a)
Haciendo
αt = γ
2(1 + δ2) − δ2t /4γ2. (8.19b)
se tiene que el potencial v y la no linealidad g siguen conservando las mismas expresiones,
que vienen dadas por la ecuación (8.9). Las ecuaciones (8.19) pueden ser resueltas de
forma anaĺıtica, obteniendo







γ2(t)dt, y δ∗ es una constante arbitraria.
Aśı, podemos obtener otra vez breathers, soluciones resonantes y soluciones cuasipe-
riódicas con el centro de masas del solitón moviendose de forma compleja, de acuerdo a
la ecuación (8.20). En la figura 8.5, mostramos solitones cuasiperiódicos [figura 8.5(a)] y
solitones resonantes [figura 8.5(b)] mientras el centro de masas del solitón se mueve de
acuerdo a la ecuación (8.20).

Parte III




Pinzas láser para solitones atómicos
9.1. INTRODUCCIÓN
E
l éxito de la condensación de Bose-Einstein en gases diluidos de átomos alcalinos
(Anderson et˜al. , 1995) (ver tambien sección 1.2 de la introducción), ha llevado
a que se realice un gran esfuerzo en la investigación del diseño de nuevas herra-
mientas para la manipulación y el control coherente de un conjunto de átomos en
un condensado. En los últimos años se ha llevado a cabo un estudio intenso de los distintos
mecanismos que se podŕıan usar en la obtención del control de ese conjunto de átomos del
condensado, tanto teórica como experimentalmente. Entre las más importantes contribu-
ciones, debemos citar la obtención de ventanas atómicas (Roach et˜al. , 1995), gúıas de
ondas (Folman et˜al. , 2002; Leboeuf & Pavloff, 2001), y el diseño de aceleradores atómi-
cos con geometŕıas lineales y circulares (Berg-Sørensen & Mølmer, 1998; Gupta et˜al. ,
2005; Carpentier & Michinel, 2007). Los láseres atómicos han sido también desarrollados
como mecanismos de control, como si fueran un mecanismo de acoplamiento, girando los
espines de algunos de los átomos para poder liberarlos de la trampa a la que estaban
sometidos (Mewes et˜al. , 1997). Posteriormente, otras fuentes atómicas coherentes han
sido construidas llevando a la obtención de láseres uniatómicos o semicontinuos (Bloch
et˜al. , 1999; Hagley et˜al. , 1999; Bloch et˜al. , 2001; Martin et˜al. , 2000; Mohring et˜al.
, 2005; Guerin et˜al. , 2006).
En este caṕıtulo, proponemos hacer uso de la longitud de difusión como una herra-
mienta para diseñar pinzas atómicas que sean lo suficientemente precisas, para que puedan
extraer una porción de átomos del BEC. Además de este método, se han propuesto otros
para la extracción de átomos de un condensado (ver las referencias (Gustavson et˜al. ,
2002) y (Boyer, 2006)). Nuestro método se inspira en una fuente atómica coherente, ba-
sada en la modificación espacial de la longitud de difusión (Rodas-Verde et˜al. , 2005;
Vázquez-Carpentier et˜al. , 2006), la cual produce un número de pulsos atómicos alta-
mente regulares y controlables, modulando la longitud de difusión a a lo largo de uno
de los ejes donde esta situado el BEC. Mostraremos que, en comparación con las tram-
pas lineales, las cuales no alteran el valor de a, las interacciones no lineales construidas
espacialmente producen un control robusto sobre el número de átomos que pueden ser
extraidos del BEC, proporcionando nuevos caminos para la creación de estados cuánticos
macroscópicamente superpuestos en condensados de Bose-Einstein (Dunningham et˜al. ,
2006).
9.2. MODELO Y ECUACIONES
Asumiremos que el BEC esta fuertemente confinado en las direcciones transversales
(x, y) y debilmente confinado a lo largo de la dirección longitudinal z, obteniendo entonces
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Figura 9.1: Dibujo del sistema que estudiaremos para el caso de las pinzas ópticas, las cua-
les son usadas para extraer un número dado de átomos de un condensado de Bose-Einstein
Usamos un láser sobre el condensado de Bose-Einstein, que está confinado transversal-
mente por un potencial magnético y confinado ópticamente en la dirección del movimiento
del laser.
una configuración de tipo cigarrillo. Consideraremos que la longitud de difusión puede
variar a lo largo del eje z, pudiendo pasar de valores positivos a negativos por medio del
control óptico de la resonancia Feshbach (ver apartado 1.2). La región donde la longitud
de difusión es negativa puede variar de tamaño y puede ser desplazada a lo largo del eje z,
simplemente moviendo el láser. La elección de un control óptico (Theis et˜al. , 2004) en
vez de un control magnético (Inouye et˜al. , 1998) nos permitirá una manipulación mas
fácil y rápida de las variaciones espaciales de la longitud de difusión.
La descripción en la aproximación del campo medio de la dinámica de un BEC, tal y
como se explicó en la introducción (apartado 1.2), viene dada por la ecuación de Gross-







∆2Ψ + V (~r)Ψ + U |Ψ|2Ψ, (9.1)
donde Ψ es la función de onda compleja, normalizada al número de átomos N de la
nube atómica: N =
∫
|Ψ|2d3r. U = 4π~2a/m caracteriza la interacción entre dos cuerpos
determinada por el valor de la longitud de difusión a. La nube de N bosones iguales de
masa m está fuertemente confinada a lo largo de los ejes (x, y) por un potencial armónico
V⊥ de frecuencia ν⊥ y debilmente confinado a lo largo del eje z por el efecto de una trampa
dipolar óptica Vz que puede ser producida usando un rayo láser de anchura dada a lo largo
del eje z (Stamper-Kurn et˜al. , 1998; Martikainen, 2001). La expresión matemática del
potencial es la siguiente:















donde Vd es la profundidad del potencial dipolar óptico y L su anchura caracteŕıstica a
lo largo del eje z. Para fijar ideas, se presentan datos espećıficos correspondientes al 7Li,
usando los parámetos experimentales que aparecen en la referencia (Strecker et˜al. , 2002),
donde Vd ≈ ~ν⊥, siendo ν⊥ = 1 kHz la frecuencia de la trampa en el plano transversal
(x, y), con un radio transversal de r⊥ ≈ 3µm.
Los otros valores numéricos usados en nuestras simulaciones son L = 4r⊥, N = 3 ·105,
wc = 5,4r⊥ y a = −1,4 nm. Queremos hacer hincapié en que este método debeŕıa ser
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Figura 9.2: Emisión controlada de solitones atómicos del BEC. La extracción fue hecha
empleando un láser con perfil gaussiano. Una vez que el solitón es emitido, el rayo se
separa del condensado arrastrando los átomos emitidos. En (a) un rayo láser extrae un
solitón y controla su posición a lo largo del eje z. En (b) se extraen dos solitones con dos
rayos distintos y sus rutas son unidas. La variable temporal, mostrada en el eje vertical
va desde t = 0 a t = 500/ν⊥ en (a) y desde t = 0 a t = 1800/ν⊥ en (b), donde ν⊥ = 1
kHz es la frecuencia radial de la trampa. El eje horizontal mide 60 veces la anchura L
de la trampa dipolar óptica, que confina el condensado en la dirección z. Las figuras a
la derecha representan la densidad de átomos, mostrando los perfiles de los solitones en
la reserva y los solitones emitidos (en linea continua negra), y del láser (linea negra con
puntos y rayas) para distintos tiempos.
también satisfactorio para otras especies atómicas, como 85Rb y 133Cs, con un cambio
adecuado en los parámetros.
9.3. EXTRACCIÓN ATÓMICA CON PINZAS ESTÁTICAS Y CONTROL
El problema que estudiaremos es el de la extracción controlable de átomos de un BEC,
como ya se ha dicho. Consideraremos un sistema en el cual un condensado tipo cigarrillo
está parcialmente solapado por un rayo láser (ver figura 9.1), en una configuración similar
a la descrita en la referencia (Rodas-Verde et˜al. , 2005). Bajo adecuadas condiciones, el
láser puede cambiar el valor local de la longitud de difusión a en una parte de la nube
atómica. Si se cambia el valor de a a valores negativos suficientemente grandes, se podŕıa
emitir una grán cantidad de solitones atómicos desde el condensado. Si la distancia entre el
rayo láser y el centro de la nube se mantiene constante, un solitón emitido podria rebotar y
aśı permanecer atrapado en el condensado (Vázquez-Carpentier et˜al. , 2006). Una vez que
los átomos son extraidos, el laser puede ser movido a lo largo del condensado. Esto también
nos permite controlar la posición del solitón en la dirección z. La idea de esta extracción de
átomos es radicalmente distinta que la que se usa en una trampa dipolar usual para extraer
átomos, sin cambiar la longitud de difusión a valores negativos. En este último caso, los
átomos sufriŕıan una serie de oscilaciones, conocidas como oscilaciones Josephson, entre el
BEC y las pinzas, y solamente seŕıa posible extraer una porción significativa. Aśı, el papel









































Figura 9.3: Igual que en la figura 9.2 pero para un rayo láser mas intenso y estrecho. El eje
vertical corresponde a la variable temporal cuyo dominio va desde t = 0 a t = 5000/ν⊥.
Los otros parámetros son los mismos que los utilizados para obtener la figura 9.2. Los
gráficos de la derecha representan los perfiles del condensado y de los solitones emitidos
(en linea negra) y de los rayos láser (en linea negra con puntos y rayas) para tres tiempos
distintos de propagación.
de las interacciones no lineales es esencial en esta configuración estática para garantizar
que una vez extraido los átomos, estos no volveran a la reserva de donde salieron.
Nuestros resultados están basados en simulaciones numéricas de la ecuación (9.1). To-
dos los resultados presentados aqúı han sido obtenidos usando un método pseudoespectral
de segundo orden en tiempo denominado split-step, y usando métodos de Fourier (Pérez-
Garćıa & Liu, 2003) para evaluar las derivadas espaciales. En las figuras 9.2(a) y 9.2(b)
se muestran algunas simulaciones numéricas, donde se indica como funcionan las pinzas
anteriormente descritas. En ambos dibujos, se dan imágenes en pseudocolor de la densidad
de la nube. El eje horizontal es el eje z y el vertical es el eje del tiempo. La extracción
de átomos se hizo con un láser con perfil gaussiano. Si la longitud de difusión cambia a
valores negativos suficientemente grandes, una parte de la nube atómica es extraida. Una
vez que los átomos han dejado la reserva, se mueve el láser a lo largo del condensado,
arrastrando parte de los átomos. En la figura 9.2(a) el láser extrae un solitón y controla su
posición a lo largo del eje z. En la figura 9.2(b) dos solitones son extraidos con dos láseres
distintos y su ruta es unida en un punto dado. El dominio de la variable temporal en el eje
vertical va desde t = 0 a t = 500/ν⊥ en la figura 9.2 (a) y desde t = 0 a t = 1800/ν⊥ en
la figura 9.2(b), donde ν⊥ = 1 kHz es la frecuencia radial de la trampa. El eje horizontal
mide 60 veces la anchura L de la trampa dipolar óptica, que confina el condensado en la
dirección z. Las figuras a la derecha representan la densidad de átomos, mostrando los
perfiles de los solitones en la reserva y los solitones emitidos (en linea continua negra), y
del láser (linea negra con puntos y rayas) para tres tiempos distintos. Como se aprecia en
las figuras, el método permite un fuerte control sobre los átomos extraidos.
Consideraremos ahora una configuración ligeramente diferente que sirva para mostrar
la fuerza del método. Nos centraremos en el caso de un rayo láser más intenso y estrecho
que el usado en las simulaciones anteriores. En este caso, se genera una alta interacción
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Figura 9.4: Gráfico del porcentaje de átomos extraidos (N/NBEC) frente a la potencia
del rayo láser (P/Pmax) para dos anchuras distintas del rayo: w ≈ wc/50, dibujado con el
śımbolo +, en granate y w ≈ wc/25, dibujado con el śımbolo × (en azul). El resto de los
parámetros están indicados en la figura 9.5.
no lineal y algunos átomos son atraidos hacia esta región, que sigue teniendo longitud de
difusión negativa, y son atrapados. Al igual que el caso anterior, la posición de los átomos
extraidos a lo largo del eje z puede ser controlada moviendo el láser. En las figuras 9.3(a)
y 9.3(b), mostramos una representación similar a la expuesta en las figuras 9.2(a) y 9.2(b).
Como hemos dicho, se ha usado un rayo más estrecho que en el caso anterior para poder
suprimir los rebotes internos que sufre el solitón atómico extraido. En la figura 9.3(b),
podemos observar la emisión de dos ondas de materia, empleando dos láseres distintos.
Tal y como ya se ha dicho, se observa que si desplazamos los láseres, es posible controlar
la posición relativa de los solitones extraidos. El eje vertical corresponde a la variable
temporal cuyo dominio va desde t = 0 a t = 5000/ν⊥, en ambas figuras. Los gráficos
de la derecha representan los perfiles del condensado y de los solitones emitidos (en linea
negra), y de los haces láser (en linea negra con puntos y rayas) para tres tiempos distintos.
Claramente, el número de átomos extraidos depende de la intensidad del láser. En la
figura 9.4 podemos ver el porcentaje de átomos extraidos y atrapados por la pinza láser en
función de la potencia del láser, para dos haces de diferentes anchuras w (ambas anchuras
mucho más pequeñas que el tamaño longitudinal wc de la nube BEC). El haz con anchura
w ≈ wc/50 (representado en la gráfica con el śımbolo + en granate) puede extraer mas
átomos que el haz con anchura w ≈ wc/25 (representado en la gráfica con el śımbolo × en
azul). Tal y como se puede apreciar en la gráfica, el número de átomos extraidos decrece
cuando la intensidad del láser se incrementa. Esto es debido al hecho de que el número
de solitones emitidos se incrementa con la intensidad del láser, por lo que el número de
átomos por solitón disminuye.
En la figura 9.5, mostramos tres simulaciones numéricas distintas, empleando haces
de diferente intensidad. Cada figura se corresponde con los tres puntos etiquetados en la
figura 9.4 como (a), (b) y (c). El eje vertical corresponde a la variable temporal cuyo rango
va desde t = 0 a t = 1500/ν⊥. En t = 1100/ν⊥ el láser es puesto en movimiento a lo largo
del eje z. Los perfiles superiores muestran la reserva del condensado y la distribución de
los átomos extraidos.
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Figura 9.5: (a-c) Diferentes ejemplos de la extracción de un átomo de un condensado,
para diferentes intensidades, las cuales corresponden a la figuras etiquetadas con (a), (b)
y (c) en la figura 9.4. Mostramos los perfiles para un tiempo de t = 1500/ν⊥. El láser es
separado de su posición original en t = 1100/ν⊥. (d-e) Dibujos en pseudocolor indicando
la evolución completa del BEC en el tiempo t ∈ [0, 1500/ν⊥].
9.4. EXTRACCIÓN ATÓMICA CON LAS PINZAS EN MOVIMIENTO
Otra interesante posibilidad es usar una configuración en la que los láseres estén mo-
viendose a velocidades variables. En este caso, la extracción de átomos se obtiene cuando
el láser atraviesa al condensado, llevandose part́ıculas en su movimiento. El número de
átomos extraidos Ne vaŕıa con la velocidad, y con los parámetros principales del rayo.
Hemos analizado, mediante simulaciones numéricas, la dependencia de Ne con respecto a
la intensidad del láser para diferentes velocidades en dos casos distintos: El primer caso
corresponde a un potencial lineal moviendose y el segundo corresponde a nuestras pinzas
no lineales. F́ısicamente, la primera situación consiste en una trampa dipolar óptica que
no cambia el valor de la longitud de difusión. Asumimos que, en este caso, el láser que
crea esta trampa lineal tiene la misma anchura y profundidad que en el caso no lineal.
La única diferencia es que las interacciones no lineales son suprimidas. Nuestro propo-
sito en esta comparación es evaluar el efecto que tienen las interacciones no lineales en
el procedimiento de extracción. Para este f́ın, hemos empleado el mismo modelo que en
las secciones previas, la ecuación de Schrödinger no lineal. En todas las simulaciones, un
haz láser de anchura w es desplazado de la posición z ≪ 0 a z ≫ 0 a una velocidad fija
dada v, extrayendo una fracción de átomos Ne/NBEC de la reserva del condensado, la
cual está centrado en z = 0.
Las simulaciones revelan que, en el caso no lineal, la fracción de átomos extraidos
Ne/NBEC depende crucialmente de los parámetros del láser, haciendo el proceso alta-
mente controlable, simplemente cambiando la velocidad, intensidad o anchura del haz.
En la figura 9.6 se muestra la dependencia del porcentaje de átomos extraidos frente a la
velocidad del haz láser. La linea negra discontinua representa los valores obtenidos con las
pinzas lineales. La linea negra continua muestra la dependencia de los átomos extraidos
con la velocidad del láser para el caso no lineal. Tal y como se aprecia en la gráfica, la
eficiencia de la pinza óptica no lineal es mucho mayor que en el caso lineal. Otra diferencia
entre ambas configuraciones es la presencia de variaciones bruscas de Ne, para algunas
velocidades, en la configuración no lineal, permitiendo mayor control en el número de
átomos extraidos.
En la figura 9.7 hemos dibujado la variación de Ne/NBEC frente a w [figura 9.7(a)]
y también la variación de Ne/NBEC frente a la profundidad del potencial óptico dipolar
Vd, medido en unidades de V0 = ~ν⊥/2 [figura 9.7(b)]. En ambos casos, los datos fueron
obtenidos fijando la velocidad del láser a v = 5 mm s−1. Al igual que en la figura 9.6, la
linea continua se refiere a la pinza no lineal y la linea rayada a la pinza lineal. Esta conducta
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Figura 9.6: Figura superior: comparación entre el número de átomos extraidos usando las
pinzas no lineales (linea continua) y las pinzas lineales (linea discontinua) para diferentes
valores de la velocidad. El eje y indica el número de átomos confinados por las diferentes
pinzas ópticas, normalizando estos átomos al número total de átomos que forman la
cantidad inicial del BEC. El eje x representa la velocidad de la pinza cuando esta atraviesa
el condensado. Figura inferior: Vista en detalle de la figura superior para v ∈ [8,0, 8,5]
mms−1.































Figura 9.7: Fracción de átomos extraidos del condensado, en función de (a) la anchura w
y (b) la intensidad I de las pinzas ópticas. La velocidad fue fijada al valor v = 5 mm s−1
en todos los casos. La linea continua se corresponde con los datos obtenidos para la pinza
óptica no lineal. La linea discontinua corresponde a la pinza lineal.
84 9.4 Extracción atómica con las pinzas en movimiento
es similar a las variaciones observadas en la figura 9.6. El efecto de las interacciones no
lineales se traduce en la existencia de variaciones bruscas en el número de átomos extraidos
para ciertos valores de la anchura y de la intensidad de la pinza láser. Esto añade diversas
posibilidades de control que no se tienen al utilizar la trampa lineal.
Desde el punto de vista práctico, las regiones con variaciones complejas del número
de part́ıculas, en función de los parámetros anteriores (por ejemplo, la profundidad del
potencial alrededor del valor Vd/V0 ≈ 2,0 en la figura 9.7(b)), son interesantes para pro-
porcionar control sobre los átomos. Este efecto abre nuevas posibilidades para la creación
de estados cuánticos macroscópicamente superpuestos en condensados de Bose-Einstein
(Dunningham et˜al. , 2006). Finalmente, estas regiones tienen cierto parecido con las
ventanas fractales, que aparecen en la teoŕıa de difusión caótica y en la teoŕıa de reso-
nancias en colisiones de ondas no lineales. Estas teoŕıas están siendo objeto de un estudio
detallado (Goodman & Haberman, 2007; Zhu & Yang, 2007).
Capı́tulo 10
Conclusiones y v́ıas de ampliación
S
on muchos y muy diversos los resultados presentados a lo largo de esta tesis. A
continuación se resumen, clasificados por temas, las conclusiones más importantes
de cada caṕıtulo, junto con algunas cuestiones que permanecen abiertas y que
esperamos desarrollar en un futuro próximo.
10.1. EXISTENCIA Y ESTABILIDAD DE SOLUCIONES PARA LA INLSE
10.1.1. ESTABILIDAD DE ESTADOS FUNDAMENTALES PARA LA INLSE
Hemos desarrollado un ánalisis de estabilidad para la ecuación de Schrödinger no lineal
inhomogénea para el caso en el que g(x) sea una función localizada. Hemos mostrado que
para que una solución positiva y acotada sea estable tienen que cumplirse dos criterios:
La condición espectral.
El criterio de Vakhitov-Kolokolov.
Si alguna de estas dos condiciones se incumple, la solución es inestable.
Una v́ıa de ampliación muy interesante consistiria en buscar un criterio de estabili-
dad para soluciones con varios nodos o soluciones excitadas, esto es, soluciones que
cambien de signo.
10.1.2. EXISTENCIA DE SOLITONES OSCUROS PARA CINLSE CON NO LINEALIDAD PE-
RIÓDICA
Utilizando diversas técnicas matemáticas, tales como teoŕıa clásica de EDO’s (concepto
de sub y super-solución), topoloǵıa (grado topológico y homeomorfismos libres), y sistemas
dinámicos, probamos la existencia de solitones oscuros para la ecuación de Schrödinger
no lineal cúbica con no linealidad inhomogénea periódica.
Como posible v́ıa de ampliación:
Desarrollar un método similar donde la modulación espacial de la no linealidad g(x)
no sea periódica sino, por ejemplo, cuasiperiódica.
10.1.3. EXISTENCIA DE SOLITONES BRILLANTES EN LA CQINLSE
Hemos demostrado la existencia de solitones brillantes para la ecuación de Schrödinger
no lineal cúbico qúıntica inhomogénea, donde las no linealidades gi : R → R, i = 1, 2 eran
positivas y pertenećıan a L∞(R), y tales que ĺım|x|→∞ gi(x) = 0, i = 1, 2. Para ello,
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hemos usado la teoŕıa de puntos cŕıticos y en concreto el teorema de Mountain-Pass,
desarrollado por Ambrosetti y Rabinowitz (Ambrosetti & Rabinowitz, 1973).
Quedan muchos problemas abiertos en este campo. Quizás, los mas inmediatos sean:
Modificar las condiciones sobre las funciones gi(x), i = 1, 2, de tal forma que no sean
tan restrictivas.
Generalizar al caso multidimensional y realizar la demostración con no linealidades
distintas: no linealidades saturables, logaŕıtmicas, etc.
10.1.4. ONDAS SOLITARIAS PARA SISTEMAS DE SCHRÖDINGER NO LINEALES ACOPLA-
DOS LINEALMENTE Y CON COEFICIENTES INHOMOGÉNEOS
En este trabajo, probamos la existencia de soluciones homoćlinas al origen en siste-
mas de Schrödinger no lineales acoplados linealmente y con coeficientes inhomogéneos.
Además, probamos la existencia de soluciones impares o soluciones con un nodo y estu-
diamos las ramas de soluciones en sistemas controlados por parámetros. Para ello, hemos
usado el teorema del punto fijo de Krasnoselskii junto con un criterio de compacidad
debido a Zima.
Uno de los problemas abiertos es el de extender este resultado eliminando la hipótesis
sobre el soporte en c y en f y asumir, por ejemplo, que c, f ∈ Lr(R) ∩ L∞(R) para
r ∈ [0,∞).
Generalizar el método a problemas multidimensionales.
10.2. SOLUCIONES ANALÍTICAS DE LA INLSE
10.2.1. SIMETRÍAS DE LIE PARA LA INLSE
Hemos aplicado el método de simetrias de Lie para encontrar soluciones anaĺıticas de la
ecuación de Schrödinger no lineal con no linealidad inhomogénea en una dimensión. Hemos
introducido la teoŕıa general de este método, proporcionando diferentes ejemplos de interes
f́ısico, y hemos usado la teoŕıa cualitativa de los sistemas dinámicos para proporcionar un
análisis mas completo del método. Finalmente, hemos construido soluciones asimétricas.
Pensamos que quedan muchos problemas por resolver en este campo. Las mas rele-
vantes a corto plazo son, quizás, los siguientes:
Este método puede generalizarse y ser aplicado al estudio de sistemas de ecuaciones
de Schrödinger y de ecuaciones de Schrödinger multidimensionales. En este último
caso, al no existir una solución anaĺıtica de la NLSE, se podŕıan extraer distintas
propiedades usando el método de los momentos (Pérez-Garćıa et˜al. , 2007), en
escenarios bidimensionales y tridimensionales.
10.2.2. SOLUCIONES EXACTAS PERIÓDICAS Y LOCALIZADAS DE LA INLSE CON NO LI-
NEALIDADES MODULADAS ESPACIALMENTE: REDES LINEALES Y NO LINEALES
En este trabajo construimos soluciones expĺıcitas de la ecuación de Schrödinger no
lineal con no linealidad inhomogénea y con coeficientes periódicos. Obtenemos tanto solu-
ciones localizadas como periódicas y estudiamos su estabilidad lineal. Además, haciendo
un análisis del modelo y de sus soluciones proporcionamos distintas conclusiones sobre las
redes lineales y sobre la estabilización de modos localizados por redes policromáticas.
Un caso distinto del considerado en esta tesis seŕıa el de tomar |α| > 1 en vez
de |α| < 1, que es lo que se hizo en el capitulo 5. En este caso el dominio de las
soluciones estaŕıa acotado y obtendŕıamos soluciones en multipozos de potencial.
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10.2.3. SOLITONES EN SISTEMAS CON NO LINEALIDADES MODULADAS EN EL TIEMPO Y
EN EL ESPACIO
En este caṕıtulo, hemos calculado expĺıcitamente soluciones de la ecuación de Schrödin-
ger no lineal dependiente del tiempo cuando la no linealidad g y el potencial v dependen de
las coordenadas espaciales y temporales. Hemos calculado soluciones periódicas o breat-
hers, solitones resonantes, solitones cuasiperiódicos y soluciones cuyo centro de masas
tiene un movimiento complejo. Todas estas soluciones son de interes f́ısico en el campo de
los condensados de Bose-Einstein.
Como posibles v́ıas de ampliación:
Las ideas contenidas en este trabajo podŕıan ser aplicadas a estudiar sistemas multi-
componente y situaciones multidimensionales, aśı como otras ecuaciones no lineales,
como la ecuación de Schrödinger no lineal cúbico-qúıntica.
Este estudio podŕıa ayudar en el diseño de potenciales y no linealidades para con-
trolar la dinámica de los condensados de Bose-Einstein.
10.3. APLICACIONES DE LA INLSE A CONDENSADOS DE BOSE-EINSTEIN
10.3.1. PINZAS LÁSER PARA SOLITONES ATÓMICOS
En este caṕıtulo hemos mostrado una de las aplicaciones f́ısicas de la ecuación de
Schrödinger no lineal. Hemos mostrado como poder extraer y controlar átomos de un
condensado de Bose-Einstein, tanto si la pinza está estática como si está en movimiento.
Además, hemos comparado la extracción no lineal con la extracción lineal, llegando a la
conclusión que la extracción de átomos con pinzas no lineales es, en muchos aspectos, mas
eficiente que la extracción de átomos con pinzas lineales.

Apéndice A
La aproximación de Gross-Pitaevskii
L
a aproximación más simple para la función de onda de un sistema de muchas
part́ıculas es (correctamente simetrizada) el producto de los estados de cada
part́ıcula simple. En el caso de un BEC para T = 0, esta aproximación es usual-
mente conocida como la aproximación de campo medio o la aproximación de
Gross-Pitaevskii. Con esta aproximación se obtiene una ecuación o un conjunto de ecua-
ciones muy simples, que son muy convenientes para cálculos numéricos y, en el caso de un
condensado de Bose-Einstein de gases alcalinos, dan una buena descripción cuantitativa
de la conducta del gas. En este apéndice trataremos el caso de un gas hiperfino (gas sin
esṕın), en equilibrio, a temperatura cero. Para otras aplicaciones, puede consultarse la re-
ferencia (Leggett, 2001). Asumiremos que todas las interacciones efectivas son repulsivas.
Para el caso de especies con interacciones atractivas, puede consultarse, por ejemplo, la
referencia (Dalfovo et˜al. , 1999).
La ecuación de Gross-Pitaevskii independiente del tiempo
Consideremos un gas de N átomos, todos de la misma especie hiperfina, en equilibrio
a temperatura cero y confinados por medio de un potencial atrapante Vext(r). Usando la
teoŕıa de Hartree-Fock, se tiene que el estado fundamental es




donde χ0(r) es la función de onda normalizada de una part́ıcula. Utilizando esta función
de onda (A.1), el valor esperado de la enerǵıa es















donde la constante de interacción efectiva U0 viene dada por
U0 ≡ 4π~2as/m. (A.3)
Como en experimentos con un BEC, N tiene el valor de, al menos, 105 átomos, en lo
que sigue despreciaremos la diferencia entre N − 1 y N . Minimizando la ecuación (A.2),
sujeta a la restricción de la normalización de χ0, se obtiene la ecuación de Hartree para




∇2χ0(r) + Vext(r)χ0(r) +NU0|χ0(r)|2χ0(r) = µχ0(r), (A.4)
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donde µ es N−1 veces el multiplicador de Lagrange asociado a la normalización de χ0. En
general µ no es la enerǵıa por part́ıcula < H >N /N . De hecho, multiplicando la ecuación
(A.4) por χ∗0(r),, integrando sobre r, y usando el hecho de que < H >N es estacionario
frente a pequeñas variaciones de χ0(r), vemos que µ es igual a δ < H >N /δN , es decir,
al potencial qúımico.
En la literatura, es convencional reescribir la ecuación de Schrödinger no lineal (A.4)








∇2Ψ(r) + Vext(r)Ψ(r) + U0|Ψ(r)|2Ψ(r) = µΨ(r), (A.6)
con Ψ(r) normalizada a
∫
|Ψ(r)|2dr = N . La ecuación (A.6) es la celebérrima ecuación de
Gross-Pitaevskii independiente del tiempo.
Asociada a la ecuación (A.6) aparece el importante concepto de longitud caracteŕıstica
del sistema (en inglés, healing length), el cual determina la distancia caracteŕıstica para
la cual el parámetro de orden decrece desde su valor inicial al valor cero que se alcanzaŕıa
en la frontera del espacio. Consideremos una situación en la cual en una región dada del
espacio, la densidad de part́ıculas ρ(r) = |Ψ(r)|2 es prácticamente constante para un valor









Para entender el significado f́ısico de ξ, consideremos por un momento el caso de un
gas de N ≡ nV átomos confinado en una caja de forma cúbica de volumen V ≡ L3
y donde el potencial Vext ≡ 0, dentro de la caja, y donde la función de onda χ0(r)
(y por tanto Ψ(r)) debe anularse en la frontera. Para un gas no interactuante, Ψ(r)
será el producto de ondas sinusoidales cuya longitud de onda es 2L. Sin embargo, en
presencia de interacciones repulsivas, el hacer que la densidad ρ(r) sea prácticamente
constante en el volumen de la caja hace que el sistema sea energéticamente favorable,
y de hecho, soluciones expĺıcitas de la ecuación de Gross-Pitaevskii (A.6) muestran este
hecho. Entonces, cuando nos aproximamos al borde de la caja (z → 0), Ψ(z) “va” a cero
como tanh z/(
√
2ξ) (de hecho, para el espacio semi-infinito, esta es la forma exacta de la
solución). Aśı, ξ es realmente la longitud caracteŕıstica para la cual el parámetro de orden
alcanza el valor nulo en la frontera.
Finalmente, queremos notar que en un BEC, la longitud ξ es grande comparada con
as (aunque es generalmente pequeña comparada con las dimensiones t́ıpicas del potencial
externo).
La ecuación de Gross-Pitaevskii dependiente del tiempo
















∇2Ψ(rt) + Vext(rt)Ψ(rt) + U0|Ψ(rt)|2Ψ(rt). (A.9)
En la literatura, el término “ecuación de Gross-Pitaevskii dependiente del tiempo”se usa
para referirse a la ecuación (A.8) o a la ecuación (A.9). Sin embargo, a diferencia de los
casos “independientes del tiempo”, ecuaciones (A.4) y (A.6), las ecuaciones (A.8) y (A.9)
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no son equivalentes a menos que el número N(t) sea una cantidad conservada con respecto
al tiempo. Puesto que esta condición se sigue de la ecuación (A.9), se tiene que la ecuación
(A.9) implica a la ecuación (A.8), pero lo contrario no se cumple.
En lo que sigue, intentaremos responder a la validez de las ecuaciones (A.8) y (A.9).
Sea T = 0 y sea el Hamiltoniano para un sistema de muchas part́ıculas que contiene




i,j δ(ri − rj). Sustituimos este Hamiltoniano en la ecuación de Schrödinger que
modela un sistema con muchas part́ıculas. Por otro lado, una generalización del estado
fundamental, ecuación (A.1), viene dada por
ΨN(r1r2...rN : t) =
N∏
i=1
χ0(ri : t). (A.10)
En primer lugar, queremos notar que en esta ecuación ya asumimos expĺıcitamente que
N0(t) = N = constante. Sustituyendo este valor en la ecuación de Schrödinger dependiente





















 · χ0(ri : t)Λi(rj : t), (A.11)
donde Λi(rj : t) =
∏N
j 6=1 χ0(rj : t).
Teniendo en cuenta la ecuación (A.10) y realizando diversos razonamientos lógicos,
llegamos a que si la ecuación (A.8) se cumple, también se satisface la ecuación (A.11) (ver
la referencia (Leggett, 2001) para mas detalles). Además, dado que ya se ha asumido que
N0(t) = N = constante, también se satisface la ecuación (A.9).
Estos argumentos muestran que una vez que se ha elegido la ecuación (A.10) como
función de onda para el sistema de muchas part́ıculas, se tiene que la única elección
consistente de χ0(rt) es la función determinada por la ecuación (A.8). Esto, por supuesto,
no asegura que la elección (A.10) sea consistente, y de hecho, en presencia de interacciones
finitas, no lo es (incluso si empezamos en t = 0 con una simple función de onda definida
como producto de funciones de onda simples del tipo (A.10), el último término en la
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Localized and periodic exact solutions to the nonlinear Schrödinger equation with
spatially modulated parameters: Linear and nonlinear lattices, enviado a Chaos,
Solitons and Fractals.
A. Vázquez-Carpentier, J. Belmonte-Beitia, H. Michinel and M. I. Rodas-Verde
Laser tweezers for atomic solitons, enviado a Journal of Modern Optics.
J. Belmonte-Beitia, P. J. Torres and V. M. Pérez-Garćıa, Solitary waves for linearly
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