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Abstract—Rigid registration of multi-view and multi-platform
LiDAR scans is a fundamental problem in 3D mapping, robotic
navigation, and large-scale urban modeling applications. Data
acquisition with LiDAR sensors involves scanning multiple areas
from different points of view, thus generating partially over-
lapping point clouds of the real world scenes. Traditionally,
ICP (Iterative Closest Point) algorithm is used to register the
acquired point clouds together to form a unique point cloud that
captures the scanned real world scene. Conventional ICP faces
local minima issues and often needs a coarse initial alignment to
converge to the optimum. In this work, we present an algorithm
for registering multiple, overlapping LiDAR scans. We introduce
a geometric metric called Transformation Compatibility Measure
(TCM) which aids in choosing the most similar point clouds for
registration in each iteration of the algorithm. The LiDAR scan
most similar to the reference LiDAR scan is then transformed
using simplex technique. An optimization of the transformation
using gradient descent and simulated annealing techniques are
then applied to improve the resulting registration. We evaluate
the proposed algorithm on four different real world scenes and
experimental results shows that the registration performance
of the proposed method is comparable or superior to the
traditionally used registration methods. Further, the algorithm
achieves superior registration results even when dealing with
outliers.
Index Terms—Point Clouds, Registration Methods, PCL,
3D Registration, ICP, Feature Based
I. INTRODUCTION
Over the last decade, Light Detection and Ranging (LiDAR)
systems have emerged as a predominant tool for capturing
outdoor scenes for various applications such as 3D mapping
and navigation, urban modeling and simulation, and risk as-
sessment of urban utilities such as powerlines. LiDAR sensors
mounted on various platforms including aircraft or unmanned
aerial vehicles (UAV), vehicle, satellite and tripod [12] collect
the 3D data of outdoor scenes in the form of point clouds.
Considering the operational efficiency and quality of scans,
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multiple scans of the same object or scene is acquired from
various positions which helps in removing blind spots in the
scan. Multiple scans are then stitched together to generate the
final 3D scan of the scene. In this paper, we focus on a hybrid
solution for registering multiple LiDAR scans using statistical
and geometrical constraints.
In general, point cloud registration is the process of assign-
ing correspondences between two sets of points and recovering
the transformation that maps one point set to the other [8].
Point cloud registration frequently applies a coarse-to-fine
registration strategy [2]. In coarse registration, the initial
registration parameters for the rigid body transformation of
two point clouds are mainly estimated using the feature-based
method [3]. Registration based on point, line and surface
features are included in the feature-based coarse registration
method. In fine registration, the main aim is to achieve
maximum overlap of two point clouds, primarily using the
iterative approximation method, normal distribution transform
method, random sample consensus method or methods with
auxiliary data [3].
Registration of noisy and overlapping LiDAR data of three-
dimensional surfaces or scenes is a challenging problem [2].
The quality of data provided is a key factor that affects
correctness of point cloud registration. The data obtained
through LIDAR is sparse and non-homogeneous. All LIDAR
registration mechanisms work on the principle of aligning the
key points of the object scanned so as to combine multiple
point clouds from various views in order to recreate a 3D
model of the object. The presence of irrelevant and incon-
sistent data can thus cause complications in the registration
process. Such irrelevant data points are commonly referred to
as outliers. Thus removing outliers from the obtained input
becomes vital in creating an efficient and accurate model.
Only data that has been well preprocessed is expected to yield
promising results.
Many point cloud registration algorithms have been
developed over the years. Iterative approximation method is
widely used in the field of point cloud registration among the
fine registration methods. Iterative approximation methods
mainly refers to ICP (Iterative Closest Point) algorithm
proposed by Mckay and Besel [1]. However the iterative
nature of the ICP algorithm makes it less efficient in dealing
with high density and large-scale point cloud scenes and
also slow at finding corresponding points between two point
clouds [3]. In order to overcome the problems of existing
LIDAR registration methods such as need of auxiliary data
or target, requirement of sufficient overlapping areas, and
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2difficulty in feature extraction and matching an algorithm is
developed called TCM ICP (Transformation Compatibility
Measure for Registering Multiple LIDAR Scans). We make
the following key contributions.
• A geometrical and statistical metric called Transformation
Compatibility Measure (TCM) which is employed to
select the point cloud that is most compatible with the
reference/destination cloud for registration.
• A simplex algorithm based registration method for LI-
DAR data that takes multiple LIDAR scans (point clouds)
of a given object or scene having variable densities and
coordinate frames as input and generate a 3D model of the
object or scene by transforming the various point clouds
into a global coordinate system.
• An optimization method by combining gradient descent
and simulated annealing techniques with the transforma-
tion matrix calculation to improve the results.
II. RELATED WORK
LiDAR point cloud data sets tend to have non-uniform
point distribution and differing coordinate axes that lead to
challenges in registering the points to 3D models. Various
coarse registration and fine registration techniques have been
developed over the years for registering LiDAR point clouds.
In general,point cloud registration can be classified into two:
feature based registration and iterative approximation methods
such as ICP algorithm. The removal outliers is one among the
important steps of point cloud registration.
A. Feature-based Registration
Feature-based transformation models such as point-based,
line-based and plane-based 3D transformation models were
studied and improved by people across the globe. Over the
years, these techniques have been used extensively for point
cloud registration. The accuracy of registered points depends
on the techniques used for feature extraction [3]. Feature
based registration is a point cloud registration mechanism in
which key features of the object scanned such as corners
and edges are extracted from the point clouds and mapping
of corresponding pairs of features among point clouds is
carried out. Jaw and Chuang (2008) [4] described a feature
based transformation technique that uses point-based, line-
based and plane-based techniques. This 3D transformation
was mathematically described by a 7-parameter spatial sim-
ilarity transformation [4]. The technique showed promising
results with high degrees of flexibility and accuracy when
working with datasets of nominal sizes. The transformations
are modeled mathematically and parameters are approximated
using techniques such as least square distance approximation.
The method takes a pair of point clouds, apply necessary
transformations and combine the two point clouds according
to matching results. The main drawback of the technique
comes from the fact that taking random point clouds and
joining their transformed results lead to propagation of errors
to neighbouring point clouds. The method performs better than
those which use a single feature for registration. Even though
it provides a certain amount of robustness, the results proved
to be inferior to those of other iterative methods of registration.
Forstner and Khoshelham [9] proposed a method for point
cloud registration based on plane to plane correspondences.
This method works by extracting planar regions from point
clouds, the extraction process uses maximum likelihood es-
timation to extract planes with some degree of uncertainty.
Three direct solutions namely direct algebraic solution, direct
whitened algebraic solution and single-iteration ML-solution
were applied on the extracted features in order to guarantee
convergence of the feature matching process. These methods
are accurate and time efficient to some extent but prove to be
statistically suboptimal compared to some iterative approxi-
mation methods.
B. ICP-based Registration
A major challenge in registration of LIDAR point clouds
using iterative approximation methods is finding a fast and
efficient method for obtaining matching point pairs and de-
vising a feasible algorithm for translation and rotation of
one point cloud onto another reference point cloud. This
process is vital in transforming all the point clouds to a single
and global coordinate system [13]. Only after performing
necessary preprocessing, transformation and error checks the
point clouds can be registered to produce a 3D model.
Besl (1992) [1] introduced an algorithm called iterative
closest point algorithm. Given an initial guess of the rigid
body transformation, the algorithm proved to be successful in a
variety of applications related to aligning 3D models. The ICP
algorithm fixes one point cloud as the reference point cloud
and then runs iteratively on the other point clouds (source),
through each iteration the source point cloud is transformed
so as to match the reference point cloud. A root mean square
distance between the points is used to align each point in
the source point cloud to its match found in the reference
point cloud. The process is stopped when the error metric
(usually calculated as sum of distances between matched
points) is within some threshold value or some predefined
number of iteration is reached. Even though the method put
forward by Besl gave promising results, it came with some
drawbacks. It uses a point-to-point distance method for finding
corresponding point pairs in the point clouds and removing
them. This proved to be less efficient when dealing with
datasets of large size. The preprocessing steps employed by
this method also proved to be incapable of removing non-
matching points and outliers from the point clouds. The need
for an initial guess can also be considered as a drawback of
this algorithm.
Xin and Pu (2010) [1] examined the drawbacks of the
existing ICP and came up with an improved ICP algorithm.
This method used the center of gravity of the matching pairs of
as the reference point. This reference point and a combination
of orientation constraints are together used to remove false
point pairs. Point pair distance constraints used in this method
also improved the performance. This modified algorithm uses
the same preprocessing step as the conventional ICP algorithm.
It introduces improvements in the second step of the algorithm,
3instead of a point to point distance method this new algorithm
uses point pair distance constraints and centre of gravities of
the point clouds as the reference pairs to reject false pairs.
The more the points pairs, better is the output quality of
the improved algorithm put forward in [1]. Fewer number of
point pairs leads to failure in registration. Higher number of
erroneous or non-matching point pairs leads to higher error
rates and improper transformation of point clouds. Matching
pairs have high sensitivity to noise and have a high percentage
of false pairs at the early stages of aligning. The accuracy of
registration, speed and convergence rates are the points to be
improved in this version of ICP.
Go-ICP [14] is a global optimization method on the well-
established Branch-and-Bound (BnB) theory. However, select-
ing an appropriate domain parametrization to construct a tree
structure in BnB and, more importantly, to extract efficient
error boundaries based on parametrization .In order to address
the local minima problem,global registration methods have
been investigated in Go-ICP. Here local ICP is integrated into
the BnB scheme, which speeds up the new method while
guaranteeing global optimality.
It is also possible to accelerate the closest point search
using fast global registration algorithm [16] that does not
involve iterative sampling, model fitting, or local refinement.
The algorithm does not require initialization and can align
noisy partially overlapping surfaces. It optimizes a robust
objective defined densely over the surfaces. Due to this dense
coverage, the algorithm directly produces an alignment that is
as precise as that computed by well-initialized local refinement
algorithms. The optimization does not require closest-point
queries in the inner loop. Another formulation of the ICP
algorithm is registration using sparsity inducing norm [17] that
optimizes by avoiding difficulties such as sensitivity to outliers
and missing data.Also PointNet which represents point clouds
itself can be thought of as a learnable imaging function [18].
Here classical vision algorithms for image alignment can be
applied for point cloud registration.
C. Effect of outliers for registration
The presence of outliers or irrelevant data in the dataset
can lead to improper matching of data points among the point
clouds during the process of calculating the transformation
matrices. This inturn leads to lower accuracy and coarse edges
in the 3D model that is generated [14]. Thus outlier detection
and removal becomes vital in producing good results. The
most popular outlier detection techniques are distance based
outlier detection technique, density based outlier detection
technique and cluster based outlier detection technique [5].
Distance based outlier detection techniques work by calcu-
lating distances between data points, if a point has a distance
close to its nearest neighbour then it is considered as a normal
point, otherwise it is marked as an outlier. In density based
outlier detection algorithm, every object in the data set is
referred as local outlier factor (LOF). The LOF is the degree
which is assigned to the object of data set. It is also defined
as the ratio between the local density of an object and the
average of those of its k nearest neighbors [5]. In clustering
Fig. 1. A sample of point cloud before and after the outlier removal
based outlier detection, the given data points are clustered into
groups, similar or neighbouring data points are expected to
end up in the same cluster [5]. Many clustering algorithms
are used for clustering with K-means algorithm, which being
one of the most common choices. Some statistical methods or
techniques such as weighted centre based methods are applied
on each cluster to detect and remove outliers [6].
III. METHODOLOGY
The input to our multi scan registration system is a set
if point clouds, Ψ = {P1, P2, .., Pn}. The proposed model
for LiDAR registration (referred to as TCM ICP) has three
steps. The first step is a preprocessing to remove outliers
from the input scans. The second step consists of determining
the rotational and translational matrices for each input point
cloud. To this end, a reference cloud is selected based on
a correspondence measure from the input point clouds. In
each iteration, point cloud with the least TCM(Transformation
Compatibility Measure) value is selected for the registration.
Simplex and gradient optimization techniques are employed
to find the optimal rotational and translational matrices for
registering the selected point cloud to the reference point
cloud. In the final step, the actual transformation of the point
cloud to the reference frame is performed.
A. Preprocessing
In the preprocessing phase, we use a K-means clustering
based technique to identify and remove outliers from each
point cloud. First, a set of k points are selected from each point
cloud with the help of K-D tree. To this end, each point cloud
is embedded into a K-D tree and a centroid point is chosen
at random. All the points lying within a sphere of radius r
are then removed. This process is repeated until k number of
centroids are selected. Thus selected k points are then used
as initial centroids in K-means clustering. Note that, K-D tree
based centroid selection ensures that every pair of centroids
are spatially well separated. Further, the use of K-D tree avoids
the randomness in centroid selection and reduces the iteration
count of K-means algorithm. Outlier removal is performed
using the k clusters generated by K-means, i.e., points that lie
beyond a fixed threshold limit from each cluster centroid are
removed from the point cloud. An example of outlier removal
is shown in Figure 2.
4Fig. 2. An example of correspondence graph representing connections
between point clouds. Note that the algorithm chooses node 7, which has
the highest as the reference point cloud for the registration.
B. Selection of the Reference Point Cloud
The crucial step in the registration process is finding a
rigid transformation that aligns the input point cloud to the
reference point cloud. A reference point cloud is one of the
input point cloud that exhibits a good correspondence with all
the remaining point clouds. Linear inequalities are formulated
for all other source point clouds using the underlying concepts
of simplex method [11]. These inequalities are then solved to
obtain the transformation matrices for each point cloud which
is discussed in section III-C.
Reference point cloud has a significant influence on the
quality of registration. Good correspondence between the
reference cloud and the remaining point clouds is essential
and would greatly improves the computational performance
in finding optimal transformations. To define the reference
point cloud, the correspondence from a point cloud to every
other point cloud is calculated. The correspondence of a point
cloud Pi to another point cloud Pj is a closeness measure
between Pi and Pj . A threshold is imposed on correspondence
values, i.e., if the correspondence value between Pi and Pj
is less than a threshold, then a connection is said to exist
between Pi and Pj . The point cloud with the highest number
of direct connections is chosen as the reference point cloud
which will define the reference coordinate system for the final
registration. If several point clouds meet this condition, the
point cloud located in a central position regarding the list
of files is arbitrarily defined as the reference data, assuming
that the data have been acquired successively in the spatial
distribution.
C. Transformation Compatibility Measure (τ )
The order in which the point clouds are merged using
simplex method can drastically affect the accuracy of the final
output. We propose a metric called the Transformation Com-
patibility Measure(denoted by τ ) to impose an ordering in the
point cloud selection and merging. TCM measure (Equation 1)
captures the compatibility among different point clouds which
is quantified through the inter- and intra-cluster distances,
and the normalized distance between the point clouds. TCM
measure ensures that the most similar point clouds are selected
for transformation in each iteration of the registration process.
This selection process is pivotal in determining the correct
order and values of the point cloud transformations.
τ(Pi, Pj) = fijgijhij (1)
The inter-cluster distance between two point clouds Pi and
Pj is computed by adding the minimum distances from each
point of one cloud to cluster centroid of the other point cloud
as given in Equations 2-4.
fij = Xi + Yj (2)
Xi = min(‖ pk − C(Pj) ‖2| ∀pk ∈ Pi, i 6= j) (3)
Here C(.) denotes the centroid of the point set.
Yj = min(‖ pk − C(Pi) ‖2| ∀pk ∈ Pj , i 6= j) (4)
We can observe that Equations 2-4 is a customized version
of the Hausdorff metric (Equation 5).
H(A,B) = max(h(A,B), h(B,A)) (5)
which defines the Hausdorff distance between two geometric
shapes A and B. The two distances h(A,B) and h(B,A)
are sometimes termed as forward and backward Hausdorff
distances of A to B.
h(A,B) = max
a∈A
(min
b∈B
(‖ a− b ‖2)) (6)
where a and b are points of sets A and B respectively. Lower
the distance value, better is the matching between A and B.
The most important use of Hausdorff metric is that it can be
used to check if a certain feature is present in a point cloud or
not. This method gives interesting results, even in the presence
of noise or occlusion (when the target is partially hidden). In
our case, the presence of noise is very minimum due to initial
preprocessing.
The intra-cluster distance is obtained by calculating the
minimum of all point to point distance in each cloud and
subtracting one cloud value from the other (Equations 7-9).
gij = Mi −Nj (7)
Mi = min(‖ pk − pl ‖2| ∀pk, pl ∈ Pi, k 6= l) (8)
Nj = min(‖ pk − pl ‖2| ∀pk, pl ∈ Pj , k 6= l) (9)
Finally, to avoid the bias which may induce due to the
varying number of points in point clouds, we perform a
normalization of the measure using Equation 10.
hij =
1
|Pi||Pj | (10)
We use the method of contradiction to to establish the
correctness of the transformation compatibility measure (refer
to Lemma III.1).
LEMMA III.1. Transformation compatibility metric (Equa-
tion 1) between the point clouds correctly aids in choosing the
most similar point clouds in each iteration.
Proof. The proof is by contradiction. We assume that
TCM does not choose the most similar point clouds for
transformation. During mth iteration (in general any m) TCM
chooses point clouds Pi and Pj as most similar point clouds
5instead of Pi and Pk which are actually the most similar in
the mth iteration.
τ(Pi, Pj) <= τ(Pi, Pk)
TCM has two main components-first is the customized
version of Hausdorff distance and the other component is
the difference between the intra-cluster distances between
the two point clouds. As per our assumption, the difference
between the intra-cluster should be lower for Pk and Pi as
compared to Pi and Pj . That is first part of TCM should be
higher for Pi and Pk pair. This implies that the customized
Hausdorff distances between the most similar point cloud
is large, which is obviously not correct. Further, the point
clouds are obtained after KD tree based clustering which
implies outliers have been removed, indicating that
τ(Pi, Pj) > τ(Pi, Pk).
Point clouds with least value of TCM are chosen during
each iteration. Since τ(Pi, Pk) is lower than τ(Pi, Pj), the
algorithm would have originally chosen Pi and Pk for trans-
formation. Thus our assumption that the wrong point cloud
pair was chosen by TCM is wrong and hence, the proof.
D. Registration of Point Clouds
a) Simplex Algorithm for Registration: Consider two
point clouds Pi and Pj , our objective is to find the rigid
transformation that aligns Pj to Pi. The transformation of
one point cloud to another involves translation, T as well as
rotation, R. Given Pi and Pj , computing the unknown T and
R effectively is the key aspect of point cloud registration. A
point cloud P transformed into P ′ can be expressed by the
Equation 11.
P ′ = R ∗ P + T (11)
Solving this equation yields the rotation and translation ma-
trices.
In our problem, the number of constraints that can be
formulated is less than the number of variables present and as
a consequence, most methods for solving linear equations fails
to work here. The problem is thus modeled as an optimization
problem with three possibilities.
P ′ > R ∗ P + T
P ′ < R ∗ P + T
P ′ = R ∗ P + T
The values of R and T with least error obtained by optimizing
these inequalities using simplex method [11] are used as
the rotational and translational matrices for a point cloud.
Though algebraic in nature, the underlying concepts of simplex
algorithm are geometric. Simplex algorithm tests adjacent
vertices of the feasible set (which is a polytope) in sequence
so that at each new vertex the objective function improves or
is unchanged. The simplex method is very efficient in practice,
generally taking 2m to 3m iterations at most (where m is the
number of equality constraints), and converging in expected
polynomial time for certain distributions of random inputs.
However, its worst-case complexity is exponential.
The point cloud with the best transformation, that is the
point cloud that has minimum deviation from the reference
point cloud is selected and merged with the reference point
cloud after the transformation. This process of calculating
translational and rotational matrices and merging of point
clouds is continued until a single point cloud with a reference
coordinate system is obtained. The merging of point clouds is
done with the expectation that future iterations of the process
will lead to improvement in the quality of the dataset.
b) Optimization: We combine gradient descent and sim-
ulated annealing techniques with the transformation matrix
calculation to improve the results. The translation and rotation
matrices calculated using simplex algorithm are fed to the
gradient descent method to calculate the local optimum values
for translation and rotation. Gradient descent is an optimization
algorithm used to minimize the function by iteratively moving
in the direction of steepest descent as defined by the negatives
of the gradient. In our problem, gradient descent is used to
update the parameters of transformation. Parameters refer to
the coefficients in the rotational and translational matrices. All
the combinations of marginal increase and marginal decrease
of parameter values are performed and the combination that
gives the least values of TCM (Transformation Compatibility
Measure) measure after point cloud transformation are used
to transform the point cloud. The pseudo code for the entire
registration method is given in Algorithm 1.
Algorithm 1: TCM-ICP(P )
Input: Pre-processed set of points clouds
Ψ = {P1, P2, .., Pn}
Output: Registered point cloud, S
1 Construct the correspondence graph G = (V,E), where
V is a set of vertices one for each Pi ∈ Ψ and E
consists of all the edges e = (vi, vj) such that
correspondence(Pi, Pj) < threshold ;
2 Let S = {Pparent ∈ Ψ | vparent is the maximum degree
vertex in V };
3 Update Ψ, i.e., Ψ = Ψ \ Pparent;
4 Initialize i = 2;
5 while i ≤ n do
6 for each Pj ∈ Ψ do
7 Compute tcm(Pj , S);
8 end
9 Let Pq be the point cloud with minimum tcm;
10 [T,R]=Simplex(Pq , S);
11 [T′, R′]=Gradient descent(T, R);
12 Transform Pq , i.e., P ′q=transform(Pq, T
′, R′);
13 Update the registered point cloud S = S ∪ P ′q;
14 Update the point set, Ψ = Ψ \ Pq;
15 end
16 return S;
6Fig. 3. simple point cloud plots in various colours of Data set 1 before
registration.
IV. EXPERIMENTS AND RESULTS
All the experiments were performed on a system with
Intel Xeon E5-2600 processor with 2.4 GHz and 32 GB of
DDR4 RAM. Software used for point cloud processing were
Point Cloud Library(PCL) [19], Computational Geometry Al-
gorithms Library (CGAL) [20] and Cloud Compare [21].
The point cloud registration algorithms were tested with
four LIDAR data sets.
1) Data Set 1: This data set was recorded with the intention
to test registration algorithm robustness in the context
of navigation with low accuracy of the sensor and mo-
tion during acquisition which is localized in Clermont-
Ferrand (France). It provides an urban scene consisting
of buildings and trees.
2) Data Set 2 & 4: This data set is a mobile LiDAR scene
of road strip with building on either side.
3) Data Set 3:This data set provides an excellent mix of the
conditions that a surveying and geo-spatial firm would
be challenged with logistically. This is localized in south
shore of the Lynx Lake in Prescott, United States, which
is ideal because of the large amount of assets to map and
an open tree canopy.
All the data sets stated before were registered using conven-
tional ICP based method [1], feature based method [4] and the
proposed TCM ICP. All the four data sets consists of mobile
LiDAR of various cities. The subsequent evaluation comprise
of qualitative and quantitative analysis of the outputs. These
data sets contain sparse as well as dense areas. Further, the
input scans contain isolated regions and overlaping areas. So
the data sets are heterogeneous in nature and hence, represent
a good choice for testing the proposed registration method.
A. Qualitative Analysis
Figure 3 is a plot consist of all the point clouds of Data
set 1 before registration. Individual point clouds are shown in
different colours. Figure 3 clearly shows that pure 3D plot of
the scanned points is not meaningful with many misalignments
between the individual scans. A simple visual inspection of
Figure 4, suggests that majority of the point clouds have been
correctly placed in the reference coordinate system. The first
row of Figure 4 shows the outputs of feature based, ICP and
TCM ICP registrations applied on Data set 1. Since TCM
ICP algorithm not susceptible to isolated points, it identifies
the overlapped regions and works well with both sparse and
dense data sets. Hence the registration of Data Set 1 is done
with minimum error compared to other methods as quantified
in row 3 of Table I.
The results given in the second row of Figure 4 shows the
Data set 2 registered using various point cloud registration
methods. The column 1, row 2 of Figure 4 is an overlap
image of 3D scans obtained by registration using feature
based method and TCM ICP. It is clear from this figure that
some features such as the buildings towards the end were
not properly registered by feature based registration method.
The second figure in the second row of Figure 4 shows the
overlapped image of 3D scans obtained by registration using
ICP based method and TCM ICP. The points in red towards
the outer edges of this figure represents outliers present in ICP
based registration result. These outliers have been successfully
removed by TCM ICP. Similarly, Third and fourth rows of
Figure 4 shows outputs of registration of Data Set 3 and 4
using feature based, ICP, TCM ICP based registration methods,
respectively. The registered 3D scan is that of a city street.
All three registration methods produce outputs of comparable
quality, but on a closer look, it can be seen that TCM ICP
produced more accurate results as evident from Section IV-B.
TABLE I
PERFORMANCE OF VARIOUS REGISTRATION ALGORITHMS ON DATA SET 1
Criteria TCM ICP ICP Feature based
Time(min) 3716 3700 3510
Iterations 2940 3015 2081
RMS (50000 points) 1.022 1.88 1.34
Error due to isolated points 1.58 2.02 2.75
Error due to feature blurring 2.85 3.02 2.95
B. Quantitative Analysis
a) Criteria for Analysis: The registration results using
different methods are compared using various criteria includ-
ing time, number of iterations, RMS (Root Mean Square)
value of 50000 points, error after adding isolated points, error
after removing points, error after feature blurring, cloud-to-
cloud distance and standard deviation. The sensitivity of the
algorithm is measured by feature blurring, i.e., the process of
adding additional points to conceal the features in the point
cloud.
TABLE II
PERFORMANCE OF VARIOUS REGISTRATION ALGORITHMS ON DATA SET 2
Criteria TCM ICP ICP Feature based
Time(min) 4208 3542 4050
Iterations 3528 4538 2938
RMS (50000 points) 1.09 2.87 1.25
Error due to isolated points 1.82 2.9 3.85
Error due to feature blurring 3.74 4.53 3.22
b) Comparison: A tabular comparison of time, number
of iterations, RMS (50000 points), error after isolated point
addition and error after feature blurring of Data Set 1 is
shown in Table I. TCM ICP showed better results compared
to ICP based and feature based registration when exposed
7Fig. 4. Gallery of registration results. The first two columns of the second row shows the overlapped images of LiDAR scans obtained after registration of
Data set 2 using TCM ICP, and ICP based and feature based registration methods, respectively. Note that the yellow scans in both the results represent the
output of TCM ICP and the red represents the other result.
to noise, occlusion of features and feature blurring. However
TCM ICP relapsed in terms of time taken for completing the
process of registration. ICP and feature based algorithms are
implemented using the libraries like FLANN (Fast Library
for Approximate Nearest Neighbours) [7], which consist of
most optimal heuristic implementations. Table II-III reports
various performance attributes of the compared algorithms on
Dat Set 2 and 3. The results obtained are similar to that of Data
Set 1, where TCM ICP outperforms the other two registration
methods in terms of noise error, RMS and feature blurring, but
trails behind in the case of computational time for the overall
registration process. This is because of Simplex and Gradient
descent method applied for optimization in Algorithm.
c) Ground truth based Evaluation: Bar charts presented
in Figures 5 and 6 show that TCM ICP performs better as
compared to ICP based and feature based registrations in terms
of mean distance and standard deviation of the registered scans
from the corresponding ground truths of Data Set 2 and 3.
TABLE III
PERFORMANCE OF VARIOUS REGISTRATION ALGORITHMS ON DATA SET 3
Criteria TCM ICP ICP Feature based
Time(min) 5316 4339 4875
Iterations 4250 4037 3405
RMS (50000 points) 2.13 3.83 2.68
Error due to isolated points 2.53 3.99 3.98
Error due to feature blurring 3.85 4.30 3.96
The RMS value of TCM ICP is also lower than that of ICP
based and feature based registration for both Data Set 2 and
3 as shown in Figures 5 and 6. Though the RMS values
of TCM ICP and feature based registration are comparable,
TCM ICP slightly scores over the feature based registration
(refer to Figures 5(b) & 6(b)). It is evident that the high
quality registration generated by TCM ICP is mainly due to
the prepossessing for outlier removal and a well designed point
8Fig. 5. Bar chart showing the performance comparison of various registration methods with respect to (a) mean cloud-to-cloud distances and standard
deviations and (b) RMS values of Data Set 2.
Fig. 6. Bar chart showing the performance comparison of various registration methods with respect to (a) mean cloud-to-cloud distances and standard
deviations and (b) RMS values of Data Set 3.
cloud selection method.
d) Robustness to Defect Laden Scans: To evaluate the
performance of TCM ICP for defect laden LiDAR scans, we
performed another experiment by manually introducing the
artifacts such as noise, occlusions and sparsity. Graphs plotted
in Figures 7 and 8 represent the RMS values or sum of
mean distance and standard deviation between clouds against
percentage of noise added, percentage of occlusion of features
and percentage of points removed(sensitivity). Addition of
noise, occlusion of features and removal of points cause
a monotonic increase in RMS value for the test data, i.e.,
Data set 2 and 3. It is clear that RMS values of TCM ICP
are always lower than that of ICP based and feature based
registrations for noise addition and point removal experiments.
However, in the case of sum of mean distance and standard
deviation versus percentage of occlusion of features, the curve
representing feature based registration overtakes TCM ICP
after a relatively high percentage of features are removed.
This pattern is observed in both, Dataset 2 and 3. ICP based
registration fails to produce the expected result because ICP
suffers from local minima issues and it is always expect the
clouds to have sufficient initial alignment before registration.
This is the reason why a coarse initial alignment is provided
before applying ICP [12].
V. CONCLUSION
We proposed an algorithm for registering multiple and
partially overlapping LIDAR scans of an outdoor scene.
The key enabler of the proposed multi-view registration is
a geometrical and statistical measure called transformation
compatibility measure which effectively identifies the point
cloud most similar to the reference scan in each iteration of
the algorithm. The method overcome the problems of existing
LIDAR registration methods such as the need for auxiliary
data or target, requirement of sufficient overlapping areas, and
difficulty in feature extraction and matching. The suggested
method for point cloud registration shows promising results
when tested against traditionally used methods using LiDAR
scans of various outdoor scenes. The method also works
effectively in removing outliers from the input point clouds,
which in turn enhances the accuracy of the registered 3D scans.
In the future, further step is to be taken to integrate data
sets from heterogeneous sources, e.g., airborne, mobile and
terrestrial. The execution time of the method is a factor that
needs to be looked upon further. Using custom point cloud
data structures and libraries for processing the point clouds
would cut down the run time by a large factor. Data driven
Techniques such as geometric deep learning [13] and various
fine tuning methods may be used to improve the performance
of the registration process.
9Fig. 7. Graph showing the effect of (a) noise, (b) occlusion and (c) sensitivity of various registration algorithms on Data Set 2.
Fig. 8. Graph showing the effect of (a) noise, (b) occlusion and (c) sensitivity of various registration algorithms on Data Set 3.
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