Properly specializing the parameters in "Schnizer modules", for type A,B,C and D, we get its unique primitive vector. Then we show that the module generated by the primitive vector is an irreducible highest weight module of finite dimensional classical quantum groups at roots of unity.
Introduction
The representation theory of quantum groups at roots of unity are divided into the following two types: one is for U ε defined by DeConcini-Kac (=non-restricted type) [1] and the other is for U res ε defined by Lusztig(=restricted type) [2] . In the latter case, the classification of irreducible modules is same as generic case, that is, they are classified by highest weights( [2] , [3] ). In the former case, however, most irreducible modules are no longer highest or lowest weight modules and they are characterized by several continuous parameters( [1] ). For type A, such modules are constructed very explicitly in [4] , which is called maximal cyclic representations. For any simple Lie algebra, Schnizer introduced an alternative construction of such modules in [5] , [6] , which we also call a maximal cyclic representation or "Schnizer module".
In [7] , the second author found that for type A n -case if the continuous parameters in maximal cyclic representations are specialized properly, then there exists a unique primitive vector and the submodule generated by the primitive vector is irreducible as a module of finite dimensional quantum group at roots of unity(denoted by U fin ε ). In this paper, we shall show that this method is applicable to the Schnizer modules of types A n , B n , C n and D n .
In order to explain what we shall do in this article, let us see A n -case explicitly: Let N = 1 2 n(n + 1) be the number of positive roots, l be an odd integer greater than 3 and ε be the primitive l-th root of unity. Set V := (C l ) ⊗N and for each a, b ∈ (C × ) N and λ ∈ C n , we can define a U ε (sl(n + 1, C))-module structure on V as follows. (Indeed, the module as below is similar to the maximal cyclic representation as in [4] .). Theorem 1.1 (Schnizer module [6] ). For any a = (a i,j ) 1≤i≤j≤n ∈ (C × ) N , b = (b i,j ) 1≤i≤j≤n ∈ C N , λ = (λ 1 , · · · , λ n ) ∈ C n , we obtain a U ε (sl(n + 1, C))-module structure on V : Φ λ,a,b : U ε (sl(n + 1, C)) −→ End(V ). For any i ∈ I, Φ λ,a,b (t i )(u(m)) = ε Finally, it turns out that the submodule U ε u λ ⊂ V is an irreducible highest weight U fin ε -module. By this method, we obtain all finite dimensional irreducible U , V ) be the U ε (sl(n + 1, C))-representation as in Theorem 1.1. Let U ε u(0) be the U ε (sl(n + 1, C))-submodule of V generated by u(0). Then U ε u(0) is a finite dimensional irreducible U fin ε (sl(n + 1, C))-module of type 1 with highest weight λ. The proofs of the above statements are done by the similar way to the ones in [7] .
The organization of the paper is as follows: in Sect 2, we prepare notations and review the theory of quantum groups at roots of unity briefly. In Sect.3, we introduce Schnizer modules and show the uniqueness of primitive vectors in it under some specialization of the parameters. In the last section, we show that the submodule generated by the primitive vector is regarded as a module for the finite dimensional quantum group at roots of unity U fin ε of types (A), B, C and D. At last, we obtain that such submodule is an irreducible U fin ε -module and all finite dimensional irreducible U fin ε -modules are exhausted by such modules.
2 Quantum enveloping algebra U q (g)
Definition of quantum enveloping algebra
In this subsection, we define the quantum enveloping algebra U q (g) for a generic q. Let C(q) be the rational function field in an indeterminate q. Define
for any a, d ∈ Z + := {0, 1, 2, · · · }. Let g be a finite dimensional simple Lie algebra over C of rank n and {α 1 , · · · , α n } be the set of simple roots, I := {1, 2, · · · , n}, ∆ be the set of roots (resp. ∆ + be the set of positive roots). Define the root lattice Q = n i=1 Zα i (resp.Q + = n i=1 Z + α i ). Let (a ij ) n i,j=1 be the Cartan matrix associated with g, and
We denote the Weyl group of g by W which is generated by the simple reflections {s 1 , · · · , s n }. Now, we define the quantum enveloping algebra U q (g) over C(q).
Definition 2.1. Quantum enveloping algebra U q (g) is an associative C(q)-algebra generated by {e i , f i , t
±1
i |i ∈ I} with the relations
where
Non-restricted specialization
In this subsection, we define the non-restricted specializations U ε for a root of unity ε. Definition 2.2. Let A := C[q, q −1 ] be the Laurent polynomial ring, U A be the A-subalgebra of U q (g) generated by
, l be an odd integer greater than 3, and ε be a primitive l-th root of unity such that ε 2di = 1 for any i ∈ I. We regard C as A-algebra by f (q)c := f (ε) · c for any f (q) ∈ A, c ∈ C and we denote it by C ε . Now we define
and we call U ε "non-restricted specialization of U q (g)". By the similar manner to Definition 2.1, we define U + ε , U − ε and U 0 ε , and we denote u ⊗ 1 as u for any u ∈ U A . Remark.( [1] ) One can also describe U ε in term of generators and relations. That is, U ε is an associative C-algebra generated by {e i , f i , t
with the relations of Definition 2.1 replacing q by ε.
Root vectors
In this subsection, we introduce the root vectors and its properties.
(ii) For w ∈ W , let w = s i1 · · · s ir be a reduced expression of w, and set T w := T i1 · · · T ir . Then T w is well-defined (that is, T w does not depend on a choice of reduced expression of w).
Definition 2.4. Let w 0 be a longest element of W , w 0 = s i1 · · · s iN be a reduced expression of w 0 , and we set
(by the theory of the classical Lie algebra, ∆ + = {β 1 , · · · , β N }) and
We call these e β k , f β k "root vectors of U ε ".
These are compatible with the relations of U ε . Therefore, we can regard U ε as Q-graded algebra and we have
for any α, α ′ ∈ Q, where(U ε ) α := {u ∈ U ε |deg(u) = α}. We also use the following propositions later.
Proposition 2.6 ([8]).
We have e α ∈ U
Next, we introduce the PBW theorem and the triangular decomposition. They will be used in the subsequent sections. Let
Then φ is an isomorphism of C-vector space.
Primitive vectors
We keep the settings and notations as in Sect.2.
Schnizer modules
In this subsection, we introduce the Schnizer modules of U ε (sp(2n, C)), U ε (so(2n + 1, C)) and U ε (so(2n, C)). These representations are defined through the representations of the "Weyl algebra". Definition 3.1. Let g = sp(2n, C) or so(2n + 1, C) (resp. g = so(2n, C)), H be a group generated by {x
with relations
We set W := C[H] (= group ring of H), and call it "Weyl algebra".
We use the following notations in the sequel:
, where δ ij is the Kronecker's delta. Let X : V ij −→ V ij be the linear map defined by Xu
X ij : V −→ V be the linear map given by
and Z ij : V −→ V be the linear map given by Let N = n 2 (resp. N = n(n − 1)) be the number of the positive roots of g, and
Then, ψ ab is a well-defined representation of W. Now, we introduce the Schnizer modules of U ε (sp(2n, C)), U ε (so(2n+1, C)), and U ε (so(2n, C)) following [5] .
We call the representation in the above theorem "Schnizer module" or "maximal cyclic representation".
Remark.
(i) The explicit form of the actions of the generators above are slightly different from those in [5] . Through the C-algebra
i ), we have that the action of e j , (resp. f j , t j ) in [5] corresponds to the action of f j (resp. e j , t −1 j ) as above.
(ii) We call U ε -representations such that e l i = 0 and f l i = 0 for any i ∈ I (resp. e l i = 0 and f l i = 0 for any i) "cyclic U ε -representations" (resp. "nilpotent U ε -representations"). In particular, we call l N -dimensional irreducible cyclic U ε -representations "maximal cyclic U ε -representations" (l N is the dimension of the representation in Theorem 3.3). Because the dimension of the finite dimensional irreducible U ε -representations are less than or equal to l N ( [1] ). The representations of Theorem 3.3 are not necessarily irreducible or cyclic. However here, we also call these representations maximal cyclic U ε -representations.
Existence and uniqueness of primitive vector in V
Specializing the parameters (a, b) properly, we show the existence and uniqueness of primitive vector in the Schnizer modules. First, we fix the following notations to write down the action of generators of the U ε on (Φ λ,a,b , V ). Let N be the number of positive roots. We set
is of Proposition 3.2, and δ ij is Kronecker's delta. Obviously, {u(m)|m ∈ M } is a C-basis of V . Next, we show that (Φ λ,a,b , V ) has the vectors which is called "primitive vectors" by specializing the parameters (a, b) properly. First, we write the explicit action of e j on V . Let us start from the sp(2n, C) case.
n , and any i, j ∈ I, set
and
we have
(−ε nk + ε k,n−1 ),
Proof. We prove that for any m = (m ij ) ∈ M, i, j ∈ I, d ∈ Z,
By (3.1),(3.2),(3.5), we have
Similarly, by (3.3),(3.4),(3.5),
Therefore ,
We calculate the actions of e i on u(m) by using (3.6) and Theorem 3. Case 2) 2 ≤ j ≤ n − 1: We have
On the other hand, for any q(1 ≤ q ≤ j − 1), we have
where the last equality is due to b jq = b qj + 1 = b q,j−1 + 2. Thus, we obtain
Therefore,
The case j = n is shown by the similar way to Case 2.
Next, we prove the existence and uniqueness of the primitive vector. 
(We call these vectors "primitive vectors").
Proof "If part" is obvious by Lemma 3.6. So we prove "only if part". First, we define {r i } 1≤i≤n 2 (= I × I) inductively as follows: r 1 := (1, 1) and if r s = (i, j), then
And we define M s := {m ∈ M |m r1 = m r2 · · · = m rs = 0} (1 ≤ s ≤ n 2 ). So we have On the other hand, by Lemma 3.6, for any m ∈ M s , we have On the other hand, by the similar way to the Case 1, we have Hence by the linearly independence of the vectors {u(m+ On the other hand, 
so(2n + 1, C)-case
By the similar way to the proof of Lemma 3.6 and Proposition 3.7, we can prove the following lemma and proposition.
Lemma 3.8. For g := so(2n + 1, C) (n ≥ 3), λ := (λ 1 , · · · , λ n ) ∈ C n , and any i, j ∈ I, set a ij := 0,
Proposition 3.9. For g = so(2n + 1, C) (n ≥ 3) and λ = ( Sketch of the proof. "If part" is obvious from Lemma 3.8. So we prove "only part". We define {r s } n 2 s=1 by the same way as (3.7) and M s = {m ∈ M |m r1 = · · · = m rs = 0} for any s(1 ≤ s ≤ n 2 ). Now we prove that u = m∈Ms c m u(m) for any s(1 ≤ s ≤ n 2 ) by induction on s. By using e 1 u = 0, we can prove u = m∈M1 c m u(m). Next, we assume that u = m∈Ms c m u(m) for a s(1 ≤ s < n 2 ) and r s = (i, j). Then we prove by the similar way to the proof of Proposition 3.7.
We use e j+1 u = 0 and for any m ∈ M s , (m + α j+1 ) ij = 1, (m + β q,j+1 ) ij = 1 (q > i),
We use e n u = 0 and for any m ∈ M s ,
We use e j+1 u = 0 and for any m ∈ M s ,
We use e j+1 u = 0.
so(2n, C)-case
By the similar way to the proof of Lemma 3.6 and Proposition 3.7, we can prove the following lemma and proposition. Lemma 3.10. For g := so(2n, C) (n ≥ 4), λ := (λ 1 , · · · , λ n ) ∈ C n , and any i, j ∈ I, set a ij := 0,
and 
where,
(−ε n−1,2p + ε 2p,n − ε 2p,n−1 + ε 2p,n−2 ), (n; even, 1 ≤ q < n/2 − 1), (n; odd, 1 ≤ q < (n − 3)/2 − 1),
(−ε n−1,2p−1 + ε 2p−1,n − ε 2p−1,n−1 + ε 2p−1,n−2 ), (n; even, 1 ≤ q < n/2 − 1), (n; odd, 1 ≤ q < (n − 3)/2 − 1),
(−ε n−1,2p + ε 2p,n − ε 2p,n−1 + ε 2p,n−2 ), (n; even, 1 ≤ q < n/2 − 1), (n; odd, 1 ≤ q < (n − 1)/2 − 1). by the similar way to the previous cases: r 1 := (1, 1) and if r s = (i, j), then
We set M s = {m ∈ M |m r1 = · · · = m rs = 0} for any s(1 ≤ s ≤ n(n − 1)). Now we prove that u = m∈Ms c m u(m) for any 1 ≤ s ≤ n(n−1) by induction on s. By using e 1 u = 0, we can prove u = m∈M1 c m u(m). Next, we assume that u = m∈Ms c m u(m) for a s(1 ≤ s < n(n − 1)). There exist a pair (i, j) such that (i, j) = (n − 1, n) and r m s = m ij for any m ∈ M s . Then we prove by the similar manner to the proof of Proposition 3.7.
Case 2.1 1 ≤ i ≤ j ≤ n − 2 and i = 2i ′ + 1: We use e n−1 u = 0 and for any m ∈ M s ,
and we use e n u = 0 and for any m ∈ M s ,
We use e n−1 u = 0 and for any m ∈ M s ,
From this, in particular, we also have the Case 3) 1 ≤ i ≤ j = n − 1. Case 4.1) 1 ≤ i ≤ j = n and i = 2i ′ + 1: We use e n−1 u = 0 and for any m ∈ M s ,
Case 5) 1 ≤ j < i − 1 < n − 1: We use e i−1 u = 0 and for any m ∈ M s , (m + α i−1 ) ij = 1, (m + β q,i−1 ) ij = 1 (q ≥ j),
We use e i u = 0.
We keep the settings and notations as in Sect.2 and 3.
Restricted specializations
In this subsection, we introduce the restricted specializations and its properties. be the A-subalgebra of U q (g) generated by {e
i |i ∈ I, k ∈ Z + }. Let l be an odd integer greater than 3 and ε be a primitive l-th root of unity such that ε 2di = 1 for any i ∈ I. We regard C as A-algebra by f (q).c := f (ε) · c for any f (q) ∈ A, c ∈ C and we denote it by C ε . We define
which is called "restricted specialization of U ε ". Similarly, we define (U
be the subalgebra of U res ε generated by
Next we review the representation theory of U res ε . 
Next, we give the relation between the representations of U res ε and U fin ε . 
Proposition 4.5 ([2], [3]). (i) For any
(ii) Let U (g) be the universal enveloping algebra of g. Then for any λ ∈ Z We assume that g is not of type G 2 . Then we have
(iv) Let φ be the multiplication map
By Theorem 4.6, we know that the dimension of U fin ε is 2 n l n+2N .
Proposition 4.7 ([9]).
We have e Lemma 4.8. We assume that g is not of type G 2 . Let J be the two-sided ideal of U ε generated by {e
Proof. By the definition of U 
where where J is the two-sided ideal as in Lemma 4.8. Hence
On the other hand, by Proposition 4.7, if (U
So, there exists r 0 ∈ Z + such that e i1 e i2 · · · e ir = 0 for any r ≥ r 0 and i 1 , i 2 · · · , i r ∈ I. Thus, for any nonzero U fin ε -submodule L of U ε u λ ′ (0), there exists a nonzero element v ∈ L such that e i v = 0 for any i ∈ I. Therefore, by the uniqueness of primitive vector of Proposition 3.7, Proof. We only show for g = sp(2n, C). The other cases are show similarly. By Proposition 2.6, f α ∈ U − ε ∩ (U ε ) α . So, it is enough to prove the case of α = α i (i ∈ I). 
Similarly, we obtain 
