We present two main results, based on the models and the statistical analyses of 1672 U-band flares. We also discuss the behaviours of the white-light flares. In addition, the parameters of the flares detected from two years of observations on CR Dra are presented. By comparing with the flare parameters obtained from other UV Ceti type stars, we examine the behaviour of optical flare processes along the spectral types. Moreover, we aimed, using large white-light flare data,to analyse the flare time-scales in respect to some results obtained from the X-ray observations. Using the SPSS V17.0 and the GraphPad Prism V5.02 software, the flares detected from CR Dra were modelled with the OPEA function and analysed with t-Test method to compare similar flare events in other stars. In addition, using some regression calculations in order to derive the best histograms, the time-scales of the white-light flares were analysed. Firstly, CR Dra flares have revealed that the white-light flares behave in a similar way as their counterparts observed in X-rays. As seen in X-ray observations, the electron density seems to be a dominant parameter in white-light flare process, too. Secondly, the distributions of the flare time-scales demonstrate that the number of observed flares gets a maximum value in some particular ratios, which are 0.5 or its multiples, and especially positive integers. The thermal processes might be dominant for these white-light flares, while non-thermal processes might be dominant in the others. To reach better results for the behaviour of the white-light flare process along the spectral types, much more stars in a wide spectral range, from the spectral type dK5e to dM6e, must be observed in the white-light flare patrols.
Introduction
The flare process has not been perfectly understood yet, although several studies on this subject have been carried out since the first flare was detected on the Sun by R. C. Carrington and R. Hodgson on September 1, 1859 (Carrington 1859; Hodgson 1859) . The flare activity of dMe stars is modelled based on the processes of Solar Flare Event (Gershberg 2005; Benz & Güdel 2010) . To understand flare event of dMe stars, the levels of the flare energy have been looked over in many studies. Gershberg & Shakhovskaya (1983) demonstrated that there are some differences between energy levels of different stars and star groups. They demonstrated that the flare energy levels of the Orion association stars are located at the highest levels. The Pleiades stars are located just below the Orion association stars. Finally, the stars in the Galactic field are located below all of them. The levels seem to be arranged according to the different ages. However, the differences among the different stars and star groups might be due to the saturation level of white-light flares detected from UV Ceti type stars. The X-ray and radio observations indicate that some parameters of magnetic activity can reach the saturation (Gershberg 2005; Skumanich & McGregor 1986; Vilhu et al. 1986; Doyle 1996; García-Alvarez et al. 2008; Jeffries et al. 2011) . Dal & Evren (2011a) recently revealed some clues for the saturation in the white-light flares. They modelled the distributions of flare-equivalent durations versus flare total duration. In the models, it is seen that flare-equivalent durations can not be higher than a specific value and it is no matter how long flare total duration is. According to Dal & Evren (2011a) , this level defined as the P lateau parameter in the models is an indicator of the saturation level for the white-light flares in some respects.
To understand flare event of dMe stars, the flare time-scales are as important as emitting flare energy. There are some parameters (such as B, n e and geometry of flaring loop) to determine the border of the time-scales in the flare events. These parameters affect the time-scales of heating and cooling of the regions, where the flare events occur (Temmer et al. 2001; Reeves & Warren 2002; Imanishi et al. 2003; Pandey & Singh 2008) . According to Imanishi et al. (2003) , the flare decay time (τ d ) is firmly correlated with B and the electron density (n e ), while the flare rise time (τ r ) is proportional to a larger magnetic loop length (ℓ) and smaller B values. Reeves & Warren (2002) concluded that the observed light curve is modelled with using multi-loop instead of a single-loop. However, some discrepancies were observed in the decay phases and especially toward the end of the flare light curves. In contrast to that assumed by Imanishi et al. (2003) , Pandey & Singh (2008) found that there is a sustained heating during the decay phases of the flares. Moreover, Favata et al. (2005) demonstrated that short flares occur in a single loop, while longer flares are generally arcade flares and some heating is driving their decay phases. In addition, there are some relations between the flare rise and decay [Vol. , times. Using the event asymmetry index (A ev ), Temmer et al. (2001) statistically analysed solar H α flares, and found some relations between flare decay and rise time-scales. Kay et al. (2003) demonstrated that there is a linear correlation between flare rise and decay times.
In the first part of this study, the flares of CR Dra were modelled, and some parameters were derived from the model. We compared CR Dra with other UV Ceti type stars in respect to these parameters. In this point, CD Dra takes an important place, because it fills a gap in the B-V range. CR Dra is a flare star (Gershberg et al. 1999) , which is classified as a double or multiple star in the SIMBAD database. The orbital period is 4.04 yr and the semimajor axis of the orbit is 0 ′′ .148. The total mass of the system is reported as a value between 1.0 M ⊙ and 1.8 M ⊙ . The distance of the system is given between 17.4 pc and 20. 7 pc (Tamazian et al. 2008) . CR Dra is a metal-rich stars and a member of the old disk population in the galaxy (Stauffer & Hartmann 1986; Veeder 1974) . The photometric magnitude difference between the components of the system was measured as 1 m .8 in V-band by Tamazian et al. (2008) . The flare activity of CR Dra was discovered for the first time by Petit (1957) . Apart from the flare activity, there are some studies for the sinusoidal-like variations at out-of-flares, such as Mahmoud (1991) ; Mahmoud (1993) ; Anderson (1979) . However, it is not clear that the star exhibits any rotational modulation. Mahmoud (1991) found that CR Dra exhibits a sinusoidal-like variation with period of 16 d in V-band, while the period found from B-band is 5
d . The author mentioned that the amplitude of the variation found in B-band was lower that the observational standard deviation. On the other hand, Mahmoud (1993) found that the period of the sinusoidal-like variation at out-of-flare is 8 d .776 in V-band. In the second part of this study, a large flare data containing 1672 U-band flares, which were obtained in this study and collected from 42 different studies in the literature, were analysed to test whether any relation exists between the flare rise and decay times for the white-light flares, or not.
Observations and Data

Observations
Observations were acquired with the High-Speed ThreeChannel Photometer (HSTCP) attached to the 48 cm Cassegrain-type telescope at Ege University Observatory. Observations were performed in two different manners. We used a tracking star in the second channel of the photometer and carried out the flare observations only in standard Johnson U-band with exposure times between 2 and 10 seconds and time resolution of 0.01 seconds. The second type of observations was used for determining whether there was any variation out-of-flare. We also observed CR Dra once or twice a night, when the star was close to the celestial meridian. These observations were made with the exposure time of 10 seconds for each band of standard Johnson BVR system. Considering the technical properties of the HSTCP given by Meištas (2002) and following the procedures outlined by Kirkup & Frenkel (2006) , the mean average of the standard deviations of observation times was computed as 0.08 seconds for the U-band observations. It was found to be 0.20 seconds for the multi-band observations. The same comparison stars were used for all observations. The basic parameters of all the program stars (such as standard V magnitudes and B-V colours) are given in Table  1 . Although the program and comparison stars are so close in the plane of the sky, differential extinction corrections were applied. The extinction coefficients were obtained from observations of the comparison stars on each night. Moreover, the comparison stars were observed with the standard stars in their vicinity and the making use of differential magnitudes, in the sense of variable minus comparison, were transformed to the standard system using the procedures outlined by Hardie (1962) Figure 1 . Several parameters, such as the flare rise time, decay time, amplitude and equivalent duration, were computed from the light curve of each flare. The procedure used in the calculations is similar to the methods found in the literature (Gershberg 1972; Moffett 1974) . The procedure schema of calculations are shown in Figure 2 for two flares, which are seen in both top and bottom panels of Figure 1 . In calculations, we firstly separated each flare light curve into three parts. One of them is the part indicating the quiescent level of the brightness before the first flare on each nigh. The brightness level without any variations (such as a flare or any oscillation) was taken as a quiescent level of the brightness of this star. To determine this level, we used the standard deviation of each observation point, considering the mean average of all the observation points until this last point. If the standard deviations of the following points get over the 3σ level, this point was taken as the beginning of a flare. The quiescent levels of each star were determined from all the observation points before the first flare on each night. It must be noted that, although a different quiescent level was found for each observing night, their levels are almost the same considering the 3σ levels of observing condition. As seen in Figure 2 , we fitted this level with a linear function (f 1 (x) and g 1 (x)), and then, using this linear function, we computed the flare equivalent duration, flare amplitude and all the flare time-scales (rise and decay times). The part of the light curve above the quiescent level was also separated into two sub-parts. First of them is the impulsive phase, in which the flare increases. Second one is the decay phase. The impulsive and decay phases were separated according to the maximum brightness observed in this part. It must be noted that some flares have a few peaks. In this case, the point of the first-highest peak was assumed as the flare maximum. To determine the flare time-scales, we fitted the impulsive and decay phases with the polynomial functions. In Figure 2 , f 2 (x) and g 2 (x) are the fits of the impulsive phases for the given samples, while f 3 (x) and g 3 (x) are the fits of decay phases. The best polynomial functions were chosen according to the correlation coefficients (r 2 ) of fits. To determine the beginning and end of each flare, we computed the intersection points of the polynomial fits with the linear fit of the quiescent level and their standard deviations. In this study, the intersection points were taken as the beginning and end of each flare. The flare rise time (τ r ) was taken the duration between the beginning and the flare maximum point. For example, the duration from the first intersection between f 1 (x) and f 2 (x) to the second one between f 2 (x) and f 3 (x) was taken as the flare rise time (τ r ) for this flare. In the same way, the flare decay time (τ d ) was taken the duration between the flare maximum point and the flare end. In Sample 1, the duration from the second intersection between f 2 (x) and f 3 (x) to the third one between f 3 (x) and f 1 (x) was taken as the flare decay time (τ d ). The height of the observed-maximum points from the f 1 (x) linear fit was taken as the amplitudes of this flare. The same procedure was used for each flare, and the Maple 12 (Monagan et al. 2008) software was performed in all calculations.
Apart from the flare time-scales and amplitudes, using Equations (1) and (2) taken from Gershberg (1972) , the equivalent durations and energies of all the flares were computed:
where I 0 is the flux of the star in the observing band while in the quiet state, and I f lare is the intensity at the moment of flare. For instance, the parameter P is equal to about total area between the f 1 (x), f 2 (x) and f 3 (x) for Sample 1.
where E is the energy, P is the flare-equivalent duration in the observing band, and L is the intensity in the observing band while the star is in the quiet state. For each observed flare, the HJD of flare maximum moment, flare rise (τ r ) and decay time (τ d ) (s), flare total durations (s), ratio of τ d /τ r , flare-equivalent duration (s), flare amplitude (mag), and their energies (erg) were calculated. Those parameters are given in Table 2 .
Data Used In the Analyses
The number of flares used in the analyses are 1672 from which 20 flares are detected in the observations of CR Dra in this study. 534 flares were obtained from other stars of this project. The remaining 1118 flares were collected from 41 different studies in the literature. Thus, the data used in the analyses were contained the parameters of 15 different UV Ceti stars. In Table 3 , the distribution of the data taken from the literature is listed versus references ordered by year.
In the analyses of flare activity, especially in the OPEA models, 554 flares obtained in this project were only used. This is because the analyses need to be comprised of parameters derived with the same method and from the flares detected with the same optical system. Otherwise, some artificial variations and differences can occur between the data sets. To avoid this problem, instead of all 1672 flares, just 554 flares detected in this project, which comprised parameters derived with the same method and the same optical system, were used. On the other hand, all 1672 flares were used in the analyses of the distribution of the flare numbers versus the ratio of flare decay time to rise time. Determining and computing of the timescales of the rise and decay phases are almost the same in all the studies.
Analyses
Flare Activity and the One-Phase Exponential Association Models
The distributions of the equivalent durations in the logarithmic scale versus flare total durations were derived in order to test whether there are any upper limits for the distributions of the equivalent durations (logP u ) of the flares detected in the observations of CR Dra. Although the flare energy is generally used to analyse in the literature, the flare equivalent durations were used to analyse in this study. This is because of the luminosity parameter (L). As seen from Equations (2), the flare energy (E) depends on the luminosity parameter (L) with flare equivalent duration (P ). However, the luminosity (L) is different for each star. Although there are small differences among the masses of M dwarfs, the luminosities of the two M dwarfs, whose masses are very close to each other, can be dramatically different due to their position in the H-R diagram. This means that the computed energies of flares are very different from each other, even if the light variations of the flares occurring on these two stars are absolutely the same. Because of this, the equivalent durations (P ) were used instead of energy (E) in this study. The equivalent duration parameter (P ) depends only on flare power. In order to model this distribution, first of all, the best curve was estimated with SPSS V17.0 software (Green et al. 1999) and GraphPad Prism V5.02 software (Motulsky 2007) . The regression calculations showed that the Exponential function is the best model. Besides, the tests done with GraphPad Prism V5.02 software revealed that especially the One Phase Exponential Association function (hereafter OPEA) (Motulsky 2007; Spanier & Oldham 1987) given by Equation (3) is the best exponential function among all others. The OPEA model of the distributions of the equivalent durations in the logarithmic scale versus flare total durations was derived with using the Least-Squares Method with GraphPad Prism V5.02 software.
There are some important parameters derived from this function, which have some clues about the flaring loop and the condition inside the loop. One of them is y 0 , which is the lower limit of equivalent durations for observed flares in the logarithmic scale. In contrast to y 0 , the parameter of P lateau is the upper limit. The value of y 0 depends on the quality of observations as well as flare power, while the value of P lateau depends only on power of flares. In fact, according to Equation (2), the value of P lateau depends only on the energy of flares occurring on the star. The parameter k in Equation (3) is a con-stant depending on the x value, which is the total flare time. Apart from them, one of the most important parameter is the Half − Lif e parameter. This one is half of the first x values, where the model reaches the plateau values for a star. The Half − Lif e parameter was also computed from the derived model. The derived OPEA model is shown in top panel of Figure 3 , and the parameters of the model are listed in Table 4 . In the middle panel of Figure 3 , the model derived for CR Dar is compared with the models derived for other six UV Ceti type stars (Dal & Evren 2011a; Dal & Evren 2011b) . In the bottom panel of the figure, the P lateau values are compared for these stars.
Considering the flares in the P lateau phases of the OPEA model, the mean average of maximum flare-equivalent durations was computed to test whether the P lateau value is statistically acceptable, or not. The Independent Samples tTest (hereafter t-Test) (Wall & Jenkins 2003; Dawson & Trapp 2004) was used for the calculation. Thus, the value of P lateau was tested using another statistical method. Although the mean value computed by the t-Test is expected to be close to the P lateau value of the OPEA model, it is clear that there can be some difference between these two values. This is because the OPEA model depends on all the distributions of the x values from the beginning to end, while the mean value computed by the t-Test depends only on equivalent durations of flares in the P lateau phase. The results obtained from the t-Test analyses are also listed in Table 4 .
Examining the flares detected in U-band observations of CR Dra, it was computed that the maximum flare rise time obtained from these 20 flares is 1967 s, while the maximum flare total duration is 4955 s.
Distribution of the Flare Numbers versus the Ratio of Flare Decay Time to Flare Rise Time
Several parameters were computed from the light curves of all these flares detected in this project. Then, using some statistical methods, the relations among themselves of all the parameters were analysed with both SPSS V17.0 (Green et al. 1999) and GraphPad Prism V5.02 software (Motulsky 2007) . During the analyses of the distribution of flare amplitudes versus the ratio of flare decay time to rise time, a remarkable gathering was seen for some ratios of flare decay time to rise time, which values are several times of the values 0.5 and especially the positive integer numbers, such as 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, etc. These accumulations are seen in Figure 4 . As seen from the figure, the ratios of flare decay times to rise times are especially positive integers for many flares with different amplitudes.
To examine this unusual unexpected case, first of all, the ratio of flare decay time to rise time were computed for each flare. The values of τ d /τ r are listed for CR Dra flare in Table 2 . Considering the errors listed in Table 2 , the mean error of τ d /τ r values was found to be ±0.042 for the flares detected from CR Dra. However, in this project, 554 U-band flares are detected in total. Taking all 554 flares into account, the mean error of τ d /τ r values was found to be ±0.026. As also seen from Table  2 , although there are some flares, whose τ d /τ r errors are dramatically larger than the computed mean errors, the total number of these flares is small enough to enough to be neglected.
Apart from the flare detected in this project, we also collected 1118 flares from the literature and combined them with 554 flares. The sources of 1118 flares are listed in Table 3 . It must be noted that unfortunately we could not compute the errors of τ d /τ r values for the flares taken from the literature due to absence of errors of τ r and τ d values in the sources. Secondly, the best histograms were determined using SPSS V17.0 and GraphPad Prism V5.02 software for these data. Table 5 shows the parameters use to produce the histograms. The analyses indicate that the best statistically acceptable interval ratio length should be 0.05 in the interval ratio length.
The derived numbers of the flares in intervals of 0.05 were plotted versus the ratio of flare decay time to rise time. Then, the histogram was derived for 554 flares detected in this project. The ratio distribution is shown in Figure 5 , while the results of the analysis is listed in Table 5 . As seen from the figure, the ratio is equal to 1.0 in 0.05 ratio length for 73 flares, and it is 2.0 for 39 flares and also 3.0 for 29 flares. In brief, the ratios of flare decay time to rise time are especially equal to 1.0 or its multiples as the positive integers for 204 flares among 554 flares. Besides, the ratio is 0.5 for 18 flares. In total, the ratios of flare decay times to rise times are equal to 0.5 or its multiples, such as 1.5, 2.5, 3.5, 4.5, etc. The incidence of the flares, whose ratio of their decay times to rise times is 1.0 or positive integers, is 36.82% over 554 flares detected in this project. It is 15.70% for the flares, whose ratios are 0.5 or its multiples, such as 1.5, 2.5, 3.5, 4.5, etc. Considering that the positive integers are acceptable as the multiples of 0.5, the incidence of the flares, whose ratios of their decay times to rise times are 0.5 or its multiples, such as 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, etc., is 52.53% over 554 flares.
In order to test whether this remarkable result obtained from the data of this project might be occurred due to any selection effects, almost all the U-band flare data given in the literature were collected from 41 different studies. Thus, 1118 Uband flares were collected apart from 554 U-band flares of this project. In fact, there are more 170 flares given in literature, but the decay or/and rise times were not given. Because of this, the ratios of flare decay times to rise times were not computed for these ones, and they could not be used. Following the method mentioned above, the same examinations were done for these 1118 U-band flares. The result is seen in Figure 6 , while the results of the analysis is listed in Table 5 . According to the statistical analyses, the incidence of the flares, whose ratio of their decay times to rise times is 1.0 or positive integers, is 16.37% over 1118 flares collected from the literature. It is 8.23% for the flares, whose ratios are 0.5 or its multiples, such as 1.5, 2.5, 3.5, 4.5, etc. Considering that the positive integers are acceptable as the multiples of 0.5, the incidence of the flares, whose ratios of their decay times to rise times are 0.5 or its multiples, such as 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, etc., is 24.60% over these 1118 flares.
Finally, both the data obtained in this project and the data collected from the literature were combined together in order to reach rather better result. In brief, a data set containing 1672 Uband flares in total was obtained. Following the same method, the distribution was derived and statistically examined. The result of the examinations is shown in Figure 7 , while the results of the analysis is listed in Table 5 . Consequently, considering
No. ] Usage of pasj00.cls 5 1583 U-band flares, the incidence of the flares, whose ratio of their decay times to rise times is 1.0 or positive integers, was found as 23.09%. It was computed as 10.83% for the flares, whose ratios are 0.5 or its multiples, such as 1.5, 2.5, 3.5, 4.5, etc. Considering that the positive integers are acceptable as the multiples of 0.5, the incidence of the flares, whose ratios of their decay times to rise times are 0.5 or its multiples, such as 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, etc., is 33.91% over these 1583 flares.
Results and Discussion
Flare Activity and the One-Phase Exponential Association Models
The distributions of flare-equivalent durations versus flare total duration were modelled by the OPEA function expressed by Equation (3) for CR Dra. As it is seen from Figure 3 , this function demonstrates that the equivalent durations of the flares detected in the observations of CR Dra can not be higher than a specific value regardless of the length of the flare total duration. In order to test whether the P lateau parameter derived from the model is statistically acceptable, using the t-Test, the mean average of equivalent durations was computed for the flares located in the P lateau phase in the OPEA models. The mean average of equivalent durations was found to be close to the P lateau values derived from the OPEA models. The P lateau parameter derived from the OPEA model was identified as an indicator of the saturation level for the white-light flares by Dal & Evren (2011a) .
According to Dal & Evren (2011a) , two stars, EV Lac and EQ Peg, have almost different level of the P lateau value. However, the observations of CR Dra have demonstrated that the variation of the P lateau value is different from that shown by Dal & Evren (2011a) . In fact, the shape of the P lateau value variation is remarkably different from the conclusions of Dal & Evren (2011a) . EV Lac and EQ Peg are not different from the others. CR Dra flares indicate that the variation of this parameter has a trend, and both EV Lac and EQ Peg are on the trend. The observations of CR Dra also demonstrated that white-light flare activity could be affected by some parameters of the flare processes as well as the flares detected in X-ray or radio observations. The figure taken from Katsova et al. (1987) demonstrated that electron density varies along B-V indexes (Gershberg 2005) , and its variation trend is in contrast shape with that of the P lateau values. The analyses of flares detected in X-ray have revealed some important points of the processes. Considering the parameters of the Solar Flare Event, the suspected parameters could be one or several of ν A , B, R or n e . The suspected parameters must be B or/and n e in the atmosphere of the stars during the flare event. According to Katsova et al. (1987) it could be n e . On the other hand, Doyle (1996) suggested that it can be related to some radiative losses in the chromosphere instead of any saturation in the process. However, Grinin (1983) demonstrated the effects of radiative losses in the chromosphere on the white-light photometry of the flares. According to Grinin (1983) , the negative H opacity in the chromosphere causes the radiative losses, and these are seen as pre-flare dips in the light curves of the white-light flares.
The other parameters derived from the OPEA model are the flare time-scales. The maximum flare duration was computed as 4955 s, while the maximum flare rise time was computed as 1967 s from the detected flares of CR Dra. The Half − Lif e parameter was found to be 191.40 s from CR Dra flares. All these time-scales were found to be in agreement with those found for other stars by Dal & Evren (2011a) ; Dal & Evren (2011b) . It is well known that the decay time-scales of the X-ray light curves is related to the length of the loop (Haisch 1983; van den Oord et al. 1988; van den Oord & Barstow 1988; Reale et al. 1997; Reale & Micela 1998; Reale et al. 1988 ). According to the results found by Favata et al. (2005) , short flare durations could be an indicator of single loop geometry, while long flare durations could reveal arcade flares. If the same case is valid for the white-light flares observed from UV Ceti type stars, the lengths of the flaring loops on the surface of CR Dra are generally larger than those on AD Leo, EV Lac, EQ Peg according to the time-scales obtained from CR Dra. However, the general sizes of the flaring loops are almost equal to loops occurring on V1005 Ori. In the general perspective, the decreasing of the observed maximum time-scales (the flare rise time and the flare total duration) of flares reveals that the lengths of the flaring loop are decreasing toward the later spectral types among UV Ceti type stars. On the other hand, the flare mechanism of CR Dra easily reaches the saturation in shorter time than the stars such as AD Leo, EV Lac, EQ Peg. In this point, CR Dra and V1005 Ori have a same nature.
It must be noted that it is a debated issue whether the whitelight flares can be affected from the parameters such as ν A , B, R and n e , which generally affect the coronal loops and the flare emissions in the corona (Benz & Güdel 2010; Hawley & Fisher 1992; Abbett et al. 1999; Hawley et al. 2003; Allred et al. 2006 ). However, the results found in this study reveal that there are some similarities between the white-light flares and their counterparts observed in the X-ray or radio bands.
Consequently, the observations of CR Dra have demonstrated that the P lateau values vary in a trend from earlier spectral types to the later. However, the trend is not in the shape previously offered by Dal & Evren (2011a) . Although it is a debated issue, the shape of the trend in the P lateau variation versus B-V indexes is in agreement with the trend in the distribution of n e versus B-V indexes. However, much more stars between the spectral type dK5e and dM6e should be observed in order to reach more reliable result. Especially, more stars around CR Dra should be observed.
Distribution of the Flares Numbers versus the Ratio of Flare Decay Time to Flare Rise Time
The most remarkable result was found in the analyses of the distribution flare amplitudes versus the ratios of decay times to rise times. As it can be seen from Figure 4 , although the error bars of some flares are a bit large, the flares are gathering in the specific ratios. According to the distribution seen in the figure, many flares seem to prefer the value of 0.5 or its multiples, such as 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, etc., in the ratios of decay times to rise times. To test whether these accumulations in these ratios are statistically meaningful, the histograms were derived and analysed to find statistically the best one. The derived best histograms are shown in Figures 5, 6 and 7 . As [Vol. , seen from the figures, the statistical analyses indicated that the best width of bars is 0.05 for histograms. The mean error is found to be ±0.042 for τ d /τ r of the flares detected from CR Dra. Although the error is close to the estimated width value of bars, the mean error is lower. In addition, when the mean error computed over all 554 flares is ±0.026. In this case, the histograms are statistically acceptable.
The histograms demonstrated some definite results. First of all, most of the flares prefer the value of 1.0 or its multiples as positive integers. The incidence of them over 1672 flares is 23.09%. The incidence of the flares, which prefer the value of 0.5 or its multiples, such as 1.5, 2.5, 3.5, 4.5, etc., is 10.83%. The positive integers can be taken as the multiples of the value 0.5. In this case, the incidence of the flares, whose ratios of the decay time to rise time are 0.5 and its multiples, reach the value of 33.91% over 1672 U-band flares. However, as it is stated in the Section 3.2, the incidences are found a bit different from the analysis of each data set. This must be because of some small differences in the methods used to compute the flare time-scales, such as decay or rise times. In this project, all the parameters were computed with considering the quiescent level of the brightness of a star. These levels were computed from the part of the observations without any flares or any variations for each night separately. On the other hand, in the literature, the first points of the flare beginnings were taken as a quiescent level of the brightness of observed star in some studies. Unfortunately, the first point of the flares does not always indicate the quiescent level of the brightness. Taking the first points of the flare beginnings as a quiescent level comes some difference to computed decay and rise times. Using the data collected from different studies might cause a bit different incidences.
In the case of many flares, preferring the ratios as 0.5 and its multiples might be related with some parameters in the flare event process, which affect the flare time-scales such as the flare rise or decay times. The flare decay time (τ d ) is firmly correlated with B and n e , while the flare rise time (τ r ) is proportional to a larger ℓ and smaller B values (Temmer et al. 2001; Reeves & Warren 2002; Imanishi et al. 2003; Pandey & Singh 2008) . The magnetic loop length (ℓ) also depends on plasma electron density (n e ) and plasma temperature (Yokoyama & Shibata 1998; Shibata & Yokoyama 1999; Shibata & Yokoyama 2002; Yamamoto et al. 2002) . As it is seen, the preferred ratios of the decay times to rise times is mainly related with the electron density (n e ) in the flaring loop and quite a bit with magnetic field strength (B) of the loop. In fact, with some assumptions, Imanishi et al. (2003) has shown the relations between flare time-scales (flare decay and rise times) and plasma electron density (n e ) and the reconnection factor (M A ) with Equations (A5) and (A8) given by them.
It is seen from Figures 5, 6 and 7, there are two type flares. One of them is the flares discussed above, which are shown by filled and open circles in the figures. Other type flares are shown by small points in the figures, which are neither the multiples of 1.0 nor the multiples of 0.5. These two types must be the slow and fast flare types (Gurzadian 1988) . Gurzadian (1988) indicated that thermal processes are dominant in the processes of slow flares, which are 95% of all flares observed in UV Ceti type stars. Non-thermal processes are dominant in the processes of fast flares. In fact, the τ r and τ d parameters of the fast flares can take random values according to themselves (Gurzadian 1988; Dal & Evren 2010) . Thus, the small points, whose ratios are neither the multiples of 1.0 nor the multiples of 0.5, must indicate the fast flares.
Consequently, the distribution of the number of flares versus the ratio demonstrates that (1) the number of observed flares gets maximum in the ratio, which are 0.5 or its multiples, and especially positive integers. As a result of this, τ d /τ r is usually equal to 0.5 or its multiples, and mostly a positive integer.
(2) The flare numbers are dramatically decreasing toward the larger values of the ratio. (3) Some flares do not prefer specific values of the ratio, thus their ratios of the decay times to rise times are neither the multiples of 1.0 nor the multiples of 0.5. (4) The thermal processes might be dominant in the processes of the flares preferring specific ratios, while non-thermal processes might be dominant in the others. Fig. 2 . Two samples for computing of the flare parameters. In both figures, the filled-black circles represent observations in the quiescent level of the brightness. The blue-squares represent the impulsive phase of the flares, while the red-diamonds represent the main (decay) phases of the flares. The black lines (f 1 (x) and g 1 (x)) represent the linear fits of the observations in the quiescent level, while the blue lines (f 2 (x) and g 2 (x)) represent the linear fits of the observations in the impulsive phase. The red lines (f 3 (x) and g 3 (x)) represent the polynomial fits of the decay phases of the flares. 
