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NONCOMMUTATIVE DIFFERENTIALS ON POISSON-LIE
GROUPS AND PRE-LIE ALGEBRAS
SHAHN MAJID AND WEN-QING TAO
Abstract. We show that the quantisation of a connected simply-connected
Poisson-Lie group admits a left-covariant noncommutative differential struc-
ture at lowest deformation order if and only if the dual of its Lie algebra
admits a pre-Lie algebra structure. As an example, we find a pre-Lie algebra
structure underlying the standard 3D differential structure on Cq [SU2]. At the
noncommutative geometry level we show that the enveloping algebra U(m) of
a Lie algebra m, viewed as quantisation of m∗, admits a connected differen-
tial exterior algebra of classical dimension if and only if m admits a pre-Lie
algebra structure. We give an example where m is solvable and we extend the
construction to tangent and cotangent spaces of Poisson-Lie groups by using
bicross-sum and bosonisation of Lie bialgebras. As an example, we obtain
6D left-covariant differential structures on the bicrossproduct quantum group
C[SU2]I/Uλ(su∗2).
1. Introduction
It is well-known following Drinfeld[9] that the semiclassical objects underlying quan-
tum groups are Poisson-Lie groups. This means a Lie group together with a Poisson
bracket such that the group product is a Poisson map. The infinitesimal notion of
a Poisson-Lie group is a Lie bialgebra, meaning a Lie algebra g equipped with a
‘Lie cobracket’ δ : g → g ⊗ g forming a Lie 1-cocycle and such that its adjoint
is a Lie bracket on g∗. Of the many ways of thinking about quantum groups,
this is a ‘deformation’ point of view in which the coordinate algebra on a group is
made noncommutative, with commutator controlled at lowest order by the Poisson
bracket.
In recent years, the examples initially provided by quantum groups have led to a
significant ‘quantum groups approach’ to noncommutatuve differential geometry in
which the next layers of geometry beyond the coordinate algebra are considered,
and often classified with the aid of quantum group symmetry. The most important
of these is the differential structure (also known as the differential calculus) on
the coordinate algebra, expressed normally as the construction of a bimodule Ω1
of ‘1-forms’ over the (possibly noncommutative) coordinate algebra A and a map
d : A→ Ω1 (called the exterior derivation) satisfying the Leibniz rule. Usually, Ω1
is required to be spanned by elements of the form adb where a, b ∈ A. This is then
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typically extended to a differential graded algebra (Ω,d) of all degrees where Ω is
formulated as a graded algebra Ω = ⊕i≥0Ωi generated by Ω0 = A,Ω1, and d is a
degree one map such that d2 = 0 and the ‘super-Leibniz rule’ holds, namely d(ξη) =
(dξ)η+ (−1)nξdη for all ξ ∈ Ωn, η ∈ Ω. The semiclassical version of what this data
means at the Poisson level is known to be a Poisson-compatible preconnection (or
‘Lie-Rinehart connection’, see Remark 2.2). The systematic analysis in [1] found, in
particular, a no-go theorem proving the non-existence of a left and right translation-
covariant differential structure of classical dimension on standard quantum group
coordinate algebras Cq[G] when G is the connected and simply connected Lie group
of a complex semisimple Lie algebra g. In [2] was a similar result for the non-
existence of ad-covariant differential structures of classical dimension on enveloping
algebras of semisimple Lie algebras. Such results tied in with experience at the
algebraic level, where one often has to go to higher dimensional Ω1, and [1, 2]
also provided an alternative, namely to consider nonassociative exterior algebras
corresponding to preconnections with curvature. This has been taken up further in
[4].
The present paper revisits the analysis focusing more clearly on the Lie algebraic
structure. For left-covariant differentials on a connected and simply connected
Poisson-Lie group, we find (Corollary 4.2) that the semiclassical data exists if and
only if the dual Lie algebra g∗ of the Lie algebra g admits a so-called pre-Lie struc-
ture Ξ : g∗ ⊗ g∗ → g∗. Here a pre-Lie structure is a product obeying certain
axioms such that the commutator is a Lie algebra, such objects also being called
left-symmetric or Vinberg algebras, see [8] and [7] for two reviews. Our result has
no contradiction to g semisimple and includes quantum groups such as Cq[SU2],
where we exhibit the pre-Lie structure that corresponds its known 3D calculus in
[20]. Even better, the duals g∗ for all the quantum groups Cq[G] are known to
be solvable[12] and it may be that all solvable Lie algebras admit pre-Lie algebra
structures, a question posed by Milnor, see [7]. This suggests for the first time
a systematic route to the construction of left-covariant differential calculi for all
Cq[G], currently an unsolved problem. We build on the initial analysis of this
example in [1]. Next, for the calculus to be both left and right covariant (i.e., bico-
variant), we find an additional condition (4.6) on Ξ which we relate to infinitesimal
or Lie-crossed modules with the coadjoint action, see Theorems 3.1 and 4.1.
The paper also covers in detail the important case of the enveloping algebra U(m) of
a Lie algebra m, viewed as quantisation of m∗. This is a Hopf algebra so, trivially,
a quantum group, and our theory applies with g = m∗ an abelian Poisson-Lie
group with its Kirillov-Kostant Poisson bracket. In fact our result in this example
turns out to extend canonically to all orders in deformation theory, not just the
lowest semiclassical order. We show (Proposition 4.4) that U(m) admits a connected
bicovariant differential exterior algebra of classical dimension if and only if m admits
a pre-Lie structure. The proof builds on results in [17]. We do not require ad-
invariance but the result excludes the case that m is semisimple since semisimple Lie
algebras do not admit pre-Lie structures [5]. The m that are allowed do, however,
include solvable Lie algebras of the form [xi, t] = xi which have been extensively
discussed for the structure of ‘quantum spacetime’ (here xi, t are now viewed as
space and time coordinates respectively), most recently in [3]. In the 2D case
we use the known classification of 2-dimensional pre-Lie structures over C in [6]
to classify all possible left-covariant differential structures of classical dimension.
This includes the standard calculus previously used in [3] as well as some other
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differential calculi in the physics literature [19]. The 4D case and its consequences
for quantum gravity are explored in our related paper [18].
We then apply our theory to the quantisation of the tangent bundle and cotangent
bundle of a Poisson-Lie group. In Section 5, we recall the use of the Lie bialgebra
g of a Poisson-Lie group G to construct the tangent bundle as a bicrossproduct
of Poisson-Lie groups and its associated ‘bicross-sum’ of Lie bialgebras [14]. Our
results (see Theorem 5.6) then suggest a full differential structure, not only at
semiclassical level, on the associated bicrossproduct quantum groups C[G]I/Uλ(g∗)
in [12, 13, 14]. We prove this in Proposition 5.7 and give C[SU2]I/Uλ(su∗2) in detail.
Indeed, these bicrossproduct quantum groups were exactly conceived in the 1980s
as quantum tangent spaces of Lie groups. In Section 6, we use a pre-Lie structure
on g∗ to make g into a braided-Lie biaglebra [15] (Lemma 6.1). The Lie bialgebra of
the cotangent bundle becomes a ‘bosonisation’ in the sense of [15] and we construct
in some cases a natural preconnection for the semiclassical differential calculus. As
before, we cover abelian Lie groups with the Kirillov-Kostant Poisson bracket and
a restricted class of quasitriangular Poisson-Lie groups as examples.
Most of the work in the paper is at the semiclassical level but occasionally we have
results about differentials at the Hopf algebra level as in [20], building on our recent
work [17]. We recall that a Hopf algebra A is an algebra equipped with a compatible
coalgebra and an ‘antipode’ S in the role of inverse. We denote the coproduct
∆ : A → A⊗ A by the Sweedler notation ∆a = a(1) ⊗ a(2). A differential calculus
(Ω1,d) on a Hopf algebra is called left-covariant if Ω1 is a left A-comodule with
coaction ∆L : Ω
1 → A⊗Ω1 satisfying ∆L(adb) = a(1)b(1)⊗a(2)db(2) for all a, b ∈ A.
Similarly for a right-covariant calculus with structure map ∆R : Ω
1 → Ω1 ⊗ A
satisfying ∆R(adb) = a(1)db(1) ⊗ a(2)b(2). A calculus is bicovariant if it is both
left and right covariant. A left covariant calculus can always be put in the form
Ω1 = A⊗Λ1 as a left A-module, where Λ1 is the space of invariants under the left
coaction, and in the bicovariant case extends canonically to a differential graded
algebra Ω [20].
2. Preliminaries
2.1. Deformation of noncommutative differentials. We follow the setting in
[1]. Let M be a smooth manifold and consider the deformation of the coordi-
nate algebra C∞(M) by replacing the usual commutative point-wise multiplication
(usually omitted) with a new multiplication • of the form a • b = ab+O(λ) for all
a, b ∈ C∞(M). The noncommutativity of the new product can be expressed in a
bracket { , } : C∞(M) ⊗ C∞(M) → C∞(M) defined by [a, b]• = a • b − b • a =
λ{a, b}+O(λ2). We assume that we are working in a deformation setting where we
can equate order by order in λ. Then it is well-known that the new product • is
associative up to order O(λ2) if and only if the bracket { , } is a Poisson bracket.
We denote the associated bivector by pi, so {a, b} = pi(da,db).
In the same spirit, however, one can likewise consider the deformation of differential
forms. The n-forms Ωn(M) and exterior algebra Ω(M) are identified with their
classical counterparts as vector spaces. But now Ω1(M) is equipped with new
left/right actions a•τ = aτ +O(λ) and τ •a = τa+O(λ). The deformed derivation
d• : Ωn(M) → Ωn+1(M) is of the form d•a = da + O(λ). Define a linear map
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γ : C∞(M)⊗ Ω1(M)→ Ω1(M) by
a • τ − τ • a = [a, τ ]• = λγ(a, τ) +O(λ2).
It was shown in [10, 1] that Ω1(M) with new left/right actions to be a (C∞(M), •)-
bimodule up to order O(λ2) requires the associated map γ to satisfy
γ(ab, τ) = γ(a, τ)b+ aγ(b, τ),(2.1)
γ(a, bτ) = bγ(a, τ) + {a, b}τ.(2.2)
If d• is a derivation up to order O(λ2), then γ should also satisfy
(2.3) d{a, b} = γ(a,db)− γ(b,da),
where d : C∞(M)→ Ω1(M) is the usual exterior derivation.
Definition 2.1. Any map γ : C∞(M)⊗Ω1(M)→ Ω1(M) satisfying (2.1) and (2.2)
is called a preconnection on M . A preconnection γ is said to be Poisson-compatible
if (2.3) also holds.
Such preconnections can arise by pull back along the map that associates a Hamil-
tonian vector fields aˆ = {a,−} to a function a ∈ C∞(M), i.e. γ(a,−) = ∇aˆ for a
covariant derivative defined at least along Hamiltonian vector fields, in which case
the remaining (2.3) appears as a constraint on its torsion. From the analysis above,
we see that a Poisson-compatible preconnection controls the noncommutativity of
functions and 1-forms, and thus plays a vital role in deforming a differential graded
algebra Ω(M) at lowest order, parallel to the Poisson bracket for C∞(M) at lowest
order.
Remark 2.2. As pointed out by the referee, a Poisson-compatible preconnection
in Definition 2.1 can be seen as an example of a Lie-Rinehart connection cf. [11].
If M is a Poisson manifold then the pair (C∞(M),Ω1(M)) forms a Lie-Rinehart
algebra with Ω1(M) a Lie algebra by [da,db] = d{a, b} for all a, b ∈ C∞(M), where
(Ω1(M), [ , ]) acts on C∞(M) by (da).b = pi(da,db) = {a, b} for all a, b ∈ C∞(M).
In this context we can consider a preconnection as a covariant derivative ∇η along
1-forms η ∈ Ω1 by ∇da = γ(a,−) extended C∞(M)-linearly, i.e. a Lie-Rinehart
connection in this context. Here (2.2) appears as the connection property ∇η(aτ) =
pi(η,da)τ + a∇ητ while (2.3) appears as the further property [η, τ ] = ∇ητ − ∇τη
for all η, τ ∈ Ω1(M).
2.2. Poisson-Lie groups and Lie bialgebras. Throughout the paper, we mainly
work over a Poisson-Lie group G and its Lie bialgebra g. By definition, the Poisson
bracket { , } : C∞(G) ⊗ C∞(G) → C∞(G) is determined uniquely by a so-called
Poisson bivector pi = pi(1)⊗pi(2), i.e., {a, b} = pi(1)(da)pi(2)(db). Then g is a Lie bial-
gebra with Lie cobracket δ : g→ g⊗g given by δ(x) = ddtpi(1)(g)g−1⊗pi(2)(g)g−1|t=0
where g = exp tx ∈ G for any x ∈ g. The map δ is a Lie 1-cocycle with respect
to the adjoint action, and extends to group 1-cocycles D(g) = (Rg−1)∗pi(g) with
respect to the left adjoint action and D∨(g) = (Lg−1)∗pi(g) with respect to the right
adjoint action respectively. Here D∨ and D are related by D∨(g) = Adg−1D(g)
and thus equivalent. We recall that a left group cocycle property means
D(uv) = D(u) + Adu(D(v)), ∀u, v ∈ G, D(e) = 0.
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When G is connected and simply connected, one can recover D for a given δ by
solving
dD(x˜)(g) = Adg(δx), D(e) = 0,
where x˜ is the left-invariant vector field corresponding to x ∈ g. We then recover
the Poisson bracket by pi(g) = Rg∗(D(g)) for all g ∈ G. These notions are due to
Drinfeld and an introduction can be found in [14].
For convenience, we recall that a left g-module over a Lie algebra g is a vector space
V together with a linear map . : g⊗V → V such that [x, y].v = x.(y.v)−y.(x.v)
for all x, y ∈ g, v ∈ V. Dually, a left g-comodule over a Lie coalgebra (g, δ) is a
vector space V together with a linear map α : V → g⊗ V such that (δ ⊗ id) ◦ α =
((id− τ)⊗ id) ◦ (id⊗ δ) ◦α. Over a Lie bialgebra (g, [ , ], δ), a left g-crossed module
(V, ., α) is both a left g-module (V, .) and a left g-comodule (V, α) such that
α(x.v) = ([x, ]⊗ id + id⊗ x.)α(v) + δ(x).v
for any x ∈ g, v ∈ V. In the case of g finite-dimensional, the notion of a left g-
crossed module is equivalent to a left g-module (V, .) that admits a left g∗op-action
.′ satisfying
(2.4) φ(1).
′v〈φ(2), x〉+ x(1).v〈φ, x(2)〉 = x.(φ.′v)− φ.′(x.v)
for any x ∈ g, φ ∈ g∗ and v ∈ V, where the left g∗op-action .′ corresponds to the left
g-coaction α above via φ.′v = 〈φ, v(1)〉v(2) with α(v) = v(1)⊗ v(2). Therefore, a left
g-crossed module is precisely a left D(g)-module, where D(g) is the Drinfeld double
of g, cf. [14]. For brevity, we call a left g-module V with linear map .′ : g∗⊗V → V
(not necessarily an action) such that (2.4) holds, a left almost g-crossed module.
2.3. Left-covariant preconnections. The algebra of functions on a Poisson-Lie
group G typically deforms to a noncommutative Hopf algebra A and a semiclassical
analysis of the covariance of a differential structure was initiated in [1] in terms of
preconnection γ. By definition, a preconnection γ is said to be left-covariant (right-
covariant, or bicovariant) if the associated differential calculus on (C∞(G), •) is
left-covariant (right-covariant, or bicovariant) over (C∞(G), •) up to O(λ2). [1,
Lemma 4.3] gives a precise characterisation of this in terms of a map Ξ as follows.
We first explain the notations used in [1]. We recall that there is a one-to-one
correspondence between 1-forms Ω1(G) and C∞(G, g∗) the set of smooth sections
of the trivial g∗ bundle. For any 1-form τ , define τ˜ ∈ C∞(G, g∗) by letting τ˜g =
L∗g(τg). Conversely, any s ∈ C∞(G, g∗) defines an 1-form (denoted by sˆ) by setting
sˆg = L
∗
g−1(s(g)). In particular, we know da ∈ Ω1(G), d˜a ∈ C∞(G, g∗) for any
a ∈ C∞(G). Denote d˜a by Lˆa, then 〈Lˆa(g), v〉 = 〈d˜a(g), v〉 = 〈L∗g((da)g), v〉 =
〈(da)g, (Lg)∗v〉 = (Lg)∗(v)a, which is the directional derivation of a with respect to
v ∈ g at g.
Using above notations, a preconnection γ can now be rewritten on g∗-valued func-
tions as γ˜ : C∞(G) × C∞(G, g∗) → C∞(G, g∗) by letting γ˜(a, τ˜) = γ˜(a, τ). Note
that for any φ, ψ ∈ g∗ and g ∈ G, there exist a ∈ C∞(G), s ∈ C∞(G, g∗) such that
Lˆa(g) = φ and s(g) = ψ. One can define a map Ξ˜ : G× g∗ × g∗ → g∗ by
γ˜(a, s)(g) = {a, s}(g) + Ξ˜(g, Lˆa(g), s(g)).
For brevity, the notation for the Poisson bracket is extended to include g∗ valued
function by {a, s} = pi(1)(da)Lpi(2)(sˆ), where L means Lie derivation.
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It was shown in [1, Proposition 4.5] that a preconnection γ is left-covariant if and
only if Ξ˜(gh, φ, ψ) = Ξ˜(h, φ, ψ) for any g, h ∈ G, φ, ψ ∈ g∗. Hence for a left-covariant
preconnection the map Ξ˜ defines a map Ξ : g∗ ⊗ g∗ → g∗ by Ξ(φ, ψ) = Ξ˜(e, φ, ψ)
and conversely, given Ξ : g∗ ⊗ g∗ → g∗,
(2.5) γ˜(a, s)(g) = {a, s}(g) + Ξ(Lˆa(g), s(g)).
defines the corresponding left-covariant preconnection γ. In addition, it is shown
in [1, Proposition 4.6] that a left-covariant preconnection is Poisson-compatible if
and only if the corresponding Ξ obeys
(2.6) Ξ(φ, ψ)− Ξ(ψ, φ) = [φ, ψ]g∗ .
for all φ, ψ ∈ g∗.
Based on these results, we can write down a formula for the preconnection γ in
coordinates. Let {ei} be a basis of g and {f i} be the dual basis of g∗. Denote {ωi}
the basis of left–invariant 1-forms that is dual to {∂i} the left-invariant vector fields
(generated by {ei}) of G. Then the Maurer-Cartan form is
ω =
∑
i
ωiei ∈ Ω1(G, g).
For any η =
∑
i ηiω
i ∈ Ω1(G) with ηi ∈ C∞(G), we know η corresponds to η˜ =∑
i ηif
i ∈ C∞(G, g∗). On the other hand, any s = ∑i sif i ∈ C∞(G, g∗) with
si ∈ C∞(G) corresponds to ŝ =
∑
i siω
i ∈ Ω1(G). In particular, d˜a = ∑i(∂ia)f i.
For any a ∈ C∞(G) and τ = ∑i τiωi ∈ Ω1(G), we know {a, τ˜} = ∑i{a, τi}f i
and Ξ(d˜a(g), τ˜(g)) = Ξ(
∑
i(∂ia)(g)f
i,
∑
j τj(g)f
j) =
∑
i,j(∂ia)(g)τj(g)Ξ(f
i, f j) =∑
i,j,k(∂ia)(g)τj(g)〈Ξ(f i, f j), ek〉fk, namely
γ˜(a, τ˜) =
∑
k
{a, τk}+∑
i,j
(∂ia)τj〈Ξ(f i, f j), ek〉
 fk.
If we write Ξijk = 〈Ξ(f i, f j), ek〉 (or Ξ(f i, f j) =
∑
k Ξ
ij
k f
k) for any i, j, k, then we
have
(2.7) γ(a, τ) =
∑
k
{a, τk}+∑
i,j
Ξijk (∂ia)τj
ωk.
In particular, we have a more handy formula
(2.8) γ(a, ωj) =
∑
i,k
(∂ia)〈Ξ(f i, f j), ek〉ωk =
∑
i,k
Ξijk (∂ia)ω
k, ∀ j.
3. Bicovariant preconnections
At the Poisson-Lie group level, it was shown in [1, Theorem 4.14] that γ is bico-
variant if and only if
(3.1) Ξ(φ, ψ)−Ad∗g−1Ξ(Ad∗gφ,Ad∗gψ) = φ(g−1pi(1)(g))ad∗g−1pi(2)(g)ψ,
for all g ∈ G and φ, ψ ∈ g∗. We now give a new characterisation in terms of Lie
bialgebra-level data.
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Theorem 3.1. Let G be a connected and simply connected Poisson-Lie group. A
left-covariant preconnection on G determined by Ξ : g∗ ⊗ g∗ → g∗ is bicovariant if
and only if (ad∗,−Ξ) makes g∗ into a left almost g-crossed module, or explicitly,
(3.2) ad∗xΞ(φ, ψ)− Ξ(ad∗xφ, ψ)− Ξ(φ, ad∗xψ) = φ(x(1))ad∗x(2)(ψ),
for all x ∈ g, φ, ψ ∈ g∗, where δ(x) = x(1) ⊗ x(2). This is equivalent to
(3.3) δg∗Ξ(φ, ψ)− Ξ(φ(1), ψ)⊗ φ(2) − Ξ(φ, ψ(1))⊗ ψ(2) = ψ(1) ⊗ [φ, ψ(2)]g∗
for all φ, ψ ∈ g∗.
Proof. We first show the ‘only if’ part. To obtain the corresponding formula at
the Lie algebra level for (3.1), we substitute g with exp tx and differentiate at
t = 0. Notice that ddtAd
∗(exp tx)|t=0 = ad∗x and Ad∗(exp tx)|t=0 = idg∗ . This gives
(3.2) as stated, where δ(x) = x(1) ⊗ x(2) = ddtg−1P (g)|t=0 when g = exp tx. Now
denote ad∗x by x. and −Ξ(φ, ) = φ., the left g∗op-action, then the left hand side
of (3.2) becomes −x.(φ.ψ) + φ(1).ψ〈φ(2), x〉+ φ.(x.ψ), while the right hand side
is φ(x(1))ad
∗
x(2)
(ψ) = −φ(x(2))ad∗x(1)(ψ) = −x(1).ψ〈φ, x(2)〉. Hence (3.2) is the
content of
φ(1).ψ〈φ(2), x〉+ x(1).ψ〈φ, x(2)〉 = x.(φ.ψ)− φ.(x.ψ)
in our case, i.e. that g∗ is a left almost g-crossed module under (ad∗,−Ξ).
Conversely, we can exponentiate x near zero, and solve the ordinary differential
Equation (3.2) near g = e. It has a unique solution (3.1) near the identity. Since
the Lie group G is connected and simply connected, one can show that (3.1) is valid
on the whole group.
Notice that ad∗xφ = φ(1)〈φ(2), x〉 for any x ∈ g, φ ∈ g∗, so the left hand side of (3.2)
becomes −Ξ(φ, ψ)(1)〈Ξ(φ, ψ)(2), x〉 − Ξ(φ(1), ψ)〈φ(2), x〉 − Ξ(φ, ψ(1))〈ψ(2), x〉, while
the right hand side of (3.2) is φ(x(1))ψ(1)〈ψ(2), x(2)〉 = ψ(1)〈[φ, ψ(2)]g∗ , x〉, thus (3.2)
is equivalent to (3.3) by using the duality pairing between g and g∗. 
4. Flat preconnections
As in [1], the curvature of a preconnection γ is defined on Hamiltonian vector fields
xˆ = {x,−} by
R(x, y)τ = γ(x, γ(y, τ))− γ(y, γ(x, τ))− γ({x, y}, τ), ∀τ ∈ Ω1(G),
which agrees with the covariant derivative curvature along Hamiltonian vector fields
xˆ, yˆ when this applies, on noting that [xˆ, yˆ] = {̂x, y}. The curvature of a preconnec-
tion reflects the obstruction to the Jacobi identity on any functions x, y and 1-form
τ up to third order, namely
[x, [y, τ ]•]• + [y, [τ, x]•]• + [τ, [x, y]•]• = λ2R(xˆ, yˆ)(τ) +O(λ3).
This is the deformation-theoretic meaning of curvature in this context. We say a
preconnection is flat if its curvature is zero. This takes a similar form in terms of
γ˜, namely
(4.1) γ˜(x, γ˜(y, s))− γ˜(y, γ˜(x, s))− γ˜({x, y}, s) = 0
for all x, y ∈ C∞(G) and s ∈ C∞(G, g∗).
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Theorem 4.1. Let G be a connected and simply connected Poisson-Lie group with
Lie algebra g and γ a Poisson-compatible left-covariant preconnection. (1) γ is flat
if and only if the corresponding map −Ξ is a right g∗-action (or left g∗op-action)
on g∗,
(4.2) Ξ([φ, ψ]g∗ , ζ) = Ξ(φ,Ξ(ψ, ζ))− Ξ(ψ,Ξ(φ, ζ)), ∀ φ, ψ, ζ ∈ g∗.
(2) γ is bicovariant and flat if and only (ad∗,−Ξ) makes g∗ a left g-crossed module.
Proof. Let γ be a Poisson-compatible left-covariant preconnection on a Poisson-Lie
group G. Firstly, we can rewrite formula (4.1) in terms of Ξ : g∗ ⊗ g∗ → g∗. By
definition, the three terms in (4.1) become
γ˜(x, γ˜(y, s))(g) = {x, {y, s}}(g) + {x,Ξ(Lˆy(g), s(g))}+ Ξ(Lˆx(g), {y, s}(g))
+ Ξ(Lˆx(g),Ξ(Lˆy(g), s(g))),
γ˜(y, γ˜(x, s))(g) = {y, {x, s}}(g) + {y,Ξ(Lˆx(g), s(g))}+ Ξ(Lˆy(g), {x, s}(g))
+ Ξ(Lˆy(g),Ξ(Lˆx(g), s(g))),
and
γ˜({x, y}, s)(g) = {{x, y}, s}(g) + Ξ(Lˆ{x,y}(g), s(g)).
Canceling terms involving the Jacobi identity of a Poisson bracket, formula (4.1)
becomes
{x,Ξ(Lˆy(g), s(g))}+ Ξ(Lˆx(g), {y, s}(g)) + Ξ(Lˆx(g),Ξ(Lˆy(g), s(g)))
−{y,Ξ(Lˆx(g), s(g))} − Ξ(Lˆy(g), {x, s}(g))− Ξ(Lˆy(g),Ξ(Lˆx(g), s(g)))
= Ξ(Lˆ{x,y}(g), s(g)).
Note that since γ is Poisson-compatible, this implies
Lˆ{x,y}(g) = γ˜(x, Lˆy)(g)− γ˜(y, Lˆx)(g)
= {x, Lˆy}(g) + Ξ(Lˆx(g), Lˆy(g))− {y, Lˆx}(g)− Ξ(Lˆy(g), Lˆx(g)).
and {x,Ξ(Lˆy(g), s(g)} = Ξ({x, Lˆy}(g), s(g)) + Ξ(Lˆy(g), {x, s}(g)) by the derivation
property of {x,−}. In this case (4.1) is equivalent to
Ξ(Lˆx(g),Ξ(Lˆy(g), s(g)))− Ξ(Lˆy(g),Ξ(Lˆx(g), s(g)))
= Ξ(Ξ(Lˆx(g), Lˆy(g))− Ξ(Lˆy(g), Lˆx(g)), s(g)).
(4.3)
for all x, y ∈ C∞(G) and s ∈ C∞(G, g∗).
Now if γ is flat, we can evaluate this equation at the identity e of G, and for any
φ, ψ, ζ ∈ g∗, set φ = Lˆx(e), ψ = Lˆy(e) and ζ = s(e) for some x, y ∈ C∞(G), s ∈
C∞(G, g∗). Then (4.3) becomes
Ξ(Ξ(φ, ψ)− Ξ(ψ, φ), ζ) = Ξ(φ,Ξ(ψ, ζ))− Ξ(ψ,Ξ(φ, ζ)).
Use compatibility again, we get (4.2) as displayed. This also shows Ξ is a left
g∗-action on itself, or say, g∗ is a left g∗op-module via −Ξ.
Conversely, if g∗ is a left g∗op-module via . : g∗ ⊗ g∗ → g∗ and such that −φ.ψ +
ψ.φ = [φ, ψ]g∗ , i.e., (4.2) holds. This implies (4.3) for any x, y ∈ C∞(G), s ∈
C∞(G, g∗), which is equivalent to (4.1).
The second part of the theorem combines the first part with Theorem 3.1. 
DIFFERENTIALS ON POISSON-LIE GROUPS 9
4.1. Preconnections and pre-Lie algebras. Now we recall the notion of a left
pre-Lie algebra (also known as a Vinberg algebra or left symmetric algebra). An
algebra (A, ◦), not necessarily associative, with product ◦ : A ⊗ A → A is called a
(left) pre-Lie algebra if the identity
(4.4) (x ◦ y) ◦ z − (y ◦ x) ◦ z = x ◦ (y ◦ z)− y ◦ (x ◦ z).
holds for all x, y, z ∈ A. From the definition, every associative algebra is a pre-Lie
algebra and meanwhile every pre-Lie algebra (A, ◦) admits a Lie algebra structure
(denoted by gA) with Lie bracket given by
(4.5) [x, y]gA := x ◦ y − y ◦ x
for all x, y ∈ A. The Jacobi identity of [ , ]gA holds automatically due to (4.4).
With this in mind, we can rephrase Theorem 3.1 and 4.1 as follows.
Corollary 4.2. A connected and simply connected Poisson-Lie group G with Lie
algebra g admits a Poisson-compatible left-covariant flat preconnection if and only
if (g∗, [ , ]g∗) admits a pre-Lie structure Ξ. Moreover, such left-covariant precon-
nection is bicovariant if and only if Ξ in addition obeys
δg∗Ξ(φ, ψ)− Ξ(φ, ψ(1))⊗ ψ(2) − ψ(1) ⊗ Ξ(φ, ψ(2))
= Ξ(φ(1), ψ)⊗ φ(2) − ψ(1) ⊗ Ξ(ψ(2), φ)
(4.6)
for all φ, ψ ∈ g∗.
Proof. The first part is shown by (2.6) and (4.2). For the bicovariant case, the
addition condition on Ξ is (3.3). Using compatibility and rearranging terms, we
know that (3.3) is equivalent to (4.6) as displayed. 
Example 4.3. Let m be a finite-dimensional Lie algebra and G = m∗ be an abelian
Poisson-Lie group with its Kirillov-Kostant Poisson-Lie group structure {x, y} =
[x, y] for all x, y ∈ m ⊂ C∞(m∗) or S(m) in an algebraic context. By Corollary 4.2,
this admits a Poisson-compatible left-covariant flat preconnection if and only if m
admits a pre-Lie algebra structure ◦. This preconnection is always bicovariant as
(4.6) vanishes when Lie algebra m∗ is abelian (δm = 0). Then (2.7) with Ξ = ◦
implies
γ(x, dy) = d(x ◦ y), ∀x, y ∈ m.
(Note that d˜y is a constant-valued function in C∞(G,m), so {x, d˜y} ≡ 0 and
γ˜(x, d˜y) = Ξ(x, y).)
In fact the algebra and its calculus in this example work to all orders. Thus the
quantisation of C∞(m∗) is Uλ(m) defined as a version of the enveloping algebra
with relations xy − yx = λ[x, y] for all x, y ∈ m, where we introduce a deformation
parameter. If m has an underlying pre-Lie structure then the above results lead to
relations
[x, dy] = λd(x ◦ y), ∀x, y ∈ m
and one can check that this works exactly and not only to order λ precisely as a
consequence of the pre-Lie algebra axiom. The full result here is:
Proposition 4.4. Let m be a finite dimensional Lie algebra over a field k of char-
acteristic zero. Then connected bicovariant calculi Ω1 of classical dimension (i.e.
dim Λ1 = dimm) on the enveloping algebra U(m) are in one-to-one correspondence
with pre-Lie structures on m.
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Proof. A differential calculus is said to be connected if ker d = k1 (as for a connected
manifold classically). It is clear from [17, Proposition 2.11, Proposition 4.7] that
bicovariant differential graded algebras on U(m) with left-invariant 1-forms m as
a vector space correspond to 1-cocycle Z1/(m,m) that extends to a surjective right
m-module map ω : U(m)+ → m. Here the derivation d : U(m) → Ω1(U(m)) =
U(m) ⊗ m is given by da = a(1) ⊗ ω(pi(a(2))) for any a ∈ U(m). Suppose that ω is
such a map, we take ζ = ω|m ∈ Z1/(m,m). For any x ∈ m such that ζ(x) = 0, we
have dx = 1⊗ ω(x) = 0, then ker d = k1 implies x = 0, so ζ is an injection hence a
bijection as m is finite dimensional. Now we can define a product ◦ : m⊗m→ m by
x ◦ y = −ζ−1(ζ(y)/x). The 1-cocycle property ζ([x, y]) = ζ(x)/y − ζ(y)/x implies
[x, y] = ζ−1(ζ(x)/y − ζ(y)/x) = −y ◦ x + x ◦ y for all x, y ∈ m. Hence this makes
m into a left pre-Lie algebra as [x, y] ◦ z = −ζ−1(ζ(z)/[x, y]) = ζ−1((ζ(z)/y)/x) −
ζ−1((ζ(z)/x)/y) = x ◦ (y ◦ z)− y ◦ (x ◦ z).
Conversely, if m admits a left pre-Lie structure ◦, then y/x = −x ◦ y makes m
into a right m-module and ζ = idm the identity map becomes a bijective 1-cocycle
in Z1/(m,m). The extended map ω : U(m)
+ → m and the derivation d : U(m) →
U(m) ⊗ m are given by ω(x1x2 · · ·xn) = ((x1/x2) · · · /xn) for any x1x2 · · ·xn ∈
U(m)+ and
d(x1x2 · · ·xn) =
n−1∑
p=0
∑
σ∈Sh(p,n−p)
xσ(1) · · ·xσ(p) ⊗ ω(xσ(p+1) · · ·xσ(n))
for any x1x2 · · ·xn ∈ U(m) respectively. We need to show that ker d = k1. On one
hand, k1 ⊆ ker d, as d(1) = 0. On the other hand, denote by Un(m) the subspace
of U(m) generated by the products x1x2 · · ·xp, where x1, . . . , xp ∈ m and p ≤ n.
Clearly, U0 = k1, U1(m) = k1 ⊕ m, Up(m)Uq(m) ⊆ Up+q(m) and thus (Un(m))n≥0
is a filtration of U(m). In order to show ker d ⊆ k1, it suffices to show that the
intersection
(ker d) ∩ Un(m) = k1 for any integer n ≥ 0.
We prove by induction on n ≥ 0. It is obvious for n = 0, and true for n = 1, as for
any v =
∑
i xi ∈ (ker d)∩m, 0 = dv =
∑
i 1⊗ω(xi) =
∑
i 1⊗xi implies v =
∑
i xi =
0. Suppose that (ker d) ∩ Un−1(m) = k1 for n ≥ 2. For any v ∈ (ker d) ∩ Un(m),
without loss of generality, we can write v =
∑
i xi1xi2 · · ·xin + v′, where xij ∈ m
and v′ is an element in Un−1(m). We have
dv =
∑
i
1⊗ ω(xi1 · · ·xin) +
∑
i
n∑
j=1
xi1 · · ·xi(j−1) x̂ijxi(j+1) · · ·xin ⊗ xij
+
∑
i
n−2∑
r=1
∑
σ∈Sh(r,n−r)
xiσ(1) · · ·xiσ(r) ⊗ ω(xiσ(r+1) · · ·xiσ(n)) + dv′.
We denote the elements uij := xi1 · · ·xi(j−1) x̂ijxi(j+1) · · ·xin ∈ Un−1(m) for any
i, 1 ≤ j ≤ n. Except the term ∑i∑nj=1 uij ⊗ xij , all the summands in dv lie
in Un−2(m) ⊗ m, thus
∑
i
∑n
j=1 uij ⊗ xij also lies in Un−2(m) ⊗ m as dv = 0.
This implies
∑
i
∑n
j=1 uijxij = v
′′ for some element v′′ ∈ Un−1(m). Rearrange this
and add (n − 1)’s copies of ∑i uinxin = ∑i xi1xi2 · · ·xin on both sides, we get
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n
∑
i(xi1 · · ·xin) =
∑
i
∑n−1
j=1 xi1 · · ·xi(j−1) [xij , xij+1 · · ·xin ] + v′′, therefore
v =
1
n
∑
i
n−1∑
j=1
xi1 · · ·xi(j−1) [xij , xij+1 · · ·xin ] +
1
n
v′′ + v′ ∈ Un−1(m).
Thus, we see that v actually lies in (ker d)∩Un−1(m) hence v ∈ k1 by assumption.
Hence (ker d) ∩ Un(m) = k1 for any n ≥ 0, which completes the proof. 
We apply this to Uλ(m). Because the Hopf algebra here is cocommutative, the
canonical extension to a DGA is by the classical exterior or Grassmann algebra on
Λ1 = m with dΛ1 = 0. To make contact with real classical geometry in the rest of
the paper, the standard approach in noncommutative geometry is to work over C
with complexified differential forms and functions and to remember the ‘real form’
by means of a ∗-involution. We recall that a differential graded algebra over C is
called a ∗-DGA if it is equipped with a conjugate-linear map ∗ : Ω → Ω such that
∗2 = id, (ξ ∧ η)∗ = (−1)|ξ||η|η∗ ∧ ξ∗ and d(ξ∗) = (dξ)∗ for any ξ, η ∈ Ω. Let m be a
real pre-Lie algebra, i.e., there is a basis {ei} of m with real structure coefficients.
Then this is also a real form for m as a Lie algebra. In this case e∗i = ei extends
complex-linearly to an involution ∗ : m→ m which then makes Ω(Uλ(m)) as ∗-DGA
if λ∗ = −λ, i.e., if λ is imaginary. If we want λ real then we should take e∗i = −ei.
Example 4.5. Let b be the 2-dimensional complex nonabelian Lie algebra defined
by [x, t] = x. It admits [6] five families of mutually non-isomorphic pre-Lie algebra
structures over C, which are
b1,α : t ◦ x = −x, t ◦ t = αt;
b2,β 6=0 : x ◦ t = βx, t ◦ x = (β − 1)x, t ◦ t = βt;
b3 : t ◦ x = −x, t ◦ t = x− t;
b4 : x ◦ x = t, t ◦ x = −x, t ◦ t = −2t;
b5 : x ◦ t = x, t ◦ t = x+ t,
where α, β ∈ C. (Here b1,0 ∼= b2,0, so let β 6= 0.) Thus there are five families of
bicovariant differential calculi over Uλ(b):
Ω1(Uλ(b1,α)) : [t, dx] = −λdx, [t,dt] = λαdt;
Ω1(Uλ(b2,β 6=0)) : [x, dt] = λβdx, [t, dx] = λ(β − 1)dx, [t,dt] = λβdt;
Ω1(Uλ(b3)) : [t, dx] = −λdx, [t,dt] = λdx− λdt;
Ω1(Uλ(b4)) : [x, dx] = λdt, [t, dx] = −λdx, [t, dt] = −2λdt;
Ω1(Uλ(b5)) : [x, dt] = λdx, [t, dt] = λdx+ λdt.
All these examples are ∗-DGA’s with x∗ = x and t∗ = t when λ∗ = −λ as {x, t}
is a real form of the relevant pre-Lie algebra. We also need for this that α, β are
real. The further noncommutative geometry b1,α and b2,β in 4D cases are studied
further in [18].
Example 4.6. For q ∈ C, q 6= 0, we recall that the Hopf algebra Cq[SL2] is, as an
algebra, a quotient of free algebra C〈a, b, c, d〉 modulo relations
ba = qab, ca = qac, db = qbd, dc = qcd, bc = cb,
ad− da = (q−1 − q)bc, ad− q−1bc = 1.
12 S. MAJID AND W.-Q. TAO
Writing the generators a, b, c, d as a single matrix, the coproduct, counit and an-
tipode of Cq[SL2] are given by
∆
(
a b
c d
)
=
(
a b
c d
)
⊗
(
a b
c d
)
, 
(
a b
c d
)
=
(
1 0
0 1
)
, S
(
a b
c d
)
=
(
d −qb
−q−1c a
)
,
where we understand ∆(a) = a⊗ a+ b⊗ c, (a) = 1, S(a) = d, etc. By definition,
the quantum group Cq[SU2] is Hopf algebra Cq[SL2] with q real and ∗-structure(
a∗ b∗
c∗ d∗
)
=
(
d −q−1c
−qb a
)
.
We used the conventions of [14] and refer there for the history, which is relevant
both to [20] and the Drinfeld theory[9].
On Cq[SU2], there is a connected left-covariant calculus Ω1(Cq[SU2]) in [20] with
basis, in our conventions,
ω0 = dda− qbdc, ω+ = ddb− qbdd, ω− = qadc− cda
of left-invariant 1-forms which is dual to the basis {∂0, ∂±} of left-invariant vector
fields generated by the Chevalley basis {H,X±} of su2 (so that [H,X±] = ±2X±
and [X+, X−] = H). The first order calculus is generated by {ω0, ω±} as a left
module while the right module structure is given by the bimodule relations
ω0f = q2|f |fω0, ω±f = q|f |fω±
for homogeneous f of degree |f | where |a| = |c| = 1, |b| = |d| = −1, and exterior
derivative
da = aω0 + q−1bω+, db = −q−2bω0 + aω−,
dc = cω0 + q−1dω+, dd = −q−2dω0 + cω−.
These extend to a differential graded algebra Ω(Cq[SU2]) that has same dimension
as classically. Moreover, it is a ∗-DGA with
ω0∗ = −ω0, ω+∗ = −q−1ω−, ω−∗ = −qω+.
Since Cq[SU2] and Ω(Cq[SU2]) are q-deformations, from Corollary 4.2, these must
be quantised from some pre-Lie algebra structure of su∗2, which we now compute.
Let q = e
ıλ
2 = 1 + ı2λ+ O(λ
2) for imaginary number λ. The Poisson bracket from
the algebra relations is
{a, b} = − ı
2
ab, {a, c} = − ı
2
ac, {a, d} = −ıbc, {b, c} = 0,
{b, d} = − ı
2
bd, {c, d} = − ı
2
cd.
The reader should not be alarmed by the ı as this is a ‘complexified’ Poisson-bracket
on C∞(SU2,C) and is a real Poisson-bracket on C∞(SU2,R) when we choose real-
valued functions instead of complex-valued functions a, b, c, d here.
As dx =
∑
i(∂ix)ω
i, we know, in the classical limit,
∂0
(
a b
c d
)
=
(
a −b
c −d
)
, ∂+
(
a b
c d
)
=
(
b 0
d 0
)
, ∂−
(
a b
c d
)
=
(
0 a
0 c
)
,
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From aω0−ω0a = (1− q2)aω0 = −ıλaω0 +O(λ2), we know that γ(a, ω0) = −ıaω0.
Likewise, we can get
γ(
(
a b
c d
)
, ωi) =
1
2
ti
(
a −b
c −d
)
ωi, ∀ i ∈ {0,±}, t0 = −2ı, t± = −ı.
Now we can compute the pre-Lie structure Ξ : su∗2⊗ su∗2 → su∗2 by comparing with
(2.8), namely
γ(
(
a b
c d
)
, ωj) =
∑
i,k∈{0,±}
Ξijk (∂i
(
a b
c d
)
)ωk,
we know the only nonzero coefficients are Ξ000 = −ı, Ξ0++ = − ı2 , Ξ0−− = − ı2 . Then
Ξ(φ, φ) = −ıφ, Ξ(φ, ψ+) = − ı2ψ+, Ξ(φ, ψ−) = − ı2ψ−, and Ξ is zero on other
terms, where {φ, ψ±} is the dual basis of su∗2 to {H,X±}. Thus the corresponding
pre-Lie structure of su∗2 is
Ξ(φ, φ) = −ıφ, Ξ(φ, ψ±) = − ı
2
ψ±, and zero on all other terms.
Let t = −2ıφ, x1 = ı(ψ+ + ψ−), x2 = ψ+ − ψ−, we have a real pre-Lie structure
for su∗2 = span{t, x1, x2} :
t ◦ t = −2t, t ◦ xi = −xi, ∀ i = 1, 2.
This is a 3D version of b1,−2.
Example 4.7. Let g be a quasitriangular Lie bialgebra with r-matrix r = r(1) ⊗
r(2) ∈ g ⊗ g. Then g acts on its dual g∗ by coadjoint action ad∗ and by [15,
Lemma 3.8], g∗ becomes a left g-crossed module with −Ξ, where Ξ is left g∗-action
Ξ(φ, ψ) = −〈φ, r(2)〉ad∗r(1)ψ. To satisfy Poisson-compatibility (2.6), (g, r) is required
to obey
(4.7) r(1) ⊗ [r(2), x] + r(2) ⊗ [r(1), x] = 0, i.e., r+.x = 0, for all x ∈ g,
where r+ = (r+ r21)/2 is the symmetric part of r and the second factor of r+ acts
on x via adjoint action of g. In this case g∗ has a pre-Lie algebra structure with
Ξ(φ, ψ) = −〈φ, r(2)〉ad∗r(1)ψ by Corollary 4.2. We see in particular that every finite-
dimensional cotriangular Lie bialgebra g∗ is canonically a pre-Lie algebra. More
generally, if the centre Z(g) is nontrivial then any nonzero r+ ∈ Z(g)⊗2 combined
with a triangular structure r− gives a strictly quasitriangular r = r− + r+ obeying
(4.7). This is the full content of (4.7) since this requires that the image of r+
regarded as a map g∗ → g lies in Z(g) and r+ is symmetric. On the other hand, δ
and Ξ are the same as computed from r−, so we may as well take r+ = 0 as far as
our present applications are concerned.
5. Quantisation of the tangent bundle TG = G.<g
We will be interested in quantisation of the tangent bundle TG of a Poisson-Lie
group G, with natural noncommutative coordinate algebra in this case provided by
a bicrossproduct [14, 13].
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5.1. Review of bicrossproduct Hopf algebras. We start with the notions of
double cross-sum and bicross-sum of Lie bialgebras [14, Ch. 8]. We say (g,m, /, .)
forms a right-left matched pair of Lie algebras if g,m are both Lie algebras and g
right acts on m via /, m left acts on g via . such that
[φ, ψ]/ξ = [φ/ξ, ψ] + [φ, ψ/ξ] + φ/(ψ.ξ)− ψ/(φ.ξ),
φ.[ξ, η] = [φ.ξ, η] + [ξ, φ.η] + (φ/ξ).η − (φ/η).ξ,
for any ξ, η ∈ g, φ, ψ ∈ m. Given such a matched pair, one can define the ‘double
cross-sum Lie algebra’ g./m as the vector space g⊕m with the Lie bracket
[(ξ, φ), (η, ψ)] = ([ξ, η] + φ.η − ψ.ξ, [φ, ψ] + φ/η − ψ/ξ).
In addition, if both g and m are now Lie bialgebras with ., / making g a left m-
module Lie coalgebra and m a right g-module Lie coalgebra, such that φ/ξ(1) ⊗
ξ(2) + φ(1) ⊗ φ(2).ξ = 0 for all ξ ∈ g, φ ∈ m, then the direct sum Lie coalgebra
structure makes g./m into a Lie bialgebra, the double cross-sum Lie bialgebra.
Next, if g is finite dimensional, the matched pair of Lie bialgebras (g,m, /, .) data
equivalently defines a right-left bicross-sum Lie bialgebra m.Jg∗ bulit on m ⊕ g∗
with
[(φ, f), (ψ, h)] = ([φ, ψ]m, [f, h]g∗ + f/ψ − h/φ),(5.1)
δφ = δmφ+ (id− τ)β(φ), δf = δg∗f,(5.2)
for any φ, ψ ∈ m and f, h ∈ g∗, where the right action of m on g∗ and the left
coaction of g∗ on m are induced from /, . by
〈f/φ, ξ〉 = 〈f, φ.ξ〉, β(φ) =
∑
i
f i ⊗ φ/ei,
for all φ ∈ m, f ∈ g∗, ξ ∈ g and {ei} is a basis of g with dual basis {f i}. We refer
to [14, Section 8.3] for the proof.
Now let (g,m, /, .) be a matched pair of Lie algebras and M be the connected
and simply connected Lie group associated to m. The Poisson-Lie group M.Jg∗
associated to the bicross-sum m.Jg∗ is the semidirect product M.<g∗ (where g∗ is
regarded as an abelian group) equipped with Poisson bracket
{f, g} = 0, {ξ, η} = [ξ, η]g, {ξ, f} = α∗ξ(f)
for all f, g functions on M and ξ, η linear functions on g∗, where α∗ξ is the vector
field for the action of g on M . See [14, Proposition 8.4.7] for the proof. Note that
here g,m are both viewed as Lie bialgebras with zero cobracket, so the Lie bracket
and Lie cobracket of the bicross-sum Lie bialgebra m.Jg∗ is now given by (5.1) and
(5.2) but with [ , ]g∗ = 0, δm = 0.
More precisely, let (g,m, /, .) be a matched pair of Lie algebras, with the associated
connected and simply connected Lie groups G acting on m and M acting on g. The
action / can be viewed as Lie algebra cocycle / ∈ Z1.∗⊗−id(m, g∗⊗m) and under some
assumptions can then be exponentiated to a group cocycle a ∈ Z1.∗⊗AdR(M, g∗⊗m),
which defines an infinitesimal action of g on M . Hence, by evaluation of the corre-
sponding vector fields, a defines a left action of the Lie algebra g on C∞(M) [12]:
(5.3) (ξ˜f)(s) = a˜ξ(f)(s) =
d
dt
∣∣∣
t=0
f(s exp(taξ(s))), ∀ f ∈ C∞(M), ξ ∈ g.
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We also note that m acts onM by left invariant vector field (φ˜f)(s) = ddt
∣∣∣
t=0
f(s exp (tφ))
for any φ ∈ m, f ∈ C∞(M) and these two actions fit together to an action of g./m
on C∞(M).
Finally, we can explain the bicrossproduct C[M ]I/Uλ(g) based on a matched pair
of Lie algebras (g,m, /, .), where C[M ] is an algebraic model of functions on M.
The algebra of C[M ]I/Uλ(g) is the cross product defined by the action (5.3). Its
coalgebra, on the other hand, is the cross coproduct given in reasonable cases by
the right coaction (defined by the left action of M on g)
β : g→ g⊗ C[M ], β(ξ)(s) = s.ξ, ∀ ξ ∈ g, s ∈M.
The map β is extended to products of the generators of Uλ(g) to form a bicrossprod-
uct C[M ]I/Uλ(g) as in [14, Theorem 6.2.2].
The Poisson-Lie group M.Jg∗ quantises to C[M ]I/Uλ(g) as a noncommutative de-
formation of the commutative algebra of functions C[M.Jg∗]. See [14, Section 8.3]
for more details. The half-dualisation process we have described at the Lie bial-
gebra level also works at the Hopf algebra level, at least in the finite-dimensional
case. So morally speaking, Uλ(g)./U(m) half-dualises in a similar way to the bi-
crossproduct Hopf algebras C[M ]I/Uλ(g). If one is only interested in the algebra
and its calculus, we can extend to the cross product C∞(M)>/Uλ(g).
5.2. Poisson-Lie group structures on the tangent bundle G.<g. Let G be
a Lie group with Lie algebra g. As a Lie group, the tangent bundle TG of a Lie
group G can be identified with the semidirect product of Lie groups G.<g (by the
right adjoint action of G on g) with product
(g1 , x)(g2 , y) = (g1g2 ,Ad(g
−1
2
)(x) + y), ∀ g1 , g2 ∈ G, x, y ∈ g,
where g is g but viewed as an abelian Poisson-Lie group under addition. Naturally,
the Lie algebra of G.<g is the semidirect sum Lie algebra g.<g with Lie bracket
[ξ, η] = [ξ, η]g, [x, y] = 0, [x, ξ] = [x, ξ]g, ∀ ξ, η ∈ g, x, y ∈ g.
Keeping in mind the observations in Section 5.1, we propose the following con-
struction of a Poisson-Lie structure on the tangent bundle G.<g via a bicross-sum.
In what follows we assume that G is a finite-dimensional connected and simply
connected Poisson-Lie group, and g is its Lie algebra with the corresponding Lie
bialgebra structure.
Denote by g∗ := (g∗, [ , ]g∗ , zero Lie cobracket) and g := (g, [ , ]g, zero Lie cobracket),
where g∗ is the dual of Lie bialgebra g = (g, zero bracket, δg). One can check that
g∗ and g together form a matched pair of Lie bialgebras with coadjoint actions, i.e.,
ξ/φ = −ad∗φξ = 〈φ, ξ(1)〉ξ(2), ξ.φ = ad∗ξφ = φ(1)〈φ(2), ξ〉
for any φ ∈ g∗, ξ ∈ g.
5.2.1. Lie bialgebra level. The double cross-sum Lie bialgebra g∗./g is then built
on g∗ ⊕ g as a vector space with Lie bracket
[φ, ψ] = [φ, ψ]g∗ , [ξ, η] = [ξ, η]g, ∀φ, ψ ∈ g∗, ξ, η ∈ g,
[ξ, φ] = ξ/φ+ ξ.φ = 〈φ, ξ(1)〉ξ(2) + φ(1)〈φ(2), ξ〉,
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and zero Lie cobracket. This is nothing but the Lie algebra of the Drinfeld double
D(g) = g∗./g of g with zero Lie-cobracket.
Correspondingly, the right-left bicross-sum Lie bialgebra defined by the matched
pair (g∗, g, /, .) above is g.Jg, whose Lie algebra is a semidirect sum g.<g and the
Lie coalgebra is semidirect cobracket g>Jg, namely
[ξ, η] = [ξ, η]g, [x, y] = 0, [x, ξ] = [x, ξ]g;
δξ = (id− τ)δg(ξ) = ξ(1) ⊗ ξ(2) − ξ(2) ⊗ ξ(1), δx = δgx,
(5.4)
for any ξ, η ∈ g, x, y ∈ g. Here the coaction on g is the Lie cobracket δg viewed as
map from g to g⊗ g.
5.2.2. Poisson-Lie level. Associated to the right-left bicross-sum Lie bialgebra g.Jg,
the Lie group G.<g is a Poisson-Lie group (denoted by G.Jg) with the Poisson
bracket
(5.5) {f, h} = 0, {φ, ψ} = [φ, ψ]g∗ , {φ, f} = φ˜f,
for any φ, ψ ∈ g∗ ⊆ C∞(g) and f, h ∈ C∞(G), where φ˜ denotes the left Lie algebra
action of g∗ on C∞(G) (viewed as a vector field on G) and is defined by the right
action of g∗ on g.
The vector field φ˜ for any φ ∈ g∗ in this case can be interpreted more precisely.
We can view the actions between g∗ and g as Lie algebra 1-cocycles, namely the
right coadjoint action / = −ad∗ : g ⊗ g∗ → g (of g∗ on g) is viewed as a map
g→ (g∗)∗⊗g = (g)∗∗⊗g = g⊗g. It maps ξ to∑i ei⊗ξ/f i = ∑i ei⊗〈f i, ξ(1)〉ξ(2) =
ξ(1)⊗ξ(2), which is nothing but the Lie cobracket δg of g. Likewise, the left coadjoint
action of g on g∗ is viewed as the Lie cobracket δg∗ of g∗. We already know that
the Lie 1-cocycle δg ∈ Z1−ad(g, g⊗ g) exponentiates to a group cocycle
D∨ ∈ Z1AdR(G, g⊗ g),
thus
(5.6) φ˜g := (Lg)∗((φ⊗ id)D∨(g)) ∈ TgG, ∀ g ∈ G,
defines the vector field on G in (5.5).
According to [14, Proposition 8.4.7], the Poisson bivector on the tangent bundle
TG = G.Jg is
(5.7) pi =
∑
i
(∂i ⊗ f˜ i − f˜ i ⊗ ∂i) +
∑
i,j,k
dijk f
k∂i ⊗ ∂j
where {∂i} is the basis of left-invariant vector fields generated by the basis {ei} of
g and {f i} is the dual basis of g∗. Here PKK =
∑
i,j,k d
ij
k f
k∂i ⊗ ∂j is the known
Kirillov-Kostant bracket on g with δgek =
∑
ij d
ij
k ei⊗ej . We arrive at the following
special case of [14, Proposition 8.4.7].
Lemma 5.1. Let G be a finite dimensional connected and simply connected Poisson-
Lie group and g be its Lie algebra. The tangent bundle TG = G.<g of G admits a
Poisson-Lie structure given by (5.5) or (5.7), denoted by G.Jg. The corresponding
Lie bialgebra is g.Jg given by (5.4).
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5.2.3. Bicrossproduct Hopf algebra. Finally, when the actions and coactions are
suitably algebraic, we have a bicrossproduct Hopf algebra C[G]I/Uλ(g∗) as a quan-
tisation of the commutative algebra of functions C[G.Jg] on the tangent bundle
G.Jg of a Poisson-Lie group G. The commutation relations of C[G]I/Uλ(g∗) are
[f, h] = 0, [φ, ψ] = λ[φ, ψ]g∗ , [φ, f ] = λφ˜f,
for any φ, ψ ∈ g∗ ⊆ C∞(g) and f, h ∈ C[G]. This construction is still quite general
but includes a canonical example for all compact real forms g of complex simple Lie
algebras based in the Iwasawa decomposition to provide the double cross product
or ‘Manin triple’ in this case[12]. We start with an even simpler example.
Example 5.2. Let m be a finite dimensional real Lie algebra, viewed as a Lie
bialgebra with zero Lie-cobracket. Take G = m∗ the abelian Poisson-Lie group
with Kirillov-Kostant Poisson bracket given by the Lie bracket of m. Then g = m∗
and g∗ = m and g = m∗ = Rn, where n = dimm. Since the Lie bracket of m∗ is
zero, m∗ acts trivially on m, while m acts on m∗ by right coadjoint action −ad∗,
namely,
f/ξ = −ad∗ξf, or 〈f/ξ, η〉 = 〈f, [ξ, η]m〉
for any f ∈ m∗, ξ, η ∈ m. So (m,m∗, / = −ad∗, . = 0) forms a matched pair.
The double cross-sum of the matched pair (m,m∗) is m.<m∗, the semidirect sum
Lie algebra with coadjoint action of m on m∗
[ξ, η] = [ξ, η]m, [f, h] = 0, [f, ξ] = f/ξ = 〈ξ, f (1)〉f (2),
δξ = 0, δf = 0, ∀ ξ, η ∈ m, f, h ∈ m∗.
Meanwhile, the right-left bicross-sum of the matched pair (m,m∗) is m∗>Jm∗, the
semidirect sum Lie coalgebra
[f, h] = 0, [φ, ψ] = 0, [φ, f ] = φ/f = 0,
δf = (id− τ)β(f), δφ = δm∗φ,
for any f, h ∈ m∗, φ, ψ ∈ m∗, where the left coaction of m∗ on m∗ is given by
β : m∗ → m∗ ⊗m∗, β(f) =
∑
i
f i ⊗ f/ei,
and {ei} is a basis of m with dual basis {f i} of m∗.
The tangent bundle of m∗ is the associated Poisson-Lie group of m∗>Jm∗, which
is M∗>Jm∗ = Rn>Jm∗, an abelian Lie group, where we identify the abelian Lie
group M∗ with its abelian Lie algebra m∗. Let {xi} be the coordinate functions
on Rn identified with {ei} ⊂ m ⊆ C∞(m∗) = C∞(Rn), as ei(
∑
j λjf
j) = λi. The
right action of m on m∗ transfers to δm∗ ∈ Z1(m∗,m∗ ⊗ m∗). As Lie group M∗
is abelian and M∗ = m∗ = Rn, so the associated group cocycle is identical to
δm∗ , thus from (5.6), we have ξ˜xf = 〈x(1), ξ〉x(2)xf =
∑
i 〈x(1), ξ〉〈x(2), ei〉f ixf =∑
i 〈[ξ, ei]m, x〉 ∂f∂xi (x), where we use the Lie cobracket in an explicit notation. This
shows that
ξ˜ =
∑
i,j,k
〈f i, ξ〉ckijxk
∂
∂xj
, ∀ ξ ∈ m,
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where ckij are the structure coefficients of Lie algebra m, i.e., [ei, ej ]m =
∑
k c
k
ijek.
Therefore the Poisson-bracket on Rn>Jm∗ is given by
{f, h} = 0, {ξ, η} = [ξ, η]m, {ξ, f} = ξ˜f =
∑
i,j,k
〈f i, ξ〉ckijxk
∂f
∂xj
,
where f, h ∈ C∞(Rn), ξ, η ∈ m.
The bicrossproduct Hopf algebra C[G]I/Uλ(g∗) = C[Rn]>/Uλ(m), as the quatisa-
tion of C∞(Rn>Jm∗), has commutation relations
[xi, xj ] = 0, [ei, ej ] = λ
∑
k
ckijek, [ei, x
j ] = λ
∑
k
ckijx
k
where {xi} are coordinate functions of Rn = m∗, identified via the basis {ei}
of m. As an algebra we can equally well take C∞(Rn)>/Uλ(m), i.e., not limiting
ourselves to polynomials. Then [ei, f ] = λ
∑
j,k c
k
ijx
k ∂f
∂xj more generally for the
cross relations.
Example 5.3. We take SU2 with the standard Drinfeld-Sklyanin Lie bialgebra
structure on su2, where the matched pair comes from the Iwasawa decomposition
of SL2(C)[12]. The bicrossproduct Hopf algebra C[SU2]I/Uλ(su∗2), as an algebra, is
the cross product C[SU2]>/Uλ(su∗2) with a, b, c, d commuting, ad−bc = 1, [xi, x3] =
λxi (i = 1, 2) and
[xi, t] = λt[ei, t
−1e3t− e3], i = 1, 2, 3,
i.e.,
[x1, t] = −λbc te2 + λ
2
t diag(ac,−bd) + λ
2
diag(b,−c),
[x2, t] = λbc te1 − ıλ
2
t diag(ac, bd) +
ıλ
2
diag(b, c),(5.8)
[x3, t] = −λad t + λdiag(a, d),
where t =
(
a b
c d
)
and {ei} and {xi} are bases of su2 and su∗2 as the half-real forms
of sl2(C) and sl∗2(C) respectively. The coalgebra of C[SU2]I/Uλ(su∗2) is the cross
coproduct C[SU2]I<Uλ(su∗2) associated with
∆(xi) = 1⊗ xi − 2
∑
k
xk ⊗ Tr(teit−1ek), (xi) = 0, ∀ i ∈ {1, 2, 3}.
The ∗-structure is the known one on C[SU2] with xi∗ = −xi for each i.
Proof. We recall that the coordinate algebra C[SU2] is the commutative algebra
C[a, b, c, d] modulo the relation ad− bc = 1 with ∗-structure
(
a∗ b∗
c∗ d∗
)
=
(
d −c
−b a
)
.
As a Hopf ∗-algebra, the coproduct, counit and antipode of C[SU2] are given by
∆
(
a b
c d
)
=
(
a b
c d
)
⊗
(
a b
c d
)
, 
(
a b
c d
)
=
(
1 0
0 1
)
, S
(
a b
c d
)
=
(
d −b
−c a
)
.
Let {H,X±} and {φ, ψ±} be the dual bases of sl2(C) and sl∗2(C) respectively, where
H =
(
1 0
0−1
)
, X+ =
(
0 1
0 0
)
and X− =
(
0 0
1 0
)
. As the half-real forms of sl2(C) and
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sl∗2(C), the Lie algebras su2 and su∗2 have bases
e1 = − ı
2
(X+ +X−), e2 = −1
2
(X+ −X−), e3 = − ı
2
H,
x1 = ψ+ + ψ−, x2 = ı(ψ+ − ψ−), x3 = 2φ.
respectively. Note that xi = −ıf i where {f i} is the dual basis of {ei}.
The Lie brackets and Lie cobrackets of su2 and su
∗
2 are given by
[ei, ej ] = ijkek, δei = ıei ∧ e3, ∀ i, j, k;
[x1, x2] = 0, [xi, x3] = xi, i = 1, 2, δx1 = ı(x2 ⊗ x3 − x3 ⊗ x2),
δx2 = ı(x3 ⊗ x1 − x1 ⊗ x3), δx3 = ı(x1 ⊗ x2 − x2 ⊗ x1),
where ijk is totally antisymmetric and 123 = 1. Writing ξ = ξ
iei ∈ su2 and
φ = φix
i ∈ su∗2 for 3-vectors ~ξ = (ξi), ~φ = (φi), we know that (su∗2, su2) forms a
the matched pair of Lie bialgebras with interacting actions
~ξ/~φ = (~ξ × ~e3)× ~φ, ~ξ.~φ = ~ξ × ~φ.
To obtain the action of su∗2 on C[SU2], we need to solve [14, Proposition 8.3.14]
d
dt
∣∣∣
0
aφ(e
tξu) = Adu−1(ξ/(u.φ)), aφ(I2) = 0.
Note that SU2 acts on su
∗
2 by u.
~φ = Rotu~φ, where we view φ as an element in su2
via ρ(φ) = φiei. One can check that
a~φ(u) =
~φ× (Rotu−1(~e3)− ~e3)
is the unique solution to the differential equation. Now we can compute by (5.3)
(φ.tij)(u) =
d
dt
∣∣∣
0
tij(ue
taφ(u))
=
∑
k
d
dt
∣∣∣
0
tik(u)t
k
j(e
taφ(u))
=
∑
k
uik(aφ(u))
k
j
=
∑
k
uik[ρ(φ), u
−1e3u− e3]kj ,
where ρ(φ) =
∑
i φiei. This shows that
[xi, t] = λxi.t = λt[ei, t
−1e3t− e3]
as displayed. For each i, we can work out the terms on the right explicitly (using
ad− bc = 1) as
[x1, t] = −λ
2
(
abd− a2c− 2b, b2d− a2d+ a
ad2 − ac2 − d, bd2 − acd+ 2c
)
,
[x2, t] = − ıλ
2
(
a2c+ abd− 2b, a2d+ b2d− a
ac2 + ad2 − d, bd2 + acd− 2c
)
,
[x3, t] = −λ
(
a2d− a, abd
acd, ad2 − d
)
.
These can be rewritten as the formulae (5.8) we stated.
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For convenience, we use Pauli matrices σ1 =
(
0 1
1 0
)
, σ2 =
(
0−ı
ı 0
)
, σ3 =
(
1 0
0−1
)
.
Clearly, ei = − ı2σi and σi obey σiσj = δijI2 + ıijkσk and [σi, σj ] = 2ıijkσk.
The coaction of C[SU2] on su∗2 is defined by β(φ)(u) = u.φ = Rotu~φ for any
u ∈ SU2, φ ∈ su∗2. Again, we view φ as an element in su2, so ρ(u.φ) = uρ(φ)u−1,
namely
∑
i(u.φ)iσi =
∑
i φiuσiu
−1. In particular, we have
(u.xi)1σ1 + (u.x
i)2σ2 + (u.x
i)3σ3 = uσiu
−1, i = 1, 2, 3.
Multiplying by σk from right and then take trace on both sides, using Tr(σiσj) =
2δij , we have 2(u.x
i)k = Tr(uσiu
−1σk). Therefore u.xi = 12
∑
k Tr(uσiu
−1σk)xk =
−2∑k Tr(ueiu−1ek)xk and thus β(xi) = 12∑k xk ⊗ Tr(tσit−1σk) = −2∑k xk ⊗
Tr(teit
−1ek). This gives rise to the coproduct of xi as stated. This example is dual
to a bicrossproduct from this matched pair computed in [14]. 
5.3. Preconnections on the tangent bundle G.Jg. We use the following lemma
to construct left pre-Lie structures structure on (g.Jg)∗ = (g)∗I/(g)∗ = g∗I/g∗,
where the Lie bracket is the semidirect sum g∗>/g∗ and the Lie cobracket is the
semidirect cobracket g∗I<g∗, namely
[φ, ψ] = 0, [f, φ] = f.φ = [f, φ]g∗ , [f, g] = [f, g]g∗ ,
δφ = δg∗φ = φ(1) ⊗ φ(2), δf = f (1) ⊗ f (2) − f (2) ⊗ f (1),
for any φ, ψ ∈ g∗, f, g ∈ g∗. For convenience, we denote f ∈ g∗ by f if viewed in
g∗ or f if viewed in g∗.
Lemma 5.4. Let (A, ◦) be a left pre-Lie algebra and (B, ∗) a left pre-Lie algebra
in g
A
M, i.e., there is a left g
A
-action . on B such that
(5.9) a.(x ∗ y) = (a.x) ∗ y + x ∗ (a.y),
for any a, b ∈ A, x, y ∈ B. Then there is a left pre-Lie algebra structure on B ⊕A
(x, a)◦˜(y, b) = (x ∗ y + a.y, a ◦ b).
We denote this pre-Lie algebra by B>/A, and have g
BoA = gB>/gA for the associ-
ated Lie algebras.
Proof. This is a matter of directly verifying according to the axioms of a left pre-Lie
algebra. 
Corollary 5.5. Let (m, ◦) be a left pre-Lie algebra. Suppose it admits a (not
necessarily unital) commutative associative product · such that
[ξ, x · y]m = [ξ, x]m · y + x · [ξ, η]m, ∀ ξ, x, y ∈ m,
where [ , ]m is the Lie bracket defined by ◦. Denote the underlying pre-Lie algebra
m = (m, ·). Then m>/adm is a left pre-Lie algebra with product
(5.10) (x, ξ)◦˜(y, η) = (x · y + [ξ, y]m, ξ ◦ η)
for any x, y ∈ m, ξ, η ∈ m.
Proof. Take (A, ◦) = (m, ◦) and (B, ∗) = (m, ·) in Lemma 5.4. Here (m, ◦) left acts
on (m, ·) by the adjoint action and (5.9) is exactly the condition displayed. 
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The assumption made in Corollary 5.5 is that (m, ·, [ , ]) is a (not necessarily unital)
Poisson algebra with respect to the Lie bracket, and that the latter admits a left
pre-Lie structure ◦.
Theorem 5.6. Let G be a finite-dimensional connected and simply connected Poisson-
Lie group with Lie bialgebra g. Assume that (g∗, [ , ]g∗) admits a pre-Lie struc-
ture ◦ and also that g∗ admits a (not necessarily unital) Poisson algebra structure
(g∗, ∗, [ , ]g∗)
(5.11) [f, φ ∗ ψ]g∗ = [f, φ]g∗ ∗ ψ + φ ∗ [f, ψ]g∗ ,
for any φ, ψ ∈ g∗, f ∈ g∗. Then the semidirect sum g∗>/g∗ admits a pre-Lie algebra
product ◦˜
(5.12) (φ, f)◦˜(ψ, h) = (φ ∗ ψ + [f, ψ]g∗ , f ◦ h)
and the tangent bundle G.Jg in Lemma 5.1 admits a Poisson-compatible left-
covariant flat preconnection.
Proof. We take m = g∗ in Corollary 5.5. We know g∗>/g∗ is the Lie algebra of
g∗I/g∗, dual to Lie algebra g.Jg of the tangent bundle. Then we apply Corol-
lary 4.2. 
The corresponding preconnection can be computed explicitly from (2.8). For a
Poisson-Lie group G, let {ei} be a basis of g and {f i} the dual basis of g∗. Denote
by {ωi} the basis of left–invariant 1-forms that is dual to {∂i} the left-invariant
vector fields of G generated by {ei} as before. For the abelian Poisson-Lie group g
with Kirillov-Kostant Poisson bracket, let {Ei} be a basis of g and {xi} the dual
basis of g∗. Then {dxi} is the basis of left-invariant 1-forms that is dual to { ∂∂xi },
the basis of the left-invariant vector fields on g generated by {Ei}. Now we can
choose {ei, Ei} to be the basis of g.Jg, and so {f i, xi} is the dual basis for g∗I/g∗.
Denote by {∂˜i, Di} the left-invariant vector fields on G.Jg generated by {ei, Ei},
and denote by {ω˜i, d˜xi} the corresponding dual basis of left-invariant 1-forms. By
construction, when viewing any f ∈ C∞(G), φ ∈ g∗ ⊂ C∞(g) as functions on
tangent bundle, we know
∂˜if = ∂if, ∂˜iφ = ad
∗
eiφ, Dif = 0, Diφ =
∂
∂xi
φ.
This implies
∂˜i = ∂i +
∑
j
(ad∗eix
j)
∂
∂xj
, Di =
∂
∂xi
, ω˜i = ωi, d˜xi = dxi −
∑
k
(ad∗ekx
i)ωk.
Let ◦˜ be the pre-Lie structure of g∗>/g∗ constructed by (5.12) in terms of ∗, ◦ in the
setting of Theorem 5.6. The Poisson-compatible left-covariant flat preconnection
on the tangent bundle is then, for any function a,
γ(a, ωj) =
∑
i,k
∂˜ia〈f i ∗ f j , ek〉ωk +
∑
i,k
Dia〈[xi, f j ]g∗ , ek〉ωk,
γ(a, d˜xj) =
∑
i,k
Dia〈xi ◦ xj , Ek〉d˜xk.
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If we write
f i ∗ f j =
∑
k
aijk f
k, xi ◦ xj =
∑
k
bijk x
k,
[xi, f j ]g∗ =
∑
k
〈[xi, f j ]g∗ , ek〉fk =
∑
s,k
dsjk 〈xi, es〉fk,
where [f i, f j ]g∗ = d
ij
k f
k. Then the left covariant preconnection on the tangent
bundle G.Jg is
γ(f, ωj) =
∑
i,k
aijk (∂if)ω
k, γ(f, d˜xj) = 0;
γ(φ, ωj) =
∑
i,k
(
aijk ad
∗
eiφ+
∑
s
dsjk 〈xi, es〉(
∂φ
∂xi
)
)
ωk, γ(φ, d˜xj) =
∑
i,k
bijk (
∂φ
∂xi
) d˜xk,
for any f ∈ C∞(G), φ ∈ g∗ ⊂ C∞(g).
This result applies, for example, to tell us that we have a left-covariant differential
structure on quantum groups such as C[G]I/Uλ(g∗) at least to lowest order in
deformation. In the special case when the product ∗ is zero, there is a natural
differential calculus not only at lowest order. Under the notations above, we have:
Proposition 5.7. Let G be a finite dimensional connected and simply connected
Poisson-Lie group with Lie algebra g. If the dual Lie algebra g∗ admits a pre-Lie
structure ◦ : g∗ ⊗ g∗ → g∗ with respect to its Lie bracket ([ , ]g∗ determined by δg),
then the bicrossproduct C[G]I/Uλ(g∗) (if it exists) admits a left covariant differen-
tial calculus Ω1 = (C[G]I/Uλ(g∗)).<Λ1 with left invariant 1-forms Λ1 spanned by
basis {ωi, d˜xi}, where the commutation relations and the derivatives are given by
[f, ωi] = 0, [f, d˜xi] = 0, [xi, ωj ] =
∑
k
λ〈[xi, f j ]g∗ , ek〉ωk, [xi, d˜xj ] = λ ˜d(xi ◦ xj),
df =
∑
j
(∂jf)ω
j , dxi = d˜xi +
∑
j
(ad∗ejx
i)ωj
for any f ∈ C[G].
Proof. It is easy to see that we have a bimodule Ω1. As the notation indicates[17],
the left action on Ω1 is the product of the bicrossproduct quantum group on itself
while the right action is the tensor product of the right action of the bicrossprod-
uct on itself and a right action on Λ1. The right action of C[G] here is trivial,
namely ωj/f = f(e)ωj , d˜xj/f = f(e)d˜xj ; the right actions of xi are clear from the
commutation relations and given (summation understood) by
ωj/xi = −λ〈[xi, f j ]g∗ , ek〉ωk = −λdsjk 〈xi, es〉ωk, d˜xj/xi = −λ ˜d(xi ◦ xj) = −λbijk d˜xk.
One can check that these fit together to a right action of the bicrossproduct quantum
group by using the Jacobi identity of g∗, the pre-Lie identity on ◦, and the fact that
(x˜if)(e) = x˜ief = 0 by (5.6).
We check that the Leibniz rule holds. The conditions d[f, h] = 0 and d[xi, xj ] =
λd[xi, xj ]g∗ are easy to check, so we omit these. It remains to check that
(5.13) d[xi, f ] = λd(x˜if), ∀ f ∈ C[G].
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The right hand side of (5.13) is
λd(x˜if) = λ∂j(x˜if)ω
j ,
while the left hand side of (5.13) is
d[xi, f ] = d(xif − xif) = [dxi, f ] + [xi,df ]
= [d˜xi + (ad∗ejx
i)ωj , f ] + [xi, (∂jf)ω
j ]
= 0 + [ad∗ejx
i, f ]ωj + [xi, ∂jf ]ω
j + (∂kf)[x
i, ωk]
= [ad∗ejx
i, f ]ωj + [xi, ∂jf ]ω
j + λ(∂kf)〈[xi, fk]g∗ , ej〉ωj
=
(
[ad∗ejx
i, f ] + [xi, ∂jf ] + λ〈[xi, fk]g∗ , ej〉(∂kf)
)
ωj
= λ
(
a˜d∗ejx
if + x˜i(∂jf) + 〈[xi, fk]g∗ , ej〉(∂kf)
)
ωj .
It suffices to show that ∂j(x˜if) = a˜d
∗
ejx
if + x˜i(∂jf) + 〈[xi, fk]g∗ , ej〉(∂kf), namely
[∂j , x˜i] = a˜d
∗
ejx
i + 〈[xi, fk]g∗ , ej〉∂k.
Recall that in double cross-sum g∗./g, for any ej ∈ g, xi ∈ g∗
[ej , x
i] = ej/x
i + ej.x
i = 〈[xi, fk]g∗ , ej〉ek + ad∗ejxi.
Therefore the condition left to check is nothing but the Lie bracket of elements
ej , x
i viewing as infinitesimal action of g∗./g on C[G] as explained in the general
theory of double cross-sum in Section 5.1. 
Now we compute the left covariant first order differential calculus on the bicrossprod-
uct quantum group C[SU2]I/Uλ(su∗2) constructed in Example 5.3.
Example 5.8. As in Example 4.6, the classical connected left-covariant calculus
on C[SU2] has basis of left-invariant 1-forms
ω0 = dda− bdc = cdb− add, ω+ = ddb− bdd, ω− = adc− cda
(corresponding to the Chevalley basis {H,X±} of su2) with exterior derivative
da = aω0 + bω−, db = aω+ − bω0,
dc = cω0 + dω−, dd = cω+ − dω0.
Let ◦ : su∗2⊗su∗2 → su∗2 be a left pre-Lie algebra structure of su∗2 with respect to the
Lie bracket [x1, x2] = 0, [xi, x3] = xi, for i = 1, 2. Let {d˜x1, d˜x2, d˜x3} complete the
basis of left invariant 1-forms on the tangent bundle as explained above. According
to Proposition 5.7, this defines a 6D connected left-covariant differential calculus
on the bicrossproduct C[SU2]I/Uλ(su∗2) with commutation relations and exterior
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derivative given by
[t, ωl] = 0, ∀ l ∈ {0,±}, [t, d˜xi] = 0, [xi, d˜xj ] = λ ˜d(xi ◦ xj), ∀ i, j ∈ {1, 2, 3},
[x1, ω0] =
λ
2
(ω+ + ω−), [x1, ω+] = 0, [x1, ω−] = 0,
[x2, ω0] =
ıλ
2
(ω+ − ω−), [x2, ω+] = 0, [x2, ω−] = 0,
[x3, ω0] = 0, [x3, ω+] = −λω+, [x3, ω−] = −λω−,
d
(
a b
c d
)
=
(
a b
c d
)(
ω0 ω+
ω− −ω0
)
,
dx1 = d˜x1 + 2ıx2ω0 + x3ω+ − x3ω−, dx2 = d˜x2 − 2ıx1ω0 + ıx3ω+ + ıx3ω−,
dx3 = d˜x3 − (x1 + ıx2)ω+ + (x1 − ıx2)ω−.
Proof. The commutation relations and derivative are computed from the formulae
provided in Proposition 5.7. It is useful to also provide an independent more alge-
braic proof of the example from [17, Theorem 2.5], where left-covariant first order
differential calculi Ω1 over a Hopf algebra A are constructed from pairs (Λ1, ω)
where Λ1 is a right A-module and ω : A+ → Λ1 is surjective right A-module
map. Given such a pair, the commutation relation and derivative are given by
[a, v] = av − a(1)v/a(2) and da = a(1) ⊗ ωpi(a(2)) for any a ∈ A, v ∈ Λ1, where
pi = id− 1 and  is the counit.
Firstly, the classical calculus on A := C[SU2] corresponds to a pair (Λ1A, ωA) with
Λ1A = span{ω0, ω±}, where the right C[SU2]-action on Λ1A and the right C[SU2]-
module surjective map ω
A
: C[SU2]+ → Λ1A are given by
ωj/t = (t)ωj , j ∈ {0,±}, ω
A
(t− I2) = ωA
(
a− 1 b
c d− 1
)
=
(
ω0 ω+
ω− −ω0
)
.
Meanwhile, the calculus over H := Uλ(su
∗
2) corresponds to pair (Λ
1
H , ωH ) with
Λ1H = span{d˜x1, d˜x2, d˜x3}, in which the right Uλ(su∗2)-action on Λ1H and the right
Uλ(su
∗
2)-module surjective map ωH : Uλ(su
∗
2)
+ → Λ1H are given by
d˜xj/xi = −λ ˜d(xi ◦ xj), ω
H
(xi) = d˜xi, ∀ i, j ∈ {1, 2, 3}.
Next we construct a pair (Λ1, ω) over A˜ = AI/H with direct sum Λ1 = Λ1A ⊕ Λ1H .
First, it is clear that Λ1H is a right A˜-module with trivial A-action dx
j/t = (t)dxj ,
One can see this more generally as v/((h(1).a)h(2)) = (a)v/h = (v/h)/a = v/(ha).
Next, we define a right Uλ(su
∗
2)-action on Λ
1
A by the Lie bracket of su
∗
2 viewing
{ω0, ω±} as {φ, ψ±} (the dual basis to {H,X±}), where {x1 = ψ+ + ψ−, x2 =
ı(ψ+ − ψ−), x3 = 2φ} is the basis for the half-real form su∗2 of sl∗2, namely
ω0/x1 = −λ
2
(ω+ + ω−), ω+/x1 = 0, ω−/x1 = 0,
ω0/x2 = − ıλ
2
(ω+ − ω−), ω+/x2 = 0, ω−/x2 = 0,(5.14)
ω0/x3 = 0, ω+/x3 = λω+, ω−/x3 = λω−.
This H-action commutes with the original trivial A-action on Λ1A, hence Λ
1
A also
becomes a right A˜-module, as does Λ1A ⊕ Λ1H .
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We then define the map ω : A˜+ → Λ1A ⊕ Λ1H on generators by
ω(t− I2) = ωA(t− I2) =
(
ω0 ω+
ω− −ω0
)
, ω(xi) = ω
H
(xi) = d˜xi, ∀ i ∈ {1, 2, 3}.
This extends to the whole A˜+ as a right A˜-module map. To see that ω is well-
defined, it suffices to check
ω(xit− txi) = ω([xi, t]), ∀ i ∈ {1, 2, 3},
where [xi, t] are cross relations (5.8) computed in Example 5.3. On the one hand,
ω(xit− txi) = ω(xit− (t− I2)xi− xiI2) = ωH (xi)/t−ωA(t− I2)/xi−ωH (xi)I2 =
−ω
A
(t− I2)/xi, i.e.,
(5.15) ω(xit− txi) = −
(
ω0 ω+
ω− −ω0
)
/xi.
Since
[x1, t] = −λbc te2 + λ
2
t diag(ac,−bd) + λ
2
diag(b,−c)
= −λbc te2 + λ
2
(t− I2) diag(ac,−bd) + λ
2
diag(ca,−bd) + λ
2
diag(b,−c),
we know
ω([x1, t]) = −λω(b)(c te2) + λ
2
ω((t− I2))(diag(ac,−bd))
+
λ
2
diag(ω(c)/a,−ω(b)/d) + λ
2
diag(ω(b),−ω(c))
=
λ
2
diag(ω+ + ω−,−ω+ − ω−),
using (t) = I2. Likewise, we have
ω([x1, t]) =
λ
2
(
ω+ + ω− 0
0 −ω+ − ω−
)
, ω([x2, t]) =
ıλ
2
(
ω+ − ω− 0
0 −ω+ + ω−
)
,
ω([x3, t]) = λ
(
0 −ω+
−ω− 0
)
.
Comparing with (5.15), we see that ω(xit−txi) = ω([xi, t]) holds for each i = 1, 2, 3
if and only if the right H-action on Λ1A is the one defined by (5.14). From the
coproduct of xi given in Example 5.3, we know dxi = d˜xi+ 12x
kω(pi(Tr(tσit
−1σk))).
This gives rise to the formulae for derivatives on xi as displayed. 
We now analyse when a Poisson-compatible left-covariant flat preconnection is bi-
covariant.
Lemma 5.9. Let g be in the setting of Theorem 5.6. The pre-Lie structure ◦˜ given
by (5.12) of g∗I/g∗ gives a bicovariant preconnection in Corollary 4.2 if and only
if
δg∗(f ◦ g) = 0, f (1) ⊗ [f (2), g]g∗ = 0,(5.16)
f (1) ◦ g ⊗ f (2) = −f ◦ g(1) ⊗ g(2),(5.17)
δg∗(φ ∗ ψ) = 0, φ ∗ f (1) ⊗ f (2) = 0(5.18)
for all φ, ψ ∈ g∗, f, g ∈ g∗.
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Proof. Since the bicovariance condition (4.6) is bilinear on entries, it suffices to
show that ◦˜ obeys (4.6) on any pair of elements (φ, ψ), (φ, f), (f, φ) and (f, g) if
and only if all the displayed identities holds for any φ, ψ ∈ g∗, f, g ∈ g∗.
Firstly, for any f ∈ g∗, φ ∈ g∗, (4.6) on ◦˜ reduces to
δg∗ [f, φ]g∗ − [f, φ(1)]⊗ φ(2) − φ(1) ⊗ [f, φ(2)] = f (1) ∗ φ⊗ f (2) + [f (1), φ]⊗ f (2).
The only term in the above identity not lying in g∗ ⊗ g∗ is f (1) ∗ φ ⊗ f (2) hence
equals to zero. Noting that δg∗ is a 1-cocycle, the remaining terms imply that
f (1)⊗[f (2), φ]g∗ = 0. Changing the role of f and φ in (4.6) implies φ∗f (1)⊗f (2) = 0,
as required.
Next, for any f, g ∈ g∗, the condition (4.6) on ◦˜ requires
(f ◦ g)(1) ⊗ (f ◦ g)(2) + (f ◦ g)(1) ⊗ (f ◦ g)(2) − [f, g(2)]g∗ ⊗ g(2) − f ◦ g(1) ⊗ g(2)
−g(1) ⊗ f ◦ g(2) − g(1) ⊗ [f, g(2)]g∗
= [f (1), g]g∗ ⊗ f (2) + f (1) ◦ g ⊗ f (2) − g(1) ⊗ g(2) ◦ f.
The terms in the above identity lying in g∗ ⊗ g∗ are exactly the condition (4.6) on
pre-Lie structure ◦ for g∗. Cancelling this, the remaining terms in g∗ ⊗ g∗ reduce
to g(1) ◦ f ⊗ g(2) + g ◦ f (1) ⊗ f (2) = 0, which is equivalent to
f (1) ◦ g ⊗ f (2) + f ◦ g(1) ⊗ g(2) = 0, ∀ f, g ∈ g∗.
Combining the above with f (1) ⊗ [f (2), φ]g∗ = 0, the condition (4.6) on ◦ reduces
to δg∗(f ◦ g) = 0.
Finally, for any φ, ψ ∈ g∗, the condition (4.6) on ◦˜ reduces to (4.6) on ∗ for g∗.
Since ∗ is commutative, this eventually becomes
(φ ∗ ψ)(1) ⊗ (φ ∗ ψ)(2) = φ ∗ ψ(1) ⊗ ψ(2) + φ(1) ∗ ψ ⊗ φ(2).
Since φ∗f (1)⊗f (2) = 0, this reduces to δg∗(φ∗ψ) = 0. This completes the proof. 
The conditions in Lemma 5.9 all hold when the Lie bracket of g (or the Lie cobracket
of g∗) vanishes. Putting these results together we have:
Proposition 5.10. Let G be a finite dimensional connected and simply connected
Poisson-Lie group with Lie bialgebra g. Assume that (g∗, [ , ]g∗) obeys the conditions
in Theorem 5.6 and Lemma 5.9. Then the tangent bundle G.Jg in Lemma 5.1
admits a Poisson-compatible bicovariant flat preconnection.
Example 5.11. In the setting of Example 5.2, we already know from Corol-
lary 4.2 that the abelian Poisson-Lie group Rn>Jm∗ admits a Poisson-compatible
left-covariant (bicovariant) flat preconnection if and only if (m∗>Jm∗)∗ = m>/adm
admits a pre-Lie structure.
From Corollary 5.5, we know that such a pre-Lie structure ◦˜ exists and is given
by (x, ξ)◦˜(y, η) = (x · y + [ξ, y]m, ξ ◦ η) if we assume (m, ·, [ , ]m) to be a finite
dimensional (not necessarily unital) Poisson algebra such that (m, [ , ]m) admits a
pre-Lie structure ◦ : m⊗m→ m. Then the corresponding preconnection is
γ((x, ξ),d(y, η)) = d(x · y + [ξ, y]m, ξ ◦ η)
for any x, y ∈ m, ξ, η ∈ m.
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In fact this extends to all orders. Under the assumptions above, according to
Proposition 4.4, the noncommutative algebra Uλ(m>/adm) = S(m)>/Uλ(m), or the
cross product of algebras C[Rn]>/U(m) (as quatisation of C∞(Rn>Jm∗)), admits
a connected bicovariant differential graded algebra
Ω(Uλ(m>/adm)) = (S(m)>/Uλ(m)).<Λ(m>/adm)
as quantisation. Note that d(x, ξ) = 1⊗ (x, ξ) ∈ 1⊗Λ1. The commutation relations
on generators are
[ξ, η] = λ[ξ, η]m, [x, y] = 0, [ξ, x] = λ[ξ, x]m,
[x,dy] = λd(x · y), [ξ,dx] = λd[ξ, x]m, [ξ,dη] = λd(ξ ◦ η)
for any x, y ∈ m, ξ, η ∈ m.
6. Semiclassical data on the cotangent bundle T ∗G = g∗>/G
In this section, we focus on the semiclassical data for quantisation of the cotangent
bundle T ∗G of a Poisson-Lie group G. We aim to construct preconnections on T ∗G.
As a Lie group, the cotangent bundle T ∗G can be identified with the semidirect
product of Lie groups g∗>/G with product given by
(φ, g)(ψ, h) = (φ+ Ad∗(g)(ψ), gh)
for any g, h ∈ G, φ, ψ ∈ g∗.As before, g∗ is g∗ but viewed as an abelian Lie group un-
der addition. In particular, (φ, g)−1 = (−Ad∗(g−1)(φ), g−1) and (0, g)(φ, e)(0, g)−1 =
(Ad∗(g)φ, e). Here Ad∗ is the coadjoint action of G on the dual of its Lie algebra.
The Lie algebra of T ∗G is then identified with the semidirect sum of Lie algebras
g∗>/g, where the Lie bracket of g∗>/g is given by
(6.1) [(φ, x), (ψ, y)] = (ad∗xψ − ad∗yφ, [x, y]g)
for any φ, ψ ∈ g∗, x, y ∈ g. Here g∗ is g∗ viewed as abelian Lie algebra and ad∗
denotes the usual left coadjoint action of g on g∗ (or g∗).
Our strategy to build Poisson-Lie structures on the cotangent bundle here is to
construct Lie bialgebra structures on g∗>/g via bosonisation of Lie bialgebras. Then
we can exponentiate the obtained Lie cobracket of g∗>/g to a Poisson-Lie structure
on g∗>/G. We can always do this, as we work in the nice case where the Lie group
is connected and simply connected.
6.1. Lie bialgebra structures on g∗>/g via bosonisation. Let ggM denote the
monoidal category of left Lie g-crossed modules. A braided-Lie bialgebra b ∈ ggM
is (b, [ , ]b, δb, ., β) given by a g-crossed module (b, ., β) that is both a Lie algebra
(b, [ , ]b) and a Lie coalgebra (b, δb) living in
g
gM, and the infinitesimal braiding
Ψ : b⊗ b→ b⊗ b obeying Ψ(x, y) = adxδby − adyδbx− δb([x, y]b) for any x, y ∈ b.
If b is a braided-Lie bialgebra in ggM, then the bisum b>/·g with semidirect Lie
bracket/cobracket is a Lie bialgebra [15].
For our purposes, a straightforward solution is to ask for g∗ = (g∗, [ , ] = 0, δg∗ , ad∗, α)
to be a braided-Lie algebra in ggM for some left g-coaction α on g∗.
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Lemma 6.1. Let g be a finite-dimensional Lie bialgebra and suppose there is a lin-
ear map Ξ : g∗⊗g∗ → g∗ such that (2.6) holds. Then g∗ = (g∗, [ , ] = 0, δg∗ , ad∗, α)
is a braided-Lie bialgebra in ggM if and only if Ξ is a pre-Lie structure on g∗ such
that Ξ is covariant under Lie cobracket δg∗ in the sense of
(6.2) Ξ(φ, ψ)(1) ⊗ Ξ(φ, ψ)(2) = Ξ(φ, ψ(1))⊗ ψ(2) + ψ(1) ⊗ Ξ(φ, ψ(2)),
and
(6.3) Ξ(φ(1), ψ)⊗ φ(2) = ψ(1) ⊗ Ξ(ψ(2), φ)
for any φ, ψ ∈ g∗. Here the left g-coaction α and the left pre-Lie product Ξ of g∗
are mutually determined via
(6.4) 〈α(φ), ψ ⊗ x〉 = −Ξ(ψ, φ)(x),
for any φ, ψ ∈ g∗, x ∈ g. In this case, the bisum g∗>/·g is a Lie bialgebra with Lie
bracket given by (6.1) and Lie cobracket given by
(6.5) δ(φ,X) = δgX + δg∗φ+ (id− τ)α(φ)
for any φ ∈ g∗, X ∈ g.
Proof. Since Lie bracket is zero, by definition, the question amounts to find a left
g-coaction α on g∗ such that 1) (ad∗, α) makes g∗ into a left g-crossed module;
2) δg∗ is a left g-comodule map under α; 3) The infinitesimal braiding Ψ on g
∗ is
trivial, i.e.,
(6.6) Ψ(φ, ψ) = ad∗ψ(1)φ⊗ ψ(2) − ad∗φ(1)ψ ⊗ φ(2) − ψ(2) ⊗ ad∗ψ(1)φ+ φ(2) ⊗ ad∗φ(1)ψ
is zero for any φ, ψ ∈ g∗, where we denote α(φ) = φ(1) ⊗ φ(2).
Clearly, α is a left g-coaction on g∗ if and only if Ξ defines a left g∗ action on itself,
since α and Ξ are adjoint to each other by (6.4), thus if and only if Ξ is left pre-Lie
structure, due to (2.6). Next, the condition that the Lie cobracket δg∗ is a left
g-comodule map under α means δg∗ is a right g
∗-module map under −Ξ. This is
exactly the assumption (6.2) on Ξ. In this case, the cross condition (3.2) or (4.6)
(using compatibility) for making g∗ a left g-crossed module under (ad∗, α) becomes
(6.3).
It suffices to show that the infinitesimal braiding Ψ on g∗ is trivial on g∗. By
construction, 〈α(φ), ϕ ⊗ x〉 = −Ξ(ϕ, φ)(x), so ad∗ψ(1)φ ⊗ ψ(2) = φ(2) ⊗ Ξ(φ(1), ψ)
where α(φ) = φ(1) ⊗ φ(2) and δg∗φ = φ(1) ⊗ φ(2). Thus
Ψ(φ, ψ) = ad∗ψ(1)φ⊗ ψ(2) − ad∗φ(1)ψ ⊗ φ(2) − ψ(2) ⊗ ad∗ψ(1)φ+ φ(2) ⊗ ad∗φ(1)ψ
= Ξ(ψ(1), φ)⊗ ψ(2) − ψ(2) ⊗ Ξ(ψ(1), φ)− Ξ(φ(1), ψ)⊗ φ(2) + φ(2) ⊗ Ξ(φ(1), ψ)
= Ξ(ψ(1), φ)⊗ ψ(2) + ψ(1) ⊗ Ξ(ψ(2), φ)− Ξ(φ(1), ψ)⊗ φ(2) − φ(1) ⊗ Ξ(φ(2), ψ)
= 0,
using (6.3). This completes the proof. 
Example 6.2. Let m be a pre-Lie algebra with product ◦ : m⊗m→ m and g = m∗
with zero Lie bracket as in Example 4.3. This meets the conditions in Lemma 6.1
and we have a Lie bialgebra g∗>Jg = m>Jm∗ with zero Lie bracket and with Lie
cobracket
δφ = δm∗φ, δx = (id− τ)α(x), ∀φ ∈ m∗, x ∈ m
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where α is given by the pre-Lie algebra structure ◦ on m, i.e., 〈x ⊗ φ, α(y)〉 =
−〈φ, x ◦ y〉. The Lie bialgebra here is the dual of the semidirect sum Lie algebra
m˜ = m∗>/m (viewed as a Lie bialgebra with zero Lie cobracket) where m acts on
m∗ by the adjoint to the action of m on m given by ◦, i.e., 〈x.φ, y〉 = −φ(x ◦ y),
[x, y] = [x, y]m, [x, φ] = x.φ, [φ, ψ] = 0, ∀x, y ∈ m, φ, ψ ∈ m∗.
The Poisson bracket on m˜∗ = m>Jm∗ is then the Kirillov-Kostant one for m˜, i.e.,
given by this Lie bracket.
Example 6.3. Let g be a quasitriangular Lie bialgebra with r-matrix r = r(1) ⊗
r(2) ∈ g⊗ g such that r+.X = 0 for all X ∈ g. As in Example 4.7, g∗ is a pre-Lie
algebra with product Ξ(φ, ψ) = −〈φ, r(2)〉ad∗r(1)ψ. Direct computation shows Ξ sat-
isfies (6.2), (6.3) without any further requirement. So g∗ = (g∗, [ , ] = 0, δg∗ , ad∗, α)
is a braided-Lie bialgebra in ggM with α(φ) = r(2)⊗ad∗r(1)φ. Hence from Lemma 6.1,
g∗>/·g is a Lie bialgebra with Lie bracket given by (6.1) and Lie cobracket given by
(6.5), i.e.,
(6.7) δ(φ,X) = δgX + δg∗φ+ (id− τ)(r(2) ⊗ ad∗r(1)φ).
Note that if g is a quasitriangular Lie bialgebra, it is shown in [15, Corollary 3.2,
Lemma 3.4] that (g∗, δg∗) is a braided-Lie bialgebra with Lie bracket given by
[φ, ψ] = 2〈φ, r+(1)〉ad∗r+(2)ψ = 0
in our case, so in this example g∗ in Lemma 6.1 agrees with a canonical construction.
On the other hand, this class of examples is more useful in the case where g is
triangular.
6.2. Poisson-Lie structures on g∗>/G induced from g∗>/· g. Next we exponen-
tiate our Lie bialgebra structure g∗>/·g constructed by Lemma 6.1 to a Poisson-Lie
structure on the cotangent bundle. As usual this is done by exponentiating δ to a
group 1-cocycle D.
Proposition 6.4. Let G be a connected and simply connected Poisson-Lie group.
If its Lie algebra g with a given coaction α meeting the conditions of Lemma 6.1.
Then g∗>/G is a Poisson-Lie group with
D(φ, g) = AdφD(g) + δg∗φ+ (id− τ)(φ(1) ⊗ φ(2) − 1
2
ad∗φ(1)φ⊗ φ(2)),
where α(φ) = φ(1) ⊗ φ(2).
Proof. Because of the cocycle condition, it suffices to find D(φ) := D(φ, e) and
D(g) := D(e, g), then
D(φ, g) = D(φ) + AdφD(g), ∀(φ, g) ∈ g∗>/G
where
Adφ(X) = X − ad∗Xφ, ∀X ∈ g ⊂ g∗>/g, φ ∈ g∗.
We require
d
dt
D(tφ) = Adtφ(δφ)
which we solve writing
D(φ) = δg∗φ+ Z(φ)
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so that
d
dt
Z(tφ) = Adtφ((id−τ)◦α(φ)) = (id−τ)◦α(φ)−t(id−τ)(ad∗φ(1)φ⊗φ(2)), Z(0) = 0.
Integrating this to
Z(tφ) = t(id− τ) ◦ α(φ)− 1
2
t2(id− τ)(ad∗φ(1)φ⊗ φ(2)),
we obtain
D(φ) = δg∗φ+ (id− τ)(φ(1) ⊗ φ(2) − 1
2
ad∗φ(1)φ⊗ φ(2)),
where α(φ) = φ(1) ⊗ φ(2). The general case ddt |t=0D(φ + tψ) = Adφ(δψ) amounts
to vanishing of the expression (6.6) which we saw holds under our assumptions in
the proof of Lemma 6.1. 
Example 6.5. In the setting of Example 6.3 with (g, r) quasitriangular such that
r+.X = 0 for all X ∈ g, we know that g∗>/G is a Poisson-Lie group with
D(φ, g) = δg∗φ+ Ad(φ,g)(r)− r + 2r+.φ− r+.(φ⊗ φ),
where . denotes coadjoint action ad∗. As α(φ) = r21.φ, direct computation shows
that D(φ) = δg∗(φ) + (id− τ)r21.φ+ r−.(φ⊗φ). Since the differential equation for
D(g) is the usual one on G for g quasitriangular, D(g) = Adg(r)− r and we obtain
the stated result. Note that Adφ(r) = (r
(1)− r(1).φ)⊗ (r(2)− r(2).φ) = r+ r.(φ⊗
φ)−r(1).φ⊗r(2)−r(1)⊗r(2).φ. The differential equation ddt |t=0D(φ+tψ) = Adφ(δψ)
amounts to r+.(id−τ)(φ⊗ψ) = 0, which is guaranteed by r+.X = 0 for all X ∈ g.
Note that we can view r ∈ (g∗>/·g)⊗2 where it will obey the CYBE and in our
case adφ(r+) = 0 as r+.φ = 0 on g
∗ under our assumptions. In this case g∗>/·g is
quasitriangular with the same r, with Lie cobracket
δr(φ) = adφ(r) = −r(1).φ⊗ r(2) − r(1) ⊗ r(2).φ = (id− τ)r21.φ
at the Lie algebra level (differentiating the above Adtφ) and δX as before. In our
case the cobracket has an additional δg∗φ term reflected also in D.
6.3. Preconnections on the cotangent bundle g∗>/·G. Let g be a finite-dimensional
Lie bialgebra and suppose that its dual g∗ admits a pre-Lie structure Ξ : g∗⊗ g∗ →
g∗ such that (6.2) and (6.3) hold as in the setting of Lemma 6.1. Then the dual
of the Lie bialgebra g∗>/·g is g>/·g∗, with Lie bracket the semidirect sum g>/g∗ and
Lie cobracket the semidirect cobracket g>Jg∗, i.e.,
[x, y] = [x, y]g, [φ, x] = φ.x, [φ, ψ] = [φ, ψ]g∗ ;
δx = (id− τ)β(x), δφ = δg∗φ,
for any x, y ∈ g, φ, ψ ∈ g∗. Here the left action and coaction of g∗ on g are given by
(6.8) 〈φ.x, ψ〉 = −Ξ(φ, ψ)(x), and 〈β(x), y ⊗ φ〉 = 〈φ, [x, y]〉,
respectively.
Here again, we use Lemma 5.4 to construct pre-Lie algebra structures on the semidi-
rect sum g>/g∗.
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Theorem 6.6. Let G be a connected and simply connected Poisson-Lie group with
Lie bialgebra g. Let g∗ admit two pre-Lie structures Ξ and ◦, with Ξ obeying (6.2)
and (6.3) as in the setting of Lemma 6.1. Let g also admit a pre-Lie structure ∗
such that
(6.9) φ.(x ∗ y) = (φ.x) ∗ y + x ∗ (φ.y),
for all x, y ∈ g, φ ∈ g∗, where . is defined by (6.8). Then the Lie algebra g>/g∗
admits a pre-Lie structure ◦˜ :
(6.10) (x, φ)◦˜(y, ψ) = (x ∗ y + φ.y, φ ◦ ψ)
and the cotangent bundle g∗>/G admits a Poisson-compatible left-covariant flat
preconnection.
Proof. Since (g,Ξ) is in the setting of Lemma 6.1, the left g∗-action in the semidirect
sum g>/g∗ is the one defined in (6.8). The rest is immediate from Lemma 5.4 and
Corollary 4.2. 
To construct a bicovariant preconnection, the pre-Lie structure constructed in The-
orem 6.6 must satisfy the bicovariance condition (4.6).
Proposition 6.7. In the setting of Theorem 6.6, the pre-Lie structure ◦˜ of g>/g∗
defined by (6.10) obeys the bicovariance condition if and only if ◦ obeys (4.6), ∗ is
associative and
[x, y] ∗ z = [y, z] ∗ x,(6.11)
((ad∗xψ) ◦ φ)(y) + Ξ(ad∗yφ, ψ)(x) = 0,(6.12)
Ξ(φ, ψ)([x, y]g) = Ξ(φ, ad
∗
yψ)(x)− (φ ◦ ad∗xψ)(y),(6.13)
for any x, y, z ∈ g and φ, ψ ∈ g∗. The associated preconnection is then bicovariant.
Proof. Since (4.6) is bilinear, it suffices to show that (4.6) holds on any pair of
elements (x, y), (x, φ), (φ, x) and (φ, ψ) if and only if all the conditions and displayed
identities hold. Here we denote β(x) = x1 ⊗ x2 ∈ g∗ ⊗ g, so we know
〈x1, y〉x2 = [x, y]g, x1〈x2, φ〉 = −ad∗xφ.
Firstly, for any φ, ψ ∈ g∗, the condition (4.6) for ◦˜ reduces to (4.6) on the pre-Lie
structure ◦ for g∗.
Secondly, for any x, y ∈ g, the condition (4.6) requires
(x ∗ y)1 ⊗ (x ∗ y)2 − (x ∗ y)2 ⊗ (x ∗ y)1 − x1.y ⊗ x2 + x2 ∗ y ⊗ x1 + x ∗ y2 ⊗ y1
= y1 ⊗ [x, y2]g + y2 ⊗ y1.x.
The terms lying in g ⊗ g on both sides should be equal, i.e., −x1.y ⊗ x2 = y2 ⊗
y1.x, which is equivalent to −Ξ(ad∗xψ, φ)(y) = Ξ(ad∗yφ, ψ)(x). This is true from our
assumption (6.3) on Ξ. The terms in g ⊗ g∗ give [x ∗ y, z] = [x, z] ∗ y + x ∗ [y, z],
i.e., ∗ is associative. The terms in g∗ ⊗ g give (x ∗ y)1 ⊗ (x ∗ y)2 = y1 ⊗ [x, y2]g and
applying the first factor to z ∈ g, we obtain [x∗y, z] = [x, [y, z]], which is equivalent
to [x, z] ∗ y = [z, y] ∗ x.
Now, for any x ∈ g, φ ∈ g∗, the condition (4.6) reduces to 0 = x1 ◦ φ⊗ x2 − φ(1) ⊗
φ(2).x. Applying y ⊗ ψ, this becomes −Ξ(ad∗yφ, ψ)(x) = ((ad∗xψ) ◦ φ)(y).
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Finally, for any φ ∈ g∗, x ∈ g, the condition (4.6) requires
(φ.x)1 ⊗ (φ.x)2 − (φ.x)2 ⊗ (φ.x)1 − φ ◦ x1 ⊗ x2 + φ.x2 ⊗ x1
−x1 ⊗ φ.x2 + x2 ⊗ φ ◦ x1 = φ(1).x⊗ φ(2) + x2 ⊗ x1 ◦ φ.
The terms lying in g∗⊗g give (φ.x)1⊗(φ.x)2−φ◦x1⊗x2−x1⊗φ.x2 = 0. Applying
y ⊗ ψ, this is equivalent to −Ξ(φ, ad∗yψ)(x) + (φ ◦ ad∗xψ)(y) + Ξ(φ, ψ)([x, y]g) = 0.
Applying ψ⊗y to the terms lying g⊗g∗, after cancelling the identity just obtained,
we have ((ad∗xψ) ◦ φ)(y) + Ξ(ad∗yφ, ψ)(x) = 0. This completes the proof. 
For simplicity, one can choose Ξ = ◦ in Theorem 6.6 and Proposition 6.7:
Corollary 6.8. Let g be a finite dimensional Lie bialgebra. Assume that g∗ admits
a pre-Lie structure Ξ such that (6.2) and (6.3) hold. Also assume that g admits
a pre-Lie structure ∗ such that (6.9) where the action is defined by (6.8) from Ξ.
Then
(x, φ)◦˜(y, ψ) = (x ∗ y + φ.y,Ξ(φ, ψ))
defines a pre-Lie structure for the Lie algebra g>/g∗, and thus provides a Poisson-
compatible left-covariant flat preconnection on the cotangent bundle g∗>/·G. More-
over, if ∗ is associative and obeys (6.11), then the pre-Lie structure ◦˜ obeys (4.6)
and the corresponding preconnection is bicovariant.
Proof. Clearly, there is no further condition on ◦ in the case ◦ = Ξ in Theorem 6.6.
In the bicovariant case, the further conditions on ◦ in Proposition 6.7 are (4.6),
(6.12) and (6.13). These all can be proven from the assumptions (6.2) and (6.3)
we already made on Ξ. In particular, (6.3) shows that (6.12) is true, and (6.2) is
simply a variation of (6.13) when ◦ = Ξ. The only conditions left in Proposition 6.7
are ∗ associative and (6.11). This completes the proof. 
Example 6.9. In the easier case of Example 6.2, we already know the answer: a
Poisson-compatible bicovariant flat preconnection on m˜∗ = m>Jm∗ corresponds to
a pre-Lie algebra structure on m˜ = m∗>/m.
Assume ◦˜ is such a pre-Lie structure, and also assume ◦˜ is such that ◦˜(m ⊗ m) ⊆
m, ◦˜(m∗ ⊗ m∗) ⊆ m∗, ◦˜(m ⊗ m∗) ⊆ m∗ and that the restriction of ◦˜ on the other
subspace is zero. Directly from the definition of pre-Lie structure, one can show
◦ := ◦˜|m⊗m also provides a pre-Lie structures for (m, [ , ]m), while ∗ := ◦˜|m∗⊗m∗
provides a pre-Lie structure for (m∗, [ , ]m∗ = 0), thus ∗ is associative and (6.11)
holds automatically. Meanwhile, . := ◦˜|m⊗m∗ can be shown to be a left m-action
on m∗, which is exactly the adjoint to the left m-action on m given by the pre-
Lie structure ◦ on m. Applying ◦˜ to any x ∈ m, φ, ψ ∈ m∗, one has x.(φ ∗ ψ) =
(x.φ) ∗ ψ + φ ∗ (x.ψ), i.e., (6.9). The analysis above shows that ◦, ∗, . corresponds
to the data in Corollary 6.8. So this example agrees with our construction of
Poisson-compatible bicovariant flat preconnections on g∗>/·g = m>Jm∗ in case of
g = (m∗, [ , ]m∗ = 0) in Corollary 6.8.
We also already know how to quantise the algebra C∞(m˜∗) or S(m˜) and its differ-
ential graded algebra as in Example 4.3. More precisely, the quantisation of S(m˜) is
the noncommutative algebra Uλ(m˜) with relations xy−yx = λ[x, y] for all x, y ∈ m˜,
so
Uλ(m˜) = Uλ(m
∗>/m) = S(m∗)>/Uλ(m)
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with cross relations xφ − φx = λx.φ for all x ∈ m, φ ∈ m∗. Meanwhile, as in
Example 4.3 and Proposition 4.4, the preconnection on m˜∗ = m>Jm∗ is given by
γ((φ, x),d(ψ, y)) = d((φ, x)◦˜(ψ, y)) = d(φ ∗ ψ + x.φ, x ◦ y).
Thus, the quantised differential calculus is
Ω(Uλ(m˜)) = Uλ(m˜).<Λ(m˜) = (S(m
∗)>/Uλ(m)).<Λ(m∗ ⊕m)
with bimodule relations
[(φ, x),d(ψ, y)] = λ d(φ ∗ ψ + x.φ, x ◦ y)
for all (φ, x), (ψ, y) ∈ m˜ ⊂ Uλ(m˜), where Λ(m∗ ⊕ m) denotes the usual exterior
algebra on the vector space m∗ ⊕m and d(ψ, y) = 1⊗ (ψ + y) ∈ 1⊗ Λ.
For a concrete example, we take m the 2-dimensional complex nonabelian Lie al-
gebra defined by [x, y] = x and for m∗ the 2-dimensional abelian Lie algebra with
its five families of pre-Lie structures [6]. Among many choices of pairs of pre-Lie
structures for m and m∗, there are two pairs which meet our condition (6.9) and
provide a pre-Lie structure for m˜ = m∗>/m, namely
(1) y ◦ x = −x, y2 = −1
2
y, Y ∗ Y = X,
x.X = 0, x.Y = 0, y.X = X, y.Y =
1
2
Y ;
(2) y ◦ x = −x, X ∗ Y = X, Y ∗X = X, Y ∗ Y = Y,
x.X = 0, y.Y = 0, y.X = X, y.Y = 0,
where {X,Y } is chosen to be the basis of m∗ dual to {x, y}. According to Theo-
rem 6.6 and the general analysis earlier, we know that Ω(Uλ(m˜)) = Uλ(m˜).<Λ(m
∗⊕
m) is a bicovariant differential graded algebra. In particular, Ω1(Uλ(m˜)) = Uλ(m˜)dx⊕
Uλ(m˜)dy ⊕ Uλ(m˜)dX ⊕ Uλ(m˜)dY. The bimodule relations for case (1) are:
[y,dx] = −λdx, [y,dy] = −1
2
λdy, [Y,dY ] = λdX,
[y,dX] = λdX, [y,dY ] =
1
2
λdY.
For case (2), we have
[y,dx] = −λdx, [X,dY ] = λdX, [Y,dX] = λdX, [Y,dY ] = λdY,
[y,dX] = λdX.
Example 6.10. Suppose that g is quasitriangular with r+.x = 0 for all x ∈ g as
in Example 6.3. According to Corollary 6.8, if g admits a pre-Lie product ∗ such
that
(6.14) [r(1), x ∗ y]⊗ r(2) = [r(1), x] ∗ y ⊗ r(2) + x ∗ [r(1), y]⊗ r(2),
from (6.9), then g>/·g∗ in Example 6.3 admits a pre-Lie structure ◦˜
x◦˜y = x ∗ y, φ◦˜x = φ.x = −〈φ, r(2)〉[r(1), x], φ◦˜ψ = −〈φ, r(2)〉ad∗r(1)ψ,
and thus determines a Poisson-compatible left-covariant flat preconnection on the
cotangent bundle g∗>/·G. Such a preconnection is bicovariant if ∗ is associative and
(6.11) holds, and in this case condition (6.9) vanishes. Recall that we cannot take
g semisimple here since it will not then admit a pre-Lie structure.
For a concrete example, we take g again be the 2-dimensional Lie algebra [x, t] = x
as in Example 4.5 but with δx = 0, δt = x⊗ t− t⊗ x as a triangular Lie bialgebra
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with r = t⊗ x− x⊗ t. If {X,T} is the dual basis to {x, t} then the pre-Lie algebra
structure ◦ of g∗ determined by r is:
T ◦X = −T, X ◦X = −X,
and otherwise zero, which is isomorphic to b2,1 listed in Example 4.5. On the other
hand, computation shows that among all the possible pre-Lie algebra structures for
g listed in Example 4.5, precisely b1,−1 and b2,1 satisfy condition (6.14), giving us
two pre-Lie algebra structures on g>/·g∗ by our construction, namely
(1) t ∗ x == −x, t ∗ t = −t, T ◦X = −T, X ◦X = −X,
X.x = x, T.t = x;
(2) x ∗ t = x, t ∗ t = t, T ◦ x = −T, X ◦X = −X,
X.x = x, T.t = x.
These determine two Poisson-compatible left-covariant flat preconnections on the
cotangent bundle g∗>/·G. In case (1) this is also bicovariant as ∗ is associative and
satisfies (6.11), which can be checked directly.
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