This paper introduces a fully implicit partitioned coupling scheme for problems of thermoelasticity at finite strains utilizing the p-version of the finite element method. The mechanical and the thermal fields are partitioned into symmetric subproblems where algorithmic decoupling has been obtained by means of an isothermal operator-split. Numerical relaxation methods have been implemented to accelerate the convergence of the algorithm. Such methods are well-known from coupled fluid-structure interaction problems leading to highly efficient algorithms. Having studied the influence of three different strategies: polynomial prediction methods, numerical relaxation with constant relaxation coefficients, its dynamic variant with a residual based relaxation coefficient and a variant of a reduced order model -quasi-Newton method, we present several numerical simulations of quasi-static problems investigating the performance of accelerated coupling schemes.
Introduction
This paper discusses new aspects of the partitioned analysis of coupled thermo-elastic problems at finite deformations. The numerical formulation is based on a classical staggered scheme in which the mechanical field is decoupled from the thermal field and vice versa. In this contribution both coupling effects are covered, thermal stresses or strains respectively and thermo-elastic heating or cooling, leading to a fully coupled problem. The degree of thermomechanical coupling for isotropic elastic materials particularly depends on the material parameters. Within the scope of this paper the main goal is to present the design of implicit coupling algorithms utilizing different strategies to accelerate convergence as well as to increase the stability of the algorithm itself. Such techniques are familiar from other multi-field problems; they have been applied with particular success in fluid-structure interaction (FSI) analysis, [1, 2, 3, 4] being just a few selected examples.
In the field of multi-physical coupling, which plays an important role in many industrial applications, intensive research has been conducted on the formulation of coupling algorithms and numerical solution procedures. Typically, a distinction is made between two different solution strategies for coupled problems: besides partitioned or staggered schemes, monolithic algorithms in which all coupled fields are solved simultaneously have been developed. The
Kinematics
Let us consider the movement in the three-dimensional Euclidean space of a continuum body B at t = 0 from Ω 0 the reference configuration to Ω t the current configuration at t > 0. The non-linear invertible deformation mapping function ϕ(X) : B → R 3 carries points X ∈ Ω 0 located at the reference configuration onto places x ∈ Ω t of the current configuration. Further, let F = Grad ϕ(X) the deformation gradient and J = det(F) > 0 its Jacobian.
As introduced in [23] , we utilize the multiplicative decomposition of the deformation gradient F = F M F θ into a mechanical and thermal part. Furthermore, we consider the thermal part as a pure volumetric contribution F θ = ϑ(θ)I and this yields J θ = det(F θ ) = ϑ 3 (θ) where the scalar ϑ(θ) denotes the thermal stretch ratio. This ratio is related to the thermal expansion coefficient α through ϑ(θ) = exp 
In order to describe the elastic response of the material, we employ the classical split of the deformation gradient F into a volume-changing (dilatational)F = J 1/3 I and a volume-preserving (distortional) F part, originally proposed in [24] . Since we assume pure volumetric thermal deformation (F θ = I) the volumetric-isochoric split leads to
so that the Right-Cauchy-Green tensor C = F T F can be expressed as follows:
In order to describe the kinematical relation with strain measures, the Green-Lagrange strain tensor E is introduced
which refers to the reference configuration. Based on this strain measure, the mechanical and the thermal strains can be recast into the following form:
Constitutive modeling
We consider the local form of the balance of momentum for the quasi-static case and the balance of energy with respect to the reference configuration Ω 0 within the time period [ Equations (7) and (8) define a nonlinear initial boundary value problem of coupled partial differential equations given in the strong form. Here, P = FS denotes the first Piola-Kirchoff stress tensor, S the second Piola-Kirchoff stress tensor, B the body forces,T the traction, η the entropy, Q the heat flux vector and R the heat source. The general constitutive thermo-elastic equations for the stress tensor S and the entropy η read by utilizing the free energy Ψ(C, θ):
In accordance with [10, 7, 25] among many others, we choose a standard constitutive model of the thermo-elastic material behavior which is given by the decoupled specific free energy functionΨ. The structure of this function is separated additively into a mechanicalΨ M , a purely thermalΨ θ and a coupled partM:
In this function, the elastic mechanical partΨ M =Û(J) +Ŵ(C) is split again in such a way that the functionÛ(J) describes the volumetric andŴ(C) the deviatoric material response. The coupled part, see [7] for instance,
characterizes the thermo-elastic coupling effect due to pure volumetric thermal expansion. Here, α denotes the coefficient of thermal expansion and θ 0 is the reference temperature. Based on the volumetric -isochoric split, the second Piola-Kirchhoff stress tensor consists of a purely volumetric and a purely isochoric part S = S vol (J, θ) + S iso (C). Since thermal expansion is assumed to be pure volumetric, thermal stresses occur only in the volumetric contribution S vol (J, θ). Moreover, we utilize the free energy and its total time derivative to express the rate of entropy by means oḟ η = d/dt(∂Ψ/∂θ) and this leads to the equation of heat conduction
In this equation, we have
defining the specific heat at constant deformation and the thermo-elastic coupling term
which describes the internal heat production due to elastic deformations. In order to complete the equation we assume the classical isotropic Fourier model of heat conduction
in the current configuration where λ denotes the coefficient of heat conduction. Because the balance of energy is formulated in the reference configuration the heat flux vector is transformed into material coordinates leading to Q = −λJC −1 Grad θ = −λ 0 Grad θ.
Variational formulation and linearization
In order to derive a numerical solution with finite elements we formulate the balance equations (7) and (8) given in the strong form in a variational (weak) form by multiplying both equations with test functions (virtual displacements or virtual temperatures respectively) and integrating them via their volume. Using the divergence theorem this concept leads to
where G u and G θ are generally nonlinear functionals formulated in the reference configuration. We restrict ourselves to material parameters that are independent of the temperature and assume a certain thermal part of the free energy function which leads to constant specific heat c p . As a result, equation (17) depends only linearly on the temperature θ.
In contrast, the weak formulation of the balance of momentum, equation (16) , is highly nonlinear in u for which reason a linearization is needed to solve the problem iteratively. The concept of linearization is carried out by expanding G u in a first-order Taylor series L[G u ] u=ū =Ḡ u + DG u ∆u, where higher order terms are omitted. Based on this concept, the classical Newton-Raphson scheme leads to
describing a linear equation system in every iteration step (i) where the Gateaux-derivative
in the direction of ∆u, the incremental displacement vector. Before we proceed with the linearization, we define δW int = Ω 0 P · Gradδu dV = Ω 0 S · δE dV as the internal virtual work in terms of S, the second Piola-Krichoff stress tensor in the reference configuration, and in addition, we assume that B andT are independent of the deformation. According to this assumption by using the product and the chain rule, the linearization of equation (16) in material description finally yields
with E the Green-Lagrange strain tensor, ∆E the incremental strain tensor and C = 2∂S/∂C the fourth-order elasticity tensor.
Partitioned coupling schemes
This section presents the numerical treatment of the thermo-mechanically coupled equations from the previous section in a partitioned way and discusses the construction of a global implicit coupling algorithm. To begin with, we focus on the isothermal split methodology, which has been applied to coupled problems of thermoelasticity and thermoviscoplasticity as well in [8] , [7] , among others, to obtain an algorithmic decoupled structure of the system, and then proceed with a global implicit time-stepping algorithm. Once a decoupled structure has been obtained, we briefly present the temporal and spatial discretization for finite element analysis of both the thermal and the mechanical subproblem. Inspired by FSI applications, we discuss several ways of accelerating the convergence of the algorithm and apply such methods to problems of thermoelasticity. We also introduce a simple method for automatic time-step control based on local error estimation.
Global time stepping algorithm 3.1.1. Isothermal operator split
The global solution strategy aims at a partitioned coupling algorithm in which every field can be treated as a single field and can be computed with black-box solvers. We therefore recall the fully coupled equation system for quasi-static thermoelasticity (7) and (8) which can be rewritten in a compact, monolithic form aṡ
where ξ(X, t) := {ϕ(X, t), v(X, t), θ(X, t)} denotes the vector of the coupled variables and
is a nonlinear evolution operator in ξ describing the evolution of these variables. Since we assume a quasi-static case, the velocity is treated as zero v = 0. With regard to a partitioned solution strategy, we are interested in a decoupled formulation of (21) describing the mechanical field and one sub-problem for the thermal field. For this reason we follow Simo and Miehe [7] to achieve algorithmic decoupling by utilizing the isothermal operator split method. That means, we split the operator A additively
into a mechanical and a thermal part so we can solve the mechanical field at a fixed temperature and the thermal field at a fixed configuration. Now, the decoupled form for a quasi-static problem can be written as follows:
where the pure mechanical problem is denoted with (M) and the pure thermal problem with (T ). In [7] this algorithmic decoupling has been referred to as product-algorithm ALGO Mθ since a composition of the algorithm into the product of two sub-algorithms, a mechanical and a thermal algorithm ALGO Mθ = ALGO M • ALGO θ has been carried out. According to this composition, we solve the sub-problems by means of successive approximation within one time increment ∆t leading to a two step solution-procedure, i.e. we first compute the thermal field (T ) and afterwards use the updated temperature θ as initial values for the mechanical problem (M).
Implicit thermo-mechanically coupling
On the basis of an algorithmic decoupled formulation, see equation (23), an implicit partitioned coupling strategy is constructed in a manner customarily applied to FSI problems. Before starting with a numerical formulation we need to clarify some definitions. In thermo-mechanics the partitioned approach is commonly denoted as a staggered scheme, which can be either an explicit or an implicit coupling algorithm. In order to obtain a clear identification we introduce the definition single staggered for an explicit scheme where information is interchanged only once, whereas for an implicit scheme we say multiple staggered with repeated information interchanging. In an implicit scheme we iterate within one time increment ∆t until an abort criteria is satisfied, i.e. we start with the thermal problem at fixed configuration, solve the mechanical problem at a constant temperature and repeat this until a converged solution is achieved.
By contrast, no convergence criterion has to be fulfilled in an explicit scheme and both fields are computed only once within one time interval. As a result, explicit methods are restricted to problems involving a weak algorithmic coupling and, compared with implicit methods, they are more susceptible to instability. Implicit methods need at least 6 two iterations, i.e. every sub-problem has to be solved twice providing more accurate solutions and increasing stability for strong coupling levels. That is why we focus on the formulation of an implicit scheme in this paper. Consequently two loops have to be performed to solve a fully implicit coupled thermo-elastic problem: the first loop defines the global time loop of the time period [0, T ] and a second loop is needed to perform the coupling iterations between the thermal and the mechanical field. Figures 1 and 2 illustrate schematically the general sequence of an implicit and explicit algorithm. Recalling the operator split ofξ(X, t) = A M (ξ) + A θ (ξ) with ξ the vector of global variables we define for the k-th
denotes the current variable vector. Here, ϕ (k) indicates the fixed configuration, i.e. these values are known from the previous iteration. For the solution of the thermal field the thermal evolution operator F θ is introduced and recast into the following form:
Analogously, it follows for the mechanical fielḋ
and, furthermore, the mechanical solution is written tõ
In this equation the mechanical evolution operator F ϕ (θ) is introduced at constant temperature. In (26) and (28) a tilde( ·) denotes the current unmodified solution within the iteration process. According to the underlying idea of an implicit coupling scheme, the nonlinear thermo-elastic analysis can be interpreted as an iteration process seeking the mechanical response in dependence of the temperature so that the residual
vanishes. Condition (29) clearly defines a fully implicit coupling scheme since it requires iterative correction to bring the mechanical and thermal response into balance. By contrast, for weakly coupled problems the assumption that R (k+1) ≈ 0 is fulfilled after the first iteration leads to an explicit coupling scheme.
Temporal and spatial discretization of decoupled subproblems
The time integration of the quasi-static problem (23) is performed by applying the implicit Backward-Euler scheme. The temporal discretization of the global variable vector yieldṡ
where ∆t denotes the time step size. We are moreover interested in a spatial discretization of the geometry of the body B in the reference configuration, so we apply the p-version of the finite element method to find an approximate solution, for further details regarding p-FEM see [26, 27, 28] . Both fields are discretized using three-dimensional hexahedral elements whose formulation is based on shape functions as introduced in [26] . Thanks to the decoupled structure of the governing equations each subproblem is treated separately. We start with the discretization of the mechanical field (ALGO M ) in a typical manner where the displacements, the test functions and their gradients are interpolated as follows:
Grad
Inserting these expressions into equation (19) and (16) we derive a discrete variant of equation (18). Accordingly, an iterative Newton-Raphson scheme arises in the sense of
where
ϕϕ represents the tangential stiffness matrix and R
(i)
ϕ is the current residual, both evaluated at the last iteration step (i). For further details concerning nonlinear finite element methods we refer to the literature, see [29] and [30] for more details.
Similarly, the same procedure is employed when considering the discretization of thermal field (ALGO θ ) with respect to the reference configuration Ω 0 :
In this work we disregard the very general case where all material parameters are temperature dependent, in particular the heat capacity, the conductivity and the thermal expansion coefficient. For non-linear heat transfer problems we refer to [31] . Furthermore, according to equation (11) and (14) the thermo-elastic heating term depends only linearly on the absolute temperature θ = θ 0 +∆θ. Substituting the interpolated temperatures into (17) results in a linear equation system
with K θθ denoting the thermal stiffness matrix, ∆θ the vector of temperature change and F θ the thermal load vector, see [32] for a detailed introduction into the numerical treatment of heat transfer problems. Writing (34) and (37) together in matrix formulation (38) indicates that the global structure of the decoupled problem is obviously symmetric as mentioned in 3.1.1. In contrast to a monolithic approach, whose consistent linearization leads to coupled terms, K θϕ and K ϕθ , they do not appear in a partitioned solution strategy. Thanks to this decoupling, computational efficiency increases extensively. Please note, that implicit coupling schemes require the repeated solution of (38) until the tolerance criterion is satisfied.
Convergence acceleration methods
According to an implicit coupling scheme, a certain number of iterations are required to achieve a converged solution, which significantly depends on the degree of coupling. In a strongly coupled problem, more iterations are definitely needed to obtain convergence. In order to keep the computational input to a minimum even for strong coupled problems, we introduce methods to accelerate the convergence of the algorithm. In addition, such methods increase the chance of stabilizing the algorithm based on an isothermal operator split, which remains a difficult problem in [10, 25, 33, 11] so far. 8
Mechanical prediction
To begin with, we focus on the prediction of initial values based on polynomials for the temperature field at the beginning of every time step, which is one of the most fundamental and most common methods of increasing computational efficiency and stability; see [34] and [35] for application in FSI analysis. The concept of prediction relies on the assumption that ideal initial values are obtained by extrapolating them through known solutions from previous time steps. Polynomials are usually utilized to construct predictors since they increase the likelihood of employing solutions from a certain number of previous time points. Apart from the trivial case of order zero, where the predictor corresponds to the solution from the last time step, we consider only polynomials of first and second order:
The construction has been carried out under the assumption of a constant time increment size ∆t. In the case of adaptive time step control, the predictor has to be constructed in an adaptive manner as well. For the linear case where O = 1 the predictor yieldsφ
In general, a polynomial predictor of order O = m can be constructed from
leading to a linear equation system in order to determine all linear coefficients c i , see [36] for more details.
Gauss-Seidel formulation and fixed-point iteration of thermo-mechanically coupled problems
In order to construct a multiple staggered scheme for fully coupled thermoelasticity, we employ the Gauss-Seidel procedure with fixed-point iteration to solve equation systems in an iterative manner. Beside thermo-mechanics and FSI-analysis Gauss-Seidel methods can be applied to almost every field of coupled computational mechanics; see [37] for instance. The general fixed-point formulation for an equation system in n dimensions reads
where x is a solution vector of the dimension n, Φ(x (k) ) defines an iteration function depending on the previous solution and k is the iteration counter. This procedure aims to decrease the difference between the exact solution and the iterative solution after each iteration, i.e. the iteration function has only one fixed point and the solution converges to this point x * = Φ(x * ). Applied to the coupled problem of thermoelasticity the following expressioñ
covers the composition into a mechanical and a thermal part in the sense of a fixed-point and accordingly a GaussSeidel formulation with two equations. A converged solution is obtained after k iterations whenφ * = Φ(ϕ * ) is satisfied, i.e the current solution equals the previous solution of the respective field. This condition is completely equivalent to equation (29) . It should be noted, that manually restricting the maximum number of permissible iterations to one, this procedure can be treated as an explicit method as well.
With respect to a practical application, we consider R (k+1) =φ (k+1) − ϕ (k) the current residual and define an abort criteria based on the Euclidean norm
and set the tolerance to ǫ = 10 −5 . Remark: A stability analysis of the Gauss-Seidel method shows, in particular when applying an isothermal operator split, its main drawback: the conditional stability [10, 11] even when the solution of each subproblem can be guaranteed to be stable.
Numerical relaxation
Numerical relaxation of the Gauss-Seidel procedure is a common method employed in computational mechanics, especially in FSI, to accelerate the convergence by modifying the values of the current solution before it is used by the other field in the next iteration step. The objective is to reduce the number of coupling iterations and to stabilize the coupling procedure. In order to distinguish between modified and unmodified values, all unmodified values are denoted by( · ). Recalling that a converged solution is obtained whenφ * = Φ(ϕ * ) , the classical Gauss-Seidel procedure can be accelerated by replacing the current solution by a new unknown solution vector. According to this, we write
where ϕ (k+1) defines the new modified solution and ∆ϕ (k) represents the difference between the actual and the previous iteration.
In the next step the difference is replaced by the current residual R (k+1) multiplied by a scalar coefficient:
Substituting this expression into (46) , the modified solution of the mechanical field yields
where the scalar ω (k) denotes the so-called relaxation parameter. The objective is now to determine this parameter in such a way that the number of iterations is reduced to a minimum. In general, there are two possibilities: either we choose a static value such that ω (k) = ω or we calculate an adaptive parameter which might change at every iteration. We emphasize the dynamic version of relaxation where ω (k) is adaptive since this method has been successfully applied in many papers on fluid-structure interaction, see [1] for example . We update the relaxation parameter after every iteration as follows:
This method is based on Aitkens ∆ 2 method for accelerating the convergence of a series which yields one step of the secant method in the one-dimensional case. Considering the vector case, the method has been reformulated in [13] . Dynamic relaxation is not performed until after the second iteration since the underlying idea of this method to improve convergence is to use two previous residuals to update the relaxation parameter according to equation (49) . We would point out that there are alternative formulations of this method; see [2] for further details.
Another way to find a relaxation parameter is to construct an algorithm using the optimal step length in the direction of the residual. This method is equivalent to finding a local minimum and has been referred to in literature as the steepest descent method; see [1] for details. We do not take this algorithm into account in this paper, since it requires a Jacobian matrix and provides less computational efficiency compared with the Aitken-relaxation [1] .
Remark: It is not possible to obtain a converged solution for relaxation parameters beyond the range ω ∈ (0, 2); see [38] . We therefore utilize this range as a threshold for the relaxation parameter in the dynamic case. Furthermore, values of ω < 1 stabilize the iteration process while values of ω > 1 accelerate the iteration. Numerical relaxation does not guarantee an unconditional stable solution as a general rule.
Newton and reduced order model -quasi-Newton iteration methods
Despite numerical relaxation a wide range of different Newton-methods have been applied with great success in the field of computational fluid-structure interaction, see [3, 39, 40] for instance. The objective is to increase the convergence order by utilizing Newton or quasi-Newton methods within the partitioned iteration cycle. For this reason the definition of the current residual, equation (29) , is considered and rewritten by means of an residual operator:
To evaluate this non-linear operator for the next iteration we develop R into a first order Taylor series around the current solution:
In order to determine the new increment ∆ϕ (k) = ϕ (k+1) − ϕ (k) and the new modified solution vector respectively a linear equation system has to be solved:
In equation (52) the expression J = ∂R(ϕ k )
∂ϕ (k) denotes the Jacobian matrix of the residual operator. The main drawback when applying a full Newton scheme to (29) arises from the calculation of that Jacobian which is required in every iteration cycle k and the consequences involved. This increases computation time dramatically because a consistent linearization of R(ϕ k ) not only implies the linearization of the mechanical field but also, the cross derivative of the thermal solution operator with respect to the mechanical field variable. For this reason, we exclude a full Newtonmethod with an exact Jacobian.
In order to avoid the problems arising from an exact Jacobian several methods have been developed to approximate J in an appropriate way, in particular Jacobian-free Newton-Krylov methods, finite differences schemes and quasiNewton techniques. A general overview of the solution of nonlinear equations with different Newton methods can be found in [41] and [30] . In this paper, we apply a variation of a quasi-Newton method which seems quite promising for coupled thermo-elastic problems, since it only involves a moderate amount of extra computational effort. We employ a formulation based on a reduced order model [4] and further applied to FSI analysis in [14] , where this algorithm has been referred to as a partitioned interface quasi-Newton method. In this paper we will use henceforth the short expression quasi-Newton method.
The basic idea lies in the consideration of the residual changes ∆R and the fact that the current Residual R
should be zero. This postulation can be obtained by substituting the current solutionφ (k+1) of equation (29) with an (unknown) modified solution ϕ (k+1) and assume that this leads to
In order to fulfill equation (53) and to determine ϕ (k+1) , let us take a look at the current residual change, which reads
Since this equation is still nonlinear, the residual change is approximated to avoid a Jacobian by means of known residual increments from previous iterations in the sense of
Expression (55) defines a linear combination and leads to a minimization problem in order to determine the linear coefficients α:
This minimization problem is of the order k−1 with k defining the iteration counter, so the computational effort needed to calculate the linear coefficients remains acceptable. From this follows the assembly of the modified solution
t n
Compute Mechanical Predictor
Modify Solution by Relaxation or Quasi-Newton Method
New Iteration Figure 3 . Fully implicit staggered scheme with convergence acceleration Due to the need to take the residual changes into consideration, this method requires at least two previous iterations to construct a modified solution ϕ (k+1) . For more details regarding the numerical implementation of this method see [14] .
The flow chart of an implicit algorithm for thermoelasticity with convergence acceleration and mechanical prediction is depicted in Figure 3. 
Adaptive time step control
The implicit time integration can either be used with a fixed time increment defined by the user or a dynamic increment that can be adjusted to the temporal temperature evolution. In some cases an a priori fixed time step selection may lead to difficulties concerning stability, accuracy and computational costs. In order to avoid these problems arising from fixed time increments, several approaches have been developed to obtain adaptive time-step control which are generally based on solution methods for ordinary differential equation and local error estimations. In this paper, we make use of a simple predictor-corrector method inspired by a formulation of [42] to estimate the new time step size ∆t, see also [32] . This method uses the second order explicit Adams-Bashfort predictor
where the temperature rates are given as follows:
Based on two time integration methods the local error between the explicit predictor θ p n+1 and the implicit solution θ n+1 is estimated
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where the adaptive heuristic time estimation formula yields:
Here, n do f defines the total number of degrees of freedom, m = 1/2, ε denotes the error-tolerance specified by the user, e n+1 specifies the current error norm and β = 3(1 + ∆t n−1 /∆t n ).
Numerical examples
In this section several numerical examples are presented investigating the performance of the staggered coupling algorithm based on an isothermal operator split utilizing acceleration methods, as proposed in the previous section (3). After a motivation based on simple examples with existing analytical solutions, we focus on a classical thermo-elastic example which was studied in [10, 25, 33] , the thermo-elastic expansion of a thick-walled cylinder. In addition, we present an example showing the need for adaptive time-step control.
All simulations were performed with the help of the in-house p-FEM code AdhoC, see [43] and [44] . The data exchange within implicit coupling is conducted by means of a flexible coupling interface which utilizes MPI for communication and was originally devised for FSI-analysis [45] . When computing the mechanical and the thermal field, the spatially discretized geometry coincides for both fields. Nevertheless, we are not restricted to the same polynomial degree in each subproblem because the data can easily be interpolated between the different discretizations.
We are introducing the following abbreviations for the sake of clarity: Hereafter, SR stands for static relaxation, SOR for static over-relaxation where ω > 1, SUR for static under-relaxation with ω < 1, DR for dynamic relaxation, GS for Gauss-Seidel without convergence acceleration, MP for mechanical predictor , MP2 for mechanical predictor of the 2nd order and QN for quasi-Newton method.
We also introduce an abbreviation for denoting the point of application of the method: I is used to denote a point downstream from the mechanical field, which is the reference situation, and II for a point downstream from the thermal field. NC stands for the circumstance where convergence cannot be obtained.
Motivation: Small strain thermo-elastic rod
We look at two different simple examples with existing analytical solutions at small strains in order to validate the partitioned algorithm as well as the convergence acceleration techniques numerically. The governing equations of fully coupled small strain thermoelasticity under the assumption of small temperature changes θ ≈ θ 0 can be found in [19] and read for the mechanical field
and for the thermal part
As isotropic thermo-elastic material behavior is assumed, the constitutive equation for the free energy yields
1. Example
By way of an introduction, the first example focuses on the general convergence properties of p-FEM in the context of partitioned coupling. The thermo-elastic heating of a long slim rod with a quadratic cross-sectional area under tensile loading is accordingly computed; see Figure 4 for the geometrical set-up of the rod and Table 1 for the material properties. The geometry of the rod is discretized by ten hexahedral solid elements along the rod's axis, as depicted in Figure 5 . A time increment of ∆t = 0.1s is chosen for temporal discretization.
The boundary conditions are as follows: at position A the rod is clamped and the imposed temperature coincides with the reference temperature (θ 0 = 293.15 K). On the right-hand side, position B, a time dependent displacement is imposed as well as the reference temperature again. Due to the thermo-elastic heating effect, the temperature of the rod will evolve and cause thermal stresses. An analytical solution of the thermal problem can be found by regarding the long slim rod as one-dimensional, i.e. the x−coordinate is assumed to be the describing coordinate. In this case, the governing equations for small strain thermoelasticity (62) -(64) are reduced to scalar equations and the solution of the thermal field yields a Fourier series, see [46] for instance, in the following form:
(65) Figure 6 compares the temperature evolution along the rod's axis for different polynomial degrees. The results clearly show that, by increasing the polynomial degree p, the numerical approach converges to the analytical solution. No significant deviations are observed for p = 5. Please note, that p = 5 has been employed in both fields. Since this study deals with a weak thermo-mechanically coupled problem, all numerical computations were performed by means of an explicit (single staggered) coupling scheme. The temperature distribution of the rod is depicted in 7.
2. Example
The objective of the next example is to encourage the application of convergence acceleration to thermo-mechanics as introduced in Section 3. Again, the same geometry is considered for the thermo-elastic rod of the first example except that the coupling effect now arises from coupled boundary conditions, as depicted in Figure 8 . 14 For this academic problem, the imposed temperature at position B depends linearly on the deformation θ = θ(u). In addition, the problem is treated as stationary, i.e. the time derivative of the temperature vanishesθ = 0 and the thermo-elastic heating effect is then neglected H = 0. Figure 9 depicts the displacement of point (B) plotted against the number of iterations. Since the temperature boundary conditions are coupled linearly with the expansion of the rod, the displacement oscillates around the exact solution. In order to circumvent such oscillations, static (ω = 0.5) and dynamic relaxation methods were applied in this example leading to a significant reduction in the number of of required iterations. Numerical relaxation by means of dynamical Aitkens-∆ 2 method significantly increases computational efficiency and attains a converged solution after just three iterations. 
Expansion of a thick-walled cylinder
The example of quasi-static finite strain thermo-elastic expansion of an infinite long thick-walled cylinder was introduced in [10] and studied again in [25] and [33] . In this paper we want to compute this example again using exactly the same geometrical set-up and the same material properties. In contrast to these papers, where the axis symmetric cylinder was meshed by ten iso-parametric 4-node quadrilateral elements, the problem is discretized in this paper with three-dimensional high-order hexahedral solid elements with a polynomial degree of p = 5, see Figure  11 . The same discretization and polynomial degree is used for both subproblems. Thanks to its symmetric structure, only one-fourth of the cylinder is considered with an inner radius of r 0 = 10 mm and an outer radius of r 1 = 20 mm , as depicted in Figure 10 . All material properties and model properties can be found in Table 2 .
On the front and reverse surface, the displacement boundary conditions are restricted to zero u z = 0. Nor does any heat transfer takes place, i.e. the heat flux is zero. Furthermore, zero heat flux is also imposed at the inner radius, whereas the reference temperature θ 0 is imposed on the outer radius. A displacement driven computation is chosen by increasing the imposed displacement at the inner radius with a constant displacement rate ofu 0 . Following [10] , the maximum displacement is set to three times of the wall thickness until u max = 30mm is reached, which clearly involves large deformations. Table 2 . Thermo-elastic thick-walled cylinder: material and model properties In accordance with [10] we choose the following decoupled Neo-Hookean free energy function 16 where the volumetricÛ(J) and the isochoricŴ(C) part yield
In addition, we choose for the thermal partΨ
resulting in a constant specific heat capacity c p = c and finally assume a coupled part aŝ
which models the assumption of purely volumetric thermal expansion, see [7] . The coupled partM(J, θ) represents the thermo-mechanical coupling effects since the volumetric stress tensor reads
where p = dΨ/dJ and the thermo-elastic heating follows from (17):
All upcoming numerical simulations were performed with the same material whose parameters are summarized in Table 2 .
Weak coupling
At the beginning, the case of weak thermo-elastic coupling is considered. Corresponding to [10] , we denote weak coupling by the physically realistic thermal expansion coefficient α = 1.5 × 10 −5 1/K. Figure 12 shows the temperature evolution at the inner radius in the case of both implicit and explicit coupling for two different time increments ∆t = 0.1 s and ∆t = 1.0 s. The results show good agreement with Armero and Simo [10] . There is no significant difference between an implicit and explicit coupling scheme either, that indicates the weak thermomechanical coupling. Both solutions produce stable results without oscillations. We wish to point out that the implicit scheme needs only two iterations to attain a converged solution and that this procedure corresponds to the GaussSeidel method. The temperature distribution of the cylinder is depicted in Figure 13 . Explicit Implicit Figure 12 . Temperature evolution at the inner radius of the thick-walled cylinder Figure 13 . Temperature distribution of the cylinder after t = 6s with ∆t = 1.0s.
Strong coupling
In the next step we increase the degree of coupling by increasing the thermal expansion coefficient by a factor of ten to α = 1.5 × 10 −4 1/K in order to show the limitations of the isothermal operator split method for strong coupled problems. Such strongly coupled problems tend to oscillate or to be unstable in the worst case scenario as reported in [10] and [25] when utilizing an isothermal operator split. As depicted in Figure 14 , precisely this behavior is observed: the response of the thermal problem is unstable yielding large temperature oscillations. Only the implicit case with ∆t = 1.0s produces a stable temperature evolution. In particular, the case of small time increments (∆t = 0.1 s) is by far the worst, resulting in a divergence. Both the explicit and the implicit coupling fail completely. The temperature response for an implicit scheme with ∆t = 0.1 s fails within the first time increment and is therefore not shown in Figure 14 . This behavior indicates the drawback of only conditionally stable isothermal operator splitting.
In order to obtain a stable solution and to circumvent oscillations, Armero and Simo [10] propose the adiabatic split procedure which shows a good performance for strong thermo-elastic coupling levels. By contrast, in this paper, we apply convergence acceleration and stabilization methods to solve this problem in the case of isothermal splitting. In Figure 15 and 16 the temperature is plotted against the iterations showing the influence of numerical dynamic relaxation for an implicit Gauss-Seidel algorithm. For small time incrementation, see the blue curve in Figure 15 , the temperature response can be stabilized effectively resulting in a converged solution within every time step. The jumps in this curve indicate the beginning of a new time step. Without relaxation, see the red curve in Figure 15 , the solution is unstable and the temperature response literally explodes. Moreover, it turns out that this method can be used to accelerate convergence substantially, as depicted in Figure 16 . Dynamic relaxation reduces the total number of iterations required to k = 7. These findings demonstrate, however, that the classical isothermal operator split can be applied to strong coupled thermo-elastic problems instead of the adiabatic split by carrying out some simple modifications, as presented in Section 3.
In addition, Figures 17 and 18 depict the residual over the iteration within the first time-step showing the significant influence of dynamic relaxation (DR), static under relaxation (SR) with ω = 0.5 and quasi-Newton (QN) method. For the Gauss-Seidel procedure, when the time increment yields ∆t = 1.0s (Figure 17 ), a marginal but constant and stable residual decrease between two iterations can be obtained whereas the convergence accelerator leads to a steep residual descent. In this case, the tolerance criterion of ǫ = 10 −5 (the green line in Figures 17 and 18 ) is satisfied after six or seven iterations for QN or for DR and SR respectively. For small time increments (∆t = 0.1s, see Figure 18 ), the Gauss-Seidel method fails to converge because the residual oscillates and starts diverging. In that case, relaxation and quasi-Newton methods stabilize the coupling iterations and allow them to converge successfully. 
Performance study
Having presented a way of employing the isothermal operator split to strong thermo-elastic coupling levels, we now proceed to place the emphasis on the additional performance enhancement of the partitioned algorithm. Since an implicit scheme needs at least two iterations to check whether the convergence criterion is satisfied or not, we are interested in an algorithm which decreases the number of iterations to a minimum of two. In the beginning, the point of application of dynamic relaxation or quasi-Newton method is placed downstream from the mechanical field. Figure 19 compares the influence of different convergence acceleration methods by illustrating the total number of iterations required against the thermal expansion coefficient α. The relative number of total iterations k rel = k abs − k opt is plotted, in other words, we subtract two iterations for each time increment from the absolute number of needed iterations. In the current example, we choose ∆t = 1s and a time period of T = 15 s so we have to subtract k opt = 2 × 15 = 30 from the absolute number of iterations. We are therefore interested in a coupling algorithm leading to k rel = 0. The results of Figure 19 illustrate the importance of accelerated coupling schemes: increasing the degree of coupling considerably reduces computational efficiency if no convergence acceleration methods are applied to the Gauss-Seidel procedure. On the other hand, a combination of either dynamic relaxation or quasi-Newton together with a mechanical predictor improves the situation significantly even for large coupling levels. The fastest performances are achieved with a DR+MP2 combination. Another important topic which has to be investigated is the distribution of iterations needed with respect to time. Let us take a look at the situation with strong coupling levels α = 1.5 ×10 −4 1/K. Figure 20 shows that, more iterations are required in the first time steps for dynamic relaxation because the mechanical predictor is not available at the start of the simulation. The results also verify the need for high-order mechanical predictors: for subsequent time levels t > 8s a second order predictor reduces the iterations to the optimum of k rel = 0. Generally, mechanical prediction has the same positive influence in the case of quasi-Newton methods, see Figure 21 . However, it turns out that this method is less efficient than dynamic relaxation because the optimum k rel = 0 cannot be achieved even at the end of the simulation. Table 3 presents a detailed parametric performance study of the algorithm for two different time-step sizes, ∆t = {0.1, 1.0} s and for three different coupling levels α = {5, 10, 15} × 10 −5 1/K. It shows the relative number of total iterations needed to attain a converged solution within a time period of T = 15 s. Beside several combinations of convergence acceleration methods the influence of the point of application of the convergence accelerator has also been investigated. The best results are highlighted in blue.
Detailed parametric study
Large time increment (∆t = 1.0 s) All methods lead to a successful convergence in position I, except the static case of over-relaxation (SOR) where a constant relaxation parameter of ω = 1.5 was used. The fastest performance is obtained by using a combination of dynamic relaxation and a high order mechanical predictor. At position II static over-relaxation fails completely and again DR+MP2 seems to be the fastest combination. Compared with position I, the performance is almost the same when relaxation methods are applied. In addition, the results of the quasi-Newton method are deteriorated significantly. One surprising fact that emerged when we consider both options, i.e. modification of the solution after the thermal field and the mechanical field, was that the dynamic relaxation methods failed in the case of strong coupling (α = 15 × 10 −5 1/K) levels. The response of each field tends to oscillate and become unstable. By contrast, QN manages to converge for all coupling levels but there is no improvement in the performance compared with position I.
Small time increment (∆t = 0.1 s)
Considering position I, i.e. where the solution of the mechanical field is accelerated, the best results are achieved with combinations incorporating mechanical prediction. Even less relative iterations are needed altogether compared with the situation of large time increments, especially for low (α = 5 × 10 −5 1/K) and normal (α = 10 × 10 −5 1/K) coupling levels. This indicates that starting with a small time increment reduces the required number of iterations at the start of the simulation. Considering the acceleration after the thermal field, position II, it was not possible to obtain a converged solution for strong coupling whenever the quasi-Newton method was employed. The combination of dynamic relaxation and mechanical prediction, however, shows the fastest performance and succeeds in converging at all coupling levels. Again, the positive influence of starting with a small time increment is apparent. When applying the acceleration methods downstream from both fields, we obtain the situation that dynamic relaxation fails to converge and that the quasi-Newton methods, particularly when combined with mechanical prediction, show the best performance speed.
Thermo-elastic cylinder with convection
In order to cover transient heat transfer problems in which time plays a more important role, the selection of a fixed time increment might have some drawbacks. On one hand, a too fine time increment may lead to extensive computational costs and, on the other hand, a large step size may result in a loss of accuracy. For this reason, we opt for adaptive time-step control.
Once again, we look at the thermo-elastic cylinder from the previous example: whereas the geometrical and material set-up as well as the spatial discretization are identical, the boundary conditions of the cylinder are different. For the mechanical field, the displacements at the inner radius are imposed exponentially to counteract the maximum displacement u max ; see Figure 22 . The exponential function is adjusted to reach the maximum after almost five seconds. Furthermore, the displacements are imposed temporally delayed after t BC = 50s. As a consequence, a sudden temperature change inside the cylinder due to the thermo-elastic coupling effect will occur at t BC until the maximum displacement u max is reached. In the thermal field, we also assume a convective heat flux at the inner and the outer radius which is approached as follows:
In this equation, the temperature of the cylinder surface is indicated by θ s , the ambient temperature by θ c and the convective heat transfer coefficient with h c . Details of these properties can be found in Table 4 . Figure 23 shows the temperature evolution for this problem and compares the influence of different time step sizes. Since the time period concerned yields [0, 3000]s, we choose a fixed reference time increment of ∆t re f = 10s. The curves for a very small time increment of ∆t = 0.5s are also depicted. For adaptive time-step control we define a threshold for the time step size of ∆t min = 0.1s and ∆t max = 2 * ∆t re f = 20s. In the beginning, the computation is initialized with an increment of ∆t init = 10s. Additionally, three different error tolerances, see equation 61, are studied: ε = {0.5, 1.0, 5.0} × 10 −3 . The temperature evolution at the start of the computation until t BC = 50s is dominated by convective heat transfer and the temperature increases slowly. After that for t > t BC a sudden temperature change is observed caused by elastic deformations and thermo-elastic coupling effects. As illustrated in Figure 23 this temperature jump cannot be captured accurately with large time increments. However, when decreasing the time step size to ∆t = 0.5s accuracy will be improved clearly but consequently, this leads to a time consuming computation. In contrast to that, adaptive time-step control provides the optimal time increment in every situation for this kind of problem and keeps computation time on a passable level. On the one hand, the appearance of a sudden temperature change leads to a significant decrease of the time increment and on the other hand, when the temperature change is slowly, the step size will grow until the maximum of ∆t max is reached; see Figure 24 . 
Conclusion
In this paper, we have discussed several new aspects of partitioned fully implicit coupling algorithms for finite strain thermoelasticity. The nonlinear equation system has been decoupled on the basis of the classical isothermal operator split. We know from literature that this split may lead to difficulties, as it does not guarantee unconditional stability in the case of strong coupled problems. This paper shows that it is possible to increase stability significantly by employing convergence acceleration methods, even for non-physical high coupling levels. We have discussed the performance of relaxation and quasi-Newton methods on the basis two examples. Dynamical Aitken relaxation combined with a mechanical predictor seems to be a particularly fast scheme which is easy to implement and incurs only moderate computational costs. We also investigated a variation of the quasi-Newton method (reduced order model) which, combined with mechanical prediction, likewise leads to fast, stable solutions. Both dynamic relaxation and the quasi-Newton method are definitely required in the first time steps since the partitioned algorithm tends to be unstable at the start of the simulation when small time increments are used (∆t = 0.1s). It turns out that mechanical prediction has been responsible for efficient coupling at subsequent time levels. All these findings prove that isothermal splitting can be utilized instead of adiabatic splitting to solve strongly coupled problems of thermoelasticity. In forthcoming papers, the performance of such algorithms will be demonstrated in connection with thermo-visco-plastic problems and electric-thermo-mechanical coupled problems for simulating the multi-physical phenomena of field-assisted sintering 23
processes. In addition, a simple method for achieving adaptive time step control while simultaneously improving the efficiency of the algorithm has also been applied.
