On a q-analogue of Faà di Bruno’s determinant formula  by Xu, Aimin & Cen, Zhongdi
Discrete Mathematics 311 (2011) 387–392
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Note
On a q-analogue of Faà di Bruno’s determinant formula
Aimin Xu ∗, Zhongdi Cen
Institute of Mathematics, Zhejiang Wanli University, Ningbo, 315100, China
a r t i c l e i n f o
Article history:
Received 18 August 2010
Received in revised form 29 November
2010
Accepted 1 December 2010
Available online 25 December 2010
Keywords:
Complete Bell polynomial
Determinant
Faà di Bruno’s formula
q-analogue
a b s t r a c t
Faà di Bruno’s formula is the higher chain rule for differentiation. By means of Gessel’s
q-composition we derive a q-analogue of Faà di Bruno’s determinant formula for the nth
derivative of a composite function. The formula is regarded as a new formof the q-analogue
of Faà di Bruno’s formula. We also derive q-analogues of the complete Bell polynomials,
which are in the form of a determinant. The q-complete Bell polynomials include the
classical complete Bell polynomials as a special case.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and preliminaries
The well-known Faà di Bruno’s formula for higher derivatives of a composite function has a long and interesting history
in combinatorics [2,3,11]. It is often used in combinatorial analysis [7], in statistics [6,12], and even in numerical analysis
[14,15]. So it is worthwhile to look for generalized and extended forms of Faà di Bruno’s formula for derivatives. Recently,
Johnson [9] found a q-analogue of Faà di Bruno’s formula for the nth derivative of a composite function. More recently, two
divided difference versions of Faà di Bruno’s formula were derived by Floater and Lyche [4]. One of the divided difference
versions of Faà di Bruno’s formula was also independently derived byWang andWang [16]. Moreover, generalized versions
of the divided difference form of Faà di Bruno’s formula were found in [17–19].
In 1908, Jackson [8] introduced the notion of q-analogue of the derivative operator. He also was the first to develop
q-calculus in a systematic way. In this paper, we adopt the terminology and notations following from [9]. First, the
q-derivative of f (x) is defined by
Dqf (x) = f (x)− f (qx)x(1− q) . (1.1)
Clearly, if f (x) is differentiable, then the ordinary derivative df (x)dx = limq→1 Dqf (x). For convenience, the notation f ′(x)
throughout this paper will mean the q-derivative of f (x).
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For any positive integer n, we write [n] = (1− qn)/(1− q) = 1+ q+ · · · + qn−1. Note that [n] reduces to n for q = 1.
Using the definition of q-derivative, it is obvious that Dqxn = [n]xn−1. The q-binomial coefficient is defined by[
n
k
]
= n!q
k!q(n− k)!q , (1.2)
where the q-factorial n!q = [1][2] · · · [n]. By induction on n, it follows from the q-product rule Dqf (x)g(x) = f (x)g ′(x) +
f ′(x)g(qx) that one has the q-Leibniz rule:
Dnqf (x)g(x) =
n−
k=0
[
n
k
]
f (k)(x)g(n−k)(qkx). (1.3)
The purpose of this paper is to obtain a q-analogue of Faà di Bruno’s determinant formula for higher derivatives of com-
posite functions. This formula is regarded as the third form of q-analogue of Faà di Bruno’s formula in [9]. Using q-analogues
of the partial Bell polynomials, we define q-analogues of the complete Bell polynomials. We also derive the determinant
expressions for the q-analogues of the complete Bell polynomials in a natural way.
2. The q-Bell polynomial
Let a function f (x) be of the form
f (x) =
∞−
n=1
fn
xn
n!q .
In a slight modification of Gessel’s construction [5], Johnson [9] gave a new definition of the kth symbolic power of the
function f inductively by
Dqf [k](x) = [k]f [k−1](x)f ′(x), (2.1)
with f [0](x) = 1 and f [k](0) = 0 for k > 0. Using this inductive definition, Johnson [9] obtained an explicit expression for
f [k](x) as follows.
f [k](x) = k!q
∞−
n=k
xn
−
b1+···+bk=n
bi≥1
fb1 fb2 · · · fbk
[b1][b1 + b2] · · · [b1 + · · · + bk](b1 − 1)!q · · · (bk − 1)!q . (2.2)
This leads to the definition of the q-analogue of the partial Bell polynomial [1,13], namely,
Bn,k,q(x1, x2, . . . , xn−k+1) =
−
b1+···+bk=n
bi≥1
n!qxb1xb2 · · · xbk
[b1][b1 + b2] · · · [b1 + · · · + bk](b1 − 1)!q · · · (bk − 1)!q . (2.3)
The first few cases are
B1,1,q = x1, B2,1,q = x2, B2,2,q = x21,
B3,1,q = x3, B3,2,q = (2+ q)x1x2, B3,3,q = x31,
B4,1,q = x4, B4,2,q = (2+ q+ q2)x1x3 + (1+ q+ q2)x22,
B4,3,q = (3+ 2q+ q2)x21x2, B4,4,q = x41.
The q-analogues of the partial Bell polynomials are associatedwith set partitions. The set {1}has only one partition,which
corresponds to B1,1,q = x1. The set {1, 2} has the two partitions {1, 2} and {1}, {2}. The former has one block of size two and
corresponds to B2,1,q = x2. The latter has two blocks of size one and corresponds to B2,2,q = x21. There are five partitions
of the set {1, 2, 3}. Three of these have two blocks, namely {1, 2}, {3} and {2}, {1, 3} and {1}, {2, 3}. Note that we list them
in increasing order of their maximal elements. Each of them is associated with the monomial x1x2. As introduced in [9,10],
the coefficient of x1x2 is determined by the weight of the partition. For example, {2}, {1, 3} is a partition with two blocks.
Cross out the block with the largest element, namely {1, 3}. Relabel the remaining elements with integers starting from 1,
preserving the order. Here 2 is relabeled down to 1. The new partition is {1} and we repeat the algorithm until every block
is crossed out. In this process, the total amount of relabeling was one unit. Thus, {2}, {1, 3} corresponds to q1x1x2. Similarly,
{1}, {2, 3} corresponds to q0x1x2 and {1, 2}, {3} corresponds to q0x2x1. As a consequence, B3,2,q = (2+ q)x1x2 corresponds
to the partitions of the set {1, 2, 3}with two blocks. The other two q-analogues of the partial Bell polynomials of order three
are B3,1,q = x3 corresponding to {1, 2, 3} and B3,3,q = x31 corresponding to {1}, {2}, {3}.
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In general, let π be a partition of the set {1, 2, . . . , n} into the blocks B1, B2, . . . , Bk listed in increasing order of their
maximal elements, with |Bi| = bi, 1 ≤ i ≤ k. According to the algorithm in [9], this partition corresponds to
n!qxb1xb2 · · · xbk
[b1][b1 + b2] · · · [b1 + · · · + bk](b1 − 1)!q · · · (bk − 1)!q ,
and Bn,k,q(x1, x2, . . . , xn−k+1) corresponds to all the partitions summing over all π .
A recurrence relation for the q-analogues of the partial Bell polynomials was also found in [9].
Bn+1,k+1,q(x1, x2, . . . , xn−k+1) =
n−
l=k
[
n
l
]
Bl,k,q(x1, x2, . . . , xl−k+1)xn−l+1. (2.4)
If g(x) =∑∞n=0 gn(xn/n!q), then the q-composition of g with f is defined by
g[f ] =
∞−
n=0
gn
f [n]
n!q . (2.5)
Thus we have Gessel’s q-analogue of the chain rule:
Dqg[f ] = g ′[f ]f ′. (2.6)
Recall that the q-exponential function
eq(x) =
∞−
n=0
xn
n!q . (2.7)
We define the q-complete Bell polynomial Yn,q(x1, x2, . . . , xn) by the generating function
eq[x(t)] = 1+
∞−
n=1
Yn,q(x1, x2, . . . , xn)
tn
n!q , (2.8)
where x(t) =∑∞i=1 xit i/i!q. This implies that
Yn,q(x1, x2, . . . , xn) =
n−
k=1
Bn,k,q(x1, x2, . . . , xn−k+1). (2.9)
For example, for n = 3 we have
Y3,q(x1, x2, x3) = x31 + (2+ q)x1x2 + x3. (2.10)
The q-complete Bell polynomial Yn,q(x1, x2, . . . , xn) corresponds to all partitions of the set {1, 2, . . . , n}. We find that the
q-complete Bell polynomials can be expressed in the form of a determinant as follows.
Theorem 2.1. If n ≥ 1, then
Yn,q(x1, x2, . . . , xn) =

[
n− 1
0
]
x1
[
n− 1
1
]
x2
[
n− 1
2
]
x3 · · ·
[
n− 1
n− 2
]
xn−1
[
n− 1
n− 1
]
xn
−1
[
n− 2
0
]
x1
[
n− 2
1
]
x2 · · ·
[
n− 2
n− 3
]
xn−2
[
n− 2
n− 2
]
xn−1
0 −1
[
n− 3
0
]
x1 · · ·
[
n− 3
n− 4
]
xn−3
[
n− 3
n− 3
]
xn−2
...
...
...
...
...
0 0 0 · · ·
[
1
0
]
x1
[
1
1
]
x2
0 0 0 · · · −1
[
0
0
]
x1

. (2.11)
This formula is fairly easy to remember. All entries on the main subdiagonal are −1, and all entries below it are 0. It is
interesting that we get the ordinary version of the complete Bell polynomial if we let q = 1 in (2.11).
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Proof. Let D0 = 1 and define Dn to be the determinant as on the right-hand side of (2.11) for n ≥ 1. The proof follows by
induction on the size of the determinant n. Using (2.9) it is easily seen that (2.11) holds for 1 ≤ n ≤ 4. To prove it for n ≥ 5,
we suppose that (2.11) holds for any smaller value of n. By expanding the determinant Dn with respect to the first row it is
not difficult to find that
Dn =
n−
k=1
[
n− 1
k− 1
]
xkDn−k.
From (2.9), we have
Dn−k = Yn−k,q(x1, x2, . . . , xn−k) =
n−k
j=1
Bn−k,j,q(x1, x2, . . . , xn−k−j+1)
for 1 ≤ k ≤ n− 1. Then since D0 = 1, we have
Dn =
n−1
k=1
[
n− 1
k− 1
]
xk
n−k
j=1
Bn−k,j,q(x1, x2, . . . , xn−k−j+1)+
[
n− 1
n− 1
]
xn
=
n−
l=2
n−l+1
k=1
[
n− 1
k− 1
]
xkBn−k,l−1,q(x1, x2, . . . , xn−k−l+2)+
[
n− 1
n− 1
]
xn
=
n−
j=1
Bn,j,q(x1, x2, . . . , xn−j+1).
The last equation follows from (2.4). Using (2.9) again yields
Yn,q(x1, x2, . . . , xn) = Dn.
The proof is complete. 
In view of Theorem 2.1 we obtain a new recurrence relation for the q-complete Bell polynomials:
Yn,q(x1, x2, . . . , xn) =
n−
k=1
[
n− 1
k− 1
]
xkYn−k,q(x1, x2, . . . , xn−k),
where Y0,q = 1.
Following from [11], we will also give a combinatorial interpretation for (2.11). For example, expanding the determinant
Y4,q(x1, x2, x3, x4)with respect to the first row yields
Y4,q(x1, x2, x3, x4) = x1(x31 + (2+ q)x1x2 + x3)+ (1+ q+ q2)x2(x21 + x2)+ (1+ q+ q2)x3(x1)+ x4(1).
The term x1(x31 + (2 + q)x1x2 + x3) represents all the partitions of the set {1, 2, 3, 4} containing {4} as a singleton block.
Specifically, the term x41 represents {1}, {2}, {3}, {4}; the partitions {1, 2}, {3}, {4} and {1}, {2, 3}, {4} both correspond to
x21x2; the term qx
2
1x2 represents {2}, {1, 3}, {4} because the weight of the partition {2}, {1, 3}, {4} is exactly one. Similarly,
the term (1+ q+ q2)x2(x21+ x2) represents all the partitions of the set {1, 2, 3, 4} in which 4 is in a block of size two. There
are six partitions of this type and each of them corresponds to a term in (1+ q+ q2)x2(x21 + x2). In a similar way, the terms
(1+ q+ q2)x3(x1) and x4(1) can also be interpreted.
3. A q-analogue of Faà di Bruno’s determinant formula
In [9], using Gessel’s q-analogue of the chain rule (2.6) Johnson obtained two forms of q-analogue of Faà di Bruno’s
formula. The first is stated in the form of a sum over set partitions, and the second is stated in terms of the q-partial Bell
polynomials. Now, we illustrate the second form of q-analogue of Faà di Bruno’s formula with a slight modification.
Lemma 3.1. For n ≥ 1,
Dnqg[f (x)] =
n−
k=1
g(k)[f (x)]Bn,k,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . .), (3.1)
where fi,j denotes f (i)(qjx).
Formula (3.1) can be expressed in the form of a determinant analogous to Faà di Bruno’s determinant formula [11].
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Theorem 3.1. If n ≥ 1, then
Dnqg[f (x)] =

[
n− 1
0
]
f1,n−1g
[
n− 1
1
]
f2,n−2g
[
n− 1
2
]
f3,n−3g · · ·
[
n− 1
n− 2
]
fn−1,1g
[
n− 1
n− 1
]
fn,0g
−1
[
n− 2
0
]
f1,n−2g
[
n− 2
1
]
f2,n−3g · · ·
[
n− 2
n− 3
]
fn−2,1g
[
n− 2
n− 2
]
fn−1,0g
0 −1
[
n− 3
0
]
f1,n−3g · · ·
[
n− 3
n− 4
]
fn−3,1g
[
n− 3
n− 3
]
fn−2,0g
...
...
...
...
...
0 0 0 · · ·
[
1
0
]
f1,1g
[
1
1
]
f2,0g
0 0 0 · · · −1
[
0
0
]
f1,0g

, (3.2)
where fi,j denotes f (i)(qjx) and gk is to be interpreted as g(k)[f (x)].
In fact, replacing xi in the jth row of (2.11) by fi,n+1−j−ig yields the determinant (3.2).
Before a proof of Theorem 3.1 is given, we need the following lemma.
Lemma 3.2. Let n ≥ 1 and k ≥ 1. Then we find the recurrence
Bn+1,k+1,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . .) =
n−
l=k
[
n
l
]
Bl,k,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . .)fn−l+1,l, (3.3)
where fi,j denotes f (i)(qjx).
Proof. By the definition of the q-partial Bell polynomial, we have
Bn+1,k+1,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . . , )
=
−
b1+···+bk+1=n+1
bi≥1
(n+ 1)!qf (b1)(x)f (b2)(qb1x)f (b3)(qb1+b2x) · · · f (bk+1)(qb1+···+bkx)
[b1][b1 + b2] · · · [b1 + · · · + bk+1](b1 − 1)!q · · · (bk+1 − 1)!q .
Let l = n+ 1− bk+1. Clearly, k ≤ l ≤ n, which implies
Bn+1,k+1,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . . , ) =
n−
l=k
f (n+1−l)(qlx)n!q
(n− l)!ql!q
×
−
b1+···+bk=l
bi≥1
l!qf (b1)(x)f (b2)(qb1x)f (b3)(qb1+b2x) · · · f (bk)(qb1+···+bk−1x)
[b1][b1 + b2] · · · [b1 + · · · + bk](b1 − 1)!q · · · (bk − 1)!q .
Using the definition of the q-partial Bell polynomial again implies that (3.3) is true. 
Now we turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. We let D0 = 1 and define Dn to be the determinant as on the right-hand side of (3.2) for n ≥ 1. We
use induction on the determinant size n. It is easily seen that (3.2) holds for n = 1 since Dqg[f (x)] = g ′[f (x)]f ′(x). Suppose
that (3.2) holds for the determinant size smaller than n+ 1 and consider Dn+1. Expanding Dn+1 with respect to the first row
yields
Dn+1 =
n−
i=0
[
n
i
]
fi+1,n−igDn−i =
n−1
i=0
[
n
i
]
fi+1,n−igDn−iq g[f (x)] +
[
n
n
]
fn+1,0g.
By the induction hypothesis and Lemma 3.1,
Dn+1 =
n−1
i=0
[
n
i
]
fi+1,n−i
n−i−
k=1
gk+1Bn−i,k,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . .)+
[
n
n
]
fn+1,0g
=
n−
k=1
gk+1
n−k
i=0
[
n
i
]
fi+1,n−iBn−i,k,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . .)+
[
n
n
]
fn+1,0g.
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Let l = n− i. By Lemma 3.2 we have
Dn+1 =
n−
k=1
gk+1
n−
l=k
[
n
l
]
fn+1−l,lBl,k,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . .)+
[
n
n
]
fn+1,0g
=
n−
k=1
gk+1Bn+1,k+1,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . .)+
[
n
n
]
fn+1,0g
=
n+1−
k=1
gkBn+1,k,q(fb1,0, fb2,b1 , fb3,b1+b2 , . . .).
Using Lemma 3.1 again we obtain Dn+1q g[f (x)] = Dn+1 and complete the proof. 
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