Name disambiguation becomes increasingly important in information retrieval in the era of big data, while on how to further improve the accuracy of disambiguating duplicate names, the existing models are encountering many problems or facing many challenges, such as 1) how to capture and sufficiently use the global structure features of the network; 2) how to handle the complexity of feature data sets; 3) how to differentiate different types of feature relations, and 4) how to deal with the feature information missing etc. All these challenges are very important issues in further improving the accuracy. In order to address the above issues, this paper proposed a novel model which is called HRFAENE (Heterogeneous Relation Fusion and Attribute Enhanced Network Embedding Model). This model considers both feature network structure information (multiple relations) and document attribute features. The feature network structure information is represented by a scalable loss function which is designed based on pairwise constraints. The document attribute features are comprehensively extracted through multiple heterogeneous information networks which are constructed based on strong features. In order to better identify the disambiguation entity, this model uses weak features as node attributes in strong feature networks and iteratively learns network structure information and node attribute information. The experimental results show that the proposed model significantly outperforms the existing models in the disambiguation accuracy and has good stability, indicating that the model is very effective as expected and can be applied in reality.
I. INTRODUCTION
The sharing of academic resources has made researchers increasingly dependent on public academic resources. However, the prevalence of duplicate names in information resources and the inconsistency of recording methods caused by cultural difference have led to the existence of a large number of scholars with the same name and therefore brought about a major obstacle to the retrieval of academic resources. Hence, effectively removing the obstacle and greatly improving the accuracy of disambiguation The associate editor coordinating the review of this manuscript and approving it for publication was Liang-Bi Chen . are a task of great significance and full of technical challenges.
The ambiguity of the scholar's name includes two cases: (1) The same scholar is recorded with a different name in different documents; (2) Different scholars have the same name recording in the literature [1] . Scholar name disambiguation belongs to the field of entity disambiguation in part. It is the task of mapping the corresponding scholar's name in the literature to the real-world scholar entity. The basic process of scholar name disambiguation is as follows:
given D x {d 1 , d 2 , d 3 , . . .} as the relevant documents set of name x, if there are L scholar entities sharing the same ''name x'' in real life, the task of scholar name disambiguation is to divide the document set D x into L disjoint subsets VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ = |D x |, where |· · · | represents the number of documents in the set. For example, suppose that D x = {d 1 , d 2 , . . . , d 11 } containing 11 documents under the name x and including two relationship types: citation (cite) and collaboration (coauthor) as shown in Figure 1 , then the task is how to effectively and accurately divide these 11 documents under the name x into L subsets C x i , each belonging to a unique scholar entity, say, D. Bacon_1, D. Bacon_2, D. Bacon_3, . . . . In other words, there are 3 different authors or entities in real life that have the same name ''D. Bacon''. Suppose that L = 3, i.e., 3 real entities or disjoint subsets are identified here, then the first disjoint subset C 1 = {d 1 , d 2 , d 3 , d 4 , d 5 } belongs to the real entity D. Bacon_1; the second disjoint subset C 2 = {d 6 , d 7 , d 8 } belongs to the real entity D. Bacon_2, and the third disjoint subset C 3 = {d 9 , d 10 , d 11 } belongs to the real entity D. Bacon_3. And all of them have the same ''name x'' or ''D. Bacon''.
The task of scholar name disambiguation is to correctly divide the set of documents D x [2] . Therefore, the representation of literature information is the core of scholar name disambiguation.
There are many challenging problems with existing disambiguation methods that need to be solved. These problems and challenges are as follows:
1) Feature information are complicated How to effectively and make full use of different feature information, say, on document (weak) features and heterogeneous relation network structure (strong) features; 2) Traditional features are expensive to construct Disambiguation schemes relying on feature engineering require a lot of time for manual design; 3) Isomorphism algorithm has limitations Heterogeneous features cannot be represented effectively; 4) Fault tolerance is needed Many models do not consider the problem of information missing and are difficult to be directly applied in reality.
In order to address the above issues, innovative models and algorithms need to be constructed and designed. Therefore, The main work done in this paper are as follows: 1) for the problem of insufficient use of effective information, the influence of features and relational types on disambiguation is analyzed and identified; 2) in order to capture the global structure features of the network, the fusion mode and optimization process of heterogeneous networks are improved; 3) for the difficulty in construction of feature data sets in traditional scheme, an improved scalable network embedding representation model based on pairwise constraints (SPCNE) is constructed; 4) for the inadequacy of single or homogeneous model (say, author-author only or document-document only etc.), the idea of network representation of heterogeneous relations such as author-document and document-feature etc. is proposed to differentiate different types of feature relations; and 5) for the problem of feature information missing, the SPCNE model and attribute enhanced representation model are fused into a new disambiguation network model called HRFAENE (Heterogeneous Relation Fusion and Attribute Enhanced Network Embedding Model). The HRFAENE model integrates both the document attribute features [3] and the feature network structure information (multiple relations) ( Figure 2 ) which are very important in further improving the accuracy, uses weak features as node attributes in strong feature networks, and iteratively learns network structure information and node attribute information with an aim to better identify the disambiguation entity. The experimental results showed that the HRFAENE model has much better disambiguation accuracy than existing models and good stability, indicating that the proposed model in this paper can be used for effectively disambiguating duplicate names in reality and therefore greatly improving the accuracy of information retrieval. Figure 3 shows the overall framework of the name disambiguation in this paper.
In Figure 3 , the feature representation block labeled as ''Representation learning'' is the main work of this study and all the work in Sections III and IV are done around this.
The rest of this paper is organized as follows: Section 2 is a brief review of the related works. Section 3 states the feature analysis and network construction. Section 4 presents the model construction and algorithm implementation. Section 5 gives the experimental results and comparisons to other models. And the last Section concludes this paper. 
II. RELATED WORKS
At present, the solution to the name ambiguity is mainly divided into two types of approaches: supervised learning, unsupervised clustering or one based on network resources and the other based on network representation learning.
The name disambiguation method based on supervised learning means that the model is trained by learning function and the name ambiguity problem is solved by general machine learning algorithm [4] . The process of the supervised approach is as follows: artificially add annotations, such as article title, scholar name, research field and other features to generate a model for classification, and then use this model to determine whether the same name belongs to the same entity scholar. Veloso et al. [5] proposed three scholars' name dissectors based on supervisory rules, and used citation feature to infer citation authors and then solve the problem of scholars' name disambiguation. Han et al. [6] attempted to learn the specific classification model of each scholar's name from the artificially labeled training data set, and used Naive Bayes and Support Vector Machine (SVM) to predict the classification relation between names and entities through the learning model. Such methods (in [5] and [6] ) used features such as the name of the scholar, the title of the article, and the place of publication to measure the similarity. However, there are many problems in documents such as missing information and wrong information, so a large amount of data marking and cleaning work is required. The costs of this type of work are high, and, in addition, these types of methods are only based on the similarity of terms without considering the relation between authors.
The name disambiguation method based on unsupervised is to divide the document set into several groups, each of which contains documents from a unique scholar entity. The method uses features to calculate the similarity between articles and then cluster them. For example, Xu et al. [7] used a center-based approach after hierarchical clustering to find nodes that deviated from the results, and further used SVM method and then clustered them; Wang et al. [8] handled the name ambiguity task based on the two-stage disambiguation theory of adaptive resonance, which first clusters the string information of the names to be disambiguated and then merges the similar clusters. Although the approach in [8] is better than the traditional supervised ones, due to the limitation of features similarity, it is difficult to determine the similarity threshold, the disambiguation accuracy of this type of method is relatively low.
The name disambiguation method based on network resources involves establishing the connection between the network resources and the objects to be disambiguated by using the open resources in the network, and mining the hidden features to achieve the disambiguation purpose. Vu et al. [9] used online network resources to enrich features of the literature, and established a link between the documents and the categories through a new literature similarity comparison metric and the category parameters are integrated on the basis of the traditional TF-IDF (term frequency-inverse document frequency) [10] ) to improve the disambiguation effect. Han et al. [11] used Wikipedia related resources to construct the semantic network, and vectorized feature information, then obtained disambiguation results through hierarchical agglomerative clustering (HAC). However, the in-depth mining of scholars' information based on network resources may involve their personal privacy. Therefore, it is also important to protect personal privacy when trying to improve the disambiguation effect.
The name disambiguation method based on network representation learning is to use the relation of cooperative, citational and other relational networks in the literature to mine scholars' features [12] . The existing network representation models mainly focus on topology structure while ignore the information from node attributes which is potentially valuable to network embedding [3] .
Malin et al. [13] firstly expressed the relation between the authors to be disambiguated through social networks, and used the local relation network to obtain the similarity between authors and then divided the vector representations by clustering. The GHOST [14] method builds a scholarly collaboration network between documents only through co-collaborators, and generates the clustering results using the well-designed similarity function and greedy propagation algorithm. Zhang et al. [15] solved the problem of name disambiguation by learning network embedding from three rational network graphs based on the similarity of documents and the relation between co-collaborators.
In addition, Zhang et al. [16] proposed an end-to-end model that uses recursive neural networks as encoders, takes document representation as input, and directly predicts the number of clusters. This scheme can better estimate the number of clusters, but the time complexity is high because of the data processing and training process.
In recent years, the development of network representation learning method has provided the new approach to the field of name disambiguation which is what this paper to follow. However, how to better adapt to the changes in the structure of the network and features, and efficiently learn the highdimensional features are still the key issues that need to be addressed.
III. FEATURE ANALYSIS AND NETWORK CONSTRUCTION A. FEATURE STRENGTH EVALUATION
The document data generally contain information such as collaborators (co-authors), article titles, names of journals, years of publication, etc. First, in theory, these features have certain ability to represent the authors of the literature, but in the issue of scholars' name disambiguation, the influence of different features on the disambiguation effect is also different. Second, there are problems like data missing and dirty data in features. It is also one of this paper's aims to reduce the influence of dirty data, especially the weak data in the weak features on the disambiguation effect. Therefore, it is necessary to measure the influence of different features, say, adopt different representation models for features of different strengths, and make full use of the strong features to achieve efficient use of features and improve the identification ability of scholar entities.
The AMiner dataset [17] used in this paper contains five different types of features: Authors, Citation, Organization, Venue and Year. We construct a feature relation network based on features and documents, then use the LINE model [18] for identification learning. Based on the obtained document vectors, we cluster the documents by HAC. The feature test results for the AMiner data set are shown in Figure 4 . Figure 4 shows the average of the clustering result of Macro-F1 (balanced score) over 10 names randomly extracted from the dataset AMiner on the feature set (here ''year'' with the smallest intensity is removed. The F1 values greater than 0.35 are seen as the strong feature (Strong Feature, SF), the values less than 0.3 are seen as the weak feature (Weak Feature, WF), and the others are seen as the Medium Feature (MF). The reason for choosing 0.35 as the strong feature is based on the clustering result as shown in Figure 4 as we are aimed to explore the correlation effect from the factors of ''Author'', ''Citation'', and ''Organization'' in our network models as defined in Subsection III-B as follows.
B. NETWORK CONSTRUCTION AND DEFINITION
Definition 1 (Cooperative Network): For a given author name x, we build an author-author collaborative network G I aa based on the set of documents containing the author x to capture the collaborative relationship among authors. This network can be defined as follows:
where A x is collaborator (co-author) set of name (author)
x, E I aa is the set of edges in network G I aa , and e gh ∈ E I aa represents the edge between author x g and author x h who collaborated at least in one document, and g and h denote the serial number of the authors. The weight w gh of the edge e gh is the number of documents written by author x g and x h . In the task of name disambiguation, the cooperative network is very important to differentiate the real scholar entities, but it does not consider the similarity among relevant literature of the same scholar. Thus, we attempt to supplement such information by constructing a network of authordocument relational networks, citation relational networks and document-feature relational networks.
Definition 2 (Author-Document Network): This is a bidirectional network, describing the relation between authors and documents. This network can be represented as follows:
where D is the set of documents written by author x, and A is the set of collaborators of x in D. E ad is the set of edges between authors and documents in network G ad . The weight w gk (∈ E ad ) represents the number of times x g appearing in document d k and here w gk = 1, and g and k denote the serial number of the authors and documents respectively. According to the above two relational networks, it can be inferred that: First, if documents contain a large number of identical collaborators, they are very likely to be written by the same author. Second, even there does not exist the same collaborator, if the neighbor nodes of collaborators have a large overlapping, it can denote that these documents may be written by the same author. Therefore, we are led to derive a two-step cooperative network from the cooperative network and the author-document network.
Definition 3 (Two-Step Cooperative Network): Because this network is based on the expansion of the cooperative network G I aa , the network not only contains the direct collaboration between the authors, but also the similarity of the author's neighbor nodes, so it is called the two-step cooperative network. We use logic + (i.e., ⊕) to represent the expansion. This network can be formulated as follows:
where E II aa is the set of edges in network G II aa . We use A I d k denoting the collaborator set of d k and A II d k denoting the set of collaborators obtained by expanding A I d k . The set of nodes in the two-step cooperation is represented as follows:
where NB G I aa (b) represents the neighbor set of the document b in the network G I aa , and the weight w kl between the k-th document and the l-th document denotes the similarity between the documents, that is w kl = A II d k ∩ A II d l . Definition 4 (Document-Feature Network): Let us construct the relation network G fd between documents and strong features based on the results of feature strength test. This network can be formalized as follows:
where F is the set of features. E fd is the set of edges in the network G fd . If the document node d k contains feature f m , there is an edge e mk ∈ E fd . The weight w mk represents the number of times m-th feature f m appearing in k-th document d k . Definition 5 (Document Similarity Network): Now it is time to construct similarity relation network between documents based on the above networks. This network can be expressed as follows:
where E dd is the set of edges in the network G dd . If the document d k is similar to d l , there is an edge e kl (∈ E dd ) between them. This network is an extension of the citation relation network, so E dd = E II aa ∪ E ad ∪ E fd .
C. NETWORK STRUCTURE OPTIMIZATION
We reduce the network by merging the nodes in the network to better capture the global characteristics of the network structure. The process is shown in Figure 5 . In Figure 5 , the network optimization process is as follows: Randomly select a node with smaller degree (degree is an indicator of the number of neighbors of a node), then merge it with its neighbor node with the largest degree. The weight calculation between the new nodes is consistent with the initial method as given in definitions 1-5. If there are nodes with the same degree, they will be merged with the node with larger weight. When the number of nodes in the network is less than 1/2 of the number of nodes in the original network, stop the merging. This process is performed on the network G ad , G dd , G II aa , G fd respectively and only used for the initialization representation of the nodes, while the specific node representation process is performed on the original relational networks.
IV. MODEL FORMULATION A. NETWORK STRUCTURE EMBEDDING MODEL
The philosophy behind this structure embedding model is that adjacent nodes in the network should have a more similar vector representation in the embedded space than non-neighbor nodes. This model uses the idea of pairwise constraints to preserve the similarity between neighbor nodes and non-neighbors, so the similarity S between neighboring node pair of v i , v j and non-neighboring node pair of (
The probability representation is shown in (7) . This model can be applied to datasets with different features. We call it Scalable Pairwise Constraints-based Network Embedding Model (SPCNE).
under the scalable pairwise constraints, which is a typical logistic regression problem and therefore equals the logistic regression function ψ S π v i v j v t that has standard form of ψ (x) = 1 1+e −x ; S π v i v j v t represents the similarity difference between pair of neighboring nodes v i , v j and pair of non-neighboring nodes (vectors)(v i , v t ) in a network (v j denotes v i 's neighboring node vector, v t denotes v i 's non-neighboring node vector), which is represented as follows:
where the similarity S v i , v y is the inner product of vectors represented by i-th node vector v i and y-th node vector v y (y refers to j or t). According to (7) , the probability of maximizing the ranking is to maximize the similarity difference between the neighboring node and the non-neighboring node. We model VOLUME 8, 2020 the loss function of the triple (v i , v j , v t ) as follows:
where ne it means that there is no edges between the pair of nodes (v i , v t ), and E R , NE R respectively represent the set of edges in the R-type network and the set of node pairs not belonging to this type of network.
According to (9) , the disambiguation goal of this model is to maximize L (i, j, t) to obtain the embedded representation of all nodes. To facilitate the calculation, we convert the problem of maximizing L (i, j, t) to the sum of the negative log likelihood ψ (x) of the minimized objective function O R . The expression is as follows:
where M is the matrix representation of the nodes.
Applying the idea of minimizing the above objective function O R to the two-step cooperation network (3), the authordocument network (2), the document-feature network (5) , and the document similarity network (6), the objective function on each network can be obtained. The representations are respectively formulated as (11∼14): (14) where A, D, and F represent the embedded matrixes of authors, documents (articles), and features, respectively, both g and h denote the serial number of authors, k and l denote the serial number of documents, m denotes the serial number of features, and t denotes the serial number of negative sample elements in the corresponding set.
The ultimate goal of this model is to minimize the objective function on the cooperative network, the author-document network, the document-feature network, and the document similarity network. Therefore, the objective functions on these four networks are combined as a compounded objective function OBJ s , which is represented as follows: (15) where RT is a regular term coefficient preventing overfitting and λ (∈ (0, 1) ) is a set of hyper-parameters that balance each network objective function.
B. ATTRIBUTE REPRESENTATION MODEL
Inspired by the DeepWalk (DW) model [19] , we presume that nodes with similar attributes are also close to each other in the new vector space. We follow the Skip-Gram idea and regard weak features as a type of node, and fuse the attribute relations among nodes by maximizing the probability of predicting their attributes. For a set of node-feature pairs (v i , f m ), the likelihood function LH f im that minimizes its conditional probability is as follows:
where f m and v i denote the vector representations of m-th feature and i-th node, respectively. The framework of node attribute learning includes a three-layer neural network. The input layer is the initialization representation of the node with the weight matrix of W in , the hidden layer is the linear transformation of the input layer, and the output layer is the softmax value of the conditional probability P (f m |v i ). The probability of node-feature pair (f m , v i ) is expressed as follows:
where w b (b refers to z or m) is the b-th column (vector) of matrix W, y i is the i-th node representation in hidden layer and W is the weight matrix which is used to predict node properties from the hidden layer to the output layer. |F| is the number of features in the feature set. The objective function of attribute representation learning is represented as follows:
where f m and v i represent vector representations of features and nodes, respectively. θ (∈ [0, 1]) denotes whether the node feature exists, and X im denotes the number of times the nodeattribute pair (i, m) coexists, i ≤ |V |, m ≤ |F|, |V| and |F| are the number of elements in the node set and feature set respectively.
C. MODEL FUSION
For the structural representation of the network, we take the SPCNE proposed in the above Section IV-A as an example. Combining (15) , the network structure representation model, and (18) , the attribute representation model, both in the form of compounded objective function, we finally get a new model which is called Heterogeneous Relation Fusion and Attribute Enhanced Network Embedding Model (HRFAENE), and represented as follows:
where OBJ s and OBJ f represent the objective functions of node structure and feature representation learning, respectively; α (∈ (0, 1)) and β (∈ (0, 1)) = 1 − α are used to balance structural learning and node attribute (feature) learning, respectively and for each set of samples in the training set, α is generated randomly during the training iterations.
This model combines network structure information and node attribute information as shown in figure 2 , and the node attribute learning method can also adapt well to networks with incomplete attributes (i.e., has high tolerance for missing information missing). In order to optimize the overall goal of (19), we alternately sample the node-node relation pair v i , v j and the node-feature relation pair (v i , f m ), and then perform a random gradient descent. Accelerate training by negative sampling for each node pair sampled.
The flowchart of solving the HRFAENE model (19) is shown in Figure 6 where the parameter ξ is initially set as 0.5 and adjusted manually according to situations; parameters λ appeared in (15) and θ appeared in (18) are initialized randomly. 
V. EXPERIMENTS A. DATASET
The whole ArnetMiner (AMiner) dataset [17] contains a dedicated sub-dataset [20] for the name disambiguation. The reasons for choosing this dataset are as follows: (1) it is an open data set which is specially used for name disambiguation, (2) it provides the exhaustive statistics on each required factor/attribute for 110 authors, and (3) some extra statistical factors provided (such as author collaboration, coauthor network, co-affiliation, pairwise factor etc.) are exactly what our extended network model requires, as we believe that it is the statistical completeness (exhaustion) of a required factor (say, number of papers under a given author, citation, co-author etc.) for a given author that matters and determines the effectiveness of all models under comparison, hence the experimental results, instead of the size of a dataset itself in this work which deals with name disambiguation only. Furthermore, the comparison with other models is done under this dataset of the same.
We divide the duplicate names provided in the dataset into 10 different types (scales) according to the magnitude of the document-author (entity) ratio which is ranged from as low as 2.638 (Bo Liu) to as high as 5.450 (Hongbin Li) as shown in Table 1 , then we select 1 representative for each scale (ratio) to test the disambiguation effect of our model. In other words, 10 duplicate names represent 10 different types (scales) which are expected to well reflect the diversity of name sampling and hence to have representativeness and effectiveness. The philosophy in selecting 10 name representatives are according to the magnitudes of some key statistical factors for a name, such as the number of documents under this name, number of author entities, document-author ratio as shown in Table 1 , in order to analyze the disambiguation effect under different magnitudes or scales of these factors for 10 names and conduct the comparisons later on conveniently, though by chance they are all Chinese-like names. The names selected are shown in Table 1 . According to the feature test of the documents in Figure 4 , the relational networks G ad , G II aa , G fd and G dd are constructed respectively.
B. COMPARISON SCHEME
In order to evaluate the performance of the proposed models SPCNE and HRFAENE, four different disambiguation models are selected for comparison under the same dataset VOLUME 8, 2020 AMiner. These 4 models are Rand [21] , DW [19] , LINE [18] and Zhang [15] . Rand is used as the original benchmark. Table 2 shows the disambiguation results of the proposed models SPCNE and HRFAENE on 10 representative names in AMiner dataset in comparison with other models. Where the first column in the table correspond to the names x, and the columns A∼F are the disambiguation results of corresponding 10 names for all models where the column F show the Macro-F1 values of the proposed model HRFAENE for 10 name representatives, which are the highest values (in bold) of disambiguation results for all 10 names. The last column is the improvement of the HRFAENE model compared to the best performed one of all listed other models. The experimental results for other models are divided into three groups: columns {A}, {B, C and D} and {E} in the Table 2 . The first group (column A) (Rand) is used as benchmark for the comparison. The second group (columns of B, C and D) contains more advanced network embedding models DW, LINE and Zhang. The data in this group are the Macro-F1 values of each name after disambiguated by the models of DW, LINE and Zhang. The third group (column E) gives the F1-values of the model SPCNE proposed in this paper for each name. Both SPCNE and HRFAENE algorithms use edge sampling to realize training and stochastic gradient decrement to obtain optimized solutions. Therefore, we perform the disambiguation operation on each name 10 times respectively and record its average Macro-F1 value to avoid the contingency of results. Here Macro-F1 is defined
C. EXPERIMENT ANALYSIS
F1 i , which gives the same weight to each category and hence a more balanced measure to the performance of each category, F1 is given by 2 · P · R P + R , which takes into account both Precision (P) and Recall (R), and is the harmonic mean of Precision (P) and Recall (R).
As it can be seen that the disambiguation results of the proposed models SPCNE and HRFAENE are better than other models in comparison, indicating that the strong features to represent the disambiguation entity are better exploited by our models. For the name ''Rong Yu'', the F1 value (0.511) of SPCNE, which does not consider document attribute features, has only a small increase compared to the that (0.503) of model Zhang, and is even lower than that (0.551) of DW. This phenomenon may be due to the following reasons: (1) Lack of abstract of the document corresponding to the name; (2) Missing strong features such as organization and citation in the set of documents corresponding to the name; (3) The author entity corresponding to the name has a wide range of research content and the text-type information is difficult to represent the author entity.
The proposed HRFAENE model is superior to all models in comparison in all names, and the average improvement on disambiguation effect over 10 names reached 19.11%. Among 10 representative names, the improvement on disambiguation result of a name (Hongbin Li) reached as high as 43.21% which is the highest improvement. The disambiguation effect of HRFAENE is also significantly improved compared to SPCNE, indicating that the enhanced learning of features through the representation of attributes can better identify the entity, i.e., disambiguate the duplicate name. It also can be seen that most duplicate name representatives of 10 get better disambiguation effect in LINE than DW, because DW(DeepWalk) ignored the weight of edges, indicating that the weight is importance in network embedding.
D. DIMENSIONAL SENSITIVITY ANALYSIS
In order to analyze the influence of dimensions on the method, we select dimensions of dim = {10, 20, 30, 40, 50, 60, 70} and test the sensitivity of HRFAENE to different dimensions in AMiner dataset. Figure 7 shows the average F1 value of the experimental results. As one can see from the figure, when the dimension increases, the disambiguation effect reflected by the Macro-F1 value gets better. When the dimension is lower, the disambiguation accuracy is lower, indicating that when the dimensions are too small, the feature representation ability of model is insufficient. When increasing the dimensions, more complex feature relations can be included and hence the disambiguation effect is improved. Figure 8 gives the variation curve of the disambiguation results of HRFAENE in the AMiner dataset with the change of negative samples. We take the negative sample size of num (Neg) = {1, 3, 5, 7, 9} to observe the effect of the negative sample size on the disambiguation. It can be seen that as the number of negative samples increases, the disambiguation effect gets improved. When the number of negative samples reaches 3, it tends to be stable.
E. NEGATIVE SAMPLE SENSITIVITY ANALYSIS

F. CLUSTER SIZE SENSITIVITY
Disambiguation of a given name based on a certain number of clusters is also a matter of name disambiguation.
In general, the number of clusters is generally unknown in real life, so it is desirable to choose the best performing method for a range of L values. In order to demonstrate the performance of the proposed algorithm in different cluster size, we use the obtained vectors to cluster under different L values and record the Macro-F1 values under different con- ditions. Models of HIN2Vec [22] , LINE [18] and Zhang [15] are chosen for comparison. We select the name ''Gang Chen'' as an example. The actual number of scholar entities corresponding to the name is 47, and the number set of clusters is chosen as Num = {40, 45, 50, 55, 60}. The disambiguation effect in each model based on the name is shown in Figure 9 . As shown in the figure, HRFAENE gives the best accuracy among comparing models and is significantly better than HIN2Vec and Line in disambiguating effects under different cluster size. The results also demonstrated the good stability and therefore the effectiveness of HRFAENE against the cluster sizes in name disambiguation, which is of great significance for practical applications.
VI. CONCLUSION
Name disambiguation becomes increasingly important in information retrieval especially in the era of big data. How to further improve the accuracy of name disambiguation is a task full of technical challenges and the motivation of all related studies. This paper addressed following issues: 1) how to capture and sufficiently use the global structure features of the network; 2) how to handle the complexity of feature data sets; 3) how to differentiate different types of feature relations, and 4) how to deal with the feature information missing etc. These issues are not addressed in existing disambiguation models, but they are very important in further improving the accuracy. As a result, a new disambiguation network model called HRFAENE is proposed which integrated multiple relations (homogeneous and heterogeneous). This model can effectively solve the problem of insufficient use of effective information through multiple learnings of network structure and attributes, and capture the global structural features in each network through the network structure optimization process. Compared with other models, the experiments showed that this model has better accuracy and good stability, implying that the model proposed in this paper is very effective and therefore can be used for greatly improving the accuracy of information retrieval in reality.
However, following issues can be further addressed: 1) Extension of the data source type
This study is focused on the disambiguation of English data sources, and the processing and disambiguation of Chinese data sources are not touched.
2) Parameter adaptive problem The models in this work involve multiple parameters which need adjusted properly for disambiguation process of different data sets.
3) Time and other variable factors The influence of time has not been considered in this study, but variable factors such as time and interest can be included in further study.
4) Construction of a semi-automatic disambiguation framework
It is feasible to construct a semi-automatic disambiguation framework by further improving the clustering scheme and introducing the interactive feedback.
