Using a formulation of quantum mechanics based on orthogonal polynomials in the energy and physical parameters, we present a method that gives the class of potential functions for exactly solvable problems corresponding to a given energy spectrum. In this work, we study the class of problems with a mix of continuous and discrete energy spectrum that are associated with the continuous dual Hahn polynomial. These include the one-dimensional logarithmic potential and the three-dimensional Coulomb plus linear potential.
Introduction
The "Tridiagonal Representation Approach" (TRA) is an algebraic method for solving the quantum mechanical problem [1] . It is based on the theory of orthogonal polynomials and results in a class of exactly solvable problems that is larger than the conventional class. Inspired by the TRA and based on the connection between the asymptotics of orthogonal polynomials and scattering [2] [3] [4] , we developed a formulation of quantum mechanics based not on potential functions but rather on orthogonal polynomials in the energy and physical parameters [5] [6] [7] [8] . All structural and dynamical information about the physical system (e.g., bound states energies, scattering phase shift, density of states, etc.) are obtained analytically from the properties of these orthogonal polynomials (e.g., their weight function, zeros, asymptotics, etc.). In general, the energy spectrum of a quantum mechanical system is a mix of continuous scattering states and discrete bound states and we can write the total space-time wavefunction (in the atomic units  and we write these components as follows [5] [6] [7] [8] (
In fact, inserting (2a) and (2b) in (1) and using this orthogonality along with the completeness of the basis, one can show that the wavefunction and its conjugate are space-correlated over all times as follows
where the conjugate wavefunction, ( , )
x t  , is obtained from (1) and (2) Additionally, the polynomials   ( ) n P s satisfy a three-term recursion relation whose symmetric version reads as follows
where 1, 2,3,.. n  . The coefficients   , n n a b depend on n and the physical parameters but are independent of the polynomial argument s and such that 2 0 n b  for all n. This recursion relation gives ( ) n P s as a polynomial of degree n in s and determines all of them explicitly starting with the initial two, 0 ( ) P s and 1 ( ) P s . Normally, one takes 0 ( ) 1 P s  ,
and they are referred to as "polynomials of the first kind". An example of such polynomial with mixed spectrum is the Wilson polynomial, which belongs to the Askey scheme of hypergeometric orthogonal polynomials [9] . The asymptotics ( n   ) of ( ) n P s is a sinusoidal function in n and it gives the spectrum formula for ( ) n P s as an infinite (or finite) discrete set   k s at which the amplitude of the sinusoidal oscillation vanishes. The scattering phase shift is obtained from the argument of the sinusoidal function [5] [6] [7] [8] .
Therefore, given the set of polynomials   ( ) n P s one only needs to choose the basis elements   ( ) n x  for a full determination of the wavefunction (1) . Once this is done, the system becomes completely defined as it is well demonstrated in several studies (see, for examples, the work in [5] [6] [7] [8] ). Note that all of this physics is acquired despite the fact that no reference has ever been made to any potential function. That is, we did not require that the Hamiltonian be represented as the sum of a kinetic energy operator and a potential function. This, in fact, opens the door to identifying a larger class of exactly (analytically) integrable quantum systems without worrying whether a potential function could be realized analytically or not. However, researchers who are accustomed to working in the standard formulation of quantum mechanics may still desire to identify the corresponding potential function. Establishing this correspondence in illustrative examples is precisely the objective of this work. If successful, then it could be considered as one of the solutions to the inverse problem. That is, constructing the potential function using knowledge of the energy spectrum data. As we shall find out, however, this solution is not unique due to an equivalence generated by similarity transformations of the corresponding Hamiltonian matrix. We should also note that insisting that the Hamiltonian be represented as the sum of a kinetic energy operator and a potential function may lead to potential functions that could only be realized numerically. In fact, all potential functions associated with the new exactly integrable quantum systems presented in this work can only be obtained numerically for a given set of physical parameters. Nonetheless, we do succeed in making attempts to have excellent fit of the resulting potentials to some analytic functions. Based on these empirical results, we conjecture that the following potential functions have exact solution as presented in subsections 3.1 and 3.3, respectively:
(1) In 3D with spherical symmetry:
(2) On the positive real line in 1D:
where  is a positive parameter of inverse length dimension and   i V are real potential parameters.
In section 2, we start with a given orthogonal polynomial ( ) n P s of a mixed spectrum that results in an energy spectrum formula whose structure is common to a large class of exactly solvable systems. Subsequently, we develop a procedure to derive the corresponding potential functions for other integrable systems each of which is associated with a given basis sets   ( ) n x  . In section 3, we give four illustrative examples using variants of a special basis set called the "Laguerre basis". We end the work in section 4 with a conclusion, discussion of our findings and an outlook for further studies.
Formulation
Substituting the wavefunction expansion (2) 
where  is the non-singular similarity transformation matrix. If ( ) F  is a symmetric tridiagonal matrix, then we choose  as the identity matrix, 1   . However, if it is not, then we choose 
  becomes tridiagonal and symmetric. One such matrix is the Householder transformation matrix (see section 11.3 of Ref. [10] ), which has the property T 1     .
In this work, we choose the following energy spectrum, which is common to a large class of exactly solvable problems in the standard formulation of quantum mechanics
where  is a positive real parameter of inverse length dimension and  is a negative dimensionless real parameter. This energy spectrum is finite with 0,1,.., k N  and N is the largest integer less than or equal to   . Table 1 is a list of exactly solvable problems in the conventional formulation of quantum mechanics with a mix of continuous and discrete energy spectra such that the latter is finite and has the form (10) (see, for example, Ref. [11] ). However, we will show below that there are many other integrable systems with such an energy spectrum whose wavefunctions are written analytically using the explicit mathematical formulation given by Eq. (1) and Eq. (2). To make this point (numerous systems with the same energy spectrum formula) abundantly clear, we make the following argument where we draw from analogy to vector calculus:
In physics, we are accustomed to writing vector quantities (e.g., force, velocity, electric field, etc.) in terms of their components in some conveniently chosen vector space. For example, the force F  in three dimensional space is written in Cartesian coordinates as ˆˆx
x y z f f f are the components/projections of the force along the unit vectors  ˆ, , x y z . These components contain all physical information about the quantity whereas the unit vectors (basis) are dummy, but must form a complete set to allow for a faithful physical representation. For example, to fully represent the force in 3D space, it is not sufficient to write it in terms of only two of its components as ˆx
. Now, we can as well write the same force in another coordinates, say the spherical coordinates with basis  ,
,
are the new components/projections that differ from   , ,
x y z f f f but contain the same physical information. On the other hand, keeping the same components while changing the basis by writing ˆx
will certainly produce a physically different vector quantity. Therefore, the number of distinct physical systems with same projections is equal to the number of proposed bases. This analysis can be extended to infinite dimensional vector space by writing n n
where the basis (unit vectors)   n x is chosen conveniently depending on the symmetry of the problem (e.g., rectangular, spherical, cylindrical, elliptical, etc.). In this analogy, we make the map F  Now, one of the hypergeometric orthogonal polynomials in the Askey scheme (but not the only one) that has a mix of continuous and finite discrete spectrum with a spectrum formula similar to (10) is the three-parameter continuous dual Hahn polynomial 2 ( ; , ) n S z a b  whose orthonormal version could be written as follows
where   
On the other hand, if the parameters are such that 0   and a   , b   are positive or a pair of complex conjugates with positive real parts, then the polynomial will have a continuous spectrum on 0 z  as well as a finite size discrete spectrum with 2 0 z  . In this case, the polynomial satisfies a generalized orthogonality relation similar to (3) and given by Eq. (B3) in [8] where the discrete weight function reads
where we have used ( ) ( 1) ( 1) n n n a a n      . The symmetric three-term recursion relation satisfied by [8] . Comparing that to Eq. (5) above makes 2 s z  and gives the following elements of the tridiagonal symmetric matrix  2 , ,
n m n m n a n b n n a b n n a b n a n b n n a b n a n b
Moreover, the spectrum formula of
, which is given by Eq. (B8) in [8] , reads
6
Comparing this with Eq. (10) gives the energy spectrum formula
Therefore, the matrix representation of the Hamiltonian operator (9) becomes
Now, since ( ) F  is tridiagonal, then our choice for the similarity transformation in (9) is 1   .
In the standard formulation of quantum mechanics, the Hamiltonian H is the sum of the kinetic energy operator T and the potential function V. Thus, V H T   and to obtain the matrix representation of the potential in the basis   n  with H given by Eq. (9), we need to compute the matrix elements of T in this basis. Now, T is usually a well-known differential operator in configuration space that depends only on the number of dimensions but is independent of the type of interaction potential. For example, in one dimension with coordinate x and adopting the atomic units
In three dimensions with spherical symmetry and radial coordinate r,
where  is the angular momentum quantum number.
Therefore, the action of T on the given basis elements   n  could be derived and so too its matrix elements. Consequently, with the matrices H and T being determined, we can obtain the potential matrix V in the basis   n  as H T  . Now, with the matrix representation of the potential being identified and the basis set in which it is calculated is given, we can then use one of four methods developed in section 3 of ref. [12] to construct the potential function. Our choice is the second method, which, for ease of reference, is presented here in Appendix A. We illustrate the procedure by giving a set of examples using a special basis called the "Laguerre basis" whose elements are Table 1 and compare with our results.
Illustrative examples
In the following four subsections, we present examples of systems with a mixed energy spectrum where the number of discrete bound states is finite and the total wavefunction is given by Eq. (1) and Eq. (2). The energy polynomial in these expressions is 
where k is a non-negative integer,
. Such integrals are evaluated using results from the work of Srivastava et al. [13] as outlined in Appendix B. Finally, we write the potential matrix as V H T   . With this matrix and the basis (16), the technique described in Appendix A gives the potential function for a selected set of physical parameters. This case corresponds to the basis with parameters shown in the first row of Table 2 . Using the properties of the Laguerre polynomial given by Eq. (18a)-(18c), we obtain the following action of the kinetic energy operator in 3D with spherical symmetry on the basis     
Using this matrix and 2 1 2 H   , we obtain the potential matrix as H T  . Then, we employ the method described in Appendix A that uses the potential matrix and the basis (16) to produce the potential function shown as solid line in Fig. 1 (after    . We also superimpose the energy spectrum levels given by Eq. (10) on the same plot. By empirical trials, we were able to obtain a perfect fit to the effective potential
for a given set of parameters 0 V , 1 V and 2 V . This is shown as the dotted line in Fig. 1 . 
The
where we have chosen the basis parameter 1 2     to eliminate the most singular 1 y  term in the middle step. Using the recursion relation and orthogonality of the Laguerre polynomials given by Eq. (18c) and Eq. (17), we obtain a tridiagonal symmetric matrix representation for the kinetic energy operator whose elements are as follows 
Using this matrix and    . We also superimpose the energy spectrum levels given by Eq. (10) on the same plot. By empirical trials, we were able to make a perfect fit to the effective potential
for a given set of potential parameters 0 V and 1 V . This is shown as the dotted line in Fig. 2 . 
Using this to evaluate the matrix elements n m T   , we encounter integrals similar to those given by Eq. (19) . Evaluating these as shown in Appendix B, we obtain the following matrix representation of the kinetic energy in the basis (16) V . This is shown as the dotted line in Fig. 3 .
The case ( )
x y x e   and     A    (see, for example, section 4.1 in Ref. [8] ). We will show that we our scheme reproduces these exact results. Utilizing the properties of the Laguerre polynomial, we obtain the following action of the kinetic energy operator in 1D, 
Utilizing the recursion relation and orthogonality of the Laguerre polynomials, we obtain a penta-diagonal symmetric matrix representation for the kinetic energy operator whose elements are as follows 
where J is the tridiagonal symmetric matrix with elements given in Appendix B by Eq. (B2).
Using the matrices T and 
Conclusion and discussion
In this work, we have shown that the formulation of quantum mechanics based not on potential functions but orthogonal polynomials in the energy and physical parameters lead to a larger class of exactly solvable problems. This was demonstrated for a given energy spectrum formula that is common to various exactly solvable potentials in the conventional class. The process starts by identified polynomials   ( ) n P s with the same structure of spectrum formula. Using those together with a properly chosen basis set   ( ) n x  , we write the total wavefunction as given by Eq. (1) and Eq. (2). The kinetic energy matrix representation is calculated by computing the action of the kinetic energy operator on the basis. The Hamiltonian matrix is obtained using the symmetric three-term recursion relation and the spectrum formula of the selected polynomials   ( ) n P s . Subsequently, the potential function is derived by employing several methods (one of them is outlined in Appendix A) that utilize the matrix elements of the potential V H T   and the basis set. We conjectured that the linear potential (6a) and the logarithmic potential (6b) have exact solutions whose energy spectra are given by Eq. We plan to follow this work by another addressing the same energy spectrum formula (10) but for a different energy polynomial and another set of basis. The polynomial will be the Wilson polynomial whose orthonormal version reads as follows 
The properties of this polynomial could be found in section 2 and Appendix C of Ref. [8] . Moreover, the corresponding basis set, called the "Jacobi basis", has the following elements ( , ) ( ) 
A is a proper normalization constant. Table 3 gives the basis parameters for an orthonormal set that is relevant to the problems to be addressed. 
Appendix A: Evaluating the potential function
These two equations give
Therefore, we need the information in only one column of the potential matrix (or one row, since , , n m m n V V 
) and the basis set to determine V(x). In particular, if we choose n = 0, we
(A4) Table 1 : A list of exactly solvable problems in the conventional formulation of quantum mechanics with a mix of continuous and discrete energy spectra such that the latter is finite.
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Note that the full hyperbolic Eckart potential reads Fig. 1 : The potential function (including the orbital term) produced for the 3D system described in subsection 3.1 is shown as solid red curve. The physical parameters are taken as 1   , 2 Normalization 
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