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1. INTRODUCTION 
Recently, people began to pay attention to the oscillatory behavior of hyperbolic equations with 
delay, and have had some results; we can refer to the works [1-9] and their references. Those 
works, however, only considered the case of discrete delay. The corresponding theory is as yet 
not well developed. Up till now, there are few results for hyperbolic equations with continuous 
distributed eviating arguments. Liu and Fu [10] and Wang [11] have considered a class of 
hyperbolic equations with continuous distributed deviating arguments, respectively. In this paper, 
we will consider the following nonlinear hyperbolic equations: 
O--t (t)-~ u+ pi(t)u(x,~'~(t)) =a(t)Au+ Eaj(t )Au(x,  pj(t)) 
i=1 j= l  
b 
-q(x,t)u - ~ q(x,t,~)f(u[x,g(t,~)])da(~), (x,t) e ~ x R+ 
(E) 
and the boundary value conditions of the following types: 
~U 
9--£ + u(x,t)u = O, on (x,t) ~ Of~ x R+, (B1) 
u = O, on (x, t) ~ OFt x R+, (B2) 
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where Au is the Laplacian in R n, (x,t) E f t  × R+ = G,R+ = [0,+c~),u = u(x,t), v(x,t) E 
C(Oft × R+, R+), f2 is a bounded omain in R n with a piecewise smooth boundary Oft. n denotes 
the unit exterior normal vector to Oft. 
The aim of this paper is to obtain some new oscillatory criteria for equation (E) satisfying two 
kinds of boundary value conditions. 
We assume throughout this paper that the following Conditions (H) hold. 
(H1) p(t), a(t), pi(t), aj(t), pj(t) E C(R+,R+), Ti(t) <~ t, pj(t) < t, and Ti(t), pj(t) are 
nondecreasing, i = 1, 2 , . . . ,  n, j = 1, 2, . . .  m, and limt-_.+~ 7"i(t) = limt__,+~ pj(t) = +~.  
(H2) q(x,t) e C(-~ × R+,R+), q(x,t,~) E C(~ × R+ × [a,b],R+), f(u) e C(R,R) is a convex 
in R+ and - f ( -u )  = f(u). 
(H3) g(t, ~) E C(R+ x [a, b],R); g(t,~) <_ t, ~ E [a, b],g(t,~) are nondecreasing with to t, ~, 
respectively, and limt__.+~ min~e[a,b ] {g(t, ~)} - +~.  
(H4) a(() E ([a, b], R) is nondecreasing, integral of equation (E) is a Stieltjes integral. 
It is easy to see that equation (E) includes the following delay hyperbolic equation: 
O-t (t) u+ pi(t)u(X, Ti(t)) =a(t )Au+ aj(t)Au(x, pj(t)) 
j=l (E') 
8 
-q (x , t )u -  E qk(x,t)f(u[x, gk(t)]), (x,t) E G, 
k=l 
and we can note that the hyperbolic equations in [1-9] and in [10,11] all are special cases of 
equation (W) and equation (E). Some of our results extend and improve some given results in 
[1-11]. 
DEFINITION 1. A function u E C2(G) A CI(-G) is called a solution of problems (E) and (B), if it 
satisfies (E) in the domain G along with the corresponding boundary condition. 
DEFINITION 2. A solution u(x, t) of equation (E) is called oscillatory in the domain G if for 
each positive number #, there exists a point (xo,to) ~ ft x [#, +co) such that the condition 
u(xo, to) = 0 holds. 
2. MAIN  RESULTS 
Now we let 
Q(t) = min {q(x,t) } Q(t,¢) = mx~ {q(x,t,~) } . (2.1) 
With each solution u(x, t) of problems (E) and (B1), we associate a U(t) defined by 
U(t) = fa u(x, t) dx 
as (2.2) 
THEOREM 1. Suppose that Condition (H) holds, and 
0 < Ep i ( t )  < 1 and V(S) ds = +~,  (2.3) 
i=1 
f(u) > ¢u > O, (u # O, ~ is a positive constant). (2.4) 
/ f  
-boo b [ n - 
i=1 
da(~) ds = +c~, (2.5) 
then the every solution of equation (E) and (B1) is oscillatory in G. 
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PROOF. Suppose to the contrary that there is a nonoscillatory solution u(x, t) of Problems (E) 
and (B 1). Without loss of generality, we may assume that u(x, t) >_ 0, (x, t) e fl × [#, +~)  (# > 0), 
by Condition (H3), there exists a tl > # such that g(t,~) > #, (t,~) E [tl, +cx~) × [a, b], and 
Ti(t) > p, pj(t) > tt, t > t~, then 
U[Z, g(t, ~)] > O, (X, t, ~) ~. ~-~ X It1, +00) X [a, b], 
u(x, Ti(t))>O, u(x, pj(t))>O, (x,t) efix[ta,+c~), 
Integrating equation (E) with respect o x over the domain fl, we have 
d--t p(t)-~ udx + EP i ( t )  u(x, Ti(t))dx 
• i=1  
m 
=a(t )~Audx+Eaj ( t )~Au(x ,  oj(t))dx 
j= l  
t>_tl. 
(2.6) 
Using Green's formula, we have 
ff lAudx= fo cgu fo n -~nd~v = - u(x, t)u dw <_ O, 
fl 
/fl Au(x, pj(t))dx= ~atl Ou(x, pj(t))on dw = -~a v(x, flj(t))u(x, pj(t))dw < 
(2.7) 
(2.8) 
Using Jensen's inequality and (2.1), we have 
/~ ~abq(x,t,~)f(u[x,g(t,~)])da(~)dx = fab/q(x,t,~)f(u[x,g(t,~)])dx&r(~) 
- \ fn dx /~ da(~), t > tx, 
(2.9) 
/ q(x,t)udx >_ Q(t) /~ udx, 
therefore, from (2.6)-(2.10), we have 
t > tl, (2.20) 
d--t p(t) udx+Ep~(t ) u(x,T~(t))dx +Q(t) udx 
i=1 
fa dz / fa d~(~) < O, 
then 
d--i f ly i U(t) + p~(t)U(~(t 
i=1 
// + Q(t)u(t) + Q(t, ~)f(U[g(t, ~)]) d~(~) <_ O, t~ l .  
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Let 
n 
Z(t) = U(t) + Ep i ( t )U  (ri(t)). (2.11) 
i= l  
It is easy to obtain Z(t) > O, [p(t)Z'(t)]' < 0 for t _> tl. Hence, p(t)Z'(t) is decreasing in t, 
and we can prove that Z'(t) >_ 0 for t > tl. In fact, suppose that Z'(t) < 0 for t > tl, then there 
exists a T > tl such that p(T)Z'(T) < 0. Then p(t)Z'(t) < p(T)Z'(T) for t > T; it follows that 
Z(t) < Z(T) + p(T)Z'(T) ds; 
therefore, limt--+~ Z(t) = -~,  which contradicts the fact that Z(t) > 0. Furthermore, from 
above inequality and (2.1),(2.3), we have 
d-~ (t) U(t) + ~_,pi(t)U (ri(t)) + Q(t,()f(U[g(t,~)]) d~r(~) < 0, t > tl, 
i=1  
f(g[g(t, ~)]) _> ~u[g(t, ~)1, 
n 
U[g(t, ~)] = Z[g(t, ()] - ~-~pi[g(t, ~)]U (ri[g(t, ()]), (2.12) 
i= l  
,b F n ] 
[p(t)Z'(t)]' + e 7a Q(t, ~) Z[g(t, ()] - Epi[g(t ,  ()]U (ri[g(t, ()])j da(() <_ O. 
i=1  
Noticing Z(t) > U(t), and T~(t), Z(t) are nondecreasing in t, we have 
[p(t)Z'(t)]'+e Q(t,~) 1 -  pi[g(t,()] Z[g(t,()]da(~)<O. (2.13) 
Now we choose a constant K > 0 such that Z(K) > 0 and from (Ha), there exists a sufficiently 
large T such that g(t,~) > K, t > T, ~ E [a, bl, thus, we have Z[g(t,()] >_ Z(K). From (2.13), we 
obtain 
[p(t)Z'(t)]' + eZ(K) f Q(t, ~) 1 - ~p~[g(t,()] d~r(() < 0. 
i=1  
Integrating both sides of the above inequality from T to t (t > T), we have 
i;i: [ } p(t)Z'(t) -p(T)Z'(T)  +¢Z(K) Q(s,~) 1 - pilg(s,~)] da(~)ds < O. (2.14) 
Taking t ---* +oe, the above last inequality leads to a contradiction with (2.5). 
The Case that u(x,t) is an eventually negative solution of (E),(B1) can be proved by the 
analogous argument. This completes the proof of Theorem 1. 
THEOREM 2. Suppose that Condition (H) and (2.3),(2.4) hold. If there exist rig(t, a) and func- 
tion ¢(t) E Cl([t0, +c~), R+) such that 
sT{ /: ] } ~¢(s) Q(s,f) 1 - p,[g(s,[)} da(~) - P(s)p[g(s'a)]¢'2(s) i=1 4~(s)g'(s,a) ds = +oo, (2.15) 
then a11 solutions u(x, t) of Problem (E) and (B1) oscillate in G. 
PROOF. Suppose to the contrary that there is a nonoscillatory solution u(x, t) of Problem (E) and 
(B1). Without loss of generality, we may assume that u(x,t) >_ O, (x,t) E f~ x [#,+o0)(# > 0). 
Similar to the proof of Theorem 1, we have 
Z'(t) >_ 0 and [p(t)Z'(t)]' <_ 0 (2.16) 
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and 
[p(t)Z'(t)]' + e Q(t,~) 1 -  ~-~pi[g(t,4)] 
i=1 
Zig(t,4) ]da(~) <_ O. (2.17) 
Noticing that g(t, 4) is nondecreasing in 4, we have 9(t, a) <_ g(t, 4), 4 • [a, b], then 




. . .p( t )Z ' ( t )  
w(t )  = 
then we obviously have W(t) > 0, for t > tt, and using the condition of the theorem, we see 
that there exist Z'[g(t, a)] = dZ a g_ ,, , 2-~ dtgtr, a). From [p(t)Z'(t)]' < 0 and 9(t,4) 5 t, 4 • In, b], we have 
p(t)Z'(t) < p[g(t, a)]Z'[g(t, a)], thus 
W'(t) = ¢'(t)p(t)Z'(t) _ ~b(t)p(t)Z'(t)Z'[g(t, a)]g'(t, a) + g~(t) ~9(t)Z'(t)]' 
Zig(t, a)] Z2[g(t, a)] ~ ' "  Z[g(t, a)] 
< ~b'(t) [p(t)Z'(t)] ~p(t)p(t)Z'~(t)g'(t, a) ~9(t)Z'(t)]' 
- Z[g(t,a)] - p[g(t,a)]Z2[g(t,a)] +~(t)  Z[g(t,a)] 
= ~b(t)[p(t)Z'(t)]' + p(t)p[g(t,a)]~b'2(t) 
Zig(t, a)] 4¢(t)g'(t, a) 
2 
r /p(t)¢(t)g'(t,a) z'(t)  /p(t)p[g(t,a)] ] 
-IV ~ Z[g(t,a)] V ~ , - ~  ~'(t) ] 
< ¢(t)[p(t)Z'(t)]' + p(t)p[g(t, a)]'~'2(t) 
- Z[g(t, a)] 4~b(t)g'(t, a) ' 
then, it follows from (2.18) that 
W'(t) < - e¢(t) Q(t, 4) 1 - pi[g(t,4)]! da(4) -  P(t)p[g(t'a)]~'2(t) 
- -  i=1 4~b(t)g'(t, a) " 
Integrating both sides of the above last inequality from tl to t (t > tl), we get 
W(t) < W(tt)  - fdt ¢tb(s) Q(s,4) - pi[g(s,4)] da(4) - ds, - a )  
Taking t --~ +co, the above last inequality leads to a contradiction with (2.15). 
The case that u(x, t) is an eventually negative solution of (E) and (B1) can be proved by the 
analogous argument. This completes the proof of Theorem 2. 
C, OROLLARY 1. Suppose that Condition (H) holds. If the following differential inequality 
d d U(t) + pi(t)U('r~(t)) +Q(t)U(t) + Q(t,4)f  (U[g(t,4)]) da(4) < 0 (2.19) dU ( t ) 
has no eventually positive solution, then the every solution of equations (E) and (B1) is oscillatory 
in G. 
In Theorem 2, choosing ~(t) ~ 1, and canceling the condition of the existing ~g(t,  a), then 
Theorem 2 is not distinct from Theorem 1. 
Now we consider the oscillation of (E) and (B2'. 
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With each solution u(x, t) of Problems (E) and (B2), associate a V(t) defined by 
v(t) = fn u(~, t)~(x) d~ 
f~ ~(z) dx 
For the following Dirichlet problem in the domain ~2, 
in which a is a constant. 
(2.20) 
It is well known [12] that the smallest eigenvalue al  of problem (2.21) is positive and the 
corresponding eigenfunction O(x) > 0, for x E ~. 
THEOREM 3. Suppose that Condition (H) and (2.3),(2.4) hold, if there exists function ~(t) E 
Cl([t0, +c~), R+) such that 
m I C~1~(8 ) Ea j (s )  1 - Ep i  (pj(s)) 4~(s) 
j= l  i=1 
then the every solution of equations (E) and (B2) is oscillatory in G. 
PROOF. Let u(x, t) be a positive solution of Problems (E) and (B2) in ~ x [#, +c~) (# > 0). 
Similar to the proof of Theorem 1, there exists a tl > #, such that u[x,g(t,~)] > 0, (x, t, ~) E 
x[tl, +oo) x [a,b], U(X, Ti(t)) > O, U(X, pj(t)) > O, (x,t) e ft X [tl, +CO). 
Multiplying both sides of equation (E) by O(x), and integrating with respect to x over the 
domain ~, we have 
d d u~(x) dx + Ep i ( t )  u(x, ~-i(t))O(x) dx = a(t) AuG(x) dx d--t ( t ) -~ ~=1 
m 
+ ~ aj(t) f~ ~u(x, pj(t))~(x)dx - f~ q(x, t )~(x)~ (2.24) 
j= l  
- q(z,t,()f(u[x,g(t,()J)¢(x)da(()dx, t > tl. 
Using Green's formula, we have 
£~(~)dx=L~ ( ~-  -~]d~ 
(2.25) 
+ f ~AV(~)dx=-~u~(x)d~, t>_tl 
f~u(~,p j ( t ) )®(~)d~ = f~ u(~,pj(t))~(x)d~, t > (2.26) tl 
in which c~1 is the smallest eigenvalue of the problem. 
Using Jensen's inequality, we have 
b b 
- \ f .  ¢(x) d~ ] - 
Au + au = 0, in (z, t) E 0~ x R+, (2.21) 
u = 0, on (x, t) E Oft × R+, (2.22) 
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therefore, from (2.23)-(2.28), we have 
then 
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t ~_t l ,  (2.2s) 
d-t p(t)-~ uO(x)dx + Ep i ( t  ) u(x,~-i(t))O(x)dx +~la(t) u~(x)dx 
i= l  
+oq ~ aj(t) f~t u(x, pj(t))~(x) dx + Q(t) / ;  u~(x) dx 
j= l  
fa ~(x) dx /a ~(x) d~ d~(~) < O, t >_ tl, 
d E )1 m ) -t p(t)-~ i~=lpi(t)V(ri(t)) + a(t)V(t) +j~=laj(t)V(pj(t)) 
b 
+Q(t)V(t) + / Q(t, ~)f(V[g(t, ~)]) d~(~) < O, 
d d V(t) + p~(t)V(T~(t)) + cq aj(t)V(pj(t)) < 0. (2.29) 
dt - 
j= l  
Let 
n 
Y(t) = V(t) + ~_,pi(t)V(r~(t)). 
i=1 
It is easy to obtain Y(t) > 0, [p(t)Y'(t)]' < 0, for t _> tl. Hence, p(t)Y'(t) is decreasing in t, 
and we can also prove that Y'(t) > O. 
Noticing that ri(t), oj(t) are nondecreasing, and Y(t) >_ V(t), we have 
[p(t)Y'(t)]' + al ~-~ aj(t) 1 - y'~p~(pj(t)) Y(pj(t)) <<. O. (2.30) 
j= l  i=1 / 
Letting p(a) = minpj(t), from (2.29) and letting Y(t) be increasing in t, we have 
[p(t)Y'(t)]' + C~lY(p(a)) ~_aj(t) 1 - ~-'~pi(pj(t)) < O. (2.31) 
j= l  i=1 
Let 
,.,p(t)Y'(t) 
c( t )  = ~)  ~ . 
The remainder of the proof is similar to that of Theorem 1, and so we omit it. 
The ease that u(x, t) is an eventually negative solution of (E) and (B2) can be proved by the 
analogous argument. This completes the proof of Theorem 2. 
COROLLARY 2. Suppose that Condition (H) holds. If the following differential inequality 
dt p(t V(t) + pi(t)V(ri(t + al a(t)V(t) + aj(t)V(pj(t 
i=1 
b 
+ Q(t)V(t) +/  Q(t, ~)f(V[g(t, ~)])d~(~) <_ 0 
has no eventually positive solution, then the every solution of equations (E) and (B2) is oscillatory 
in G. 
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In Theorem 3, choosing ~(t) - 1, we have the following. 
COROLLARY 3. Suppose that Condition (H) and (2.3)-(2.5) hold, if 
C~I Ea j (8 )  1-- Ep i (P j ( t ) )  ds-~ -~oo, 
j--1 i=1 
then the every solution of equations (E) and (t32) is oscillatory in G. 
The following theorem and lemma can be proved analogously. 
THEOREM 4. Suppose that the conditions of Theorem 1 hold. Then every solution of equations 
(E) and (B2) is oscillatory in G. 
COROLLARY 4. Suppose that the conditions of Corollary 1 hold. Then every solution of equations 
(E) and (B2) is oscillatory in G. 
To conclude this paper, we consider an example. 
0[,0( 1 )] ) 
(2.32) 
f 
- r /4  
-6  u(x, t + 2~) d~, (x, t) e (0, zr) x R+ 
J -w/2 
and the boundary  value condit ion of the following type: 
0u(0,t) 0u(~, t) 
- -  - - 0, t > 0, 
Ox Ox 
in which n = m -- 1, p(t) = 4, pi(t) = 1/8, a(t) = 3, al(t) -- 3, q(z,t) = 2, q(x,t,~) = 6, 
3zr 
= p l ( t )  = g( t ,  = t + 
Choosing ¢(t)  = v/t, ~ = 1, it is easily proved that  the conditions of Theorem 2 are satisfied. 
Therefore, every solution of equation (E) is oscillatory in (0, 7r) x (0, +oo). In fact, u(x, t) = 
sin x cos t is such a solution. 
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