Let A = M n (F ) be the matrix algebra over a field F with an involution * , where n 20. Suppose that θ : A → A is a bijective linear map such that θ(x)θ(y) = θ(y)θ(x) * for all x, y ∈ A such that xy = yx * . We show that θ is of the form θ(x) = λuxu −1 for x ∈ A, where λ is a nonzero symmetric scalar and u is a normal matrix such that uu * is a nonzero scalar.
Introduction
Over the last decades there has been a considerable interests in linear algebra and operator theory in the linear preserver problems, that is, the problems of characterizing linear maps on matrix algebras or operator algebras that leave invariant certain properties of matrices or operators [23, 27, 28] . Here we would like to mention two linear preserver problems. For the sake of simplicity, we state for matrix algebras over a field, but it is very natural to consider them in more general settings. We shall say that θ : A → A preserves zeros of the polynomial P if P (θ(a 1 ), . . . , θ(a m )) = 0 whenever P (a 1 , . . . , a m ) = 0. To make this problem meaningful we should impose some restriction on n (and θ). We conjecture that if n is "big enough" comparing with m and θ is bijective, then θ = λφ + µ, where λ ∈ F , φ : A → A is a Jordan homomorphism and µ : A → F is a linear map. Note that for a more general algebra A we cannot make the same conjecture here as for Problem 1.1. If P (x 1 , . . . , x m ) is a polynomial and θ : A → A is a * -linear map such that P (θ(k 1 ), . . . , θ(k m )) = 0 for all skew elements k 1 , . . . , k m in A such that P (k 1 , . . . , k m ) = 0, certainly the map θ preserves the zeros of the * -polynomial
In contrast, Problem 1.2 has been studied, to our best knowledge, only for the * -polynomial Q(x, x * ) = x * x − xx * [3, 12, 26] . It seems that this problem is much more difficult than Problem 1.1. In this paper we consider Problem 1.2 for one more "test case", namely the * -polynomial Q(x, y, x * , y * ) = xy − yx * .
The commutator-like * -polynomial xy − yx * appeared first in the work of Osborn [34] who studied the structure of all bilinear functionals with respect to which a given linear transformation is self-adjoint. (See also the introduction in the survey paper [29] by Marcus.) For a given linear transformation x, the zeros of the * -polynomial xy − yx * was also examined by Taussky and Zassenhaus who proved the following interesting result: for every matrix x there exists a symmetric matrix y such that xy = yx * , where * is the transpose [40, Theorem 1] . See [30] for more advanced results.
Nowadays the * -polynomial xy − yx * attains more and more importance. Let A be a * -ring and y a fixed element in A. The additive map δ :
The notion of Jordan * -derivations arose naturally in Šemrl's work [35] investigating the problem of representing quadratic functionals with sesquilinear functionals. More results on Jordan * -derivations can be found in the papers [14, 15, 31, 33, 38, 39, 43] . In [11] Brešar and Fošner discussed the new product xy − yx * in a * -ring and proved via purely algebraic method some theorems which were proved earlier by Molnar [32] via analytic method.
In this paper we shall describe the bijective linear maps θ on the matrix algebra M n (F ) over a field F which preserves the zeros of the * -polynomial xy − yx * , that is, θ satisfies θ(x)θ(y) = θ(y)θ(x) * whenever xy = yx * . We are going to show that θ must be of the form θ(x) = λuxu −1 where λ is a nonzero symmetric scalar and u is a normal matrix such that uu * is a nonzero scalar. Our approach will be based on the recent theory of functional identities (see surveys [8, 10] ). For the reader's convenience we shall mention some basic definitions and results in Section 2. Because of the technical restrictions of the theory of functional identities we shall assume that n 20 in our main result (Theorem 3.1). This assumption on n is probably superfluous, but in general some restrictions are necessary indeed. For instance, in case n = 2, one can construct a map which satisfies all conditions of Theorem 3.1 while has a different form.
Functional identities
Let Q be a ring with center Z containing 1, and R a nonempty subset of Q. 
and
It is understood that if the index set I or J is empty, then the corresponding sum is 0. Suppose that there exist maps
for all x m ∈ R m , i ∈ I , and j ∈ J . We make the convention that p ij is just an element in Q in case m = 2. One can readily check that (2.3) implies (2.1) and a fortiori (2.2), and it does not depend on R. We shall refer to (2.3) as a standard solution of (2.1) and (2.2). Note that the functional identity i∈I E i (x i m )x i = 0 has only one standard solution, namely E i = 0 for all i ∈ I . It turns out that frequently the standard solutions are the only possible solutions. This is the reason why the following fundamental concept is introduced in [4] . For an element x in an algebra Q over a field F , we denote by deg F (x) the degree of x over F if x is algebraic over F , or ∞ if x is not algebraic over F . And for a nonempty subset R ⊆ Q, we set
In case A is a prime ring with maximal right quotient ring Q and extended centroid C (see the book [7] for definitions and basic properties),
, and the sets of symmetric elements S and of skew-symmetric elements K in A are both d-free if A is equipped with an involution and deg C (A) 2d + 2 [4, Theorem 2.4]. Let us state these results as a remark for a matrix algebra over a field F : Remark 2.1. Let A = M n (F ) be the matrix algebra over a field F with char(F ) / = 2 and S and K the sets of symmetric elements and skew elements of A respectively. Then
It is interesting to note that for any ring A with unity the matrix ring M n (A) over A is n-free (see [2, Corollary 5.12] ).
For applications we need more involved functional identities than (2.1) and (2.2). Let T be a set and let α : T → Q, E i , F j : T m−1 → Q, i ∈ I, j ∈ J , be maps of sets. We are interested in the following two identities:
It is easy to see that in case T = R ⊆ Q and α is the identity map, the functional identities (2.4) and (2.5) are exactly the identities (2.1) and (2.2). The standard solutions of the functional identities (2.4) and (2.5) are of the forms
for all x m ∈ T m , where Sometimes we need even more involved functional identities than (2.4) and (2.5). Let T be a set and let α :
J , be maps of sets. We consider the following two identities:
The corresponding standard solutions of the functional identities (2.7) and (2.8) are of the forms
for all x m ∈ T m , where A map E : T → Q is called a Beidar polynomial of degree 1 in α if there exist an element λ ∈ C and a map µ : T → C such that
We call λ and µ the coefficients of E.
Next, a map E : T 2 → Q is said to be a Beidar polynomial of degree 2 in α if there exist elements λ 1 , λ 2 ∈ Z, maps µ 1 , µ 2 : T → Z and a map ν :
for all x, y ∈ T . We call λ 1 , λ 2 , µ 1 , µ 2 and ν the coefficients of E. Similarly one can define Beidar polynomials of any degree. We close this section with the final remark on Beidar polynomials [5, Theorem 1.1]:
Remark 2.4. If α(T ) is a (d + 1)-free subset of Q, then any Beidar polynomial of degree d in α vanishing on T has all its coefficients zero.

The result
First we introduce some terminology and fix the notation. Let A be a unital algebra with center F a field. Suppose that A is equipped with an involution * . Let S be the set of symmetric elements of A and K the set of skew elements of A. We set F S = F ∩ S. The involution * is called of the first kind if F = F S and of the second kind otherwise. Now we are ready to prove our main theorem. 
Proof. It follows from 1
Since θ is surjective, we have θ(1)y = yθ(1) * for all y ∈ A. Setting y = 1 in the last identity, we obtain θ(1) = θ(1) * and so θ(1) ∈ F . Note that θ(1) / = 0 by the injectivity of θ.
For s ∈ S, we have s · 1 = 1 · s * , so θ(s)θ(1) = θ(1)θ(s) * , and hence θ(s) * = θ(s) since θ(1) is a nonzero element in F . Thus θ maps S into S. Since θ is injective and S is finite dimensional over F S , θ : S → S is also surjective.
Taking into account that θ(s 2 )θ(s) = θ(s)θ(s 2 ) for all s ∈ S, we infer from [3, Theorem 3.1] that there exist a nonzero λ ∈ F S , an F S -algebra automorphism φ : A → A and an F S -linear map µ : S → F S such that
We claim that the map µ is a zero function. Note that (st)s = s(st) * , so
Linearizing (3.2) we obtain
In view of Remark 2.1 we have that θ(S) = S is 9-free, so by Remark 2.2 there exist an F S -linear map p : S → A and an F S -bilinear map ν : S 2 → F such that
θ(st) = θ(s)p(t) + ν(s, t) for all s, t ∈ S. (3.4)
In particular, we have
On the other hand, by (3.1)
for all s ∈ S. Comparing both expressions for θ(s 2 ), we obtain
for all s ∈ S. Linearization of the last relation yields
for all s, t ∈ S. Using the 9-freeness of θ(S) = S, we get p(s) = λ −1 (θ(s) − 2µ(s)) and so (3.4) can be rewritten as
Applying (3.1) to (3.5), we obtain
which is a Beidar polynomial of degree 2 in φ. For s, t ∈ S, we have (sts)t = s(tst) and sts, tst ∈ S. Hence θ(stst) can be computed in two different ways. On the one hand,
θ(stst) = λφ(sts)φ(t) + µ(sts)φ(t) − µ(t)φ(sts) −λ −1 µ(sts)µ(t) + ν(sts, t) = λ(φ(s)φ(t)) 2 + µ(sts)φ(t) − µ(t)φ(s)φ(t)φ(s)
−λ −1 µ(sts)µ(t) + ν(sts, t);
while on the other hand,
Comparing both expressions, we have
for all s, t ∈ S. Replacing s by s + u and t by t + v respectively in the last identity, we obtain a Beidar polynomial E 1 (s, t, u, v) of degree 4 in φ which vanishes on S.
Note that φ(s) * = φ(s) for all s ∈ S by (3.1) and so φ : S → S is surjective as well.
Since φ(S) = S is 9-free, all the coefficients of E 1 (s, t, u, v) are zero by Remark 2.4. In particular, we have µ(s) = 0 for all s ∈ S. Therefore, (3.1) reduces to
and (3.6) reduces to
for all s, t ∈ S. Clearly λ = θ(1) ∈ F S . As a matter of fact, we may assume further that φ : A → A is F -linear. This is certainly true if the involution * is of the first kind. So we consider the case of the second kind, namely, that there exists ∈ F such that * = − / = 0. For any x ∈ A, we may write x = s + t for some s, t ∈ S. Then x * = s − t and
That is, θ is a * -linear map. Then (3.2) reduces to 9) and (3.3) reduces to
Thus for x = s + t and y = u + v in A, where s, t, u, v ∈ S, we have
and hence a straightforward calculation using (3.9) and (3.10) shows that
In particular, we have θ(
where λ is a nonzero element in F, µ : A → F is an F -linear map and φ : A → A is an F -algebra automorphism or anti-automorphism. We claim that φ cannot be an anti-automorphism. Assume on the contrary that φ is an anti-automorphism; then for x, y ∈ A, it follows from (3.11) that
Replacing x by x + z in the last identity, we obtain a Beidar polynomial E 2 (x, y, z) of degree 3 in φ which vanishes on A. Since φ (A) = A is 20-free, all the coefficients of E 2 (x, y, z) are zero by Remark 2.4. In particular, we have λ 2 = 0, a contradiction. Hence, φ must be an automorphism.
For s ∈ S, we have by (3.7) and (3.12)
Replacing s by s + t in the last identity, we obtain a Beidar polynomial E 3 (s, t) of degree 2 in φ which vanishes on S. Since φ(S) = S is 9-free, all the coefficients of E 3 (s, t) are zero by Remark 2.4. In particular, we have λ = λ and µ (s) = 0 for all s ∈ S. Hence, it follows from (3.12) that θ(s) = λφ (s) for all s ∈ S. Replacing φ by φ , we may assume that φ is an F -algebra automorphism. Then there exists an invertible element u in A such that φ(x) = uxu −1 for all x ∈ A. For s ∈ S, we have
and so u * us = su * u for all s ∈ S. Hence u * u ∈ F S . Set c = u * u ∈ F S ; then u * = cu −1 and uu * = u * u. Now we consider the actions of φ and θ on K. For k ∈ K, we have
Hence, φ : K → K is also surjective by the finite dimensionality of K over F S .
and so by (3.7)
for all k ∈ K. Linearization of the last identity yields 
Next, linearizing (3.13) we obtain
. Using (3.14) we can rewrite (3.15) as
Since φ(K) = K is 9-free, so by Remark 2.3 there exist an F Slinear map r : K → A and an F S -bilinear map η :
and so
where q(h) = ζ −2 r(h) and ω(k, h) = ζ −1 η(k, h). In particular, we have
On the other hand, θ(k 2 ) = λφ(k) 2 for all k ∈ K by (3.7). Using (3.14) this can be rewritten as
Comparing both expressions for θ(k 2 ), we have
Linearization of the last relation yields
and this together with (3.14) and (3.16) yields
for all k, h ∈ K.
We claim that τ = 0. For k, h ∈ K, we have (khk)h = k(hkh) and khk, hkh ∈ K. Hence θ(khkh) can be computed in two different ways. On the one hand, On the other hand, since st − ts ∈ K for s, t ∈ S we get from (3.18) that
θ(st − ts) = ζ(φ(s)φ(t) − φ(t)φ(s)) for all s, t ∈ S.
(3.20)
Comparing (3.19) and (3.20) we obtain a Beidar polynomial
s, t) = (λ − ζ )φ(s)φ(t) − (λ − ζ )φ(t)φ(s) + ν(s, t) − ν(t, s)
of degree 2 in φ which vanishes on S. Since φ(S) = S is 9-free, all the coefficients of E 5 (s, t) are zero by Remark 2.4. In particular, we have ζ = λ. The proof is now complete.
