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ON A TIME AND SPACE DISCRETIZED APPROXIMATION OF
THE BOLTZMANN EQUATION IN THE WHOLE SPACE
C. P. GRU¨NFELD∗† AND D. MARINESCU†
Abstract. In this paper, convergence results on the solutions of a time and
space discrete model approximation of the Boltzmann equation for a gas of
Maxwellian particles in a bounded domain, obtained by Babovsky and Illner
[1989], are extended to approximate the solutions of the Boltzmann equation
in the whole physical space. This is done for a class of particle interactions
including Maxwell and soft cut-off potentials in the sense of Grad.
The main result shows that the solutions of the discrete model converge
in L1 to the solutions of the Boltzmann equation, when the discretization
parameters go simultaneously to zero. The convergence is uniform with respect
to the discretization parameters.
In addition, a sufficient condition for the implementation of the main result
is provided.
1. Introduction
In a known paper [1], Babovsky and Illner provided a validation (convergence)
proof of Nanbu’s simulation method [2] for the spatially inhomogeneous (full) Boltz-
mann equation [4, 5] describing a rarefied gas of Maxwellian particles confined to
a bounded spatial domain (with specularly reflecting boundary conditions). More
specifically, the main result (Theorem 7.1) of [1] demonstrated that the discrete
measures provided by Nanbu’s simulation method are almost surely weakly con-
vergent to absolutely continuous measures with densities given by solutions of the
Boltzmann equation.
In essence, the analysis behind the main theorem of [1] represented a space-
dependent generalization of the convergence proof of Nanbu’s simulation algorithm
for the space-homogeneous Boltzmann equation, provided in an earlier work by
Babovsky [6]. Briefly, in [1], the space-homogeneous simulation algorithm of [6]
was applied to a suitable time and space discrete Boltzmann model (Eq. (5.14)
in [1]). The latter was derived from the Boltzmann equation by means of time
discretization, splitting (separation of free flow and collisional interactions), cell-
partitioning of the physical domain of the gas, and space-averaging (homogeniza-
tion) over cells. The discretization was parameterized by a time-step and an upper
bound for the maximum of all cell diameters. The analysis was completed by
combining convergence properties of the discrete Boltzmann model with those of
the space-homogeneous simulation algorithm of [6]. To this end, Babovsky and
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Illner established the key result (Corollary 5.1 in [1]) that the solutions of the dis-
crete Boltzmann model converge in discrepancy1 to the solutions of the Boltzmann
equation for the gas in a bounded spatial volume, uniformly with respect to the
parameters of the discretization, when these parameters converge simultaneously
to zero.
A notable thing about the proof of the convergence in discrepancy of the solutions
of the discretized Boltzmann model is that, as it appears in [1], is responsible for the
limitation of the analysis of [1] to the case of the Boltzmann gas in a bounded spa-
tial domain. Indeed, the boundedness of the spatial domain was actually assumed
in [1] in order to prove the above key convergence result for the discrete Boltzmann
equation (see [1], p. 59). An alternative proof, without the boundedness assump-
tion, might allow the conclusions of [1] to be extended to other important examples,
e.g., a gas expanding in the whole physical space.
In this paper, the results on the convergence in discrepancy established by
Babovsky and Illner for the solutions of their discrete Boltzmann model of [1]
are extended to the setting of the Boltzmann equation in the entire physical space.
More specifically, in such a setting, we show that the solutions of the discrete Boltz-
mann model converge in L1 to the solutions of the Boltzmann equation in the whole
physical space, uniformly with respect to the parameters of the discretization, when
these parameters converge simultaneously to zero. We also show that the solutions
of the discrete approximation satisfy the conservation laws for mass, momentum
and energy.
Here, it should be recalled that the results of [1] concern the Boltzmann equation
for Maxwellian particles. The limitation to Maxwellian interactions does not come
from the proof of the analytical convergence of the discretized Boltzmann model,
but is imposed by the implementation of the simulation algorithm of [6] for the
validation of Nanbu’s scheme (see [1], p. 48). However, besides its usefulness in
the validation of the Nanbu’s scheme, the discrete Boltzmann model of [1] might
be applied to obtain new (not necessarily probabilistic) rigorous algorithms for
the Boltzmann equation. Thus, understanding its convergence properties in more
general situations than in [1] may be of interest. In this respect, as an additional
contribution, our main result concerns the Boltzmann equation with Maxwell and
soft cut-off collision kernels in the sense of Grad [3].
Compared to [1], our analysis must face additional difficulties, since one has to
estimate, uniformly, in some sense, how high speed gas particles situated at large
distances contribute to the gas evolution, approximated as in [1], by an alterna-
tion of molecular transport and collision steps. In this respect, a technical point
is reconsidering the important property established by Babovsky and Illner (The-
orem 5.1 in [1]) that, under suitable conditions, if the Boltzmann equation is ap-
proximated by the discrete Boltzmann model, then the family of errors introduced
by the approximation is bounded in some L∞ - (velocity) Maxwellian weighted
space, uniformly with respect to the parameters of the discretization. This prop-
erty was demonstrated in [1], in the setting of the Boltzmann equation in a bounded
spatial domain, but remains actually valid in a larger context, as is implicit from
[1]. Nevertheless, for the sake of clarity and completeness, in the present work, we
1Let µ and ν be two (Borel) probability measures on the same measure spaceB ⊆ Rn. Consider
B with the usual semi-order ≤ of Rn. Following [1], the discrepancy between µ and ν is defined
as D(µ, ν) := supz∈Rn |µ{y ∈ B : y ≤ z} − ν{y ∈ B : y ≤ z}|.
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will prove a precise statement appropriate to our framework (see Proposition 1 in
Subsection 4.2).
The rest of this paper is structured as follows. In Section 2, we present the
discrete Boltzmann model of [1], and formally introduce the main result. However,
a precise formulation (Theorem 1) is given in the second part of Section 3. This
requires some preparation in the first part of the same section. The second part
of Section 3 also includes Theorem 2 which provides sufficient conditions for the
application of Theorem 1. Section 4 deals with the proofs of the theorems stated
in Section 3. The proofs rely on technical estimates provided in Subsection 4.1. In
particular, standard L∞ - type inequalities for the collision term are adapted to
our setting, supplemented with useful L1 - estimates. The central result of Subsec-
tion 4.1 is Lemma 4, needed later to measure, in some sense, the errors introduced
when the discrete Boltzmann model approximates the Boltzmann equation. The
results of Subsection 4.1 are then used in Subsection 4.2 to prove Proposition 1,
ultimately leading to the proof of Theorem 1. Subsection 4.3 contains the proof of
Theorem 2. Finally, Section 5 presents a simple application to a Boltzmann model
for a rarefied gas expanding in the whole space, and closes with a few concluding
remarks and possible future directions.
2. Discretized Boltzmann model for the Boltzmann equation
In this section we recall some very basic facts about the Boltzmann equation,
and briefly present its time and space discrete approximation of [1], adapted to our
setting. Finally, we formally introduce our results.
The Cauchy problem for the Boltzmann equation for a simple gas (monatomic gas
of identical particles with elastic binary collisions), evolving in the whole physical
space reads (in non-dimensional units) as [4, 5]
∂f
∂t
+ v · ∇xf = J(f) in (0, T )× R
3 × R3,
f(0,x,v) = f0(x,v) on R
3 × R3,
(1)
where the unknown f = f(t,x,v) ≥ 0 represents the distribution density of the gas
particles at time 0 ≤ t < T ≤ ∞, with position x = (x1, x2, x3) ∈ R
3, and velocity
v = (v1, v2, v3) ∈ R
3. The right hand side of the above equation is the nonlinear
Boltzmann collision term J(f) := JB(f, f), where
JB(g, h)(t,x,v) =
∫
R3×S2
b(|v − v∗|,ω)(g
′h′∗ − gh∗)dv∗dω. (2)
acts on g and h only through the velocity dependence. Here, we are using the
standard shorthand notations g := g(t,x,v), h∗ := h(t,x,v∗), g
′ := g(t,x,v′),
h′∗ := h(t,x,v
′
∗). Moreover,
v′ = v − ((v − v∗) · ω)ω, v
′
∗ = v∗ + ((v − v∗) · ω)ω, (3)
are the post-collisional velocities expressed, in terms of the pre-collisional velocities
(v, v∗) and the collision parameter ω over the unit sphere S
2, as (parameterized)
solutions of the laws of momentum and energy conservation in binary elastic colli-
sions
v + v∗ = v
′ + v′∗, v
2 + v2∗ = v
′2 + v′2∗ . (4)
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Furthermore, in (2), the collision kernel b(|v−v∗|,ω) is a given nonnegative function
that depends only on the modulus of the relative velocity |v − v∗| and the scalar
product (v − v∗) · ω.
A useful decomposition of (2) is JB(g, h) = PB(g, h)− SB(g, h) where
PB(g, h)(x,v) :=
∫
R3×S2
b(|v − v∗|,ω)g
′h′∗dv∗dω,
SB(g, h)(x,v) :=
∫
R3×S2
b(|v − v∗|,ω)gh∗dv∗dω,
(5)
provided that the integrals are well defined. We refer to [5] for a comprehensive
presentation of the Boltzmann equation and its applications. Here we just recall
the property ∫
R3
ϕi(v)J(g)(x,v)dv = 0, i = 0, 1, 2, 3, 4, (6)
valid for any g for which the above integral exists, where ϕ0(v) := 1, ϕi(v) := vi, i =
1, 2, 3, ϕ4(v) := v
2. Formally, this implies that the solution of the Boltzmann
equation satisfies the fluid balance laws for mass, momentum and energy [5].
Let 0 < ∆t < T be a discretization time-step for the time interval [0, T ]. Suppose
that R3 is partitioned into a countable family Π := (pil)l∈N of distinct cells pil with
finite diameter D(pil). Then the discrete model provided in [1] to approximate the
Boltzmann equation in a bounded domain (Eq. (5.14) in [1]) can be reformulated
in our setting (to approximate (1)) as

f˜0(x,v) = f0(x,v),
f˜ j(x,v) = U∆tf˜ j−1(x,v) + ∆tJpi(U∆tf˜ j−1)(x,v), j = 1, . . . , [[ T∆t ]].
(7)
Here, U t is the free streaming operator
(U tg)(x,v) := g(x− tv,v), t ∈ R, (8)
Jpi is the homogenized Boltzmann operator
Jpi(g) := JB(g, pig), (9)
defined by means of the operator of homogenization of the space cells
(pig)(x,v) :=
∑
l∈N
χpil(x)
1
|pil|
∫
pil
g(y,v) dy, (10)
where χpil is the indicator function of the cell pil, |pil| denotes the volume of the cell.
Moreover, [[·]] is the integer part function.
Apart from minor changes of notation, the main difference between (7) and the
formulation of the discretized Boltzmann model of [1] is that the sum in (7) is
infinite, because, in our setting, we are dealing with the partitioning of the whole
R
3 into finite cells.
In what follows, we shall always assume that Π := (pil)l∈N has a finite (partition)
diameter
∆x = ∆x(Π) := sup
l∈N
D(pil) <∞. (11)
We are interested in the convergence properties of the solutions of (7).
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More specifically, we investigate the convergence properties of
f∆t,∆x(t,x,v) :=
[[ T
∆t
]]∑
j=1
χj(t)f˜
j(x,v), 0 ≤ t < T, (12)
where χj is the indicator function of the real interval [(j − 1)∆t, j∆t).
In this paper, we suppose that (1) concerns a gas with finite total mass, hence
physically meaningful solutions of the equation are elements of the positive cone
L
1
+ of L
1 := L1(R3 ×R3; dxdv) – real. Therefore, our results will be formulated in
the sense of the convergence in L1.
Our basic hypotheses is that the collision kernel satisfies Grad’s soft cutoff con-
dition [3]. More precisely, throughout, we maintain the following assumption:
Assumption 1. There exist two constants b0 > 0 and 0 ≤ λ < 2 such that∫
S2
b(|v − v∗|,ω)dω ≤ b0|v − v∗|
−λ. (13)
Remark that the collision kernel for Maxwellian molecules corresponds to the
particular case λ = 0 in (13).
The main result of this paper shows that if f(t) ∈ L1+ is a solution to the Cauchy
problem (1), which decays in positions and velocities at infinity, and has suitable
Lipschitz regularity properties (similar to those required in [1]), then f∆t,∆x(t) :=
f∆t,∆x(t, ·, ·) ∈ L
1
+ and f∆t,∆x(t)
L
1
→ f(t) as (∆t + ∆x) → 0, uniformly in ∆t and
∆x. In addition, the approximation f∆t,∆x is consistent with the laws of global
conservation for mass, momentum and energy, respectively,∫
R3×R3
dxdvϕi(v)f∆t,∆x(t,x,v) =
∫
R3×R3
dxdvϕi(v)f0(x,v), (14)
where ϕi(v), i = 0, 1, 2, 3, 4 are as in (6).
3. Main result
3.1. Basic notations and definitions. In general, in a given context of this
paper, different constants are differently denoted. If some constant c depends on
parameters α1, α2, . . . , we will also denote it by cα1,α2,..., in order to make explicit
its parameter dependence.
Let 0 ≤ α <∞, 0 < τ <∞ and mα,τ (x,v) := exp(−αx
2 − τv2).
We consider the following L∞ - weighted spaces. By Bτ , we denote the subspace
of elements g ∈ L∞ := L∞(R3×R3; dxdv) – real satisfying ||g||Bτ := ||m
−1
0,τg||L∞ <
∞. Moreover, Mτ denotes the subspace of the elements g ∈ Bτ with ||g||Mτ :=
||m−1τ,τg||L∞ <∞. Generically, we will refer to || · ||Bτ and || · ||Mτ as the B - norm
and M - norm, respectively. We denote by Bτ,+ and Mτ,+ the positive cones of
Bτ and Mτ , respectively, considered with the natural order ≤ (induced by L
∞).
Notice that (8) defines groups of linear isometries {U t}t∈R on Bτ and L
1,
||U tg||Bτ = ||g||Bτ , ∀g ∈ Bτ , t ∈ R,
||U tg||L1 = ||g||L1 , ∀g ∈ L
1, t ∈ R.
(15)
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One can easily check that if 0 < τ1, T <∞, then there is some Θ = Θ(T, τ1) < τ1,
depending on T and τ1, such that for any g ∈Mτ1 , we have
||U tg||Mτ ≤ ||g||Mτ1 , 0 ≤ |t| ≤ T, 0 ≤ τ < Θ. (16)
One can also observe that (10) defines pi as a linear contraction both in Bτ and
L
1:
||pig||Bτ ≤ ||g||Bτ , ∀g ∈ Bτ ,
||pig||L1 ≤ ||g||L1 , ∀g ∈ L
1.
(17)
Further, on Bτ , we consider the group of spatial translations {Ty}y∈R3 defined
by (Tyg)(x,v) := g(x+ y,v) for almost all x, v. Obviously,
||Tyg||Bτ = ||g||Bτ , y ∈ R
3, (18)
and
(U tg)(x,v) = (T−(tv)g)(x,v), t ∈ R, (19)
for almost all x,v ∈ R3.
Clearly, U t, pi and Ty preserve the order, in particular the positivity, in Bτ , Mτ
and L1.
We need to introduce some suitable subsets of Mτ on which the map y→ Ty is
Lipschitz continuous.
Let 0 < R,M <∞. ByMτ (R,M), we denote the subset of the elements g ∈Mτ
satisfying
||g||Mτ ≤ R, (20)
and
||(Tyg)− g||Mτ ≤M |y|, |y| ≤ 1. (21)
It follows thatMτ (R,M) ⊂Mτ ⊂ L
1∩Bτ . Moreover, straightforward calculations
imply that, for any g ∈Mτ (R,M), we have
||g||Bτ ≤ ||g||Mτ ≤ R, (22)
||g||L1 ≤
(pi
τ
)3
||g||Mτ ≤
(pi
τ
)3
R, (23)
||pig − g||Bτ ≤M∆x, ∆x ≤ 1, (24)
and
||pig − g||L1 ≤
(pi
τ
)3
M∆x, ∆x ≤ 1. (25)
We set Mτ,+(R,M) := {g ∈Mτ (R,M) : g ≥ 0}.
3.2. Main theorem and a practical criterion. We are interested in approxi-
mating the L1 - mild solutions of (1). These are solutions of the equation (see e.g.,
[10])
f(t) = U tf0 +
t∫
0
U t−sJ(f(s))ds, (26)
the integration with respect to ds being in the sense of Riemann in L1. Here, the
nonlinear operator J is defined on its natural domain of L1 by (2) (with b(|v−v|,ω)
satisfying assumption (13)).
Definition 1. Let T > 0. An element f ∈ C(0, T ;L1) is called mild solution on
[0, T ] for the Cauchy problem (1) in L1, if it satisfies Eq. (26).
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Now we are in position to formulate our main result.
Let 0 < τ, T,R,M < ∞, and denote by Λ the couple of parameters (b0, λ)
appearing in Assumption 1.
Consider f∆t,∆x(t) as in (12).
Theorem 1. Suppose that the Cauchy problem (1) has a mild solution f(t) ∈
Mτ,+(R,M), 0 ≤ t ≤ T . Then, for each 0 < σ < τ , there are some numbers
0 < X∗ < 1, 0 < T∗ < min(1, T ), and 0 < Ki < ∞, i = 1, 2, depending on
R,M, T, τ, σ and Λ, such that, for any 0 < ∆t ≤ T∗ and 0 < ∆x ≤ X∗, one has
f∆t,∆x(t) ∈ L
1
+ ∩Bσ, 0 ≤ t < T (27)
and
sup
t∈[0,T ]
||f∆t,∆x(t)− f(t)||L1 ≤ K1∆t+K2∆x. (28)
Moreover, f∆t,∆x(t) satisfies property (14) for all 0 ≤ t < T .
The proof of the theorem will be given in Subsection 4.2. We only remark here
that the proof applies estimates based on the decomposition J := P − S into the
standard gain and loss operators [5, 10], respectively, as well as estimates based on
the similar decomposition Jpi = P pi − Spi, where
P (g) := PB(g, g), S(g) := SB(g, g)
and
P pi(g) := PB(g, pig), S
pi(g) := SB(g, pig),
with PB and SB given by (5). Due to assumption (13), the above expressions define
P , S, P pi and Spi as locally Lipschitz continuous positive maps in Bτ (in Mτ ).
A few remarks are in order.
Since P , S are locally Lipschitz continuous operators in Bτ , and {U
t}t∈R is a
continuous group of isometries on Bτ , the contraction mapping principle applied to
Eq. (26) implies easily the existence and uniqueness of local-in-time solutions (at
least) in Bτ (see, e.g., [3] for the case of Maxwellian molecules). In fact, there are
more general results on the local and global existence, uniqueness, and positivity
of solutions to Eq. (26), in various spaces of functions decaying in velocities and
positions at infinity [7, 8, 9, 10, 11, 12, 13].
We end this section with a sufficient condition for the applicability of Theorem 1,
which allows for replacing the Lipschitz assumption imposed in Theorem 1 to the
solutions of Eq. (26) by a similar one on the initial data.
Theorem 2. Let 0 < τ∗, R, T < ∞. Suppose that the Cauchy problem (1) has a
mild solution f(t) ∈Mτ∗,+ such that
||f(t)||Mτ∗ ≤ R, 0 ≤ t ≤ T. (29)
If there is a constant M0 > 0 such that
f0 ∈Mτ∗(R,M0), (30)
then, for any 0 < τ1 < τ∗, there are two numbers, 0 < τ < τ∗ (depending on T, τ∗
and τ1) and 0 < M <∞ (depending on R,M0, T, τ∗, τ1 and Λ), such that
f(t) ∈Mτ (R,M), 0 ≤ t ≤ T. (31)
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The proof of the theorem is given in Subsection 4.3.
It should be observed that the subset of elements of Mτ∗ satisfying (30) for
some M0 > 0 is rather large, in the sense that ∪M0>0Mτ∗(R,M0) it is dense in
{g ∈ L1 : ||g||Mτ∗ ≤ R} (with respect to the topology of L
1).
4. Technical proofs
4.1. Auxiliary estimates. In the following, some useful B - norm inequalities of
[1], related to the properties of (7) and (26) are extended to our setting. These are
then supplemented with new L1 - norm analogous inequalities. The main purpose is
to prove Lemma 4 which will play a key role in the next subsection, in estimating the
cumulative effect of the “errors” introduced when the solutions of the Boltzmann
equation are approximated by the solutions of (7).
The next lemma and its immediate consequences are based on standard estima-
tions on the collision operator, similar to those in [1, 8, 13, 14]. To formulate the
lemma, first denote
G(v; τ, λ) :=
∫
R3
|v − v∗|
−λ exp(−τv∗
2)dv∗; 0 ≤ λ < 2, 0 < τ <∞, (32)
and recall that by integrating upon v∗, in cylindrical coordinates in a frame with
the v∗,3 axis along the direction of v, one gets (see, e.g., [8])
supv∈R3G(v; τ, λ) ≤ pi
3
2Π
(
−λ
2
)
τ−
3−λ
2 , (33)
where Π(z) is the Gauss’ Pi function.
With b0 > 0 as in (13), set
bΛ := Π
(
−λ
2
)
b0,
cΛ,τ = 2pi
3
2Π
(
−λ
2
)
τ−
3−λ
2 b0,
(34)
as constants to be frequently used in the sequel.
Lemma 1. a) For any m−1α,τgi,m
−1
α,τhi ∈ L
∞, i = 1, 2, one has
||m−1α,τ [JB(g1, g2)− JB(h1, h2)]||L∞
≤ cΛ,τ (||m
−1
α,τg1||L∞ ||m
−1
0,τ (g2 − h2)||L∞ + ||m
−1
α,τh2||L∞ ||m
−1
0,τ (g1 − h1)||L∞).
(35)
b) For any gi, hi ∈ L
1 ∩Bτ , i = 1, 2, one has
||JB(g1, g2)−JB(h1, h2)||L1 ≤ cΛ,τ (||g1||Bτ ||g2−h2||L1+ ||h2||Bτ ||g1−h1||L1). (36)
Proof: Since JB = PB − SB, the proof follows from suitable norm estimations
of SB and PB , respectively. To this end, first observe that by applying (13) in (5),
one can write
|SB(g1, g2)(x,v) − SB(h1, h2)(x,v)|
≤ b0
∫
R3
|v − v∗|
−λ
(|g1||g2∗ − h2∗|+ |h2∗||g1 − h1|)dv∗
(37)
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and
|PB(g1, g2)(x,v) − PB(h1, h2)(x,v)|
≤ b0
∫
R3
|v − v∗|
−λ
(|g′1||g
′
2∗ − h
′
2∗|+ |h
′
2∗||g
′
1 − h
′
1|)dv∗.
(38)
a) For the moment, let us denote the right hand side of (35) by
Qh1,h2g1,g2 = cΛ,τ (||m
−1
α,τg1||L∞ ||m
−1
0,τ (g2 − h2)||L∞ + ||m
−1
α,τh2||L∞ ||m
−1
0,τ (g1 − h1)||L∞).
In the integrand of (37), we introduce the obvious inequalities
|g1(x,v)| ≤ mα,τ (x,v)||m
−1
α,τ g1||L∞ , |h2(x,v∗)| ≤ mα,τ (x,v∗)||m
−1
α,τh2||L∞ ,
|g2(x,v∗)− h2(x,v∗)| ≤ m0,τ (x,v∗)||m
−1
0,τ (g2 − h2)||L∞ ,
and
|g1(x,v) − h1(x,v)| ≤ m0,τ (x,v)||m
−1
0,τ (g1 − h1)||L∞ .
Then, due to (33), we find easily
||m−1α,τ [SB(g1, g2)− SB(h1, h2)]||L∞ ≤
Qh1,h2g1,g2
2
.
We proceed similarly with (38), by taking advantage of the property v′2 + v′2∗ =
v2 + v2∗ asserted in (4). We obtain
||m−1α,τ [PB(g1, g2)− PB(h1, h2)]||L∞ ≤
Qh1,h2g1,g2
2
.
This completes the proof of a).
b) We introduce inequalities |g1(x,v)| ≤ m0,τ (x,v)||g1||Bτ and |h2(x,v)| ≤
m0,τ (x,v)||h2||Bτ in (37). Applying (33) to estimate the integral over v∗, and
taking the L1 - norm, we get
||SB(g1, g2)− SB(h1, h2)||L1 ≤
cΛ,τ
2
(||g1||Bτ ||g2 − h2||L1 + ||h2||Bτ ||g1 − h1||L1).
Then, after the standard change of variables (v,v∗) → (v
′,v′∗) in the integral of
(38), similar computations as before give
||PB(g1, g2)− PB(h1, h2)||L1 ,≤
cΛ,τ
2
,
concluding the proof of b). 
Corollary 1. a) For any g, h ∈ Bτ , one has
||J(g)− J(h)||Bτ ≤ cΛ,τ (||g||Bτ + ||h||Bτ )||g − h||Bτ , (39)
||Jpi(g)− Jpi(h)||Bτ ≤ cΛ,τ (||g||Bτ + ||h||Bτ )||g − h||Bτ . (40)
Moreover, for any g, h ∈Mτ ,
||J(g)− J(h)||Mτ ≤ cΛ,τ (||g||Mτ + ||h||Mτ )||g − h||Bτ . (41)
b) Let 0 < τ <∞. Then, for any g, h ∈ L1 ∩Bτ , one has
||J(g)− J(h)||L1 ≤ cΛ,τ (||g||Bτ + ||h||Bτ )||g − h||L1 , (42)
||Jpi(g)− Jpi(h)||L1 ≤ cΛ,τ (||g||Bτ + ||h||Bτ )||g − h||L1 . (43)
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Proof: a) Let g1 = g2 = h1 = h2 = g in (35). Then, to obtain (39) and (41),
it is sufficient to set α = 0 and α = τ , respectively, in (35). Due to (9), inequality
(40) follows also from (35) by setting g1 = g, g2 = pi(g), h1 = h, h2 = pi(h), α = 0,
and applying property (17).
b) To obtain (42), we put g1 = g2 = h1 = h2 = g in (36). Finally, due to (9),
we get (43) by setting g1 = g, g2 = pi(g), h1 = h, h2 = pi(h) in (35) and applying
property (17). 
Remark 1. Since J(0) = Jpi(0) = 0, it follows that setting h = 0 in each of the
inequalities (39)–(43) gives
||J(g)||Bτ ≤ cΛ,τ ||g||
2
Bτ
, ||Jpi(g)||Bτ ≤ cΛ,τ ||g||
2
Bτ
, (44)
||J(g)||Mτ ≤ cΛ,τ ||g||Mτ ||g||Bτ , (45)
||J(g)||L1 ≤ cΛ,τ ||g||Bτ ||g||L1 , ||J
pi(g)||L1 ≤ cΛ,τ ||g||Bτ ||g||L1 . (46)
With pi and ∆x defined in Section 2, we have:
Lemma 2. For any g ∈Mτ (R,M), one has
||Jpi(g)− J(g)||Bτ ≤ cΛ,τMR∆x, ∆x ≤ 1, (47)
||Jpi(g)− J(g))||L1 ≤ 2pi
9
2 bΛτ
−
9−λ
2 MR∆x, ∆x ≤ 1. (48)
Proof: Due to (9), we can set g1 = h1 = h2 = g, g2 = pig and α = 0 in inequality
(35). This gives
||Jpi(g)− J(g)||Bτ ≤ cΛ,τ ||g||Bτ ||pig − g||Bτ .
Similarly, by taking g1 = h1 = h2 = g, g2 = pig in inequality (36), we get
||Jpi(g)− J(g)||L1 ≤ cΛ,τ ||g||Bτ ||pig − g||L1 .
To conclude the proof, recall that g satisfies (20), (24) and (25). 
Let max(x, y) denote the maximum between the real numbers x and y.
Lemma 3. For any g ∈Mτ (R,M), one has
||Usg − g||Bσ ≤ 2
1
2 e−
1
2 (τ − σ)−
1
2 max(R,M)|s|, 0 ≤ σ < τ, (49)
and
||Usg − g||L1 ≤ 4pi
5
2 τ−
7
2 max(R,M)|s|. (50)
Proof: If |sv| ≤ 1, by applying (19) in (21), we can write
|(Usg)(x,v) − g(x,v)| ≤M |s||v| exp(−τv2) exp(−τx2).
Otherwise, we use (19) and (20) in the trivial inequality |Usg)(x,v) − g(x,v)| ≤
|(Usg)(x,v)| + |g(x,v)|, and multiplying by |sv|, we get
|(Usg)(x,v)− g(x,v)|
≤ R|s||v| exp(−τv2)[exp[−τ(x− sv)
2
+ exp(−τx2)], |sv| > 1.
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We can combine the above inequalities into
|(Usg)(x,v) − g(x,v)|
≤ max(R,M)|s||v| exp(−τv2)[exp[−τ(x− sv)
2
+ exp(−τx2)], s ∈ R,
(51)
for almost all (x,v). To obtain (49), one takes the || · ||Bσ - norm of (51) and
applies the inequality |v| exp(σv2) exp(−τv2) ≤ [2e(τ − σ)]−
1
2 . Inequality (50)
follows from the L1 - norm integration of (51). .
We can now prove the key result of this subsection.
Define
I(g, h, t, s) := Jpi(U tg)− UsJ(h), ∀g, h ∈ Bτ , t, s ∈ R. (52)
Lemma 4. Let 0 < σ < τ < ∞. There are some constants ki > 0, i = 1, 2
(depending on R,M, τ, σ and Λ), such that:
a) For any g ∈ Bσ, h, hˆ ∈Mτ (R,M) and ∆x ≤ 1, one has
||I(g, h, t, s)||Bσ ≤ cΛ,σ(||g||Bσ+R)||g− hˆ||Bσ+k1(||hˆ−h||Bσ+∆x+ |t|+ |s|). (53)
b) For any g ∈ L1 ∩Bσ, h, hˆ ∈ Mτ (R,M) and ∆x ≤ 1, one has
||I(g, h, t, s)||L1 ≤ cΛ,σ(||g||Bσ +R)||g− hˆ||L1 +k2(||hˆ−h||L1 +∆x+ |t|+ |s|). (54)
Proof: We write I(g, h, t, s) =
5∑
i=1
Ii, where I1 = J
pi(U tg) − Jpi(U thˆ), I2 =
Jpi(U thˆ) − Jpi(hˆ), I3 = J
pi(hˆ) − J(hˆ), I4 = J(hˆ) − U
sJ(hˆ), and I5 := U
sJ(hˆ) −
UsJ(h).
We proceed to establishing norm estimates for each Ii, keeping in mind that, as
elements of Mτ (R,M), h and hˆ satisfy (22), and also belong to Bσ ∩ L
1.
First, we apply inequality (40) to I1 and I2. Then, making use of (15), we get
for g ∈ Bσ,
||I1||Bσ ≤ cΛ,σ(||g||Bσ +R)||g − hˆ||Bσ (55)
and
||I2||Bσ ≤ 2cΛ,σR||U
thˆ− hˆ||Bσ . (56)
Moreover, starting from (43) applied to I1 and I2, and using again (15), we obtain
for g ∈ Bσ ∩ L
1,
||I1||L1 ≤ cΛ,σ(||g||Bσ +R)||g − hˆ||L1 (57)
and
||I2||L1 ≤ 2cΛ,σR||U
thˆ− hˆ||L1 . (58)
Then, by applying (49) to (56), and (50) to (58), respectively, we obtain
||I2||Bσ ≤ k1,2|t| (59)
and
||I2||L1 ≤ k2,2|t|, (60)
respectively, where k1,2 = 2
5
2pi
3
2 e−
1
2 bΛ(τ − σ)
− 1
2σ−
3−λ
2 Rmax(R,M) and k2,2 =
(2pi)4bΛτ
− 7
2σ−
3−λ
2 Rmax(R,M).
We estimate the norms of I3, by means of (47) and (48). We get
||I3||Bσ ≤ k1,3∆x, ∆x ≤ 1, (61)
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with k1,3 = cΛ,σMR, and
||I3||L1 ≤ k2,3∆x, ∆x ≤ 1, (62)
with k2,3 = 2pi
9
2 bΛτ
− 9−λ
2 MR.
To estimate I4, observe that since hˆ ∈ Mτ (R,M), then (45) implies ||J(hˆ)||Mτ ≤
cΛ,τR
2. Moreover, by (41) and the commutation property TyJ(hˆ) = J(Tyhˆ), it
follows that
||TyJ(hˆ)− J(hˆ)||Mτ ≤ cΛ,τ (||(Tyhˆ||Mτ + ||hˆ||Mτ )||Tyhˆ− hˆ||Bτ .
Suppose that |y| ≤ 1. Then ||Tyhˆ− hˆ||Bτ ≤M , because of (21). But ||hˆ||Mτ ≤ R.
Then, clearly, ||Tyhˆ||Mτ ≤ (R +M). It follows that
||TyJ(hˆ)− J(hˆ)||Mτ ≤ cΛ,τM(2R+M)|y|, |y| ≤ 1.
It appears that J(hˆ) ∈ Mτ (R∗,M∗) with R∗ = cΛ,τR
2 and M∗ = cΛ,τM(2R+M).
Therefore, we can apply Lemma 3 to obtain
||I4||Bσ ≤ k1,4|s|, (63)
with k1,4 = 2
3
2 e−
1
2pi
3
2 bΛτ
− 3−λ
2 (τ − σ)−
1
2 max(R2,M(2R+M)), and
||I4||L1 ≤ k2,4|s|. (64)
with k2,4 = 8pi
4bΛτ
−
10−λ
2 max(R2,M(2R+M)).
Finally, by means of (39) and (15),
||I5||Bσ ≤ k1,5||hˆ− h||Bσ , (65)
while, by (42) and (15),
||I5||L1 ≤ k2,5||hˆ− h||L1 , (66)
with k1,5 = k2,5 = 2cΛ,σR.
Inequalities (53) and (54) follow directly from the above estimates, with ki =
max2≤j≤5(ki,j), i = 1, 2. 
We end this section with a useful lemma on the mild solutions of (1).
Lemma 5. Let f(t) be a mild solution of Eq. (1), and f(t) ∈ Mτ (R,M) for all
0 ≤ t ≤ T .
a) Let 0 < σ < τ . Then for each t, s ∈ [0, T ],
||f(t)− f(s)||Bσ ≤ d1|t− s|, (67)
where d1 = 2
1
2 e−
1
2 (τ − σ)
− 1
2 max(R,M) + cΛ,σR
2.
b)For each t, s ∈ [0, T ],
||f(t)− f(s)||L1 ≤ d2|t− s|, (68)
where d2 = 4pi
5
2 τ−
7
2 max(R,M) + cΛ,σ
(
pi
σ
)3
R2.
Proof: We can suppose t ≥ s. From Eq. (26),
f(t)− f(s) = U t−sf(s)− f(s) +
t∫
s
U t−uJ(f(u))du. (69)
a) Taking the Bσ norm in (69) and using (15), we have
||f(t)− f(s)||Bσ ≤ ||U
t−sf(s)− f(s)||Bσ +
∫ t
s
||J(f(u))||Bσdu. (70)
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Further, we apply (49) to estimate the first term in (70). We obtain
||U t−sf0 − f0||Bσ ≤ 2
1
2 e−
1
2 (τ − σ)
− 1
2 max(R,M)(t− s). (71)
Furthermore, we estimate the integral term of (70) by means of (44) and applying
property (22) to f . We obtain
t∫
s
||J(f(u))||Bσdu ≤ cΛ,σR
2(t− s). (72)
Now (67) results by introducing (71) and (72) in (70).
b) Taking the L1 norm in (69) and using (15), we get
||f(t)− f(s)||L1 ≤ ||U
t−sf(s)− f(s)||L1 +
∫ t
s
||J(f(u))||L1du. (73)
Using (50) to estimate the first term in the r.h.s. of (73), we get
||U t−sf(s)− f(s)||L1 ≤ 4pi
5
2 τ−
7
2 max(R,M)(t− s). (74)
To estimate the second term in the r.h.s. of (73), we apply (46) and the fact that
f satisfies both (22) and (23). We obtain
∫ t
s
||J(f(u))||L1du ≤ cΛ,σ
(pi
σ
)3
R2(t− s). (75)
Finally, (68) is a consequence of (74) and (75) introduced in (73). 
4.2. Uniform B - norm boundedness of (f˜ j)j. Proof of Theorem 1. In
the following, we suppose that the assumptions of Theorem 1 are satisfied. Thus,
under the conditions of Theorem 1, the mild solution f(t) of the Cauchy problem
(1) satisfies
f(t) ∈Mτ (R,M) ⊂ Bτ ⊂ Bσ (76)
and
||f(t)||Bσ ≤ ||f(t)||Bτ ≤ ||f(t)||Mτ ≤ R, (77)
for all 0 ≤ t ≤ T , 0 < σ < τ .
Put simply, the central (convergence) part of the argument behind Theorem 1
consists in obtaining an appropriate uniform L1 - norm estimate for the difference
f˜ j − f(tj), where f˜
j is given by the recurrence (7), and f(tj) is the solution of
Eq. (26) at moment tj := j∆t, j = 0, 1, . . . , [[T/∆t]]. To this end, one first needs to
establish the boundedness of the sequence (f˜ j)j in a suitable B - norm. Technically,
the proof of Theorem 1 applies Lemma 4. Thus, since f0 satisfies (76), a straight-
forward induction (based on the application of (15) and (44) to the recurrence (7))
implies
f˜ j ∈ Bσ. (78)
Consequently, (26) and (7) can be combined in a well-defined (at least in Bσ)
expression
f˜ j − f(tj) = U
∆t(f˜ j−1 − f(tj−1)) +
∫ tj
tj−1
[Jpi(U∆tf˜ j−1)− U tj−uJ(f(u))]du (79)
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(j = 1, 2, . . . , [[T/∆t]]). In essence, the central estimates of the proof of Theorem 1
are obtained by applying Lemma 4 to (79), based on the immediate observation
that the integrand of (79) satisfies
Jpi(U∆tf˜ j−1)− U tj−uJ(f(u)) = I(f˜ j−1, f(u),∆t, tj − u), (80)
where I is defined by (52).
In detail, we first prove the following proposition which provides the aforemen-
tioned B - norm boundedness of the sequence (f˜ j)j (and also yields the convergence
of (f˜ j)j with respect to the B - norm).
For some 0 < σ < τ , define
F˜ j := max{||f˜0||Bσ , ||f˜
1||Bσ , . . . , ||f˜
j−1||Bσ}, j = 1, 2, . . . , [[T/∆t]]. (81)
Due to (78), obviously, F˜ j <∞, j = 1, 2, . . . , [[T/∆t]].
Proposition 1. a) There exists a strictly increasing continuous function C(·) :
[0,∞)→ (0,∞) (parameterized by R,M, T, τ, σ and Λ) such that for any recurrence
of the form (7), with time-step 0 < ∆t < T and cell-partition diameter 0 < ∆x < 1,
||f˜ j − f(tj)||Bσ ≤ C(F˜
j)(∆t+∆x), j = 1, 2, . . . , [[T/∆t]]. (82)
b) There exist some numbers ρ > 0, 0 < X0 < 1 and 0 < T0 < min(1, T ) (depending
on R,M, T, τ, σ and Λ) such that, for any recurrence (7) with 0 < ∆x ≤ X0 and
0 < ∆t ≤ T0,
||f˜ j − f(tj)||Bσ ≤ C(R + ρ)(∆t+∆x) (83)
and
||f˜ j ||Bσ ≤ R+ ρ, (84)
j = 1, 2, . . . , [[T/∆t]].
Proof: a) As f˜ j ∈ Bσ, one can apply Lemma 4 a), with hˆ = f(tj−1), to (80).
The resulting inequality contains the expression ||f(tj−1)− f(u)||Bσ which is then
estimated by Lemma 5 a). One finds
||Jpi(U∆tf˜ j−1)− U tj−uJ(f(u))||Bσ ≤ cΛ,σ(||f˜
j−1||Bσ +R)||f˜
j−1 − f(tj−1)||Bσ
+k1[∆x+∆t+ (1 + d1)(tj − u)],
(85)
where the constants k1 and d1 are given by Lemmas 4 a) and 5 a), respectively.
By applying (85) to estimate the Bσ - norm of (79), we obtain that there is some
number 0 < k <∞ (depending on R,M, τ, σ and Λ) such that
||f˜ j − f(tj)||Bσ ≤ [1 + ϕ(||f˜
j−1||Bσ )∆t]||f˜
j−1 − f(tj−1)||Bσ
+k∆t(∆t+∆x), j = 1, 2, . . . , [[T/∆t]],
(86)
where ϕ(x) := cΛ,σ(x+R).
Fix some j∗ = 1, 2, . . . , [[T/∆t]]. Due to (81) and the monotonicity of ϕ, in (86),
we can apply the inequality ϕ(f˜ j) ≤ ϕ(F˜ j
∗
), j = 0, 1, . . . , j∗ − 1. We are thus led
to the following simple Gronwall - type discrete scheme
||f˜ j − f(tj)||Bσ ≤ [1 + ϕ(F˜
j∗)∆t]||f˜ j−1 − f(tj−1)||Bσ
+k∆t(∆t+∆x), j = 1, 2, . . . , j∗.
(87)
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As f˜0 = f(0), by iterating (87), we get
||f˜ j
∗
− f(tj∗)||Bσ ≤ [1 + ϕ(F˜
j∗)∆t]j
∗ k(∆t+∆x)
ϕ(F˜ j∗)
.
However, j∗ ≤ T/∆t. Consequently,
||f˜ j
∗
− f(tj∗)||Bσ ≤ [1 + ϕ(F˜
j∗)∆t]
T
∆t
k(∆t+∆x)
ϕ(F˜ j∗)
≤
k exp[(ϕ(F˜ j
∗
)T ]
ϕ(F˜ j∗)
(∆t+∆x).
Since ϕ(F˜ j
∗
) ≥ cΛ,σR, it follows that
||f˜ j
∗
− f(tj∗)||Bσ ≤ C(F˜
j∗)(∆t+∆x),
with
C(x) :=
k
cΛ,σR
exp[cΛ,σT (x+R)] > 0, (88)
which is strictly increasing in x on [0,∞). This concludes the proof of a), because
j∗ ≤ [[T/∆t]] is arbitrary.
b) From (88) it follows that there is ρ > 0 such that 0 < ρ/C(R+ ρ) < min(1, T ).
Let 0 < X0 < ρ/C(R+ ρ) and T0 = ρ/C(R+ ρ)−X0. Therefore, for any ∆x ≤ X0
and ∆t ≤ T0, we have
0 < C(R + ρ)(∆t+∆x) ≤ C(R+ ρ)(T0 +X0) ≤ ρ. (89)
As ||f˜0||Bσ = ||f0||Bσ ≤ R+ρ, we get ||f˜
1−f(t1)||Bσ ≤ C(R+ρ)(∆t+∆x) ≤ ρ, by
virtue of (82) and (89). Since f(t1) satisfies (77), it follows that ||f˜1||Bσ ≤ R + ρ.
Then a straightforward induction concludes the proof of b). 
Based on Proposition 1, we can now prove the main result of the paper.
Proof of Theorem 1: With the notations of the theorem, let 0 < σ < τ .
a) Proof of (27): First we show that f∆t,∆x(t) ∈ L
1 ∩Bσ.
By virtue of (78), we need only prove that
f˜ j ∈ L1, j = 0, 1, . . . , [[T/∆t]]. (90)
Obviously, f˜0 = f0 ∈ Mτ (R,M) ⊂ L
1. To check that f˜1 ∈ L1, first observe that
from (79), particularized to j = 1, one finds
||f˜1||L1 ≤ ||f(t1)||L1 +
∫ ∆t
0
(||Jpi(U∆tf0)||L1 + ||U
∆t−uJ(f(u))||L1)du. (91)
Since f(t) ∈ Mτ (R,M) ⊂ L
1, we need only check that the integral term of the
above inequality is finite. To this end, we apply (46) and (15), to estimate the terms
of the sum under the integral in (91). We get ||Jpi(U∆tf0)||L1 ≤ cΛ,σ||f0||Bσ ||f0||L1
and ||U∆t−uJ(f(u))||L1 ≤ cΛ,σ||f(u)||Bσ ||f(u)||L1 . Now it remains to observe that
||f(u)||L1 satisfies (23), and that ||f(u)||Bσ ≤ R, by virtue of (77).
As f˜ j satisfies (84), the proof of (90) is completed by induction, following a
similar argument as before, based on the application of (46) and (15).
To conclude the proof of (27), it remains to show that f˜ j ≥ 0. We proceed by
induction, applying a trick as in [6].
1) f0 ≥ 0 by hypothesis.
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2) By (7),
f˜ j = U∆tf˜ j−1 −∆tSpi(U∆tf˜ j−1) + ∆tP pi(U∆tf˜ j−1), j = 1, . . . , [[T/∆t]].
Suppose that f˜ j−1 ≥ 0. As U∆t and P pi are positivity preserving operators, in
order to show that f j ≥ 0, it is sufficient to prove that
U∆tf˜ j−1 −∆tSpi(U∆tf˜ j−1) ≥ 0. (92)
Observe that
U∆tf˜ j−1 −∆tSpi(U∆tf˜ j−1) = U∆tf˜ j−1[1−∆tE(U∆tf˜ j−1)],
where
E(g)(x,v) :=
∑
l∈N
χl(x)
1
|pil|
∫
pil
dy
∫
R3×S2
dv∗dωb(|v − v∗|,ω)g(y,v∗).
But (84) gives
(U∆tf˜ j−1)(y,v∗) < (R+ ρ) exp(−σ|v∗|
2), j = 1, . . . , [[T/∆t]],
for 0 < ∆x ≤ X0 and 0 < ∆t ≤ T0 as in Proposition 1. Then, by virtue of (33),
E(U∆tf˜ j−1) ≤
1
2
cΛ,σ(R + ρ) =: D0, j = 1, . . . , [[T/∆t]].
Therefore, it is sufficient to set T∗ = min(T0,D
−1
0 ), in order that the inequality (92)
be satisfied.
b) Proof of (28): We show that there is some number K > 0 (depending on
R,M, T, τ, σ and Λ) such that for all j = 0, 1, . . . , [[T/∆t]],
||f˜ j − f(tj)||L1 ≤ K(∆t+∆x), 0 < ∆t ≤ T∗, 0 < ∆x ≤ X∗, (93)
with X∗ = X0, where X0 is as in Proposition 1.
We start as in the proof Proposition 1 a). Since f˜ j ∈ L1 ∩ Bσ, we apply
Lemma 4 b), with hˆ = f(tj−1), to (80). The resulting inequality contains the
expression ||f(tj−1)− f(u)||L1 which is then estimated by Lemma 5 b). We obtain
||Jpi(U∆tf˜ j−1)− U tj−uJ(f(u))||L1 ≤ cΛ,σ(||f˜
j−1||Bσ +R)
×||f˜ j−1 − f(tj−1)||L1 + k2[∆x+∆t+ (1 + d2)(tj − u)],
(94)
where the constants k2 and d2 are given by Lemmas 4 b) and 5 b), respectively.
We apply (94) to estimate the L1 - norm of (79). Also, we take advantage of (15)
and of the key property (84). After a straightforward computation, it follows that
there exist two constants K˜i > 0, i = 1, 2 (which depend on R,M, T, τ, σ and Λ)
such that
||f˜ j − f(tj)||L1 ≤ (1 + K˜1∆t)||f˜
j−1 − f(tj−1)||L1
+K˜2∆t(∆t+∆x), j = 1, 2, . . . , [[T/∆t]].
(95)
The simple scheme (95) can be iterated directly with respect to ||f˜ j − f(tj)||L1 . As
f˜0 = f(0), we get
||f˜ j − f(tj)||L1 ≤
K˜2
K˜1
(1 + K˜1∆t)
j(∆t+∆x).
C. P. Gru¨nfeld and D. Marinescu 17
However, j ≤ [[T/∆t]]. Therefore,
||f˜ j − f(tj)||L1 ≤
K˜2
K˜1
(1 + K˜1∆t)
T
∆t (∆t+∆x) ≤
K˜2
K˜1
exp(K˜1T )(∆t+∆x),
for all j = 1, 2, . . . , [[T/∆t]]. Finally, set
K =
K˜2
K˜1
exp(K˜1T ),
we obtain (93).
Now (28) follows directly from (93) and (68), with K1 = d2 +K and K2 = K,
where d2 is the constant of (68).
c) Proof of (14): The conservation property (14) follows from (6) and (7), by
observing that, by virtue of (2) and (10), one obtains∫
R3×R3
ϕi(v)JB(U
∆tf˜ j−1, piU∆tf˜ j−1)(x,v)dxdv
=
∫
R3×R3
ϕi(v)piJB(U
∆tf˜ j−1, piU∆tf˜ j−1)(x,v)dxdv
=
∫
R3×R3
ϕi(v)JB(piU
∆tf˜ j−1, piU∆tf˜ j−1)(x,v)dxdv, i = 0, 1, 2, 3, 4,
with ϕi(v) as in (6). Then it is sufficient to invoke (6). 
4.3. Proof of Theorem 2. Since ||f(t)||Mτ ≤ ||f(t)||Mτ∗ ≤ R for all 0 ≤ t ≤ T ,
0 < τ ≤ τ∗, it is sufficient to prove that f(t) satisfies an inequality of the form (21).
We start with the remark that since Ty commutes with U
t and J , then, by virtue
of (26), we have, for any 0 ≤ t ≤ T ,
Tyf(t)− f(t) = U
t(Tyf0 − f0) +
t∫
0
U t−s[J(Tyf(s))− J(f(s))]ds. (96)
Let 0 < τ1 < τ∗. Due to (16), there is some 0 < τ < τ1, such that
||Tyf(t)− f(t)||Mτ ≤ ||Tyf0 − f0||Mτ1 +
t∫
0
||J(Tyf(s))− J(f(s))]||Mτ1 ds. (97)
Observing that the first term of the sum in (97) satisfies
||(Tyf0 − f0)||Mτ1 ≤ ||(Tyf0 − f0)||Mτ∗ ≤M0|y|, |y| ≤ 1,
and introducing (41) in the integral term of (97), we obtain
||Tyf(t)− f(t)||Mτ ≤M0|y|
+cΛ,τ1
t∫
0
(||Tyf(s)||Mτ1 + ||f(s)||Mτ1 )||Tyf(s)− f(s)||Bτ1 ds.
(98)
Further, we estimate the factors of the product under the integral sign in (98). To
this end, by observing that a straightforward computation gives ||Tyf(s)||Mτ1 ≤
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R exp
(
τ2
∗
τ∗−τ1
x
)
, for all 0 ≤ s ≤ T , and |y| ≤ 1, and using ||f(s)||Mτ1 ≤ ||f(s)||Mτ∗ ≤
R, we get
||Tyf(s)||Mτ1 + ||f(s)||Mτ1 ≤ R
[
1 + exp
(
τ2∗
τ∗ − τ1
)]
, |y| ≤ 1, 0 ≤ s ≤ T.
(99)
To estimate the second factor of the product under the integral sign of (98), first
observe that
||Tyf0 − f0||Bτ1 ≤M0|y|, |y| ≤ 1, (100)
because of the assumption f0 ∈ Mτ∗(R,M0). Then, due to property (100), a
standard argument applied to (96) gives
||Tyf(t)− f(t)||Bτ1 ≤M0 exp(2cΛ,τ1Rt)|y|, |y| ≤ 1, 0 ≤ t ≤ T. (101)
Indeed, by taking the Bτ1 - norm of (96), and applying (15), (100) and (39), we
obtain
||Tyf(t)− f(t)||Bτ1 ≤M0|y|
+cΛ,τ1
t∫
0
(||Tyf(s)||Bτ1 + ||f(s)||Bτ1 )||Tyf(s)− f(s)||Bτ1ds, |y| ≤ 1.
But (18) and (29) imply ||Tyf(t)||Bτ1 = ||f(t)||Bτ1 ≤ ||f(t)||Mτ∗ ≤ R, hence
||Tyf(t)− f(t)||Bτ1 ≤M0|y|+ 2cΛ,τ1R
t∫
0
||Tyf(s)− f(s)||Bτ1 ds,
so that the application of Gronwall’s inequality yields (101).
Thus, by using (99) and (101) in (98), we finally obtain
||Tyf(t)− f(t)||Mτ ≤M |y|, |y| ≤ 1, 0 ≤ t ≤ T,
with
M =M0
{
1 +
1
2
(exp(2cΛ,τ1RT )− 1)
[
1 + exp
(
τ2∗
τ∗ − τ1
)]}
, (102)
hence (31) is satisfied with M of (102). This concludes the proof. 
5. Example and conclusions
We present a simple application of Theorem 2 to the solutions of the Cauchy
problem for the Boltzmann equation near vacuum. (We skip over mentioning para-
metric dependencies as not being particularly relevant for our purposes.)
In what follows, it is sufficient to consider the existence and uniqueness of local
in time, positive solutions to Eq. (26) for a small initial datum bounded by a space-
velocity Maxwellian. The following result can be easily obtained by applying the
Kaniel-Shinbrot monotone iteration scheme [8, 15], or by elementary fixed point
methods [11].
Proposition 2. Let 0 < τ0 < ∞ and 0 ≤ f0 ∈ Mτ0. For each T > 0, there are
0 < r < R < ∞ such that if ||f0||Mτ0 ≤ r, then Eq. (26) has a unique solution
satisfying
0 ≤ f(t,x,v) ≤ R exp[−τ0(x − tv)
2
− τ0v
2], 0 ≤ t ≤ T, (103)
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for almost all (x,v) ∈ R3 × R3.
Our application follows by combining the above proposition with Theorem 2.
Proposition 3. Let 0 < τ0,M0 <∞. For each T > 0, there are 0 < r,R,M <∞
and 0 < τ < τ0 such that if 0 ≤ f0 ∈ Mτ0(r,M0), then the Cauchy problem (1) has
a unique mild solution 0 ≤ f(t) ∈ Mτ (R,M) for all 0 ≤ t ≤ T .
Proof: Consider the solution f of Eq. (26) provided by the above proposition.
By virtue of (16), there is 0 < Θ = Θ(T, τ0) < τ0 such that for any 0 ≤ τ∗ < Θ, one
can write ||f(t)||Mτ∗ = ||U
tU−tf(t)||Mτ∗ ≤ ||U
−tf(t)||Mτ0 , 0 ≤ t ≤ T . Then, due
to (103),
||f(t)||Mτ∗ ≤ R, 0 ≤ t ≤ T. (104)
Obviously, f(t) ∈ L1, for all t ≥ 0. Moreover, f0 ∈ Mτ∗(R,M0), because f0 ∈
Mτ0(r,M0), 0 < τ∗ < τ0, and r < R. Consequently, Theorem 2 applies, concluding
the proof. 
We end this sections with a few comments about our results.
Theorem 1 implies immediately the convergence in discrepancy of (12). Thus,
the validation of Nanbu’s simulation scheme for the Boltzmann equation in the
whole space and Maxwellian molecular interactions can be supplemented with a
similar result as in [1].
To better clarify why the approach of [1] is not directly applicable to our set-
ting (for the Boltzmann equation in the whole space), recall that expression (83)
establishes the convergence of the solutions of the recurrence (7) in a suitable
B - norm, i.e. in a (Maxwellian-weighted) L∞ - space. Such a property was
sufficient to ensure the convergence in L1, in the setting of [1] for the Boltz-
mann gas in a finite domain Ω, because of the continuous embedding of the space
{h : m−10,τh ∈ L
∞(Ω × R3; dxdv)} into L1(Ω × R3; dxdv), which holds when Ω is
bounded. However, this is not the case if Ω = R3, when solely the weak convergence
property (83) is not sufficient to imply the L1 - convergence.
Theorem 2 extends somehow the simpler property, mentioned in [1], that if
the initial condition of Eq. (26) satisfies f0 ∈ Bτ (R,M), then the solution of the
equation also satisfies f(t) ∈ Bτ (R,M) for all 0 < t ≤ T . Nevertheless, the latter
property remains valid in the context of the Boltzmann equation in the entire space,
being actually established within the proof of Theorem 2, by deriving inequality
(101) as a consequence of (100).
Following a line of reasoning as in the present paper, Theorem 1 can be gener-
alized to a wider class of solutions of the Boltzmann equation, with slower decay
at infinity, like those considered in some investigations on the Cauchy problem for
the Boltzmann equation with near-vacuum conditions [9, 10].
The results of this paper can be also extended to more complicated Boltzmann
like models as those describing several spaces of chemically interacting fluids [11,
16, 17]. A potential application would be the validation of the space-dependent
Nanbu scheme for the reacting gas, by extending results obtained in the space-
homogeneous case in [18], [19].
Due to the explicit form of the constants involved in the technical inequalities
of Section 4, the proofs of Proposition 1 and Theorem 2 may be also detailed to
provide explicit upper bounds for the constants K1 and K2 of (28), as well as for
the other constants appearing in Theorem 2. Such upper bounds may be useful
in estimating the errors introduced by the approximation (7), as well as in the
20 On a time and space discretized approximation of the Boltzmann equation in the whole space
parametric optimization of the approximation. However, a detailed computation of
the above bounds is beyond the scope of this paper.
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