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ASYMPTOTIC FREQUENTIST COVERAGE PROPERTIES
OF BAYESIAN CREDIBLE SETS FOR SIEVE PRIORS
By Judith Rousseau∗,‡,§, Botond Szabo†,¶,‖
Oxford University ‡, and Universite´ Paris Dauphine §, and Budapest
University of Technology¶, and Leiden University‖
We investigate the frequentist coverage properties of Bayesian
credible sets in a general, adaptive, nonparametric framework. It is
well known that the construction of adaptive and honest confidence
sets is not possible in general. To overcome this problem we intro-
duce an extra assumption on the functional parameters, the so called
“general polished tail” condition. We then show that under standard
assumptions both the hierarchical and empirical Bayes methods re-
sults in honest confidence sets for sieve type of priors in general set-
tings and we characterize their size. We apply the derived abstract
results to various examples, including the nonparametric regression
model, density estimation using exponential families of priors, density
estimation using histogram priors and nonparametric classification
model, for which we show that their size is near minimax adaptive
with respect to the considered specific semi-metrics.
1. Introduction. Uncertainty quantification is of key importance in
statistical sciences. Estimators without proper uncertainty quantification
have only limited practical applicability, since they contain only limited
amount of information about their accuracy. In statistics uncertainty about
an estimator is described with the help of confidence sets. Confidence state-
ments are then widely used in statistical practice for instance in hypothesis
testing. The construction of confidence sets can be, however, very challeng-
ing, especially in complex, nonparametric problems.
A very popular aspect of the Bayesian approach is the built-in, straightfor-
ward way of quantifying uncertainty, in particular with the help of credible
sets, i.e. sets with prescribed (typically 95%) posterior probability. By accu-
mulating large fraction of the posterior mass these sets describe the remain-
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ing uncertainty of the Bayesian procedure. Due to the existing computational
machinery of Bayesian techniques (eg. MCMC, ABC,... etc) these sets are
widely used in practice for uncertainty quantification. However, only little
is known about their theoretical properties. In parametric models following
the celebrated Bernstein-von Mises theorem, credible sets are asymptotically
confidence sets as well, laying the base of the practical applicability of the
Bayesian approach in simple models, see for instance [56].
However, in nonparametric and high-dimensional models the question is
still unanswered about how much we can trust Bayesian credible sets as
a measure of confidence in the statistical procedure from a frequentist per-
spective. The first results in the nonparametric paradigm were discouraging,
showing that the Bernstein-von Mises theorem does not hold in general, i.e.
even in the standard Gaussian white noise model using conjugate Gaussian
priors the resulting credible sets have frequentist coverage tending to zero,
see [18, 19].
Since then the investigation of frequentist coverage properties of Bayesian
credible sets has attracted a lot of attention in nonparametric problems. Var-
ious approaches were proposed to solve this problem. In [28, 63] the authors
verified that by slightly undersmoothing the prior one can still achieve cred-
ible sets with good frequentist coverage and minimax size in the same setup
as [18]. Another possibility is to consider weaker, negative Sobolev-norms
and derive the Bernstein-von-Mises theorem in the corresponding Sobolev
space, see [13, 14, 30].
The preceding results are all based on the knowledge of the regularity of
the true underlying function, which is in practice generally not available.
A more challenging problem is the construction of Bayesian based confi-
dence sets in the adaptive setting where no information is available on the
smoothness of the truth. This, however, turns out to be too much to ask
for. In [7, 8, 32, 42] it was shown that it is impossible to construct adaptive
confidence sets in general.
More precisely assume that the true (functional) parameter θ0 belongs
to some regularity or sparsity class Θβ, indexed by some (unknown) hyper-
parameter β belonging to some index set B. When β is unknown, the con-
fidence set Cˆ cannot depend on it and it is said to be optimal adaptive if
first it has uniform coverage:
lim inf
n
inf
θ0∈∪β∈BΘβ
P
(n)
θ0
(θ0 ∈ Cˆ) ≥ 1− α(1)
and second its size is optimal within each parameter class Θβ, i.e. for some
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universal constant K > 0
lim inf
n
inf
β∈B
inf
θ0∈Θβ
P
(n)
θ0
( sup
θ1,θ2∈Cˆ
d(θ1, θ2) ≤ Krn,β) ≥ 1− α,(2)
where rn,β is the minimax estimation rate within the class Θ
β and with
respect to the semi-metric d(., .).
As mentioned earlier it is impossible to satisfy both the coverage and the
minimax size requirements on the confidence sets in general. To solve this
problem additional assumptions were introduced on the parameter value θ0
making the construction of adaptive confidence sets possible by discarding
certain inconvenient parameters θ0. A frequently applied assumption is self-
similarity where it is assumed that the true parameter has similar “local” and
“global” behaviour, see for instance [6, 17, 23, 35, 38, 52]. Another approach
is to discard the parameters which make it impossible to test between the
classes Θβ. This approach was considered in various models in context of
regularity classes in [7, 9, 25] and in sparse high dimensional models [10, 36].
It is a known fact that Bayesian credible balls associated to posterior
distributions which concentrate at the minimax rate verify (2), see [26]. The
question is then to understand their frequentist coverage and in particular
to characterize subsets of ∪βΘβ over which (1) is verified as well.
In [54] the authors have generalized the self-similarity assumption intro-
ducing the so called polished tail assumption, discussed in this article also
in more detail. The polished tail (and the stronger self-similarity) assump-
tion was then applied in nonparametric regression with rescaled Brownian
motion prior [51] and spline priors [50, 60] and in the context of Gaussian
white noise model with Gaussian priors constructing L∞-credible sets [53].
Furthermore, an adaptive version of the nonparametric Bernstein-von Mises
theorem was given in context of the Gaussian white noise model using con-
jugate Gaussian priors and spike-and-slab prior [39] under the self-similarity
assumption. The polished tail assumption was then slightly extended by the
implicit excessive bias assumption introduced in context of the Gaussian
white noise model [2] and applied in sparse high dimensional models with
empirical Bayes spike and slab type of priors [3, 16] and with hierarchical
and empirical horseshoe prior [57].
All the above mentioned papers consider specific choices of the model
and the prior distribution and use explicit, conjugate computations which
obviously have their limitations. Although these papers already shed lights
on certain aspects of Bayesian uncertainty quantification, they do not pro-
vide a clear understanding of the underlying general phenomena. A general
approach for understanding the coverage of credible sets is still missing. Be-
sides for many nonparametric models and priors no conjugate computation
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is possible and therefore they can not be handled directly. In this work we
aim to (partially) fill this gap and contribute to the fundamental under-
standing of this rapidly growing field. We derive abstract results for general
choices of models and sieve type of priors, in the spirit of [21, 22, 46].
1.1. Setup and Notations. We consider observations Y ∈ Y distributed
from P
(n)
θ , θ ∈ Θ¯, which are absolutely continuous with respect to a given
measure µ with density p
(n)
θ and n denotes the sample size or signal-to-noise
ratio. We denote by ℓn(θ) = log p
(n)
θ the log-likelihood and throughout the
paper θ0 designates the true value of the parameter. We denote by E
(n)
θ and
V
(n)
θ the expectation and the variance with respect to P
(n)
θ , respectively. For
two positive sequences an and bn we write an . bn if there exists a constant
C > 0 such that an ≤ Cbn for every n ∈ N, furthermore, we denote by
an ≍ bn that an . bn and bn . an hold simultaneously. For A,B ∈ Rn×n
the inequality A ≤ B denotes that A−B is positive semi-definite.
Let us consider a collection of finite dimensional models Θ(k)
Θ = ∪k∈NΘ(k), Θ(k) ⊂ Rdk , dk ↑ ∞, k ∈ N,(3)
with dk ≍ k. We asume that θ0 ∈ Θ¯ with Θ ⊂ Θ¯, note that we do not
necessarily assume that θ0 belongs to any of the models Θ(k), k ∈ N, hence
we allow for misspecification. These models are very popular and frequently
used in practice, see for instance [24, 55] for a review.
The parameter k drives the sparsity or the regularity of the model. Finding
the model Θ(k), which is the most appropriate for recovering θ0, requires
additional information about the true parameter (e.g. regularity, sparsity,...
etc) which is usually not available. Therefore a natural approach is to let
the data decide about the optimal model Θ(k). In the Bayesian framework
one can accomplish this by the hierarchical or the empirical Bayes approach.
In the hierarchical (or also referred to as full) Bayes approach one endows
the hyper-parameter k with a prior distribution πk and conditionally on k,
considers a prior distribution π|k on θ ∈ Θ(k), resulting in a two-level prior
distribution π on Θ defined by:
(4) k ∼ πk, θ|k ∼ π|k.
We denote the posterior distribution on Θ by π(θ|Y) and the conditional
distribution of θ|(Y, k) by π|k(θ|Y).
In contrast to this in the empirical Bayes approach one constructs a fre-
quentist estimator kˆn for the hyperparameter k and plugs it in into the
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conditional posterior distribution given k, i.e.
π|kˆn(θ|Y) = π|k(θ|Y)
∣∣∣
k=kˆn
,
which is the empirical Bayes posterior distribution.
Models in the form of (3) are widely used in the Bayesian literature and
under nonrestrictive assumptions the posterior distribution can optimally
recover the true parameter θ0. In more details, it is common to assume that
the true parameter belongs to some regularity class θ0 ∈ Θβ with some un-
known regularity hyper-parameter β. Then it was shown for instance in [1]
and references therein that the hierarchical Bayes approach described above
achieves optimal minimax contraction rate around the truth, in a large col-
lection of cases, without using any additional information about its unknown
regularity, leading to an adaptive procedure, in the frequentist sense. In this
article our focus is on the quality of Bayesian uncertainty quantification
done via credible balls from a frequentist perspective. There are two main
properties of interest in a credible set from a frequentist perspective: the
frequentist coverage and the expectation of its size under P
(n)
θ0
, when θ0
is assumed to be the true value of the parameter. In the literature the fre-
quentist coverage properties of Bayesian credible sets constructed from sieve
posteriors were only investigated for specific choice of priors and likelihoods,
see for instance [2, 50, 63]. In this article we present a general approach un-
der which we can simultaneously investigate the frequentist properties of
credible sets resulting from different choices of sieve priors and likelihoods.
We introduce some additional notations. Let Bk(θ, u, d) denote the d-ball
in Θ(k) with center θ and radius u and Bck(θ, u, d) the complement of such
a ball. Furthermore, let diam
(
S, d
)
denote the d-diameter of the set S, i.e.
diam
(
S, d
)
= sup
θ,θ′∈S
d(θ, θ′).
We define the square distance of the truth from the set Θ(k) as
b(k) = inf{d2(θ0, θ) : θ ∈ Θ(k)}.
For simplicity we also extend the definition of the function b on [0,+∞) by
b(x) = b(k) for all x ∈ [k, k+1) and b(0) = +∞. Note that we allow d(., .) to
depend on n, so that in this case b(k) also depends on n. This will be the case
in particular in the regression and in the classification examples, see Sections
3.1 and 3.4, respectively. The normalized Kullback-Leibler divergence and
variance of the log-likelihood-ratio are denoted by
KL(θ0, θ) =
1
n
E
(n)
θ0
(
log
(
p
(n)
θ0
p
(n)
θ
))
, V (θ0, θ) =
1
n
V
(n)
θ0
(
log
(
p
(n)
θ0
p
(n)
θ
))
,
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respectively. We denote by N(ε,A, d) the entropy, i.e. the number of ε-radius
d-balls needed to cover the set A. Throughout the paper, c and C denote
global constants whose value may change one line to another.
2. Main results. In this section we investigate the frequentist proper-
ties of Bayesian credible sets resulting from the hierarchical and the empirical
Bayes procedures. We consider the general setting described in Section 1.1
and introduce general, abstract conditions under which credible sets have
honest frequentist coverage and rate adaptive size. The derived results will
be applied in Section 3 for various choices of sampling and prior models.
Using the posterior distribution π(θ|Y), be it hierarchical or empirical, we
construct the Bayesian credible sets as balls centered around some estimator
θˆn (typically the posterior mean, mode or median) Cˆ(α) = {θ : d(θ, θˆn) ≤
rα} where α ∈ (0, 1) and rα is the radius of the ball and satisfies
rα = arg inf
r>0
{π(θ : d(θ, θˆn) ≤ r|Y) ≥ 1− α}.(5)
In our analysis we also introduce some additional flexibility to the credible
sets by allowing them to be blown up by a factor L > 0 resulting in
Cˆ(L,α) = {θ : d(θ, θˆn) ≤ Lrα}.
We show that these inflated sets (for sufficiently large blow up factor L)
will have frequentist coverage tending to one and at the same time their size
almost optimal in a minimax sense under some additional restrictions on
the parameter θ0.
In the Gaussian white noise model with Gaussian prior, [54] shows that a
key idea to obtain good coverage is that a trade-off between bias and variance
is realized, so that the correct value of k (or set of values) is selected either
under the posterior πk(k|Y) or the empirical estimator kˆn.
To generalize this idea in non Gaussian setups, let us consider the index
set K ⊆ N and define for each θ0 ∈ Θ¯,
(6) ε2n(k) = b(k) +
k log n
n
, and kn = inf{k ∈ K : b(k) ≤ k(log n)/n},
and Kn(M) = {k ∈ K : εn(k) ≤Mεn(kn)}. Note that in these notations θ0
is implicit since b(k) depends on θ0.
To control the frequentist coverage of Cˆ(L,α), we need to restrict our-
selves to a subset of Θ¯, in a manner similar to [54], generalizing their idea
outside the white noise model with empirical Gaussian process prior. We
introduce below the general polished tail condition which determines the
subclass of functions for which frequentist coverage can be obtained.
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Definition 1. Let θ ∈ Θ¯, we say that θ (or equivalently its associated
bias function b(.)) satisfies the general polished tail condition associated to
the semi-metric d(., .) if there exist integers k0, R0 > 1 and a real 0 < τ < 1
such that
(7) b(kR0) ≤ τb(k), ∀k0 ≤ k ≤ kn.
For given k0, R0 and τ , we denote by Θ0,n(R0, k0, τ) the class of θ ∈ Θ¯
satisfying (7) and Θ0(R0, k0, τ) =
⋂
nΘ0,n(R0, k0, τ).
We note that in the case where d(., .) is the ℓ2-norm, for instance in the
Gaussian white noise model, the bias function is b(k) =
∑∞
j=k+1 θ
2
0,j. The
polished tail condition in [54] reads as
∞∑
j=N+1
θ20,j ≤ L
ρN∑
j=N+1
θ20,j, ∀N ≥ N0,(8)
for some N0, L, ρ > 0 which is equivalent with our definition of Θ0(R0, k0, τ)
(with k0 = N0, τ = L/(L + 1) and R0 = ρ). Our new definition, however,
extends also to the case where the semi-metric d(., .) is substantially different
from the ℓ2-norm.
The generalization of the usual bias and variance trade-off is by obtaining
a trade-off between the bias (or more precisely the approximation error)
nb(k) and a prior penalization term k log n induced by the prior mass of small
neighbourhoods: π|k(θ : d(θo[k], θ) ≤ un), where un = o(1) and θo[k] ∈ Θ(k)
can be viewed as a projection of θ0 on Θ(k), typically with respect to the
semi-metric d or the KL-divergence. Then typically if un ≍ n−H for some
H > 0, then log π|k(θ : d(θo[k], θ) ≤ un) ≍ −k log n, so that the set Kn(M)
corresponds to values of k for which this trade-off is achieved.
Lemma 1. For any θ0 ∈ Θ¯ and k ∈ Kn(M) we have that k ≤ 2M2kn.
Furthermore for any θ0 ∈ Θ0,n(R0, k0, τ) let us assume that there exists an
A0 > 1 such that
for all k < k0 there exists k
′ ∈ {k0, k0 + 1, ..., A0k0}, such that b(k) ≥ b(k′).
(9)
Then for every k ∈ Kn(M) we have k ≥ ckn, with c = (R−m0 /2)∧ (2Rm+10 ∨
Rm0 k0A0), where m > 0 is the smallest integer satisfying τ
m ≤ (8M2R0)−1.
The proof of the lemma is deferred to Section B.4 in the supplementary
material [45].
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Remark 1. Condition (9) is very mild. It is easy to see that it holds au-
tomatically for nested sets Θ(k), where the bias function k 7→ b(k) is mono-
tone non-increasing. Furthermore it can also be verified for models where
nestedness occures only on given geometric subsequences Θ(k) ⊂ Θ(A0k) ⊂
Θ(A20k) ⊂ ..., for instance histograms with regular bins, see Section 3.2.
We will show in Section 2.1 that in the hierarchical Bayes approach the
posterior distribution concentrates on Kn(M) forM large enough if the true
parameter satisfies the general polished tail condition (7). A similar phe-
nomenon occurs for the empirical Bayes method, i.e. the maximum marginal
likelihood estimator kˆn belongs to the set Kn(M) with high probability, see
Section 2.2.
In the hierarchical prior case we also consider the following condition on
the prior on k:
H The prior on k satisfies
(10) e−c2k log(k) . πk(k) . e−c1k, k ∈ K,
for some positive constants c1, c2 > 0.
In order to bound from below the frequentist coverage of Cˆ(L,α), we
restrict ourselves to a subset of parameters Θ0 ⊆ Θ0(R0, k0, τ) for some
positive R0, k0, τ on which we consider the following assumptions, used both
for the empirical Bayes and for the hierarchical Bayes approaches.
A0 The centering point θˆn satisfies that for all ε > 0 there exists Mε > 0
(11) sup
θ0∈Θ0
P
(n)
θ0
(
d(θ0, θˆn) ≤Mεεn(kn)
)
≥ 1− ε.
A1 There exist c3, c4, C > 0 such that for all θ0 ∈ Θ0
π|kn
(
KL(θ0, θ) ≤ c3ε2n(kn), V (θ0, θ) ≤ Cε2n(kn)
) ≥ C−1e−c4kn logn.
A2 Assume that there exist constants J0, J1, c5 > 0, c6 ∈ (0, 1) such that
the following conditions hold for all k ≤ K¯n
(i) There exist sets Θn(k) ⊂ Θ(k) satisfying
π|k (Θn(k)c) ≤ Ce−(c2+c3+c4+2)nε
2
n(kn).
(ii) There exist measureable (in Y) functions ϕn(θ) ∈ [0, 1] such that
sup
θ∈Θn(k)
E
(n)
θ0
(ϕn(θ)) ≤ e−c5nd2(θ0,θ),
sup
θ∈Θn(k)
sup
θ′∈Θn(k):
d(θ′,θ)≤c6d(θ0,θ)
E
(n)
θ′ (1− ϕn(θ)) ≤ e−c5nd
2(θ0,θ).
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(iii) For all u ≥ max(J0εn(kn), J1
√
k(log n)/n)
logN
(
c6u,Θn(k) ∩ {u ≤ d(θ0, θ) ≤ 2u}, d
) ≤ c5nu2/2.
A3 For all γ > 0, there exists M0 > 0 such that for all M0kn ≤ k ≤ K¯n
π|k
(
Bk(θ0, J1
√
k(log n)/n, d) ∩Θn(k)
) ≤ e−(c2+c3+c4+γ)nε2n(kn).
A4 Assume that for all M,ε > 0 there exist c7, c8, c9, c10, δ0, Bε > 0 and
r ≥ 2 such that the following conditions hold for all k ∈ Kn(M)
(i) There exists a parameter θo[k] ∈ Θ(k) satisfying
Bk(θ
o
[k],
√
k/n, d) ∩Θn(k) ⊂ Sn(k, c7, c8, r),
where Sn(k, c, c
′, r) =
{
θ ∈ Θ(k) :
E
(n)
θ0
log
p
(n)
θo
[k]
p
(n)
θ
≤ ck, E(n)θ0
(
log
p
(n)
θo
[k]
p
(n)
θ
− E(n)θ0 log
p
(n)
θo
[k]
p
(n)
θ
)r
≤ c′kr/2
}
.
(ii) Let B¯ = Θn(k)∩Bk(θ0, (Mε+1)εn(kn), d). Then for every θ0 ∈ Θ0
Pθ0
(
max
k∈Kn(M)
sup
B¯
(
ℓn(θ)− ℓn(θo[k])−Bεk
) ≤ 0) ≥ 1− ε.
(iii) For every δn,k ≤ δ0
sup
θ∈B¯
π|k
(
Bk(θ, δn,k
√
k/n, d) ∩Θn(k)
)
π|k
(
Bk(θ
o
[k]
,
√
k/n, d)
) ≤ c10ec9k log(δn,k).
Remark 2. The parameter K¯n in assumptions A2 and A3 is chosen
to be Akn log n for some large enough constant A > 0 for the hierarchical
Bayes method. In case of the empirical Bayes method it is the upper bound
of the interval where the maximum marginal likelihood estimator is taken,
i.e. kˆn ∈ {1, 2, ..., K¯n}, see (16). In this case K¯n is typically taken to be nH
for some H ∈ (0, 1/2).
Remark 3. One can also handle dimensions dk not linear in k. Then
the definition of εn(k) has to be modified to εn(k) = b(k) + dk(log n)/n and
the conditions in A1-A4 have to be given with k replaced by dk.
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A brief explanation of the above conditions is in order. Assumptions A1,
A2 are the standard prior small ball probability, remaining mass, testing
and entropy conditions, routinely used in the literature for determining the
contraction rates of the posteriors, see for instance [22]. Assumption A3
is commonly considered when upper bounding marginal likelihoods, see for
instance [11, 33, 43, 46]. These conditions are used to describe the behaviour
of the posterior distribution on the hyper-parameter k and derive upper
bounds for the posterior contraction rates. Proving A3 is quite simple in
case the semi-metric d is locally equivalent to the ℓ2-norm, however, it is
quite challenging in the context of mixture models, where the geometry of
the L1 metric is complex.
Assumption A4 gathers three conditions, which are required to hold only
over the models k ∈ Kn(M), this assumption is used to derive lower bounds
for the radius of the credible sets.
Assumption A4 (i) requires that locally the (slightly modified) Kullback
- Leibler divergence can be bounded by the distance d(., .) (up to a multi-
plicative constant). Note that due to the model misspecification, i.e. typi-
cally θ0 /∈ Θ(k) we consider a projection θo[k] of θ0 on Θ(k) for controlling
the prior penalization term, see the discussion below (6). This is a rather
mild assumption, the main difficulty here lies in obtaining a sharp upper
bound on KL(θ0, θ) − KL(θ0, θo[k]) and not only on KL(θ0, θ). It can be
weakened by considering c7 going to infinity, this would however induce a
bigger inflation of the radius of the credible ball Cˆn(L,α).
In assumption A4 (ii) the log-likelihood ratio is uniformly controlled
in a neighbourhood of θ0 with high probability. This is not such a strin-
gent condition since the required control is not sharp at all. Indeed it is
required that the log-likelihood ratio ℓn(θ)− ℓn(θo[k]) is bounded from above
by O(k), but note that under Pθ0 its expectation is equal to −n(KL(θ0, θ)−
KL(θ0, θ
o
[k])) ≤ 0, which acts as a pull back force, see the proof of Proposi-
tions 4, 5 and 6 in the supplementary material [45].
In condition A4 (iii) note that since θk ∈ Bk(θ0, (Mε + 1)εn(kn), d) and
since (typically) θo[k] ∈ Bk(θ0, εn(k), d), d(θk, θo[k]) ≤ (Mε+1)εn(kn)+εn(k) ≤
(M+Mε+1)εn(kn) for k ∈ Kn(M), so that conditionA4 (iii) requires that in
case the ball around any point in the vicinity of θo[k] has substantially smaller
radius than a
√
k/n ball centered around θo[k] then the prior mass of the ball
is also substantially smaller. This is verified in particular when the distance
d(., .) behaves locally like the Euclidean distance and the prior densities are
bounded from below and above, locally. The intuition behind this condition
is the following. To achieve high frequentist coverage for the credible set the
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prior can not put substantially more mass around the centering point than
on a small neighbourhood of the truth. Else the posterior would be even
more concentrated around the centering point resulting in overly confident
uncertainty statements. Since the centering point is random, but living in a
close neighbourhood of the truth we require this condition to hold uniformly
over the ball Bk(θ0, (Mε + 1)εn(kn), d). Conditions A4 (ii) and (iii) are the
most demanding assumptions, because they require non trivial upper bounds
on prior masses of d-balls.
Assumption A0 is on the centering point and is satisfied typically for
usual estimates such as the posterior mean, see the examples in Section 3.
In the literature different variations were considered of the standard condi-
tions A1 and A2, see for instance [21, 22]. Here we consider another version
of A2 (iii) (based on slicing of the sets Θn(k)), which will be applied in the
density estimation example with exponential families of priors.
A2 (iiib) There exist a (possibly infinite) cover Bn,j(k) of the set Θn(k)∩
{θ : d(θ, θ0) ≥ J0(k)εn(kn)} for k ≤ K¯n, such that
Bn,j(k) ⊂ Θn(k) ∩ {d(θ, θ0) > c(k, j)εn(kn)} with(12) ∑
j
exp
(
−c5
2
nc(k, j)2εn(kn)
2
)
. e−(c2+c3+c4+2)nε
2
n(kn),(13)
where c2, c3, c4 are defined in assumptions H and A1 and
(14) logN(c6c(k, j)εn(kn), Bn,j(k), d) ≤ c5c(k, j)
2nεn(kn)
2
2
.
In the next subsections we show that under the above assumptions to-
gether with the general polished tail restriction the credible sets resulting
both from the hierarchical and the empirical Bayes procedures have optimal
size and high frequentist coverage.
2.1. Hierarchical Bayes approach. In this section we present the results
for the hierarchical prior defined by (4) satisfying assumption H. We show
that under the general polished tail condition and the assumptions in-
troduced in the preceding section the inflated credible set Cˆ(Ln, α) with
Ln &
√
log n has good frequentist properties, i.e. it has good frequentist
coverage and we can characterize their size on Θ0 = Θ0(R0, k0, τ), R0 > 1,
k0 ≥ 1 and τ < 1.
Theorem 1. Assume that conditions H, A0-A4 and (9) hold, with
K¯n = Akn log n and A = c2 + c3 + c4 + 1 in assumption A2, then for every
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ε > 0 there exists a constant Lε,α > 0 such that
(15) lim inf
n
inf
θ0∈Θ0
P
(n)
θ0
(
θ0 ∈ Ĉ(Lε,α
√
log n, α)
)
> 1− ε.
Remark 4. In Theorem 1 (and also in Theorem 2 below), the inflation
of the radius is of order
√
log n, which is an unpleasant feature of the result.
We believe that this is a necessary inflation, at least for centering points
θˆn leaving in the bulk of the posterior distribution, like the posterior mean.
Indeed as appears in the proof, see also Lemmas 2 and 3, the posterior mass
essentially lives on the sets of k that achieves the balance k log n ≍ nε2n(k),
while an optimal behaviour would be to achieve the balance k ≍ nε2n(k). This
is a typical feature of hierarchical (or empirical) Bayesian approaches with
a hyper-prior on the model k and is strongly related to the log n penalty
induced by the marginal likelihood, as expressed in the re-known BIC ap-
proximation. This results in having the posterior distribution concentrate on
values of k that are too small, so that the bias b(k) dominates the statis-
tical error within each model Θ(k) which is O(k/n). The necessity of the√
log n factor is demonstrated in the context of the nonparametric regression
model. In Propositions 2 and 3 it is shown that without a
√
log n blow up the
credible sets have coverage tending to zero for certain representative (typi-
cal) elements of the polished tail class. There are two ways to temper this.
One can either follow [20] using a block prior on the components of θ which
groups together models in blocks and within each block shrinks very strongly
the coefficients to 0 to ensure that the selected models under the posterior
have a large enough number of components. An alternative method could be
to find a centering point θˆn which is rougher than the posterior, see Lemma
15 in the supplement.
The proof of Theorem 1 is deferred to Section 5. A key step in the proof is
understanding the asymptotic behaviour of πk(k|Y). In particular we show
that the posterior distribution accumulates most of its mass on Kn(M),
where a trade-off between bias and prior-penalization or complexity (equiv-
alent to the variance term in the Gaussian setup) is achieved. This is pre-
sented in the following lemma:
Lemma 2. Take any ε > 0 and assume that conditions H and A1-A3
hold. Then there exists a large enough constant M¯ε > 0 such that
sup
θ0∈Θ¯
E
(n)
θ0
(
πk(k /∈ Kn(M¯ε)|Y)
) ≤ ε.
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The proof is presented in Section B.1 of the Supplementary material.
Lemma 2 is similar in spirit to Theorem 2.1 of [46], however the defini-
tion of εn(k) being different in both paper, the proofs of both results are
significantly different.
The following lemma states that εn(kn) corresponds to the posterior con-
centration rates, hence θˆn can be any random point of the posterior distribu-
tion or depending on d(., .) the posterior mean or other posterior summary.
Lemma 3. Assume that conditions H and A1-A3 hold. Then for every
ε > 0 there exists Cε > 0 such that
sup
θ0∈Θ¯
E
(n)
θ0
(
π (d(θ, θ0) ≥ Cεεn(kn)|Y)
) ≤ ε.
The proof of Lemma 3 is presented in Section B.2 in the supplement.
Finally we show that the radius of the credible set is bounded from above
by a multiple of εn(kn).
Corollary 1. Under the assumptions of Lemma 3 and (11) for all
ε ∈ (0, 1/2) there exists Kε > 0 large enough such that
inf
θ0∈Θ¯
P
(n)
θ0
(
diam(Ĉ(1, α), d) ≤ Kεεn(kn)
) ≥ 1− ε.
The lemma is a straightforward consequence of assumption (11) and
Lemma 3. Note that a direct consequence of Corollary 1, together with
Assumption A0 is that εn(kn) is also an upper bound on the posterior con-
centration rate.
2.2. Empirical Bayes approach. An alternative approach to endow the
hyper-parameter k by a prior is to estimate it from the data directly and
plug in this estimator into the posterior distribution. One of the most com-
monly used approaches is the maximum marginal likelihood empirical Bayes
method, where one estimates the hyper-parameter with the maximizer of the
marginal likelihood function
kˆn = arg max
k≤K¯n
∫
Θ(k)
eℓn(θ)π|k(θ)dθ,(16)
where ℓn(θ) denotes the log-likelihood function. This empirical Bayes tech-
nique is closely related to the hierarchical Bayes approach [46], however, in
certain situations they can have substantially different behaviour [12, 37].
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In the empirical Bayes approach we construct the (inflated) credible set
similarly to the hierarchical Bayes case, i.e. we consider a d-ball around the
centering point θˆn (typically the empirical Bayes posterior mean or mode)
Cˆkˆn(L,α) = {θ : d(θ, θˆn) ≤ Lnrα(kˆn)},(17)
where Ln > 0 is a blow up factor and the radius rα(kˆn) is defined as
rα(kˆn) = arg inf
r>0
{π|kˆn(d(θ, θˆn) ≤ rα(kˆn)|Y) ≥ 1− α},(18)
for a typically small α ∈ (0, 1). We show that these sets have similar size as
the hierarchical Bayes credible sets and good frequentist coverage under the
general polished tail condition (7) for appropriately large blow up factor Ln
of order
√
log n.
Theorem 2. Assume that conditions A0-A4 and (9) hold with K¯n ≤
nH for some H ≥ 0. Then for every ε, α ∈ (0, 1) there exists a large enough
constant Lε,α such that
lim inf
n
inf
θ0∈Θ0
P
(n)
θ0
(
θ0 ∈ Ĉkˆn(Lε,α
√
log n, α)
)
≥ 1− ε.
Furthermore, there exists Kε > 0 such that
inf
θ0∈Θ¯
P
(n)
θ0
(
diam(Ĉkˆn(1, α), d) ≤ Kεεn(kn)
) ≥ 1− ε.
The proof is deferred to Section B.3 in the supplement.
3. Application to various models. In this section we apply our ab-
stract results (Theorems 1 and 2 and Corollary 1) in four examples: non-
parametric regression, density estimation with histogram priors and with
exponential family priors, and nonparametric classification. To prove the
contraction rate and coverage results in all of the examples we have shown
that the considered semi-metrics are locally equivalent to the ℓ2 norm on the
parameter space Θ¯. This result is of interest on its own right. Besides it also
results in (nearly) optimal posterior contraction rates and coverage of the
credible sets in terms of the ℓ2 and other related norms. Condition A4 (ii)
requires uniform and sharp control on the likelihood ratio. In the following
examples we give a general strategy to prove such kind of statements, which
can come handy in other nonparametric problems as well.
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3.1. Application to nonparametric regression. In this section we consider
the fixed design regression model and investigate the behaviour of Bayesian
credible sets based on sieve priors. Assume that we observe the sequence
Y = (Y1, Y2, ..., Yn) satisfying
Yi = f0(xi) + σZi, xi ∈ [0, 1], i = 1, 2, ..., n,(19)
where Zi are iid standard normal random variables, σ = 1 for simplicity and
x1, x2, ..., xn are fixed (or random) design points.
Next we consider the basis φ1(x), φ2(x), ... in L2[0, 1]. Note that every
f ∈ L2[0, 1] can be written in the form f(x) = fθ(x) =
∑∞
i=1 θiφi(x) (with
the convention θ = (θ1, ..., θk, 0, 0....) for θ ∈ Θ(k) = Rk) and we assume that
the true function fθ0 belongs to a Sobolev-type smoothness class S
β(L0),
defined as
Sβ(L0) = {fθ :
∞∑
i=1
θ2i i
2β ≤ L0}, for some β,L0 > 0,(20)
with typically unknown regularity parameter β > 0. Note that depending
on the basis functions φj this may or may not refer to the classical Sobolev
balls; note also that the Fourier basis satisfies the assumptions below. The
minimax estimation rate, which typically coincides with the minimax size
of confidence sets, see for instance [42], over Sβ(L0) with respect to the
ℓ2-norm is n
−β/(1+2β).
Next, for any k ≤ n we introduce the notation Φk = (φ1, φ2, ..., φk) ∈
R
n×k. Let dn(θ, θ′)2 = 1n
∑n
i=1
(
fθ(xi)− fθ′(xi)
)2
be the empirical L2-norm
between the functions fθ, fθ′ ∈ L2. Let us introduce the notation fθ,n =
(fθ(x1), ..., fθ(xn)) and denote by θ
o
[k] the empirical L2-norm projection of
f0,n = (fθ0(x1), ..., fθ0(xn))
T to the space {Φkθ : θ ∈ Rk} or in other words
the dn-projection of θ0 on R
k. Then defining b(k) in terms of the semi-
metric dn(., .) leads to b(k) = dn(θ0, θ
o
[k])
2 the approximation error of the
true function with the k dimensional projection. Assume furthermore that
there exists a constant C0 ≥ 1 and a sequence Kn going to infinity such that
C−10 IKn ≤
ΦTKnΦKn
n
≤ C0IKn .(21)
Remark 5. The above assumptions on the choice of the basis functions
φj(x) ∈ L2[0, 1] and the design points x1, x2, ..., xn are very mild and stan-
dard. There are many suitable choice of basis satisfying these properties.
Orthonormal basis in Rn, such as the discrete wavelet basis relative to the
design points satisfy (21) with Kn = n, some orthonormal basis in L2 will
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satisfy (21) for some finite value Kn. In the case of the Fourier basis for
instance, (21) is valid as soon as Kn = o(n).
Remark 6. Let us consider a probability measure ν on [0, 1] and take
an orthonormal L2(ν) basis φj . Then in view of Rudelson’s inequality, [48]
(22) Eν‖Φ
T
kΦk
n
− Ik‖2 ≤M
√
k log n
n
for all k ≤ k0n/ log n and some k0 small enough. Hence following from
Lemma 10 in the supplementary material [45], if Kn logKn = o(n) assertion
(21) is verified with ν-probability going to 1.
Due to the condition (21) we have to slightly modify the polished tail
condition by assuming that the approximation error using the largest model
Θ(Kn) is not too large, i.e we take
Θ0,n = Θ0,n(R0, k0, τ) ∩ {θ0 : b(Kn) ≤ δKn(log n)/n},
for some δ < 1 ∧ C0 and consider θ0 ∈ Θ0,n.
Remark 7. To understand better the meaning of the restriction θ0 ∈
Θ0,n, assume that
∑∞
j=1 |θ0,j| < +∞ and maxj ‖φj‖∞ <∞ so that ‖fθ0‖∞ <
∞. If (21) is true for all 1 ≤ k ≤ Cn, C > 0, then ‖∆k‖∞ = o(1) as k
goes to infinity, with ∆k = fθ0 −
∑k
j=1 θ0,jφj . Since b(k) ≤ ‖∆k‖2∞ then
there exists Kn, with Cn ≥ Kn ≥ 1, such that b(Kn) ≤ δKn(log n)/n for all
n ≥ 2 and δ > 0. Hence for all L > 0, {θ0 : ‖θ0‖1 ≤ L} ∩ Θ0 ⊂ Θ0,n, when
n is large enough, following from the inequality ‖fθ‖∞ ≤ ‖θ‖1maxj ‖φj‖∞.
However, if (21) is only true for Kn = o(n), then Θ0,n will typically be
more constraint. For instance for θ0 ∈ Sβ(L0), β > 1/2, we can bound
b(Kn) ≤ ‖∆Kn‖2∞ . K−2(β−1/2)n (using Cauchy-Schwarz inequality) so that
b(Kn) ≤ δKn(log n)/n if Kn & (n/ log n)1/(2β). In case Kn ≍ n/ log n,
β > 1/2 is enough. The upper bound K
−2(β−1/2)
n is independent of the design
and the chosen basis and can be improved in particular cases.
For instance in the random design case with distribution ν and bounded
orthonormal basis maxj ‖φj‖∞ < +∞ and writing θ0,[k] = (θ0,1, ..., θ0,k) ∈
R
k one has
ν
(
d2n(θ0, θ0,[Kn]) > C‖∆Kn‖22
)
= ν
( n∑
i=1
( ∞∑
j=Kn+1
θ0,jφj(xi)
)2
> nC‖∆Kn‖22
)
≤
Eν
((∑∞
j=Kn+1
θ0,jφj(X)
)2)
C‖∆Kn‖22
≤ 1
C
.
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Therefore b(Kn) ≤ d2n(θ0, θ0,[Kn]) ≤ C‖∆Kn‖22 . K−2βn with large probabil-
ity.
Remark 8. In the fixed design regression model with Kn ≥ n
1
2(β0−1/2)
(where β0 > 0 is the smallest regularity level we are adapting to) the set Θ0,n
contains the set in {θ0 : b(Kn) ≤ δKn(log n)/n} satisfying the L2 polished
tail condition of [54], i.e. if
‖θ0,[R0k] − θ0‖22 ≤ τ1‖θ0,[k] − θ0‖22, τ1 < 1/(5C20 )
for all k ≥ k0, then θ0 ∈ Θ0,n. In the random design regression model (with
arbitrary sequence Kn tending to infinity) the above inclusion holds with ν-
probability arbitrary close to one. Therefore the discussion in [54] on the L2
polished tail condition, in terms of the force of the restriction induced by this
condition applies here, namely that the condition is non restrictive from a
statistical complexity, topological and Bayesian perspective.
The proof of the above remark is given in Section B.5 in the Supplemen-
tary material [45].
Then we define the prior distribution on the regression function f by
endowing the sequence of coefficients θ with the standard sieve prior, i.e.
θ = (θ1, ..., θk)|k ∼
k∏
i=1
g(θi),
k ∼ Geom(p) orPois(λ),
where p ∈ (0, 1) or λ > 0 and g(.) satisfies the standard assumption
G1e
−G2|x|q ≤ g(x) ≤ G3e−G4|x|q ,(23)
for some positive constants G1, G2, G3, G4 and q. Alternatively we can also
estimate k by the MMLE (16) and plug in the estimator kˆn into the posterior.
These type of priors were considered for instance in [1] and [46], where it
was shown that the corresponding hierarchical and empirical Bayes posterior
distributions achieve (up to a log n factor) adaptive contraction rate around
the true function f0. The frequentist behaviour of the Bayesian credible
sets in the context of the regression model was investigated only in a few
papers [50, 51, 60] for specific conjugate priors allowing direct computations,
which can not be applied in the present setting due to the lack of explicit
expression for the posterior. Here we consider both the inflated hierarchical
Bayes credible set
Cˆ(L
√
log n, α) = {θ : dn(θ, θˆn) ≤ L
√
log nrα},
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with π(θ : dn(θ, θˆn) ≤ rα|Y) ≥ 1− α and θˆn satisfying assumption A0 and
the inflated MMLE empirical Bayes credible set defined along the same lines.
By applying Theorems 1 and 2 together with Corollary 1 we can verify that
both credible sets have good frequentist coverage and (almost) rate adaptive
size under the general polished tail assumption.
Propositon 1. Consider the fixed design regression model (19) with
f0 ∈ Sβ(L0) for some β ≥ β0 > 1/2 and assume that condition (21) is
satisfied with Kn > n
β0
(1+2β0)(β0−1/2) . Denote both the inflated hierarchical
Bayes and empirical Bayes credible sets, centered around any estimator θˆn
satisfying (11) by Cˆn(L
√
log n, α). Then Cˆn(L
√
log n, α) has (up to a log n
factor) rate adaptive size and frequentist coverage tending to one under the
general polished tail assumption (7), i.e. for every ε > 0 there exist a large
enough L,C > 0 such that
lim inf
n
inf
θ0∈Θ0,n∩Sβ0(L0)
P
(n)
θ0
(
θ0 ∈ Cˆn(L
√
log n, α)
) ≥ 1− ε,
lim inf
n
inf
β≥β0
inf
θ0∈Sβ(L0)
P
(n)
θ0
(
diam
(
Cˆn(1, α), dn
) ≤ C( n
log n
)− β
1+2β
)
≥ 1− ε.
The proof of the proposition is given in Section A.1 of the supplement
[45].
Remark 9. Assumption (11) on the estimator is very mild, for instance
a typical draw from the posterior distribution satisfies it, see the comment
above Lemma 3. Furthermore, standard estimators like the posterior mean
also satisfies this assumption, see for instance [1]. We also note that similar
results hold for the random design regression as well.
Remark 10. Recall that by assumption (21) the empirical L2 semi-
metric dn and the ℓ2-norm are equivalent over Θ(k), k ≤ Kn. Further-
more note that the inequality ‖θ0 − θ0,[Kn]‖22 . K−2βn ≤ 1/n holds for
Kn > n
β0
(1+2β0)(β0−1/2) . Hence we get that the same contraction rate and cov-
erage statements as in Proposition 1 hold for the metric ℓ2 as well.
The
√
log n blow up factor in the credible set is rather inconvenient and
makes the procedure less appealing. The question naturally arises whether
this blow up factor is just an artefact of the proof and can be removed or
whether it is necessary to reach the desired frequentist coverage. We show
below that without inflating the credible sets (centered at the posterior
mean) with a multiple of
√
log n one would get coverage tending to zero for
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a large class of parameters satisfying the polished tail condition, justifying
the presence of the inflating factor.
In view of [54] let us consider the class of self-similar functions
Hβs (L) = {fθ : L−1i−β−1/2 ≤ |θi| ≤ Li−β−1/2, i = 1, 2, ...},
where it was also shown that the present set is not substantially smaller than
the entire hyper-rectangle (the set without the lower bound assumption on
|θi|) from a topological and statistical complexity point of view. Note also
that Hβs (L) ⊂ Sβ+ε(C), for arbitrary ε > 0 and some sufficiently large
constant C > 0.
Propositon 2. Consider the fixed design regression model (19) with
f0 ∈ Hβs (L) for some β ≥ β0 > 1/2 and orthogonal basis ΦTKnΦKn = nIKn
(where Kn > n
β0
(1+2β0)(β0−1/2) ). Furthermore take the prior g(θ) to be either
the normal N(µ, σ) or Laplace Lap(µ, b) distribution. Then the empirical
Bayes credible set centered around the posterior mean θˆkˆn and inflated with a
factor mn log
1/2 n, for arbitrary mn = o(1), has frequentist coverage tending
to zero, i.e. for every α > 0
lim sup
n
sup
f0∈Hβs (L)
P
(n)
θ0
(
θ0 ∈ {θ : dn(θ, θˆkn) ≤ mn
√
log nrα(kˆn)}
)
= 0
The proof of the proposition is given in Section A.3 of the Supplementary
material [45].
It is common or floklore knowledge that empirical Bayes procedures un-
derestimate uncertainty compared to hierarchical Bayes procedures. How-
ever we prove below that under slightly more restrictive conditions on θ0
the same blow up factor is required for the hierarchical Bayes credible ball
centered at the posterior mean. More precisely let ℓ : N → R+ be a slowly
varying function going to 0 at infinity and set
Hβss(L, ℓ) = {fθ ∈ Hβs (L); ∃r∞ ∈ [1/L,L]; |θ2i i2β+1 − r2∞| ≤ ℓ(i), i ≥ 1}.
Propositon 3. Consider the fixed design regression model (19) with
f0 ∈ Hβs (L) for some β ≥ β0 > 1/2 and orthogonal basis ΦTKnΦKn = nIKn
(where Kn > n
β0
(1+2β0)(β0−1/2) ). Furthermore assume that the log-prior log g(θ)
is continuously differentiable on R. Then the hierarchical Bayes credible set
centered around the posterior mean θˆ and inflated with a factor mnδ
−1/2
n ,
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δn = 1/ log n+ ℓ(kn) for arbitrary mn = o(1), has frequentist coverage tend-
ing to zero, i.e. for every α > 0
lim sup
n
sup
f0∈Hβss(L,ℓ)
P
(n)
θ0
(
θ0 ∈ {θ : dn(θ, θˆ) ≤ mnδ−1/2n rα}
)
= 0
In particular if ℓ(i) . 1/ log(i), then δ
−1/2
n ≍
√
log n.
The proof of the proposition is given in Section A.4 of the Supplementary
material [45].
Remark 11. From the proofs of Propositions 2 and 3 it appears that
the necessity of the logarithmic blow up follows from (1) the sub-optimal
behaviour of the posterior mean and (2) the concentration of the posterior
(or the empirical Bayes) distribution on values of k that are too small. We
note, however, that any other summary statistics of the posterior distribution
has similar behaviour as the bulk of the posterior is located at a sub-optimal
place. One can of course choose other centering points, not related to the
posterior, to avoid the
√
log n blow up factor. For instance one can consider
Lepski’s estimator in the sequence model, see Lemma 15 in the supplement,
but this brings us outside of the Bayesian framework and we are hesitant
recommending such a solution.
3.2. Application to density estimation using histogram priors. In this
section we consider the density estimation model, i.e. we assume to observe
Y = {Y1, Y2, ..., Yn} iid samples from a true density function p0 and our goal
is to recover this density. We assume that p0 is continuous, bounded from
below by c0 and from above by C0. Furthermore we assume that it belongs
to a Ho¨lder smoothness class Hβ(L0) for some β ∈ (0, 1].
We investigate the Bayesian approach using histogram prior distributions,
see for instance [15, 46, 49]. In other words let Θ(k) denote the collection
of k-bins random histogram where the bins are regular : [(j − 1)/k, j/k),
j = 1, ..., k,
(24) pθ(x) = k
k∑
j=1
θj1Ij (x), θj ≥ 0,
k∑
j=1
θj = 1.
We therefore identify Θ(k) with the k-dimensional simplex Sk = {x ∈
[0, 1]k ;
∑k
i=1 xi = 1}. First we endow the hyper-parameter k with either
a Poisson Pois(λ) or a Geometric Geom(p) hyper-prior with λ > 0 and
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0 < p < 1. Given k consider a Dirichlet prior D(α1,k, ..., αk,k) on (θ1, ..., θk),
i.e. the hierarchical prior π on the densities takes the form
θ = (θ1, ..., θk)|k ∼ D(α1,k, ..., αk,k), c1k−a ≤ αj,k ≤ C1
k ∼ Geom(p) orPois(λ).
for some a ≥ 0 and c1, C1 > 0. Alternatively we apply the MMLE kˆn for the
hyper-parameter k and then consider the Dirichlet prior D(α1,kˆn , ..., αkˆn,kˆn)
on (θ1, ..., θkˆn).
Then we consider the inflated hierarchical Bayes credible set
Cˆ(L
√
log n, α) = {pθ : h(pθ, pθˆn) ≤ L
√
log nrα},
with h(., .) the Hellinger distance, θˆn satisfying assumption (11) with d(θ, θ
′) =
h(pθ, pθ′) and the radius rα satisfies π(θ : h(pθ, pθˆn) ≤ rα|Y) ≥ 1− α. Note
that since the Hellinger metric is bounded and convex, and the posterior dis-
tribution contracts around the truth with the optimal rate εn(kn) the poste-
rior mean satisfies condition (11), see page 507 of [21]. The inflated empirical
Bayes credible set Cˆkˆn(L
√
log n, α) is defined along the same lines. Applying
again Theorems 1 and 2 together with Corollary 1 we can verify that both
credible sets have high frequentist coverage and (almost) rate adaptive size
under the general polished tail assumption.
Propositon 4. Consider the density estimation model with histogram
priors (24) and assume that p0 ∈ Hβ(L0) for some β ∈ [β0, 1], β0 > 1/2, and
it is bounded away from zero and infinity. Then both the inflated hierarchical
Bayes and empirical Bayes credible sets with centering point pθˆn satisfying
(11) have (up to a logn factor) rate adaptive size and frequentist coverage
tending to one under the polished tail assumption (7), i.e. for every ε > 0
there exist Lε, Cε > 0 such that
lim inf
n
inf
p0∈Θ0∩Hβ0(L0)
P (n)p0
(
p0 ∈ Cˆn(L
√
log n, α))
) ≥ 1− ε,
lim inf
n
inf
β∈[β0,1]
inf
p0∈Hβ(L0)
P (n)p0
(
diam
(
Cˆn(1, α), h
) ≤ C( n
log n
)− β
1+2β
)
≥ 1− ε,
where Cˆn(L
√
log n, α) could either denote the hierarchical or the empirical
Bayes credible sets inflated by an L
√
log n multiplier.
The proposition is verified in Section A.5 of the Supplementary material
[45].
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Remark 12. Using Lemma 3 of the Supplementary material, we have
h(p0, pθ) ≍ ‖p0 − pθ‖2 in a neighbourhood of p0 if k is not too large, so
that the polished tail condition in the Hellinger distance is equivalent to the
polished tail condition in the L2-norm (associated to different constants). To
understand the latter note that if p0,[k] is the L2 projection of p0 and b2(k)
is the L2 bias, then for any positive integer R0, b2(k) = b2(2R0k) + ‖p0,[k]−
p0,[2R0k]‖22 so that the L2 polished tail condition is equivalent to
‖p0,[k] − p0,[2R0k]‖22 ≥ (1− τ)‖p0 − p0,[k]‖22,
which has a similar flavour to the polished tail condition of [54].
3.3. Application to density estimation with exponential families of prior.
In this subsection we consider again the density estimation problem on [0, 1],
i.e. we assume that we observe independent and identically distributed draws
Y = {Y1, Y2, ..., Yn} from a distribution with density function f0 (with re-
spect to the Lebesgue measure). Then we assume that the true density can
be written as an infinite dimensional exponential distribution
f0(x) = exp
( ∞∑
j=1
θ0,jφj(x)− c(θ0)
)
, x ∈ [0, 1],(25)
with ec(θ0) =
∫ 1
0
exp
( ∞∑
j=1
θ0,jφj(x)
)
dx,
for some θ0 = (θ0,1, θ0,2, ...) ∈ ℓ2. For any θ ∈ ℓ2 we define fθ = exp(
∑
θjφj−
c(θ)) and hence f0 = fθ0 . This model is also known as the log-linear model.
Furthermore we also assume that ‖ log f0‖∞ < +∞, that φj(x), j = 1, 2, ...
forms an orthonormal basis (together with φ0(x) ≡ 1 and therefore satisfies∫ 1
0 φj(x)dx = 0 for all j ≥ 1) and that θ0 ∈ Sβ(L0) for some β,L0 > 0 as in
(20).
Then we define the prior distribution on the densities with hyper-parameter
k by endowing the sequence θ in the log-linear model with the standard sieve
prior, i.e.
θ = (θ1, ..., θk)|k ∼
k∏
i=1
g(θi),
k ∼ Geom(p) orPois(λ),
for some fixed p ∈ (0, 1) or λ > 0 and g(.) satisfying (23). Alternatively one
can estimate k from the data by the MMLE and plug in the estimator kˆn
into the posterior distribution. Similarly to Section 3.1, here Θ(k) = Rk.
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These type of priors were considered for instance in [1, 40, 41, 46, 58,
59], where rate adaptive posterior contraction rates were derived. However,
the reliability of Bayesian uncertainty quantification in this model was not
investigated yet in the literature.
By using the corresponding posterior distribution we construct the in-
flated hierarchical credible set as
Cˆ(L
√
log n, α) = {fθ : h(fθ, fθˆn) ≤ L
√
log nrα},
where h(., .) denotes the Hellinger distance, the radius rα satisfies π(θ :
h(fθ, fθˆn) ≤ rα|Y) ≥ 1− α and θˆn is an arbitrary estimator satisfying (11)
with d(θ, θ′) = h(fθ, fθ′). We note that similarly to the histogram example
above the posterior mean satisfies condition (11) hence can be used as a
centering point of the credible set. The construction of the inflated empirical
Bayes credible set Cˆkˆn(L
√
log n, α) goes similarly. Using again Theorems 1
and 2 together with Corollary 1 we can verify that the preceding credible
sets have high frequentist coverage and (almost) rate adaptive size under
the general polished tail assumption.
Propositon 5. Consider the log-linear model (25). Then both the in-
flated hierarchical and empirical Bayes credible sets have (up to a log n fac-
tor) rate adaptive size and frequentist coverage tending to one under the
general polished tail assumption (7), i.e. for every β0 > 1/2 and ε > 0 there
exist Lε, Cε > 0 such that
lim inf
n
inf
θ0∈Θ0∩Sβ0(L0)
P
(n)
θ0
(
fθ0 ∈ Cˆn(Lε
√
log n, α)
) ≥ 1− ε,
lim inf
n
inf
β≥β0
inf
θ0∈Sβ(L0)
P
(n)
θ0
(
diam
(
Cˆn(1, α), h
) ≤ Cε( n
log n
)− β
1+2β
)
≥ 1− ε,
where Cˆn(Lε
√
log n, α) denotes either the inflated hierarchical or empirical
Bayes credible set with a blow up factor Lε
√
log n.
The proof of the proposition is given in Section A.6 of the Supplementary
material [45].
Remark 13. In view of Lemma 9 in the supplement we note that the
rate and coverage statements of Proposition 4 also hold for the ℓ2-metric.
Remark 14. Again, similarly to before, if fθ0 ∈ Sβ0(L) with β0 > 1/2
and if k ≤ K¯n then for all k0 ≤ k ≤ kn we have ‖θ0−θ0,[k]‖2 ≤ Lk−β0, where
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θ0,[k] = (θ0,1, ..., θ0,k, 0, 0, ...), and if k0 ≥ (L/ε)1/β0 with ε > 0 arbitrarily
small, using Lemma 5 in the Supplementary material [45],
b(k) ≍ ‖θ0 − θ0,[k]‖22, for k ≥ k0.
Therefore the parameters θ satisfying the L2 polished tail condition of [54],
see also (8), is a subset of Θ0.
3.4. Application to nonparametric classification. In this section we apply
our general theorem to the nonparametric classification (or also known as bi-
nary regression) model. We assume to observe the sequenceY = (Y1, Y2, ..., Yn) ∈
{0, 1}n satisfying
P (Yi = 1|xi) = q0(xi), for some q0 : [0, 1] 7→ (0, 1),(26)
with xi ∈ [0, 1], i = 1, ..., n fixed design points. We also take µ(x) = ex/(1+
ex) to be the logistic link function.
We assume that under the true distribution associated to q0, f0 = µ
−1(q0) ∈
Sβ(L0), with unknown smoothness parameter β > 0. Minimax estimation
rates with respect to the L2-norm , i.e. n
−β/(1+2β) for Sβ(L0), and an adap-
tive estimator achieving these rates in the random design case was derived
for instance in [61, 62]. Similarly to the density estimation and classification
models it was also shown that with respect to the L2-norm it is impossible
to construct adaptive confidence sets over a full scale of regularity classes
∪β≥β0Sβ(L0), for any β0 > 0, see [34].
In the Bayesian approach one endows the nonparametric function f with a
prior distribution resulting in a prior on the binary regression function q. The
theoretical properties of the Bayesian approach in the present model were
investigated for instance in [22] with linear function f , in [58] with Gaussian
process priors on the nonparametric function f and in [27] in context of
classification of the nodes of large graphs. In the preceding papers adaptive
posterior contraction rates were derived. However, the coverage properties
of Bayesian credible sets remained unknown. Due to the lack of an explicit
formula for the posterior distribution direct computations are not feasible
to quantify the reliability of Bayesian credible sets. Therefore, we tackle this
until now unanswered question by applying our general, abstract theorem.
In our analysis we consider again the popular sieve prior. For given k we
introduce the parametrization
fθ(xi) =
k∑
j=1
θjφj(xi) = Φk(xi)θ,
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with θ = (θ1, ..., θk)
T ∈ Θ(k) = Rk and Φk(xi) =
(
φ1(xi), φ2(xi), ..., φk(xi)
)
,
as in Section 3.1, satisfying assumption (21). We work with the average
(empirical) Hellinger semi-metric
h2n(q1, q2) =
1
n
n∑
i=1
h2b(q1(xi), q2(xi)), where
hb(q1(xi), q2(xi)) = (
√
q1(xi)−
√
q2(xi))
2 + (
√
1− q1(xi)−
√
1− q2(xi))2.
Remark 15. Since assumption (21) is in a general and weak form, sim-
ilarly to the nonparametric regression example we have to slightly strengthen
our polished tail assumption. To see this first note that h2n(q1, q2) ≤ d2n(f1, f2)
with fj(x) = µ
−1(qj(x)), j = 1, 2. Similarly to before, to understand the
coverage properties of the credible balls, we need to study the bias func-
tion b(k) with respect to the semi-metric hn. Assume θ0 ∈ Sβ(L0) for
β ≥ β0 > 1/2 and L0 > 0. Denote by b˜(.) the bias function associated
to dn(fθ0 , fθ) and studied in Section 3.1. Assume that Kn satisfies b˜(Kn) ≤
δKn(log n)/n for some small enough δ. Then since b(Kn) ≤ b˜(Kn) we get
b(Kn) ≤ δKn(log n)/n. The discussion on the feasibility of the constraint
b˜(Kn) ≤ δKn(log n)/n is similar to that of Section 3.1. As in the case
of the regression model, using (59) of the Supplementary material [45], if
fθ0 ∈ Sβ0(L) with β0 > 1/2, dn(θ, θ0) ≍ hn(θ, θ0) locally. Using the same
arguments as in Section 3.1, if θ0 satisfies the L2 polished tail condition of
[54], then it satisfies the generalized polished tail condition.
In this example we consider the prior
θ = (θ1, ..., θk)|k ∼
k∏
i=1
g(θi),
k ∼ Geom(p) orPois(λ),
with g(.) satisfying (23), and p ∈ (0, 1) or λ > 0, resulting in the two level
hierarchical prior π(.). Alternatively, we estimate k using the MMLE and
plug it in into the posterior for θ given k. Then we consider credible balls in
terms of q(x) = µ(f(x)), and the empirical Hellinger semi-metric hn(., .).
The inflated hierarchical Bayes credible balls are defined as
Cˆ(L
√
log n, α) = {qθ(.) : hn(qθ, qˆn) ≤ L
√
log nrα},
with radius rα given by π(θ : hn(qθ, qˆn) ≤ rα|Y) ≥ 1−α and taking the pos-
terior mean qˆn = Eπ(.|Y)(qθ) as the centering point. Note that by convexity
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and boundedness of q → h2n(q, q0), the posterior mean qˆn satisfies condi-
tion (11). Alternatively we can use any centering point satisfying condition
(11). The inflated empirical Bayes credible ball Cˆkˆn(L
√
log n, α) is defined
similarly.
By applying our main Theorems 1 and 2 and Corollary 1 we show that
under the general polished tail assumption (7) both of the inflated credible
sets have (nearly) optimal frequentist behaviour.
Propositon 6. Consider the classification model given in (26) with
q0 = µ(fθ0) satisfying θ0 ∈ Sβ(L0), β ≥ β0 > 1/2 and Kn ≫ n
1
2(β0−1/2) .
Then both the inflated hierarchical and empirical Bayes credible sets Cˆn(L
√
log n, α)
- denoting either Cˆ(L
√
log n, α) in the hierarchical approach or Cˆkˆn(L
√
log n, α)
in the empirical approach - have (up to a log n factor) rate adaptive size and
frequentist coverage arbitrary close to one under the polished tail assumption,
i.e. for every ε > 0 there exist constants L,C > 0 such that
lim inf
n
inf
θ0∈Θ0,n∩Sβ0(L0)
P
(n)
θ0
(
qθ0 ∈ Cˆn(Lε
√
log n, α)
) ≥ 1− ε,
lim inf
n
inf
β≥β0
inf
θ0∈Sβ(L0)
P
(n)
θ0
(
diam
(
Cˆn(1, α), hn
) ≤ Cε( n
log n
)− β
1+2β
)
≥ 1− ε.
The proof of the proposition is deferred to Section A.7 of the supplemen-
tary material [45].
Remark 16. We note that the empirical Hellinger semi-metric hn is
locally equivalent to the empirical L2 semi-metric dn(fθ1 , fθ2) and the ℓ2-
norm ‖θ1−θ2‖2, see assertions (59) and (60) in the Supplementary material
[45]. Therefore the same coverage and contraction rate results can be shown
for these semi-metrics as well.
3.5. Parametric models and the BIC formula. Interestingly the lower
bound obtained in Propositions 2 and 3 also hold for simple regular para-
metric models. Consider the same structure as model (3) with k ≤ K < +∞,
and Θ(k + 1) ⊂ Θ(k). Now assume that there exist k1 < k0 ≤ K such that
θ0 ∈ Θ(k0) and infθ∈Θ(k1) ‖θ0 − θ‖2 = δ
√
(log n)/n and infθ∈Θ(k1−1) ‖θ0 −
θ‖2 ≥ C
√
(log n)/n, for some small δ > 0 and large C > 0. In other words
θ0 is close to Θ(k1) but not close to any Θ(k) with k < k1. Then under usual
regularity assumptions, see Section B.7 of the supplement, for any α ∈ (0, 1),
(27)
π(k ≤ k1|Y) = 1+oPθ0 (1), Pθ0(θ0 ∈ Cˆ(Ln, α)) = o(1), ∀Ln = o(
√
log n),
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where Cˆ(1, α) = {‖θ − θˆ‖2 ≤ rα} is the α credible ball centered at the
posterior mean θˆ.
In other words, because of the log n penalization induced by the inte-
gration over the parameter spaces Θ(k), signals of order
√
(log n)/n may
be estimated at 0 and the posterior concentrates on a smaller dimensional
parameter set, thus underestimating the uncertainty.
4. Discussion. In this paper we have provided some general tools to
study the frequentist properties of inflated credible balls in infinite dimen-
sional models based on sieve priors. We have also studied three types of
models: regression, density estimation and classification. As we can see from
our results a key condition for the good behaviour of these inflated balls is
the fact that the posterior distribution concentrates on the values of k for
which b(k) ≍ k(log n)/n and this is verified under the generalized polished
tail condition, together with some other technical conditions. An intriguing
feature of our result is the fact that we had to inflate the credible balls by a
factor of order
√
log n. In the case of the regression model, under both the
empirical and hierarchical Bayes posteriors we have shown that this inflation
is necessary, in order to obtain good frequentist coverage. The reason behind
it is that the marginal maximum likelihood estimator kˆn corresponds to a
value k such that the bias b(k) ≍ k(log n)/n, while the estimation error (and
thus the radius r2α ) is of order k/n. We believe that this (negative) result
remains valid for the other models (density estimation and classification).
We believe that this is in fact an important take away message from our
results, i.e. the model selection priors, induce a penalization of order dk log n,
where dk is the dimension of the parameter space reminiscent of the BIC
formula, which in turn induce a loss in uniform coverage. This is even still
true in simple regular parametric models, as discussed in Section 3.5.
From a practical perspective, these credible balls can be approximately
visualized by plotting the curves under the posterior distribution which sat-
isfy the constraint d(θ, θˆn) ≤ L
√
log nrα, as was done for instance in [39]
and in [54]. In general visualization of confidence sets outside of the L∞ or
point-wise case is challenging and we are not aware of any practical solution
for instance for L2- or Hellinger-confidence balls.
The paper focuses on priors based on the structure (3). This represents
a general family of prior models but of course does not cover every possible
prior. In particular hierarchical priors based on a continuous hyperparame-
ter, such as hierarchical Gaussian processes, are not tackled by the present
approach. There is so far no general theory for such priors and the only
existing results so far are based of particular models and particular priors
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for which explicit computations can be derived, as in [54].
5. Proof of Theorem 1. Theorem 1 is a simple consequence of the
following lemma which allows to control the prior mass of neighbourhoods
of θˆn.
Lemma 4. Under the same assumptions as in Theorem 1 for every ε > 0
there exists a small enough δε > 0 such that for ρn = δε/
√
log n
sup
θ0∈Θ0
E
(n)
θ0
(
π(d(θ, θˆn) ≤ ρnεn(kn)|Y)
)
≤ ε.
The proof of Lemma 4 is presented in Section 5.1. We now give the proof
of Theorem 1.
Proof of Theorem 1. Let Ln = Lε,α
√
log n (for some Lε,α > 0 to be
specified later) and εn = εn(kn). Then by assumption (11) and definition
(5) we have for every ε > 0 that
P
(n)
θ0
(
θ0 ∈ Ĉ(Ln, α)
)
= P
(n)
θ0
(
d(θ0, θˆn) ≤ Lnrα
)
≥ P (n)θ0
[
π
(
d(θ, θˆn) ≤ d(θ0, θˆn)/Ln
∣∣Y) ≤ 1− α]
≥ P (n)θ0
[
π
(
θ : d(θ, θˆn) ≤Mεεn/Ln|Y
)
≤ 1− α
]
− ε.
We show below that the first term on the right hand side is bounded from
below by 1− ε. In view of Lemma 4 there exists δε,α > 0 small enough such
that
sup
θ0∈Θ0
E
(n)
θ0
(
π
(
d(θ, θˆn) ≤ δε,αεn/
√
log n|Y)) ≤ ε(1− α),
and therefore by taking Lε,α =Mε/δε,α and applying Markov’s inequality
P
(n)
θ0
[
π
(
d(θ, θˆn) ≤ Mεεn
Ln
|Y
)
> 1− α
]
≤
E
(n)
θ0
(
π
(
d(θ, θˆn) ≤ δε,αεn√logn |Y
))
1− α ≤ ε,
finishing the proof of our statement.
5.1. Proof of Lemma 4. For notational convenience let εn = εn(kn) and
Θn = ∪kΘn(k). Then in view of Lemma 2, for large enough choice of M > 0
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E
(n)
θ0
π
(
d(θ, θˆn) ≤ ρnεn|Y
)
≤ E(n)θ0
( ∑
k∈Kn(M)
π|k
({d(θ, θˆn) ≤ ρnεn} ∩Θn(k)|Y)πk(k|Y))
+ E
(n)
θ0
( ∑
k∈Kn(M)
π|k
(
Θn(k)
c|Y)πk(k|Y))+ ε
for all θ0 ∈ Θ0. Let Ωn,0 =
{
mn(kn) > e
−(c3+c4+1)nε2n
}
, with mn(k) =∫
Θ(k) e
ℓn(θ)−ℓn(θ0)π|k(dθ). In view of Lemma 10 of [22] (with nε2 = nε2n(kn) ≤
2kn log n, k = r and C = 1) we get following A1 that P
(n)
θ0
(Ωcn,0) ≤
(kn log n)
−r/2 = o(1). Furthermore, note that for k ∈ Kn(M) we have by
assumption A2 (i) that
E
(n)
θ0
π|k(Θn(k)c|Y) = π|k(Θn(k)c) . e−(c2+c3+c4+2)nε
2
n .
By combining the above inequalities and in view of Lemma 1 we get that
E
(n)
θ0
( ∑
k∈Kn(M)
π|k
(
Θn(k)
c|Y)πk(k|Y)) . kne−nε2n = o(1).
Next we show that with probability at least 1 − C˜ε, for some universal
C˜ > 0, we have for every k ∈ Kn(M)
πn,k := π|k
(
{d(θ, θˆn) ≤ ρnεn} ∩Θn(k)|Y
)
≤ ε.(28)
Then the statement of the lemma follows by noting that
E
(n)
θ0
π
(
d(θ, θˆn) ≤ ρnεn|Y
)
≤ (C˜+1+o(1))ε+
∑
k∈Kn(M)
επk(k|Y ) ≤ (C˜+3)ε.
It remained to prove (28). As a first step we introduce the notations, for
C,B > 0
Ωn(C) =
 maxk∈Kn(M) eCk
∫
Θ(k) e
ℓn(θ)−ℓn(θo[k])π|k(dθ)
π|k
(
d(θ, θo[k])
2 ≤ k/n
) ≥ 1
 ,(29)
Γn(B) = { max
k∈Kn(M)
sup
Θn(k)∩Bk(θˆn,ρnεn,d)
(
ℓn(θ)− ℓn(θo[k])−Bk
)
< 0}.(30)
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Using assumptionA0 we have with probability greater than 1−ε, d(θˆn, θ0) ≤
Mεεn, therefore as soon as ρn ≤ 1,
Bk(θˆn, ρnεn, d) ⊂ Bk(θ0, (Mε + 1)εn, d).
Hence in view of assumption A4 (ii) there exists a large enough constant
Bε > 0 such that infθ0∈Θ0 P
(n)
θ0
(Γn(Bε)) ≥ 1 − ε. Also note that following
from A4 (i) and by using the standard technique for lower bound for the
likelihood ratio (e.g. Lemma 10 of [22] with 1+C = c7+1/
√
ε and nε2 = k)
we have, for any k ∈ Kn(M), with P (n)θ0 -probability bounded from below by
1− (ε/k)r/2 ≥ 1− ε/k that∫
Θ(k)
e
ℓn(θ)−ℓn(θo[kn])π|k(dθ) ≥ e−(c7+1/
√
ε)kπ|k
(
Sn(k, c7, c8, r)
)
≥ e−(c7+1/
√
ε)kπ|k
(
Bk(θ
o
[k],
√
k/n, d)
)
,(31)
hence in view of Lemma 1, P
(n)
θ0
(
Ωcn(c7 + 1/
√
ε)
) ≤ Cε.
Then we have, on Ωn(c7 + 1/
√
ε) ∩ Γn(Bε), that for any k ∈ Kn(M)
πn,k ≤ e(c7+Bε+1/
√
ε)k
π|k
(
Θn(k) ∩ {d(θ, θˆn) ≤ ρnεn}
)
π|k
(
d(θ, θo[k]) ≤
√
k/n
) .
We recall that Lemma 1 implies that kn ≤ Ck for all k ∈ Kn(M) and by
definition of εn(kn), nε
2
n ≤ 2kn log n. Therefore we have ρnεn ≤ δε
√
2kn/n ≤
C1/2δε
√
k/n for all k ∈ Kn(M). In view of assumption A4 (iii) (with δn,k =
C1/2δε )
πn,k . e
(c7+Bε+1/
√
ε+c9 log(C1/2δε))k ≤ ε,(32)
for small enough choice of δε > 0 (the choice log(δε) ≤ −c−19 (1/
√
ε + c7 +
Bε + log ε
−1)− logC1/2 is sufficiently small).
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APPENDIX A: PROOFS OF THE PROPOSITIONS
In this section we prove the propositions of Section 3 of [46]. Before giving
the proofs we introduce some additional notations. Throughout the supple-
mentary material, A0-A4 denote assumptions A0-A4 of [44]. Furthermore
we use the abbreviation εn = εn(kn) in the whole manuscript. Along the
lines we also use the notation Φk(xi) =
(
φ1(xi), .., φk(xi)
)
and denote by c
and C global constants whose value may change one line to another.
A.1. Proof of Proposition 1. The first assertion is a direct conse-
quence of Theorem 1 and Theorem 2, hence it is sufficient to verify the
corresponding conditions. As a first step we note that the models Θ(k) are
nested. Also note that for θ, θ′ ∈ Rk we have that
d2n(θ, θ
′) = (θ − θ′)T [ 1
n
ΦTkΦk](θ − θ′),
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and therefore in view of assumption (21) for all k ≤ Kn
C−10 ‖θ − θ′‖22 ≤ dn(θ, θ′)2 ≤ C0‖θ − θ′‖22.(33)
First we consider condition A1. By easy and standard calculations we get
2KL(θ0, θ) = V (θ0, θ) = d
2
n(θ0, θ),
see for instance [22], hence by the definition of θo[k] and assertion (33), for
every kn ≤ Kn
{KL(θ0, θ) ≤ ε2n/2, V (θ0, θ) ≤ ε2n} = Bkn(θ0, εn, dn)
⊃ Bkn(θo[kn], kn(log n)/n, dn) ⊃ Bkn(θo[kn], C−10 kn(log n)/n, ‖.‖2).
Condition A1 then follows by Lemma 5 with θ˜ = θo[kn].
Next, let us define the sieve Θn(k) as
Θn(k) ≡ {θ ∈ Rk : ‖θ‖2 ≤ C1
√
k(nε2n)
1/q},
for some sufficiently large constant C1 > 0 and q given in (23). Then as-
sumption A2 (i) follows from the second assertion of Lemma 5. Condition
A2 (ii) is verified in Corollary 2 on page 149 of [5]. For assumption A2
(iii) we note that following from (33) for every 0 < c6 < 1, c5 > 0 and
u2 ≥ 2(1/2 + 1/q)k log n/(c5n), k ≤ Kn
logN
(
c6u,Θn(k), dn(., .)
) ≤ logN(c6u/C0,Θn(k), ‖.‖2)
≤ k(1/2 + 1/q) log n ≤ c5u2n/2.
As a next step we prove that condition A3 holds. First note that since g
is bounded the density corresponding to π|k is also bounded from above by
ckmax for some sufficiently large cmax > 0. Then in view of (33)
π|k
(
Bk(θ0, J1
√
k(log n)/n, d)
) ≤ π|k(Bk(θo[k], 2J1√k(log n)/n, d)))
≤ π|k
(
Bk(θ
o
[k], 2J1C0
√
k(log n)/n, ‖.‖2)
)
≤ ckmaxVol
(
Bk(θ
o
[k], 2J1C0
√
k(log n)/n, ‖.‖2)
)
.(34)
Then using the formula Vol(Bk(0, r, ‖.‖2)) = πk/2rk/Γ(k/2 + 1) for the vol-
ume of a k-dimensional ℓ2-ball we get that the right hand side of the preced-
ing display is bounded from above by (Ck(log n)/n)k/2 ≤ exp{−Ck log n} ≤
exp{−CM0kn log n}, hence we get the condition for large enough choice of
M0 > 0.
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Then we show that assumption A4 (i) also holds. For every θ ∈ Θ(k)
‖Y − Φkθ‖22 − ‖Y − Φkθo[k]‖22 = ‖Φkθo[k] − Φkθ‖22 + 2
(
Y − Φkθo[k]
)T (
Φk(θ
o
[k] − θ)
)
.
Besides,Y = f0,n+Z, where Z = (Z1, Z2, ..., Zn)
T and f0,n = (f0(x1), ..., f0(xn))
T ,
and hence the P
(n)
θ0
-expected value of the second term on the right hand is
zero following from the orthonormality of the dn(., .)-projection of f0 into
the sub-space {Φkθ : θ ∈ Θ(k)} and E(n)θ0 Z = 0. Therefore
E
(n)
θ0
log
p
(n)
θo
[k]
p
(n)
θ
= nd2n(θ
o
[k], θ)/2.
Similarly to the preceding display we can also show that V
(n)
θ0
(
log
p
(n)
θo
[k]
p
(n)
θ
)
=
d2n(θ
o
[k], θ), resulting in Bk(θ
o
[k],
√
k/n, dn) = Sn(k, 2, 1, 2).
Next we deal with conditionA4 (ii). Note that for all θ ∈ Θ(k), by writing
fθ,n = (fθ(x1), ..., fθ(xn))
T , we get by Cauchy-Schwarz
ℓn(θ)− ℓn(θo[k]) = −
ndn(θ
o
[k], θ)
2
2
+ ZT (fθ,n − fθo
[k]
,n)
≤ −
ndn(θ
o
[k], θ)
2
2
+ ‖ZTΦk‖2‖θo[k] − θ‖2.,
(35)
Given that ‖ZTΦk‖2 is increasing in k, in view of Lemma 1 of [44].
max
k∈Kn(M)
‖ZTΦk‖2 = ‖ZTΦ2M2kn‖2 ≤ C ′
√
knn,
for some large enough C ′ > 0 with probability going to 1. Since ‖θo[k]−θ‖2 ≤
C0dn(θ
o
[k], θ), we obtain that with probability tending to 1, uniformly over
k ∈ Kn(M),
ℓn(θ)− ℓn(θo[k]) ≤
√
ndn(θ
o
[k], θ)
(
C ′C0
√
kn −
√
ndn(θ
o
[k], θ)/2
)
≤ 2C20C ′2kn,
terminating the proof of condition A4 (ii).
Finally, to prove condition A4 (iii), we note that following from (33), for
every θ ∈ Θ(k), k ≤ Kn
π|k
(
Bk(θ, δn,k
√
k/n, dn)
)
π|k
(
Bk(θ
o
[k],
√
k/n, dn)
) ≤ π|k(Bk(θ,C0δn,k√k/n, ‖.‖2))
π|k
(
Bk(θ
o
[k], C
−1
0
√
k/n, ‖.‖2)
) .(36)
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Since ‖θo[k]‖2 ≤ C0‖θ0‖2, we know that in Bk(θo[k], C−10
√
k/n, ‖.‖2) the prior
density is bounded from below by ckmin for some sufficiently small cmin > 0.
Recall also that the prior density is bounded from above by ckmax, for some
sufficiently large cmax > 0, for θ ∈ Θ(k). Hence the right hand side of the
preceding display is bounded from above by (cmax/cmin)
k times the fraction
of the volumes of the ℓ2-balls with radius C0δn,k
√
k/n and C−10
√
k/n, re-
spectively. Using again the formula for the volume we get that the right hand
side of the preceding display is bounded from above by (C20cmax/cmin)
kδkn,k,
finishing the proof of our statement.
It remains to deal with the second assertion of the proposition. Let us in-
troduce first the notation θ0,[k] = (θ0,1, θ0,2, ..., θ0,k) ∈ Rk. Then for θ0 ∈
Sβ(M) with β ≥ β0 > 1/2 we have that dn(θ0, θ0,[Kn]) ≤ ‖∆Kn‖∞ .∑∞
i=Kn+1
|θ0,i| . K−(β−1/2)n , where ∆k = fθ0 −
∑k
j=1 θ0,jφj . Therefore by
triangle inequality and assertion (33)
b(k)1/2 ≤ dn(θ0,[k], θ0,[Kn]) + dn(θ0, θ0,[Kn])
.
( Kn∑
i=k+1
θ20,i
)1/2
+K−(β−1/2)n . k
−β +K−(β−1/2)n .(37)
Hence by taking k¯n = C(n/ log n)
1/(1+2β) (with large enough constant C >
0) and in view of assumption Kn ≥ n
β0
(1+2β0)(β0−1/2) we get that b(k¯n) ≤
k¯n log n/n and as a consequence kn ≤ k¯n. This leads to kn = o(n1/(1+2β0))
and
ε2n ≤ 2kn(log n)/n ≤ 2k¯n(log n)/n . (n/ log n)−2β/(1+2β),
finishing the proof of the proposition.
Lemma 5. For every c > 0, k ∈ {1, ..., n}, θ˜ ∈ Θ(k) satisfying |θ˜i| ≤ C
for every i = 1, ..., k,
π|k(‖θ − θ˜‖2 ≤ c
√
k(log n)/n) & e−Ck logn,
π|k
(‖θ‖2 ≥ C1√k(nε2n)1/q) ≤ e−CCq1nε2n .
Proof. The proof of the first and second assertions are basically given
for instance as part of the proof of Lemma 3 of [1] and the proof of Theorem
2.1 of [41], but for completness we give a sketch of the proof here as well.
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First of all note that by assumption (23) we have
π|k
(‖θ − θ˜‖22 ≤ ck(log n)/n) = ∫
‖θ−θ˜‖22≤ck(logn)/n
k∏
j=1
g(θj)dθ
≥ Gk1
∫
‖θ−θ˜‖2≤cn−1/2
k∏
j=1
e−G2|θj |
q
dθ,
for any k ≥ 1. Note that |θj |q ≤ 2q(|θ˜j |q+ |θ˜j−θj|q). Distingushing the cases
q ≥ 2 and q < 2 and using Ho¨lder’s inequality in the latter, one can easily
derive that
∑
j |θ˜j − θj|q ≤ k‖θ˜− θ‖q2 ≤ cqkn−q/2, see for instance page 28 of
[1]. Also note that the volume of a k-dimensional ball with radius cn−1/2 is
bounded from below by a multiple of e−Ck logn and
∑k
j=1 |θ˜j|q ≤ Cqk, hence
the right hand side of the preceding display is also bounded from below by
a multiple of e−Ck logn.
Let wn = C1
√
k(nε2n)
1/q. For the second assertion note that for sufficiently
large n
π|k(θ ∈ Θ(k) : ‖θ‖2 ≥ wn) ≤
k∑
i=1
π|k(θ2i ≥ w2n/k)
≤ k
( ∫ ∞
wn/
√
k
+
∫ −wn/√k
−∞
)
g(x)dx
≤ kG3
∫ ∞
wn/
√
k
e−G4x
q
dx
≤ Ce−C′(wn/
√
k)q ,
where the last inequality follows from∫ ∞
y
e−cx
q
dx = q−1
∫ ∞
yq
e−czz
1−q
q dz ≤ (cq)−1e−cyqy1−q . e−(c/2)yq .
A.2. Proof of Proposition 2. We show below that
limsupn
√
n/kˆndiam
(
Cˆn(1, α), dn
)
< +∞, Pf0-almost surely.(38)
Furthermore we know that in view of assertion (77) (see the proof of The-
orem 2) and Lemma 1 of [46] we have that infθ0∈Θ0 Pθ0(C
−1kn ≤ kˆn ≤
Ckn) ≥ 1 − ε holds under the polished tail condition. Finally note that in
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view of the monotonicity of b(k) we have with probability larger than 1− ε
for every f0 ∈ Hβs (L) that
dn(θ0, θˆkˆn) ≥ b(kˆn)1/2 ≥ b(Ckn)1/2 & ‖θ0 − θ0,[Ckn]‖2
≥ L−10
( ∞∑
i=Ckn
i−1−2β
)1/2
& k−βn &
√
kn(log n)/n.
Therefore we can conclude that for any mn = o(1), combining the above
inequality with (39) implies that for all ε > 0, when n is large enough
inf
f0∈Hβs (L)
P
(n)
f0
(
dn(θ0, θˆkˆn) ≥ mn
√
log nrα
)
≥ 1− ε,
which proves Proposition 2 .
It remains to prove assertion (39). Note that the posterior distribution
can be written in the form
π|kˆn(θ|Y) ∝ exp
{ kˆn∑
j=1
(
− nθ2j + log g(θj) + 2
n∑
i=1
Yiφj(xi)θj
)}
,
hence due to Chebyshev’s inequality it is sufficient to verify that the random
variable with density function proportional to z 7→ exp (− nz2 + log g(z) +
2
∑n
i=1 Yiφj(xi)z
)
has variance bounded from above by a multiple of 1/n. By
elementary conjugate computations one can see that this holds for g equal
to the normal distribution with fixed parameters µ ∈ R and σ > 0 and the
Laplace distribution with parameters µ ∈ R and b > 0.
A.3. Proof of Proposition 2. We show below that
limsupn
√
n/kˆndiam
(
Cˆn(1, α), dn
)
< +∞, Pf0-almost surely.(39)
Furthermore we know that in view of assertion (77) (see the proof of The-
orem 2) and Lemma 1 of [46] we have that infθ0∈Θ0 Pθ0(C
−1kn ≤ kˆn ≤
Ckn) ≥ 1− ε. Finally note that in view of the monotonicity of b(k) we have
with probability larger than 1− ε for every f0 ∈ Hβs (L) that
dn(θ0, θˆkˆn) ≥ b(kˆn)1/2 ≥ b(Ckn)1/2 & ‖θ0 − θ0,[Ckn]‖2
≥ L−10
( ∞∑
i=Ckn
i−1−2β
)1/2
& k−βn &
√
kn(log n)/n.
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Therefore we can conclude that for any mn = o(1), combining the above
inequality with (39) implies that for all ε > 0, when n is large enough
inf
f0∈Hβs (L)
P
(n)
f0
(
dn(θ0, θˆkˆn) > mn
√
log nrα
)
≥ 1− ε,
which proves Proposition 2 .
It remains to prove assertion (39). Note that the posterior distribution
can be written in the form
π|kˆn(θ|Y) ∝ exp
{ kˆn∑
j=1
(
− nθ2j + log g(θj) + 2
n∑
i=1
Yiφj(xi)θj
)}
,
hence due to Chebyshev’s inequality it is sufficient to verify that the random
variable with density function proportional to z 7→ exp (− nz2 + log g(z) +
2
∑n
i=1 Yiφj(xi)z
)
has variance bounded from above by a multiple of 1/n. By
elementary conjugate computations one can see that this holds for g equal
to the normal distribution with fixed parameters µ ∈ R and σ > 0 and the
Laplace distribution with parameters µ ∈ R and b > 0.
A.4. Proof of Proposition 3. In this section we prove that inflation
by a term going to infinity is also necessary in the case of hierarchical Bayes
posteriors, in the context of nonparametric regression. We assume that
ΦTKnΦKn = IKn , Kn = n/ log n.
We also assume that the parameter θ0 belongs to the hyper-rectangleHβs (L0)
with β > 1 and verifies that
(40) ∃r∞ ∈ [1/L0, L0]; s.t. lim
i→∞
i(2β+1)θ20,i = r
2
∞.
From Proposition 1 in the main document we then have that the poste-
rior concentration rate is of order εn . (n/ log n)
−β/(2β+1), that Kn(M) ⊂
[m1kn,m2kn] with kn = (n/ log n)
1/(2β+1) for some m1,m2 > 0 and for all
‖θ − θ0‖2 . εn = o(1/
√
kn), θ ∈ ∪k∈Kn(M)Θk, the log-likelihood is equal to
ℓn(θ)− ℓn(θ0) = −
n‖θ − θ0,[Kn]‖22
2
+
√
n〈Z,Φkθ − ΦKnθ0〉+ op(1)
= −n‖θ − θ0‖
2
2
2
+
√
n〈Z,Φk(θ − θo[k])〉+
√
n〈Z,P⊥k θ0〉+ op(1)
(41)
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where P⊥k = I − ΦkΦTk is the projection on the orthogonal of the space
generated by Φk and θ
o
[k] is the orthogonal projection of fθ0 on Φk and
Z = Y − f0,n. We also denote by Pk = ΦkΦTk the orthogonal projection on
Φk. We have that
‖θo[k] − θ0,[k]‖22 ≤ ‖θ0 − θ0,[Kn]‖22 . (n/ log n)−2β = o(1/n).
Then for all k ∈ Kn(M), since log g is continuously differentiable,
πk(k|Y ) ∝ πk(k)
k∏
j=1
g(θ0,j)e
−n‖θ0,[k]−θ0‖
2
2+‖Φ
T
k Z‖
2
2
2
+
√
n〈Z,P⊥k θ0〉−k log( n2pi )/2+op(1).
To control the radius of the credible balls we provide tighter bounds for
the concentration of the hyper-posterior πk(.|Y ), i.e. we show that there
exists (k∗n)2/3 . hn = o(k∗n), satisfying ℓ(k∗n) ≤ hn/k∗n, such that
πk(k ∈ (k∗n − hn, k∗n + hn)|Y ) = 1 + op(1).(42)
Then in view of (41), we also have that uniformly on k ≤ m2kn,
E(θ|Y, k) = θ0,[k] −
PkZ√
n
+ op(1/
√
n).
Let θˆ be the posterior mean, then
1−α ≤ Π(‖θ−θˆ‖22 ≤ r2α|Y ) ≤
∑k∗n+hn
k=k∗n−hn πk(k|Y )[‖θˆ − E(θ|Y, k)‖
2
2 +
k
n + o(k/n)]
r2α
so that
r2α .
1
1− α [2hn(k
∗
n)
−2β−1 +
k∗n
n
] . (k∗n)
−2β
(
hn
k∗n
+
1
log n
)
and it is necessary to inflate by a term going to infinity (as the squared
bias is bounded from below by k−2βn ≍ (k∗n)−2β). This term depends on
convergence rate of r2i to r
2∞.
It remained to prove assertion (42). Before proceeding to the proof we
introduce several new notations. Define
Ln(k) = n‖θ0,[k] − θ0‖22 + k log
(
n
2πeg(0)2
)
− 2 log πk(k),
where 2 log πk(k) = −ak − bk log(k) + a′ log k + O(1), where b = a′ = 0 in
the case of a Geometric distribution and a = −2(log λ+ 1), b = 2, a′ = 1 if
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πk is the Poisson distribution. Write θ
2
0,i = r
2
i i
−2β−1 then ri → r∞, as i goes
to infinity; define c = ea/(2πeg(0)2) and
k∗n =
⌊(
nr2∞(2β + 1)
(b+ 2β + 1) log n+ (2β + 1) log c+ b log r2∞ − b log log(nc)
)1/(2β+1)⌋
,
when n is large enough so that it exists. Then
(43) nr2∞(k
∗
n)
−(2β+1) = log(nc) + b log(k∗n) + b+O(log n/k
∗
n).
First let k > k∗n, write k = k∗n + h with h > 0, then
πk(k|Y )
πk(k∗n|Y )
= e−
Ln(k)−Ln(k
∗
n)
2 e
√
n〈Z,PkP⊥k∗nθ0〉+
‖PkP
⊥
k∗n
Z‖2−h
2 (1 + op(1))
= e
n‖θ0,[k∗n]
−θ0,[k∗n+h]
‖22−h log(nc)−bh log(k
∗
n)−[b(k
∗
n+h)+a
′] log(1+h/k∗n)
2
+
√
n〈Z,PkP⊥k∗nθ0〉
× e
‖PkP
⊥
k∗n
Z‖2−h
2 (1 + op(1)).
Note that we have
‖θ0,[k∗n] − θ0,[k∗n+h]‖22 =
h∑
i=1
r2k∗n+i(k
∗
n + i)
−2β−1
= (k∗n)
−2β−1r2∞
h∑
i=1
r2k∗n+i
r2∞
(1 + i/k∗n)
−2β−1.
Furthermore, set
δn,h := r
−2
∞
∑h
i=1(r
2
k∗n+i
− r2∞)(1 + i/k∗n)−2β−1∑h
i=1(1 + i/k
∗
n)
−2β−1
then, for h = o(k∗n),
|δn,h| .
∑h
i=1 ℓ(k
∗
n + i)
h
+ o(h/k∗n) = ℓ(k
∗
n) + o(h/k
∗
n),
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since ℓ is slowly varying. This leads to, for all h = o(k∗n),
−Ln(k) + Ln(k∗n) = n(k∗n)−2β−1r2∞(1 + δn,h)
h∑
i=1
(1 + i/k∗n)
−2β−1 − h log(nc)
− bh log(k∗n)− [b(k∗n + h)− a′] log(1 + h/k∗n)
= [log(nc) + b log(k∗n) + b]
(
(1 + δn,h)
h∑
i=1
(1 + i/k∗n)
−2β−1 − h
)
− bh
2
2k∗n
+O
(
h log n
k∗n
+
h3
(k∗n)2
)
+ o(1)
= [log(nc) + b log(k∗n)]h
(
δn,h(1 + o(1)) − (2β + 1) h
2k∗n
)
+O
(
h2
k∗n
)
+ o(1).
So that, choosing
(2β + 1)
h
2k∗n
≥ 2δn,h,
leads to
πk(k|Y )
πk(k∗n|Y )
≤ e−
(2β+1)[log(nc)+b log(k∗n)]h
2
4k∗n
+
√
n〈Z,PkP⊥k∗nθ0〉e
‖PkP
⊥
k∗n
Z‖2−h
2 (1 + op(1)).
With probability going to 1, for all h . k∗n,
√
n|〈Z,PkP⊥k∗nθ0〉| .
√
n(k∗n)
−β−1/2√h
√
log n .
√
h log n = o(h2 log n/k∗n)
as soon as (k∗n)2/3 = o(h). In this case,
πk(k|Y )
πk(k∗n|Y )
≤ e−
h2C log n
k∗n , when h ≥ max
(
4ℓ(k∗n)k∗n
(2β + 1)
, zn(k
∗
n)
2/3
)
, zn → +∞.
Also, if h ≥ δk∗n, then there exists τ > 0 such that
h∑
i=1
(1 + i/k∗n)
−2β−1 ≤ (1− τ)h
and for n large enough
−Ln(k) + Ln(k∗n) ≤ −
τh[log(nc) + b log(k∗n)]
2
,
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and the same result holds. Let k = k∗n − h, with 0 < h = o(k∗n), then
neglecting all terms of order o(1),
−Ln(k) + Ln(k∗n) = −n‖θ0,[k∗n] − θ0,[k]‖22 + (k∗n − k) log(nc) + b(k∗n − k) log(k∗n)
+ [bk − a′] log(k∗n/k)
= −[log(nc) + b log(k∗n) + b](1 + δn,h)
h∑
i=1
(1− i/k∗n)−2β−1
+ h log(nc) + bh log(k∗n)− b(k∗n − h) log(1− h/k∗n)
≤ −[log(nc) + b log(k∗n)]h
(
(2β + 1)
h
k∗n
+ δn,h(1 + o(1))
)
+O
(
h2
2k∗n
)
and similarly to before if h(2β + 1) ≥ −2δn,hk∗n then
−Ln(k) + Ln(k∗n) ≤ −c[log(nc) + b log(k∗n)]h2/k∗n
for some c > 0. This proves that for all (k∗n)2/3 . hn = o(k∗n) such that
ℓ(k∗n) ≤ hn/k∗n assertion (42) holds.
A.5. Proof of Proposition 4. As a first step we introduce some ad-
ditional notation which will be used throughout the proof. Let us denote by
nj the number of observations falling into the jth bin Ij = [(j − 1)/k, j/k),
1 ≤ j ≤ k, let θo[k] = (
∫
Ij
p0(x)dx, j ≤ k) ∈ Θ(k) = Sk and we use the
abbreviation θoj = θ
o
[k],j for the jth coefficient of the vector θ
o
[k]. Note that
c0/k ≤ θoj ≤ C0/k following from c0 ≤ p0(x) ≤ C0. Let ρn = δ/
√
log n for
some sufficiently small δ > 0 and h(., .) denote the Hellinger distance.
First note that by the mean value theorem for p0 ∈ Hβ(L0) we have
‖p0 − pθo
[k]
‖∞ . k−β. This, combined with (48) (with θ = θo[k]), and the
inequality ‖p0− pθo
[k]
‖2 ≤ ‖p0− pθo
[k]
‖∞ implies that h(p0, pθo
[k]
) . k−β. Then
it is easy to see (using similar arguments to the one below (37)) that kn .
(n/ log n)1/(1+2β) = o(n1/(1+2β0)) and εn . (n/ log n)
−β/(1+2β).
Next we deal with the first assertion of the proposition. Since the den-
sity p0 is bounded from below and above by some positive constants, the
Kullback-Leibler divergence and second moment of the likelihood ratio are
both bounded by the square Hellinger distance, establishing condition A1,
see Lemma 8.2 of [21].
Next note that by taking Θn(k) = Θ(k) condition A2 (i) automatically
holds. Then for all u such that u2 & k/n the entropy condition A2 (iii)
is verified with d(., .) the Hellinger metric, see for instance the proof of
Proposition 3.6 in [47]. The existence of tests , i.e. condition A2 (ii), with
respect of the Hellinger distance (with c6 = 1/18) follows from see [4].
44 ROUSSEAU AND SZABO
For condition A4 (i) we note that in view of Lemma 6 (with µn = 1 and
θ˜ = θo[k]) for θ ∈ Bk(θo[k],
√
k/n, h) by Taylor’s series expansion we get that∫
p0 log
(pθo
[k]
pθ
)
=
k∑
j=1
θoj log(θ
o
j/θj) ≤ kc−10
k∑
j=1
(θoj − θj)2 ≤
9C0k
c0n
,
∫
p0 log
2
(pθo
[k]
pθ
)
.
9C0k
c0n
,
(44)
resulting in Bk(θ
o
[k],
√
k/n, h) ⊂ S(k, 9C0/c0, 9CC0/c0, 2).
Next we verify A4 (ii). Let nj =
∑n
i=1 1Yi∈Ij and note that
ℓn(θ)− ℓn(θo[k]) =
k∑
j=1
(nj − nθoj )(log θj − log θoj ) + n
k∑
j=1
θoj (log θj − log θoj )
≤
 k∑
j=1
(nj − nθoj )2
θoj
1/2 k∑
j=1
θoj (log θj − log θoj )2
1/2
− n
k∑
j=1
θoj (log θ
o
j − log θj).
Note that in view of (48) (with θ = θo[k]) and Lemma 7 we have that
h2(p0, pθo
[k]
) ≤ C ′ infθ∈Rk h2(p0, pθ) = C ′b(k). Therefore in view of Lemma
6 (with θ˜ = θo[k] and µn taken to be a large enough constant) for θ ∈
Bk
(
θ0, (Mε + 1)εn(kn), h
) ⊂ Bk(θo[k], C˜√kn(log n)/n, h), k ∈ Kn(M) (for
some large enough C˜ > 0) we have c0/(2k) ≤ θj ≤ 4C0/k and using Taylor
series expansion of log θj around θ
o
j for every j = 1, ..., k,
k∑
j=1
θoj (log θj − log θoj )2 ≤
k∑
j=1
θoj (θj − θoj )2
2(θoj ∧ θj)2
≤
2C0k‖θo[k] − θ‖22
c20
and
k∑
j=1
θoj (log θ
o
j − log θj) ≥
k∑
j=1
θoj (θj − θoj )2
2(θoj ∨ θj)2
≥ c0k
25C20
‖θo[k] − θ‖22.
So that there exist C1, C2 > 0 such that
ℓn(θ)− ℓn(θo[k]) ≤
 k∑
j=1
(nj − nθoj )2
θoj
1/2√kC1‖θo[k] − θ‖2 − nkC2‖θo[k] − θ‖22.
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We show below that for all ε > 0 there exists Bε > 0 such that
(45) P (n)p0
 sup
k∈Kn(M)
k∑
j=1
(nj − nθoj )2 > nBε
 . ε.
Then on the event
∑k
j=1(nj − nθoj )2 ≤ nBε, for all k ∈ Kn(M)
ℓn(θ)−ℓn(θo[k]) ≤
√
nk‖θo[k]−θ‖2
(√
BεC1 −
√
nkC2‖θo[k] − θ‖2
)
≤ BεC21/C2.
We now prove (45). First we note that in view of Lemma 1 of [44] it is
sufficient to show for every k ∈ Kn(M)
P (n)p0
 k∑
j=1
(nj − nθoj )2 > nBε
 ≤ C ε
k
.
By the properties of the categorical random variable
k∑
j=1
E(n)p0 (nj − nθoj )2 = n
k∑
j=1
θoj (1− θoj ) ≤ n.
Using Lemma 8, for k ∈ Kn(M) and Chebyshev’s inequality, if Bε > 1
P (n)p0
 k∑
j=1
(nj − nθoj )2 > nBε
 . 1
k(Bε − 1)2 .
finishing the proof of condition A4 (ii) for sufficiently large choice of Bε.
Next we prove assumption A4 (iii). Let us denote by θ˜[k] the h(., .)-
projection of θ˜ onto Θ(k), for θ˜ satisfying h(p0, pθ˜) ≤ Mεεn. We first show
that there exist C1, C2 > 0 such that
π|k
(
Bk(θ˜, δn,k
√
k/n, h)
)
π|k
(
Bk(θ
o
[k],
√
k/n, h)
) ≤ π|k(Bk(θ˜[k], C1δn,k/√n, ‖.‖2))
π|k
(
Bk(θ
o
[k], C2/
√
n, ‖.‖2)
) .(46)
For k ∈ Kn(M) we have
h(pθ˜[k], pθ
o
[k]
) ≤ h(pθ˜, pθo[k]) ≤ h(pθ˜, p0) + h(p0, pθo[k]) . kn(log n)/n.
Therefore by applying Lemma 6 (with µn = C log n and θ˜ = θ
o
[k]) we get
that θ˜[k],j ≍ k−1, for j = 1, ..., k. Then by applying again Lemma 6 (with
46 ROUSSEAU AND SZABO
µn = C log n and θ˜ = θ˜[k]) we get that on θ ∈ Bk(θ˜[k], 2δn,k
√
k/n, h) ⊃
Bk(θ˜, δn,k
√
k/n, h), θj ≍ k−1, j = 1, ..., k. Therefore as a consequence of
assertion (47)
h(pθ˜[k], pθ) ≍
√
k‖θ˜[k] − θ‖2.
The same argument with µn = 1 gives the preceding display also for θ ∈
Bk(θ
o
[k],
√
k/n, h), leading to (46).
Since π|k is a Dirichlet prior with parameters (α1,k, ..., αk,k) on the k-
dimensional simplex Θ(k) = Sk, with k−ac1 ≤ αj,k ≤ C1, there exists a
constant C > 0 such that
π|k
(
Bk(θ˜[k], C1δn,k/
√
n, ‖.‖2)
)
π|k
(
Bk(θ
o
[k], C2/
√
n, ‖.‖2)
) ≤ CkVol
(
Bk(θ˜[k], C1δn,k/
√
n, ‖.‖2) ∩ Sk
)
Vol
(
Bk(θ
o
[k], C2/
√
n, ‖.‖2) ∩ Sk
) .
Moreover, since θ˜[k] ∈ Θ(k) and since θ˜[k],j & 1/k with 1/
√
n = o(1/k) we can
re-express in a bijective way any θ ∈ Bk(θ˜[k], C1δn,k/
√
n, ‖.‖2)∩Sk as θ˜[k]+u
with u ∈ Rk, ‖u‖2 ≤ C1δn,k/
√
n and 1Tu = 0. Moreover a k dimensional ball
with radius r and centered at 0 intersected with a hyperplane (containing
0) is a k − 1 dimensional ball with the same radius so that
Vol
(
Bk(θ˜[k], C1δn,k/
√
n, ‖.‖2) ∩ Sk
)
= Vol
(
Bk−1(0, C1δn,k/
√
n, ‖.‖2)
)
.
The same argument implies that
Vol
(
Bk(θ
o
[k], C2/
√
n, ‖.‖2) ∩ Sk
)
= Vol
(
Bk−1(0, C2/
√
n, ‖.‖2)
)
and therefore
π|k
(
Bk(θ˜[k], C1δn,k/
√
n, ‖.‖2)
)
π|k
(
Bk(θ
o
[k], C2/
√
n, ‖.‖2)
) ≤ Ck (C1δn,k
C2
)k−1
≤ ek log(δn,k)/2
for δn,k small enough.
Finally we prove A3. By triangle inequality and h2(p0, pθo
[k]
) . ‖p0 −
pθo
[k]
‖22 ≍ b(k) (see Lemma 7 and assertion (48) with θ = θo[k]) we have that
there exists C > 0 such that
Bk(θ0, J1
√
k(log n)/n, h) ⊂ Bk(θo[k], C
√
k(log n)/n, h)
⊂ Bk(θo[k], C3
√
(log n)/n, ‖.‖2).
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Furthermore, in view of Lemma 6 (with µn = log n) we have c/k ≤ |θj| ≤
C/k, j = 1, ..., k, for θ ∈ Bk(θ0, J1
√
k(log n)/n, h). Therefore
π|k
(
Bk(θ0, J1
√
k(log n)/n, h)
)
≤ Γ(
∑
j αj,k)∏
j Γ(αj,k)
(C/k)
∑
j(αj,k−1)Vol
(
Bk−1(0, C2
√
(log n)/n, ‖.‖2)
)
From the assumption αj,k ≤ C we get that in view of Stirling’s approxima-
tion that Γ(
∑
j αj,k)k
−∑j αj,k . eCk. We conclude the proof by noting that
Vol
(
Bk−1(0, C2
√
log2 n/n, ‖.‖2)
)
. e−ck logn and taking M0 large enough.
Lemma 6. Assume that θ˜ ∈ Θ(k) satisfies c0k−1 ≤ θ˜j ≤ C0k−1, j =
1, ..., k, for some 0 < c0 < C0. Then for every θ ∈ Bk(θ˜,
√
µnk/n, h) with
µn ≤ n/(4k2) we have
c20/(2k) ≤ θj ≤ 4C0/k, for every j = 1, ..., k,
k∑
j=1
(θj − θ˜j)2 ≤ 9C0µn
n
.
Proof. First note that
kµn
n
≥ h2(pθ˜, pθ) =
k∑
j=1
(
√
θj −
√
θ˜j)
2 =
k∑
j=1
(θj − θ˜j)2
(
√
θj +
√
θ˜j)2
.(47)
As a consequence for all j,√
θj ≤
√
θ˜j + |
√
θj −
√
θ˜j| ≤
√
C0/
√
k +
√
kµn/
√
n ≤ 2
√
C0/
√
k
and similarly θj ≥ c0/(2k). We get the second statement by combining (47)
with the preceding upper bound.
Lemma 7. For some sufficiently large C > 0 we have
C−1 inf
θ∈Rk
h2(p0, pθ) ≤ ‖p0 − pθo
[k]
‖22 ≤ C inf
θ∈Rk
h2(p0, pθ).
Proof. Note that
‖p0 − pθ‖22 =
∫ 1
0
(p0 − pθ)2(x)dx ≥
∫ 1
0
(
√
p0 −√pθ)2(x)p0(x)dx ≥ c0h2(p0, pθ),
(48)
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where c0 is the lower bound for the density p0. Furthermore, for all k
inf
θ∈Rk
‖p0 − pθ‖22 = ‖p0 − pθo[k]‖
2
2
with θo[k] = (
∫
Ij
p0(x)dx, j ≤ k) ∈ Θ(k) so that b(k) . ‖p0−pθo
[k]
‖22. Moreover,
set ηoj =
∫
Ij
√
p0(x)dx ≍ 1/k, then
h2(p0, pθ) ≥
∑
j
∫
Ij
(
√
p0(x)− kηoj )2dx =
∑
j
∫
Ij
(p0(x)− k2(ηoj )2)2
(
√
p0(x) + kη
o
j )
2
dx
≥ 1
2C0
∑
j
∫
Ij
(p0(x)− k2(ηoj )2)2dx ≥
1
2C0
‖p0 − pθo
[k]
‖22,
hence b(k) ≍ ‖p0 − pθo
[k]
‖22.
Lemma 8. If k ≤ √n then
V (n)p0
 k∑
j=1
(nj − nθoj )2
 . n2
k
.
Proof. The variance term in the statement is equal to
∑
j1,j2≤k
∑
i1,...,i4≤n
E(n)p0
(
2∏
l=1
(1Xil∈Ij1 − θ
o
j1)
4∏
l=3
(1Xil∈Ij2 − θ
o
j2)
)
− n2
k∑
j1,j2=1
θoj1(1− θoj1)θoj2(1− θoj2)
=
∑
j1,j2≤k
θoj1(1− θoj1)θoj2(1− θoj2)
(
n(n− 1)− n2)
+ n
k∑
j=1
E(n)p0
(
(1Xi∈Ij − θoj )4
)
+ 2n(n − 1)
k∑
j=1
(
θoj (1− θoj )
)2
.
n2
k
+ n .
n2
k
.
A.6. Proof of Proposition 5. We need to verify assumptions A1-A4
(with A2 (iiib)). Before that we note that we take d(., .) to be the Hellinger
distance h(., .) and we choose
Θn(k) = {θ ∈ Rk; ‖θ‖2 ≤ Rn(k)}, Rn(k) = C1
√
k(nε2n)
1/q,
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for some large enough C1 > 0 and q given in (23). Define θ
o
[k] to be the
Kullback-Leibler projection of θ0 onto Θ(k), i.e.
θo[k] = arg inf
θ∈Θ(k)
KL(θ0, θ),(49)
which exists and is unique by convexity of θ → KL(θ0, θ). Denote also
θ0,[k] = (θ0,1, ..., θ0,k) and let K¯n ≤ n1/2−ε for an arbitrarily small ε > 0.
Note that since f0 ∈ Sβ0(L) with β0 > 1/2, kn . (n/ log n)1/(2β0+1) ≤ K¯n,
choosing ε small enough. Condition A1 is verified in the proof of Condition
(C) of [41].
The proof of assumption A2 (i) is given in the proof of Proposition A.1,
while for Hellinger tests satisfying A2 (ii) we refer for instance to [21]. To
prove A2 (iiib) we need to construct a covering of
Θ¯n(k) = Θn(k) ∩ {θ, h(f0, fθ) ≥ J0(k)εn}.
Define
Bn,j(k) = Θn(k) ∩ {jεn ≤ ‖θ − θ0‖2 ≤ (j + 1)εn},(50)
with the notation ‖θ − θ0‖22 =
∑k
i=1(θi − θ0,i)2 +
∑∞
i=k+1 θ
2
0,i for θ ∈ Θ(k),
k ≤ K¯n. If θ ∈ Bn,j(k) with j ≤ Jn := J1
√
n/
√
kkn log n and arbitrary
J1 > 0, then ‖θ−θ0‖2 . 1/
√
k and therefore in view of Lemma 9, ‖θ−θ0‖2 ≍
h(f0, fθ). As a consequence condition (12) is satisfied with c(k, j) = cj for
some c > 0 and
logN(c6c(k, j)εn, Bn,j(k), h(., .)) ≤ logN
(
δjεn, Bn,j(k), ‖.‖2
)
≤ Ck = o(j2nε2n),
for some sufficiently small δ > 0 resulting in condition (14), for j ≤ Jn.
For j > Jn define B¯n,Jn+1(k) = ∪j>JnBn,j(k). Since ‖θ− θ0‖2 & 1/
√
k for
θ ∈ B¯n,Jn+1(k), note that in view of assertions (17) and (18) of [41] we have
that
‖θ − θ0‖22 . V (θ0, θ) . h2(fθ, fθ0)
(
k‖θ − θ0‖22 + log2 h(fθ, fθ0)
)
.
Therefore, h(fθ, fθ0) & k
−1/2/ log n and θ ∈ {h(fθ, fθ0) > c(k, Jn + 1)εn}
holds for c(k, Jn+1) = ck
−1/2ε−1n / log n, for some sufficiently small constant
c > 0, hence condition (12) is verified. The entropy condition will follow
from the second assertion of Lemma 9
logN
(
c6c(k, Jn + 1)εn, B¯n,Jn+1(k), h(., .)
)
≤ logN((c6/C)c(k, Jn + 1)εn/√k,Θn(k), ‖.‖2)
≤ k log(CRn(k)
√
kn) ≤ C ′k log n
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for some C ′ > 0. Since nc(k, Jn + 1)2ε2n = c2n/(k log n2) and k ≤ K¯n ≤
n1/2−ε for some ε > 0, we have k log n = o(nc(k, Jn + 1)2ε2n) verifying con-
dition (14), for j = Jn +1. Finally condition (13) is verified, noting that for
all k ≤ K¯n∑
j≤Jn
e−c5c(k,j)
2nε2n/2 + e−c5c(k,Jn+1)
2nε2n/2
≤
∑
j≤Jn
e−c5c
2nj2ε2n/2 + e−c5J
2
0k
−1n/ log2 n ≤ 3e−c5J20kn logn/2,
since kkn(log n)
3 ≤ K¯2n log3 n = o(n).
Next we deal with condition A3. Note that in view of Lemma 9 we
have that h(fθ, fθ0) ≍ ‖θ − θ0‖2 over θ ∈ Bk(θ0, CJ1
√
k log n/n, ‖.‖2) ⊂
Bk(θ0, 1/
√
k, ‖.‖2), for arbitrary C > 0, when n is large enough. Further-
more, recall from the proof of condition A2 (iiib) that the inequality ‖θ −
θ0‖2 > 1/
√
k implies
√
k log n/n≪ h(f0, fθ). Therefore
Bk(θ0, J1
√
k log n/n, h) ⊂ Bk(θ0, CJ1
√
k log n/n, ‖.‖2), k ≤ K¯n
and the proof of condition A3 follows from the proof of Proposition 1 (see
assertion (34) and the argument below).
Then we verify condition A4 (i). From (54) and (51) we have that
E
(n)
f0
log
fθo
[k]
fθ
≍ ‖θ − θo[k]‖22 . h2(fθo[k], fθ) ≤ Ck/n
for some C > 0 and all θ ∈ Bk(θo[k],
√
k/n, h), k ∈ Kn(M). Denote Φ(Y) =
(
∑n
i=1 φj(Yi), j = 1, ..., k)
T . Then we also have in view of (52) and Lemma
10 that
V
(n)
f0
log
fθo
[k]
fθ
≤ 2n
(
Ef0 [(θ − θo[k])TΦ(Y1)]2 + Ef0 [c(θ)− c(θo[k])]2
)
≤ 2(‖fθ0‖∞ + ‖fθo[k]‖∞ + C)‖θ − θo[k]‖22 . k/n
so A4 (i) holds.
Next we verify condition A4 (ii). Let k ∈ Kn(M). By Cauchy-Schwarz
inequality we get that∣∣∣ℓn(θo[k])− ℓn(θ)− nE(n)f0 log fθo[k]fθ
∣∣∣ = ∣∣∣(θo[k] − θ)T (Φ(Y)− E(n)fθ0Φ(Y))∣∣∣
≤ ‖θ − θo[k]‖2‖Φ(Y)−E(n)fθ0Φ(Y)‖2.
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Also note that
E
(n)
f0
‖Φ(Y)− E(n)f0 Φ(Y)‖22 = trVar
(n)
f0
Φ(Y) ≤ kn‖fθ0‖∞
and by Markov’s inequality {‖Φ(Y) − E(n)f0 Φ(Y)‖2 ≤
√
kn‖f0‖∞/ε} holds
with probability greater than 1− ε. Therefore in view of Lemma 11
ℓn(θ)− ℓn(θo[k]) ≤ ‖θ − θo[k]‖2
√
kn‖f0‖∞/ε− nc0‖θ − θo[k]‖22
≤ ‖θ − θo[k]‖2
√
kn
(√
‖f0‖∞
ε
−
√
n‖θ − θo[k]‖2c0√
k
)
≤ k‖f0‖∞
c0ε
,
holds with probability greater than 1− ε.
Finally, to proveA4 (iii), first note that (similarly to the proof of condition
A3) in view of Lemma 9, for k ∈ Kn(M), if θ˜ ∈ Θ(k) satisfies h(fθ˜, fθ0) ≤
(Mε + 1)εn then ‖θ˜ − θ0‖2 . εn and therefore
‖θ˜ − θ0‖1 ≤ ‖θ˜ − θ0,[k]‖1 + ‖θ0 − θ0,[k]‖1 ≤
√
k‖θ˜ − θ0‖2 +O(1) = O(1).
Hence for all θ ∈ Bk(θ˜, δn,k
√
k/n, h) again in view of Lemma 9
h(fθ˜, fθ) ≍ ‖θ˜ − θ‖2.
This is in particularly true for θ˜ = θo[k] and we can bound
π|k
(
Bk(θ˜, δn,k
√
k/n, h)
)
π|k
(
Bk(θ
o
[k],
√
k/n, h)
) ≤ π|k
(
Bk(θ˜, C1δn,k
√
k/n, ‖.‖2
)
π|k
(
Bk(θ
o
[k], C2
√
k/n, ‖.‖2)
) ,
for some positive constants C1, C2. Moreover for all θ ∈ Bk(θ˜, C1δn,k
√
k/n, ‖.‖2)
‖θ‖1 ≤ ‖θ˜‖1 + o(1) ≤ ‖θ˜ − θ0‖1 + ‖θ0‖1 +O(1) ≤ ‖θ0‖1 +O(1) and
Gk1e
−G2
∑k
j=1 |θj |q ≤
∏
j
g(θj) ≤ Gk3 where
k∑
j=1
|θj|q ≤ ‖θ‖q1k(1−q)+ .
We thus obtain that
π|k
(
Bk(θ˜, δn,k
√
k/n, h)
)
π|k
(
Bk(θ
o
[k],
√
k/n, h)
) ≤ ek(2G2‖θ0‖q1+log(G3/G1))Vol(Bk(θ˜, C1δn,k√k/n, ‖.‖2))
Vol
(
Bk(θ
o
[k], C2
√
k/n, ‖.‖2)
)
≤ ek log(δn,k)/2
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as soon as δn,k is small enough.
We finally verify the second statement of Proposition 5. Following Corol-
lary 1 it is sufficient to show that for θ0 ∈ Sβ(L) we have εn . (n/ log n)−β/(1+2β).
Note that in view of (51) in Lemma 9 and Lemma 10
h2(fθ0 , fθo[k]) . e
c1(‖θ0‖1+‖θ0−θo[k]‖1)‖θ0 − θo[k]‖22
. e
c1(‖θ0‖1+‖θ0−θ0,[k]‖1+‖θ0,[k]−θo[k]‖1)(‖θ0 − θ0,[k]‖22 + ‖θ0,[k] − θo[k]‖22)
. k−2β
∞∑
i=k+1
θ20,ii
2β . k−2β.
Hence by choosing k¯n = C(n/ log n)
1/(1+2β) we get that b(k¯n) < k¯n(log n)/n
for sufficiently large C > 0 and therefore kn ≤ k¯n. We conclude the proof
by noting that
εn ≤ 2
√
kn(log n)/n ≤ 2
√
k¯n(log n)/n . (n/ log n)
−β/(1+2β).
A.6.1. Technical Lemmas.
Lemma 9. Over Bk(θ0, c/
√
k, ‖.‖2), where c > 0 is arbitrary and ‖θ0‖1 =
O(1), we have that
h(fθ, fθ0) ≍ ‖θ − θ0‖2.
Furthermore, for any θ, θ′ ∈ Θ(k), ‖θ − θ′‖2 ≤ δ/
√
k, with some sufficiently
small δ > 0 we have
h(fθ, fθ′) ≤ C
√
k‖θ − θ′‖2,
for some universal constant C > 0.
Proof. First we deal with the first statement. We show below that there
exists c˜ > 0 such that for all A > 0, there exists CA > 0 such that for any
θ1, θ2 ∈ ℓ2 ∩ ℓ1 satisfying ‖θ1 − θ2‖2 ≤ A we have
h2(fθ1 , fθ2) ≤ CAec˜(‖θ1‖1+‖θ1−θ2‖1)‖θ1 − θ2‖22,
h2(fθ1 , fθ2) ≥ C−1A e−c˜(‖θ1‖1+‖θ1−θ2‖1)‖θ1 − θ2‖22.
(51)
Then the first statement of the lemma simply follows by noting that for
θ ∈ Bk(θ0, c/
√
k, ‖.‖2)
‖θ − θ0‖1 ≤ ‖θ0‖1 + ‖θ − θ0,[k]‖1 ≤ ‖θ0‖1 +
√
k‖θ − θ0,[k]‖2 = O(1)
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and ‖θ‖1 ≤ ‖θ0‖1+‖θ0−θ‖1, where we use the following (slight abusement)
of our notation ‖θ − θ0‖1 =
∑k
i=1 |θi − θ0,i|+
∑
i>k |θ0,i|.
The lower bound in (51) is given in Lemma F.1 of [47]. For the upper
bound in (51) we use similar computations. Using the inequality |ev− ew| =
ev |1− ew−v| ≤ eve|w−v||w − v| we get that
h2(fθ2 , fθ1) ≤
∫
fθ1e
|(θ2−θ1)TΦ(x)−c(θ2)+c(θ1)|((θ2 − θ1)TΦ(x)− c(θ2) + c(θ1))2dx.
Furthermore note that the following inequalities hold ‖(θ2 − θ1)TΦ(x)‖∞ ≤
‖θ2 − θ1‖1‖Φ(x)‖∞, e|c(θ1)−c(θ2)| ≤ e‖θ1−θ2‖1‖Φ‖∞ , ‖fθ1‖∞ . e‖θ1‖1‖Φ‖∞ and
|c(θ1)− c(θ2)| = log
∫
fθ1(x)e
(θ2−θ1)TΦ(x)dx
. ‖fθ1‖∞‖θ1 − θ2‖2 +O(‖θ1 − θ2‖22),(52)
where the last display follows from the Taylor expansion of the functions
log(1 + x) and ex around zero (see also the first display after (F.2) in [47]).
The proof of the statement concludes by noting that the bases φ1, ..., φk are
orthogonal.
For the second statement of the lemma we note that following from equa-
tion (8) of [41] for ‖θ − θ′‖2 ≤ δ/
√
k (for some sufficiently small δ > 0),
h(fθ, fθ′) ≤ 4‖
k∑
j=1
(θj − θ′j)φj‖2∞ ≤ 4‖θ − θ′‖1 max
j=1,..,k
‖φj‖∞ ≤ C
√
k‖θ − θ′‖2.
Lemma 10. For all c ≤ f ≤ C and all k ≥ 1, the matrices
Γ¯(i, j) = Efφi(X)φj(X), Γ(i, j) = Γ¯(i, j) − Efφi(X)Efφj(X),
satisfy
(53) cIk ≤ Γ ≤ Γ¯ ≤ CIk.
Proof. Let φ˜j = φj − Ef (φj), and recall that 0 < c ≤ f ≤ C and∫
φj = 0. Then we have for all u ∈ Rk,
uTΓu = Ef
(∑
j≤k
ujφ˜j)
2
 ≥ c‖∑
j≤k
ujφ˜j‖22
= c‖u‖22 + c(
k∑
j=1
Ef (φj)uj)
2 ≥ c‖u‖22.
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Similarly
uT Γ¯u = Ef
(∑
j≤k
ujφj)
2
 ≤ C‖u‖22.
Also Γ¯ = Γ + Ef (Φk)Ef (Φk)
T , terminating the proof of (53).
Lemma 11. Let θo[k] be the Kullback-Leibler projection of θ0 onto Θ(k),
given in (49), then θo[k] satisfies
Efθ0 (φj) = Efθo[k]
(φj), ∀j ≤ k, and θo[k] = θ0,[k] + δ
with
‖δ‖22 ≤ C1‖θ0 − θ0,[k]‖22, ‖δ‖1 ≤ C1k
√
(log n)/n
as soon as k ∈ Kn(M), where C1 depends on M , ‖θ0‖1 and ‖θ0‖2. For
θ ∈ Bk(θ0, Cεn, h) with arbitrary C > 0 we have
E
(n)
fθ0
log
fθo
[k]
fθ
≍ ‖θ − θo[k]‖22.(54)
Proof. For convenience we introduce the notations E0 = Efθ0 and Eθ =
Efθ . Then by definition, θ
o
[k] satisfies
(55) 0 =
∂
∫
f0(x) log fθ(x)dx
∂θj
|θ=θo
[k]
= −E0(φj) + Eθo
[k]
(φj).
Write θo[k] = θ0,[k] + δ with θ0,[k] = (θ0,1, ..., θ0,k) where δ ∈ Rk and ∆(x) =∑
j≤k δjφj(x). We have
(56) h2(fθ0 , fθo[k]) ≤ KL(θ0, θ
o
[k]) ≤ KL(θ0, θ0,[k])
and using a Taylor expansion of ex followed by a Taylor expansion of log(1+
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x), combined with Lemma 10, we obtain that
KL(θ0,θ0,[k]) =
∞∑
j=k+1
θ0,jE0(φj)− logE0
(
e
∑
j>k θ0,jφj
)
=
∞∑
j=k+1
θ0,jE0(φj)− log
(
1 +
∞∑
j=k+1
θ0,jE0(φj) +
(
∑∞
j=k+1 θ0,jE0(φj))
2
2
+ o(
∞∑
j=k+1
θ20,j)
)
=
∑∞
j,j′=k+1 θ0,jθ0,j′E0(φj)E0(φj′)
2
+ o(‖θ0 − θ0,[k]‖22)
≍ ‖θ0 − θ0,[k]‖22 ≍ h2(fθ0 , fθ0,[k]) . ε2n.
Moreover using Lemma 3.1 of [41]
h2(fθ0 , fθo[k]) & ‖θ0 − θ
o
[k]‖22(log n)−2
so that
‖θ0 − θo[k]‖22 . ε2n(log n)2 = o(1/kn), ‖θ0,[k] − θo[k]‖1 ≤
√
kεn log n = o(1).
We can then work similarly toKL(θ0, θ0,[k]): let Γ¯0,k(i, j) = E0(φ˜i(X)φ˜j(X)),
i, j ≤ k.
KL(θ0,θ
o
[k]) =
∞∑
j=0
(θo[k],j − θ0,j)E0(φj)− logE0
(
e
∑∞
j=0(θ
o
[k],j
−θ0,j)φj
)
≍ ‖θ0 − θo[k]‖22.
Hence
‖θ0 − θo[k]‖22 . KL(θ0, θo[k]) ≤ KL(θ0, θ0,[k]) . ‖θ0 − θ0,[k]‖22 ≤ ‖θ0 − θo[k]‖22
so that
‖θ0 − θo[k]‖22 ≍ ‖θ0 − θ0,[k]‖22.
Using
‖θ0 − θo[k]‖22 = ‖θ0 − θ0,[k]‖22 + ‖θo[k] − θ0,[k]‖22
we obtain that
‖δ‖22 = ‖θo[k] − θ0,[k]‖22 . ‖θ0 − θ0,[k]‖22 . ε2n
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which in turn implies that
‖δ‖1 ≤
√
k‖δ‖2 .
√
kεn . k
√
(log n)/n.
We show below that
sup
θ∈Θn(k)∩Bk(θ0,Cεn,h)
‖θ − θo[k]‖2 . εn(57)
and as a consequence we have ‖θ− θo[k]‖1 ≤
√
k‖θ− θo[k]‖2 = o(1). Next note
that∫
eθ
TΦk(x)dx∫
e
(θo
[k]
)TΦk(x)dx
=
∫
e
(θ−θo
[k]
)TΦk(x)e
(θo
[k]
)TΦk(x)dx∫
e
(θo
[k]
)TΦk(x)dx
= Efθo
[k]
(e
(θ−θo
[k]
)TΦk(Y1))
and by Taylor series expansion of e
(θ−θo
[k]
)TΦk(Y1) around zero
Efθo
[k]
e
(θ−θo
[k]
)TΦk(Y1) =1 + E
(n)
fθo
[k]
(θ − θo[k])TΦk(Y1)
+
(θ − θo[k])TEfθo
[k]
Φk(Y1)Φk(Y1)
T (θ − θo[k])
2
+O(‖θ − θo[k]‖1‖θ − θo[k]‖22).
Since log(1 + x) = x− x2/2 +O(x3) for small x > 0 we get
logEfθo
[k]
e
(θ−θo
[k]
)TΦk(Y1) = Efθo
[k]
(θ − θo[k])TΦk(Y1)
+
(θ − θo[k])TEfθo
[k]
Φk(Y1)Φk(Y1)
T (θ − θo[k])
2
−
(
Efθo
[k]
(θ − θo[k])TΦk(Y1)
)2
2
+ o(‖θ − θo[k]‖22).
This leads to
Efθ0 log
fθo
[k]
fθ
= (θo[k] − θ)TEfθ0 (Φk(Y1)) + logEfθo[k] (e
(θ−θo
[k]
)TΦk(Y1))
=
(θ − θo[k])TCovfθo
[k]
(Φk(Y1))(θ − θo[k])
2
+ o(‖θ − θo[k]‖22)
≍ ‖θ − θo[k]‖22,
by Lemma 10, concluding the proof of assertion (54).
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To finish the proof of the lemma it remains to verify (57). We have seen
that ‖θo[k] − θ0,[k]‖2 ≤ C‖θ0,[k] − θ0‖2, therefore for any θ ∈ Θ(k)
‖θ − θo[k]‖2 ≤ ‖θ0,[k] − θo[k]‖2 + ‖θ − θ0,[k]‖2 ≤ (1 + C)‖θ − θ0‖2.
Combined with h(fθ0 , fθ) ≍ ‖θ − θ0‖2 (see Lemma 9) this concludes the
proof of (57) and as a consequence the lemma.
A.7. Proof of Proposition 6. As a first step we introduce the follow-
ing notations which will be used throughout the whole proof. Let θ0,[k] =
(θ0,1, ..., θ0,k) and θ
o
[k] = argminθ∈Θ(k)KL(θ0, θ) denote the Kullback-Leibler
projection of θ0 onto Θ(k). The corresponding binary regression function is
given as
qθo
[k]
(x) := µ(fθo
[k]
)(x) =
e
(θo
[k]
)TΦk(x)
1 + e
(θo
[k]
)TΦk(x)
.
For notational convenience we also introduce the abbreviations qoi = qθo[k](xi),
qi = µ(fθ)(xi), q0,i = µ(fθ0)(xi), and q0[k],i = µ(fθ0,[k])(xi). Finally by
slightly abusing our notations we write
h2n(θ, θ˜) = n
−1
n∑
i=1
(√
qθ(xi)−
√
qθ˜(xi)
)2
+
(√
1− qθ(xi)−
√
1− qθ˜(xi)
)2
for the empirical Hellinger distance and d2n(θ, θ0) = n
−1∑n
i=1(fθ(xi) −
fθ0(xi))
2 for the empirical L2-norm. Similarly to the preceding sections we
use the shorthand notation εn = εn(kn). Then the proof of the first assertion
consists of verifying the conditions of Theorem 1 and 2.
First we deal with condition A1. Note that in view of Lemma 3.2 of
[58] (with G(x) = n−1
∑n
i=1 1x≤xi and uniformly bounded S in case of the
logistic link function)
KL(θ0, θ) . d
2
n(θ, θ0), V (θ0, θ) . d
2
n(θ, θ0).
Furthermore, by the mean value theorem, for all θ, θ′ ∈ Θ¯
(58) hn(θ, θ
′)2 = n−1
n∑
i=1
(fθ(xi)− fθ′(xi))2 µ
′(f¯(xi))2
4µ(f¯(xi))
(
1− µ(f¯(xi))
) ,
for some f¯(xi) ∈ [fθ(xi), fθ′(xi)]. In view of Lemma 12 we have over θ ∈
Bk(θ0, Cεn, hn), k ≤ K¯n = o(n1/2) that ‖fθ‖∞ = O(1) and as a consequence
(in view of (58))
dn(θ, θ0) ≍ hn(θ, θ0).(59)
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This holds in particular for k = kn as well. Therefore there exist large enough
constants c3, c4 > 0 such that
{θ : KL(θ0, θ) ≤ c3ε2n, V (θ0, θ) ≤ c4ε2n} ⊃ Bkn(θ0, εn, hn).
Taking any θ˜ ∈ Θ(k) satisfying h2n(θ˜, θ0) ≤ b(k) + k(log n)/(4n) and |θ˜j| =
O(1) we get that
Bkn(θ0, εn, hn) ⊃ Bkn(θ˜, 0.5
√
kn(log n)/n, hn)
⊃ Bkn(θ˜, c
√
kn(log n)/n, dn) ⊃ Bkn(θ˜, C
√
kn(log n)/n, ‖.‖2),
for some constants c, C > 0, where the last line follows from condition (20)
in [46], i.e. for all k ≤ Kn and θ, θ¯ ∈ Θ(k),
d2n(θ, θ¯) = n
−1(θ − θ¯)TΦTkΦk(θ − θ¯) ≍ ‖θ − θ¯‖22.(60)
The proof of condition A1 concludes by applying Lemma 5.
Next let us consider the sieves
Θn(k) = {θ ∈ Rk; ‖θ‖2 ≤ Rn}, Rn = C1
√
k(nε2n)
1/q,
for some large enough constant C1 and q given in (23). Condition A2 (i)
follows from Lemma 5. Since the function x 7→ µ′(x)2/[µ(x)(1 − µ(x))] is
uniformly bounded from above, in view of (58) and (60) the Hellinger metric
is bounded by (a multiple of) the ℓ2 distance. Let u > J1
√
k(log n)/n, the
covering number of Θn(k) by ℓ2-balls of radius c6u is bounded from above
by a term of order exp (Ck(log n− log u)) so the local entropy is bounded by
C˜k log n and since nu2 > J21k log n, choosing J1 large enough (J
2
1 ≥ 2C˜/c5
is large enough), for all k, the entropy condition A2 (iii) also holds. The
testing condition A2 (ii) follows for instance from Corollary 4 on page 149
in [5] or Lemma 2 in [29].
Next we deal with assumption A3. In view of (59) and (60)
π|k
(
Bk(θ0, J1
√
k(log n)/n, hn)
) ≤ π|k(Bk(θ0, C√k(log n)/n, ‖.‖2))
≤ ckmaxVol
(
Bk(θ0, C
√
k(log n)/n, ‖.‖2)
)
≤ e−c′k logn ≤ e−(c′/2)M0nε2n
and the condition follows by large enough choice of M0.
Condition A4 (ii) is verified in Lemma 13. To prove condition A4 (iii), we
use Lemma 12 and Lemma 14, so that suphn(θ,θ0)≤(Mε+1)εn ‖fθ‖∞ ≤ C and
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‖fθo
[k]
‖∞ ≤ C, respectively. Therefore by combining (58) and (60), there exist
constants c, C > 0 such that for all θ ∈ Θ(k) satisfying hn(θ, θ0) ≤ (Mε+1)εn
π|k
(
Bk(θ, δn,k
√
k/n, hn)
)
π|k
(
Bk(θ
o
[k],
√
k/n, hn)
) ≤ π|k(Bk(θ,Cδn,k√k/n, ‖.‖2))
π|k
(
Bk(θ
o
[k], c
√
k/n, ‖.‖2)
) .
We conclude that condition A4 (iii) holds, following the same lines of rea-
soning as in the proof of Proposition 1 (below assertion (36)).
Finally we deal with condition A4 (i). Note that for all k ∈ Kn(M)
p
(n)
θ0
log
p
(n)
θo
[k]
p
(n)
θ
=
n∑
i=1
q0,i
[
(θo[k] − θ)TΦk(xi) + log(1 + eθ
TΦk(xi))− log(1 + e(θo[k])TΦk(xi))
]
+
n∑
i=1
(1− q0,i)
[
log(1 + eθ
TΦk(xi))− log(1 + e(θo[k])TΦk(xi))
]
=
n∑
i=1
(
q0,i − qoi
)
(θo[k] − θ)TΦk(xi) +O
(∑
i
(
(θo[k] − θ)TΦk(xi)
)2)
= O
(
n∑
i=1
(
(θo[k] − θ)TΦk(xi)
)2)
= O(n‖θo[k] − θ‖22),
(61)
where in the second line we used the Taylor expansions of f(θ) = log(1 +
eθ
TΦk(xi)) around θo[k], while the third line follows from Lemma 14 and asser-
tion (60). Also note that for θ ∈ Θ(k), k ∈ Kn(M) satisfying hn(θo[k], θ) . εn
we get by triangle inequality and assertion (70) that
hn(θ, θ0) ≤ hn(θo[k], θ) + hn(θo[k], θ0) . εn + n−β0/(1+2β0)
and therefore in view of Lemma 12, ‖fθ‖∞ = O(1) so the right hand side of
display (61) is of order O(nh2n(θ
o
[k], θ)). Similarly we obtain
p
(n)
θ0
log2
p(n)θo[k]
p
(n)
θ
 . n‖θo[k] − θ‖22 = O(nh2n(θo[k], θ))
providing us A4 (i).
Next we show that the posterior mean qˆn = Eπ(.|Y)(µ(fθ)) satisfies con-
dition A0. By convexity and boundedness of h2n
h2n(qˆn, q0) ≤ Eπ(.|Y)
(
h2n(θ, θ0)
) ≤ Cε2n + 2π (h2n(θ, θ0) > Cε2n|Y) . ε2n,
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where Eπ(.|Y) denotes the expectation with respect to the posterior, as soon
as ε2n & (nε
2
n)
−1, see (76).
It remains to show the second statement of the proposition. Again as a
consequence of Corollary 1 it is sufficient to verify that εn . (n/ log n)
−β/(1+2β),
which follows automatically from the computations in Remark 15, where the
bound kn . (n/ log n)
1/(1+2β) was derived.
Lemma 12. Let θ0 ∈ Sβ0(L0) for some β0 > 1/2, L0 > 0, θ ∈ Θ(k)
for k = o
(
(n/ log n)
2β0
1+2β0
)
satisfying hn(θ0, θ) ≤ C(n/ log n)−
β0
1+2β0 , then
‖fθ‖∞ = O(1).
Proof. Assume that maxi |fθ(xi)| > L and split {1, ..., n} into I1 = {i :
|fθ(xi)| ≤ L}, I2 = {i : fθ(xi) > L} and I3 = {i : fθ(xi) < −L}. Then
we have for all i ∈ I2 and l ∈ N that µ(fθ(xi)) ≥ (1 + δ)µ(fθ0,[l](xi)) for
some δ > 0 fixed, by choosing L large enough. Similarly for all i ∈ I3,
1−µ(fθ(xi)) ≥ (1+ δ)(1−µ(fθ0,[l] (xi))). Therefore we can conclude that for
all i ∈ I2 ∪ I3,
h2b
(
µ(fθ(xi)), µ(fθ0,[l](xi))
) ≥ δ2[(1− µ(fθ0,[l](xi))) ∨ µ(fθ0,[l](xi))],
following from the inequality (
√
1 + δ − 1)2 ≥ δ2/4, for all sufficiently small
δ > 0.
Furthermore, note that for every θ ∈ Θ(k)
‖fθ‖∞ ≤ max
j=1,...,k
‖φj‖∞‖θ‖1.(62)
Then (58) combined with the preceding display implies in particular that
for all L > 0 there exist c, C > 0 such that if ‖θ‖1 ≤ L, ‖θ′‖1 ≤ L, then
(63) cdn(θ, θ
′) ≤ hn(θ, θ′) ≤ Cdn(θ, θ′).
Hence, in view of assumption (20) of [46] if θ, θ′ ∈ Θ(k) with k ≤ Kn, then
(63) remains valid with ‖θ − θ′‖2 replacing dn(θ, θ′).
Let k∗n = mn(n/ log n)
2β0
1+2β0 , for some mn = o(1), and note that (62) with
θ = θ0,[k∗n] implies that ‖fθ0,[k∗n]‖∞ ≤ C, which in case of |fθ(xi)| ≤ L results
in h2b(qθ(xi), qθ0,[k∗n]
(xi)) ≥ c(fθ(xi)−fθ0,[k∗n](xi))
2, for some sufficiently small
c > 0. By slightly abusing our notation we write θ ∈ Θ(k) in the form θ =
(θ1, ..., θk, 0, ..., 0) ∈ Rk∗n . Then the preceding argument implies in particular
that
nh2n(θ, θ0,[k∗n]) ≥ c
∑
i∈I1
(fθ(xi)− fθ0,[k∗n](xi))
2 + cδ2
∑
i∈I2∪I3
q0[k∗n],i ∨ (1− q0[k∗n],i)
& (θ − θ0,[k∗n])TΦTI1ΦI1(θ − θ0,[k∗n]) + |I2 ∪ I3|
(64)
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where in the second inequality the matrix ΦI1 ∈ R|I1|×k
∗
n is defined by its
rows (φ1(xi), ..., φk∗n (xi)), i ∈ I1.
We show below that
ΦTI1ΦI1
n
≍ Id.(65)
Then in view of (37)
hn(θ0, θ0,[k∗n]) . dn(θ0, θ0,[k∗n]) . (k
∗
n)
−β0
which together with (65) and (64) results in
‖θ − θ0,[k∗n]‖22 .
1
n
(θ − θ0,[k∗n])TΦTI1ΦI1(θ − θ0,[k∗n])
. h2n(θ, θ0,[k∗n]) . h
2
n(θ, θ0) + h
2
n(θ0, θ0,[k∗n])
. (n/ log n)
− 2β0
1+2β0 + (k∗n)
−2β0 .
This implies in particular that ‖θ − θ0,[k∗n]‖1 .
√
k∗n(n/ log n)−β0/(2β0+1) +
(k∗n)−β0+1/2 = o(1). Hence in view of (62), ‖fθ‖∞ ≤ ‖fθ0‖∞ + o(1).
It remains to prove (65). First note that
ΦTI1ΦI1 = Φ
T
k∗n
Φk∗n − ΦTIc1ΦIc1 .
For all j1, j2 ∈ {1, ..., k∗n}, take θ˜ ∈ Θ(k), k ≤ k∗n, such that h2n(θ˜, θ0) ≤
infθ∈Θ(k) h2n(θ, θ0) + (n/ log n)−2β0/(2β0+1), then in view of (64)
|(ΦTIc1ΦIc1)(j1, j2)| ≤ maxj ‖φj‖
2
∞|I2 ∪ I3| . nh2n(θ˜, θ0,[k∗n])
. nb(k) + (n/ log n)−2β0/(2β0+1)n+ nh2n(θ0, θ0,[k∗n])
. nk−2β0 + (n/ log n)−2β0/(2β0+1)n = o(n/k),
where in the last inequality we used that (37) implies b(k) . k−2β . Dividing
both sides with n concludes the proof of the lemma.
Lemma 13. In the classification model (26) for all M > 0 there exists a
B > 0 such that
P
(n)
θ0
(
sup
k∈Kn(M)
sup
θ∈Θn(k)∩Bk(θ0,Mεn,hn)
ℓn(θ)− ℓn(θo[k])−Bk > 0
)
= o(1).
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Proof. First of all note that in view of Lemma 12, for θ ∈ Bk(θ0,Mεn, hn),
k ∈ Kn(M) we have supi |fθ(xi)| = O(1). Note that as a direct conse-
quence there exists 0 < c < C < 1 such that c < infi qi ≤ supi qi < C.
Furthermore following from the mean value theorem there exists f¯(xi) ∈
[fθ(xi), fθo
[k]
(xi)], i = 1, 2, ..., n such that |f¯(xi)| ≤ C and
(
log qi − log qoi
)
=
µ′(f¯(xi))
µ(f¯(xi))
(
fθ(xi)− fθo
[k]
(xi)
)
.(66)
The difference of the log-likelihood functions ℓn(θ)− ℓn(θo[k]) can be written
as
n∑
i=1
(
log qi − log qoi
)
yi +
n∑
i=1
(
log(1− qi)− log(1− qoi )
)
(1− yi)
=
n∑
i=1
(
log qi − log qoi
)
(yi − q0,i) +
n∑
i=1
(
log qi − log qoi
)
(q0,i − qoi )
+
n∑
i=1
qoi
(
log qi − log qoi
)
+
n∑
i=1
(
log(1− qi)− log(1− qoi )
)
(qoi − q0,i)
+
n∑
i=1
(
log(1 − qi)− log(1− qoi )
)
(q0,i − yi)
+
n∑
i=1
(
log(1 − qi)− log(1− qoi )
)
(1− qoi )
= A+ B + C +D + E + F .
(67)
We deal with the six terms on the right hand side separately.
First of all note that in view of Lemma 14
B +D =
n∑
i=1
(qoi − q0,i)
(
log
qoi
1− qoi
− log qi
1− qi
)
=
n∑
i=1
(qoi − q0,i)(θo[k] − θ)TΦk(xi) = 0.
Next note that by Taylor expansion
log qi = log q
o
i +
qi − qoi
qoi
− (qi − q
o
i )
2
2q¯i
, for some q¯i ∈ [qi, qoi ] ∪ [qoi , qi],
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and as a consequence
C =
n∑
i=1
(qi − qoi )−
n∑
i=1
(qi − qoi )2
qoi
2q¯i
≤
n∑
i=1
(qi − qoi )−
qoi
2
n∑
i=1
(qi − qoi )2.
By similar arguments one can also derive that F ≤ −∑ni=1(qi − qoi ) −
1−qoi
2
∑n
i=1(qi − qoi )2 and therefore C + F ≤ −
∑n
i=1(qi − qoi )2/2. Since both
‖fθ‖∞ = O(1) and ‖fθo
[k]
‖∞ = O(1) by the mean value theorem there exist
a constant c > 0 such that
∑n
i=1(qi − qoi )2 ≥ cnd2n(θ, θo[k]) which is further
bounded from below by a multiple of n‖θ− θo[k]‖22 in view of (33). Therefore
we can conclude that C + F . −n‖θ − θo[k]‖22.
Following from (66) and Cauchy-Schwarz the term A is bounded by
sup
k∈Kn(M)
∣∣∣ n∑
i=1
µ′(f¯(xi))
µ(f¯(xi))
(
fθ(xi)− fθo
[k]
(xi)
)(
yi − q0,i
)∣∣∣
= sup
k∈Kn(M)
∣∣∣ k∑
j=1
n∑
i=1
µ′(f¯(xi))
µ(f¯(xi))
(
θj − θo[k],j
)
φj(xi)
(
yi − q0,i
)∣∣∣
≤ sup
k∈Kn(M)
( k∑
j=1
(θj − θo[k],j)2
)1/2
× sup
k∈Kn(M)
( k∑
j=1
[ n∑
i=1
µ′(f¯(xi))
µ(f¯(xi))
φj(xi)
(
yi − q0,i
)]2)1/2
.(68)
Note that the second term on the right hand side of (68) is increasing in k,
hence over Kn(M) it takes its maximum at 2M2kn, see Lemma 1 in [44].
Also note that the centered independent random variables
(
yi − q0,i
)
have
bounded second moments, so
Eθ0
[ n∑
i=1
µ′(f¯(xi))
µ(f¯(xi))
φj(xi)
(
yi − q0,i
)]2 ≤ n∑
i=1
µ′(f¯(xi))2
µ(f¯(xi))2
φ2j (xi)Eθ0
(
yi − q0,i
)2
. n.
Then by Markov’s inequality we get that for every ε > 0 there exists a
large enough constant Cε such that the second term on the right hand side
of (68) is with Pθ0-probability larger than 1 − ε bounded from above by
Cε
√
nkn. We conclude that the term A is bounded from above by a large
enough constant times
√
nkn‖θ−θo[k]‖2 with Pθ0-probability larger than 1−ε.
Similar arguments lead to the same upper bound for the term E .
Therefore by putting together all the preceding upper bounds the right
hand side of (67) is bounded from above with Pθ0 -probability at least 1−2ε
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by a multiple of√
nkn‖θ − θo[k]‖2 − cn‖θ − θo[k]‖22 .
√
n‖θ − θo[k]‖2(
√
kn − c
√
n‖θ − θo[k]‖2) . kn,
finishing the proof of the lemma.
Lemma 14. If θ0 ∈ Sβ0(M0) for some M0 > 0 and β0 > 1/2, then θo[k]
(and the corresponding qoi = qθo[k](xi)), k ∈ Kn(M) satisfies
(69)
n∑
i=1
(q0,i − qoi )φj(xi) = 0, for all j = 1, ..., k.
Furthermore, if Kn ≫ n
1
2(β0−1/2) then for all k ≤ Kn we have ‖fθo
[k]
‖∞ =
O(1).
Proof of Lemma 14. Equation (69) is a direct consequence of the def-
inition of θo[k].
Note that
h2n(θ
o
[k], θ0) ≤ KL(θ0, θo[k]) ≤ KL(θ0, θ0,[k]) . d2n(θ0, θ0,[k]).(70)
We have also that
dn(θ0, θ0,[k]) ≤ dn(θ0,[Kn], θ0,[k]) + dn(θ0,[Kn], θ0) . ‖θ0,[Kn] − θ0,[k]‖2 +K−(β−1/2)n
. k−β +K−(β−1/2)n = O((n/ log n)
−β0/(2β0+1))
since ‖θ0‖1 < +∞ and k ∈ Kn(M). Thus hn(θo[k], θ0) ≤ (n/ log n)−β0/(2β0+1)
and applying Lemma 12 with k . kn . (n/ log n)
1/(2β0+1) = o((n/ log n)2β0/(2β0+1))
we obtain that
‖fθo
[k]
‖∞ = O(1).
APPENDIX B: PROOFS OF THE REMAINING RESULTS
B.1. Proof of Lemma 2. Let mn(k) =
∫
Θ(k) e
ℓn(θ)−ℓn(θ0)π|k(dθ) and
εn = εn(kn), then we have
πk(k|Y) = πk(k)mn(k)∑
k′ πk(k
′)mn(k′)
.
Next we give bounds for the marginal likelihood function, starting with a
lower bound for mn(kn).
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Recall from the proof of Lemma 5.1 that
Ωn,0 =
{
mn(kn) > e
−(c3+c4+1)nε2n
}
(71)
satisfies P
(n)
θ0
(Ωcn,0) ≤ (kn log n)−r/2 = o(1). Let D = c2+ c3+ c4+3/2, then
we show below that in view of condition A3 (with γ = 5/2) and A2 () with
K¯n = Akn log n and A = (c2 + 2c3 + 2c4 + 3)/c1,
(72) P
(n)
θ0
(∫
Θ(k)
eℓn(θ)−ℓn(θ0)dπ|k(θ) > e−Dnε
2
n
)
. e−cnε
2
n
for all k ≤ Akn log n, k /∈ Kn(M) (with some large enough choice of M ,
for instance M2 ≥ 2M0 ∨ 2c−15 (D + 1/2)/(J1 ∧ 1) is sufficiently large), and
some c > 0. Furthermore, let us introduce the notations Ωn(k) = {mn(k) ≤
e−Dnε
2
n} and
Ωn = Ωn,0 ∩k<Akn logn;k/∈Kn(M) Ωn(k).
Then P
(n)
θ0
(Ωcn) = o(1) since kn log n = o(e
cnε2n) for any c > 0 and on Ωn
πk({k < Akn log n} ∩ Kn(M)c|Y) ≤
∑
k<Akn logn
1k/∈Kn(M)
e−Dnε2nπk(k)
πk(kn)mn(kn)
. e−Dnε
2
n+(c3+c4+1)nε
2
n+c2kn logn
≤ e−(D−c2−c3−c4−1)kn logn
≤ e−(kn/2) logn = o(1).
For k ≥ Akn log n we also obtain that
E
(n)
θ0
πk(k ≥ Akn log n|Y)
≤ e(c2+2c3+2c4+2)kn lognE(n)θ0
 ∑
k≥Akn logn
πk(k)mn(k)
 + P (n)θ0 (Ωcn,0)
. πk(k ≥ Akn log n)e(c2+2c3+2c4+2)kn logn + o(1)
. e−(c1A−c2−2c3−2c4−2)kn logn + o(1) = o(1).
It remains to verify (72) for all k /∈ Kn(M), k ≤ Akn log n. If b(k) >
k(log n)/n we have for all θ ∈ Θ(k) that d2(θ0, θ) ≥ b(k) > k(log n)/n,
hence d2(θ0, θ) > ε
2
n(k)/2 ≥M2ε2n/2. If b(k) ≤ k(log n)/n then k ≥ nε
2
n(k)
2 logn ≥
M2nε2n
2 logn ≥ M
2kn
2 . Hence, for all k /∈ Kn(M) such that b(k) > k(log n)/n we
have
(73) Θn(k) ∩Bk(θ0,M2ε2n/2, d) = ∅
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and for all k /∈ Kn(M) such that b(k) ≤ k(log n)/n we use assumption A3,
choosing γ = 2 and M2 > 2M0.
Then by slightly abusing our notation, consider slices Θj(k) = {jεn ≤
d(θ0, θ) ≤ (j + 1)εn}, j ≥ J0(k) of Θ(k), where J0(k) = M/
√
2 if b(k) >
k(log n)/n and J0(k) = J1
√
k(log n)/nε−1n if b(k) ≤ k(log n)/n (note that
J0(k) ≥ J0 for lage enough choice of M). Let us consider a minimum cover
of the slice Θj(k) with c6jεn-radius d-balls and denote by {θji, i ≤ Nn,j(k)}
a collection of the centers of such balls. Next for each θji consider the indi-
vidual test φn(j, i) defined in assumption A2 (ii) satisfying
E
(n)
θ0
(φn(j, i)) ≤ e−c5nj2ε2n ,
sup
d(θji,θ)≤c6jεn
E
(n)
θ (1− φn(j, i)) ≤ e−c5nj
2ε2n ,
j ≥ J0(k) and construct φn(k) = maxj≥J0(k)maxi∈{1,...,Nn,j(k)} φn(j, i). As-
sumption A2 (iii) implies that logNn,j(k) ≤ c5j2nε2n/2 for k /∈ Kn(M),
k ≤ Akn log n and for all j ≥ J0(k). Therefore
E
(n)
θ0
(φn(k)) ≤
∑
j≥J0(k)
e−c5nj
2ε2n/2 ≤ 2e−c5J0(k)2nε2n/2,
sup
θ∈Θn(k)∩Bck(θ0,J0(k)εn,d)
E
(n)
θ (1− φn(k)) ≤ e−c5J0(k)
2nε2n .
We have for all b(k) > k(log n)/n with k /∈ Kn(M), J0(k)2nε2n = M2nε2n/2
and if b(k) ≤ k(log n)/n
J0(k)
2nε2n = J
2
1k log n ≥
J21nε
2
n(k)
2
≥ J
2
1M
2nε2n
2
so that for all k /∈ Kn(M) by choosing M2 ≥ 2c−15 (D + 1/2)/(J21 ∧ 1) we
have c5J0(k)
2 ≥ D+1/2. Hence by applying Markov’s inequality and using
assumption A2 (i)
P
(n)
θ0
(∫
Θ(k)
eℓn(θ)−ℓn(θ0)π|k(dθ) > e−Dnε
2
n
)
≤ E(n)θ0 (φn(k)) + eDnε
2
nπ|k
(
Θn(k) ∩Bk(θ0, J0(k)εn, d)
)
+
+ eDnε
2
nπ|k (Θn(k)c) + eDnε
2
n
∫
Θn(k)∩Bck(θ0,J0(k)εn,d)
E
(n)
θ (1− φn(k))π|k(dθ)
. e−nε
2
n/2.
(74)
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This terminates the proof of Lemma 2.
We note that the above computations actually imply that
(75) sup
θ0∈Θ¯
E
(n)
θ0
(
πk(k /∈ Kn(M)|Y)
)
. 1/(nε2n).
B.2. Proof of Lemma 3. In view of Lemma 2
E
(n)
θ0
π
(
d(θ, θ0) > M¯εn|Y
)
≤ E(n)θ0 π
({d(θ, θ0) > M¯εn} ∩ {k ∈ Kn(M)}|Y) + ε/2,
for sufficiently large M > 0 uniformly over Θ¯, where we use again the ab-
breviation εn = εn(kn).
As in the proof of Lemma 2 define the tests φn(j, i) with j ≥ M¯ ,
φn = max
k∈Kn(M)
max
j≥M¯
max
i≤Nn,j(k)
φn(j, i), Nn,j(k) ≤ exp(c5nj2ε2n/2).
We have, in view of Lemma 1, that k ≤ 2M2kn for every k ∈ Kn(M) hence
in view of condition A2 (ii)
E
(n)
θ0
(φn) ≤
∑
k∈Kn(M)
∑
j≥M¯
e−c5nj
2ε2n/2 ≤ 4M2kn exp
{−c5nM¯2ε2n
2
}
and for θ /∈ Bk(θ0, M¯εn, d) with k ∈ Kn(M)
E
(n)
θ (1− φn) ≤ exp
{
− c5nM¯2ε2n
}
.
Then, in view of the above assertions together with (71)
E
(n)
θ0
(
π(d(θ, θ0) > M¯εn|Y)
) ≤ P (n)θ0 (Ωcn,0) + E(n)θ0 (φn) + ε/2
+ exp
{− (c5M¯2 − c2 − c3 − c4 − 1)nε2n}
which is bounded from above by ε for a sufficiently large choice of M¯ .
Here we also note that the above computations in view of (75) actually
imply
sup
θ0∈Θ¯
E
(n)
θ0
(
π (d(θ, θ0) ≥ Cεεn|Y)
) ≤ C/(nε2n),(76)
for some sufficiently large constant C > 0.
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B.3. Proof of Theorem 2. First we show that for large enoughM > 0
P
(n)
θ0
(kˆn /∈ Kn(M)) ≤ ε.(77)
In view of (74), with D replaced by c2+ c3+ c4+3/2+H using assumption
A3 with γ = H + 5/2
P
(n)
θ0
(
sup
k/∈Kn(M),k≤K¯n
mn(k) > e
−(c2+c3+c4+3/2+H)nε2n
)
. K¯ne
−(H+1/2)nε2n
≤ nHe−(H+1/2)kn logn
where the right hand side tends to zero for kn ≥ 1. Furthermore, in view of
(71) we get that
P
(n)
θ0
(
sup
k/∈Kn(M)
mn(k) > mn(kn)
)
= o(1)
leading to (77).
Next by using the notation (28) and following from (32) and (77) we have
with P
(n)
θ0
-probability at least 1− ε
π|kˆn
(
{d(θ, θˆn) ≤ ρnεn} ∩Θn|Y
)
≤
∑
k∈Kn(M)
πn,k ≤ Ckne−c′kn log δ
−1
ε ≤ ε,
for sufficiently small choice of δε > 0. Then the proof of the first statement
automatically follows from the proof of Theorem 1. The proof of the second
statement follows by similar lines of reasoning as above combined with the
proof of Lemma 3.
B.4. Proof of Lemma 1. Note that if k ∈ Kn(M), then
b(k) +
k log n
n
≤M2
(
b(kn) +
kn log n
n
)
≤ 2M2 kn log n
n
,
so that k ≤ 2M2kn verifying the first statement of the lemma.
Now assume that θ0 ∈ Θ0,n(R0, k0, τ) and that kn > 2Rm+10 ∨ Rm0 k0A0.
Then first note that for all δ > 0 and all δkn ≤ k < kn then
b(k) >
k log n
n
≥ δkn log n
n
≥ δε
2
n(kn)
2
,
and for all k0 ≤ k ≤ R−m0 (kn − 1) we have b(Rm0 k) ≤ τmb(k).
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Let us distinguish three cases R−m−10 (kn − 1) − 1 ≤ k ≤ R−m0 (kn − 1),
k0 ≤ k < R−m−10 (kn − 1) − 1 and k < k0 and we show that in each case
k /∈ Kn(M).
If k ≥ R−m−10 (kn − 1)− 1 then
Rm0 k ≥ (kn − 1)/R0 −Rm0 ≥
kn − 1
2R0
≥ kn
4R0
so that
b(Rm0 k) ≥
kn log n
4R0n
≥ ε
2
n(kn)
8R0
, and b(k) ≥ τ−m ε
2
n(kn)
8R0
≥M2ε2n(kn),
hence k /∈ Kn(M).
If k0 ≤ k < R−m−10 (kn−1)−1, define j∗(k) = min{j : Rj0k ≥ R−m−10 (kn−
1)− 1}, so that
kn − 1−Rm+10 > Rm+j
∗(k)
0 k >
kn − 1
R0
−Rm0 >
kn
4R0
which implies that
b(R
m+j∗(k)
0 k) ≥
kn log n
4R0n
≥ ε
2
n(kn)
8R0
and b(k) ≥ τ−j∗(k)M2ε2n(kn),
and therefore k /∈ Kn(M).
If k ≤ k0 then by assumption (9) the inequality b(k) ≥ b(k′) holds for
some k0 ≤ k′ < k0A0. Since k0A0 ≤ R−m0 (kn − 1) we get b(k′) ≥M2ε2n(kn),
which again concludes that k /∈ Kn(M).
Finally, note that if kn ≤ 2Rm+10 ∨ Rm0 k0A0 then 1 ≥ kn/(2Rm+10 ∨
Rm0 k0A0).
B.5. Proof of Remark 8. First of all note that
b(k) ≤ d2n(θ0, θ0,[k]) ≤
2
n
(θ0,[Kn]−θ0,[k])TΦTKnΦKn(θ0,[Kn]−θk)+2d2n(θ0,[Kn], θ0)
where θ0,[k] in R
Kn is to be understood as the completion of θ0,[k] ∈ Rk by
zeros. We then have,
b(R0k) ≤ 2C0‖θ0,[Kn] − θ0,[R0k]‖22 + 2d2n(θ0,[Kn], θ0)
and as soon as Kn ≥ Ran0 k for some sequence an tending to infinity
arbitrarily slowly
b(R0k) ≤ 2C0τ1‖θ0,[Kn] − θ0,[k]‖22 + 2C0(1− τ1)‖θ0,[Kn] − θ0‖22 + 2d2n(θ0,[Kn], θ0)
≤ 2C0τ1(1 + τan−11 )‖θ0,[Kn] − θ0,[k]‖22 + 2d2n(θ0,[Kn], θ0).
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We show below that in the fixed design regression case for Kn ≥ n
1
2(β0−1/2)
and in the random regression case (for every Kn tending to infity) with ν-
probability at least 1− ε (for arbitrary ε > 0)
d2n(θ0,[Kn], θ0) = o(τ1‖θ0,[Kn] − θ0,[k]‖22)(78)
holds. Then by noting that
‖θ0,[Kn] − θ0,[k]‖22 ≤ ‖θ0,[Kn] − θo[k]‖22 ≤ C0d2n(θ0,[Kn], θo[k])
≤ 2C0[b(k) + d2n(θ0, θ0,[Kn])]
≤ 2C0[b(k) + o(τ1‖θ0,[Kn] − θ0,[k]‖22)]
we have b(R0k) ≤ 5C20τ1b(k) for all k0 ≤ k ≤ R−an0 Kn with an going to
infinity arbitrarily slowly. Therefore fθ0 satisfies the polished tail condition
associated to dn(., .) with τ = 5C
2
0τ1 as soon as τ1 < 1/(5C
2
0 ) (in the random
design regression case this holds with ν-probability arbitrarily close to one).
It remained to prove assertion (78). In the random design regression case
let C > 0 be an upper bound on the density of ν, then
ν[dn(θ0,[Kn], θ0) ≥ t] ≤ C
‖θ0,[Kn] − θ0‖22
t2
so that with probability greater than 1− ε , d2n(θ0,[Kn], θ0) ≤ Cε−1‖θ0,[Kn]−
θ0‖22 and
b(R0k) ≤ 2C0τ1(1 + (1 + Cε−1)τan−11 )‖θ0,[Kn] − θ0,[k]‖22.
While in the fixed design regression case we have
‖θ0,[k] − θ0,[Kn]‖22 ≍ dn(θ0,[k], θ0,[Kn]) ≥ b(k)/2 − b(Kn)
≥ k(log n)/n−K−2(β0−1/2)n ≫ K−2(β0−1/2)n ≥ b(Kn),
finishing the proof of (78), where the last inequality follows from Remark 7
in the main text [44].
In particular it implies that if kn ≤ R−an0 Kn for some sequence an go-
ing to infinity, then b(Kn) ≤ ε−1‖θ0,[Kn] − θ0‖22 ≤ ε−1τan1 ‖θ0,[kn] − θ0‖22 .
τan1 ε
−1b(kn) ≤ δKn(log n)/n. In the random design regression case this holds
with ν-probability greater than 1− ε.
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B.6. Lepski’s method for choosing the centering point. Let us
consider the Gaussian sequence model
Xi = θ0,i + n
−1/2Zi, Zi
iid∼ N(0, 1), i = 1, 2, ....
We endow the parameter θ ∈ ℓ2 with a prior
∏k
i=1 g ⊗ δ0 × δ0 × ..., where g
satisfies (23), and choose k via the maximum marginal likelihood estimator.
Next we describe (a version of) Lepski’s method for constructing the center
of the credible set. Let us introduce the notation θˆ[k] = (X1, ...,Xk , 0, ...)
for the truncation estimator at level k of the data X = (X1,X2, ...). Then
Lepski’s estimator for the optimal truncation level is
k˜ = min
k≥logn
{‖θˆ[k] − θˆ[j]‖22 ≤ tj/n, ∀k ≤ j ≤ n},
for some parameter t > 0 to be specified later. We denote by θ˜ = θˆ[k˜]
the corresponding Lepski’s estimator. Then we consider the credible ball
Cˆ = {θ ∈ Θ(kˆn) : ‖θ − θ˜‖2 ≤ r(kˆn)}, where kˆn is the MMLE, the radius
r(kˆn) is chosen such that the set Cˆ accumulates 95% of the empirical Bayes
posterior mass (i.e. πkˆn(Cˆ|X) = 0.95) and we again enlarge the set with
a multiplicative factor L ≥ 1. We show below that under the polished tail
condition the so constructed set Cˆ(L) achieves good frequentist coverage for
a constant multiplicative factor L.
Lemma 15. In the Gaussian sequence model the credible set Cˆ(L) con-
structed above satisfies for some large enough L that
inf
θ0∈Θ0
Pθ0(θ0 ∈ Cˆ(L)) ≥ 0.95.
Proof. First of all let us introduce the notation
k∗ = max
k≥logn
{
∞∑
i=k+1
θ20,i ≥ k/n}.
From the proof of Lepski’s method (e.g. [24, 31]) we know that Pθ0(k˜ >
k∗ + 1) = o(1) and Eθ0‖θ0 − θˆn‖22 . k∗/n. Therefore it remained to show
that the radius of the credible set is bounded from below by constant times
k∗/n.
First we show that under the polished tail condition we also have with
high probability that k˜ & k∗. Note that in view of the definition of k∗ and
the polished tail condition we have
τ−rk∗/n ≤ τ−r
∞∑
i=k∗+1
θ20,i ≤
∞∑
i=R−r0 k
∗+1
θ20,i,
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for arbitrary r ∈ N satisfying that k∗R−r0 ≥ k0. Therefore by using the
inequality (a+ b)2 ≥ a2/2− b2 we get that
Pθ0(k˜ ≤ k∗R−r0 ) ≤ Pθ0
( k∗∑
i=R−r0 k
∗+1
X2i ≤ tk∗/n
)
≤ Pθ0
(
n−1
k∗∑
i=1
Z2i ≥ 2−1
k∗∑
i=R−r0 k
∗+1
θ20,i − tk∗/n
)
≤ Pθ0
( k∗∑
i=1
Z2i ≥ ((τ−r − 1)/2 − 1− t)k∗
)
= o(1),
by taking r large enough (τ−r > 2(2 + t) + 1 is sufficiently large), following
from the standard concentration inequality on chi-square distributions, see
for instance Theorem 4.1.9 of [24]. For convenience let us introduce the
notation c∗ = (τ−r − 1)/2 − 1 − t > 0. Furthermore, recall that under the
polished tail condition the MMLE estimator kˆn satisfies that Pθ0(c1kn ≤
kˆn ≤ c2kn) = 1− o(1), for some positive constants c1 and c2.
Next let us consider two cases depending on the relationship of kn and
k∗. If kn ≥ c∗k∗/(2c2), then since the squared radius of the credible ball
is bounded from below by a multiple of kn/n & k
∗/n & Eθ0‖θ0 − θˆn‖22, the
true parameter θ0 will be inside of the inflated credible ball, for large enough
inflation factor L > 0, with high probability. For kn ≤ c∗k∗/(2c2) we have
inf
θ∈Rkˆn
‖θˆ − θ‖22 ≥ inf
θ∈Rc2kn
‖θˆ − θ‖22 ≥
c∗k∗∑
i=c2kn+1
X2i ≥
c∗k∗∑
i=(c∗/2)k∗+1
X2i ,
with probability tending to one. Furthermore, in view of Anderson’s lemma
we have that
Pθ0
( c∗k∗∑
i=(c∗/2)k∗
(Zi + θ0,i)
2 ≤ (c∗/4)k∗
)
≤ Pθ0(
c∗k∗∑
i=(c∗/2)k∗
Z2i ≤ (c∗/4)k∗),
where the right hand side tends to zero, again by using the standard concen-
tration inequality on the chi square distribution. Hence the squared radius
of the credible ball is at least (c∗/4)k∗/n as the posterior puts all of its mass
to the space Rkˆn (more precisely to the space Rkˆn × δ0 × δ0 × ...), finishing
the proof of our statement.
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B.7. Proof of Equation 27 of Section 3.5 . We consider the fol-
lowing set of assumptions: Y = (Y1, · · · , Yn) with Yi iid∼ fθ0 . Assume that
θ0 ∈ Θ(k0) for some k0 > 1 and that for all k < k0 there exists a unique θo[k]
minimizing the Kullback-Leibler divergence between fθ0 and fθ, θ ∈ Θ(k),
• (i) For all ε > 0
Π(‖θ − θ0‖ < ε|Y) = 1 + oPθ0 (1).
• (ii) For all k, θ → log fθ(y) is twice continuously differentiable on Θ(k)
and there exists δ0 > 0 such that for all k, on Θ(k),
Eθ0
(
sup
‖θ′−θ[k]o‖≤δ
‖∂
2 log fθ′(Y1)
∂2θ′
‖
)
<∞.
• (iii) For all k
ℓn(θˆk)− ℓn(θo[k]) = OPθ0 (1).
• (iv) For all k, π|k has positive and continuous density with respect to
Lebesgue measure at θo[k].
Recall that
inf
θ∈Θ(k1)
‖θ0 − θ‖ = δ
√
(log n)/n, min
k<k1
inf
θ∈Θ(k)
‖θ0 − θ‖ ≥ C
√
(log n)/n.
(79)
Under the above set of conditions for all k, if ‖θ − θo[k]‖ = o(1),
ℓn(θ)−ℓn(θo[k]) = (θ−θo[k])T∇ℓn(θo[k])−
n(θ − θo[k])T Ik(θ0)(θ − θo[k])(1 + oPθ0 (1))
2
and the BIC formula holds together with the local Bernstein-von Mises the-
orems:
logmn(k) = ℓn(θˆk)− ℓn(θ0)− dk log n
2
+OPθ0 (1),
π|k(
√
n(θ − θˆk) ∈ A|Y) = P (Zk ∈ A) + oPθ0 (1),
(80)
where
mn(k) =
∫
Θ(k)
eℓn(θ)−ℓn(θ0)dπ|k(θ), Zk ∼ N (0, Ik(θ0)),
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and Ik(θ0) is the local (misspecified) Fisher information, i.e. the limit of
−∂2ℓn(θo[k])/n under Pθ0 . Let k > k1
πk(k|Y)
πk(k1|Y) =
πk(k)mn(k)
πk(k1)mn(k1)
= exp
(
ℓn(θˆk)− ℓn(θˆk1)−
(dk − dk1) log n
2
+OPθ0 (1)
)
= exp
(
ℓn(θ
o
[k])− ℓn(θo[k1])−
(dk − dk1) log n
2
+OPθ0 (1)
)
= exp
(
− (dk − dk1) log n
2
− (θo[k1] − θo[k])T∇ℓn(θo[k])
+
n(θo[k1] − θo[k])T Ik(θ0)(θo[k1] − θo[k])(1 + oPθ0 (1))
2
+OPθ0 (1)
)
≤ exp
(
C1δ
2 log n− (dk − dk1) log n
2
+OPθ0 (1)
)
,
for some C1 > 0 so that if δ is small enough
πk(k|Y)
πk(k1|Y) . n
−(dk−dk1−2C1δ2+OPθ0 (1))/2.
If k < k1 using a similar argument we obtain that if C is large enough in
(79),
πk(k|Y)
πk(k1|Y) . n
−τC2 ,
for some small enough τ > 0. It implies in particular that
πk(k1|Y) = 1 + oPθ0 (1), θˆ = θˆk1 + oPθ0 (1/
√
n),
and
rα ≍ n−1/2,
so that
P
(n)
θ0
(
θ0 ∈ Cˆ(Ln, α)
)
≤ P (n)θ0
(
‖θ0 − θˆk1‖ ≤ 2rαLn
)
= o(1)
as soon as Ln = o(
√
log n).
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