p53 is a multifaceted actor capable of playing distinct roles in different scenarios. Cells may die, arrest or senesce in response to increased p53 activity. The same cell that undergoes p53-dependent apoptosis upon stimulus X triggers p53-dependent cell cycle arrest in response to stimulus Y. In turn, not all cell types respond equally to stimulus X, as some arrest whereas others die. Examples of this diversity abound in the literature. Stimulus-specific effects were demonstrated early on by the Vogelstein lab when showing that, whereas p53 protects colon carcinoma cells from the apoptotic effects of the drug doxorubicin by enforcing a cell cycle arrest response, it mediates the apoptotic effects of the drug 5-fluorouracil (5-FU) in the same cell types (Bunz et al., 1999) . Cell type-specific responses are clearly illustrated by recent work from the Vassilev group, which treated many cell lines with Nutlin-3, a small molecule inhibitor of the p53 repressor MDM2. Whereas some carcinoma cell lines can undergo reversible cell cycle arrest without signs of cell death for several days, others undergo apoptosis (Tovar et al., 2006) . Furthermore, mouse cells of fibroblast origin undergo senescence after only 24 h of Nutlin-3 treatment (Efeyan et al., 2007) . How can these stimulus-and cell type-specific p53-dependent responses be explained? p53 is a sophisticated transcription factor with complex functional domains (reviewed by Laptenko and Prives (2006) ). A plausible explanation is that p53 regulates different subsets of downstream target genes in different scenarios, and that said subsets mediate different biological responses.
The p53 transcriptional program is astonishingly flexible. In early microarray experiments, the Levine group demonstrated that p53 provokes distinct gene expression signatures depending on the activating stimuli utilized (that is, ionizing radiation versus nonionizing radiation versus mere overexpression) (Zhao et al., 2000) . In fact, the subset of p53 target genes activated in all experimental conditions tested was very small. Tissue-specific induction of p53 target genes is also evident in vivo (Fei et al., 2002) . These observations raise the question: how are specific subsets of p53 target genes selected in different scenarios? A significant amount of data has been generated toward answering this question. The aim of this review is to organize the available evidence into two alternative models. In one model, referred hereto after as the 'The Selective Binding Model', target gene selectivity is achieved at the level of p53 binding to DNA. In the alternative model, termed 'The Selective Context Model', p53 binds to all accessible genomic-binding sites, and specificity is achieved at subsequent regulatory steps. I apologize in advance for the many good reports that I will not cite in this review. Instead of covering numerous reports lightly, I have decided to explore a few of them in greater detail, which forces me to leave aside many important works.
The Selective Binding Model: to bind or not to bind?
Several reports support the idea that the ability of p53 to recognize its genomic-binding sites can be modulated in a gene-specific manner. Since DNA binding is a prerequisite for transcription factor action, it is easy to envision how selectivity could be achieved at this early biochemical step. Specifically, certain p53 cofactors and p53 post-translational modifications have been demonstrated to enable p53 to discriminate among its target genes. Before I discuss these reports in detail, I need to introduce the key player of this model: the p53 response element (p53RE).
The p53RE: it is all in the DNA? An underlying assumption of The Selective Binding Model is that not all p53REs are equal. In order for p53 to discriminate among its target genes at the level of DNA binding, the corresponding p53REs must be somehow different.
Keyword: sequence
The p53RE DNA consensus comprises two palindromic 10 bp repeats or 'half-sites' (RRRCWWGYYY) (R is purine, Y is pyrimidine, W is A or T), which are infrequently separated by a spacer of a few nucleotides (el-Deiry et al., 1992; Hoh et al., 2002; Wei et al., 2006) . To the transcription factor aficionado, two features of the p53RE catch the eye, that is, length and degeneracy. At 20 bp, the p53RE is relatively long. In contrast, MYC binds to 6 bp E boxes, E2Fs bind to 8 bp motifs and nuclear hormone receptors recognize 12 bp sequences. It could be argued that the only reason for the long length of the p53RE is that p53 binds DNA as a tetramer, thus the need for the four 5-mer repeats. But then, why does p53 bind DNA as a tetramer? Quadrupling the size of a monomer-bound 'primordial' p53RE would have exponentially increased the number of possible distinct p53REs, perhaps to create regulatory diversity. Without considering the spacer, a simple mathematical calculation says that there are >65 000 different sequences that fit the consensus. The fact that many validated p53REs deviate from the consensus at one or more positions indicates that the aforementioned number is an underestimation of the possible (Gohler et al., 2002; Horvath et al., 2007) . Is there a reason for this diversity? Many lines of evidence suggest so.
Keyword: affinity
It is well demonstrated that p53 has different affinities for distinct p53REs, which would allow the p53 transcriptional program to be modulated by the nuclear concentration of p53 (Resnick-Silverman et al., 1998; Szak et al., 2001) . At low concentrations of p53, only target genes carrying high affinity p53REs would be regulated. At high concentrations, the repertoire of target genes will increase. In turn, differential affinities should translate into distinct kinetics of activation. Using microarray analysis and an inducible p53 system, Zhao et al. (2000) clearly established that low levels of p53 modulate only a subset of those target genes regulated by high levels of p53. Furthermore, they identified five distinct groups of p53 target genes based on their different kinetics of induction. It remains to be determined if differential kinetics correlate with the affinity of the corresponding p53REs.
Keyword: topology
As mentioned above, functional genomic p53REs rarely fit perfectly to the consensus, with one or more noncompliant bases being the norm (Gohler et al., 2002) . One interpretation of this puzzle is that there are other determinants for p53 binding beyond the linear DNA sequence, such as DNA topology. Work by the Deppert group clearly demonstrates that architecture is an important determinant of sequence-specific DNA binding by p53 (Gohler et al., 2002) . They notice that many p53REs deviating from the consensus display an internal twofold symmetry that allows for intra-strand pairing and formation of stem-loop structures. When presented in linear conformation, these sites are poorly recognized by p53. When presented in stem-loop conformation, these sites are bound with high affinity. Significantly, the effects of topology vary among p53REs of different sequence. An extreme illustration on the role of topology is provided by work from the Jovin lab showing that p53 can specifically bind to cruciform-forming sequences having no resemblance to the p53RE consensus whatsoever (Jett et al., 2000) . Furthermore, p53-dependent activation of the Pig3 gene is driven by a (TGYCC)n microsatellite repeat with little resemblance to the consensus p53RE (Contente et al., 2002) .
Variations in sequence, affinity and topology persuade one to think that the p53RE is a huge repository of regulatory diversity within the p53 network, but before we fully embrace this idea, we should test some of the predictions it generates. First, one would expect that meaningful differences among p53REs would be evolutionarily conserved. Second, one would expect that the p53REs within genes of different functions (for example, cell cycle arrest versus apoptosis) could be discriminated from each other on the basis of sequence, affinity or topology. Extensive bioinformatics analysis of validated p53REs carried out by Horvath et al. (2007) indicates that these expectations are not met (Horvath et al., 2007) . First of all, in contrast to the REs for the transcription NFkB and NRF2, the p53REs are notorious for their lack of conservation among mammals, which somewhat discourages the idea that the differences observed have functional relevance. Second, their careful analysis fails to distinguish a defining sequence feature between cell cycle arrest and apoptotic p53REs. Instead, they found that, as a group, cell cycle p53REs are more conserved than apoptotic p53REs, suggesting that the cell cycle arrest program may have a more ancient root within the network and that the proapoptotic module may be too young for us to detect identifying features. Despite these caveats, and if one does accept that diversity in the cellular pool of p53REs is relevant, how is then this diversity decoded? How do differences among p53REs lead to selective regulation? It is possible that these differences impose a gene-specific requirement for p53-binding partners and/or posttranslational modifications. Accordingly, several reports describe such phenomena.
Apoptosis-stimulating proteins of p53
The apoptosis-stimulating proteins of p53 (ASPP) family comprises ASPP1, ASPP2 and inhibitory ASPP (iASPP) (Slee and Lu, 2003) . These proteins share sequence similarity in their C-terminal domains, which contain four ankyrin repeats and a SH3 domain, two motifs involved in protein-protein interactions. ASPP1 and ASPP2 bind to p53 through their C termini and stimulate the p53 apoptotic but not cell cycle arrest activity, whereas iASPP is an inhibitor of p53-dependent apoptosis conserved from worms to humans (SamuelsLev et al., 2001; Slee and Lu, 2003; Bergamaschi et al., 2004 Bergamaschi et al., , 2006 . How do ASPPs achieve their selective effects? Chromatin immunoprecipitation (ChIP) analysis indicates that ASPP1 and ASPP2 can selectively stimulate the binding of p53 to the p53REs in Bax and Pig3, but not to those in p21 waf1 or Mdm2, thus preferentially promoting apoptosis (Samuels-Lev et al., 2001) . The mechanism by which ASPPs stimulate DNA binding selectively is unknown. One could envision that ASPP binding would induce a conformational change in p53 to affect its DNA-binding properties in a genespecific fashion. The co-crystal structure of the C terminus of ASPP2 bound to the p53 DNA-binding domain (DBD) obtained by Gorina and Pavlevitch reveals that the SH3 domain of ASPP2 binds to the L3 loop of the DBD, whereas one of the ankyrin repeats of ASPP2 binds to the L2 loop (Gorina and Pavletich, 1996) . Importantly, the contact residues in p53 are highly conserved and commonly mutated in cancer, suggesting that disruption of the p53-ASPP interaction may be an oncogenic event. Interestingly, mutation of the contact residue R181 in p53's L2 loop blocks p53-dependent apoptosis but not cell cycle arrest, agreeing with the notion that ASPPs play gene-specific effects (Ludwig et al., 1996) . However, the crystal structure reveals that the site of ASPP2 binding overlaps the site of DNA binding, and analysis of tumor-derived p53 mutations falling in this region of p53 indicates that they disrupt both ASPP2 binding and DNA binding. This led Gorina and Pavlevitch to conclude that disruption of ASPP2 binding by tumorigenic mutations may be secondary to disruption of p53 DNA binding activity, and that loss of ASPP2 binding may have little or no functional consequence for tumorigenesis. Nevertheless, they also note that mutations in residues involved in ASPP2 binding, but not in DNA binding, are also found in cancers, albeit at lower rates. Intriguingly, the structure of the p53 DBD is identical in the complex with ASPP2 as compared to the free or DNA-bound DBD, thus discouraging the idea of allosteric regulation by ASPP2. Furthermore, the fact that DNA and ASSPs use many common contact surfaces within the p53 DBD argues that, if anything, ASPPs should block p53 binding to DNA. Clearly, additional mechanistic studies are necessary to fully understand how ASPPs modulate p53 DNA-binding activity. It would be useful to determine to what extent the DNA-binding properties of p53 are affected by ASPPs. What other p53REs are positively affected by ASPPs beyond Bax and Pig3? Are there p53REs whose binding is actually inhibited by ASPPs function? Can the effects of ASPP2 on p53 DNA binding be recapitulated in a defined system with recombinant proteins and pure DNA or do these effects require additional cellular factors and/or a chromatin environment? Can the effects of ASPPs be modulated by post-translational modifications on p53 or ASPPs? Expression analysis of human tumor samples and genetic studies in mice sustain the notion that ASPP2 is a tumor suppressor that collaborates with p53 (Vives et al., 2006a, b) . Bringing answers to the questions formulated above will help us understand the exact mechanism driving these tumor protective effects.
The p53 family members
In 2002, a report by Flores et al. (2002) concluded that 'a combined loss of p63 and p73 results in the failure of cells containing functional p53 to undergo apoptosis in response to DNA damage'. Using knockouts, Flores et al. (2002) showed that E1A-transformed p63
murine embryonic fibroblasts (MEFs) were as resistant to apoptosis induced by doxorubicin, cisplatin or ionizing radiation as p53 À/À MEFs. Furthermore, in the absence of p63 and p73, p53 failed to activate expression of the apoptotic genes Perp and Bax, yet it efficiently activated expression of p21 waf1 and Mdm2. Based on results from ChIP assays, Flores et al. concluded that p63 and/or p73 protein products are required for p53 binding to the p53REs in Perp, Bax and Noxa, but not to those in p21 waf1 and Mdm2. Furthermore, they reported that p63 bound exclusively to the apoptotic p53REs. Therefore, the authors concluded that p63 and p73 are required for the recruitment of p53 to apoptotic promoters. How could p63/p73 mediate recruitment of p53 to some but not all p53REs? As mentioned above, this type of phenomena can only be understood if subsets of p53REs have some, yet unidentified, fundamental difference. At first, it seems paradoxical that proteins with similar DBDs would promote binding of each other to a common RE, rather than competing each other out. Nonetheless, plausible scenarios could be imagined. For example, p63/p73 may bind to REs not efficiently bound by p53 and recruit the latter via protein-protein interactions. However, oligomerization studies discourage this possibility, as p63 and p73 seem capable of heterotypic interactions with each other but not with p53 (Davison et al., 1999) . Alternatively, a 'priming' model could be envisioned, in which p63/p73 could bind to a given chromatin-embedded RE not accessible to p53, and then modify said RE in such a way that it would now become 'visible' to p53. For example, this priming effect could be due to recruitment of nucleosome remodeling activities. Additional complexity is revealed by the fact that the phenomena reported by Flores et al. have not been observed in a different experimental paradigm. Using genetically defined, untransformed murine T lymphocytes, Senoo et al. (2004) demonstrated that p63 and p73 are fully dispensable for p53-dependent apoptosis in response to ionizing radiation. These opposing observations could be explained in different ways. First, it is possible that E1A transformation alters MEF behavior in such a way that the p53-dependent apoptotic program becomes abnormally reliant on p63 and p73. Additionally, tissue-specific effects may be involved. In either case, and assuming that the mechanism proposed by Flores et al. (2002) is correct, how could p63/p73 be required for the recruitment of p53 to apoptotic promoters in some cell types but not others, or in the same cell type under different signaling scenarios? Once again, exhaustive mechanistic studies will be required to resolve this conundrum. Finally, a more straightforward model could be envisioned, in which DN p63/p73 isoforms lacking the canonical transactivation domain behave as gene-specific repressors of the p53 transcriptional program by mere competition with p53 for common REs. For example, DNp63a, the p63 isoform predominantly expressed in epidermis, could bind with high affinity to some, but not all, p53REs, and thus exert dominant-negative effects in a gene-specific manner. In fact, it is well established that DNp63a is required for proliferation and survival of keratinocytes, and these effects are due at least in part to attenuation of p53 activity (Westfall et al., 2003; Truong et al., 2006; Perez et al., 2007) . Similarly, DNp73 may repress p53 function in sympathetic neurons, as deduced from the loss of these cells in p73 À/À null mice (Yang et al., 2000; Moll and Slade, 2004) .
The hematopoietic zinc-finger cofactor
In a recent report, a novel p53 cofactor, named hematopoietic zinc-finger (HZF), has been characterized as a key determinant of gene selectivity within the p53 network (Das et al., 2007) . The Hzf gene itself is transcriptionally activated by p53 and the protein product directly associates with the p53 DBD. Das et al. show that HZF facilitates p53 binding to the p53REs in p21 waf1 and 14-3-3s, inhibits p53 binding to those in Bax, Perp and Noxa, while having no effect on p53 binding to the Mdm2 and Hzf promoters. These conclusions arise from a combination of both ChIP and electrophoretic mobility shift assays (EMSA). As a consequence of such profound alteration of p53 DNAbinding properties, HZF strongly favors p53-dependent cell cycle arrest over apoptosis, as evidenced by the fact that Hzf À/À MEFs are impaired in their ability to undergo cell cycle arrest in response to p53 overexpression or DNA damage by etoposide, and displays enhanced apoptosis upon such stimuli. Finally, the authors report that sustained p53 activation promotes ubiquitination and degradation of HZF, likely via activation of an unknown ubiquitin ligase, which leads to loss of p53 binding to p21 waf1 , increased p53 binding to Bax and subsequent cell death. These results portray an elegant circuitry that ensures that cell cycle arrest precedes apoptosis, and that cell fate choice is determined by the duration of the p53-activating stimuli, all via mere modulation of p53 DNA-binding activity. By acting in an antagonistic fashion to ASPPs, HZF completes the Selective Binding Model, which is shown in Figure 1 . However, the model for HZF action conflicts with what we currently know about p53 DNA-binding properties. First, a key feature of the model is that p53 binding to the RE in the p21 waf1 promoter requires HZF. Using protein-DNA binding assays other than EMSA, independent reports amply demonstrate that pure recombinant p53 is capable of specific, high-affinity binding to the p53REs in the p21 waf1 promoter in the absence of any auxiliary factors (Cain et al., 2000; Espinosa and Emerson, 2001 ). Second, a key prediction of the model is that, under conditions of cell cycle arrest (HZF present), levels of p53 binding should be higher at cell cycle arrest genes than apoptotic genes, whereas under conditions of apoptosis (HZF absent), the opposite behavior should be observed. Such oscillations in p53 occupancy have not been observed in independent reports. Using ChIP assays, Kaeser and Iggo tested this possibility by analysing p53 occupancy to the REs in p21 waf1 , Mdm2, Puma, Bax, Pig3 and p53aip1 (Kaeser and Iggo, 2002 ). Their results demonstrate that high affinity sites (p21 waf1 , Mdm2, Puma) are efficiently bound by p53 in conditions leading to either cell cycle arrest or apoptosis, whereas low affinity sites (Bax, Pig3, p53aip1) are poorly bound regardless of the ultimate cellular outcome adopted. Based on this, Kaeser and Iggo concluded that the level of chromatin-bound p53 at any given site is a mere Figure 1 The Selective Binding Model. In this model, the ability of p53 to bind to the response elements present in different target loci is modulated by cofactors and/or post-translational modifications. Cofactors such as apoptosis-stimulating proteins of p53 (ASPPs) and p63/p73 would selectively promote binding to proapoptotic genes, whereas cofactors such as hematopoietic zincfinger (HZF) would promote binding to cell cycle arrest genes. The selective action of these cofactors is supported by the great diversity in sequence, affinity and topology observed among p53 response elements and by the flexible nature of the p53 DNA-binding domain (DBD). Additionally, specific p53 post-translational modifications, such as Ser46 phosphorylation, would promote binding to apoptotic genes, thus providing Ser46 kinases with key functions in cell fate choice. Once p53 binding to chromatin has been altered by cofactors or post-translational modifications, the general transcription machinery reacts to different levels of p53 at different loci to generate a transcriptional program that elicits p53-dependent cell death or cell cycle arrest. Based on this model, the cell fate choice adopted in response to p53 activation could be predicted from p53 chromatin-binding profiles.
reflection of the total levels of p53 in the cell, and that 'the distinction between cell cycle arrest and apoptosis induction is not taken at the level of p53 binding'. Once again, additional mechanistic studies seem to be required. In particular, detailed kinetic studies of in vivo p53 binding to various p53REs should shed light onto these issues. Additionally, it will be important to determine if the effects of HZF on p53 DNA-binding activity can be reproduced in defined assays other than EMSA.
The Serine 46 connection I refer to it as 'The Barcode Hypothesis'. This hypothesis postulates that there is not one p53 isoform inside cells, but many. By isoform, I am not referring here to the different protein products of the p53 gene arising by alternative promoter usage and alternative splicing (Bourdon et al., 2005) . Instead, I am referring to multiple isoforms produced by post-translational modifications. p53 is phosphorylated, acetylated, methylated and ubiquitylated at multiple residues (Wahl and Carr, 2001) . If all combinations of p53 post-translational modifications are indeed possible, they could serve as barcode, a source of immense regulatory diversity. Deciphering the role of p53 post-translational modifications has become a huge challenge for the field as well as an area of controversy. This area has been recently reviewed by others (Wahl and Carr, 2001; Toledo and Wahl, 2006) . Do p53 post-translational modifications play a role in gene-selective regulation within the network? The Barcode Hypothesis would support this notion, yet this hypothesis does not necessarily favor one or the other of the two models formulated here, as post-translation modifications may contribute to gene selectivity at both pre-and post-DNA-binding steps. A report by the Taya group indicates that phosphorylation of Serine 46 (Ser46) favors the apoptotic activity of p53 by promoting binding to and activation of the p53aip1 gene (Oda et al., 2000) . Ser46 phosphorylation and concomitant p53aip1 induction were shown to occur later than p53 stabilization and phosphorylation of other residues (for example, Ser15, Ser20), and to require higher doses of DNA-damaging agents. Furthermore, alanine replacement of Ser46 selectively impaired p53 transactivation of p53aip1, but not of p21 waf1 , Mdm2, Pig3, p53R2 and Noxa. How does Ser46 phosphorylation drive these gene-selective effects? Using EMSA assays with nuclear extracts from transfected cells expressing wild type or S46A p53, Oda et al. (2000) observed that the mutation inhibited p53 binding to the p53aip1 RE, but not to the p21 waf1 RE. They conclude that 'Ser 46 on p53 regulates promoter selectivity through altered sequence-specific DNA binding'. Intriguingly, Ser46 is located away from the p53 DBD, just downstream of the canonical N-terminal transactivation domain. How could phosphorylation of p53 N terminus affect p53 DNA binding? One could envision that phospho-Ser46 may regulate the DBD in an allosteric fashion within the tetramer or promote the interaction with a p53 cofactor selectively required for binding to the p53aip1 RE. It would be useful to test the effects of Ser46 phosphorylation in defined biochemical assays other than EMSA. Interestingly, antibodies directed against p53 N terminus are known to allosterically modulate p53 DNA-binding activity in DNase I footprinting assays (Cain et al., 2000) , opening the possibility that phosphorylation of this domain may have similar effects.
Despite its strong appeal, the notion of a 'p53 code' generated by post-translational modifications has been recently challenged by studies using Nutlin-3. As described before, Nutlin-3 is a non-genotoxic activator of p53 that bypasses the need for stress-induced signaling by directly blocking MDM2 binding to p53 (Vassilev et al., 2004) . Importantly, Nutlin-3 triggers p53-dependent apoptosis in some cell types without inducing p53 phosphorylation (Thompson et al., 2004; Vassilev et al., 2004; Kojima et al., 2005; Tovar et al., 2006) . In their comparison of cells treated with DNA damaging agents versus Nutlin-3, Thompson et al. (2004) demonstrated that phosphorylation of Ser6, -15, -20, -37, -46 and -392 are dispensable for p53-dependent apoptosis. However, it should be noted that Nutlin-3 is not a potent inducer of apoptosis as compared to other p53-activating stimuli, and that many cell types fail to undergo apoptosis even after prolonged treatments with the drug (Thompson et al., 2004; Tovar et al., 2006) . Overall, it is likely that p53 modifications modulate the p53 transcriptional program in certain scenarios, but a universal requirement for Ser46 phosphorylation in apoptosis can be discarded.
The Selective Context Model: life (and death) after DNA binding
In an alternative to The Selective Binding Model, The Selective Context Model proposes that p53 binds to all accessible genomic binding sites, yet only a fraction of p53 bound genes are transactivated (or transrepressed) in specific scenarios. In this model, selectivity is achieved not at the level of binding, but rather at ulterior regulatory steps such as histone modifications, recruitment of coactivators and/or stimulation of RNAP II activity at initiation and/or elongation steps. Thus, selectivity is determined by the context in which each p53 target gene exists, which in turn can be defined by the chromatin landscape or the presence of additional cis-regulatory elements and transacting factors.
Lessons from genome-wide studies
The Selective Context Model gathers strong support from recent genome-wide analyses of p53 occupancy and p53-dependent gene expression programs. Using ChIP-PET technology, Wei et al. (2006) created a global map of p53 occupancy in colorectal cancer cells stimulated with 5-FU. Their analysis led to the identification of B1700 p53 genomic-binding sites. Based on their location within 100 kb of known transcription units, 474 of these p53REs were associated to genes. Interestingly, only 122 of said genes were induced (65) or repressed (57) upon p53 activation, indicating the mere act of binding is not a good predictor of p53-dependent regulation. Using the data generated by Wei et al., the Simon group created a 'p53-focused' microarray to monitor global p53 occupancy using ChIP-on-CHIP assays in different cell lines utilizing several distinct p53-activating stimuli. They found that the pattern of p53 occupancy did not change between different stimuli although different biological outcomes were achieved. In agreement with Wei et al., they found that regulation of specific subsets of p53 target genes cannot be attributed to specific association of p53 to said genes (I Simon, personal communication). These observations generate the question: If target gene regulation is not ultimately defined by p53 binding, how is selectivity achieved?
Stimulus-specific regulation of p21 waf1 Recent work from our lab and others has provided support for the Selective Context Model. In brief, our work on stimulus-specific regulation of the p21 waf1 gene demonstrates that the decision whether or not to activate its transcription is made at regulatory steps after p53 binding to chromatin and recruitment of several p53 cofactors (for example, histone acetyltransferases, specific Mediator subunits). We observe that the levels of p21 waf1 transcription vary greatly in response to distinct p53-activating stimuli. Upon p53 activation by UV-mediated DNA damage, p21 waf1 is transcribed modestly and transiently, p21 protein does not accumulate and cells undergo apoptosis (Donner et al., 2007b) . In contrast, robust transcription is observed in response to p53 activation by doxorubicin, 5-FU, ionizing radiation or by the non-genotoxic inhibitor of MDM2, Nutlin-3. Of note, gene-specific events are also evident, as other p53 target genes, such as Btg2 and Gadd45a, do not display such stimulus-specific regulation. ChIP analysis of the p21 waf1 locus demonstrates that the amount of chromatin-bound p53 in different scenarios merely reflects the intracellular concentration of p53 and that it is not a good predictor of p21 waf1 transcription (Espinosa et al., 2003; Donner et al., 2007b) . Further ChIP analysis revealed the assembly of stimulus-specific transcriptional complexes acting on the p21 waf1 promoter. A number of coregulators, including histone H3 and H4 acetyl-transferases, the core Mediator complex and the general transcription factor TFIIA, are recruited to the p21 waf1 promoter regardless of the p53-activating agent utilized. In contrast, other coregulators, such as the CDK-module of Mediator and the general transcription factors TFIIB and TFIIF, are recruited only during conditions of sustained p21 waf1 activation (Espinosa et al., 2003; Donner et al., 2007a, b) . Thus, specific configurations of the transcriptional apparatus acting at the p21 waf1 locus seem to determine the ultimate activation status of RNAP II at this gene. Identical stimulus-specific recruitment of transcriptional coregulators is observed at the Mdm2 promoter, but not at the Fas promoter, revealing the existence of both stimulus-and promoterspecific events. Work from the Prives lab has generated similar observations (Mattia et al., 2007) . In this case, Mattia et al. analysed the p21 waf1 promoter in cells treated with daunorubicin (high p21 waf1 transcription) versus hydroxyurea (HU) (low p21 waf1 transcription). Strikingly, ChIP analysis in these two scenarios revealed that RNAP II activity was differentially regulated at post-initiation steps, with a blockage of RNAP II elongation being evident only in HU-treated cells (Mattia et al., 2007) . Once again, p53 binding and p53-mediated histone acetylation was identical in both scenarios. Importantly, Pig3 did not show this mode of stimulus-specific regulation (Mattia et al., 2007) .
One interpretation of these results is that the signaling scenarios created by distinct p53-activating agents may enable and/or incapacitate different subsets of transcriptional coregulators working at p53 target loci. We should bear in mind that the process of transcriptional activation (or repression) involves the orchestrated action of hundreds of polypeptides modulating RNAP II activity at multiple levels, from chromatin architecture to cotranscriptional RNA processing. To assume that this plethora of coregulators is constitutively available to p53 and does not provide any flexibility to the p53 transcriptional program would be an oversimplification. In the past few years, it has become evident that the so-called 'general transcription machinery' is in fact a huge repository of regulatory diversity. We now know that subunits of quasi-universal coregulators, such as TFIID or Mediator, play promoter-, signaling-and cell type-specific functions in gene expression (Chen et al., 1994; Albright and Tjian, 2000; Lemon et al., 2001; Brunkhorst et al., 2004; Mo et al., 2004; van de Peppel et al., 2005; Wang et al., 2005; Zhang et al., 2005; Loncle et al., 2007) . In a revised model of transcriptional regulation control, specificity is not only provided by sequence-specific DNA-binding proteins, but also by non-DNA-binding coregulators once thought to be 'generic'. For those of us who have been forced to accept that the p53 transcriptional network is regulated at post-DNA-binding steps, there are many unanswered questions. How are transcriptional coregulators affected by different p53-activating stimuli? For example, why is the CDK module of Mediator not recruited to the p21 waf1 promoter in UVCtreated cells? What positive regulators of RNAP II elongation are incapacitated in HU-treated cells? Despite the great advances in our understanding of the signaling cascades triggered by DNA damage and other p53-activating stimuli, little is known about how they impact on the transcriptional apparatus. We could envision that DNA damage-activated protein kinases (for example, ATM, ATR, Chk1, Chk2) could modulate the activity of transcriptional coregulators and thus impact directly on the quality of the p53 transcriptional program. Clearly, much additional work is needed to answer these questions.
Gene-specific regulatory forces within the p53 network It is evident that p53 target genes are different in many ways, not just in the sequence, location and topology of their p53REs. For example, p53 target genes display a massive diversity in the use of core promoter elements (CPEs) (for example, TATA box, Initiator (Inr), downstream promoter elements, GC-rich stretch) (Butler and Kadonaga, 2002) . These important cis-elements are recognized by components of the 'general transcription machinery' such as subunits of TFIID (for example, TBP, TAF1). Studies from the Kadonaga lab indicate that CPEs dictate the responsiveness of a given promoter to upstream enhancers (Butler and Kadonaga, 2001 ). Thus, CPEs could easily define how p53 target genes react to increased p53 binding or other DNAbinding regulators modulating the network. In addition to CPEs, other cis-elements may affect the p53 transcriptional program in a gene-specific manner. Any given human gene is targeted by a myriad of transcription factors obligate to diverse signaling pathways. For example, a survey of the literature indicates that no less than a dozen different transcription factors are known to regulate p21 waf1 transcription in human cells. The impact of these third parties is clearly demonstrated in a report by the Massague´group studying the role of MYC in the cell fate choice to p53 activation (Seoane et al., 2002) . It has been well established that, in addition to the positive effects of MYC on cell proliferation, increased MYC activity sensitizes cells to apoptotic stimuli. Seoane et al. demonstrated that MYC is a strong repressor of p21 waf1 transcription via binding to and repression of MIZ1, a zinc-finger transcription factor that binds to the p21 waf1 promoter. In this way, MYC prevents p21 waf1 activation by p53 and other transactivators. Importantly, MYC action did not affect p53 binding to the p21 waf1 promoter. Furthermore, MYC did not significantly repress expression of Puma, Pig3 and Bax. Therefore, by functioning as a gene-specific repressor within the p53 transcriptional network, MYC favors the p53 apoptotic response.
The effects of uneven epigenetic landscapes
In addition to their differences in cis-elements, p53 target genes are likely to exist in different epigenetic landscapes, as defined by chromatin architecture, histone modifications, DNA methylation status, even perhaps their localization within the nucleus. An example of the impact of the epigenetic landscape on gene-specific regulation within the p53 network was recently provided by the Prives lab (Tanaka et al., 2007) . Using sucrose gradients to fractionate cross-linked p53-associated chromatin, Tanaka et al. (2007) identified distinct macromolecular complexes containing different subsets of p53 target genes. In particular, they could segregate a complex containing the p21 waf1 and Mdm2 loci from a complex containing the Pig3 and p53aip1 loci. Using mass spectrometry, they identified human cellular apoptosis susceptibility protein (hCAS) as a differential subunit of these macromolecular entities.
ChIP analysis indicated that hCAS associates with the chromatin of Pig3, p53aip1 and p53R2, but not with the p21 waf1 and Puma loci. Importantly, association of hCAS with select p53 target genes is independent of p53. Furthermore, hCAS does not affect p53 binding to any of the p53REs analysed. Although hCAS is not an exhaustive discriminator of the apoptotic (Pig3, p53aip1 and Puma) versus the non-apoptotic (p21 waf1 , 14-3-3s, p53R2) genes analysed, knockdown of hCAS produces nonetheless an imbalance in the program and, consequently, attenuates p53-dependent apoptosis. How does hCAS achieve its gene-selective effects? Using ChIP assays, Tanaka et al. analysed several histone modifications at hCAS-bound p53 target genes and discovered that both proteins collaborate to reduce the methylation levels of histone H3 lysine 27 (H3-K27), a modification associated with transcriptional repression and heterochromatin formation. Thus, hCAS collaborates with p53 to generate a permissive chromatin landscape without affecting p53 binding to chromatin per se. Interestingly, levels of H3-K27 methylation are very dissimilar among p53 target genes before activation, suggesting that K27 methylases may generate an 'uneven playing field' within the program, thus creating a differential need for K27 demethylases among p53 target genes.
Different modes of RNAP II activation
Another illustration of 'uneven playing fields' is provided by our analysis of RNAP II behavior on different p53 target genes. ChIP analysis reveals unequal levels of RNAP II preloading among p53 target genes before activation. Overall, non-apoptotic genes, such as p21 waf1 , Gadd45a, 14-3-3s, Pcna and Mdm2, show higher levels of poised RNAP II than apoptotic genes, such as Fas, Killer, Puma, p53aip1 and Noxa (Espinosa et al., 2003) . Once considered to be a rare phenomenon, RNAP II preloading and pausing is now known to be a widespread mechanism for regulation of developmentally regulated and inducible genes (O'Brien and Lis, 1991; Guenther et al., 2007) . Recent genome-wide studies reveal that up to 74% of genes in certain human cell types carry paused RNAP II (Guenther et al., 2007) . Whether or not quantitative differences in RNAP II preloading results in qualitatively different modes of regulation remains to be determined. We could envision that preloaded promoters may require a distinct subset of coregulators mediating promoter escape and/or elongation as compared to unloaded promoters. While testing this possibility, we discovered that there is a gene-specific requirement for positive transcription elongation factor b (P-TEFb) among p53 target genes (Gomes et al., 2006) . P-TEFb is thought to be universally required for transcriptional elongation. However, we find that some p53 target genes (p21 waf1 , Puma) dispense with P-TEFb for activation. In contrast, genes such as 14-3-3s, Killer and Pig3 are fully dependent on this coregulator. Although differential requirement for P-TEFb does not fully correlate with the degree of RNAP II preloading or the grouping of p53 target genes into functional categories, it reveals nonetheless that there are fundamental differences in the mechanism of RNAP II activation on different p53 target loci. Interestingly, gene-specific requirement for P-TEFb has also been demonstrated for other transcriptional networks (Luecke and Yamamoto, 2005) .
Coregulators as filters for p53 target gene expression Taking all of the above into consideration, we realize that the mere act of p53 binding to a p53RE is something of a drop in a bucket, and that p53 target genes are subjected to many other regulatory forces. As depicted in Figure 2 , the signal generated by p53 binding is 'filtered' by the availability of chromatin modifying/ remodeling complexes and other coregulators of RNAP II activity at a given locus. By imposing filters at different stages of the transcription cycle, these coregulators act in a combinatorial fashion to allow expression of only a small subset of p53 target genes in a given scenario. Is there a way for chromatin-bound p53 to directly govern these forces in a gene-selective manner? In a variation of The Barcode Hypothesis, it is possible that p53 post-translational modifications provide the means to achieve selectivity at post-DNA-binding steps.
K120: a signal after binding?
Two recent reports indicate that acetylation of p53 lysine 120 (K120), located within the DBD, favors selective activation of apoptotic genes at post-DNAbinding steps (Sykes et al., 2006; Tang et al., 2006) . Figure 2 The Selective Context Model. In this model, p53 binding to most response elements does not result in altered gene expression, as only a minor fraction of p53-bound loci display changes in their transcriptional status. Before p53 activation, p53 target loci display many differences, as manifested by different concurring cis-regulatory elements, distinct combinations of histone modifications and DNA methylation (blue, red and turquoise lollipops), even different amounts of preloaded paused RNAP II. These differences impose gene-specific requirements for transcriptional coregulators, such as chromatin modifying and remodeling activities, variants of the Mediator and SAGA complexes, specific subunits of general transcription factors (GTFs), even defined sets of elongation and RNA processing factors. For example, the presence of a repressive histone methylation mark at a given locus would impose the requirement for a specific histone demethylase, whereas the presence of fixed nucleosomes at the promoter would impose a requirement for a chromatin remodeling complex. Alternatively, promoters not carrying preloaded RNAP II will require the recruitment of GTFs and assembly of a pre-initiation complex (PIC) before they could be readily activated. In turn, the requirement for specific subunits of the PIC may be dictated by the core promoter elements (CPEs) present at a given locus (for example, TATA box, Initiator, downstream promoter element) (blue, red and turquoise barrels). Finally, effective gene activation will require conversion of paused RNAP II into an elongating form, as well as correct processing of the nascent mRNA (that is, 5 0 capping, splicing, 3 0 cleavage and polyadenylation), all of which may be also regulated in a gene-specific manner. Importantly, the quality of these combinatorial 'filters' could vary with the signaling scenario (that is, cell type or type of p53 activating stimuli), as the levels and activity of coregulators in each category could be modulated, thus allowing for great flexibility within the p53 transcriptional program. K120 is acetylated by TIP60 and MOF, two related acetyl-transferases. In ectopic expression experiments using adenoviral constructs or ER-p53 fusion constructs, a K120 mutant showed diminished transactivating potential on the Puma and Bax loci, whereas its ability to activate p21 waf1 and Mdm2 remained essentially unaltered. Interestingly, the gene-specific effects of the K120 mutation took place at post-DNA-binding steps, as both groups agree that K120 mutants bind efficiently to the p53REs in Puma and Bax. However, the reports differ somewhat in the proposed mechanism of gene selectivity. Yang et al. propose that the impairment in Puma activation is due to a defect in p53-mediated acetylation of histone H4 at this locus. Although TIP60, a known H4 acetyl-transferase, was efficiently recruited by p53 K120 mutants to the Puma locus, H4 acetylation was decreased at this region as compared with cells expressing wild-type p53. It is unclear how acetylation of K120 may affect TIP60 action in a gene-specific manner. TIP60 interacts with the N-terminal domain of p53, not the DBD, where K120 resides. Some mode of allosteric regulation of TIP60 activity by the p53 DBD could be invoked. Alternatively, acetylated K120 may serve as the docking site for a bromodomaincontaining H4 acetyl-transferase different than TIP60 (for example, p300, CBP). It would be interesting to identify other p53 target genes differentially affected by K120 acetylation beyond Puma and Bax and determine if the effects on H4 acetylation are conserved. Intriguingly, Sykes et al. propose that K120 acetylation occurs only at those genes which require it (Puma, Bax), as they could not detect K120 acetylation on p53 bound to the p21 waf1 and Mdm2 promoters. This conflicts somewhat with the observation by Yang et al. showing that TIP60 is efficiently recruited by p53 to the p21 waf1 promoter. To reconcile these findings, we could imagine that K120 is somehow refractory to acetylation by TIP60 at the p21 waf1 locus. Again, further mechanistic studies are required to illuminate these issues. As discussed before for Ser46 phosphorylation, studies with Nutlin-3 represent an obstacle for The Barcode Hypothesis. It would be useful to determine the acetylation status of p53 upon Nutlin-3 treatment. Since MDM2 and some acetyl-transferases may compete with each other for the same contact surface in the p53 N terminus, it is possible that mere MDM2 inhibition leads to p53 acetylation without stressinduced signaling.
Disclaimer: there is post-transcriptional regulation as well Throughout this review, I have purposely focused on transcriptional mechanisms providing regulatory diversity to the p53 network. However, an efficient way to alter gene expression is by the regulation of already transcribed mRNAs. In analogous fashion to transcriptional control, specific cis-acting elements, located mostly in the 3 0 -untranslated regions (UTRs) of mRNAs, modulate the stability and/or translation of a given mRNA species through the binding of trans-acting factors, such as RNA-binding proteins and microRNAs. During post-transcriptional repression, target mRNAs can be decapped, deadenylated and degraded by specialized cytosolic machineries (Garneau et al., 2007) . Alternatively, translation of the target mRNA can be inhibited by preventing ribosome binding or elongation (Garneau et al., 2007) . Despite the numerous advances in our understanding of post-transcriptional regulatory mechanisms, little is known about their impact on the p53 network. Reports from outside the p53 field reveal the importance of post-transcriptional regulation of the p21 waf1 gene in several biological processes such as tissue differentiation. A number of cis-regulatory elements present in the 3 0 -UTR of the p21 waf1 mRNA have been identified, as well as RNA-binding proteins recognizing these sequences (Johannessen et al., 1999; Figueroa et al., 2003; Lal et al., 2004; Yang et al., 2004; Shi et al., 2005) . Recently, the Chen group identified a novel p53 target gene, named RNPC1, which codes for an RNA-binding protein capable of stabilizing p21 waf1 mRNA (Shu et al., 2006) . Thus, RNPC1 could be required for proper cell cycle arrest response. Furthermore, the discovery of p53-inducible microRNAs (p53-miRs) reinforces the idea that post-transcriptional regulation plays a significant role within the p53 tumor suppressor network (Hermeking, 2007) . p53-miRs can potentially modulate the expression of hundreds of mRNAs within and outside the p53 network, which could affect the type of cellular response provoked by increased p53 activity.
Finally, the ultimate impact of p53 target gene expression can be affected by regulating the activity of the corresponding protein products. For example, the p21 protein can be inactivated via AKT-dependent phosphorylation and consequent cytoplasmic retention (Zhou et al., 2001) . Alternatively, the apoptotic effects of p53 target genes coding for BH3-only proteins (for example, Puma, Noxa) could be determined by the abundance and activity of the corresponding Bcl-2-like proteins they antagonize (Jiang and Milner, 2003; Chen et al., 2005; Alves et al., 2006) . Thus, the two models discussed in this review can only partially explain the regulatory diversity found within the p53 network and should be eventually integrated with post-transcriptional regulatory mechanisms.
Final remarks: the ephemeral nature of ideas
Obviously, my effort to cluster a wealth of data into two alternative models may be ill-fated from the beginning. By sharing my vision of two conceptually different mechanisms, I hope to provoke future work that will support or refute these models, with the idea that this will advance our understanding rather than generating unproductive controversy. I will not be the least surprised to soon find myself having a completely different view of the problem or acknowledging that both (or neither) of these two models are correct to some extent. My favorite scientist put it very well, 'Science consists in grouping facts so that general laws or conclusions may be drawn from them'. 'How odd it is that anyone should not see that all observation must be for or against some view if it is to be of any service!'. 'I have steadily endeavored to keep my mind free so as to give up any hypothesis, however much beloved'.
