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A 2-geodesic in a graph is a vertex triple (u, v,w) such that
v is adjacent to both u and w and u,w are not adjacent. We
study non-complete graphs Γ in which, for each vertex u, all 2-
geodesics with initial vertex u are equivalent under the subgroup
of graph automorphisms ﬁxing u. We call such graphs locally 2-
geodesic transitive, and show that the subgraph [Γ (u)] induced on
the set of vertices of Γ adjacent to u is either (i) a connected
graph of diameter 2, or (ii) a union mKr of m  2 copies of
a complete graph Kr with r  1. This suggests studying locally
2-geodesic transitive graphs according to the structure of the
subgraphs [Γ (u)]. We investigate the family F(m, r) of connected
graphs Γ such that [Γ (u)] ∼= mKr for each vertex u, and for
ﬁxed m  2, r  1. We show that each Γ ∈ F(m, r) is the point
graph of a partial linear space S of order (m, r + 1) which has no
triangles (and 2-geodesic transitivity of Γ corresponds to natural
strong symmetry properties of S). Conversely, each S with these
properties has point graph in F(m, r), and a natural duality on
partial linear spaces induces a bijection F(m, r) →F(r + 1,m− 1).
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, graphs are ﬁnite, simple and undirected. For a graph Γ , a vertex triple (u, v,w) with
v adjacent to both u and w is called a 2-arc if u = w , and a 2-geodesic if in addition u,w are not
adjacent. A connected non-complete graph Γ with subgroup G of automorphisms is said to be locally
(G,2)-arc transitive or locally (G,2)-geodesic transitive if, for every vertex u, the stabilizer Gu of u is
transitive on the set Γ (u) of vertices adjacent to u, and on the 2-arcs or 2-geodesics starting at u,
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but some 2-arcs may not be 2-geodesics. If Γ has girth 3 (length of the shortest cycle is 3), then the
2-arcs contained in 3-cycles are not 2-geodesics. Thus the family of non-complete locally (G,2)-arc
transitive graphs is properly contained in the family of locally (G,2)-geodesic transitive graphs. If a
non-complete graph Γ is locally (G,2)-arc transitive, then the subgraph [Γ (u)] induced on Γ (u) is
an empty graph (that is, with no edges), for each vertex u. However, there are many locally (G,2)-
geodesic transitive graphs whose neighborhood subgraphs are not empty graphs. One of the aims
of this paper is to determine the possible structures of [Γ (u)] for connected locally (G,2)-geodesic
transitive graphs. Our ﬁrst result shows that there are three broad categories of locally (G,2)-geodesic
transitive graphs.
Theorem 1.1. Let Γ be a connected non-complete locally (G,2)-geodesic transitive graph. Then one of the
following holds.
(1) Γ is G-vertex transitive, girth(Γ ) = 3, [Γ (u)] is connected of diameter 2 for any vertex u of Γ , and the
induced action of Gu on Γ (u) is transitive on both vertices and ordered pairs of non-adjacent vertices.
(2) Γ is G-vertex transitive, and there exist integers m  2, r  1 such that for any vertex u of Γ , [Γ (u)] ∼=
mKr .
(3) Γ is not G-vertex transitive, Γ is bipartite with biparts 1 and 2 , and there exist positive integers
m1,m2 with max{m1,m2} 2 such that for any ui ∈ i , [Γ (ui)] ∼=miK1 .
Remark 1.2. If a connected non-complete locally (G,2)-geodesic transitive graph Γ satisﬁes case (2)
with r = 1, or case (3) of Theorem 1.1, then Γ contains no cycles of length 3, and hence each 2-
arc is a 2-geodesic. It follows that Γ is locally (G,2)-arc transitive. Such graphs have been studied
extensively, see [1,4–6,9–11]. We are interested in the case where Γ is not (G,2)-arc transitive, that
is, case (1) and case (2) with r  2.
In cases (1) and (2) of Theorem 1.1, Γ is G-vertex transitive, and we say that Γ is (G,2)-geodesic
transitive. Theorem 1.1 shows that the study of (G,2)-geodesic transitive graphs falls naturally into
two cases, according to whether [Γ (u)] is connected or disconnected. We explore the latter case in
this paper and will study the connected case in forthcoming work.
Deﬁnition 1.3. For positive integers m and r, we denote by F(m, r) the family of connected graphs
Γ of valency mr such that for every vertex u, [Γ (u)] ∼= mKr , the disjoint union of m copies of the
complete graph Kr .
For any pair of positive integers m, r, there exist graphs in the family F(m, r). For instance, the
Hamming graph H(m, r+1) (with vertex set Zmr+1 = Zr+1× Zr+1×· · ·× Zr+1 where Zr+1 = {0,1, . . . , r}
is the ring of integers modulo r+1, and two vertices u, v are adjacent if and only if u− v has exactly
one non-zero entry) is in F(m, r), and it is also 2-geodesic transitive, see [3]. Hiraki, Nomura and
Suzuki [8] have studied the family F(3,2), classifying the distance regular members. We explore
a link between graphs in F(m, r) and a certain family of partial linear spaces, and we also ﬁnd a
bijection between F(m, r) and F(r + 1,m − 1).
A partial linear space S = (P,L,I) of order (m,n) (where m  2,n  2) consists of a set P of
points, a set L of lines, and an incidence relation I ⊆ P × L such that each pair of points is incident
with at most one line, each point is incident with m lines, and each line is incident with n points.
The S-point graph is the graph with vertex set P such that two points are adjacent if and only if they
are incident with a common line. A triangle of S is a clique of the S-point graph of size three such
that the three points are not incident with a common line.
A clique of a graph Γ is a complete subgraph and a maximal clique is a clique which is not con-
tained in a larger clique. The clique graph C(Γ ) of Γ is the graph with vertex set {all maximal cliques
of Γ }, and two maximal cliques are adjacent in C(Γ ) if and only if they have at least one common
vertex in Γ . The relevance of these concepts is clear in our second main result, which will be proved
in Section 4.2.
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hold.
(1) Γ ∈F(m, r) if and only if Γ is the S-point graph of a partial linear space S of order (m, r + 1) which has
no triangles.
(2) If Γ ∈ F(m, r), then the map φm,r :Γ → C(Γ ) is a bijection from F(m, r) to F(r + 1,m − 1) and
φ−1m,r = φr+1,m−1 in the sense that φr+1,m−1(φm,r(Γ )) ∼= Γ . In particular, C(C(Γ )) ∼= Γ .
Theorem 1.4(1) provides a useful method for constructing graphs in F(m, r) for certain integers
m  2, r  1. For example, the Tutte 8-cage is the incidence graph of a partial linear space S of
order (3,3) which has no triangles, so the S-point graph is in F(3,2). Indeed this is one of the
graphs characterized in [8]. Further, transitivity on 2-geodesics of a graph Γ ∈F(m, r) corresponds to
transitivity on the triples of points (a,b, c) of S such that there exist two lines 1 = 2, and (a, 1),
(b, 1), (b, 2), (c, 2) ∈ I . Partial linear spaces with these transitivity properties will be studied in
forthcoming work of the authors.
The line graph L(Γ ) of a graph Γ has the set of edges of Γ as its vertex set, and two edges are
adjacent in L(Γ ) if and only if they have a common vertex in Γ . Line graphs occur in some of the
F(m, r), see Remark 1.5 and Corollary 1.6.
Remark 1.5. (a) The only families F(m, r) not covered by Theorem 1.4 are those with m = 1: the
family F(1, r) = {Kr+1} and C(Kr+1) = K1.
(b) If Γ ∈F(m,1) with m 2, then the maximal cliques have size 2 and girth(Γ ) 4. In this case,
C(Γ ) = L(Γ ) is the line graph of Γ , and by Theorem 1.4(2), C(L(Γ )) ∼= Γ . In fact, for Γ ∈ F(m, r),
C(Γ ) ∼= L(Γ ) if and only if r = 1 (see Corollary 4.2).
For a positive integer n, we denote by K1,n the complete bipartite graph with biparts of sizes 1
and n. The following corollary is proved in Section 4.2.
Corollary 1.6. Let Γ ∈F(m, r) where m 1, r  1. Then Γ is a line graph if and only if one of the following
holds:
(1) m = 1, r = 2 and Γ ∼= Kr+1 = L(Σ) where Σ ∼= K1,r+1;
(2) m = 1, r = 2 and Γ ∼= K3 = L(Σ) where Σ ∼= K1,3 or K3;
(3) m = 2 and Γ ∼= L(C(Γ )).
2. Notation and concepts
In this section we give some notation and deﬁnitions which will be used in the paper. Let Γ be
a graph. We use V (Γ ), E(Γ ), and Aut(Γ ) to denote its vertex set, edge set and automorphism group,
respectively. The graph Γ is said to be vertex transitive if the action of Aut(Γ ) on V (Γ ) is transitive.
A subgraph X of Γ is an induced subgraph provided two vertices of X are adjacent in X if and
only if they are adjacent in Γ . When U ⊆ V (Γ ), we denote by [U ]Γ (or simply [U ] when there is no
ambiguity) the subgraph of Γ induced by U .
For two vertices u and v in V (Γ ), the smallest integer n such that there is a path of length n from
u to v is called the distance from u to v and is denoted by dΓ (u, v). If Γ is disconnected, we deﬁne
dΓ (u, v) = ∞ whenever u and v belong to different connected components of Γ . If Γ is connected,
the diameter diam(Γ ) of Γ is the maximum distance dΓ (u, v) between vertices u, v ∈ V (Γ ). For a
vertex u ∈ V (Γ ), we set Γ2(u) = {v ∈ V (Γ ) | dΓ (u, v) = 2}.
In [2], the authors classiﬁed 2-geodesic transitive graphs of girth 3 and valency 4. Remark 2.1
comments on the deﬁnition of local (G,2)-geodesic transitivity.
Remark 2.1. For a graph Γ and G  Aut(Γ ) if, for every u ∈ V (Γ ), Gu is transitive on 2-geodesics
starting from u, it is possible that there exists a vertex v such that Gv is not transitive on arcs
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starting from v . The two graphs in Fig. 1 are examples. Thus in the deﬁnition of local (G,2)-geodesic
transitivity, it is necessary to require that for every u ∈ V (Γ ), Gu is transitive on both arcs and 2-
geodesics starting from u.
For a partial linear space S = (P,L,I) of order (m,n) as deﬁned in Section 1, if (p, ) ∈ I , then
we say that the point p and the line  are incident. The S-line graph (S-point graph) of S is the graph
with vertex set L (vertex set P) and two vertices are adjacent if and only if they are incident with
a common point (line, respectively). We refer to the S-line graph rather than simply the line graph
to distinguish this notion from the line graph of Remark 1.5. The incidence graph S is the graph with
vertex set P ∪L and edge set {p, } where (p, ) ∈ I . We denote the “transposed” incidence relation
by I∗ = {(, p) | (p, ) ∈ I}. It is not diﬃcult to verify that S∗ = (L,P,I∗) is a partial linear space
of order (n,m) and is called the dual partial linear space of S . Note that S∗∗ = S , and the S∗-line
graph is the S-point graph, etc. For two partial linear spaces S1 = (P1,L1,I1) and S2 = (P2,L2,I2),
a bijection φ :P1 →P2, L1 →L2 is called an isomorphism between S1 and S2 if, (p1, 1) ∈ I1 if and
only if (p1, 1)φ ∈ I2.
3. Proof of Theorem 1.1
Let Γ be a connected non-complete locally (G,2)-geodesic transitive graph. Then, for each
u ∈ V (Γ ), Gu is transitive on Γ (u), and hence G is transitive on E(Γ ). If Γ is not G-vertex tran-
sitive, then Γ is bipartite and its two biparts 1 and 2 are the G-orbits in V (Γ ), see for example
[5, Lemma 3.1] (note that in [5, Lemma 3.1], the condition that all vertices have valency at least 2
is not necessary, as if one vertex has valency 1, then Γ ∼= K1,r for some r  1). Thus there exist
m1,m2 such that for any ui ∈ i we have [Γ (ui)] ∼= miK1, and max{m1,m2} 2 since Γ contains a
2-geodesic, so (3) holds.
Now we assume that Γ is G-vertex transitive. Then Γ is (G,2)-geodesic transitive. In particular,
Γ is regular with valency n 2 since Γ contains 2-geodesics. Let (u, v) be an arc of Γ . Then Gu,v is
transitive on Γ (u) ∩ Γ2(v), and this implies that all vertices of the latter set are at the same distance
i from v in Σ := [Γ (u)], and with i = 2 when Σ is connected and i = ∞ otherwise.
Suppose that Σ is connected and note that Gu is transitive on V (Σ). Since Γ is non-complete,
also Σ is non-complete, and so diam(Σ)  2. Since Γ (u) ∩ Γ2(v) = Γ (u) \ ({v} ∪ (Γ (u) ∩ Γ (v)))
and all vertices of Γ (u)∩Γ2(v) are at the same distance 2 from v in Σ , it follows that diam(Σ) = 2.
Moreover, since Gu is transitive on V (Σ), this implies that Gu is transitive on ordered pairs of vertices
at distance 2 in Σ . Thus (1) holds.
Finally, suppose that Σ is not connected and has m ( 2) connected components. If girth(Γ ) 4,
then [Γ (u)] ∼= nK1, and (2) holds. Thus we may assume that girth(Γ ) = 3. Let Γ (u) =⋃mi=1 Bi such
that each [Bi] is a connected component of [Γ (u)]. Since Gu is transitive on Γ (u), all the [Bi] are
isomorphic. Since girth(Γ ) = 3, the size |Bi |  2. Let v1, v2 ∈ B1 and w ∈ B2. Then (v1,u,w) is a
2-geodesic and (v1,u, v2) is a 2-arc. Now Gu,v1 ﬁxes B1 setwise and so no element of Gu,v1 maps v2
to w , and hence no element of G maps (v1,u, v2) to (v1,u,w). Since Γ is (G,2)-geodesic transitive,
it follows that (v1,u, v2) is not a 2-geodesic, that is, v1, v2 are adjacent. Thus [B1] ∼= Kr where r  2
and mr = n. Therefore, [Γ (u)] ∼=mKr , and (2) holds. This completes the proof.
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Let Γ be a connected (G,2)-geodesic transitive graph such that [Γ (u)] is not connected. Then by
Theorem 1.1, every such graph lies in the family F(m, r) for some m 2, r  1. In the ﬁrst subsection,
we initiate an investigation of the graphs in F(m, r) for all parameters m 1, r  1. Note that F(1, r)
has just one member, namely the complete graph Kr+1, see Remark 1.5(a).
4.1. Clique graphs
We refer to a clique of size r as an r-clique.
Lemma 4.1. Let Γ ∈F(m, r) with m 1, r  1. Then the following statements hold.
(1) Every maximal clique contains exactly r + 1 vertices.
(2) Any two maximal cliques of Γ have at most one common vertex. In particular, each edge of Γ lies in a
unique maximal clique.
(3) Let u ∈ V (Γ ). Let Ω = {[A1], [A2], . . . , [Am]} be the set of r-cliques of [Γ (u)] and let A′i = Ai ∪ {u}.
Then [A′i] ∼= Kr+1 and [A′1], [A′2], . . . , [A′m] are all the maximal cliques that contain u.
(4) Suppose that |V (Γ )| = n. Then |V (C(Γ ))| = mn/(r + 1). In particular, |V (C(Γ ))| = n if and only if
m = r + 1.
Proof. Let [] be a maximal clique and let u, v be distinct vertices in . Then [ \ {u}] is a clique
of [Γ (u)] containing v , so  \ {u} ⊆ {v} ∪ (Γ (u) ∩ Γ (v)), a set of size r. Thus ||  r + 1. Further,
by maximality of [], || = r + 1 and [ \ {u}] is the unique maximal clique of [Γ (u)] containing v .
If ′ is a maximal clique containing {u, v}, then this implies that ′ = , proving (2) as well as (1).
This also implies part (3).
Finally, by (3), each vertex of Γ lies in exactly m maximal cliques, each of size r + 1. It follows
that Γ has mn/(r + 1) maximal cliques, that is, |V (C(Γ ))| =mn/(r + 1). 
Corollary 4.2. Let Γ ∈F(m, r) where m 2, r  1. Then C(Γ ) ∼= L(Γ ) if and only if r = 1.
Proof. If r = 1, then maximal cliques are edges by Lemma 4.1(1), so C(Γ ) = L(Γ ). Conversely, sup-
pose that C(Γ ) ∼= L(Γ ). By Lemma 4.1(4), |V (C(Γ ))| = m.|V (Γ )|/(r + 1), and on the other hand,
|V (L(Γ ))| = |E(Γ )| =mr.|V (Γ )|/2. It follows that r = 1. 
The next lemma determines the local structure of C(Γ ) for Γ ∈F(m, r).
Lemma 4.3. Let Γ ∈F(m, r) with m 2, r  1, and let Σ = C(Γ ). Then [Σ(u′)]Σ ∼= (r + 1)Km−1 for each
u′ ∈ V (Σ), so Σ ∈F(r + 1,m − 1).
Proof. By Lemma 4.1(1), every maximal clique of Γ contains exactly r + 1 vertices. Let u′ ∈ Σ , say
u′ = []Γ with  = {u1,u2, . . . ,ur+1} ⊆ V (Γ ).
Let Ω = {ui | i = 1,2, . . . , r + 1} where ui = Γ (ui) \ . Then since [Γ (ui)]Γ ∼=mKr and []Γ ∼=
Kr+1, we have [ui ]Γ ∼= (m−1)Kr . By Lemma 4.1(2), the edge {ui,u j} lies in a unique maximal clique
and this must be []Γ . It follows that ui ∩ u j = ∅, that is, distinct elements of Ω are disjoint.
Now let ui = {ui}∪ui . Since ui ⊆ Γ (ui) and [ui ]Γ ∼= (m−1)Kr , it follows that [ui ]Γ consists
of m − 1 maximal cliques of Γ each pair of which intersects exactly in the vertex ui . Thus [ui ]Γ
corresponds to a set of m − 1 pairwise adjacent vertices of Σ . We denote the set of m − 1 maximal
cliques of Γ in [ui ]Γ by Ai . Then [Ai]Σ ∼= Km−1.
Since  ∩ ui = {ui}, each maximal clique of Γ in Ai is adjacent in Σ to u′ = []Γ , so [Ai]Σ is
a subgraph of [Σ(u′)]Σ . Since distinct elements of Ω are disjoint, distinct ui ,u j have no common
vertices in Γ . Thus [A1 ∪ A2 ∪ · · · ∪ Ar+1]Σ ∼= (r + 1)Km−1 and is a subgraph of [Σ(u′)]Σ . Finally,
if u′′ ∈ Σ(u′) then u′′ = [′′]Γ is an (r + 1)-clique of Γ containing a vertex of u′ = []Γ , say ui .
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[A1 ∪ A2 ∪ · · · ∪ Ar+1]Σ ∼= (r + 1)Km−1. 
The following lemma will be used in the next subsection.
Lemma 4.4. Let Γ ∈ F(m, r) where m  2, r  1. Let Σ = C(Γ ) and Ω = {[1]Γ , [2]Γ , . . . , [m]Γ } ⊆
V (Σ). Then the induced subgraph [Ω]Σ ∼= Km if and only if |1 ∩ 2 ∩ · · · ∩ m| = 1 in Γ .
Proof. Since each [i]Γ is a vertex of Σ , it follows from Lemma 4.1(1) that [i]Γ ∼= Kr+1. If |1 ∩
2 ∩· · ·∩m| = 1, that is, 1,2, . . . ,m have a unique common vertex in Γ , then by the deﬁnition
of the clique graph, [Ω]Σ ∼= Km .
Conversely, suppose that [Ω]Σ ∼= Km . It follows from Lemma 4.1(2) that |i ∩ j | = 1 in Γ for each
i = j. If m = 2, the proof is completed, so assume that m  3. Let {u12} = 1 ∩ 2, {u1i} = 1 ∩ i
and {u2i} = 2 ∩ i for i ∈ {3,4, . . . ,m}. If u12 = u1i for all i  3, or if u12 = u2i for all i  3, then
{u12} = 1 ∩2 ∩ · · · ∩m as required. So assume this is not the case. We will derive a contradiction.
Let e and f be minimal such that u12 = u1e and u12 = u2 f . Without loss of generality, assume that
3 e  f . First, assume that e = f . If u1e = u2e , then u1e ∈ 1 ∩ 2, and hence {u12,u1e} ⊆ 1 ∩ 2,
contradicting Lemma 4.1(2). Thus u1e = u2e , and u1e and u2e are adjacent as both lie in e . However,
since [Γ (u12)]Γ ∼= mKr , no vertices of 1 \ {u12} and 2 \ {u12} are adjacent, a contradiction. Thus
e < f . Since 3  e, and by the minimality of f , it follows that u12 = u2e . Since u12 = u1e , it follows
that u1e = u2e , and we have {u1e,u2e} ⊆ 1 ∩ e , contradicting |1 ∩ e| = 1. 
4.2. Partial linear spaces
In this section, we study partial linear spaces which correspond to graphs in F(m, r). This point
of view helps us understand the graphs in F(m, r) deeper, and in particular, the correspondence
between F(m, r) and F(r + 1,m − 1) becomes a simple application of the duality of partial linear
spaces.
Lemma 4.5. Let S be a partial linear space with incidence graph S . Then S has no triangles if and only if S
has girth at least 8.
Proof. Suppose that S has no triangles. By [7, Lemma 5.1.1], S has girth at least 6. Assume that
(p1, 1, p2, 2, p3, 3, p1) is a 6-cycle of S where pi ∈ P and i ∈ L. Then by deﬁnition, p1, p2 and
p3 form a triangle of S , contradicting that S has no triangles. Hence S has no 6-cycles, and so its
girth is greater than 6. Since S is bipartite, it follows that S has girth at least 8.
Conversely, suppose that S has girth at least 8. Assume that S has a triangle, say (p1, p2, p3).
Then there exist 3 distinct lines 1, 2 and 3 such that p1, p2 are incident with 1, p2, p3 are
incident with 2 and p3, p1 are incident with 3. Hence (p1, 1, p2, 2, p3, 3, p1) is a 6-cycle of S ,
contradicting that S has girth at least 8. Thus S has no triangles. 
Deﬁnition 4.6. Let Γ ∈ F(m, r) with m  2, r  1. Let P = V (Γ ) and L = V (C(Γ )), and I ⊆ P × L
be the set of pairs (p, ) such that p ∈ . Let S(Γ ) be the triple (P,L,I), and let S(Γ ) be the graph
with vertex set P ∪L and edges all pairs (p, ) such that (p, ) ∈ I .
It turns out that S(Γ ) = (P,L,I) is a partial linear space of order (m, r + 1) with no triangles
and S(Γ ) is its incidence graph.
Lemma 4.7. Let Γ ∈ F(m, r) with m  2, r  1, let S(Γ ) and S(Γ ) be as in Deﬁnition 4.6. Then S(Γ ) is a
partial linear space of order (m, r + 1) with no triangles. Further, S(Γ ) is the incidence graph of S(Γ ), Γ is
the S(Γ )-point graph and C(Γ ) is the S(Γ )-line graph.
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points are incident with at most one line and two lines are incident with at most one point. Also
each point lies on m  2 lines and each line contains r + 1  2 points. Thus S(Γ ) = (P,L,I)
is a partial linear space of order (m, r + 1), and by deﬁnition S(Γ ) is its incidence graph. Let
girth(S(Γ )) = g. Then by [7, Lemma 5.1.1], g  6 and g is even. If g = 6, then S(Γ ) has a 6-
cycle (p1, 1, p2, 2, p3, 3, p1) such that pi ∈ P , i ∈ L, and p j = pk ,  j = k whenever j = k. Thus
p1, p2, p3 are pairwise adjacent in Γ . Since Γ ∈F(m, r), it follows by Lemma 4.1(2) that for distinct
j,k, there is only one maximal clique  containing {p j, pk}. Since {p1, p2, p3} lies in some maximal
clique, that clique must be . In particular,  = 1 = 2 = 3, a contradiction. Hence girth(S(Γ )) 8,
by Lemma 4.5, S(Γ ) has no triangles.
Finally, from the deﬁnition of S(Γ ) we know that Γ is the S(Γ )-point graph and C(Γ ) is the
S(Γ )-line graph. 
Now we can prove the ﬁrst assertion of Theorem 1.4.
Proof of Theorem 1.4(1). Suppose that Γ ∈ F(m, r), and let S = S(Γ ) be the triple as in Deﬁni-
tion 4.6. Then by Lemma 4.7, S is a partial linear space of order (m, r + 1) with no triangles and Γ
is the S-point graph.
Conversely, let S = (P,L,I) be a partial linear space of order (m, r + 1) with no triangles. Let p0
be a point of S and S(p0) = {0, 1, . . . , m−1} be the set of lines incident with p0. Since any two lines
are incident with at most one common point, it follows that S(i) ∩ S( j) = {p0} for distinct i,  j ∈
S(p0), and hence |S2(p0) ∩ S(i)| = r and |S2(p0)| =mr. Let S2(p0) ∩ S(i) = {pi1, pi2, . . . , pir}, for
0 i m − 1. If s = t and pse , pt f with e, f ∈ {1,2, . . . , r}, lie on a common line, then (p0, pse, pt f )
is a triangle of S , contradicting our assumption that S has no triangles. Thus pse and pt f lie on a
common line if and only if s = t .
Let Γ be the S-point graph. Then Γ (p0) = S2(p0) and [Γ (p0)]Γ ∼= mKr . Since p0 is any point
of P , it follows that Γ ∈F(m, r). 
If Γ ∈ F(m, r) for some m  2, r  1, then Lemma 4.3 shows that C(Γ ) ∈ F(r + 1,m − 1). Thus
we can deﬁne a partial linear space S(Γ ) for Γ and also a partial linear space S(C(Γ )) for C(Γ ) as
in Deﬁnition 4.6 and Lemma 4.7. The following proposition shows that S(C(Γ )) is isomorphic to the
dual of S(Γ ).
Proposition 4.8. Let Γ ∈F(m, r) for some m 2, r  1. Let S = S(Γ ) and S(C(Γ )) be as in Deﬁnition 4.6
and let S∗ be the dual of S . Then the S∗-point graph is isomorphic to C(Γ ) and S(C(Γ )) ∼= S∗ .
Proof. By the deﬁnition of S , the identity map σ : V (C(Γ )) → V (C(Γ )) given by σ : x → x is an
isomorphism between C(Γ ) and the S-line graph. As S∗ is the dual of S , it follows that σ is also an
isomorphism between C(Γ ) and the S∗-point graph.
Let Σ = C(Γ ). Then by Lemma 4.3, [Σ(u)]Σ ∼= (r + 1)Km−1 for each u ∈ V (Σ). Let S(Σ) =
(P1,L1,I1) be as in Deﬁnition 4.6. Then σ deﬁnes an isomorphism between the point graphs of
S(Σ) and S∗ .
Let Σ ′ = C(Σ). Then again by Lemma 4.3, [Σ ′(u′)]Σ ′ ∼= mKr for each u′ ∈ V (Σ ′). Let ′ ∈ V (Σ ′).
Then ′ is a maximal clique of Σ , say ′ = []Σ ∼= Km where  = {[1]Γ , [2]Γ , . . . , [m]Γ } ⊆ V (Σ).
By the deﬁnition of Σ , each [i]Γ ∼= Kr+1. By Lemma 4.4, []Σ ∼= Km implies that |1 ∩ 2 ∩ · · · ∩
m| = 1, say 1 ∩ 2 ∩ · · · ∩ m = {}.
We deﬁne φ : V (Σ ′) → V (Γ ) by φ :′ → . Since  is unique, φ is well deﬁned. We claim that φ is
a bijection: By Lemma 4.1(3), for any v ∈ V (Γ ), there are m maximal cliques [B1]Γ , [B2]Γ , . . . , [Bm]Γ
containing v . Let B = {[B1]Γ , [B2]Γ , . . . , [Bm]Γ }. Then [B]Σ ∼= Km , and hence [B]Σ is a vertex of
Σ ′ , and we have φ([B]Σ) = v , that is, φ is surjective. Now suppose that φ(w1) = φ(w2) = w
where w1,w2 ∈ V (Σ ′) and w ∈ V (Γ ). Then w1,w2 are maximal cliques of Σ , say w1 = [C]Σ ∼=
Km ∼= [D]Σ = w2 where C = {[C1]Γ , [C2]Γ , . . . , [Cm]Γ } ⊆ V (Σ) and D = {[D1]Γ , [D2]Γ , . . . , [Dm]Γ } ⊆
V (Σ). Thus [Ci]Γ ∼= [Di]Γ ∼= Kr+1, and C1 ∩ C2 ∩ · · · ∩ Cm = {w} = D1 ∩ D2 ∩ · · · ∩ Dm . By
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{[C1]Γ , [C2]Γ , . . . , [Cm]Γ } = {[D1]Γ , [D2]Γ , . . . , [Dm]Γ }, that is, C = D . Thus w1 = w2, and hence φ is
injective. So φ is a bijection.
Now deﬁne ψ :S(Σ) → S∗ by ψ : p → pσ ,  → φ for p ∈ P1 and  ∈ L1. Choose p ∈ P1 and
 ∈L1. Then  is a maximal clique of Σ , say  = []Σ ∼= Km where  = {[1]Γ , [2]Γ , . . . , [m]Γ } ⊆
V (Σ). By the deﬁnition of Σ , each [i]Γ ∼= Kr+1. By the deﬁnition of φ, 1 ∩ 2 ∩ · · · ∩ m = {φ}.
Now p and  are incident in S(Σ) if and only if p ∈ {[1]Γ , [2]Γ , . . . , [m]Γ }, which holds if
and only if φ is a vertex of p. In turn this is true if and only if φ , pσ are incident in S∗ as p = pσ .
Thus ψ is an isomorphism between S(Σ) and S∗ . 
Corollary 4.9. Let Γ ∈F(m, r) where m 2, r  1. Then Γ ∼= C(C(Γ )).
Proof. Let S = S(Γ ) be the partial linear space as in Deﬁnition 4.6, and let P , P∗ , P∗∗ be the
point graphs of S,S∗ and S∗∗ , respectively. Then applying Theorem 1.4(1) and Proposition 4.8 to
Γ , C(Γ ) and C(C(Γ )) we have Γ ∼= P , C(Γ ) ∼= P∗ , and C(C(Γ )) ∼= P∗∗ , and also S∗ ∼= S(C(Γ )),
S∗∗ ∼= S(C(C(Γ ))). However, S∗∗ = S , and so P∗∗ =P , that is, C(C(Γ )) ∼= Γ . 
Remark 4.10. Let Γ ∈ F(m, r) where m  2, r  1, and let S(Γ ) = (P,L,I) be as in Deﬁnition 4.6.
Since Γ is the S(Γ )-point graph and C(Γ ) is the S(Γ )-line graph, it follows that Γ ∼= C(Γ ) if and
only if S(Γ ) is vertex transitive, or equivalently, if and only if S(Γ ) is self-dual. In particular, Γ ∼=
C(Γ ) is only possible for m = r + 1 by Lemma 4.1(4).
A graph Γ ∈ F(2,1) is just a cycle of length at least 4, so it does satisfy Γ ∼= C(Γ ) and is 2-
geodesic transitive. In the next smallest case, F(3,2) contains 2-geodesic transitive graphs that are
not isomorphic to their clique graph (the Hamming graph H(3,3) for instance), and also contains
2-geodesic transitive graphs that are isomorphic to their clique graph (the Kneser graph KG6,2 for
instance). Note that the partial linear space S(KG6,2) is the unique generalized quadrangle of order
(2,2).
Now we can prove the second part of Theorem 1.4.
Proof of Theorem 1.4(2). Let m  2, r  1. By Theorem 1.4(1), fm,r :Γ → S(Γ ) deﬁnes a bijection
from F(m, r) to the set Ψ (m, r + 1) of all partial linear spaces S of order (m, r + 1) without trian-
gles, and Γ is the S(Γ )-point graph. Let f :S → S∗ denote the natural bijection from Ψ (m, r + 1) to
Ψ (r + 1,m), and deﬁne φm,r to be the composition fm,r ◦ f ◦ f −1r+1,m−1. Then φm,r is a bijection fromF(m, r) to F(r + 1,m− 1) which maps Γ to the S(Γ )∗-point graph, which by Proposition 4.8 is iso-
morphic to C(Γ ). Thus φm,r :Γ → C(Γ ). Moreover, fr+1,m−1 ◦ f −1 ◦ f −1m,r maps C(Γ ) to the S(C(Γ ))∗-
point graph, and the S(C(Γ ))∗-point graph is (isomorphic to) Γ since S(C(Γ ))∗ ∼= S(Γ )∗∗ = S(Γ ) by
Proposition 4.8. This second map is just φr+1,m−1, and hence φ−1m,r = φr+1,m−1 in the sense described
in Theorem 1.4. 
Finally, we prove Corollary 1.6 to determine when Γ is a line graph.
Proof of Corollary 1.6. In each of the cases (1)–(3), Γ is a line graph. Suppose conversely that Γ is a
line graph, and let Γ = L(Σ). Assume that m 3. Since [Γ (u)]Γ ∼=mKr , there exist vertices u1,u2,u3
in Γ (u) which are mutually non-adjacent. By the deﬁnition of a line graph, u, u1, u2, u3 are edges
of Σ , u1, u2, u3 all have a common vertex with u and any two of them have no common vertex,
which is impossible. Thus m = 1 or 2. Now, if m = 1, then Γ ∼= Kr+1, and Γ = L(Σ) where the only
possibilities for Σ are Σ ∼= K3 or K1,3 when r = 2, and Σ = K1,r+1 for r = 2, so (1) or (2) holds.
Now suppose that m = 2, so for each u ∈ V (Γ ), [Γ (u)]Γ ∼= 2Kr . It follows from Theorem 1.4 that
for Σ ′ = C(Γ ), [Σ ′(u′)]Σ ′ ∼= (r + 1)K1 for each u′ ∈ V (Σ ′) and girth(Σ ′) 4. Thus by Remark 1.5(b),
C(Σ ′) = L(Σ ′), that is, C(C(Γ )) = L(Σ ′). Again by Theorem 1.4, Γ ∼= C(C(Γ )). Thus (3) holds. 
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