The notion of a planar st graph (also known as e-bipolar planar graph) is essentially equivalent to that of a progressive plane graph, which was introduced by Joyal and Street in the theory of graphical calculus for tensor categories. Fraysseix and Mendez have shown a bijection between equivalence classes of planar st embeddings of a directed graph G and the conjugate orders of the edge poset of G. In this paper, we reformulate Fraysseix-Mendez's result in term of progressive graphs and planar orders and give a totally combinatorial proof in the perspective of graphical calculus. Our proof also provides a practical method to calculate the planar orders of progressive plane graphs. Moreover, we prove that any boxed planar embedding of a progressive graph is equivalent to a progressive plane graph, which is a reformulation of a result of Battista-Tamassia and Kelly.
Introduction
A planar st graph (also known as e-bipolar planar graph [3] ) is a planar embedding of an acyclic directed graph with exactly one source s and exactly one sink t, such that both s and t are mapped on the boundary of the unbounded face. Planar st graphs were first introduced in [1] for planarity testing algorithm and are mainly used to characterize upward planar graphs which are upward planar embeddings of acyclic directed graphs, that is, planar embeddings with all edges increasing monotonically in the vertical direction. Battista and Tamassia [4] and Kelly [7] independently proved that an acyclic directed graph has an upward planar embedding if and only if it is a subgraph of a planar st graph. Two planar st graphs are equivalent if they are connected by a planar isotopy. A planar st graph is not necessarily an upward planar graph, however, a central result in the work of Battista-Tamassia and Kelly says that any planar st graph is equivalent to an upward planar st graph, that is, a planar st graph with all edges increasing monotonically in the vertical direction.
The notion of a upward planar st graph is closed to another one, which is called progressive plane graph introduced by Joyal and Street in [6] as a graphical tool for tensor calculus. A progressive plane graph is defined by the following properties: (1) it is an acyclic directed graph embedded in a plane box; (2) all edges monotonically decrease in the vertical direction; (3) all sinks and sources have degree 1 and are on the horizontal boundaries of the plane box. By definition progressive plane graphs are special upward planar graphs (precisely downward planar graphs, see Fig 1 for an example) . For convenience, we fix some terminologies in this paper. A vertex is called an internal vertex if its degree is greater than or equal to 2, otherwise it is called a boundary vertex. A vertex is called progressive if it has at least one incoming edge and at least one outgoing edge. A progressive graph is an acyclic directed graph with all internal vertices being progressive. Therefore all sinks and sources of progressive graphs are boundary vertices. Notice that in [6] the notion of a progressive graph is exactly the notion of an acyclic directed graph.
For progressive graphs, an edge is called an input edge if it starts from a source, and an edge is called an output edge if it ends with a sink. An anchor [6] of a progressive graph G is a choice of linear orders on the set I(G) of input edges and on the set O(G) of output edges.
A planar embedding of progressive graph G is called boxed [6] if G is mapped in a plane box with all sinks of G on one horizontal boundary of the plane box and all sources of G on the other horizontal boundary of the plane box. Any boxed planar embedding defines an anchor: i 1 < i 2 in I(G) if s(i 1 ) (starting vertex of i 1 ) is on the left of s(i 2 ) as points of one horizontal boundary and o 1 < o 2 in O(G) if t(o 1 ) (ending vertex of o 1 ) is on the left of t(o 2 ) as points of the other horizontal boundary. Two boxed planar embeddings are equivalent if they are connected by a planar isotopy such that each intermediate planar embedding is boxed. Basic knowledge on analysis shows that equivalent boxed planar embeddings define the same anchor.
Progressive plane graphs are just boxed and upward planar embeddings of progressive graphs. Two progressive plane graphs are equivalent if they are equivalent as boxed planar embeddings.
Defined in different ways and for different perspectives, however, the notions of a upward planar st graph and a progressive plane graph are essentially equivalent. In fact, given any progressive plane graph G, we can associate G with an upward planar st graph G canonically by adding a source s and a sink t, and then connecting s to all sources of G and connecting all sinks of G to t. Notice that in this procedure, we remove all sources and sinks of G, hence the vertex set of G is the union of the set {s, t} and the set of internal vertices of G. We identify edge set E(G) with edge set E( G).
Conversely, we associate each upward planar st graph G with a progressive plane graph G • in a unique way such that G = G • . In fact, G • is obtained from G by removing the source s and the sink t, and then adding one starting vertex for each incident edge of s and one ending vertex for each incident edge of t. We also identify E(G) with E(G • ).
Owing to the result that any planar st graph is equivalent to an upward one, the constructions G and G • actually define a bijection between the set of equivalence classes of planar st graphs and the set of equivalence classes of progressive plane graphs.
In the work of Battista-Tamassia and Kelly, planar st graphs are used to characterize upward planar graphs. However, planar st graphs themselves have a nice combinatorial characterization due to Fraysseix and Mendez. In [2] , Fraysseix and Mendez showed that there is a bijection between equivalence classes of planar st embeddings of an acyclic directed graph G and conjugate orders of the edges poset of G. On the basis of the constructions G and G • , Fraysseix and Mendez's result also characterizes equivalence classes of progressive plane graphs.
A directed path in a directed graph G is by definition a sequence of edges e 1 e 2 · · · e n with t(e i ) = s(e i+1 ) for i = 1, 2, · · · , n − 1. The orientation on G defines a partial order < on E(G), say for each pair of edges e 1 , e 2 ∈ E(G), e 1 < e 2 if and only if there exists a directed path e 1 h 1 h 2 · · · h n e 2 (denoted by e 1 → e 2 ). The poset (E(G), <) is called the edge poset of G. Two partial orders < and < * on a set are conjugate if each pair of elements are comparable by exactly one of them. Now we reformulate the result of Fraysseix and Mendez in terms of progressive planar graphs. A progressive planar graph (G, ≺) is a progressive graph G together with a linear order ≺ on E(G), which satisfies (P 1 ) e 1 → e 2 implies e 1 ≺ e 2 ; (P 2 ) if e 1 ≺ e 2 ≺ e 3 and e 1 → e 3 , then either e 1 → e 2 or e 2 → e 3 . The order ≺ is called a planar order. Two progressive planar graphs are isomorphic if there is an isomorphism of the underlying graphs, which preserves the planar orders. We view isomorphic progressive planar graphs as equal.
The condition (P 1 ) says that ≺ is a linear extension of → (the order of edge poset); and (P 2 ) is equivalent to the condition that if e 1 ≺ e 2 ≺ e 3 , then e 1 → e 2 and e 2 → e 3 imply that e 1 → e 3 . Clearly (P 2 ) enables us to define a transitive binary relation: e 1 < * e 2 if and only if e 1 ≺ e 2 and e 1 → e 2 ; moreover, if (P 1 ) is satisfied, then < * defines a conjugate order of →. This shows the 1 − 1 correspondence between planar orders and conjugate orders. Thus we obtain the the following result. Theorem 1.1. There is a bijection between progressive planar graphs and equivalence classes of progressive plane graphs.
Motivated by the work of Joyal and Street [6] , we will give a combinatorial and constructive proof of Theorem 1.1 without referring to some familiar topological and geometrical properties of plane graphs, such as Euler's theorem, dual graph, etc. Roughly speaking, we can define composition for progressive planar graphs, and every progressive planar graph is a composition of some elementary ones, where one can use induction. Our proof is self-contained and provides a practical method to calculate the planar orders of a given progressive plane graphs.
Recall that in [6] Joyal and Street studied equivalences of progressive plane graphs in terms of deformations of progressive plane graphs. They defined a deformation of a progressive plane graph G to be a planar isotopy starting from G such that each intermediate planar embedding is a progressive plane graph (a boxed and upward planar embedding). However, the following theorem says that Joyal and Street's definition of deformation of a progressive plane graph can be relaxed by removing the condition that each intermediate planar embedding is upward, hence justifies our definition of the equivalence relation of progressive plane graphs. 
This paper is orgnized as follows. In Section 2, we overview our strategy to study progressive plane graphs and show ideas to prove Theorem 1.1. We reduce Theorem 1.1 to Propositions 2.1 − 2.6. In Section 3, we study some properties of planar orders. The last section is devoted to the proofs of Propositions 2.3 − 2.6 and Theorem 1.2.
Overview of our strategy
We take the progressive plane graph Γ in Fig 1 as a running example. Notice that we omit boundary vertices for convenience. Our strategy to study planarity is as follows.
Firstly, due to the upward planarity, we can always cut Γ into layers along some horizontal dotted lines (see Fig 3) , such that each layer has no edges connecting two internal vertices of Γ. The graph in each layer is called an elementary progressive plane graph [6] , in the sense that each of its connected components has at most one internal vertex. A key observation is that all these orders are planar, i.e., they are linear orders satisfying (P 1 ) and (P 2 ). As shown in Fig 4 , we can see that for any internal vertex v of an elementary progressive plane graph H, the set I(v) of incoming edges, the set O(v) of outgoing edges and the set E(v) of incident edges are all intervals of E(H) with respect to the planar order.
We say a progressive graph is elementary if each of its connected components has at most one internal vertex. There is no difficulty to prove Theorem 1.1 for elementary progressive graphs. Proposition 2.1. There is an 1−1 correspondence between elementary progressive planar graphs and equivalence classes of elementary progressive plane graphs.
To define planar orders for general progressive plane graphs, we need (1) to define an associative composition for planar orders; (2) to prove that the composed linear order is again planar, that is, it satisfies (P 1 ) and (P 2 ); (3) to show that the composed linear order is unique for any progressive plane graph, that is, it is independent of the ways how we cut it into layers.
We need the following notation. Let (S, ≺) be a set with a linear order ≺, and E 1 , · · · , E n are intervals of S. Recall that an interval of S (with respect to ≺) is a subset of the form [a, b] = {s ∈ S | a s b} for some a, b ∈ S. Similarly, one defines (a, b), (a, b], and [a, b). Assume that max(E i ) ≺ min(E j ) for any i < j. If moreover, S is a disjoint union of E i 's, then we write
Let 1 and +∞ denote the minimal and the maximal element of S, respectively. Then S = [1, +∞] . Given a progressive graph Γ 1 with planar order ≺ 1 and n output edges
and a progressive graph Γ 2 with planar order ≺ 2 and n input edges i 1 ≺ 2 · · · ≺ 2 i n (edges starting from sources),
we can get a new progressive graph Γ 2 • Γ 1 by jointing their output edges and input edges orderly as Fig 5 shows , where e 1 , · · · , e k , · · · , e n are newly formed edges. We mention that in the composition Γ 2 • Γ 1 we remove all sinks of Γ 1 and all sources of Γ 2 . The notion of composition of two boxed planar embeddings is similar and we take it obvious. Thus we have
where
Then we define the composed linear order
One can easily deduce from definitions the associativity of the compositions .
As Fig 6 shows, we can work out a linear order of Γ by composing the three planar orders in Fig 4, which is shown to satisfy (P 1 ) and (P 2 ) and hence a planar order. Due to this proposition, the composition (
is also a progressive planar graph and we write (
A polarization [6] of a vertex v is a choice of a linear order on the set I(v) of incoming edges and a linear order on the set O(v) of outgoing edges. A polarization of a progressive graph is a collection of polarizations of all its internal vertices.
A vertex v is bimodal [5] if there exist a cyclic order on the set E(v) of incident edges and a compatible polarization, that is,
. Hence a vertex is bimodal means that all its incoming (outgoing) edges are consecutive under the cyclic order. In [8] , Tamassia and Tollis implicitly showed that all vertices of upward planar graphs are bimodal.
For any progressive plane graph G, there exist an anchor, a polarization and a cyclic order for each internal vertex, as Fig 7 shows . By Proposition 2.2 and 2.3, there exists a planar order ≺ on E(G), which is compatible with the polarization and the anchor of G, that is, for any internal vertex v, e 1 < I(v) e 2 in I(v) if and only if e 1 ≺ e 2 in E(G) and e 1 < O(v) e 2 in O(v) iff e 1 ≺ e 2 in E(G); for input edges and output edges,
To see these compatible conditions, we notice that (1) these compatible conditions are satisfied by elementary progressive plane graphs; (2) the composition does not change the relative orders of edges of elementary progressive plane graphs in the layers. Figure 7 . The polarization and anchor of a progressive plane graph Based on a well-known result in topological graph theory that the cyclic order induced by a planar embedding is invariant under any planar isotopy, we stress that the polarizations of progressive plane graphs are invariant under any planar isotopy. Hence the cyclic orders and the polarizations are well defined for equivalence classes of progressive plane graphs. Also the anchors are well defined for equivalence classes of progressive plane graphs.
The following proposition shows that for any progressive planar graph its planar order is independent of the ways it is calculated and well defined for its equivalence class. Proposition 2.4. Let G be a progressive graph with a polarization and an anchor. Then there exists at most one compatible planar order ≺ on E(G), that is,
(1) e 1 → e 2 implies e 1 ≺ e 2 ; (2) for any vertex v, e 1 < I(v) e 2 in I(v) iff e 1 ≺ e 2 in E(G) and
So far we have shown how to work out the unique planar order for any equivalence classes of progressive plane graph, which is just one direction of Theorem 1.1. The other direction of Theorem 1.1 says that any progressive planar graph has a unique boxed upward planar embedding up to equivalence. We reduce this problem to the following two propositions.
Proposition 2.5. Any progressive planar graph (G, ≺) with n internal vertices can be decomposed
is an elementary progressive planar graph with exactly one internal vertex. Moreover, the composition of progressive planar graphs satisfies the cancellation law, that is, if
By Proposition 2.1, for an elementary progressive planar graph (G, ≺), there is a unique boxed upward planar embedding of G up to equivalence. We simply denote it as |(G, ≺)|. Now we consider a general progressive planar graph (G, ≺). Assume G has a decomposition
The following proposition shows that the equivalence class of |(G, ≺)| is independent of the choice of decompositions.
Proposition 2.6. Let (G, ≺) be a progressive planar graph with two decompositions
| are equivalent as progressive plane graphs.
Basic properties of progressive planar graphs
In this section we will investigate basis properties of progressive planar graphs. We begin with some equivalent definitions of planar orders.
Proposition 3.1. Let G be a directed graph and ≺ be an arbitrary linear order on E(G). Then the following conditions are equivalent: (P 2 ) for any e 1 , e 2 , e 3 ∈ E(G), if e 1 → e 2 and e 1 ≺ e 3 ≺ e 2 , then e 3 → e 2 or e 1 → e 3 ; (P r 2 ) for any e 1 , e 2 , e 3 ∈ E(G), if e 1 → e 2 , e 1 ≺ e 3 and e 1 e 3 , then e 2 ≺ e 3 or e 3 → e 2 ; (P l 2 ) for any e 1 , e 2 , e 3 ∈ E(G), if e 1 → e 2 , e 3 ≺ e 2 and e 3 e 2 , then e 3 ≺ e 1 or e 1 → e 3 . ( P 2 ) for any e 1 , e 2 , e 3 ∈ E(G), if t(e 1 ) = s(e 2 ) and e 1 ≺ e 3 ≺ e 2 , then e 3 → e 2 or e 1 → e 3 ; 
(P 2 ) =⇒ ( P 2 ). Obviously.
( P 2 ) =⇒ (P 2
The proof of rest equivalences are similar, and we omit it here.
Lemma 3.2. Let (G, ≺) be a progressive planar graph and e 1 , e 2 , e, e ′ ∈ E(G).
(
Proof. We only prove (1), and the proof for (2) is similar. By assumption e 1 ≺ e ′ ≺ e 2 ≺ e, where the last inequality follows from (P 1 ) and the assumption e 2 → e. Combined with the assumption e 1 → e, (P 2 ) implies that either e 1 → e ′ or e ′ → e.
Let (G, ≺) be a progressive planar graph and e ∈ E(G). We introduce some notations:
where e 1 ≤ e 2 means e 1 → e 2 or e 1 = e 2 . Obviously, 
Lemma 3.3. (1) For any i ∈ I(G) and e ∈ E(G) − I(G), we have
(2) For any o ∈ O(G) and e ∈ E(G) − O(G), we have
Proof. We only prove (1). The proof of (2) is similar and we omit it here. The direction (⇐=) is obvious by definition. Now we show the direction (=⇒). By the assumption i ∈ I(G) we know that i − (e) i. If i = i − (e) or i + (e), then i → e is obvious. If i − (e) ≺ i ≺ i + (e), then Lemma 3.2 (1) implies that i → e.
Proof.
(1) We first prove the direction (⇐=). Assume i + (e) = i k . Then by (P 1 ) we have i k = i + (e) ≺ e. We have two cases. If k = m, then e ∈ (e m , +∞] and the proof is completed. Now we assume that 1 ≤ k ≤ n − 1. It suffices to show e ≺ i k+1 . Otherwise, i k+1 ≺ e, and hence i k ≺ i k+1 ≺ e. Then by (P 2 ) and the fact i k → e, either i k → i k+1 or i k+1 → e, both will lead to a contradiction. Thus we must have e ≺ i k+1 , and hence e ∈ (i k , i k+1 ).
For the converse part, we just use the fact that P i ∩ P j = ∅ for any i = j. Assume e ∈ P k and i + (e) = i l for some 1 ≤ k, l ≤ m. By the proof of (⇐=) we know that e ∈ P l . It forces that k = l, which completes the proof.
(2) The proof is similar and we omit it here.
The set of internal vertices of G is denoted as V int (G). We mention that the orientation of G defines a partial order on V int (G) as follows. For v 1 , v 2 ∈ V int (G), v 1 < v 2 if and only if there exists a directed path starting from v 1 and ending with e 2 (also written as v 1 → v 2 ). For each v ∈ V (G), we denote by I(v) (resp. O(v)) the set of edges with starting (resp. ending) vertex v respectively.
Lemma 3.5. Let v ∈ V int (G) be a maximal vertex, that is, there is no vertex
v ′ ∈ V int (G) such that v → v ′ . Then O(v) is a
subset of O(G) and is an interval of (E(G), ≺). In particular, O(v) is an interval of (O(G), <).

Proof. O(v) ⊆ O(G)
is obvious from the fact that v is a maximal internal vertex. We prove that O(v) is a segment by contradiction. Suppose there exist e 1 , e 2 ∈ O(v) and an edge e ∈ E(G) − O(v) such that e 1 ≺ e ≺ e 2 . Since G is progressive, I(v) is nonempty. Take e ∈ I(v), then we have e ≺ e 1 ≺ e ≺ e 2 and e → e 2 . By (P 2 ), we have e → e or e → e 2 . If e → e, then e ∈ O(v) which contradicts with the assumption e ∈ E(G) − O(v). If e → e 2 , then we must have e → e 1 . Then by (P 1 ), we have e ≺ e 1 which contradicts the assumption e 1 ≺ e. Similarly, we have the following lemmas.
is a subset of I(G) and is a segment of (E(G), ≺). In particular, I(v) is an interval of (I(G), <). Notice that for any progressive planar graph, the planar order induces a polarization and an anchor through the compatible conditions in Proposition 2.4, so isomorphisms of progressive planar graphs preserves the polarization and anchors. We have the following lemma immediately. ≺ 2 ) be an isomorphism of progressive planar graphs with φ :
) are isomorphisms of posets, and
The following lemma shows the left cancellation law for elementary progressive planar graphs with exact one internal vertex.
Lemma 3.10. Let (G 1 , ≺ 1 ) and (G 2 , ≺ 2 ) be two progressive planar graphs with n output edges and (H, ≺) be an elementary progressive planar graph with n input edges and exact one internal vertex. Then (H, ≺) 
Let v be the unique internal vertex of E, which is obviously minimal. By Lemma 3.7, I(v) is an interval of (I(H), <), so we can assume
We write (E(G 1 ),
Notice that when we write (H, ≺)
, which preserve the adjacency relations and the planar orders. Then we can see that to prove (G 1 ,
Similarly, we have the following lemma.
Lemma 3.11. Let (G 1 , ≺ 1 ) and (G 2 , ≺ 2 ) be two progressive planar graphs with m input edges and (H, ≺) be an elementary progressive planar graph with m output edges and exact one internal vertex.
Proof of the main results
Now we are in a position to give proofs for the main results in this paper.
Proof of Proposition 2.3
Let (G 1 , ≺ 1 ) be a progressive planar graph with n output edges o 1 ≺ 1 · · · ≺ 1 o n and (G 2 , ≺ 2 ) be a progressive planar graph with n input edges
is the edge of G newly formed by jointing o k and i k . Thus E(G) = E 1 ⊔ E 3 ⊔ E 2 . For simplicity, we freely identify e k with o k or(and) i k for each k when necessary. Let ≺ be the composed linear order ≺ 2 • ≺ 1 on E(G) with shuffle structure
where Q 1 , · · · , Q n and P 1 , · · · , P n are intervals of E(G 1 ) and E(G 2 ) separated by their output and input edges, respectively. By Proposition 3.1, we only need to show that ≺ satisfies (P 1 ) and ( P 2 ).
(1) The condition (P 1 ). Obviously, to verify (P 1 ), it suffices to show that for any e 1 , e 2 ∈ E(G), if t(e 1 ) = s(e 2 ), then e 1 ≺ e 2 . There are only four possible cases, say (i) e 1 ∈ E 1 , e 2 ∈ E 1 ; (ii) e 1 ∈ E 1 , e 2 ∈ E 3 ; (iii) e 1 ∈ E 3 , e 2 ∈ E 2 ; and (iv) e 1 ∈ E 2 , e 2 ∈ E 2 . Now the cases (i) and (ii) follow from the fact ≺ 1 satisfies (P 1 ), and the cases (iii) and (iv) follow from the fact ≺ 2 satisfies (P 1 ). Notice that in the case (ii) e 2 is identified with the output edge of G 1 , and in the case (iii) e 1 is identified with an input edge of G 2 .
(2) The condition ( P 2 ). Let e 1 , e 2 , e 3 be in E(G) with t(e 1 ) = s(e 2 ). We want to prove that if e 1 ≺ e 3 ≺ e 2 , then either e 1 → e 3 or e 3 → e 2 . We will prove this case by case. Case 1: e 3 ∈ E 1 . There are two subcases. Subcase 1.1: e 2 ∈ E 1 ⊔ E 3 , and hence e 1 ∈ E 1 . Thus we have e 1 ≺ 1 e 3 ≺ 1 e 2 and e 1 → e 2 in G 1 . By applying the planarity of ≺ 1 we show that either e 1 → e 3 or e 3 → e 2 . Subcase 1.2: e 2 ∈ E 2 , and hence e 1 ∈ E 3 ⊔ E 2 . Thus we have e 1 ≺ 2 e 3 ≺ 2 e 2 and e 1 → e 2 in G 2 . Assume that o − (e 3 ) = o α in G 1 and i − (e 2 ) = i β , i + (e 2 ) = i γ in G 2 for some α, β, γ ∈ {1, · · · , n}.
By Lemma 3.4, e 2 ∈ P γ and e 3 ∈ Q α . By the shuffle construction of ≺, e 3 ≺ e 2 implies that α ≤ γ. Notice that e 1 → e 2 , then i β = i − (e 2 ) 2 i − (e 1 ) 2 e 1 in G 2 , and hence e β e 1 ≺ e 3 ≺ e α in G, where the last inequality follows from o − (e 3 ) = o α . Thus β < α, and we have i − (e 2 ) = i β ≺ 2 i α 2 i γ = i + (e 2 ) in G 2 . Then Lemma 3.3 (1) implies that i α → e 2 . By definition, e 3 → o α in G 1 , and it follows that e 3 → e 2 in G. Case 2: e 3 ∈ E 2 . There are also two subcases.
Subcase 2.1: e 1 ∈ E 3 ⊔ E 2 , and hence e 2 ∈ E 2 . Thus we have e 1 ≺ 2 e 3 ≺ 2 e 2 and e 1 → e 2 in G 2 . Now we apply the planarity of ≺ 2 and show that either e 1 → e 3 or e 3 → e 2 .
Subcase 2.2: e 1 ∈ E 1 , and hence e 2 ∈ E 1 ⊔ E 3 . Thus we have e 1 ≺ 1 e 3 ≺ 1 e 2 and e 1 → e 2 in G 1 . Assume that o − (e 1 ) = o λ , o + (e 1 ) = o µ in G 1 and i + (e 3 ) = i ν in G 2 for some λ, µ, ν ∈ {1, · · · , n}.
By Lemma 3.4, e 1 ∈ Q λ and e 3 ∈ P ν . By the shuffle construction of ≺, e 1 ≺ e 3 implies that λ ≤ ν. Notice that e 1 → e 2 , then e 2 1 o + (e 2 ) 1 o + (e 1 ) = o µ in G 1 , and hence e ν ≺ e 3 ≺ e 2 e µ in G, where the first inequality follows from i + (e 3 ) = i ν . Thus ν < µ, and we (2) implies that e 1 → o ν . By definition, i ν → e 3 in G 2 , and it follows that e 1 → e 3 in G. Case 3: e 3 ∈ E 3 . Clearly exactly one of e 1 ∈ E 1 and e 2 ∈ E 2 will happen. If e 1 ∈ E 1 , then we have e 1 ≺ 1 e 3 ≺ 1 e 2 in G 1 , and if e 2 ∈ E 2 , then we have e 1 ≺ 2 e 3 ≺ 2 e 2 in G 2 . In either case, we will have e 1 → e 3 or e 3 → e 2 , which completes the proof.
Proof of Proposition 2.4
We prove this uniqueness by showing that ≺ is determined by the orientation, polarization and anchor. For any distinct edges e 1 , e 2 , we set
Notice that v → e 1 if and only if v = s(e 1 ) or v → s(e 1 ). We discuss the order relation between e 1 and e 2 in three cases. Case 1: e 1 → e 2 or e 2 → e 1 .
By (P 1 ), we know that e 1 → e 2 implies e 1 ≺ e 2 and that e 2 → e 1 implies e 2 ≺ e 1 . Thus, in this case, the order relation between e 1 , e 2 is determined by the orientation. Case 2: e 1 e 2 and e 2 e 1 , and V (e 1 , e 2 ) = ∅. In this case, we claim that
, by Lemma 3.2 (1) we have i k → e 1 and i k → e 2 . Hence t(i k ) ∈ V (e 1 , e 2 ), a contradiction.
Next we show that i + (e 1 ) ≺ i − (e 2 ) implies e 1 ≺ e 2 . Otherwise, assume e 2 ≺ e 1 , then i + (e 1 ) ≺ e 2 ≺ e 1 and i + (e 1 ) → e 1 . By (P 2 ) we have i + (e 1 ) → e 2 or e 2 → e 1 . The assumption e 2 e 1 forces that i + (e 1 ) → e 2 , and hence i − (e 2 ) ≺ i + (e 1 ) ≺ i + (e 2 ), which contradicts with the assumption i + (e 1 ) ≺ i − (e 2 ). Therefore we must have e 1 ≺ e 2 . Similarly, we can prove that i + (e 2 ) ≺ i − (e 1 ) implies e 2 ≺ e 1 .
Thus, in this case, the order relation between e 1 , e 2 is determined by the anchor. Case 3: e 1 e 2 , e 2 e 1 and V (e 1 , e 2 ) = ∅. Since G is a progressive graph, there exists a partial order < on V (G) defined by v 1 < v 2 if and only if v 1 → v 2 . Let v ∈ V (e 1 , e 2 ) be a maximal element with respect to <. Clearly, for any h ∈ o(v), h → e 1 and h → e 2 will never happen simultaneously, otherwise t(h) ∈ V (e 1 , e 2 ) will be strictly greater than v. By definition, there exist outgoing edges h 1 , h 2 ∈ O(v) such that h 1 → e 1 and h 2 → e 2 . Thus h 1 e 2 and h 2 e 1 . In particular, h 1 = h 2 , h 1 h 2 and h 2 h 1 . Now we claim that h 1 ≺ h 2 implies e 1 ≺ e 2 . Otherwise, suppose that e 2 ≺ e 1 , then we have h 1 ≺ h 2 ≺ e 1 and h 1 → e 1 . By (P 2 ) we know that h 1 → h 2 or h 2 → e 1 , which will lead to a contradiction in either case. Therefore we must have e 1 ≺ e 2 . Similarly, we can show that if h 2 ≺ h 1 , then e 2 ≺ e 1 .
Thus, in this case, the order relation between e 1 , e 2 is determined by the polarization.
Proof of Proposition 2.5
The following constructions show that any progressive planar graph with at least two internal vertices is a composition of elementary ones.
We may obtain a progressive planar graph (R v (G), ≺ R ) by removing the vertex v and the edges starting at v, and adding for each edge in I(v) an ending vertex. We also have an elementary progressive planar graph (E v (G), ≺ E ) obtained from (G, ≺), which contains exactly one internal vertex v. More precisely, the progressive planar graphs are defined as follows.
(1) The progressive planar graph (R v (G), ≺ R ):
keep s(h) unchanged and set t(h) = t h ; (iv) ≺ R is the restriction of ≺.
(2) The progressive planar graph (E v (G), ≺ E ):
(iv) ≺ E is given by the restriction of ≺.
is a progressive planar graph and (E v (G), ≺ E ) is an elementary one. By definition, R v (G) has the same input edges as G, and E v (G) has the same output edges as G.
which are in one-to-one correspondence with the input edges of E v (G).
By the definitions, we can check that (G,
shows the intuitive idea of these constructions. 
Sketch of proof of Proposition 2.6
We use induction on |V int (G)|, the number of internal vertices. If |V int (G)| = 1, then G is an elementary progressive graph, and the proposition is a consequence of Proposition 2.1.
Assume that the proposition is true for |V int (G)| < n, where n ≥ 2 is a positive integer. We need only to prove the proposition also holds true in the case
is given as in the proof of Lemma 3.10. We will prove the equivalence of
| by using induction on n − l.
We begin with the case n − l = 0, that is n = l. We claim that (G n , ≺ n ) = (G ′ n , ≺ ′ n ) and
. In fact, v n must be a maximal internal vertex of G, then O(v n ), I(v n ) ⊆ E(G) satisfy the properties in Lemma 3.5 and 3.6. Thus (G n , ≺ n ) = (G ′ n , ≺ ′ n ) = (E vn (G), ≺ E ), see the proof of proposition 2.5. It follows from the cancellation law (Lemma 3.10 or Proposition 2.5) that 
Proof of Theorem 1.2
Let G be a progressive graph with a boxed planar embedding. We will prove the theorem by using induction on |V int (G)|. If |V int (G)| = 1, then G is elementary, and in this case the theorem is obvious. Now assume this theorem is true for |V int (G)| < n, to complete the proof it suffices to prove that the theorem is true for the case |V int (G)| = n. Since G is a progressive graph, there must exist a directed path P from a source s to t 3 (ending vertex of o 3 ) and ending with o 3 . Then the path P must intersect with either o 1 or o 2 at some point y (not equal to the ending vertices of o 1 , o 2 ). If y = v, notice that o 3 ∈ O(v), so there must exist an internal vertex v such that v → v and v → t 3 , which contradict the maximality of v. So y = v, but this contradicts the planarity of the embedding.
In summary, v is bimodal and O(v) is an interval of (O(G), <). Then there must exist a dotted line in the plane box, along which we can cut the boxed planar embedding into two boxed planar embeddings with one of them containing v as the unique internal vertex, see Fig  12 for an example. By the induction hypothesis, both of the two boxed planar embeddings are equivalent to progressive planar graphs. So as their composition, the boxed planar embedding of G is equivalent to a progressive plane graph. 
