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tions are ubiquitous in the analysis of (
on-
straint) logi
 programs. The domain of positive Boolean fun
tions, Pos,
has been used for expressing, for example, groundness, niteness and
sharing dependen
ies. The performan




ally dependent on the way in whi
h the fun
tions are
represented. This paper dis
usses multiheaded 
lauses as a representa-
tion of positive Boolean fun




eptually simple and 
an be implemented straight-
forwardly in Prolog. Moreover these operations generalise those for the
less algorithmi
ally 
omplex operations of propositional Horn 
lauses,
leading to naturally stratied algorithms. The multiheaded 
lause repre-
sentation is used to build a Pos-based groundness analyser. The analyser
performs surprisingly well and s
ales smoothly, not requiring widening

















hed in terms of Boolean fun




ial to the performan
e of any implementation. In parti
ular,
positive Boolean fun
tions have been applied to the analysis of logi
 programs
for properties su
h as groundness, rigidity [15℄, niteness [3℄ and sharing [8℄. This
paper advo
ates representing positive Boolean fun
tions as multiheaded 
lauses




t domain for a parti
ular appli
ation involves the strik-




ision. The various properties tra
ked
using positive Boolean fun
tions give rise in pra
ti
e to dierent forms of Boolean
fun
tion. Hen
e, in some appli
ations, restri




lass of Pos 




ple, goal-independent analysis of library 
ode), whilst in others little pre
ision is
lost (for example, goal-dependent groundness analysis). Elsewhere, the authors
?
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have dis
ussed various sub
lasses of Pos and their 
omputational properties [17,
19℄. Here, with an eye to a wider range of appli
ations, the authors adapt te
h-
niques from these sub
lasses to Pos.
Traditionally, Boolean fun
tion manipulation has been performed using bi-
nary de
ision diagrams (BDDs). Groundness analysis is one of the most im-
portant topi
s in the stati
 analysis of (
onstraint) logi
 programs and from
a logi




tion manipulation. BDD-based analysers have 
onsistently outper-
formed those based on other representations of Boolean fun
tions [1, 2, 10, 24℄
for groundness analysis, but there has been a 
ontinuous stream of work on
representations amenable to Prolog implementation [7℄, in parti
ular for the
sub
lass of denite positive fun
tions, Def [12, 13, 19℄. The majority of these im-
plementations, in
luded those based on BDDs, require widening to analyse large
ben
hmarks.
The Def-based groundness analyser des
ribed in [19℄ does not require widen-
ing and was designed so that the most frequently 
alled domain operations are
the most lightweight. The same design methodology suggests that a Pos-based






t, in [1℄ (redu
ed) 
onjun
tive normal form, (R)CNF, was investi-
gated, and \performed reasonably well", but was ultimately reje
ted sin
e BDDs
performed 40% faster and, in C (their implementation language), 
onjun
tive
normal form is no easier to 
ode than BDDs. Surprisingly, 
onjun
tive normal
forms have not been 
onsidered sin
e. This paper revisits 
lausal representations
of Pos sin
e, in Prolog, 
lausal representations are mu
h easier to 
ode than
BDDs and following the methodology of [19℄ the 
lausal representation lends
itself to eÆ




e of the 
hoi
e of representation is 
learly illustrated by the
subtle dieren
e between multiheaded 
lauses and RCNF. The RCNF represen-
tation is redu
ed in the sense that no 
lause subsumes another. This redu
tion
makes meet for RCNF quadrati
 in the size of the representation. The mul-
tiheaded 




onstant time. This is an important issue for performan
e sin
e meet is
by far the most frequently applied operation. Neither multiheaded 
lause nor
RCNF representations are in a 
anoni




ted by straightforward synta
ti
 identity. In [1℄ equivalen
e for RCNF is
determined by 
omputing the dual Blake 
anoni
al form of the formulae and
then testing for synta
ti
 identity. The dual Blake 
anoni
al form may be expo-
nentially larger than the RCNF representation and must always be 
ompletely

omputed. Therefore the method is not amenable to ltering through lower 
om-
plexity algorithms. Logi







e, entailment of formulae 
an often be dete
ted using an in-

omplete low 




alls to the worst

ase algorithm 
an be ltered out. It is this stratied use of entailment 
he
king




hieved by exploiting Prolog te








larations, whilst meet redu




e lists. The major themes and 
ontributions of this work are:
 Pos fun
tions 




ularly straightforward to understand, manipulate and 
ode.
 The entailment 
he
king algorithm (whi
h is potentially exponential in the
number of variables) is stratied so that 
he




lasses of formulae take quadrati
 time (in the size of the formulae); in par-
ti
ular the forward 
haining algorithm for propositional Horn 
lauses is sub-
sumed.
 The domain operations for multiheaded 






iently in Prolog, resulting in fast Pos-based goal-dependent and goal-
independent groundness analysers whi
h do not require widening for any
program in the ben
hmark suite.
 If widening is required, the representation may be simply and naturally
widened to Def or to the simpler domain EPos.
 The analysers again demonstrate the value of a prin
ipled approa
h to the
design of a stati
 analysis.
 An experimental evaluation of the analysers is given illustrating that a

lausal representation of Pos 
oded in Prolog gives performan
es 
omparable
to BDD representations 
oded in C.
The rest of this paper is stru








tion 3 details multiheaded 
lauses. Se
-
tion 4 gives algorithms for the abstra




ribes Pos-based groundness analysers implemented
with Boolean fun
tions represented as multiheaded 
lauses. Se
tion 6 gives an
experimental evaluation of these analysers. Se







tion is a fun
tion f : Bool
n
! Bool where n  0. Let V denote
a denumerable universe of variables. A Boolean fun
tion 
an be represented by
a propositional formula over X  V where jX j = n. The set of propositional
formulae over X is denoted by Bool
X
. Throughout this paper, Boolean fun
tions
and propositional formulae are used inter
hangeably without worrying about
the distin
tion. The 
onvention of identifying a truth assignment with the set of
variables M that it maps to true is also followed. Spe
i






ed dened by:  
X
(M) = (^M) ^ :(_(X nM)). In
addition, the formula ^Y is often abbreviated as Y .




! }(}(X)) is dened by: model
X
(f)
= fM  X j  
X


























































































Fig. 1: Hasse diagrams
Example 1. IfX = fx; yg, then the fun
tion fhtrue; truei 7!true, htrue; falsei 7!
false, hfalse; truei 7! false, hfalse; falsei 7! falseg 
an be represented by the
formula x ^ y. Also, model
X
(x ^ y) = ffx; ygg and model
X
(x _ y) = ffxg; fyg,
fx; ygg.
The fo







lasses are dened below:
Denition 2. A fun





of positive Boolean fun
tions over X . A fun











is the set of positive fun
tions
over X that are denite. A fun







j 6= 1. EPos
X
is the set of GE fun















= fx$ y j x; y 2 Xg.
Example 2. SupposeX = fx; y; zg and 
onsider the following table, whi
h states,
for some Boolean fun




















x ^ y    f fx; yg; fx; y; zgg
x _ y  f fxg; fyg; fx; yg; fx; zg; fy; zg; fx; y; zgg
x y   f;; fxg; fzg; fx; yg; fx; zg; fx; y; zgg
x _ (y z)  f;; fxg; fyg; fx; yg; fx; zg; fy; zg; fx; y; zgg
true    f;; fxg; fyg; fzg; fx; yg; fx; zg; fy; zg; fx; y; zgg
Note that x _ y is not in Def
X
(sin
e its set of models is not 
losed under
interse









; j=;^;_i is a nite latti
e, where true is the top ele-




t o is denoted by var(o). Existential quanti
ation is dened by
S
hroder's Elimination Prin
iple, that is, 9x:f = f [x 7! true℄ _ f [x 7! false℄.
Also, 9fy
1
; : : : ; y
n
g:f (proje
t out) abbreviates 9y
1
: : : : :9y
n
:f and 9Y:f (proje
t
onto) denotes 9var(f) n Y:f . Two fun
tions f; f
0
are equivalent, f  f
0
if











(fX nM jM 2 model
X
(f)g).
3 Pos as Multiheaded Clauses
A Boolean fun
tion is positive if and only if every 




ontains at least one positive literal. A 
lause is des
ribed as
multiheaded if it 
ontains one or more positive literals. In this paper, multiheaded

lauses are written as impli
ations with the body a 
onjun
tion of variables and
the head a disjun
tion of variables. That is, a multiheaded 
lause has the form:
y
1




_ :: _ x
m





t variables, otherwise the 
lause is





Proposition 1. For every f 2 Pos there is f
0
2 MHC su
h that f  f
0
.
Proof. It is well known that any Boolean formula is equivalent to another in

onjun


















ase that m = 1 the multiheaded 
lause is simply a propositional
Horn 
lause. This suggests that the algorithms to 
al
ulate the domain oper-




lause algorithms. This will be the 




lauses representation is parti
ularly amenable to widening. If
widening is required, the representation may be restri
ted in linear time so that

lauses with more than, say n, heads are dis




4 Domain Operations for Multiheaded Clauses
This se
tion gives algorithms for the domain operations of Pos represented as
multiheaded 
lauses. Meet (^) is simply 
onjun
tion of 
lauses and is 
on-
stant time; the other domain operations des
ribed are join (_), relative pseudo-

omplement (!), entailment 
he
king (j=) and proje
tion out (9). The algo-
rithms form the basis of the groundness analyser whose implementation is de-
s
ribed in the next se
tion.
4.1 Join





















^ ::: ^ d
m






























































e the above involves a quadrati
 blowup in the size of the
representation, join is quadrati











kward (right to left) to infer moding
properties of initial queries [20℄.




















^ ::: ^ d
m










































































2 MHC. Given that the size of f
0
is exponential in the size of f
1
, the
operation is exponential. However, it should be noted that many analyses using
positive Boolean fun
tions (in












king for positive Boolean fun
tions represented in 
onjun
tive
normal form is 
o-NP 
omplete [1℄. However, as exploited in SAT solving, many
of the Boolean fun







omplexity algorithms. This observation is exploited by the two algo-
rithms detailed below. The rst, entailslite, is in
omplete and takes quadrati

time in the size of the input. The se
ond, entailsheavy, adds 
ase splitting to
the rst algorithm to obtain 
ompleteness (whi
h is required to guarantee ter-
mination in the xpoint engine). This stratied algorithm usually only requires
entailslite to be invoked on
e.
The entailslite algorithm (seen Figure 2) is an in
omplete test that a mul-
tiheaded 
lause is entailed by a 
onjun









j= B ! H , where B = y
1
^ ::: ^ y
n
and H = x
1
_ ::: _ x
m
. It works by
propagating deterministi




algorithm terminates either when a 
ontradi
tion is found or when no more
bindings 
an be propagated: then F lag is returned. Noti
e that this algorithm

ontains forward 
haining for propositional Horn 




e that the variables are assigned values only on




 variant of a term whi
h does not share any variables with
the original term.
The algorithm entailsheavy (see Figure 3) applies 
ase splitting if entailslite
does not dete
t entailment. The number of 
ases is potentially exponential in




h binding, therefore deep 
ase splitting is rarely required. A more
intelligent splitting strategy (as in SAT solving) 
ould be applied, but the nave
strategy performs more than adequately.














, B ! H)
F lag := false;
for i = 1 to m do x
i
:= false;
for j = 1 to n do y
j
:= true;














ess forward(B, H, F lag)
blo
k until every x 2 B bound




kward(B, H, F lag)
blo
k until every y 2 H bound
if _H  false then spawn makefalse(B, F lag)
else stop.
pro









hanges for some i 2 f1; :::; mg
if _H  false then F lag := true; stop
else if _H  true then stop
else if _H  y
i














hanges for some i 2 f1; :::; ng
if ^B  true then F lag := true; stop
else if ^B  false then stop
else if ^B  x
i




Fig. 2: The entailslite Algorithm
pro
ess entailsheavy(F , f)
F lag :=entailslite(F , f);
if F lag = true then return true









































Fig. 3: The entailsheavy Algorithm
4.4 Proje
tion
As in [19℄, proje
tion is 
al
ulated using a Fourier-Motzkin style algorithm. The
proje
tion of a single variable out of a pair of 
lauses, one of whi
h 
ontains the






^ ::: ^ y
p
! z _ x
1
_ ::: _ x
q
^ z ^ y
p+1






















e the algorithm below is also 
orre
t and 
omplete. In general, ea
h
variable is eliminated in turn, as follows. Suppose z is to be proje
ted out of f .
1. All those 
lauses with z in the head are found, giving fC
i
j i 2 Ig where I
is a (possibly empty) index set.
2. All those 
lauses with z in the body are found, giving fD
j
j j 2 Jg where J
is a (possibly empty) index set.
3. These 





ji 2 I; j 2 Jg
4. A 
ompa
t representation is maintained by eliminating redundant 
lauses
(absorption).





tion does not ne
essarily have to remove all redundant 
lauses (or indeed
any), hen
e a tradeo 
an be made between keeping the representation small
and the 
ost of this maintenan
e. In proje
ting out a single variable, syllogising
gives a quadrati




ting out a single variable is quadrati
. However, the 
ompa
tion step
takes as its input a representation quadrati
 in the size of the original and the
overall 
ost is dependent on the 
ompa
tion algorithm. In the implementation,
entailslite is used for 
ompa
tion therefore the 
ost of proje
ting out a single
variable is quarti
. Be
ause of the size blowup, proje
ting an arbitrary fun
tion
onto a nite set of variables is exponential.
5 A Pos-Based Groundness Analyser
To assess the representation, two Pos-based groundness analysers built on multi-
headed 
lauses were implemented in Prolog: one goal-dependent and one goal-
independent. The analysers illustrate the ease with whi
h the multiheaded 
lause
representation 
an be used. The analysers perform surprisingly well 
ompared
with other Pos analysers (in
luding those with BDD-based Boolean fun
tion ma-
nipulation 
oded in C) and 
ompared with analysers using more 
omputationally
tra
table domains. This se
tion details the Prolog implementation.
5.1 A GEP Representation
As in [2, 19℄, the analyser maintains a fa
torised representation, that is, as a
produ
t of subdomains. The fa
torisation is en
oded in the 
all and answer pat-
terns. A 
all (or answer) pattern is a pair ha; fi where a is an atom and f 2 Pos.
Normally the arguments of a are distin
t variables. The formula f is a 
onjun
-
tion (list) of multiheaded 
lauses. In a non-ground representation the arguments
of a 
an be instantiated and aliased to express simple dependen
y information



















































oding leads to a more 
ompa
t rep-
resentation and is similar to the GER fa
torisation of ROBDDs proposed by
Bagnara and S
ha
hte [2℄. The representation of 
all and answer patterns de-
s
ribed above is 
alled GEP (groundness, equivalen
es and propositional 
lauses)
where the atom 
aptures the rst two properties and the formula the latter.
The GEP representation is advantageous sin




urring little overhead when the representation is non-ground.
The 
ompa
tness of the representation ae
ts memory usage and the 
omplex-
ity of domain operations. As demonstrated in [17℄, many dependen
ies arising
in groundness analysis fall into the GE 
omponent. By using the GEP represen-
tation, many 
alls to expensive domain operations are avoided. Note that (as






oded in the GE 
omponent may exist in the P 
omponent {
the advantage of this is that the implementor may 
hoose to update the GE

omponent only when most 
omputationally 
onvenient.
5.2 Domain Operations for the GEP Representation























ts that require renaming are formulae and 
all (answer)
pattern GEP pairs. If a dynami
 database is used to store the pairs, then re-
naming is automati
ally applied ea
h time a pair is looked-up in the database.
Formulae 
an be renamed with a single 




king works on three levels ea
h 
alled under a
negation so as not produ
e any problemati
 bindings. The rst entailment 
he
k
operates only on the GE 
omponent (and is 
omplete for this 
omponent). En-
tailment of the fun
tions en
oded in the GE 





test this, bind ea
h distin








. If, after this has been performed, a
0
1














k is only applied to formula in the
P 
omponent. This implements the (in
omplete) entailslite algorithm des
ribed
in se
tion 4.3. The propagating pro
esses are realised using blo
k de
larations.
A single pass over the formulae sets up the pro
ess and ea
h 
lause results in two
pro
esses at any one time. The 
ost of suspending and resuming these pro
esses
is 
onstant time, so propagation is a
hieved with very little overhead. The third
entailment 
he
k implements a variant of the entailsheavy algorithm des
ribed
in se
tion 4.3. Copy term produ
es a renamed formulae with new variables su
h
that if any of the original variables have pro
esses blo
ked on them, then the new
variables will have 
opies of the pro
esses blo
ked on them. This saves repeating




tion is only applied to formulae in the P 
omponent. It is
performed using the algorithm given in se
tion 4.4. Clauses produ
ed by proje
-
tion that are equivalent to true (that is, the interse
tion of the head and body
variables is nonempty) are immediately dis
arded. The 
ompa
tion step is based
on the entailslite algorithm. However, as the purpose of 
ompa
tion is to prevent
an explosion in the size of the representation, 
ompa
tion is only performed if
the representation after syllogising is larger than beforehand. Sin
e entailslite is
in
omplete some redundant 
lauses may be retained, however this is more than


















way that join intera
ts with renaming. Spe
i
ally, in a non-ground representa-
tion, 
all (answer) patterns would be typi















i) have to be
appropriately renamed before the join is 
al
ulated. This is a
hieved as follows.
Plotkin's anti-uni
ation algorithm [22℄ is used to 
ompute the most spe
i














 generalisation of the atoms.) The basi















 variant of a; the
pair represents the same dependen
y information as ha
1


























































ally). In this 
ase the entailment 
he
k saves a 
all
to join (and the asso
iated proje
tion) and the 




. Otherwise the join f
0
is 
omputed as in se




using entailslite to give f , and thereby the join ha; fi.
5.3 Fixpoint Algorithms
The goal-dependent analyser is driven by an indu
ed magi
 based iteration strat-
egy, rening that used in [19℄. Indu
ed magi
 was introdu
ed in [5℄, where a
meta-interpreter for semi-nave, goal-dependent, bottom-up evaluation is pre-






ular, as noted in [18℄, evaluations resulting from new 
alls should be performed
before those resulting from new answers, and a 
all to solve for one rule should
nish before another 
all to solve for another rule starts. These optimisations
have been in
orporated into the indu
ed magi
 framework by using an expli
it
redo list storing those 





h need to be reevaluated. The goal-independent anal-




To assess the feasibility of multiheaded 
lauses as a representation of positive
Boolean fun
tions, the Pos-based groundness analysers were tested on a large
ben
hmark suite.
BDD representations of Boolean fun
tions have been popular for the imple-
mentation of Pos-based groundness analysers. For this reason an analyser using
a BDD pa
kage has also been instrumented. The BDD pa
kage available does
not employ a GER fa
torisation. However, it should be noted that turning o
the GEP fa
torisation with the multiheaded 
lause analyser does not greatly
ae
t its performan
e. This is a strength of 
lausal representations. An RCNF
analyser was also implemented in Prolog to aid the assessment of MHC. The
three goal-dependent analysers share the same xpoint algorithm and therefore
run in lo
k-step.
The analysers are 
oded in SICStus Prolog 3.8.6 with the ex
eption for the
domain operations for BDD-based Pos, whi




ompiled with O2 level of optimisation. The analysers were run on a
296MHz Sun UltraSPARC-II with 1GByte of RAM running Solaris 7. Programs
are abstra
ted following the elegant (two program) s





tions are normalised to denite 
lauses.
Timeouts were set at two minutes.
Table 1 presents the experimental results for the larger programs in the
ben
hmark suite. The 
olumns detail the following information, le: the pro-
gram name; size: the number of abstra
t 
lauses; abs: the time require to read,
parse, normalise and abstra
t the program. For goal-dependent analysis the x-
point times for the MHC, RCNF and BDD analysers are given, along with 
ount:
the number of ground argument positions in the 
all and answer patterns found
by the analyser. For goal-independent analysis, the xpoint times for MHC are
given, along with the number of ground arguments in the su

ess patterns. Time-












onsistently better than RCNF for goal-
dependent analysis. This is unsurprising given the 




king via dual Blake 
anoni
al form, together with the
ltering applied to join in MHC. MHC 
ompares favourably with BDDs, espe-

ially 
onsidering that the BDD operations exploit memoisation and are 
oded
in C. In terms of runtime, MHC and BDDs give similar results, although as
would be expe
ted, the dierent representations performed dierently on dier-
ent programs. For example, BDD perform well on sim.pl, whereas MHC perform
well on sim v5-2.pl. The MHC analyser appears to s
ale smoothly for both goal-
goal-dep. goal-indep.




lpr 68 0.09 0.00 0.12 0.03 24 0.08 34

onman.pl 76 0.05 0.00 0.00 0.03 6 0.01 6
unify.pl 77 0.05 0.07 0.29 0.08 70 0.09 19
kalah.pl 78 0.05 0.02 0.11 0.04 199 0.02 42
nbody.pl 85 0.07 0.05 0.13 0.06 113 0.04 57
peep.pl 85 0.12 0.03 0.08 0.04 10 0.02 8
sdda.pl 89 0.06 0.04 0.07 0.05 17 0.02 4
bryant.pl 94 0.07 0.32 2.38 0.15 99 0.28 9
boyer.pl 95 0.08 0.05 0.07 0.04 3 0.02 5
read.pl 101 0.09 0.05 0.23 0.08 99 0.03 37
qplan.pl 108 0.09 0.03 0.25 0.07 216 0.05 27
trs.pl 108 0.13 0.10 2.28 0.26 13 0.04 7
press.pl 109 0.09 0.11 0.27 0.12 53 0.04 32
redu
er.pl 113 0.07 0.08 0.17 0.09 41 0.05 21
parser d
g.pl 122 0.09 0.09 0.29 0.08 43 0.04 24
simple analyzer.pl 140 0.10 0.16 0.48 0.13 89 0.10 31
dbqas.pl 143 0.09 0.03 0.04 0.04 18 0.03 24
ann.pl 146 0.11 0.16 0.43 0.10 71 0.09 12
asm.pl 160 0.17 0.05 0.19 0.09 90 0.14 16
nand.pl 179 0.14 0.05 1.46 0.14 402 0.68 16
lnprolog.pl 220 0.10 0.08 0.19 0.12 143 0.07 31
ili.pl 221 0.15 0.55 1.63 0.13 4 0.15 5
strips.pl 240 0.22 0.03 0.07 0.08 142 0.06 36
sim.pl 244 0.22 1.09 24.78 0.25 100 0.62 33
rubik.pl 255 0.21 0.22 25.32 0.20 158 0.16 51

hat parser.pl 281 0.36 0.29 1.75 0.26 505 0.30 128
sim v5-2.pl 288 0.23 0.07 0.33 0.16 457 0.10 37
peval.pl 332 0.18 0.64 4.62 0.16 27 1.30 17
air
raft.pl 395 0.54 0.15 0.70 0.41 687 0.12 196
essln.pl 595 0.48 0.19 20.72 0.37 162 0.30 75

hat 80.pl 883 1.43 0.88 4.28 0.84 855 0.64 339
aqua 
.pl 3928 3.55 7.68 67.04 { 1285 6.59 458
Table 1. Timing and Pre
ision Results
dependent and goal-independent analysis. Of 
ourse, any Pos-based analyser 
an
be broken using the s
hema from [6, 14℄; the analyser 
an deal with the arity 14

ase of [6℄ before timeout (that is, a single predi
ate requiring 16384 iterations).
The major 





entailsheavy. Instrumentation has revealed that the total number of times entail-
slite is invoked in 
he
king F j= f almost never ex
eeds jvar(F )j. Therefore in
pra
ti
e entailsheavy exhibits 
ubi
 behaviour in the size of the input formulae.
Further instrumentation has shown that the maximum number of heads observed
in a 






ally only a small number of bindings have to be made before prop-
agation binds suÆ
ient variables to return the F lag. The 
alls to entailsheavy
typi
ally do not dete
t entailment, as the vast majority of entailments are de-
te
ted using entailslite. As disentailment is demonstrated by the dis
overy of a
single 
ountermodel, the binding of a small number of variables to their value
in a 
ountermodel is often enough to generate the rest of this 
ountermodel via
propagation. This helps to explain the su







y of groundness analysis depends on the way dependen
ies are repre-









tor or even push the 
omplexity into a higher 
lass if there is not a
good mat
h between the representation and the implementation language. EÆ-

ient BDD-based Pos analysis are usually implemented in languages with muta-
ble data-stru
tures su
h as C [24℄ or SML [10, 11℄. State-of-the-art BDD-based
groundness analysers employ a GE fa
torisation [2℄ whi
h keeps simple denite
information separate from dependen
y information. This leads to a parti
ularly
dense representation (meant informally, a small number of nodes/
lauses in the
representation) and is therefore an important implementation ta
ti
.
The density of the representation is as important to Prolog as it is to C: the
density determines the size of the inputs to the domain operations, as well as im-
pa
ting on memory usage. The dual Blake 
anoni
al form representation of Def
fun
tions [1, 9℄ is attra
tive as it is amenable to Prolog implementation [12℄ and
it gives a unique representation for every Def fun
tion (up to variable ordered).





ompromise density. For example, the fun
tion (x y)^ (y  z) is represented
as (x (y _ z)) ^ (y  z). Be
ause of this Howe and King [19℄ present a (non-
orthogonal [1℄) 




lauses, but do not maintain a 
anoni






ently, Genaim and Codish [13℄ have proposed a dual representation for
Def. For fun
tion f , the models of 
oneg(f) are named and f is represented by
a tuple re
ording for ea
h variable of f whi
h of these models the variable is
in. For example, the models of 
oneg(x ! y) are ffx; yg; fxg; ;g. Naming the
three models a, b, 
 respe
tively, f is represented by hab; ai. This representation

leverly allows ACI1 uni
ation theory to be used for the domain operations
and elegantly supports a GE fa
torisation. Promising experimental results are
reported [13℄, but a widening is required to analyse the aqua 
 ben
hmark.
Codish and Demoen [7℄ des
ribe a model based Prolog implementation te
h-







) as three tuples htrue; true; truei,
hfalse; ; falsei, hfalse; false; i. The te
hnique performs well against BDD-
based Pos analysis of its era [24℄ but it does not s
ale smoothly to the larger
ben
hmarks. Heaton et al. [17℄ therefore propose EPos, a sub-domain of Def, that

an only propagate dependen









boundaries. This information is pre
isely that 
ontained in one of the elds of
the GE fa
torisation. The main nding of [17℄ is that this sub-domain retains
reasonably pre







an be naturally expressed as multiheaded 
lauses
whi
h are straightforward to understand, manipulate and 
ode in Prolog. Multi-
headed 
lauses have been used as the basis for eÆ
ient goal-dependent and goal-
independent Pos-based groundness analysers. The key to the su

ess of these
analysers is their 













stratied so that many entailments are dete
ted using a low 
omplexity algo-
rithm. The full exponential algorithm is only applied when ne
essary for dete
t-
ing stability, and even then the number of 
ase splits is typi
ally very small. The
analysers do not require widening for any of the ben
hmarks; however, natural
widenings to Def or to EPos are available if required [6, 14℄. This work illustrates
the subtlety of 
hoosing a representation and its asso
iated operations, even for
a well known domain. Minor 
hanges to the representation 








also demonstrates the ee
tiveness of stratifying high 
omplexity operations to
avoid expensive 
omputation whenever possible. The intelligent appli
ation of
the simple entailment 
he
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