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Abstract
In this paper, we are concerned with global existence and optimal decay rates of solutions for
the three-dimensional compressible Hall-MHD equations. First, we prove the global existence
of strong solutions by the standard energy method under the condition that the initial data are
close to the constant equilibrium state in H2-framework. Second, optimal decay rates of strong
solutions in L2-norm are obtained if the initial data belong to L1 additionally. Finally, we
apply Fourier splitting method by Schonbek [Arch.Rational Mech. Anal. 88 (1985)] to establish
optimal decay rates for higher order spatial derivatives of classical solutions in H3-framework,
which improves the work of Fan et al.[Nonlinear Anal. Real World Appl. 22 (2015)].
Keywords: compressible Hall-MHD equations; global solutions; optimal decay rates; Fourier
splitting method.
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1 Introduction
The application of Hall-magnetohydrodynamics system (in short, Hall-MHD) covers a very wide
range of physical objects, for example, magnetic reconnection in space plasmas, star formulation,
neutron stars, and geodynamo, refer to [1–6] and the references therein. Recently, Acheritogaray et
al.[7] derived the Hall-MHD equations from the two-fluid Euler-Maxwell system for electrons and
ions through a set of scaling limits or from the kinetic equations by taking macroscopic quantities in
the equations under some closure assumptions. They also established the global existence of weak
solutions for periodic boundary condition. In this paper, we investigate the following compressible
Hall-MHD equations in three dimensional whole space R3(see [7]):

ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u)− µ∆u− (µ+ ν)∇divu+∇P (ρ) = (curlB)×B,
Bt − curl(u×B) + curl
[
(curlB)×B
ρ
]
= ∆B, divB = 0,
(1.1)
where the functions ρ, u, and B represent density, velocity, and magnetic field respectively. The
pressure P (ρ) is a smooth function in a neighborhood of 1 with P ′(1) = 1. The constants µ and ν
Email: gaojc1998@163.com(J.C.Gao), mcsyao@mail.sysu.edu.cn(Z.A.Yao).
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denote the viscosity coefficients of the flow and satisfy physical condition as follows
µ > 0, 2µ + 3ν ≥ 0.
To complete the system (1.1), the initial data are given by
(ρ, u,B)(x, t)|t=0 = (ρ0(x), u0(x), B0(x)). (1.2)
Furthermore, as the space variable tends to infinity, we assume
lim
|x|→∞
(ρ0 − 1, u0, B0)(x) = 0. (1.3)
Obviously, the compressible Hall-MHD equations transform into the well-known compressible MHD
equations when the Hall effect term curl
(
(curlB)×B
ρ
)
is neglected.
When the density is constant, Chae et al.[8] proved local existence of smooth solutions for large
data and global smooth solutions for small data in three dimensional whole space. They also showed
a Liouville theorem for the stationary solutions. Chae and Lee [9] established an optimal blow-up
criterion for classical solutions and proved two global-in-time existence results of classical solutions
for small initial data, the smallness conditions of which are given by the suitable Sobolev and Besov
norms respectively. Later, Fan et al.[10] also established some new regularity criteria, which also
are built for density-dependent incompressible Hall-MHD equations with positive initial density by
Fan and Ozawa [11]. Maicon and Lucas [12] proved a stability theorem for global large solutions
under a suitable integrable hypothesis and constructed a special large solution by assuming the
condition of curl-free magnetic fields. Fan et al. [13] established the global well-posedness of the
axisymmetric solutions. Chae and Schonbek [14] established temporal decay estimates for weak
solutions and obtained algebraic time decay for higher order Sobolev norms of small initial data
solutions as follows
‖∇ku(t)‖L2 + ‖∇
kB(t)‖L2 ≤ C(1 + t)
− 3+2k
4 , k ∈ N
for all t ≥ T ∗(T ∗ is a positive constant). Furthermore, Weng [15] extended this result by providing
upper and lower bounds on the decay of higher order derivatives. For the compressible Hall-MHD
equations (1.1), Fan et al.[16] proved the local existence of strong solutions with positive initial
density and global small solutions(classical solutions) with small initial perturbation. They also
established optimal time decay rate for classical solutions as follows
‖(ρ− 1, u,B)(t)‖L2 ≤ C(1 + t)
− 3
4 . (1.4)
Here, they required the initial perturbation is small in H3-norm and bounded in L1-norm.
Recently, the study of decay rates for solutions to the MHD equations has aroused many re-
searchers’ interest. First of all, under the H3-framework, Li and Yu [17] and Chen and Tan [18] not
only established the global existence of classical solutions, but also obtained the time decay rates
for the three-dimensional compressible MHD equations by assuming the initial data belong to L1
and Lq(q ∈
[
1, 65
)
) respectively. More precisely, Chen and Tan [18] built the time decay rates
‖∇k(ρ− 1, u,B)(t)‖H3−k ≤ C(1 + t)
− 3
2
(
1
q
− 1
2
)
− k
2 , (1.5)
where k = 0, 1. The time decay rates (1.5) has also been established by Li and Yu [17] for the case
q = 1. Motivated by the work of Guo and Wang [19], Tan and Wang [20] established the optimal
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time decay rates for the higher order spatial derivatives of solutions if the initial perturbation
belongs to HN ∩ H˙−s
(
N ≥ 3, s ∈
[
0, 32
))
. More precisely, they built the following time decay rates
‖∇k(ρ− 1, u,B)(t)‖HN−k ≤ C(1 + t)
− k+s
2 ,
where k = 0, 1, ..., N − 1. Motivated by the work [22], we (see [23]) establish the following time
decay rates for all t ≥ T ∗(T ∗ is a positive constant),
‖∇k(ρ− 1)(t)‖H3−k + ‖∇
ku(t)‖H3−k ≤ C(1 + t)
− 3+2k
4 ,
‖∇mB(t)‖H3−m ≤ C(1 + t)
− 3+2m
4 ,
(1.6)
where k = 0, 1, 2, and m = 0, 1, 2, 3. It is easy to see that the time decay rates (1.6) is better than
decay rates (1.5) since (1.6) provides faster time decay rates for the higher order spatial derivatives
of solutions.
In this paper, we hope to establish the global existence and time decay rates of solutions for
the compressible Hall-MHD equations (1.1)-(1.3). First of all, we construct the global existence of
strong solutions by the standard energy method under the condition that the initial data are close
to the constant equilibrium state (1, 0, 0) in H2-norm. Second, if the initial data in L1−norm are
finite additionally, the optimal time decay rates of strong solutions are established by the method
of Green function. Precisely, we obtain the following time decay rates for all t ≥ 0,
‖(ρ− 1)(t)‖H2−k + ‖u(t)‖H2−k + ‖B(t)‖H2−k ≤ C(1 + t)
− 3+2k
4 ,
where k = 0, 1. This framework of time convergence rates for compressible flows has been applied to
other compressible models, refer to [24–27]. Although magnetic field equations (1.1)3 are nonlinear
parabolic equations, we hope to establish optimal time decay rates for the second order spatial
derivatives of magnetic field under the condition of small initial perturbation. In order to achieve
this goal, we move the nonlinear terms to the right hand side of (1.1)3 and deal with the nonlinear
terms as external force with the property on fast time decay rates. Then, the application of Fourier
splitting method by Schonbek [21] helps us to establish optimal time decay rate for the second order
spatial derivatives of magnetic field as follows
‖∇2B(t)‖L2 ≤ C(1 + t)
− 7
4 .
Finally, one focus on establishing optimal time decay rates for higher order spatial derivatives of
classical solutions to compressible Hall-MHD equations. More precisely, we prove that the global
classical solution (ρ, u,B) of Cauchy problem (1.1)-(1.3) has the time decay rates (1.6). Obviously,
these time decay rates improve the results (1.4) by Fan et al.[16] since we build faster time decay
rates for higher order spatial derivatives of classical solutions.
Notation: In this paper, we use Hs(R3)(s ∈ R) to denote the usual Sobolev spaces with norm
‖ · ‖Hs and L
p(R3)(1 ≤ p ≤ ∞) to denote the usual Lp spaces with norm ‖ · ‖Lp . The symbol ∇
l
with an integer l ≥ 0 stands for the usual any spatial derivatives of order l. For example, we define
∇kv = {∂αx vi| |α| = k, i = 1, 2, 3} , v = (v1, v2, v3).
We also denote F (f) := fˆ . The notation a . b means that a ≤ Cb for a universal constant C > 0
independent of time t. The notation a ≈ b means a . b and b . a. For the sake of simplicity, we
write
∫
fdx :=
∫
R3
fdx.
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First of all, we establish the global existence and optimal decay rates of strong solutions for the
compressible Hall-MHD equations (1.1)-(1.3).
Theorem 1.1. Assume that the initial data (ρ0− 1, u0, B0) ∈ H
2 and there exists a small constant
δ0 > 0 such that
‖(ρ0 − 1, u0, B0)‖H2 ≤ δ0,
then the problem (1.1)-(1.3) admits a unique global strong solution (ρ, u,B) satisfying for all t ≥ 0,
‖(ρ− 1, u,B)(t)‖2H2 +
∫ t
0
(‖∇ρ(s)‖2H1 + ‖∇(u,B)(s)‖
2
H2)ds ≤ C‖(ρ0 − 1, u0, B0)‖
2
H2 .
Furthermore, if ‖(ρ0 − 1, u0, B0)‖L1 is finite additionally, then the global strong solution (ρ, u,B)
has following decay rates for all t ≥ 0,
‖∇k(ρ− 1)(t)‖H2−k + ‖∇
ku(t)‖H2−k ≤ C(1 + t)
− 3+2k
4 ,
‖∇mB(t)‖H2−m ≤ C(1 + t)
− 3+2m
4 ,
(1.7)
where k = 0, 1, and m = 0, 1, 2.
Remark 1.1. For any 2 ≤ p ≤ 6, by virtue of Theorem 1.1 and the Sobolev interpolation inequality,
we obtain time decay rates as follows
‖(ρ− 1)(t)‖Lp + ‖u(t)‖Lp ≤ C(1 + t)
− 3
2
(
1− 1
p
)
,
‖∇kB(t)‖Lp ≤ C(1 + t)
− 3
2
(
1− 1
p
)
− k
2 ,
where k = 0, 1. Furthermore, in the same manner, we also have
‖(ρ− 1)(t)‖L∞ + ‖u(t)‖L∞ ≤ C(1 + t)
− 5
4 ,
‖B(t)‖L∞ ≤ C(1 + t)
− 3
2 .
Second, we build time decay rates for the time derivatives of global strong solutions.
Theorem 1.2. Under all the assumptions in Theorem 1.1, the global strong solution (ρ, u,B) of
Cauchy problem (1.1)-(1.3) has the decay rates
‖ρt(t)‖H1 + ‖ut(t)‖L2 ≤ C(1 + t)
− 5
4 ,
‖Bt(t)‖L2 ≤ C(1 + t)
− 7
4
for all t ≥ 0.
Furthermore, we establish optimal decay rates for the higher order spatial derivatives of classical
solutions to the compressible Hall-MHD equations.
Theorem 1.3. Assume that the initial data (ρ0 − 1, u0, B0) ∈ H
3 ∩ L1 and there exists a small
constant ε0 > 0 such that
‖(ρ0 − 1, u0, B0)‖H3 ≤ ε0, (1.8)
then the global classical solution (ρ, u,B) of the problem (1.1)-(1.3) has the time decay rates
‖∇k(ρ− 1)(t)‖H3−k + ‖∇
ku(t)‖H3−k ≤ C(1 + t)
− 3+2k
4 ,
‖∇mB(t)‖H3−m ≤ C(1 + t)
− 3+2m
4 ,
(1.9)
where k = 0, 1, 2, and m = 0, 1, 2, 3.
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Remark 1.2. Compared with the decay rates of linearized systems of (1.1) stated in Proposition
2.5, (1.9) gives optimal decay rates of the solutions and its spatial derivatives (except for the third
order spatial derivatives of density and velocity) in L2-norm to the nonlinear problem (1.1)-(1.3).
Here the decay rate of solutions to nonlinear system is optimal in the sense that it coincides with
the rate of solutions to the linearized systems.
Remark 1.3. By virtue of the Sobolev inequality and the results (1.9) in Theorem 1.3, then the
global classical solution (ρ, u,B) has the time decay rates
‖(ρ− 1)(t)‖Lp + ‖u(t)‖Lp ≤ C(1 + t)
− 3
2
(
1− 1
p
)
,
‖∇kB(t)‖Lp ≤ C(1 + t)
− 3
2
(
1− 1
p
)
− k
2 ,
where k = 0, 1, and p ∈ [2,∞]. Hence, the decay rate of classical solution (ρ, u,B) converging to
the equilibrium state (1, 0, 0) in L∞-norm is (1 + t)−
3
2 .
Remark 1.4. It is easy to see that (1.9) provides faster time decay rates for higher order spatial
derivatives of global classical solutions than (1.4). Hence, the results in Theorem 1.3 improve the
work of Fan et al. [16].
Remark 1.5. Although we only established the time decay rates under the H3-framework in The-
orem 1.3, the method here can be applied to the HN (N ≥ 3)-framework just following the idea as
Gao et al.[22]. Hence, if (ρ0 − 1, u0, B0) ∈ H
N ∩ L1(N ≥ 3), then the global solution (ρ, u,B) has
the time decay rates
‖∇k(ρ− 1)(t)‖HN−k + ‖∇
ku(t)‖HN−k ≤ C(1 + t)
− 3+2k
4 ,
‖∇mB(t)‖HN−m ≤ C(1 + t)
− 3+2m
4 ,
where k = 0, 1, ..., N − 1, and m = 0, 1, 2, ..., N.
Finally, we build decay rates for the mixed space-time derivatives of global classical solutions.
Theorem 1.4. Under all the assumptions in Theorem 1.3, the global classical solution (ρ, u,B) of
the problem (1.1)-(1.3) satisfies the time decay rates
‖∇kρt(t)‖H2−k + ‖∇
kut(t)‖L2 ≤ C(1 + t)
5+2k
4 ,
‖∇kBt(t)‖L2 ≤ C(1 + t)
− 7+2k
4 ,
where k = 0, 1.
This paper is organized as follows. In section 2, we establish some energy estimates that will
play an essential role for us to construct the global existence of strong solutions. Then, we close the
estimates by the standard continuity argument and the global existence of strong solutions follows
immediately. Furthermore, we build the time decay rates by taking the method of Green function
and establish optimal time decay rates for the second order spatial derivatives of magnetic field.
Finally, we also study decay rates for the time derivatives of density, velocity and magnetic field.
In section 3, we establish the optimal decay rates for the higher order spatial derivatives of global
classical solutions and mixed space-time derivatives of solutions.
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2 Proof of Theorem 1.1 and Theorem 1.2
In this section, we will establish global existence and optimal time decay rates of strong solutions
for the compressible Hall-MHD equations. Indeed, computing directly, it is easy to deduce
(curlB)×B = (B · ∇)B −
1
2
∇(|B|2),
and
curl(u×B) = u(divB)− (u · ∇)B + (B · ∇)u−B(divu).
Then, denoting ̺ = ρ− 1, we rewrite (1.1) in the perturbation form as


̺t + divu = S1,
ut − µ∆u− (µ+ ν)∇divu+∇̺ = S2,
Bt −∆B = S3, divB = 0,
(2.1)
where the function Si(i = 1, 2, 3) is defined as

S1 = −̺divu− u · ∇̺,
S2= −u·∇u−h(̺)[µ∆u+ (µ + ν)∇divu]− f(̺)∇̺+ g(̺)
[
B · ∇B −
1
2
∇(|B|2)
]
,
S3 = −u · ∇B +B · ∇u−Bdivu− curl
[
g(̺)
(
B · ∇B −
1
2
∇(|B|2)
)]
.
(2.2)
Here the nonlinear function of ̺ is defined by
h(̺) =
̺
̺+ 1
, f(̺) =
P ′(̺+ 1)
̺+ 1
− 1, g(̺) =
1
̺+ 1
. (2.3)
The initial data are given as
(̺, u,B)(x, t)|t=0 = (̺0, u0, B0)(x)→ (0, 0, 0) as |x| → ∞. (2.4)
2.1. Energy estimates
First of all, suppose there exists a small positive constant δ satisfying following estimate
‖(̺, u,B)(t)‖H2 := ‖̺(t)‖H2 + ‖u(t)‖H2 + ‖B(t)‖H2 ≤ δ, (2.5)
which, together with Sobolev inequality, yields directly
1
2
≤ ̺+ 1 ≤
3
2
.
Hence, we immediately have
|f(̺)|, |h(̺)| ≤ C|̺| and |g(k−1)(̺)|, |h(k)(̺)|, |f (k)(̺)| ≤ C for any k ≥ 1, (2.6)
which will be used frequently to derive a priori estimates.
We state the classical Sobolev interpolation of the Gagliardo-Nirenberg inequality, refer to [28].
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Lemma 2.1. Let 0 ≤ m,α ≤ l and the function f ∈ C∞0 (R
3), then we have
‖∇αf‖Lp . ‖∇
mf‖1−θ
L2
‖∇lf‖θL2 , (2.7)
where 0 ≤ θ ≤ 1 and α satisfy
1
p
−
α
3
=
(
1
2
−
m
3
)
(1− θ) +
(
1
2
−
l
3
)
θ.
First of all, we will derive following energy estimates.
Lemma 2.2. Under the condition (2.5), then for k = 0, 1, we have
d
dt
‖∇k(̺, u,B)‖2L2 + C‖∇
k+1(u,B)‖2L2 . δ‖∇
k+1̺‖2L2 . (2.8)
Proof. Taking k-th spatial derivatives to (2.1)1 and (2.1)2 respectively, multiplying the resulting
identities by ∇k̺ and ∇ku respectively and integrating over R3(by parts), it is easy to obtain
1
2
d
dt
∫
(|∇k̺|2 +|∇ku|2)dx+
∫
(µ|∇k+1u|2 + (µ + ν)|∇kdivu|2)dx
=
∫
∇kS1 · ∇
k̺ dx+
∫
∇kS2 · ∇
ku dx.
(2.9)
Taking k-th spatial derivatives to (2.1)3, multiplying the resulting identity by ∇
kB and integrating
over R3(by parts), we have
1
2
d
dt
∫
|∇kB|2dx+
∫
|∇k+1B|2dx =
∫
∇kS3 · ∇
kB dx. (2.10)
Adding (2.9) to (2.10), it follows immediately
1
2
d
dt
∫
(|∇k̺|2+|∇ku|2+|∇kB|2)dx+
∫
(µ|∇k+1u|2+(µ+ν)|∇kdivu|2+|∇k+1B|2)dx
=
∫
∇kS1 · ∇
k̺ dx+
∫
∇kS2 · ∇
ku dx+
∫
∇kS3 · ∇
kB dx.
(2.11)
For the case k = 0, then the differential identity (2.11) has the following form
1
2
d
dt
∫
(|̺|2 +|u|2 + |B|2)dx+
∫
(µ|∇u|2 + (µ+ ν)|divu|2 + |∇B|2)dx
=
∫
S1 · ̺ dx+
∫
S2 · u dx+
∫
S3 ·B dx = I1 + I2 + I3.
(2.12)
Applying (2.5), Holder, Sobolev and Young inequalities, it is easy to obtain
I1 ≤ ‖̺‖L3‖divu‖L2‖̺‖L6 + ‖̺‖L3‖∇̺‖L2‖u‖L6
. ‖̺‖H1‖∇u‖L2‖∇̺‖L2 + ‖̺‖H1‖∇̺‖L2‖∇u‖L2
. δ(‖∇̺‖2L2 + ‖∇u‖
2
L2).
(2.13)
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Integrating by parts and applying (2.6), Holder, Sobolev and Young inequalities, it arrives at directly
−
∫
h(̺)(µ∆u+ (µ + ν)∇divu)udx
≈
∫
(h′(̺)∇̺ · u+ h(̺)∇u)∇udx
. ‖∇̺‖L2‖u‖L6‖∇u‖L3 + ‖̺‖L∞‖∇u‖
2
L2
. (‖̺‖H2 + ‖∇u‖H1)(‖∇̺‖
2
L2 + ‖∇u‖
2
L2)
. δ(‖∇̺‖2L2 + ‖∇u‖
2
L2).
(2.14)
Hence, with the help of (2.6), (2.14), Holder, Sobolev and Young inequalities, we deduce
I2 . (‖u‖L3‖∇u‖L2 + ‖̺‖L3‖∇̺‖L2 + ‖g(̺)‖L∞‖B‖L3‖∇B‖L2)‖u‖L6
+ δ(‖∇̺‖2L2 + ‖∇u‖
2
L2)
. (‖u‖H1‖∇u‖L2 + ‖̺‖H1‖∇̺‖L2 + ‖B‖H1‖∇B‖L2)‖∇u‖L2
+ δ(‖∇̺‖2L2 + ‖∇u‖
2
L2)
. δ(‖∇̺‖2L2 + ‖∇u‖
2
L2 + ‖∇B‖
2
L2).
(2.15)
Integrating by part and applying (2.6), Holder and Sobolev inequalities, it arrives at
−
∫
curl [g(̺)(B · ∇B)]Bdx
= −
∫
g(̺)(B · ∇B)curlBdx
. ‖g(̺)‖L∞‖B‖L∞‖∇B‖L2‖curlB‖L2
. ‖B‖H2‖∇B‖
2
L2 .
(2.16)
Hence, with the help of (2.16), Holder, Sobolev and Young inequalities, we deduce
I3 . (‖u‖L3‖∇B‖L2 + ‖B‖L3‖∇u‖L2)‖B‖L6 + ‖B‖H2‖∇B‖
2
L2
. (‖u‖H1 + ‖B‖H1)(‖∇u‖
2
L2 + ‖∇B‖
2
L2) + δ‖∇B‖
2
L2
. δ(‖∇u‖2L2 + ‖∇B‖
2
L2).
(2.17)
Substituting (2.13), (2.15) and (2.17) into (2.12) and applying the smallness of δ, it arrives at
directly
d
dt
∫
(|̺|2 +|u|2 + |B|2)dx+
∫
(µ|∇u|2 + |∇B|2)dx . δ‖∇̺‖2L2 . (2.18)
For the case k = 1, then the differential identity (2.11) has the following form
1
2
d
dt
∫
(|∇̺|2 +|∇u|2 + |∇B|2)dx+
∫
(µ|∇2u|2 + (µ+ ν)|∇divu|2 + |∇2B|2)dx
=
∫
∇S1 · ∇̺ dx+
∫
∇S2 · ∇u dx+
∫
∇S3 · ∇B dx = II1 + II2 + II3.
(2.19)
Applying Holder, Sobolev and Young inequalities, we obtain
II1 ≤ (‖̺‖L3‖divu‖L6 + ‖u‖L3‖∇̺‖L6)‖∇
2̺‖L2
. (‖̺‖H1 + ‖u‖H1)(‖∇
2̺‖2L2 + ‖∇
2u‖2L2)
. δ(‖∇2̺‖2L2 + ‖∇
2u‖2L2).
(2.20)
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Similarly, it is easy to deduce
II2 ≤ (‖u‖L3‖∇u‖L6 + ‖h(̺)‖L∞‖∇
2u‖L2)‖∇
2u‖L2
+ (‖f(̺)‖L3‖∇̺‖L6 + ‖g(̺)‖L∞‖B‖L3‖∇B‖L6)‖∇
2u‖L2
. (‖̺‖H2 + ‖u‖H1 + ‖B‖H1)(‖∇
2̺‖2L2 + ‖∇
2u‖2L2 + ‖∇
2B‖2L2)
. δ(‖∇2̺‖2L2 + ‖∇
2u‖2L2 + ‖∇
2B‖2L2).
(2.21)
Integrating by part and applying (2.6), Holder and Sobolev inequalities, we obtain
−
∫
∇curl[g(̺)(B · ∇B)]∇B dx
= −
∫
∇[g(̺)(B · ∇B)]∇curlB dx
. (‖∇g(̺)‖L6‖B‖L6‖∇B‖L6 + ‖g(̺)‖L∞‖∇B‖L3‖∇B‖L6)‖∇curlB‖L2
+ ‖g(̺)‖L∞‖B‖L∞‖∇
2B‖L2‖∇curlB‖L2
. (‖∇2̺‖L2‖∇B‖L2 + ‖∇B‖L3 + ‖B‖H2)‖∇
2B‖2L2 .
(2.22)
Applying (2.22), Holder, Sobolev and Young inequalities, it arrives at directly
II3 . (‖u‖L3‖∇B‖L6 + ‖B‖L3‖∇u‖L6)‖∇
2B‖L2
+ (‖∇2̺‖L2‖∇B‖L2 + ‖∇B‖L3 + ‖B‖H2)‖∇
2B‖2L2
. δ(‖∇2u‖2L2 + ‖∇
2B‖2L2).
(2.23)
Substituting (2.20), (2.21) and (2.23) into (2.19), then we obtain
d
dt
∫
(|∇̺|2 +|∇u|2 + |∇B|2)dx+
∫
(µ|∇2u|2 + |∇2B|2)dx . δ‖∇2̺‖2L2 ,
which, together with (2.18), completes the proof of the lemma.
Next, we derive the second type of energy estimates involving the higher-order spatial derivatives
of ̺ and u.
Lemma 2.3. Under the condition (2.5), then we have
d
dt
‖∇2(̺, u,B)‖2L2 +C‖∇
3(u,B)‖2L2 . δ‖∇
2̺‖2L2 . (2.24)
Proof. Taking k = 2 specially in (2.11), we deduce immediately
1
2
d
dt
∫
(|∇2̺|2+|∇2u|2+|∇2B|2)dx+
∫
(µ|∇3u|2+(µ+ν)|∇2divu|2+|∇3B|2)dx
=
∫
∇2S1 · ∇
2̺ dx+
∫
∇2S2 · ∇
2u dx+
∫
∇2S3 · ∇
2B dx.
(2.25)
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Applying Holder, Sobolev and Young inequalities, it is easy to obtain
−
∫
∇2(̺divu)∇2̺dx
= −
∫
(∇2̺divu+ 2∇̺∇divu+ ̺∇2divu)∇2̺dx
. (‖∇u‖L∞‖∇
2̺‖L2 + ‖∇̺‖L3‖∇
2u‖L6 + ‖̺‖L∞‖∇
3u‖L2)‖∇
2̺‖L2
. (‖∇2u‖
1
2
L2
‖∇3u‖
1
2
L2
‖∇2̺‖L2 + ‖∇̺‖H1‖∇
3u‖L2 + ‖̺‖H2‖∇
3u‖L2)‖∇
2̺‖L2
. (‖∇2u‖
1
2
L2
‖∇2̺‖
1
2
L2
+ ‖∇̺‖H1 + ‖̺‖H2)(‖∇
2̺‖2L2 + ‖∇
3u‖2L2)
. δ(‖∇2̺‖2L2 + ‖∇
3u‖2L2).
(2.26)
Integrating by part and applying Holder, Sobolev and Young inequalities, it arrives at
−
∫
∇2(u · ∇̺)∇2̺ dx
=
∫ [
−(∇2u∇̺+ 2∇u∇2̺)∇2̺+
1
2
|∇2̺|2divu
]
dx
. (‖∇2u‖L6‖∇̺‖L3 + ‖∇u‖L∞‖∇
2̺‖L2)‖∇
2̺‖L2
. ‖∇̺‖H1‖∇
2̺‖L2‖∇
3u‖L2 + ‖∇
2u‖
1
2
L2
‖∇3u‖
1
2
L2
‖∇2̺‖2L2
. (‖∇2u‖
1
2
L2
‖∇2̺‖
1
2
L2
+ ‖∇̺‖H1)(‖∇
2̺‖2L2 + ‖∇
3u‖2L2)
. δ(‖∇2̺‖2L2 + ‖∇
3u‖2L2).
(2.27)
The combination of (2.26) and (2.27) gives rise to∫
∇2S1 · ∇
2̺ dx . δ(‖∇2̺‖2L2 + ‖∇
3u‖2L2). (2.28)
Now, we give the estimate for the second term on the right hand side of (2.25). By virtue of Holder
and Sobolev inequalities, we have∫
∇(u · ∇u)∇∆udx
=
∫
(∇u∇u+ u∇2u)∇∆udx
≤ ‖∇u‖L3‖∇u‖L6‖∇
3u‖L2 + ‖u‖L3‖∇
2u‖L6‖∇
3u‖L2
. ‖u‖
1
2
L2
‖∇3u‖
1
2
L2
‖∇u‖
1
2
L2
‖∇3u‖
1
2
L2
‖∇3u‖L2 + ‖u‖H1‖∇
3u‖2L2
. δ‖∇3u‖2L2 .
(2.29)
In view of (2.6), Holder and Sobolev inequalities, we have∫
∇(h(̺)(µ∆u+ (µ + ν)∇divu))∇∆udx
. (‖∇h(̺)‖L3‖∇
2u‖L6 + ‖h(̺)‖L∞‖∇
3u‖L2)‖∇
3u‖L2
. (‖∇̺‖H1‖∇
3u‖L2 + ‖̺‖H2‖∇
3u‖L2)‖∇
3u‖L2
. δ‖∇3u‖2L2 ,
(2.30)
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and ∫
∇(f(̺)∇̺)∇∆udx
. (‖∇̺‖2L4 + ‖f(̺)‖L∞‖∇
2̺‖L2)‖∇
3u‖L2
. (‖∇
3
2 ̺‖L2‖∇
2̺‖L2 + ‖̺‖H2‖∇
2̺‖L2)‖∇
3u‖L2
. (‖∇
3
2 ̺‖L2 + ‖̺‖H2)‖∇
2̺‖L2‖∇
3u‖L2
. δ(‖∇2̺‖2L2 + ‖∇
3u‖2L2).
(2.31)
Similarly, it is easy to deduce
∫
∇
[
g(̺)(B · ∇B −∇(
1
2
|B|2))
]
∇∆udx
. (‖∇g(̺)‖L6‖B‖L6‖∇B‖L6 + ‖g(̺)‖L∞‖∇B‖L3‖∇B‖L6)‖∇
3u‖L2
+ ‖g(̺)‖L∞‖B‖L3‖∇
2B‖L6‖∇
3u‖L2
. (‖∇̺‖L6‖∇B‖L2‖∇
2B‖L2 + ‖B‖
1
2
L2
‖∇3B‖
1
2
L2
‖∇B‖
1
2
L2
‖∇3B‖
1
2
L2
)‖∇3u‖L2
+ ‖B‖H1‖∇
3B‖L2‖∇
3u‖L2
. δ(‖∇2̺‖2L2 + ‖∇
3u‖2L2 + ‖∇
3B‖2L2).
(2.32)
By virtue of the estimates (2.29)-(2.32), we obtain immediately
∫
∇2S2 · ∇
2u dx . δ(‖∇2̺‖2L2 + ‖∇
3u‖2L2 + ‖∇
3B‖2L2). (2.33)
Integrating by part and applying Holder and Sobolev inequalities, it arrives at
∫
∇2(u · ∇B)∇2B dx
. (‖∇u‖L3‖∇B‖L6 + ‖u‖L3‖∇
2B‖L6)‖∇
3B‖L2
. (‖u‖
1
2
L2
‖∇3u‖
1
2
L2
‖∇B‖
1
2
L2
‖∇3B‖
1
2
L2
+ ‖u‖H1‖∇
3B‖L2)‖∇
3B‖L2
. δ(‖∇3u‖2L2 + ‖∇
3B‖2L2).
(2.34)
Similarly, it is easy to obtain
∫
∇2(B · ∇u+Bdivu)∇2B dx
. (‖∇u‖L3‖∇B‖L6 + ‖B‖L3‖∇
2u‖L6)‖∇
3B‖L2
. (‖u‖
1
2
L2
‖∇3u‖
1
2
L2
‖∇B‖
1
2
L2
‖∇3B‖
1
2
L2
+ ‖B‖H1‖∇
3u‖L2)‖∇
3B‖L2
. δ(‖∇3u‖2L2 + ‖∇
3B‖2L2).
(2.35)
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Integrating by part and applying (2.6), Holder and Sobolev inequalities, we obtain
−
∫
∇2curl
[
g(̺)
(
B · ∇B −∇(
1
2
|B|2)
)]
∇2B dx
= −
∫
∇2
[
g(̺)
(
B · ∇B −∇(
1
2
|B|2)
)]
∇2curlB dx
. (‖∇2g(̺)‖L2‖B‖L∞‖∇B‖L∞ + ‖∇g(̺)‖L6‖∇B‖L6‖∇B‖L6)‖∇
2curlB‖L2
+ (‖∇g(̺)‖L6‖B‖L6‖∇
2B‖L6 + ‖g(̺)‖L∞‖∇B‖L3‖∇
2B‖L6)‖∇
2curlB‖L2
+ ‖g(̺)‖L∞‖B‖L∞‖∇
3B‖L2‖∇
2curlB‖L2
. (‖|∇̺|2 + |∇2̺|‖L2‖B‖L∞‖∇B‖L∞ + ‖∇̺‖L6‖∇B‖L6‖∇B‖L6)‖∇
3B‖L2
+ (‖∇̺‖L6‖B‖L6‖∇
2B‖L6 + ‖∇B‖L3‖∇
2B‖L6 + ‖B‖L∞‖∇
3B‖L2)‖∇
3B‖L2
. (‖∇̺‖
1
2
L2
‖∇2̺‖
3
2
L2
+ ‖∇2̺‖L2)‖B‖H2‖∇
2B‖
1
2
L2
‖∇3B‖
3
2
L2
+ ‖∇B‖2H1‖∇
2̺‖L2‖∇
3B‖L2 + ‖∇B‖H1‖∇
3B‖2L2
. δ(‖∇2̺‖2L2 + ‖∇
3B‖2L2).
(2.36)
In view of the estimates (2.34)-(2.36), we obtain directly
∫
∇2S3 · ∇
2B dx . δ(‖∇2̺‖2L2 + ‖∇
3u‖2L2 + ‖∇
3B‖2L2). (2.37)
Substituting (2.28), (2.33) and (2.37) into (2.25), then we have
d
dt
∫
(|∇2̺|2 +|∇2u|2 + |∇2B|2)dx+
∫
(µ|∇3u|2 + |∇3B|2)dx . δ‖∇2̺‖2L2 ,
which completes the proof of the lemma.
Finally, we will use the equations (2.1) to recover the dissipation estimate for ̺.
Lemma 2.4. Under the condition (2.5), then for k = 0, 1, we have
d
dt
∫
∇ku · ∇k+1̺dx+ C‖∇k+1̺‖2L2 . ‖∇
k+1u‖2L2 + ‖∇
k+2u‖2L2 + ‖∇
k+2B‖2L2 . (2.38)
Proof. Taking k-th spatial derivatives to the second equation of (2.1), multiplying by ∇k+1̺ and
integrating over R3, then we obtain
∫
∇kut · ∇
k+1̺dx+
∫
|∇k+1̺|2dx
=
∫
∇k[µ∆u+ (µ+ ν)∇divu]∇k+1̺dx+
∫
∇kS2 · ∇
k+1̺dx.
(2.39)
In order to deal with
∫
∇kut ·∇
k+1̺dx, we turn the time derivatives of velocity to the density. Then,
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applying the mass equation (2.1)1, we can transform time derivatives to the spatial derivatives, i.e.∫
∇kut · ∇
k+1̺dx
=
d
dt
∫
∇ku · ∇k+1̺dx−
∫
∇ku · ∇k+1̺tdx
=
d
dt
∫
∇ku · ∇k+1̺dx+
∫
∇ku · ∇k+1(divu+ div(̺u))dx
=
d
dt
∫
∇ku · ∇k+1̺dx−
∫
∇kdivu · ∇k(divu+ div(̺u))dx
=
d
dt
∫
∇ku · ∇k+1̺dx−
∫
|∇kdivu|2dx−
∫
∇kdivu · ∇kdiv(̺u)dx.
(2.40)
Substituting (2.40) into (2.39), it is easy to deduce
d
dt
∫
∇ku · ∇k+1̺dx+
∫
|∇k+1̺|2dx
=
∫
|∇kdivu|2dx+
∫
∇kdivu · ∇kdiv(̺u)dx+
∫
∇kS2 · ∇
k+1̺dx
+
∫
∇k[µ∆u+ (µ + ν)∇divu]∇k+1̺dx.
(2.41)
For the case k = 0, then applying Holder, Sobolev and Young inequalities, we obtain∫
divu · div(̺u)dx . ‖̺‖L∞‖∇u‖
2
L2 + ‖u‖L3‖divu‖L6‖∇̺‖L2
. (‖̺‖H2 + ‖u‖H1)(‖∇̺‖
2
L2 + ‖∇
2u‖2L2)
. δ(‖∇̺‖2L2 + ‖∇
2u‖2L2).
(2.42)
By virtue of (2.6) and Holder inequality, it is easy to deduce∫
S2 · ∇̺dx . (‖u‖L3‖∇u‖L6 + ‖̺‖L∞‖∇
2u‖L2)‖∇̺‖L2
+ (‖̺‖L∞‖∇̺‖L2 + ‖g(̺)‖L∞‖B‖L3‖∇B‖L6)‖∇̺‖L2
. δ(‖∇̺‖2L2 + ‖∇
2u‖2L2 + ‖∇
2B‖2L2),
(2.43)
and ∫
[µ∆u+ (µ + ν)∇divu]∇̺dx . ‖∇2u‖2L2 + ε‖∇̺‖
2
L2 . (2.44)
The combination of (2.42), (2.43) and (2.44) helps us complete the proof to (2.38) for the case of
k = 0. As for the case k = 1, applying Holder, Sobolev and Young inequalities, we deduce∫
∇divu · ∇div(̺u)dx
. (‖∇̺‖L3‖divu‖L6 + ‖̺‖L∞‖∇divu‖L2)‖∇
2u‖L2
+ (‖∇̺‖L3‖∇u‖L6 + ‖u‖L∞‖∇
2̺‖L2)‖∇
2u‖L2
. δ(‖∇2̺‖2L2 + ‖∇
2u‖2L2).
(2.45)
With the help of Holder inequality and Lemma 2.3, it arrives at∫
∇S2 · ∇
2̺dx . δ(‖∇2̺‖2L2 + ‖∇
3u‖2L2 + ‖∇
3B‖2L2), (2.46)
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and ∫
∇[µ∆u+ (µ + ν)∇divu]∇2̺dx . ‖∇3u‖2L2 + ε‖∇
2̺‖2L2 . (2.47)
The combination of (2.45), (2.46) and (2.47) gives rise to the proof of (2.38) for the case of k = 1.
2.2. Global existence of strong solutions
In this subsection, we shall combine the energy estimates that we have derived in the previous
section to prove the global existence of strong solutions. Summing up (2.8) from k = l (l = 0, 1) to
k = 1, then we obtain
d
dt
‖∇l(̺, u,B)‖2H1−l + C‖∇
l(∇u,∇B)‖2H1−l . δ‖∇
l+1̺‖2H1−l ,
which, together with (2.24), then it arrives at
d
dt
‖∇l(̺, u,B)‖2H2−l + C‖∇
l+1(u,B)‖2H2−l ≤ δC1‖∇
l+1̺‖2H1−l . (2.48)
On the other hand, summing (2.38) from k = l (l = 0, 1) to k = 1, we obtain immediately
d
dt
∑
l≤k≤1
∫
∇ku · ∇k+1̺dx+ C2‖∇
l+1̺‖2H1−l ≤ C
(
‖∇l+1u‖2H2−l + ‖∇
l+2B‖2H1−l
)
. (2.49)
Multiplying (2.49) by 2δC1/C2 and adding the resulting inequality to (2.48), then it arrives at
d
dt
E2l (t) + C3
(
‖∇l+1̺‖2H1−l + ‖∇
l+1(u,B)‖2H2−l
)
≤ 0. (2.50)
where E2l (t) is defined as
E2l (t) = ‖∇
l(̺, u,B)‖2H2−l +
2δC1
C2
∑
l≤k≤1
∫
∇ku · ∇k+1̺dx.
By virtue of the smallness of δ, it is easy to obtain
C−14 ‖∇
l(̺, u,B)‖2H2−l ≤ E
2
l (t) ≤ C4‖∇
l(̺, u,B)‖2H2−l . (2.51)
Choosing l = 0 in (2.50), integrating over [0, t] and applying the equivalent relation (2.51), we obtain
‖(̺, u,B)(t)‖2H2 ≤ C‖(̺0, u0, B0)‖
2
H2 .
Then, by the standard continuity argument (see Theorem 7.1 on page 100 in [29]), we close the
estimate (2.5). Thus, we extend the local strong solutions to be global one and the uniqueness of
global strong solutions is guaranteed by the uniqueness of local solutions that has been prove by Fan
et al. [16]. Therefore, choosing l = 0 in (2.50), integrating over [0, t] and applying the equivalent
relation (2.51), we obtain
‖(̺, u,B)(t)‖2H2 +
∫ t
0
(‖∇̺(τ)‖2H1 + ‖(∇u,∇B)(τ)‖
2
H2)dτ ≤ C‖(̺0, u0, B0)‖
2
H2 , (2.52)
which completes the proof of the global existence of strong solutions.
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2.3. Decay rates of strong solution
In this section, we will establish optimal decay rates for the compressible Hall-MHD equations
(1.1)-(1.3). If the initial perturbation belongs to L1 additionally, we apply the method of Green
function to establish optimal time decay rates for the global strong solutions. Furthermore, the
application of Fourier splitting method by Schonbek [21] helps us to build optimal time decay rates
for the second order spatial derivatives of magnetic field.
First of all, let us to consider the following linearized systems

̺t + divu = 0,
ut − µ∆u− (µ+ ν)∇divu+∇̺ = 0,
Bt −∆B = 0,
(2.53)
with the initial data
(̺, u,B)(x, t)|t=0 = (̺0, u0, B0)(x)→ (0, 0, 0) as |x| → ∞. (2.54)
Obviously, the solution (̺, u,B) of the linearized problem (2.53)-(2.54) can be expressed as
(̺, u,B)tr = G(t) ∗ (̺0, u0, B0)
tr, t ≥ 0. (2.55)
Here G(t) := G(x, t) is the Green matrix for the systems (2.53) and the exact expression of the
Fourier transform Gˆ(ξ, t) of Green function G(x, t) as
Gˆ(ξ, t) =


λ+e
λ
−
t−λ−e
λ+t
λ+−λ−
−iξt(eλ+t−eλ−t)
λ+−λ−
0
−iξ(eλ+t−eλ−t)
λ+−λ−
λ+e
λ+t−λ−e
λ
−
t
λ+−λ−
ξξt
|ξ|2
+ eλ0t
(
I3×3 −
ξξt
|ξ|2
)
0
0 0 eλ1tI3×3


where
λ0 = −µ|ξ|
2, λ1 = −|ξ|
2,
λ+ = −
(
µ+
1
2
ν
)
|ξ|2 + i
√
|ξ|2 −
(
µ+
1
2
ν
)2
|ξ|4,
λ− = −
(
µ+
1
2
ν
)
|ξ|2 − i
√
|ξ|2 −
(
µ+
1
2
ν
)2
|ξ|4.
Since the systems (2.57) is an independent coupling of the classical linearized Navier-Stokes equa-
tions and heat equation, the representation of Green function Gˆ(ξ, t) is easy to verify. Furthermore,
we have the following decay rates for the systems (2.53)-(2.54), refer to [30].
Proposition 2.5. Assume that (̺, u,B) is the solution of the linearized systems (2.53)-(2.54) with
the initial data (̺0, u0, B0) ∈ L
1 ∩H2, then
‖∇k̺‖2L2 ≤ C
(
‖(̺0, u0)‖
2
L1 + ‖∇
k(̺0, u0)‖
2
L2
)
(1 + t)−
3
2
−k,
‖∇ku‖2L2 ≤ C
(
‖(̺0, u0)‖
2
L1 + ‖∇
k(̺0, u0)‖
2
L2
)
(1 + t)−
3
2
−k,
‖∇kB‖2L2 ≤ C
(
‖B0‖
2
L1 + ‖∇
kB0‖
2
L2
)
(1 + t)−
3
2
−k
for 0 ≤ k ≤ 2.
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In the sequel, we want to verify some estimates that play an important role for us to derive
decay rates for the compressible Hall-MHD equations (2.1)-(2.4).
‖(S1, S2, S3)‖L1 . δ(‖∇̺‖L2 + ‖∇u‖H1 + ‖∇B‖H1),
‖(S1, S2, S3)‖L2 . δ(‖∇̺‖L2 + ‖∇u‖H1 + ‖∇B‖H1),
‖∇(S1, S2, S3)‖L2 . δ(‖∇
2̺‖L2 + ‖∇
2u‖L2 + ‖∇
2B‖L2) + ‖∇(̺,B)‖H1‖∇
2(u,B)‖H1 .
(2.56)
Now, we establish the decay rates for the compressible Hall-MHD equations (2.1)-(2.4).
Lemma 2.6. Under the assumptions of Theorem 1.1, the global strong solution (̺, u,B) of problem
(2.1)-(2.4) has the time decay rates
‖∇k̺(t)‖2H2−k + ‖∇
ku(t)‖2H2−k + ‖∇
kB(t)‖2H2−k ≤ C(1 + t)
− 3
2
−k (2.57)
for k = 0, 1.
Proof. Taking l = 1 specially in (2.50), it arrives at directly
d
dt
E21 (t) + C3
(
‖∇2̺‖2L2 + ‖∇
2u‖2H1 + ‖∇
2B‖2H1
)
≤ 0, (2.58)
where E21 (t) is defined as
E21 (t) = ‖∇̺‖
2
H1 + ‖∇u‖
2
H1 + ‖∇B‖
2
H1 +
2C1δ
C2
∫
∇u · ∇2̺dx.
With the help of Young inequality and smallness of δ, it is easy to deduce
C−14 ‖∇(̺, u,B)‖
2
H1 ≤ E
2
1 (t) ≤ C4‖∇(̺, u,B)‖
2
H1 . (2.59)
Adding both hand sides of (2.58) by ‖∇(̺, u,B)‖2L2 and applying the equivalent relation (2.59),
then we have
d
dt
E21 (t) + CE
2
1 (t) ≤ ‖∇(̺, u,B)‖
2
L2 .
In view of the Gronwall inequality, it follows immediately
E21 (t) ≤ E
2
1 (0)e
−Ct +
∫ t
0
e−C(t−τ)‖∇(̺, u,B)(τ)‖2L2dτ. (2.60)
In order to derive the time decay rate for E21 (t), we need to control the term ‖∇(̺, u,B)‖
2
L2 . In
fact, by Duhamel principle, we can represent the solutions for the problem (2.1)-(2.4) as
(̺, u,B)tr(t) = G(t) ∗ (̺0, u0, B0)
tr +
∫ t
0
G(t− s) ∗ (S1, S2, S3)
tr(s)ds. (2.61)
Denoting
E(t) = sup
0≤τ≤t
(1 + τ)
5
2 (‖∇̺(τ)‖2H1 + ‖∇u(τ)‖
2
H1 + ‖∇B(τ)‖
2
H1),
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which, together with (2.61), (2.56) and Proposition 2.5, gives directly
‖∇(̺, u,B)(t)‖L2 ≤ C(1 + t)
− 5
4 + C
∫ t
0
(‖(S1, S2, S3)(τ)‖L1 + ‖∇(S1, S2, S3)(τ)‖L2) (1 + t− τ)
− 5
4 dτ
≤ C(1 + t)−
5
4 + C
∫ t
0
δ (‖∇̺(τ)‖H1 + ‖∇u(τ)‖H1 + ‖∇B(τ)‖H1) (1 + t− τ)
− 5
4dτ
+ C
∫ t
0
‖∇(̺,B)(τ)‖H1‖∇
2(u,B)(τ)‖H1(1 + t− τ)
− 5
4dτ
≤ C(1 + t)−
5
4 + Cδ
√
E(t)
∫ t
0
(1 + t− τ)−
5
4 (1 + τ)−
5
4dτ
+ C
√
E(t)
[∫
(1 + t− τ)−
5
2 (1 + τ)−
5
2 dτ
] 1
2
[∫ t
0
‖∇2(u,B)(τ)‖2H1dτ
] 1
2
≤ C(1 + t)−
5
4 + Cδ
√
E(t)(1 + t)−
5
4
≤ (1 + t)−
5
4 (1 + δ
√
E(t)),
where we have used the fact∫ t
0
(1 + t− τ)−r(1 + τ)−rdτ
=
∫ t
2
0
+
∫ t
t
2
(1 + t− τ)−r(1 + τ)−rdτ
≤
(
1 +
t
2
)−r ∫ t
2
0
(1 + τ)−rdτ +
(
1 +
t
2
)−r ∫ t
t
2
(1 + t− τ)−rdτ
≤ (1 + t)−r ,
for r = 52 and r =
5
4 respectively. Thus, we have the estimate
‖∇(̺, u,B)(t)‖2L2 ≤ C(1 + t)
− 5
2 (1 + δE(t)). (2.62)
Inserting (2.62) into (2.60), it follows immediately
E21 (t) ≤ E
2
1 (0)e
−Ct +C
∫ t
0
e−C(t−τ)(1 + τ)−
5
2 (1 + δE(τ))dτ
≤ E21 (0)e
−Ct +C(1 + δE(t))
∫ t
0
e−C(t−τ)(1 + τ)−
5
2dτ
≤ E21 (0)e
−Ct +C(1 + δE(t))(1 + t)−
5
2
≤ C(1 + δE(t))(1 + t)−
5
2 ,
(2.63)
where we have used the fact∫ t
0
e−C(t−τ)(1 + τ)−
5
2 dτ
=
∫ t
2
0
+
∫ t
t
2
e−C(t−τ)(1 + τ)−
5
2dτ
≤ e−
c
2
t
∫ t
2
0
(1 + τ)−
5
2dτ +
(
1 +
t
2
)− 5
2
∫ t
t
2
e−C(t−τ)dτ
≤ C (1 + t)−
5
2 .
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Hence, by virtue of the definition of E(t) and (2.63), it follows immediately
E(t) ≤ C(1 + δE(t)),
which, in view of the smallness of δ, gives
E(t) ≤ C.
Therefore, we have the following time decay rates
‖∇̺(t)‖2H1 + ‖∇u(t)‖
2
H1 + ‖∇B(t)‖
2
H2 ≤ C(1 + t)
− 5
2 . (2.64)
On the other hand, by (2.61), (2.56), (2.64) and Proposition 2.5, it is easy to deduce
‖(̺, u,B)‖2L2 ≤ C(1 + t)
− 3
2 +C
∫ t
0
(
‖(S1, S2, S3)‖
2
L1 + ‖(S1, S2, S3)‖
2
L2
)
(1 + t− τ)−
3
2dτ
≤ C(1 + t)−
3
2 +C
∫ t
0
δ
(
‖∇̺(τ)‖2L2 + ‖∇u(τ)‖
2
H1 + ‖∇B(τ)‖
2
H1
)
(1 + t− τ)−
3
2dτ
≤ C(1 + t)−
3
2 +C
∫ t
0
(1 + t− τ)−
5
2 (1 + τ)−
3
2 dτ
≤ C(1 + t)−
3
2 ,
where we have used the fact∫ t
0
(1 + t− τ)−
5
2 (1 + τ)−
3
2 dτ ≤ C(1 + t)−
3
2 .
Hence, we have the following decay rate
‖̺(t)‖2L2 + ‖u(t)‖
2
L2 + ‖B(t)‖
2
L2 ≤ C(1 + t)
− 3
2 . (2.65)
Therefore, the combination of (2.64) and (2.65) completes the proof of the lemma.
Finally, we establish optimal decay rates for the second order derivatives of magnetic field.
Lemma 2.7. Under the assumptions of Theorem 1.1, then the magnetic field has the following
decay rate
‖∇2B(t)‖L2 ≤ C(1 + t)
− 7
4 . (2.66)
Proof. Taking k = 2 in (2.10), it follows immediately
1
2
d
dt
∫
|∇2B|2dx+
∫
|∇3B|2dx =
∫
∇2S3 · ∇
2B dx. (2.67)
By Holder, Sobolev and Young inequalities, we obtain∫
∇2(B · ∇u+Bdivu)∇2B dx
. (‖∇u‖L3‖∇B‖L6 + ‖B‖L∞‖∇
2u‖L2)‖∇
3B‖L2
. (‖∇u‖H1‖∇
2B‖L2 + ‖∇B‖H1‖∇
2u‖L2)‖∇
3B‖L2
. ‖∇(u,B)‖2H1‖∇
2(u,B)‖2L2 + δ‖∇
3B‖2L2 .
(2.68)
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It follows from (2.34) and (2.36) that∫
∇2(u · ∇B)∇2B dx . ‖∇u‖2H1‖∇
2B‖2L2 + δ‖∇
3B‖2L2 , (2.69)
and
−
∫
∇2curl
[
g(̺)
(
B · ∇B −∇(
1
2
|B|2)
)]
∇2B dx
. ‖∇2̺‖2L2‖∇B‖
2
H1 + δ‖∇
3B‖2L2 .
(2.70)
Substituting (2.68)-(2.70) into (2.67) and applying the time decay rates (2.57), then we obtain
d
dt
∫
|∇2B|2dx+
∫
|∇3B|2dx
. ‖∇(u,B)‖2H1‖∇
2(u,B)‖2L2 + ‖∇
2̺‖2L2‖∇B‖
2
H1
. (1 + t)−
5
2 (1 + t)−
5
2 + (1 + t)−
5
2 (1 + t)−
5
2
. (1 + t)−5.
(2.71)
For some constant R defined below, denoting the time sphere(see [21])
S0 =
{
ξ ∈ R3
∣∣ |ξ| ≤ ( R
1 + t
) 1
2
}
,
it follows immediately∫
R3
|∇3B|2dx ≥
∫
R3/S0
|ξ|6|Bˆ|2dξ
≥
R
1 + t
∫
R3/S0
|ξ|4|Bˆ|2dξ
≥
R
1 + t
∫
R3
|ξ|4|Bˆ|2dξ −
(
R
1 + t
)2 ∫
S0
|ξ|2|Bˆ|2dξ,
or equivalently ∫
R3
|∇3B|2dx ≥
R
1 + t
∫
R3
|∇2B|2dx−
(
R
1 + t
)2 ∫
R3
|∇B|2dx. (2.72)
The combination of (2.71), (2.72) and (2.57) yields directly
d
dt
∫
|∇2B|2dx+
4
1 + t
∫
|∇2B|2dx
≤
16
(1 + t)2
∫
|∇B|2dx+ C(1 + t)−5
. (1 + t)−2(1 + t)−
5
2 + (1 + t)−5
≤ C(1 + t)−
9
2 ,
(2.73)
where we have chosen R = 4 in (2.72). Multiplying (2.73) by (1 + t)4, we obtain
d
dt
[
(1 + t)4‖∇2B‖2L2
]
≤ C(1 + t)−
1
2 . (2.74)
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Integrating (2.74) over [0, t], then we have the following decay rate
‖∇2B(t)‖2L2 ≤ C(1 + t)
− 7
2 .
Therefore, we complete the proof of the lemma.
Proof of Theorem 1.1: With the help of (2.52), Lemma 2.6 and Lemma 2.7, we complete the
proof of Theorem 1.1.
2.4. Proof of Theorem 1.2
In this subsection, we establish the decay rates for the time derivatives of strong solutions.
Lemma 2.8. Under the assumptions of Theorem 1.1, the global strong solution (̺, u,B) of problem
(2.1)-(2.4) satisfies
‖̺t(t)‖H1 + ‖ut(t)‖L2 ≤ C(1 + t)
− 5
4 ,
‖Bt(t)‖L2 ≤ C(1 + t)
− 7
4 .
(2.75)
Proof. By virtue of the equation (2.1)1 and decay rates (1.7), we have
‖̺t‖L2 = ‖divu+ ̺divu+ u · ∇̺‖L2
≤ ‖divu‖L2 + ‖̺‖L∞‖divu‖L2 + ‖∇̺‖L3‖u‖L6
≤ C(1 + t)−
5
4 .
(2.76)
Similarly, it follows immediately
‖∇̺t‖L2 = ‖∇divu+∇̺divu+ ̺∇divu+∇u · ∇̺+ u · ∇
2̺‖L2
. ‖∇divu‖L2 + ‖∇̺‖L3‖∇u‖L6 + ‖(̺, u)‖L∞‖∇
2(̺, u)‖L2
. ‖∇2u‖L2 + ‖(̺, u)‖H2‖∇
2(̺, u)‖L2
≤ C(1 + t)−
5
4 .
(2.77)
By virtue of the equation (2.1)2, decay rates (1.7) and estimate (2.56), we have
‖ut‖L2 = ‖µ∆u+ (µ+ ν)∇divu−∇̺+ S2‖L2
. ‖∇2u‖L2 + ‖∇̺‖L2 + δ(‖∇̺‖L2 + ‖∇(u,B)‖H1)
. (1 + t)−
5
4 + (1 + t)−
5
4
≤ C(1 + t)−
5
4 .
(2.78)
By virtue of (2.1)3, (1.7), Holder and Sobolev inequalities, we obtain
‖Bt‖L2 =
∥∥∥∥∆B − u · ∇B +B · ∇u−Bdivu− curl
[
g(̺)
(
B · ∇B −
1
2
∇(|B|2)
)]∥∥∥∥
L2
. ‖∆B‖L2 + ‖u‖L3‖∇B‖L6 + ‖B‖L3‖∇u‖L6 + ‖∇g(̺)‖L2‖B‖L6‖∇B‖L6
+ ‖g(̺)‖L∞‖∇B‖L3‖∇B‖L6 + ‖g(̺)‖L∞‖B‖L∞‖∇
2B‖L2
. ‖∇2B‖L2 + ‖(u,B)‖H1‖∇
2(u,B)‖L2 + ‖∇̺‖L2‖∇B‖
2
H1 + ‖∇B‖H1‖∇
2B‖L2
. (1 + t)−
7
4 + (1 + t)−
3
4 (1 + t)−
5
4 + (1 + t)−
5
4 (1 + t)−
5
4
≤ C(1 + t)−
7
4 .
(2.79)
In view of the decay rates (2.76)-(2.79), we complete the proof of the lemma.
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Proof of Theorem 1.2: With the help of Lemma 2.8, we complete the proof of Theorem 1.2.
3 Proof of Theorem 1.3 and Theorem 1.4
In this section, we first establish optimal time decay rates for the higher order spatial derivatives
of global classical solutions under the condition of small initial perturbation in H3-norm and finite
initial perturbation in L1-norm. Furthermore, we also study the decay rates for the mixed space-
time derivatives of global classical solutions.
First of all, Fan et al.(see (3.2) on Page 430 in [16]) have established following estimate
‖(̺, u,B)(t)‖H3 ≤ C‖(̺0, u0, B0)‖H3 ≤ Cε0. (3.1)
Thus, the inequality (2.6) also holds on under the condition of (1.8).
3.1. Proof of Theorem 1.3
Just following the idea as Lemma 2.6, it is easy to establish optimal decay rates for the global
classical solutions. For the sake of brevity, we only state the results in the following lemma.
Lemma 3.1. Under the assumptions of Theorem 1.3, the global classical solution (̺, u,B) of prob-
lem (2.1)-(2.4) satisfies for all t ≥ 0,
‖∇k̺(t)‖2H3−k + ‖∇
ku(t)‖2H3−k + ‖∇
kB(t)‖2H3−k ≤ C(1 + t)
− 3
2
−k, (3.2)
where k = 0, 1.
Next, we establish optimal time decay rates for the second order spatial derivatives of magnetic
field and enhance the time decay rates for the third order spatial derivatives of magnetic field.
Lemma 3.2. Under the assumptions of Theorem 1.3, then the magnetic field has following decay
rate for all t ≥ 0,
‖∇2B(t)‖H1 ≤ C(1 + t)
− 7
4 . (3.3)
Proof. Taking k = 3 in (2.10), it follows immediately
1
2
d
dt
∫
|∇3B|2dx+
∫
|∇4B|2dx
=
∫
∇3
[
−u · ∇B +B · ∇u−Bdivu− curl
(
g(̺)
(
B · ∇B −
1
2
∇(|B|2)
))]
∇3Bdx
= III1 + III2 + III3 + III4.
(3.4)
By virtue of (3.1), Holder and Sobolev inequalities, it arrives at
III1 =
∫
(∇2u∇B + 2∇u∇2B + u∇3B)∇4Bdx
. (‖∇2u‖L3‖∇B‖L6 + ‖∇u‖L3‖∇
2B‖L6 + ‖u‖L3‖∇
3B‖L6)‖∇
4B‖L2
. ‖∇2u‖2L3‖∇
2B‖2L2 + ‖∇u‖
2
L3‖∇
3B‖2L2 + (ε+ ε0)‖∇
4B‖2L2
. ‖∇u‖2H2‖∇
2B‖2H1 + (ε+ ε0)‖∇
4B‖2L2 .
(3.5)
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In view of the Sobolev and Young inequalities, we obtain
III2 = −
∫
(∇2B∇u+ 2∇B∇2u+B∇3u)∇4Bdx
. (‖∇2B‖L6‖∇u‖L3 + ‖∇B‖L6‖∇
2u‖L3 + ‖B‖L∞‖∇
3u‖L2)‖∇
4B‖L2
. (‖∇3B‖L2‖∇u‖H1 + ‖∇
2B‖L2‖∇
2u‖H1 + ‖∇B‖H1‖∇
3u‖L2)‖∇
4B‖L2
. ‖∇2B‖2H1‖∇u‖
2
H2 + ‖∇B‖
2
H1‖∇
3u‖2L2 + ε‖∇
4B‖2L2 .
(3.6)
In the same manner, we get
III3 . ‖∇
2B‖2H1‖∇u‖
2
H2 + ‖∇B‖
2
H1‖∇
3u‖2L2 + ε‖∇
4B‖2L2 . (3.7)
Applying (2.6), (3.1), Holder, Sobolev and Young inequalities, it is easy to deduce
III4 . (‖∇
3g(̺)‖L2‖B‖L∞‖∇B‖L∞ + ‖∇
2g(̺)‖L3‖∇B‖L6‖∇B‖L∞)‖∇
4B‖L2
+ (‖∇2g(̺)‖L3‖B‖L∞‖∇
2B‖L6 + ‖∇g(̺)‖L6‖∇B‖L6‖∇
2B‖L6)‖∇
4B‖L2
+ (‖∇g(̺)‖L6‖B‖L6‖∇
3B‖L6 + ‖g(̺)‖L∞‖∇B‖L3‖∇
3B‖L6)‖∇
4B‖L2
+ ‖g(̺)‖L∞‖B‖L∞‖∇
4B‖2L2
. ‖∇B‖2H1‖∇
2B‖2H1 + ‖∇
2B‖2L2‖∇
2B‖2H1 + ‖∇B‖
2
H1‖∇
3B‖2L2 + (ε+ ε0)‖∇
4B‖2L2
. ‖∇B‖2H1‖∇
2B‖2H1 + (ε+ ε0)‖∇
4B‖2L2 .
(3.8)
Substituting (3.5)-(3.8) into (3.4) and applying the smallness of ε and ε0, it is easy to deduce
d
dt
∫
|∇3B|2dx+
∫
|∇4B|2dx . ‖∇(u,B)‖2H2‖∇
2(u,B)‖2H1 , (3.9)
which, together with the time decay rates (3.2), yields directly
d
dt
∫
|∇3B|2dx+
∫
|∇4B|2dx . (1 + t)−5. (3.10)
Similar to (2.72), it is easy to deduce
∫
|∇4B|2dx ≥
5
1 + t
∫
|∇3B|2dx−
(
5
1 + t
)2 ∫
|∇2B|2dx. (3.11)
The combination of (3.2), (3.10) and (3.11) gives directly
d
dt
∫
|∇3B|2dx+
5
1 + t
∫
|∇3B|2dx
.
25
(1 + t)2
∫
|∇2B|2dx+ (1 + t)−5
. (1 + t)−2(1 + t)−
5
2 + (1 + t)−5
. (1 + t)−
9
2 ,
which, together with (2.73), yields directly
d
dt
∫
(|∇2B|2 + |∇3B|2)dx+
4
1 + t
∫
(|∇2B|2 + |∇3B|2)dx . (1 + t)−
9
2 . (3.12)
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Multiplying (3.12) by (1 + t)4, it arrives at
d
dt
[
(1 + t)4‖∇2B‖2H1
]
≤ C(1 + t)−
1
2 ,
which, integrating over [0, t], gives
‖∇2B(t)‖2H1 ≤ C(1 + t)
− 7
2 .
Therefore, we complete the proof of the lemma.
In order to establish optimal decay rate for the third order spatial derivatives of magnetic field,
we need to improve the decay rate for the second and third order spatial derivatives of velocity.
Indeed, following the idea as the compressible MHD equations(see [23]), it is easy to verify the time
decay rates (3.2) also holds on for k = 2. For the convenience of readers, we also introduce the
method to improve the decay rates for the second order spatial derivatives of density and velocity
here.
Lemma 3.3. Under the assumptions of Theorem 1.3, the global classical solution (̺, u,B) of Cauchy
problem (2.1)-(2.4) has
d
dt
‖∇2(̺, u)‖2H1 + µ‖∇
3u‖2H1 ≤ C5
[
(1 + t)−5 + ε0‖∇
3̺‖2L2
]
. (3.13)
Proof. Taking k = 2 specially in (2.9), then we obtain
1
2
d
dt
∫
(|∇2̺|2 +|∇2u|2)dx+
∫
(µ|∇3u|2 + (µ+ ν)|∇2divu|2)dx
=
∫
∇2S1 · ∇
2̺ dx+
∫
∇2S2 · ∇
2u dx.
(3.14)
Integrating by part and applying (3.2), Holder, Sobolev and Young inequalities, we obtain∫
∇2S1 · ∇
2̺ dx =
∫
∇(̺divu+ u · ∇̺) · ∇3̺dx
. (‖∇̺‖L3‖∇u‖L6 + ‖∇
2u‖L3‖̺‖L6 + ‖∇
2̺‖L3‖u‖L6)‖∇
3̺‖L2
. (1 + t)−5 + ε‖∇3̺‖2L2 .
(3.15)
From the estimates (2.29) and (2.30), it is obtain the estimates∫
∇2[−u·∇u−h(̺)[µ∆u+ (µ+ ν)∇divu]]∇2udx . ε0‖∇
3u‖2L2 . (3.16)
Integrating by part and applying (2.6), (3.2), Holder and Sobolev inequalities, we obtain∫
∇2[−f(̺)∇̺]∇2u dx
. (‖f(̺)‖L∞‖∇
2̺‖L2 + ‖∇f(̺)‖L3‖∇̺‖L6)‖∇
3u‖L2
. (‖̺‖L∞ + ‖∇̺‖L3)‖∇
2̺‖L2‖∇
3u‖L2
. ‖∇̺‖2H1‖∇
2̺‖2L2 + ε‖∇
3u‖2L2
. (1 + t)−5 + ε‖∇3u‖2L2 .
(3.17)
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In the same manner, it is easy to deduce∫
∇2
[
g(̺)
(
B · ∇B −
1
2
∇(|B|2)
)]
∇2u dx
≈
∫
(∇g(̺)B∇B + g(̺)∇B∇B + g(̺)B∇2B)∇3udx
. (‖∇̺‖L6‖B‖L6‖∇B‖L6 + ‖g(̺)‖L∞‖∇B‖L3‖∇B‖L6)‖∇
3u‖L2
+ ‖g(̺)‖L∞‖B‖L6‖∇
2B‖L3‖∇
3u‖L2
. ‖∇2̺‖2L2‖∇B‖
2
L2‖∇
2B‖2L2 + ‖∇B‖
2
L3‖∇
2B‖2L2
+ ‖∇B‖2L2‖∇
2B‖2L3 + ε‖∇
3u‖2L2
. (1 + t)−5 + ε‖∇3u‖2L2 .
(3.18)
In view of the estimates (3.16)− (3.18), it is easy deduce∫
∇2S2 · ∇
2u dx . (1 + t)−5 + ε0‖∇
3u‖2L2 . (3.19)
Substituting (3.15) and (3.19) into (3.14) and applying the smallness of ε and ε0, we obtain
d
dt
∫
(|∇2̺|2 + |∇2u|2)dx+ µ
∫
|∇3u|2dx . (1 + t)−5 + ε‖∇3̺‖2L2 . (3.20)
Taking k = 3 in (2.9) specially, then we have
1
2
d
dt
∫
(|∇3̺|2 + |∇3u|2)dx+
∫
(µ|∇4u|2 + (µ+ ν)|∇3divu|2)dx
=
∫
∇3(−̺divu− u · ∇̺)∇3̺dx+
∫
∇3 [−u·∇u−h(̺)(µ∆u+ (µ + ν)∇divu)]∇3u dx
+
∫
∇3
[
−f(̺)∇̺+ g(̺)(B · ∇B −
1
2
∇(|B|2))
]
∇3u dx
= IV1 + IV2 + IV3 + IV4 + IV5 + IV6 + IV7.
(3.21)
Applying the Holer and Sobolev inequalities, it is easy to deduce
IV1 . (‖∇
3̺‖L2‖∇u‖L∞ + ‖∇
2̺‖L6‖∇
2u‖L3)‖∇
3̺‖L2
+ (‖∇̺‖L3‖∇
3u‖L6 + ‖̺‖L∞‖∇
4u‖L2)‖∇
3̺‖L2
. ε0(‖∇
3̺‖2L2 + ‖∇
4u‖2L2).
(3.22)
Similarly, it is easy to deduce
IV2 . ε0(‖∇
3̺‖2L2 + ‖∇
4u‖2L2). (3.23)
Integrating by part and applying decay rates (3.2), Holder and Sobolev inequalities, it arrives at
IV3 =
∫
∇2(u · ∇u)∇4u dx
. (‖∇u‖L3‖∇
2u‖L6 + ‖u‖L3‖∇
3u‖L6)‖∇
4u‖L2
. ‖∇u‖2L3‖∇
3u‖2L2 + (ε+ ε0)‖∇
4u‖2L2
. (1 + t)−5 + (ε+ ε0)‖∇
4u‖2L2 .
(3.24)
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In view of (2.6), (3.2), Holer and Sobolev inequalities, we obtain
IV4 ≈
∫
∇2(h(̺)∇2u)∇4u dx
=
∫
(∇2h(̺)∇2u+ 2∇h(̺)∇3u+ h(̺)∇4u)∇4udx
. (‖∇̺‖2L6‖∇
2u‖L6 + ‖∇
2̺‖L3‖∇
2u‖L6)‖∇
4u‖L2
+ (‖∇̺‖L3‖∇
3u‖L6 + ‖h(̺)‖L∞‖∇
4u‖L2)‖∇
4u‖L2
. ‖∇2̺‖2H1‖∇
3u‖2L2 + (ε+ ε0)‖∇
4u‖2L2
. (1 + t)−5 + (ε+ ε0)‖∇
4u‖2L2 .
(3.25)
Similarly, it is easy to deduce immediately
IV5 =
∫
(f(̺)∇3̺+ 2∇f(̺)∇2̺+∇2f(̺)∇̺)∇4udx
. (‖f(̺)‖L∞‖∇
3̺‖L2 + ‖∇̺‖
2
L6‖∇̺‖L6 + ‖∇
2̺‖L3‖∇̺‖L6)‖∇
4u‖L2
. ‖∇̺‖2H1‖∇
3̺‖2L2 + ‖∇
2̺‖6L2 + ‖∇
2̺‖2L3‖∇
2̺‖2L2 + ε‖∇
4u‖2L2
. (1 + t)−5 + ε‖∇4u‖2L2 .
(3.26)
Integrating by part and applying (2.6), (3.2), Holder and Sobolev inequalities, we get
IV6 = −
∫
(∇2g(̺)B∇B + 2∇g(̺)∇(B∇B) + g(̺)∇2(B∇B))∇4udx
. (‖∇2g(̺)‖L6‖B‖L6‖∇B‖L6 + ‖∇g(̺)‖L6‖∇B‖
2
L6)‖∇
4u‖L2
+ (‖∇g(̺)‖L6‖B‖L6‖∇
2B‖L6 + ‖g(̺)‖L∞‖∇B‖L6‖∇
2B‖L3)‖∇
4u‖L2
+ ‖g(̺)‖L∞‖B‖L∞‖∇
3B‖L2‖∇
4u‖L2
. ‖∇B‖2L2‖∇
2B‖2L2 + ‖∇
2B‖2L2‖∇
2B‖2H1 + ε‖∇
4u‖2L2
. ‖∇B‖2H1‖∇
2B‖2H1 + ε‖∇
4u‖2L2
. (1 + t)−5 + ε‖∇4u‖2L2 .
(3.27)
In the same manner, it arrives at directly
IV7 . (1 + t)
−5 + ε‖∇4u‖2L2 . (3.28)
Substituting (3.22)-(3.28) into (3.21), we obtain
d
dt
∫
(|∇3̺|2 + |∇3u|2)dx+ µ
∫
|∇4u|2dx . (1 + t)−5 + ε0‖∇
3̺‖2L2 ,
which, together with (3.20), completes the proof of the lemma.
Next, we establish the inequality to recover the dissipation estimate for ̺.
Lemma 3.4. Under the assumptions in Theorem 1.3, the global classical solution (̺, u,B) of Cauchy
problem (2.1)-(2.4) satisfies
d
dt
∫
∇2u · ∇3̺dx+ C6
∫
|∇3̺|2dx ≤ C7
[
(1 + t)−5 + ‖∇3u‖2H1
]
. (3.29)
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Proof. Taking ∇2 operator on both hand sides of (2.1)1, multiplying by ∇
2̺ and integrating over
R
3, then we have∫
(∇2ut · ∇
3̺+ |∇3̺|2)dx =
∫
[µ∆∇2u+ (µ + ν)∇3divu+∇2S2]∇
3̺ dx. (3.30)
In order to deal with the term
∫
∇2ut · ∇
3̺dx, we turn the time derivatives of velocity to density
and apply the transport equation (2.1)1. More precisely, we get∫
∇2ut · ∇
3̺dx =
d
dt
∫
∇2u · ∇3̺dx−
∫
∇2u · ∇3̺tdx
=
d
dt
∫
∇2u · ∇3̺dx+
∫
∇2divu · ∇2̺tdx
=
d
dt
∫
∇2u · ∇3̺dx−
∫
∇2divu · ∇2(divu+ ̺divu+ u∇̺)dx.
(3.31)
Substituting (3.31) into (3.30), it arrives at
d
dt
∫
∇2u · ∇3̺dx+
∫
|∇3̺|2dx
=
∫
|∇2divu|2dx+
∫
∇2divu · ∇2(̺divu+ u∇̺)dx+
∫
∇2S2 · ∇
3̺dx
+
∫
[µ∆∇2u+ (µ+ ν)∇3divu]∇3̺dx.
(3.32)
With the help of time decay rates (3.2), Holder and Sobolev inequalities, we obtain∫
∇2divu · ∇2(̺divu+ u∇̺)dx
= −
∫
∇3divu · ∇(̺divu+ u∇̺)dx
. (‖∇̺‖L3‖∇u‖L6 + ‖̺‖L6‖∇
2u‖L3 + ‖u‖L6‖∇
2̺‖L3)‖∇
4u‖L2
. ‖∇̺‖2H1‖∇
2u‖2H1 + ‖∇u‖
2
L2‖∇
2̺‖2H1 + ε‖∇
4u‖2L2
. (1 + t)−5 + ‖∇4u‖2L2 .
(3.33)
On the other hand, just following the idea as (3.24)-(3.27), we have∫
∇2S2 · ∇
3̺dx . (1 + t)−5 + ‖∇4u‖2L2 + ε‖∇
3̺‖2L2 (3.34)
and ∫
[µ∆∇2u+ (µ+ ν)∇3divu]∇3̺dx . ‖∇4u‖2L2 + ε‖∇
3̺‖2L2 . (3.35)
Plugging (3.33)-(3.35) into (3.32), we complete the proof of lemma.
Now, we establish optimal decay rates for the second order spatial derivatives of density and
velocity.
Lemma 3.5. Under the assumptions in Theorem 1.3, then the density and velocity have following
decay rate
‖∇2̺(t)‖H1 + ‖∇
2u(t)‖H1 ≤ C(1 + t)
− 7
4 (3.36)
for all t ≥ T ∗(T ∗ is a constant defined below).
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Proof. Multiplying (3.29) by 2C5ε0C6 and adding to (3.13), then we have
d
dt
E32 (t) + C8
∫
(|∇3̺|2 + |∇3u|2 + |∇4u|2)dx ≤ C9(1 + t)
−5, (3.37)
where E32 (t) is defined as
E32 (t) = ‖∇
2̺‖2H1 + ‖∇
2u‖2H1 +
2C5ε0
C6
∫
∇2u · ∇3̺dx. (3.38)
By virtue of the smallness of ε0, we have
C−110 ‖∇
2(̺, u)‖2H1 ≤ E
3
2 (t) ≤ C10‖∇
2(̺, u)‖2H1 . (3.39)
It follows directly from (3.37) that
d
dt
E32 (t) +
C8
2
∫
(|∇3̺|2 + |∇3̺|2 + |∇3u|2 + |∇4u|2)dx ≤ C9(1 + t)
−5. (3.40)
In the same manner as (2.72), we have
∫
|∇3̺|2dx ≥
R
1 + t
∫
|∇2̺|2dx−
(
R
1 + t
)2 ∫
|∇̺|2dx, (3.41)
and
‖∇3u‖2H1 ≥
R
1 + t
‖∇2u‖2H1 −
(
R
1 + t
)2
‖∇u‖2H1 . (3.42)
Plugging (3.41) and (3.42) into (3.40), it follows
d
dt
E32 (t) +
C8
2
[
R
1 + t
∫
(|∇2̺|2 + |∇2u|2 + |∇3u|2)dx+
∫
|∇3̺|2dx
]
.
(
R
1 + t
)2 ∫
(|∇̺|2 + |∇u|2 + |∇2u|2)dx+ (1 + t)−5
. (1 + t)−2(1 + t)−
5
2 + (1 + t)−5
. (1 + t)−
9
2 .
(3.43)
For some large time t ≥ R− 1, we have
R
1 + t
≤ 1,
which implies
R
1 + t
∫
|∇3̺|2dx ≤
∫
|∇3̺|2dx. (3.44)
Combining (3.43) with (3.44), it is easy to deduce
d
dt
E32 (t) +
C8R
2(1 + t)
‖∇2(̺, u)‖2H1 . (1 + t)
− 9
2 ,
which, together with the equivalent relation (3.39), yields
d
dt
E32 (t) +
C8R
2C10(1 + t)
E32 (t) . (1 + t)
− 9
2 . (3.45)
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If choosing R = 8C10C8 in (3.45), it is easy to deduce
d
dt
E32 (t) +
4
1 + t
E32 (t) . (1 + t)
− 9
2 , (3.46)
for all t ≥ T ∗ := 8C10C8 − 1. Multiplying (3.46) by (1 + t)
4, then we have
d
dt
[
(1 + t)4E32 (t)
]
. (1 + t)−
1
2 . (3.47)
Integrating (3.47) over [0, t], then we get
E32 (t) . (1 + t)
− 7
2 ,
which, together with the equivalent relation (3.39), gives
‖∇2̺(t)‖2H1 + ‖∇
2u(t)‖2H1 ≤ C(1 + t)
− 7
2 .
Therefore, we complete the proof of the lemma.
Finally, we establish optimal decay rate for the third order spatial derivatives of magnetic field.
Lemma 3.6. Under the assumption of Theorem 1.3, then the magnetic field has following decay
rate for all t ≥ T ∗,
‖∇3B(t)‖L2 ≤ C(1 + t)
− 9
4 . (3.48)
Proof. By virtue of (3.9) and applying time decay rates (3.3) and (3.36), we obtain
d
dt
∫
|∇3B|2dx+
∫
|∇4B|2dx
. ‖∇(u,B)‖2H2‖∇
2(u,B)‖2H1
. (1 + t)−
5
2 (1 + t)−
7
2
. (1 + t)−6,
which, together with (3.11), gives directly
d
dt
∫
|∇3B|2dx+
5
1 + t
∫
|∇3B|2dx
. (1 + t)−2‖∇2B‖2L2 + (1 + t)
−6
. (1 + t)−2(1 + t)−
7
2 + (1 + t)−6
. (1 + t)−
11
2 .
(3.49)
Multiplying (3.49) by (1 + t)5 and integrating the resulting inequality over [0, t], we obtain
‖∇3B(t)‖2L2 . (1 + t)
− 9
2 .
Therefore, we complete the proof of the lemma.
Proof of Theorem 1.3: With the help of Lemma 3.1, Lemma 3.2, Lemma 3.5 and Lemma
3.6, we complete the proof of Theorem 1.3.
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3.2. Proof of Theorem 1.4
In this section, we establish the time decay rates for the mixed space-time derivatives of global
classical solutions.
Lemma 3.7. Under the assumptions in Theorem 1.3, the global classical solution (̺, u,B) of Cauchy
problem (2.1)-(2.4) has the time decay rates
‖∇k̺t(t)‖H2−k + ‖∇
kut(t)‖L2 ≤ C(1 + t)
− 5+2k
4 ,
‖∇kBt(t)‖L2 ≤ C(1 + t)
− 7+2k
4 ,
where k = 0, 1.
Proof. First of all, applying the estimate (2.77) and time decay rates (1.9), we obtain
‖∇̺t‖
2
L2 . (1 + t)
− 7
2 . (3.50)
Applying the equation (2.1)1, time decay rates (1.9), Holder and Sobolev inequalities, it arrives at
‖∇2̺t‖
2
L2 = ‖ − ∇
2divu−∇2(̺divu+ u · ∇̺)‖2L2
. ‖∇3u‖2L2 + ‖∇
2(̺, u)‖2L3‖∇(̺, u)‖
2
L6
+ ‖(̺, u)‖2L∞‖∇
3(̺, u)‖2L2
. (1 + t)−
7
2 .
(3.51)
Combining (3.50)-(3.51) with (2.76), it is easy to obtain
‖∇k̺t(t)‖
2
H2−k ≤ (1 + t)
− 5+2k
2 , (3.52)
where k = 0, 1. Secondly, in view of the equation (2.1)2, (2.56) and Holder inequality, we get
‖∇ut‖
2
L2 = ‖µ∆∇u+ (µ+ ν)∇
2divu−∇2̺+∇S2‖
2
L2
. ‖∇3u‖2L2 + ‖∇
2̺‖2L2 + ‖∇(̺,B)‖
2
H1‖∇
2(u,B)‖2H1
+ δ(‖∇2̺‖2L2 + ‖∇
2u‖2L2 + ‖∇
2B‖2L2)
. (1 + t)−
7
2 ,
which, together with (2.78), gives directly
‖∇kut(t)‖
2
L2 ≤ C(1 + t)
− 5+2k
2 , (3.53)
where k = 0, 1. Finally, it follows from (2.1)3, (2.68)-(2.70), Holder and Sobolev inequalities that
‖∇Bt‖
2
L2 = ‖∇∆B +∇S3‖
2
L2
. ‖∇3B‖2L2 + ‖∇(u,B)‖
2
H1‖∇
2(u,B)‖2L2 + ‖∇
2̺‖2L2‖∇B‖
2
H1
. (1 + t)−
9
2 + (1 + t)−
5
2 (1 + t)−
7
2 + (1 + t)−
7
2 (1 + t)−
5
2
. (1 + t)−
9
2 ,
which, together with (2.79), gives directly
‖∇kBt(t)‖
2
L2 ≤ C(1 + t)
− 7+2k
2 , (3.54)
where k = 0, 1. Combining (3.52), (3.53) with (3.54), then we complete the proof of lemma.
Proof of Theorem 1.4: With the help of Lemma 3.7, we complete the proof of Theorem 1.4.
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