In this paper, we proposed a classifier for Tamil handwritten character recognition using skeletonisation and modified GA to improve the recognition results of offline Tamil handwritten characters. The skeletonised character image is traversed from one endpoint to the other in an order, and based on the path of traversal, skeletonisation is explored to generate feature vector. The operations of conventional GA are modified to allow variable string length of chromosomes in GA. Fitness function is computed by integrating the classification capacity of the string metric Levenshtein distance which measures the dissimilarities between two strings. The experimental results on offline Tamil dataset demonstrates that the proposed classifier can automatically minimise the rate of misclassification and also provide better performance compared to GA with the fixed length chromosome. Our algorithm withstands even noisy data. Its comparison with other approaches is also substantiated and results proved that the proposed algorithm exhibits high accuracy in between 85% to 95%.
Introduction
Handwritten character recognition is a classical problem of pattern recognition and artificial intelligence that translates handwritten character images into machine understandable form. It is crucial for applications such as bank check reading, handwritten notes transcription, tax form processing and so on. In the recent past, devices like mobile phones with cameras and digital note pads have brought more attention on applications of handwritten character recognition.
Tamil is an important script of south India, which contains a large number of character classes with different writing styles, considered for the present work. The proposed method out-performed standard classification methods exist in literature. This paper outlines how to use Modified GA to improve the accuracy.
Related work
Handwritten character recognition system is a software, which gives a symbolic identity to a character pattern of a scanned digital image. This system can be used to develop a digital replica of the document (Plamondon and Srihari, 2000) . The accuracy of recognition system is lower because of the complex nature of the input. Though many methods were proposed already in the last decade, the classification still needs to be addressed for better accuracy. Offline handwritten character recognition involves the automatic conversion of scanned document image into a static representation of character image which is used for recognition (Meenu and Jyothi, 2015) . In online handwritten character recognition (Artieres et al., 2007) , the coordinates of pen-tip movements are stored as one-dimensional vector, and converted later to feature vector for recognition purpose. Preprocessing plays a crucial role in the process of recognition. The purpose of preprocessing is to discard the irrelevant information from the input data that reduce the accuracy of the recognition (Huang et al., 2009 ). This intern enhances the speed and accuracy. Preprocessing usually consists of steps like binarisation, normalisation, smoothing and de-noising (Holzinger et al., 2012) . Feature extraction is the process of finding a set of parameters that precisely and uniquely define the shape of the character. In this step, significant information is captured to distinguish one class of characters from other (Deepa and Rao, 2014) . Different feature extraction methods are designed for different representations of the characters. The final step is classification. In this step, various models are used to map the extracted features to different character classes and thus identifying the characters or words the features represent. Banumathi (2011) proposed a system, in which the scanned image is preprocessed and converted into character image glyph. Each character image glyph is subjected to feature extraction procedure, which extracts the features such as character height, width, and number of horizontal and vertical strokes, image centroid, number of circles, and number of slope lines, horizontally and vertically oriented curves and special dots. Artificial neural networks are used for classification.
Diagonal-based feature extraction is introduced for extracting the features of the handwritten alphabets (Pradeep et al., 2011) . This recognition system performs quite well yielding higher levels of recognition accuracy compared to the systems employing the conventional horizontal and vertical methods of feature extraction. Handwritten character recognition system with higher recognition rates may be aptly suitable for several applications including postal/parcel address recognition, document reading and conversion of any handwritten document into text form. The number of distance measurement methods like nearest neighbour, linear-correlation, cross-correlation and hamming distance is used to find the distance between characters (Parshuram and Ravindra, 2014) . Most of the failures in recognition are due to dealing with characters having either sharp edges and corners, or inappropriate writing style of characters.
Number of studies has been carried out on foreign scripts like Chinese, Japanese and Arabic characters. However, character recognition is still in incipient stage in south Indian scripts. Jomy et al. (2011) have presented a review on handwritten character recognition of south Indian scripts. He also proposed a recognition system for hand written Malayalam character recognition using discrete wavelet transform and support vector machine classifier (Jomy et al., 2012) . Graphs have found widespread applications in pattern recognition and document analysis. Bunke and Riesen (2011) presented a recent work in graph-based pattern recognition in document analysis, including graph kernels and a novel graph embedding approach. Suresh and Arumugam (2007) proposed a fuzzy-based recognition system for Tamil handwritten characters. This result is compared with the modified parser generated from the error-free fuzzy context-free grammar. Suresh (2008) proposed a skeletonisation-based Tamil character recognition system. The author produced maximum membership value-based line segments by scanning both 'on' and 'off' pixels from left to right. Poor accuracy for few characters is the disadvantage of his method. Gaurav and Ramesh (2012) applied zoning on the skeletonised character image having single pixel width and the number of horizontal, vertical, right-slanted and left-slanted line segments is extracted zone wise, which becomes the feature vector. But, we proposed a novel approach of skeletonisation, in which we computed segments only based on 'on' pixels.
The offline method can be considered as an attempt to recognise the image of this 1D vector being projected onto paper with no temporal information. Hence, if the drawing order is recovered from the 2D image (Kato and Yasuhara, 2000; Nguyen and Blumenstein, 2010 ) the offline recognition problem can be turned into the online one which is based on the temporal information. Comparing with offline handwriting recognition, online recognition which makes use of dynamic information of a pen-tip movement has better recognition performance. Research in this field can be divided into two categories to obtain the skeleton of the character image: 1 skeleton-based methods using thinning 2 medial axis transform algorithms.
In order to recover the drawing order, the skeletonised image is traced. When recovering the drawing order of a multi-stroke script we assume the following: a a script is drawn in a single stroke or in a combination of single strokes where a stroke is a trace of the pen-tip movement which starts at pen-down and ends at pen-up b a stroke has a pair of start and end points c a stroke can intersect itself or other strokes but no more than two lines can intersect at a point.
Recovering drawing order from a scanned image is a complex task. Though many techniques were introduced in the field of handwritten character recognition, the accuracy of pattern classification is still a challenge. Our research focuses on improving the recognition accuracy of offline Tamil handwritten character recognition. Instead of recovering the writing order of offline character image, the 'on' pixels of the skeleton is traversed from one end point to the other and features are extracted based on direction.
So far, optimisation techniques were not applied for Tamil dataset. A new approach using genetic algorithm (GA) is already proposed in the biomedical engineering community for classification of ECG signals. The optimisation process aims at maximising statistical diversity among classes and minimising the number of invalidated samples where each chromosome represents a candidate solution (Pasolli and Melgani, 2015) . This method is found to be advantageous. De Stefano et al. (2014) used GA in handwritten character recognition to reduce the number of features and the method was applied on different datasets like MNIST, multiple features dataset (MFEAT), etc. Das et al. (2012) used GA to select local features in handwritten Bangla digits. From our study we could understand that so far, all the handwritten character recognition applications used fixed length of chromosomes in GA optimiser. The proposed method was aimed at improving the recognition rate of Tamil dataset of variable length feature vector using optimisation algorithm. In order to optimise the recognition accuracy of conventional GA, a modified one is proposed by modifying genetic operators such as crossover and mutation.
Unlike the conventional GA, in our Modified GA the length of a chromosome is not fixed. Crossover and mutation operators are accordingly defined. This brings novelty to our approach in classification stage. Because of its regeneration capacity, GA decreases the number of misclassified samples and increases recognition accuracy. Thus, our work produces novel ideas in both feature extraction and classification as discussed above. This paper is organised as follows: a novel feature extraction method is proposed based on skeletonisation. These features are fed to modified GA proposed by us in Section 3. Results are discussed in Section 4 and conclusions are drawn in Section 5.
Proposed method
Feature extraction is the first step in any pattern recognition application. Our proposed Modified GA approach used a novel feature extraction method, which is given below.
Feature extraction
The binarised character images should be scale and rotation invariant. Each image is resized to 128 × 128 pixels. To show the robustness for scale and rotation changes of the images, skew detection and correction is performed. The function for skew detection checks an angle of orientation between ±15 degrees and if detected then a simple image rotation is carried out till the lines match with the true horizontal axis, which produces a skew corrected image. The next step is feature extraction. First step of the feature extraction is traversal of 'on' pixels in the image. The foreground pixels (on pixels) of the entire skeleton are traversed from one end-pixel to the other using direction pixels. Then, based on the directions of pixels, the directions of line segments are obtained in the traversal order to obtain the feature vector. This constitutes the novelty of our work in feature extraction. Before extracting the features, the path in which the image can be traversed should be identified. Tamil characters contain more curves, crossings and end points than the other language characters. Therefore, it is necessary to identify end points and intersections before the traversal of the skeletonised image. The following assumptions are made to differentiate between end points and intersections.
Assumptions: let p be a pixel in the skeletonised image and let σ(p) denote the number of neighbouring pixels connected to the pixel p. The neighbouring pixel can be at horizontal, vertical or diagonal directions to the pixel under consideration. To begin with, the following assumptions are made. (Gaurav and Ramesh, 2010) . All the end pixels are put in a list endpts and all intersection pixels are put in a list intpts. Once the end points and intersections are detected, traversal of the character image starts. The traversal starts from one end pixel p1 in endpts list and continues till the pixel p2, which is an intersection pixel in intpts or another end pixel in endpts. Mark the pixels from p1 to p2 as visited. If p2 is an end pixel, the endpts list is verified to check for pixels other than p1 and p2, and the traversal continues with the next pixel in endpts. If p2 is an intersection, the number of neighbouring pixels of p2 is verified (mostly it can be 3 or 4). If the number of neighbouring pixels is 4, the unvisited neighbours will be 3, since one of the neighbours must have been traversed before p2. Then, the traversal continues with the middle pixel. If the number of neighbouring pixels is 3, the number of unvisited neighbouring pixels will be only 2. Now, the direction vector is considered which determines the next pixel for traversal (Gaurav and Ramesh, 2010) .
At the end of the traversal all the pixels are traversed and made visited. The skeletonised image showing end pixels and intersection points is given in Figure 1 . The circle at top left corner shows an intersection pixel with three neighbour pixels and the circle at the centre shows the intersection pixel with four neighbour pixels. The pixel selection for traversal at junction points with four neighbour pixels is given in Figure 2 . GA is an optimisation and machine learning algorithm with adaptive procedures for natural selection and genetics based on biological evolution. Collection of chromosomes is referred as a population where each chromosome is a candidate solution. A chromosome is made of genes and its value can be either alphanumerical or binary depending on the problem to be addressed. These chromosomes are subjected to fitness function that decides the fitness of population. The more fit individuals are chosen as parents which after mating produce offspring that comprise genetic composition of fit individuals in population.
In a generation, a few chromosomes will may also undergo mutation in their gene. The number of chromosomes undergoing crossover and mutation is controlled by crossover rate and mutation rate values. The chromosomes in the population that is maintained for the next generation will be selected based on Darwinian evolution rule, i.e., the chromosome which has higher fitness value will have greater probability of being selected again in the next generation. After several generations, the chromosome value will converge to a certain value, which is the best optimised solution for the given problem. The process of GA is shown in Algorithm 1. 
Modified GA for classification
Our approach involves the optimisation process of GA along with the classification capabilities of Levenshtein distance on a string. The Levenshtein distance is a kind of string metric, which is used for measuring the difference between two words. It is also called as edit distance which quantifies how dissimilar two words are by finding minimum number of single-character edits (i.e., deletions, insertions or substitutions) required to change one word into the other. The Levenshtein distance between two strings a, b (of length |a| and |b| respectively) is given by lev a,b (|a|, |b|) where 
where is the indicator function equal to 0 when ai = bj and equal to 1 otherwise, and is the distance between the first i characters of a and the first j characters of b.
Conventional GA may trap into local minima because of variable length of chromosomes used in our algorithm. The proposed one exhibits more accuracy in each generation. It has been found that our algorithm obtained global minima without trapping in local minima in the search space. An overview of proposed algorithm is given in Algorithm 2.
Initially, generate feature vectors for all the elements in the dataset using the method given in Section 3. Feature vectors contain strings of numerical characters representing the type of the segments extracted from the character image during image traversal. Thus, each feature vector is a numerical vector of decimal numbers between 1 and 4 inclusive (1 represents horizontal stroke, 2 represents vertical stroke, 3 represents right slanted stroke and 4 represents left slanted stroke). The length of the feature vector varies from image to image. To make the feature vectors equal in size, find the length of the longest feature vector and append all other feature vectors with 0's after the last position.
m ] where m < n, then append f2 with 0's till the length of f2 becomes n (i.e., append n -m 0's so that m = n) and is represented by [1 2 1 4 3 3 2 4 … 2 4 3 m 0 0 0 … 0 n ]. Thus, the feature vectors form a double dimensional array having equal number of columns. Thus, preprocessed images in the dataset form equal sized feature vectors. Each feature vector is an individual chromosome in our proposed method and each chromosome contains significant information at variable length positions. The crossover and mutation functions are modified to nullify the effect of the appended 0's.
Let the {x i,g |i = 1, 2, …, popsize} be the population at a certain generation g, where popsize is the population size and each individual x i,g is, i
th n-dimensional real-valued vector at generation g. The chromosomes of the initial population are generated using feature vectors. Chromosomes are evaluated by iterating through each individual in the initial population. Levenshtein distance is used as fitness function. When the test chromosome is considered for classification, the distance between the test chromosome and each individual in the population is calculated based on the equation (1). The class of the chromosome in the population having smallest distance with the test chromosome is considered for classification. If the input chromosome is misclassified, then the chromosomes in the population undergo crossover and mutation and next generation starts. This process continuous till the last iteration or till the input is classified correctly. The population at each generation is considered as training set. After crossover and mutation, the newly generated population becomes the training set.
Crossover and mutation functions in modified GA
In modified GA, crossover and mutation are the two vital functions where positions of the participating genes should be taken into consideration because the chromosome is generated from variable length feature vector with 0's appended at the end. Two Chromosomes with highest similarities are selected to participate in crossover. The position selected for crossover should contain a gene with significant information (1, 2, 3 or 4 but not appended 0) in both the participating chromosomes. So, the crossover point is selected at random based on the condition that it is less than the minimum of lengths of both the chromosomes (feature vector before appending 0's) participating in the crossover.
Mutation is applied on a chromosome at the position pos. Both the chromosome and position pos for mutation are selected at random. In order to make sure that the mutation point, i.e., the position pos contains a gene with significant information, pos are selected in such a way that it is less than the original length of the feature vector (before appending 0's). The genes of the chromosome include the numbers between 1 and 4 inclusive and appended 0's at the end. A random number is generated between 1 and 4, exclusive of the number at position pos (for example: if the number at pos is 3, the random number generated should be 1, 2 or 4. Now, the 3 at pos is replaced with the number selected at random). The new population is generated and the process is repeated for maximum number of generations (we used 15 iterations) or until the correct classification of test data item. Step 2: Archive all (xi, g; Ni) into DB
Step 3 
Experimental result and analysis
The primary objective was to trace the character image from one end to the other and extracting features instead of using conventional zoning methods. The secondary focus of our experimentation was to improve the classification accuracy using the properties of modified GA. In this section, we will discuss about the operators used in our experiments, our datasets and testing methods.
Modified GA operators
Each run of the GA maintained a population of 3,900 × p where p is the length of the chromosome. The initial population includes feature vectors of 156 classes as chromosomes. The runs terminate after 15 iterations. The operators used are Levenshtein distance for determination of fitness function, one point crossover and mutation with 1% probability. The one-point crossover use two parents and produce two new offsprings. These two offsprings are replaced with two chromosomes of the same class that did not give close similarity with the input chromosome. The number of parents used and children created in a reproduction event is same for every generation. In mutation, a number is randomly generated between 1 and 4 exclusive of the gene (number) present at the mutation point. The generated random number is replaced with the gene at mutation point. These parameters worked for all the iterations.
Testing
The dataset used was Indic handwriting datasets, collected from HP Labs, India. The modified GA was tested using Tamil datasets with 3,900 characters formed by 25 characters per each of 156 different classes for training and 3,120 characters formed by 20 characters per each of 156 different classes for testing. We generated 25 feature vectors of 156 classes and a total of 25 × 156 strings were included as initial population for experimentation. So that the size of the total data is 25 × 156 × p = 3,900 × p for training and 20 × 156 × p = 3,120 × p for testing where p is the length of longest feature vector. Feature vector is generated (see Section 3) based on the type of segments such as horizontal, vertical, right-slanted and left-slanted in the order of traversal of the skeletonised image and are represented by 1, 2, 3 and 4, respectively. The feature vectors of training samples become initial population for modified GA. The size of the feature vector extracted from image varies from one image to another. To incorporate these variable length strings, a new representation scheme is used to append {0} at the end of the feature vectors and existing genetic operations are modified to ignore these appended values. As each feature vector is appended with 0's at the end, the computational complexity of the algorithm is increased. But, the recognition accuracy of the application is improved in the proposed method. In each generation, crossover and mutation are the two important genetic operations which are applied on the population of chromosomes before iterating to the next generation. In modified GA, these two operations are modified leading to faster convergence of the algorithm comparing traditional GA. The crossover point and mutation point are selected within the actual lengths of the parent chromosomes (feature vector before appending 0's). It avoids selection of insignificant genes (0's at the end) at crossover and mutation points. To show how Modified GA classifies the data at each generation, classification of a small dataset of 20 classes with 20 character samples per class is given in Table 1 . From Table 1 , we can observe that most of the test data are classified correctly in the initial generations, which proves faster convergence of the proposed method. Literature shows that most of the applications used more than 50 generations while using traditional GA. But our modified GA used a maximum of 15 generations and produced better results. Our proposed method fails only when the input chromosome is misclassified in the last iteration. The classification rate can be calculated using following formula. total number of correctly classified objects Accuracy 100 total number of classified objects = × Average accuracy, variance and standard deviation were calculated for the whole dataset and its comparison with other methods is given in Table 2 . Table 1 Modified GA generation-wise result for a dataset of 20 classes and 20 characters per class and average accuracy Figure 3 shows the sequence of movements across different generations of GA while classifying test data of class-11. In generation 1, two character images were classified correctly. In generation 2, three more character images were classified correctly. So the total number of correctly classified samples to the class 11 is 5 at the end of generation 2. In generation 3, 5 more images were classified correctly which increased the number of correctly classified samples to 10. At generations 4 and 5 no images were classified to the class 11. In generation 6, two more images were classified to the class 11 and the total number of images classified to the class 11 at the end of generation 6 is 12. In the generation 7, no classification was reported to the class 11. During 8th generation three more images were correctly classified leading to total number of correctly classified images to the class 11 is 15. At 9th and 11th generations no character image was classified to the class 11. Later, 10th and 12th generations showed one and two correct classifications to the class 11 respectively and thus total number of correctly classified samples became 18. After the 12th generation, no classification was done to the class 11, till 15th generation. That means 2 character images are not classified till 15th generation. 18/20 images of class 11 were classified correctly. Thus, the accuracy can be calculated as (18/20) × 100 for the class 11. So the Modified GA failed only at a rate of 0.1, i.e., (2/20) for the class 11. We would like to compare our work with the existing handwritten Tamil character recognition approaches. Suresh (2008) tested his algorithm for only seven chosen Tamil characters, and the recognition accuracy varies from 76% to 94%. The author has recognised the unknown character by finding out the similarity in number of segments between the unknown input character and prototype image and the maximum membership value. Since the number of segments varies based on the size of the image, recognition accuracy falls to 76% for the letter THU. We implemented the above mentioned method and found that, due to the generation capacity of GA, the accuracy is improved in our proposed approach. If an input is misclassified in one iteration, after mutation and crossover the same input is given for classification in the next iteration. This process continues till the input is correctly classified or till the last iteration. So our method gave an accuracy of 85% to 95%. The proposed method also produced better results than our previous approach (Deepa and Rao, 2016) where zernike moments and geometric features were used as features and neural network was used for classification. We could observe that our proposed method outperforms in terms of increase in classification accuracy. Most of the test images were classified accurately. The performance comparison of modified GA in terms of average accuracy, variance and standard deviation with other methods is given in Figure 4 . Robustness to noise of the proposed modified GA is evaluated through a group of experiments. Each sample in the database is stained by adding random Gaussian noise of different intensity levels to the character image boundary and the small gaps between the image and noised boundary are filled. The signal-to-noise ratios are set to 20, 17, 14 and 11. So, we have generated four noise character image databases with random Gaussian noise of different intensity levels. Sample images from these databases are shown in Figure 5 . The noised images also undergo the same skeletonisation process by our algorithm in the preprocessing stage. It is evident that irrespective of signal-to-noise ratio, all the skeletonised versions of noised images are almost similar. The four noise character image databases are experimented using various methods and results are summarised in Table 3 . From the results, it is apparent that the performance of the proposed Modified GA is stable. 
Experiments on other handwritten character datasets
In this section, the modified GA is compared with several classifiers with the data collected from the website for HP Labs India Indic handwriting datasets. Telugu and Devanagari datasets are considered for the experiment. The most widely used classifiers like SVM, kNN, k-means, and Euclidean distance have been selected for the comparison. All the datasets were divided randomly into two parts with training dataset of 3,900 × p characters, i.e., 25 characters per each of 156 classes and the testing dataset of 3,120 × p characters, i.e., 20 characters per each of 156 classes where p is the length of the longest feature vector. The average accuracies obtained for 100 repeated tests on the datasets were reported in Table 4 . The feature set used in proposed modified GA is employed on all the classifiers. It can be seen that modified GA shows higher recognition rates compared to all other classifiers. The improvement in the performance of modified GA approach is most significant when the number of features in the database is large. 
Statistical significant test
One-way ANOVA followed by Tukey's test was applied on three datasets and five classifiers to evaluate whether modified GA classifier performs better than other classifiers. The data was analysed using Graphpad Prism software (Version 4). The accuracy of modified GA was significantly higher than the other classifiers (F 4,10 = 18.42, P < 0.05). We obtained 0.0001 as the P-value and which is much smaller than the threshold level of 0.05.
Conclusions
We have described an algorithm that hybridises the classification power of Levenshtein distance with the search and optimisation power of the GA. Our primary result suggests that Modified GA outperforms in classifying the misclassified character images. Only few images are classified correctly in the first generation. We could observe that, the images that are not classified at the first iteration are classified later at different iterations such as third, fifth, tenth and so on. If the input is not classified even at the end of 15th iteration, it is counted as misclassified data. Very less number of images in the test dataset was not classified, which shows the increase in the rate of recognition accuracy at reduced number of generations. We found that, chromosomes from different classes produced similar distance values for the test chromosome. In that case, the class of the test chromosome was cross checked to confirm its validity of classification. We anticipate that extensions to the research will improve the algorithm's performance. The following are the list of issues we plan to address in future work • Alternative distance/similarity metrics.
• The overhead associated with variable length strings in the initial population.
• Few Tamil characters contain 'dot' on the top (characters which are commonly used in Tamil language) and one vowel (AKH, which is used very rarely in the language) is formed by three small circles. These circles might not be perfectly written in many handwritten character samples of that vowel. During feature extraction, if the length of the segments generated from these character images (dots and small circles) are less than the threshold length (5 was used in our work), the segments are rejected and thus feature vector cannot be generated. Example images are shown in Figure 6 . Though the classification accuracy is comparatively higher, the computational time is more than the classifiers mentioned in Table 2 and Table 4 because of repeated generations involved in the GA. 
