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Abstract. We study the initial value problem for the nonlinear Schro¨dinger
equation
i∂tu+∆u = λ|u|
p, (t, x) ∈ [0, T )×Rn,
where 1 < p ≤ 1+2/n and λ ∈ C \ {0}. We will prove that the blow-up of the
L2-norm of solutions with suitable initial data. We impose a condition related
to the sign of the data but put no restriction on their size.
1. Introduction
We study existence of a blow-up solution for the nonlinear Schro¨dinger equation
(NLS) with a critical or subcritical non-gauge invariant power type nonlinearity
i∂tu+∆u = λ |u|
p
, (t, x) ∈ [0, T )×Rn, (1.1)
with the initial condition
u (0, x) = f (x) , x ∈ Rn, (1.2)
where T > 0, 1 < p ≤ 1 + 2/n, u = u (t, x) is a complex-valued unknown function,
λ = λ1 + iλ2 ∈ C \ {0}, λj ∈ R (j = 1, 2) , f = f (x) = f1 (x) + if2 (x) and
fj = fj (x) ∈ L
1
loc(R
n) (j = 1, 2) are real-valued functions.
It is well known that local well-posedness holds for (1.1) in several Sobolev spaces
Hs (s ≥ 0) (see e.g. [2, 15] and the references therein). However, there is no result
of global existence of the solution of (1.1)-(1.2). In this paper, we will prove that
if the initial data f in L2 satisfies a certain condition related to its sign, then
the L2-norm of the solution u of (1.1)-(1.2) blows up in finite time, even if the
data is sufficiently small (see section 2). We note that when p ≥ ps, where ps is
the well-known Strauss exponent, which is greater than 1 + 2/n, global existence
results are known (see [2]). However, it is still open what happens in the case of
1 + 2/n < p ≤ ps.
Our result implies that the nonlinear effect of λ |u|
p
is quite different from that
of λ0 |u|
p−1 u (λ0 ∈ R), since the L
2-norm of solutions for
i∂tu+∆u = λ0 |u|
p−1
u (1.3)
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conserves for any t ∈ R. Tsutsumi [15] proved global existence of L2-solution of
(1.3) when 1 < p < 1 + 4/n. It is also well known that for (1.3), the exponent
p = 1+2/n is the threshold between the short range scattering and the long range
one (see [1, 16, 11, 4, 7, 6]). We also mention that when p ≥ 1 + 4/n, blow-up of
H1-solution of (1.3) is proved by Glassey [5] (see also [10]). However, their results
require that the data are large as contrast with our result.
Back to our problem (1.1), in the critical case (n, p) = (2, 2), Shimomura [12]
and Shimomura-Tsutsumi [13] studied the asymptotic behavior of solutions of (1.1).
Especially, Shimomura-Tsutsumi [13] proved nonexistence of the wave operator for
(1.1). On the other hand, Hayashi-Naumkin [8] considered the final state problem
for NLS with the quadratic nonlinearity µu2+ νu¯2+λ|u|2, which includes the term
λ|u|2, in two space dimension. They proved existence of the global solution which
behaves unlike the free one in L2. We note that their result requires that µ, ν 6= 0
and is not applicable to (1.1).
From these results, some people might think that the critical or subcritical non-
gauge invariant nonlinearity λ |u|
p
may act as a long range effect such as λ0 |u|
p−1
u.
However, our result gives a negative conclusion to such an expectation.
2. Main Result
We first recall the well-known fact about local existence of the solution in L2 for
the integral equation
u (t) = U (t) f − iλ
∫ t
0
U (t− s) |u|
p
ds (2.1)
associated with (1.1)-(1.2), where U(t) = exp(it∆) is the evolution group of the
free Schro¨dinger operator.
Proposition 2.1 (Tsutsumi [15]). Let 1 < p < 1 + 4/n, λ ∈ C \ {0} and f ∈ L2.
Then there exist a positive time T = T (‖f‖L2) > 0 and a unique solution u ∈
C
(
[0, T ) ;L2
)
∩Lrt (0, T ;L
ρ
x) of the integral equation (2.1), where r, ρ are defined by
ρ = p+ 1 and 2/r = n/2− n/ρ.
We call the solution u in the above proposition “L2-solution”. Let Tm be the
maximal existence time of local L2-solution, that is,
Tm ≡ sup {T ∈ (0,∞] ; there exists the unique solution u to (2.1)
such that u ∈ C
(
[0, T ) ;L2
)
∩ Lrt (0, T ;L
ρ
x)
}
,
where r, ρ are as in the above proposition. To state our result, we put the following
assumption on the data:
“f1 ∈ L
1(Rn), λ2
∫
Rn
f1(x)dx > 0” or “f2 ∈ L
1(Rn), λ1
∫
Rn
f2(x)dx < 0”. (2.2)
Our main result is the following:
Theorem 2.2. Let 1 < p ≤ 1 + 2/n, λ ∈ C \ {0} and f ∈ L2. If the initial data f
satisfies (2.2), then Tm must be finite. Moreover, we have
lim
t→Tm−0
‖u (t)‖L2 = +∞. (2.3)
We note that we put no restriction on the size of the data. In order to prove
Theorem 2.2, in the next section, we introduce a weak solution of (1.1)-(1.2) and
the result of nonexistence of a global weak solution.
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3. Reduction of the problem
To prove Theorem 2.2, we define a weak solution of (1.1)-(1.2).
Definition 3.1. Let T > 0. We mean u is a weak solution of NLS (1.1)-(1.2) on
[0, T ) if u belongs to Lploc([0, T )×R
n) and satisfies∫
[0,T )×Rn
u(−i∂tψ +∆ψ)dxdt
= i
∫
Rn
f (x)ψ (0, x) dx+ λ
∫
[0,T )×Rn
|u|
p
ψdxdt (3.1)
for any ψ ∈ C20 ([0, T )×R
n) . Moreover, if T > 0 can be chosen as any positive
number, u is called a global weak solution for (1.1)-(1.2).
We note that an L2-solution as in Proposition 2.1 is always a weak solution in
the sense of Definition 3.1:
Proposition 3.1. Let T > 0. If u is an L2-solution for the equation (2.1) on [0, T ) ,
then u is also a weak solution on [0, T ) in the sense of Definition 3.1.
We will give a proof of this proposition in Appendix.
Next, we mention nonexistence of a nontrivial global weak solution for (1.1)-(1.2)
with the condition (2.2).
Proposition 3.2. Let 1 < p ≤ 1+2/n, λ ∈ C\ {0} and let f satisfy (2.2). If there
exists a global weak solution u of (1.1)-(1.2), then u = 0.
Combining Proposition 3.1 and 3.2, we obtain Theorem 2.2. Indeed, let f ∈ L2
satisfy (2.2) and u be the L2-solution of (2.1). Suppose that Tm = ∞. By Propo-
sition 3.1, u is also a global weak solution of (1.1)-(1.2) in the sense of Definition
3.1. Thus, we can apply Proposition 3.2 and have u = 0. However, by noting
u ∈ C([0,∞);L2(Rn)), it contradicts f 6= 0. Therefore, we have Tm <∞.
Next, we prove (2.3). First we suppose
lim inf
t→Tm−0
‖u(t)‖L2 <∞.
Then there exist a sequence {tk}k∈N ⊂ [0, Tm) and a positive constantM > 0 such
that
lim
k→∞
tk = Tm (3.2)
sup
k∈N
‖u(tk)‖L2 ≤M. (3.3)
By (3.3) and Proposition 3.2, there exists a positive constant T (M) such that we
can construct a solution
u ∈ C([tk, tk + T (M));L
2) ∩ Lrt ([tk, tk + T (M));L
ρ
x)
of (2.1) for all k ∈ N. However, by (3.2), when k is sufficiently large, the inequality
tk+T (M) > Tm holds and it contradicts the definition of Tm. Therefore, we obtain
lim inf
t→Tm−0
‖u (t)‖L2 =∞,
which completes the proof of Theorem 2.2.
At the end of this section, we mention the strategy of the proof of Proposition
3.2. We apply a test-function method used by Zhang [18, 19] to NLS (1.1). By
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using some test-functions and space-time sets cleverly, he obtained some blow-up
results for nonlinear parabolic equations (see [18]). By the same method, he also
proved a blow-up result for the nonlinear damped wave equation:{
vtt −∆v + vt = |v|
p, (t, x) ∈ R ×Rn,
v(0, x) = v0(x), vt(0, x) = v1(x), x ∈ R
n,
where 1 < p ≤ 1 + 2/n, v = v (t, x) is a real-valued unknown function, v0 (x)
and v1 (x) are compactly supported given functions (see [19]). However, since this
method needs a positivity of the nonlinear term |v|
p
, it can not be applicable to
NLS (1.1) directly, because solutions for NLS are generally complex-valued and
the constant λ in front of the nonlinearity is a complex number. To overcome
these difficulties, we make a little modification to this method by introducing an
appropriate positive function (see (4.3)) related to λ |u|
p
.
For the nonlinear heat equation and the damped wave equation with the same
type nonlinearity as |u|
p
, it is well known that the exponent p = 1 + 2/n, which is
often referred to as the “Fujita exponent”, is the threshold between the small data
global existence and blow-up of solutions (see [9, 3, 14] and the references therein).
4. Proof of Proposition 3.2
In this section, we give a proof of Proposition 3.2. For simplicity, we write A ≃ B
if there exist some positive constants C1, C2 > 0 such that C1B ≤ A ≤ C2B and
we also use A . B if there exists a positive constant C > 0 such that A ≤ CB.
Proof. First we introduce two cut-off functions η = η(t) ∈ C∞0 ([0,∞)) and φ =
φ(x) ∈ C∞0 (R
n) such that 0 ≤ η, φ ≤ 1,
η(t) ≡
{
1 if t ≤ 1/2
0 if t ≥ 1
, φ(x) ≡
{
1 if |x| ≤ 1/2
0 if |x| ≥ 1
.
Furthermore, it is possible to take φ satisfying the inequality
|(∇φ)(x)|2
φ(x)
≤ C for |x| ≤ 1, (4.1)
with some constant C independent of x. Let R > 0 be large parameter. Using the
above cut-off functions, we also put three cut-off functions dependent on R :
ηR(t) ≡ η
(
t
R2
)
for t ∈ R, φR (x) ≡ φ
( x
R
)
for x ∈ Rn,
ψR (t, x) ≡ ηR (t)φR (x) for (t, x) ∈ [0,∞)×R
n. (4.2)
Let BR ≡ {x ∈ R
n; |x| ≤ R} be a ball at the origin. We also define the time-space
set QR ≡ [0, R
2] × BR. We note that QR includes the support of ψR. Denote
q ≡ p/(p− 1) ∈ [1 + n/2,∞) . We consider the case λ1 > 0 and λ1
∫
f2dx < 0 only,
since the other cases can be treated almost in the same way (see Remark 4.1). In
this case, we may assume f2 ∈ L
1 and
∫
Rn
f2 (x) dx < 0 by the assumption (2.2).
We define a positive function of R by
IR ≡ Re
∫
QR
λ|u|pψqRdxdt. (4.3)
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We note that ψqR ∈ C
2
0 ([0, R
2 +1)×Rn). Since u is a global weak solution of (1.1)
(see Definition 3.1), we can use the identity (3.1) with T = R2 + 1 and have
IR =
∫
BR
f2 (x)φ
q
R (x) dx+ q
∫
QR
( Imu)ψq−1R ∂t (ψR) dxdt
+
∫
QR
(Reu)∆ (ψqR) dxdt. (4.4)
By the assumption on f2, the first term of the right hand side of (4.4) is negative for
sufficiently large R > 0. In fact, by f2 ∈ L
1 and Lebesgue’s convergence theorem,
there exists R1 > 0 such that for any R > R1,∫
BR
f2 (x)φ
q
R (x) dx < 0.
Thus, we have for R > R1,
IR < q
∫
QR
( Imu)ψq−1R (∂tψR) dxdt+
∫
QR
(Reu)∆ (ψqR) dxdt
.
∫
QR
|u|ψq−1R |∂t (ψR)| dxdt+
∫
QR
|u| |∆(ψqR)| dxdt
≡ J1,R + J2,R. (4.5)
First we will estimate J1,R. By a simple calculation, we get
∂tψR (t, x) =
1
R2
φR (x) (∂tη)
(
t
R2
)
.
By noting ∂tη (t) = 0 if t ∈ [0, 1/2] and the Ho¨lder inequality, we obtain
J1,R .
1
R2
∫ R2
R2/2
∫
BR
|u|ψq−1R dxdt
.
1
R2
(∫ R2
R2/2
∫
BR
|u|pψqRdxdt
)1/p(∫ R2
R2/2
∫
BR
dxdt
)1/q
≃ I
1/p
1,RR
(n+2−2q)/q, (4.6)
where
I1,R ≡ Re
∫ R2
R2/2
∫
BR
λ|u|pψqRdxdt.
We note that n+ 2 − 2q ≤ 0, since 1 < p ≤ 1 + 2/n. Next we consider J2,R. By a
direct computation, we have
∆ (ψqR) =
1
R2
q (q − 1) ηqR (t)φ
q−2
R (x) |∇φ|
2
( x
R
)
+
1
R2
qηqR (t)φ
q−1
R (x) (∆φ)
( x
R
)
.
Using this and (4.1), in the same manner as above, we obtain
J2,R .
1
R2
(∫ R2
0
∫
BR\BR/2
|u|pψqRdxdt
)1/p(∫ R2
0
∫
BR\BR/2
dxdt
)1/q
≃ I
1/p
2,RR
(n+2−2q)/q, (4.7)
6 M. IKEDA AND Y. WAKASUGI
where we put
I2,R ≡ Re
∫ R2
0
∫
BR\BR/2
λ |u|
p
ψqRdxdt.
By combining (4.5), (4.6) and (4.7), we have
IR .
(
I
1/p
1,R + I
1/p
2,R
)
R(n+2−2q)/q, (4.8)
for R > R1. Since it is clear that Ij,R ≤ IR (j = 1, 2), we obtain
IR . R
n+2−2q ≤ C, (4.9)
with some constant C independent of R, since n+ 2 − 2q ≤ 0. Here we note that
only in the critical case p = 1 + 2/n, the identity n + 2 − 2q = 0 holds. By (4.9)
and letting R→ +∞, we have
Re
∫
[0,∞)×Rn
λ |u|p dtdx <∞,
that is, u ∈ Lp ([0,∞)×Rn) . Noting this and the integral region of I1,R and I2,R,
we have
lim
R→+∞
Ij,R = 0, for j = 1, 2. (4.10)
Therefore by the inequality (4.8) and (4.10), we get
lim
R→+∞
IR = 0,
which implies u = 0. This completes the proof. 
Remark 4.1. In the different cases from λ1 > 0, putting
IR ≡


−Re
∫
QR
λ|u|pψqRdxdt if λ1 < 0, λ1
∫
f2dx < 0,
Im
∫
QR
λ|u|pψqRdxdt if λ2 > 0, λ2
∫
f1dx > 0,
− Im
∫
QR
λ|u|pψqRdxdt if λ2 < 0, λ2
∫
f1dx > 0,
we can prove the same conclusion in the same manner as above.
5. Appendix
In this section, we give a proof of Proposition 3.1. The main difficulty of the
proof lies in the fact that if p is close to 1, then the nonlinear term |u|
p
does not
have twice differentiability with respect to space variables. To avoid differentiating
twice, we use appropriate changing variables and differentiate with regard to time
variable (see (5.8)). As the result, we can derive an H2-estimate (see also [2]).
We first recall the well-known Strichartz estimates for the Schro¨dinger equation
(see [17]).
Let 

2 ≤ ρj < 2n/(n− 2) if n ≥ 3
2 ≤ ρj <∞ if n = 2
2 ≤ ρj ≤ ∞ if n = 1
and
2
rj
=
n
2
−
n
ρj
(j = 1, 2).
Then the following estimates hold:
NONLINEAR SCHRO¨DINGER EQUATION 7
Lemma 5.1. For any time interval I, the estimates
‖U(t)f‖Lr1t (I;L
ρ1
x )
. ‖f‖L2,∥∥∥∥
∫ t
0
U(t− s)Fds
∥∥∥∥
L
r1
t (I;L
ρ1
x )
. ‖F‖
L
r′
2
t (I;L
ρ
′
2
x )
(5.1)
are true, where r′2 = r2/(r2 − 1) and ρ
′
2 = ρ2/(ρ2 − 1).
Now we give a proof of Proposition 3.1. Denote the nonlinear term by F (u) =
λ |u|p and the time interval by I = [0, T ) for simplicity.
Proof. Let T > 0, ρ = p + 1, 2/r = n/2 − n/ρ, ψ ∈ C20 ([0, T ) × R
n) and let u be
an L2-solution of (2.1) on [0, T ). It is easy to see that u ∈ Lploc([0, T )×R
n). We
decompose u into u = u1 + u2, where u1 ≡ U (t) f is the homogeneous part and
u2 ≡ −i
∫ t
0
U (t− s)F (u) ds
is the inhomogeneous one. The homogeneous part u1 can be treated easily. In fact,
by a standard density argument, we can obtain the identity∫
I×Rn
u1(−i∂tψ +∆ψ)dxdt = i
∫
Rn
f(x)ψ(0, x)dx.
Thus, it suffices to prove∫
I×Rn
u2(−i∂tψ +∆ψ)dxdt =
∫
I×Rn
F (u)ψdxdt, (5.2)
which must be dealt with somewhat carefully because of involving the non-smooth
nonlinearity |u|p. we split the left-hand-side of (5.2) as
− i
∫
I×Rn
u2(∂tψ)dxdt +
∫
I×Rn
u2∆ψdxdt ≡ K1 +K2. (5.3)
Hereafter we use the notation LrtL
ρ
x ≡ L
r
t (I;L
ρ
x) for simplicity. Since u ∈ L
r
tL
ρ
x and
C∞0 (I ×R
n) is dense in LrtL
ρ
x, there exists a sequence {uk}k∈N ⊂ C
∞
0 (I ×R
n)
such that
lim
k→∞
‖uk − u‖Lrt (I;L
ρ
x) = 0. (5.4)
We also introduce an approximate function sequence {u2,k}k∈N to the inhomoge-
neous part u2, whose component is given by
u2,k ≡ −i
∫ t
0
U(t− s)F (uk)ds.
Let α ≡ n4
(
1 + 4n − p
)
> 0. By the Strichartz estimate (5.1) and the Ho¨lder in-
equality with 1
ρ′
= 1ρ +
p−1
p+1 and
1
r′
= 1r +
p−1
r + α, we can estimate
‖u2 − u2,k‖L∞t L2x
. ‖|u|
p
− |uk|
p
‖
Lr
′
t L
ρ
′
x
.
∥∥∥(‖u‖p−1Lρx + ‖uk‖p−1Lρx
)
‖u− uk‖Lρx
∥∥∥
Lr
′
t
. Tα
(
‖u‖
p−1
LrtL
ρ
x
+ ‖uk‖
p−1
LrtL
ρ
x
)
‖u− uk‖LrtL
ρ
x
. (5.5)
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By (5.4), (5.5) , noting u2,k(0, x) = 0 and integration by parts, we have
K1 = −i lim
n→∞
∫
I×Rn
u2,k(∂tψ)dxdt
= lim
n→∞
i
∫
I×Rn
(∂tu2,k)ψdxdt. (5.6)
By the almost same argument as in (5.5), we find that u2,k ∈ C
(
I;H1
)
and there
exists a time derivative ∂tu2,k ∈ C
(
I;H−1
)
such that the identity
∂tu2,k = i∆u2,k − iF (uk) (5.7)
is valid. From this identity, we can show that ∆u2,k ∈ C
(
I;L2
)
. In fact, changing
variables with t− s = s
′
, we have
∂tu2,n(t) = −i∂t
∫ t
0
U(s′)F (uk)(t− s
′)ds′
= −iU(t)F (uk)(0)− i
∫ t
0
U(s)∂t(F (uk))(t− s)ds. (5.8)
Applying the Strichartz estimate (5.1) to (5.8), we have
‖∂tu2,k (t)‖L2 . ‖uk (0)‖
p
L2p + ‖∂t (F (uk))‖Lr
′
t L
ρ
′
x
. (5.9)
By the same way as in (5.5), we also have
‖∂t (F (uk))‖
Lr
′
t L
ρ
′
x
. Tα ‖uk‖
p−1
LrtL
ρ
x
‖∂tuk‖LrtL
ρ
x
(5.10)
and the right-hand-side is finite due to uk ∈ C
∞
0 (I ×R
n). Therefore by combining
(5.9)-(5.10), we obtain
‖∂tu2,k (t)‖L2 . ‖uk‖
p
L∞t L
2p
x
+ Tα ‖uk‖
p−1
LrtL
ρ
x
‖∂tuk‖LrtL
ρ
x
<∞
for any k ∈ N, from which we can see ∂tu2,k ∈ C
(
I;L2
)
. Thus by the equation
(5.7) again, we also find u2,k ∈ C
(
I;H2
)
for any k ∈ N. Therefore we have the
identity
(∆u2,k, ψ)L2x
= (u2,k,∆ψ)L2x
. (5.11)
Thus by combining the identities (5.6), (5.7) and (5.11), we obtain
K1 = lim
k→∞
(∫
I×Rn
F (uk)ψdxdt −
∫
I×Rn
u2,k∆ψdxdt
)
=
∫
I×Rn
F (u)ψdxdt−K2. (5.12)
In fact, by the same way as in (5.5), we obtain∣∣∣∣
∫
I×Rn
(F (uk)− F (u))ψdxdt
∣∣∣∣ . Tα (‖uk‖p−1LrtLρx + ‖u‖p−1LrtLρx
)
‖uk − u‖LrtL
ρ
x
‖ψ‖LrtL
ρ
x
and ∣∣∣∣
∫
I×Rn
(u2,k − u2)∆ψdxdt
∣∣∣∣ . T ‖u2,k − u2‖L∞t L2x‖∆ψ‖L∞t L2x .
Therefore, combining (5.3) and (5.12), we obtain (5.2). This completes the proof.

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