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Abstract
Objective. Transcranial magnetic stimulation (TMS) is a promising non-invasive tool for modulating
the brain activity. Despite the widespread therapeutic and diagnostic use of TMS in neurology and
psychiatry, its observed response remains hard to predict, limiting its further development and
applications. Although the stimulation intensity is always maximum at the cortical surface near the
coil, experiments reveal that TMS can affect deeper brain regions as well. Approach. The explanation
of this spread might be found in the white matter ﬁber tracts, connecting cortical and subcortical
structures. When applying an electric ﬁeld on neurons, their membrane potential is altered. If this
change is signiﬁcant, more likely near the TMS coil, action potentials might be initiated and
propagated along the ﬁber tracts towards deeper regions. In order to understand and apply TMS more
effectively, it is important to capture and account for this interaction as accurately as possible.
Therefore, we compute, next to the induced electric ﬁelds in the brain, the spatial distribution of the
membrane potentials along the ﬁber tracts and its temporal dynamics. Main results. This paper
introduces a computational TMS model in which electromagnetism and neurophysiology are
combined. Realistic geometry and tissue anisotropy are included using magnetic resonance imaging
and targeted white matter ﬁber tracts are traced using tractography based on diffusion tensor imaging.
The position and orientation of the coil can directly be retrieved from the neuronavigation system.
Incorporating these features warrants both patient- and case-speciﬁc results. Signiﬁcance. The
presented model gives insight in the activity propagation through the brain and can therefore explain
the observed clinical responses to TMS and their inter- and/or intra-subject variability. We aspire to
advance towards an accurate, ﬂexible and personalized TMS model that helps to understand
stimulation in the connected brain and to target more focused and deeper brain regions.
S Online supplementary data available from stacks.iop.org/jne/13/026028/mmedia
Keywords: computational modeling, diffusion tensor imaging (DTI), electric ﬁeld, membrane
potential, tractography, transcranial magnetic stimulation (TMS)
(Some ﬁgures may appear in colour only in the online journal)
1. Introduction
Transcranial magnetic stimulation, abbreviated as TMS, is a
non-invasive technique that can modulate the brain activity. A
coil generating a time-varying magnetic ﬁeld is held above
the head. This induces an electric ﬁeld in the brain that can
excite or suppress temporarily the activity of certain brain
regions by altering the membrane potentials of the neurons. In
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recent years, this safe and well tolerated brain stimulation
technique has established itself as a promising diagnostic tool
and alternative treatment for a broad range of neurological
and psychiatric disorders (Ilmoniemi et al 1999, Fox
et al 2014). Since TMS has the ability to modify the brain
state, it is also a powerful tool to explore speciﬁc brain
functions. It can temporarily disrupt the normal behavior of a
given cortical area, thus creating a ‘virtual brain lesion’
(Pascual-Leone et al 2000). This enables, for example, the
mapping of critical motor and speech-related areas of the
cortex prior to neurosurgery (Picht et al 2013, Krieg
et al 2014). Although the efﬁcacy of TMS has already been
demonstrated, its effect remains poorly understood and is
therefore hard to predict (Sack and Linden 2003, Hoogendam
et al 2010). Many clinical and psychological studies that
employ TMS report a high variability of the response on brain
functions (Maeda et al 2000, Loo and Mitchell 2005, Lioumis
et al 2009, Casarotto et al 2010), where limited parameter
changes in the TMS procedure lead to drastic changes in the
clinical or psychological outcome.
Up to now, much research on modeling TMS has
already been performed. The induced electric ﬁeld is cal-
culated (Thielscher and Kammer 2004, Salinas et al 2007,
De Geeter et al 2012, Janssen et al 2013, Krieg et al 2015)
and, related to this ﬁeld, the activation function and stimu-
lation mechanisms are studied (Lu et al 2008, Opitz
et al 2011, Pashut et al 2011, Salvador et al 2011, De Geeter
et al 2014, Shahid et al 2014). However, we believe that
these electromagnetic computations are not sufﬁcient to
fully understand the observed clinical response to TMS, to
explain its reported variability and thus to optimize the
currently existing devices. Gaining knowledge of the phy-
siological changes occurring within the brain during stimu-
lation is, to our opinion, essential as well and therefore
previous ﬁeld modeling should be coupled with models
describing neurophysiology. The applied electric ﬁeld
interacts with the voltage-gated ion channels at the plasma
membrane of neurons, in accordance with the Hodgkin–
Huxley dynamics (Hodgkin and Huxley 1952), and alters the
membrane potentials. Once they depolarize sufﬁciently, the
neurons will communicate through the conduction of neu-
ronal signals, i.e., action potentials. While applying TMS, a
change in brain activity is not only reported in cerebral areas
nearby the coil, but also in distant regions (Kähkönen
et al 2005, Hannula et al 2010, Ferreri et al 2011). More-
over, TMS can cause responses lasting longer than the
duration of the stimulation itself (Thut and Pascual-
Leone 2010). This spread of TMS-evoked activity has been
demonstrated with electroencephalography (Ilmoniemi
et al 1997) and functional magnetic resonance imaging
(fMRI) data (Bestmann et al 2004, Fox et al 2012). It
indicates that computational TMS models need to account
for spatial and temporal effects of TMS in the brain. This
paper therefore elaborates on the coupling of the induced
electric ﬁeld and the neuronal response to TMS, so to
compute the spatio-temporal behavior of the membrane
potentials.
As shown by Heller and van Hulsteyn (1992), the gen-
erated electromagnetic ﬁelds are always maximal at the cor-
tical surface, close to the TMS coil, and penetrate into
subcortical structures up to a limited depth. The activation
depth of a ﬁgure-of-eight coil is generally limited to 2.0 cm
beneath the scalp (Zangen et al 2005). Researchers have been
investigating the use of conductive shields, placed between
the coil and the subject’s head (Davey and Riehl 2006, Kim
et al 2006). These shields can inhibit or divert the generated
magnetic ﬁeld, leading to more focused stimulation and
improved ﬁeld penetration. Complex coil designs (Zangen
et al 2005, Crowther et al 2011, Deng et al 2013) have also
been developed where the rate of decay from the surface is
attenuated, such that the percentage of electric ﬁeld intensity
is increased in deeper brain regions, relative to the maximum
ﬁeld at the cortex. However, experiments reveal that standard
TMS coils such as the ﬁgure-of-eight coil possess the ability
to affect these deeper brain regions as well (Bestmann
et al 2004, Hannula et al 2010, Ferreri et al 2011). This might
be attributed to the network of white matter ﬁbers present in
the brain, connecting cortical and subcortical structures. TMS
can depolarize the membrane potentials and initiate action
potentials within the superﬁcial neural tissue underneath the
coil, which in turn can propagate along neural pathways
towards deeper regions.
This paper uses the independent impedance method (De
Geeter et al 2011a, 2011b, 2012) for the electric ﬁeld cal-
culations, which serve as the input to compute the spatio-
temporal behavior of the membrane potentials on neural
pathways. The latter computations are based on the com-
partmental cable equation (Salvador 2009). We work
towards realistic and clinical relevant simulations. Persona-
lized head models are used and include realistic geometry
and frequency-dependent anisotropic tissue properties, i.e.,
conductivity and permittivity, based on T1-weighted and
diffusion-weighted MRI, the latter also known as diffusion
tensor images (DTI). DTI exploits the directional dependent
diffusion of water molecules in the brain, with the principal
diffusion direction corresponding to the predominant
orientation of white matter ﬁbers (Jones and Leemans 2011).
Including these features is important, since anisotropy and
tissue heterogeneity can signiﬁcantly alter the electric ﬁeld
distribution (Miranda et al 2003, De Lucia et al 2007,
Miranda et al 2007). The coil conﬁguration can be chosen
freely and is speciﬁed by the coil shape, stimulation pulse
and position to the head. Nowadays, many hospitals and
research centers possess neuronavigated TMS devices, by
which the coil is positioned based on individual MRI with
increased accuracy and reproducibility compared to manual
coil positioning (Julkunen et al 2009, Lioumis et al 2009).
Our developed solver can directly retrieve these monitored
coil positions and orientations relative to the subject’s head
from the neuronavigation system. DTI-based ﬁber tracto-
graphy is applied to reconstruct the realistic 3D neural tra-
jectories (Basser et al 2000, Leemans et al 2009). Close to
the brain region of interest (ROI) that is targeted with the
TMS coil, bundles of grouped white matter ﬁbers, called
tracts, are selected. The induced electric ﬁeld is mapped
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along the trajectories of these tracts and serves as the input
for the considered stimulation mechanisms, as Shahid et al
(2014) did for transcranial direct current stimulation. We
describe the response of these mechanisms on the membrane
potential by a compartmental cable equation. All tracts are
assumed to be myelinated neurons, containing sections
representing dendrites, soma, axon hillock, initial segment
and alternating Ranvier nodes and myelinated internodes,
and are modeled with passive and active membrane
properties.
The developed ﬂexible and personalized solver models
TMS from the macroscopic electric ﬁelds in the brain to the
membrane potentials on microscopic neuronal level. The
novelty of this work lies in the use of DTI data to reconstruct
white matter ﬁber trajectories, which is a more realistic
approach than in most studies published so far (Goodwin and
Butson 2015) and a valuable step towards fully case- and
patient-speciﬁc results. We provided a model for electrical
activity propagation through the brain. It has the main
advantage that it apprehends how TMS can reach deeper
regions, which may lead to better targeting and hence more
effective brain stimulation. Moreover, it might explain why
the effect of TMS is not ﬁxed, but determined by the brain
state such as the membrane resting potentials and channel
properties during stimulation (Silvanto and Muggleton 2008,
Pasley et al 2009) and the variability of the neural network
both among healthy (Cahn et al 2003) and patient populations
(Brighina et al 2002).
Our approach is encouraged by the ﬁndings of Fox et al
(2012, 2013, 2014). The authors consider the human brain as
a complex interconnected grid as well and state that TMS
can affect an area of the brain network that is not necessarily
at the targeted site. When studying the most effective TMS
target brain regions of 14 neurological and psychiatric dis-
eases, Fox et al (2014) found that these different sites are
often nodes within the same network. Using a database of
fMRI, correlations in spontaneous brain activity, and con-
sequently brain networks of functional connectivity were
studied. Fox and colleagues investigated the brain network
spreading out from the sites stimulated by deep brain sti-
mulation for a certain disorder, and showed all of the con-
nections reaching up to the surface of the brain are matching
the corresponding TMS targets. Moreover, Sollmann et al
(2015) reported very recently a clinical case where DTI-
based ﬁber tracking and navigated TMS are combined to
visualize language pathways prior to the surgery of a brain
tumor patient. Sollmann and colleagues could identify lan-
guage-related white matter ﬁber tracts that were conﬁrmed
with intraoperative mapping by direct cortical stimulation.
These studies (Fox et al 2012, 2013, 2014, Sollmann
et al 2015) conﬁrm the importance of identifying the brain
network. However, they mention clinical observations,
whereas we aim to describe and support them with high
ﬁdelity computational modeling.
This paper considers the spatio-temporal variation of the
membrane potentials due to stimulation of the primary motor
cortex (M1) with a standard ﬁgure-of-eight coil. We ﬁrst
focus on a single tract to elaborate on the coupled model, i.e.,
how the induced electric ﬁeld changes the membrane poten-
tial of the reconstructed neural trajectory and possibly leads to
the generation and propagation of an action potential. The
inﬂuence of an increasing stimulator output is investigated,
together with a sensitivity analysis of the not well-known
neural parameter values on the stimulation threshold. Finally,
we calculate the spread of activation along a group of 54
selected tracts near the targeted site.
2. Methodology
2.1. Personalized head model with traced fiber tracts
A T1-weighted image was acquired from a healthy 25 year-
old female volunteer (Philips Achieva 3.0T). SPM8 (Friston
et al 2007) was used to segment this image into tissue
probability maps. Based on these maps, a head model was
constructed (FOV 192×236×206 mm3 and matrix size
96×126×110), surrounded with air and segmented into
scalp, skull and the cerebral tissues cerebrospinal ﬂuid (CSF),
gray and white matter as visualized in ﬁgure 1. The electrical
properties, i.e., conductivity and permittivity, of these tissues
vary naturally with frequency and their isotropic values were
obtained from the four-Cole–Cole model (Cole and
Cole 1941, Gabriel et al 1996). The electrical properties that
are assigned to the tissues for the applied fundamental sti-
mulation frequency of 4.348 kHz (pulse width=230 μs) are
listed in table 1. Note, the skull is modeled as homogeneous
without distinguishing between compact and spongy bone
(Dannhauer et al 2011).
In addition, a DTI data set of the same subject was
acquired with 60 diffusion directions and co-registered to the
T1-weighted image. Anisotropic electrical properties were
computed from the diffusion tensors as explained in (De
Geeter et al 2012). To reconstruct the ﬁber trajectories in the
subject’s brain, we used the graphical toolbox ExploreDTI
(Leemans et al 2009). Whole brain tractography (Basser
et al 2000) was performed with a step size of 1 mm, a frac-
tional anisotropy threshold of 0.2, a bending angle threshold
of 30° and a minimum ﬁber length of 50 mm. From this
extensive tractogram, we will extract a group of relevant
white matter ﬁber tracts by applying the ROI method. To
determine this ROI, we ﬁrst need to calculate the electric ﬁeld
distribution induced by the TMS coil.
2.2. Electromagnetism: macroscopic (effective) electric field
distribution
We simulate the effect of a single biphasic pulse stimulation
(pulse width 230 μs) delivered to the hand area of the left
primary motor cortex, with a 70 mm ﬁgure-of-eight coil
(Nexstim Ltd, Helsinki, Finland) positioned according to
ﬁgure 1. The stimulator output (peak excitation current’s
time derivative) is originally set to 21.87 A μs−1. The
excitation current ﬂowing through the TMS coil causes a
magnetic ﬁeld, described by Biot–Savart’s law. The time
variation of this magnetic ﬁeld induces an electric ﬁeld in the
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material below the coil. For the considered case study, the
induced electric ﬁeld in the whole brain is computed using
the anisotropic independent impedance method (De Geeter
et al 2014).
Since the cerebral tissues are of main interest, only the
induced electric ﬁeld distribution within those voxels is
imaged in ﬁgure 1. It is plotted at the time instant that the
stimulation pulse begins, corresponding with maximum
induced electric ﬁelds, as can be seen from the typical
biphasic waveforms of ﬁgure 2. The magnetic ﬂux density
produced by the coil exhibits the same waveform as the
damped sinusoidal excitation current, whereas the induced
current density and the induced electric ﬁeld exhibit the same
waveform as the excitation current’s time derivative. The
induced voltage in the brain follows a similar triphasic curve.
Neural membranes are most likely to depolarize or hyperpo-
larize when this voltage is positive or negative, respectively.
For the biphasic TMS pulse with a pulse width of 200 μs
of ﬁgure 2, depolarization will occur ﬁrst (±0–50 μs), fol-
lowed by a larger hyperpolarization (±50–150 μs). Since
activation may only occur when the membrane is sufﬁciently
depolarized, the threshold for neuronal activation would thus
be lower if the current’s polarity would be reversed.
Based on the electric ﬁeld distribution, the central seed
ROI, depicted as the blue dot in ﬁgure 1, is deﬁned using the
position of the weighted mean. Within its 15 mm range, the
ROI box is created. Those tracts that traverse this box are
identiﬁed from the whole-brain tractogram, and reduced to a
total of 54 neural ﬁber tracts, shown in ﬁgure 1. For more
details on the applied selection criteria, we refer to (De Geeter
et al 2014).
Figure 1. Segmented head model based on T1-weighted MRI. Coil location and orientation for stimulation of the left M1 hand area. The
stimulator output is set to 21.87 A μs−1. The resulting induced electric ﬁeld amplitude distribution on which the region of interest is deﬁned.
Near the central seed of this ROI, 54 ﬁber tracts are considered of which one, indicated in blue, is selected for the study in depth. The
effective electric ﬁeld amplitude along the neural tracts. These ﬁgures are adapted from (De Geeter et al 2014).
Table 1. Electrical properties according to the four-Cole–Cole model
(Cole and Cole 1941, Gabriel et al 1996). The permittivity is
expressed relative to the permittivity of vacuum 0 =(1/36π)
10−9 F m−1.
Tissue Permittivity (F m−1) Conductivity (S m−1)
Air 1.0005 0 0.0
Scalp (skin) 30168 0 0.0012
Skull (bone) 933.62 0 0.0203
CSF 109 0 2.0
Gray matter 48070 0 0.1083
White matter 23152 0 0.0662
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The component of the induced electric ﬁeld E tangent
to the neural trajectory ll 1l effectively contributes to
neuronal stimulation and is therefore called the effective
electric ﬁeld E E 1l l· . Initially, the directional derivative of
this effective electric ﬁeld along the ﬁber tract E ll
2M s s
was assumed to describe the effect of stimulation by
electromagnetic induction on the membrane potential
(Rattay 1986), with λ being the space constant. Silva et al
(2008) later introduced two additional stimulation mechan-
isms; ElM occurring at terminations and sharp bends of the
ﬁber, and E 2M % at the interface between tissues that have
different electrical conductivities, such as gray and
white matter (0.1083 S m−1 and 0.0662 S m−1, respectively,
see table 1). The effective electric ﬁeld is computed
along the 54 realistic neural ﬁber trajectories, as shown in
ﬁgure 1.
2.3. Neurophysiology: spatio-temporal behavior of membrane
potentials
To model the excitability of the ﬁber tracts and the possible
generation and propagation of action potentials, we
consider the membrane potential that expresses the ion bal-
ance in the neurons. We distinguish a passive and an active
response to stimulation. In reality, the myelinated neural
ﬁbers contain passive dendrites, a passive soma, an active
axon hillock, an active initial segment and alternating
passive myelinated internodes and active Ranvier nodes. We
model them as compartmental neurons with passive and
active membrane properties, as schematically illustrated in
ﬁgure 3.
They are divided into several cylindrical compartments
or segments with diameter d and a total length L, which are
divided in smaller space steps of length l% . The behavior of
their membrane potential V can be computed as a function of
time t and space l with the following compartmental cable
equation (Nagarajan et al 1993, Salvador 2009)
1
C
V l
t
I l G V l l V l V l l
G lE l l G lE l
2
.l l
m ion a
a a
( )
( )
( ) ( ( ) ( ) ( ))
( ) ( )
* *
* *
s
s    %    %
 %  %  %
The membrane’s capacitance Cm* and axial conductance Ga*
are
C d lC , 2m m ( )* Q %
G
d
lR4
3a
2
a
( )*
Q %
with Cm the capacitance per unit area and Ra the resistivity of
the axoplasm. The superscript * refers to the fact that the
values are not per unit area. For the passive components, the
ionic current equals
I d lG V l V , 4ion m r( ( ) ) ( )Q % 
whereas it describes a more complex behavior for the active
components (Wesselink et al 1999)
I d l G m h V l V
G n V l V G V l V 5
ion Na
3
Na
K
4
K L L
( ( ( ) )
( ( ) ) ( ( ) )) ( )
Q % 
   
with Vr the membrane’s resting potential and Gm the
membrane conductance per unit area. Vi (i = Na, K, L) are
the Nernst potentials for the sodium, potassium and leakage
channels and Gi the conductances per unit area. The sodium
current is controlled by two types of ﬁctional gates; one for
activation m and one for inactivation h. The activation gate m
contributes to the fast opening of the sodium channel with
increasing voltage, whereas h contributes to the relatively
slow closing. The factor m h3 represents the probability that
the sodium channel is open with a conductance per unit area
GNa. The potassium current is controlled by a single type of
ﬁctional gates; one for activation n. The gate has to be in an
open conﬁguration to allow an outward current of potassium
ions. The temporal changes of these gates are described by
j
t
j j
d
d
1 6j j( ) ( )B C  
with j m h n, , and jB and jC the voltage-dependent
transition rates. For the practical implementation of the
Figure 2. Typical normalized waveforms during a biphasic TMS
pulse of the damped sinusoidal excitation current Icoil, the magnetic
ﬂux density B, the excitation current’s time derivative I td dcoil , the
induced current density J and the induced electric ﬁeld E and their
corresponding order of magnitudes.
Figure 3. Schematic representation of the modeled myelinated
neuron with the different passive (P) and active (A) compartments.
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compartmental cable equation and applied parameter values,
we refer to appendix.
There is a difference of several orders of magnitude
between the lengths of the various compartments. For example,
the length of one Ranvier node is approximately 1000 times
smaller than that of one myelinated internode, see table A.1. To
avoid excessive use of computational memory, we implement a
variable space step such that all segments are divided in 10
steps. A node of Ranvier is discretized with a very ﬁne space
step l% of 0.15 μm, while myelinated internodes have a spatial
grid of about 100 μm, depending on the exact length of the
neural ﬁber tract. This way, the number of tract points is
reduced from 500 000 (when a ﬁxed l% of 0.15 μm is used) to
about 1500 for a ﬁber tract with an average length of 75mm.
The time step t% is 1 μs. Table 2 lists the applied space steps
of the neural segments and their space and time constants,
calculated as:
d
R G4
, 7
a m
( )M 
C
G
. 8
m
m
( )U 
Individual neurons, and even different patches of the
membrane within a given neuron, can have different space
constants. When the membrane conductance is high, ions
(that cause the potential change) can leak through the mem-
brane via open channels, resulting in a shorter space constant.
When a neuron has a large diameter, the ions can ﬂow easily
along the axon and the axial resistance will be low, leading to
a larger space constant. This explains the different λ values
between active and passive segments and its range for those
segments with variable diameter. The conductance of the
active components, equal to G m h G n GNa
3
K
4
L  , is
computed based on the initial values of the gates (A.13)–
(A.15). As these gating variables vary in time depending on
the voltage, the conductance and consequently the space
constant change as well. According to Rattay (1999), the
compartmental space step should be smaller than 4M to
obtain an error of the order of 1% compared to the solution of
the continuous cable equation. The applied l% and λ values
of all neural segments easily meet this requirement, see
table 2.
3. Results and discussion
We simulate (a) TMS response(s) for targeting the left
M1 hand area using a realistic head model, as detailed in
section 2.1. Contrary to previous research (De Geeter
et al 2014), the effect of stimulation on the membrane
potential is investigated instead of the stimulation mechan-
isms E ll
2M s s , ElM and E 2M % . The membrane
potential V l t,( ) is calculated with equation (1) of section 2.3
on the basis of the induced effective electric ﬁeld E l t,l ( ),
computed in section 2.2. This coupling of both phenomena
enables us to investigate how TMS spreads electrical brain
activity along the neural pathways, reconstructed using trac-
tography. Whereas the effective electric ﬁeld and stimulation
mechanisms only occur during the excitation pulse, their
effect on the membrane potentials can last longer. Thus with
our new approach, we can model the propagation of TMS
responses in space and over time.
We ﬁrst focus on a single white matter ﬁber tract, more
speciﬁcally the blue tract of ﬁgure 1, which is an association
ﬁber, plotted individually in ﬁgure 4. We demonstrate for
this selected tract how, where and when action potentials
are generated with increasing stimulator output. We study
how sensitive the obtained stimulation threshold is
towards the uncertainties of the neural parameter values.
Finally, we simulate the spatio-temporal variation of the
membrane potentials for all 54 neural tracts near the
targeted area.
Table 2. Space step, space constant and time constant of the different
passive (P) and active (A) neural segments, based on human sensory
ﬁber data (Wesselink et al 1999, Salvador 2009).
Segment l% (μm) λ (μm) τ (μs)
Dendrite (P) 100 1490 10260
Soma (P) 8 [1490–4080] 10260
Axon hillock (A) 1 [123–87] 46.54
Initial segment (A) 2 87 46.54
Myelin. internode (P) ±100a 8700 500
Ranvier node (A) 0.15 87 46.54
a
Depending on the length of the tract.
Figure 4. Orientation of the selected tract with its corresponding
segments. The black squares indicate the original tract coordinates
with 1 mm step. Trilinear interpolation is used to convert the ﬁber
tract from this coarse spatial grid to the more ﬁne and variable mesh.
A close-up from the ﬁrst 65 tract points with variable ﬁne step and
their corresponding type of segment is further shown.
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3.1. Increasing the stimulator output
The membrane potential is assumed to be initially at rest, at its
resting value Vr equal to −84 mV. After 20 μs, a single
biphasic pulse with a pulse width of 230 μs is applied. First,
the peak excitation current’s time derivative is set to
21.87 A μs−1, analogous to the TMS pulse simulated in (De
Geeter et al 2014). We gradually increase this stimulator
output and the resulting spatio-temporal distributions of the
membrane potential are shown in ﬁgure 5.
Case A conﬁrms that a stimulator output of 21.87 A μs−1
is not high enough for the initiation of action potentials within
the investigated tract. Only moderate changes of the mem-
brane potential are observed for the duration of the stimulus.
Figure 6(A) focuses on the tract point at l=6.1 mm, indi-
cated with a white horizontal line in ﬁgure 5(A). It shows that
the induced effective electric ﬁeld yields a maximum value of
14.3 Vm−1. First a hyperpolarization from −84 to −92.3 mV
occurs, than a depolarization to −73.1 mV, followed by a
hyperpolarization to −87.9 mV. This sequence is the result of
the alternating sign of the effective electric ﬁeld. It corre-
sponds with the fact that ElM is the dominant stimulation
mechanism, as reported in (De Geeter et al 2014). After the
Figure 5. Variation of the membrane potential V in time and distance along the neural tract for increasing stimulation intensity. (A)
21.87 A μs−1, (B) 74.36 A μs−1, (C) 75.90 A μs−1, (D) 78.74 A μs−1, (E) 96.24 A μs−1 and (F) 131.24 A μs−1. The distance along the
neural tract is measured starting from the point closest to the M1 ROI. To facilitate interpretation, the horizontal white lines of (A) and (B) are
depicted in ﬁgure 6 as a function of time and the vertical white lines of (C) are plotted in ﬁgure 7 as a function of space.
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TMS pulse, at 250 μs, the membrane potential returns to its
resting state.
When increasing the stimulator output to 74.36 A μs−1
(case B), a similar wave pattern is produced, see ﬁgures 5(B)
and 6(B). The effective electric ﬁeld rises to 48.4 V m−1,
resulting in a maximum membrane potential of −44.73 mV.
After the TMS pulse, a higher and longer transient response is
observed than for case A. No action potential was generated
up to this point of stimulation. Figure 8(B) displays the
corresponding m, h and n values of the ﬁctional gates as a
function of time. The open probability of the activation gate
for the sodium channel m starts increasing from 0.1 to
0.24 ms, whereas the sodium inactivation variable h decreases
and the potassium activation variable n increases to 0.385 ms.
It takes approximately 2.5 ms before they are all returned to
their resting values.
A stimulator output of 75.90 A μs−1 is required so that
the depolarized membrane exceeds the threshold (case C).
This stimulation threshold is comparable with the obtained
values of Salvador et al (2011). Figure 5(C) shows that an
action potential originates at position l=6.1 mm (at a node
of Ranvier) and time t=0.38 ms and progresses along the
ﬁber tract till it reaches the end of the axon at l=56.1 mm
and t=1.48 ms. The velocity of the signal can thus be
approximated as 45 m s−1. Note, this action potential is
initiated after the stimulation pulse, that ends at t=0.25 ms.
The variation of the membrane potential and thus the pro-
pagation of the action potential is presented in ﬁgure 7 as a
function of the distance along the tract, at different time
points, which are indicated as white vertical lines in
ﬁgure 5(C). During the stimulus, the membrane potential
varies according to the expected pattern, i.e., mainly hyper-
polarization for negative effective electric ﬁelds and
vice versa. At time 0.3 ms, this effect has faded out, except in
the vicinity of l=6.1 mm where the membrane potential
remains about −45 mV, see the green solid line. This depo-
larization becomes even stronger 100 μs later, when values up
to 20 mV are achieved. Once such an action potential arises, it
is conducted unattenuated down the axon. Figure 8(C) illus-
trates how the open probability of the activation gate m
increases to nearly 1 (0.9993) shortly after the stimulation
pulse, opening the sodium channels such that Na+ ions ﬂow
into the cell and raise the membrane potential further pro-
viding positive feedback. Then, the open probability of the
inactivation gate h starts to decrease to nearly 0 (0.0081),
turning off the Na+ ﬂow. This decreased ﬂow is also due to a
reduced driving force V VNa( ) . Finally, the open probability
of the activation gate n of the potassium channel increases
slowly and K ions ﬂow out of the cell. This causes the
membrane potential to return gradually to its resting value. It
takes longer than 2.5 ms for the gating variables to return to
their resting values.
When increasing the stimulator output from 75.90 A μs−1
to, for example, 78.74 A μs−1 a similar response is observed,
except that the action potential initiation occurs slightly faster,
see case D of ﬁgure 5. Once initiated, at the same position
l=6.1 mm, it propagates towards the end of the axon at the
same velocity. With further increase to 96.24 A μs−1 (case E),
there arises a second action potential at l=27.5mm (again at a
node of Ranvier). This signal is conducted in both directions of
Figure 6. The effective electric ﬁelds and corresponding membrane potentials at point l=6.1 mm of the selected tract, where the highest
potentials are observed. The same information as the white horizontal lines of ﬁgures 5(A) and (B) is plotted as a function of time. These
results are in agreement with the theoretical waveforms of ﬁgure 2, since ElM is the dominant stimulation mechanism.
Figure 7. Membrane potential variation along the neural trajectory,
for seven different time points. The same information as the white
vertical lines of ﬁgure 5(C) is plotted as a function of space.
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the ﬁber tract and collides with the other one at l=20.5mm.
Because action potentials are followed by a refractory period,
the membrane is extensively hyperpolarized and remains as
such until the ionic concentrations rebalance. As a con-
sequence, if two propagating action potentials collide they
annihilate. The main result of an increased stimulator output is
faster communication. Due to the generation of multiple action
potentials along the white matter ﬁber tract, the electric signal
reaches faster the end of the axon, ready for synaptic interac-
tion with other neurons of the brain network. This is also
demonstrated by the last case F of ﬁgure 5, in which the sti-
mulator output is set to 131.24 A μs−1. The action potential
reaches the end of the axon at time t=0.58ms.
3.2. Sensitivity analysis of the neural parameter values
The values of several geometrical and electrical parameters
used in the model are not well known or may have a large
inter- and/or intra-subject variability. In order to evaluate
their inﬂuence on the predicted stimulation threshold, a
sensitivity analysis is performed. This threshold is deﬁned as
the minimal peak excitation current’s time derivative
I td dcoil needed to initiate an action potential at the selected
tract. The parameters are varied according to the values
found in literature (Rattay 1999, Wesselink et al 1999,
Gentet et al 2000, McIntyre et al 2002, Manola et al 2007).
The difference between the stimulation threshold, obtained
with these extreme values, and the original threshold of
75.90 A μs−1, corresponding with the parameter values of
table A.1, are listed in terms of percentage in table 3. For
example, Gentet et al (2000) estimated the membrane
capacitance per unit area Cm for all segments, except the
myelinated internodes, of cortical pyramidal neurons to be
0.009 F m−2. Applying this value decreases the stimulation
threshold with 18.2% in comparison to the original used Cm
of 0.028 F m−2. The results of this analysis demonstrate that
the stimulation threshold is highly sensitive to the intracel-
lular resistivity Ra, with changes up to 75%, whereas it is
Figure 8. Variation of the dimensionless gating variables m, h and n at tract point l=6.1 mm for cases B and C of ﬁgure 5.
Table 3. Sensitivity analysis of the neural parameter values on the stimulation threshold and site. The stimulation threshold is deﬁned as the
minimal peak excitation current’s time derivative needed to initiate an action potential at the selected tract. The changes are expressed in
terms of percentage compared to the original threshold of 75.90 A μs−1. The geometrical and electrical parameters were varied one at a time.
Parameter Range Change (%) Site (mm)
V0
a
−120l 40 mV 33.1l / 7.1l /
Ra 0.1l 1 Ωm −38.6l 75.2 8.1l 4.2
Dendrite L 1l 2.2 mm 0l 11.0 6.1l 6.1
Dendrite d 2l 32 μm 0.1l −1.4 6.1l 6.1
Initial segment L 1.5l 60 μm −0.6l 1.4 6.1l 6.1
Unmyelin. axon db 2.2l 10.2 μm 37.2l −15.3 5.2l 7.1
Myelin. internode Cm 20l 50 μF m−2 −30.5l 0 7.1l 6.1
Myelin. internode Gm 0.1l 0.2 S m−2 0l −16.7 6.1l 6.1
Cm of other segments 9l 28 mF m−2 −18.2l 0 6.1l 6.1
a
The initial m0, h0 and n0 change with changing V0, according to
V V Vi i i0 0 0( ) ( ( ) ( ))B B C . They equal 7.565 10 4q  , 0.9954 and 8.846 10 12q 
for −120 mV and 0.9999, 2.4716 10 6q  and 0.999975 for 40 mV, respectively.
b
This range is equivalent to the combination of an initial diameter of the axon
hillock of 4.4l 20.4 μm, a ﬁnal diameter of the axon hillock of 2.2l 10.2 μm, a
diameter of the initial segment of 2.2l 10.2 μm, a diameter of the myelinated
internodes of 5.0l 15.0 μm and a diameter of the nodes of Ranvier of 2.2l
10.2 μm.
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less sensitive to changes of lengths and diameters of the
different segments. The initial state of the membrane
potential V0 also has a great effect on the stimulation
threshold. Assuming a lower V0 of −120 mV increases the
threshold with 33.1% in comparison to the original −84 mV.
When assuming an initial membrane potential of 40 mV, our
model was not able to generate an action potential, no matter
how strong the stimulus is, due to the refractory period. The
neuron cannot be activated again for some time since the
inactivation variable h has not recovered yet. Unlike other
parameters, one extreme V0 value does not correspond to a
decrease, and the other with an increase of the obtained
stimulation threshold. For example, an initial membrane
potential of −70 mV results in an increase of 39.8% as well.
The optimal value to start with is namely the resting
potential Vr, equal to −84 mV.
The effect of the different model parameters on the
stimulation site of the selected tract is also investigated. For the
reference case, simulated with the parameter values
of table A.1, an action potential originated at position
l=6.1 mm, at a node of Ranvier. The last column of table 3
shows some parameter changes shifted this position. However,
these shifts were limited (2 mm) and the positions always
corresponded to nodes of Ranvier, one or two myelinated
internodes closer or further from the M1 ROI. The uncertainty
of the intracellular resistivity value Ra had the greatest inﬂu-
ence on the stimulation site. Changing the length and diameter
of the dendrite and the length of the initial segment did not alter
the position. Though, it should be noted the stimulation
threshold was also not that sensitive (less than 11%) to these
changes. Increasing the membrane conductance per unit area
Gm of the myelinated internodes to 0.2 Sm
−2 did not affect the
stimulation site, nor did the decrease of Cm of the other seg-
ments to 9 mFm−2. The latter two, however, resulted in a
larger change of the stimulation threshold (−16.7% and
−18.2%) than the increase of the diameter of the unmyelinated
axon (−15.3%). Thus, there is no strict linear relationship
between the changed stimulation threshold and site.
At last, we remark the low sensitivity of the compart-
mental simulations to Δt. The time step can be taken up to
5 μs instead of 1 μs, which would make the computational
time ﬁve times shorter.
3.3. Spatio-temporal variation of the membrane potentials
Up to here we focused on a single tract, indicated in blue on
ﬁgure 1. However, a group of 54 neural ﬁber tracts near the
stimulated left M1 hand area were selected. Figure 9 illustrates
their position relative to the T1-weighted image and the DTI
color map of the subject’s head. The coronal view is displayed
in ﬁgure 10, together with the simulated spatio-temporal var-
iation of the membrane potentials for an applied stimulator
output of 87.50 A μs−1. Compare these images with ﬁgure 1,
where the induced effective electric ﬁeld is presented at the
start of the stimulation pulse, that is t=20 μs. Those white
matter ﬁber tracts exposed to a large ﬁeld will effectively
generate more easily an action potential and conduct it unat-
tenuated down their axons. These results suggest that for tracts
in order to be excited it is not sufﬁcient for them to be close to
the coil. It is an interplay of various factors, such as the position
and orientation of the TMS coil, the applied excitation, the
neural trajectory in relation to this coil and its course along the
white and gray matter interface. For the complete progress in
time of the membrane potentials, we refer to a movie that can
be found online as supplementary data.
3.4. Discussion
Close to the stimulated ROI, here the left M1 hand area, a
group of white matter ﬁber tracts is reconstructed using DTI-
based tractography. Along these bundles the effective
electric ﬁeld was computed together with the spatio-
temporal variation of the membrane potentials. We believe
that this coupling of modeling of electromagnetism and
neurophysiology is a suitable attempt of simulating the
effect of TMS in space and over time as realistic as possible.
It is important to note the different spatial and temporal
scales. Whereas the electromagnetic computations are per-
formed on a head model with 1–2 mm resolution, the neu-
ronal responses are studied along the (50–122 mm long)
Table A.1. Geometrical and electrical parameter values of the
different neural segments, based on human sensory ﬁber data
(Wesselink et al 1999, Salvador 2009).
Segment Property Value
General Vr −84×10
−3 V
VNa 43.7 10
3q  V
VK −84×10
−3 V
VL −84.14×10
−3 V
GNa 30000 S m
−2
GK 300 S m
−2
GL 600 S m
−2
Ra 0.33 Ωm
Dendrite L 1000 μm
(Passive) d 8 μm
Cm 0.028 F m
−2
Gm 2.73 S m
−2
Soma L 80 μm
(Passive) Initial d 8 μm
Final d 60 μm
Cm 0.028 F m
−2
Gm 2.73 S m
−2
Axon hillock L 10 μm
(Active) Initial d 12 μm
Final d 6 μm
Cm 0.028 F m
−2
Initial segment L 20 μm
(Active) d 6 μm
Cm 0.028 F m
−2
Myelin. internode L ±1000 μma
(Passive) d 10 μm
Cm 0.00005 F m
−2
Gm 0.1 S m
−2
Ranvier node L 1.5 μm
(Active) d 6 μm
Cm 0.028 F m
−2
a
Depending on the length of the tract.
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Figure 9. Position of the 54 white matter ﬁber tracts, in red, relative to the T1-weighted image fused with the DTI color map. The DTI colors
indicate the dominant direction of the ﬁbers: red (right to left, x-axis), green (posterior to anterior, y-axis) and blue (inferior to superior, z-
axis). Coronal, sagittal and axial views, respectively.
Figure 10. Temporal variation of the membrane potentials in all 54 tracts as response to a biphasic TMS pulse to the left M1 hand area. The
blue dot is the seed ROI center.
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tracts with a variable μm mesh (0.1–100 μm, see table 2).
Although the excitation current through the TMS coil was
modeled with a pulse width of 230 μs, it gives rise to
responses lasting longer than several ms, as seen in
ﬁgure 10. This way, our proposed coupled model might
offer a solution to explain the clinical observations of TMS
effects propagating beyond the targeted site and lasting
longer than the duration of the stimulation itself (Fox
et al 2012, 2013, 2014, Sollmann et al 2015).
We demonstrated how an increasing stimulator output
inﬂuences the membrane potentials and could deduce the
threshold for activation. With further increase, we observed
the generation of multiple action potentials along the ﬁber
tract, causing the electric signal to reach the axonal end in less
time. The sensitivity of the stimulation threshold and site
towards the not well-known and inter- and/or intra-subject
variable neural parameters appears to be acceptable for the
case of the selected tract. However, future work should
investigate more examples of white matter ﬁber tracts to
extend and support this sensitivity analysis.
However, our model still has some important assump-
tions leaving room for improvement. The white matter ﬁber
trajectories were reconstructed with DTI-based tractography
using a deterministic streamline approach. With the current
DTI resolution (1 mm), individual axons, neurons and
synapses are not resolved, but the bulk-averaged tissue
properties are derived for each voxel. During tractography,
the dominant ﬁber orientation within each voxel is determined
and successive discrete orientations provide an estimated tract
reconstruction. This reconstruction is thus subject to noise
contamination, which can lead to limited precision. The
method might also fail to reconstruct the correct trajectories
for crossing, kissing, branching or merging ﬁbers (Tournier
et al 2011). In these complex ﬁber conﬁgurations, the
uncertainty of the dominant diffusion orientation is large,
which makes it difﬁcult to reconstruct white matter ﬁber
pathways (Jeurissen et al 2013) with sufﬁcient reliability.
Further research is needed to tackle these limitations, for
instance by resorting to probabilistic approaches (Behrens
et al 2007, Jeurissen et al 2011). Moreover, the ﬁber tracts
reconstructed with DTI-based tractography only represent
anatomical or structural connectivity, thus no functional nor
effective connectivity is included.
Furthermore, the compartmental neuron model has
some limitations as well. The neural tracts are segmented in
a single apical dendrite, soma, axon hillock, initial segment
and a myelinated axon. These segments are represented by
cylinders or truncated cones, as illustrated in ﬁgure 3.
However, these are simpliﬁcations and in reality neurons
have multiple dendrites which can be branching extensively.
Some neurons have multiple axons and one axon features
different diameters along its pathway. In the future, more
realistic neuronal morphologies, as in (Kamitani et al 2001)
and (Pashut et al 2011), should be incorporated. A distinc-
tion should also be made between the different types of
neurons, such as the sensory neurons, the interneurons and
pyramidal neurons. The electrical parameters of the neural
segments, listed in table A.1 , are obtained for pyramidal
tract neurons (Wesselink et al 1999, Salvador et al 2011) but
will differ for other neuron types, especially for cortical
interneurons (Tsugorka et al 2007). Additionally, these
parameter values are not well known and vary in the lit-
erature (Rattay 1999, Wesselink et al 1999, Gentet
et al 2000, McIntyre et al 2002, Manola et al 2007). More
accurate geometrical and morphological properties would
lead to better estimates of the changes in membrane poten-
tials due to stimulation. The initial state of all ﬁber tracts is
assumed to be at rest, with membrane potential Vr. A more
accurate estimation of the actual brain state is needed, since
table 3 demonstrates a high sensitivity of the stimulation
threshold to the initial membrane potential. Resting state
fMRI might offer a solution.
Moreover, no synapses are implemented for further
communication to other neurons. Including this would allow
not only to investigate the individual behavior of neural tracts,
but also to predict the response on the whole brain network
due to synaptic interactions between neurons. Our currently
developed model can estimate how the electrical brain activity,
considered to be initially in the resting state, is altered due to a
TMS pulse by studying the spatio-temporal change of the
membrane potentials of the neural tracts of interest. This is just
the ﬁrst step, which can also be noticed from the computed
time span (a fewms). Once action potentials are triggered, they
may propagate along the considered white matter ﬁber bun-
dles. After being conducted down the axon they enter the axon
terminals, which form the synapses with other neurons. When
action potentials arrive at a pre-synaptic axon terminal, they
cause a release of neurotransmitters into the synapse that bind
to receptors in the post-synaptic neuron. New action potentials
will be initiated, leading to further conduction of the neuronal
signal, only if this post-synaptic neuron is excited sufﬁciently.
This happens when multiple pre-synaptic neurons are triggered
at the same time or when they release action potentials at a
high frequency. In our model, a generated action potential is
enabled to propagate in both directions of ﬁber tracts. The
plasma membrane can indeed conduct the neuronal signals in
both directions. However, synapse conducts the signal from
the pre-synaptic axon terminal to the post-synaptic dendrite.
Therefore, only those action potentials that are conducted
down the axon into the terminal will contribute to further
communication. In future work, implementing synapses and
network interactions is essential to obtain a bigger picture and
better understanding of the neuronal response to TMS.
We want to stress that our ﬁndings are obtained for an
individual test subject and should not be extrapolated to other
subjects or patients. The inﬂuence of the variability between
brains and anatomical structures on the induced phenomena
and corresponding simulation results needs to be taken into
account.
4. Conclusion
In the past, TMS was thought to affect only the superﬁcial
cortical targets due to the limited penetration depth of the
electric ﬁeld of traditional stimulation coils. However, various
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recent clinical trials reported that TMS coils can modulate
neuronal activity beyond the targeted site as well. We
developed a computational model that indicates this deeper
spread of electrical activity for the case of M1 hand area
stimulation. Our presented model can approximate the impact
of induced electric ﬁelds on neuronal structures, such as white
matter ﬁber tracts used in this work. By mapping the electric
ﬁelds along these ﬁber tracts, reconstructed through DTI-
based tractography, we could gather model-based information
on the behavior of membrane potentials in space and over
time. This approach enables us to study the conceptual neu-
rophysiological responses to TMS, impacting a distributed
network of brain regions. Moreover, the use of neuronavi-
gated TMS and MRI allows to treat each case and each
subject or patient individually. This way, the gap between
modeling and reality was decreased, increasing the ﬁdelity of
the developed model.
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Appendix. Practical implementation of
compartmental cable equation and applied
parameter values
In this work, we apply the Crank–Nicolson method to dis-
cretize the cable equation (1) in space and time with the grid
steps l% and t% , respectively
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Let us now include a staggered time grid, analogously to
(Salvador 2009)
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In matrix notation, we thus have:
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Depending on the segment at location l, whether it is assigned
to the dendrites, soma, axon hillock, initial segment, Ranvier
nodes or myelinated internodes, and thus whether it has
passive or active properties, the parameter values vary as
follows:
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The membrane properties of the different segments, used
in this work and similar to (Salvador 2009), are presented in
table A.1. The used parameters for the expressions of jB and
jC are associated with the experimentally determined char-
acteristics of human sensory ﬁbers (Wesselink et al 1999).
They were adjusted from the original 20 °C (Hodgkin and
Huxley 1952) to a body temperature of 37 °C. The corresp-
onding voltage-dependent transition rates are
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and consequently, assuming the membrane is initially in rest
with potential Vr, the initial gating variables have the
following values:
m 0.02494, A.130 ( )
h 0.7026, A.140 ( )
n 0.2563. A.150 ( )
With these values, m, h and n at the staggered grid can be
calculated using the time discretized version of equation (6).
For example, for the activation gate m:
m l t
t
l t
t
l t l t
m l t
t
t
l t l t
,
2
,
1 , ,
2
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2
1 , ,
2
.
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Subsequently, the parameters Gm* and V* can be computed
and the compartmental cable matrix equation (A.4) solved for
the membrane potentials V at time point t
t
2
 % . Finally, these
values can be converted back from the staggered to the
normal grid t t % using equation (A.2). This way of
working produces a solution with an error of O t2( )% while
avoiding iteration of the equations (Salvador 2009).
We stress that the parameters listed in table A.1 and the
pre-factors of equations (A.7)–(A.12) are not the only possi-
ble values, but rather averaged values over different neuron
types that approximate reality as close as possible.
As can be seen from the matrix notation (A.4), the ﬁrst
and last equations satisfy the Von Neumann boundary
conditions. They specify the ﬁrst spatial derivative of the
solution at the ﬁrst and last points of the discretized neuron.
These conditions occur naturally in neuronal modeling,
since V ls s is proportional to the axial current through the
neuron. It is often a well-considered assumption that no
current is leaking out of the endpoints, thus stating Nagar-
ajan et al (1993)
V
l
V
l
t0; for all . A.17l
l L
0
tot
( )
s
s 
s
s  
L tot is the total length of the ﬁber tract and so it determines the
last point. They are usually called sealed-end boundary
conditions and guarantee that charge can accumulate at each
end. These boundary conditions are implemented by setting
V V V V tand ; for all ,
A.18
l l l L l L1 1 1 1tot tot∣ ∣ ∣ ∣
( )
      
as can be seen in the ﬁrst and last equation of (A.4) (Niebur
and Niebur 1991). The validity can be proven by expanding
V l t,( ) in a Taylor series around the endpoints. For example,
at l=L tot,
V V l
V
l
l V
l
O l
2
. A.19
l L l L
l L
l L
1
2 2
2
3
tot tot
tot
tot
∣ ∣
( ) ( )
  % ss
 % ss  %
  


Replacing V l l L
2 2
tot
∣s s  by V V2l L l L1tot tot( ∣ ∣   +
V ll L 1
2
tot
∣ ) %  and using equation (A.17), gives
V V O ll L l L1 1
3
tot tot
∣ ∣ ( )  %    . Therefore, the applied
implementation (A.18) is correct to the second order in l% .
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