Quantifying the influence of anthropogenic surface processes and inhomogeneities on gridded global climate data 1 Introduction
It has long been known that local economic conditions and demographic changes leave measurable traces in meteorological records. Climate data, as used for measuring global warming and detecting a CO 2 influence, originates with meteorological records, but it then undergoes a modeling step, the aim of which is to identify and remove all such extraneous signals, in principle yielding an estimate of the air temperature trend in a location, had there never been any human settlement there (see, e.g. Mitchell 1953 , Peterson 2003 . Typical usage of climate data assumes this filtering to have taken place, such that contaminating signals due to socioeconomic factors leave only small, unsystematic, zero-mean and zero-trend noise in climatic data series. If true, the spatial pattern of observed climatic trends should be uncorrelated with socioeconomic measures that account for variations in extraneous, nonclimatic signals in the underlying meteorological data. This hypothesis can be tested, which is the main aim of this paper. Our data and model allow us to test for a range of extraneous signals in climatic records which are categorized into modifications to the local environment (anthropogenic surface processes) and observational difficulties (or data inhomogeneities). We reject the hypothesis that the spatial pattern of temperature trends in global climate data is independent of extraneous effects (P= 14 10 1 . 7
− ×
). We present evidence that our results are not due to reverse causality (endogeneity bias) or spurious correlations. The economic imprints are present in both rich and poor countries but are strongest in countries experiencing real income growth. The effects are significant at the global level and likely add a sizable upward bias to trends in the global mean temperature anomaly. Our results suggest that as much as half of measured post-1980 land-based "global warming" may be attributable to contamination of the basic data.
Over 50 years ago, referring to the use of long-term weather records for measuring climate change, J. Murray Mitchell Jr. (1953, page 244) cautioned: "The problem remains one of determining what part of a given temperature trend is climatically real and what part the result of observational difficulties and of artificial modification of the local environment." These two types of bias continue to affect the measurement of climate change. Observational difficulties, or data inhomogeneities (such as station moves and closure, record discontinuities, equipment change and changes to the time of observation) are known to have affected records of mean temperature (e.g. Baker 1975 , Schal and Dale 1977 , Karl and Williams 1987 , Willmott et al. 1991 , Peterson 2003 . Modification of the land-surface, including urbanization and other economic activity, has been shown to affect local, regional and possibly global meteorology, and thus locally-measured temperature data (e.g. Feddema et al. 2005a,b; Pielke et al 2002; McKendry 2003; Maurellis 2004, 2006; McKitrick and Michaels 2004) . For some local meteorological purposes these extraneous effects may not matter, but for applications in which weather data are used to construct measures of long term climate change and detect anthropogenic influences, a modeling step is required to measure and filter them out. The variety of methods in common use will be discussed in the next section. The difficulties in filtering extraneous effects continue to be noted in empirical climate studies (e.g. Peterson 2003 ) but both the Third and Fourth Assessment Reports of the Intergovernmental Panel on Climate Change (IPCC 2001 (IPCC , 2007 assert that such biases at the global level are extremely small. Also, climate change attribution studies (e.g. Tett et al. 1999) presuppose that trends in gridded climate data are only attributable to climatic "forcings" such as solar flux, atmospheric dust and greenhouse gas concentrations, on the assumption (stated or implied) that the spatial configuration of local modifications to the land surface or determinants of observational difficulties are not significant or systematic features of the gridded data.
If this assumption is true, then the spatial pattern of gridcell temperature trends should be uncorrelated with variables like Gross Domestic Product, population density, average income, and other local, nonclimatic factors. The presence of such correlations, on the other hand, would indicate that gridded surface climate data contain extraneous biases, thus measured climatic trends may be inaccurate and attempts to identify the climatic influences of greenhouse gases might misattribute the causes of apparent trends. Alternatively, if the spatial pattern of greenhouse warming just happens to match the spatial pattern of socioeconomic development, it suggests conventional signal detection methodology would be unable to identify which one explains the observed changes. However, this possibility is critiqued in Sections 4.4 and 4.6 below.
In this study we develop a new data base encompassing all available land-based grid cells around the world, matched to detailed local economic and social conditions, as well as fixed geographical factors. Our data and model allow us to test for a range of extraneous signals in climatic records which are categorized into land surface changes and observational difficulties (or data inhomogeneity). We find clear evidence that the spatial pattern of temperature trends in global climate data is significantly associated with each type of extraneous effect.
It is sometimes customary to refer to all non-atmospheric, extraneous effects as "nonclimatic."
This terminology is not entirely satisfactory, since land use change can also be considered a climatic influence (e.g. Feddema et al. 2005a,b) . Mitchell (1953) proposed a taxonomy in which effects due to station movement, instrumental change, etc are denoted "Apparent" effects, those attributable to local environmental change (pollution, urbanization) are "Real-local" and effects due to atmospheric composition, solar flux etc. are denoted "Real-climatic." The latter category is what gridded temperature anomaly data are said to measure; the first two are assumed to have been filtered out. To keep the terminology simple, we refer herein to apparent and real-local effects as "extraneous" biases.
Extraneous Biases in Climate Data
The urban heat island (UHI) effect is not the only source of data contamination, but has been the focus of particularly extensive investigation. A survey is in McKendry (2003) . UHI effects have been documented in, for example: South Africa (Balling and Hughes 1996) , Vienna (Böhm 1998) , China (Jones et. al. 1990 ), Alaska (Magee, Curtis and Wendler 1999) , Japan (Fujibe 1995) , India (Hingane 1996) , Illinois (Chagnon 1999) , Korea (Chung et al., 2004) , Turkey (Karaca et al. 1995) , Poland (Klysik and Fortuniak 1999) , Singapore and Kuala Lumpur (Tso 1995 ) etc. See Parker (2004 and Peterson (2003) for contrasting arguments. Guidelines exist for setting up climate monitoring stations so as to minimize the influence of siting on the recorded temperature data, but it is rare for the guidelines to be reliably met, even in the US (Davey and Pielke Sr., 2005) . Typical adjustment models for urbanization are based on rural-urban comparisons (e.g. Jones et al. 1990 ) if sufficient data are available, or, most commonly, empirical parameterizations based on regressions against local population growth (McKendry 2003). UHI effects have been shown to arise even at very low levels of population, i.e. in towns with less than 10,000 people (Karl et. al. 1988) . Changnon (1999) used a unique 64-year record of belowground temperatures collected in rural Illinois to show that an upward bias was present in nearby weather stations that had been designated "rural" and assumed to be free of UHI problems. Böhm (1998) identified a substantial UHI in Vienna temperature records from 1951 to 1995 even though the city population had remained constant over the interval. Kalnay and Cai (2003) applied a technique for using 6 hour-ahead weather forecasts constrained by atmospheric observations from weather balloons to produce estimated surface temperature trends unaffected by land-use effects. In a study of the continental US, the comparison to standard surface temperature data suggested land-use changes, even in rural areas, had an effect on temperature records two to four times larger than previously thought.
Other methods for identifying and removing extraneous signals related to local land use include satellite-based measurement of surface energy flux to determine the urbanization component of regional temperature trends (Gallo and Owen 2002, Streutker 2003) and satellite measurement of night-time lighting (Hansen et al. 2001) . However these approaches have not been widely applied, mainly because the necessary data are only available for the US.
The study of extraneous biases in surface temperature data has broadened out beyond the simple population-based approach, in recognition that there are changes that do not necessarily involve large population increases that can nevertheless affect regional temperatures (as in the example from Vienna from Böhm (1998) mentioned above): such as changes in agricultural activity and vegetation types, soil moisture, local air pollution levels, groundwater diversion, etc. These are referred to as "anthropogenic surface processes" (de Laat and Maurellis 2006) . Economic variables have recently been introduced in some empirical climatological studies as a way of quantifying these processes, and have been shown to have significant explanatory power in regional and global climate data (e.g. Kalnay and Cai 2003) . de Maurellis (2004, 2006) proposed interpreting carbon dioxide emissions as a proxy for local industrial activity, and thereby as an index of local extraneous warming influences on atmospheric temperature trends.
This interpretation implies a particular spatial pattern of enhanced warming trends not predicted by climate models in response to greenhouse gas increases, but which they found to be clearly present in global temperature data collected both at the surface and the lower atmosphere. In McKitrick and Michaels (2004) we regressed the spatial pattern of trends from 93 countries on a matrix of local climatic variables and socioeconomic indicators such as income, education, and energy use. Some of the nonclimatic variables yielded significant coefficients. We then repeated the analysis on the IPCC gridded data covering the same locations and found approximately the same coefficients emerged, albeit diminished in size, with many individual indicators remaining significant. An error in the original regression program was found and corrected-see Erratum listed in citation-with little effect on the results. We concluded that the IPCC gridded data is contaminated by extraneous socioeconomic signals, a finding that is confirmed and strengthened in the present paper.
Temperature records are also potentially susceptible to discontinuities if a climate station is moved, malfunctions, or is de-staffed, or if the time of day at which the observations are taken changes (Baker 1975 , Schaal and Dale 1977 , Willmott et al. 1991 . Collectively these effects are called "inhomogeneities." Establishing a climate data series of uniform quality requires quantifying and removing the inhomogeneities. In some cases, written records exist of a station's history, revealing dates at which discontinuities may have emerged. Comparison of nearby stations can help identify and quantify sudden inhomogeneities at one site that might arise from equipment changes or construction near the instruments. But this is only feasible if there are many stations suitably close together, which is for the most part only true in parts of the US and Europe. Also it only removes short-term discontinuities and does not correct long term biases affecting multiple stations, such as those arising from regional urbanization (Mitchell and Jones 2005) .
The challenge of producing quality global climate data arises in part because high-quality meteorological data is very costly to collect (see, e.g., Linacre 1992) and therefore changes in local and national economic conditions may induce inhomogeneities. The number of reliable monitoring sites around the world has fallen dramatically since the mid-1970s. The Global Historical Climatology Network reached a peak of 6,000 unique contributing sites in the late 1960s, but the number fell to fewer than 3,000 as of the late 1990s, with the most dramatic drop in the early 1990s (Peterson and Vose 1997) Of the global climate data sets produced from available historical weather and climate data (Hansen et al. 2001 , Peterson and Vose 2002 , Jones and Moberg 2003 To summarize, both surface processes and inhomogeneities must be successfully filtered from temperature records to yield data products suitable for measuring global climate trends. If done correctly this would imply a lack of local correlations between observed temperature trends and socioeconomic trends. But we will show that such correlations clearly exist, supporting the conclusion that the filtering methods are not successful.
Another interesting implication of these issues concerns the attribution of climate change to greenhouse gas emissions. The roles of surface processes and inhomogeneities are ignored in attribution studies (e.g. on the assumption that they have already been removed from climate data. Measured temperature changes are regressed on a matrix of model-generated "forcing vectors" that predict the climatic responses to various combinations of solar irradiance, volcanic dust, greenhouse gases and sulfate aerosols. The test is whether observed data are consistent with the climate having an assumed sensitivity to greenhouse gas levels, and are inconsistent with zero sensitivity. Critical to the methodology are the assumptions that the climate model used to generate the forcings is substantially "true" and that the temperature data are free of extraneous nonclimatic patterns that might be confounded with the pattern of climatic changes resulting from greenhouse gases and sulfate emissions . If the latter assumption is not true, components of observed climate change arising from, e.g., land surface processes may be wrongly attributed to greenhouse gas accumulation in the atmosphere (as pointed out in, e.g. Pielke Sr. et al. 2002) .
The next section outlines the empirical model and the data set used in this paper. Subsequent sections present results and discussion.
Model and Data

A Model of Climate Measurement Distortions
Suppose there are i = 1, …, n locations around the world at which temperature is measured. In 1979:1-2002:12] in °C/decade is sought, but what is actually measured is an observed trend i θ : GDP density is also a disadvantage if the country has a lot of uninhabited land to monitor relative to its resources. By using the GDP density at 1979 we capture the measurement conditions going into the interval rather than as they would have developed over the interval, and we ensure the measure is "predetermined" in an econometric sense. Possible endogeneity bias is discussed in Section 4.4. Other details on data sources are below.
In general, surface processes and inhomogeneities may introduce cold or warm biases into the data, and no a priori restrictions are imposed. For example, Feddema et al. (2005a,b) estimate that global land surface changes since before industrialization have yielded a net cooling effect on the climate system. The terms in f and g in (1) are observable, and a linear functional form will be assumed (though a RESET test will be applied to check for a nonlinear alternative: see section 4.3 below). To put equation (1) 
The uniqueness up to a multiplicative constant arises since replacing T i in equation (2) with kT i , where k is an arbitrary constant to be estimated, would yield the same estimation results from equation (3) below, but k would not be identifiable. In effect, equation (2) assumes it has a value of 1, but the conclusions herein would be unchanged if k took a different value. presented evidence that even MSU data exhibit some contamination by socioeconomic activity (see also Section 4.6). We comment on the implications of potential contamination of MSU data below in Section 6. We selected the Christy and Spencer series as it is a well-known data product that has been validated against independent data from weather balloons and other meteorological sources in overlapping regions (Pielke Sr. et al. 2004 . Surface warming due to greenhouse gases is hypothesized to occur faster in regions with relatively dry air and high atmospheric pressure (Staley and Jurica 1970, Michaels et al. 2000) so pressure enters (2) as a linear spline function with a different intercept and slope in dry regions versus moist regions. i WATER is a dummy variable indicating the grid cell contains a major coastline. i ABSLAT denotes the absolute latitude of the grid cell. This is included to account for latitudinal changes in the rate of surface warming. It is sometimes conventional to use the cosine of latitude, which adjusts for declining grid cell size towards the poles, but this makes only trivial differences in the results. (Data and STATA code allowing readers to reproduce all our results, and experiment with different specifications, are archived at the journal web site.) Equation (2) takes the observed temperature trend from the lower layers of the atmosphere above the surface, which are presumed to be closely coupled to surface trends but largely unaffected by the extraneous distortions in the surface record, and allows for location-specific geographical factors to account for differences between the trend aloft and that at the surface. Using (1) and (2) we can write out an estimating equation as follows: where i u is the regression residual. While (3) cannot identify i T , except under fortuitous circumstances which are not themselves testable, it allows us to test specific hypotheses regarding the independence of observed temperature trends from surface processes and determinants of inhomogeneities. Potential multicollinearity in (3) will be discussed in the results section below.
Other Data Sources
The variable names, definitions and summary statistics are shown in variable is an OLS time trend through monthly data for grid cell i over the same interval.
Surface Process Data
Each grid cell was assigned to a country. Where a grid cell contained a border the country was considered the one with the most land area in the grid cell. Annual real (inflation adjusted) GDP for 1979, 1989 and 1999 for each country was obtained primarily from Easterly and Sewadeh (2003) or the Central Intelligence Agency (CIA) World Fact Book web site http://www.odci.gov/cia/publications/factbook/index.html. Conversions from local currency to US dollars was done using the purchasing power parity method.
There were small adjustments made to the economic data for some countries to provide consistency in quantities where direct measures were unavailable. In most cases the adjustment took the form of using an available observation for one or two years after the desired year, and adjusting it backwards.
Population data are obtained from Easterly and Sewadeh (2003) Population and GDP density varies considerably within countries, as well as between countries.
Hence national averages will not capture all the important variations that may influence the temperature data. However, the trade-off we face is between encompassing the full range of variables we want to include versus matching the grids of measurement of climatic and economic data. Since national governments bear primary responsibility for climate data collection, the nationally-defined economic measures will capture important information about the availability of resources to monitor the whole country's climate. Also, the substantial variation among countries implies that some of the effects of interest are definitely measured by the data we have available, albeit at a more coarse resolution than we would like. In the concluding section we will discuss the possibilities for future research arising from the development of some new socioeconomic data bases at the gridcell level.
Determinants of Inhomogeneities
We measure the abundance of human capital using data on international educational attainment.
McKitrick and Michaels (2004) 
Estimation and Testing
Model Results
Equation (3) was estimated using Generalized Least Squares (GLS) as follows. Re-write (3) in matrix notation as follows:
where θ , β and u are n-vectors (dependent variable, coefficients and residuals, respectively) and X is the nxk matrix of independent variables. Coefficients were obtained using the least squares
. The GLS variance-covariance estimator is . To allow within-cluster non-independence the estimator (5) is re-written as
denotes the elements of cluster j, and κ x is the κ -th row of X (StataCorp. 2003, pp. 274-275) . OLS parameter estimates and the variances from (6) were estimated using STATA 8.0 (StataCorp. 2003). Estimates for equation (3) and various submodels are presented in Table 2 .
Coefficient standard errors at the global level (Table 2 , SURF) were also checked by the bootstrap method using 500 repetitions. Confidence intervals were quite stable. In all cases where a parameter is significant under GLS its confidence interval did not expand to encompass zero under bootstrap resampling.
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The coefficient on It is noteworthy in the SURF column that population is significant and the coefficient is large.
The IPCC gridded data are supposed to have been pre-filtered for the influence of population growth, and if this contamination had successfully been removed the coefficient would be zero. If y i is replaced by (m i p i ) the estimated coefficient is identical, though the coefficients on m i and p i change (not shown). Hence the surface process coefficients should be examined jointly, and the individual effects should be interpreted with some care.
The p-values for joint hypothesis tests (using standard F statistics) are listed in the bottom rows of Table 3 . The test P(I) is the prob-value of the test that the inhomogeneity variables g i , e i and x i are jointly zero. The test P(S) is the prob-value of the test that the four surface process growth rates are jointly zero, and P(all) tests whether all the nonclimatic factors (p i through x i ) are jointly zero. Every entry indicates a significant rejection of the hypothesis, and the overall conclusion is unambiguously that the socioeconomic data have significant explanatory power on the spatial pattern of trends in the surface climate data. The hypothesis that the temperature data are independent of socioeconomic influences can be confidently rejected.
Multicollinearity can be a concern in a regression model with many explanatory variables, however the usual indication of its presence is a combination of insignificant coefficient tstatistics and significant joint F or model F scores. In our case the joint and model F scores are significant, but the socioeconomic variables are almost always individually significant as well.
Hence if some variance inflation occurs due to partial correlations among regressors, it is not sufficient to obscure the basic results. Of the 78 correlation coefficients among regressors, 71 were less than 0.5. Only two were above 0.9, that between Another model run (G5) used all variables except TROP. The remaining geography variables became more significant, especially latitude, but the socioeconomic measures hardly changed and all the individual and joint hypothesis tests remained highly significant.
Influential Outliers
In this and the next few sections we consider tests of specification and endogeneity, to test whether the model is merely generating fluke correlations. We begin with a test for the role of influential outliers. The global model was re-run as follows. For each observation, the corresponding diagonal element of the OLS hat matrix was evaluated, and the observation removed if the value exceeded twice the mean of the hat matrix diagonal elements (Kmenta 1986, pp. 424-426) . This resulted in removal of 29 observations, leaving a sample size of 411.
There was no obvious spatial pattern to the 29 outliers (see Figure 1) , though there is some indication of a cluster in the North Sea region. A comparison of summary statistics between the samples suggests that the outlier regions have much higher rates of missing data and relatively high growth in coal consumption. The coefficients of the model without outliers were quite similar to the SURF results in Table 2 , though the growth in coal use was no longer significant.
The vector of coefficients was compared to that of the Table 2 SURF results using a Hausmantype chi-squared statistic. The joint variance-covariance matrix was estimated and the model coefficients were compared, yielding a 2 χ (14) score of 18.82, which is insignificant (P = 0.17),
indicating that we do not reject the hypothesis that there are no systematic differences in the coefficients between the models with and without outliers. Consequently it is unlikely that the results in Table 2 are merely due to uncharacteristic outlier observations. 
Regression Error Specification Test Against General Nonlinear Alternative
A regression error specification (RESET) test was applied to check for biases due to unmodeled 
Endogeneity
Endogeneity (also called simultaneity) bias arises in a regression model if the regressors are themselves partly determined by the value of the dependent variable. This implies that they are not orthogonal to the random error terms, violating the assumptions of classical linear regression and yielding biased and inconsistent coefficients. It could arise in this model if the right-hand side variables were not predetermined with respect to temperature trends, e.g. if economic agents were forward-looking with respect to climate change and adjusted productive activity in a region based on anticipated temperature changes. We find the concern about endogeneity implausible for three reasons.
First, as was noted by Schelling (1992) , among others, very little economic activity in developed countries is affected by the weather. Agriculture, fishing and forestry are, but greenhouse warming does not involve predictions of uniformly deleterious outcomes (e.g. Mendelsohn et al. 2000) , and in any case these sectors make up small fractions of the world's economies, typically less than five percent in developed countries.
Second, region-specific climate change prediction was not available in 1979 and is not even score was 3.83, which has a P-value of 0.9964, indicating no grounds whatsoever for finding a difference between the efficient and consistent estimators.
Consequently, on both ex ante and ex post grounds we can rule out endogenous temperature effects on the right-hand side of (3) as the explanation of our main results.
Out of Sample Prediction
A rigorous test of a regression model is its ability to predict data not included in the estimation. This is especially useful for testing whether both dependent and independent variables are jointly determined by omitted "third" factors, resulting in fluke regression coefficients. Our test consisted of randomly removing 30% of the observations, then running the regression (3) on the remaining 70% of the grid cells and using the resulting coefficients to predict the withheld sample, yielding the vector 
Tropospheric Model
If the surface regression results are simply spurious spatial correlations based on a coincidental similarity to the spatial pattern of the Earth's general atmospheric circulation, then we would find the same right hand side coefficients and significance levels if the dependent variable SURF i were replaced with TROP i . But if the surface processes are genuine effects they ought to be substantially weaker in the tropospheric data compared to the surface (though not necessarily zero). The results of this regression are in Table 3 . Educational attainment vanishes, GDP density retains its size (though not its significance) and x i , the missing data score, becomes larger and significant. Obviously, problems in measuring surface data would not affect satellite records, so this indicates that x i is serving as a proxy for something else that would have an atmospheric interpretation, in the five percent of grid cells with missing data. In particular, greater rates of missing data at the surface correlate with lower temperature trends aloft. We regressed x i on the five variables dry through abslat, and there was an interesting contrast between the moist and dry regions. The results were where (.) denotes the water and abslat variables (which are both significant). In the moist regions, missing data is less prevalent the higher the air pressure and the relationship is significant (P=0.003). In dry regions the relationship vanishes and the pressure coefficient is insignificant (P=0.726). Low air pressure is associated with the more storm-prone regions, hence x i may be acting as a marker for moist, storm-prone regions. In that case the negative coefficient on x i in the second column of Table 3 may be a spurious effect reflecting the fact that air temperature trends are smaller over moist, unstable regions such as the tropics. However, to the extent that this raises a question about the interpretation of x i in Table 2 it doesn't matter much, since at the global level the variable is insignificant in all specifications (but see next section).
Economic Subsamples
Some further detail emerges in subsamples defined on economic grounds. The sample was split into rich and poor locations, and growing/declining groups. 'Rich' was defined as having abovemedian income based on the 1999 data (217 of 440 observations); 'growing' was defined as 1999 real per capita income exceeding that in 1979 (335 of 440 observations). The results are in Table   4 .
When divided into rich and poor subgroups, a distinction emerges between inhomogeneity effects and surface processes, whereby the former are uniformly significant across income groups while the latter become uniformly insignificant. It is noteworthy that in the global sample, missing data is insignificant, but this masks significant, contrasting effects between rich and poor regions. However, as indicated in Section 4.6, x i is potentially confounded with a local climate extremity.
The disappearance of the surface process effects within subgroups suggests that they have a stepfunction-like character, such that the significant effects in the pooled global sample derive from differences between rich and poor groups, whereas the within-group effects appear to be insignificant.
An even sharper contrast emerges between growing and declining economies. In growing regions (76% of the sample) the inhomogeneity effects are close to those in the global sample, while three of the four surface process effects are roughly double the size of those in the global sample, and all are significant, individually and jointly. But in declining economies, neither inhomogeneity nor surface process effects exert significant effects on the temperature trends. The absence of inhomogeneity effects is somewhat unexpected, though the overall GDP density effect (g i ) is larger and nearly significant in the declining region. The disappearance of the education effect may indicate that constraints on human capital are offset by the low opportunity cost of labour of all kinds (including skilled labour) during periods of decline.
Overall, the global results appear to be particularly associated with growing economies. Since only 24 percent of the grid cells are in countries that experienced real declines in income, the growth effects are sufficiently widespread to affect the global results. While the relative strength of surface process effects in growing countries accords well with intuition, the relatively strength of inhomogeneity effects in rich countries compared to poor countries does not. We would have expected resource constraints to have stronger effects in poor countries, though we note that the inhomogeneity effects are jointly significant in both regions.
Identifying Nonclimatic trends
Focusing on the results at the global level, we can reject the hypothesis that adjustments to climatic data are successful in removing the extraneous influences of socioeconomic conditions in the regions of origin. While it is not possible to use the coefficients from (3) to identify the vector of 'true' climatic trends i T , it is possible to try and simulate ideal climatic measurement conditions.
Peterson (2003) shows that US data can, in principle, be adjusted to remove extraneous biases of significant size. On this basis we postulate that countries with public sector resources and general public skill levels comparable to those in the US would be, in principle, able to provide uncontaminated climatic data. We therefore generated an adjusted vector of predicted values
ADJ i
θˆunder the assumptions that all countries have GDP density and educational levels equivalent to those in the USA and that all other surface and inhomogeneity effects were set equal to zero: 
The resulting average temperature trend using (8) Frequency histograms are shown in Figure 3 The effect of removing the local distortions as estimated by the model is to bring the shape of the surface data distribution more closely into line with that of the satellite-measured lower troposphere data, primarily by removing the large upper tail. While we do not assert that the 'true' average land-based climatic warming trend is 0.17 °C/ decade, our analysis does suggest that nonclimatic effects are present in the gridded temperature data used by the IPCC and that they likely add up to a net warming bias at the global level that may explain as much as half the observed land-based warming trend. This result mirrors that in
McKitrick and Michaels 2004, as well as the findings in deLaat and Maurellis (2004, 2006) and Kalnay and Cai (2005) , all of whom found the overall effect of surface processes to be a positive bias to observed temperature trends. Since this analysis takes the tropospheric record to be 'clean', whereas the results in Section 4.6 suggest that even the MSU series may reflect anthropogenic surface process effects, our findings should be viewed as a lower bound, or conservative estimate of the magnitude of the global data contamination. 
Conclusions
The standard interpretation of global climate data is that extraneous effects, such as urbanization and other land surface effects, and data quality problems due to inhomogeneities in the temperature series, are removed by adjustment algorithms, and therefore do not bias the largescale trends. Our empirical model of the post-1980 interval embeds this assumption as a null hypothesis, and it is rejected at very high confidence levels. We show that our results cannot be explained away as outlier effects, model misspecification or reverse causality (endogeneity) bias.
Out-of-sample prediction tests consistently perform well, and we show that variables representing changes in economic activity have significant explanatory power on the pattern of trends in published climatic data measured at the Earth's surface, but not in trends measured in the lower part of the atmosphere, thus showing that our results are not likely due to spurious correlation. Taken together, our findings show that trends in gridded climate data are, in part, driven by the varying socioeconomic characteristics of the regions of origin, implying a residual contamination remains even after adjustment algorithms have been applied. Users of gridded climate data products need to interpret their results accordingly.
These results are also consistent with previous findings showing that nonclimatic factors, such as those related to land use change and variations in data quality, likely add up to a net warming bias in climate data, suggesting an overstatement of the rate of global warming over land. They also provide support for attribution of some observed climate changes in recent decades to land surface modifications, rather than greenhouse gas emissions, a factor not typically evaluated in studies that attempt to attribute the causes of recent global warming.
Our data set has a low resolution for strictly local measures of economic density within countries.
Since we detect significant effects on temperature trends even with low spatial resolution we conjecture that if future studies are able to examine the issues at the subnational level, even more significant and detailed results will emerge. There is some prospect for future subnational studies, possibly by merging the EDGAR data base (as used in 1979 GDP density; e: educational attainment; x: count of missing months; p: % change in population; m: %income growth; y: % growth in GDP; c: &growth in coal consumption. ll = loglikelihood value. P(I) = prob value of test that all inhomogeneity factors (g-x) are jointly zero; P(S) = prob value of test that all surface process coefficients (p-c) are jointly zero; P(all) = prob value of test that g-c are jointly zero. Table 4 : Rich/poor, Growing/declining subsamples. Column 1 shows Sglobe results from Table 2 for comparison. Variable codes as for Table 2 . P(I) = prob value of test that all inhomogeneity factors (g-x) are jointly zero; P(S) = prob value of test that all surface process coefficients (p-c) are jointly zero; P(all) = prob value of test that g-c are jointly zero. Bold denotes significant at 95%. T statistics in parentheses.
