It is well known that hyperbolic equilibria of reaction-diffusion equations have the homotopy Conley index of a pointed sphere, the dimension of which is the Morse index of the equilibrium. A similar result concerning the homotopy Conley index along heteroclinic solutions of ordinary differential equations under the assumption that the respective stable and unstable manifolds intersect transversally, is due to McCord. This result has recently been generalized by Dancer to some reaction-diffusion equations by using finite-dimensional approximations. We extend McCord's result to reaction-diffusion equations. Additionally, an error in the original proof is corrected.
Introduction and main result
It is well known that hyperbolic equilibria of reaction-diffusion equations have the homotopy Conley index of a pointed sphere, the dimension of which is the Morse index of the equilibrium. A similar result concerning the homotopy Conley index along heteroclinic solutions of ordinary differential equations under the assumption that the respective stable and unstable manifolds intersect transversally, is due to McCord (see [10, Theorem 3.1] ). This result has recently been generalized by Dancer [6] to some reaction-diffusion equations by using finite-dimensional approximations. Roughly speaking, the homotopy Conley index is calculated in L (−1, 0) and (1, 0) are hyperbolic critical points and there is a solution (u(t), 0) connecting (−1, 0) and (1, 0) . It is easy to see that {(x, y) ∈ R 2 : x < 1} is the unstable manifold of (−1, 0) and {(x, 0) ∈ R 2 : x > −1} is the stable manifold of (1, 0) . The tangential spaces of both manifolds intersect transversally in every point (u(t), 0), t ∈ R. According to the proof of [ This means that 0 is not isolated with respect toẏ = A(±ε) y and every sufficiently small perturbation will retain these problematic points. Furthermore, the homotopy index of 0 relative toẏ = −ε 2 y is not Σ 1 as stated but Σ 0 .
Dancer notes in [6] that "it should be possible to give a more natural direct proof [. . . ] at least in the C 1 case". In this paper 1 we provide a genuinely infinite-dimensional proof for a theorem which is closely related to Dancer's result in the C 1 case. It is possible to compute the homotopy Conley index in L p (Ω) (not only the cohomology) directly, provided the solution is sufficiently regular. We face several technical difficulties due to the infinite-dimensional situation, which, fortunately, are all overcome.
We are now in a position to state our main result. Let Ω ⊂ R N be a bounded domain and let ∂Ω be of class C 2 . Let 2 p < ∞ and f : Ω × R → R. Suppose that for almost all x ∈ Ω there is a partial derivative f u (x, u) which is continuous in u and that ess sup x∈Ω sup |u| r | f u (x, u)| < ∞ for all r ∈ R + . Assume further that f and (x, u) → f u (x, u) are Carathéodory functions.
We consider the problem u t (x, t) = u(x, t) + f x, u(x, t) t > 0, x ∈ Ω u(x, t) = 0 t > 0, x ∈ ∂Ω. For k sufficiently large, A p + kI is a positive operator having compact resolvent. Letting ξ ∈ X α , it follows that all eigenvalues of A − Df (ξ ) are real.
Let p max{2, N}, A := A p , and v : R → X α be a heteroclinic mild solution oḟ
x + Ax =f (x) (1.2) and suppose that v(t) → e ± as t → ±∞ in X α (resp. C (Ω)). It follows that v ∈ C 1 (R, L p (Ω)). Choosing 0 < α < 1 large enough, we can further assume that there is a continuous inclusion X α ⊂ C (Ω) (see [8, Theorem 1.6 .1]).
In the following theorem we will replace transversality by weaker assumptions, which have the advantage of not relying on the existence of global stable manifolds (see also [6] ). Theorem 1.1. Let u be a heteroclinic mild solution of (1.2) with u(t) → e ± as t → ∞ in X α (resp. C (Ω)) and suppose that 
Then the homotopy Conley index h(π ,ū) ofū := cl{u(t): t ∈ R} is well defined and trivial, that is,
h(π ,ū) =0, where π denotes the semiflow which is induced by mild solutions of (1.2).
Conditions ensuring that the assumptions of Theorem 1.1 hold for every heteroclinic mild solution of (1.2) are discussed in the following section. In view of the growth condition in Theorem 1.1, it should be noted that in [11] Meshkov gives an example of an equation u = q(x, t)u on the three-dimensional torus which has a non-trivial solution u(x, t) with |u(x, t)| Ce −ct 2 for some real constants c, C . Theorem 1.1 is proved by reducing the general problem subsequently to a special case, the homotopy index of which can be calculated.
It follows from Theorem 3.2 that u(t) satisfies the hypotheses of Proposition 4.4. Therefore, we can apply Theorem 5.12, which is the main result of Section 5 and states that the homotopy index ofū relative to π equals the homotopy index of a suitable linear skew product semiflow.
The structure of a certain class of linear skew product semiflows, which are defined on a trivial bundle, is discussed in Section 6. Theorem 6.7 is the main result of this section and completes the proof of Theorem 1.1.
Preliminaries

Notation
Although most of the notation is more or less standard, a couple of symbols should at least be mentioned. R + (resp. R − ) denotes the set of all non-negative (resp. non-negative) real numbers. W u and W s denote unstable respectively stable manifolds, the precise meaning is given when they are used. σ is used to designate the spectrum of an operator. The open (resp. closed) ball with radius r and center x is denoted by B r (x) (resp. B r [x] ).
We will frequently deal with trivial vector bundles. They are considered as continuous families
, of vector space homomorphisms. When no confusion can arise, we will identify U with its image, just like the notation of the topology is usually suppressed. A more detailed exposition of this terminology can be found in Appendix A.
Given normed spaces X and Y , and a continuous linear operator F ∈ L(X, Y ), F X,Y is used sometimes to make the norm unambiguous. The notion of fractional power spaces follows [8] . If F ∈ L(X α , X β ), then F α,β denotes the operator norm.
Finally, if X , Y are topological spaces, f : X → Y is a homeomorphism, and π is a (local) semiflow on X , then f [π ] is the semiflow on Y which is obtained by conjugacy, that is, u is a solution of π if and only if f • u is a solution of f [π ].
Exponential decay
In addition to the assumptions in the previous section, suppose that for every r ∈ R there exist constants δ > 0 and C ∈ R + such that ess sup x∈Ω sup
is locally Hölder continuous. Let u(t) be a mild solution of (1.2) defined for all t ∈ R + with u(0) = e + and u(t) → e + in C (Ω) as t → ∞. u(t) has a continuous derivativeu : R + → X = L p (Ω). Suppose that λ(u) := sup{μ ∈ R + : e μt u(t) − e + α → 0 as t → ∞} = ∞, that is, e λt u(t) − e + α → 0 as t → ∞ for all λ ∈ R + . Define B(t)
Ω))) by (B(t)y)(x) := f u (x, u(x)) y(x) and B(∞) ∈ L(L 2 (Ω), L
(Ω)) by B(∞) y(x) := f u (x, e + (x))y(x). Due to the Hölder-continuity of Df , there is a real constantC with B(t) − B(∞)
C e −t for all t ∈ R + . Now,u(t) is a mild solution ofẏ
where we take X := H := L 2 (Ω), and α = 0.
Using the continuity of the inclusion
and Lemma 3.6, it follows that e λt u(t) 2 → 0 as t → ∞ for all λ ∈ R + .
We can apply Proposition 3.12 and obtain an ε > 0 such thatu(t) = 0 for all t ∈ R + with
and assume that 0 < t 0 . For allt t 0 , it follows that u(t) = e + and B(t) = B(∞), so, by the continuity of u(t), there is a 0 t 0 < t 0 with sup
We thus haveu(t) = 0 for all t t 0 , a contradiction to the minimality of t 0 .
Lemma 3.6 now implies that λ(u) = λ(u) < ∞.
Hyperbolicity, transversality, and simple eigenvalues
It has been shown in [2] that generically (with respect to the non-linearity) all equilibria are hyperbolic, the eigenvalues of their linearizations are simple, and their respective stable and unstable manifolds intersect transversally.
As already noted in [6] , it is not necessary to assume the existence of global stable manifolds. Indeed, a sufficient condition can be formulated solely in terms of the linear equation.
To show that the assumptions of Theorem 1.1 hold in the case of transversality, let e + , e − ∈ X α be hyperbolic equlibria with Morse indices m(e + ) = n and m(e − ) = n + 1 for some n ∈ N, and let u(t) be a mild solution of (1.2) with u(t) → e ± as t → ±∞.
The tangential spaces are characterized in [2, Lemma 4.b.1]. Translated to our notation (see Definition 5.5), we have
u (e − ) − 1 (using the Morse indices of e ± ), one has dim(B + (T π,
is a multiple ofu as stated in the assumptions of Theorem 1.
is a mild solution of (2.1), then v(t) ∈ X α for all t ∈ R and sup t∈R v(t) α < ∞.
Conley index
The purpose of this section is to give a short overview over the most important concepts of Conley index theory for semiflows on metric spaces. A more detailed exposition can be found in [3] and [12] . Let π be a local semiflow defined on a metric space X . A subset S ⊂ X is called invariant if for every x ∈ S there exists a full solution u : (1) N 1 and N 2 are closed subsets of X with N 2 ⊂ N 1 and N 2 is N 1 -positively invariant; (2) N 2 is an exit ramp for N 1 ;
Assume that there exists a strongly π -admissible isolating neighborhood N for S, that is, N ⊂ X is a closed and strongly π -admissible neighborhood of S such that S is the largest invariant set in N. Then the homotopy Conley index h(π , S) is defined to be the homotopy type of (
Let u(t) satisfy the assumptions of Theorem 1.1 and let π denote the semiflow on X α induced by mild solutions of (1.2). Then S :=ū is an isolated invariant set admitting a strongly π -admissible isolating neighborhood. In particular, the homotopy Conley index h(π ,ū) is well defined under these assumptions.
Abstract semilinear parabolic equations
Let H be a real Hilbert space, and let A H : D( A H ) ⊂ H → H be a sectorial operator such that (1) A H has compact resolvent; (2) A H is densely defined;
Let X be a real Banach space with continuous inclusion X ⊂ H , and let
be a sectorial operator such that (1) A is densely defined; (2) A has compact resolvent;
Fix α ∈ [0, 1[, let X α denote the α-th fractional power space (see [8] ), and let f ∈ C
We consider mild solutions of the Cauchy probleṁ
which induce a local semiflow on X α (see [8, Theorem 3.3.3] , [1, Theorem A.3] ). This semiflow is denoted by π f , respectively π whenever the meaning is clear. 
and there is another solution v − of (3.1) defined for all t 0 such that
It follows from Lemma 3.6 that λ(u) < ∞ and from Lemma 3.5 that u + (t) 
The convergence in (3) now follows from Corollary 3.10 and the existence of v − follows from Proposition 3.11 and Corollary 3.10. 2
Estimates
Assume that f (0) = 0 and let u : [0, ∞[ → X α be a solution of (3.1) with
with u(t) → 0 as t → ∞ and we have
Assume that σ (L) consists of a sequence of simple eigenvalues (λ n ) n∈N with λ n → ∞ as n → ∞.
x for all x ∈ X and for some real constant M > 0 we have
(see [8, Theorem 1.5.3] 
showing that K μ is well defined and
Proof. Let (η i ) i∈N denote an orthonormal basis for H and let (λ i ) i∈N denote the associated eigenvalues. Then there is an eigenvector η i with x, η i = 0. Letting x(t) := e −Lt x, t ∈ R + , and μ ∈ R \ Re σ (L) with μ > λ i , it follows that e μt x(t) H 0, so by the continuity of the inclusion X ⊂ H , one has Proof. We start with the integral expression. Letting t 1 , t 2 ∈ R with t 1 < t 2 , one has
Exponential decay
The right side is integrable since by our assumptions there are M ∈ R and 0 < μ ∈ R such that u(t) α Me −μt for all t 0.
It follows from [1, Theorem A.12 d)] that λ(u) λ(u). Conversely, let 0 < μ ∈ R, such that e μt u(t) α → 0 as t → ∞. Letting C := sup s∈R + e μs u(s) α < ∞, it follows that 
Our assumptions imply that
Convergence as t → ∞
Let the assumptions on f at the beginning of Section 3.1 hold, and let u : R + → X α be a mild solution of (3. We have already mentioned that the angle
converges. The inverse question is whether there exists a solution v which converges to a given eigenvector of L.
The proof primarily refines a part of [1, Theorem A.12 ]. But we need more control over the constants involved. In the case of ordinary differential equations in finite dimensions and under slightly more restrictive assumptions on the non-linearity, Proposition 3.8 can also be deduced from [5, Theorem 13.4.5]. 
) and consider the following perturbation of (3.2)
which can also be written asu
The purpose of introducing B is to cover two variants of the following lemma simultaneously.
Provided that
the following hold: (3.11) then u is a mild solution of (3.7).
Remark 1. Since Dg(0) = 0 is the Fréchet-derivative, there always exists a ρ such that (3.9) holds.
Proof. Letting
In view of (3.9)
(1) Let u be a solution of (3.7) with λ(u) μ. By Lemma 3.5, we have λ(u) > μ, so for all t r 0,
shows that u is a solution of (3.11).
a contraction mapping on Y since by (3.12)
Hence, there is a unique fixed point for every x 0 . (3) By (3.12), we have
(2) u is a mild solution of (3.7) since for all t 1 , t 2 ∈ R + with t 1 t 2
Proof of Proposition 3.8. Let μ 1 < λ < μ 2 be real numbers such that 
Suppose that λ(u) > λ, so by Lemma 3.5 λ(u) μ 2 , which implies that u is a solution of
It follows that
It is another consequence of Lemma 3.5 that either u(t)
α u(t) → −η as t → ∞, so in either case it holds that u(t)
It now follows that u(t)
and so (3.13) and it holds that sup t∈R
There is another solution of (3.13), namely
where u t 0 (t) := u(t 0 + t), t ∈ R + , denotes the time-t 0 -shifted solution.
It follows that v = u t 0 , and so λ(u) = λ(v) μ 2 > λ, a contradiction. 2
Convergence as t → −∞
Suppose that u : R − → X α is a solution of (3.1) with u(t) → 0 ∈ X α as t → −∞. For large t ∈ R, u(−t) can be described by an ordinary differential equation in finite dimensions (see [14, 
as t → −∞. 
Then there is a mild solution u
(3.16) 
A sufficient condition for an exponential decay rate
Proposition 3.12. Let δ > 0, B ∈ C ([0, ∞], L(H, H)) symmetric with e 2δt (B(t) − B(∞)) → 0 ∈ L(H, H) as t → ∞,u(t) + A H u(t) = B(t)u(t) (3.17) with λ(u) = ∞. Then there is an ε > 0 such that u(t) = 0 for all t ∈ R + with sup s t B(s) − B(∞) H,H ε 2 .
Lemma 3.13. Let the assumptions of Proposition 3.12 hold and let K
be defined as in Lemma 3.3.
Then K μ is well defined and C K
C μ is defined as before but with respect to X = H and α = 0, that is, the norm on H is considered.
Proof. For each i ∈ N, let λ i denote the eigenvalue associated with η i . The eigenvalues are (due to the
Every x ∈ H may now be written as x = i∈N x, η i η i and one has
(3.19)
Since for every μ ∈ R \ σ (L) the projections P − (μ) and P + (μ) are the orthogonal projections in H , that is,
It follows that K μ is well defined and 
It follows from Lemma 3.
), where we set (Bu)(t) :=B(t)u(t).
We thus have
Construction of the diffeomorphism
Recall the assumptions at the beginning of Section 3. We consider the semiflow induced by mild solutions ofu
In particular, we assume that f ∈ C
Using L := A, let the projections P − and P + be defined as in Section 3.
Suppose that u is a heteroclinic full solution andū := cl{u(t): t ∈ R} is an isolated invariant set. In order to calculate its homotopy index it is helpful to assume thatū lies entirely in a one-dimensional subspace of the considered phase space X α . Therefore, we construct a diffeomorphism which maps the image ofū into a one-dimensional subspace.
There is a simple "prototypical" situation where the construction is obvious, namely, if one assumes that u has a "main direction" that is, there is a one-dimensional subspace and an associated projection such that the image ofu under this projection does not vanish for any t ∈ R. In this case, one could consider a mapping (t, e) → u(t) + e, e ∈ E, where E denotes the complementary subspace.
The following theorem is a generalization of this basic idea.
Obviously, the smoothness of such a mapping is -at least in the direction of t -limited by the smoothness of u. There are other problems which have not been considered in this informal introduction: the diffeomorphism should be defined in a neighborhood ofū and the semiflow obtained by applying the diffeomorphism should still be induced by mild solutions of a semilinear parabolic equation like (4.1).
Theorems of this kind are often referred to as tubular neighborhood theorems, but (as far as known to the author) they are either stated in a finite-dimensional setting or they require more smoothness than C 1 and would thus impose additional restrictions on the non-linearity f in (4.1). 
Proof. It follows from Lemma 3.4 that for every
Proof. Using the differentiability of Φ, we can write
It follows that F n is well defined and that
We have
Φ n is an isomorphism for all n sufficiently large. 2
Proof of Theorem 4.1. Let μ 0 be given by Lemma 4.
By choosing μ large enough, we can assume that η ∈ E 0 (η is the eigenvector defining F ).
of bundles in the sense of Appendix A, where U (t)(rη) := r Pγ (t). By the assumption that
By the Weierstrass approximation theorem, there is another sequence (
) such that for each n ∈ N, S n is continuously Fréchet-differentiable, S n (ξ ) = id, and Φ n → Φ 0 uniformly in t with respect to the norm in L(E 0 , E 0 ). Using Lemma 4.3, we can assume that Φ n is locally constant in a neighborhood (depending on n) of Ξ for all n ∈ N.
Let t ∈ [0, 1] and define H n,t by
Using the Neumann series, there exists an inverse of Φ 0 (t) −1 Φ n (t) whenever H n,t < 1. We have 
is an isomorphism, the inverse is given by
The inverse mapping theorem now implies that ϕ is a local diffeomorphism. 
Suppose that there does not exist an open neighborhood
Proposition 4.4. Let u be a solution of (4.1) with u(t) → 0 =: e + , u(−t) → e − , and u(t) 
We now haveṗ
The last term is continuous in t and it holds
The second branch of p + , that is, the case t > 0, can be treated analogously. 2
There is an equivalent for negative times to the previous lemma, which can be proven analogously. 
In view of Lemma 4.5 and Lemma 4.6, we have particularly
is well defined and continuously differentiable.
Since u(t)
Hence, we can apply Theorem 4.1 to γ and obtain a mapping ϕ for which (1), (2) , and (3) hold.
(4) and (5) 
Isolation and homotopy equivalence
For a hyperbolic equilibrium (a stationary solution), it is a usual technique to compute its homology index by computing the homology index of its linearization. Given two equilibria and an orbit connecting them, the assumption that the respective stable and unstable manifolds intersect transversally is a substitute for the hyperbolicity assumption in the zero-dimensional case of a single equilibrium. However, it is not immediately clear what linearization shall mean. Simply passing to the tangential space is not possible, since it is a one-dimensional subbundle of the full tangential space, which corresponds to the given orbit, that is, given a heteroclinic solution u of a differentiable semiflow π , the pair (u, λu) is a solution of T π (using Definition 5.2) for every λ ∈ R. Hence, K := cl{(u(t), 0): t ∈ R} is not an isolated invariant set, andK := cl{(u(t), λu(t)): λ, t ∈ R} is not compact, which means that there does not exist a T π -admissible isolating neighborhood ofK .
Linear skew product semiflows
Sell and You use in [14] the notion of linear skew product semiflows. We will borrow the concept since it is a suitable abstraction for our Conley index calculations.
Definition 5.1. Let F be a Banach space and let a < b be real numbers. A linear skew product semiflow
Here, ξ is a flow on ]a, b[ and for every ( 
Let π be a C 1 -semiflow on M and let Γ be invariant under π . Then π induces a natural semiflow T π on T M which is defined by
By the linearized semiflow π (Γ ) along Γ we mean the linear skew product semiflow on T M/T Γ which is defined by
Let T M/T Γ be equipped with the quotient topology and let each fiber be equipped with the norm Proof. First, one has to show that π is well defined. Since T π is a linear skew product semiflow, it may be decomposed into its components:
Now, π inherits its properties from T π . In particular, it is continuous due to the choice of the quotient topology and 
Γ is an isomorphism since it is injective, and so there exists a unique η For every 
(5.1)
Isolation
Recall the assumptions we made in Section 3. In particular, the semiflow π is induced by mild solutions ofu
where f ∈ C 1 (U , X), U ⊂ X α is open, and A has compact resolvent. We will use F = X α and T π is the semiflow induced by mild solutions oḟ
u(t) v(t).
Let u(t) be a solution of (5.2) such that Proposition 4.4 can be applied, and let ϕ : U → V and E be given by that proposition. Then the assumptions in Definition 5.2 are satisfied for
If the equilibria e − , e + are hyperbolic, 
Proof. We can assume w.l.o.g. that u(0) = x 0 or x 0 ∈ {e − , e + }.
We have u(t) → e ∈ {e + , e − } and u(t)
Let 0 < λ be the associated eigenvalue, and let P η denote the projection onto the eigenspace spanned by η that is,
By Lemma A.10, there exists a neighborhood V 0 of e in Γ such that for all x ∈ V 0 the canonical projection Q (x) :
Let t 0 ∈ R + such that u(t) ∈ V 0 for all t t 0 , and set w(t) :
Lemma A.7 implies that there is a neighborhood V 1 ⊂ V 0 of e such that P (x) := P η ∈ ISO(T u(t) Γ, P η X α ) for all x ∈ V 1 . There is a t 1 ∈ R + such that t 1 t 0 and u(t) ∈ V 1 for all t t 1 
(v(t)−w(t))
+ P η F (t)w(t) →0 as t→∞ .
Thus, P η (v(t) − w(t)) = P η v(t), t t 1 , is a solution of an ordinary differential equation (in one
dimension)ẋ + P η Lx λx = G(x,
t).
We can apply [5 Now, there are two cases: eitherũ(t) ∈ {e − , e + } for all t ∈ R, implying that v ≡ 0 by the hyperbolicity assumption, orũ(t) = u(t + τ ) for some τ ∈ R. We may assume w.l.o.g. that τ = 0.
In the second case, we have for all t ∈ R v(t)
, which is equivalent toṽ(t) = 0 and soṽ ≡ 0. 2
Linearization along a solution
As in the previous section, we are given a linear subspace E ⊂ X . It is convenient to assume that
and μ ∈ R be given by Proposition 4.4, and let ϕ(x(t), y(t)) be a solution of (5.2) which is defined on
is differentiable, and
Dϕ x(t), y(t) ẋ(t),ẏ(t) + Aϕ x(t), y(t) = f • ϕ x(t), y(t) .
(5.7)
Letting P := P − (μ) and Q := P + (μ), we can split (5.7) into an equation on P X and another one on Q X. We will omit the notation of t in order to improve the readability.
On P X, we have
where the right side is again continuously Fréchet-differentiable since P X ⊂ X On Q X, one obtains
f is well defined, continuous, andf • ϕ has a continuous Fréchet-derivative D yf . Furthermore,
(x(t), y(t)) is a solution ofẋ (t) = g 1 x(t), y(t) ẏ(t) +Ã y(t) = g 2 x(t), y(t) ,
where we set
andÃ := A Q , which is again a sectorial operator since for all y ∈ X 1 we have Ay −Ã y = A P y with A P ∈ L(X α , X 0 ). 
Let the family of semiflows (π λ ) λ∈ [0, 1] on R × E α (E α = E ∩ X α ) be defined as follows:
Definition 5.11. (x(t), y(t)) is a solution of π λ if ϕ(x(t), λy(t)) is a mild solution of (5.2) and y(t) is a mild solution ofẏ (t) +Ã y(t) =g λ x(t), y(t) ,
where we setg
] and a solution ϕ(x(t), λy(t)) of (5.2), it follows that (5.8) holds, that is, y(t) is a solution of (5.8).
What follows is the main result of this section.
Theorem 5.12. Let the assumptions at the beginning of Section 5.2 hold, and suppose that u is normal. Then
In order to prove the theorem, we can make the following additional assumptions w.l.o.g.: 
Then h n (t, y) is continuous in (t, y) for all n ∈ N ∪ {0} and for every
as n → ∞.
Proof. We have for all
Suppose that our claim is not true for some ρ ∈ R + . Then there are sequences
In view of the above calculation, we have for
Using the previous lemmas, we are now able to prove 1] , then x n π λ n t n → x 0 π λ 0 t 0 as n → ∞ for every sequence ((x n , y n and N is (π λ n ) n -admissible.
. We have to show that π n := π λ n → π λ 0 := π 0 . For every n ∈ N let (u n (t), v n (t)), 0 t t n denote the solution of π for which (u n (0), v n (0)) = (x n , λ n y n ).
Suppose that λ 0 = 0. It follows that (x n , λ n y n ) → (x 0 , λ 0 y 0 ), so by the continuity of π 1 there is 
t, y).
Let v 0 (t) denote the maximally defined mild solution oḟ In order to verify the strong admissibility, let 0 < ε ∈ R + , let N 0 ⊂ U be an isolating neighborhood for K with respect to π 1 and define Now let there be given sequences (x n , y n ) in N, λ n → λ 0 in [0, 1] and t n → ∞ in R + such that for every n ∈ N and for all s ∈ [0, t n ] x n π n s ∈ N, where we set π n := π λ n . We may assume that x n → x 0 . (K , π λ ) . Then there is a sequence λ n ∈ [0, 1] and for every n ∈ N a full solution (u n (t), v n (t)) of π n := π λ n with 0 < c n := sup t∈R v n (t) α → 0 as n → ∞.
It follows that (u n (t), c −1 n v n (t)) is a solution of π λ n c n . We may assume that 2 v n (0) α c n and by 
Proof. According to Definition 5.11 and Proposition 5.15, one has for all 
is commutative by Lemma 5.16 and 
is a homeomorphism (a continuous bijection; the continuity of the inverse [x, (y 1 ,
follows from the choice of the quotient topology on TM/TΓ ). Hence, K is isolated relative to π 0 . 2
Homotopy index of linear skew product semiflows
This section is concerned with the homotopy index of linear skew product semiflows obtained in the previous section. We consider linear skew product semiflows which are generated by semilinear [a,b] is again a continuous family of semiflows. This justifies the restriction to semiflows given by (6.1).
whenever (u(t), v(t)) is a solution ofπ . Then (ϕ • u(t), v(t)) is a mild solution oḟ
x = 1 − x 2 y + Ay = F ϕ −1 (x) y and (F (x) := F (ϕ −1 (x))) x∈
Existence, continuous dependence of solutions, and admissibility
Suppose that
• X is a Banach space;
• A is sectorial linear operator, which is densely defined on X and has compact resolvent;
• X α denotes the α-th fractional power space (see [8] ); and
Let there further exist an M ∈ R + with
Proof. We have
Using standard estimates (see [8] Consequently, we obtain that
By Egorov's theorem (see [7] ), there exists a measurable set C ⊂ [δ, τ ] with Lebesgue measure λ(C) ε and F n (t)
In conjunction with (6.2), we have shown that for all t ∈ [0, τ ] and all n N(ε),
where ε > 0 was arbitrary. 
, n ∈ N, and suppose that F n , n ∈ N ∪ {0}, are sufficiently continuous.
Proof.
It follows from Proposition 6.2 that T n → T 0 since the maximal domain of (u n , v n ) depends only on u n , which is a solution of (6.3). In order to show the convergence, it is sufficient to consider small times t. Assume that
for some M ∈ R + and for all t ∈ [0, 1]. Assume further thatτ ∈ ]0, 1] is small enough that
and thus
for some M ∈ R + where K n is given by Lemma 6.1. Hence, the convergence follows if we show that
For each n ∈ N, we have either u n (t) ∈ {−1, 1} or u n (t) / ∈ {−1, 1} for all t ∈ R. It is thus sufficient to assume that either u n (t) / ∈ {−1, 1} for all n ∈ N and all t or u n (t) ∈ {−1, 1} for all n ∈ N and all t. In the first case, let 0 = t 0 t 1 · · · t l = T 0 such that F 0 • u 0 is continuous on each of the subintervals ]t k , t k+1 [. For every k ∈ {0, . . . ,l − 1}, every n ∈ N large enough, and almost every s ∈ ]t k , t k+1 [, it holds that
In the second case, x 0 := u n (0) is independent of n. Each F n is continuous in a small neighborhood of x 0 , so there exists a sequence
Corollary 6.4. Let the assumptions of Proposition 6.3 hold. Then
Proof. The first two claims are a restatement of Proposition 6.3. In particular, it follows from Propo- 
The classes
For the rest of this section, let us make the following assumptions in addition to the previous section: (1) π is induced by mild solutions of (6.1), which satisfies the assumptions above; (2) K := [−1, 1] × {0} is an isolated invariant set relative to π ; 
(1) π λ ∈ SK 0 , and
The main result of this section is stated in the theorem below. What follows are several normalization steps, either isomorphisms of bundles as defined in Appendix A or equivalences in the sense of Definition 6.6.
Here, h denotes the homotopy index as defined in [12] .
Proof. Lemma 6.10 and Lemma 6.11 show that the theorem holds if and only if it holds for all π ∈ SK 2 (which is defined below). The result now follows from Corollary 6.25. 2
Local constancy of F (x)
According to our assumptions in the previous section, we have
(in particular, the assumption of sufficient continuity is stronger). Let
Lemma 6.8. Suppose that:
(1) π = π(A, F ) is induced by mild solutions of (6.1), which satisfies the assumptions at the beginning of Section 6.2; For every solution (x(t), y(t)), |x(t)| is a priori bounded. Hence, a solution (x(t), y(t)) is bounded if and only if it is bounded in y that is, sup t y(t) α < ∞ where the supremum is taken over all t ∈ R for which (x(t), y(t)) is defined. (6.5) λ ∈ [0, 1], and (x(t), y(t)) be a full solution with (x(t), y(t)) ∈ N for all t ∈ R. y(t) is bounded, that is, sup t∈R y(t) α < ∞. Sinceẋ(t) = 1 − x 2 (t), we have x(t) ∈ [−1, 1] for all t ∈ R. Either x(t) ∈ ]−1, 1[ for all t ∈ R, in which case we have y(t) ≡ 0 by the assumption above, or x(t) ∈ {−1, 1} for all t ∈ R, in which case y(t) ≡ 0 by the hyperbolicity of A − F (±1). Therefore, we have (x(t), y(t)) ∈ K for all t ∈ R, showing that N is an isolating neighborhood for (π , K ). Now, suppose that K is an isolated invariant set, and let N be an isolating neighborhood for K . Setting ε := inf{ y α : x ∈ [−1, 1] and (x, y) ∈ N}, it is clear that ε > 0. Let (x(t), y(t)) be a full bounded solution of π = (ξ, Φ). Due to the linearity of Φ, (x(t), μy(t)) is again a solution of π . Choosing 0 < μ small enough, it holds that μy(t) α ε for all t ∈ R that is, (x(t), μy(t)) ∈ N. It follows that μy(t) ≡ 0 and so y(t) ≡ 0. 
Proof. Suppose that every full bounded solution (x(t), y(t)) with
otherwise. 
Let SK 2 ⊂ SK 1 denote the subset of all those semiflows which satisfy the following stronger restriction (compared to the definition of SK 1 ): There exists a δ > 0 such that
Proof. Let F λ be given by
Let λ ∈ [0, 1] and let (x(t), y(t)) be a full bounded solution of π λ := π(A, F λ ) with x(0) = 0. We have x(t) ∈ ]−1, 1[ for all t ∈ R, showing that (x(t), y(t)) is also a solution of π 0 . Therefore,
Now, the claim follows from Lemma 6.9. 2
Decomposition into "unstable" and "stable" subbundles
. The goal of this section is to define a subbundle U in the sense of A.5 such that every solution (x(t), y(t)) defined for t ∈ R − with sup t∈R − y(t) α < ∞ satisfies (x(0), y(0)) ∈ U . As a consequence, π continues to a direct sum of two linear skew product semiflows, which arise from restrictions of π 0 to U respectively an appropriate complementary subbundle (later denoted by S).
We continue along [−2, 2] by following the semiflow, that is,
where (−1 + δ)ξt x = x defines t x .
Lemma 6.12. U (x) is well defined and U
Proof. The linearity of U (x) follows from the linearity of Φ( 
It follows from Lemma 6.8 that
As in the previous proof, it follows from the isolation of
Further, let λ i < 0 denote the real eigenvalue λ i which corresponds to η i , that is, e −Lt η i = e −λ i t η i . For each i ∈ {1, . . . , dim E − }, there is an η
Remark 2. Using the construction above, one has U (1)
Reading U as a morphism in the sense of Appendix A, we say that
Proof. Let x n be a sequence in [−2, 2] with x n → 1−. We have t n := t 1−δ+x n − t 1−δ → ∞ as n → ∞ and thus U (x n )y i − η i = e λ i t n e −Lt n η
It is sufficient to prove the invariance for each basis vector y i . Letting i ∈ {1, . . . , dim E − } and r, t 0, we have
The invariance for x 1 follows from (6.6) since P − 1 (0) is exactly the projection onto the e −Ltinvariant subspace E − (1). 2 So far, we have shown that U is a subbundle of [−2, 2] × X α (Lemmas 6.12 and 6.14), which is π 0 -invariant (Lemma 6.14).
Lemma 6.15. There exist morphisms (of bundles) S
Proof. First, we show that there is a μ 2] . Suppose that this is not true. Then there are sequences μ n → ∞ in R,
and y n → y 0 = 0 in E − such that P − −1 (μ n )U (x n )y n = 0 for all n ∈ N. We can assume w.l.o.g. that (μ n ) n is monotone increasing.
Let k ∈ N be arbitrary but fixed. We have
, which is continuous regardless of the norm on E 0 .
We can now define
One has U (x)y − + S β (x)y + = z if and only if
where
The first equation has a continuous inverse regardless of the norm considered, and the second equation yields In order to prove Proposition 6.16, we need the following two lemmas. 
is a homeomorphism.
By shrinking V if necessary, we may assume that Then, by (6.8), For every β ∈ [0, 1], the direct sum E − (−1) ⊕ (E + (−1) ∩ X β ) = X β defines continuous projections onto each of the components. Applying U ⊕ S β , we obtain morphisms of bundles
Suppose that π 0 = π(A, F ), and let π λ := π(A, F λ ) where we set 
Hence, w(t) ≡ 0 by Lemma 6.18, showing that v(t) ∈ U (u(t)) for all t ∈ R. The semiflow on U is not changed by λ since Q α (x)U (x) = 0 for all x ∈ [−2, 2], and so it follows that v(t) ≡ 0. Lemma 6.9 finally implies that π 0 ∼ π 1 .
Moreover, letting π 1 = (ξ, Φ 1 ), it follows from (6.10) that P α (xξt)
follows immediately from the invariance of U . This shows that
We continue by discussing π U and π S independently of each other. Until further notice,
, and E ± = E ± (−1). Suppose that the lemma is not true. Then there are sequences x n → x 0 in N 0 and y n ∈ E + ∩ X α with y n α = 1 andt n in R + such that
For every n ∈ N, there exists a t n ∈ [0,t n ] with Φ S (x n , t n )y n = q n .
Assume that t n ∞, that is, by choosing subsequences we may assume that t n → t 0 , implying 
, be a solution of (6.11) and let (u(t), 
where φ e , e ∈ {−1, 1}, is given by Lemma 6.21. 6.12) and for x ∈ [a 1 , 2], one obtains
Consider the following system of ordinary differential
(6.14)
Let (u(t), v(t)) be a solution of (6.14) which is defined on
In conjunction with (6.12), we obtain
Using (6.13), we can conclude that
is induced by mild solutions of (6.14). It is well known (see [4] ) that in the case of product semiflows the homotopy index equals the smash product of the indices of its factors, that is,
Appendix A. Trivial vector bundles
Although one could certainly use the notion of a vector bundle as defined in [9] , this would create a large overhead due to formalism since the structure of the vector bundles used here is relatively simple. Therefore, definitions restricted to the use case will be given.
Let [a, b] ⊂ R be fixed and let E, F denote arbitrary Banach spaces. We will write E = E 1 ⊕ E 2 iff E 1 and E 2 are closed linear subspaces of E with E = E 1 + E 2 and E 1 ∩ E 2 = {0}. Given a linear subspace E 1 ⊂ E, another linear subspace E 2 is called a topological complement iff E = E 1 ⊕ E 2 . In particular, such a complement exists if either dim E 1 < ∞ or codim E 1 < ∞. 
