Introduction
This work considers controlled Markov chains (CMC) with denumerable state space and an average cost criterion. The cost function is (possibly) unbounded and, besides standard continuity-compactness conditions, the main assumption on the structure of the model is that the Lyapunov function condition (LFC) -introduced by Hordijk in [14] -holds true. The LFC implies the existence of a (generally unbounded) solution of the average cost optimality equation (ACOE), yielding optimal stationary policies. In this context, the main contribution of this paper is to formulate a simple criterion so is the optimal average cost at state x. A policy n* is average optimal (AO) if J(x, n*)= J*(x) for all x E S. The use of the limit inferior in (2.1) implicitly assumes an optimistic viewpoint from the decision-maker, since what is being optimized is the best performance attained by a policy. On the other hand, an opposite pessimistic viewpoint could be adopted, by using the limit superior instead in (2.1). However, under Assumption 2.2 below, both criteria are equivalent; see [3] .
Optimality equation. To establish the existence of optimal stationary policies it is necessary to complement Assumption 2.1 with additional conditions [1], [19] , [17] . One such condition is introduced in Assumption 2.2 below. First, let z E S be an arbitrarily selected state, fixed throughout the remainder of the paper, and define the first passage time T as follows: (iv) An optimal stationary policy exists: for each x E S the right-hand side of (2.4) -considered as a function of a E A -has a minimizer f*(x), and the corresponding policy f* • F is optimal.
A proof of this result can be found in [14, ch. 5]; see also [6] for a proof of (ii). In addition to this lemma other (somewhat technical) consequences of Assumptions 2.1 and 2.2 will be used; they are stated in Lemmas A.1-A.3 in the appendix. Notice that g in Lemma 2.1 is uniquely determined, since it is the optimal average cost at every state. The function h is also unique, as established in Lemma A.2(iv).
As already mentioned, the main objective of this paper is to study the VI procedure to obtain approximations to the solution (g, h(-)) of the ACOE. 
Main results
This section contains the main results in the paper. To begin with, the necessary notions are introduced. To continue it is convenient to introduce additional notation. 
(-), and (b) L(z)+ R,(x)= min,[C(x, a)+ l, p,,(a)R, +1(y)] for all x E S and s E N.

Proof. (i) Pick an increasing sequence {n(k)} C N such that gn(k)(Z) -+ U(z) as
Proof of Theorem 3.1
The preliminaries in the previous section will now be used to prove Theorem 3.1.
Proof of Theorem 3.1. (i) As already mentioned it suffices to prove that C2 implies Cl. First it will be established that 
Concluding remarks
In this paper, we studied the value iteration scheme in the context of denumerable CMC endowed with the average cost criterion and satisfying Assumptions 2.1-2.3. The main result -namely, Theorem 3.1 -shows the equivalence of Cl and C2, and this was applied in Theorem 3.2 to obtain that the differential costs and relative value functions converge pointwise to the solution of the ACOE when the cost function is bounded above or below. Although Assumption 2.3 does not imply any loss of generality, it played a subtle (but essential) role in the argumentation to establish Theorem 3.1; see the proof of Lemma 4.2(ii). Thus, Assumption 2.3 must be checked before starting the VI scheme. If that condition is not satisfied, Schweitzer's transformation should be performed and the VI scheme must be applied with the transformed model. Fortunately, this will not create any additional problem since both models are equivalent, as described in Remark 2.1.
On the other hand, the literature on the VI scheme is extensive and it is important to point out the main differences between the results in this paper and those already available; for comments on results obtained under stability conditions different to Assumption 2. Since Sk is finite and {W,} converges pointwise to W, it follows that lim supn.,, M, -MI ? 2Be which yields the conclusion since e > 0 was arbitrary.
