The semi-Lagrangian method is used for advection experiments on an irregular grid. A cosine hill is advected using a speci ed ow eld corresponding to solid body rotation. A major di culty is to nd an interpolator which is at least fourth order accurate on an unstructured mesh. Such accuracy is needed for the treatment of Rossby waves in ocean models. We develop such a method using a dual kriging interpolating scheme. The results are better than fourth order accurate, as shown by comparison with bicubic spline interpolation on a structured grid. Such accuracy is maintained for an unstructured triangular grid. The dissipation and dispersion of the cosine hill remain small, even after many rotation periods. The increase in computational cost is signi cant even if the interpolation is performed separately on smaller subdomains. However, by taking advantage of the increased exibilty of unstructured meshes and accuracy of the kriging approach, it is possible to achieve the same accuracy at a reasonable computational cost compared to traditional methods.
Introduction
The understanding of the circulation of the world ocean requires the ability to model the interaction of many physical processes on an irregular domain. As the governing equations are nonlinear, accurate numerical techniques are needed for the solution of nonlinear partial di erential equations. Current large scale models used for ocean and climate studies are usually based on nite di erencing techniques for spatial discretization, and the classical leap frog scheme for time stepping. We propose to combine for the rst time in ocean modelling the nite element and semi-Lagrangian methods on unstructured meshes. Advantages of the nite element method include the inherent exibility of triangulation, which leads to almost homogeneous grids for domains with irregular boundaries. The semi-Lagrangian method of advection allows the use of a longer time step than that permitted by the CourantFriedrichs-Lewy (CFL) stability criterion; it also gives very good phase speed with little numerical dispersion.
The explicit leap-frog scheme has a time step which is limited by the propagation speed of gravitational oscillations. A semi-implicit discretization of the terms responsible for these oscillations allows larger time steps (Robert et al., 1972) . Further improvement is achieved through the use of the semi-Lagrangian method. Robert (1981 Robert ( , 1982 ) used a semiLagrangian treatment of advection combined with a semi-implicit treatment of gravitational oscillations in atmospheric models. He showed that a further factor of 6 is realized in the maximum stable time step compared to semi-implicit Eulerian schemes, without degrading the accuracy of the solution. Temperton and Staniforth (1987) gained another factor of 2 by using a 2 instead of a 3-time level scheme. It is very important to correctly determine the trajectories to at least second-order accuracy in time McDonald, 1987) . Pudykiewicz and Staniforth (1984) , Staniforth and Temperton (1986) and Temperton and Staniforth (1987) also showed that the semi-Lagrangian method can be pro tably coupled to a nite element spatial discretization. A review of semi-Lagrangian integration schemes for atmospheric models can be found in Staniforth and Côt e (1991) .
In this paper, we take a rst step toward the combined use of the nite element and semi-Lagrangian methods in ocean modelling, by developing an accurate and exible interpolating method. The latter is based on the dual kriging scheme. The paper is organised as follows. Section 2 is a brief description of the semi-Lagrangian method. The relative merits of interpolation with quadrilaterals and triangles are discussed in Section 3. Section 4 describes an interpolating scheme based on kriging. The results of advection experiments for rectangular and triangular meshes are respectively discussed in Sections 5 and 6, and the computational cost of kriging in Section 7. The conclusions are presented in Section 8.
The semi-Lagrangian advection scheme
Semi-Lagrangian advection is closely related to the particle-in-cell (Raviart, 1985; Bermejo, 1990) and characteristic Galerkin advection methods (Morton, 1985) . While most Eulerian methods treat time and space as though they were unrelated, with exceptions such as the Lax-Wendro scheme, characteristic methods interpret the time derivative at mesh nodal locations as the rate of change along ow characteristics. Similarly, semi-Lagrangian advection is treated using time di erences along particle trajectories. The essence of this hybrid treatment is to get the best of the regular resolution of Eulerian schemes and the enhanced stability of Lagrangian methods. A di erent set of particles is selected at each time step, and we require that at the end of the time step, they arrive precisely at the mesh nodes. By tracking the particle back over that time step, we can locate its position at the previous time step using an approximate trajectory. An interpolation formula is then used to determine the upstream value of an advected scalar eld.
In Fig. 1 , the straight line ( A 0 C ) approximates the exact trajectory ( A C ) which arrives at mesh point x m at time t n + t. The particle is displaced by an amount m in the xdirection during the time interval t. If represents a scalar eld, its Lagrangian derivative in 2-dimensions can be written as : D D t @ @ t + V ( X;t) r = ( X m ; t n + t ) ? ( X m ? m ; t n ) t ;
where X = (x; y) is the position vector, and the advecting velocity eld V = (u; v) is : D X D t = V ( X;t):
The displacements m are determined by an approximate integration of (2), following Staniforth and Côt e (1991) :
In order to have su ciently accurate O( t 2 ) estimates of the trajectory, Staniforth (1987), and Bates (1987) proposed the following 2-step process :
1. Extrapolate the velocity eld at all nodes at time (t + 1 2 t) by using a 2-time level scheme : V ( X;t + t 2 ) = 3 2 V(X;t) ? 1 2 V ( X;t ? t ) + O( t 2 ):
2. Solve (3) iteratively, using interpolation when evaluating the right hand side.
Only small di erences were found between linear and cubic interpolation in the trajectory computations of step 2. above. A su cient condition for convergence of (3) is given in Pudykiewicz et al. (1985) : t max ( ju x j; jv y j; ju y j; jv x j ) < 1:
Once the position of the departure point is known, the value of the scalar eld at this location is found by interpolation. We discuss in the next section interpolation schemes using quadrilaterals and triangles.
Interpolation with quadrilaterals and triangles
The accuracy of the advection term depends on the choice of interpolation scheme for the semi-Lagrangian method. A di culty is to nd a fourth order accurate interpolator. Such accuracy is needed in ocean modelling for the treatment of Rossby waves, which are intrinsically associated with advection; this is especially true in regions of boundary currents. Interpolation using di erent polynomials has been used in regular domains; these include linear, quadratic, cubic and quintic Lagrange polynomials, and bicubic spline formulations. The bicubic spline interpolation, which gives fourth-order spatial truncation errors with little damping, has been found to be a good compromise between accuracy and computational cost (Purnell, 1976; Bates and McDonald, 1982; McDonald, 1984; Pudykiewicz and Staniforth, 1984) . Leslie and Purser (1991) obtained further accuracy using quintic interpolation, and Purser and Leslie (1988) recommended at least cubic interpolation.
Experiments with semi-Lagrangian advection carried out in an atmospheric context have typically used Cartesian meshes, thus preserving orthogonality between mesh elements. In this case, bicubic spline interpolation with orthogonal rectangular elements yields a fourth order accurate O( x 4 ) result. This can be shown by considering the 16 nodes of the 9 rectangles surrounding the interpolation point. In ocean modelling, the situation can be quite di erent due to the presence of irregular coastlines. This means that the orthogonality between elements consisting of arbitrary quadrilaterals is not preserved, and an O( x 4 ) accuracy is no longer guaranteed.
To estimate the loss of accuracy due to non-orthogonal elements, we have performed advection experiments (Pudykiewicz and Staniforth, 1984) using di erent quadrilateral meshes with 33 33 nodes. They are obtained by smoothly deforming the uniform orthogonal Mesh 1 shown in Fig. 2 a. We present the results obtained for one of them, Mesh 2, shown in Fig. 2 b. All non-orthogonal elements have a distortion of x 8 in the x-direction for each element, with the element area being preserved. The reference Mesh 1 is a uniform mesh with an arbitrarily chosen grid spacing of x = 10 5 m. We solve for the time evolution of a scalar eld subject to pure advection :
Initially, is a cosine hill centered at the point (x 0 ; y 0 ) = (9; 17) of the 33 33 mesh, with a diameter of 8 x in the x-and y-directions :
where R 2 = (x ? x 0 ) 2 + (y ? y 0 ) 2 . The advecting velocity eld is constant in time, and corresponds to solid body rotation with a prescribed angular frequency = 10 ?5 s ?1 about the central point (17; 17) of the mesh : u = ? y and v = + x:
The Courant number (C max jVj t= x) is set to unity. Here, max jVj is the maximum speed among all nodes, which occurs at the four corners of the domain. One rotation of the cosine hill corresponds to 142 time steps. The values of x and are chosen so that a comparison can be made with the results obtained by Pudykiewicz and Staniforth (1984) in an atmospheric context. A simple scaling can provide more realistic ocean parameters without changing the results.
For Meshes 1 and 2 the value ( X m ? m ; t n ) of at the foot of each characteristic is obtained by rst determining the displacements using the 2-time-level iterative scheme described earlier. Due to the loss of orthogonality for Mesh 2, exact displacements are calculated from (2) and (8) 
where X m is the position vector at the arrival point. A bicubic spline interpolation is then used to determine the value ( X m ? m ; t n ) at each departure point. This procedure is repeated at each time step. Note that (9) is used only in Section 3 to compute displacements for the non-orthogonal grid. For the rectangular and triangular meshes of Sections 5 and 6, Equation (3) is solved iteratively with linear interpolation. Table 1 shows the maximum ( max ) and minimum ( min ) values of , the change in mass, and the root mean square error (RMS) of the cosine hill after one rotation on Meshes 1 and 2. The latter quantity is de ned as :
We see that there is a signi cant impact of the loss of orthogonality : the dissipation and undershoot become larger for Mesh 2, and there is now a signi cant loss of mass. The loss of accuracy is entirely due to the evaluation of upstream tracer values (using bicubic spline interpolation), since the displacements are solved exactly through (9). This loss of accuracy arises because the coe cients of the bicubic spline interpolation are derived for an orthogonal grid; it is not clear how these coe cients can be better determined for a non-orthogonal grid.
Aside from the loss of accuracy due to the non-orthogonal nature of the mesh, the use of arbitrary quadrilaterals for ocean modelling has other di culties. As the ocean topology consists of irregular coastlines and islands, it is di cult to generate a homogeneous mesh with quadrilaterals. Such a mesh would likely be less exible than a triangular mesh. The importance of a homogeneous mesh is fundamental, especially for problems involving wave propagation, in order to avoid spurious refraction and re ection due to the mesh. The solution of interest in ocean modelling often involves intense boundary currents. In such cases, spurious re ection due to the mesh can become an important issue. For these reasons, we have adopted triangular elements in the present work, thus retaining the exibility and homogeneity of the mesh. However, we need to nd an interpolation scheme with O( x 4 ) accuracy for an unstructured triangular mesh.
Triangular meshes have been examined in the past for atmospheric modelling. Sadourny et al. (1968) and Williamson (1968) used spherical triangulation in studies of the nondivergent barotropic vorticity equation. This approach was later extented to the barotropic primitive equations by Williamson (1970) , Sadourny (1972) and Cullen (1974) . Triangular grids are obtained by making subdivisions in a latitude-longitude plane of the 20 and 12 faces of an imbedded regular icosahedron or dodecahedron. This procedure has been further improved by Baumgardner and Frederickson (1985) by constructing a grid on the surface of the two-sphere, instead of projecting the two-sphere onto a latitude-longitude plane. They were then able to generalize the piecewise linear nite elements to spherical triangles by de ning a local system of barycentric coordinates. More recently, Baumgardner (1994, private communication) applied this spherical triangulation together with an implicit semi-Lagrangian method to the shallow water equations. A second-order monotone interpolation procedure is used for advection, using eld values at the vertices and midpoints of the sides of each triangle. In another recent study, Heikes and Randall (1995 a, b) solved the shallow-water equations on a twisted icosahedral grid where a Voronoi cell is associated with each vertex of the polyhedra. It would likely be di cult to use this triangular mesh for an oceanic geometry, due to the presence of irregular coastlines and islands. Furthermore, it is restricted to uniform meshes, and local re nements are not possible without breaking the continuity between elements. In another study, Karpic (1994) used the LagrangianGalerkian method with a triangular mesh. A spline-based approach is being examined to avoid stability problems due to inexact quadrature evaluation.
A kriging interpolating scheme
We have seen in the previous section that the interpolation accuracy using bicubic spline is sensitive to the deformation of a rectangular grid. Since we seek to interpolate on an unstructured mesh, a more appropriate interpolating scheme would be one which does not depend on the geometry, but only on the nodal positions. The use of distance weighting functions, where larger weights are assigned to closer grid points, is a rst step in this direction. However, the choice of the distance weighting function is somewhat arbitrary. Other more sophisticated algorithms are available, such as analysis methods, which are well adapted to unstructured meshes. An example of the latter is the use of polynomial interpolators, which gives a surface tting the data points exactly. Any such analysis method that ts the data points may be used as an interpolator for the semi-Lagrangian advection method. The choice is dictated by a compromise between the exibility and complexity of the method, its accuracy and computational cost. The kriging scheme is one such possibility. In the past, the kriging technique has been widely used in seismology and is closely related to optimal or statistical interpolation (Lorenc, 1986; Daley, 1991) . In fact, most of the methods which have been proposed for analysis for numerical weather prediction such as optimal interpolation, kriging, splines, successive corrections, Kalman-Bucy lters, can be related to one other. As the use of kriging is not common in oceanic modelling, we describe its main features here.
The term "kriging" was attributed to Matheron (1973) to honor the pioneering work of Krige (1951) in the early 1950s. It can be summarised as being the best linear unbiased estimator of a random function. Kriging assumes that a physical phenomenon may be represented by a random function F(X) in a vector space U of random variables, where X = x, X = (x; y), or X = (x; y; z) is the respective position vector in 1-, 2-and 3-dimensions. Consider a series of N measurements f i of the phenomenon at di erent locations X i , 1 i N. Kriging constructs an approximate function of F(X), known as the surface model f(X), such that :
f(X i ) = f i ; 1 i N:
The simplest choice of f(X) is a linear combination of the data with weights i to be determined later :
The precise determination of f(X) will be given later in the discussion of the dual kriging method. The kriging approach is to split the unknown random function F(X) into the sum of a mean value or drift a(X), and a uctuation or error term b(X) :
The drift is generally represented by a polynomial in x, y and z, or by trigonometric functions (Gilbert et al., 1990) . More generally, the drift belongs to a subspace P U, spanned by
The e ciency of kriging comes in part from the fact that the drift follows the physical phenomenon. The correction term b(X) is then adjusted so that the interpolation function ts the data points exactly; kriging is thus a true interpolator. The appropriate equations can be derived in several steps (Del ner and Delhomme, 1973; Trochu, 1993 ) :
The no-bias conditions states that the mean value of the random function (E F(X) ])
is the same as that of the linear combination of the random variables, with weights i :
Since E is a linear operator and b(X) represents a uctuation having a zero mean, the conditions of no-bias become :
for all drift fuctions a(X) 2 P. In particular, (16) must be true for the basis functions p k (X) which gives :
2. The weights i are chosen to minimize the squared variance of the estimation error :
subject to the conditions of no-bias (17) as constraints. This minimization is thus equivalent to minimizing a quadratic expression with respect to i , subject to the M linear constraints of (17). This leads to the solution of a linear system with M + N unknowns ( 1 ; :::; N ; 1 ; :::; M ), where the additional unknowns k are the Lagrange multipliers associated with the constraints. The minimization, carried out in the standard way through partial di erentiation with respect to i , results in the rst part of the following system of equations. The second part is the no-bias conditions.
3. To solve the system (19), we must specify the form of the covariance E F(X i ) F(X j ) ]. It is assumed to depend on only the Euclidean distance h between X i and X j :
The covariance can thus be represented by a function K(h), known as the generalized covariance. However, not all functions can serve as a generalized covariance. As the mean square variance of the estimation error is non-negative, the quadratic form (18) must remain positive. This places some restriction on the possible choices of the generalized covariance. Furthermore, it can be shown that if the quadratic form (18) 
where K i = K( h i (X) ) and K ij = K( h i (X j ) ). Equation (21) is known as the primal kriging system. Note that the kriging matrix in (21) is symmetric. The value f(X) at each node is then obtained by substitution of i ; 1 i N, in (12).
Kriging is a local interpolation method since interpolation at each node requires the solution of a new kriging linear system, as the local coordinate X is found explicitly on the right hand side of (21). However, when large data sets are used, as is usually the case in oceanography, an alternative known as dual kriging may be more appropriate, as the system is solved only once to obtain the surface model f(X) explicitly. This is done by formulating a dual kriging system which is strictly equivalent to the primal system, and where the right hand side of the dual system does not depend on the local coordinate. We now describe how the dual system is obtained and demonstrate its equivalence with the primal system. We do this by suitable algebraic manipulations (Trochu, 1993) .
The inversion of (21) 
After substitution for the coe cients i ; 1 i N, in (12), we obtain the surface model f(X) in matrix form :
Note that the inverse kriging matrix in (22) is symmetric as the coe cient matrix in (21) is itself symmetric. Thus the N N matrix A is also symmetric. We de ne the variables i and a i , 1 i N, which now replace i and i as unknowns to be determined :
Equation (23) then becomes :
The above is an explicit representation of the dual kriging model, which gives f(X) at any location X.
We can combine and rewrite (24) 
where the matrices Q and R are arbitrary, as they are multiplied by the null vector on the right hand side. By a suitable choice of these matrices, we can demonstrate the equivalence of the primal and dual kriging systems. In fact, by setting Q B and R C as indicated in (26), the coe cient matrix in (22) and (26) become identical. However, the coe cient matrix in (22) 
The linear system (27), which no longer has the right hand side dependent on X, is the matrix form of the surface model (25). Together, they form the dual kriging formulation. We have thus shown the strict equivalence of the primal and dual kriging systems. Since the coe cient matrix and the right hand side in (27) depend only on the geometry and not on the local coordinate, a LU decomposition needs only to be performed once, even for non-steady problems. It is now possible to interpolate for any point in the convex envelope of the domain. We again emphasize that kriging is a true interpolator, as the interpolation matches the values at the data points.
In forming the generalized covariance, polynomial models of odd degree (h 2 i+1 ) have proven useful. A family of possible generalized covariance models using such polynomials is (Christakos, 1984) :
with positive coe cients b i . In practice, for large values of m in (28), the kriging matrix in (27) may become ill-conditioned. For the experiments of Sections 5 and 6, the library LAPACK was used to estimate the condition number of the dual kriging matrix. The results varied too much with the domain scale and hence are not meaningful. However, the accuracy of the LU decomposition remains very good. An estimate of the accuracy was obtained by solving for the image of each column using the inverse kriging matrix. For typical domains of 1000 nodes of Sections 5 and 6, the accuracy ranged from one part in 10 ?7 to 10 ?13 for di erent choices of K(h) ranging from h 7 to h.
Polynomials of even degree are not admissible, as the covariance is de ned up to an even polynomial (Matheron, 1973) . Furthermore, even degree polynomials are ltered by the no-bias conditions (Del ner, 1979) . The restrictions b i 0 are su cient but not necessary conditions for the kriging matrix to be positive de nite (Matheron, 1973) .
The surface f(x; y) and its derivatives can in principle be obtained analytically. However, the existence of non-singular derivatives up to order m depends on the choice of the function K(h). For example, K(h) = ?h gives a continuous f(x; y) which is not di erentiable, as h depends on the square root of a distance. The choice K(h) = h 3 would give a once di erentiable f(x; y). This important property is usually not found with other interpolating schemes. For example, Lagrange interpolation polynomials are continuous but the interpolating functions are usually not di erentiable.
We refer to Trochu (1993; his Fig. 3 ) for examples in 1-dimension of di erent covariance models for a given drift. For K(h) = ?h, kriging reduces to the piecewise linear Lagrange nite elements, while it is equivalent to cubic spline interpolation with the choice K(h) = h 3 . The Gaussian covariance K(h) = exp(?c h 2 ), with c being constant, is yet another possible choice. A more complete discussion of kriging can be found in Journel and Huijbregts (1978) .
The drift and generalized covariance K(h) can in general be chosen independently. However, Matheron and Duchon showed there is a relation between them, in the case when kriging reduces to spline interpolation. In 1-dimension, Matheron (1980) showed that a kriging interpolation with K(h) = (?1) m+1 h 2 m+1 is identical to a spline interpolation which minimizes the simple operator T = d m+1 d x m+1 with P = ker (T ), i.e. the vector space P is the kernel of the operator T. The generalization to higher dimensions is not as simple because it is di cult to determine ker (T ). However, Matheron (1980) did obtain the following result for the n-dimensional case. The spline function f(x 1 ; :::; x n ) which minimizes : Z IR n r f(x 1 ; :::; x n ) ] 2 dx 1 :::dx n ;
is identical to the solution of a kriging interpolation with : P = ker ( r ) and 2 r K(h) = x 1 ;:::;xn :
Here, is the Laplacian operator, and x 1 ;:::;xn is the Dirac measure at a point (x 1 ; :::; x n ). The constraints f(x 1 i ; :::; x n i ) = f i , 1 i N, are provided by N known measurements. Kriging is thus a exible interpolation method which reduces to spline interpolation as a special case. Dubrule (1981) and Trochu (1993) showed that the method of least squares is a limiting case as well, when the so-called nugget e ect is introduced in kriging. This e ect permits the incorporation of measurement errors in the analysis procedure. Matheron (1980) also showed that the following choice :
h 4 r?n for n odd h 4 r?n ln h for n even,
provides a new class of admissible generalized covariance models. For example, for r = 1 in (31), possible covariance models are K(h) = ?h 3 , K(h) = h 2 ln h and K(h) = h for n = 1, 2 and 3 dimensions respectively. We will use these covariance models in later sections.
Results of advection experiments -rectangular meshes
Most of the kriging applications we found in the literature deal with contouring, numerical cartography and 3-dimensional stress analysis. The generalized covariance used is usually a linear combination of h, h 2 ln h and h 3 for steady problems. Here, we apply dual kriging to advection experiments with the velocity eld given by solid body rotation.
We start from the advection experiment described in Section 3. Di erent drifts and generalized covariances are used to obtain the surface f(x; y) on Mesh 1 with R = 4 x; i.e. the initial cosine hill is resolved by a 7 7 stencil of points, where all points outside the stencil are identically zero. All the experiments described in this Section are done on Mesh 1. We compare these results with those obtained with bicubic spline interpolation. Numerical dispersion eventually causes the cosine hill to reach the boundary, generating boundary problems due to the open boundary. The experiment then loses its validity and this is why we do not display results for bicubic spline interpolation after 5 rotations on the 33 33 mesh. In Section 7, we use meshes with more resolution and hence less numerical dispersion, thus extending the period of validity of the integration. With kriging, a similar restriction on the period of integration applies for certain choices of K(h). With other choices of K(h), there is much less dispersion and many more rotations of the cosine hill can be performed, and the corresponding results displayed.
Figs. 3, 4 compare the maximum ( max ) and minimum ( min ) values of the cosine hill after up to 40 rotations. Recall that initially, max = 100, min = 0; these extreme values should be preserved by solid body rotation. Di erent choices of the function K(h) and di erent drifts are used. Fig. 3 shows that for max , kriging with K(h) = ?h and K(h) = h 2 ln h, both with a linear drift, performs less well than a bicubic spline. However, other choices of K(h) can lead to signi cantly better results, in particular for K(h) = h 3 and K(h) = ?h 5 with a linear and a quadratic drift respectively. For K(h) = h 7 and cubic drift, there is almost no attenuation of the maximum after 40 rotations. For min , Fig. 4 shows that kriging gives better results than bicubic spline interpolation for almost all choices of K(h) and drifts.
From the above results, we see that K(h) = h 7 with cubic drift gives the best results. Fig. 5 shows the percentage of mass variation for this choice, after up to 40 rotations. Our results show that mass conservation is satis ed well with kriging.
To compare the order of the method using bicubic spline and kriging interpolation, Fig. 6 summarizes a mesh convergence study showing the decrease of the root mean square error as a function of the spatial resolution. The latter is measured by the element size ( A=N el ) 1=2 , where A is the domain area, and N el is the total number of elements. The results are displayed after one rotation of the cosine hill. They show that kriging with K(h) = h 3 is always more accurate than bicubic spline at all resolution. At intermediate resolution, where damping of the cosine hill is signi cant, kriging with K(h) = h 5 and K(h) = h 7 yields a higher order accuarcy than bicubic spline. However the order becomes comparable at high resolution, when damping and dispersion become much smaller for both schemes. In the above experiments, the Courant number has been reduced from C = 1 to ensure the temporal truncation errors remain smaller than the spatial errors. We have also veri ed the above result obtained at high resolution is not due to increased inaccuracy of the LU decomposition of the kriging matrix.
An illustration of the actual cosine hill after 160 rotations or about 22 752 time steps with kriging is shown in Fig. 7 d . Vertical cross-sections on the x; z plane are shown. The initial cosine hill is shown in Fig. 7 a; Figs. 7 b, 7 c show the cosine hill after 5 rotations for bicubic spline interpolation and kriging respectively. As with Fig. 5 , results obtained with bicubic spline interpolation and kriging with K(h) = h 7 and cubic drift are compared. We see that the bicubic interpolation scheme leads to signi cant damping, whereas with kriging, the cosine hill retains almost its initial con guration even after 160 rotations (Fig.  7 d) .
For the results shown so far, it is the choice of the generalized covariance K(h) that has the most impact on the accuracy, and not the drift. We have found that a linear drift reproduces almost exactly the results obtained using higher degree polynomials in the drift. We have also performed experiments with K(h) = h 6 ln h and K(h) = ?h 9 ; the results are not signi cantly di erent from those obtained earlier with K(h) = h 7 . Other experiments also indicate that the choice K(h) = h 7 is the preferred one. For example, when the number of nodes under the initial cosine hill is reduced from R = 4 x, Table 2 shows that K(h) = h 7 performs better than K(h) = ?h 5 . For both choices, kriging tends to give better results than bicubic spline interpolation. There is little di erence in computational cost between a high and low order K(h). The cost of computing the drift is always negligible in comparison to the covariance. We discuss in Section 7 the computational cost of using kriging interpolation. For the remainder of this paper, we show the kriging results with the choice K(h) = h 7 .
We now consider an additional and more demanding advection experiment. The cosine hill with R = 4 x will be advected by a ow eld with deformation which is centered at point (17; 17) of the 33 33 Mesh 1, given by the streamfunction :
The Courant number is C = V max t= x and we take x = 10 5 m, L = 32 x and V max = 30 m s ?1 . Table 3 shows the maximum ( max ) and minimum ( min ) values, the normalized mass ( P (t)/ P (0)) and variance ( P 2 (t)/ P 2 (0)) after 1 rotation, for three values of the Courant number C = 1, 2 and 4. This is a more stringent test than solid body rotation as the deformational ow will eventually deform the cosine hill to become subgrid scale. As before, we compare the results obtained with bicubic spline interpolation and kriging. Due to the strong deformation associated with the anisotropic ow eld, the dispersion is now more severe than with solid body rotation. However, the kriging results still show less dispersion and damping.
The deformational ow is next reverted after one half rotation of the cosine hill, thus advecting the hill back to its initial position. Due to the hyperbolic nature of the advection equation, the cosine hill should be identical to its initial state at the end of the experiment, if the advection scheme were perfect. The RMS errors of this test are shown in the last column of Table 3 , for bicubic spline interpolation and kriging. The results show a much better accuracy for kriging.
Results of advection experiments -triangular meshes
We now turn to the use of triangular elements. As mentioned already, the use of triangles for ocean models gives more exibility than quadrilaterals in the treatment of irregular boundaries. We have thus triangulated an irregular domain, Mesh 3, shown in Fig. 8 a. This domain has the characteristics of an ocean basin : irregular coastlines, and the presence of an island and a peninsula. We repeat the same advection experiment of Section 5, using the dual kriging interpolation. The initial cosine hill at t = 0 is taken to be as in Fig. 7 a. The result after 160 rotations, or 22 752 time steps, is shown in Fig. 8 b. There is very little dispersion evident even after so many rotations. The results compare very well with those shown in Fig. 7 d obtained with kriging on the rectangular Mesh 1. The fact that kriging yields equally favourable results with triangles on an unstructured mesh and for quadrilaterals on a regular mesh demonstrates its excellent exibility.
The fourth-order accuracy of the bicubic spline interpolation is lost close to the boundary of a regular mesh. To evaluate the loss of accuracy near a boundary when using the kriging interpolation we have triangulated a circle, Mesh 4, shown in Fig. 9 a. The same advection experiment of Section 5 is repeated with a half cosine hill centered on a point on the boundary of the domain. The half cosine hill de ned at t = 0 is shown in Fig. 9 b. After 10 000 time steps the maximum remains at 100 and the minimum becomes ?2, as shown in Fig. 9 c. Thus in this particular case, signi cant accuracy is retained near the boundary when using kriging.
The computational cost of kriging
The most costly part of the dual kriging calculation is in the evaluation of the surface model (25), and not in the LU decomposition of the kriging matrix to solve (27), for nonsteady problems. This is because the kriging matrix of (27) only depends on the geometry, so that the LU decomposition is done only once and its cost becomes negligibly small once it is spread over a large number of time steps. Indeed, for a single eld and a mesh of N nodes, there are 12 N long operations (multiplications and divisions) and N square roots per time step per node in the calculation of (25), when K(h) = h 7 . For K(h) = ?h 5 and K(h) = h 3 , there are 11 N and 10 N long operations respectively, and N square roots, per time step per node. The computational cost of the drift in (25) is not included in these estimates since it is independent of N and thus contributes marginally to the total cost. When the computation is optimised by using nested multiplication, there are 4, 10 and 20 operations (additions and multiplications) for linear, quadratic and cubic drifts respectively.
The computational cost clearly becomes prohibitively expensive for large N, as in the case of several thousand nodes for an ocean basin. The kriging interpolation thus needs to be performed on subdomains of N o nodes, where N o N. This e ectively replaces N by N o in the computational cost estimate. For the particular advection experiments performed in Section 5, we found that subdomains of 90 to 100 nodes give a comparably high accuracy with K(h) = h 7 . For K(h) = ?h 5 and K(h) = h 3 , subdomains of fewer nodes may be used without a signi cant further degradation in accuarcy. However, even with subdomain decomposition, kriging is still more costly than bicubic spline interpolation. Bermejo (1990) found that the computation of the upstream value of a scalar eld using bicubic spline interpolation requires 49 long operations, if it is implemented e ciently. For kriging with a typical domain of several thousand nodes on a rectangular uniform mesh, decomposition into subdomains of 100 nodes each would lead to a total computational cost which is about 40 times that of bicubic spline interpolation. This estimate does not take into account the overlapping regions of the subdomains, as this depends on the nature of the domain partitioning.
As an illustration of how kriging works over connected subdomains, we partition our global 33 33 rectangular mesh into four identical subdomains having an intersection of width 4 x and 6 x, resulting in subdomains of 19 19 and 20 20 grids respectively. For both these cases, max remains at 100 and the fractional change in mass is less than 0:1 %, after up to 10 rotations of the cosine hill. Fig. 10 compares the behaviour of min obtained with the kriging system using a global domain, with those obtained using the two subdomain decompositions as well as with bicubic spline interpolation. The results show that although the dispersion is increased slightly with the two subdomains, it still remains less than that obtained with bicubic spline interpolation. The results on a 19 19 subdomain are worse than those on a 20 20 subdomain, due to the smaller intersection area.
A further saving in the computational cost comes from the accuracy of the kriging interpolation itself, as a smaller mesh is then required with kriging compared to bicubic spline interpolation. We consider a sequence of increasing rectangular mesh sizes ranging from 41 41 to 97 97, and a corresponding increase in the number of grid points under the cosine hill ranging from 81 to 441. Thus the radius of the cosine hill R is held xed and the resolution is increased. Fig. 11 shows max for the cosine hill with bicubic spline interpolation after 160 rotations. These results are compared to those obtained with kriging on a much smaller 25 25 mesh, with only 29 grid points under the cosine hill. We see that the kriging results are comparable in accuracy to that obtained with bicubic spline interpolation on a much larger mesh and a ner resolution of the cosine hill. Thus depending on the nature of the problem, a coarser mesh can be used with kriging to obtain the same level of accuracy as with bicubic spline interpolation. However, kriging is still more costly than bicubic spline interpolation : for kriging with 4 subdomains of 196 nodes each on the 25 25 mesh, bicubic spline interpolation on a 81 81 mesh achieves comparable accuracy but at approximately 10 times less cost.
Another factor that should be considered in the discussion of computational cost is mesh re nement. When local re nement is needed, such as near the boundaries of an ocean model, a triangular unstructured mesh can be constructed with signi cantly fewer nodes compared to a rectangular mesh, especially on the sphere. Since bicubic spline interpolation is restricted to regular meshes, this leads to a saving in computational cost for the kriging interpolation. As an example, the two meshes shown in Figs. 12 a, 12 b are used for the same advection experiments performed in Section 5. Each mesh has been optimised to give the same results for max and min up to 80 rotations. Bicubic spline interpolation is used on the regular Mesh 5 with 5776 nodes, and kriging on the triangular unstructured Mesh 6 with 426 nodes. Note that the resolution of the regular mesh becomes up to 4 times that of the unstructured mesh. When 4 subdomains are used on the triangular mesh with kriging, the bicubic spline interpolation now only becomes 5 times less expensive; in other words, kriging is still more costly. However, Staniforth and Côt e (1991) noted that increasing the resolution has important implications for the relative order of the temporal and spatial truncation errors for coupled equations, such as the shallow water equations. In the case of semi-Lagrangian advection combined with a semi-implicit time scheme, it is possible to choose the time step such that the temporal and spatial errors are of the same magnitude. When bicubic spline interpolation is used in the semi-Lagrangian discretization of advection, the O( t 2 ) temporal truncation errors are approximately equal in magnitude to the O( x 4 ) spatial errors. Thus, doubling the resolution implies reducing t by a factor of 4 if the balance between temporal and spatial truncation errors is to be kept. Since the resolution of the regular Mesh 5 is up to 4 times that of the triangular Mesh 6, this implies reducing t by a factor of 16 on the regular grid. In this case, kriging becomes less expensive than bicubic spline interpolation. However, Staniforth and Côt e (1991) assumed that the dominant source of spatial truncation error is more likely O( x 2 ). In this case, the second doubling of resolution implies reducing t by a factor of 4, instead of 16. Now kriging is only marginally more expensive compared to bicubic spline interpolation. One might argue that the triangular Mesh 6 is not a representative case. However, in a realistic ocean basin the area of interest often involves intense boudary currents, and mesh re nement needs to be carried out near the boundary. In this case, the regular Mesh 5 is much more di cult to re ne optimally since the re ned area will cover practically the entire domain. In addition, the re ned area on Mesh 6 represents a large part of the domain. For a typical ocean mesh, the re ned region is usually proportionally much smaller. The gain in node e ciency compared to a regular mesh may thus be considerably enhanced.
The computational gain with kriging might be further enhanced through the use of an adaptive mesh with an a priori error estimator (Bespalov et al., 1992) . However, the use of an adapted mesh generally requires the computation of the Hessian matrix for velocity to obtain the error estimation. This in turn requires knowledge of the second derivatives for the adaptivity criteria. Due to its accuracy, kriging provides an e cient way to perform interpolation of derivatives. Fig. 13 shows the cosine hill with R = 4 x and its rst three derivatives ( , x , x x , x x x ) after 80 rotations on the unstructured triangular Mesh 3 shown earlier in Fig. 8 a; K(h) = h 7 and a cubic drift are used. The cosine hill and its derivatives have only been marginally distorted after the 11 376 time steps of the integration, thus demonstrating once again the accuracy and e ciency of kriging.
Finally, kriging may be performed e ciently on vector and parallel supercomputers. Most of the kriging codes that we developed run at about 2 GFlops on one processor of the NEC SX3-44 supercomputer at the Atmospheric Environment Service of Environment Canada. With a partitioned domain, the computation may be carried out independently on each subdomain, leading to a signi cant gain in computational e ciency.
Conclusion
By using a dual kriging interpolation scheme, we have developed a semi-Lagrangian advection method which is more accurate than the O( x 4 ) of bicubic interpolation. This level of accuracy for semi-Lagrangian advection, has not been realized before on unstructured meshes. The accuracy is especially important for ocean models compared to atmospheric models, as the time scales of interest are much longer for the ocean. The small amount of dissipation and dispersion ensures mass conservation for long simulations, without recourse to mass correction. Furthermore, the small dispersion is a signi cant improvement compared to general Eulerian models. This implies that unphysical arti cial viscosity might be more easily avoided in coupled dynamical equations, such as the shallow water equations. The computational cost is signi cant, but it can be reduced through domain partitioning without a signi cant loss of accuracy. The use of a locally re ned triangular mesh shows that the cost of kriging is reasonable compared to that obtained with bicubic spline interpolation on a regular grid. The fact that kriging applies equally well to structured as well as unstructured meshes with irregular geometry, demonstrates its excellent exibility. Finally, the high accuracy obtained with kriging for the derivatives of a scalar eld is promising for the use of adaptive meshes on irregular geometries.
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