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Introduction
The optimal transportation problem was firstly formulated and studied by Monge in 1781 and it has
generated in the last years an important branch of mathematics.
The problem originally studied by Gaspard Monge was the following: in R3 assume that we are given
a pile of sand and a hole that we have to fill up completely with the sand. Clearly the pile and the
hole must have the same volume and different ways of moving the sand will give different costs of the
operation. Monge wanted to minimize the cost of this operation.
Nowadays the Monge transportation problem can be stated in the following general form: given
two probability measures µ and ν, defined on the measurable spaces X and Y , find a measurable map
T : X → Y with
T♯µ = ν, i.e. ν(A) = µ(T
−1(A)) ∀A ⊂ Y measurable
in such a way that T minimizes the transportation cost, that is
∫
X
c(x, T (x))µ(dx) = min
Tˆ♯µ=ν
∫
X
c(x, Tˆ (x))µ(dx),
where c : X × Y → R+ is some given cost function and the minimum is taken over all measurable map
Tˆ : X → Y such that Tˆ♯µ = ν. When the transport condition T♯µ = ν is satisfied, we say that T is a
transport map, and if T minimizes also the cost we call it an optimal transport map.
An important part of this thesis is devoted to the study of the existence of optimal transport map.
In particular we will present some results regarding the existence of optimal transportation map in
the abstract framework of metric spaces with geodesic distance cost under very mild non-degeneracy
conditions on the first marginal measure µ.
During the last decades, techniques introduced for studying optimal transportation problems have
found many application to other branches of mathematics such as PDE’s or metric geometry. We will
focus on the synthetic formulation of lower bounds on Ricci curvature in terms of optimal transportation
inequality. In 2006 Sturm and independently Lott and Villani presented a concept of lower “Ricci”
curvature bound linked with a generalized upper bound on the dimension in the setting of abstract
metric measure spaces (M,d,m), the so-called curvature-dimension condition CD(K,N). The parameter
K and N play the role of curvature and dimension bound. The definition is based on convexity properties
of the entropy as function on the Wasserstein space P2(M,d) of probability measure on the metric space
(M,d).
It is still not known whether this notion satisfies a globalization property, i.e. assume that every point
of the space has a neighborhood satisfying CD(K,N) with the curvature bound independent on the point,
then the whole space (M,d,m) satisfies CD(K,N). In the last part of this thesis we will present a partial
globalization result for showing that if a metric measure space satisfies the local version of CD(K,N), then
it satisfies a curvature and dimension bound called measure contraction property, MCP(K,N), slightly
weaker, in our setting, of CD(K,N).
We now describe in details our results.
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The Monge minimization problem
Let (X, d) be a complete and separable metric space (Polish space) and P(X) be the set of Borel prob-
ability measures over X . Given µ, ν ∈ P(X) we will study the Monge transportation problem, i.e. the
minimization of the functional
I(T ) =
∫
X
dL(x, T (x))µ(dx)
where T varies over all Borel maps T : X → X such that T♯µ = ν and dL is a Borel, possibly not
finite, geodesic distance over X . We will present: existence results in the case of dL non-branching, the
application of our techniques to the Wiener space and then existence results also for the general case of
possibly branching geodesic distance cost.
We recall briefly which are the main results concerning the existence of solutions for the Monge min-
imization problem, referring to the monographies [30, 31] for a deeper insight on optimal transportation.
In the original formulation given by Monge the problem was settled in R3, with the cost given by the
Euclidean norm and the measures µ, ν were supposed to be absolutely continuous and supported on two
disjoint compact sets. The original problem remained unsolved for a long time. In 1978 Sudakov [28]
claimed to have a solution for any distance cost function induced by a norm: an essential ingredient in
the proof was that if µ ≪ Ld and Ld-a.e. Rd can be decomposed into convex sets of dimension k, then
then the conditional probabilities are absolutely continuous with respect to the Hk measure of the correct
dimension. But it turns out that when d > 2, 0 < k < d−1 the property claimed by Sudakov is not true.
An example with d = 3, k = 1 can be found in [22].
The Euclidean case has been correctly solved only during the last decade. L. C. Evans and W.
Gangbo in [19] solved the problem under the assumptions that supp[µ]∩supp[ν] = ∅, µ, ν ≪ Ld and their
densities are Lipschitz functions with compact support. The first existence results for general absolutely
continuous measures µ, ν with compact support have been independently obtained by L. Caffarelli, M.
Feldman and R.J. McCann in [13] and by N. Trudinger and X.J. Wang in [29]. Afterwards M. Feldman
and R.J. McCann [20] extended the results to manifolds with geodesic cost. The case of a general norm
as cost function on Rd, including also the case with non strictly convex unitary ball, has been solved first
in the particular case of crystalline norm by L. Ambrosio, B. Kirchheim and A. Pratelli in [4], and then
in fully generality independently by L. Caravenna in [14] and by T. Champion and L. De Pascale in [18].
The non-branching case
We will prove that given a dL-cyclically monotone transference plan π ∈ Π(µ, ν), under appropriate
assumptions on the first marginal µ and on the behavior of dL-geodesics, there exists a transport map
T : X → X (recall that transport means T♯µ = ν) with the same transference cost of π. Since we do not
require dL to be l.s.c., the existence of an optimal transference plan is not guaranteed and our strategy
doesn’t rely on a possible optimality of π. However since optimality implies dL-cyclical monotonicity,
our results include existence theorems for optimal transport maps provided the existence of an optimal
transference plan. Moreover it is worth noting that due to the lack of regularity of dN we will not use
the existence of optimal potentials (φ, ψ).
We present our approach. The presence of 1-dimensional sets (the geodesics) along which the cost
is linear is a strong degeneracy for transport problems. This degeneracy is equivalent to the following
problem in R: if µ is concentrated on (−∞, 0], and ν is concentrated on [0,+∞), then every transference
plan is optimal for the 1-dimensional distance cost | · |. In fact, every π ∈ Π(µ, ν) is supported on the set
(−∞, 0]× [0,+∞), on which |x− y| = y − x and thus∫
|x− y|π(dxdy) = −
∫
xµ(dx) +
∫
yν(dy).
Nevertheless, for this easy case an explicit map T : R→ R can be constructed if µ is without atoms (i.e.
continuous): the easiest choice is the monotone map, a minimizer of the quadratic cost | · |2.
The strategy suggested by the above simple case is the following:
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1. reduce the problem to transportation problems along distinct geodesics;
2. show that the disintegration of the marginal µ on each geodesic is continuous;
3. find a transport map on each geodesic and piece them together.
While the last point can be seen as an application of selection principles in Polish spaces, the first two
points are more subtle.
The geodesics used by a given dL-cyclically monotone transference plan π to transport mass can be
obtained from a set Γ on which π is concentrated. Under the non-branching assumption, a cyclically
monotone plan π yields a natural partition R of a subset of the transport set Te, i.e. the set of points on
the geodesics used by π: defining
• the set T made of inner points of geodesics,
• the set a ∪ b := Te \ T of initial points a and end points b,
the non-branching assumption and the cyclical monotonicity of Γ imply that the geodesics used by π are
a partition on T . In general in a there are points from which more than geodesic starts and in b there are
points in which more than one geodesic ends, hence being on a geodesic can’t be an equivalence relation
on the set a ∪ b. For example one can think to the unit circle with µ = δ0 and ν = δπ.
We note here that π gives also a direction along each component of R, as the one dimensional example
above shows.
Even if we have a natural partition R of T and µ(a∪b) = 0, the reduction to transport problems on the
equivalence classes is not straightforward: a necessary and sufficient condition is that the disintegration
of the measure µ is strongly consistent, that is equivalent to the existence a µ-measurable quotient map
f : T → T of the equivalence relation R. Since this partition is closely related to the geodesics of dL,
the strong consistency will follow from topological properties of the dL-geodesic considered as curves in
(X, d): in fact we require that they are d-continuous and locally compact
Then we can write
m := f♯µ, µ =
∫
µym(dy), µy(f
−1(y)) = 1,
i.e. the conditional probabilities µy are concentrated on the counterimages f
−1(y) (which are single
geodesics). We can obtain the one dimensional problems by partitioning π w.r.t. the partitionR×(X×X),
π =
∫
πym(dy), ν =
∫
νym(dy) νy := (P2)♯πy,
and considering the one dimensional problems along the geodesic R(y) with marginals µy, νy and cost
| · |, the length on the geodesic.
To next step is study the continuity of the conditional probabilities µy and whether µxTe= µxT holds
true. To pursue this aim we consider a natural operation on sets: the translation along geodesics. If A
is a subset of T , we denote by At the set translated by t in the direction determined by π. It turns out
that µ(a ∪ b) = 0 and the continuity of µy both depend on how the function t 7→ µ(At) behaves.
Theorem 0.1 (Lemma 1.30 and Proposition 1.31). If ♯{t > 0 : µ(At) > 0} is uncountable for all A Borel
such that µ(A) > 0, then µ(a ∪ b) = 0 and the conditional probabilities µy are continuous.
This is sufficient to solve the Monge problem, i.e. to find a transport map which has the same cost as
π. A second result concerns a stronger regularity property of µy obtained under a slightly more restrictive
assumption.
Theorem 0.2 (Theorem 1.34). Assume that L1({t > 0 : µ(At) > 0}) > 0 for all A Borel such that
µ(A) > 0. Then µ(a ∪ b) = 0 and µy is a.c. w.r.t. the 1-dimensional Hausdorff measure H1dL induced by
dL.
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Assuming dL ≥ d, the assumption of the previous theorem allows to define a current in (X, d) repre-
senting the vector field corresponding to the translation A 7→ At, and moreover to solve the equation
∂U = µ− ν
is the sense of current in metric space.
The final result under the non-branching assumption is the stability of the regularity of the structures
introduced so far under Measured-Gromov-Hausdorff like convergence of (Xn, dn, dL,n, πn). The conclu-
sion is that a sort of uniform integrability condition on the conditional probability w.r.t. H1dL,n passes to
the limit, so that one can verify by approximation if Theorem 0.2 holds.
We also present an application of this stability result in the case d = dL. Consider a reference
measure η ∈ P(X) such that (X, d, η) is a non-branching metric measure space satisfying the MCP(K,N)
for K ∈ R and N ≥ 1. The stability result together with MCP condition implies that Assumption 2 holds
for η w.r.t. the optimal flow induced by any d-monotone plan π ∈ Π(µ, ν). Hence if µ≪ η, the existence
of a minimizer for the Monge minimization problem with marginal µ and ν follows.
Corollary 0.3. Let K,N be real numbers with N ≥ 1. Let (X, d, η) be a metric measure space satisfying
MCP(K,N) and µ, ν ∈ P(X) with µ≪ η. Then the Monge minimization problem between µ and ν with
distance cost d admits a solution.
The results presented are contained in a joint work with Stefano Bianchini, [9].
The Wiener Space
Let (X, ‖ · ‖) be an ∞-dimensional separable Banach space, γ ∈ P(X) be a non degenerate Gaussian
measure over X and H(γ) be the corresponding Cameron-Martin space with Hilbertian norm ‖ · ‖H(γ).
Given two probability measures µ, ν ∈ P(X), we will prove the existence of a solution for the following
Monge minimization problem
min
T :T♯µ=ν
∫
X
‖x− T (x)‖H(γ)µ(dx), (0.0.1)
provided µ and ν are both absolutely continuous w.r.t. γ.
The Wiener space (X, ‖ · ‖, γ) fits into the framework developed for the general non-branching case,
indeed: (X, ‖·‖) is a separable Banach space, the Cameron-Martin norm ‖·‖H(γ) is lower semi-continuous
w.r.t. ‖ · ‖, it is geodesic and non-branching. Hence from the theory already developed we know that
we can reduce the problem to transportation problems along distinct geodesics. The main issue will be
to show that the disintegration of the marginal µ on each geodesic is continuous. At that the point, as
already explained before, we will have the existence of an optimal map on each geodesic. Then, gluing
together all the one-dimensional optimal maps, we obtain a global optimal map.
Through a small modification of the evolution along the transport set introduced before, we prove a
result similar to Theorem 0.1: if Γ is the support of a given ‖ · ‖H(γ)-cyclically monotone transference
plan π and A ⊂ Te, we consider the set Tt(Γ ∩ A × X) where Tt is the map from X × X to X that
associates to a couple of points its convex combination at time t.
It turns out that the fact that µ(a) = 0 and the measures µy are continuous depends on the behavior
of the function t 7→ γ(Tt(Γ ∩A×X)).
Theorem 0.4 (Proposition 2.14 and Proposition 2.15). If for every A with µ(A) > 0 there exists a
sequence tn ց 0 and a positive constant C such that γ(Ttn(Γ∩A×X)) ≥ Cµ(A), then µ(a) = 0 and the
conditional probabilities µy and νy are continuous.
This result implies that the existence of a minimizer of the Monge problem is equivalent to the
regularity properties of t 7→ γ(Tt(Γ∩A×X)). Hence the problem is reduced to verify that the Gaussian
measure γ satisfies the assumptions of Theorem 0.4.
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Let µ = ρ1γ and ν = ρ2γ and assume that ρ1 and ρ2 are bounded. Then we find suitable d-dimensional
measures µd, νd, absolutely continuous w.r.t. the d-dimensional Gaussian measure γd, converging to µ
and ν respectively, such that (Theorem 2.18) γd verifies
γd(Tt(Γd ∩A×X)) ≥ Cµd(A)
where the evolution now is induced by the transport problem between µd and νd (the set Γd will be the
graph of an optimal map between µd and νd) and the constant C does not depend on the dimension.
Passing to the limit as d ր ∞, we prove the same property for γ. Hence the existence result is proved
for measures with bounded densities. To obtain the existence result in full generality we observe that the
transport set Te is a transport set also for transport problems between measures satisfying the uniformity
condition stated above (Proposition 2.20 and Proposition 2.21).
The assumption that both µ and ν are a.c. with respect to γ is fundamental. Indeed take as example
a diffuse measure µ and ν = δx, then the constant in the evolution estimate induced by the optimal
transference plan will depend on the dimension and passing to the limit we lose all the informations on
the evolution.
Theorem 0.5 (Theorem 2.22). Let µ, ν ∈ P(X) with µ, ν ≪ γ. Then there exists a solution for the
Monge minimization problem
min
T :T♯µ=ν
∫
‖x− T (x)‖H(γ)µ(dx).
Moreover we can find T invertible.
The results presented on the Monge problem in Wiener space are taken from [16].
The general case
We come back to the general analysis of the Monge minimization problem removing the non-branching
assumption. To avoid mistakes, instead of dL, we will denote the possibly branching and not finite,
geodesic distance on X with dN . We will prove that given a dN -cyclically monotone transference plan
π ∈ Π(µ, ν), under appropriate assumptions on the first marginal and on the plan π, there exists an
admissible map T : X → X with the same transference cost of π. As in the non-branching case, due
to lack of regularity, our strategy doesn’t rely on a possible optimality of π and we don’t use optimal
potentials (φ, ψ).
We will present an application of our results to optimal transportation in Rd around a convex smooth
obstacle (the obstacle problem).
The steps to solve the Monge problem with branching distance cost are the following:
1. reduce the problem, via Disintegration Theorem, to transportation problems in sets where, under
a regularity assumption on the first marginal and on π, we know how to produce an optimal map;
2. show that the disintegration of the first marginal µ on each of this sets verifies this regularity
assumption;
3. find a transport map on each of these sets and piece them together.
In the easier case of dN non-branching, given a dN -cyclically monotone transference plan it is always
possible to reduce the problem on single geodesics. The reduced problem becomes essentially one dimen-
sional and there the precise regularity assumption is that the first marginal has no atoms (is continuous).
Now this reduction can’t be done anymore and there is not another reference set where the existence of
Monge minimizer is known.
The reduction set will be a concatenation of more geodesics and to produce an optimal map we will
need a regularity assumption also on the shape of this set.
As in the non-branching case, starting from from a dN -cyclical monotone set Γ on which π is concen-
trated one can construct the set of transport rays R, the transport set Te, i.e. the set of geodesics used
by π, and from them construct
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• the set T made of inner points of geodesics,
• the set a ∪ b := Te \ T of initial points a and end points b.
Since branching of geodesics is admitted, R is not a partition on T . To obtain an equivalence relation we
have to consider the set H of chain of transport rays: it is the set of couples (x, y) such that we can go
from x to y with a finite number of transport rays such that their common points are not final or initial
points. Hence H will provide the partition of the transport set T and each equivalence class, H(y) for y
in the quotient space, will be a reduction set.
As already explained, to perform a real reduction to transport problems on the equivalence classes
we also need the disintegration of µ w.r.t. the partition H to be strongly consistent. This is equivalent
to the fact that there exists a µ-measurable quotient map f : T → T of the equivalence relation induced
by the partition.
Since this partition is closely related to the geodesics of dN , the strong consistency will follow from a
topological property of the geodesic as set in (X, d) and from a metric property of dN as a function:
(1.a) each chain of transport rays H(y) restricted to a dN closed ball is d-closed;
(1.b) dN (x, ·) restricted to H(x) is bounded on d-bounded sets.
Observe that these conditions on H and dN are the direct generalization of the ones on geodesics con-
sidered in the non-branching case (continuity and local compactness) and they depend on the particular
choice of the transference plan. This assumptions permit to disintegrate µ restricted to T . Hence one
can write
µxT=
∫
µym(dy), m := f♯µ, µy(f
−1(y)) = 1,
i.e. the conditional probabilities µy are concentrated on the counterimages f
−1(y) (which is an equivalence
class). The reduced problems are obtained by disintegrating π w.r.t. the partition H × (X ×X),
πxT ×T=
∫
πym(dy), ν =
∫
νym(dy) νy := (P2)♯πy,
and considering the problems on the sets H(y) with marginals µy, νy and cost dN .
To next step is study the continuity of the conditional probabilities µy and whether µxTe= µxT holds
true. To pursue this aim we consider a natural operation on sets: the translation along geodesics. If A
is a subset of T , we denote by At the set translated by t in the direction determined by π. A rigorous
definition of the translation of sets along geodesic will be given during the chapter. It turns out that
µ(a∪ b) = 0 and the continuity of µy both depend again on how the function t 7→ µ(At) behaves. Indeed
assuming that:
(2) for all A Borel there exists a sequence {tn} ⊂ R and C > 0 such that µ(Atn) ≥ Cµ(A) as tn → 0,
we have the following.
Theorem 0.6 (Proposition 3.16 and Proposition 3.17). If Assumption (2) holds, then µ(a ∪ b) = 0 and
the conditional probabilities µy are continuous.
At this level of generality we don’t know how to obtain a dN -monotone admissible map for the
restricted problem even if the marginals µy satisfy some regularity assumptions. Therefore we need to
assume that H(y) has a particular structure:
(3) for m-a.e. y, the chain of transport rays H(y) is contained, up to set of µy-measure zero, in an
uncountable “increasing” family of measurable sets.
A rigorous formulation of Assumption (3) and of “increasing” will be given later on. If H(y) satisfies
Assumption (3), then we can perform a disintegration of µy with respect to the partition induced by the
uncountable “increasing” family of sets. Then if the quotient measure and the marginal measures of µy
are continuous, we prove the existence of an optimal map between µy and νy.
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Theorem 0.7 (Proposition 3.19 and Theorem 3.18). Let π ∈ Π(µ, ν) be a dN -monotone plan concentrated
on a set Γ. Assume that Assumptions (1.a), (1.b), (2), (3) holds and that the quotient measure and the
marginal measures of µy are continuous for m-a.e. y. Then there exists an admissible map with the same
transference cost of π.
It follows immediately that if we also assume that π is optimal in the hypothesis of Theorem 0.7, then
the Monge minimization problem admits a solution.
Before presenting an application of Theorem 0.7, we prefer to do a brief summary of the theoretical
results obtained on this general case. Let π ∈ Π(µ, ν) be a dN -cyclically monotone transference plan
concentrated on a set Γ. We consider the corresponding family of chain of transport rays and, if assump-
tions (1.a) and (1.b) are satisfied, we can perform, neglecting the set of initial points, a disintegration
of µ, ν and π with respect to the partition induced by the chain of transport rays. Then if assumption
(2) is satisfied it follows that the set of initial points is µ-negligible and the conditional probabilities µy
are continuous. Since the geometry of H(y) can be wild, we need another assumption to build a dN -
monotone transference map between µy and νy. If H(y) satisfies assumption (3) we can perform another
disintegration and, under additional regularity of the conditional probabilities of µy and of the quotient
measure of µy, we prove the existence of a dN -monotone transference map between µy and νy. Applying
the same reasoning for m-a.e. y we prove the existence of a transport map T between µ and ν that has
the same transference cost of the given dN -cyclically monotone plan π.
We now pass to an application of Theorem 0.7. Consider a hyper-surfaceM ⊂ Rd that is the boundary
of a convex and compact set C. Let X be the closure, in the euclidean topology, of Rd \ C and take as
cost function dM : the minimum of the euclidean length among all Lipschitz curves in X . Hence C will
play the role of a convex smooth obstacle. We will study the Monge minimization problem in X with dM
as transport cost and we will prove that if µ is absolutely continuous w.r.t. Ld, the Monge minimization
problem admits a solution.
It is worth noting that the hypothesis of Theorem 0.7, namely Assumptions (1.a), (1.b), (2), (3), are
all about the behavior of a given dN -cyclically monotone transference plan. For the obstacle problem
we will prove that any dM -cyclically monotone transference plan satisfies this hypothesis. Therefore this
concrete example provide also a confirmation of the validity of the proposed strategy and, in particular,
of the non artificiality of the proposed assumptions.
The results of this section are taken from [15].
A partial globalization result for curved metric measure spaces
Analysis on singular spaces is one big challenge in mathematics. An important class of singular spaces
is the class of metric measure spaces with generalized lower bounds on the Ricci curvature formulated in
terms of optimal transportation. The condition of lower bounds on Ricci curvature for singular spaces
and the corresponding class of spaces have been introduced by Sturm in [26, 27] and independently by
Lott and Villani in [23].
This condition called curvature-dimension condition CD(K,N) depends on two parameters K and N ,
playing the role of a curvature and dimension bound, respectively. We recall two important properties of
the condition CD(K,N):
• the curvature-dimension condition is stable under convergence of metric measure spaces with respect
to the L2-transportation distance D introduced in [26];
• a complete Riemannian manifold satisfies CD(K,N) if and only if its Ricci curvature is bounded
from below by K and its dimension from above by N .
Moreover a broad variety of geometric and functional analytic properties can be deduced from the
curvature-dimension condition CD(K,N): Brunn-Mikowski inequality, Bishop-Gromov volume compari-
son theorem, Bonnet-Myers theorem, the doubling property and local Poincare´ inequalities on balls. All
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this listed results are quantitative results (volume of intermediate points, volume growth, upper bound
on the diameter and so on) depending on K,N .
There is a weak variant of CD(K,N), the measure-contraction property MCP(K,N), introduced in
[24] and [27]. In the setting of non-branching metric measure spaces it is proven that condition CD(K,N)
implies MCP(K,N). Roughly spoken, CD(K,N) is a condition on the optimal transport between any pair
of absolutely continuous probability measure on M , whereas MCP(K,N) is a condition on the optimal
transport between Dirac masses and the uniform distribution m on M . Nevertheless a great part of the
geometric and functional analytic properties verified by spaces satisfying the condition CD(K,N) are also
verified by spaces satisfying the MCP(K,N):
• generalized Bishop-Gromov volume growth inequality;
• doubling property;
• a bound on the Hausdorff dimension;
• generalized Bonnet-Myers theorem,
and many other. Again this results are in a quantitative form depending on K,N . For a complete list of
analytic consequences of the measure contraction property see [27].
Among the relevant questions on CD(K,N) that are still open, we are interested in studying the
following one: can we say that a metric measure space (M,d,m) satisfies CD(K,N) provided CD(K,N)
holds true locally on a family of sets Mi covering M?
In other words it is still not known whether CD(K,N) verifies the globalization property (or the local-
to-global property).
A partial answer to this problem is contained in the work by Bacher and Sturm [7]: they proved that
if a metric measure space (M,d,m) verifies the local curvature-dimension condition CDloc(K,N) then it
verifies the global reduced curvature-dimension condition CD∗(K,N). The latter is strictly weaker than
CD(K,N) and a converse implication can be obtained only changing the value of the lower bound on the
curvature: condition CD∗(K,N) implies CD(K∗, N) where K∗ = K(N − 1)/N . Therefore CD∗(K,N)
gives worse geometric and analytic information than CD(K,N).
Our contribution towards a complete answer to the previous question is the following: we prove that
if (M,d,m) is a non-branching metric measure space that verifies CDloc(K,N) then (M,d,m) verifies
MCP(K,N).
Hence our result implies that from the local condition CDloc(K,N) one can obtain all the global
geometric and functional analytic consequences implied by MCP(K,N) and therefore the geometric and
functional analytic consequences are obtained in the sharp quantitative version.
We now present our approach to the problem.
As already pointed out, the curvature-dimension condition CD(K,N) prescribes how the volume of a
given set is affected by curvature when it is moved via optimal transportation. Condition CD(K,N)
impose that the distortion is ruled by the coefficient τ
(t)
K,N (θ) depending on the curvature K, on the
dimension N , on the time of the evolution t and on the point θ.
The main feature of the coefficient τ
(t)
K,N (θ) is that it is obtained mixing two different information on
how the volume should evolve: an (N − 1)-dimensional distortion depending on the curvature K by and
a one dimensional evolution that doesn’t feel the curvature. To be more precise
τ
(t)
K,N (θ) = t
1/Nσ
(t)
K,N−1(θ)
(N−1)/N ,
where σ
(t)
K,N−1(θ)
(N−1)/N contains the information on the (N − 1)-dimensional volume distortion and the
evolution in the remaining direction is ruled just by t1/N . This is a clear similarity with the Riemannian
case.
Our aim is, starting from CDloc(K,N), to isolate a local (N − 1)-dimensional condition ruled by
the coefficient σ
(t)
K,N−1(θ) and then, using the easier structure of σ
(t)
K,N−1(θ), obtain a global (N − 1)-
dimensional condition with coefficient σ
(t)
K,N−1(θ). At that point, using Ho¨lder inequality and the fact that
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the missing direction is not affected by curvature, it is not difficult to pass from the (N − 1)-dimensional
version to the full-dimensional version with coefficient τ
(t)
K,N (θ).
However to detect a local (N − 1)-dimensional condition it is necessary to decompose the whole
evolution into a family of (N − 1)-dimensional evolutions. Considering the optimal transport between a
Dirac mass in x0 and the uniform distribution m, the family of spheres around x0 immediately provides
the correct (N−1)-dimensional evolutions. This motivates why we obtain MCP(K,N) and not CD(K,N).
We state the main result of this part of the thesis.
Theorem 0.8 (Theorem 4.16). Let (M,d,m) be a non-branching metric measure space. Assume that
(M,d,m) satisfies CDloc(K,N). Then (M,d,m) satisfies MCP(K,N).
We tried to make notation as much unified as possible. Nevertheless, the main specific notations will
be introduced chapter by chapter.
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Chapter 1
The Monge problem for
non-branching geodesic distance cost
This chapter concerns the Monge transportation problem in geodesic spaces, i.e. metric spaces with a
geodesic structure. Given two Borel probability measure µ, ν ∈ P(X), where (X, d) is a Polish space, we
study the minimization of the functional
I(T ) =
∫
dL(x, T (x))µ(dy)
where T varies over all Borel maps T : X → X such that T♯µ = ν and dL is a Borel distance that makes
(X, dL) a non branching geodesic space.
Chapter 1 is organized as follows.
In Section 1.1 we define the geodesic structure (X, d, dL) which is studied in this chapter. Section
1.2 shows how using only the dL-cyclical monotonicity of a set Γ we can obtain a partial order relation
G ⊂ X ×X as follows (Lemma 1.10 and Proposition 1.14): xGy iff there exists (w, z) ∈ Γ and a geodesic
γ : [0, 1]→ X , with γ(0) = w, γ(1) = z, such that x, y belongs to γ and γ−1(x) ≤ γ−1(y). This set G is
analytic, and allows to define
• the transport ray set R (1.2.4),
• the transport sets Te, T (with and without and points) (1.2.5),
• the set of initial points a and final points b (1.2.8).
Moreover we show that RxT ×T is an equivalence relation (Proposition 1.14), we can assume that the set
of final points b can be taken µ-negligible (Lemma 1.18), and in two final remarks we study what happens
in the case more regularity on the cost dL is assumed, Remark 1.19 and Remark 1.20.
Notice that in the case d = dL the existence of a Lipschitz potential ϕ, one can take
Γ = G =
{
(x, y) : ϕ(x) − ϕ(y) = d(x, y)
}
.
Thus the main result of this section is that these sets can be defined even if the potential does not exist.
Section 1.3 proves that the continuity and local compactness of geodesics imply that the disintegration
induced by R on T is strongly consistent (Proposition 1.24): as Example 1 shows, the strong consistency
of the disintegration is a non trivial property of the metric spaces we are considering.
Using this fact, we can define an order preserving map g which maps our transport problem into a
transport problem on S × R, where S is a cross section of R (Proposition 1.26). Finally we show that
This chapter is based on the joint work with Stefano Bianchini [9].
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under this assumption there exists a transference plan with the same cost of π which leaves the common
mass µ ∧ ν at the same place (note that in general this operation lowers the transference cost).
In Section 1.4 we prove Theorem 0.1 and Theorem 0.2. We first introduce the operation A 7→ At,
the translation along geodesics (1.4.1), and show that t 7→ µ(At) is a Souslin function if A is analytic
(Lemma 1.29).
Next we show that under the assumption
µ(A) > 0 =⇒ ♯{t > 0 : µ(At) > 0} > ℵ0
the set of initial points a is µ-negligible (Lemma 1.30) and the conditional probabilities µy are continuous.
Finally, we show that under the stronger assumption
µ(A) > 0 =⇒
∫
R
+
µ(At)dt > 0, (1.0.1)
the conditional probabilities µy are a.c. w.r.t. H1dL (Theorem 1.34). A final result shows that actually
Condition (1.0.1) yields that t 7→ µ(At) has more regularity than just integrability (Proposition 1.35) it
is in fact continuous
After the above results, the solution of the Monge problem is routine, and it is done in Theorem 1.37
of Section 1.5.
Under Condition 1.0.1 and d ≤ dL, in Section 1.6 we give a dynamic interpretation to the transport
along geodesics. In Definition 1.39 we define the current g˙ in (X, d), which represents the flow induced
by the transference plan π. Not much can be said of this flow, unless some regularity assumptions are
considered. These assumptions are the natural extensions of properties of transportation problems in
finite dimensional spaces.
If there exists a background measure η whose disintegration along geodesics satisfies
η =
∫
qyH1dLm(dy), qy ∈ BV,
∫
Tot.Var.(qy)m(dy) < +∞,
then g˙ is a normal current, i.e. its boundary is a bounded measure on X (Lemma 1.40).
We can also consider the problem ∂U = µ− ν in the sense of currents: Proposition 1.42 gives a solution,
and in the case qy(t) > 0 for H1dL -a.e. t we can write represent U = ρg˙, i.e. the flow g˙ multiplied by a
scalar density ρ (Corollary 1.44).
In Section 1.7 we address the stability of the assumptions under Measure-Gromov-Hausdorff-like
convergence of structures (Xn, dn, dL,n, πn). Under a uniform integrability condition of µy,n w.r.t. H1dL,n
and a uniform bound on the πn transportation cost (Assumption 4 of Section 1.7.2), we show that the
marginal µ can be represented as the image of a measure rm ⊗ L1 by a Borel function h : T × R → Te,
with r ∈ L1(m ⊗ L1) (Proposition 1.57). The key feature of h is that t 7→ h(y, t) is a geodesic of T for
m-a.e. y ∈ T .
Thus while h(0, T ) is not a cross section for R (in that case we would have finished the proof), in
Proposition 1.47 we show which conditions on h imply that µ can be disintegrated with a.c. conditional
probabilities, and we verify that this is our case in Theorem 1.58.
In two remarks we suggest how to pass also uniform estimates on the disintegration on (Xn, dn, dL,n) to
the transference problem in (X, d, dL) (Remark 1.48 and Remark 1.59).
In Section 1.8 we consider an application of the results obtained in the previous sections. We assume
d = dL and the existence of background probability measure η such that (X, d, η) satisfies MCP (K,N)
(Definition 1.60). In this framework we prove that for any d-cyclically monotone transference plan π, η
admits a disintegration along the geodesics used by π with marginal probabilities absolutely continuous
w.r.t. H1 (Theorem 1.64). This implies directly (Corollary 1.65) that if µ ≪ η the Monge minimization
problem with marginals µ and ν admits a solution. The final result of the section (Lemma 1.66) shows
that we can solve the dynamical problem ∂U = µ − ν with U = ρg˙, and if the support of µ and ν are
disjoint U is a normal current.
The last section contains two important examples. In Example 1 we show that if the geodesics are
not locally compact, then in general the disintegration along transport rays is not strongly supported. In
Example 2 we show that under our assumptions the c-monotonicity is not sufficient for optimality.
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1.1 Metric setting
In this section we recall some general facts about geodesic spaces and we refer to [12].
Definition 1.1. A length structure on a topological space X is a class A of admissible paths, which is a
subset of all continuous paths in X, together with a map L : A→ [0,+∞]: the map L is called length of
path. The class A satisfies the following assumptions:
closure under restrictions if γ : [a, b] → X is admissible and a ≤ c ≤ d ≤ b, then γx[c,d] is also
admissible.
closure under concatenations of paths if γ : [a, b] → X is such that its restrictions γ1, γ2 to [a, c]
and [c, b] are both admissible, then so is γ.
closure under admissible reparametrizations for an admissible path γ : [a, b] → X and a for ϕ :
[c, d]→ [a, b], ϕ ∈ B, with B class of admissible homeomorphisms that includes the linear one, the
composition γ(ϕ(t)) is also admissible.
The map L satisfies the following properties:
additivity L(γx[a,b]) = L(γx[a,c]) + L(γx[c,b]) for any c ∈ [a, b].
continuity L(γx[a,t]) is a continuous function of t.
invariance The length is invariant under admissible reparametrizations.
topology Length structure agrees with the topology of X in the following sense: for a neighborhood Ux
of a point x ∈ X , the length of paths connecting x with points of the complement of Ux is separated
from zero:
inf
{
L(γ) : γ(a) = x, γ(b) ∈ X \ Ux
}
> 0.
Given a length structure, we can define a distance
dL(x, y) = inf
{
L(γ) : γ : [a, b]→ X, γ ∈ A, γ(a) = x, γ(b) = y
}
,
that makes (X, dL) a metric space (allowing dL to be +∞). The metric dL is called intrinsic.
It follows from Proposition 2.5.9 of [12] that every admissible curve of finite length admits a constant
speed parametrization, i.e. γ defined on [0, 1] and L(γx[t, t′]) = v(t′ − t), with v velocity.
Definition 1.2. A length structure is said to be complete if for every two points x, y there exists an
admissible path joining them whose length L(γ) is equal to dL(x, y).
In other words, a length structure is complete if there exists a shortest path between two points.
Intrinsic metrics associated with complete length structure are said to be strictly intrinsic. The metric
space (X, dL) with dL strictly intrinsic is called a geodesic space. A curve whose length equals the distance
between its end points is called geodesic.
Definition 1.3. Let (X, dL) be a metric space. The distance dL is said to be strictly convex if, for all
r ≥ 0, dL(x, y) = r/2 implies that
{z : dL(x, z) = r} ∩ {z : dL(y, z) = r/2}
is a singleton.
The definition can be restated in geodesics spaces as: geodesics cannot bifurcate in the interior, i.e. the
geodesic space (X, dL) is not branching. An equivalent requirement is that if γ1 6= γ2 and γ1(0) = γ2(0),
γ1(1) = γ2(1), then γ1((0, 1)) ∩ γ2((0, 1)) = ∅ and such geodesics do not admit a geodesic extension i.e.
they are not a part of a longer geodesic.
From now on we assume the following:
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1. (X, d) Polish space;
2. dL : X ×X → [0,+∞] Borel distance;
3. (X, dL) is a non-branching geodesic space;
4. geodesics are continuous w.r.t. d;
5. geodesics are locally compact in (X, d): if γ is a geodesic for (X, dL), then for each x ∈ γ there
exists r such that γ−1(B¯r(x)) is compact in R.
Since we have two metric structures on X , we denote the quantities relating to dL with the subscript
L: for example
Br(x) =
{
y : d(x, y) < r
}
, Br,L(x) =
{
y : dL(x, y) < r
}
.
In particular we will use the notation
DL(x) =
{
y : dL(x, y) < +∞
}
,
(K, dH) for the compact sets of (X, d) with the Hausdorff distance dH and (KL, dH,L) for the compact
sets of (X, dL) with the Hausdorff distance dH,L. We recall that (K, dH) is Polish.
We write
γ[x,y] :=
{
γ ∈ LipdL([0, 1];X) : γ(0) = x, γ(1) = y, L(γ) = dL(x, y)
}
. (1.1.1)
With a slight abuse of notation, we will write
γ(x,y) =
⋃
γ∈γ[x,y]
γ((0, 1)), γ[x,y] =
⋃
γ∈γ[x,y]
γ([0, 1]). (1.1.2)
We will also use the following definition.
Definition 1.4. We say that A ⊂ X is geodesically convex if for all x, y ∈ A the minimizing geodesic
γ[x,y] between x and y is contained in A:{
γ((0, 1)) : γ(0) = x, γ(1) = y, L(γ) = d(x, y), x, y ∈ A
}
⊂ A.
Lemma 1.5. If A is analytic in (X, d), then {x : dL(A, x) < ǫ} is analytic for all ǫ > 0.
Proof. Observe that
{
x : dL(A, x) < ǫ
}
= P1
(
X ×A ∩ {(x, y) : dL(x, y) < ǫ}),
so that the conclusion follows from the invariance of the class Σ11 w.r.t. projections.
In particular, A
dL , the closure of A w.r.t. dL, is analytic if A is analytic.
Remark 1.6. During the chapter, whenever more regularity is required, we will assume also the following
hypothesis:
(2’) dL : X ×X → [0,+∞] l.s.c. distance,
(4’) dL(x, y) ≥ d(x, y),
(5’) ∪x∈K1,y∈K2γ[x,y] is d-compact if K1, K2 are d-compact, dLxK1×K2 uniformly bounded.
A simple computation shows that dL(x, y) ≥ d(x, y) implies the following
1. dL-compact sets are d-compact;
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2. d-Lipschitz functions are dL-Lipschitz with the same constant.
An application of Theorem 5.5, in the setting of Remark 1.6, gives a Borel function which selects a
single geodesic γ ∈ γ[x,y] for any couple (x, y).
Lemma 1.7. Assume that dL is l.s.c.. Then there exists a Borel function Υ : X ×X → Lipd([0, 1], X)
such that up to reparametrization Υ (x, y) ∈ γ[x,y].
Proof. Let
F : X ×X → Lipd([0, 1], X)
(x, y) 7→ γ[x,y]
with Lipd([0, 1], X) endowed with the uniform topology and γ[x,y] defined in (1.1.1).
The result follows by Theorem 5.5 observing that graph(F ) is the set
{
(x, y, γ) ∈ X ×X × Lipd([0, 1], X), L(γ) = dL(x, y)
}
.
which is Borel by the l.s.c. of the map γ 7→ L(γ), and this is implied by the l.s.c. of dL.
1.2 Optimal transportation in geodesic spaces
Let µ, ν ∈ P(X) and consider the transportation problem with cost c(x, y) = dL(x, y), and let π ∈ Π(µ, ν)
be a dL-cyclically monotone transference plan with finite cost. By inner regularity, we can assume that
the optimal transference plan is concentrated on a σ-compact dL-cyclically monotone set Γ ⊂ {dL(x, y) <
+∞}. By Lusin Theorem, we can require also that dLxΓ is σ-continuous:
Γ = ∪nΓn, Γn ⊂ Γn+1 compact, dLxΓn continuous. (1.2.1)
In this section, using only the dL-cyclical monotonicity of Γ, we obtain a partial order relation G ⊂
X ×X . The set G is analytic, and allows to define the transport ray set R, the transport sets Te, T , and
the set of initial points a and final points b. Moreover we show that RxT ×T is an equivalence relation
and that we can assume the set of final points b to be µ-negligible.
Consider the set
Γ′ :=
{
(x, y) : ∃I ∈ N0, (wi, zi) ∈ Γ for i = 0, . . . , I, zI = y
wI+1 = w0 = x,
I∑
i=0
dL(wi+1, zi)− dL(wi, zi) = 0
}
. (1.2.2)
In other words, we concatenate points (x, z), (w, y) ∈ Γ if they are initial and final point of a cycle with
total cost 0.
Lemma 1.8. The following holds:
1. Γ ⊂ Γ′ ⊂ {dL(x, y) < +∞};
2. if Γ is analytic, so is Γ′;
3. if Γ is dL-cyclically monotone, so is Γ
′.
Proof. For the first point, set I = 0 and (wn,0, zn,0) = (x, y) for the first inclusion. If dL(x, y) = +∞,
then (x, y) /∈ Γ and all finite set of points in Γ are bounded.
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For the second point, observe that
Γ′ =
⋃
I∈N0
P12(AI)
=
⋃
I∈N0
P12
( I∏
i=0
Γ ∩
{ I∏
i=1
(wi, zi) :
I∑
i=0
dL(wi+1, zi)− dL(wi, zi) = 0, wI+1 = w0
})
.
For each I ∈ N0, since dL is Borel, it follows that
{ I∏
i=1
(wi, zi) :
I∑
i=0
dL(wi+1, zi)− dL(wi, zi) = 0, wI+1 = w0
}
is Borel in
∏I
i=0(X ×X), so that for Γ analytic each set An,I is analytic. Hence P12(AI) is analytic, and
since the class Σ11 is closed under countable unions and intersections it follows that Γ
′ is analytic.
For the third point, observe that for all (xj , yj) ∈ Γ′, j = 0, . . . , J , there are (wj,i, zj,i) ∈ Γ, i =
0, . . . , Ij , such that
dL(xj , yj) +
Ij−1∑
i=0
dL(wj,i+1, zj,i)−
Ij∑
i=0
dL(wj,i, zj,i) = 0.
Hence we can write for xJ+1 = x0, wj,Ij+1 = wj+1,0, wJ+1,0 = w0,0
J∑
j=0
dL(xj+1, yj)− dL(xj , yj) =
J∑
j=0
Ij∑
i=0
dL(wj,i+1, zj,i)− dL(wj,i, zj,i) ≥ 0,
using the dL-cyclical monotonicity of Γ.
Definition 1.9 (Transport rays). Define the set of oriented transport rays
G :=
{
(x, y) : ∃(w, z) ∈ Γ′, dL(w, x) + dL(x, y) + dL(y, z) = dL(w, z)
}
. (1.2.3)
For x ∈ X , the outgoing transport rays from x is the set G(x) and the incoming transport rays in x
is the set G−1(x). Define the set of transport rays as the set
R := G ∪G−1. (1.2.4)
Lemma 1.10. The following holds:
1. G is dL-cyclically monotone;
2. Γ′ ⊂ G ⊂ {dL(x, y) < +∞};
3. the sets G, R := G ∪G−1 are analytic.
Proof. The second point follows by the definition: if (x, y) ∈ Γ′, just take (w, z) = (x, y) in the r.h.s. of
(1.2.3).
The third point is consequence of the fact that
G = P34
((
Γ′ ×X ×X) ∩ {(w, z, x, y) : dL(w, x) + dL(x, y) + dL(y, z) = dL(w, z)}),
and the result follows from the properties of analytic sets.
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The first point follows from the following observation: if (xi, yi) ∈ γ[wi,zi], then from triangle inequality
dL(xi+1, yi)− dL(xi, yi) + dL(xi, yi−1) ≥ dL(xi+1, zi)− dL(zi, yi)− dL(xi, yi) + dL(xi, yi−1)
= dL(xi+1, zi)− dL(xi, zi) + dL(xi, yi−1)
≥ dL(xi+1, zi)− dL(xi, zi) + dL(wi, yi−1)− dL(wi, xi)
= dL(xi+1, zi)− dL(wi, zi) + dL(wi, yi−1).
Repeating the above inequality finitely many times one obtain∑
i
dL(xi+1, yi)− dL(xi, yi) ≥
∑
i
dL(wi+1, zi)− dL(wi, zi) ≥ 0.
Hence the set G is dL-cyclically monotone.
Definition 1.11. Define the transport sets
T := P1
(
graph(G−1) \ {x = y}) ∩ P1(graph(G) \ {x = y}), (1.2.5a)
Te := P1
(
graph(G−1) \ {x = y}) ∪ P1(graph(G) \ {x = y}). (1.2.5b)
From the definition of G it is fairly easy to prove that T , Te are analytic sets. The subscript e refers
to the endpoints of the geodesics: clearly we have
Te = P1(R \ {x = y}). (1.2.6)
The following lemma shows that we have only to study the Monge problem in Te.
Lemma 1.12. It holds π(Te × Te ∪ {x = y}) = 1.
Proof. If x ∈ P1(Γ \ {x = y}), then x ∈ G−1(y) \ {y} for some y ∈ X . Similarly, y ∈ P2(Γ \ {x = y})
implies that y ∈ G(x) \ {x} for some x ∈ X . Hence Γ \ Te × Te ⊂ {x = y}.
As a consequence, µ(Te) = ν(Te) and any maps T such that for νxTe= T♯µxTe can be extended to a
map T ′ such that ν = T♯µ with the same cost by setting
T ′(x) =
{
T (x) x ∈ Te
x x /∈ Te
(1.2.7)
We now use the non branching assumption.
Lemma 1.13. If x ∈ T , then R(x) is a single geodesic.
Proof. Since x ∈ T , there exists (w, x), (x, z) ∈ G \ {x = y}: from the dL-cyclical monotonicity and
triangular inequality, it follows that
dL(w, z) = dL(w, x) + dL(x, z),
so that (w, z) ∈ G and x ∈ γ(w,z). Hence from the non branching assumption the set
R(x) =
⋃
y∈G(x)
γ[x,y] ∪
⋃
z∈G−1(x)
γ[z,x]
is a single geodesic.
Proposition 1.14. The set R ∩ T × T is an equivalence relation on T . The set G is a partial order
relation on Te.
Proof. Using the definition of R, one has in T :
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1. x ∈ T implies that
∃y ∈ G(x) \ {x = y},
so that from the definition of G it follows (x, x) ∈ G;
2. if y ∈ R(x), x, y ∈ T , then from Lemma 1.13 there exists (w, z) ∈ G such that x, y ∈ γ(w,z). Hence
x ∈ R(y);
3. if y ∈ R(x), z ∈ R(y), x, y, z ∈ T , then from Lemma 1.13 it follows again there exists (w, z) ∈ G
such that x, y, z ∈ γ(w,z). Hence z ∈ R(x).
The second part follows similarly:
1. x ∈ Te implies that
∃(x, y) ∈ (G \ {x = y}) ∪ (G−1 \ {x = y}),
so that in both cases (x, x) ∈ G;
2. as in Lemma 1.13, (x, y), (y, z) ∈ G \ {x = y} implies by dL-cyclical monotonicity that (x, z) ∈ G.
Remark 1.15. Note that G ∪ {x = y} is a partial order relation on X .
Definition 1.16. Define the multivalued endpoint graphs by:
a :=
{
(x, y) ∈ G−1 : G−1(y) \ {y} = ∅}, (1.2.8a)
b :=
{
(x, y) ∈ G : G(y) \ {y} = ∅}. (1.2.8b)
We call P2(a) the set of initial points and P2(b) the set of final points.
Even if a, b are not in the analytic class, still they belong to the σ-algebra A.
Proposition 1.17. The following holds:
1. the sets
a, b ⊂ X ×X, a(A), b(A) ⊂ X,
belong to the A-class if A analytic;
2. a ∩ b ∩ Te ×X = ∅;
3. a(x), b(x) are singleton or empty when x ∈ T ;
4. a(T ) = a(Te), b(T ) = b(Te);
5. Te = T ∪ a(T ) ∪ b(T ), T ∩ (a(T ) ∪ b(T )) = ∅.
Proof. Define
C :=
{
(x, y, z) ∈ Te × Te × Te : y ∈ G(x), z ∈ G(y)
}
= (G×X) ∩ (X ×G) ∩ Te × Te × Te,
that is clearly analytic. Then
b =
{
(x, y) ∈ G : y ∈ G(x), G(y) \ {y} = ∅
}
= G \ P1,2(C \X × {y = z}),
b(A) =
{
y : y ∈ G(x), G(y) \ {y} = ∅, x ∈ A
}
= P2(G ∩A×X) \ P2(C \X × {y = z}).
A similar computation holds for a:
a = G−1 \ P23(C \ {x = y} ×X), a(A) = P1(G ∩X ×A) \ P1(C \ {x = y} ×X)
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ΓΓ′
b
b
a
a
G
G−1
µ
µ
ν
ν
T
Figure 1.1: Construction of the sets Γ, Γ′, G, G−1, a, b in a 1-dimensional example with dL = | · |.
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Hence a, b ∈ A(X ×X), a(A), b(A) ∈ A(X), being the intersection of an analytic set with a coanalytic
one.
If x ∈ T , then from Lemma 1.13 it follows that a(x), b(x) are empty or singletons and a(x) 6= b(x).
If x ∈ Te \ T , then it follows that the geodesic γ[w,z], (w, z) ∈ G, to which x belongs cannot be prolonged
in at least one direction: hence x ∈ a(x) ∪ b(x).
The other point follows easily.
We finally show that we can assume that the µ-measure of final points and the ν-measure of the initial
points are 0.
Lemma 1.18. The sets G ∩ b(T )×X, G ∩X × a(T ) is a subset of the graph of the identity map.
Proof. From the definition of b one has that
x ∈ b(T ) =⇒ G(x) \ {x} = ∅,
A similar computation holds for a.
Hence we conclude that
π(b(T )×X) = π(G ∩ b(T )×X) = π({x = y}),
and following (1.2.7) we can assume that
µ(b(T )) = ν(a(T )) = 0.
Remark 1.19. In the case considered in Remark 1.6, it is possible to obtain more regularity for the sets
introduced so far. Recall that we are now assuming
(2’) dL : X ×X → [0,+∞] l.s.c. distance,
(4’) dL(x, y) ≥ d(x, y),
(5’) ∪x∈K1,y∈K2γ[x,y] is d-compact if K1, K2 are d-compact, dLxK1×K2 uniformly bounded.
The set Γ′ is σ-compact: in fact, if one restrict to each Γn given by (1.2.1), then the set of cycles of
order I is compact, and thus
Γ′n,I¯ :=
{
(x, y) : ∃I ∈ {0, . . . , I¯}, (wi, zi) ∈ Γn for i = 0, . . . , I, zI = y
wI+1 = w0 = x,
I∑
i=0
dL(wi+1, zi)− dL(wi, zi) = 0
}
is compact. Finally Γ′ = ∪n,IΓ′n,I .
Moreover, dLxΓ′
n,I
is continuous. If (xn, yn)→ (x, y), then from the l.s.c. and
I∑
i=0
dL(wn,i+1, zn,i) =
I∑
i=0
dL(wn,i, zn,i), wn,I+1 = wn,0 = xn, zn,I = yn,
it follows also that each dL(wn,i+1, zn,i) is continuous.
Similarly the sets G, R, a, b are σ-compact: assumption (5’) and the above computation in fact shows
that
Gn,I :=
{
(x, y) : ∃(w, z) ∈ Γ′n,I , dL(w, x) + dL(x, y) + dL(y, z) = dL(w, z)
}
is compact. For a, b, one uses the fact that projection of σ-compact sets is σ-compact.
So if we are in the case of Remark 1.6, Γ, Γ′, G, G−1, a and b are σ-compact sets.
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Remark 1.20. Many simplifications occur in the case the disintegration w.r.t. the partition {DL(x)}x∈X
is strongly consistent. Recall that DL(x) =
{
y : dL(x, y) < +∞
}
. Let
π =
∫ 1
0
παm(dα), µ =
∫ 1
0
µαm(dα), ν =
∫ 1
0
ναm(dα)
be strongly consistent disintegrations such that
µα(DL(xα)) = να(DL(xα)) = 1, πα ∈ Π(µα, να).
We have used the fact that the partition {DL(x)×DL(x)}x∈X has the crosswise structure, and then we
can apply the results of [8].
1) Optimality of πα. Since π is dL-cyclically monotone, also the πα are dL-cyclically monotone: precisely
they are concentrated on the sets
Γα = Γ ∩DL(xα)×DL(xα),
if Γ is dL-cyclically monotone and π(Γ) = 1.
Using the fact that (DL(xα), dL) is a metric space, then we can construct a potential ϕ(x, xα) using
the formula
ϕ(x, xα) = inf
{ I∑
i=0
dL(xi+1, yi)− dL(xi, yi), (xi, yi) ∈ Γα, xI+1 = x, (x0, y0) = (xα, xα)
}
.
and since this is bounded on (DL(xα), dL), we see that πα and hence π are optimal.
2. Potential for π. Extend ϕ(x, xα) to X by setting ϕ(x, xα) = +∞ if x /∈ DL(xα). If {(xα, xα)}α∈[0,1]
is a Borel section, then the function
ϕ(x) = inf
α
{ϕ(x, α)}
is easily seen to be analytic. This function is clearly a potential for π. In particular, it follows again from
[8] that π is optimal if it is dL-cyclically monotone.
3.Transport set. We can then define the set of oriented transport rays as the set
G =
{
(x, y) ∈ X ×X : ϕ(x) − ϕ(y) = dL(x, y)
}
.
In general, this sets is larger than the one of Definition 1.9.
1.3 Partition of the transport set T
In this section we use the continuity and local compactness of geodesics to show that the disintegration
induced by R on T is strongly consistent. Using this fact, we can define an order preserving map g which
maps our transport problem into a transport problem on S × R, where S is a cross section of R.
Let {xi}i∈N be a dense sequence in (X, d).
Lemma 1.21. The sets
Wijk :=
{
x ∈ T ∩ B¯2−j (xi) : L(G(x)), L(G−1(x)) ≥ 22−k, L
(
R(x) ∩ B¯21−j (xi)
) ≤ 2−k}
form a countable covering of T of class A.
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Proof. We first prove the measurability. We consider separately the conditions defining Wijk .
Point 1. The set
Aij := T ∩ B¯2−j (xi)
is clearly analytic.
Point 2. The set
Bk :=
{
x ∈ T : L(G(x)) ≥ 22−k} = P1(G ∩ {dL(x, y) ≥ 22−k})
is again analytic, being the projection of an analytic set. Similarly, the set
Ck :=
{
x ∈ T : L(G−1(x)) ≥ 22−k} = P1(G−1 ∩ {dL(x, y) ≥ 22−k})
is again analytic.
Point 3. The set
Djk :=
{
x ∈ T : L(R(x) ∩ B¯2−j (xi)) ≤ 2−k}
= T \ P1
(
R ∩ ({(x, y) : d(xi, y) ≤ 21−j} ∩ {dL(x, y) > 2−k}))
is in the A-class, being the difference of two analytic sets.
We finally can write
Wijk = Aij ∩Bk ∩Ck ∩Djk,
and the fact that A is a σ-algebra proves that Wijk ∈ A.
To show that it is a covering, notice that for all x ∈ T it holds
min
{
L(G(x)), L(G−1(x))
} ≥ 22−k¯
for some k¯ ∈ N.
From the local compactness of geodesics, Condition 5. of page 19, it follows that if γ−1(B¯r(x)) is
compact, then the continuity of γ implies that γ−1(B¯r′(x)) is also compact for all r
′ ≤ r, and diam dL(γ∩
B¯r′(x))→ 0 and r′ → 0. In particular there exists j¯ ∈ N such that
L
(
R(x) ∩ B¯21−j¯ (x)
) ≤ 2−k¯,
with k¯ the one chosen above.
Finally, one choose xi¯ such that d(x, xi¯) < 2
−1−j¯, so that x ∈ B¯2−j¯ (xi¯) ⊂ B¯21−j¯ (x) and thus
L
(
R(x) ∩ B¯2−j¯ (xi¯)
) ≤ 2−k¯.
Lemma 1.22. There exist µ-negligible sets Nijk ⊂Wijk such that the family of sets
Tijk = R−1(Wijk \Nijk)
is a countable covering of T \ ∪ijkNijk into saturated analytic sets.
Proof. First of all, since Wijk ∈ A, then there exists µ-negligible set Nijk ⊂Wijk such that Wijk \Nijk ∈
B(X). Hence {Wijk \ Nijk}i,j,k∈N is a countable covering of T \ ∪ijkNijk. It follows immediately that
{Tijk}i,j,k∈N satisfies the lemma.
Remark 1.23. Observe that B¯2−j (xi) ∩ R(x) is compact for all x ∈ Tijk: in fact, during the proof of
Lemma 1.21 we have already shown that γ−1(B¯2−j (xi)) is compact.
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From any analytic countable covering, we can find a countable partition into A-class saturated sets
by defining
Zm,e := Timjmkm \
m−1⋃
m′=1
Tim′ jm′km′ , Z0,e := Te \
⋃
m∈N
Zm,e, (1.3.1)
where
N ∋ m 7→ (im, jm, km) ∈ N3
is a bijective map. Intersecting the above sets with T , we obtain the countable partition of T in A-sets
Zm := Zm,e ∩ T , m ∈ N0. (1.3.2)
Now we use this partition to prove the strong consistency of the disintegration.
On Zm, m > 0, we define the closed values map
Zm ∋ x 7→ F (x) := R(x) ∩ B¯2−jm (xim ) ∈ K
(
B¯2−jm (xim)
)
, (1.3.3)
where K(B¯2−jm (xim)) is the space of compact subsets of B¯2−jm (xim ).
Proposition 1.24. There exists a µ-measurable cross section f : T → T for the equivalence relation R.
Proof. First we show that F is A-measurable: for δ > 0,
F−1(Bδ(y)) =
{
x ∈ Zm : R(x) ∩Bδ(y) ∩ B¯2−jm (xim) 6= ∅
}
= Zm ∩ P1
(
R ∩ (X ×Bδ(y) ∩ B¯2−jm (xim))).
Being the intersection of two A-class sets, F−1(Bδ(y)) is in A.
By Corollary 5.7 there exists a A-class section fm : Zm → B¯2−jm (xim). The proposition follows by
setting fxZm= fm on ∪mZm, and defining it arbitrarily on T \ ∪mZm: the latter being negligible, f is
µ-measurable.
Up to a µ-negligible saturated set TN , we can assume it to have σ-compact range: just let S ⊂ f(T )
be a σ-compact set where f♯µxT is concentrated, and set
TS := R−1(S) ∩ T , TN := T \ TS , µ(TN ) = 0. (1.3.4)
Having the µxT -measurable cross-section
S := f(T ) = S ∪ f(TN ) = (Borel) ∪ (f(µ-negligible)),
we can define the parametrization of T and Te by geodesics.
Definition 1.25 (Ray map). Define the ray map g by the formula
g :=
{
(y, t, x) : y ∈ S, t ∈ [0,+∞), x ∈ G(y) ∩ {dL(x, y) = t}
}
∪
{
(y, t, x) : y ∈ S, t ∈ (−∞, 0), x ∈ G−1(y) ∩ {dL(x, y) = −t}
}
= g+ ∪ g−.
Proposition 1.26. The following holds.
1. The restriction g ∩ S × R×X is analytic.
2. The set g is the graph of a map with range Te.
3. t 7→ g(y, t) is a dL 1-Lipschitz G-order preserving for y ∈ T .
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Wijk
S
S
g
R
Figure 1.2: The ray map g.
4. (t, y) 7→ g(y, t) is bijective on T , and its inverse is
x 7→ g−1(x) = (f(y),±dL(x, f(y)))
where f is the quotient map of Proposition 1.24 and the positive/negative sign depends on x ∈
G(f(y))/x ∈ G−1(f(y)).
Proof. For the first point just observe that
g+ =
{
(y, t, x) : y ∈ S, t ∈ R+, x ∈ G(y) ∩ {dL(x, y) = t}
}
= S ×R+ ×X ∩ {(y, t, x) : (y, x) ∈ G} ∩ {(y, t, x) : dL(x, y) = t} ∈ Σ11.
Similarly
g− =
{
(y, t, x) : y ∈ S, t ∈ R−, x ∈ G−1(y) ∩ {dL(x, y) = −t}
}
∈ Σ11.
Since S ⊂ T and R(y) is a subset of a single geodesic for y ∈ S ⊂ T , g is the graph of a map. Note
that for any x ∈ Te there exists z ∈ T such that x ∈ R(z): hence x ∈ R(f(z)), and therefore the range
of the map is the whole Te.
The third point is a direct consequence of the definition.The fourth point follows by substitution.
We finally prove the following property of dL-cyclically monotone transference plans.
Proposition 1.27. For any π dL-monotone there exists a dL-cyclically monotone transference plan π˜
with the same cost of π such that it coincides with the identity on µ ∧ ν.
We will use the disintegration technique exploited also in the next section. We observe that another
proof can be the direct composition of the transference plan with itself, using the fact that the mass
moves along geodesics and the disintegration makes the problem one dimensional.
Proof. We have already shown that we can take
µ(P2(b)) = ν(P2(a)) = 0,
so that µ ∧ ν is concentrated on TS .
Step 1. On T we can use the Disintegration Theorem to write
µxT=
∫
S
µym(dy), m = f♯(µxT ), µy ∈ P(R(y) ∩ T ). (1.3.5)
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In fact, the existence of a Borel section is equivalent to the strong consistency of the disintegration. Since
{R(y)×X}y∈T is also a partition on T ×X , we can similarly write
πxT ×X=
∫
S
πym(dy), πy(R(y)×R(y)) = 1.
We write moreover
νy := (P2)♯(πxT ×X), ν˜ :=
∫
S
νym(dy) =
∫
S
(P2)♯πym(dy). (1.3.6)
Clearly the rest of the mass starts from a(T ), so we have just to show how to rearrange the transference
plan in T in order to obtain µ ⊥ ν. Using g, we can reduce the problem to a transport problem on S×R
with cost
c((y, t), (y′, t′)) =
{
|t− t′| y = y′
+∞ y 6= y′
By standard regularity argument, we can assume that S ∋ y 7→ πy ∈ P(R(y)×R(y)) is σ-continuous, i.e.
its graph is σ-compact.
Step 2. Using the fact that (µ, ν) 7→ µ ∧ ν is Borel w.r.t. the weak topology [8], we can assume that
S ∋ y 7→ µy ∧ νy ∈ P(R(y)) is σ-continuous, so that also the map
S ∋ y 7→ (µy − µy ∧ νy, νy − µy ∧ νy) ∈ P(R(y))× P(R(y))
is σ-continuous.
Step 3. Since in each R(y) the problem is one dimensional, one can take the unique transference plan
π˜y ∈ Π
(
µy − µy ∧ νy, νy − µy ∧ νy
)
concentrated on a monotone set: clearly ∫
dLπ˜y =
∫
dLπy.
Step 4. If we define the left-continuous distribution functions
H(y, s) :=
(
µy − µy ∧ νy
)
(−∞, s), F (y, t) := (νy − µy ∧ νy)(−∞, t),
and
G(y, s, t) := π˜y
(
(−∞, s)× (−∞, t)),
then the measure π˜y is uniquely determined by G(y, s, t) = min{H(y, s), F (y, t)}.
The σ-continuity of y 7→ (µy − µy ∧ νy, νy − µy ∧ νy) yields that H , F are again σ-l.s.c., so that G is
Borel, and finally y 7→ π˜y is σ-continuous up to a f♯µ-negligible set.
Step 5. Define
πˆy := π˜y + (I, I)♯(µy ∧ νy) ∈ Π(µy , νy).
The above steps show that πˆ is m-measurable, and thus we can define the measure
πˆ := πx(Te\T )×X+
∫
πˆym(dy).
It is routine to check that πˆ has the required properties.
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1.4 Regularity of the disintegration
This section is divided in two parts.
In the first one we consider the translation of Borel sets by the optimal geodesic flow, we introduce a
first regularity assumption (Assumption 1) on the measure µ and we show that an immediate consequence
is that the set of initial points is negligible. A second consequence is that the disintegration of µ w.r.t.
R has continuous conditional probabilities.
In the second part we consider a stronger regularity assumption (Assumption 2) which gives that the
conditional probabilities are absolutely continuous with respect to H1 along geodesics.
1.4.1 Evolution of Borel sets
Let A ⊂ Te be an analytic set and define for t ∈ R the t-evolution At of A by
At := g
(
g−1(A) + (0, t)
)
. (1.4.1)
Lemma 1.28. The set At ∩ g(S × R) is analytic, and At is µ-measurable for t ≥ 0.
Proof. Divide A into two parts:
AS := A ∩ g(S × R) and AN := A \AS .
From Point (1) of Proposition 1.26 it follows that AS is analytic. We consider the evolution of the two
sets separately.
Again by Point (1) of Proposition 1.26, the set (AS)t is analytic, hence universally measurable for all
t ∈ R.
Since TN is µ-negligible (see (1.3.4)), it follows that (AN )t is µ-negligible for all t > 0, and by the
assumptions it is clearly measurable for t = 0.
We can show that t 7→ µ(At) is measurable.
Lemma 1.29. Let A be analytic. The function t 7→ µ(At) is Souslin for t ≥ 0. If A ⊂ g(S × R), then
t 7→ µ(At) is Souslin for t ∈ R.
Proof. As before, we split the A into the sets
AS := A ∩ g(S × R) and AN := A \AS .
The function
t 7→ µ(AN,t) =
{
µ(AN ) t = 0
0 t > 0
is clearly Borel. Observe that since TN ⊂ T and the µ-measure of final points is 0, the value of µ(AN,t)
is known only for t > 0.
Since AS is analytic, then g
−1(AS) is analytic, and the set
A˜S :=
{
(y, τ, t) : (y, τ − t) ∈ g−1(AS)
}
is easily seen to be again analytic. Define the analytic set AˆS ⊂ X × R by
AˆS := (g, I)(A˜S).
Clearly (AS)t = AˆS(t). We now show in two steps that the function t 7→ µ((AS)t) is analytic.
Step 1. Define the closed set in P(X × [0, 1])
Π(µ) :=
{
π ∈ P(X × [0, 1]) : (P1)♯(π) = µ
}
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and let B ⊂ X × R× [0, 1] a Borel set such that P12(B) = AˆS .
Consider the function
R×Π(µ) ∋ (t, π) 7→ π(B(t)).
A slight modification of Lemma 4.12 in [8] shows that this function is Borel.
Step 2. Since supremum of Borel function are Souslin, pag. 134 of [25], the proof is concluded once
we show that
µ((AS)t) = µ(AˆS(t)) = sup
π∈Π(µ)
π(B(t)).
From the Disintegration Theorem, for all π ∈ Π(µ) we have
π(B(t)) =
∫
πx(B(t))µ(dx) ≤
∫
P1(B(t))
µ(dx) = µ(AˆS(t)).
On the other hand from Theorem 5.5, there exists an A-measurable section u : AˆS(t) → B(t). Clearly
for πu = (I, u)♯(µ) it holds πu(B(t)) = µ(AˆS(t)).
The next assumption is the first fundamental assumption of the chapter.
Assumption 1 (Non-degeneracy assumption). For all Borel sets A such that µ(A) > 0 the set {t ∈ R+ :
µ(At) > 0} has cardinality > ℵ0.
By inner regularity, it is clearly enough to verifies Assumption 1 only for compact sets. Note that
since for analytic set Cantor Hypothesis holds true, Theorem 4.3.5, pag. 142 of [25] , Assumption 1
implies that the cardinality of {t ∈ R+ : µ(At) > 0} is c.
An immediate consequence of the Assumption 1 is that the measure µ is concentrated on T .
Lemma 1.30. If µ satisfies Assumption 1 then
µ(Te \ T ) = 0.
Proof. If A ⊂ a(X), then At ∩As = ∅ for 0 ≤ s < t. Hence
♯
{
t ∈ R+ : µ(At) > 0
} ≤ ℵ0,
because of the boundedness of µ. This contradicts the assumptions.
Once we know that µ(T ) = 1, we can use the Disintegration Theorem 5.3 to write
µ =
∫
S
µym(dy), m = f♯µ, µy ∈ P(R(y)). (1.4.2)
The disintegration is strongly consistent since the quotient map f : T → T is µ-measurable and (T ,B(T ))
is countably generated.
The second consequence of Assumption 1 is that µy is continuous, i.e. µy({x}) = 0 for all x ∈ X .
Proposition 1.31. The conditional probabilities µy are continuous for m-a.e. y ∈ S.
Proof. From the regularity of the disintegration and the fact that m(S) = 1, we can assume that the
map y 7→ µy is weakly continuous on a compact set K ⊂ S of comeasure < ǫ such that L(R(y)) > ǫ for
all y ∈ K. It is enough to prove the proposition on K.
Step 1. From the continuity of K ∋ y 7→ µy ∈ P(X) w.r.t. the weak topology, it follows that the map
y 7→ A(y) := {x ∈ R(y) : µy({x}) > 0} = ∪n{x ∈ R(y) : µy({x}) ≥ 2−n}
is σ-closed: in fact, if (ym, xm)→ (y, x) and µym({xm}) ≥ 2−n, then µy({x}) ≥ 2−n by u.s.c. on compact
sets.
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µ
ν
B
Bt
γ
Figure 1.3: The evolution of a set B through the optimal flow.
Hence it is Borel, and by Lusin Theorem (Theorem 5.8.11 of [25]) it is the countable union of Borel
graphs: setting in case ci(y) = 0, we can consider them as Borel functions on S and order them w.r.t. G,
µy,atomic =
∑
i∈Z
ci(y)δxi(y), xi+1(y) ∈ G(xi(y)), i ∈ Z.
Step 2. Define the sets
Sij(t) :=
{
y ∈ K : xi(y) = g
(
g−1(xj(y)) + t
)} ∩ T .
Since K ⊂ S, to define Sij we are using the graph g ∩ S × R× T , which is analytic: hence Sij ∈ Σ11.
For Aj := {xj(y), y ∈ K} and t ∈ R+ we have that
µ((Aj)t) =
∫
K
µy((Aj)t)m(dy) =
∫
K
µy,atomic((Aj)t)m(dy)
=
∑
i∈Z
∫
K
ci(y)δxi(y)
(
g(g−1(xj(y)) + t)
)
m(dy) =
∑
i∈Z
∫
Sij(t)
ci(y)m(dy).
We have used the fact that Aj ∩R(y) is a singleton.
Step 3. For fixed i, j ∈ N, again from the fact that Aj ∩R(y) is a singleton
Sij(t) ∩ Sij(t′) =
{
Sij(t) t = t
′
∅ t 6= t′
so that
♯
{
t : m(Sij(t)) > 0
} ≤ ℵ0.
Finally
µ((Aj)t) > 0 =⇒ t ∈
⋃
i
{
t : m(Sij(t)) > 0
}
,
whose cardinality is ≤ ℵ0, contradicting Assumption 1.
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1.4.2 Absolute continuity
We next assume a stronger regularity assumption.
Assumption 2 (Absolute continuity assumption). For every Borel set A ⊂ Te
µ(A) > 0 =⇒
∫ +∞
0
µ(At)dt > 0.
Again by inner regularity, Assumption 2 can be verified only for compact sets. Note that the condition
is meaningful by Lemma 1.29. Observe moreover that Assumption 2 implies Assumption 1, so that in the
following we will restrict the map g to the set g−1(T ), where it is analytic. Moreover, we can consider
shift t 7→ At for t ∈ R, because of Lemma 1.29.
Remark 1.32. An equivalent form of the Assumption 2 is the following:
µ(A) > 0 =⇒
∫
t,s≥0
µ(At ∩As)dtds > 0.
In fact, due to µ(X) = 1, in the set In := {t : µ(At) > 2−n} the set {s ∈ In : µ(As ∩At) = 0, t ∈ In} has
cardinality at most 2−n. Hence, since for some n L1(In) > 0 by Assumption 2, it follows that
L2(In × In) =
(L1(In))2 > 0.
The opposite implication is a consequence of Fubini theorem.
The next results show regularity of the Radon-Nikodym derivative of µy w.r.t. (H1L)xf−1(y), where H1L
is the 1-dimensional Hausdorff measure w.r.t. the dL-distance. Note that along dL 1-Lipschitz geodesics,
H1L is equivalence to g(y, ·)♯L1: in the following we will use both notations.
Lemma 1.33. Let µ be a Radon measure and
µy = r(y, ·)g(y, ·)♯L1 + ωy, ωy ⊥ g(y, ·)♯L1
be the Radon-Nikodym decomposition of µy w.r.t. g(y, ·)♯L1. Then there exists a Borel set C ⊂ X such
that
L1(g−1(C) ∩ ({y} × R))) = 0
and ωy = µyxC for m-a.e. y ∈ [0, 1].
Proof. Consider the measure
λ = g♯(m⊗ L1),
and compute the Radon-Nikodym decomposition
µ =
Dµ
Dλ
λ+ ω.
Then there exists a Borel set C such that ω = µxC and λ(C) = 0. The set C proves the Lemma.
Indeed C = ∪y∈[0,1]Cy where Cy = C ∩ f−1(y) is such that µyxCy= ωy and g(y, ·)♯L1(Cy) = 0 for m-a.e.
y ∈ [0, 1].
Theorem 1.34. If µ satisfies Assumption 2, then for m-a.e. y ∈ [0, 1] the conditional probabilities µy
are absolutely continuous w.r.t. g(y, ·)♯L1.
The proof is based on the following simple observation.
Let η be a Radon measure on R. Suppose that for all A ⊂ R Borel with η(A) > 0 it holds∫
R
+
η(A+ t)dt = η ⊗ L1({(x, t) : t ≥ 0, x− t ∈ A}) > 0.
Then η ≪ L1.
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Proof. The proof will use Lemma 1.33: take C the set constructed in Lemma 1.33 and suppose by
contradiction that
µ(C) > 0 and m⊗ L1(g−1(C)) = 0.
In particular, for all t ∈ R it follows that
m⊗ L1(g−1(Ct)) = m⊗ L1(g−1(C) + (0, t)) = 0.
By Fubini-Tonelli Theorem
0 <
∫
R
+
µ(Ct)dt =
∫
R
+
(∫
g−1(Ct)
(g−1)♯µ(dydτ)
)
dt
=
(
(g−1)♯µ⊗ L1
)({
(y, τ, t) : (y, τ) ∈ g−1(T ), (y, τ − t) ∈ g−1(C)
})
≤
∫
S×R
L1({τ − g−1(C ∩ f−1(y))})(g−1)♯µ(dydτ)
=
∫
S×R
L1(g−1(C ∩ f−1(y)))(g−1)♯µ(dydτ)
=
∫
S
L1(g−1(C ∩ f−1(y)))m(dy) = 0.
That gives a contradiction.
Now we will study the regularity of the map t 7→ µ(At) under Assumption 2. We will use the following
notation:
µ(A) =
∫
S
µy(A)m(dy) =
∫
S
(∫
g(y,·)−1(A)
r(y, τ)dτ
)
m(dy) = g♯(rm ⊗ L1).
Proposition 1.35. µ satisfies Assumption 2 if and only if for all A Borel t 7→ µ(At) is continuous.
Moreover if A is geodesically convex then µ(At) is absolutely continuous.
Proof. It is enough to prove the continuity for t = 0. Since
µ(At) =
∫
S
(∫
g(y,·)−1(At)
r(y, τ)dτ
)
m(dy),
its continuity is a direct consequence of Lebesgue dominated convergence theorem applied to the function:
t 7→ µy(At) =
∫
g(y,·)−1(At)
r(y, τ)dτ.
Suppose now A geodesically convex. Each g(y, ·)−1(A) is an interval (α(y), ω(y)), so that the map
t 7→
∫
g(y,·)−1(At)
r(y, τ)dτ
is absolutely continuous with derivative
h(y, t) = r(y, ω(y) + t)− r(y, α(y) + t).
Since h(y, t) ∈ L1(m⊗ L1) the result follows by a standard computation.
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1.5 Solution to the Monge problem
In this section we show that Theorem 1.34 allows to construct an optimal map T . We recall the one
dimensional result for the Monge problem [31].
Theorem 1.36. Let µ, ν be probability measures on R, µ continuous, and let
H(s) := µ((−∞, s)), F (t) := ν((−∞, t)),
be the left-continuous distribution functions of µ and ν respectively. Then the following holds.
1. The non decreasing function T : R→ R ∪ [−∞,+∞) defined by
T (s) := sup
{
t ∈ R : F (t) ≤ H(s)}
maps µ to ν. Moreover any other non decreasing map T ′ such that T ′♯µ = ν coincides with T on
the support of µ up to a countable set.
2. If φ : [0,+∞]→ R is non decreasing and convex, then T is an optimal transport relative to the cost
c(s, t) = φ(|s − t|). Moreover T is the unique optimal transference map if φ is strictly convex.
Assume that µ satisfies Assumption 1. Then we can disintegrate µ and π respect to the ray equivalence
relation R and R×X as in (1.4.2),
µ =
∫
µym(dy), π =
∫
πym(dy), µy continuous, (P1)♯πy = µy. (1.5.1)
We write moreover
ν =
∫
νym(dy) =
∫
(P2)♯πym(dy). (1.5.2)
Note that πy ∈ Π(µy, νy) is dL-cyclically monotone (and hence optimal, because R(y) is one dimensional)
for m-a.e. y. If ν(T ) = 1, then (1.5.2) is the disintegration of ν w.r.t. R.
Theorem 1.37. Let π ∈ Π(µ, ν) be a dL-cyclically monotone transference plan, and assume that As-
sumption 1 holds. Then there exists a Borel map T : X → X with the same transport cost as π.
Proof. By means of the map g−1, we reduce to a transport problem on S × R, with cost
c((y, s), (y′, t)) =
{
|t− s| y = y′
+∞ y 6= y′
It is enough to prove the theorem in this setting under the following assumptions: S compact and
S ∋ y 7→ (µy, νy) weakly continuous. We consider here the probabilities µy, νy on R.
Step 1. From the weak continuity of the map y 7→ (µy , νy), it follows that the maps
(y, t) 7→ H(y, t) := µy((−∞, t)), (y, t) 7→ F (y, t) := νy((−∞, t))
are easily seen to be l.s.c.. Both are clearly increasing in t. Note also that H is continuous in t.
Step 2. The map T defined as Theorem 1.36 by
T (y, s) :=
(
y, sup
{
t : F (y, t) ≤ H(y, s)})
is Borel. In fact, for A Borel,
T−1(A× [t,+∞)) = {(y, s) : y ∈ A,H(y, s) ≥ F (y, t)} ∈ B(S × R).
Step 3. Note that πy and T (y, ·) are both optimal for the transport problem between µy and νy with
cost dL restricted to R(y). Indeed dL restricted to R(y) × R(y) is finite. Therefore πy and T (y, ·) have
the same cost.
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Remark 1.38. By the definition of the set G, it follows that along each geodesic
µy(g(y, (−∞, t))) ≥ νy(g(y, (−∞, t))),
because in the opposite case G is not dL-cyclically monotone.
Therefore T (s) ≥ s, and c((y, s), T (y, s)) = P2(T (y, s))− s. Hence∫
dLπ =
∫
dL(x, T (x))µ(dx)
=
∫
S×R
s
(
g(y, ·)−1♯ (νy − µy)
)
(ds)m(dy) =
∫
P2(g
−1(x))(ν − µ)(dx). (1.5.3)
1.6 Dynamic interpretation
In this section we show how the regularity of the disintegration yields a correct definition of the current
g˙ representing the flow along the geodesics of an optimal transference plan. This allows to solve the PDE
∂U = µ− ν
in the sense of currents in metric spaces. In particular, under additional regularity assumptions, one can
prove that the boundary ∂g˙ is well defined and satisfies an ODE along geodesics. This gives a dynamic
interpretation to the transport problem.
The setting here is slightly different from the previous sections:
1. d(x, y) ≤ dL(x, y);
2. there exists a probability measure η, such that it (or more precisely ηxTe) satisfies Assumption 2
along the transport rays of the transportation problem with marginals µ, ν;
3. µ≪ η, so that also µ satisfies Assumption 2.
In particular, Lip(X) ⊂ LipdL(X).
The main reference for this chapter is [3].
1.6.1 Definition of g˙
For any Lipschitz function ω : X → R we can define the derivative ∂tω along the geodesic g(t, y) for a.e.
t ∈ R,
∂tω(g(y, t)) :=
d
dt
ω(g(t, y)).
Using the disintegration formula
ηxT=
∫
(g(y, ·))♯(q(y, ·)L1)m(dy) = g♯(qm⊗ L1)
for some q ∈ L1(m⊗ L1) (Theorem 1.34), we can define the measure ∂tωη as∫
φ(x)(∂tωη)(dx) :=
∫
S
∫
R
φ(g(y, t))∂tω(g(y, t))q(y, t)dtm(dy).
where φ ∈ Cb(X,R).
Definition 1.39. We define the flow g˙ as the current
〈g˙, (h, ω)〉 =
∫
S×R
h(g(y, t))∂tω(g(y, t))q(y, t)dtm(dy)
where h, ω are Lipschitz functions of (X, d) with h bounded.
38
The Monge problem for non-branching distance cost
It is fairly easy to see that g˙ is a current: in fact,
1. g˙ has finite mass, namely ∣∣〈g˙, (h, ω)〉∣∣ ≤ Lip(ω)∫ hη;
2. g˙ is linear in h, ω;
3. if ωn → ω pointwise in X with uniformly bounded Lipschitz constant, then by Lebesgue Dominated
Convergence Theorem if follows that
lim
n→+∞
〈g˙, (hn, ωn)〉 = 〈g˙, (h, ω)〉;
4. 〈g˙, (h, ω)〉 = 0 if ω is constant in {h 6= 0}.
In general, g˙ is only a current, with boundary ∂g˙ defined by the duality formula
〈∂g˙, ω〉 = 〈g˙, (1, ω)〉. (1.6.1)
Under additional assumptions, the current g˙ is a normal current, i.e. ∂g˙ is also a scalar current, in
particular it is a bounded measure on (X, d).
Lemma 1.40. Assume that q(y, ·) : R→ R belongs to BV(R) for m-a.e. y and
σy := − d
dt
q(y, t),
∫
S
|σy(R)|m(dy) =
∫
S
Tot.Var.(q(y, ·))m(dy) < +∞.
Then g˙ is a normal current and its boundary is given by
〈∂g˙, ω〉 =
∫
S
∫
R
ω(g(y, t))σy(dt)m(dy).
Note that in the above formula we cannot restrict σy to g
−1(T ): in fact, in general∫
S
(g(y, ·)♯σy)(Te \ T )m(dy) > 0.
Proof. First of all, by using the formula q(y, t) = σy((t,+∞)), it follows that σy is m-measurable, i.e. for
all φ ∈ Cb(X,R) the integral ∫ (∫
φ(g(y, t))σy(dt)
)
m(dy)
is meaningful and then ∫ (
g(y, ·)♯σy
)
m(dy)
is a finite measure on (X, d).
A direct computation yields
〈∂g˙, ω〉 = 〈g˙, (1, ω)〉 =
∫
S
∫
R
∂tω(g(t, y))σy((t,+∞))dtm(dy) =
∫
S
∫
R
ω(g(t, y))σy(dt)m(dy).
Remark 1.41. In many cases the measure
∫
(g(y, ·)♯σy)xTm(dy) is absolutely continuous w.r.t. η, i.e.
for m-a.e. y
σyxT= h(g(t, y))q(y, t)L1.
for some h ∈ L1(η). In that case we obtain that
〈∂g˙, ω〉 =
∫
ω(b(y))σy
(
P2({g−1(b(y))})
)
m(dy)
−
∫
ω(a(y))σy
(
P2({g−1(a(y))})
)
m(dy) +
∫
ω(x)h(x)η(dx).
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1.6.2 Transport equation
We now consider the problem ∂U = µ− ν in the sense of currents:
〈U, (1, ω)〉 = 〈µ− ν, ω〉 =
∫
ω(x)(µ− ν)(dx).
Using the disintegration formula and (1.5.1), (1.5.2) we can write
〈U, (1, ω)〉 =
∫
S
{∫
R
ω(g(y, t))(g−1(y, ·)♯µy)(dt)−
∫
R
ω(g(y, t))(g−1(y, ·)♯νy)(dt)
}
m(dy).
By integrating by parts we obtain∫
R
ω(g(y, t))(g−1(y, ·)♯µy)(dt) = −
∫
R
µy(g(y, (−∞, t)))∂tω(g(y, t))dt
= −
∫
R
H(y, t)∂tω(g(y, t))dt,
∫
R
ω(g(y, t))(g−1(y, ·)♯νy)(dt) = −
∫
R
νy(g(y, (−∞, t)))∂tω(g(y, t))dt
= −
∫
R
F (y, t)∂tω(g(y, t))dt.
Observe that the map
S × R ∋ (y, t) 7→ F (y, t)−H(y, t) ∈ R
is in L1(m ⊗ L1) if the transport cost I(π) is finite: in fact, using the fact that F (y, t) ≤ H(y, t) and
integrating by parts,∫
R
H(y, t)− F (y, t)dt =
∫
R
(g−1(y, ·)♯µy − g−1(y, ·)♯νy)(−∞, t)(dt) =
∫
R
2
(t− s)π˜y(ds, dt), (1.6.2)
where π˜y is the monotone rearrangement.
We deduce the following proposition.
Proposition 1.42. Under Assumption 1, a solution to ∂U = µ− ν is given by the current U defined as
〈U, (h, ω)〉 =
∫
S
(∫
R
(F (y, t)−H(y, t))h(g(y, t))∂tω(g(y, t))dt
)
m(dy).
In general, the solution is not unique: just add a boundary free current to our solution.
Some further assumptions allow to represent our solution U as the product of a scalar ρ with the
current g˙.
Proposition 1.43. Assume that q(y, t) > 0 whenever H(y, t)− F (y, t) > 0. Then R = ρg˙, where
ρ(g(y, t)) =
F (y, t)−H(y, t)
q(y, t)
.
Proof. It is enough to observe that∫
S×R
F (y, t)−H(y, t)dtm(dy) =
∫
S×R
F (y, t)−H(y, t)
q(y, t)
q(y, t)dtm(dy)
=
∫
S×R
ρ(g(y, t))q(y, t)dtm(dy) =
∫
X
ρ(x)η(dx),
and from (1.6.2) we conclude that ρ ∈ L1(η).
Corollary 1.44. If q(y, t) 6= 0 for m⊗L1-a.e. (y, t) ∈ g−1(T ), then there exists a scalar function ρ such
that ∂(ρg˙) = µ− ν.
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1.7 Stability of the non degeneracy condition
In this section we prove a general approximation theorem, which will be then applied to the Measure-
Gromov-Hausdorff (MGH) convergence: if a uniform estimate holds for the disintegration in the approx-
imating spaces, we deduce the regularity of the disintegration also in the limit.
1.7.1 A general stability result
We consider the following setting:
1. µn is a sequence of measure converging to µ weakly;
2. there exists functions gn : Sn × R→ X , Sn ⊂ X Borel, and measures rnmn ⊗L1 ∈ P(Sn × R) such
that
µn = (gn)♯
(
rnmn ⊗ L1
)
. (1.7.1)
The following is the basic tool for our stability result.
Proposition 1.45. Let Y be a Polish space, {ξn}n∈N ⊂ P(Y ) such that ξn ⇀ ξ. Consider {rn}n∈N,
rn ≥ 0, such that rn ∈ L1(ξn), rnξn ⇀ ζ and the following equintegrability condition holds:
∀ε > 0 ∃δ > 0
(
∀A ∈ B, ξn(A) < δ =⇒
∫
A
rnξn < ε
)
.
Then there exists r ∈ L1(ξ) such that ζ = rξ.
Proof. We will show that ζ(B) = 0 for all B such that ξ(B) = 0. Clearly by inner and outer regularity,
it is enough to prove the following statement:
∀ε > 0 ∃δ > 0
(
φ ∈ Cb(Y ), φ ≥ 0,
∫
φξ < δ =⇒
∫
φζ < ε
)
.
Fix ε > 0 and take the corresponding δ given by the equintegrability condition on rn. Clearly w.l.o.g.
δ ≤ ε. Consider φ ∈ Cb(Y ) positive such that∫
φξ ≤ δ2/2.
From the weak convergence for n great enough∫
φξn ≤ δ2,
so that we can estimate ∫
φrnξn ≤
∫
φ>δ
rnξn + δ < ε+ δ.
Hence
∫
φζ < 2ε.
Theorem 1.46. Assume that the family of functions {rn} ⊂ L1(mn ⊗ L1) given by (1.7.1) is such that
(I, I, gn)♯
(
rnmn ⊗ L1
)
⇀ (I, I, g)♯ζ
with ζ ∈ P(S × R) and g being the ray map (Definition 1.25). Assume moreover
∀T ≥ 0 ∀ε > 0 ∃δ > 0
(
A ∈ B(S × [−T, T ]),mn ⊗ L1(A) < δ =⇒
∫
A
rnmn ⊗ L1 < ε
)
.
Then ζ = rm ⊗ L1 for some function r ∈ L1(m⊗ L1), measure m ∈ P(S) and the disintegration of µ is
a.c. w.r.t. H1 on each geodesic.
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Proof. Define for k ∈ N
φk ∈ Cc(R), φk ≥ 0, φk(t) :=
{
1 |t| ≤ k,
0 |t| ≥ k + 1.
Let ξn,k = mn⊗L1x[−k−1,k+1] and consider the functions r˜n,k := rn(y, t)φk(t). Since mn = (P1)♯(rnmn⊗
L1) and hence mn ⇀m = (P1)♯ζ, then
ξn,k ⇀m⊗ L1x[−k−1,k+1]
and the hypothesis of Proposition 1.45 are verified up to rescaling. So ζ = rm⊗ L1.
The fact that g♯ζ is a disintegration is a consequence of the a.c. of ζ along each geodesic: in this case
the initial points have ζ-measure 0 and therefore g is invertible on a set of full µ-measure.
In general the convergence of the graph of gn is too strong: the next result considers a more general
case.
Proposition 1.47. Assume that ζ˜ ∈ Π(rm ⊗ L1, µ) is concentrated on the graph of a Borel function
h : T × R→ Te such that
1. (y, t) 7→ e(y) := f(h(y, t)) ∈ S is constant w.r.t. t,
2. it holds
h(y, ·)♯
(
r(y, ·)L1)≪ H1xg(e(y),R).
Then the disintegration w.r.t. g has absolutely continuous conditional probability.
Proof. We can disintegrate the measure m as follows:
m =
∫
S
mz(e♯m)(dz),
and by the second assumption
h(y, ·)♯(r(y, ·)L1) = g(e(y), ·)♯(r˜(y, ·)L1),
for m-a.e. y ∈ T . Hence by explicit computation,
µ =
∫
S
h(y, ·)♯(r(y, ·)L1)m(dy) =
∫
S
g(e(y), ·)♯(r˜(y, ·)L1)m(dy)
=
∫
S
(∫
e−1(z)
g(z, ·)♯(r˜(y, ·)L1)mz(dy)
)
e♯m(dz).
To conclude the proof observe that
∫
e−1(z)
g(z, ·)♯(r˜(y, ·)L1)mz(dy) = g(z, ·)♯
(∫
e−1(z)
r˜(y, ·)L1mz(dy)
)
= g(z, ·)♯
(∫
e−1(z)
r˜(y, ·)mz(dy)
)
L1.
Remark 1.48. Observe that some properties of rn are preserved passing to the limit r. In relation with
the previous section, we consider the following cases: for A ⊂ X × R open
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1. for some ε > 0 (
(rn − ε)mn ⊗ L1
)
xA≥ 0;
2. there exists L > 0 such that
rn(y, ·) ∈ LipL(Ay);
3. there exists M > 0 such that
TV (rn(y, ·)xA) ≤M.
The first condition yields that the assumptions of Corollary 1.44 holds in A. The second and third
conditions imply that we are under the conditions for Remark 1.41 in A.
1.7.2 Approximations by metric spaces
In this section we explain a procedure to verify if the transport problem under consideration satisfies
Assumption 2. The basic references for this sections are [23] and [26, 27].
We consider the following setting:
1. (X, d, dL), (Xn, dn, dL,n), n ∈ N, are metric structures satisfying the assumptions of page 19 and
Remark 1.6: more precisely, dL, dL,n l.s.c., dL ≥ d, dL,n ≥ dn and⋃
x∈K1,y∈K2
γ[x,y]
is dn(d)-compact if K1, K2 are dn(d)-compact, dL,n(dL)xK1×K2 uniformly bounded.
2. µn, νn ∈ P(Xn), µn ⊥ νn;
3. πn ∈ Π(µn, νn) is a dL,n-cyclically monotone transference plan with finite cost.
For µ, ν ∈ P(X) let π ∈ Π(µ, ν) be a generic transference plan.
Definition 1.49. We say that the structures (Xn, dn, dL,n, πn) converge to (X, d, dL, π) if the following
holds: there exists C > 0 such that for all n ∈ N∫
dL,nπn ≤ C
and there exist Borel sets An ⊂ Xn and Borel maps ℓn : An → X such that
(ℓn ⊗ ℓn)♯πnxAn×An⇀ π, (1.7.2)∣∣dL(ℓn(x), ℓn(y))− dL,n(x, y)∣∣ ≤ 2−n, (1.7.3)
and if (ℓn(xn), ℓn(yn))→ (x, y), then
dL(x, y) = lim
n
dL,n(xn, yn). (1.7.4)
As a first result, we show that also π is dL-cyclically monotone with finite cost.
Proposition 1.50. If (Xn, dn, dL,n, πn) converges to (X, d, dL, π) and the plans πn have uniformly
bounded cost then also π has finite cost and is dL-cyclically monotone.
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Proof. Since dL is l.s.c.∫
dLπ ≤ lim inf
n→+∞
∫
dL(ℓn ⊗ ℓn)♯πn = lim inf
n→+∞
∫
dL(ℓn(x), ℓn(y))πn(dxdy)
(1.7.3)
≤ lim inf
n→+∞
{∫
dL,n(x, y)πn(dxdy) + 2
−n
}
≤ C,
for some C < +∞.
Now let Γn be a dL,n-cyclically monotone set with πn(Γn) = 1: by standard regularity of Borel
function and by Prokhorov Theorem we can assume that
1. Γn is σ-compact, Γn = ∪m∈NΓn,m with Γn,m ⊂ Γn,m+1;
2. (ℓn ⊗ ℓn)(Γn,m) is compact and (ℓn ⊗ ℓn)(Γn,m)→ Γm in the Hausdorff distance dH ;
3. πn(Γn,m) ≥ 1− 2−m.
It follows that: π(Γm) ≥ 1− 2−m, hence
π
( ⋃
m∈N
Γm
)
= 1.
Since each Γm is the limit in Hausdorff distance of (ℓn ⊗ ℓn)(Γn,m), (1.7.4) implies that Γm (and thus
∪mΓm, because Γm ⊂ Γm+1) is dL-cyclically monotone.
Note that since π is dL-cyclically monotone, we can define the sets Γ,Γ
′, G,G−1, R, a, b of Section 1.2
as well as the quotient map f and the ray map g constructed in Section 1.3. The same sets and maps
can be given for the structures (Xn, dn, dL,n): we will denote them with the subscript n.
For the transport problems in (Xn, dn) with measures µn, νn, we assume the following.
Assumption 3 (Non degeneracy). The dL,n-cyclically monotone plan πn satisfies Assumption 3 for all
n ∈ N.
This allows to write the disintegration of µn w.r.t. the ray equivalence relation Rn:
µn = (gn)♯(rnmn ⊗ L1) =
∫
gn(y, ·)♯(rn(y, ·)L1)mn(dy),
with fn ♯µn = mn and rn ∈ L1(mn ⊗ L1).
Lemma 1.51. If (Xn, dn, dL,n, πn) converges to (X, d, dL, π) then the structures (Sn × R, d˜n, d˜L,n, π˜n),
where
d˜n = dn ◦ (gn ⊗ gn), π˜n = (g−1n ⊗ g−1n )♯(πn), d˜L,n((y, t), (y′, t′)) =
{
|t− t′| y = y′
+∞ y 6= y′,
converges to (X, d, dL, π).
Proof. It is enough to observe that πn(Gn) = 1, d˜L,n = dL,n ◦ (gn ⊗ gn) on Gn and to replace the map
ℓn with the map ℓn ◦ gn.
By Lemma 1.51, in the following we assume that the ray map gn is the identity map.
The next assumption is the fundamental one.
Assumption 4 (Equintegrability). The L1-functions rn are equintegrable w.r.t. the measure mn ⊗ L1:
∀ε > 0 ∃δ > 0
(
(mn ⊗ L1)(A) < δ ⇒
∫
A
rnmn ⊗ L1 < ε
)
.
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From now on we will assume that (Xn, dn, dL,n, πn) → (X, d, dL, π) in the sense of Definition 1.49,
(Xn, dn, dL,n, πn) verifies Assumption 3 and Assumption 4 and
∫
dL,nπn ≤ C.
Our aim is to prove that the structure (X, d, dL, π) satisfies Assumption 2, which is equivalent to the
fact that the marginal probabilities of the disintegration of µ w.r.t the ray equivalence relation R are a.c.
w.r.t. H1.
The next lemma shows that in order to obtain our purpose we can perform some reductions without
losing generality. We will write µk ր µ for µk ≤ µk+1 and µ = supk µk.
Lemma 1.52. Let {µk}k∈N ⊂M(X), µk ≥ 0, be such that µk ր µ and assume that
µk = g♯(rkmk ⊗ L1), rk ≥ 0,
where g is the ray map on T . Then there exist m ∈ P(X), r ∈ L1(m ⊗ L1), r ≥ 0 such that the same
formula holds for µ:
µ = g♯(rm ⊗ L1).
Proof. Since
∫
rk(y, t)dt = 1 it follows that P1 ♯(rkmk ⊗ L1) = mk and therefore mk ր m with m = f♯µ
(recall that f is a section for the ray equivalence relation R). The convergence µk ր µ yields(
rk
dmk
dm
)
m⊗ L1 ր ζ,
where µ = g♯ζ. We conclude ζ = rm⊗ L1 with r := supk rk dmkdm .
A first reduction is given by the following lemma.
Lemma 1.53. To prove that there exist m ∈ P(X), r ∈ L1(m⊗ L1), r ≥ 0 such that
µ = g♯(rm ⊗ L1),
we can assume w.l.o.g. that there exist x¯, y¯ ∈ X and q ≥ 0 such that
π
({
(x, y) : d(x¯, y¯) > 8q, d(x, x¯), d(y, y¯) ≤ q
})
= 1.
Moreover the dL-cyclically monotone set Γ and the set of oriented transport rays G can be assumed to be
compact subsets of X ×X.
Proof. Step 1. Since π({x = y}) = 0 we can assume that Γ ∩ {x = y} = ∅. Take two dense sequences
{xi}i∈N ⊂ X , {qi}i∈N ⊂ R+ and consider the family of closed sets
Γijk :=
{
(x, y) : d(xi, xj) ≥ 8qk, d(x, xi), d(y, xj) ≤ qk
}
.
Then Γijk is a countable covering of X ×X \ {x = y}.
Suppose now to have proven that for all µijk = P1 ♯(πxΓijk ) the disintegration formula holds with
H1-a.c. marginal probabilities, then the same H1-a.c. property is true if we replace Γijk with the finite
union of sets Γi′j′k′ .
Define
Γ˜m :=
⋃
n<m
Γinjmkm ,
where
N ∋ m 7→ (im, jm, km) ∈ N3
is a bijective map, and consider µm = P1 ♯(πxΓ˜m), then {µm}m∈N verifies the hypothesis of Lemma 1.52.
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Step 2. It remains to show how to construct the approximating structure π˜n ∈ P(Xn) converging in
the sense of Definition 1.49 to πxΓijk . Since Γijk is closed, there exists a sequence φl ∈ Cc(X ×X, [0, 1])
such that φl ց χΓijk . Now φlπ ց πxΓijk as l → +∞ and
φl(ℓn ⊗ ℓn)♯πn ⇀ φlπ.
Hence there exists a subsequence {φli(ℓni ⊗ ℓni)♯πni}i∈N satisfying (1.7.2) with weak limit πxΓijk . If one
defines
π˜i =
(
φli ◦ ℓni
)
πni ,
then it is straightforward to show that (Xi, di, dL,i, π˜i) converges to (X, d, dL, πxΓijk) in the sense of
Definition 1.49.
Step 3. Since Remark 1.19 yields that Γ, G are σ-compact, let Γ = ∪kΓk, G = ∪kGk with Γk, Gk
compact and consider πxΓk . The same reasoning done in Step 1 and Step 2. yields that it is enough to
prove the a.c. of disintegration for πxΓk .
Therefore from now on we will assume that π is concentrated on the set{
(x, y) : d(x¯, y¯) > 8q, d(x, x¯), d(y, y¯) ≤ q
}
.
Using the same reasoning of Lemma 1.53 one can also prove the following.
Lemma 1.54. We can assume w.l.o.g. that the sets An ⊂ Xn are compact and the maps ℓn : An → X
are continuous. Moreover ℓn(An) converges in Hausdorff distance to a compact set K on which µ and ν
are concentrated.
Proof. By Lusin Theorem and inner regularity of measures it follows that there exist Bn ⊂ An such that
• An \Bn is compact;
• µn(Bn) ≤ 1/n;
• the map ℓn : An \Bn → X is continuous.
To prove the first part of the claim just observe that (ℓn ⊗ ℓn)♯πnxAn\Bn×An\Bn⇀ π.
The second part of the statement can be proven following the line of the second part of the proof of
the Proposition 1.50.
By Lemma 1.54 it is straightforward that for all n great enough we have(
ℓn ♯µn
)
(B2q(x¯)) =
(
ℓn ♯νn
)
(B2q(y¯)) = 1.
Lemma 1.55. We can assume that the measure mn is concentrated on a compact subset of{
y ∈ Sn : ∃t, s > δ : (y,−s), (y, 0), (y, t) ∈ P12(graph(ℓn))
}
for some fixed δ > 0 and
µn(Sn × (−∞, 0]) = 1, νn(Sn × (4q,+∞)) = 1. (1.7.5)
Proof. Step 1. Defining
Aδ :=
{
(y, t) ∈ Sn × R : |a(y)− t| < δ
}
,
by Fubini Theorem
mn ⊗ L1(Aδ) ≤ δ,
hence by Assumption 4, for any ε > 0 we can choose δ > 0 such that rnmn ⊗ L1(Aδ) < ε for al n ∈ N.
Therefore we can assume that rnmn⊗L1 is concentrated on a compact subset Bn of ℓ−1n (B¯(x¯, 32q))\Aδ.
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Step 2. Define the u.s.c. selection of Bn tn : Sn → R in the following way:
y 7→ tn(y) := max
{
t ∈ R, (y, t) ∈ Bn
}
.
By removing a set of arbitrarily small measure we can assume that for all y ∈ P1(graph(tn)) there exists
t > 4q such that
(y, tn(y) + t) ∈ ℓ−1n
(
B¯
(
y¯,
3
2
q
))
.
Step 3. The Borel transformation
Bn ∋ (y, t) 7→ (y, t− tn(y))
maps mn ⊗ L1 into itself and in the new coordinates the section Sn satisfies the first part of the claim.
By the definition of Gn and µn ⊥ νn it follows that µn and νn satisfy (1.7.5), see Remark 1.38.
Define the map
hn : Sn × R → X × R
(y, t) 7→ (ℓn(y, 0), t).
and the measure hn ♯(rnmn ⊗ L1) = r˜nm˜n ⊗ L1, with m˜n = ℓn(·, 0)♯mn.
Lemma 1.56. The family of measures {r˜nm˜n ⊗ L1}n∈N ⊂ P(ℓn(Sn × {0}) × R) is tight and r˜n is
equintegrable w.r.t. m˜n ⊗ L1.
Proof. Performing the same calculation of (1.5.3)
C ≥
∫
dL,nπn =
∫
sνn −
∫
sr˜nm˜n ⊗ L1.
From (1.7.5), Lemma 1.55, it follows that s ≤ 0, r˜nm˜n ⊗ L1-a.e.. Hence r˜nm˜n ⊗ L1 ∈ P(ℓn(Sn × {0})×
(−∞, 0])) and
0 ≤ −
∫
sr˜nm˜n ⊗ L1 ≤ C,
therefore r˜nm˜n ⊗L1 is tight. Recall in fact that {Sn}n∈N is a precompact sequence w.r.t. the Hausdorff
distance by Lemma 1.54.
The equintegrability is straightforward:∫
A
r˜nm˜n ⊗ L1 =
∫
(hn)−1(A)
rnmn ⊗ L1
and mn ⊗ L1((hn)−1(A)) = m˜n ⊗ L1(A).
Consider the following measure
ζn := (hn, ℓn)♯(rnmn ⊗ L1) ∈ Π
(
r˜nm˜n ⊗ L1, (ℓn)♯(µn)
)
∈ P(X × R×X).
Proposition 1.57. Up to subsequences, ζn ⇀ ζ, where ζ ∈ Π(rm⊗L1, µ) is supported on a Borel graph
h : T × R→ Te such that t 7→ h(y, t) is the dL 1-Lipschitz curve R(y) for m-a.e. y ∈ X.
Proof. Step 1. The convergence to the correct marginals is a consequence of (1.7.2)
(P2)♯ζn = (ℓn ◦ gn)♯(rnmn ⊗ L1) = (ℓn)♯µn ⇀ µ,
and by Lemma 1.56
(P1)♯ζn = r˜nm˜n ⊗ L1 ⇀ rm⊗ L1.
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Step 2. Since up to subsequence ζn ⇀ ζ, using the same technique of Lemma 1.50, we can assume
that Kn := (hn, ℓn)(Sn × R) is compact and dH(Kn, graph(h)) → 0 where graph(h) is a compact set
supporting ζ and h is the associated multivalued function.
Step 3. Let (y, t, x) ∈ graph(h), then by the definition of convergence in the Hausdorff metric, there
exists a sequence (ℓn(yn, 0), tn, ℓn(yn, tn))→ (y, t, x). Hence from
dL,n
(
(yn, tn), (yn, 0)
)
= |tn| → |t|,
we deduce by (1.7.4) that dL(x, y) = |t|. In particular this implies that if t = 0 then x = y.
Step 4. Let (y, t, x), (y, t′, x′) ∈ graph(h) with t < 0 and t′ > 0. Again by the Hausdorff convergence
there exist two sequences satisfying(
ℓn(yn, 0), tn, ℓn(yn, tn)
)→ (y, t, x), (ℓn(y′n, 0), t′n, ℓn(y′n, t′n))→ (y, t′, x′).
Since dL(y, y) = 0, from (1.7.4) we deduce
dL,n
(
(yn, 0), (y
′
n, 0)
)→ 0
hence by the definition of dL,n, for n great enough yn = y
′
n. Therefore
dL(x, x
′) = lim
n→+∞
dL,n((yn, tn), (y
′
n, t
′
n)) = |t|+ t′,
and by Step 3 we conclude that dL(x, x
′) = dL(x, y) + dL(y, x
′).
Step 5. Let (y, t, x) ∈ graph(h): we now show that
t ≥ 0 ⇒ (y, x) ∈ G, −t ≥ 0 ⇒ (y, x) ∈ G−1.
We will prove only the first implication for t > 0. Since following Lemma 1.54 we can take Gn compact
such that
1. (ℓn ⊗ ℓn)(Gn)→ Gˆ in the Hausdorff metric;
2. Gˆ ⊂ G,
it is enough to show that there exists a sequence (ℓn(yn, 0), tn, ℓ(yn, tn))→ (y, t, x) so that (yn, xn) ∈ Gn
for all n, but this last implication is straightforward.
Step 6. We next show that for any y ∈ P1(graph(h)) there exist t−, t+ ≥ δ and x−, x+ such that
(y,−t−, x−), (y, t+, x+) ∈ graph(h). In fact we recall that for all yn ∈ Sn there exist t−,n, t+,n ≥ δ, for
some strictly positive constant δ, such that(
(yn,−t−,n), (yn, 0)
)
,
(
(yn, 0), (yn, t+,n)
) ∈ Gn.
Hence chose yn ∈ Sn such that ℓn(yn)→ y and pass to converging subsequences to obtain the claim.
Step 7. Since for y ∈ P1(graph(h)) there exist x, x′ such that (x, y), (y, x′) ∈ G \ {x = y}, then
(x, x′) ∈ G, y ∈ T and h is single valued. The same computation of Point 5 yields that{
(y, h(t, y)), t ≥ 0} ∪ {(h(t, y), y), t ≤ 0} ⊂ G,
and from this it follows that h(y,R) ⊂ R(y).
Again from Point 5 one obtains that dL(y, h(t, y)) = |t| and therefore t 7→ g−1(h(y, t)) = g−1(y)+t.
Theorem 1.58. Let (Xn, dn, dL,n, πn)→ (X, d, dL, π) and (Xn, dn, dL,n, πn), n ∈ N, verifies Assumption
3 and Assumption 4. Then the marginal measure µ = P1 ♯(π) satisfies Assumption 2.
Proof. The measure ζ constructed in the Proposition 1.57 satisfies the hypothesis of Proposition 1.47.
Therefore the marginal probabilities of the disintegration of µ are absolutely continuous with respect to
H1 and therefore µ verifies Assumption 2.
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Remark 1.59. As in Remark 1.48, if we knowmore regularity of the disintegrations for the approximating
problems, we can pass them to the limit. Here the key observation is that geodesics converge to geodesics,
so uniform continuous functions on them converge pointwise to continuous functions.
A special case is when dL = d: a natural approximation is by transport plans where ν is atomic,
with a finite number of atoms. This case can be studied with more standard techniques, we refer to the
analysis contained in [10].
1.8 Monge problem for curved metric measure space
In this section we recall the definition of Measure Contraction Property (MCP ) and then we prove that
for a metric measure space (X, d, η) satisfying MCP , the Monge minimization problem with marginal
measures µ and ν with µ ≪ η and cost d admits a solution. We show moreover that the hypotheses of
Corollary 1.44 hold, and if suppµ and suppν are at positive distance then the assumptions of Lemma
1.40 are satisfied, i.e. the current g˙ is normal.
The main reference for this section is [24].
From now on d = dL and η ∈ M+(X) is a locally finite measure on X . Since dL = d there exists a
Lipschitz function ϕ potential for the transport problem: hence in the following we will set
Γ = Γ′ = G =
{
(x, y) ∈ X ×X : ϕ(x)− ϕ(y) = d(x, y)
}
,
where φ is a potential for the transport problem.
Let H be the set of all geodesics: we regard H as a subset of Lip1([0, 1], X) with the uniform topology.
Define the evaluation map et(γ) by
e : [0, 1]×H → X
et(γ) 7→ γ(t) (1.8.1)
It is immediate to see that et(γ) is continuous.
A dynamical transference plan Ξ is a Borel probability measure onH , and the path {ξt}t∈[0,1] ⊂ P2(X)
given by ξt = (et)♯Ξ is called displacement interpolation associated to Ξ. We recall that P2(X) is the set
of Borel probability measures ξ satisfying
∫
X
d2(x, y)ξ(dy) <∞ for some (and hence all) x ∈ X .
Define for K ∈ R the function sK : [0,+∞)→ R (on [0, π/
√
K) if K > 0)
sK(t) :=


(1/
√
K) sin(
√
Kt) if K > 0,
t if K = 0,
(1/
√−K) sinh(√−Kt) if K < 0,
(1.8.2)
and let N ∈ N.
Definition 1.60. A metric measure space (X, d, η) is said to satisfies the (K,N)-measure contraction
property (MCP (K,N)) if for every point x ∈ X and η-measurable set A ⊂ X with η(A) > 0 there exists
a displacement interpolation {ξt}t∈[0,1] associated to a dynamical transference plan Ξ = Ξx,A satisfying
the following:
1. We have ξ0 = δx and ξ1 = η(A)
−1ηxA;
2. for t ∈ [0, 1]
η ≥ (et)♯
(
t
{
sK(td(x, γ(1)))
sK(d(x, γ(1)))
}N−1
η(A)Ξ
)
,
where we set 0/0 = 1.
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From now on we will assume the metric measure space (X, d, η) to satisfies MCP (K,N) for some
K ∈ R and N ∈ N. Recall that MCP (K,N) implies that (X, d) is locally compact, Lemma 2.4 of [24].
The strategy to prove Assumption 2 for any d-cyclically monotone plan is the following: first we prove
that for any π ∈ Π(µ, δx) d-monotone with x arbitrary, the marginal probabilities of η obtained by the
disintegration induced by the ray map g are absolutely continuous w.r.t. H1 and their densities satisfy
some uniform estimates. Then we observe that these estimates hold true also for any π ∈ Π(µ,∑i≤I ciδxi)
d-monotone. Finally we show that the same estimates hold for general transference plans and therefore
we deduce that the densities of the marginals obtained by disintegrating η w.r.t. any d-monotone plan π
are absolutely continuous w.r.t. H1.
By Lemma 1.52, it is enough to assume that there exists K1,K2 ⊂ X compact set, such that µ(K1) =
ν(K2) = 1 and dH(K1,K2) < +∞. Hence we can assume that diam (X) < +∞ and η(X) = 1.
Lemma 1.61. Consider x¯ ∈ X and let π ∈ Π(µ, δx¯) be the unique d-cyclically monotone transference
plan. Then η and the optimal flow induced by π verify Assumption 2: more precisely, η = g♯(qm ⊗ L1)
and the density q satisfies the estimate
q(y, t) ≥
{
sK(d(g(y, t), x¯))
sK(d(g(y, s), x¯))
}N−1
q(y, s) (1.8.3)
for m-a.e. y ∈ S, for any s ≤ t such that d(g(y, t), x) > 0.
We recall that S is a section for the ray equivalence relation. Since µ ≪ η, (1.8.3) implies that
µ = g♯(rm ⊗ L1) with r ≤ q.
Proof. First observe that the potential for the transport problem is
ϕ(x) := ϕ(x¯) + d(x, x¯),
so that the geodesics used by π are exactly Hx¯ := H ∩ e−10 (x¯), in the sense that
G =
{(
γ(1− s), γ(1− t)), s ≤ t, γ ∈ Hx¯}.
Step 1. We first prove that the set of initial points A = a(X) has η-measure zero. Suppose by
contradiction that η(A) > 0 and let Ξx¯,A be the dynamical transference plan associated: we can assume
that Ξx¯,A is supported on the set Hx¯,A := Hx¯ ∩ e−11 (A). Then the evolution of A by the geodesics of
Hx¯,A can be defined as
As := e1−s(Hx¯,A).
By Condition 2 of Definition 1.60 and the fact that e−11−s(A
s) = Hx¯,A
η(As) ≥ η(A)
∫
Hx¯,A
(1− s)
{
sK((1 − s)d(x¯, γ(1)))
sK(d(x¯, γ(1)))
}N−1
Ξx,A(dγ) > 0, (1.8.4)
for all s ∈ [0, 1). Since all As are disjoint being the space non branching, it follows that η(A) = 0.
Step 2. For A with η(A) > 0 let Ξx¯,A be the dynamical transference plan concentrated on a set
Hx¯,A := Hx¯ ∩ e−11 (A). Denote as before As := e1−s(Hx¯,A).
Observe that since the set initial point has η-measure zero, we can disintegrate η w.r.t. the ray
equivalence relation: using the disintegration formula η =
∫
ηym(dy) the same estimate as in (1.8.4)
yields
∫
ηy(A
s)m(dy) ≥
∫
ηy(A)m(dy)
(∫
Hx¯,A
(1− s)
{
sK((1 − s)d(x¯, γ(1)))
sK(d(x¯, γ(1)))
}N−1
Ξx¯,A(dγ)
)
.
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By evaluating the above formula on sets of the form A = g(S× [t1, t2]), where g is the ray map such that
g(y, 0) = x¯ for all y, gives∫
S
ηy
(
g(y, [t1, t2](1 − s))
)
m(dy)
≥
∫
S
ηy
(
g(y, [t1, t2])
)
m(dy)
(∫
Hx¯,A
(1− s)
{
sK((1 − s)d(x¯, γ(1)))
sK(d(x¯, γ(1)))
}N−1
Ξx¯,A(dγ)
)
≥
∫
S
ηy
(
g(y, [t1, t2])
)
m(dy) min
c∈[t1,t2]
{
(1− s)sK((1 − s)|c|)
sK(|c|)
}N−1
.
and therefore for m-a.e. y and every t1, t2
ηy
(
g(y, [t1, t2](1 − s))
) ≥ ηy(g(y, [t1, t2])) min
c∈[t1,t2]
{
(1− s)sK((1 − s)|c|)
sK(|c|)
}N−1
. (1.8.5)
Step 3. For t1 < 0 consider the family of disjoint open sets
t1
(
1− k
2n
, 1− k + 1
2n
)
, k = {0, 1, . . . , n− 1}.
The above estimate and the fact that ηy is probability yield
ηy
{
g
(
y, t1
(
1, 1− 1
2n
))}
≤ 1
n
max
c∈[t1,t1/2]
{
2
sK(|c|)
sK(2|c|)
}N−1
.
Hence ηy = qH1xg(y,R) and q satisfies (1.8.3).
Lemma 1.62. Let π ∈ Π(µ,∑i≤I ciδxi) d-cyclically monotone. Then the conditional probabilities of the
disintegration of η w.r.t. the ray equivalence relation induced by π are absolutely continuous w.r.t. H1
and the density q(y, ·) satisfies
q(y, t) ≥
{
sK(d(g(y, t), b(y)))
sK(d(g(y, s), b(y)))
}N−1
q(y, s).
Proof. Let ϕ be a potential for the transport problem with marginal µ and ν. Define
Ei :=
{
z ∈ Te : ϕ(z)− ϕ(xi) = d(z, xi)
}
.
Now each Ei is sent by the optimal geodesic flow to xi, so we can perform exactly the same calculations
done in Lemma 1.61. Indeed Ei ∩ Ej ⊂ a(X) which has η-measure zero, ηxEi verifies (2) of Definition
1.60 along the geodesic flow connecting Ei to xi.
Given H˜ ⊂ Lip1([0, 1], X) a set of geodesics and A ⊂ X , define
As,H˜ := e1−s(e
−1
1 (A) ∩ H˜). (1.8.6)
Lemma 1.63. Assume that there exists two compact sets K1,K2 ⊂ X such that
1. µ(K1) = ν(K2) = 1;
2. there exist 0 < a ≤ b < +∞ such that
a = min
x1∈K1,x2∈K2
d(x1, x2) ≤ max
x1∈K1,x2∈K2
d(x1, x2);
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3. K2 is a section of R.
Then if
H(G) :=
{
γ ∈ H : ∃y ∈ K2
(
ϕ(γ(0))− ϕ(γ(1)) = d(γ(0), γ(1)) ∧ γ(0) = y
)}
, (1.8.7)
where ϕ is the potential for the transport problem with marginal µ and ν, then
η(K
s,H(G)
1 ) ≥ η(K1) min
a≤c≤b
{
(1 − s)sK((1− s)c)
sK(c)
}N−1
.
Proof. Step 1. It follows directly from Lemma 1.62 that the statement holds for ν =
∑
i≤I ciδyi .
We thus consider the sequence of approximating problem constructed as follows: let {yi}i∈N be a
dense sequence in K2 and for I ∈ N define
ϕI(x) := min
{
ϕ(y) + d(x, y), y ∈ {y1, · · · , yI}
}
,
Ei,I :=
{
x ∈ X : ϕI(x)− ϕI(yi) = d(x, yi), i ≤ I
}
,
νI =
∑
i≤I
ci,Iδyi , where ci,I = µ
(
Ei,I \
⋃
j 6=i
Ej,I
)
.
Clearly ϕI is a potential for the transport problem with marginal µ and νI and let
H(GI) :=
{
γ ∈ H : ϕI(γ(0))− ϕI(γ(1)) = d(γ(0), γ(1)) ∧ γ(0) ∈ {y1, · · · , yI}
}
.
Step 2. Observe that K
s,H(G)
1 is compact. In fact, since K1 and K2 are compact, H(G) ∩ e−11 (K1) is
compact and since e1−s is continuous K
s,H(G)
1 = e1−s(H(G)) is compact. For the same reasons the sets
K
s,H(GI)
1 are compact.
Step 3. K
s,H(GI )
1 is contained in a compact set and ϕI → ϕ as I → +∞, so that up to subsequences
K
s,H(GI)
1 converges in Hausdorff distance to a compact subset of K
s,H(G)
1 . By the upper semicontinuity
of Borel bounded measures with respect to Hausdorff convergence for compact sets the claim follows.
Theorem 1.64. If π ∈ Π(µ, ν) d-monotone then ηxTe= g♯(qm⊗ L1), where Te is the transport set with
end points (1.2.5b), and for m-a.e. y and s ≤ t it holds{
sK(d(g(y, t), b(y)))
sK(d(g(y, s), b(y)))
}N−1
≤ q(y, t)
q(y, s)
≤
{
sK(d(g(y, t), a(y)))
sK(d(g(y, s), a(y)))
}N−1
(1.8.8)
Proof. Step 1. We first show that the set of initial points has η-measure zero. In fact suppose by
contradiction that η(a(S)) > 0, where S is a section for the ray equivalence relation of π. Hence we can
assume that S and a(S) are compact and at strictly positive distance.
Applying Lemma 1.63 to the transport problem with marginals ηxa(S) and f♯η, where f is the quotient
map, it follows that η(a(S)) = 0.
Step 2. Since the initial points have η-measure zero, we can disintegrate ηxTe w.r.t. the ray equivalence
relation obtaining ηxTe=
∫
ηym(dy). By a standard covering argument, it is enough to prove the statement
on the set
Dε :=
{
x : d(x, b(x)) ≥ ε}.
For any 0 < δ < ε we can take the section S compact such that d(f(x), b(x)) = δ, in particular we have
g(y, δ) = b(y).
For S′ ⊂ S and t1 < t2 consider ηxg−1(S′×[t1,t2]). Applying Lemma 1.63 with
µ =
ηxg−1(S′×[t1,t2])
η(g−1(S′ × [t1, t2])) , ν = f♯µ
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q(y, t)
q(y, t¯)
(
sK(t+d(y,a(y))
sK(t¯+d(y,a(y))
)N−1
q(y, t¯)
(
sK(d(y,b(y))−t
sK(d(y,b(y))−t¯
)N−1
q(y, t¯)
−d(y, a(y)) d(y, b(y))t¯
Figure 1.4: The region where q(y, t) takes values.
where f is the quotient map for the ray equivalence relation R, it holds
∫
S′
ηy
(
g(y, [t1, t2](1− s))
)
m(dy) ≥ min
c∈[t1,t2]
{
(1− s)sK((1 − s)|c|)
sK(|c|)
}N−1 ∫
S′
ηy
(
g(y, [t1, t2])
)
m(dy).
As in Step 2 of the proof of Lemma 1.61, the estimate (1.8.5) holds for m-a.e. y and every t1 < t2 and
we deduce {
sK(d(g(y, t), b(y))− δ)
sK(d(g(y, s), b(y))− δ)
}N−1
≤ q(y, t)
q(y, s)
.
Letting δ → 0, we obtain the left hand side of (1.8.8).
Step 3. The right hand side of of (1.8.8) is obtained by the same procedure taking
Fε :=
{
x : d(d, a(x)) ≥ δ}
and the section S such that d(y, a(y)) = δ for all y ∈ S.
Since µ ≪ η, it follows that also the densities of the conditional probabilities of µ are absolutely
continuous w.r.t. H1, and therefore we have the following corollary.
Corollary 1.65. Let (X, d, η) satisfies MCP (K,N), let µ, ν ∈ P(X) with µ ≪ η, then there exists a
µ-measurable map T : X → X such that T♯µ = ν and∫
d(x, T (x))µ(dx) = min
π∈Π(µ,ν)
∫
d(x, y)π(dxdy).
We can obtain additional regularity of the conditional probabilities ηy under MCP (K,N): in partic-
ular we deduce that the conclusion of Corollary 1.44 holds and if the support of µ and ν are compact
sets with empty intersection the statements of Lemma 1.40 and Remark 1.41 are true.
Lemma 1.66. The marginal densities(− d(a(y), y), d(y, b(y)) ∋ t 7→ q(y, t) ∈ R+
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are strictly positive Lipschitz continuous for m-a.e. y ∈ S, and for some constant C > 0
Tot.Var.
(
q(y, ·)) ≤ C
d(a(y), b(y))
.
Proof. From (1.8.8) it follows immediately that the function q(y, t) > 0 and Lipschitz continuous for
t ∈ (−d(y, a(y)), d(y, b(y))) and m-a.e. y. By differentiating it follows that
− (N − 1)s
′
K(d(g(y, t), b(y)))
sK(d(g(y, t), b(y)))
≤ q
′(y, t)
q(y, t)
≤ (N − 1)s
′
K(d(g(y, t), a(y)))
sK(d(g(y, t), a(y)))
. (1.8.9)
In particular q(y, ·) is Lipschitz.
For notational convenience let us assume that d(a(y), y) = d(y, b(y)) = l. From (1.8.8) one can prove
that
q(y, t) ≥ q(y, 0) ·


sK(l − t)
sK(l)
, t ≥ 0
sK(−l+ t)
sK(−l) , t ≤ 0
Since
∫
q(y, t)dt = 1 it follows that
q(y, 0) ≤ cK(d(a(y), b(y))),
where
cK(t) :=
sk(t/2)
N−1
2
(∫ t/2
0
sK(τ)
N−1dτ
)−1
≤ C
t
,
being C a constant depending only on K.
To show that ∫ l
−l
|q′(y, t)|dt < +∞,
it is enough to prove ∫ 0
−l
|q′(y, t)|dt < +∞,
From (1.8.9) it follows
ω′(y, t) := q′(y, t) + (N − 1)s
′
K(l − t)
sK(l)
q(y, 0) ≥ 0
so that
Tot.Var.
(
ω(y, ·)) ≤
(
1 + (N − 1)
(
sK(2l)
sK(l)
− 1
))
q(y, 0).
Hence
Tot.Var.
(
q(y, ·), (−ℓ, 0]) ≤ Tot.Var.(ω(y, ·), (−ℓ, 0])+Tot.Var.((N − 1)s′K
sK
, (−ℓ, 0]
)
q(0, y)
≤ Tot.Var.(ω(y, ·), (−ℓ, 0])+ (N − 1)s′K(2l)
sK(l)
q(0, y)
≤
(
1 + 2
(
sK(2l)
sK(l)
− 1
)
q(y, 0).
Collecting all the estimates, we get
Tot.Var.
(
q(y, ·)) ≤ 2(1 + 2(sK(2l)
sK(l)
− 1
)
cK(2l).
In general, the current g˙ is not normal, as one can easily verify in T2 with the standard distance.
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1.9 Examples
We end this chapter with some examples which shows how the different hypotheses of Section 1.1 enter
into the analysis. In the following we denote the standard Euclidean scalar product in Rd as · and the
standard distance in Td by | · |. We will also denote points by p = (x, y, z, . . . ) ∈ Rd, and α a fixed
constant in [0, 1] \ Q.
Example 1 (Non strongly consistent disintegration along rays). Consider the metric space
(X, d) =
(
T
2, | · |)
and the l.s.c. distance in the local chart X = {(x, y) : 0 ≤ x, y < 1}
dL(p1, p2) :=
{
|x1 − x2 + i| y1 − y2 = α(x1 − x2) + iα+ n
+∞ otherwise
for i, n ∈ Z. The sets DL are given by
DL(p1) =
{
(x, y) : y = y1 + α(x − x1 + i) mod 1, i ∈ N
}
,
so that it is easy to see that the partition {DL(p)}p∈X does not yield a strongly consistent disintegration.
Since t 7→ (t mod 1, αt mod 1) is a continuous not locally compact geodesic, Condition (5) is not verified
in this system.
Consider the measures µ = L2x
T
and the map T : (x, y) 7→ (x, y+α mod 1): being µ invariant w.r.t.
translations, one has T♯µ = µ, and moreover∫
dL(x, T (x))µ(dx) = 1.
If we consider points (pi, (xi, yi+α mod 1)), i = 1, . . . , I, then the only case for which dL(pi+1, pi) <
+∞ is when pi+1 = (xi + t mod 1, yi + αt mod 1) for some t ∈ R, i.e. they belong to the geodesic
R ∋ t 7→ (xi + t mod 1, yi + αt mod 1) ∈ X.
Hence, to prove dL-cyclical monotonicity, it is sufficient to consider path which belongs to a single
geodesic, where dL reduces to the the one dimensional length:
dL
(
(x, y), (x+ t mod 1, y + αt mod 1)
)
= |t|.
Since translations in R are cyclically monotone w.r.t. the absolute value, we conclude that T is dL-
cyclically monotone.
The fact that the optimal rays coincide with the sets DL yields that the disintegration is not strongly
consistent, in particular there is not a Borel section up to a saturated negligible set. Note that every
transference plan which leaves the common mass in the same place has cost 0, so that this example shows
the necessity of Condition (5) for Proposition 1.27.
Example 2 (Non optimality of transport map). Consider the space R2 with the distance
M(x, y) :=
[
m(y) 0
0 1
]
.
The basic assumption is that
1. m is a symmetric bell shaped function such that ym′(y) > 0 for all y 6= 0,
2. m(0) = 1, m(y) = (1 + y2)−1 for |y| ≤ 1
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x
y
DL(p)
T
2
L2x
T
2
p
T (p)
Figure 1.5: The metric space of Example 1
3. m ≥ (1 + y2)−1 and
lim
|y|→+∞
m(y) =
1
4
.
The only non zero Christoffel symbols of the Levi-Civita connection are
Γ112 = Γ
1
21 =
m′
2m
, Γ211 = −
m′
2
,
and the equation for geodesics can be computed explicitly to be
x¨+
m′(y)
m(y)
x˙y˙ = 0, y¨ − m
′(y)
2
(x˙)2 = 0.
The first can be integrated into
x˙m(y) = C,
and substituting into the second we obtain
y¨ − C
2m′(y)
2m2(y)
= 0, y˙2 +
C2
m(y)
= D.
In the case m(y) = (1 + y2)−1 we obtain the explicit solution
y¨ + C2y = 0, y = a sin(Ct) + b sin(Ct).
x = x0 + C
(
1 +
a2 + b2
2
)
t+
a2 − b2
4
sin(2Ct)− ab
2
cos(2Ct).
In particular, if the initial point is (0, 0) an x˙0 = 1, y˙0 = p
x =
(
1 +
p2
2
)
t− p
2
4
sin t, y = p sin t. (1.9.1)
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Note that this curve hits the line y = 0 in the point x = π(1 + p2/2).
We can compute the length of a geodesic by
L(γ) :=
∫ t
0
√
m(x˙)2 + y˙dτ =
∫ t
0
∫ √
C2
m
+D − C
2
m
dτ
= t
√
D = t
√
m(y0)(x˙0)2 + (y˙0)2.
We are thus ready to prove the first property of our space.
Lemma 1.67. The minimal geodesics are not horizontal.
Proof. From
y˙2 +
C2
m(y)
= D
it follows that if y˙ = 0 then m(y) = C2/D. Computing in those points
d2y
dx2
=
y¨
(x˙)2
− y˙x¨
(x˙)3
=
m′
2
+
m′
m
(y˙)2
(x˙)2
=
m′
2
6= 0, y 6= 0.
In ths other case y = 0, and thus the curve is x = t, y = 0. Computing the lenght of this curve starting
from x0 = 0 we obtain L = x, while if |x| > π we can arrive from one of the curves (1.9.1) obtaining
L(p) = π
√
1 + p2 < π
(
1 +
p2
2
)
= |x|.
Hence also {y = 0} is a geodesic only for a lenght 2π.
We can characterize more precisely the distance
d˜
(
(x, y), (x′, y′)
)
:= inf
{
L(γ), γ(0) = (x, y), γ(1) = (x′, y′)
}
on the line {y = 0} as follows.
Lemma 1.68. The distance function restricted on y = 0 is a concave function with the following prop-
erties:
1. it is translation invariant,
2. d˜(0, x) ≥ |x|/4,
3. d˜(0, x) = |x| for |x| ≤ π;
4. d˜(0, x) =
√
2πx− π2 for |x| ∈ (π, 3π/2).
Proof. The first two points are trivial since M ≥ I/4. For the second, observe that we can lower the
distance by taking m = (1 + y2)−1, for which we can explicitly compute the distance as
d˜(x, 0) =
{
|x| |x| ≤ π,√
2πx− π2 |x| > π.
Since for p < 1 the solutions remains in the strip {|y| ≤ 1}, which corresponds to the solution (1.9.1)
with p = 1, also the third point follows.
We now restrict the analysis to y = 0, with the distance dL with the above properties. Consider the
function φa, a < 1, defined up to a constant by
φ′(x) =
{
1 x ∈ [z.z + a],
−1 x ∈ (z + a, z + 1).
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Lemma 1.69. For a < 5/9 the function φ is a potential, i.e.∣∣φ(x′)− φ(x)∣∣ ≤ d˜((x, 0), (x′, 0)).
Proof. By translation and symmetry, the only case to study is x = 0, x′ > 0. For a < 5/9 we have that
at the maximum points
φ(n+ a)− φ(0) = n(2a− 1) + a = n
9
+
5
9
,
and thus
φ(n+ a)− φ(0) ≤
{
n+ a n ≤ 2,
(n+ a)/4 n ≥ 3.
This concludes the proof.
The key point of the above lemma is that in the geodesic space (R2, d˜) if µ, ν are two probability
measures such that
µ
(
[n, n+ 5/18]
)
= ν
(
[n+ 5/18, n+ 5/18]
)
,
then the usual monotone transport is d˜-monotone.
1.9.1 The space (X, d, dL)
Consider the space
(X, d) :=
(
T
2 × R, | · |), w = (x, y, z),
and for α ∈ [0, 1] \ Q define
dL
(
(x, y, z), (x′, y′, x′)
)
:=
{
d˜
(
(0, z), (t, z′)
)
x′ − x = t mod 1, z′ − z = αt mod 1,
+∞ otherwise.
Clearly the set {w′ : dL(w,w′) < +∞} is the image of (R2, d˜) by the map
R
2 ∋ (t1, t2) 7→

 x′y′
z′

 =

 x+ t1 mod 1y + αt1 mod 1
z + t2

 .
Since no geodesics are horizontal by Lemma 1.67, it follows that the local compactness condition is
satisfied.
Consider now the (not renormalized) measures
µ = H2x[0,1/18]×[0,1]×{0}, µ = H2x[1/2,5/9]×[0,1]×{0},
and the transport maps
T1(x, y, z) :=
(
x+
1
2
, y +
α
2
, z
)
, (x, y, z) ∈ [0, 1/18]× [0, 1]× {0},
T2 :=
{(
x+ 1736 , y +
17α
36 , z
)
(x, y, z) ∈ [1/36, 1/18]× [0, 1]× {0},(
x− 1736 mod 1, y − 17α36 mod 1, z
)
(x, y, z) ∈ [0, 1/36)× [0, 1]× {0}.
Clearly the conditions on the absolute continuity of the disintegration is satisfied, and the transport costs
can be computed to be ∫
dL(x, T1(x))µ(dx) =
1
2
,
∫
dL(x, T2(x))µ(dx) =
17
36
.
Nevertheless T1 is dL monotone, because of Lemma 1.69, and the disintegration along the transport set
is clearly a.c. w.r.t. H1.
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(X, d, dL)
z
(x, y)
(R2, d˜)
t1
t2
µ ν
Figure 1.6: The metric space of Example.
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Chapter 2
Optimal Transportation in Wiener
space
We recall the issue of this chapter. Let (X, ‖ · ‖) be an∞-dimensional separable Banach space, γ ∈ P(X)
be a non degenerate Gaussian measure over X and H(γ) be the corresponding Cameron-Martin space
with Hilbertian norm ‖ · ‖H(γ). Given two probability measures µ, ν ∈ P(X), we will prove the existence
of a solution for the following Monge minimization problem
min
T :T♯µ=ν
∫
X
‖x− T (x)‖H(γ)µ(dx), (2.0.1)
provided µ and ν are both absolutely continuous w.r.t. γ.
Just few words on the organization of this chapter. In Section 2.1 we recall the basic mathematical
results we use: projective set theory, the Disintegration Theorem in the version of [8], selection principles,
some fundamental results in optimal transportation theory and the definition and some properties of the
abstract Wiener space.
In Section 2.2 we show, omitting the proof, the construction done in [9] on the Monge problem in a
generalized non-branching geodesic space and we show that the Wiener space fits into the general setting.
In Section 2.3 we prove Theorem 0.4. In Section 2.4 we prove that the hypothesis of Theorem 0.4 can
be proved by a finite-dimensional approximation and Section 2.5 proves the hypothesis of Theorem 0.4
in the finite dimensional case. Finally in Section 2.6 we prove Theorem 2.22 and we obtain the existence
of an optimal transport map.
2.1 Preliminaries
2.1.1 Approximate differentiability of transport maps
The following results are taken from [2] where they are presented in full generality.
Definition 2.1 (Approximate limit and approximate differential). Let Ω ⊂ Rd be an open set and
f : Ω → Rm. We say that f has an approximate limit (respectively, approximate differential) at x ∈ Ω
if there exists a function g : Ω → Rm continuous (resp. differentiable) at x such that the set {f 6= g}
has Lebesgue-density 0 at x. In this case the approximate limit (resp. approximate differential) will be
denoted by f˜(x) (resp. ∇˜f(x)).
Recall that if f : Ω→ Rm is Ld-measurable, then it has approximate limit f˜(x) at Ld-a.e. x ∈ Ω and
f(x) = f˜(x) Ld-a.e..
Consider m = d and denote with Σf the Borel set of points where f is approximately differentiable.
This chapter is based on the work [16].
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Lemma 2.2 (Density of the push-forward). Let ρ ∈ L1(Rd) be a nonnegative function and assume that
there exists a Borel set Σ ⊂ Σf such that f˜xΣ is injective and {ρ > 0} \ Σ is Ld-negligible. Then
f♯ρLd ≪ Ld if and only if | det ∇˜f | > 0 for Ld-a.e. on Σ and in this case
f♯(ρLd) = ρ| det ∇˜f | ◦ f˜
−1
xf(Σ)Ld. (2.1.1)
We include a regularity result for the Monge minimization problem in Rd with cost cp(x, y) = |x−y|p,
p > 1 (Theorem 6.2.7 of [2]):
min
T :T♯µ=ν
∫
R
d
cp(x, T (x))µ(dx). (2.1.2)
Theorem 2.3. Assume that µ ∈ Pr(Rd), ν ∈ P(Rd),
µ
({
x ∈ Rd :
∫
cp(x, y)ν(dy) < +∞
})
> 0 and ν
({
y ∈ Rd :
∫
cp(x, y)µ(dx) < +∞
})
> 0.
If the minimum of (5.4.1) is finite, then
i) there exists a unique solution Tp for the Monge problem (2.1.2);
ii) for µ-a.e. x ∈ Rd the map Tp is approximately differentiable at x and ∇˜Tp(x) is diagonalizable with
nonnegative eigenvalues.
2.1.2 The Abstract Wiener space
We briefly introduce our setting. The main reference is [11].
Given an infinite dimensional separable Banach space X , we denote by ‖ · ‖X its norm and X∗
denotes the topological dual, with duality 〈·, ·〉. Given the elements x∗1, . . . , x∗m in X∗, we denote by
Πx∗1 ,...,x∗m : X → Rm the map
Πx∗1,...,x∗m(x) := (〈x, x∗1〉, ..., 〈x, x∗m〉) .
Denoted with E(X) the σ-algebra generated by X∗. A set C ∈ E(X) is called cylindrical if
C = {x ∈ X : Π{x∗i }(x) ∈ B}, B ⊂ Rn, {x∗i }i≤n ⊂ X∗,
and we will denote the cylindrical sets with C(B) where B is the base of C.
A set E belongs to E(X) precisely when it has the form
E = {x ∈ X : Π{x∗i }(x) ∈ B}, B ⊂ R∞, {x∗i }i∈N ⊂ X∗.
In our setting B(X) = E(X).
Lemma 2.4 (Lemma 2.1.5 of [11]). Let µ be a positive Borel measure on X. For any set A ∈ B(X)µ
(the completion of B(X) w.r.t. µ) and any ε > 0 there exists a set E = C(B) in E(X) with B ⊂ R∞
compact in the locally convex topology of R∞, such that
E ⊂ A, µ(A \ E) < ε.
A Borel measure γ ∈ P(X) is a non-degenerate centred Gaussian measure if it is not concentrated on
a proper closed subspace of X and for every x∗ ∈ X∗ the measure x∗♯γ is a centred Gaussian measure on
R, that is, the Fourier transform of γ is given by
γˆ(x∗) =
∫
X
exp{i〈x∗, x〉}γ(dx) = exp
{
− 1
2
〈x∗, Qx∗〉
}
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where Q ∈ L(X∗, X) is the covariance operator. The non-degeneracy hypothesis of γ is equivalent to
〈x∗, Qx∗〉 > 0 for every x∗ 6= 0. The covariance operatorQ is symmetric, positive and uniquely determined
by the relation
〈y∗, Qx∗〉 =
∫
X
〈x∗, x〉〈y∗, x〉γ(dx), ∀x∗, y∗ ∈ X∗.
The fact that Q is bounded follows from the Fernique’s Theorem, see [11]. This imply that any x∗ ∈ X∗
defines a function x 7→ x∗(x) that belongs to Lp(X, γ) for all 1 ≤ p <∞. In particular let us denote by
R∗γ : X
∗ → L2(X, γ) the embedding R∗γx∗(x) := 〈x∗, x〉. The space H given by the closure of R∗γX∗ in
L2(X, γ) is called the reproducing kernel of the Gaussian measure. The definition is motivated by the
fact that if we consider the operator Rγ : H → X whose adjoint is R∗γ then Q = RγR∗γ :
〈y∗, RγR∗γx∗〉 = 〈R∗γy∗, R∗γx∗〉H =
∫
X
〈x∗, x〉〈y∗, x〉γ(dx) = 〈y∗, Qx∗〉.
It can proven that Rγ is injective, compact and that
Rγ hˆ =
∫
X
hˆ(x)xγ(dx), hˆ ∈ H , (2.1.3)
where the integral is understood in the Bochner or Pettis sense.
The space H(γ) = RγH ⊂ X is called the Cameron-Martin space. It is a separable Hilbert space
with inner product inherited from L2(X, γ) via Rγ :
〈h1, h2〉H(γ) = 〈hˆ1, hˆ2〉H .
for all h1, h2 ∈ H with hi = Rγ hˆi for i = 1, 2. Moreover H is a dense subspace of X and by the
compactness of Rγ follows that the embedding of (H(γ), ‖ · ‖H(γ)) into (X, ‖ · ‖) is compact. Note that
if X is infinite dimensional then γ(H) = 0 and if X is finite dimensional then X = H(γ).
2.1.3 Finite dimensional approximations
Using the embedding of X∗ in L2(X, γ) we say that a family {x∗i } ⊂ X∗ is orthonormal if the correspond-
ing family {R∗γx∗i } is orthonormal in H . In particular starting from a sequence {y∗i }i∈N whose image
under R∗γ is dense in H , we can obtain an orthonormal basis R
∗
γx
∗
i of H . Therefore also hj = RγR
∗
γx
∗
j
provide an orthonormal basis in H(γ).
In the following we will consider a fixed orthonormal basis {ei} of H(γ) with ei = Rγ eˆi for eˆi ∈ R∗γX∗.
Proposition 2.5 (Proposition 3.8.12 of [11]). Let γ be a centred Gaussian measure on a Banach space
X and {ei} an orthonormal basis in H(γ). Define Pdx :=
∑d
i=1〈eˆi, x〉ei. Then the sequence of measures
γd := Pd ♯γ ∈ P(X) converges weakly to γ.
The measure γd defined above is a centred non-degenerate d-dimensional Gaussian measure and, due
to the orthonormality of {ei}i∈N, with identity covariance matrix. Note that from (2.1.3) it follows that
〈eˆj , x〉 = 〈ei, x〉H for all x ∈ H . Hence we will not specify whether the measures γd is probability measures
on Rd or on PdH :
γd = eˆ1 ♯γ ⊗ · · · ⊗ eˆd ♯γ, eˆj ♯γ = 1√
2π
exp
{
− x
2
2
}
L1.
For every d ∈ N we can disintegrate γ w.r.t. the partition induced by the saturated sets of Pd:
γ =
∫
γ⊥y,dγd(dy), γ
⊥
y,d(P
−1
d (y)) = 1 for γd − a.e. y. (2.1.4)
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2.2 Optimal transportation in geodesic spaces
In what follows (X, d, dL) is a generalized non-branching geodesic space in the sense of Chapter 1 and
in this Section we retrace, omitting the proof, the construction done in Chapter 1 that permits to
reduce the Monge problem with non-branching geodesic distance cost dL, to a family of one dimensional
transportation problems. Then we will observe that the triple (X, ‖ · ‖, ‖ · ‖H(γ)) is a generalized non-
branching geodesic space in the sense of Chapter 1.
Let µ, ν ∈ P(X) and let π ∈ Π(µ, ν) be a dL-cyclically monotone transference plan with finite cost.
By inner regularity, we can assume that the optimal transference plan is concentrated on a σ-compact
dL-cyclically monotone set Γ ⊂ {dL(x, y) < +∞}. By Lusin Theorem, we can require also that dLxΓ is
σ-continuous:
Γ = ∪nΓn, Γn ⊂ Γn+1 compact, dLxΓn continuous.
Consider the set
Γ′ :=
{
(x, y) : ∃I ∈ N0, (wi, zi) ∈ Γ for i = 0, . . . , I, zI = y
wI+1 = w0 = x,
I∑
i=0
dL(wi+1, zi)− dL(wi, zi) = 0
}
. (2.2.1)
In other words, we concatenate points (x, z), (w, y) ∈ Γ if they are initial and final point of a cycle
with total cost 0. One can prove that Γ ⊂ Γ′ ⊂ {dL(x, y) < +∞}, if Γ is analytic so is Γ′ and if Γ is
dL-cyclically monotone so is Γ
′.
Definition 2.6. [Transport rays] Define the set of oriented transport rays
G :=
{
(x, y) : ∃(w, z) ∈ Γ′, dL(w, x) + dL(x, y) + dL(y, z) = dL(w, z)
}
.
For x ∈ X , the outgoing transport rays from x is the set G(x) and the incoming transport rays in x is
the set G−1(x). Define the set of transport rays as the set
R := G ∪G−1.
It is fairly easy to prove that G is still dL-cyclically monotone, Γ
′ ⊂ G ⊂ {dL(x, y) < +∞} and G
and R are analytic sets.
Definition 2.7. Define the transport sets
T := P1
(
graph(G−1) \ {x = y}) ∩ P1(graph(G) \ {x = y}),
Te := P1
(
graph(G−1) \ {x = y}) ∪ P1(graph(G) \ {x = y}).
From the definition of G one can prove that T , Te are analytic sets. The subscript e refers to the
endpoints of the geodesics: we have
Te = P1(R \ {x = y}). (2.2.2)
It follows that we have only to study the Monge problem in Te: π(Te × Te ∪ {x = y}) = 1. As a
consequence, µ(Te) = ν(Te) and any maps T such that for νxTe= T♯µxTe can be extended to a map T ′
such that ν = T♯µ with the same cost by setting
T ′(x) =
{
T (x) x ∈ Te
x x /∈ Te.
(2.2.3)
By the non-branching assumption, if x ∈ T , then R(x) is a single geodesic and therefore the set
R ∩ T × T is an equivalence relation on T that we will call ray equivalence relation. Notice that the set
G is a partial order relation on Te.
The next step is to study the set Te \ T .
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Definition 2.8. Define the multivalued endpoint graphs by:
a :=
{
(x, y) ∈ G−1 : G−1(y) \ {y} = ∅},
b :=
{
(x, y) ∈ G : G(y) \ {y} = ∅}.
We call P2(a) the set of initial points and P2(b) the set of final points.
Even if a, b are not in the analytic class, still they belong to the σ-algebra A.
Proposition 2.9. The following holds:
1. the sets
a, b ⊂ X ×X, a(A), b(A) ⊂ X,
belong to the A-class if A analytic;
2. a ∩ b ∩ Te ×X = ∅;
3. a(x), b(x) are singleton or empty when x ∈ T ;
4. a(T ) = a(Te), b(T ) = b(Te);
5. Te = T ∪ a(T ) ∪ b(T ), T ∩ (a(T ) ∪ b(T )) = ∅.
Finally we can assume that the µ-measure of final points and the ν-measure of the initial points are
0: indeed since the sets G ∩ b(T ) × X , G ∩ X × a(T ) is a subset of the graph of the identity map, it
follows that from the definition of b one has that
x ∈ b(T ) =⇒ G(x) \ {x} = ∅,
A similar computation holds for a. Hence we conclude that
π(b(T )×X) = π(G ∩ b(T )×X) = π({x = y}),
and following (2.2.3) we can assume that
µ(b(T )) = ν(a(T )) = 0.
2.2.1 The Wiener case
For the abstract Wiener space, it is possible to obtain more regularity for the sets introduced so far. Let
d = ‖ · ‖ and dL = ‖ · ‖H : by the compactness of the embedding Rγ of H into X it follows that
(1) dL : X ×X → [0,+∞] l.s.c. distance;
(2) dL(x, y) ≥ Cd(x, y) for some positive constant C;
(3) ∪x∈K1,y∈K2γ[x,y] is d-compact if K1, K2 are d-compact, dLxK1×K2 uniformly bounded.
The set Γ′ is σ-compact: in fact, if one restrict to each Γn given by (2.2.1), then the set of cycles of
order I is compact, and thus
Γ′n,I¯ :=
{
(x, y) : ∃I ∈ {0, . . . , I¯}, (wi, zi) ∈ Γn for i = 0, . . . , I, zI = y
wI+1 = w0 = x,
I∑
i=0
dL(wi+1, zi)− dL(wi, zi) = 0
}
is compact. Finally Γ′ = ∪n,IΓ′n,I .
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Moreover, dLxΓ′
n,I
is continuous. If (xn, yn)→ (x, y), then from the l.s.c. and
I∑
i=0
dL(wn,i+1, zn,i) =
I∑
i=0
dL(wn,i, zn,i), wn,I+1 = wn,0 = xn, zn,I = yn,
it follows also that each dL(wn,i+1, zn,i) is continuous.
Similarly the sets G, R, a, b are σ-compact: assumption (3) and the above computation in fact shows
that
Gn,I :=
{
(x, y) : ∃(w, z) ∈ Γ′n,I , dL(w, x) + dL(x, y) + dL(y, z) = dL(w, z)
}
is compact. For a, b, one uses the fact that projection of σ-compact sets is σ-compact.
So we have that Γ, Γ′, G, G−1, a and b are σ-compact sets.
2.2.2 Strongly consistency of disintegrations
The strong consistency of the disintegration follows from the next result.
Proposition 2.10. There exists a µ-measurable cross section f : T → T for the ray equivalence relation
R.
Up to a µ-negligible saturated set TN , we can assume it to have σ-compact range: just let S ⊂ f(T )
be a σ-compact set where f♯µxT is concentrated, and set
TS := R−1(S) ∩ T , TN := T \ TS , µ(TN ) = 0. (2.2.4)
Having the µxT -measurable cross-section
S := f(T ) = S ∪ f(TN ) = (Borel) ∪ (f(µ-negligible)),
we can define the parametrization of T and Te by geodesics.
Using the quotient map f , we obtain a unitary speed parametrization of the transport set.
Definition 2.11 (Ray map). Define the ray map g by the formula
g :=
{
(y, t, x) : y ∈ S, t ∈ [0,+∞), x ∈ G(y) ∩ {dL(x, y) = t}
}
∪
{
(y, t, x) : y ∈ S, t ∈ (−∞, 0), x ∈ G−1(y) ∩ {dL(x, y) = −t}
}
= g+ ∪ g−.
Proposition 2.12. The following holds.
1. The restriction g ∩ S × R×X is analytic.
2. The set g is the graph of a map with range Te.
3. t 7→ g(y, t) is a dL 1-Lipschitz G-order preserving for y ∈ T .
4. (t, y) 7→ g(y, t) is bijective on T , and its inverse is
x 7→ g−1(x) = (f(y),±dL(x, f(y)))
where f is the quotient map of Proposition 2.10 and the positive/negative sign depends on x ∈
G(f(y))/x ∈ G−1(f(y)).
Another property of dL-cyclically monotone transference plans.
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Proposition 2.13. For any π dL-monotone there exists a dL-cyclically monotone transference plan π˜
with the same cost of π such that it coincides with the identity on µ ∧ ν.
Coming back to the abstract Wiener space, we have that given µ, ν ≪ γ and given π ∈ Π(µ, ν)
‖ · ‖H(γ)-cyclically monotone, we have constructed the transport T (and Te), an equivalence relation R
on it with geodesics as equivalence classes and the corresponding disintegration is strongly consistent:
µxT=
∫
S
µym(dy) (2.2.5)
with m = f♯µ and µy(R(y)) = 1 for m-a.e. y ∈ T . Using the ray map g one can assume that µy ∈ P(R)
and
µxT= g♯
∫
S
µym(dy).
2.3 Regularity of disintegration
To obtain existence of an optimal transport map it is enough to prove that:
• µ in concentrated on T ;
• µy is a continuous measure for m-a.e. y ∈ S.
Indeed at that point, for every y ∈ S we consider the unique monotone map Ty such that Ty ♯µy = νy,
then T (g(y, t)) := Ty(g(y, t)) is an optimal transport map, see Theorem 1.37 of Chapter 1.
Define the map X ×X ∋ (x, y) 7→ Tt(x, y) := x(1 − t) + yt ∈ X .
Assumption 5 (Non-degeneracy assumption). The measure γ is said to satisfy Assumption 5 w.r.t. a
‖ · ‖H(γ)-cyclically monotone set Γ if
i) π(Γ) = 1 with π ∈ Π(µ, ν) and µ, ν ≪ γ;
ii) for each set A ∈ E(X) with compact base such that µ(A) > 0 there exist C > 0 and {tn}n∈N ⊂ [0, 1]
converging to 0 as n→ +∞ such that
γ(Ttn(Γ ∩A×X)) ≥ Cµ(A) (2.3.1)
for all n ∈ N.
An immediate consequence of Assumption 5 is that the set of final points is γ-negligible.
Proposition 2.14. If γ satisfies Assumption (5) then
µ(a(Te)) = 0.
Proof. Let A = a(Te) and recall that µ = ρ1γ. Suppose by contradiction µ(A) > 0. By inner regularity
and Lemma 2.4 there exist a Borel set C(B) =: Aˆ ⊂ A, with compact base B, of positive µ-measure and a
strictly positive constant δ ∈ R such that ρ1(x) ≥ δ for all x ∈ Aˆ. Since Γ ⊂ {(x, y) : ‖x−y‖H(γ) < +∞},
we can moreover assume that
Γ ∩ Aˆ×X ⊂ {(x, y) : ‖x− y‖H(γ) ≤M}
for some positive M ∈ R.
By Assumption 5 there exist C > 0 and {tn}n∈N converging to 0 such that
γ(Ttn(Γ ∩ Aˆ×X)) ≥ Cµ(Aˆ) ≥ δCγ(Aˆ).
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Denote with Aˆtn = Ttn(Γ ∩ Aˆ×X) and define
Aˆε :=
{
x : ‖Aˆ− x‖H(γ) < ε
}
= P1
({
(x, y) ∈ X × Aˆ : ‖x− y‖H(γ) < ε
})
.
Since Aˆ ⊂ A = a(Te), Aˆtn ∩ Aˆ = ∅ for every n ∈ N. Moreover for tn ≤ ε/M it holds Aˆε ⊃ Aˆtn . So we
have for tn small enough
γ(Aˆε) ≥ γ(Aˆ) + γ(Aˆtn) ≥ (1 + Cδ)γ(Aˆ).
Since γ(Aˆ) = limε→0 γ(Aˆ
ε), this is a contradiction.
It follows that µ(T ) = 1, therefore we can use the Disintegration Theorem 5.3 to write
µ =
∫
S
µym(dy), m = f♯µ, µy ∈ P(R(y)). (2.3.2)
The disintegration is strongly consistent since the quotient map f : T → T is µ-measurable and (T ,B(T ))
is countably generated.
The second consequence of Assumption 5 is that µy is continuous, i.e. µy({x}) = 0 for all x ∈ X .
Proposition 2.15. If γ satisfies Assumption 5 then the conditional probabilities µy are continuous for
mγ-a.e. y ∈ S.
Proof. From the regularity of the disintegration and the fact that m(S) = 1, we can assume that the
map y 7→ µy is weakly continuous on a compact set K ⊂ S of comeasure < ε. It is enough to prove the
proposition on K.
Step 1. From the continuity of K ∋ y 7→ µy ∈ P(X) w.r.t. the weak topology, it follows that the map
y 7→ A(y) := {x ∈ R(y) : µy({x}) > 0} = ∪n{x ∈ R(y) : µy({x}) ≥ 2−n}
is σ-closed: in fact, if (ym, xm)→ (y, x) and µym({xm}) ≥ 2−n, then µy({x}) ≥ 2−n by u.s.c. on compact
sets. Hence A is Borel.
Step 2. The claim is equivalent to µ(P2(A)) = 0. Suppose by contradiction µ(P2(A)) > 0. By Lusin
Theorem (Theorem 5.8.11 of [25]) A is the countable union of Borel graphs. Therefore we can take a Borel
selection of A just considering one of the Borel graphs, say Aˆ. Clearly m(P1(Aˆ)) > 0 hence by (3.3.2)
µ(P2(Aˆ)) > 0. Using Lemma 2.4 we can find a Borel subset A˜ ⊂ P2(Aˆ) still with positive µ-measure such
that A˜ = C(B) with B ⊂ R∞ compact.
By Assumption 5, γ(Ttn(Γ∩A˜×X)) ≥ Cµ(A˜) for some C > 0 and tn → 0. From Ttn(Γ∩A˜×X)∩(A˜) =
∅, using the same argument of Proposition 2.14, the claim follows.
2.4 An approximation result
Let Pd : X → H be the projection map of Proposition 2.5 associated to the orthonormal basis {ei}i∈N of
H(γ) with ei = Rγ eˆi for eˆi ∈ R∗γX∗ and Pd ♯γ = γd.
Consider the following measures
µd := Pd ♯µ, νd := Pd ♯ν (2.4.1)
and observe that µd = ρ1,dγd and νd = ρ2,dγd with
ρi,d(z) =
∫
ρi(x)γ
⊥
z,d(dx), i = 1, 2, (2.4.2)
where γ⊥z,d is defined in (2.1.4). Recall that µd ⇀ µ and νd ⇀ ν as dր∞.
Denote with Πo(µd, νd) the set of optimal transference plans for the Monge problem between µd and
νd with ‖ · ‖H(γ)-cost.
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Proposition 2.16. Let πd ∈ Πo(µd, νd) and let π ∈ Π(µ, ν) be any weak limit of {πd}d∈N. Then
π ∈ Π(µ, ν) is an optimal transport plan for (2.0.1).
Proof. Let πˆ ∈ Π(µ, ν) be a transference plan. The following holds true∫
‖x− y‖H πˆ(dxdy) ≥
∫
‖Pd(x− y)‖H(γ)πˆ(dxdy) =
∫
‖x− y‖H(γ)((Pd ⊗ Pd)♯πˆ)(dxdy)
≥
∫
‖x− y‖H(γ)πd(dxdy).
Let {dk}k∈N be a subsequence such that πdk ⇀ π as dk ր∞. Since ‖ · ‖H(γ) is l.s.c. it follows that∫
‖x− y‖H(γ)πˆ(dxdy) ≥ lim inf
k→+∞
∫
‖x− y‖H(γ)πdk(dxdy) ≥
∫
‖x− y‖H(γ)π(dxdy).
Hence the claim follows.
Since ρi,d depend only on the first d-coordinates, the measures µd, νd can be considered also as
probability measure on Rd. Clearly for x, y ∈ Pd(X) the norm ‖ · ‖d and ‖ · ‖H(γ) coincide. Therefore we
can study the transport problem with euclidean norm cost ‖x‖2d :=
∑d
j=1 x
2
j :
min
π∈Π(µd,νd)
∫
‖x− y‖dπ(dxdy). (2.4.3)
However it is worth noting that when we speak of weak convergence, the measures µd, νd and γd are all
thought as probability measures in X .
It is a well-known fact in optimal transportation that (2.4.3) has a minimizer of the form (Id, Td)♯µd
with Td µ-essentially invertible and Borel. For each d we choose as optimal map Td the one obtained gluing
the monotone rearrangements over the geodesics and we set πd := (Id, Td)♯µd. Moreover Γd := graph(Td).
The results that we are about to present are true for any weak limit π of the sequence {πd}d∈N.
Nevertheless to simplify the notation we assume that the whole sequence {πd}d∈N = {(Id, Td)♯µd}d∈N
converges to some π.
Theorem 2.17. Fix t ∈ [0, 1]. Assume that there exists C > 0 such that for all d ∈ N and A ⊂ X
compact set the following holds true
γd
(
Tt(Γd ∩A×X)
) ≥ Cµd(A).
Then for all A ⊂ X γ-measurable
γ
(
Tt(Γ ∩A×X)
) ≥ Cµ(A), (2.4.4)
where Γ ⊂ X ×X is any ‖ · ‖H(γ)-cyclically monotone with π(Γ) = 1.
Proof. It follows from Proposition 2.16 that π is an optimal transference plan, hence it is concentrated
on a ‖ · ‖H(γ)-cyclically monotone set Γ.
Step 1. Since µd ⇀ µ and νd ⇀ ν, for every ε > 0 there exist K1,ε and K2,ε compact sets such that
µd(K1,ε) ≥ 1 − ε/3 and νd(K2,ε) ≥ 1 − ε/3. Denote with Kε := K1,ε × K2,ε. For every d ∈ N there
exists a compact set Γˆd ⊂ Γd such that πd(Γˆd) ≥ 1 − ε/3. Consider the compact se Γd,ε := Γˆd ∩ Kε,
then πd(Γd,ε) ≥ 1− ε and Γd,ε converges as dր ∞ in the Hausdorff topology, up to subsequences, to a
compact set Γε with π(Γε) ≥ 1− ε.
Step 2. Let Γn ⊂ Γ be a compact set such that π(Γn) ≥ 1 − 1/n. Hence π(Γε ∩ Γn) ≥ 1 − ε − 1/n.
Consider the following sets, open and closed respectively:
(Γε ∩ Γn)δ := {x : ‖Γε ∩ Γn − x‖ < δ}, cl(Γε ∩ Γn)δ := {x : ‖Γε ∩ Γn − x‖ ≤ δ}.
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Since lim infd πd(U) ≥ π(U) for every open set U ⊂ X , it follows that for every δ > 0 there exists dδ ∈ N
such that for all d ≥ dδ
πd
(
(Γε ∩ Γn)δ
) ≥ 1− 2ε− 1/n.
The same inequality holds true for πd
(
cl(Γε ∩ Γn)δ
)
. Therefore
πdδ
(
Γdδ,ε ∩ cl(Γε ∩ Γn)δ
) ≥ 1− 3ε− 1/n.
Take as δ = 1/k for k ∈ N and let dk := dδk . Define the compact set Γnk,ε := Γdk,ε ∩ cl(Γε ∩ Γn)1/k, then
since Γnk,ε ⊂ Kε, up to subsequences, limkր∞ dH(Γnk,ε,Γε,n) = 0 with
Γε,n ⊂ Γε ∩ Γn ⊂ Γ, πdk(Γnk,ε) ≥ 1− 3ε− 1/n, π(Γε,n) ≥ 1− 3ε− 1/n. (2.4.5)
The inclusion Γε,n ⊂ Γε ∩ Γn can be verified observing that any limit point of sequences of Γnk,ε must be
contained in Γε ∩ Γn.
Step 3. Consider A = C(B) ∈ E(X) with B ∈ Rm compact set for some fixed m ∈ N. Since Tt is
continuous and Γnk,ε∩A×X converges in Hausdorff topology to Γε,n∩A×X , it is fairly easy to prove that
Tt(Γ
n
k,ε∩A×X) Kuratowski-converges to Tt(Γε,n∩A×X). For the definition of Kuratowski-convergence
see for instance [6]. Moreover
Tt(Γ
n
k,ε ∩A×X) ⊂ co(P1(Kε ∩A×X) ∩ P2(Kε ∩A×X))
and by Proposition A.1.6 of [11], co(P1(Kε ∩ A × X) ∩ P2(Kε ∩ A × X)) is compact. Therefore, by
Proposition 4.4.14 of [6], Tt(Γ
n
k,ε ∩A×X) converges also in the Hausdorff topology to Tt(Γε,n ∩A×X).
Step 4. It follows that
γ(Tt(Γε,n ∩A×X)) ≥ lim sup
k→+∞
γdk(Tt(Γ
n
k,ε ∩A×X)),
hence, since Γnk,ε is a subset of the graph Γdk , it follows that
γ(Tt(Γε,n ∩A×X)) ≥ lim sup
k→+∞
γdk(Tt(Γ
n
k,ε ∩A×X))
≥ C lim sup
k→+∞
µdk(P1(Γ
n
k,ε) ∩A)
≥ C lim sup
k→+∞
µdk(A)− C(3ε− 1/n) (2.4.6)
where in the last equation we have used µd(P1(Γ
n
k,ε)) ≥ 1 − 3ε − 1/n that follows from (2.4.5). Since
µdk = Pdk ♯µ and A has finite dimensional base, the sequence {µdk(A)}k∈N is definitively constant and
therefore
γ(Tt(Γε,n ∩A×X)) ≥ Cµ(A) − C(3ε− 1/n) (2.4.7)
for all A ∈ E(X) with finite dimensional base.
Step 5. Consider A = C(B) = {x ∈ X : {ℓi(x)}i∈N ∈ B} with B ∈ R∞ compact set in the locally
convex topology of R∞ and {ℓi}i∈N ⊂ X∗. We consider the sequence of compact sets
Ad := C(Pd(B)) = {x ∈ X : {ℓi(x)}i≤d ∈ Pd(B)}.
Clearly Ad is closed with finite-dimensional compact base and Ad ⊃ Ad+1 ⊃ A for every d ∈ N. Then for
every d ∈ N from (2.4.7)
γ(Tt(Γε,n ∩Ad ×X)) ≥ Cµ(Ad)− C(3ε− 1/n) ≥ Cµ(A)− C(3ε− 1/n).
Since the first term in the above inequality is decreasing, it follows that
lim
d→+∞
γ(Tt(Γε,n ∩Ad ×X)) ≥ Cµ(A)− C(3ε− 1/n).
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Now observe that from the compactness of Γε,n ∩Ad ×X we obtain
∞⋂
d=1
Tt(Γε,n ∩Ad ×X) = Tt(Γε,n ∩A×X).
Thus (2.4.7) holds true and
γ(Tt(Γ ∩A×X)) ≥ γ(Tt(Γε,n ∩A×X)) ≥ Cµ(A)− C(3ε− 1/n).
Letting ε→ 0 and n→ +∞, the claim is proved for every A ∈ E(X) with compact base. The extension
to γ-measurable sets is now a straightforward application of Lemma 2.4.
2.5 Finite dimensional estimate
The next theorem proves that the d-dimensional standard Gaussian measure γd = Pd ♯γ satisfies Assump-
tion 5 for Γ = graph(Td) = Γd.
Theorem 2.18. Assume that there exists C > 0 such that ρi,d(x) ≤ C for γd-a.e. x ∈ Rd and i = 1, 2.
Then the following estimate holds true
γd
(
Tt(Γd ∩A×X)
) ≥ 1
C
µd(A), ∀t ∈ [0, 1], A ∈ B(Rd).
Proof. Observe that the set Tt(Γd ∩A×X) is parametrized by the map Td,t := (1− t)Id+ tTd.
Step 1. Consider the Monge minimization problem with cost cp, (2.1.2), between µd and νd. It
follows from Theorem 2.3 and from the boundedness of ρi,d that there exists a unique optimal map Tp,d
approximately differentiable µd-a.e.. We will use the following notations: ρi = ρi,d and Tp = Tp,d. By
Lemma 2.2 it follows that
ρ2(Tp(x))| det ∇˜Tp|(x)
d∏
j=1
1√
2π
exp
{
− Tp(x)
2
j
2
}
= ρ1(x)
d∏
j=1
1√
2π
exp
{
− x
2
j
2
}
.
Since for µd-a.e. x ∈ Rd | det ∇˜Tp|(x) > 0, also ρ2(Tp(x)) > 0 for µd-a.e. x ∈ Rd. Hence the following
makes sense µ-a.e.:
Jac(Tp)(x) = | det ∇˜Tp|(x) = ρ1(x)
ρ2(Tp(x))
exp
{ d∑
j=1
−1
2
(x2j − Tp(x)2j )
}
.
Step 2. Let Tp,t := (1 − t)Id + tTp. From Theorem 2.3, det ∇˜Tp(x) =
∏d
j=1 λj with λi > 0 for
i = 1, . . . , d. It follows that
Jac(Tp,t)(x) = det((1 − t)Id+ t∇˜Tp(x)) =
d∏
j=1
(
(1− t) + λjt
)
.
Passing to logarithms, we have by concavity
log(Jac(Tp,t)(x)) ≥ t log(Jac(Tp)(x)) + (1− t) log(Jac(Id)) = t log(Jac(Tp)(x)).
Hence
Jac(Tp,t)(x) ≥
(
Jac(Tp)
)t
(x) ≥
(
ρ1(x)
ρ2(Tp(x))
)t
exp
{ d∑
j=1
−1
2
t(x2j − Tp(x)2j )
}
. (2.5.1)
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Step 3. We have the following
exp
{ d∑
j=1
− 1
2
(Tp,t(x)
2
j − x2j)
}
Jac(Tp,t)(x)
≥ exp
{ d∑
j=1
−1
2
(Tp,t(x)
2
j − x2j)
}( ρ1(x)
ρ2(Tp(x))
)t
exp
{ d∑
j=1
−1
2
t(x2j − Tp(x)2j )
}
=
(
ρ1(x)
ρ2(Tp(x))
)t
exp
{ d∑
j=1
−1
2
(Tp,t(x)
2
j − x2j + tx2j − tTp(x)2j )
}
=
(
ρ1(x)
ρ2(Tp(x))
)t
exp
{ d∑
j=1
−1
2
(
((1 − t)xj + tTp(x)j)2 − ((1− t)x2j + tTp(x)2j
)}
=
(
ρ1(x)
ρ2(Tp(x))
)t
exp
{ d∑
j=1
−1
2
(
xj − Tp(x)j
)2
(t2 − t)
}
=
(
ρ1(x)
ρ2(Tp(x))
)t
exp
{
− 1
2
‖x− Tp(x)‖2d(t2 − t)
}
.
Thus
γ(Tp,t(A)) =
∫
A
Jac(Tp,t)(x)
d∏
j=1
1√
2π
exp
{
− 1
2
Tp,t(x)
2
j
}
Ld(dx)
=
∫
A
Jac(Tp,t)(x) exp
{ d∑
j=1
−1
2
(Tp,t(x)
2
j − x2j )
}
γ(dx)
≥
∫
A
(
ρ1(x)
ρ2(Tp(x))
)t
exp
{1
2
‖x− Tp(x)‖2d(t− t2)
}
γ(dx)
≥ 1
Ct
∫
A
ρ1(x)
tγ(dx)
≥ 1
Ct
∫
A
ρ1(x)
t−1µ(dx)
≥ 1
C
µ(A).
Step 4. Since (Id, Tp)♯µd ⇀ (Id, T )♯µd as p ց 1, see Theorem 7.1 of [5], using the techniques of the
proof of Theorem 2.17, one can prove that
γd(Tt(Γd ∩A×X)) ≥ 1
C
µd(A).
Remark 2.19. We summarize the results obtained so far. If ρ1, ρ2 ≤ C, then from (2.4.2) it follows that
the densities of µd and νd enjoy the same property with the same constant C. Identifying µd, νd and γd
with the corresponding measures on Rd, we have from Theorem 2.18:
γd
(
Tt(Γd ∩A×X)
) ≥ 1
C
µd(A), ∀A ∈ B(X), t ∈ [0, 1].
From Theorem 2.17 we have the same inequality for the ∞-dimensional measures:
γ
(
Tt(Γ ∩A×X)
) ≥ 1
C
µ(A), ∀A ∈ B(X)γ, t ∈ [0, 1].
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As Proposition 2.14 and Proposition 2.15 show, this estimate implies µ(a(T )) = 0 and the continuity of
the conditional probabilities µy. Since the optimal finite dimensional map Td is invertible, following the
argument of Theorem 2.18 we can also prove
γ
(
T1−t(Γ ∩X ×A)
) ≥ 1
C
ν(A), (2.5.2)
and adapting the proofs of Proposition 3.16 and Proposition 3.17 we can prove that ν(b(T )) = 0 and the
continuity of the conditional probabilities νy. So we have
µ =
∫
S
µym(dy), ν =
∫
S
νym(dy), µy, νy continuous for m− a.e.y ∈ S.
In the next Section we remove the hypothesis ρ1, ρ2 ≤M .
2.6 Solution
Let π be the weak limit of πd = (Id, Td)♯µd and Γ any ‖·‖H(γ)-cyclically monotone set such that π(Γ) = 1.
All the definition of Section 3.1 are referred to this Γ.
Proposition 2.20. Let µ, ν ∈ P(X) be such that µ, ν ≪ γ. Then µ(a(T )) = ν(b(T )) = 0.
Proof. Let µ = ρ1γ and ν = ρ2γ. We only prove that µ(a(T )) = 0. The other statement follows similarly.
Step 1. Assume by contradiction that µ(a(T )) > 0. Let A ⊂ a(T ) be such that µ(A) > 0 and for
every x ∈ A, ρ1(x) ≤M for some positive constant M . Consider γxT and its disintegration
γxT=
∫
S
γymγ(dy), γy(T ) = 1, mγ − a.e.y ∈ S.
Consider the initial point map a : S → A and the measure a♯mγ . Observe that since
∀B ⊂ A : µ(B) > 0 ⇒ γ(R(B) ∩ T ) > 0,
it follows that µxA≪ a♯mγ . Hence there exists Aˆ ⊂ A of positive a♯mγ-measure such that the map
Aˆ ∋ x 7→ h(x) := dµxA
da♯mγ
(x)
verifies h(x) ≤M ′ for some positive constan M ′.
Step 2. Considering
µxAˆ, γˆ :=
∫
R(Aˆ)∩S
h(a(y))γymγ(dy),
we have the claim. Indeed both have uniformly bounded densities w.r.t. γ and Te is still a transport set
for the transport problem between µxAˆ and γˆ. Indeed for S ⊂ S
µxAˆ(∪y∈SR(y)) = µxAˆ(a(S))
=
∫
a(S)
h(a)(a♯mγ)(da)
=
∫
S
h(a(y))mγ(dy) = γˆ(∪y∈SR(y)).
Hence we can project the measures, obtain the finite dimensional estimate of Theorem 2.18, obtain the
infinite dimensional estimate through Theorem 2.17 and finally by Proposition 2.14 get that µ(Aˆ) = 0,
that is a contradiction with µ(Aˆ) > 0. In the same way, following Remark 2.19, we obtain that ν(b(T )) =
0.
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It follows that the disintegration formula (2.2.5) holds true on the whole transportation set:
µ =
∫
µym(dy), ν =
∫
νym(dy).
Proposition 2.21. For m-a.e. y ∈ S the conditional probabilities µy and νy have no atoms.
Proof. We only prove the claim for µy.
Step 1. Suppose by contradiction that there exist a measurable set Sˆ ⊂ S such that m(Sˆ) > 0 and for
every y ∈ Sˆ there exists x(y) such that µy({x(y)}) > 0. Restrict and normalize both µ and ν to R(Sˆ),
and denote them again with µ and ν.
Consider the sets Ki,M := {x ∈ X : ρi ≤ M} for i = 1, 2. Note that µ(K1,M ) ≥ 1 − c1(M) and
ν(K2,δ) ≥ 1 − c2(M) with ci(M) → 0 as M ր +∞. Hence for M sufficiently large the conditional
probabilities of the disintegration of µxK1,M have atoms, therefore we can assume, possibly restricting Sˆ,
that for all y ∈ Sˆ it holds x(y) ∈ K1,M .
Step 2. Define
µy,M := µyxK1,M , νy,M := νyxK2,M ,
and introduce the set
D(N) :=
{
y ∈ Sˆ : µy,M (R(y))
νy,M (R(y))
≤ N
}
.
Then for sufficiently largeN ,m(D(N)) > 0. The map D(N) ∋ y 7→ h(y) := νy,M (R(y))/µy,M (R(y)) ≤ N
permits to define
µˆ :=
∫
D(N)
h(y)µy,Mm(dy), νˆ := νxR(D(N))∩K2,M .
It follows that µˆ and νˆ have bounded densities w.r.t. γ and the set Tˆ := T ∩ G(K1,δ) ∩ G−1(K2,δ) is a
transport set for the transport problem between µˆ and νˆ.
It follows from Theorem 2.17 and Theorem 2.18 that γˆ := γxTˆ verifies Assumption 5 w.r.t. G ∩
K1,M ×X ∩X ×K2,M . Therefore from Proposition 3.17 follows that the conditional probabilities µˆy of
the disintegration of µˆ are continuous. Since µˆy = c(y)µyxTˆ for some positive constant c(y), we have a
contradiction.
It follows straightforwardly the existence of an optimal invertible transport map.
Theorem 2.22. Let µ, ν ∈ P(X) absolute continuous w.r.t. γ and assume that there exists π ∈ Π(µ, ν)
such that I(π) is finite. Then there exists a solution for the Monge minimization problem
min
T :T♯µ=ν
∫
X
‖x− T (x)‖H(γ)µ(dx).
Moreover we can find T µ-essentially invertible.
Proof. Form-a.e y ∈ S µy and νy are continuous. Since R(y) is one dimensional and the ray map R ∋ t 7→
g(t, y) is an isometry w.r.t. ‖ · ‖H(γ), we can define the non atomic measures g(y, ·)♯µy, g(y, ·)♯νy ∈ P(R).
By the one-dimensional theory, there exists a monotone map Ty : R→ R such that
Ty ♯
(
g(y, ·)♯µy
)
= g(y, ·)♯νy.
Using the inverse of the ray map, we can define Ty on R(y). Hence for m-a.e. y ∈ S we have a ‖ · ‖H(γ)-
cyclically monotone map Ty such that Ty ♯µy = νy. To conclude define T : T → T such that T = Ty on
R(y). Indeed T is µ-measurable, µ-essentially invertible and T♯µ = ν. For the details, see the proof of
Theorem 6.2 of [9].
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Chapter 3
The Monge problem for general
geodesic distance cost
In this chapter we study the following Monge minimization problem: given two Borel probability measure
µ, ν ∈ P(X), where (X, d) is a Polish space, we study the minimization of the functional
I(T ) =
∫
dN (x, T (x))µ(dy)
where T varies over all Borel transport maps and dN is a Borel distance taking also the value ∞ that
makes (X, dN ) a possibly branching geodesic space. We will apply the results to the obstacle problem:
let C ⊂ Rd be a convex set with ∂C = M smooth, (d − 1)-dimensional compact submanifold of Rd.
Let X = (Rd \ C) ∪M , µ, ν ∈ P(X) and dM (x, y) be the infimum among all the Lipschitz curves in X
connecting to x to y of the euclidean length of such curves. We will prove the existence of a solution for
min
T :T♯µ=ν
∫
dM (x, T (x))µ(dx),
provided µ≪ Ld.
Chapter 3 is organized as follows.
Section 3.1 shows how using only the dN -cyclical monotonicity of a set Γ we can obtain a partial
order relation G ⊂ X ×X as follows (Lemma 3.3 and Proposition 3.9): xGy iff there exists (w, z) ∈ Γ
and a geodesic γ, passing trough w and z and with direction w → z, such that x, y belongs to γ and
γ−1(x) ≤ γ−1(y). This set G is analytic, and allows to define
• the transport rays set R (Definition 2.6),
• the transport sets Te, T (with and without and points) (3.1.4),
• the set of initial points a and final points b (3.1.7).
Even if this part of Section 3.1 contains the same results of the first part of Section 1.2 of Chapter 1, we
show their proofs again to underline what depends and what doesn’t depend on the branching property of
the space. The main difference with the non-branching case is that here R is not an equivalence relation.
Therefore the approach proposed in Chapter 1 doesn’t work anymore and indeed the only common part
with Chapter 1 is the first part of Section 3.1.
To obtain an equivalence relation H ⊂ X×X we have to consider the set of couples (x, y) for x, y ∈ T
such that there is a continuous path from x to y, union of a finite number of transport rays never passing
through a ∪ b, Definition 3.8. In Proposition 3.9 we prove that H is an equivalence relation.
This chapter is based on the work [15].
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Section 3.2 proves that the compatibility conditions (1.a) and (1.b) between dN and d imply that the
disintegration induced by H on T is strongly consistent (Proposition 3.14). Using this fact we can reduce
the analysis on H(y) for y in the quotient set.
In Section 3.3 we prove Theorem 0.6. We first introduce the operation A 7→ At, the translation along
geodesics (3.3.1), and show that t 7→ µ(At) is a A-measurable function if A is analytic (Lemma 3.15).
Next, we show that under the assumption
µ(A) > 0 =⇒ µ(Atn) ≥ Cµ(A)
for an infinitesimal sequence tn and C > 0, the set of initial points a is µ-negligible (Proposition 3.16)
and the conditional probabilities µy are continuous.
In Section 3.4 we prove Theorem 0.7. First in Theorem 3.18 we prove that gluing all the dN -cyclically
monotone maps defined on H(y) we obtain a measurable transference map T from µ to ν dN -cyclically
monotone. Then the assumption on the structure of Γ is stated (Assumption 8) and in Proposition 3.19
we show that on the equivalence class H(y) satisfying Assumption 8 there exists an optimal transference
map Ty from µy to νy, provided the quotient measure and the marginal probabilities of µy induced by
the partition given by Assumption 8 are continuous.
Section 3.5 gives an application of Theorem 0.7: M is a connected smooth hyper-surface of Rd that
is the boundary of a convex and compact set C. Let X = cl(Rd \ C). The distance dM is the minimum
of the euclidean length among all the Lipschitz curves in X (3.5.1). Hence C is to be intended as an
obstacle for euclidean geodesics. The geodesic space (X, dM ) fits into the setting of Theorem 0.7 (Lemma
3.22 and Remark 3.24).
If µ ≪ Ld then the µ-measure of the set of initial points is zero and the marginal µy are continuous
(Lemma 3.25). Finally we show in Proposition 3.27 and Proposition 3.29 that any dM -cyclically monotone
set and µ satisfy the hypothesis of Proposition 3.19. It follows the existence of a solution for the Monge
minimization problem.
3.1 Optimal transportation in geodesic spaces
From now on we assume the following:
1. (X, d) Polish space;
2. dN : X ×X → [0,+∞] is a Borel distance;
3. (X, dN ) is a geodesic space;
Since we have two metric structures on X , we denote the quantities relating to dN with the subscript
N : for example
Br(x) =
{
y : d(x, y) < r
}
, Br,N (x) =
{
y : dN (x, y) < r
}
.
In particular we will use the notation
DN(x) =
{
y : dN (x, y) < +∞
}
,
(K, dH) for the compact sets of (X, d) with the Hausdorff distance dH and (KN , dH,N ) for the compact
sets of (X, dN ) with the Hausdorff distance dH,N . We recall that (K, dH) is Polish.
Let µ, ν ∈ P(X) and consider the transportation problem with cost c(x, y) = dN (x, y), and let
π ∈ Π(µ, ν) be a dN -cyclically monotone transference plan with finite cost. By inner regularity, we can
assume that the optimal transference plan is concentrated on a σ-compact dN -cyclically monotone set
Γ ⊂ {dN(x, y) < +∞}.
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Consider the set
Γ′ :=
{
(x, y) : ∃I ∈ N0, (wi, zi) ∈ Γ for i = 0, . . . , I, zI = y
wI+1 = w0 = x,
I∑
i=0
dN (wi+1, zi)− dN (wi, zi) = 0
}
. (3.1.1)
In other words, we concatenate points (x, z), (w, y) ∈ Γ if they are initial and final point of a cycle with
total cost 0.
Lemma 3.1. The following holds:
1. Γ ⊂ Γ′ ⊂ {dN (x, y) < +∞};
2. if Γ is analytic, so is Γ′;
3. if Γ is dN -cyclically monotone, so is Γ
′.
Proof. For the first point, set I = 0 and (wn,0, zn,0) = (x, y) for the first inclusion. If dN (x, y) = +∞,
then (x, y) /∈ Γ and all finite set of points in Γ are bounded.
For the second point, observe that
Γ′ =
⋃
I∈N0
P1,2I+1(AI)
=
⋃
I∈N0
P1,2I+1
( I∏
i=0
Γ ∩
{ I∏
i=0
(wi, zi) :
I∑
i=0
dN (wi+1, zi)− dN (wi, zi) = 0, wI+1 = w0
})
.
For each I ∈ N0, since dN is Borel, it follows that{ I∏
i=0
(wi, zi) :
I∑
i=0
dN (wi+1, zi)− dN (wi, zi) = 0, wI+1 = w0
}
is Borel in
∏I
i=0(X ×X), so that for Γ analytic each set An,I is analytic. Hence P1,2I+1(AI) is analytic,
and since the class Σ11 is closed under countable unions and intersections it follows that Γ
′ is analytic.
For the third point, observe that for all (xj , yj) ∈ Γ′, j = 0, . . . , J , there are (wj,i, zj,i) ∈ Γ, i =
0, . . . , Ij , such that
dN (xj , yj) +
Ij−1∑
i=0
dN (wj,i+1, zj,i)−
Ij∑
i=0
dN (wj,i, zj,i) = 0.
Hence we can write for xJ+1 = x0, wj,Ij+1 = wj+1,0, wJ+1,0 = w0,0
J∑
j=0
dN (xj+1, yj)− dN (xj , yj) =
J∑
j=0
Ij∑
i=0
dN (wj,i+1, zj,i)− dN (wj,i, zj,i) ≥ 0,
using the dN -cyclical monotonicity of Γ.
Definition 3.2 (Transport rays). Define the set of oriented transport rays
G :=
{
(x, y) : ∃(w, z) ∈ Γ′, dN (w, x) + dN (x, y) + dN (y, z) = dN (w, z)
}
. (3.1.2)
For x ∈ X , the outgoing transport rays from x is the set G(x) and the incoming transport rays in x
is the set G−1(x). Define the set of transport rays as the set
R := G ∪G−1. (3.1.3)
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The set G is the set of all couples of points on oriented geodesics with endpoints in Γ′. In R the
couples are non oriented.
Lemma 3.3. The following holds:
1. G is dN -cyclically monotone;
2. Γ′ ⊂ G ⊂ {dN (x, y) < +∞};
3. the sets G, R := G ∪G−1 are analytic.
Proof. The second point follows by the definition: if (x, y) ∈ Γ′, just take (w, z) = (x, y) in the r.h.s. of
(3.1.2).
The third point is consequence of the fact that
G = P34
((
Γ′ ×X ×X) ∩ {(w, z, x, y) : dN (w, x) + dN (x, y) + dN (y, z) = dN (w, z)}),
and the result follows from the properties of analytic sets.
The first point follows from the following observation: if (xi, yi) ∈ γ[wi,zi], then from triangle inequality
dN (xi+1, yi)− dN (xi, yi) ≥ dN (xi+1, zi)− dN (zi, yi)− dN (xi, yi)
= dN (xi+1, zi)− dN (xi, zi)
≥ dN (wi+1, zi)− dN (wi+1, xi+1)− dN (xi, zi)
= dN (wi+1, zi)− dN (wi, zi) + dN (wi, xi)− dN (wi+1, xi+1).
Since (wn+1, xn+1) = (w1, x1), it follows that
n∑
i=1
dN (xi+1, yi)− dN (xi, yi) ≥
n∑
i=1
dN (wi+1, zi)− dN (wi, zi) ≥ 0.
Hence the set G is dN -cyclically monotone.
Definition 3.4. Define the transport sets
T := P1
(
G−1 \ {x = y}) ∩ P1(G \ {x = y}), (3.1.4a)
Te := P1
(
G−1 \ {x = y}) ∪ P1(G \ {x = y}). (3.1.4b)
Since G and G−1 are analytic sets, T , Te are analytic. The subscript e refers to the endpoints of the
geodesics: clearly we have
Te = P1(R \ {x = y}). (3.1.5)
The following lemma shows that we have only to study the Monge problem in Te.
Lemma 3.5. It holds π(Te × Te ∪ {x = y}) = 1.
Proof. If x ∈ P1(Γ \ {x = y}), then x ∈ G−1(y) \ {y}. Similarly, y ∈ P2(Γ \ {x = y}) implies that
y ∈ G(x) \ {x}. Hence Γ \ Te × Te ⊂ {x = y}.
As a consequence, µ(Te) = ν(Te) and any maps T such that for νxTe= T♯µxTe can be extended to a
map T ′ such that ν = T♯µ with the same cost by setting
T ′(x) =
{
T (x) x ∈ Te
x x /∈ Te
(3.1.6)
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Definition 3.6. Define the multivalued endpoint graphs by:
a :=
{
(x, y) ∈ G−1 : G−1(y) \ {y} = ∅}, (3.1.7a)
b :=
{
(x, y) ∈ G : G(y) \ {y} = ∅}. (3.1.7b)
We call P2(a) the set of initial points and P2(b) the set of final points.
Proposition 3.7. The following holds:
1. the sets
a, b ⊂ X ×X, a(A), b(A) ⊂ X,
belong to the A-class if A analytic;
2. a ∩ b ∩ Te ×X = ∅;
3. a(T ) = a(Te), b(T ) = b(Te);
4. Te = T ∪ a(T ) ∪ b(T ), T ∩ (a(T ) ∪ b(T )) = ∅.
Proof. Define
C :=
{
(x, y, z) ∈ Te × Te × Te : y ∈ G(x), z ∈ G(y)
}
= (G×X) ∩ (X ×G) ∩ Te × Te × Te,
that is clearly analytic. Then
b =
{
(x, y) ∈ G : y ∈ G(x), G(y) \ {y} = ∅} = G \ P12(C \X × {y = z}),
b(A) =
{
y : y ∈ G(x), G(y) \ {y} = ∅, x ∈ A} = P2(G ∩A×X) \ P2(C \X × {y = z}).
A similar computation holds for a:
a = G−1 \ P23(C \ {x = y} ×X), a(A) = P1(GS ∩X ×A) \ P1(C \ {x = y} ×X).
Hence a, b ∈ A(X ×X), a(A), b(A) ∈ A(X), being the intersection of an analytic set with a coanalytic
one. If x ∈ Te \ T , then it follows that G(x) = {x} or G−1(x) = {x} hence x ∈ a(x) ∪ b(x).
The other points follow easily.
Definition 3.8 (Chain of transport rays). Define the set of chain of transport rays
H :=
{
(x, y) ∈ Te × Te : ∃I ∈ N0, zi ∈ T for 1 ≤ i ≤ I,
(zi, zi+1) ∈ R, 0 ≤ i ≤ I + 1, z0 = x, zI+1 = y
}
. (3.1.8)
Using similar techniques of Lemma 3.1 it can be shown that H is analytic.
Proposition 3.9. The set H ∩ T × T is an equivalence relation on T . The set G is a partial order
relation on Te.
Proof. Using the definition of H , one has in T :
1. x ∈ T clearly implies that (x, x) ∈ H ;
2. since R is symmetric, if y ∈ H(x) then x ∈ H(y);
3. if y ∈ H(x), z ∈ H(y), x, y, z ∈ T . Glue the path from x to y to the one from y to z. Since y ∈ T ,
z ∈ H(x).
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The second part follows similarly:
1. x ∈ Te implies that
∃(x, y) ∈ (G \ {x = y}) ∪ (G−1 \ {x = y}),
so that in both cases (x, x) ∈ G;
2. (x, y), (y, z) ∈ G \ {x = y} implies by dN -cyclical monotonicity that (x, z) ∈ G.
We finally show that we can assume that the µ-measure of final points and the ν-measure of the initial
points are 0.
Lemma 3.10. The sets G ∩ b(T )×X, G ∩X × a(T ) is a subset of the graph of the identity map.
Proof. From the definition of b one has that
x ∈ b(T ) =⇒ G(x) \ {x} = ∅,
A similar computation holds for a.
Hence we conclude that
π(b(T )×X) = π(G ∩ b(T )×X) = π({x = y})
and following (3.1.6) we can assume that
µ(b(T )) = ν(a(T )) = 0.
3.2 Partition of the transport set
To perform a disintegration we have to assume some regularity of the support Γ of the transport plan
π ∈ Π(µ, ν). From now on we will assume the following:
Assumption 6. We say that Γ satisfies Assumption 6 if
(a) for all x ∈ T and for all r > 0 the set H(x) ∩Br,N (x)dN is d-closed;
(b) for all x ∈ T there exists r > 0 such that dN (x, ·)
xH(x)∩Br(x)
is bounded.
Note that points (a) and (b) of Assumption 6 were already introduced at page 12. Let {xi}i∈N be a
dense sequence in (X, d).
Lemma 3.11. The sets
Wijk :=
{
x ∈ T ∩ B¯2−j (xi) : dN (x, ·)xH(x)∩B¯2−j (xi) ≤ k
}
form a countable covering of T of class A.
Proof. We first prove the measurability. We consider separately the conditions defining Wijk .
Point 1. The set
Aij := T ∩ B¯2−j (xi)
is clearly analytic.
Point 2. The set
Dijk :=
{
(x, y) ∈ H : d(xi, y) ≤ 2−j, dN (x, y) > k
}
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is again analytic. We finally can write
Wijk = Aij ∩ P1(Dijk)c,
and the fact that A is a σ-algebra proves that Wijk ∈ A.
To show that it is a covering, notice that from (b) of Assumption 6 for all x ∈ T there exists r > 0
such that, on the set H(x) ∩ B¯r(x), dN (x, ·) is bounded. Choose j and i such that 2−j−1 ≤ r and
d(xi, x) ≤ 2−j−1, hence
B¯2−j (xi) ⊂ B¯r(x)
and therefore for some k¯ ∈ N we obtain that x ∈Wijk .
Remark 3.12. Observe that B¯2−j (xi) ∩H(x) is closed for all x ∈ Wijk.
Indeed take {yn}n∈N ⊂ B¯2−j (xi) ∩H(x) with d(yn, y)→ 0 as n→ +∞, then since x ∈ Wijk it holds
dN (x, yn) ≤ k. By (a) of Assumption 6, dN (x, y) ≤ k and y ∈ B¯2−j (xi) ∩H(x).
Lemma 3.13. There exist µ-negligible sets Nijk ⊂Wijk such that the family of sets
Tijk = H−1(Wijk \Nijk) ∩ T
is a countable covering of T \ ∪ijkNijk into saturated analytic sets.
Proof. First of all, since Wijk ∈ A, then there exists µ-negligible set Nijk ⊂Wijk such that Wijk \Nijk ∈
B(X). Hence {Wijk \ Nijk}i,j,k∈N is a countable covering of T \ ∪ijkNijk. It follows immediately that
{Tijk}i,j,k∈N satisfies the lemma.
From any analytic countable covering, we can find a countable partition into A-class saturated sets
by defining
Zm := Timjmkm \
m−1⋃
m′=1
Tim′ jm′km′ , (3.2.1)
where
N ∋ m 7→ (im, jm, km) ∈ N3
is a bijective map. Since H is an equivalence relation on T , we use this partition to prove the strong
consistency.
On Zm, m > 0, we define the closed valued map
Zm ∋ x 7→ F (x) := H(x) ∩ B¯2−jm (xim ). (3.2.2)
Proposition 3.14. There exists a µ-measurable cross section f : T → T for the equivalence relation H.
Proof. First we show that F is A-measurable: for δ > 0,
F−1(Bδ(y)) =
{
x ∈ Zm : H(x) ∩Bδ(y) ∩ B¯2−jm (xim ) 6= ∅
}
= Zm ∩ P1
(
H ∩ (X ×Bδ(y) ∩ B¯2−jm (xim))).
Being the intersection of two A-class sets, F−1(Bδ(y)) is in A. In Remark 3.12 we have observed that F
is a closed-valued map, hence, from Lemma 5.1.4 of [25], graph(F ) is A-measurable.
By Corollary 5.7 there exists a A-class section fm : Zm → B¯2−jm (xim). The proposition follows by
setting fxZm= fm on ∪mZm, and defining it arbitrarily on T \ ∪mZm: the latter being µ-negligible, f is
µ-measurable.
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Up to a µ-negligible saturated set TN , we can assume it to have σ-compact range: just let S ⊂ f(T )
be a σ-compact set where f♯µ is concentrated, and set
TS := H−1(S) ∩ T , TN := T \ TS , µ(TN ) = 0. (3.2.3)
Hence we have a measurable cross-section
S := S ∪ f(TN ) = (Borel) ∪ (f(µ-negligible)).
Hence Disintegration Theorem 5.3 yields
µxT=
∫
S
µym(dy), m = f♯µxT , µy ∈ P(H(y)) (3.2.4)
and the disintegration is strongly consistent since the quotient map f : T → T is µ-measurable and
(T ,B(T )) is countably generated.
Observe that H induces an equivalence relation also on T ×X ∩ Γ where the equivalence classes are
H(y) ∩ T ×X and the quotient map is the f of Proposition 3.14. Hence
πxT ×X∩Γ=
∫
S
πymπ(dy), mπ = f♯πxT ×X∩Γ, πy ∈ P(H(y) ∩ T ×X). (3.2.5)
Observe that m = mπ.
3.3 Regularity of the disintegration
In this Section we consider the translation of Borel sets by the optimal geodesic flow, we introduce the
fundamental regularity assumption (Assumption 7) on the measure µ and we show that an immediate
consequence is that the set of initial points is negligible and consequently we obtain a disintegration of
µ on the whole space. A second consequence is that the disintegration of µ w.r.t. the H has continuous
conditions probabilities.
3.3.1 Evolution of Borel sets
Let A ⊂ Te be an analytic set and define for t ∈ R the t-evolution At of A by:
At :=
{
P2
{
(x, y) ∈ G ∩A×X : dN (x, y) = t
}
t ≥ 0
P2
{
(x, y) ∈ G−1 ∩A×X : dN (x, y) = t
}
t < 0.
(3.3.1)
It is clear from the definition that if A is analytic, also At is analytic . We can show that t 7→ µ(At)
is measurable.
Lemma 3.15. Let A be analytic. The function t 7→ µ(At) is A-measurable for t ∈ R.
Proof. We divide the proof in three steps.
Step 1. Define the subset of X × R
Aˆ :=
{
(x, t) : x ∈ At
}
.
Note that
Aˆ = P13
{
(x, y, t) ∈ X ×X × R+ : (x, y) ∈ G ∩A×X, dN (x, y) = t
}
∪ P13
{
(x, y, t) ∈ X ×X × R− : (x, y) ∈ G−1 ∩A×X, dN (x, y) = −t
}
,
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hence it is analytic. Clearly At = Aˆ(t).
Step 2. Define the closed set in P(X × [0, 1])
Π(µ) :=
{
π ∈ P(X × [0, 1]) : (P1)♯(π) = µ
}
and let B ⊂ X × R× [0, 1] be a Borel set such that P12(B) = Aˆ.
Consider the function
R×Π(µ) ∋ (t, π) 7→ π(B(t)).
A slight modification of Lemma 4.12 in [8] shows that this function is Borel.
Step 3. Since supremum of Borel function are A-measurable, pag. 134 of [25], the proof is concluded
once we show that
µ(At) = µ(Aˆ(t)) = sup
π∈Π(µ)
π(B(t)).
Since Aˆ(t)× [0, 1] ⊃ B(t)
µ(Aˆ(t)) = π(Aˆ(t)× [0, 1]) ≥ π(B(t)).
On the other hand from Theorem 5.5, there exists an A-measurable section of the analytic set B(t), so
we have u : Aˆ(t)→ B(t). Clearly for πu = (I, u)♯(µ) it holds πu(B(t)) = µ(Aˆ(t)).
The next assumption is the fundamental assumption of the chapter.
Assumption 7 (Non-degeneracy assumption). The measure µ satisfies Assumption 7 if for each analytic
set A ⊂ Te there exists a sequence {tn}n∈N ⊂ R and a strictly positive constant C such that tn → 0 as
n→ +∞ and µ(Atn) ≥ Cµ(A) for every n ∈ N.
Note that Assumption 7 was already introduced at page 12. Clearly it is enough to verify Assumption
7 for A compact set. An immediate consequence of the Assumption 7 is that the measure µ is concentrated
on T .
Proposition 3.16. If µ satisfies Assumption 7 then
µ(Te \ T ) = 0.
Proof. Let A = Te \ T . Suppose by contradiction µ(A) > 0. By the inner regularity there exists Aˆ ⊂ A
closed with µ(Aˆ) > 0. By Assumption 7 there exist C > 0 and {tn}n∈N converging to 0 such that
µ(Aˆtn) ≥ Cµ(Aˆ).
Define Aˆε :=
{
x : dN (Aˆ, x) < ε
}
. Since Aˆ ⊂ A, for all n ∈ N it holds Aˆtn ∩ A = ∅. Moreover for
tn ≤ ε we have Aˆε ⊃ Aˆtn . So we have
µ(Aˆ) = lim
ε→0
µ(Aˆε) ≥ µ(Aˆ) + µ(Aˆtn) ≥ (1 + C)µ(Aˆ),
that gives the contradiction.
Once we know that µ(T ) = 1, we can use the Disintegration Theorem 5.3 to write
µ =
∫
S
µym(dy), m = f♯µ, µy ∈ P(H(y)). (3.3.2)
The disintegration is strongly consistent since the quotient map f : T → T is µ-measurable and (T ,B(T ))
is countably generated.
The second consequence of Assumption 7 is that µy is continuous, i.e. µy({x}) = 0 for all x ∈ X .
Proposition 3.17. If µ satisfies Assumption 7 then the conditional probabilities µy are continuous for
m-a.e. y ∈ S.
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Proof. From the regularity of the disintegration and the fact that m(S) = 1, we can assume that the
map y 7→ µy is weakly continuous on a compact set K ⊂ S of comeasure < ε. It is enough to prove the
proposition on K.
Step 1. From the continuity of K ∋ y 7→ µy ∈ P(X) w.r.t. the weak topology, it follows that the map
y 7→ A(y) := {x ∈ H(y) : µy({x}) > 0} = ∪n{x ∈ H(y) : µy({x}) ≥ 2−n}
is σ-closed: in fact, if (ym, xm)→ (y, x) and µym({xm}) ≥ 2−n, then µy({x}) ≥ 2−n by u.s.c. on compact
sets. Hence A is Borel, where A = {(y,A(y)) : y ∈ K}.
Step 2. The claim is equivalent to µ(P2(A)) = 0. Suppose by contradiction µ(P2(A)) > 0. By Lusin
Theorem (Theorem 5.8.11 of [25]) A is the countable union of Borel graphs, A = ∪nAn. Therefore we
can take a Borel selection of A just considering one of the Borel graphs, say Aˆ. Since at least one of
P2(An) must have positive µ-measure, we can assume µ(P2(Aˆ)) > 0.
By Assumption 7 µ((P2(Aˆ))tn) ≥ Cµ(P2(Aˆ)) for some C > 0 and tn → 0. Since Aˆ is a Borel graph,
for every y ∈ P1(Aˆ) the set P2({y} ×X ∩ Aˆ) is a singleton. Hence (P2(Aˆ))tn ∩ (P2(Aˆ))tm = ∅. We have
a contradiction with the fact that the measure is finite.
3.4 Solution to the Monge problem
Throughout the section we assume µ to satisfy Assumption 7. It follows from Disintegration Theorem
5.3, Proposition 3.16 and Proposition 3.17 that
µ =
∫
µym(dy), π =
∫
πym(dy), µy continuous, (P1)♯πy = µy,
where m = f♯µ and µy ∈ P(H(y)). We write moreover
ν =
∫
νym(dy) =
∫
(P2)♯πym(dy).
Note that πy ∈ Π(µy , νy) is dN -cyclically monotone and (since dNxH(y)×H(y) is finite and, from point (a)
of Assumption 6, lower semi-continuous) optimal for m-a.e. y. If ν(T ) = 1, then the above formula is
the disintegration of ν w.r.t. H .
Theorem 3.18. Assume that for all y ∈ S there exists an optimal map Ty from µy to νy. Then there
exists a µ-measurable map T : X → X such that∫
dN (x, T (x))µ(dx) =
∫
dN (x, z)π(dxdz), T♯µ = ν.
Recall S ⊂ T introduced in (3.2.3).
Proof. The idea is to use Theorem 5.5.
Step 1. Let T ⊂ S × P(X2) be the set: for y ∈ S, Ty is the family of optimal transference plans in
Π(µ˜y, ν˜y) concentrated on a graph,
T =
{
(y, π) ∈ S × P(X2) : π ∈ Π(µy, νy) optimal, ∃T : X → X,π(graph(T )) = 1
}
.
where for optimal in Π(µy , νy) we mean∫
dNπ = min
π∈Π(µy,νy)
∫
dNπ.
Note that, since π is a Borel measure, in the definition of T, T can be taken Borel. Moreover the y
section Ty = T ∩ {y} × P(X2) is not empty.
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Step 2. Since the projection is a continuous map, then the set
Π˜ =
{
(y, π) : (P1)♯π = µy, (P2)♯π = νy
}
is a Borel subsets of S×P(X2): in fact it is the counter-image of the Borel set graph((µy , νy)) ⊂ S×P(X)2
w.r.t. the weakly continuous map (y, π) 7→ (y, (P1)♯π, (P2)♯π).
Define the Borel function
S × P(X2) ∋ (y, π) 7→ f(y, π) :=
{∫
dNπ π ∈ Π(µy, νy)
+∞ otherwise
It follows that y 7→ g(y) := infπ f(y, π) is an A-function: we can redefine it on a m-negligible set to make
it Borel, where m is the quotient measure of µ. Hence the set
Π˜opt =
{
(y, π) : π ∈ Π˜(µy, νy),
∫
dNπ ≤ g(y)
}
= Π˜ ∩
{
(y, π) :
∫
dNπ ≤ g(y)
}
is Borel.
Step 3. Now we show that the set of π ∈ P(X2) concentrated on a graph is analytic. By Borel
Isomorphism Theorem, see [25] page 99, it is enough to prove the same statement for π ∈ P([0, 1])2.
Consider the function
P([0, 1]2)× Cb([0, 1], [0, 1]) ∋ (π, φ) 7→ h(π, φ) := π(graph(φ)) ∈ [0, 1].
Since graph(φ) is compact, h is u.s.c.. Hence the set Bn = h−1([1− 2−n, 1]) is closed, so that
T =
⋂
n
P1(B
n) =
{
π : ∀ε > 0 ∃φε, π(φε) > 1− ε
}
is an analytic set. It is easy to prove that π ∈ T iff π is concentrated on a graph.
Step 4. It follows that
T = S × T ∩ Π˜opt
is analytic and by Theorem 5.5 there exists a m-measurable selection y 7→ πy ∈ Ty. It is fairly easy to
prove that
∫
πym(dy) is concentrated on a graph, has the same transference cost of π and belongs to
Π(µ, ν).
It follows from Theorem 3.18 that it is enough to solve for each y ∈ S the Monge minimization
problem with marginal µy and νy on the set H(y). In order to solve it, we introduce an assumption on
the geometry of the set H(y).
Assumption 8. For a given y ∈ S, H(y) satisfies Assumption 8 if there exist two families of disjoint
A-measurable sets {Kt}t∈[0,1] and {Qs}s∈[0,1] such that
• µy(H(y) \ ∪t∈[0,1]Kt) = νy(H(y) \ ∪s∈[0,1]Qs) = 0;
• the associated quotient maps ϕK and ϕQ are respectively µy-measurable and νy-measurable;
• for t ≤ s, Kt ×Qs ⊂ G.
Note that Assumption 8 was already introduced at page 12. In the measurability condition of As-
sumption 8, the set [0, 1] is equipped with the Borel σ-algebra B([0, 1]). If H(y) satisfies Assumption 8
we can disintegrate the marginal measures µy and νy respectively w.r.t. the family {Kt} and {Qs}:
µy =
∫
µy,tmµy(dt), νy =
∫
νy,tmνy (dt)
where mµy = ϕK ♯µy, mνy = ϕQ♯νy and the disintegrations are strongly consistent.
85
The Monge problem for general geodesic distance cost
Proposition 3.19. Suppose that H(y) satisfies Assumption 8 and that the following conditions hold true:
• mµy is continuous;
• µy,t is continuous for mµy -a.e. t ∈ [0, 1];
• mµy([0, t]) ≥ mνy([0, t]) for mµy -a.e. t ∈ [0, 1].
Then there exists a dN -cyclically monotone µy-measurable map Ty such that Ty ♯µy = νy and∫
dN (x, Ty(x))µy(dx) =
∫
dN (x, z)πy(dxdz).
Proof. Step 1. Since mµy is continuous and mµy([0, t]) ≥ mνy ([0, t]), there exists an increasing map
ψ : [0, 1]→ [0, 1] such that ψ♯mµy = mνy .
Moreover, since for mµy -a.e. t ∈ [0, 1] µy,t is continuous, there exists a Borel map Tt : Kt → Qψ(t)
such that Tt ♯µy,t = νy,ψ(t) for mµy -a.e. t ∈ [0, 1]. Since ψ(t) ≥ t the map Tt is dN -cyclically monotone,
hence optimal between µy,t and νy,t.
Step 2. Reasoning as in the proof of Theorem 3.18, one can prove the existence of a µy-measurable
map Ty : H(y) → H(y) that is the gluing of all the maps Tt constructed in Step 1.. Hence there exists
a µy-measurable map Ty : H(y)→ H(y) such that Ty ♯µy,t = νy,ψ(t). It follows from Assumption 8 that
graph(Ty) ⊂ G, hence Ty is dN -cyclically monotone and
T♯µy =
∫
T♯µy,tmµy (dt) =
∫
νy,ψ(t)mµy(dt) =
∫
νy,t(ψ♯mµy )(dt) = νy.
The next corollary follows straightforwardly and it sums up all the results.
Corollary 3.20. Let π ∈ Π(µ, ν) be concentrated on a dN -cyclically monotone set Γ satisfying Assump-
tion 6. Assume that µ satisfies Assumption 7 and for m-a.e. y ∈ S the set H(y) satisfies Assumption
8. If for m-a.e. y ∈ S the hypothesis of Proposition 3.19 are verified, then there exists an Borel map
T : X → X such that ∫
dN (x, T (x))µ(dx) =
∫
dN (x, z)π(dxdz), T♯µ = ν.
If π is also optimal, then T solves the Monge minimization problem.
Let us summarize the theoretical results obtained so far. Let π ∈ Π(µ, ν) be a dN -cyclically monotone
transference plan concentrated on a set Γ. Consider the corresponding family of chain of transport rays
and assume that Γ satisfies Assumption 6. Then the partition induced by H permits to obtain a strongly
consistent disintegration formula of µ, ν and π holds. If µ satisfies Assumption 7 then the set of initial
points is µ-negligible and the conditional probabilities µy are continuous.
Since the geometry of H(y) can be wild, we need another assumption to build a dN -monotone trans-
ference map between µy and νy. If H(y) satisfies Assumption 8 we can perform another disintegration
and, under additional regularity of the conditional probabilities of µy and of the quotient measure of
µy, we prove the existence of a dN -monotone transference map between µy and νy. Applying the same
reasoning for m-a.e. y we prove the existence of a transport map T between µ and ν that has the same
transference cost of the given dN -cyclically monotone plan π.
3.4.1 Example
We conclude this Section with the analysis of a particular case in which the set H(y) satisfies Assumption
8. The hypothesis of Proposition 3.19 and Assumption 8 were partially inspired by this example. What
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γx
y
z
Figure 3.1: The hourglass set K(z).
follows will be useful in the next Section, however, since it is not only related to what will be proved in
Section 3.5, we have decided to present it here.
Fix the following notation: a continuous curve γ : [0, 1]→ X is increasing if for t, s ∈ [0, 1]
t ≤ s =⇒ (γ(t), γ(s)) ∈ G
Definition 3.21 (Hourglass sets). For z ∈ X define the hourglass set
K(z) :=
{
(x, y) ∈ X ×X : (x, z), (z, y) ∈ G
}
.
Assume that there exists an increasing curve γ such that
H(y)×X ∩ Γ ⊂
⋃
t∈[0,1]
K(γ(t)) ∩ Γ.
Note that this assumption is equivalent to request that on each chain of transport rays the branching
structures can appear only along an increasing curve γ.
Then H(y) satisfies Assumption 8. Indeed first notice that K(z) is analytic, then define the family of
sets
Kt := G
−1(γ(t)) \
⋂
s<t
G−1(γ(s)), Qt := G(γ(t)) \
⋂
t<s
G(γ(s)).
Since γ is increasing, Kt and Qs are A-measurable and the quotient maps are A-measurable: let [a, b] ⊂
[0, 1]
ϕ−1K ([a, b]) =
⋃
t∈[a,b]
Kt = G
−1(γ(b)) \G−1(γ(a)) ∪Ka ∈ A
and the same calculation holds true for ϕQ. From the increasing property of γ it follows that Kt×Qs ∈ G
for every 0 ≤ t ≤ s ≤ 1. Again from the increasing property of γ it follows that mµy([0, t]) ≥ mνy([0, t]).
3.5 The Obstacle problem
Throughout this section | · | will be the euclidean distance of Rd.
Let C ⊂ Rd be an open convex set such that M := ∂C is a smooth compact sub-manifold of Rd of
dimension d− 1. Let X := Rd \C. Clearly X endowed with the euclidean topology is a Polish space.
Consider the following geodesic distance: dM : X ×X → [0,+∞]:
dM (x, y) := inf{L(γ) : γ ∈ Lip([0, 1], X), γ(0) = x, γ(1) = y}, (3.5.1)
where L is the standard euclidean arc-length: L(γ) =
∫ |γ˙|. Hence M can be seen as an obstacle for
geodesics connecting points in X . Note that any minimizing sequence has uniformly bounded Lipschitz
constant, therefore in the definition of dM we can substitute inf with min. Hence dM is a geodesic distance
on X .
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We will show that given µ, ν ∈ P(Rd) with µ ≪ Ld, the Monge minimization problem with geodesic
cost dM admits a solution.
From now on we will assume that µ ≪ Ld and all the sets and structures introduced during the
chapter will be referred to this Monge problem.
The strategy to solve the Monge minimization problem is the one used in Section 3.4: build an optimal
map on each equivalence class H(y) and then use Theorem 3.18. To prove the existence these optimal
maps we will show that the geometry of the chain of transport rays H(y) is the one presented in Example
3.4.1 and that the hypothesis of Proposition 3.19 are satisfied.
Lemma 3.22. The distance dM is a continuous map.
Proof. Step 1. Let {xn}n∈N, {yn}n∈N ∈ X such that |xn − x| → 0 |yn − y| → 0. Since the boundary of
X is a smooth manifold, for every n ∈ N there exist curves γ1,n, γ2,n ∈ Lip([0, 1], X) such that
• γ1,n(0) = x, γ1,n(1) = xn;
• γ2,n(0) = y, γ2,n(1) = yn;
• L(γi,n)→ 0 as n→ +∞, for i = 1, 2.
Consider γn ∈ Lip([0, 1], X) such that γn(0) = xn, γn(1) = yn and L(γn) ≤ dM (xn, yn) + 2−n. Gluing
γ1,n and γ2,n to γn it follows
dM (x, y) ≤ dM (xn, yn) + 2−n + L(γ1,n) + L(γ2,n).
Hence dM is l.s.c..
Step 2. Taking a minimizing sequence of admissible curves for dM (x, y) and gluing them with γi,n as
in Step 1., it is fairly easy to prove that dM is u.s.c. and therefore continuous.
As a corollary we have the existence of an optimal transference plan π. Hence from now on π
will be an optimal transference plan and all the structures defined during the chapter starting from a
generic dN -cyclically monotone plan, are referred to it. Moreover there exists ϕ ∈ LipdM (X,R) such that
Γ = Γ′ = G = {(x, y) ∈ X ×X : ϕ(x) − ϕ(y) = dM (x, y)}. Note that Γ is closed.
The next result shows that the sets H(y) have the structure of Example 3.4.1. The convex assumption
on the obstacle is fundamental: each transport rays is composed by a straight line, a geodesic onM where
branching structures are allowed and again a straight line.
Lemma 3.23. For all y ∈ S, H(y) has the geometry of Example 3.4.1: there exists an increasing curve
γy : [0, 1]→ X such that
H(y)×X ∩ Γ ⊂
⋃
t∈[0,1]
K(γy(t)) ∩ Γ.
Proof. Since due to convexity and smoothness of the obstacle, the geodesics of dM are smooth and
composed by a first straight line, a geodesic of the manifold and a final straight line, a branching structure
can appear only on the manifold M . If H(y) 6= R(y), consider the following sets:
Z :=
⋂
z∈H(y)∩M
G−1(z) ∩M, W :=
⋂
z∈H(y)∩M
G(z) ∩M.
By dM -monotonicity, smoothness and convexity of M , for all z ∈ H(y) ∩ M the set G−1(z) ∩ M is
always contained in the same geodesic of M . Using the compactness of M , Z = {z} and W = {w} and
(z, w) ∈ G. Consider the unique increasing geodesic γy ∈ γ[z,w] such that γy = G(z) ∩G−1(w). Hence
H(y)×X ∩ Γ ⊂
⋃
t∈[0,1]
K(γy(t)) ∩ Γ.
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Remark 3.24. From Lemma 3.22 and Lemma 3.23 it follows that, for any transference plan π, the set
of chain of transport rays H satisfies Assumption 6.
Indeed consider H(y) and the corresponding geodesic γy from Lemma 3.23. Then take any sequence
xn ∈ H(y) such that |xn − x| → 0 as n → +∞. Note that there exist sn ∈ [0, 1] and tn ∈ R such that
xn = γy(sn) + tn∇γy(sn). Possibly passing to subsequences, sn → s, tn → t with x = γy(s) + t∇γy(s).
Since (γy(sn), xn) ∈ G and G is closed it follows that (γy(s), x) ∈ G. From (y, γy(s)) ∈ R follows
x ∈ H(y). Hence point (a) of Assumption 6 holds true.
Point (b) of Assumption 6 follows directly from the continuity of dN .
In the following Lemma we prove that the problem can be reduced to the equivalence classesH(y). We
use the following notation: the quotient map induced by H will be denoted by fy and the corresponding
quotient measure fy♯ µ by mH .
Lemma 3.25. The µ-measure of the set of initial points is zero, hence
µ =
∫
µymH(dy).
Moreover µy is continuous for mH-a.e. y.
Proof. Step 1. Since µ≪ Ld, it is enough to prove that the set of initial points is Ld-negligible and that
the disintegration w.r.t. H of Ld restricted to any compact set has continuous conditional probabilities.
Indeed if LdxK=
∫
ηymLd(dy) and µ = ρLd then mµ ≪ mLd and
µxK=
∫
ρηymLd(dy) =
∫
ρ
dmLd
dmµ
ηymµ(dy),
where mµ is the quotient measure of µxK . It follows that the continuity of ηy implies the continuity of
conditional probabilities of µ. Hence the claim is to prove that Ld satisfies Assumption 7.
Step 2. Let K ⊂ X be any compact set with Ld(K) > 0. Possibly intersecting K with Br(x) for
some x ∈ Rd \C and r > 0, we can assume w.l.o.g. that K ⊂ Bε(x) and B2ε(x) ∩M = ∅. Since dM ≥ d,
Kt ⊂ B2ε(x) for all t ≤ ε. Since dM = | · | in B2ε(x), it follows that inside B2ε(x)×B2ε(x) dM -cyclically
monotonicity is equivalent to | · |-cyclically monotonicity. It follows that the set H ∩G(K)×G−1(Kε) is
| · |-cyclically monotone.
Step 3. The following is proved in Chapter 1: consider a metric measure space (X, d,m) with d
non-branching geodesic distance, m ∈ P(X) and assume that (X, d,m) satisfies MCP (K,N). Let Γ be
a d-cyclically monotone set and consider the evolution of sets induced by Γ, then m satisfies Assumption
7 w.r.t. this evolution of sets.
Since B2ε(x) is a convex set, it follows that (B2ε(x), |·|,Ld) satisfiesMCP (0, d). Therefore Ld satisfies
Assumption 7 w.r.t. the evolution of sets induced by H ∩G(K)×G−1(Kε). The claim follows.
Hence we can assume w.l.o.g. that µ(G−1(M)) = ν(G(M)) = 1: if H(y) do not intersect the obstacle,
it is a straight line and the marginal µy is continuous. Since the existence of an optimal transport map on
a straight line with first marginal continuous is a standard fact in optimal transportation, the reduction
follows.
Recall the two family of sets introduced in Example 3.4.1:
Ky,t := G
−1(γy(t)) \
⋂
s<t
G−1(γy(s)), Qy,t := G(γy(t)) \
⋂
t<s
G(γy(s)).
It follows from Lemma 3.23 and Example 3.4.1 that
µy =
∫
µy,tmµy(dt), νy =
∫
νy,tmνy(dt).
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with µy,t(Ky,t) = νy,t(Qy,t) = 1. Moreover using the increasing curve γy, we can assume that mµy ∈
P(M), indeed
µy =
∫
[0,1]
µy,tmµy (dt) =
∫
γy([0,1])
µy,γ−1y (z)(γy ♯mµy )(dz). (3.5.2)
And the same calculation holds true for νy and mνy . Therefore in the following
µy =
∫
M
µy,zmµy(dz), νy =
∫
M
νy,zmνy (dz) (3.5.3)
with µy,z(Ky,γ−1y (z)) = νy,z(Qy,γ−1y (z)) = 1 and mµy(γy([0, 1])) = mνy(γy([0, 1])) = 1.
Moreover w.l.o.g. we can assume that S = fy(Rd) ⊂ M , in particular we can assume that for all
y ∈ S there exists t(y) ∈ [0, 1] such that y = γy(t(y)).
According to Proposition 3.19, to obtain the existence of an optimal map on H(y) it is enough to
prove that mµy is continuous and µy,z is continuous for mµy -a.e. z ∈ M . Recall that mµy (γy([0, t])) ≥
mνy(γy([0, t])) is a straightforward consequence of the increasing property of γy.
Remark 3.26. Consider the following A-measurable map:
G−1(M) \ (a(M) ∩M) ∋ w 7→ fM (w) := Argmin{d(z, w) : z ∈M ∩G(w)} ∈M.
Consider the measure m := fM♯ µ ∈ P(M). Observing that fM (H(y)) = γy([0, 1]), it follows that the
support of m is partitioned by a dM -cyclically monotone equivalence relation:
m
( ⋃
y∈S
γy([0, 1])
)
= 1,
⋃
y∈S
γy([0, 1])×
⋃
y∈S
γy([0, 1]) ∩G is dM -cyclically monotone
Moreover fy is a quotient map also for this equivalence relation. Note that fy♯m = mH : consider I ⊂ S
(fy♯m)(I) = m
( ⋃
y∈I
γy([0, 1])
)
= µ
(
G−1(
⋃
y∈I
γy([0, 1]))
)
= µ
( ⋃
y∈I
H(y)
)
= (fy♯ µ)(I) = mH(I).
It follows that
m =
∫
S
(fM♯ µy)mH(dy)
and from (3.5.3) fM♯ µy = mµy . Hence the final disintegration formula for m is the following one:
m =
∫
S
mµymH(dy) (3.5.4)
Proposition 3.27. The measure m is absolutely continuous w.r.t. the Hausdorff measure Hd−1 restricted
to M.
Proof. Recall that ϕ ∈ LipdM (Rd) is the potential associated to Γ and consider the following set
M2 := P1
(
{(x, y) ∈M ×M : |ϕ(x) − ϕ(y)| = dM (x, y)} \ {x = y}
)
.
Step 1. Define the following map: M2 ∋ w 7→ Ξ(w) := Argmin{ϕ(w) − ϕ(z) : z ∈ M2}. Then the
function ϕ is a potential for the Monge minimization problem onM with cost the geodesic distance, that
coincides with dM , with first marginal m and as second marginal Ξ♯m.
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It follows from Proposition 15 of [20] that ∇ϕ is a Lipschitz function: for all x, y ∈M2
|∇ϕ(x) −∇ϕ(y)| ≤ LdM (x, y).
In [20] the Lipschitz constant L is uniform for x, y belonging to sets uniformly far from the starting and
ending points of the geodesics on M of the transport set. Since in our setting the geodesics on M do not
intersect, L is uniform on the whole M . Moreover note that if z = γy(t), then
∇ϕ(z) = − γ˙y(t)|γ˙y(t)| .
Step 2. For t ≥ 0, define the following map
M2 ∋ x 7→ ψt(x) := x+∇ϕ(x)t.
Possibly restricting ψt to a subset ofM of points coming from transport rays of uniformly positive length,
since t 7→ ψt(x) is a parametrization of the transport ray touching M in x, by dM -cyclical monotonicity
of Γ, we can assume that ψt is injective. Moreover ψt is bi-Lipschitz, provided t is small enough: indeed
|x+∇ϕ(x)t − y −∇ϕ(y)t| ≥ |x− y|(1− Lt).
It follows that
M2 × [−δ, δ] ∋ (x, s) 7→ ψ(x, s) := x+∇ϕ(x)(t + s)
is bi-Lipschitz and injective provided δ ≤ 1/L+t. Hence the Jacobian determinant of ϕ, Jdϕ, is uniformly
positive.
Step 3. Consider the following set
B := {x ∈ Rd : t− δ ≤ d(M,x) ≤ t+ δ} ∩G−1(M)
where d is the euclidean distance. Clearly B is the range of ψ and Ld(B) > 0. Since M is a smooth
manifold, we can pass to local charts: let Uα ⊂ Rd−1 be an open set and hα : Uα →M the corresponding
parametrization map. The map
Uα × [−δ, δ] ∋ (x, s) 7→ ψα(x, s) := ψ(hα(x), s)
is a bi-Lipschitz parametrization of the set Bα := B ∩G−1(hα(Uα)).
It follows directly from the Area Formula, see for example [1], that
LdxBα= ψα ♯
(
Jdψα(Ld−1 × dt)xUα×[−δ,δ]
)
,
hence fM♯ LdxBα≪ Hd−1xM . Since B can be covered with a finite number of Bα and LdxBα is equivalent
to m, the claim follows.
Recall the following result. Let (M, g) be a n-dimensional compact Riemannian manifold, let dM be
the geodesic distance induced by g and η the volume measure. Then the disintegration of η w.r.t. any
dM -cyclically monotone set is strongly consistent and the conditional probabilities are continuous. This
result is proved in [9], Theorem 9.5, in the more general setting of metric measure space satisfying the
measure contraction property.
Corollary 3.28. For mH-a.s. y ∈ S, the quotient measure mµy is continuous.
Proof. We have proved in Remark 3.26 that the measures mµy are the conditional probabilities of the
disintegration of m w.r.t. the equivalence relation given by the membership to geodesics γy and mH
is the corresponding quotient measure. Hence the claim follows directly from Theorem 9.5 of [9] and
Proposition 3.27.
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Proposition 3.29. For mH-a.e. y ∈ S, the measures µy,z are continuous for mµy -a.e. z ∈M .
Proof. Recall that fM♯ µ = m.
Step 1. The measure µ can be disintegrated w.r.t. the partition given by the family of pre-images of
the A-measurable map fM : {(fM )−1(p)}p∈fM (Rd). Clearly fM is a possible quotient map, hence
µ =
∫
µzm(dz), (3.5.5)
The set G−1(M)\a(M)×G−1(M)\a(M)∩G is | · |-cyclically monotone and µ≪ Ld, hence it follows
that for m-a.e. z ∈ fM (Rd), µz is continuous.
Step 2. From Lemma 3.25 µ =
∫
µymH(dy), therefore
m = fM♯ µ =
∫
(fM♯ µy)mH(dy),
hence using (3.5.5) and the uniqueness of the disintegration
µ =
∫ (∫
µz(f
M
♯ µy)(dz)
)
mH(dy), µy =
∫
µz(f
M
♯ µy)(dz),
where the last equality holds true for mH-a.e. y ∈ S. Hence for mH -a.e. y ∈ S the measures µy,z are
continuous for mµy -a.e. z ∈M .
Finally we can prove the existence of an optimal map for the Monge minimization problem with
obstacle.
Theorem 3.30. There exists a solution for the Monge minimization problem with cost dM and marginal
µ, ν with µ≪ Ld.
Proof. From Lemma 3.25 it follows that µ can be disintegrated w.r.t. the equivalence relation H . From
Theorem 3.18 it follows that to prove the claim it is enough to prove the existence of an optimal map on
each equivalence class H(y). Hence we restrict the analysis to the classes H(y) such that H(y) 6= R(y)
and for them we proved in Lemma 3.23 that Assumption 8 holds true. In Proposition 3.27, Corollary 3.28
and Proposition 3.29 we proved that for mH -a.e. y ∈ S the measures mµy and µy,z verify the hypothesis
of Proposition 3.19. Therefore the claim follows.
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Chapter 4
Local curvature-dimension condition
implies measure-contraction
property
We present the main steps of this chapter.
Section 4.1 contains some classical preliminary results. The references are [7, 27]. Section 4.1 starts
with the definitions of metric measure space, of length space and of the non-branching condition. In
Section 4.1.1 we first recall the main ingredients involved in CD(K,N): the Re´nyi entropy (4.1.1) and
the volume distortion coefficient (4.1.2). Then the definition of CD(K,N), CDloc(K,N) and MCP(K,N)
are given.
In Section 4.2, given x0 ∈ M , for every fixed R¯ > 0, we write m in “polar coordinates”: considering
the partition of BR¯(x0) given by {Sr(x0)}r≤R¯ where Sr(x0) = ∂BR¯(x0), Disintegration Theorem implies
mxB¯R¯(x0)=
∫
[0,R¯]
Spdp, Sp(M \ Sp(x0)) = 0.
Then we study the geodesic curve GR¯ : [0, R¯]→M+(M) such that GR¯(0) = δx0‖SR¯‖ and GR¯(R¯) = SR¯.
We prove (Lemma 4.9) that GR¯(p) = hR¯(·, p)Sp and (Lemma 4.11) the map [0, R¯] ∋ p 7→ hR¯(y, p) is locally
Lipschitz continuous.
Since our aim is to understand the behavior of the geodesic curve p 7→ GR¯(p), it is now sufficient
to understand the behavior of its density. In Section 4.3 we prove that the map [0, R¯] ∋ p 7→ hR¯(y, p)
satisfies a sort of CD∗loc(K,N − 1) that can be written in the following way: for every 0 < r < R¯ there
exists εr such that (Theorem 4.12) if R− r < εr, then the following holds true
hR¯(r + t(R − r)))−
1
N−1 ≥ hR¯(r)−
1
N−1σ
(1−t)
K,N−1(R− r) + hR¯(R)−
1
N−1σ
(t)
K,N−1(R− r), (4.0.1)
for every t ∈ [0, 1].
In Section 4.4 we show that (Theorem 4.14) the above expression (4.0.1) satisfies a local to global
property and therefore the restriction R − r < εr can be removed and a global version of (4.0.1) is
obtained.
In Section 4.5, exploiting the expression of m is polar coordinate and the informations obtained in
Section 4.4 on the (N − 1)-dimensional evolution, we prove that (Proposition 4.15 and Theorem 4.16)
the non-branching metric measure space (M,d,m) satisfies the condition MCP(K,N).
This chapter is based on the joint work with Karl-Theodor Sturm [17].
93
Local CD(K,N) implies MCP(K,N)
4.1 Preliminaries
Let (M,d) be a metric space. The length L(γ) of a continuous curve γ : [0, 1]→M is defined as
L(γ) := sup
n∑
k=1
d(γ(tk−1), γ(tk))
where the supremum runs over n ∈ N and over all partitions 0 = t0 < t1 < · · · < tn = 1. Clearly
L(γ) ≥ d(γ(0), γ(1)). The curve is called geodesic if and only if L(γ) = d(γ(0), γ(1)). In this case we
always assume that γ has constant speed, i.e. L(γx[s,t]) = |s − t|L(γ) = |s − t|d(γ(0), γ(1)) for every
0 ≤ s ≤ t ≤ 1.
With G(M) we denote the space of geodesic γ : [0, 1]→M in M , regarded as subset of Lip([0, 1],M)
of Lipschitz functions equipped with the topology of uniform convergence.
(M,d) is said a length space if and only if for all x, y ∈M ,
d(x, y) = inf L(γ)
where the infimum runs over all continuous curves connecting x to y. It is said to be a geodesic space if
and only if every x, y ∈M are connected by a geodesic.
Definition 4.1. A geodesic space (M,d) is non-branching if and only if for all r ≥ 0 and x, y ∈M such
that d(x, y) = r/2 the set
{z ∈M : d(x, z) = r} ∩ {z ∈M : d(y, z) = r/2}
is a singleton.
A metric measure space will always be a triple (M,d,m) where (M,d) is a complete separable metric
space and m is a locally finite measure (i.e. m(Br(x)) < ∞ for all x ∈ M and all sufficiently small
r >0) on M equipped with its Borel σ-algebra. We exclude the case m(M) = 0. A non-branching metric
measure space will be a metric measure space (M,d,m) such that (M,d) is a non-branching geodesic
space.
Throughout the following we will use the notation:
Sp(z) = {x : d(x, z) = p}, Bp(z) = {x : d(x, z) < p}.
4.1.1 Geometry of Metric measure spaces
P2(M,d) denotes the L2-Wasserstein space of probability measures on M and dW the corresponding L2-
Wasserstein distance. The subspace of m-absolutely continuous measures is denoted by P2(M,d,m). A
point z will be called t-intermediate point of points x and y if d(x, z) = td(x, y) and d(z, y) = (1−t)d(x, y).
The following are well-known results in optimal transportation and are valid for general metric measure
spaces.
Lemma 4.2. Let (M,d,m) be a metric measure space. For each geodesic Γ : [0, 1]→ P2(M) there exists
a probability measure Ξ on G(M) such that
• et ♯Ξ = Γ(t) for all t ∈ [0, 1];
• for each pair (s, t) the transference plan (γs, γt)♯Ξ is an optimal coupling.
The curvature-dimension condition CD(K,N) is defined in terms of convexity properties of the lower
semi-continuous Re´nyi entropy functional
EN (µ|m) := −
∫
M
̺−1/N (x)µ(dx) (4.1.1)
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on P2(M,d) where ̺ denotes the density of the absolutely continuous part µ
c in the Lebesgue decompo-
sition µ = µc + µs = ̺m+ µs.
Given two numbers K,N ∈ R with N ≥ 1, we put for (t, θ) ∈ [0, 1]× R+,
τ
(t)
K,N (θ) :=


∞, if Kθ2 ≥ (N − 1)π2,
t1/N
(
sin(tθ
√
K/(N − 1))
sin(θ
√
K/(N − 1))
)1−1/N
if Kθ2 ≤ (N − 1)π2,
t if Kθ2 < 0 or
if Kθ2 = 0 and N = 1,
t1/N
(
sinh(tθ
√−K/(N − 1))
sinh(θ
√−K/(N − 1))
)1−1/N
if Kθ2 ≤ 0 and N > 1.
(4.1.2)
That is, τ
(t)
K,N (θ) := t
1/Nσ
(t)
K,N−1(θ)
(N−1)/N where
σ
(t)
K,N (θ) =
sin(tθ
√
K/N)
sin(θ
√
K/N)
,
if 0 < Kθ2 < Nπ2 and with appropriate interpretation otherwise. Moreover we put
ς
(t)
K,N (θ) := τ
(t)
K,N (θ)
N .
The coefficients τ
(t)
K,N (θ), σ
(t)
K,N (θ) and ς
(t)
K,N (θ) are all volume distortion coefficients depending on the
curvature K and on the dimension N .
Definition 4.3 (Curvature-Dimension condition). Let two number K,N ∈ R with N ≥ 1 be given. We
say that (M,d,m) satisfies the curvature-dimension condition - denoted by CD(K,N) - if and only if for
each pair ν0, ν1 ∈ P2(M,d,m) there exists an optimal coupling π of ν0 = ̺0m and ν1 = ̺1m, and a
geodesic Γ : [0, 1]→ P2(M,d,m) connecting ν0 and ν1 with
EN ′(Γ(t)|m) ≤ −
∫
M×M
[
τ
(1−t)
K,N ′ (d(x0, x1))̺
−1/N ′
0 (x0)
+ τ
(t)
K,N ′(d(x0, x1))̺
−1/N ′
1 (x1)
]
π(dx0dx1),
(4.1.3)
for all t ∈ [0, 1] and all N ′ ≥ N .
We recall also the definition of the reduced curvature-dimension condition CD∗(K,N) introduced in
[7].
Definition 4.4 (Reduced Curvature-Dimension condition). Let two number K,N ∈ R with N ≥ 1 be
given. We say that (M,d,m) satisfies the reduced curvature-dimension condition - denoted by CD∗(K,N)
- if and only if for each pair ν0, ν1 ∈ P2(M,d,m) there exists an optimal coupling π of ν0 = ̺0m and
ν1 = ̺1m, and a geodesic Γ : [0, 1] → P2(M,d,m) connecting ν0 and ν1 such that (4.1.3) holds true
for all t ∈ [0, 1] and all N ′ ≥ N with the coefficients τ (t)K,N (d(x0, x1)) and τ (1−t)K,N (d(x0, x1)) replaced by
σ
(t)
K,N (d(x0, x1)) and σ
(1−t)
K,N (d(x0, x1)), respectively.
The definition of CDloc(K,N).
Definition 4.5 (Local Curvature-Dimension condition). Let two number K,N ∈ R with N ≥ 1 be given.
We say that (M,d,m) satisfies the curvature-dimension condition locally - denoted by CDloc(K,N) - if
and only if each point x ∈ M has a neighborhood M(x) such that for each pair ν0, ν1 ∈ P2(M,d,m)
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supported in M(x) there exists an optimal coupling π of ν0 = ̺0m and ν1 = ̺1m, and a geodesic
Γ : [0, 1]→ P2(M,d,m) connecting ν0 and ν1 with
EN ′(Γ(t)|m) ≤ −
∫
M×M
[
τ
(1−t)
K,N ′ (d(x0, x1))̺
−1/N ′
0 (x0)
+ τ
(t)
K,N ′(d(x0, x1))̺
−1/N ′
1 (x1)
]
π(dx0dx1),
(4.1.4)
for all t ∈ [0, 1] and all N ′ ≥ N .
Notice that the geodesic Γ of the above definition can exit from the neighborhood M(x).
If a non-branching metric measure space (M,d,m) satisfies CD(K,N) then the uniqueness of geodesics
can be proven. The next result is taken from [27].
Lemma 4.6. Assume that (M,d,m) is non-branching an satisfies CD(K,N) for some pair (K,N). Then
for every x ∈ supp[m] and m-a.e. y ∈M (with the exceptional set depending on x) there exists a unique
geodesic between x and y.
Moreover, there exists a measurable map γ : M2 → G(M) such that for m⊗m-a.e. (x, y) ∈ M2 the
curve t 7→ γt(x, y) is the unique geodesic connecting x and y.
In the setting of non-branching metric measure space CD(K,N) has an equivalent point-wise formu-
lation: (M,d,m) satisfies CD(K,N) if and only if for each pair ν0, ν1 ∈ P2(M,d,m) and each optimal
coupling π of them
̺t(γt(x0, x1)) ≤
[
τ
(1−t)
K,N ′ (d(x0, x1))̺
−1/N ′
0 (x0) + τ
(t)
K,N ′(d(x0, x1))̺
−1/N ′
1 (x1)
]−N
, (4.1.5)
for all t ∈ [0, 1], and π-a.e. (x0, x1) ∈M ×M . Here ̺t is the density of the push-forward of π under the
map (x0, x1) 7→ γt(x0, x1).
We recall the definition of the measure contraction property.
A Markov kernel on M is a map Q :M ×B(M)→ [0, 1] (where B(M) denotes the Borel σ-algebra of M)
with the following properties:
(i) for each x ∈M the map Q(x, ·) : B(M)→ [0, 1] is a probability measure on M ;
(ii) for each A ∈ B(M) the function Q(·, A) :M → [0, 1] is m-measurable.
Definition 4.7 (Measure contraction property). Let two number K,N ∈ R with N ≥ 1 be given. We
say that (M,d,m) satisfies the measure contraction property MCP(K,N) if and only if for each 0 < t < 1
there exists a Markov kernel Qt from M
2 to M such that for m2-a.e. (x, y) ∈M and for Qt(x, y; ·)-a.e. z
the point z is a t-intermediate point of x and y, and such that for m-a.e. x ∈M and for every measurable
B ⊂M , ∫
M
ς
(t)
K,N (d(x, y))Qt(x, y;B)m(dy) ≤ m(B),∫
M
ς
(1−t)
K,N (d(x, y))Qt(y, x;B)m(dy) ≤ m(B).
(4.1.6)
4.2 Polar coordinates
From now on we will assume (M,d,m) to be a non-branching metric measure space satisfying CDloc(K,N)
for some K,N ∈ R and N ≥ 1.
Fix x0 ∈ M and a positive R¯. Consider the closure of the ball centred in x0 with radius R¯, B¯R¯(x0)
and the family of sets {Sp(x0)}p≤R¯. Then the measure mxB¯R¯(x0) can be disintegrated in the following
way
mxB¯R¯(x0)=
∫
S¯zq(dz), q(A) = m({x : d(x, x0) ∈ A}).
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It is fairly easy to prove that the disintegration is strongly consistent. Indeed consider any constant speed
geodesic γ going from x0 to SR¯(x0) and take γ([0, R¯]) as the quotient set; clearly q(γ([0, R¯])) = 1. It
follows that the quotient space is a Polish space and then by Corollary 5.4 the disintegration is strongly
consistent, i.e.
S¯γ(p)({x : d(x, x0) = p}) = 1, for q − a.e. γ(p) ∈ γ([0, R¯]).
Proposition 4.8. The quotient measure q ≪ γ♯L1.
Proof. Since (M,d,m) satisfies CDloc(K,N), it follows from the globalization property of the reduced
curvature dimension condition proved in [7], that defining
v(r) := m(B¯(x0)), s(r) := lim sup
δ→0
1
δ
m(B¯r+δ(x0) \Br(x0)),
the map r 7→ v(r) is locally Lipschitz with s as weak derivative, Theorem 2.3. of [27]. Being s the density
of γ−1♯ q w.r.t. L1, it follows that γ−1♯ q ≪ L1.
With a slight abuse of notation q(dz) = q(z)γ♯L1. As direct corollary of Proposition 4.8 we have
mxB¯R¯(x0)=
∫
γ([0,R¯])
S¯zq(z)(γ♯L1)(dz) =
∫
[0,R¯]
S¯γ(p)q(p)L1(dp) =
∫
[0,R¯]
Spdp.
Consider the geodesic GR¯ : [0, R¯]→ P2(M,d) going from GR¯(0) = δx0‖SR¯‖ to GR¯(R¯) = SR¯.
Lemma 4.9. The measure GR¯(p) is absolute continuous with respect to the surface measure Sp.
Proof. Recall that CDloc(K,N) implies the Bishop-Gromov volume growth inequality: for all 0 < r ≤
R ≤ π√(N − 1)/K∗
s(r)
s(R)
≥
(
sin(r
√
K∗/(N − 1))
sin(R
√
K∗/(N − 1)
)N
, (4.2.1)
where K∗ = K(N − 1)/N .
Consider p ≤ R¯ and A compact set such that A ⊂ Sp(x0) and GR¯(p)(A) > 0. Following the proof of
Proposition 2.1 and Theorem 2.3 of [27], one can prove (4.2.1) with s(r) replaced by the surface measure
of m restricted to {γ(t) : t ∈ [0, 1], γ ∈ G(M), γ(p/R¯) ∈ A}. Since ‖Sp‖ = s(p), the claim follows
straightforwardly.
Hence we have that for L1-a.e. p ≤ R¯, GR¯(p) = hR¯(·, p)Sp.
Remark 4.10. Let us consider the set of geodesic
Γx0,SR¯(x0) := {γ ∈ G(M) : γ(0) = x0, γ(1) ∈ SR¯(x0)}.
Since (M,d,m) is non-branching, for a fixed τ ∈ (0, 1) there exists a Borel isomorphism b
{γ(τ) : γ ∈ Γx0,SR¯(x0)} =: Q ∋ y 7→ b(y) := {γ : γ(τ) = y}.
Therefore we can define the following Borel map
Q× [0, R¯] ∋ (y, p) 7→ g(y, p) := b(y)(p/R¯) ∈M.
Note that g restricted to Q×(0, R¯) is invertible, hence for every p ∈ (0, R¯) consider the following measures:
Sˆp := g−1♯ Sp ∈ P(Q× {p}), g−1♯ GR¯(p) = hˆR¯Sˆp ∈ P(Q× {p}).
Consider the measure µ :=
∫ GR¯(p)dp. It is fairly easy to observe that
µ = g♯
(∫
hˆR¯Sˆpdp
)
, hˆR¯(y, p) = hR¯(γ(y, p), p).
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The following regularity result for densities holds true.
Proposition 4.11. The map [0, R¯] ∋ p 7→ hˆR¯(y, p) is locally Lipschitz continuous.
Proof. Step 1. Consider again the measure µ :=
∫ GR¯(p)dp. Clearly µ ≪ m, say µ = ρm. Let g be the
isomorphism introduced in Remark 4.10 and recall that g(y, ·) is a geodesic of constant speed equals 1.
Define ˆ̺(y, p) := ̺(g(y, p)).
Let us consider the set T := {g(y, p) : (y, p) ∈ Q × [0, R¯]}. Neglecting a set of m-measure zero, T
is partitioned by the {g(y, p) : p ∈ [0, R¯]}y∈Q. Hence we can disintegrate m w.r.t. the aforementioned
partition
m = g♯
(∫
B(y, p)L1(dp)qm(dy)
)
,
∫
[0,R¯]
B(y, p)L1(dp) = 1, qm − a.e. y ∈ Q.
It is proved in [9] that the map [0, R¯] ∋ p 7→ B(y, p) is strictly positive and locally Lipschitz continuous.
Moreover comparing this disintegration with the surface one, we get g♯
(
B(·, p)qm
)
= Sp.
Step 2. Perform the disintegration of µ w.r.t. the given partition of T :
µ = g♯
(∫
A(y, p)L1(dp)qµ(dy)
)
,
∫
[0,R¯]
A(y, p)L1(dp) = 1, qµ − a.e. y ∈ Q
and observe that µ(T ) = ‖SR¯‖R¯. Define the following evolution of sets: for C ⊂ T compact set let
Ct := {z ∈ T : ∃w ∈ C, d(x0, z) = (1− t)d(x0, w), ∃y ∈ Q, z, w ∈ g(y, [0, R¯])}.
The measurability of Ct follows from the measurability of g. Observe that
µ(Ct) =
∫
GR(p)(Ct)dp =
∫
GR¯
( p
1− t
)
(C)dp = (1− t)µ(C).
Hence [0, R¯] ∋ p 7→ A(y, p) is constant and therefore A(y, p) = 1/R¯ for all t. It follows that
ρˆ(y, p)B(y, p)∫
ρˆ(y, p)B(y, p)L1(dp) = A(y, p) =
1
R¯
,
hence
[0, R¯] ∋ p 7→ hˆR¯(y, p) = ρˆ(y, p) =
∫
ρˆ(y, p)B(y, p)L1(dp)
B(y, p)R¯
is locally Lipschitz continuous.
4.3 The (N − 1)-dimensional estimate
We will derive an N − 1 version of CDloc(K,N) for the geodesic [0, R¯] ∋ p 7→ GR¯(p). For every r < R we
define the following map
Sr ∋ z 7→ gr→R(z) := g(P1(g−1(z)), R) ∈ SR.
Clearly gr→R♯GR¯(r) = GR¯(R).
4.3.1 Approximating measures
Fix 0 < r < R¯ and a positive t ∈ (0, 1). Fix x ∈ Sr and denote with M(x) the neighborhood from
Definition 4.5 in which CDloc(K,N) can be used. Clearly there exists η > 0 such that M(x) ⊃ Bη(x).
Fix R < R¯ such that 0 < R− r ≤ η, take 0 < η¯ < η and consider the following sets:
A := g−1r→R
(
gr→R(Bη¯(x)) ∩Bη¯(x)
)
.
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Possibly restricting to a subset of A, we can assume w.l.o.g. that 1/D ≤ hˆ(y, r), hˆ(y,R) ≤ D for every
y ∈ QA := {y ∈ Q : g(y, r) ∈ A}. Since we are interested on a local analysis near x we assume that
GR¯(p) = GR¯(p)x{g(y,[0,R¯]):y∈QA}.
For every ε > 0 there exits δ(ε, y) such that the following equality is satisfied for all y ∈ A
(1 − t)ε
hˆ(y, r)−1/(N−1)σ
(1−t)
K,N−1(R − r)
=
tδ(ε, y)
hˆ(y,R)−1/(N−1)σ
(t)
K,N−1(R − r)
. (4.3.1)
Throughout the following, whenever h is considered as function of variables in A× [0, p¯] we intend h ◦ g.
Now we can define the auxiliary measures to obtain a surface version of CDloc(K,N). Let
δ(ε) = inf{δ(ε, y) : y ∈ A}.
Possibly restricting to a subset of A, δ(ε) > 0. Define
µ0,ε :=
1
ε
∫
(r−ε/2,r+ε/2)
GR¯(p)dp =
1
ε
∫
(r−ε/2,r+ε/2)
(
hR¯(·, p)Sp
)
dp
µ1,ε :=
1
δ(ε)
∫
(R−δ(ε)/2,R+δ(ε)/2)
GR¯(p)dp =
1
δ(ε)
∫
(R−δ(ε)/2,R+δ(ε)/2)
(
hR¯(·, p)Sp
)
dp
(4.3.2)
Observe that for sufficiently small ε both measures are supported in M(x), µ0,ε(Bη(x)) = µ1,ε(Bη(x))
and µ0,ε, µ1,ε ≪ m. Observe that
µ0,ε = g♯
(
1
ε
∫
(r−ε/2,r+ε/2)
hˆR¯(·)Sˆpdp
)
, µ1,ε = g♯
(
1
δ(ε)
∫
(R−δ(ε)/2,R+δ(ε)/2)
hˆR¯(·)Sˆpdp
)
. (4.3.3)
We assume K ≥ 0. Denote with [0, 1] ∋ t 7→ µt,ε ∈ P2(M,d,m) the geodesic from µ0,ε to µ1,ε and
µ0,ε = ̺0,εm, µτ,ε = ̺τ,εm, µ1,ε = ̺1,εm.
Let πε be the optimal coupling between µε and µ1,ε of the form (Id, Tε)♯µε. It follows from CDloc(K,N),
that for πε-a.e. (z0, z1) ∈M2
̺
−1/N
t,ε (γt(z0, z1))
≥ ̺−1/N0,ε (z0)τ (1−t)K,N (d(z0, z1)) + ̺−1/N1,ε (x1)τ (t)K,N (d(z0, z1)). (4.3.4)
Theorem 4.12. Fix (y¯, r¯) and M(g(y¯, r¯)), then for Sr-a.e g(y, r) ∈M(g(y¯, r¯)) and g(y,R) ∈M(g(y¯, r¯))
the following holds true:
h
− 1
N−1
R¯
(γt(g(y, r), g(y,R)))
≥ hR¯(g(y, r))−
1
N−1σ
(1−t)
K,N−1(R − r) + hR¯(g(y,R))−
1
N−1σ
(t)
K,N−1(R − r).
(4.3.5)
Proof. During the first two steps of the proof we will omit the subscript ε referred to measures and R¯
referred to the measure GR¯. Let us expand the right hand side of (4.3.4):
̺
−1/N
t,ε (γt(z0, z1))
≥
(1
ε
h(z0)
)−1/N
(1− t)1/Nσ(1−t)K,N−1(d(z0, Tε(z0)))
N−1
N
+
( 1
δ(ε)
h(Tε(z0))
)−1/N
t1/Nσ
(t)
K,N−1(d(z0, Tε(z0)))
N−1
N .
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Step 1. Let f : R2 × R2 → R be defined by the following expression
f
((
a1
a2
)
,
(
b1
b2
))
:= a1b1 + a2b2 − (ap1 + ap2)1/p(bq1 + bq2)1/q, p = N, q =
N
N − 1 .
Recall that f = 0 if and only if ap1/b
q
1 = a
p
2/b
q
2. Consider
aˆ1 := (ε(1− t))1/N , bˆ1 := hˆ(y, r)−1/Nσ(1−t)K,N−1(R− r)
N−1
N ,
aˆ2 := (δ(ε, y)t)
1/N , bˆ2 := hˆ(y,R)
−1/Nσ
(t)
K,N−1(R− r)
N−1
N .
Then (4.3.1) implies f(aˆi, bˆi) = 0. We write the Taylor expansion of f centered at the point (aˆi, bˆi):
a1b1 + a2b2 = (a
p
1 + a
p
2)
1/p(bq1 + b
q
2)
1/q + 〈∇f(aˆi, bˆi), ((ai − aˆi), (bi − bˆi)〉
+ O(‖(ai − aˆi, bi − bˆi)‖2).
and we are interested in considering the above formula at points:
a1 := aˆ1 = (ε(1 − t))1/N , b1 := h(x0)−1/Nσ(1−t)K,N−1(d(x0, Tε(x0)))
N−1
N ,
a2 := (δ(ε)t)
1/N , b2 := h(Tε(x0))
−1/Nσ
(t)
K,N−1(d(x0, Tε(x0)))
N−1
N .
Since the derivatives of f have the following expression
∂f
∂ai
(aˆi, bˆi) = bˆi − aˆp−1i
(
bˆq1 + bˆ
q
2
aˆp1 + aˆ
p
2
)1/q
,
∂f
∂bi
(aˆi, bˆi) = aˆi − bˆq−1i
(
aˆp1 + aˆ
p
2
bˆq1 + bˆ
q
2
)1/p
,
we observe that for j = 1, 2 and j 6= i:
∂f
∂ai
(aˆi, bˆi) = bˆi − aˆp−1i
(
bˆq1 + bˆ
q
2
aˆp1 + aˆ
p
2
)1/q
= bi − (bq1 + bq2)1/q
(
api
ap1 + a
p
2
)1/q
= bi − (bq1 + bq2)1/q
(
1 +
apj
api
)−1/q
= bi − (bq1 + bq2)1/q(bq1 + bq2)−1/qbi = 0, (4.3.6)
and the same calculation holds true for ∂f∂bi (aˆi, bˆi). It follows that the Taylor expansion of f centered at
(aˆi, bˆi) and evaluated at point (ai, bi) has the following expression:(
h(z0)
ε
)− 1
N
(1− t) 1N σ(1−t)K,N−1(d(z0, Tε(z0)))
N−1
N +
(
h(Tε(z0))
δ(ε)
)− 1
N
t
1
N σ
(t)
K,N−1(d(z0, Tε(z0)))
N−1
N
=
(
ε(1− t) + δ(ε)t
) 1
N
×
(
h(z0)
− 1
N−1σ
(1−t)
K,N−1(d(z0, Tε(z0))) + h(Tε(z0))
− 1
N−1σ
(t)
K,N−1(d(z0, Tε(z0))
)N−1
N
+ O(‖(ai − aˆi, bi − bˆi)‖2). (4.3.7)
Step 2. Now we can rewrite (4.3.4). For πε a.e. (z0, z1) it holds
̺t,ε(γt(z0, z1))
− 1
N
≥
(
ε(1− t) + δ(ε)t
) 1
N
(
h(z0)
− 1
N−1σ
(1−t)
K,N−1(d(z0, z1)) + h(z1)
− 1
N−1σ
(t)
K,N−1(d(z0, z1))
)N−1
N
+ O(‖(ai − aˆi, bi − bˆi)‖2).
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It follows that for πε-a.e. (z0, z1) it holds(
(ε(1 − t) + δ(ε)t)̺t,ε(γt(x0, x1))
)− 1
N−1
≥
{(
h(z0)
− 1
N−1σ
(1−t)
K,N−1(d(z0, z1)) + h(z1)
− 1
N−1σ
(t)
K,N−1(d(z0, z1))
)N−1N
+ O(‖(ai − aˆi, bi − bˆi)‖2)
(
ε(1− t) + δ(ε)t
)− 1
N
} N
N−1
.
Observe that µt,ε = L1(It,ε)−1
∫
It,ε
Gpdp with It,ε convex combination of (r − ε/2, r + ε/2) and (R −
δ(ε), R+ δ(ε)). Hence L1(It,ε) = ε(1− t) + δ(ε)t, therefore
(ε(1− t) + δ(ε)t)̺t,ε(γt(x0, x1)) = h(γt(x0, x1)).
Let ν be the quotient measure of πε w.r.t. the family of disjoint sets {g(y, [0, R¯])×M}y∈Q. Note that ν
doesn’t depend on ε. It follows that πε =
∫
πε,yν(dy) with πε,y ⇀ δg(y,r),g(y,R). It follows that∫
h(γt(z0, z1))
− 1
N−1πε,y(dz0dz1)ν(dy)
≥
∫ {(
h(z0)
− 1
N−1σ
(1−t)
K,N−1(d(z0, z1)) + h(z1)
− 1
N−1σ
(t)
K,N−1(d(z0, z1))
)N−1N
+ O(‖(ai − aˆi, bi − bˆi)‖2)
(
ε(1− t) + δ(ε)t
)− 1
N
} N
N−1
πε,y(dz0dz1)ν(dy).
From (4.3.1) and the boundedness of h, D ≤ tδ(ε, y)/(1− t)ε ≤ 1/D uniformly in ε. Taking advantage of
of the Lipschitz regularity of t 7→ h(g(y, t)), letting ε→ 0 one can prove that O(‖(ai− aˆi, bi− bˆi)‖2)(ε(1−
t) + δ(ε)t)−
1
N ∼ ε1/N . Being the only depending on ε, and being the other terms Lipschitz continuous
when restricted on geodesics, it follows that∫
h(γt(z0, z1))
− 1
N−1π(dz0dz1)
≥
∫ {(
h(z0)
− 1
N−1σ
(1−t)
K,N−1(d(z0, z1)) + h(z1)
− 1
N−1σ
(t)
K,N−1(d(z0, z1))
)N−1N } NN−1
π(dz0dz1).
where πε ⇀ π ∈ Π(µ, ν) with µε ⇀ µ and νε ⇀ ν. Since A can be taken as small as we want, we obtain
the point-wise version of the above inequality and the claim follows.
4.4 The global estimates
From Theorem 4.12 we have that fixed y ∈ Q: for every 0 < r < R¯ there exists a neighborhoodM(g(y, r))
of g(y, r) such that for all r < R < R¯ with g(y,R) ∈M(g(y, r)) it holds
hR¯(γt(g(y, r), g(y,R)))
− 1
N−1 ≥ hR¯(g(y, r))−
1
N−1σ
(1−t)
K,N−1(R− r)
+ hR¯(g(y,R))
− 1
N−1σ
(t)
K,N−1(R − r),
for every t ∈ [0, 1]. Since the comparison is always on the same geodesic, the map t 7→ hR¯(g(y, t)) is a
real variable map and the above inequality is equivalent to: for every 0 < r < R¯ there exists εr such that
if R− r < εr, then the following holds true
hR¯(r + t(R − r)))−
1
N−1 ≥ hR¯(r)−
1
N−1σ
(1−t)
K,N−1(R− r) + hR¯(R)−
1
N−1σ
(t)
K,N−1(R− r), (4.4.1)
for every t ∈ [0, 1].
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Lemma 4.13 (Midpoints). For all 0 ≤ r ≤ R ≤ R¯ inequality (4.4.1) holds true for all t ∈ [0, 1] if and
only if for all 0 ≤ r ≤ R ≤ R¯ we have:
hR¯(
r +R
2
)−
1
N−1 ≥ hR¯(r)−
1
N−1σ
(1/2)
K,N−1(R − r) + hR¯(R)−
1
N−1σ
(1/2)
K,N−1(R− r). (4.4.2)
Proof. We only consider the case K > 0. The general case requires analogous calculations. Fix 0 ≤ r ≤
R ≤ R¯ and put θ := R − r.
Step 1. For every k ∈ N we have
hR¯(r + l2
−kθ))−
1
N−1 ≥ hR¯(r + (l − 1)2−kθ))−
1
N−1σ
(1/2)
K,N−1(2
−k+1θ)
+ hR¯(r + (l + 1)2
−kθ))−
1
N−1σ
(1/2)
K,N−1(2
−k+1θ),
for every odd l = 0, . . . , 2k.
Step 2. We perform an induction argument on k: suppose that inequality (4.4.1) is satisfied for all
t = l2−k+1 ∈ [0, 1] with l odd, then (4.4.1) is verified by every t = l2−k ∈ [0, 1] with l odd:
hR¯(r+l2
−kθ))−
1
N−1
≥ hR¯(r + (l − 1)2−kθ))−
1
N−1σ
(1/2)
K,N−1(2
−k+1θ)
+ hR¯(r + (l + 1)2
−kθ))−
1
N−1σ
(1/2)
K,N−1(2
−k+1θ)
≥ σ(1/2)K,N−1(2−k+1θ)
[
hR¯(r)
− 1
N−1σ
(1−(l−1)2−k)
K,N−1 (θ) + hp(R)
− 1
N−1σ
((l−1)2−k)
K,N−1 (θ)
]
+ σ
(1/2)
K,N−1(2
−k+1θ)
[
hR¯(r)
− 1
N−1σ
(1−(l+1)2−k)
K,N−1 (θ) + hp(R)
− 1
N−1σ
((l+1)2−k)
K,N−1 (θ)
]
.
Following the calculation of the proof of Proposition 2.10 of [7], one obtain that
hR¯(r + l2
−kθ))−
1
N−1 ≥ hR¯(r)−
1
N−1σ
(1−l2−k)
K,N−1 (θ) + hR¯(R)
− 1
N−1σ
(l2−k)
K,N−1(θ).
The claim is easily proved by the continuity of hR¯ and of σ.
Theorem 4.14 (Local to Global). Suppose that for every r ∈ (0, R¯) there exists εr > 0 such that whenever
R ∈ Bε(r)(r) then (4.4.1) holds true for any t ∈ [0, 1]. Then (4.4.1) holds true for any 0 ≤ r < R < R¯
and t ∈ [0, 1].
Proof. We only consider the case K > 0. The general case requires analogous calculations. Fix 0 < r <
R ≤ R¯ and θ := R− r.
Step 1. According to our assumption, every point r ∈ [0, R¯] has a neighborhood Bε(r)(r) such that if
R ∈ Bε(r)(r) then (4.4.1) is verified. By compactness of [0, R¯] there exist x1, . . . , xn such that the family
{Bε(xi)/2(xi)}i=1,...,n is a covering of [0, R¯]. Let λ := min{ε(xi)/2 : i = 1, . . . , n}. Possibly taking a lower
value for λ, we assume that λ = 2−kθ. Hence we have
hR¯(r +
1
2
θ)−
1
N−1 ≥ hR¯(r +
1
2
θ − 2−kθ)− 1N−1σ(1/2)K,N−1(2−k+1θ)
+ hR¯(r +
1
2
θ + 2−kθ)−
1
N−1σ
(1/2)
K,N−1(2
−k+1θ).
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Step 2. We iterate the above inequality:
hR¯(r +
1
2
θ)−
1
N−1 ≥ hR¯(r +
1
2
θ − 2−kθ)− 1N−1σ(1/2)K,N−1(2−k+1θ)
+ hR¯(r +
1
2
θ + 2−kθ)−
1
N−1σ
(1/2)
K,N−1(2
−k+1θ)
≥ σ(1/2)K,N−1(2−k+1θ)
[
hR¯(r +
1
2
θ − 2−k+1θ)− 1N−1σ(1/2)K,N−1(2−k+1θ)
+ hR¯(r +
1
2
θ)−
1
N−1σ
(1/2)
K,N−1(2
−k+1θ)
]
+ σ
(1/2)
K,N−1(2
−k+1θ)
[
hR¯(r +
1
2
θ)−
1
N−1σ
(1/2)
K,N−1(2
−k+1θ)
+ hR¯(r +
1
2
θ + 2−k+1θ)−
1
N−1σ
(1/2)
K,N−1(2
−k+1θ)
]
≥ σ(1/2)K,N−1(2−k+1θ)2hR¯(r +
1
2
θ − 2−k+1θ)− 1N−1
+ σ
(1/2)
K,N−1(2
−k+1θ)2hR¯(r +
1
2
θ + 2−k+1θ)−
1
N−1 .
Observing that σ
(1/2)
K,N−1(α)
2 ≥ σ(1/2)K,N−1(2α), it is fairly easy to obtain:
hR¯(r +
1
2
θ)−
1
N−1 ≥ hR¯(r +
1
2
θ − 2−k+iθ)− 1N−1σ(1/2)K,N−1(2−k+i+1θ)
+ hR¯(r +
1
2
θ + 2−k+iθ)−
1
N−1σ
(1/2)
K,N−1(2
−k+i+1θ),
for every i = 0, . . . , k. For i = k Lemma 4.13 implies the claim.
4.5 From local CD(K, N) to global MCP(K, N)
So we have proved that the density hR¯(·) of the geodesic [0, R¯] ∋ p 7→ GR¯(p) satisfy the following
inequality:
hR¯(γt(g(y, r), g(y,R)))
− 1
N−1 ≥ hR¯(g(y, r))−
1
N−1σ
(1−t)
K,N−1(R− r)
+ hR¯(g(y,R))
− 1
N−1σ
(t)
K,N−1(R − r).
for every y ∈ Q and 0 < r < R ≤ R¯.
Fix a generic x0 ∈M and consider the following measure
µ =
∫
[r¯,R¯]
Spdp.
Let [0, 1] ∋ t 7→ µt ∈ P2(M,d,m) be the geodesic such that µ0 = µ and µ1 = δx0‖µ‖ with µt = ̺tm. Let
moreover πt ∈ Π(µ0, µt) the corresponding optimal coupling.
Proposition 4.15. Fix t ∈ [0, 1). Then for πt-a.e. (z0, z1) ∈M2 the following holds true
̺ts(γs(z0, z1))
−1/N ≥ ̺0(z0)−1/N τ (1−s)K,N (d(z0, z1)) + ̺t(z1)−1/N τ (s)K,N (d(z0, z1)),
for every s ∈ [0, 1].
Proof. Let [0, 1] ∋ s 7→ Γ(s) geodesic with Γ0 = µ,Γ(1) = µt. Since
µ =
∫
[r¯,R¯]
Spdp, µt =
∫
[r¯,R¯]
Gp((1− t)p)dp = 1
1− t
∫
(1−t)[r¯,R¯]
hp/(1−t)(·, p)Spdp,
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therefore
Γ(s) = µts =
1
1− ts
∫
(1−ts)[r¯,R¯]
hp/(1−ts)(·, p)Spdp. (4.5.1)
Let πt ∈ Π(µ, µt) be the optimal plan and consider r¯ ≤ p¯ ≤ R¯. and z0 ∈ Sp¯. Then the unique z1 such
that (z0, z1) is in the support of the optimal plan πt, belongs to S(1−t)p¯. Then from Theorem 4.12 and
(4.5.1)
̺ts(γs(x0, x1))
−1/N =
( 1
1− tshp¯(γs(x0, x1))
)−1/N
=
( 1
(1− t)s+ 1− s
)− 1
N
(
hp¯(γs(x0, x1))
− 1
N−1
)N−1
N
≥ (1− s)1/N
(
hp¯(x0)
− 1
N−1σ
(1−s)
K,N−1(d(x0, x1))
)N−1
N
+ ((1− t)s)1/N
(
hp¯(x1)
− 1
N−1σ
(s)
K,N−1(d(x0, x1))
)N−1
N
= hp¯(x0)
− 1
N τ
(1−s)
K,N (d(x0, x1)) +
(hp¯(x1)
1− t
)− 1
N
τ
(s)
K,N (d(x0, x1))
= ̺0(z0)
−1/N τ
(1−s)
K,N (d(z0, z1)) + ̺t(z1)
−1/N τ
(s)
K,N (d(z0, z1)),
The claim follows.
So far we have proven that given µ0 := m(A)
−1mxA, x0 ∈ supp[m] and the unique geodesic [0, 1] ∋
t 7→ Γ(t) such that Γ(0) = µ0, Γ(1) = δx0 and Γ(t) = ̺tm for t ∈ [0, 1) we have for any t ∈ [0, 1):
EN ′(Γ(ts)|m) ≤ −
∫
M×M
[
τ
(1−s)
K,N ′ (d(x0, x1))̺
−1/N ′
0 (x0)
+ τ
(s)
K,N ′(d(x0, x1))̺
−1/N ′
t (x1)
]
πt(dx0dx1),
(4.5.2)
for all s ∈ [0, 1] and all N ′ ≥ N , where πt = (P0, Pt)♯Ξ.
We are ready to prove the main theorem of this chapter.
Theorem 4.16. Let (M,d,m) be a non-branching metric measure spaces satisfying CDloc(K,N). Then
(M,d,m) satisfies MCP(K,N).
Proof. Step 1. Let γ :M2 → G(M) be the map introduced in Lemma 4.6 and define for each t ∈ [0, 1] a
Markov kernel Qt from M
2 to M by
Qt(x, y;B) := 1B(γt(x, y))
and for each pair t, x a measure mt,x =
∫
Qt(x, y; ·)m(dy).
For each x ∈M letMx denote the ser of all y ∈M for which there exists a unique geodesic connecting
x and y and let M0 be the set of x such that m(M \Mx) = 0. By assumption m(M \M0) = 0.
Step 2. Fix x0 ∈ M0 and B ⊂ M . Put A0 := γt(x0, ·)−1(B) and µ0 := m(A0)−1mxA0 . Considering
s = 1 in (4.5.2) it follows that
m(B)1/N ≥ inf
y∈A0
τ
(t)
K,N (d(y, x0))m(A0)
1/N ,
or equivalently
m(B) ≥ inf
y∈γt(x0,·)−1(B)
ς
(t)
K,N (d(y, x0))m(γt(x0, ·)−1(B)) = infz∈B ς
(t)
K,N
(
d(z, x0)
t
)
mt,x0(B).
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Decomposing B into a disjoint union ∪iBi with Bi = B∩(B¯εi(x0)\B¯ε(i−1)(x0), and applying the previous
estimate to each of the Bi we obtain as ε→ 0
m(B) ≥
∫
B
ς
(t)
K,N
(
d(z, x0)
t
)
mt,x0(dz)
or equivalently
m(B) ≥
∫
B
ς
(t)
K,N (d(z, x0))Qt(x0, y;B)m(dy).
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Appendix
In this section we recall some general facts about projective classes, the Disintegration Theorem for
measures, measurable selection principles, geodesic spaces and optimal transportation problems.
5.1 Borel, projective and universally measurable sets
The projective class Σ11(X) is the family of subsets A of the Polish space X for which there exists Y
Polish and B ∈ B(X × Y ) such that A = P1(B). The coprojective class Π11(X) is the complement in X
of the class Σ11(X). The class Σ
1
1 is called the class of analytic sets, and Π
1
1 are the coanalytic sets.
The projective class Σ1n+1(X) is the family of subsets A of the Polish space X for which there exists
Y Polish and B ∈ Π1n(X × Y ) such that A = P1(B). The coprojective class Π1n+1(X) is the complement
in X of the class Σ1n+1.
If Σ1n, Π
1
n are the projective, coprojective pointclasses, then the following holds (Chapter 4 of [25]):
1. Σ1n, Π
1
n are closed under countable unions, intersections (in particular they are monotone classes);
2. Σ1n is closed w.r.t. projections, Π
1
n is closed w.r.t. coprojections;
3. if A ∈ Σ1n, then X \A ∈ Π1n;
4. the ambiguous class ∆1n = Σ
1
n ∩Π1n is a σ-algebra and Σ1n ∪Π1n ⊂ ∆1n+1.
We will denote by A the σ-algebra generated by Σ11: clearly B = ∆11 ⊂ A ⊂ ∆12.
We recall that a subset of X Polish is universally measurable if it belongs to all completed σ-algebras
of all Borel measures on X : it can be proved that every set in A is universally measurable. We say that
f : X → R ∪ {±∞} is a Souslin function if f−1(t,+∞] ∈ Σ11.
Lemma 5.1. If f : X → Y is universally measurable, then f−1(U) is universally measurable if U is.
Proof. If µ ∈ M(X), then f♯µ ∈ M(Y ), so for U ⊂ Y universally measurable there exist Borel sets B,
B′ such that B ⊂ U ⊂ B′ and
0 = (f♯µ)(B
′ \B) = µ(f−1(B′) \ f−1(B)).
Since f−1(B), f−1(B′) ⊂ X are universally measurable, there exists Borel sets C, C′ such that
C ⊂ f−1(B) ⊂ f−1(U) ⊂ f−1(B′) ⊂ C′
and µ(C′ \ C) = 0. The conclusion follows.
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5.2 Disintegration of measures
Given a measurable space (R,R) and a function r : R→ S, with S generic set, we can endow S with the
push forward σ-algebra S of R:
Q ∈ S ⇐⇒ r−1(Q) ∈ R,
which could be also defined as the biggest σ-algebra on S such that r is measurable. Moreover given a
measure space (R,R, ρ), the push forward measure η is then defined as η := (r♯ρ).
Consider a probability space (R,R, ρ) and its push forward measure space (S,S , η) induced by a
map r. From the above definition the map r is clearly measurable.
Definition 5.2. A disintegration of ρ consistent with r is a map ρ : R × S → [0, 1] such that
1. ρs(·) is a probability measure on (R,R) for all s ∈ S,
2. ρ·(B) is η-measurable for all B ∈ R,
and satisfies for all B ∈ R, C ∈ S the consistency condition
ρ
(
B ∩ r−1(C)) = ∫
C
ρs(B)η(ds).
A disintegration is strongly consistent with respect to r if for all s we have ρs(r
−1(s)) = 1.
The measures ρs are called conditional probabilities.
We say that a σ-algebraH is essentially countably generated with respect to a measurem if there exists
a countably generated σ-algebra Hˆ such that for all A ∈ H there exists Aˆ ∈ Hˆ such that m(A △ Aˆ) = 0.
We recall the following version of the disintegration theorem that can be found on [21], Section 452
(see [8] for a direct proof).
Theorem 5.3 (Disintegration of measures). Assume that (R,R, ρ) is a countably generated probability
space, R = {Rs}s∈S a partition of R, r : R → S the quotient map and (S,S , η) the quotient measure
space. Then S is essentially countably generated w.r.t. η and there exists a unique disintegration s 7→ ρs
in the following sense: if ρ1, ρ2 are two consistent disintegration then ρ1,s(·) = ρ2,s(·) for η-a.e. s.
If {Sn}n∈N is a family essentially generating S define the equivalence relation:
s ∼ s′ ⇐⇒ {s ∈ Sn ⇐⇒ s′ ∈ Sn, ∀n ∈ N}.
Denoting with p the quotient map associated to the above equivalence relation and with (L,L , λ) the
quotient measure space, the following properties hold:
• Rˆl := ∪s∈p−1(l)Rs = (p ◦ r)−1(l) is ρ-measurable and R = ∪l∈LRˆl;
• the disintegration ρ = ∫
L
ρlλ(dl) satisfies ρl(Rˆl) = 1, for λ-a.e. l. In particular there exists a
strongly consistent disintegration w.r.t. p ◦ r;
• the disintegration ρ = ∫
S
ρsη(ds) satisfies ρs = ρp(s) for η-a.e. s.
In particular we will use the following corollary.
Corollary 5.4. If (S,S ) = (X,B(X)) with X Polish space, then the disintegration is strongly consistent.
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5.3 Selection principles
Given a multivalued function F : X → Y , X , Y metric spaces, the graph of F is the set
graph(F ) :=
{
(x, y) : y ∈ F (x)}. (5.3.1)
The inverse image of a set S ⊂ Y is defined as:
F−1(S) :=
{
x ∈ X : F (x) ∩ S 6= ∅}. (5.3.2)
For F ⊂ X × Y , we denote also the sets
Fx := F ∩ {x} × Y, F y := F ∩X × {y}. (5.3.3)
In particular, F (x) = P2(graph(F )x), F
−1(y) = P1(graph(F )
y). We denote by F−1 the graph of the
inverse function
F−1 :=
{
(x, y) : (y, x) ∈ F}. (5.3.4)
We say that F is R-measurable if F−1(B) ∈ R for all B open. We say that F is strongly Borel mea-
surable if inverse images of closed sets are Borel. A multivalued function is called upper-semicontinuous
if the preimage of every closed set is closed: in particular u.s.c. maps are strongly Borel measurable.
In the following we will not distinguish between a multifunction and its graph. Note that the domain
of F (i.e. the set P1(F )) is in general a subset of X . The same convention will be used for functions, in
the sense that their domain may be a subset of X .
Given F ⊂ X ×Y , a section u of F is a function from P1(F ) to Y such that graph(u) ⊂ F . We recall
the following selection principle, Theorem 5.5.2 of [25], page 198.
Theorem 5.5. Let X and Y be Polish spaces, F ⊂ X × Y analytic, and A the σ-algebra generated by
the analytic subsets of X. Then there is an A-measurable section u : P1(F )→ Y of F .
A cross-section of the equivalence relation E is a set S ⊂ E such that the intersection of S with each
equivalence class is a singleton. We recall that a set A ⊂ X is saturated for the equivalence relation
E ⊂ X ×X if A = ∪x∈AE(x).
The next result is taken from [25], Theorem 5.2.1.
Theorem 5.6. Let Y be a Polish space, X a nonempty set, and L a σ-algebra of subset of X. Every
L-measurable, closed value multifunction F : X → Y admits an L-measurable section.
We will use the following corollary.
Corollary 5.7. Let F ⊂ X ×X be A-measurable, X Polish, such that Fx is closed for every x ∈ X and
define the equivalence relation x ∼ y ⇔ F (x) = F (y). Then there exists a A-section f : P1(F ) → X
such that (x, f(x)) ∈ F and f(x) = f(y) if x ∼ y.
Proof. For all open sets G ⊂ X , consider the sets F−1(G) = P1(F ∩ X × G) ∈ A, and let R be the
σ-algebra generated by F−1(G). Clearly R ⊂ A.
If x ∼ y, then
x ∈ F−1(G) ⇐⇒ y ∈ F−1(G),
so that each equivalence class is contained in an atom of R, and moreover by construction x 7→ F (x) is
R-measurable.
We thus conclude by using Theorem 5.6 that there exists an R-measurable section f : this measura-
bility condition implies that f is constant on atoms, in particular on equivalence classes.
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5.4 General facts about optimal transportation
Let (X,B, µ) and (Y,B, ν) be two Polish probability spaces and c : X × Y → R be a Borel measurable
function. Consider the set of transference plans
Π(µ, ν) :=
{
π ∈ P(X × Y ) : (P1)♯π = µ, (P2)♯π = ν
}
.
Define the functional
I : Π(µ, ν) → R+
π 7→ I(π) := ∫ cπ. (5.4.1)
The Monge-Kantorovich minimization problem is to find the minimum of I over all transference plans.
If we consider a µ-measurable transport map T : X → Y such that T♯µ = ν, the functional (5.4.1)
becomes
I(T ) := I((Id× T )♯µ) =
∫
c(x, T (x))µ(dx).
The minimum problem over all T is called Monge minimization problem.
The Kantorovich problem admits a (pre) dual formulation.
Definition 5.8. A map ϕ : X → R ∪ {−∞} is said to be c-concave if it is not identically −∞ and there
exists ψ : Y → R ∪ {−∞}, ψ 6≡ −∞, such that
ϕ(x) = inf
y∈Y
{
c(x, y)− ψ(y)}.
The c-transform of ϕ is the function
ϕc(y) := inf
x∈X
{c(x, y)− ϕ(x)} . (5.4.2)
The c-superdifferential ∂cϕ of ϕ is the subset of X × Y defined by
∂cϕ :=
{
(x, y) : c(x, y)− ϕ(x) ≤ c(z, y)− ϕ(z) ∀z ∈ X
}
⊂ X × Y. (5.4.3)
Definition 5.9. A set Γ ⊂ X×Y is said to be c-cyclically monotone if, for any n ∈ N and for any family
(x0, y0), . . . , (xn, yn) of points of Γ, the following inequality holds:
n∑
i=0
c(xi, yi) ≤
n∑
i=0
c(xi+1, yi),
where xn+1 = x0.
A transference plan is said to be c-cyclically monotone if it is concentrated on a c-cyclically monotone
set.
Consider the set
Φc :=
{
(ϕ, ψ) ∈ L1(µ)× L1(ν) : ϕ(x) + ψ(y) ≤ c(x, y)
}
. (5.4.4)
Define for all (ϕ, ψ) ∈ Φc the functional
J(ϕ, ψ) :=
∫
ϕµ+
∫
ψν. (5.4.5)
The following is a well known result (see Theorem 5.10 of [31]).
Theorem 5.10 (Kantorovich Duality). Let X and Y be Polish spaces, let µ ∈ P(X) and ν ∈ P(Y ), and
let c : X × Y → [0,+∞] be lower semicontinuous. Then the following holds:
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1. Kantorovich duality:
inf
π∈Π(µ,ν)
I(π) = sup
(ϕ,ψ)∈Φc
J(ϕ, ψ).
Moreover, the infimum on the left-hand side is attained and the right-hand side is also equal to
sup
(ϕ,ψ)∈Φc∩Cb
J(ϕ, ψ),
where Cb = Cb(X,R)× Cb(Y,R).
2. If c is real valued and the optimal cost is finite, then there is a measurable c-cyclically monotone
set Γ ⊂ X×Y , closed if c is continuous, such that for any π ∈ Π(µ, ν) the following statements are
equivalent:
(a) π is optimal;
(b) π is c-cyclically monotone;
(c) π is concentrated on Γ;
(d) there exists a c-concave function ϕ such that π-a.s. ϕ(x) + ϕc(y) = c(x, y).
3. If moreover
c(x, y) ≤ cX(x) + cY (y), cX µ-integrable, cY ν-integrable,
then the supremum is attained:
sup
Φc
J = J(ϕ,ϕc) = inf
π∈Π(µ,ν)
I(π).
We recall also that if −c is Souslin, then every optimal transference plan π is concentrated on a
c-cyclically monotone set [8].
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