A simulation model is composed of inputs and logic; the inputs represent the uncertainty or randomness in the system, while the logic determines how the system reacts to the uncertain elements. Simple input models, consisting of independent and identically distributed sequences of random variates from standard probability distributions, are included in every commercial simulation language. Software to fit these distributions to data is also available. In this tutorial we describe input models that are useful when simple models are not.
INTRODUCTION
Input models are used to represent the uncertainty or randomness in a simulation.
Input modelingchoosing the representation-is often characterized as "picking a probability y distribution."
And it may be that simple if the following approximations are reasonable:
The input process can be represented as a sequence of independent random variables having a common (identical) distribution; in other words, a sequence of i.i.d. random variables.
The common distribution is one of the standard families that are included in nearly all commercial simulation languages: beta, empirical, Erlang, exponential, gamma, lognormal, normal, Poisson, triangular, uniform or Weibull. Data are available from which to select and fit the distribution using methods such as maximum likelihood or moment matching. There are a number of software packages to support simple input modeling, including ExpertFit, the Arena Input Processor and BestFit. Unfortunately, simple models often fail for one of the following reasons:
The limited shapes represented by the standard families of distributions are not flexible enough to represent some characteristics of the observed data or some known aspects of the process.
The input process is not inherently independent, either in time sequence or with respect to other input processes in the simulation.
The input process changes over time.
No data are available from which to select a family or assess the fit.
This tutorial describes models and techniques that are useful when simple models fail. We emphasize recent advances for which there exists some software support, even if the software is research software rat her than commercial soft ware. The related issue of random-variate generation is also discussed.
The paper is organized according to univariate input models (Section 3), arrival-counting processes (Section 4) and multivariate input models (Section 5). Section 2 defines notation that is used throughout the paper, and Section 6 gives directions for obtaining the software. Xn, then the order statistics (sorted values) are denoted X(l) < X(2) <.
< X(n).
When the inputs are random vectors, then boldface type is used; e.g., is a k x 1 random vector with joint cdf Fx.
Greek letters, such as /3,13 and a, denote parameters of input models. We use -to indicate an estimate, or -if the estimate is an average; e.g.,~and x.
UNIVARIATE INPUT MODELS
In this section we consider alternative input models for univariate distributions. These models are useful for representing i.i.d. sequences X,, i = 1,2,.. ., and are most often needed when the process data has unusual characteristics (e.g., more than one mode), or when we have no data and want to construct a distribution that has certain properties (e.g., moments or percentiles).
The input models presented here range from a flexible family (Section 3.1), to a method for modifying any standard family (Section 3.2), to a method for constructing a distribution with any desired properties (Section 3.3).
Johnson Family
In the case of modeling data with an unknown distribution, an alternative to using a standard family of distributions is to use a more flexible system of distributions, such as the Johnson translation system (Johnson 1949 except that it has a continuous density function.
Once a reference distribution is selected, the second step is to establish the set of parameters that best fit the general family to the data. The third step is to determine the quality of the fit. If visual inspection or a goodness-of-fit test show either a local or general problem with the fit, then IDPF can be applied.
The IDPF procedure, as a fourth step, creates a modified F; 1 that improves the fit compared to the reference distribution. IDPF was developed by Avramidis and Wilson (1994) and is an update to a method originally proposed by Hera (1983) . The method is to replace U with an rth order polynomial q(u),
The{ b,; i=l,2,.
... r} are chosen in such a way that F;l (q(U)) remains a legitimate inverse calf, which is equivalent to the statement that q(U) is strictly increasing in U with the boundary conditions q(0) = O and q(1) = 1. Estimation of the bi for the IDPF procedure is formulated as a~east squares estimation problem.
The ordinary-least-squares distance is the distance between the empirical inverse calf-represented by the order statistics of the sample-and the modified inverse reference distribution.
Specifically, n ;:,~= min x{ son 1993, 1994a) . The univariate B6zier distribution is a special case of a spline curve and is constructed by fitting a curve to a specified number of points called control points.
Let pi = (xi, Zi)' be the ith control point for i = O, 1,2, . . . . n. The control points are not data points; instead, they act as "anchors" for the B6zier cdf and can be moved so as to alter the shape of the distribution. Typically, the B6zier cdf is a continuous distribution. The B6zier cdf interpolates the first and last control points exactly (and is thus a bounded distribution) but might only pass in close proximity to control points 1, 2, . . . . n -1. A B6zier distribution with n + 1 control points is defined as '(t)= ( F:/:/,))) '&2@)p2 calf. The initial starting point for PRIME is a cdf consisting of six control points arranged in a straight line.
The shape of the distribution is changed by repositioning the control points within the window. Adjustments to the position of a control point are made by clicking and dragging the point to a new location on the screen. Control points can be both added and deleted.
As control points are repositioned, added, or deleted, the shape of the B.6zier distribution is updated. Furthermore, PRIME has the ability to detect infeasible cdfs (i.e., ones that are not nondecreasing) and highlights an invalid distribution in red. PRIME also allows the user to view and manipulate the probability density function. Just like the calf, the pdf is updated as the control points are moved. Although it is possible to manipulate the pdf, it is not as intuitive as adjusting the calf. Because the total area under the pdf must remain equal to 1, adjusting one control point simultaneously adjusts both adj ascent control points (unless one of the adjacent control points is the last control point) in order to satisfy this constraint.
Another useful feature of PRIME is that it allows a comparison between the first four moments of the 
Time-Series Input Processes
The goal is to construct a stationary time series {Xt; t = 0,1,2,..
.} with given marginal distribution Fx and given first p autocorrelations px (h), h = 1,2, . . . .p. There are two basic approaches:
1. Construct such a process using properties specific to the particular marginal distribution of interest Fx. Because of its generality, we only discuss the second approach here. In addition to the two approaches we describe, see Song, Hsiao and Chen (1995) 
