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Abstract
Feedback is an important technique in Information Retrieval to have users provide contex-
tual information about their search needs, with the goal of improving retrieval accuracy
and achieving personalization. Relevance feedback has been studied extensively, and in
recent years new types of feedback such as implicit feedback and collective feedback have
attracted much research interest. However, there are not many works exploring language
modeling techniques for feedback. In this thesis, I study how to use language models to
exploit user feedback, including long-term implicit feedback and short-term explicit term-
based feedback. I show that language models have unique advantages in modeling users’
search interests and preferences in the long-term, as well as capturing term and sub-topic
relevance in the short-term.
In particular, I ﬁrst study exploiting implicit feedback from a user’s long-term search
log. Language models are constructed to represent both information needs in past searches
and history context for new searches. These history language models capture the user’s
search interests and preferences, thus can help personalize search results for new queries.
Not only that, by selecting topics in a user’s long-term search history that represent their
long-lasting exploratory interests and building language models for these topics, the user
can receive personalized recommendation of new information without a query.
I also study term-based explicit feedback that deviates from traditional document-based
relevant feedback. By modeling query sub-topics using language models and asking the
user for term-level relevance judgments, both term and sub-topic level relevance can be
incorporated into a new query model that improves retrieval accuracy.
Finally, I have designed the UCAIR system to support development, deployment and
evaluation of feedback algorithms for personalized search and recommendation. The system
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not only implements some of the previously proposed algorithms but also provides a highly
reusable and easily extensible platform for designing and testing new feedback algorithms in
the language modeling framework. It is hoped that this system will help reduce the diﬃculty
of building personalized feedback systems and generating feedback evaluation data sets.
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Chapter 1
Introduction
Recent years have seen widespread use of information retrieval systems represented by
web search engines. Their popularity is partially due to the simple keyword search user
interface: the user formulates a query composed of one or more keywords to summarize
their information need, in response the retrieval system returns a ranked list of documents
that best match these keyword terms. As queries are usually short (average length is
reported to be 2.2 terms [38]), it requires little user eﬀort. However, if the query fails to
provide enough information to clarify the user’s need, the retrieval system will have a hard
time guessing what the user really wants. For example, for the ambiguous query “jaguar”,
the result list is typically a mix of documents matching diﬀerent meanings of the query (big
cat, car, or Mac OS), so the user has to manually sift through them or come up with a more
reﬁned query, neither of which is a trivial task.
Feedback has been a standard technique in information retrieval to reduce the informa-
tion gap between user queries and their true intentions by acquiring additional contextual
information from the user. With traditional relevance feedback [70, 73, 34], if the ini-
tial round of retrieval yields unsatisfactory results due to a non-optimal query, the user
may clarify their intention by giving relevance judgment (either positive or negative) on
some retrieved documents. The retrieval system modiﬁes the original query by includ-
ing/excluding/reweighting representative terms extracted from the feedback documents,
and uses the reﬁned query to execute a second round of retrieval. Feedback generally im-
proves retrieval accuracy because of the improved query, which is true even in the case
of pseudo or blind feedback [17, 13], where the top-ranked documents are assumed to be
relevant.
Despite its eﬀectiveness, relevance feedback is not widely adopted in production retrieval
1
systems. This is mainly due to its complexity: users have to spend extra eﬀort to provide
relevance judgment, and using the feedback interface can take time to learn. Therefore
researchers have increasingly shifted their attention to implicit feedback: by passively ob-
serving users’ contextual activities during their interaction with the retrieval system, we can
often uncover clues about their search intentions and piece together more complete search
contexts. For example, if a user spends a lot of time reading a document and make notes
on it, it is highly probable that the document is relevant to the user’s information need.
Here the feedback information obtained from users for inferring their information needs is
acquired by means of implicit observation, rather than explicit solicitation, thus there is no
burden on users.
The dominant source of implicit feedback being studied and used today is probably
users’ query and click history recorded in their web search logs. As people become more
and more reliant on web search engines for information seeking tasks in their lives (the
average user conducted more than 80 searches in August 2007 [1]), search engine companies
have accumulated massive amount of search log data, which is invaluable for mining search
patterns that are good for implicit feedback. On one hand, by studying the collective
search behavior of many other users on a query, we can aggregate their search preferences
for collaborative ﬁltering to help a new user on the same query. For example, if the majority
of users who issue the jaguar query tend to click on the car manufacturer’s website rather
than a car owner’s blog, this preference is likely also true for a new user who issue this
query. This is collective feedback and has been studied in works such as [40, 4]. On the
other hand, by examining a single user’s search behavior on past queries, we can model
their search interests and preferences to help the same user on a new query. For example, if
a user made a lot of searches on Apple products in the past, then for a new query of jaguar
the user is likely to prefer the Mac OS meaning of jaguar. This is personalized feedback
and has been explored in works such as [56, 87]. Unlike collective feedback, here the search
context relies on feedback from a user’s personal search history, thus diﬀerent users may
get diﬀerent results personalized to their unique needs.
Besides the disadvantage compared to implicit feedback, relevance feedback has another
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drawback: feedback is usually on the document or passage level, and a user seldom has
control of which terms are used for feedback: the use of large text units such as documents
often introduces irrelevant terms, and the user has little opportunity to specify relevant
terms. To overcome this, we can consider feedback on the term level: present individual
terms to the user for feedback and use the term relevance judgments to improve queries
accordingly. Since the user has more direct control of the feedback terms, the reﬁned query
is hopefully closer to the user’s information need.
These various new types of feedback have sparked strong research interests in recent
years, but surprisingly few works are based on statistical language modeling, which is a
probabilistic framework for quantifying uncertainties in text [65, 52] and can bring superior
retrieval performance with its modeling power. Although it has been successfully applied
to relevance and pseudo feedback [53, 102, 85], there are few existing works studying how
it can be extended to non-traditional areas of feedback. This deﬁciency is addressed in this
thesis, as we attempt to apply language modeling techniques on new types of feedback,
including long-term implicit feedback from personal search history and short-term explicit
term-based feedback. We ﬁnd language modeling makes it easy to represent various text
constructs such as queries, documents, user search context and user interest topics in a
uniﬁed way and manipulate them with ease. It allows us to model users’ search interests
and preferences in the long-term, as well as to capture term and sub-topic relevance in the
short-term. We have developed algorithms showing that implicit feedback from a user’s
long-term personal search log can be successfully exploited to provide personalization in
search and recommendation, and term-based feedback is able to achieve favorable retrieval
performance compared to relevance feedback.
More speciﬁcally, the contributions of this thesis are:
1. We study how to exploit implicit feedback from a user’s long-term search log for
search personalization using language models. Given a new query, a history language
model is estimated from the user’s search log to capture the query’s historical context.
The history language model, which serves as implicit feedback, is combined with the
original query to rerank the search results to match the user’s search preferences.
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Evaluation on search logs from real users shows implicit feedback from personal search
history substantially improves retrieval accuracy for both recurring and fresh queries,
and works best when the history language model is estimated using clickthrough data
and a discriminative weighting scheme.
2. We show implicit feedback from a user’s long-term search log can also be exploited
to model the user’s search interests and perform personalized recommendation of
new information. Using text clustering, related searches in the log are grouped into
topics. Since a search interest topic is most interesting when it is both long-lasting and
exploratory, frequency and exploratoriness measures are proposed to ﬁlter the topics.
Language models are built to summarize the user’s search interest topics and used to
recommend new information matching the user’s interests. The recommendation is
solely based on implicit feedback, as the topics are constructed from the search log
without any help from the user. Evaluation is performed using a simulated study on
real web search logs.
3. We study term-based explicit feedback using language models. With term feedback
the user directly judges the relevance of individual terms without interaction with
feedback documents, thus taking full control of the query expansion process. The
terms presented to the user for feedback are selected to cover sub-topics in the search
results, and the reﬁned query language model is constructed using direct term rele-
vance judgment and indirect sub-topic relevance inference. Evaluation on the TREC
HARD track shows term feedback can achieve favorable retrieval performance com-
pared to relevance feedback.
4. The UCAIR (User-Centered Adaptive Information Retrieval) system has been de-
signed to aid the development, deployment and evaluation of personalized information
retrieval systems. In the past, the development of feedback algorithms is hindered by
the lack of real usage data such as personal search logs, while the diﬃculty of deploy-
ing these algorithms in production systems to attract enough users makes it hard to
collect real usage data. It is UCAIR’s goal to break this vicious circle. Designed for
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client-side personalization, it includes various data entities and components that are
highly reusable and extensible to support personalized search and recommendation
with language models. UCAIR easily implements the previously proposed feedback
algorithms and provides a platform for easy development of new algorithms and col-
lecting of feedback data.
The rest of this thesis is organized as follows. Chapter 2 provides an overview and
categorization of existing feedback works in information retrieval literature. Chapter 3
studies exploiting implicit feedback from long-term search log for personalized search using
language models. Chapter 4 is focused on modeling user interest topics in long-term search
log for recommendation of new information. Term-based feedback is studied in Chapter 5.
The UCAIR system for developing feedback algorithms is presented in Chapter 6. Chapter
7 concludes the thesis.
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Chapter 2
Literature Review
This chapter aims to provide an introduction to some recent works on feedback. As there
are a wide range of feedback techniques, the material is organized according to feedback
types, going through explicit feedback, implicit feedback, collective feedback, personalized
feedback, short-term feedback, long-term feedback, adaptive feedback, non-document-based
feedback and hybrid feedback. Within this big picture of feedback the positioning of this
work is discussed.
In a typical information retrieval setting, the user describes their information need with a
query Q, in response the retrieval system returns a ranked list of documents D1,D2,D3, · · ·
as results, as shown in Figure 2.1. If the initial ranking is poor, one way for improvement
is to ask the user to provide feedback, i.e., to evaluate the relevance of some top-ranked
documents. According to the cluster hypothesis [89], which states that relevant documents
tend to be more similar to each other than to irrelevant ones, if some example relevant
documents are identiﬁed from user feedback, one may ﬁnd more relevant documents by
seeking similar ones. The traditional relevance feedback has been studied in works such
as [70, 73, 34, 102, 53]. As can be seen in Figure 2.2, a feedback loop is introduced: rele-
vance judgment on the initial results are fed back to the system to perform a second-round
retrieval, presumably generating a better ranking. Typically this is done by extracting
informative terms from the feedback documents and adding them to the original query,
producing a reﬁned query Q′ that better represents the user’s information need. Thus rele-
vance feedback is usually tied with query expansion. There are other ways to use feedback,
though. For example, in [90], documents with a short web graph distance to the feed-
back documents receive boost to their relevance scores, without a query modiﬁcation stage.
Finally, some feedback approaches do not involve user judgment, but seek search context
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from external knowledge like word co-occurrence (e.g., [11]). Particularly, if one assumes all
the top documents to be relevant and extracts terms from them for expansion, it becomes
pseudo or blind feedback [17, 13, 18].
In relevance feedback, the user has to explicitly give relevance ratings on documents,
and the toll of extra user eﬀorts has largely prevented its wide adoption in production
retrieval systems such as search engines. In contrast, implicit feedback infers relevance
judgment silently from observed user actions when they are interacting with a retrieval
system, without explicitly asking for input. For example, one might assume a user is
interested in a search result if the user clicks on it and spends long time viewing it. [61]
classiﬁes diﬀerent types of implicit feedback in recommender systems into the categories
examination (e.g., clickthrough, duration), retention (e.g., bookmarking) and reference (e.g.,
copy&paste). Duration (time spent on a document) [25, 47, 94] and clickthrough (user
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clicking on a link to view the content) [31, 41, 28] are the two most studied implicit feedback
measures and are found to correlate well with explicit ratings. Combining multiple types of
implicit feedback further improves the accuracy of predicting explicit relevance judgment
[31, 59, 5]. Joachims et al. [41] proposes to interpret clickthrough as relative relevance
preference instead of absolute judgment, as clickthrough is biased by initial ranking. An
adaption of this is in [28], where relative preference is extracted for URL pairs that have
large diﬀerence in aggregated click count.
An early bibliography on implicit feedback is given in [50]. Implicit feedback becomes
more popular with the availability of large amount of search log in the search engine com-
panies, which provides an abundant yet cheap source of implicit feedback (especially in the
form of clickthrough). The search log is often modeled as a bipartite graph between queries
and documents, where clicks establish edges connecting them [14, 32, 64, 58]. Search log
has been exploited for many tasks, such as query suggestion [45, 93, 58], query classiﬁcation
[55], generating ad keywords [32], document representation [82, 64] and clustering search
results [14, 91]. For the very task of document retrieval, Figure 2.3 shows how collective
feedback from a large number of users can help improve ranking. Compared to relevance
feedback (Figure 2.2), there are two main diﬀerences. First, there is only one retrieval
round: collected user feedback (usually in the form of clickthrough) is not consumed imme-
diately to help the current search, but retained to help other users in the future. Second,
there is a log database that stores queries and feedback from all users. It can be used to
tweak the retrieval function in an oﬄine phase (e.g., ﬁtting the function parameters to log
data), or to adjust the ranking for an incoming query in an online fashion (e.g., boosting
results clicked most by other users). In this setting, user feedback from a search instance
is not very useful per se, but when millions of users have their feedback pooled together,
the aggregated statistics represent the collective intelligence of the user population. Rep-
resentative works include [40, 67, 19], which train a ranking SVM [40] on preference pairs
extracted from search log, and [4, 6, 15], which use implicit feedback features as direct or
indirect input to RankNet [69]. Both approaches are able to learn ranking functions that
incorporate implicit feedback from search log and yield improved retrieval accuracy.
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In collective feedback (Figure 2.3), when a user issues a query, the log database is
usually looked up for feedback from other users on the same query, rather than from the
same user on other queries in his/her history. The collective feedback approach is most
useful for queries that are popular and unambiguous, but less eﬀective for long-tail queries
(i.e., infrequent ones) or queries whose intention diﬀer by user (e.g., “jaguar”). It is able to
improve overall retrieval accuracy, but does not personalize the search results to ﬁt particular
users. In contrast, Figure 2.4 shows single-user feedback from past search history. Its subtle
diﬀerence from Figure 2.3 is that only one user is involved, thus the log database only stores
feedback from that user only. This has several implications: compared to a gigantic search
log containing millions of users’ records, a single-user one is small enough to reside on the
user’s client side, which alleviates privacy concerns, and more importantly, allows for more
computation-intensive feedback algorithms. In particular, we can aﬀord not only feedback
from the same session (short-term feedback) [76, 75, 97], but also feedback from long ago
(long-term feedback) as long as it helps the current query. For long-term feedback, most
personalized history-based feedback algorithms build some kind of user proﬁle, which could
be, for example, word usage (term frequency or representative phrases and sentences) from a
local desktop index [87, 22], weighted term vectors covering diﬀerent lengths of history [81],
a weighted vector or hierarchy of predeﬁned or summarized categories [56, 23, 66, 27, 79, 99],
or a set of clusters [21, 57]. Some proﬁles involve not only search history, but also indexed
personal documents like emails and web pages [81, 87, 22] as they are readily available on
the client side. The diﬀerent user proﬁles, which are all derived from implicit feedback in the
user’s local context, aim to capture essential aspects of the user’s search preferences and/or
interests that distinguish the user from others. The personalization algorithms would then
adjust the document ranking to reﬂect the user proﬁle as search context. For example,
[87, 21] use a modiﬁed BM25 [43] formula to give special weights to frequent local terms,
[22] adds feedback terms to the original query, [81, 57, 23, 27, 79] score the result documents
against the proﬁle based on their distance, and [39, 66] compute topic-sensitive PageRank
[35] using the learned topic distribution.
Web search queries often have diﬀerent goals and may require diﬀerent handling. The
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queries can be categorized into navigational, informational, transactional or resource-seeking
according to [16] and [71]. [20] distinguishes between ﬁnding and reﬁnding tasks and [86]
discusses how to detect reﬁnding queries. For personalized implicit feedback algorithms, it
is often wise to make adaption according to whether feedback is necessary and/or whether
enough feedback is available. For queries whose intentions are very clear and vary little by
user (e.g., “wikipedia”), there is little room for disambiguation using the user’s own history.
Also, for some new queries the user may not have accumulated enough feedback, especially
at the beginning of use of a system (known as “cold start”). Click entropy is explored in [27]
to select appropriate personalization strategies. In [22], the number of expansion terms is
controlled by query clarity [26]. [88] builds predictive models using many query, document
and history features to identify queries that can beneﬁt from personalization.
My work on long-term implicit feedback for search personalization [83] distinguishes
itself from previous works in several aspects. First, following our previous works on short-
term implicit feedback [76, 75], it is based on the statistical language modeling framework,
which allows a uniformed and easy way to represent and manipulate queries, documents,
search history and user information needs. Second, the memory-based approach records in
a user proﬁle all past searches and their associated language models, thus it retains more
detailed feedback information than other approaches that use a few term vectors (e.g.,
in [81, 87]) or categories (e.g., in [23, 66]) to represent user preferences, which inevitably
cause information loss. Third, the use of past history to personalize search is adaptive, in
the sense that the amount of implicit feedback incorporated depends on how much related
information can be found in the history. The performance on two types of queries (fresh
and recurring) is discussed separately.
As found in an analysis on Yahoo! search log [92], a large number of users own a
long search history, and a user’s topical interests as reﬂected by the search log tend to be
very consistent, but diﬀer with other users. This oﬀers the opportunity to mine the user’s
personal search log to model their interests. This work studies how to extract long-lasting
yet exploratory patterns from the search log using implicit feedback. The search patterns
are shown to represent diﬀerent search interest topics, and can be used to recommend new
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information to user. In some ways this is similar to adaptive information ﬁltering with
feedback [106, 108, 96], where a user provides ratings to a document stream to train a ﬁlter.
The major diﬀerence is that search log is more structured than a document stream (e.g.,
there is the presence of queries and sessions) and more noisy (e.g., there can be many ad-hoc
queries and clicks that have little bearing on user interests).
The above feedback methods are mostly document-based. But when document is used
as the unit for feedback, many irrelevant terms can be introduced along with the relevant
ones. To overcome this, people have proposed passage feedback [7, 98], which is shown to
improve performance with its smaller feedback unit. A more direct solution is to ask the user
for their relevance judgment of feedback terms. For example, in some relevance feedback
systems such as [51], there is an interaction step that allows the user to add or remove
expansion terms after they are automatically extracted from relevant documents. This
is categorized as interactive query expansion, where the original query is augmented with
user-provided terms, which can come from direct user input (free-form text or keywords)
[80, 37, 48] or user selection of system-suggested terms (using thesauri [33, 80] or extracted
from feedback documents [33, 80, 51, 10, 37]). My work [84] diﬀers from previous ones in
that it selects terms carefully to cover multiple clusters in the feedback documents, and use
language models to construct a reﬁned query model that captures both term and cluster
feedback.
Finally, there is potential to combine various types of feedback into a hybrid one and
make the feedback algorithm adaptive to diﬀerent situations. For example, [81, 27, 96]
combine short-term proﬁle and long-term proﬁle, which generally makes feedback more
reliable than using only one of them. In another direction, [81, 27, 63] incorporate both
personal feedback from single user and collective feedback from a group of users, thus taking
advantage of both personalization and collaborative ﬁltering.
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Chapter 3
Long-term Implicit Feedback for
Personalized Search
In this chapter, we study how to exploit implicit feedback from a user’s search log for
personalized search (the work was ﬁrst published in [83]). Unlike our previous works on
short-term implicit feedback [76, 75], here the focus is on long-term implicit feedback. In
contrast to short-term search history, which only involves a single search session and has
a coherent information need, long-term search history is unlimited in time scope and may
include all search activities in the past. As such, it provides a more complete record on the
user’s search preferences and interests. For example, one might be able to discover long-
term preference for results from the .edu domain or long-term interest on computer science
topics, which are “macro” patterns unavailable if we only examine short-term feedback
in isolated sessions. However, the inclusive nature also makes long-term search history
more noisy: there could be many queries and clicks irrelevant to the user’s true interests;
blindly applying long-term feedback for personalization could yield undesirable results. For
example, searches such as “iraq war” that are irrelevant to the current search “jaguar”
would not be helpful, and such noise can even overshadow the signal of truly relevant
past searches. Unfortunately, many works on long-term implicit feedback (e.g., [81, 87])
are not query-adaptive: they apply personalization without distinguishing between queries
with strong or weak history support, and do not handle relevant and irrelevant portions of
search history diﬀerently.
Here we systematically study how to exploit a user’s implicit feedback from their long-
term search history to improve retrieval accuracy. Our method follows the language mod-
eling approach, by casting the feedback problem into a problem of how to estimate an
improved contextual query model from user feedback. We build hierarchical history models
to capture user’s search context through implicit feedback. We propose a principled mixture
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model algorithm to estimate weights in the history model using search history as evidence,
which allows feedback to be query-adaptive. We evaluate the algorithm on a test set of Web
search logs collected from some real users, and ﬁnd implicit feedback from long-term search
history can substantially improve retrieval performance for both recurring and fresh queries.
It works best when clickthrough data is used with a discriminative weighting scheme for
past searches. We also ﬁnd that although recent history tends to be more useful than re-
mote history (especially for fresh queries), all of the entire history is helpful for improving
the retrieval accuracy of recurring queries.
The chapter is organized as follows. In Section 3.1, we describe search log data with
some concepts and notations. In Section 3.2, we introduce a context-sensitive information
retrieval paradigm that allows us to incorporate personal search history as search context,
and cast the task of exploiting long-term implicit feedback for personalized search as a
query model estimation problem. In Section 3.3, we develop several algorithms based on
statistical language models to exploit long-term implicit feedback. We describe how a test
set is built by collecting users’ web search history in Section 3.4 and present the experiment
results in Section 3.5.
3.1 Search Log Concepts and Notations
In a typical scenario of information retrieval, after a query is submitted, the retrieval system
will return a set of result documents with titles and summaries displayed. The user can
then select to view the full texts of some results (usually by clicking on them). Thus the
search history generally includes three components: past queries, their search results, and
the information on which results were clicked/viewed (also known as clickthrough data).
Formally, let qi be a query, Di be the set of its result documents, Ci(Ci ⊆ Di) be the
set of clicked ones, and ti be qi’s submission time. A search instance is represented by
a tuple Si = 〈qi, ti, Di, Ci〉 (if needed, we can include more details like document view
duration). If qk is the current query, its search history Hk consists of all previous searches
S1, S2, · · · , Sk−1 ordered by time.
In our work we represent a document d using a concatenation of its title and summary
13
instead of its full content. These “captions” are readily available from a search engine’s
result page and have been shown in [24] to have a strong inﬂuence on user click behavior.
Even if the actual content is irrelevant, the captions that attracts the user into a clickthrough
are still likely to contain relevant terms. Also, we only use absolute clickthough as implicit
feedback. Although one can combine multiple implicit feedback measures [59] or use relative
preference [41], absolute clickthrough is easier to use and already has good performance in
our experiments.
Sometimes a user’s information need (especially if it is complex) cannot be satisﬁed
just after one query; multiple rounds of query formulation and document retrieval need
to be performed. Thus queries are usually grouped into sessions, where a session is one
or more of queries issued with a short time span and sharing a coherent information need.
Traditionally people use a ﬁxed time threshold to decide session boundaries. For example, if
two adjacent queries have a gap of ore than 30 minutes, they are often considered to belong
to diﬀerent sessions. [67] uses more features (e.g., cosine distance) and learn an SVM
classiﬁer to identify query chains in sessions. [44] proposes to go beyond simple time-based
segmentation and organize queries into a hierarchy of missions and goals. Sessions help
group related queries together, but in this chapter we just use queries as atomic containers
of implicit feedback.
3.2 Context-Sensitive Information Retrieval
Traditional retrieval models take the retrieval problem as matching a query with a set of
documents, and thus are inadequate for modeling personalized search having feedback as
additional search context. Following the approach taken in our previous works ([76, 75]), we
implement context-sensitive information retrieval with statistical language modeling, and
use it to incorporate feedback from search history. Below we brieﬂy describe how this can
be achieved.
A language model provides a probabilistic way to quantify the uncertainties in text. In
information retrieval, the simplest unigram model is most popular, where texts are assumed
to be generated by sampling a multinomial distribution on terms. In the Kullback-Leibler
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(KL) divergence retrieval method [102], if we have computed a query language model θq
for the query q and a document language model θd for each document d, we can score the
documents according to their KL divergence D(θq||θd) to the query, which is deﬁned as
D(θq||θd) =
∑
w∈V
p(w|θq) log p(w|θq)
p(w|θd) (3.1)
where w is a word in the vocabulary set V .
Clearly, with this method, our main task is to estimate θd and θq. We estimate the
document model θd using Bayesian smoothing with Dirichlet prior [103]:
p(w|θd) = c(w; d) + μp(w|θC)|d|+ μ (3.2)
where c(w; d) is the count of w in d, |d| is the document length, p(w|θC) is the collection
language model and μ is the Dirichlet prior. In our study, we use the TREC web cor-
pus WT2G1 to estimate the collection language model p(w|θC) and set μ to 10, which is
optimized for the contextless baseline and suitable for short snippet texts.
When no other evidence is available (i.e., being contextless), the query model θq can be
estimated solely based on the query text, using the Maximum Likelihood Estimator (MLE):
p(w|θq) = c(w; q)|q| (3.3)
where c(w; q) is the count of w in q and |q| is the query length. But when there is feedback
from the search history, we can incorporate it as additional evidence to improve our esti-
mate of the query language model. This natural incorporation of extra information is why
language models are particularly suitable for modeling context-sensitive search.
Speciﬁcally, given search history H, we can estimate the context-sensitive query model
p(w|θq,H) as a mixture:
p(w|θq,H) = λp(w|θq) + (1− λ)p(w|θH) (3.4)
1http://ir.dcs.gla.ac.uk/test collections
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where p(w|θq) is the context-independent language model estimated using query text only,
p(w|θH) is a history language model learned from feedback in search history, and λ ∈ [0, 1] is
the interpolation weight. The key is to estimate the best history model θH from q’s history
H, i.e., the model that most accurately captures the user’s implicit feedback from search
history and can hopefully bring greatest increase in retrieval accuracy. There are several
challenges in this task: First, a past search can contain diﬀerent components (query, results
and clickthrough), and we should ﬁnd the best way to combine these pieces of contextual
information. Second, as discussed, not all past queries are equally relevant, and we need
to identify past queries related to the current query and weight them appropriately. Third,
when the search history has hundreds or thousands of entries, eﬃciency may become a
concern. These issues will be addressed in the next section.
3.3 History Language Models
In this section, we discuss how to compute the history language model θHk , which is regarded
as the search context of the current query qk and to be interpolated with θqk . The strategy
is to ﬁrst generate a unit history model for each history query, and then combine them to
get the overall history model.
3.3.1 Unit History Model
For each past query qi ∈ Hk, we will estimate a language model θi that captures the user’s
information need at that particular moment. We call this a unit history model, because
it represents a basic unit of search history that can be integrated to produce the overall
history model. We use the following formula to compute it:
p(w|θi) = λqp(w|θqi) + (1− λq)
σC
∑
dj∈Ci p(w|θdj ) + σNC
∑
dj∈NCi p(w|θdj )
σC |Ci|+ σNC |NCi| (3.5)
where λq is the interpolation weight on the original query model, θqi and θdj are the query
and document language models, and NCi = Di − Ci is the set of non-clicked results. The
fraction in the above formula is essentially a weighted average of result document models,
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with σC and σNC being the weights on clicked and non-clicked results, and |C| and |NC|
being the number of clicked and non-clicked results.
Below we discuss three special degenerated cases for setting the parameters, each in-
volving a single component of search history (namely, query, documents and clickthrough):
• λq = 1: (3.5) simpliﬁes to
p(w|θi) = p(w|θqi) (3.6)
The unit history model is based on query text only.
• λq = 0, σC = σNC : (3.5) simpliﬁes to
p(w|θi) =
∑
dj∈Di p(w|θdj )
|Di| (3.7)
The unit history model makes use of result documents only by averaging document
models. Because query texts are usually short, the user’s information need can often
be better inferred from these result documents. This resembles pseudo feedback, and
we expect the formula to give higher performance than the previous one.
• λq = 0, σC = 0, σNC = 0: (3.5) simpliﬁes to
p(w|θi) =
∑
dj∈Ci p(w|θdj )
|Ci| (3.8)
The unit history model is generated from clicked result documents only. Because
clicked documents reﬂect a user’s implicit feedback, the constructed language model
should be more accurate than the one in (3.7), where clickthrough information is not
used. If there are no clicks (Ci = ∅), the query (and its unit history model) is ignored
when this formula is used.
The general form of (3.5) combines diﬀerent components of search history. Typically,
we can set σC > σNC > 0, so that clicked results receive more weight than non-clicked
ones. On the data set, we ﬁnd that the setting λq = 0, σC = 20, σNC = 1 achieves good
performance.
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3.3.2 Overall History Model
We use a weighted average of the unit history models of past queries as the overall history
model:
p(w|θHk) =
∑
qi∈Hk λip(w|θi)∑
qi∈Hk λi
(3.9)
We discuss two general weighting schemes below.
3.3.3 Equal Weighting
With equal weighting, unit history models of diﬀerent past queries are assigned equal
weights:
λi = 1, ∀qi ∈ Hk (3.10)
If the unit history models only rely on query texts (3.6), and queries are assumed to be of
equal length, the probability of a term in the overall history model is proportional to its
global frequency in all queries of the history. Similar things can be said about (3.7) and
(3.8) for search results and those clicked ones.
This simple weighting scheme suﬀers from the problem that, as it tries to assign equal
weights to every piece of search history, none of them obtains much weight to be inﬂuential.
It produces a global but weak description of the user’s long-term interests.
3.3.4 Discriminative Weighting
As we have discussed in the start of this chapter, out of all past searches, only those that are
related to the current query are important as its context. We should therefore concentrate
the weight mass on them, and ignore other random, noisy parts of the search history. We
call this approach discriminative weighting, as we are selective about which parts of search
history to use according to the current query.
Generally, the more similar to the current query a previous query is, the more weight
it should have in the computation of the overall history model. Below we describe sev-
eral methods for calculating similarity scores between two queries, which can be used as
interpolation weights in (3.9).
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Cosine Similarity
For each query qi, we compute a TF-IDF vector vi that corresponds to the concatenation
of all its result documents:
vi[w] =
∑
dj∈Di
c(w; dj) log
N + 1
DF (w) + 0.5
, (3.11)
where vi[w] is the element in the TF-IDF vector that corresponds to term w, N is the
number of documents in the background corpus (WT2G), and DF (w) is w’s document
frequency. We choose to use concatenation of result documents rather than query text
because query text is usually very short, so there may not be enough overlapping between
two queries, even if they are related.
The cosine similarity between two vectors is deﬁned as
cos(vi, vj) =
vi · vj
|vi||vj | (3.12)
and is always in [0, 1].
Since cos(vi, vk) measures how close qi is related to qk, we can naturally use it for λi in
(3.9).
EM Estimation
Here we present a more principled approach, in which λi is derived from mixture weights
in a generative model.
Suppose there is a mixture model θmix:
p(w|θmix) = μCp(w|θC) + μqp(w|θqk) +
k−1∑
i=1
μip(w|φi), (3.13)
where θC is the background language model estimated from the corpus (WT2G), θqk is MLE
from the current query qk’s text, and φi is MLE from the concatenation of result documents
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of qi, a past query in Hk:
p(w|φi) =
∑
dj∈Di c(w; dj)∑
dj∈Di |dj |
(3.14)
μC , μq and μi are mixture weights and constrained by
μC + μq +
k−1∑
i=1
μi = 1 (3.15)
Let Λ denote the set of mixture weights (μC , μq, μi). We want to choose Λ∗ to maximize
the log likelihood for the mixture model to generate the result documents of qk:
Λ∗ = argmaxΛ log p(Dk|Λ)
= argmaxΛ
∑
dj∈Dk
∑
w∈dj
c(w; dj) log p(w|θmix) (3.16)
From (3.13) and (3.16), it can be easily seen that, the closer qi is related to qk, the larger
mixture weight (μi) φi will have in the mixture model (because it ﬁts Dk better). Indeed,
μi reaches its maximum when Di is identical to Dk. Therefore, we can use μi for λi in (3.9).
To estimate these mixture weights, we use the EM algorithm. Let wj be the j-th word
in the concatenation of all result documents in Dk. The Q-function is
L∑
j=1
(
p(ZCj |Λ(n)) logμCp(wj |θC) + p(Zqj |Λ(n)) log μqp(wj |θqk) +
k−1∑
i=1
p(Zij |Λ(n)) logμip(wj |φi)
)
where L =
∑
dj∈Di |dj | is the sum of qk’s result document lengths, Λ(n) is the set of
parameters in the n-th iteration, and ZCj , Zqj , Zij are the hidden variables, indicating the
events of wj being generated by θC , θqk , φi respectively.
In the E-step, we have
p(ZCj |Λ(n)) = μ
(n)
C p(wj |θC)
μ
(n)
C p(wj |θC) + μ(n)q p(wj |θqk) +
∑k−1
i=1 μ
(n)
i p(wj |φi)
p(Zqj|Λ(n)) = μ
(n)
q p(wj|θqk)
μ
(n)
C p(wj|θC) + μ(n)q p(wj |θqk) +
∑k−1
i=1 μ
(n)
i p(wj |φi)
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p(Zij|Λ(n)) = μ
(n)
i p(wj|φi)
μ
(n)
C p(wj|θC) + μ(n)q p(wj|θqk) +
∑k−1
l=1 μ
(n)
l p(wj |φl)
In the M-step, we have
μ
(n+1)
C =
∑L
j=1 p(ZCj|Λ(n))
L
μ(n+1)q =
∑L
j=1 p(Zqj |Λ(n))
L
μ
(n+1)
i =
∑L
j=1 p(Zij |Λ(n))
L
Because we have computed μq, the mixture weight on qk, we may estimate λqk in (3.4)
based on it, instead of using a ﬁxed value:
λqk =
μq
μq +
∑k−1
i=1 μi
(3.17)
This way, the weighting in the ﬁnal contextual model θk is very ﬂexible: when there is a
rich amount of relevant search history (reﬂected by a large value of
∑k−1
i=1 μi compared to
μq), there will be signiﬁcant weight on the history model θHk ; on the other hand, when
the search history is mostly irrelevant, the MLE model θqk from query text will dominate.
Moreover, all the weighting parameters (i.e., λqk and λi’s) will be estimated rather than
manually set.
Hybrid Method
The EM estimation method, although shown to produce more accurate weights, runs much
slower than the cosine similarity method, due to the fact that the EM algorithm usually
needs many iterations to converge, and each iteration is generally more complex than just
computing a cosine similarity value. This will be a big concern for longer search history,
when there are hundreds or thousands of queries.
We observe on the data set that, with discriminative weighting, only a small number of
previous queries are most related to the current query and receive non-insigniﬁcant weights
(which is exactly what we intend to see). Motivated by this, we ﬁrst run the cosine similarity
method, identify the queries with highest similarity scores, and keep them in a working set.
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We then run the EM estimation method only on the queries in this working set, and assign
zero weights to other queries in the search history. We ﬁnd this approach yields similar
retrieval accuracy as the original EM method, yet runs almost as fast as the cosine method.
3.4 Data Collection
At the time of experiment, there was no publicly available collections of search logs that
contain reasonably long period of users’ search history with implicit feedback information.
The later AOL search log [62], though containing search history for a large number of
users, provides little chance for conducting explicit user evaluation. Therefore, we chose
to create our own data set in the web search domain by making a plug-in for the Firefox
browser to record a user’s long-term search history. Speciﬁcally, the plug-in saves to a log
ﬁle all user search activities that are captured from the browser, including queries issued to
the Google search engine, search results (with titles, summaries and URLs) returned, and
the information of which results are clicked on. The plug-in collects search history in the
background and is intentionally kept transparent from the user so that it will not interfere
with her normal search activities.
Four computer science students kept the plug-ins installed on their personal computers
for over a month and then submitted their individual search logs to us (they were free to
delete any sensitive queries that they do not want to disclose). Next the users were asked
to pick at least 15 queries from their own search logs, starting from the back (the most
recent history). The queries selected from the search logs would be evaluated to create a
test data set. They must satisfy the following conditions, so that there is room for potential
improvement of retrieval accuracy with long-term context.
1. A selected query should have at least one relevant document. Thus misspelled queries
and queries issued just to check for the existence of something are excluded.
2. A selected query should either match the person’s interests and background (e.g.,
computer science, pop music, football) or belong to a search session (a chain of queries
for the same information need), being a reformulation of some previous query.
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For each query, we chose the top 20 results retrieved from Google as the collection
of documents (with Google’s ranking information removed) to be scored by our retrieval
methods. We only use their snippet texts (title + summary). To evaluate these result
documents, the users were presented with the set of top 20 results retrieved from Google
and asked to judge whether each document was relevant or not. If a query was a known-
item search, i.e., if the user knew exactly what the needed result would look like, then only
that result should be deemed relevant. Otherwise, if the user was exploring some topic,
then they should mark all results matching that topic as relevant. For example, if the user
has visited Python language’s website before and is searching for it again, only this result
should be considered relevant; if the user does not know Python and searches to get some
ideas about it, then a tutorial on Python is also relevant.
We distinguish two types of queries due to their diﬀerent nature and retrieval perfor-
mance. If a query has occurred before in the search history (in exact form or with keywords’
order changed) and there are clicks associated with its earlier occurrence(s), it belongs to
the category of recurring queries (known as repeat queries in [86]). Otherwise, we call the
query fresh. Usually, the purposes of recurring queries is to reﬁnd information [20], and are
more likely to be navigational than informational or transactional [16]. Recurring queries
are also more likely to reﬂect the user’s long-term interests. It tends to be easier to improve
the retrieval performance of recurring queries, as the user is very likely to choose exactly
those results clicked on in an earlier search.
Table 3.1 shows some statistics of the collected log data. The large diﬀerence in the
number of queries is due to some users not using Firefox for all of their web searches.
Table 3.1: Statistics of search log data
user1 user2 user3 user4
# days in search history 65 44 69 64
# queries 1255 355 376 136
# queries with ≥ 1 clicks 607 238 207 79
avg. # clicks for query with ≥ 1 clicks 1.26 1.48 1.56 1.37
# testing queries 71 63 19 17
# fresh/recurring queries 54/17 59/4 12/7 13/4
avg. # rel. results per query 2.09 4.14 3.58 6.59
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3.5 Experiment Results
In this section, we empirically evaluate the performance of the proposed methods on our
data set of personal web search logs. We will also study the inﬂuence on retrieval accuracy
of individual components and diﬀerent time cutoﬀs in search history.
We use the standard TREC mean average precision (MAP) and precision at top 5 doc-
uments (Pr@5) as our evaluation metrics, which respectively measure the system’s overall
retrieval accuracy and its performance for those documents that are most viewed. We pool
together the queries and judgments of all four users, so that the evaluation result will be
a weighted average over these users, with the number of testing queries of each user as
weights. We also report the performance for fresh and recurring queries separately, because
they display very diﬀerent behaviors.
3.5.1 Eﬀects of Using Diﬀerent Search History Components
We ﬁrst study how useful each search history component (i.e., query, documents and click-
through) are as search context. Table 3.2 shows the performance of using only certain
components with the equal weighting and EM estimation methods. The rows “Context-
less”, “Equal”, “EM” correspond respectively to the baseline method of using only query
text, equal weighting and discriminative weighting with EM estimation. The text in paren-
theses indicate which component is used. For equal weighting, we set λqk to 0.1 for fresh
queries and 0.02 for recurring queries, which perform better than other values.
We ﬁnd that from the search history, queries alone usually does not help (except in
the case of recurring queries with equal weighting), probably because query texts are too
short to make useful search context. In contrast, result documents are able to improve
retrieval performance, especially for recurring queries. Finally, clicked results yield the
highest increase in search accuracy, suggesting the usefulness of clickthrough as implicit
feedback.
The fact that both result documents and clickthrough bring improvement in retrieval
performance prompts us to combine them by setting σC = 20σNC in (3.5), so that both
result documents and clickthrough are used in the computation of the history model. How-
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Table 3.2: Eﬀects of using diﬀerent search history components
Fresh Recurring
MAP pr@5 MAP pr@5
Contextless 0.371 0.233 0.265 0.138
Equal (query) 0.355 0.228 0.309 0.206
Equal (docs) 0.387 0.264 0.396 0.231
Equal (clickthrough) 0.394 0.258 0.470 0.250
Equal (combination) 0.391 0.261 0.460 0.244
EM (query) 0.368 0.237 0.257 0.138
EM (docs) 0.404 0.275 0.390 0.244
EM (clickthrough) 0.425 0.274 0.772 0.331
EM (combination) 0.430 0.271 0.766 0.325
ever, we do not observe performance gain over using only clickthrough.
3.5.2 Comparison of Contextual Models
Table 3.3: Retrieval accuracy of diﬀerent methods
Fresh Recurring
MAP pr@5 MAP pr@5
Contextless 0.371 0.233 0.265 0.138
Equal 0.391 0.261 0.460 0.244
Cosine 0.409 0.265 0.705 0.325
EM 0.430 0.271 0.766 0.325
Hybrid 0.420 0.268 0.802 0.331
Table 3.3 shows the retrieval accuracy of diﬀerent methods. The rows “Contextless”,
“Equal”, “Cosine”, “EM”, “Hybrid” correspond, respectively, to the baseline method of
using query text only, equal weighting, discriminative weighting with cosine similarity, dis-
criminative weighting with EM estimation and the hybrid method. In the methods that
use search history, we combine result documents and clickthrough by setting σC = 20σNC
as before.
We observe that all contextual methods perform better than the contextless one, in-
dicating that long-term history indeed provides helpful search context. We also ﬁnd that
recurring queries get a lot more improvement from the use of search context than fresh
queries, because by nature recurring queries have more relevant search history available as
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implicit feedback. As we have expected, the discriminative weighting methods outperform
the equal weighting one, proving the advantage of selective use of search history. Finally,
we note that the EM estimation method achieves higher retrieval accuracy than the cosine
similarity method, and the hybrid method has comparable performance.
3.5.3 Eﬀects of Using Diﬀerent Search History Lengths
To ﬁnd out whether recent search history is most useful and whether remote search history
helps, we truncate the search history to diﬀerent lengths (e.g., one day back from the current
query), and plot the change of MAP (of the EM weighting method) with respect to time
cutoﬀ in Figure 3.1.
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Figure 3.1: Eﬀects of diﬀerent search history lengths: within 12 hours (top) & within 70
days (bottom)
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We see that for fresh queries, the dominant increase in MAP comes from the most recent
history (especially within one hour), while for recurring queries, although recent history is
clearly more important, remote history also contributes to the improvement in retrieval
accuracy. We believe the diﬀerence is because recurring queries are more likely to reﬂect a
user’s long-term interests, and thus have more relevant history to leverage.
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Chapter 4
Long-term Implicit Feedback for
User Modeling and
Recommendation
As discussed earlier, implicit feedback in a user’s long-search search history contains rich
clues about the user’s interests and preferences, thus are potentially an important source
for learning about the user. User interests discovered from search history not only directly
facilitate understanding of the user’s search behavior, but also can be leveraged to improve
future search results, or make recommendations on new information items like news and
products. In this chapter, we propose to mine a user’s long-term search log to discover
Long-lasting Exploratory Interest Patterns (LEIP).
A long-lasting interest pattern is a sequence of related searches spanning a long period of
time. Note that queries in the sequence do not need to be consecutive; all that is required is
they share a similar information need and be ordered by time. Intuitively, a long-lasting, or
recurring interest pattern represents a strong, stable interest of a user, which can be a hobby
that inspires much exploration or just a frequent need to navigate to speciﬁc web pages.
This is in contrast to a short-term, passing information need, such as ﬁnding information
about a city that the user is visiting, which generally only lasts for a short period of time,
and with a low likelihood to be repeated. Since short-term information needs are often
ad-hoc, we are more interested in long-lasting patterns, which are more reliable for us to
learn about the user’s interests, and to make robust recommendation that the user would
presumably be interested in.
Furthermore, we are particularly interested in mining long-lasting exploratory interest
patterns. An exploratory interest pattern is one that represents an exploratory information
need, such as learning about a topic or category, either in depth or wide coverage, or
keeping track of an event or item. For such an information need, a user can be expected
to explore the information space broadly, and the scope of relevant documents tends to
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enlarge as time goes by, which is often reﬂected by a diverse array of queries and clicks.
This is in contrast to a focused interest pattern, where the user’s information need is ﬁxed
on a narrow subject. For example, users often issue queries as a convenient “bookmark”
to repeatedly visit a certain web page like “Yahoo mail”. This pattern provides little value
for learning about the user’s interest, in contrast to truly exploratory patterns like one
generated by a video game player searching for game information. Clearly, in the latter
case, the user can signiﬁcantly beneﬁt from automatic recommendation of new games. The
main motivation for mining LEIPs is to enable recommending new relevant information to
a user proactively based on the discovered LEIPs. Discovering such interest patterns has
also other applications such as understanding user behavior and improving search results
of related queries by the user to achieve personalized search, which are not the focus of this
paper.
This chapter builds upon many results from Chapter 3, as both of them rely on implicit
feedback from a user’s long-term search history and aim to capture the user’s search in-
terests and preferences using language models. For example, we continue to represent the
information need in individual searches using the unit history model from Chapter 3, and
still ﬁnd using clickthrough works much better than only query. However, unlike search
tasks, recommendation is queryless, in that the built user model is not combined with a
new query to rerank its results, but used directly to ﬁlter new documents without a query.
The memory-based method in Chapter 3 to compute a query-speciﬁc history model will
not work; instead we represent the user’s interests using many topic language models, cor-
responding to diﬀerent aspects of user interests. Also, we conduct a simulated user study,
which we show is a feasible evaluation strategy alternative to real user studies like the one
we did in Chapter 3.
The rest of the chapter is organized as follows. In Section 4.1, we formally describe
the task and present our methods to discover LEIPs. We discuss how to recommend new
information using LEIP in Section 4.2. We describe our experiment design and analyze the
evaluation results in Section 4.3.
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4.1 Discovering Long-lasting Exploratory Interest Patterns
Given search history from a user (notations are same as in Section 3.1), we would like to
discover search patterns that represent the user’s interests. More speciﬁcally, a search inter-
est pattern Pk is represented as a set of relevant searches Sk1, Sk2, . . . that together capture
the user’s interest in a particular aspect such as auto or computer science. Additionally, we
associate with it a language model LMk that models word usage in searches matching the
pattern. Thus, we write Pk = ({Ski}, LMk).
Aside from being long-lasting and exploratory, a well-formed LEIP should also possess
the basic properties of completion and cohesion. For completion, we would like the search
patterns to cover as many aspects of user interests as possible, so that nothing important
is left behind. For cohesion, searches in a pattern should be similar to each other, as they
are about the same interest. We would like similar searches to be in the same pattern and
dissimilar searches to be in diﬀerent ones, like what is required in clustering. So naturally
we base our approach on clustering of searches, which tries to make the discovered patterns
complete and coherent.
It is important to recognize the challenges in our task of LEIP discovery that can cause
a casual application of clustering algorithm to perform poorly:
First, there are many ad-hoc searches that are found in a user’s search history that
constitute “outliers” not belonging to any cluster. Thus the clustering algorithm should be
able to identify outliers; including them in output clusters can hurt the coherence of the
pattern.
Second, search log is a very special type of literature, as the text associated with each
search is very sparse: the query, which directly reﬂects a user’s information need, tends to
be very short, usually just 2-3 words long. This makes it diﬃcult to compare the similarity
between two searches. For example, ‘auto dealer” and “used cars” have no overlapping
words, though they are probably related. To solve this problem, we need to use other
evidences to provide a smoother model of user intent than the one constructed only from
query. In our approach, we use all results for pseudo feedback and clicked results for implicit
feedback.
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Third, queries usually group into sessions, which consist of one or more related queries
issued near each other in a short time span. They provide a hint to the clustering algorithm
that some queries should be assigned to the same cluster. Note that this session membership
is like time locality, but not the same. Two queries with short time gap are more likely to
be related, but since we are looking for long lasting interest patterns, even if two queries
are far apart, they should still be grouped together as long as they are closely related. To
detect session boundaries, we use a simple approach of setting time and query similarity
thresholds.
4.1.1 Clustering Algorithm
We represent the user information need behind a single search S by a TF-IDF vector v [74],
in which the i-th element records the TF-IDF weight of term wi:
v(wi) = tf(wi) ∗ idf(wi) (4.1)
where tf(wi) is the normalized frequency of wi in S, and idf(wi) is the inverse document
frequency of wi. Here the choice to represent search as a TF-IDF vector rather than a unit
history language model (as in Section 3.3) is solely for the convenience of computing cosine
similarity in the clustering algorithm.
As discussed earlier, in addition to query text, we use all results for pseudo-feedback,
and the clicked ones for implicit feedback, so as to construct a smoothed user search need
model. More speciﬁcally, we let
tf(w) = #(w, q) +
∑
d∈NC
#(w, d) · α +
∑
d∈C
#(w, d) · β (4.2)
where #(w, q) and #(w, r) is word w’s frequency in query q and result d, NC and C are
sets of non-clicked and clicked results, and α, β are weights that are set to 0.5 and 0.01
empirically. This formula is very similar to the unit history model in Section 3.3.
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For idf , we calculate it using the formula from [30].:
idf(x) =
(
N + s
#(w) + s
)0.35
(4.3)
where N is the total number of documents in the WT2G corpus, and #(w) is the number
of documents containing w. s is needed to cover those cases where the word is not found
in the background corpus, and we set it to 100 as WT2G is not very large.
We use agglomerative clustering, as this is a simple algorithm with reasonable perfor-
mance, and more importantly, it does not require us to predeﬁne a certain cluster number.
More sophisticated clustering algorithms such as [29, 105] can be used, but improving it
along this line is orthogonal to other techniques in this paper, and does not aﬀect our
conclusions.
We calculate the similarity between two searches using cosine similarity:
cos(Si, Sj) = vSi · vSj/(|vSi | · |vSj |) (4.4)
where vS is the TF-IDF representation of S as calculated above. And we use average-link
[95] to compute similarity between two clusters:
sim(Ck, Cl) =
∑
Si∈Ck
∑
Sj∈Cl
cos(Si, Sj)/(|Ck| · |Cl|) (4.5)
We stop merging clusters when it falls below 0.1.
The clustering algorithm is an oﬄine clustering algorithm, with a computational com-
plexity of O(ln2 log n), where n is the number of searches, and l is the maximum vector
size (we truncate search vectors to n = 50 terms). On a P4 2.8G machine, it takes about
5 seconds to cluster 1000 queries. In a real production system, however, a user’s search
history comes in a stream, and from time to time (when enough new search history has
been accumulated), the user’s interest patterns need to be updated with the newly avail-
able information. To avoid re-computation from scratch, an incremental, on-line clustering
algorithm is desired. One could modify the original algorithm by only using existing sum-
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mary information for past searches, instead of keeping all of them in memory. [107, 12] are
examples of building online clustering algorithms based on oﬄine versions.
We use sessions as seed clusters for the agglomerative clustering algorithm, i.e., queries
in the same session are initially grouped in the same cluster already. Without session
information, these queries may not end up in the same cluster due to the average-link
based similarity computation. Also, a reduction of seed cluster number helps to reduce
computation. We also join recurring appearances of the same query in a single cluster.
Because there are usually a large number of recurring queries (e.g., the user may use “Yahoo
mail” to reach the site frequently), this constitutes a nontrivial saving of computation.
4.1.2 Filtering and Ranking Interest Patterns
At the ﬁnish of the clustering algorithms, we usually have a lot of clusters, many of which just
contains a single unique query, being either an outlier or a series of recurring navigational
queries. Even among the truly exploratory patterns, there is a need to rank them by
how frequently the user shows interest in them. Therefore, following clustering we have a
postprocessing step that ﬁlters clusters to only keep long-lasting and exploratory ones as
interesting patterns
Long-lastingness Measures
To characterize how long-lasting an interest pattern is, the most straightforward measure is
the number of queries in the pattern. This one has the drawback that navigational queries,
which are less interesting, produce high scores, so an alternative is to measure the number
of unique queries in the pattern to penalize recurring queries. Also, since a pattern tends to
last longer if its queries are distributed in many sessions than concentrated in few ones, we
would like to penalize queries in large sessions. We can measure the number of sessions in
the pattern, which gives each session a frequency weight of 1 no matter how many queries
they contain.
Finally, we propose a measure that penalizes both recurring queries and queries in large
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sessions, which we call normalized query count:
∑
qi∈Q
1
max(M(qi) + α,N(qi) + β)
(4.6)
where M(qi) is the number of queries that are identical to qi, and N(qi) is the number of
queries in qi’s search session. This is like a TF scoring function in which we favor higher
frequencies, but the marginal score increase decreases when we increase the frequency (M(qi)
or N(qi)). In practice we ﬁnd setting α and β to 0 works best, which eﬀectively ignores
recurring queries and gives each session a weight of 1.
Exploratoriness Measures
Here we measure how exploratory an interest pattern is. For an exploratory pattern, the
user tends to explore many aspects, rather than focusing on a single item. Most likely,
the user will continue to issue new queries and click on new urls. Subsequently, the user’s
queries and clicked urls tend to be diverse. This gives us some insight into how to capture
this exploratoriness.
Query novelty: The more exploratory a search interest pattern is, the more likely the
user is to issue new queries. Thus we can use the likelihood for a user to issue new queries
as a measure of query exploratoriness.
Suppose the user has already issued N queries Q1, Q2, · · ·QN , out of which M are
unique. Let the binary indicator variable U(Qk) be 1 if Qk is diﬀerent from all previous
queries Q1, Q2, · · ·Qk−1 and 0 otherwise. If we make the assumption that the probability of
Q being new is independent of its occurrence order and its textual content, then the total
probability of seeing M unique queries out of N is δM (1−δ)N−M , where δ is the probability
of a query being novel (given the independence assumption). It is easy to infer that the
value of δ that maximizes the above likelihood is M/N , if we use a uniform prior for δ.
The independence assumption has ﬂaws. For example, we may think a user is more
likely to repeat a query when there have been a larger number of past queries. Therefore, a
pattern with a large number of queries may get penalized. One might use a more complicated
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model such as the Chinese Restaurant Process (in which we make identical queries to sit
at the same table), but in reality we ﬁnd that Pearson’s Correlation Coeﬃcient between
division-based query novelty and query number is only -0.045 for patterns with at least 5
unique queries, so the current formula is suﬃcient.
Query term novelty: Similar to query novelty, if we consider each query term as a
unit instead of a whole query, we can deﬁne query term novelty as
# unique query terms /# total query terms
This formula gives the probability of each query term being novel. Pearson’s correlation
coeﬃcient between query term novelty and query term number is 0.022, so the independence
assumption should not pose a serious problem.
Query term novelty is very similar to query novelty, except that query novelty tends
to over-estimate but query term novelty tends to under-estimate. This is because in the
computation of query novelty, a query is considered new whether it diﬀers entirely or just
by a term from previous queries. While for query term novelty, it is measured at term
level, but sometimes it reports no novelty when there is. For example, for the three queries
“NCAA”, “NBA schedule” and “NCAA schedule”, the last query does not introduce any
new terms, but it still reveals new information need.
Clicked url novelty: If a search interest pattern is exploratory, not only will the user
issue many diﬀerent queries, but also the urls clicked by the user tend to be diverse. For a
navigational query, the user may always click on the same url, but for an exploratory one,
she is likely to try out many diﬀerent urls. Thus, we can also deﬁne clicked url novelty and
use it to capture the exploratoriness of a search pattern.
As before, clicked urls can be deﬁned as
# unique clicked urls /# total clicked urls
Note that clicked url novelty is less direct than query novelty in characterizing ex-
ploratoriness. While the action of issuing a query is directly motivated by the information
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need, the action of clicking on a certain url not only depends on the user’s information
need, but is also aﬀected by the quality of the results returned by the search engine. It
is possible that an exploratory pattern contains many diﬀerent queries, but not so many
diﬀerent clicked urls simply because the result ranking is poor. Also, the correlation with
regard to clicked url number, however, is quite strong (-0.355), so large patterns tend to be
penalized.
Query term entropy: Entropy is a standard measure for characterizing the uncer-
tainty in a probability distribution. Thus we can use it to measure the diversity of user
actions in a search pattern. We pool all the query words in an interest pattern and then com-
pute entropy from the histogram. Generally speaking, if an interest pattern is exploratory,
the word use in the member queries tends to be rich and diverse, yielding a high query term
entropy. A larger entropy usually means higher diversity of the interest pattern. However,
entropy tends to characterize the “evenness” of a distribution. Let A be a pattern having
two queries with frequency 20-20, and B be a pattern having 5 queries with frequency 1-1-
1-1-20. B is more exploratory than A, because both queries in A are repeated a lot (likely
to be navigational), while only one query in B is repeated. But in this case, A will have a
larger entropy.
Click url entropy: We can also compute the entropy of the clicked urls as a more
principled way to measure their diversity. Given a pattern, we build a histogram which
gives click frequency for each clicked url, and use it compute its entropy. It has similar
problems as query term entropy.
There are some existing works [46, 54] on predicting if a query is navigational or not.
For example, [54] uses click distribution as one of the features. But the click distribution
in that case is calculated from collaborative ﬁltering data from diﬀerent users for the same
query, while here we use (possibly) diﬀerent queries from a single user. [100] uses a set of
history features to predict whether the user’s interest on a query is high enough to have the
query registered to receive new results. Its diﬀerence with this work is that it tries to ﬁnd
queries that are interesting yet unfulﬁlled, rather than LEIPs.
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4.2 Recommending New Information Using Search Patterns
Given a set of pattern {Pk} extracted from search history, we can use them to recommend
items for the same user. But ﬁrst of all, for each pattern, it is desirable to summarize the
individual searches using a language model, which is a distribution of terms, more concisely
representing the user interest as reﬂected by these queries. The general model can then be
used for all kinds of information retrieval or text mining tasks. Here we can use it to score
a set of new information items to produce a ranked recommendation list.
In order to produce the pattern language model θP , we would like to ﬁrst estimate a
separate language model θi for each search Si in the pattern P , which can then be combined
to generate the overall θP .
θi can be computed using the unit history model (3.5) in the previous chapter. Alter-
natively, we may assume Si is generated from a topic model θT and a background model
θB, so the log likelihood of Si is
∑
w
c(w) log
(
μP (w|θB) + (1− μ)P (w|θT )
)
where μ is the mixture coeﬃcient, and we tune it to 0.9 in the experiments. We estimate
θB from the WT2G corpus, and we should select θT to optimize the log likelihood of Si. An
expectation-maximization (EM) algorithm for this is provided in [102]. We can then just
let θT be the language model for Si.
The pattern language model can be the weighted average of the search language models:
θP =
∑
Si∈P θSi · λi∑
Si∈P λi
(4.7)
where λi is the weight assigned to Si. For example, we can use a time-decaying scheme
to give recent queries more weight. We tried this but failed to see improvement, probably
because our search log does not span a long enough period for time weighting to show
advantages.
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4.3 Experiment Results
4.3.1 Data Collection
We use a web search log data set from the AOL search engine [62]. The log spanned three
months. Each query is associated with a user id, so we can recover the complete search
history of a particular user within this period. Because the search log does not come with
results, we crawled the search engine for up to 20 result snippets per query1. We did
this for 100 users with highest number of clicked sessions (using the previous deﬁnition of
session), and got 122487 queries, which means these users on average had 1200+ queries
in the three-month period. The result snippets have an average length of 29 words, and
are indexed together as a collection C, which can be considered as a small sample of the
web. We divide the user’s search history into two equal halves, a “training” set and a
“test” set for the purpose of simulated studies, as detailed later. For each user, the training
set has the same number of queries as the test set. We use the training set to mine the
long-lasting exploratory interest patterns. More speciﬁcally, we cluster the searches, and
compute various scores on them using the measures deﬁned in Section 4.1.2. We discard
patterns with fewer than 5 unique queries as they are unlikely to be very informative.
In our experiments, we ﬁrst evaluate the eﬀectiveness of our methods to discover in-
teresting LEIPs, then examine whether useful recommendation of new information can be
made using these LEIPs.
4.3.2 Evaluating LEIP Discovery
We have proposed many measures to evaluate whether a pattern is long-lasting / ex-
ploratory. Each measure produces a ranking of patterns based on how they score against it.
We want to know which measure is more accurate, i.e., which of them better orders clusters
in accordance to their long-lastingness / exploratoriness. One way is to recruit people to
manually label whether a pattern is long-lasting or exploratory, e.g., on a 1-5 scale. How-
ever, since long-lastingness and exploratoriness lack rigorous deﬁnitions, it is hard to give
1Although the ranking has changed a lot due to the time diﬀerence between logging and crawling, we are
still able to ﬁnd 89449 out of 143932 clicks in the new top 20.
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intuitive instructions on how to make such judgment, except for easy cases where a pattern
is infrequent or navigational. For example, does a pattern with 10 queries in 2 sessions tend
to last longer, or a pattern with 5 queries in 5 sessions? Moreover, since the judge is not the
actual search engine user, they may have diﬃculties understanding the user’s intentions.
Also, the large number of patterns makes human judgment expensive. Therefore, instead
of human labeling, we propose an automatic way to evaluate a pattern’s long-lastingness /
exploratoriness (and thus to compare the diﬀerent measures), which are discussed below.
Evaluating Long-lastingness Measures
A long-lasting pattern is characterized by its tendency to recur in the user’s search history.
Thus the pattern should not only be frequent in the past, but would also be frequent in the
future. To compare the long-lastingness measures on the training set (the past) is futile,
since we cannot ﬁnd a neutral frequency measure to test against. The workaround is to
look at the test set (the future), to see how well the patterns can stay frequent: a good
long-lastingness measure would ensure the patterns scored high on the training set continue
to be frequent on the test set, with little regard to what is chosen as the frequency measure
on the test set.
More speciﬁcally, we compute long-lastingness measures for patterns discovered from
the training set, and rank the patterns in decreasing order of their measured scores. We
then compute frequency measures for these patterns on the test set: a query from the test
set is considered to belong to a pattern if its cosine similarity with any query from the
pattern is greater than 0.1. Again we rank the patterns according to their measured scores
on the test set. We then compare the two rankings. Ideally a good measure will have a
ranking on the training set that agrees well with its ranking on the test set: patterns that
are more frequent on the training set will still be more frequent on the test set. In this
light, we can conjecture that query count will not perform very well, as in many cases there
can be a short-lived burst of searches, leading to high query count scores on the training
set but not carrying over to the test set, and thus disrupting the ranking.
We use Kendall’s τ to measure the agreement between two rankings. This correlation
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measure has the advantage that it only looks at the relative ordering, rather than the
absolute values. Suppose the value of a pattern pi is fi on a certain measure, and gi on
another measure. We say two patterns pi and pj form a concordant pair if sgn(fi − fj) ·
sgn(gi−gj) = 1 and a discordant pair if sgn(fi−fj)·sgn(gi−gj) = −1. One important thing
to note is that we require pi and pj to be about the same user, as between diﬀerent users
it is often hard to compare, as they may exhibit diﬀerent search behavior. For example, a
user may use more query reformulation or simply have a longer search time span. When we
count the number of concordant pairs P and discordant pairs Q, we can calculate Kendall’s
τ as τ(f, g) = (P − Q)/(P + Q), which reaches maximum value 1 when two rankings are
identical and minimum value -1 in the opposite case.
Table 4.1: Correlation of long-lastingness measures
Testing
Training QC UQC SC NQC
QC 0.38 0.37 0.38 0.37
UQC 0.38 0.39 0.38 0.39
SC 0.42 0.40 0.44 0.42
NQC 0.42 0.42 0.43 0.44
QC: query count; UQC: unique query count
SC: session count; NQC: normalized query count
Table 4.1 shows the correlation of the rankings on the training / test sets as deﬁned by
the long-lastingness measures. As expected, each long-lastingness measure correlates best
with itself between the training set and the test set (as can be noted in the diagonal line).
Query count and unique query count are inferior to session count and normalized query
count, because there can be a short-lived single session with many queries, leading to a
high query count. The best measures to preserve frequency across training / test sets are
session count and normalized query count, which perform better than the other measures
no matter which measure is used as a reference on the test set.
Evaluating Exploratory Measures
As with long-lastingness measures, we take an indirect approach in evaluating exploratory
measures. Here we make a hypothesis that an exploratory pattern in the past still tends
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to be exploratory in the future, if it is frequent both in the past and in the future. The
intuition is that if a user displays profound interest (as opposed to a ﬁxed need) in a topic,
they are likely to keep exploring this topic, if the interest is a long-lasting one. Therefore,
we also use the correlation between the ranking on the training set and the ranking on
the test set to guide us in the selection of the best exploratoriness measure. We only look
at those patterns that have a normalized query count of at least 10 in both training and
test sets (this gives us 152 patterns). Otherwise, the exploratoriness measures would be
distracted by the need to taking long-lastingness into consideration.
Table 4.2: Correlation of exploratory measures
Testing
Training QN QTN CN QTE CE
QN 0.25 0.14 0.22 0.04 0.10
QTN 0.23 0.22 0.18 0.04 -0.01
IQN 0.29 0.33 0.24 0.11 0.02
CN 0.29 0.26 0.49 0.11 -0.07
QTE 0.18 0.02 0.12 -0.14 0.30
CE 0.14 0.02 0.06 0.07 0.45
QN: query novelty; QTN: query term novelty
IQN: interpolated query novelty; CN: clicked url novelty
QTE: query term entropy; CE: clicked url entropy
Table 4.2 shows the correlation of the rankings on the training and test sets as deﬁned
by the exploratory measures. We can make the following observations. First, both query
novelty and query term novelty characterize the likelihood of the user to come up with new
queries, but the former tends to over-estimate and the latter tends to under-estimate, so we
may try to combine them using interpolation. If we set the interpolation weight on query
novelty to 0.5, we ﬁnd that the result is better than the individuals with regard to all three
novelty measures. Second, for clicked url novelty, it performs better than query novelty
and query term novelty, but since clicks are heavily inﬂuenced by search engine’s ranking,
we prefer not to rely on this measure. Third, the query and clicked url entropy measures
correlate badly with the novelty measures, indicating they are not good for exploratoriness.
The possible reason, as we have previously discussed, is that entropy measures uncertainty
rather than novelty. In conclusion, we choose the interpolation between query novelty and
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query term novelty (interpolated query novelty) as our measure for exploratoriness.
4.3.3 Evaluating Recommendation of New Information
One of the goals of mining user search history for interest patterns is that the discovered
LEIPs can be used to recommend new information to the user. Since the LEIPs presumably
represent user interests, we can expect recommendation made based on this knowledge will
produce very relevant results that the user would like to see. We can choose to recommend
news or products, but there is a problem when it comes to evaluation: since the search
engine users are not with us, we can not ask them whether a recommended news or product
is desirable, but to turn to recruited people for judgment, who have to study the original
user’s interests as reﬂected by the patterns. The process thus would be quite diﬃcult,
error-prone and expensive.
Instead, we perform a simulated study, choosing to recommend web pages from a small
sample of the web, and to use user clicks as judgment. More speciﬁcally, given the training
and test sets we described earlier, we cluster the searches from the training set, ﬁlter the
patterns to only retain those long-lasting and exploratory ones, and construct the pattern
language models, as discussed in previous sections. Then we try to recommend new search
results from the test set. We pool all search results in the test set together, with repeated
occurrences of a result (i.e., with identical url) removed. These results constitute a collection
of candidate documents available to recommendation. We then use the constructed pattern
language model to retrieve from the collection (for each LEIP), and produce a ranking
of results, which are presented to the user as recommendation. If we have captured a
user’s interest patterns, hopefully the user will ﬁnd interesting results at the top of the
recommendation list.
As previously said, we do not have direct knowledge whether a result is interesting or
not. So for simulation, a result is considered relevant if (1) the user clicks on it in the test set,
and (2) the click is from a query relevant to the interest pattern (as before, a test query is
relevant if it has a cosine similarity of 0.1 with any training query in the pattern). Although
clickthrough is not absolute judgment of relevance, the click action shows the user’s interest
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in a result, and can be considered a positive acknowledgment for a recommended result.
We report two sets of evaluation results. In one set (all-url), all clicked urls are treated
as relevant documents. In the other (new-url), we only consider clicked urls that have not
been clicked in the training set. All-url allows past results to be recommended if the user
recalls them, while new-url limits itself to completely new results, thus it penalizes recurring
queries (many are navigational ones).
To quantitatively measure the quality of recommendation, we use the retrieval accuracy
of the pattern language model, given that the clicked results in the test set make the
relevance set. The retrieval accuracy can then be used to measure the successfulness of
recommendation. We use KL-divergence based retrieval method. We use Porter stemmer
and a Dirichlet prior of 35. For retrieval accuracy we report Mean Average Precision
(MAP), average precision at top 10/100 retrieved documents (P10, P100). MAP measures
the average precision at each relevant document, while P10 and P100 measures the utility
to the user when they look at top 10/100 documents. All three measures are averaged over
patterns that have at least one relevant clicks.
Table 4.3 shows the recommendation accuracy at various frequency / exploratoriness
cutoﬀs. That is, we ﬁlter all patterns that fail to meet the frequency / exploratoriness
requirements. The cutoﬀs are combinations of normalized query count and interpolated
query novelty. The thresholds 0, 3, 4, 7 and 0, 0.5, 0.6, 0.7 roughly correspond to 0%, 25%,
50%, 75% tiles. Recommendation accuracy is computed using MAP, P10, P100 on both
all-url and new-url. The number of patterns for new-url is a little smaller because there
may not be relevant results left if old urls are considered as irrelevant, so these patterns are
removed.
We can make several observations from Table 4.3:
First, the values for all-url are much higher than the corresponding ones for new-url.
This is expected, as all-url allows documents that have been seen in the training set, which
are easier to predict than those unseen ones in the test set. However, many of the relevant
documents in all-url are just for navigational purpose: if we increase the exploratoriness
threshold from 0 to 0.5, the values for all-url take a much more severe hit than those for
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Table 4.3: Recommendation accuracy at various frequency / exploratoriness cutoﬀs
NQC IQN ALL URL NEW URL
≥ ≥ #patterns MAP P10 P100 #patterns MAP P10 P100
0 0 858 0.092 0.058 0.021 795 0.028 0.024 0.015
0 0.5 667 0.060 0.043 0.019 632 0.028 0.025 0.015
0 0.6 534 0.057 0.041 0.018 505 0.028 0.025 0.015
0 0.7 283 0.016 0.033 0.016 266 0.023 0.021 0.013
3 0 478 0.090 0.076 0.027 449 0.028 0.028 0.019
4 0 333 0.073 0.081 0.031 319 0.027 0.029 0.020
7 0 155 0.064 0.097 0.038 151 0.029 0.035 0.023
NQC: normalized query count threshold; IQN: interpolated query novelty threshold
new-url, indicating many navigational documents are removed from consideration.
Second, as we increase the frequency threshold, the recommendation accuracies P10
and P100 are increased. This is due to two reasons. First, when a pattern contains more
queries, the user shows more interest in it, and is likely to search for related queries and
click on results more often in the future. Second, with more queries, the model for the
interest pattern can be more precisely deﬁned, making retrieval easier. MAP becomes
lower, probably because there are more relevant results that need to be retrieved.
Third, as can be seen both from Table 4.3, recommendation accuracy generally decreases
when the pattern is more exploratory. (Table 4.3 only displays the case when NQC ≥ 0,
but other cases have similar trends.) This may come as a bit unexpected: we have hoped
an exploratory pattern to be more interesting to the user. However, we should keep in
mind that a more exploratory pattern is inherently less coherent: the user would explore
many aspects that are related to each other, but often without ties as strong as we would
ﬁnd in a more focused pattern. The consequence is two-fold. First, because the pattern is
less coherent, the model built has to capture many aspects, making it of less distinguishing
power. Second, because the user’s interest is broad, future documents are more diﬃcult to
predict; they tend to be farer away from existing ones compared to the case of less focused
patterns.
Below we display queries from a sample interest pattern with interpolated query novelty
1.0 (highest) but a poor MAP of 0.006 in both all-url and new-url:
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steve harvey, fred astaire, bernie mac, della reese, star jones-reynolds, pam grier, betsy
palmer, patti labelle, dan blocker
The user was apparently interested in these celebrities, and clicked on a lot of IMDB.com
entries of them. Our top retrieved results indeed mainly consist of celebrity pages, including
many from IMDB.com. But since there are a huge number of celebrities to choose from (note
that there are results from other users that get recommended), it would be diﬃcult to predict
exactly whom the user would be interested in the future. The lesson is that an exploratory
pattern would not enjoy the same distinguishing power as a focused one. However, it still
can be very useful, as in this case we know the user had a strong interest in celebrities.
Though unfortunately, this user seldom returned for an already known celebrity. Therefore,
sometimes too high an exploratoriness score can be disadvantageous for the recommendation
task.
Finally, the accuracy numbers may seem a bit low, if we are to compare to those in
traditional retrieval tasks. There are several reasons for this. First, the knowledge of which
topics the user is interested in does not boil down to predictions of which exact urls the user
may click. In the former case, we have recommended a lot of celebrities, but we do not know
the particular behavior of user in the future. Also, the action of a user clicking on a certain
url (up to 20 for each query) is inﬂuenced by the ranking of the search engine: the user is
more likely to click on those ranked high (in particular, the top three results). However,
the retrieval model do not consider those ranking factors such like PageRank or spam score:
two results may seem equally good according to the recommendation system, which uses
solely textual similarity scores calculated from the short summary snippets, while the user
may choose one with a higher PageRank score, which is beyond our capability. But most
importantly, as we show below, clickthrough is very restrictive. A clicked result is highly
likely to be relevant, but we have no evidence to claim that an unclicked result is not
relevant, especially if the unclicked result is not clicked simply because it is ranked lower in
the original search ranking.
To look into the problem of low click rates at the top of the recommendation lists, we
have done a small scale manual evaluation of the recommended results. First, we randomly
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choose 20 patterns from all patterns having a normalized query count of at least 5 in both
training and test sets. We then select top 10 unclicked results and top 10 clicked results (or
all of them in the recommendation list, whichever is fewer). For each pattern, we list all of
its member queries and clicked urls in the training set, so that we can try to understand the
user’s interests as embodied in the particular pattern. We then make relevance judgment
to a list of the clicked and unclicked results, which have been mixed together randomly,
so that it is not possible to tell which results are clicked or not. We take caution not to
make too “lenient” judgments, i.e., we refrain from making bold extrapolation of a user’s
interests. For example, if a pattern is on schools near Chicago, we do not consider results
about Chicago restaurants as relevant.
Table 4.4: Number of clicked/unclicked relevant/irrelevant results in the manually evaluated
set of 20 interest patterns
#results relevant irrelevant
clicked 101 42
unclicked 143 57
As shown in Table 4.4, 70.6% of the top 10 clicked results are judged as relevant. (The
number is much lower than 100% because the clicks are not perfect indication of interest
in a pattern.) But for the top 10 unclicked results, 71.5% of them have also been judged
as relevant by us. Out of the 143 unclicked relevant results, 93 are from the same user
(belonging to a relevant query but unclicked) and 50 are from other users.
Table 4.5: Example of a recommendation list
Training queries
gardeners, cottage garden, instant gardens
wayside garden, wayside garden coupon, easy gardener fence
Top 3 clicked
37 Garden Netting - Gardening Supplies - Compare Prices, Review
175 Wrought Iron Fencing, Fences, Garden Fencing, Gates, Arbors
187 American Nettings & Fabric Inc. Garden Netting
Top 3 unclicked
1 Wayside Gardens Rebates, Wayside Gardens Coupons...
2 Wayside Gardens: Providing perennials, bulbs, shrubs, trees
3 Wayside Gardens - Wikipedia, the free encyclopedia
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As an example, we list in Table 4.5 the titles and the ranks of the top 3 clicked and
unclicked results in the recommendation list. (The unclicked results cover things other than
Wayside Gardens if we go down the list.) As can be seen, there is no obvious diﬀerence in
the quality of the recommended results; except for the Wikipedia entry, both clicked and
unclicked results match the user’s interest well.
Actually, for these 20 manually judged interest patterns, there happens to be no clicked
results in top 10, so P10 would be 0 here. But if we treat all the manually judged relevant
results as relevant, P10 will be as high as 0.725. This shows the limit of the click-based
simulated evaluation: the clicks, though objective, are a very restrictive type of judgment;
the unclicked results can be also interesting to the user. Using the clicks for evaluation
signiﬁcantly underestimates the performance the system. Nevertheless, because of their
objectivity, they can be used to reliably compare the performance of diﬀerent systems and
parameter settings.
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Chapter 5
Explicit Term Feedback
In this chapter, we study how to exploit term-level feedback (the work was ﬁrst published
in [84]). This is short-term explicit feedback, so it is quite diﬀerent from the long-term
implicit feedback studied in Chapter 3 and 4, in that we need to focus on a user’s ad-hoc
information need, rather than their long-term interests, and we have explicit help from user
in the form of relevance judgment. Following the language-modeling approach, we still treat
the feedback problem as one of how to estimate a reﬁned query model using user feedback
as extra evidence. We develop language models that capture both term-level and query sub-
topic-level relevance. The retrieval eﬀectiveness of our algorithms shows that term feedback
is a viable way of soliciting user help alternative to relevance feedback.
Since term feedback is quite diﬀerent from traditional document relevance feedback, we
give some motivation in Section 5.1. Section 5.2 discusses some related work. Section 5.3
outlines our general approach to term feedback. We present our method for presentation
term selection in Section 5.3 and algorithms for query model construction in Section 5.4.
The experiment results are given in Section 5.5.
5.1 Motivation
In the language modeling approach to information retrieval, feedback is often modeled
as estimating an improved query model or relevance model based on a set of feedback
documents [102, 53]. This is in line with the traditional way of doing relevance feedback
- presenting a user with documents/passages for relevance judgment and then extracting
terms from the judged documents or passages to expand the initial query. However, it is
an indirect way of seeking user’s assistance for query model construction, in the sense that
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the reﬁned query model (based on terms) is learned through feedback documents/passages,
which are high-level structures of terms. It has the disadvantage that irrelevant terms,
which occur along with relevant ones in the judged content, may be erroneously used for
query expansion, causing undesired eﬀects. For example, for the TREC query “Hubble
telescope achievements”, when a relevant document talks more about the telescope’s repair
than its discoveries, irrelevant terms such as “spacewalk” can be added into the modiﬁed
query.
We can consider a more direct way to involve a user in query model improvement,
without an intermediary step of document feedback that can introduce noise. The idea is
to present a (reasonable) number of individual terms to the user and ask them to judge
the relevance of each term or directly specify their probabilities in the query model. This
strategy has been discussed in [65], but to our knowledge, it has not been seriously studied
in existing language modeling literature. Compared to traditional relevance feedback, this
term-based approach to interactive query model reﬁnement has several advantages. First,
the user has better control of the ﬁnal query model through direct manipulation of terms:
she can dictate which terms are relevant, irrelevant, and possibly, to what degree. This
avoids the risk of bringing unwanted terms into the query model, although sometimes the
user introduces low-quality terms as well. Second, because a term takes less time to judge
than a document’s full text or summary, and as few as around 20 presented terms can bring
signiﬁcant improvement in retrieval performance (as shown later), term feedback makes it
faster to gather user feedback. This is especially helpful for interactive ad-hoc search. Third,
sometimes there are no relevant documents in the top N of the initially retrieved results if
the topic is hard. This is often true when N is constrained to be small, which arises from
the fact that the user is unwilling to judge too many documents. In this case, relevance
feedback is useless, as no relevant document can be leveraged on, but term feedback is still
often helpful, by allowing relevant terms to be picked from irrelevant documents.
During our participation in the TREC 2005 HARD Track and continued study after-
ward, we explored how to exploit term feedback from the user to construct improved query
models for information retrieval in the language modeling approach. We identiﬁed two
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key subtasks of term-based feedback, i.e., pre-feedback presentation term selection and
post-feedback query model construction, with eﬀective algorithms developed for both. We
imposed a secondary cluster structure on terms and found that a cluster view sheds addi-
tional insight into the user’s information need, and provides a good way of utilizing term
feedback. Through experiments we found that term feedback improves signiﬁcantly over
the non-feedback baseline, even though the user often makes mistakes in relevance judg-
ment. Among our algorithms, the one with best retrieval performance is TCFB, which
is the combination of TFB (a direct term feedback algorithm) and CFB (a cluster-based
feedback algorithm). We also varied the number of feedback terms and observed reasonable
performance even at low numbers. Finally, by comparing term feedback with document-
level feedback, we found it to be a viable alternative to the latter with competitive retrieval
performance.
Some previous studies on term relevance feedback has found it to eﬀectively improve
retrieval performance [33, 80, 51, 10, 48]. For example, the study in [51] shows that the
user prefers to have explicit knowledge and direct control of which terms are used for query
expansion, and a penetrable interface that provides this freedom is shown to perform better
than other interfaces. However, in some other cases there is no signiﬁcant beneﬁt [9, 60],
even if the user likes interacting with expansion terms. In a simulated study carried out
in [72], the author compares the retrieval performance of interactive query expansion and
automatic query expansion with a simulated study, and suggests that the potential beneﬁts
of the former can be hard to achieve. The user is found to be not good at identifying useful
terms for query expansion, when a simple term presentation interface is unable to provide
suﬃcient semantic context of the feedback terms.
My work diﬀers from the previous ones in two important aspects. First, when we
choose terms to present to the user for relevance judgment, we not only consider single-
term value (e.g., the relative frequency of a term in the top documents, which can be
measured by metrics such as Robertson Selection Value and Simpliﬁed Kullback-Leibler
Distance as listed in [101]), but also examines the clustering structure of the terms, so as
to produce a balanced coverage of the diﬀerent topic aspects. Second, with the language
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modeling framework, we allow an elaborate construction of the updated query model, by
setting diﬀerent probabilities for diﬀerent terms based on whether it is a query term, its
signiﬁcance in the top documents, and its cluster membership. Although techniques for
adjusting query term weights exist for vector space models [70] and probabilistic relevance
models [43], most of the aforementioned works do not use them, choosing to just append
feedback terms to the original query (thus using equal weights for them), which can lead to
suboptimal retrieval performance. The combination of the two aspects allows our method
to perform much better than the baseline.
The usual way for feedback term presentation is just to display the terms in a list. There
have been some works on alternative user interfaces. [42] arranges terms in a hierarchy, and
[49] compares three diﬀerent interfaces, including terms + checkboxes, terms + context
(sentences) + checkboxes, sentences + input text box. In both studies, however, there is no
signiﬁcant performance diﬀerence. In this work we adopt the simplest approach of terms
+ checkboxes. We focus on term presentation and query model construction from feedback
terms, and believe using contexts to improve feedback term quality should be orthogonal
to our method.
5.2 General Approach
We follow the language modeling approach, and base our method on the KL-divergence
retrieval model proposed in [102]. With this model, the retrieval task involves estimating
a query language model θq from a given query, a document language model θd from each
document, and calculating their KL-divergence D(θq||θd), which is then used to score the
documents. [102] treats relevance feedback as a query model re-estimation problem, i.e.,
computing an updated query model θq′ given the original query text and the extra evidence
carried by the judged relevant documents. We adopt this view, and cast the task as updating
the query model from user term feedback. There are two key subtasks here: First, how to
choose the best terms to present to the user for judgment, in order to gather maximal
evidence about the user’s information need. Second, how to compute an updated query
model based on this term feedback evidence, so that it captures the user’s information need
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and translates into good retrieval performance.
5.3 Presentation Term Selection
Proper selection of terms to be presented to the user for judgment is crucial to the success
of term feedback. If the terms are poorly chosen and there are few relevant ones, the user
will have a hard time looking for useful terms to help clarify her information need. If
the relevant terms are plentiful, but all concentrate on a single aspect of the query topic,
then we will only be able to get feedback on that aspect and missing others, resulting in a
breadth loss in retrieved results. Therefore, it is important to carefully select presentation
terms to maximize expected gain from user feedback, i.e., those that can potentially reveal
most evidence of the user’s information need. This is similar to active feedback [78], which
suggests that a retrieval system should actively probe the user’s information need, and
in the case of relevance feedback, the feedback documents should be chosen to maximize
learning beneﬁts (e.g., diversely so as to increase coverage).
In our approach, the top N documents from an initial retrieval using the original query
form the source of feedback terms: all terms that appear in them are considered candidates.
These documents serve as pseudo-feedback, since they provide a much richer context than
the original query (usually very short), and the user is not asked to judge their relevance.
Due to the latter reason, we can make N quite large (e.g., 60 as used in the experiments)
to increase its coverage of diﬀerent aspects in the topic.
The simplest way of selecting feedback terms is to choose the most frequent M terms
from the N documents. This method, however, has two drawbacks. First, a lot of common
noisy terms will be selected due to their high frequencies in the document collection, unless
a stop-word list is used for ﬁltering. Second, the presentation list will tend to be ﬁlled by
terms from major aspects of the topic; those from a minor aspect are likely to be missed
due to their relatively low frequencies.
We solve the above problems by two corresponding measures. First, we introduce a
background model θB that is estimated from collection statistics and explains the common
terms, so that they are much less likely to appear in the presentation list. Second, the terms
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are selected from multiple clusters in the pseudo-feedback documents, to ensure suﬃcient
representation of diﬀerent aspects of the topic.
We rely on the mixture multinomial model, which is used for theme discovery in [104].
Speciﬁcally, we assume the N documents contain K clusters {Ci| i = 1, 2, · · ·K}, each
characterized by a unigram language model θi and corresponding to an aspect of the topic.
The documents are regarded as sampled from a mixture of K + 1 components, including
the K clusters and the background model:
p(w|d) = λBp(w|θB) + (1− λB)
K∑
i=1
πd,ip(w|θi)
where w is a word, λB is the mixture weight for the background model θB, and πd,i is the
document-speciﬁc mixture weight for the i-th cluster model θi. We then estimate the cluster
models by maximizing the probability of the pseudo-feedback documents being generated
from the multinomial mixture model:
log p(D|Λ) =
∑
d∈D
∑
w∈V
c(w; d) log p(w|d)
where D = {di| i = 1, 2, · · ·N} is the set of the N documents, V is the vocabulary, c(w; d)
is w’s frequency in d and Λ = {θi| i = 1, 2, · · ·K} ∪ {πdij| i = 1, 2, · · ·N, j = 1, 2, · · ·K} is
the set of model parameters to estimate. This is a variant of PLSI [36], thus the parameters
can be estimated using an iterative EM algorithm. The details can be found in [104]. Table
5.1 shows the cluster models for TREC query “Transportation tunnel disasters” (K = 3).
Note that only the middle cluster is relevant.
From each of the K estimated clusters, we choose the L = M/K terms with highest
probabilities to form a total of M presentation terms. If a term happens to be in top L
in multiple clusters, we assign it to the cluster where it has highest probability and let the
other clusters take one more term as compensation. We also ﬁlter out terms in the original
query text because they tend to always be relevant when the query is short. The selected
terms are then presented to the user for judgment. A sample (completed) feedback form is
shown in Figure 5.1.
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Table 5.1: Cluster models for topic 363 “Transportation tunnel disasters”
Cluster 1 Cluster 2 Cluster 3
tunnel 0.0768 tunnel 0.0935 tunnel 0.0454
transport 0.0364 ﬁre 0.0295 transport 0.0406
traﬃc 0.0206 truck 0.0236 toll 0.0166
railwai 0.0186 french 0.0220 amtrak 0.0153
harbor 0.0146 smoke 0.0157 train 0.0129
rail 0.0140 car 0.0154 airport 0.0122
bridg 0.0139 italian 0.0152 turnpik 0.0105
kilomet 0.0136 ﬁreﬁght 0.0144 lui 0.0095
truck 0.0133 blaze 0.0127 jersei 0.0093
construct 0.0131 blanc 0.0121 pass 0.0087
· · · · · · · · ·
Figure 5.1: Filled clariﬁcation form for Topic 363
363 transportation tunnel disasters
Please select all terms that are relevant to the topic.
traffic railway
harbor rail
bridge kilometer
construct swiss
cross link
kong hong
river project
meter shanghai
fire truck
french smoke
car italian
firefights blaze
blanc mont
victim franc
rescue driver
chamonix emerge
toll amtrak
train airport
turnpike lui
jersey pass
rome z
center electron
road boston
speed bu
submit
In this study we only deal with binary judgment: a presented term is by default
unchecked, and a user may check it to indicate relevance. We also do not explicitly ex-
ploit negative feedback (i.e., penalizing irrelevant terms), because with binary feedback an
unchecked term is not necessarily irrelevant (maybe the user is unsure about its relevance).
We could ask the user for ﬁner judgment (e.g., choosing from highly relevant, somewhat
relevant, do not know, somewhat irrelevant and highly irrelevant), but binary feedback is
more compact, taking less space to display and less user eﬀort to make judgment.
54
5.4 Estimating Query Models from Term Feedback
In this section, we present several algorithms for exploiting term feedback. The algorithms
take as input the original query q, the clusters {θi} as generated by the theme discovery
algorithm, the set of feedback terms T and their relevance judgment R, and outputs an
updated query language model θ′q that makes best use of the feedback evidence to capture
the user’s information need.
First we describe our notations:
• θq: The original query model, derived from query terms only:
p(w|θq) = c(w; q)|q|
where c(w; q) is the count of w in q, and |q| =∑w∈q c(w; q) is the query length.
• θq′ : The updated query model which we need to estimate from term feedback.
• θi (i = 1, 2, . . . K): The unigram language model of cluster Ci, as estimated using the
theme discovery algorithm.
• T = {ti,j} (i = 1 . . . K, j = 1 . . . L): The set of terms presented to the user for judg-
ment. ti,j is the j-th term chosen from cluster Ci.
• R = {δw|w ∈ T}: δw is an indicator variable that is 1 if w is judged relevant or 0
otherwise.
5.4.1 TFB (Direct Term Feedback)
This is a straight-forward form of term feedback that does not involve any secondary struc-
ture. We give a weight of 1 to terms judged relevant by the user, a weight of μ to query
terms, zero weight to other terms, and then apply normalization:
p(w|θq′) = δw + μ c(w; q)∑
w′∈T δw′ + μ|q|
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where
∑
w′∈T δw′ is the total number of terms that are judged relevant. We call this method
TFB (direct Term FeedBack).
If we let μ = 1, this approach is equivalent to appending the relevant terms after the
original query, which is what standard query expansion (without term reweighting) does.
If we set μ > 1, we are putting more emphasis on the query terms than the checked ones.
Note that the result model will be more biased toward θq if the original query is long or
the user feedback is weak, which makes sense, as we can trust more on the original query
in either case.
5.4.2 CFB (Cluster Feedback)
Here we exploit the cluster structure that played an important role when we selected the
presentation terms. The clusters represent diﬀerent aspects of the query topic, each of
which may or may not be relevant. If we am able to identify the relevant clusters, we can
combine them to generate a query model that is good at discovering documents belonging
to these clusters (instead of the irrelevant ones). We could ask the user to directly judge
the relevance of a cluster after viewing representative terms in that cluster, but this would
sometimes be a diﬃcult task for the user, who has to guess the semantics of a cluster via
its set of terms, which may not be well connected to one another due to a lack of context.
Therefore, we propose to learn cluster feedback indirectly, inferring the relevance of a cluster
through the relevance of its feedback terms.
Because each cluster has an equal number of terms presented to the user, the simplest
measure of a cluster’s relevance is the number of terms that are judged relevant in it.
Intuitively, the more terms are marked relevant in a cluster, the closer the cluster is to
the query topic, and the more the cluster should participate in query modiﬁcation. If we
combine the cluster models using weights determined this way and then interpolate with
the original query model, we get the following formula for query updating, which we call
CFB (Cluster FeedBack):
p(w|θq′) = λp(w|θq) + (1− λ)
K∑
i=1
∑L
j=1 δti,j∑K
k=1
∑L
j=1 δtk,j
p(w|θi)
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where
∑L
j=1 δti,j is the number of relevant terms in cluster Ci, and
∑K
k=1
∑L
j=1 δtk,j is the
total number of relevant terms.
Note that when there is only one cluster (K = 1), the above formula degenerates to
p(w|θq′) = λp(w|θq) + (1− λ)p(w|θ1)
which is merely pseudo-feedback of the form proposed in [102].
5.4.3 TCFB (Term-cluster Feedback)
TFB and CFB both have their drawbacks. TFB assigns non-zero probabilities to the pre-
sented terms that are marked relevant, but completely ignores (a lot more) others, which
may be left unchecked due to the user’s ignorance, or simply not included in the presenta-
tion list, but we should be able to infer their relevance from the checked ones. For example,
in Figure 5.1, since as many as 5 terms in the middle cluster (the third and fourth columns)
are checked, we should have high conﬁdence in the relevance of other terms in that clus-
ter. CFB remedies TFB’s problem by treating the terms in a cluster collectively, so that
unchecked/unpresented terms receive weights when presented terms in their clusters are
judged as relevant, but it does not distinguish which terms in a cluster are presented or
judged. Intuitively, the judged relevant terms should receive larger weights because they are
explicitly indicated as relevant by the user. Therefore, we try to combine the two methods,
hoping to get the best out of both.
We do this by interpolating the TFB model with the CFB model, and call it TCFB:
p(w|θq′) = αp(w|θq′TFB ) + (1− α)p(w|θq′CFB )
5.5 Experiment Results
In this section, we describe our experiment results. We ﬁrst describe our experiment setup
and present an overview of various methods’ performance. Then we discuss the eﬀects of
varying the parameter setting in the algorithms, as well as the number of presentation terms.
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Table 5.2: Retrieval performance for diﬀerent methods and CF types. The last row is the
percentage of MAP improvement over the baseline. The parameter settings μ = 4, λ = 0.1,
α = 0.3 are near optimal.
MAP Pr@30 RR %
Baseline 0.219 0.393 4339 0%
TFB1C 0.288 0.467 4753 31.5%
TFB3C 0.288 0.475 4762 31.5%
TFB6C 0.278 0.457 4740 26.9%
CFB1C 0.254 0.399 4600 16.0%
CFB3C 0.305 0.480 4907 39.3%
CFB6C 0.301 0.473 4872 37.4%
TCFB1C 0.274 0.431 4767 25.1%
TCFB3C 0.309 0.491 4947 41.1%
TCFB6C 0.304 0.473 4906 38.8%
Table 5.3: MAP variation with the number of presented terms.
# terms TFB1C TFB3C TFB6C CFB3C CFB6C TCFB3C TCFB6C
6 0.245 0.240 0.227 0.279 0.279 0.281 0.274
12 0.261 0.261 0.242 0.299 0.286 0.297 0.281
18 0.275 0.274 0.256 0.301 0.282 0.300 0.286
24 0.276 0.281 0.265 0.303 0.292 0.305 0.292
30 0.280 0.285 0.270 0.304 0.296 0.307 0.296
36 0.282 0.288 0.272 0.307 0.297 0.309 0.297
42 0.283 0.288 0.275 0.306 0.298 0.309 0.300
48 0.288 0.288 0.278 0.305 0.301 0.309 0.303
Next we analyze user term feedback behavior and its relation to retrieval performance.
Finally we compare term feedback to relevance feedback and show that it has its particular
advantage.
5.5.1 Experiment Setup and Basic Results
We took the opportunity of TREC 2005 HARD Track [8] for the evaluation of our algo-
rithms. The tracks used the AQUAINT collection, a 3GB corpus of English newswire text.
The topics included 50 ones previously known to be hard, i.e. with low retrieval perfor-
mance. It is for these hard topics that user feedback is most helpful, as it can provide
information to disambiguate the queries; with easy topics the user may be unwilling to
spend eﬀorts for feedback if the automatic retrieval results are good enough. Participants
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of the track were able to submit custom-designed clariﬁcation forms (CF) to solicit feedback
from human assessors provided by NIST. We designed three sets of clariﬁcation forms for
term feedback, diﬀering in the choice of K, the number of clusters, and L, the number of
presented terms from each cluster. They are: 1× 48, a big cluster with 48 terms, 3× 16, 3
clusters with 16 terms each, and 6 × 8, 6 clusters with 8 terms each. The total number of
presented terms (M) is ﬁxed at 48, so by comparing the performance of diﬀerent types of
clariﬁcation forms we can know the eﬀects of diﬀerent degree of clustering. For each topic,
an assessor would complete the forms ordered by 6× 8, 1× 48 and 3× 16, spending up to
three minutes on each form. The sample clariﬁcation form shown in Figure 5.1 is of type
3 × 16. It is a simple and compact interface in which the user can check relevant terms.
The form is self-explanatory; there is no need for extra user training on how to use it.
Our initial queries are constructed only using the topic title descriptions, which are on
average 2.7 words in length. As our baseline we use the KL divergence retrieval method
implemented in the Lemur Toolkit [2] with 5 pseudo-feedback documents. We stem the
terms, choose Dirichlet smoothing with a prior of 2000, and truncate query language models
to 50 terms (these settings are used throughout the experiments). For all other parameters
we use Lemur’s default settings. The baseline turns out to perform above average among
the track participants. After an initial run using this baseline retrieval method, we take
the top 60 documents for each topic and apply the theme discovery algorithm to output
the clusters (1, 3, or 6 of them), based on which we generate clariﬁcation forms. After
user feedback is received, we run the term feedback algorithms (TFB, CFB or TCFB) to
estimate updated query models, which are then used for a second iteration of retrieval.
We evaluate the diﬀerent retrieval methods’ performance on their rankings of the top
1000 documents. The evaluation metrics we adopt include mean average (non-interpolated)
precision (MAP), precision at top 30 (Pr@30) and total relevant retrieved (RR). Table
5.2 shows the performance of various methods and conﬁgurations of K × L. The suﬃxes
(1C, 3C, 6C) after TFB,CFB,TCFB stand for the number of clusters (K). For example,
TCFB3C means the TCFB method on the 3× 16 clariﬁcation forms.
From Table 5.2 we can make the following observations:
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1. All methods perform considerably better than the pseudo-feedback baseline, with
TCFB3C achieving a highest 41.1% improvement in MAP, indicating signiﬁcant con-
tribution of term feedback for clariﬁcation of the user’s information need. In other
words, term feedback is truly helpful for improving retrieval accuracy.
2. For TFB, the performance is almost equal on the 1× 48 and 3× 16 clariﬁcation forms
in terms of MAP (although the latter is slightly better in Pr@30 and RR), and a little
worse on the 6× 8 ones.
3. Both CFB3C and CFB6C perform better than their TFB counterparts in all three
metrics, suggesting that feedback on a secondary cluster structure is indeed beneﬁcial.
CFB1C is actually worse because it cannot adjust the weight of its (single) cluster
from term feedback and it is merely pseudo-feedback.
4. Although TCFB is just a simple mixture of TFB and CFB by interpolation, it is able to
outperform both. This supports our speculation that TCFB overcomes the drawbacks
of TFB (paying attention only to checked terms) and CFB (not distinguishing checked
and unchecked terms in a cluster). Except for TCFB6C v.s. CFB6C, the performance
advantage of TCFB over TFB/CFB is signiﬁcant at p < 0.05 using the Wilcoxon
signed rank test. This is not true in the case of TFB v.s. CFB, each of which is better
than the other in nearly half of the topics.
5.5.2 Reduction of Presentation Terms
In some situations we may have to reduce the number of presentation terms due to limits
in display space or user feedback eﬀorts. It is interesting to know whether our algorithms’
performance deteriorates when the user is presented with fewer terms. Because the presen-
tation terms within each cluster are generated in decreasing order of their frequencies, the
presentation list forms a subset of the original one if its size is reduced1. Therefore, we can
easily simulate what happens when the number of presentation terms decreases from M to
M ′: we will keep all judgments of the top L′ = M ′/K terms in each cluster and discard
1There are complexities arising from terms appearing in top L of multiple clusters, but these are exceptions
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those of others. Table 5.3 shows the performance of various algorithms as the number of
presentation terms ranges from 6 to 48.
We ﬁnd that the performance of TFB is more susceptible to presentation term reduction
than that of CFB or TCFB. For example, at 12 terms the MAP of TFB3C is 90.6% of that
at 48 terms, while the numbers for CFB3C and TCFB3C are 98.0% and 96.1% respectively.
We conjecture the reason to be that while TFB’s performance heavily depends on how
many good terms are chosen for query expansion, CFB only needs a rough estimate of
cluster weights to work. Also, the 3 × 16 clariﬁcation forms seem to be more robust than
the 6 × 8 ones: at 12 terms the MAP of TFB6C is 87.1% of that at 48 terms, lower than
90.6% for TFB3C. Similarly, for CFB it is 95.0% against 98.0%. This is natual, as for a
large cluster number of 6, it is easier to get into the situation where each cluster gets too
few presentation terms to make topic diversiﬁcation useful.
Overall, we are surprised to see that the algorithms are still able to perform reasonably
well when the number of presentation terms is small. For example, at only 12 terms CFB3C
(the clariﬁcation form is of size 3 × 4) can still improve 36.5% over the baseline, dropping
slightly from 39.3% at 48 terms.
5.5.3 User Feedback Analysis
In this part we study several aspects of user’s term feedback behavior, and whether they
are connected to retrieval performance.
Figure 5.2 shows the distribution of time needed to complete a clariﬁcation form2. We
see that the user is usually able to ﬁnish term feedback within a reasonably short amount of
time: for more than half of the topics the clariﬁcation form is completed in just 1 minute,
and only a small fraction of topics (less than 10% for 1× 48 and 3× 16) take more than 2
minutes. This suggests that term feedback is suitable for interactive ad-hoc retrieval, where
a user usually does not want to spend too much time on providing feedback.
We ﬁnd that a user often makes mistakes when judging term relevance. Sometimes a
relevant term may be left out because its connection to the query topic is not obvious to the
2The maximal time is 180 seconds, as the NIST assessor would be forced to submit the form at that
moment.
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Figure 5.2: Clariﬁcation form completion time distributions
user. Other times a dubious term may be included but turns out to be irrelevant. Take the
topic in Figure 5.1 for example. There was a ﬁre disaster in Mont Blanc Tunnel between
France and Italy in 1999, but the user failed to select such keywords as “mont”, “blanc”,
“french” and “italian” due to her ignorance of the event. Indeed, without proper context it
would be hard to make perfect judgment.
What is then, the extent to which the user is good at term feedback? Does it have
serious impact on retrieval performance? To answer these questions, we need a measure of
individual terms’ true relevance. We adopt the Simpliﬁed KL Divergence metric used in
[101] to decide query expansion terms as our term relevance measure:
σLAD(w) = p(w|R) log p(w|R)
p(w|¬R)
where p(w|R) is the probability that a relevant document contains term w, and p(w|¬R)
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Table 5.4: Term selection statistics (topic average)
CF Type 1× 48 3× 16 6× 8
# checked terms 14.8 13.3 11.2
# rel. terms 15.0 12.6 11.2
# rel. checked terms 7.9 6.9 5.9
precision 0.534 0.519 0.527
recall 0.526 0.548 0.527
is the probability that an irrelevant document contains w, both of which can be easily
computed via maximum likelihood estimate given document-level relevance judgment. If
σKLD(w) > 0, w is more likely to appear in relevant documents than irrelevant ones.
We consider a term relevant if its Simpliﬁed KL Divergence value is greater than a certain
threshold σ0. We can then deﬁne precision and recall of user term judgment accordingly:
precision is the fraction of terms checked by the user that are relevant; recall is the fraction
of presented relevant terms that are checked by the user. Table 5.4 shows the number of
checked terms, relevant terms and relevant checked terms when σ0 is set to 1.0, as well as
the precision/recall of user term judgment.
Note that when the clariﬁcation forms contain more clusters, fewer terms are checked:
14.8 for 1×48, 13.3 for 3×16 and 11.2 for 6×8. Similar pattern holds for relevant terms and
relevant checked terms. There seems to be a trade-oﬀ between increasing topic diversity by
clustering and losing extra relevant terms: when there are more clusters, each of them gets
fewer terms to present, which can hurt a major relevant cluster that contains many relevant
terms. Therefore, it is not always helpful to have more clusters, e.g., TFB6C is actually
worse than TFB1C.
The major ﬁnding we can make from Table 5.4 is that the user is not particularly good
at identifying relevant terms, which echoes the discovery in [72]. In the case of 3 × 16
clariﬁcation forms, the average number of terms checked as relevant by the user is 13.3 per
topic, and the average number of relevant terms whose σKLD value exceed 1.0 is 12.6. The
user is able to recognize only 6.9 of these terms on average. Indeed, the precision and recall
of user feedback terms (as deﬁned previously) are far from perfect. On the other hand, If
the user had correctly checked all such relevant terms, the performance of the algorithms
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would have increased a lot, as shown in Table 5.5:
Table 5.5: Change of MAP when using all (and only) relevant terms (σKLD > 1.0) for
feedback.
original term feedback relevant term feedback
TF1 0.288 0.354
TF3 0.288 0.354
TF6 0.278 0.346
CF3 0.305 0.325
CF6 0.301 0.326
TCF3 0.309 0.345
TCF6 0.304 0.341
We see that TFB receives big improvement when there is an oracle who checks all
relevant terms, while CFB meets a bottleneck around MAP of 0.325, since all it can do is
adjust cluster weights, and when the learned weights are close to being accurate, it cannot
beneﬁt more from term feedback. Also note that TCFB does not outperform TFB at this
time, probably because TFB is suﬃciently accurate.
5.5.4 Comparison with Relevance Feedback
Now we compare term feedback with document-level relevance feedback, in which the user
is presented with the top N documents from an initial retrieval and asked to judge their
relevance. The feedback process is simulated using document relevance judgment from
NIST. We use the mixture model based feedback method proposed in [102], with mixture
noise set to 0.95 and feedback coeﬃcient set to 0.9.
Comparative evaluation of relevance feedback against other methods is complicated by
the fact that some documents have already been viewed during feedback, so it makes no
sense to include them in the retrieval results of the second run. However, this does not
hold for term feedback. Thus, to make it fair w.r.t. user’s information gain, if the feedback
documents are relevant, they should be kept in the top of the ranking; if they are irrelevant,
they should be left out. Therefore, we use relevance feedback to produce a ranking of top
1000 retrieved documents but with every feedback document excluded, and then prepend
the relevant feedback documents at the front. Table 5.6 shows the performance of relevance
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feedback for diﬀerent values of N and compares it with TCFB3C.
Table 5.6: Performance of relevance feedback for diﬀerent number of feedback documents
(N).
N MAP Pr@30 RR
5 0.302 0.586 4779
10 0.345 0.670 4916
20 0.389 0.772 5004
TCFB3C 0.309 0.491 4947
We see that the performance of TCFB3C is comparable to that of relevance feedback
using 5 documents. Although it is poorer than when there are 10 feedback documents in
terms of MAP and Pr@30, it does retrieve more documents (4947) when going down the
ranked list.
We try to compare the quality of automatically inserted terms in relevance feedback
with that of manually selected terms in term feedback. This is done by truncating the
relevance feedback modiﬁed query model to a size equal to the number of checked terms for
the same topic. We can then compare the terms in the truncated model with the checked
terms. Figure 5.3 shows the distribution of the terms’ σKLD scores.
We ﬁnd that term feedback tends to produce expansion terms of higher quality(those
with σKLD > 1) compared to relevance feedback (with 10 feedback documents). This does
not contradict the fact that the latter yields higher retrieval performance. Actually, when we
use the truncated query model instead of the intact one reﬁned from relevance feedback, the
MAP is only 0.304. The truth is, although there are many unwanted terms in the expanded
query model from feedback documents, there are also more relevant terms than what the
user can possibly select from the list of presentation terms generated with pseudo-feedback
documents, and the positive eﬀects often outweights the negative ones.
We are interested to know under what circumstances term feedback has advantage over
relevance feedback. One such situation is when none of the top N feedback documents is
relevant, rendering relevance feedback useless. This is not infrequent, as one might have
thought: out of the 50 topics, there are 13 such cases when N = 5, 10 when N = 10, and
still 3 when N = 20. When this happens, one can only back oﬀ to the original retrieval
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Figure 5.3: Comparison of expansion term quality between relevance feedback (with 10
feedback documents) and term feedback (with 3× 16 CFs)
method; the power of relevance feedback is lost.
Surprisingly, in 11 out of 13 such cases where relevance feedback seems impossible,
the user is able to check at least 2 relevant terms from the 3 × 16 clariﬁcation form (we
consider term t to be relevant if σKLD(t) > 1.0). Furthermore, in 10 out of them TCFB3C
outperforms the pseudo-feedback baseline, increasing MAP from 0.076 to 0.146 on average
(these are particularly hard topics). We think that there are two possible explanations
for this phenomenon of term feedback being active even when relevance feedback does not
work: First, even if none of the top N (suppose it is a small number) documents are
relevant, we may still ﬁnd relevant documents in top 60, which is more inclusive but usually
unreachable when people are doing relevance feedback in interactive ad-hoc search, from
which we can draw feedback terms. This is true for topic 367 “piracy”, where the top 10
feedback documents are all about software piracy, yet there are documents between 10-60
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that are about piracy on the seas (which is about the real information need), contributing
terms such as ”pirate”, ”ship” for selection in the clariﬁcation form. Second, for some
topics, a document needs to meet some special condition in order to be relevant. The top
N documents may be related to the topic, but nonetheless irrelevant. In this case, we may
still extract useful terms from these documents, even if they do not qualify as relevant ones.
For example, in topic 639 “consumer online shopping”, a document needs to mention what
contributes to shopping growth to really match the speciﬁed information need, hence none
of the top 10 feedback documents are regarded as relevant. But nevertheless, the feedback
terms such as ”retail”, “commerce” are good for query expansion.
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Chapter 6
Towards a Personalized Retrieval
System
In recent years, the emphasis on the personal factor in information systems has led to an
increasing interest in exploiting personal context for feedback in information retrieval. De-
spite the fast growth of research in this area, as evidenced by a large number of publications
every year boasting increased retrieval performance, personalized retrieval studies are often
plagued by the diﬃculty of acquiring appropriate data sets for evaluation.
To evaluate a feedback algorithm, one needs a data set that includes not only a document
collection, test queries and relevance judgment, but also speciﬁc type of user feedback. Given
a query, the feedback algorithm would exploit the feedback provided by the user to retrieve
a ranked list of documents, and evaluate its performance using the relevance judgment. For
relevance feedback, no additional eﬀort is required to gather feedback, as it happens to be
just the relevance judgment of the top ranked documents, but for personalized feedback,
feedback takes diﬀerent forms and is harder to collect. For example, we had to write a
web browser plug-in to collect clickthrough log for the implicit feedback work in Chapter 3,
while the term feedback work in Chapter 5 took advantage of the TREC 2005 HARD track
to provide term-level judgment. For click-based feedback, search engine companies collect
and store enormous amount of search log data derived from their huge traﬃc, which is used
actively by researchers at those companies to produce important works like [69] and [86],
but for fear of privacy breach the data is rarely made accessible from outside. Consequently
academia researchers usually have to grow their own data sets. They frequently resort
to small-scale and/or domain-speciﬁc user studies to evaluate algorithm performance, and
often need to build prototype systems to gather feedback. This can be a slow process, as
one may need to wait a long period for the data to become ready (such as the long-term
search log used in Chapter 3). It would be desirable if the data set in one study could be
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made available for easy reuse in others, but due to the ad-hoc nature of the studies, this is
often not the case.
Coupled with the lack of data is the lack of reusable systems that deploy personalized
retrieval algorithms and collect feedback data. In the research community, we have not seen
many active personalized retrieval systems, except those implemented at commercial search
engines, compared with the large number of publications in this area. The systems that
are better known to us include Cornell’s Osmot search engine for learning to rank [67], the
TaskSieve system for user task modeling [97] from University of Pittsburgh, and the UCAIR
Toolbar for client-side personalized web search [77], developed at our group. Most studies
tend to be more interested in developing algorithms than building systems beyond what
is necessary to evaluate the algorithms. Here we argue it is equally important to have an
extensible personalized retrieval system that can be used to deploy and evaluate feedback
algorithms. If such a system is available with superior personalized retrieval algorithms
implemented, it could attract a reasonably sized user base, in time accumulating enough
feedback data to fuel continuous research progress in the area. But currently, the diﬃculty of
getting feedback data and the under-deployment of personalized retrieval algorithms seems
to form a vicious cycle: without data, it’s hard to develop algorithms; without systems, it’s
hard to collect data.
In this chapter, we describe the UCAIR personalized retrieval system, which provides
an extensive platform for development, deployment and evaluation of personalized retrieval
algorithms. While the few previously mentioned systems are more or less reusable, they are
closely tied to the form of feedback and the family of algorithms they are designed to work
with, thus much less versatile. In contrast, UCAIR more resembles a toolkit, it facilitates
the inclusion of new feedback types and algorithms. We considered many design choices, and
ﬁnally arrive at our current implementation for UCAIR, which is a client-side personalized
information retrieval system with eager feedback strategy, language modeling support and
an extensible component-based architecture. It is designed to eﬀectively support the needs
of both search users and IR researchers.
We will ﬁrst dissect the general components of a personalized retrieval system (Section
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6.1) and list its desired features (Section 6.2), then describe UCAIR’s data model (Section
6.3). After that we explain UCAIR’s architecture and information workﬂow for personalized
search and recommendation (Section 6.4), and ﬁnally discuss how UCAIR can be used for
evaluation (Section 6.5).
6.1 General Architecture of Personalized Retrieval Systems
As personalized retrieval systems rely on implicit or explicit user feedback for personaliza-
tion, their architectures depart from those of traditional retrieval systems as they require
special components for collecting, storing and processing feedback. Generally speaking, a
personalized retrieval system should contain the following four components:
1. Document collection. The system either needs a local storage of document collection
or a connection to a remote storage. This is same as in a traditional system.
2. Interactive user interface. Aside from the usual query input and result output, the user
interface has the responsibility for collecting feedback from the user, either implicitly
(e.g., recording clicks), or explicitly (e.g., displaying a clariﬁcation form). Depending
on the situation, the user interface may be also responsible for recording relevance
judgment of result documents.
3. Personalized retrieval engine. The retrieval engine should exploit feedback to build a
more accurate model of the user’s information need, so as to produce a personalized
ranking of documents. As part of this process it needs to maintain continually updated
proﬁles for single or multiple users.
4. Log storage. The system needs to persist user feedback and/or user proﬁles to disk.
This is not only required for building long-term user models, but also important for
evaluation, since evaluation is usually run after the user study has been conducted.
Having a stored log also makes it possible to rerun evaluation on diﬀerent algorithms
at later time using recorded feedback data.
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One generally has the option to deploy a personalized feedback algorithm inside the re-
mote search engine (server-side personalization, Figure 6.2) or locally on the user’s personal
computer (client-side personalization, Figure 6.3). This choice can have a large impact on
the architecture of the personalized retrieval system.
Figure 6.1: Non-personalized retrieval system architecture
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Figure 6.2: Server-side personalized retrieval system architecture
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Figure 6.3: Client-side personalized retrieval system architecture
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There are several implications if the personalization component is deployed on the server
side:
1. The personalization component is closely connected to the main retrieval system, so
the feedback algorithm has access to whatever resources that are available for the
retrieval system. For example, it can utilize the entire indexed document collection,
and it can combine personalization ranking scores with other internal scores like doc-
uments’ PageRank.
2. The computational complexity of feedback algorithms often makes it diﬃcult for a
centralized server to scale to millions of users to provide personalization tailored to
their diﬀerent needs. For example, sophisticated pre-computation is required for a
server-side topic-sensitive PageRank algorithm to scale [39]. On the other hand, be-
cause of the large user base, search engines can aﬀord collective feedback, i.e., helping
one user using feedback from other users.
3. The performance gain of an experimental personalized feedback algorithm is often
unstable (some queries might be hurt), thus a productive retrieval system might be
conservative in deploying new algorithms.
4. User queries and feedback are transmitted to the search engine and stored in a cen-
tral log database. Personalized retrieval algorithms builds a user proﬁle that pieces
together bits of information from a user’s query and feedback history, therefore it
requires each query submitted to the search engine to be accompanied by a user iden-
tiﬁer (user login, HTTP cookie, or IP address). This raises serious privacy concerns, as
a user’s complete search history can be tracked from the search engine’s log database.
Client-side personalization is diﬀerent from server-side personalization in many aspects:
1. The personalization component sits between the remote search engine and the user’s
web browser. It can no longer access resources internal to the search engine and has
to use search engine’s standard HTTP interface. Reranking is limited to the set of
documents already returned by the search engine, and it could be diﬃcult to combine
personalization ranking scores with search engine’s original ranking.
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2. Because personalization only involves a single user, one can design rather complex
feedback algorithms without worrying too much about scalability. For example, the
lazy learning algorithm in Chapter 3 can be implemented without causing too much
concern about memory storage or computational cost. In a sense, this can be regarded
as distributed computing. On the other hand, because all clients are isolated, it is
diﬃcult to implement collective feedback.
3. The convenience of residing on a client side makes it easier to capture user contexts
and feedback beyond simple queries and clicks. For example, it should be possible to
access a user’s desktop index, or watch user activities like highlighting web page text
or bookmarking URLs.
4. Deployment of new personalized retrieval algorithms does not aﬀect the search engine,
but may require users to install a new binary.
5. All sensitive search records are withheld on the user’s own computer and the user
has full control over what information is released to the server. For example, in
[99], privacy is protected by setting a threshold on how much personalization data is
communicated to the retrieval system.
UCAIR is designed to be a client-side personalized retrieval system. This is mainly to
remove users’ privacy concerns, so that they can use the system for their daily search tasks,
providing valuable feedback data for evaluation. Also, the client-side approach gives more
ﬂexibility to researchers who want to experiment with new feedback types and algorithms,
without the many constraints in a centralized server-side system. This said, UCAIR is built
with support for multiple concurrent users. It should be straightforward to turn UCAIR
into a server-side system.
6.2 UCAIR Design Goals and Features
UCAIR’s mission is to become a client-side personalized retrieval system to provide an
extensible and reusable platform for development, deployment and evaluation of feedback
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algorithms. More concretely, we would like UCAIR to possess some of the characteristics
that are expected in a successful personalized retrieval system, which are detailed below.
From a user’s perspective, the desired characteristics include:
• The system should provide useful personalization for users. In order to attract a large
user base, the system should outperform the default retrieval system in some, if not
all, search tasks. Moreover, the gain should be stable; sacriﬁcing performance on
some queries for others would be undesirable. This calls for adaptive feedback, i.e.,
to select the feedback strategy (using default search results if necessary) according to
the classiﬁcation of the current query.
• The system should be unobtrusive. Implicit feedback is preferred over explicit feed-
back as users do not like to spend extra eﬀorts when they are using the system.
Explicit feedback could be provided as options when users are having diﬃculty with
hard queries. Users should be allowed to control to what extent results are personal-
ized or turning on/oﬀ personalization.
• The system should be transparent. Users should be able to view their search log and
personalization proﬁle, and add/delete/modify content as they feel like, so that they
can get a better appreciation of the personalized retrieval algorithms.
• The system should be privacy-aware. Users should be informed of what information
is collected from their use of the system, where the private data is stored, and how it
is used for evaluation. Users should be able to exclude particular queries from being
logged or reported.
From a researcher’s perspective, the desired characteristics include:
• The system should be pre-conﬁgured with some simple yet robust and eﬀective person-
alized retrieval algorithms. They would attract enough users, and act as a reasonable
baseline that can be readily replaced with more advanced algorithms that researchers
may later have.
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• The system should be highly extensible and reusable. It needs to come with a well-
designed framework where new feedback types and algorithms can be easily plugged in.
The system should also provide a set of standard components to support common tasks
such as query parsing, result rendering, feedback logging and performance evaluation.
• The system should keep a detailed log of user search activities and feedback. Log data
can be imported from legacy data sets or exported in standard format (e.g., XML).
• The system should support both “online” mode and “oﬄine” mode. In online mode,
users use the system and their search history and feedback are recorded. In oﬄine
mode, the recorded data is replayed, and researchers can evaluate diﬀerent algorithms.
Online mode is useful for collecting data or demonstrating the system, while oﬄine
mode is useful for evaluating and comparing algorithms, so both of them should be
well supported.
UCAIR is aimed to support the needs of both users and researchers, so that it can
facilitate gathering of valuable feedback data from improved user experience, as well as
easing the development of new feedback algorithms. UCAIR’s extensibility makes it more
like a platform or toolkit to support new algorithm development, rather than a system that
is tied to existing algorithms. Its features can be summarized as follows:
1. UCAIR provides a simple yet complete web application framework in C++, including
an HTTP/1.0 web server, a CGI handler hierarchy, an HTML templating language,
and an embedded database connector. This may seem like reinventing the wheel, but
for C++, which is the most widely used language in academia, there are few cross-
platform web application frameworks that are easy to use. UCAIR is implemented as
a local HTTP daemon that listens on an internal port for connections from the user’s
web browser. To the user, UCAIR is just like a search engine proxy, except that it sits
on the client side, so the privacy concern is eliminated. The system is independent
of the web browser in use, and developers can use their familiar server-side web ap-
plication technologies like CGI and AJAX for interaction with users. This way, they
can focus less on learning how to program the user interface and more on implement-
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ing novel personalization algorithms and features. This is a signiﬁcant improvement
over UCAIR’s previous incarnation, UCAIR Toolbar [77], which is implemented as an
Internet Explorer plug-in with a steep learning curve to program.
2. UCAIR includes a collection of common entities that are frequently used in personal-
ized retrieval systems. Fundamental concepts like queries, documents, search engines
and user feedback events are all “ﬁrst-class objects” in UCAIR, with implementations
that cover the most useful attributes and operations, and can be extended if needed.
This is to encourage code reuse, so that developers can manipulate these lower-level
entities to implement personalization algorithms.
3. UCAIR also supplies a toolbox of standard components that are necessary for building
a functional retrieval system. The basic components like query parser, search engine
wrappers, search log reader/writer, indexing facility and user manager are provided
to deal with common tasks in a personalized retrieval system.
4. To provide an adequate baseline for personalized information retrieval, UCAIR imple-
ments the implicit feedback algorithms from our previous works, including short-term
feedback [75, 77] and long-term feedback (Chapter 3), both of which are able to im-
prove retrieval accuracy over the non-personalized baseline ranking. The algorithms
are uniﬁed under the language modeling framework, so adding a new language-model-
based algorithm is as easy as adding a new language model generator. The user can
switch between diﬀerent language models and check their details (terms and probabil-
ities). Also, UCAIR continues its support of the decision-theoretic framework for user
modeling [76], in that updates to user model are event-driven, and personalization
actions can be executed immediately to reﬂect the latest user information need.
5. UCAIR has an embedded database component that records the complete history of
a user’s search and feedback activities in a local disk ﬁle. The user can easily view,
delete and search their personal search history. This diﬀers from Google’s Web History
in that nobody except the user is able to access this store of private data. UCAIR also
implements the algorithm in Chapter 4 to discover a user’s long-lasting exploratory
76
interests, which serve as an informative summary of the user’s search history. In case
we want to reuse legacy data sets from other personalized retrieval studies, UCAIR
provides a history importer to work with these data sets after they are converted to
standard XML formats.
6. UCAIR is not only intended for personalized retrieval, but also suitable for person-
alized recommendation. It has support for information ﬁltering tasks, where there is
no explicit query, and the system needs to decide whether a document in a stream
should be presented to the user or not. UCAIR models document streams and al-
lows RSS feeds to be imported. Following the approach in Chapter 4, the discovered
long-term exploratory user interests are used to prioritize documents in the stream,
but other recommendation strategies can also be deﬁned. Collaborative ﬁltering is
not supported due to the client-side architecture, but there is future plan to build a
central server or peer-to-peer network for UCAIR systems to support this scenario.
6.3 UCAIR Data Model
UCAIR involves many entities like query, document and user that are commonly conceptu-
alized in a personalized retrieval system. It provides implementation for these entities with
necessary attributes and basic operations. Figure 6.4 contains the diagram for the complete
network of entities, showing relation cardinalities but omitting entity attributes.
In the center of the diagram is the user. The user can search for information using
search engines (left part of the diagram) or read recommendations from document streams
(right part of the diagram). From the user’s feedback in their search/reading activities
there is the opportunity to build a user proﬁle to model the user’s long-term information
needs. Here the user is associated with multiple interest topics, where each topic describes
an aspect of user interests. The interest topics can be used to guide personalized retrieval
and recommendation.
In the left part of the diagrams are the entities in a personalized retrieval system. A
search is associated with a query and the result documents returned from a search engine.
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The query is keyword-based but may use additional operators like grouping and domain
constraints. Result documents are usually in the form of snippets, consisting of a title, a
summary and an external link. They may come from one of many search engines. UCAIR
has implemented a client for Yahoo! Search BOSS service [3] and a wrapper for AOL Search
to extract results from its search page. Other types of search engine connectors are possible.
For example, one may set up a locally running Lemur [2] retrieval application on an indexed
collection and supply an adapter to UCAIR.
We make a deliberate separation between a search object and a user search record
object. Search contains information such as and result documents which are not tied to any
particular user, while user search record focuses on information decided by a certain user,
such as time, events and models. This normalization simpliﬁes UCAIR implementation, as
non-user-speciﬁc search data can be shared by multiple users or diﬀerent search instances
from the same user.
Each user search record has a search time attribute, and a session is deﬁned to be related
user search records close in time from a single user’s search history. As the user interacts
with the retrieval system, they may leave important implicit or explicit feedback, so the
interaction events are collected and associated with the user search record. Currently the
events that are recorded include user viewing a search page and user clicking a search result,
but other types can be added if needed by some personalization algorithms. The user search
record also has some language models computed by diﬀerent algorithms to represent the
user’s information need during this search. These models are used to provide a personalized
reranking of search results. They are also indexed to facilitate searching in search history.
The right part of the diagram describes entities in a personalized recommendation sys-
tem. A document stream is just an incoming stream of documents produced by a document
stream source. UCAIR implements an RSS feed adapter so that any RSS feed can be used
as a source of documents to be recommended to users. A user’s interactions with a doc-
ument stream are stored in a user read record. It keeps track of what documents have
been presented to the user and captures the user’s reading activities in the associated event
objects.
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6.4 UCAIR Architecture and Components
Figure 6.5 shows UCAIR’s architecture. As can be seen, it follows the general architecture
of a client-side personalized retrieval system (Figure 6.3) by adding a middle layer between
server and browser. Below we will describe the information ﬂow between the various com-
ponents (the direction of which is marked by arrows in the diagram) as UCAIR performs
personalization for retrieval and recommendation tasks, with a retrieval example in Figure
6.6.
At start up, UCAIR will start the web server, which listens on an internal HTTP port for
incoming requests. If a user logs in, UCAIR will read from the embedded SQLite database
for relevant information about the user. In particular, it will load the user’s past search
history (for eﬃciency, only queries and user events are loaded; result documents can be
loaded lazily if they are later requested), and build an index on language models of the
past searches (these precomputed models are truncated to no more than twenty terms, so
building an index for up to tens of thousands of such models should not take long).
When a user submits a query (in the example, jaguar) through the search CGI, UCAIR
will forward the query to the speciﬁed search engine using the corresponding search engine
connector (AOL wrapper in this case). The returned search page will be parsed for search
results, which are cached in the search manager and indexed. UCAIR will create a new user
search record, select a model generator according to user settings, and use it to produce
a query model that combines the original query and the user’s short-term and long-term
context. Hopefully, this generated query model will capture the user’s information need
better than the original query. (In the example, the user has no history, so the query model
just contains the single query term.) The model will be sent to a ranking generator to
produce a reranking of the set of search result. (In the example, there is no context at
this point, so we just fall back to search engine’s original ranking.) The search results are
rendered using an HTML template to produce a web page to be presented to the user. After
the CGI ﬁnishes, search data will be persisted to the database.
When the user clicks on the link of a result document (in the example, the Wikipedia
entry on jaguar cat), the event is captured by the feedback CGI through URL rewriting
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and redirecting. UCAIR will look up the corresponding user search record and record the
click event, logging it to the database.
After the user is ﬁnished viewing the clicked result’s web page, if they choose to return
to the search page, that would imply the user is interested in more results on the subject.
As before, we invoke the model generator to produce a query model, but this time, the
user’s context has been updated: we can infer the user is interested in the cat meaning
of the jaguar query from implicit feedback (clickthrough), so it is possible to estimate a
better query model that more accurately reﬂects the user’s current information need. As
can be seen, the produced language model contains such informative terms as “panthera”
and ”cat”. This helps the rank generator to produce a reranking of the unseen search results
(those ranked higher than the clicked result are considered to have been seen). All three
promoted results are related to the clicked one, and two of them are truly relevant thanks
to the improved query model.
If the user goes to the next search page of results 11-20, UCAIR retrieves more results
from the search engine, but uses the latest query model to rerank them instead of using the
original ranking. The strategy is to always keep a most updated query model estimated
from user’s feedback, and use this model whenever needed to guide the system’s response
(generating a ranking of result documents in this case). This is an instantiation of the
decision-theoretic user modeling framework we introduced in [76]. According to this frame-
work, in an interactive system where the system needs to take actions in response to user
actions, the system should minimize its Bayesian risk by selecting an action that minimizes
a loss function with regard to the user model distribution. This leads to the recommen-
dation that the system should re-estimate a most probable user model whenever there is
relevant new information from the user, and immediately optimize its response using the
updated user model. UCAIR implements this “eager feedback” strategy as it is shown to
be improving user’s personalization experience, and it should be orthogonal to the actual
personalization algorithm without negative impact.
UCAIR implements a set of query models involving non-personalized ones and the per-
sonalized retrieval algorithms found in our previous works. It includes model generators
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for the Maximum Likelihood Estimate query model (which only involves query terms), the
pseudo feedback model from mixture estimate ([102]), a short-term history model using re-
sult clicks of the current query for implicit feedback ([75]), and the long-term history model
using related queries in the past (Chapter 3). If we want to add a new personalized retrieval
algorithm involving a new query model, we only need to provide a new query model gener-
ator, which should implement two operations: one is to check whether the model needs to
update itself since last run, and the other is to generate the updated model from feedback
recorded in the user proﬁle.
UCAIR also provides a hierarchy of ranking generators for diﬀerent uses. The baseline
ranking generator just returns search engine’s original ranking. There is a scoring ranking
generator which produces ranking by ordering results according to a custom scoring func-
tion. A language-model-based ranking generator is a subclass of it, where the scores are
negative KL-divergence [103] between the query model and the result documents. Since
users typically do not want position changes to the already viewed part of a ranking, we
provide a mixing ranking generator that can mix two rankings according to some strategy.
There is also a ﬁltering ranking generator to remove unwanted results from a ranking.
Aside from personalized retrieval, UCAIR provides infrastructure support for a person-
alized content-based recommendation system. In Figure 6.5, the document stream source
connectors will periodically (or on user demand) connect to the corresponding document
stream sources to retrieve new incoming documents and cache them in the document stream
manager. If a user requests to read documents in a stream, the user proﬁle is responsible
for ordering the documents to match the user’s interests. In general, any long-term user
interest model can be used. For example, it can be computed according to user-supplied
keywords (explicit feedback) or reading time spent on the documents (implicit feedback).
UCAIR implements the personalized recommendation algorithm in Chapter 4 that com-
putes the user’s long-lasting exploratory interests from implicit feedback in their long-term
web search history. A document will be recommended (pushed to the top of the stream) if
it matches well with the language model of one or more user interest topics. The recom-
mendation CGI will write the reordered documents to an HTML page to be presented to
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the user, and the feedback CGI will record the user’s clicks and reading time as implicit
feedback. This feedback could be potentially used to build a model for the user’s reading
preferences on the document stream, and be combined with the long-term search interests
model.
6.5 Evaluation in UCAIR
As previously said, evaluation of personalized search algorithms is often done through small-
scale user studies. As such, evaluation can become biased or unrealistic if it is not controlled
carefully. For example, the search tasks in evaluation might be quite diﬀerent from what
users will normally encounter in their daily lives. If the algorithms are deployed on UCAIR
and used regularly by users for enough time, we can have several evaluation strategies to
avoid this problem, assuming the complete search and feedback history has been logged.
First, we can pick the user’s historical search tasks satisfying given requirements, either
randomly or from certain periods, and use them as evaluation tasks. Since they were real
search activities, there would be no bias. Moreover, when the user is asked to provide explicit
judgment on his/her own search activities, there would be little diﬃculty to understand their
original intentions and contexts. To support this, UCAIR provides an oﬄine mode, in which
the web server is not started and the program just loads search history from database and
runs a speciﬁed function, which can execute code for evaluating algorithms on the loaded
search history.
Second, we can adopt the paired comparison strategies proposed in [68] for evaluation.
According to the strategies, if we want to compare the performance of two retrieval al-
gorithms (usually one would be feedback-based and the other would be baseline), we can
intermingle their ranked results in a balanced way (implemented using a mixing ranking
generator), so that the user does not know which result comes from which algorithm in
the new mixed ranking they are presented. The algorithm with better performance would
have more of its results clicked. The paired comparison is shown to be more reliable than
comparing absolute measures like click counts from two separate systems.
Third, even if we cannot perform evaluation using the previous strategies, UCAIR still
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allows us to accumulate users’ search log data, without which long-term implicit feedback
algorithms cannot get input, let alone to be evaluated. Moreover, if we have long-term
search log with rich feedback recorded, we can even run simulated studies in some cases.
For example, we can treat implicit click feedback as absolute relevance judgment or extract
relative preference pairs following [41], and evaluate algorithms against them.
As a side note, to protect their privacy, the users may need to have their sensitive
searches purged before using their search history for evaluation. UCAIR has a search
history CGI to allow users to view their complete search history. There will be links for
them to easily remove queries that are found to be sensitive.
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Chapter 7
Summary
This thesis studies how to use language models to exploit user feedback in information
retrieval. The work is focused on some less-studied yet important areas on the map of feed-
back literature. The proposed algorithms are all based on the language modeling framework,
which allows feedback to be understood as the process of reﬁning query or user language
models with contextual evidence. We are able to build language models to eﬀectively
capture users’ short-term and long-term search preferences, and with their retrieval per-
formance as demonstrated in experiments we show the language modeling approach has
unique advantages in handling user feedback.
Particularly, we ﬁrst study implicit feedback in a user’s long-term personal search log.
We use language models to represent various text structures in the search log, including
queries, documents, history contexts, search patterns and interest topics. We propose algo-
rithms to extract long-term implicit feedback from the search log and adaptively use it as
search context to personalize search results, which is shown by a real user study to achieve
improved retrieval performance over a non-personalizing baseline. We also study how to
eﬀectively identify long-lasting exploratory search patterns from a user’s long-term search
history. The discovered search patterns represent users’ stable interest topics and can be
used to recommend new information to them, which is evaluated using a simulated study.
In another direction, we study explicit term feedback in place of document-based relevance
feedback. We propose language-model based algorithms to select feedback terms and con-
struct reﬁned query models, and show a hybrid method that combines term and cluster
relevance feedback is able to achieve retrieval performance comparable to document-based
feedback. Finally, we have developed the UCAIR personalized retrieval system, which is
designed to be a reusable and extensible platform for development, deployment and evalu-
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ation of feedback algorithms to support personalized search and recommendation. UCAIR
makes it easy to push personalized feedback algorithms (including the ones developed in
this thesis) to a production environment for people to use, and in this process it will be
collecting valuable feedback data to support research in personalized feedback.
User feedback is a broad research area under active studying, and the following would
be among the most interesting directions for further research:
1. Except for term-feedback, the other feedback algorithms in this thesis are mostly
using clickthrough as implicit feedback. But as pointed out in [41], clickthrough as
absolute relevance judgment is biased by the original ranking. It would be helpful to
study other implicit feedback forms and combine them with clickthrough to provide
a more robust relevance model. Another direction is to adapt the pairwise relevance
comparison approach in [41] into the language modeling framework.
2. The performance of personalized retrieval algorithms is often not stable. For some
queries there is little ambiguity so applying personalization is unnecessary. For others
there is not enough feedback or the feedback provides little relevance information,
and applying it could give negative results. Therefore it would be useful to develop
feedback algorithms that can adapt well with both query clarity and feedback strength.
3. UCAIR’s client-side architecture provides it with a lot of advantages, but also limits
it in many ways. Collective feedback is especially diﬃcult. It would be interesting
to build a central server or peer-to-peer network for client-side systems to facilitate
collaborative feedback among diﬀerent users. Another approach is to build a hybrid
system where the client stores user data but selectively sends non-private information
to the server.
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