We study aspects of computability concerning random events and variables in a computable probability space which fulfills certain computability axioms. To this end, we introduce two multirepresentations of random events and random variables respectively, employing the Fréchet-Nikodym metric and the Ky Fan metric. They are shown to be recursively complete in guaranteeing computability of basic operations on random events and random variables. Some natural variations of the multirepresentation of random variables are defined for the integrable variables to explore computability of integration.
Introduction
In the past decades many efforts have been contributed to exploring computational contents in probability theory, measure and integration theory from different schools, including TTE (the Type-2 Theory of Effectivity) [15, 17, 21, 20, 22, [25] [26] [27] , domain-theoretical approach [10, 11] and constructive analysis [2, 4, 7, 8] . Nonetheless, a systematic approach to effective probability theory does not yet exist.
In this paper, we suggest an axiomatic approach to fundamental aspects of computability concerning random events and variables. Motivated by the work in a computable measure space by Weihrauch and Wu [27] , our approach here is based on an effective version of the probability space, written (Ω, F , µ, R, β), i.e., a probability space (Ω, F , µ) associated with an effective structure (R, β), where R is a countable algebra with F = σ (R) and β is a notation system of R fulfilling certain axioms.
Classically, the probability measure µ is assumed to satisfy the following Kolmogorov axioms.
(K1) The probability of an event is a non-negative real number: 0 ≤ µ(E) ≤ 1 for all E ∈ F . (K2) The assumption of unit measure: µ(Ω) = 1 and µ(∅) = 0. (K3) The assumption of σ -additivity: any countable sequence (E i ) of pairwise disjoint events satisfies µ(
In addition to the above, we propose four axioms about atomic computability properties on the effective information structure (R, β).
(C1) R is a countable ring with Ω ∈ R and F = σ (R).
(C2) β is a notation system of R with a recursive domain.
(C3) µ is computable w.r.t. β. Namely, there exists a Turing machine that computes, on input of any β-name of an event A ∈ R, an approximation of µ(A) up to any precision.
(C4) Set union and difference are computable w.r.t. β. Namely, there exists a Turing machine that computes, on inputs of any β-names of events A, B ∈ R, a β-name of A ∪ B resp. A − B.
These axioms assume that the probability measure and set-theoretical operations on basic events in R can be implemented in a Turing machine via β-names. Using β-names, we will build three multirepresentations, i.e., δ F for the random events F , δ RV for the random variables RV, and δ L for the integrable random variables L 1 (µ) respectively. Applying those multirepresentations, we study computability of basic functions such as set-theoretical operations on random events, (X, a)  → {X ≤ a} and expectation X  → E[X ] on random variables. It proves that each of those multirepresentations is recursively complete in the class of all naming systems that entail the computability of some of the aforementioned functions. This means that names under those multirepresentations encode necessary and sufficient information to guarantee computability of the considered functions. Therefore they are not just ad hoc but fundamental and typical.
As background, we consider TTE, which is a realistic theoretical model suitable for defining natural computability notions on abstract spaces with different algebraic or topological structures. The general idea of TTE is to equip an abstract space with concrete naming systems for its components, and computations on the space are realized by a Type-2 machine operating on names under the naming systems.
Throughout the content, Σ denotes a finite alphabet of symbols including 0 and 1. We denote by Σ * resp. Σ ω the set of finite resp. infinite words on Σ, and write W for Σ * or Σ ω . A naming system of a set X is a surjective multifunction δ :⊆ W ⇒ X assigning words in W as names to each element in X . If W = Σ * , δ will be called particularly a notation;
otherwise, a multirepresentation. A Type-2 machine is a Turing machine with a one-way write-only output tape, where ''one-way'' means that the output tape has a left end and always writes from left to right. A string function F :⊆ Σ * ∪ Σ ω → Σ * ∪ Σ ω is said to be computed by a Type-2 machine M if, on any w ∈ dom(F ), M outputs the value F (w) and halts whenever F (w) ∈ Σ Definition 1.1 (Effectivity Induced by Naming Systems Cf. [24, Definition 17 and 24] ). Let f :⊆ X ⇒ Y be a multifunction. Let δ, γ be naming systems of X , Y respectively.
2. The multifunction f will be called (δ, γ )-continuous or (δ, γ )-computable iff it has a continuous or computable (δ, γ )-realization respectively. 3. The above notions of induced continuity and computability can be extended to multivariate multifunctions in a natural way.
By definition, we have that (δ, γ )-computable implies (δ, γ )-continuous.
Definition 1.2 (Reducibility Between Naming Systems)
. Let δ, γ be two naming systems of a set X .
1. δ is topologically/recursively reducible to γ , written δ ≤ t γ resp. δ ≤ γ iff the identity on X is (δ, γ )-continuous/ Among a class of naming systems of the same set of objects, the complete ones under continuous or even computable reducibilities are most interesting in that they encode the weakest information that is necessary to satisfy certain topological or recursive properties.
Definition 1.3 (Completeness of Naming Systems).
Let Φ be a class of naming systems of a set X . A naming system δ ∈ Φ is said to be topologically or recursively complete in Φ, iff φ ≤ t δ or φ ≤ δ for any φ ∈ Φ, respectively.
The well-known concept of admissible naming systems in TTE relates to a kind of topological completeness. (See Definition 3.2.7. and Theorem 3.2.9 [23] , which is generalized by Schröder [18, 19] to limit relations and multirepresentations, as defined by Definition 2.1 in the sequel.)
In Section 2, naming systems of numbers and basic concepts related to limit relations and probability theory are briefly depicted.
In Section 3, we propose the notion of a computable pseudo-metric space, which will become a useful model to formalize effectively random events and variables.
In Section 4, we present a formal definition of a computable probability space, and then construct the multirepresentations δ F and δ RV for all random events and variables in it. δ F is admissible w.r. In Sections 5 and 6, δ F and δ RV are proven to be recursively complete w.r.t. computability of certain functions. In Section 7, we introduce another interesting multirepresentation σ which originates from [17] . We show that δ RV is stronger than σ in general.
In Section 8, we discuss computability of integration w.r.t. δ RV . It shows that δ RV is insufficient to compute the expectation of an unbounded random variable.
Finally, we present a multirepresentation δ L for the integrable random variables, which is capable of computing the expectations of all integrable random variables. The relation between δ RV and δ L is explored which gives the recursive completeness of δ L .
Terminologies

Naming systems of numbers
For any words u and v, let u ⊑ v denote that u is the prefix of v. Let We will say a number, such as a value of a numerical function, can be ''computed'', ''obtained'' or ''found'' if and when a name of it in the form as assumed above can be computed by a Type-2 machine. One can see that a real number is computable (w.r.t. ρ) iff, up to any precision, a rational approximation of it can be computed.
We will also use two aided representations of R, i.e., ρ < and ρ > which use an increasing resp. decreasing sequence of rational numbers to represent a real as its limit.
Let M, N be non-empty sets and γ , δ naming systems of M, N respectively. The so-called product naming system of the tuples M × N can be derived, written (γ , δ), which is defined by (γ , δ)(w) := (m, n) if and only if w = ⟨u, v⟩, m ∈ γ (u) and n ∈ δ(v).
Product naming systems of more dimensions can be derived canonically.
Limit relations and sequential continuity
In the sequel, let (x i ) denote the sequence x 1 , x 2 , . . . A limit (convergence) relation → X on a non-empty set X , is a relation that assigns points in X to sequences ( 
where (x n ) is called a → X -convergent sequence and x is called a limit of (x n ). Limit relations induce a natural notion of continuity: a function f :⊆ X → Y is said to be continuous w.r.t. limit relations → X and → Y iff f preserves convergent sequences (Cf. [3, 9] ). Sometimes this notion of continuity is called sequential continuity to differ with that defined in terms of topologies. This concept is extended to multifunctions in Definition 2.1.1.
A pair (X, → X ) will be called a limit space if and only if the limit relation → X on X satisfies the following three axioms (Cf. [13, 16] ):
is a sequence such that any subsequence of (x n ) has a subsequence converging to x, then (x n ) converges to x.
Each topology induces a limit relation which satisfies the above three axioms. However, a limit relation does not need to be induced by any topology (Cf. [12] ). In this paper, → τ denotes the limit relation induced by a topology τ , and → d by a 
Basic notions from probability theory and measure theory
Let Ω be a non-empty set. A ring on Ω is a collection of subsets of Ω closed under the formation of finite unions and differences. A field (or algebra) on Ω is a ring on Ω that contains Ω. A σ -field (or σ -algebra) on Ω is a field on Ω which is closed under countable unions. For any class C of sets, there exists a minimal σ -field including C, in symbol σ (C), called the σ -field generated by C. A probability measure on a σ -field F is a real-valued function µ : F → [0, 1] which is countably additive with µ(∅) = 0 and µ(Ω) = 1. In this case, the triple (Ω, F , µ) is called a probability space. Then Ω is called a sample space and the sets in F are called random events. A real function X : Ω → R is called a random variable if it is Borel measurable, i.e., {X > a} := {ω ∈ Ω|X(ω) > a} is a random event for any real number a (Cf. [1, page 36, line 34-37]). A random variable can be interpreted as a physical measurement on the sample space Ω.
is a monotonically increasing sequence of sets with A =  n A n , and A n ↘ A that (A n ) is a monotonically decreasing sequence of sets with A =  n A n . In the above two cases, we call A the monotone limit of (A n ). [1, p.19] ). Let (Ω, Å, µ) be a measure space, and let F be a field of subsets of Ω such that Å = σ (F ). Assume that µ is σ -finite on F , and let ε > 0 be given. If A ∈ Å and µ(A) < ∞, there is a set B ∈ F such that µ(A △ B) < ε.
Theorem 2.2 (Approximation Theorem
A computable pseudo-metric space
We will represent random events and random variables by sequences of special elements converging under pseudometrics, so we introduce the following notions, which extend the definitions of a computable metric space and its Cauchy representation as defined in Definition 8.1.2 [23] to pseudo-metrics. The following definition can be referred in a textbook. 
Notice that, for a Cauchy multirepresentation δ M as defined above, it holds d(x, y) = 0 for any δ M -name p and x, y ∈ δ M (p). 
For all k ≥ 1, define Γ k by that, for w ∈ Σ * , w ∈ Γ k iff there exists p ∈ dom(γ ) so that w is the minimal prefix of p that fulfills the following conditions:
It is easy to verify that G is (→ Σ , → Σ )-continuous. So we have shown that γ ≤ t δ M .
A computable probability space
Definition 4.1. Let (Ω, F , µ) be a probability space. The structure (Ω, F , µ, R, β) will be called a computable probability space if it satisfies additionally the following axioms:
(C1) R is a countable ring with Ω ∈ R and F = σ (R); (C2) β is a notation system of R with a recursive domain; (C3) µ is computable w.r.t. β; (C4) Union and difference are computable w.r.t. β.
Axiom (C1) makes it possible to represent every random event in F by a converging sequence over R. Axiom (C2) is useful for us to enumerate effectively the domain of β so as to find an appropriate element in R. Although a c.e. domain suffices to do the searchings, a recursive one is more possible to permit designing of efficient algorithms. To the view of ours, the notation systems and encoding schemes as employed in mathematics and computer sciences so far have been designed actually to be of a recursive domain, and we believe that a notation system with a non-recursive domain is avoidable and thus unnecessary. Axiom (C3) endows the probability measure with the (β, ρ)-computability. Axiom (C4) postulates the effective set-theoretical operations on the structure (R, β). Assumption 4.2. Throughout the remaining content, let (Ω, F , µ, R, β) be a computable probability space with the infinitely divisible property, i.e., for any A ∈ R, there exists a subset B ⊆ A in R s.t. The following observation is useful, whose proof is left to the reader. A function h : Ω → Q is said to be a simple variable in the computable probability space (Ω, F , µ, R, β) iff h takes on only finitely many distinct rational values and, for each rational value c, {h = c} ∈ R. Let SV denote the set of all simple variables. (RV, d µ ) .
For
A, B ∈ F , define d µ (A, B) := µ(A △ B). The function d µ on F 2 is called the Fréchet-Nikodym metric ([5, page 53]). 2. For X , Y ∈ RV, define d µ (X, Y ) := inf{ε > 0 : µ{|X − Y | > ε} ≤ ε}. The function d µ on RVd µ (X, Y ) ≤ ε ⇐⇒ µ{|X − Y | > ε} ≤ ε.
Lemma 4.7. SV is dense in
Proof. Let X ∈ RV and c ∈ Q + . There exists n ∈ N s.t. µ{X ≥ nc} + µ{X < −nc} ≤ c.
(1)
For each integer k with −n ≤ k < n, denote
Define a rational-valued step function s :=  n−1 k=−n kc · I A k . Then {|X − s| ≥ c} ⊆ {X ≥ nc} ∪ {X < −nc} and thus µ{|X − s| ≥ c} ≤ c by (1), which implies
On the other hand, due to Lemma 4.5, R is dense in (F , d µ ) , so there exist
A natural notation ν SV of SV is defined as follows. For any h ∈ SV and p ∈ Σ ω , ν SV (p) := h iff, for some n ∈ N and some rational numbers c i and β-names w i with 1 ≤ i ≤ n, β(w i ) are pairwise disjoint and Proof. By Lemma 4.7, it suffices to show that d µ is computable w.r.t. ν SV . Let X , Y ∈ SV. Let p, q be ν SV -names of X , Y respectively s.t.
An algorithm computes on p and q as follows.
Step 1. For all 1 ≤ i ≤ m and 1 ≤ j ≤ n, compute the values of |a i − b j |.
Step 2. Arrange those values |a i − b j | to construct the maximal decreasing sequence
Step 3. Obtain an increasing sequence E 1 ⊆ E 2 ⊆ · · · ⊆ E r , where
Step 4. Find the minimal k s.t. µ(E k ) > c k . Then output µ(E k ) as the value of d µ (X, Y ) and halt. Let us verify correctness of the above procedure. As the sequence (c i ) constructed in step 2 is decreasing, the sequence (E k ) obtained in step 3 is indeed increasing. By steps 2 and 3 together, we see that the minimal integer k specified in step 4 can be found surely. It remains to show that the output is exactly d µ (X, Y ). In fact, it yields by step 4 that
According to Definition 3.2, we obtain the following multirepresentations. 
for every i ≥ 1. 2. δ RV :⊆ Σ ω ⇒ RV is the Cauchy multirepresentation of RV defined by
Several different multirepresentations of measurable sets in a computable measure space have been defined in [25, 26] . The restrictions of all those naming systems onto the class of finitely measurable sets are essentially the same one, i.e., they are recursively reducible to each other. Particularly, if the underlying measure space is the computable probability space as we assumed here, then each of them is equivalent to δ F . Therefore, all the results on finite measures and finite measurable sets as obtained in [25, 26] apply accordingly to δ F . For example, it follows by Theorem 4.1 in [26] that the probability measure µ and the set-theoretical operations (union, intersection, difference and complement) are computable w.r.t. δ F .
Recursive completeness of δ F
Let us verify computability of the measure µ and the set-theoretical operations w.r.t. δ F in the special situation of (Ω, F , µ, R, β). Although it can be derived as a corollary of the old results in [25] or [26] , we prefer to obtain a separate, direct and simple proof as follows.
Theorem 5.1.
The set-theoretical operations (union, intersection, difference and complement) are δ F -computable.
Proof. 1. Let E ∈ R with a β-name w. Then ⟨w, w, . . .⟩ is a δ F -name of E. This implies β ≤ δ F .
2. Since Ω ∈ R, the statement follows from claim 1. 3. Let A be a random event with a δ F -name p. By definition, supposing that p = ⟨w 1 , w 2 , . . .⟩, it holds
) and µ is β-computable, µ(A) can be computed from p.
4. Let A, B ∈ F with δ F -names p, q respectively. Suppose that p = ⟨w 1 , w 2 , . . .⟩ and q = ⟨v 1 , v 2 , . . .⟩ and let A i := β(w i ) and B i := β(v i ) for every i ≥ 1. We have
and so
Since ∪ is computable w.r. Proof. Suppose δ is a naming system of F which fulfills the three conditions as stated in the theorem. Let A ∈ F with a δ-name p. Since β ≤ δ, for any β-name of a set E ∈ R, a δ-name, say q, of E can be computed. Proof. Let a n ↗ a for a n , a ∈ R. Since {X ≤ a n } ↗ {X ≤ a}, we have µ{X ≤ a n } ↗ µ{X ≤ a} as a is not a stable value of X .
Let p be a δ RV -name of X . By Definition 4.9.1 of δ F , it suffices to show that for any i ≥ 1 some set E ∈ R (in the form of a β-name) can be computed from p and a s.t.
Since a is not a stable value of X , a rational-simple function h and a rational number 0 < ε ≤ 2 µ{|h − X | ≥ ε} ≤ ε and µ{a − ε ≤ h ≤ a + ε} ≤ ε.
Thus we have, for any rational number c : a ≤ c ≤ a + ε,
It is not hard to see that a β-name of {h ≤ c} can be computed from any ν SV -name of h for any rational number c. Therefore, a δ F -name of {X ≤ a} can be computed from p and a. (X, a, ε)  →ã ∈ R (X ∈ RV, a ∈ R and ε > 0) whereã is any real number which is not a stable value of X and |ã − a| ≤ ε. 
Define nondeterministically for every k ≥ 0,
and let a k+1 be the midpoint of A k+1 . Thus, for any k ≥ 0, 
It is not difficult to see that C k are pairwise disjoint. In fact, for any k ≥ 1, A k and B k are disjoint and B i ⊆ A k for all i > k. Assume the contrary that there exists δ > 0 s.t. µ{X =ã} > δ.
On the other hand, we have
This together with (6) obtains
Since C k ⊆ A 0 are pairwise disjoint, this implies that µ{X ∈ A 0 } = ∞. This is a contradiction. 
Since δ satisfies both Theorems 6.2 and 6.4, a sequence of reals a 0 < a 1 < a 2 < · · · < a n which are not stable values of X can be computed s.
Moreover, for each 1 ≤ k ≤ n, a δ F -name q k of the set {a k−1 ≤ X < a k } can be computed, and thus by definition, a basic set
Let X i :=  n k=1 b k I E k where b k is any rational number in (a k−1 , a k ) . It holds by (7) and (8) 
Another multirepresentation σ of random variables
In [17, Definition 3.4], the multirepresentation σ of random variables in an abstract probability space has been introduced, which together with its variations is useful in discussing computability of basic queueing systems. We reformulate it here for the random variables RV in the computable probability space (Ω, F , µ, R, β) as follows. The multirepresentation σ :⊆ Σ ω ⇒ RV induced by ν is defined by that, for any q ∈ Σ ω and X ∈ RV,
listing (via ν) of all B(s, t, m) ∈ B with X ∈ B(s, t, m).
For a random variable X , µ X (E) := µ{X ∈ E} is well-known to be a measure on R. For random variables X , Y , define the following equivalence
We observe the following. 
This yields µ{s < X < t} = µ{s < Y < t}.
This observation indicates that σ is substantially a representation of the quotient space RV/ ≡ since each σ -name represents an equivalence class of ≡. Furthermore, each σ -name can be viewed as representing a stochastic experiment or simulator that subjects to a unique probability distribution. Therefore, σ can be treated as a universal model of stochastic experiments or simulators.
The following result shows that usually a δ RV -name contains more rich information than that of a σ -name. Theorem 7.3.
This follows that there exists i large enough s.t. 
which yields for every i that
and thus
With an analogous argumentation, one obtains that, for any s, t, m ∈ Q, µ{s < X < t} > m ⇐⇒ ∃i.µ{s
Notice that the value of µ{s + 2
} can be computed from a β-name of X i . This together with (11) implies that a σ -name of X can be computed from (X i ).
2. Suppose disjoint E, F ∈ R with µ(E) = µ(F ) > 0. Then I E , I F ∈ RV and I E ≡ I F and thus they cannot be discriminated by σ -names. However, they can be discriminated by δ RV -names. In fact, given any δ RV -names of I E and I F , one obtains δ F -names, say p, q, of E and F due to Theorem 6.2. With p and q, the values µ(E) and µ(E ∩ F ) can be computed by Theorem 5.1. Then µ(E ∩ F ) < µ(E) is c.e., so is I E ̸ = I F .
Computability of integration w.r.t. δ RV
In general, the information encoded in a δ RV -name of a random variable X is insufficient to compute the expectation E[X ]. 
where X i := ν SV (w i ) for every i ≥ 1. This yields by Lemma 4.4 that
Let
it follows by (13) that
On the other hand, as Nonetheless, if some upper and lower bounds of X are known then its expectation E[X ] can be computed w.r.t. δ RV .
Theorem 8.2.
Proof. 1. Let (X i ) be a sequence of simple variables encoded in a δ RV -name of X . By Lemma 4.4, it holds µ{|X
For any integers j and i s.t.
where 
Proof. The statement follows immediately from Theorem 8.2.1.
A recursively complete multirepresentation of L
(µ)
In [27] , a multirepresentation of integrable functions in a computable measure space has been defined, which applies the well-known L 1 -metric on integrable functions. We reformulate it here more straightforwardly in the computable probability space (Ω, F , µ, R, β).
For integrable random variables X and Y , the L 1 -metric is defined by
It is known that d 1 is stronger than d µ , i.e., convergence in the mean
Proof. It is well-known that the subspace SV is dense in L 1 (µ). It remains to show that d 1 is computable w.r.t. ν SV . Let p, q be ν SV -names of simple variables X , Y respectively s.t.
By definition, β(u i ) are pairwise disjoint and so are β(v j ) . So we have 
2. It is easy to see that
As
It suffices to show that
We will show that
In fact, for all ω ∈ A i − E, it follows by (15) 
Assume the contrary that there exists δ > 0 and a subsequence (A
Remember that a is an unstable value of X , so |X − a| > 0 a.e. on A
On the other hand, as |X 2i − a| ≤ 2
This is a contradiction. This proves lim i µ(A 
Let v be a prefix of the output ρ-name which contains the argument c 2 . Let w be the prefix of p that has been scanned by M while the prefix v has already been outputted by M. Let (X i ) 1≤i≤k be the initial segment of (X i ) which are encoded in the prefix w of p. By the infinitely divisibility of the computable probability space as assumed in Assumption 4.2, there exist two events A, B ∈ R s.t. Note that, for all j,
so we have, for all 1 ≤ i ≤ k and j ≥ k + 1,
On the other hand, for all i, j with k + 1 ≤ i ≤ j, it holds by the definition of X 
Conclusion
Applying the concept of a computable probability space, we have defined multirepresentations δ F , δ RV and δ L for the random events F , the random variables RV and the integrable random variables L 1 (µ) in it respectively, which are admissible w.r.t. natural pseudo-metrics well-known in measure theory. Those multirepresentations have been proven respectively to be recursively complete in certain classes of naming systems, which implies that they are both sufficient and necessary to guarantee computability of certain operations on random events and random variables. So these multirepresentations are not merely ad hoc but fundamental to induce an interesting computability theory on probability.
