In the case where Γ = 3 × 3 , since it follows from
and so on that
we can rephrase the definition above in this case as follows. A homogeneous space G/K is 3 × 3 -symmetric space if G acts almost effectively on G/K and there existσ 3 ,τ 3 ∈ Aut(G)\{1} such that (σ 3 ) 3 = (τ 3 ) 3 = 1,σ 3 τ 3 and σ 3τ3 =τ 3σ3 , and moreover the subgroup K of G satisfies the condition (G σ 
In particular, in the case where G is a connected compact exceptional Lie group, we say the globally 3 × 3 -symmetric spaces G/K as the globally exceptional 3 × 3 -symmetric spaces.
Here, for a globally exceptional 3 × 3 -symmetric space G/K, the normal subgroup N ⊂ K of G is discrete, and we explain concretely its result as follows: N = {1} in the case where G = G 2 , F 4 , E 8 , N = Z 3 in the case where G = E 6 , N = Z 2 in the case where G = E 7 .
Hence, when we define the action to G/K of G as f :
we see that G acts almost effectively on G/K from the result above. Besides, note that it follows from σ 3 τ 3 = τ 3 σ 3 thatσ 3 ∈ Aut((G) τ 3 ) andτ 3 ∈ Aut((G) σ 3 ). Now, in order to construct the globally exceptional 3 × 3 -symmetric spaces, we give inner automorphismsσ 3 ,τ 3 of order 3 on G = G 2 , F 4 , E 6 explicitly and determine the structure of the group G σ 3 ∩ G τ 3 . Our results are as follows. We use the same notations as in [5] , [6] , [7] and [9] . Finally, the author would like to say that the features of this article are to give elementary proofs of the isomorphism of groups using homomorphism theorem. In the near future, for the case where G = E 7 and E 8 , we will provide some realizations of globally exceptional 3 × 3 -symmetric spaces as Part II and Part III.
2. P 2.1. Cayley algebra and compact Lie group of type G 2 . Let C = {e 0 = 1, e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 } R be the division Cayley algebra. In C, since the multiplication and the inner product are well known, these are omitted.
The connected compact Lie group of type G 2 is given by G 2 = {α ∈ Iso R (C) | α(x y) = (αx)(αy)}. (X, X, X), respectively, and briefly denote J(3, C) by J. The connected compact Lie group of type F 4 is given by
Exceptional Jordan algebra and compact Lie group of type
Then we have naturally the inclusion G 2 ⊂ F 4 as follows:
ϕ : G 2 → F 4 , ϕ(α)X = ξ 1 αx 3 αx 2 αx 3 ξ 2 αx 1 αx 2 αx 1 ξ 3
, X ∈ J.
Complex exceptional Jordan algebra and Compact
Lie group of type E 6 . Let J(3, C) C = {X ∈ M(3, C) C | X * = X } be the complexification of the exceptional Jordan algebra J. In J(3, C) C , as in J, we can also define the multiplication X •Y, X ×Y , the inner product (X, Y ), the trilinear forms (X, Y, Z) and the determinant det X in the same manner, and those have the same properties. The J(3, C) C is called the complex exceptional Jordan algebra, and briefly denote J(3, C) C by J C .
The connected compact Lie group of type E 6 is given by E 6 = {α ∈ Iso C (J C ) | det αX = det X, αX, αY = X, Y } = {α ∈ Iso C (J C ) | αX × αY = τατ(X × Y ), αX, αY = X, Y } where τ is a complex conjugation in J C : τ(X + iY ) = X − iY, X, Y ∈ J and the Hermite inner product X, Y is defined by (τX, Y ).
Then we have naturally the inclusion F 4 ⊂ E 6 as follows:
ϕ : F 4 → E 6 , ϕ(α)(X 1 + iX 2 ) = (αX 1 ) + i(αX 2 ), X 1 + iX 2 ∈ J C , X i ∈ J.
T 3
In this section, we will rewrite the inner automorphisms of order 3 on G = G 2 , F 4 , E 6 and the fixed points subgroups of G by them which were realized and determined in [6] , in association with the involutive inner automorphisms. However, the detailed proofs are omitted.
3.1. In G 2 . Let C = H ⊕ H e 4 be Cayley devision algebra, where H is the field of quaternion number. Since a multiplication, a conjugation and inner product in C = H ⊕ H e 4 are well known, these are ommited. If necessary, refer to [5] , [7] and [9] .
We define an R-linear transformation γ of C by γ(m + ne 4 ) = m − ne 4 , m + ne 4 ∈ H ⊕ H e 4 = C.
Then we have that γ ∈ G 2 and γ 2 = 1. Hence γ induces the involutive inner automorphism γ on G 2 :γ(α) = γαγ, α ∈ G 2 , so we have the following well-known result. Proof. We define a mapping ϕ 311 : Sp(1) × Sp(1) → (G 2 ) γ by ϕ G 2 ,γ (p, q)(m + ne 4 ) = qmq + (pnq)e 4 , m + ne 4 ∈ H ⊕ H e 4 = C.
This mapping induces the required isomorphism (see [9, Theorem 1.10 .1] in detail).
Let ω = −(1/2) + ( √ 3/2)e 1 ∈ U(1) ⊂ C ⊂ H ⊂ C. We define an R-linear transformation γ 3 of C by γ 3 (m + ne 4 ) = m + (ωn)e 4 , m + ne 4 ∈ H ⊕ H e 4 = C.
Then, using the mapping ϕ G 2 ,γ above, since γ 3 is expressed by ϕ G 2 ,γ (ω, 1): γ 3 = ϕ G 2 ,γ (ω, 1), it is clear that γ 3 ∈ G 2 and (γ 3 ) 3 = 1. Hence γ 3 induces the inner automorphismγ 3 of order 3 on G 2 :γ 3 (α) = γ 3 −1 αγ 3 , α ∈ G 2 . Now, we have the following theorem. Proof. Let U(1) = {a ∈ C | aa = 1} ⊂ Sp(1), where C = {x + ye 1 | x, y ∈ R}. Then we define a mapping ϕ G 2 ,γ 3 : U(1) × Sp(1) → (G 2 ) γ 3 by the restriction of the mapping ϕ G 2 ,γ (Proposition 3.1.1). This mapping induces the required isomorphism (see [6, Theorem 1.2] in detail).
Thus, since the group (G 2 ) γ 3 is connected, together with the result of Theorem 3.1.2, we have an exceptional 3 -symmetric space G 2 /(U(1) × Sp(1))/Z 2 ). of C ⊕ C 3 and we can define a multiplication, a conjugation and an inner product in C ⊕ C 3 corresponding to the same ones in C (see [9, Subsection 1.5] in detail). Hence we have that C ⊕ C 3 is isomorphic to C as algebra. Hereafter, if necessary, we identify C with C ⊕ C 3 :
Then we have that w 3 ∈ G 2 ([6, Proposition 1.4]) and (w 3 ) 3 = 1. Hence w 3 induces the inner automorphismw 3 of order 3 on G 2 :w 3 (α) = w 3 −1 αw 3 , α ∈ G 2 . Now, we have the following theorem.
Proof. We define a mapping ϕ G 2 ,w 3 :
This mapping induces the required isomorphism (see [6, Theorem 1.6 ] in detail).
Thus, since the group (G 2 ) w 3 is connected, together with the result of Theorem 3.1.3, we have an exceptional 3 -symmetric space G 2 /SU(3). As is well known, this space is homeomorphic to a 6-dimensional sphere S 6 : G 2 /SU(3) S 6 .
The following lemma are useful to determine the structure of groups
(2) The mapping ϕ G 2 ,w 3 : SU(3) → (G 2 ) w 3 of Theorem 3.1.3 satisfies the relational formulas
where ω = −(1/2) + ( √ 3/2)e 1 ∈ U(1).
Proof.
(1), (2) By doing straightforward computation we obtain the results above.
3.2. In F 4 . Let J be the exceptional Jordan algebra. As is well known, the elements X of J take the form
Hereafter, in J, we use the following nations:
We define an R-linear transformation γ of J by
where γ on right hand side is the same one as γ ∈ G 2 . Then we have that γ ∈ F 4 and γ 2 = 1. Hence γ induce involutive inner automorphismγ of
Here, we associate the elements X of J with the elements
and we can define a multiplication, a conjugation and an inner product in J(3, H) ⊕ H 3 corresponding to the same ones in J (see [9, Subsection 2 .11] in detail). Hence we have that J(3, H) ⊕ H 3 is isomorphic to the exceptional Jordan algebra J as algebra. From now on, if necessary we identify J with J(3, H) ⊕ H 3 : J = J(3, H) ⊕ H 3 . Note that the action to J(3, H) ⊕ H 3 of γ is as follows.
Then we have the following well-known result.
Proof. We define a mapping ϕ F 4 ,γ :
This mapping induces the required isomorphism (see [9, Theorem 2.11.2] in detail).
Let γ 3 ∈ G 2 be the R-linear transformation of C. Using the inclusion G 2 ⊂ F 4 , γ 3 is naturally extended to the R-linear transformation of J. The explicit form of γ 3 as action to J is as follows.
where γ 3 on the right hand side is the same one as γ 3 ∈ G 2 . Needless to say, γ 3 ∈ F 4 and (γ 3 ) 3 = 1. Hence γ 3 induces the automorphismγ 3 of order 3 on F 4 :γ 3 (α) = γ 3 −1 αγ 3 , α ∈ F 4 . Note that the action to J(3, H) ⊕ H 3 of γ 3 is as follows.
Now, we have the following theorem.
Proof. As in the proof of Theorem 3.1.2, let U(1) = {a ∈ C | aa = 1} ⊂ Sp(1). We define a mapping ϕ F 4 ,γ 3 : 
We define an R-linear transformation σ of J by
Then we have that σ ∈ F 4 and σ 2 = 1. Hence σ induce involutive inner automorphismσ on F 4 :σ(α) = σασ, α ∈ F 4 . Then we have the following well-known result. Let U(1) = {a ∈ C | aa = 1}. For a ∈ U(1), we define an R-linear transformation D a of J by diag(1, a, a) ), we have that D a ∈ F 4 . Hence, by corresponding a ∈ U(1) to D a ∈ F 4 , U(1) is embedded into F 4 . In addition, we can express σ defined above by
. Then we define an R-linear transformation σ 3 of J by
Needless to say, since
, we have that σ 3 ∈ F 4 . Hence σ 3 induces the automorphismσ 3 of order 3 on
Theorem 3.2.4. The group (F
Proof. Let Spin(2) as the group {D a ∈ F 4 | a ∈ U(1)} defined above which is isomorphic to the group U(1) and Spin(7) as the subgroup (
This mapping induces the required isomorphism (see [6, Lemmas 2.5, 2.6, Theorem 2.7] in detail).
Thus, since the group (F 4 ) σ 3 is connected, together with the result of Theorem 3.2.4, we have an exceptional 3 -symmetric space F 4 /((Spin(2) × Spin(7))/Z 2 ).
We define an R-linear transformation w 3 of J by
where w 3 on the right hand side is the same one as w 3 ∈ G 2 . Needless to say, w 3 ∈ F 4 and (w 3 ) 3 = 1. Hence w 3 induces the automorphismw 3 of order 3 on F 4 :w 3 
We associate the elements X of J with the elements
, where m i ∈ C 3 , and we can define a multiplication, a conjugation and an inner product in J(3, C) ⊕ M(3, C) corresponding to the same ones in J (see [9, Subsection 2 .12] in detail). Hence we have that J(3, C) ⊕ M(3, C) is isomorphic to J as algebra. Hereafter, if necessary we identify J with J(3, C) ⊕ M(3, C): J = J(3, C) ⊕ M(3, C). Note that using ω = −(1/2) + ( √ 3/2)e 1 ∈ C, the action to J = J(3, C) ⊕ M(3, C) of w 3 is as follows.
Proof. We define a mapping ϕ F 4 ,w 3 :
This mapping induces the required isomorphism (see [6, Theorem 2.9] in detail).
Thus, since the group (F 4 ) w 3 is connected, together with the result of Theorem 3.2.5, we have an exceptional 3 
As in Section 3.1, the following lemma are useful to determine the structure of a group 
3.3. In E 6 . Let γ, γ 3 ∈ G 2 ⊂ F 4 , and using the inclusion F 4 ⊂ E 6 , γ, γ 3 are naturally extended to an C-linear transformation of J C . Needless to say, γ, γ 3 ∈ E 6 and γ 2 = (γ 3 ) 3 = 1. Hence γ, γ 3 induce the involutive automorphismγ, the automorphismγ 3 of order 3 on
Then we have the following proposition and theorem.
Proof. Let SU(6) = {A ∈ M(6, C) | (τ t A)A = 1, det A = 1)}, where τ is the complex conjugation of C = {x + iy | x, y ∈ R}, that is, τ(x + yi) = x − yi, x, y ∈ R. We define a mapping ϕ E 6 ,γ :
where both of k J : J(3, H) C → S(6, C) and k : M(3, H) C → M(6, C) are the C-linear isomorphisms. This mapping induces the required isomorphism (see [9, Theorem 3.11.4 ] in detail).
Proof. Let U(1) = {a ∈ C | aa = 1} ⊂ Sp(1). We define a mapping ϕ E 6 ,γ 3 : U(1) × SU(6) → (E 6 ) γ 3 by the restriction of the mapping ϕ E 6 ,γ (Proposition 3.3.1). This mapping induces the required isomorphism (see [6, Theorem 3.2] in detail).
Thus, since the group (E 6 ) γ 3 is connected, together with the result of Theorem 3.3.2, we have an exceptional 3 
Let σ, σ 3 ∈ F 4 . Then, as in the case above, using the inclusion F 4 ⊂ E 6 , σ, σ 3 are naturally extended to transformations of J C . Needless to say, σ, σ 3 ∈ E 6 and σ 2 = (σ 3 ) 3 = 1. Hence σ and σ 3 induce the involutive automorphismσ and the automorphismσ 3 of order 3 on E 6 , respectively:σ(α) = σασ,σ 3 (α) = σ 3 −1 ασ 3 , α ∈ E 6 .
This mapping induces the required isomorphism (see [9, Theorem 3.10.7 ] in detail).
and Spin(2), which is isomorphic to the group U(1), as the group {D a ∈ F 4 | a ∈ U(1)} defined in F 4 , moreover let Spin(8) as the [8, Proposition 3 .22], [6, Subsection 3.2]), respectively. We define a mapping ϕ E 6 ,σ 3 :
This mapping induces the required isomorphism (see [6, Theorem 3.9] in detail).
Thus, since the group (E 6 ) σ 3 is connected, together with the result of Theorem 3.3.4, we have an exceptional 3 
Let ν = exp(2πi/9) ∈ U(1) = {θ ∈ C | (τθ)θ = 1} ⊂ C. We consider the element A ν ∈ SU(6) ⊂ M(6, C) as follows.
and using this A ν , set ν 3 = ϕ E 6 ,γ (1, A ν ). Then we have that ν 3 ∈ (E 6 ) γ ⊂ E 6 and (ν 3 ) 9 = 1. Since A ν 3 = ν 6 E ∈ z(SU(6)) (the center of SU (6)) and (
where ω = −(1/2) + ( √ 3/2)i ∈ C, ν 3 induces the automorphismν 3 of order 3 on E 6 :
Proof. Let S(U(1) × U(5)) ⊂ SU(6). We define a mapping ϕ E 6 ,ν 3 : Sp(1) × S(U(1) × U(5)) → (E 6 ) ν 3 by the restriction of the mapping ϕ E 6 ,γ . This mapping induces the required isomorphism (see [6, Theorem 3.4] in detail).
Thus, since the group (E 6 ) ν 3 is connected, together with the result of Theorem 3.3.5, we have an exceptional 3 
Let φ 6,σ : U(1) → E 6 be the embedding defined in the proof of Proposition 3.3.3, and again let ν = exp(2πi/9) ∈ U(1) ⊂ C. Set µ 3 = φ 6,σ (ν). Then, needless to say, µ 3 ∈ E 6 and ν 9 = 1. Hence, since µ 3 = ω1 ∈ z(E 6 ) (the center of E 6 ), µ 3 induces the automorphismμ 3 of order 3 on E 6 :μ 3 
Now, we have the following theorem. 
We have to prove that (E 6 ) µ 3 = (E 6 ) σ . However the details of proof is omitted (see [6, Theorem 3 .11] in detail).
Let w 3 ∈ G 2 ⊂ F 4 . Then, as in the cases above, using the inclusion F 4 ⊂ E 6 , w 3 are naturally extended to transformation of J C . Needless to say, w 3 ∈ E 6 by inclusion F 4 ⊂ E 6 and (w 3 ) 3 = 1. Hence w 3 induces the automorphismw 3 of order 3 on E 6 :
Note that using ω = −(1/2) + ( √ 3/2)e 1 ∈ C, the action to J C = J(3, C) C ⊕ M(3, C) C of w 3 is as follows.
Now, we have the following theorem. Theorem 3.3.7. The group (E 6 ) w 3 is isomorphic to the group (SU(3)×SU(3)×SU(3))/Z 3 :
Proof. We define a mapping ϕ E 6 ,w 3 :
where h :
This mapping induces the required isomorphism (see [9, Theorem 13] in detail). Note that there is a mistake for the numbering of theorems in [9] , so Theorem 13 above is corresponding to the last theorem.
Thus, since the group (E 6 ) w 3 is connected, together with the result of Theorem 3.3.7, we have an exceptional 3 -symmetric space E 6 /((SU(3) × SU(3))/Z 3 ).
As in Subsections 3.1, 3.2, the following lemma are useful to determine the structure of groups
The mapping ϕ E 6 ,γ 3 : U(1) × SU(6) → (E 6 ) γ 3 of Theorem 3.3.2 satisfies the relational formulas
, ν)),
where
In this section, we construct a finite abelian group Γ = 3 × 3 by using the inner automorphismsσ 3 ,τ 3 of order 3 on G = G 2 , F 4 , E 6 as the Case 1 below and determine the structure of the group
From Lemma 3.1.4 (1), since we can easily confirm that γ 3 and w 3 are commutative,γ 3 andw 3 are commutative in Aut(G 2 ):γ 3w3 =w 3γ3 . Now, we will determine the structure of the group
Needless to say, this mapping is the restriction of the mapping ϕ G 2 ,γ 3 (Theorem 3.1.2). First, we will prove that ϕ G 2 ,γ 3 ,w 3 is well-defined. Since this mapping is also the restriction of the mapping ϕ G 2 ,γ 3 , it is trivial that ϕ G 2 ,γ 3 ,w 3 (s, t) ∈ (G 2 ) γ 3 , and from w 3 = ϕ G 2 ,γ 3 (1, ω) (Lemma 3.1.4 (1)), it is almost clear that ϕ G 2 ,γ 3 ,w 3 (s, t) ∈ (G 2 ) w 3 . Hence ϕ G 2 ,γ 3 ,w 3 is welldefined. Subsequently, since ϕ G 2 ,γ 3 ,w 3 is the restriction of ϕ G 2 ,γ 3 , we easily see that ϕ G 2 ,γ 3 ,w 3 is a homomorphism.
Next, we will prove that
The latter case is impossible because s 0. As for the former case, from the relational formula ωqω = q we easily see that q ∈ U(1), and needless to say, s ∈ U(1). Hence there exist s, t ∈ U(1) such that α = ϕ G 2 ,γ 3 (s, t). Namely, there exist s, t ∈ U(1) such that α = ϕ G 2 ,γ 3 ,w 3 (s, t). The proof of surjective is completed.
Finally, we determine Ker ϕ G 2 ,γ 3 ,w 3 . However, since ϕ G 2 ,γ 3 ,w 3 is the restriction of ϕ G 2 ,γ 3 , it is easily obtain that Ker
Therefore we have the required isomorphism
Thus, since the group (G 2 ) γ 3 ∩ (G 2 ) w 3 is connected from Theorem 4.1.1, we have an exceptional 3 × 3 -symmetric space
From Lemma 3.2.6 (1), since we can easily confirm that γ 3 and σ 3 are commutative,γ 3 andσ 3 are commutative in Aut(F 4 ):γ 3σ3 =σ 3γ3 .
Before determining the structure of the group (F 4 ) γ 3 ∩ (F 4 ) σ 3 , we prove proposition needed in the proof of theorem below.
We define subgroups G 1,2 and G 1,2 of the group Sp(3) by
where e 2 is one of basis in C.
It goes without saying that a c d b ∈ U(2) is equivalent to the conditions
moreover, that (c e 2 )(c e 2 ) + a a = 1 above is same as c c + a a = 1, so is others.
Proof. First, we will prove that the group G 1,2 is isomorphic to the group G 1,2 . We define a mapping g 421 :
First, it is clear that g 421 is well-defined and a homomorphism. Moreover, it is easy to verify that g 421 is bijective. Thus we have the isomorphism G 1,2
Here, by defining a mapping f 421 : Sp(1) × U(2) → G 1,2 as follows:
Therefore, together with the result of G 1,2 G 1,2 , we have the required isomorphism
Now, we will determine the structure of the group (
Proof. First, we denote the composition of g 421 and f 421 by h: h = g 421 f 421 (in the proof of Proposition 4.2.1). Then we define a mapping ϕ F 4 ,γ 3 ,σ 3 :
Needless to say, this mapping is the restriction of the mapping
First, we will prove that ϕ F 4 ,γ 3 ,σ 3 is well-defined. It is clear that ϕ F 4 ,γ 3 ,σ 3 (s, p, U) ∈ (F 4 ) γ 3 , and using
Hence we have that ϕ F 4 ,γ 3 ,σ 3 (s, p, U) ∈ (F 4 ) σ 3 . Thus ϕ F 4 ,γ 3 ,σ 3 is well-defined. Subsequently, since ϕ F 4 ,γ 3 ,σ 3 is the restriction of the mapping ϕ F 4 ,γ 3 , we easily see that ϕ F 4 ,γ 3 ,σ 3 is a homomorphism.
Next, we will prove that ϕ F 4 ,γ 3 ,σ 3 is surjective. Let α ∈ (
, and using
The latter case is impossible because of s 0. As for the former case, from the second condition, by doing straightforward computation A takes the following form h(p, U) ). Moreover, from Lemma 3.2.6 (1) there exist p ∈ Sp(1) and U ∈ U (2) such that A = h(p, U). Needless to say, s ∈ U(1). Thus, there exist s ∈ U(1), p ∈ Sp(1) and U ∈ U(2) such that α = ϕ F 4 ,γ 3 ,σ 3 (s, p, U). The proof of surjective is completed.
Finally, we will determine Ker ϕ F 4 ,γ 3 ,σ 3 . However, from Ker
Thus, since the group
From Lemma 3.2.6 (2), since we can easily confirm that γ 3 and w 3 are commutative,γ 3 andw 3 are commutative in Aut(F 4 ):γ 3w3 =w 3γ3 . Before determining the structure of the group (F 4 ) γ 3 ∩ (F 4 ) w 3 , we prove lemma needed in the proof of theorem below.
Proof. We define a mapping f 431 :
Then this mapping induces the required isomorphism.
Needless to say, this mapping is the restriction of the mapping ϕ F 4 ,w 3 , that is,
As usual, we will prove that ϕ F 4 ,γ 3 ,w 3 is well-defined. It is clear that ϕ F 4 ,γ 3 ,w 3 (L, A) ∈ (F 4 ) w 3 , and using γ 3 = ϕ F 4 ,w 3 (diag(1, ω, ω), E) (Lemma 3.2.6 (2)), it follows that
Hence we have that
Thus ϕ F 4 ,γ 3 ,w 3 is well-defined. Subsequently, since ϕ F 4 ,γ 3 ,w 3 is the restriction of the mapping ϕ F 4 ,w 3 , we easily see that ϕ F 4 ,γ 3 ,w 3 is a homomorphism.
Next, we will prove that ϕ F 4 ,γ 3 ,w 3 is surjective.
The Cases (ii) and (iii) are impossible because of A 0. As for the Case (i), from the first condition, by doing straightforward computation P takes the form diag(a,
With above, the proof of surjective is completed. Finally, we will determine Ker ϕ F 4 ,γ 3 ,w 3 . However, from Ker
Therefore, by Lemma 4.3.1 we have the required isomorphism
Thus, since the group (F 4 ) γ 3 ∩ (F 4 ) w 3 is connected from Theorem 4.3.2, we have an exceptional 3 × 3 -symmetric space 
As usual, we will prove that ϕ F 4 ,σ 3 ,w 3 is well-defined. It is clear that ϕ F 4 ,σ 3 ,w 3 (P, L) ∈ (F 4 ) w 3 , and using σ 3 = ϕ F 4 ,w 3 (E, diag(1, ω, ω)) (Lemma 3.2.6 (2)), it follows that
Hence we have that ϕ F 4 ,σ 3 ,w 3 (P, L) ∈ (F 4 ) σ 3 . Thus ϕ F 4 ,σ 3 ,w 3 is well-defined. Subsequently, since ϕ F 4 ,σ 3 ,w 3 is the restriction of the mapping ϕ F 4 ,w 3 , we easily see that ϕ F 4 ,σ 3 ,w 3 is a homomorphism. Next, we will prove that ϕ F 4 ,σ 3 ,w 3 is surjective. Let α ∈ (
, and using σ 3
The Cases (ii) and (iii) are impossible because of P 0. As for the Case (i), from the first condition, by doing straightforward computation A takes the following form diag (a, b, c) , a, b, c ∈ U(1), abc = 1, that is, A ∈ S(U(1) × U(1) × U(1)). Needless to say, P ∈ SU(3). Hence there exist P ∈ SU(3) and A ∈ S(U(1) × U(1) × U(1)) such that α = ϕ F 4 ,w 3 (P, A). Namely, there exist P ∈ SU(3) and A ∈ S(U(1) × U(1) × U(1)) such that α = ϕ F 4 ,σ 3 ,w 3 (P, A). The proof of surjective is completed.
Finally
Here, as in the proof of Theorem 4.3.2 we have the isomorphism
Thus, since the group (F 4 ) σ 3 ∩ (F 4 ) w 3 is connected from Theorem 4.4.1, we have an exceptional 3 × 3 -symmetric space
Assertion. On Theorem 4.4.1 from a different view point.
First, let U(3) ⊂ Sp(3). Then, we can embed U(3) into F 4 using the mapping ϕ F 4 ,γ 3 as follows:
more detail, since w 3 induces an automorphism of the group (F 4 ) E 1 ,F 1 (1),F 1 (e 1 ) , it follows that ϕ F 4 ,γ 3 (1, U) ∈ ((F 4 ) E 1 ,F 1 (1),F 1 (e 1 ) ) w 3 (Spin(7)) w 3 , where Spin(7) is defined in Theorem 3.2.4. Here, we denote ϕ F 4 ,γ 3 (1, U) by ϕ(U): ϕ(U) = ϕ F 4 ,γ 3 (1, U), and we define a mapping
where D a is defined in Subsection 3.2. Then the mapping ψ induces the isomorphism
From Lemma 3.3.8 (1), since we can easily confirm that γ 3 and σ 3 are commutative,γ 3 andσ 3 are commutative in Aut(E 6 ):γ 3σ3 =σ 3γ3 . Before determining the structure of the group (E 6 ) γ 3 ∩ (E 6 ) σ 3 , we prove proposition and lemma needed in the proof of theorem below.
We define a C-linear transformation σ 3 of J C by
Let an element
where the blanks are 0, and we consider an element ϕ E 6 ,γ 3 (1, R) ∈ (E 6 ) γ 3 ⊂ E 6 . Here, we denote this element by δ R : δ R = ϕ E 6 ,γ 3 (1, R). Then by doing straightforward computation, we have that
Then we have the following proposition.
Proof. We define a mapping g 451 :
In order to prove this isomorphism, it is sufficient to show that g 452 is well-defined. First, we will show that g 451 ∈ (E 6 ) γ 3 . Since it follows from δ R = ϕ E 6 ,γ 3 (1, R) and
we have that g 451 ∈ (E 6 ) σ 3 . Hence g 451 is well-defined. With above, the proof of this proposition is completed.
Subsequently, we will prove the following lemma.
Lemma 4.5.2. The group S(U(2) ×U(2) ×U(2)) is isomorphic to the group
Proof. We define a mapping f 452 :
Then it is clear that f 452 is well-defined and a homomorphism. We will prove that f 452 is surjective. Let P ∈ S(U(2)×U(2)×U(2)). Then P takes the form of diag(P 1 , P 2 , P 3 ), P j ∈ U(2), (det P 1 )(det P 2 )(det P 3 ) = 1. Here, since P 1 ∈ U(2), we see that det P 1 ∈ U(1). We choose a ∈ U(1) such that a 2 = det P 1 , and set A = (1/a)P 1 . Then we have that A ∈ SU(2). Similarly, for P 2 ∈ U(2), there exist b ∈ U(1) and B ∈ SU(2) such that P 2 = bB, b 2 = det P 2 . From (det P 1 )(det P 2 )(det P 3 ) = 1, we have that det P 3 = (ab) −2 . Set C = (ab) 2 P 3 . Then we have that C ∈ SU(2). With above, the proof of surjective is completed.
Finally, we will determine Ker f 452 . It follows from the kernel of definition that Ker
Now, we will determine the structure of the group (E 6 ) γ 3 ∩ (E 6 ) σ 3 .
Theorem 4.5.3. The group (E
Proof. Let S(U(2) × U(2) × U(2)) ⊂ SU(6). We define a mapping ϕ E 6 ,γ 3 ,σ
3
:
Needless to say, this mapping is the restriction of the mapping ϕ E 6 ,γ 3 , that is, ϕ E 6 ,γ 3 ,σ
First, we will prove that ϕ E 6 ,γ 3 ,σ 3 is well-defined. It is clear that ϕ E 6 ,γ 3 ,σ 3 (s, P) ∈ (E 6 ) γ 3 , and it follows from
Hence we have that ϕ E 6 ,γ 3 ,σ
is well-defined. , A) , and using σ
The latter case is impossible because of s 0. As for the former case, from the second condition, by doing straightforward computation A takes the following form
). Needless to say, s ∈ U(1). Hence there exist s ∈ U(1) and P ∈ S(U(2)×U(2)×U(2)) such that α = ϕ E 6 ,γ 3 (s, P). Namely, there exist s ∈ U(1) and P ∈ S(U(2) × U(2) × U(2)) such that α = ϕ E 6 ,γ 3 ,σ 3 (s, P). The proof of surjective is completed.
Finally, we will determine Ker ϕ E 6 ,γ 3 ,σ
. However, from Ker ϕ E 6 ,γ 3 = {(1, E), (−1, −E)}, we easily obtain that Ker ϕ E 6 ,γ 3 ,σ 3 = {(1, E), (−1, −E)} Z 2 . Thus we have the isomor-
Here, from Proposition 4.5.1 we have the isomorphism (E 6 ) γ 3 ∩ (E 6 ) σ 3 (U(1) × S(U(2) × U(2) × U(2)))/Z 2 . Moreover, by Lemma 4.5.2 we have the required isomorphism
Thus, since the group (E 6 ) γ 3 ∩ (E 6 ) σ 3 is connected from Theorem 4.5.3, we have an exceptional 3 × 3 -symmetric space
4.6. Case 6: {1,γ 3 ,γ 3 −1 } × {1,ν 3 ,ν 3 −1 }-symmetric space. Let the C-linear transformations γ 3 , ν 3 of J C defined in Subsection 3.3. From Lemma 3.3.8 (1), together with γ 3 = ϕ E 6 ,γ 3 (ω, E), since we can easily confirm that γ 3 and ν 3 are commutative,γ 3 andν 3 are commutative in Aut(E 6 ):γ 3ν3 =ν 3γ3 . Before determining the structure of the group (E 6 ) γ 3 ∩ (E 6 ) ν 3 , we prove lemma needed in the proof of theorem below. Lemma 4.6.1. The group S(U(1) × U (5)) is isomorphism the group (U(1) × SU(5))/Z 5 :
Proof. We define a mapping f 461 :
Then it is clear that f 461 is well-defined and a homomorphism. Now, we will prove that f 461 is surjective. Let P ∈ S(U(1) × U(5)). Then P takes the form of
Here, since S ∈ U(5), we see that det S ∈ U(1), and so we choose t ∈ U(1) such that t 5 = det S. Set T = t −1 S, then we have that T ∈ SU(5) and s = t −5 . With above, the proof of surjective is completed. Finally, we will determine Ker f 461 . It follows from the definition of kernel that Ker
Now, we will determine the structure of the group (E 6 ) γ 3 ∩ (E 6 ) ν 3 .
Theorem 4.6.2. The group (E
Proof. Let S(U(1) × U(5)) ⊂ SU(6). Then we define a mapping ϕ E 6 ,γ,ν 3 :
Needless to say, this mapping is the restriction of the mapping ϕ E 6 ,γ 3 , that is, ϕ E 6 ,γ 3 ,ν 3 (s, P) = ϕ E 6 ,γ 3 (s, P) (Theorem 3.3.2).
First, we will prove that ϕ E 6 ,γ 3 ,ν 3 is well-defined. It is clear that ϕ E 6 ,γ 3 ,ν 3 (s, P) ∈ (E 6 ) γ 3 , and using ν 3 = ϕ E 6 ,γ 3 (1, diag(ν 5 , ν −1 , ν −1 , ν −1 , ν −1 , ν −1 )) (Lemma 3.3.8 (1)), it follows that
Hence we have that ϕ E 6 ,γ 3 ,ν 3 (s, P) ∈ (E 6 ) ν 3 . Thus ϕ E 6 ,γ 3 ,ν 3 is well-defined. Subsequently, since ϕ E 6 ,γ 3 ,ν 3 is the restriction of the mapping ϕ E 6 ,γ 3 , we easily see that ϕ E 6 ,γ 3 ,ν 3 is a homomorphism. Next, we will prove that ϕ E 6 ,γ 3 ,ν 3 is surjective. Let α ∈ (E 6 ) γ 3 ∩ (E 6 ) ν 3 ⊂ (E 6 ) ν 3 . There exist q ∈ Sp(1) and P ∈ S(U(1) × U(5)) such that α = ϕ E 6 ,ν 3 (q, P) (Theorem 3.3.5). Moreover, from the condition α ∈ (E 6 ) γ 3 , that is, γ 3 −1 ϕ E 6 ,ν 3 (q, P)γ 3 = ϕ E 6 ,ν 3 (q, P), and note that γ 3 = ϕ E 6 ,ν 3 (ω, E)(= ϕ E 6 ,γ 3 (ω, E)) (Lemma 3.3.8 (1)), since it follows that γ 3 −1 ϕ E 6 ,ν 3 (q, P)γ 3 = ϕ E 6 ,ν 3 (ω −1 qω, P), we have that
The latter case is impossible because of P 0. As for the former case, from the first condition, we easily see that q ∈ U(1), and needless to say, P ∈ S(U(1) × U(5)). Hence there exist s ∈ U(1) and P ∈ S(U(1) × U(5)) such that α = ϕ E 6 ,ν 3 (s, P). Namely, there exist s ∈ U(1) and P ∈ S(U(1) × U(5)) such that α = ϕ E 6 ,γ 3 ,ν 3 (s, P). The proof of surjective is completed. Finally, we will determine Ker ϕ E 6 ,γ 3 ,ν 3 . However, from Ker ϕ E 6 ,γ 3 = {(1, E), (−1, −E)}, we easily obtain that Ker ϕ E 6 ,γ 3 ,ν 3 = { (1, (1, E) ), (−1, (−1, −E))} Z 2 . Thus we have the
Therefore, by Lemma 4.6.1 we have the required isomorphism
Thus, since the group (E 6 ) γ 3 ∩ (E 6 ) ν 3 is connected from Theorem 4.6.2, we have an exceptional 3 × 3 -symmetric space
4.7. Case 7: {1,γ 3 ,γ 3 −1 } × {1,μ 3 ,μ 3 −1 }-symmetric space. Let the C-linear transformations γ 3 , µ 3 of J C defined in Subsection 3.3. From Lemma 3.3.8 (1), since we can easily confirm that γ 3 and µ 3 are commutative,γ 3 andμ 3 are commutative in Aut(E 6 ):γ 3μ3 =μ 3γ3 . Before determining the structure of the group (E 6 ) γ 3 ∩ (E 6 ) µ 3 , we prove proposition and lemma needed in the proof of theorem below.
We define a C-linear transformation µ 3 of J C by
where ν = exp(2πi/9) ∈ C. Let an element
where the blanks are 0, and we consider an element ϕ E 6 ,γ 3 (1, Q) ∈ (E 6 ) γ 3 ⊂ E 6 . Here, we denote this element by δ Q : δ Q = ϕ E 6 ,γ 3 (1, Q). Then by doing straightforward computation, we have that µ 3 δ Q = δ Q µ 3 , that is, µ 3 is conjugate to µ 3 under δ Q ∈ (E 6 ) γ 3 ⊂ E 6 : µ 3 ∼ µ 3 . Moreover, µ 3 induces the automorphismμ 3 of order 3 on E 6 :μ 3 
Proposition 4.7.1. The group (E
Proof. We define a mapping g 471 :
In order to prove this isomorphism, it is sufficient to show that g 471 is well-defined. First, we will show that g 471 ∈ (E 6 ) γ 3 . Since it follows from δ Q = ϕ E 6 ,γ 3 (1, Q) and
we have that g 471 ∈ (E 6 ) σ 3 . Hence g 471 is well-defined. With above, the proof of this proposition is completed.
Subsequently, we will prove the following lemma. (2)) is isomorphic to the group (U(1) × U(1)×U (1)×SU (2)×SU (2))/(Z 2 ×Z 2 ×Z 2 ): S(U(1)×U (1)×U (2)×U (2)) (U(1)×U(1)× U(1)×SU (2)×SU (2)×SU (2))/(Z 2 ×Z 2 ×Z 2 ), Z 2 = { (1, 1, 1, E, E), (1, −1, 1, E , −E)}, Z 2 = { (1, 1, 1, E, E), (1, −1, −1 , −E, E)}, Z 2 = { (1, 1, 1, E, E), (−1, 1, 1 , E, −E)}.
Lemma 4.7.2. The group S(U(1) ×U(1) ×U(2) ×U
Proof. We define a mapping f 472 :
Then it is clear that f 472 is well-defined and a homomorphism. Now, we will prove that f 472 is surjective. Let P ∈ S(U(1) × U(1) × U(2) × U (2)). Then P takes the form of diag(s, t, P 1 , P 2 ), s, t ∈ U(1), P j ∈ U(2), (st)(det P 1 )(det P 2 ) = 1. Here, first we choose a ∈ C such that s = a −2 . Then it is clear that a ∈ U(1), so is b ∈ C such that t = b −2 , that is, b ∈ U(1). Moreover, since P 1 ∈ U(2), we see that det P 1 ∈ U(1), and so we choose c ∈ U(1) such that c 2 = det P 1 . Set A = c −1 P 1 , then we have that A ∈ SU(2). Similarly, for P 2 ∈ U(2), set B = (stc)P 2 . Since stc = (det P 2 ) −1 , we have that B ∈ SU(2). With above, the proof of surjective is completed.
Finally, we will determine Ker f 472 . It follows from the kernel of definition that Ker
Now, we will determine the structure of the group (E 6 ) γ 3 ∩ (E 6 ) µ 3 . (6) . We define a mapping ϕ E 6 ,γ 3 ,µ 3 :
Theorem 4.7.3. The group (E
Needless to say, this mapping is the restriction of the mapping ϕ E 6 ,γ 3 , that is, ϕ E 6 ,γ 3 ,µ 3 (s, P) = ϕ E 6 ,γ 3 (s, P) (Theorem 3.3.2).
As usual, we will prove that ϕ E 6 ,γ 3 ,µ 3 is well-defined. It is clear that ϕ E 6 ,γ 3 ,µ 3 (s, P) ∈ (E 6 ) γ 3 , and it follows from
, ν, ν, ν
Hence we have that ϕ E 6 ,γ 3 ,µ
is well-defined. Subsequently, since ϕ E 6 ,γ 3 ,µ 3 is the restriction of the mapping ϕ E 6 ,γ 3 , we easily see that ϕ E 6 ,γ 3 ,µ 3 is a homomorphism.
Next, we will prove that ϕ E 6 ,γ 3 ,µ 3 is surjective. Let α ∈ (E 6 ) γ 3 ∩ (E 6 ) µ 3 ⊂ (E 6 ) γ 3 . There exist s ∈ U(1) and A ∈ SU(6) such that α = ϕ E 6 ,γ 3 (s, A) (Theorem 3.3.2). Moreover, from the condition α ∈ (E 6 )
, and using µ
The latter case is impossible because of s 0. As for the former case, from the second condition, by doing straightforward computation A takes the following form diag(a, b, C, D), a, b ∈ U(1), C, D ∈ U(2), (ab)(det C)(det D) = 1, that is, A ∈ S(U(1) × U(1) × U(2) × U(2)). Needless to say, s ∈ U(1). Hence there exist s ∈ U(1) and P ∈ S(U(1) × U(1) × U(2) × U(2)) such that α = ϕ E 6 ,γ 3 (s, P). Namely, there exist s ∈ U(1) and P ∈ S(U(1) × U(1) × U(2) × U(2)) such that α = ϕ E 6 ,γ 3 ,µ 3 (s, P). With above, the proof of surjective is completed.
Finally, we will determine Ker ϕ E 6 ,γ 3 ,µ 3 . However, from Ker ϕ E 6 ,γ 3 = {(1, E), (−1, −E)}, we easily obtain that Ker ϕ E 6 ,γ 3 ,µ 3 = {(1, E), (−1, −E)} Z 2 . Thus we have the iso-
In addition, from Proposition 4.7.1 we have the isomorphism
Here, using the mapping f 472 in the proof of Lemma 4.7.2, we define a homomorphism h 473 : 472 (a, b, c, A, B) ).
Then, the elements (s, (a, b, c, A, B) ) corresponding to the elements (1, E),
under the mapping h 473 are as follows.
Thus, since the group (E 6 ) γ 3 ∩ (E 6 ) µ 3 is connected from Theorem 4.7.3, we have an exceptional 3 × 3 -symmetric space
From Lemma 3.3.8 (1), since we can easily confirm that γ 3 and w 3 are commutative,γ 3 andw 3 are commutative in Aut(E 6 ):γ 3w3 =w 3γ3 . Before determining the structure of the group (E 6 ) γ 3 ∩ (E 6 ) w 3 , we prove proposition and lemma needed in the proof of theorem below.
We define a C-linear transformation w 3 of J C by
where the blanks are 0, and we consider an element ϕ E 6 ,γ 3 (1, N) ∈ (E 6 ) γ 3 ⊂ E 6 . Here, we denote this element by δ N : δ N = ϕ E 6 ,γ 3 (1, N) . Then by doing straightforward computation, we have that w 3 δ Q = δ Q w 3 , that is, w 3 is conjugate to w 3 under δ N ∈ (E 6 ) γ 3 ⊂ E 6 : w 3 ∼ w 3 . Moreover, w 3 induces the automorphismw 3 of order 3 on E 6 :w 3 (α) = w
Proof. We define a mapping g 481 :
In order to prove this isomorphism, it is sufficient to show that g 481 is well-defined. First, we will show that g 481 ∈ (E 6 ) γ 3 . Since it follows from δ N = ϕ E 6 ,γ 3 (1, N) and
we have that g 481 ∈ (E 6 ) w 3 . Hence g 481 is well-defined. With above, the proof of this proposition is completed.
Lemma 4.8.2. The group S(U(3) × U(3)) is isomorphic to the group
Proof. We define a mapping f 482 :
Then it is clear that f 482 is well-defined and a homomorphism. Now, we will prove that f 482 is surjective. Let P ∈ S(U(3) × U(3)). Then P takes the form of diag(P 1 , P 2 ), P j ∈ U(3), (det P 1 )(det P 2 ) = 1. Here, since P 1 ∈ U(3), we see that det P 1 ∈ U(1), and so we choose a ∈ U(1) such that a 3 = det P 1 . Set A = a −1 P 1 , then we have that A ∈ SU(3). Similarly, for P 2 ∈ U(2), set B = aP 2 , we have that B ∈ SU(3). With above, the proof of surjective is completed.
Finally, we will determine Ker f 482 . It follows from the kernel of definition that Ker
Now, we will determine the structure of the group (E 6 ) γ 3 ∩ (E 6 ) w 3 .
Proof. Let S(U(3) × U(3)) ⊂ SU(6). We define a mapping ϕ E 6 ,γ 3 ,w
3
Needless to say, this mapping is the restriction of the mapping ϕ E 6 ,γ 3 , that is, ϕ E 6 ,γ 3 ,w
First, we will prove that ϕ E 6 ,γ 3 ,w 3 is well-defined. It is clear that ϕ E 6 ,γ 3 ,w 3 (s, P) ∈ (E 6 ) γ 3 , and it follows from w 3 = ϕ E 6 ,γ 3 (1, diag(τω, τω, τω, ω, ω, ω)) that
Hence we have that ϕ E 6 ,γ 3 ,w
is well-defined. Subsequently, since ϕ E 6 ,γ 3 ,w 3 is the restriction of the mapping ϕ E 6 ,γ 3 , we easily see that ϕ E 6 ,γ 3 ,w 3 is a homomorphism.
Next, we will prove that ϕ E 6 ,γ 3 ,w 3 is surjective. Let α ∈ (E 6 ) γ 3 ∩ (E 6 ) w 3 ⊂ (E 6 ) γ 3 . There exist s ∈ U(1) and A ∈ SU(6) such that α = ϕ E 6 ,γ 3 (s, A) (Theorem 3.3.2). Moreover, from the condition α ∈ (E 6 ) w 3 , that is, w 3 −1 ϕ E 6 ,γ 3 (s, A)w 3 = ϕ E 6 ,γ 3 (s, A), and using w ω, ω, τω, τω, τω)A diag(τω, τω, τω, ω, ω, ω) 
The latter case is impossible because of s 0. As for the former case, from the second condition, by doing straightforward computation A takes the following form U(3) ). Needless to say, s ∈ U(1). Hence there exist s ∈ U(1) and P ∈ S(U(3) × U(3)) such that α = ϕ E 6 ,γ 3 (s, P). Namely, there exist s ∈ U(1) and P ∈ S(U(3) × U(3)) such that α = ϕ E 6 ,γ 3 ,w 3 (s, P). The proof of surjective is completed.
Finally, we will determine Ker ϕ E 6 ,γ 3 ,w
. However, from Ker ϕ E 6 ,γ 3 = {(1, E), (−1, −E)}, we easily obtain that Ker ϕ E 6 ,γ 3 ,w
Thus we have the iso-
In addition, from Proposition 4.8.1 we have the isomorphism
Here, using the mapping f 482 in the proof of Lemma 4.8.2, we define a homomorphism A, B) ). Then, the elements (s, (a, A, B) ) corresponding to the elements (1, E), (−1, −E) ∈ Ker ϕ E 6 ,γ 3 ,w 3 under the mapping h 483 are as follows.
Thus, since the group (E 6 ) γ 3 ∩ (E 6 ) w 3 is connected from Theorem 4.8.3, we have an exceptional 3 × 3 -symmetric space
4.9. Case 9: {1,σ 3 ,σ 3 −1 } × {1,ν 3 ,ν 3 −1 }-symmetric space. Let the C-linear transformations σ 3 , ν 3 of J C defined in Subsection 3.3. From Lemma 3.3.8 (1), since we can easily confirm that σ 3 and ν 3 are commutative,σ 3 andν 3 are commutative in Aut(E 6 ):σ 3ν3 =ν 3σ3 . Before determining the structure of the group (E 6 ) σ 3 ∩ (E 6 ) ν 3 , we confirm that useful lemma holds and prove proposition needed in the proof of theorem below. Lemma 4.9.1. The mapping ϕ E 6 ,ν 3 : Sp(1) × S(U(1) × U(5)) → (E 6 ) ν 3 of Theorem 3.3.5 satisfies the relational formulas diag(1, 1, τω, ω, ω, τω) ),
Proof. From Lemma 3.3.8 (1), these results are trivial.
The C-linear transformation σ 3 defined in the Case 5 is expressed by σ 3 = ϕ E 6 ,ν 3 (1, diag(1, 1, ω, ω, τω, τω) ), and note that δ R = ϕ E 6 ,ν 3 (1, R)(= ϕ E 6 ,γ 3 (1, R)), where δ R is also defined in the Case 5, moreover needless to say, σ 3 is conjugate to σ 3 under δ R = ϕ E 6 ,ν 3 (1, R). Proposition 4.9.2. The group (E 6 ) σ 3 ∩ (E 6 ) ν 3 is isomorphic to the group (E 6 )
Proof. We define a mapping g 492 :
where δ R is same one above. Since it is easy to verify that δ R ν 3 = ν 3 δ R using
) (Lemma 4.9.1), we can prove this proposition as in the proof of Proposition 4.5.1
Now, we will determine the structure of the group (E 6 ) σ 3 ∩ (E 6 ) ν 3 .
Theorem 4.9.3. The group (E
Proof. Let S(U(1)×U(1)×U(2)×U(2)) ⊂ S(U(1)×U (5)) as in the proof of Theorem 4.7.3. We define a mapping ϕ E 6 ,σ 3 ,ν 3
Needless to say, this mapping is the restriction of the mapping ϕ E 6 ,ν 3 , that is, ϕ E 6 ,σ 3 ,ν 3
(q, P) = ϕ E 6 ,ν 3 (q, P) (Theorem 3.3.5).
As usual, we will prove that ϕ E 6 ,σ = ϕ E 6 ,ν 3 (1, diag(1, 1, τω, τω, ω, ω))ϕ E 6 ,ν 3 (q, P)ϕ E 6 ,ν 3 (1, diag(1, 1, ω, ω, τω, τω)) diag(1, 1, τω, τω, ω, ω)P diag(1, 1, ω, ω, τω, τω) 
,ν 3
(q, P).
Hence we have that ϕ E 6 ,σ
is well-defined. Subsequently, since ϕ E 6 ,σ
is the restriction of the mapping ϕ E 6 ,ν 3 , we easily see that ϕ E 6 ,σ 3 ,ν 3 is a homomorphism.
Next, we will prove that ϕ E 6 ,σ
There exist q ∈ Sp(1) and A ∈ S(U(1) × U (5)) such that α = ϕ E 6 ,ν 3 (q, A) (Theorem 3.3.5). Moreover, from the condition α ∈ (E 6 )
, and using σ
The latter case is impossible because of q 0. As for the former case, from the second condition, by doing straightforward computation A takes the following form diag(a, b, C, D), a, b ∈ U(1), C, D ∈ U(2), (ab)(det C)(det D) = 1, that is, A ∈ S(U(1) × U(1) × U(2) × U(2)). Needless to say, q ∈ Sp(1). Hence there exist q ∈ Sp(1) and P ∈ S(U(1) ×U (1) ×U (2) ×U (2)) such that α = ϕ E 6 ,ν 3 (s, P). Namely, there exist q ∈ Sp(1) and P ∈ S(U(1) × U(1) × U(2) × U(2)) such that α = ϕ E 6 ,σ
3
,ν 3 (s, P). The proof of surjective is completed. Finally, we will determine Ker ϕ E 6 ,σ 3 ,ν 3
. However, from Ker ϕ E 6 ,ν 3 = {(1, E), (−1, −E)}, we easily obtain that Ker ϕ E 6 ,σ
Thus we have the isomor-
Therefore, as in the proof of Theorem 4.7.3, we have the required isomorphism
Thus, since the group (E 6 ) σ 3 ∩ (E 6 ) ν 3 is connected from Theorem 4.9.3, we have an exceptional 3 × 3 -symmetric space 
Proof. Let α ∈ (E 6 ) σ 3 . Then, from Theorem 3.3.4, there exist θ ∈ U(1), D a ∈ Spin(2) and β ∈ Spin (8) 
Hence we have that α ∈ (E 6 ) σ , that is, (E 6 ) σ 3 ⊂ (E 6 ) σ .
Now, we will determine the structure of the group (E 6 ) σ 3 ∩ (E 6 ) µ 3 . 
Proof. From Proposition 3.3.3 and Theorem 3.3.6, we have that the group (E 6 ) σ 3 ∩ (E 6 ) µ 3 coincides with the group (E 6 ) σ 3 ∩ (E 6 ) σ : (E 6 ) σ 3 ∩ (E 6 ) µ 3 = (E 6 ) σ 3 ∩ (E 6 ) σ . In addition, from Proposition 4.10.1 above, we have that
Therefore, by Theorem 3.3.4, we have the required isomorphism
Thus, since the group (E 6 ) σ 3 ∩ (E 6 ) µ 3 is connected from Theorem 4.10.2, we have an exceptional 3 × 3 -symmetric space
4.11. Case 11: {1,σ 3 ,σ 3 −1 } × {1,w 3 ,w 3 −1 }-symmetric space. Let the C-linear transformations σ 3 , w 3 of J C defined in Subsection 3.3. From Lemma 3.3.8 (2), since we can easily confirm that σ 3 and w 3 are commutative,σ 3 andw 3 are commutative in Aut(E 6 ):σ 3w3 =w 3σ3 . Now, we will determine the structure of the group (E 6 ) σ 3 ∩ (E 6 ) w 3 .
. We define a mapping ϕ E 6 ,σ 3 ,w 3 :
Needless to say, this mapping is the restriction of the mapping ϕ E 6 ,w 3 , that is,
We will prove that ϕ E 6 ,σ 3 ,w 3 is well-defined. It is clear that ϕ E 6 ,σ 3 , 3 (L, P, Q) ∈ (E 6 ) w 3 , and it follows from σ 3 = ϕ E 6 ,w 3 (E, diag(1, ω, ω), diag(1, ω, ω)) (Lemma 3.3.8 (2)) that
Hence we have that ϕ E 6 ,σ 3 ,w 3 (L, P, Q) ∈ (E 6 ) σ 3 . Thus ϕ E 6 ,σ 3 ,w 3 is well-defined. Subsequently, since ϕ E 6 ,σ 3 ,w 3 is the restriction of the mapping ϕ E 6 ,w 3 , we easily see that ϕ E 6 ,σ 3 ,w 3 is a homomorphism.
Next we will prove that ϕ E 6 ,σ 3 ,w 3 is surjective. Let α ∈ (E 6 ) σ 3 ∩ (E 6 ) w 3 ⊂ (E 6 ) w 3 . There exist L, A, B ∈ SU(3) such that α = ϕ E 6 ,w 3 (L, A, B) (Theorem 3.3.7). Moreover, from the condition α ∈ (E 6 ) σ 3 , that is,
The Cases (ii) and (iii) are impossible because L 0. As for the Case (i), from the second and third conditions, it is easy to see that A, B ∈ S(U(1) × U(1) × U(1)). Needless to say,
The proof of surjective is completed. Finally, we will determine Ker ϕ E 6 ,σ 3 ,w 3 . However, from Ker ϕ E 6 ,w 3 = {(E, E, E), (ωE, ωE, ωE), (ω −1 E, ω −1 E, ω −1 E)}, we easily obtain that Ker
Thus, since the group (E 6 ) σ 3 ∩ (E 6 ) w 3 is connected from Theorem 4.11.1, we have an exceptional 3 × 3 -symmetric space
4.12. Case 12: {1,ν 3 ,ν 3 −1 } × {1,μ 3 ,μ 3 −1 }-symmetric space. Let the C-linear transformations ν 3 , µ 3 of J C defined in Subsection 3.3. From Lemma 3.3.8 (1), since we can easily confirm that ν 3 and µ 3 are commutative,ν 3 andμ 3 are commutative in Aut(E 6 ):ν 3μ3 =μ 3ν3 . Before determining the structure of the group (E 6 ) ν 3 ∩ (E 6 ) µ 3 , we confirm that useful lemma holds and prove proposition needed in the proof of theorem below. Lemma 4.12.1. The mapping ϕ E 6 ,ν 3 : Sp(1) × S(U(1) × U(5)) → (E 6 ) ν 3 of Theorem 3.3.5 satisfies the relational formulas
where ν = exp(2πi/9) ∈ U(1).
It goes with out saying that δ Q = ϕ E 6 ,ν 3 (1, Q)(= ϕ E 6 ,γ 3 (1, Q)), where δ Q is defined in the Case 7, and so from Lemma 3.3.8 (1) the C-linear transformation µ 3 which is conjugate to µ 3 under δ Q ∈ (E 6 ) ν 3 is also expressed by
, ν, ν)).
Proposition 4.12.2. The group (E
Proof. We define a mapping g 4122 :
Since it is easily to verify that
) (Lemma 4.12.1), we can prove this proposition as in the proof of Proposition 4.7.1.
Now, we will determine the structure of the group (E 6 ) ν 3 ∩ (E 6 ) µ 3 .
Theorem 4.12.3. The group (E
Needless to say, this mapping is the restriction of the mapping ϕ E 6 ,ν 3 , that is, ϕ E 6 ,ν 3 ,µ 3 (q, P) = ϕ E 6 ,ν 3 (q, P) (Theorem 3.3.5).
As usual, we will prove that ϕ E 6 ,ν 3 ,µ 3 is well-defined. It is clear that ϕ E 6 ,ν 3 ,µ 3 (q, P) ∈ (E 6 ) ν 3 , and it follows from
Hence we have that ϕ E 6 ,ν 3 ,µ
The latter case is impossible because of q 0. As for the former case, from the second condition, by doing straightforward computation A takes the following form (2)). Needless to say, q ∈ Sp(1). Hence there exist q ∈ Sp(1) and P ∈ S(U(1) × U(1) × U(2) × U(2)) such that α = ϕ E 6 ,ν 3 (q, P). Namely, there exist q ∈ Sp(1) and P ∈ S(U(1) × U(1) × U(2) × U(2)) such that α = ϕ E 6 ,ν 3 ,µ 3 (q, P). The proof of surjective is completed.
Finally, we will determine Ker ϕ E 6 ,ν 3 ,µ
3
. However, from Ker ϕ E 6 ,ν 3 = {(1, E), (−1, −E)}, we easily obtain that Ker ϕ E 6 ,ν 3 ,µ 3 = {(1, E), (−1, −E)} Z 2 . Thus we have the isomor-
In addition, by Proposition 4.12.2 we have the isomorphism
Therefore, as in the proof of Theorem 4.7.3, we have the required isomorphism Thus, since the group (E 6 ) ν 3 ∩ (E 6 ) µ 3 is connected from Theorem 4.12.3, we have an exceptional 3 × 3 -symmetric space Before determining the structure of the group (E 6 ) ν 3 ∩ (E 6 ) w 3 , we confirm that useful lemma holds, and we prove proposition and lemma needed in the proof of theorem below. Lemma 4.13.1. The mapping ϕ E 6 ,ν 3 : Sp(1) × S(U(1) × U(5)) → (E 6 ) ν 3 of Theorem 3.3.5 satisfies the relational formula w 3 = ϕ E 6 ,ν 3 (1, diag(τω, ω, τω, ω, τω, ω) ), where ν = exp(2πi/9) ∈ U(1).
The C-linear transformation w 3 defined in the Case 8 is expressed by w 3 = ϕ E 6 ,ν 3 (1, diag(τω, τω, τω, ω, ω, ω)), and note that δ N = ϕ E 6 ,ν 3 (1, N)(= ϕ E 6 ,γ 3 (1, N) ), where δ N is also defined in the Case 8, needless to say, w 3 is conjugate to w 3 under δ N = ϕ E 6 ,ν 3 (1, N). Then we have the following proposition. , where δ N is same one above. Since it is easy to verify that δ N ν 3 = ν 3 δ N using ν 3 = ϕ E 6 ,ν 3 (1, diag(ν 5 , ν −1 , ν −1 , ν −1 , ν −1 , ν −1 )) (Lemma 4.9.1) and w 3 δ N = δ N w 3 (Lemma 4.13.1), we can prove this proposition as in the proof of Proposition 4.8.1.
Subsequently, we will prove the following lemma. (3)) is isomorphic to the group (U(1)×U(1)× SU(2) × SU(3))/(Z 2 × Z 3 ): S(U(1) ×U(2) ×U(3)) (U(1) ×U(1) × SU(2) × SU(3))/(Z 2 × Z 3 ), Z 2 = {(1, 1, E, E), (−1, 1, −E, E)}, Z 3 = {(1, 1, E, E), (1, ω, E, ωE), (1, ω −1 , E, ω −1 E)}.
Proof. We define a mapping Then it is clear that f 4133 is well-defined and a homomorphism. We will prove that f 4133 is surjective. Let P ∈ S(U(1) × U(2) × U(3)). Then P takes the form of diag(s, P 1 , P 2 ), s ∈ U(1), P 1 ∈ U(2), P 2 ∈ U(3), s(det P 1 )(det P 2 ) = 1. Here, since P 1 ∈ U(2), P 2 ∈ U(3), we see that det P 1 , det P 2 ∈ U(1). We choose a, b ∈ U(1) such that a 2 = det P 1 , b 3 = det P 2 , respectively, and set A = (1/a)P 1 , B = (1/b)P 2 . Then we have that A ∈ SU(2), B ∈ SU(3). With above, the proof of surjective is completed.
Finally, we will determine Ker f , E, ωE)}
Therefore we have the required isomorphism S(U(1) × U(2) × U(3)) (U(1) × U(1) × SU(2) × SU(3))/(Z 2 × Z 3 ).
Now, we will determine the structure of the group (E 6 ) ν 3 ∩ (E 6 ) w 3 . Needless to say, this mapping is the restriction of the mapping ϕ E 6 ,ν 3 , that is, ϕ E 6 ,ν 3 ,w 3 (q, P) = ϕ E 6 ,ν 3 (q, P) (Theorem 3.3.5).
As usual, we will prove that ϕ E 6 ,ν 3 ,w 3 is well-defined. It is clear that ϕ E 6 ,ν 3 ,w 3 (q, P) ∈ (E 6 ) ν 3 , and it follows from w 3 = ϕ E 6 ,ν 3 (1, diag(τω, τω, τω, ω, ω, ω)) that w 3 −1 ϕ E 6 ,ν 3 ,ν 3 (q, P)w 3 = ϕ E 6 ,ν 3 (1, diag(τω, τω, τω, ω, ω, ω)) −1 ϕ E 6 ,ν 3 ,w
(q, P)ϕ E 6 ,ν 3 (1, diag(τω, τω, τω, ω, ω, ω))
= ϕ E 6 ,ν 3 (1, diag(ω, ω, ω, τω, τω, τω))ϕ E 6 ,ν 3 (q, P)ϕ E 6 ,ν 3 (1, diag(τω, τω, τω, ω, ω, ω))
= ϕ E 6 ,ν 3 (q, diag(ω, ω, ω, τω, τω, τω)P diag(τω, τω, τω, ω, ω, ω)), P = diag(s, P 1 , P 2 )
= ϕ E 6 ,ν 3 (q, diag(ωs(τω), (ωE)P 1 (τωE), τ(ωE)P 2 (ωE)))
= ϕ E 6 ,ν 3 (q, P)
= ϕ E 6 ,ν 3 ,w
Hence we have that ϕ E 6 ,ν 3 ,w
Next we will prove that ϕ E 6 ,µ 3 ,w 3 is surjective. Let α ∈ (E 6 ) µ 3 ∩ (E 6 ) w 3 ⊂ (E 6 ) w 3 . There exist L, A, B ∈ SU(3) such that α = ϕ E 6 ,w 3 (L, A, B) (Theorem 3.3.7) . Moreover, from the condition α ∈ (E 6 ) µ 3 , that is, µ 3 −1 ϕ E 6 ,w 3 (L, A, B)µ 3 = ϕ E 6 ,w 3 (L, A, B), and using , ε −1 )) (Lemma 3.3.8 (2)) we have that
The Cases (ii) and (iii) are impossible because L 0. As for the Case (i), from the second and third conditions, it is easy to see that A, B ∈ S(U(1) × U(1) × U(1)). Needless to say, L ∈ SU(3). Hence there exist L ∈ SU(3) and P, Q ∈ S(U(1) × U(1) × U(1)) such that α = ϕ E 6 ,w 3 (L, P, Q). Namely, there exist L ∈ SU(3) and P, Q ∈ S(U(1) × U(1) × U(1)) such that α = ϕ E 6 ,µ 3 ,w 3 (L, P, Q). The proof of surjective is completed. Finally, we will determine Ker ϕ E 6 ,µ 3 ,w 3 . However, from Ker ϕ E 6 ,w 3 = {(E, E, E), (ωE, ωE, ωE), (ω −1 E, ω −1 E, ω −1 E)}, we easily obtain that Ker ϕ E 6 ,µ 3 ,w 3 = {(E, E, E), (ωE, ωE, ωE), (ω −1 E, ω −1 E, ω −1 E)} Z 3 . Thus we have the isomorphism (E 6 ) µ 3 ∩ (E 6 ) w 3 (SU(3) × S(U(1) × U(1) × U(1)) × S(U(1) × U(1) × U(1)))/Z 3 .
Therefore, by Lemma 4.3.1 we have the required isomorphism (E 6 ) µ 3 ∩ (E 6 ) Thus, since the group (E 6 ) µ 3 ∩ (E 6 ) w 3 is connected from Theorem 4.14.1, we have an exceptional 3 × 3 -symmetric space E 6 /((SU(3) × U(1) × U(1) × U(1) × U(1))/Z 3 ).
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