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1. INTRODUCTION 
Let (T, 9, dt) be a measurable space with a nonatomic measure dt. Let 
X be a complete separable metric space. Let U(X, t) be a function from 
X x T into the reals R, and let gi(x, t),..., g,(x, t) be functions from X x T 
into [0, co]. Let c+ ,..., 01, be positive real numbers. We write g = (g, ,..., gn) 
and a = (ai ,..., an). The problem ~P(u, g, a) is as follows: 
Maximize 
s u(x(t), t) dt T 
subject to 
I 
g&(t), t) dt < oli for i = l,..., n. 
T 
Some examples and technical assumptions will appear in Section 2. We 
are looking in this paper for conditions on u and g which will imply that for 
every a there exists a measurable solution x(t) to the problem B(u, g, a). A 
somewhat weaker version of this problem, namely when X is the nonnegative 
orthant of the n-dimensional space and g(x, t) = x, was treated by Aumann 
and Perles in [4]. They give a sufficient condition for the existence of a solu- 
tion. This condition was generalized by Berliocchi and Lasry [6, 71 for the 
present form, and the proof they give is in a quite different approach. Here 
we shall give a different and simple proof for this result and get a generaliza- 
tion. 
For economic applications of this variational problem, see [4, 5, 81. 
The paper is organized as follows. In Section 2, we state some technical 
assumptions in order to avoid trivial counterexamples and give some exam- 
ples. Some preliminaries on convex sets and on integration of set-valued 
functions are given in Section 3. The main theorem is stated and proved in 
Section 4. The sufficient condition which is used in the main theorem depends 
only implicitly on the data u and g. Thus, in Section 5, we give another 
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sufficient condition, now in terms of u and g. In Section 6, we get the 
Berliocchi-Lasry generalization of the Aumann-Perles result as a conse- 
quence of the main theorem. Some remarks concerning possible generaliza- 
tions are presented in Section 7. 
2. EXAMPLES AND TECHNICAL ASSUMPTIONS 
The following assumptions concerning the functions U, g, ,..., g, are 
made either in order to avoid trivial counterexamples or because of technical 
reasons. 
Assumption 1. The functions U(X, t) and gi(x, t) for i = I,..., n are 
Borel-measurable in the two variables simultaneously. 
Assumption 2. The function u(x, t) is upper semicontinuous in the 
variable x. 
Assumption 3. The functions gi(x, t) for i = I,..., n are lower semi- 
continuous in the variable x. 
Assumption 4. Denote h(x, t) = gr(x, t) + 0’. + g,(x, t). Then for every 
t, the inverse image of a compact interval by h(., t) is a compact subset of X. 
(If X is locally compact, this assumption can be written as h(x, t) -+ 00 
when x -+ a.) 
Let X = [0, co), n = 1, and a = 1. If Assumption 2 is false, then the 
following trivial counterexample holds: U(X, t) = x when 0 < x < 1, 
U(X, t) = 0 when 1 < x, and g(x, t) = x. For the case that assumption 3 
is false, consider this example: g(x, t) = x when 0 6 x < 1, g(x, t) = x + 1 
when 1 < x, and U(X, t) = x. Assumption 4 is made in order to avoid exam- 
ples like g(x, t) = U(X, t) = x/(x + 1). 
The maximum of the problem dLp need not be attained even when u and g 
satisfy the assumptions above and even when they are very regular. For 
instance, let U(X, t) = tx when T = [0, I], X = [0, co), a > 0 and 
g(x, t) = x; see [4]. 
3. NOTATIONS AND PRELIMINARIES 
Let y = (Q ,..., rl,J and z = (lk ,..., 5,) be two vectors in E, , the 
m-dimensional euclidean space. We write y < z if Q < & for every i, and 
write y < z if Q < & for every i. The scalar product C%, rljpi of the vectors 
Y and P = (P, ,..., p,J is denoted p . y. For two subsets A and B in E, we 
denote A + B = (a + b: u E A, b E B). The closure of A is denoted cl A. 
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For simplicity we write Jg(x(t), t) and Ju(x(t), t) instead of JTg(x(t), t) dt 
and Jr- u(~(L), t) dt. 
Let C be a convex set in E, . A point z E C is an extreme point of C if 
x = $(zr + zs) and x1 , za E C imply x1 = za = x. A ray 
R = {rl+ AY,: h 3 01 
in C is an extreme ray of C if z = $(zr + xa), z E R, and xi , za E C imply 
z, , za E R. In this case, yr is an extreme point of C and will be called the 
origin of the ray R. It is well-known that a closed convex set in E, which 
does not contain a line is the convex hull of its extreme points and extreme 
rays. 
We now refer to the last coordinate of the vector x = (& ,..., &,J as the 
measure of its height. A point x E C is in the upper boundary of C if 
5, = max{l;: (5, ,..., L, , 5) E C>. 
A ray {z + hy: X > O> is strictly increasing if qm > 0 where y = (Q ,..., 7,). 
For every t E T, let F(t) be a subset of E, . The integral of the set-valued 
function F consists of all the vectors sf (t) w ere h f is integrable and f (t) E F(t) 
a.e. (see [2]). W e d enote the integral of F by S=F(t) dt or fF(t). Notice that 
SF(t) is a subset of E, . Since the measure is nonatomic, it follows from 
Lyapunov’s convexity theorem that SF(t) is a convex set, see [2]. In the 
Appendix, it is shown that ifF(t) is closed a.e., then SF(t) contains the extreme 
points of its closure. 
4. THE MAIN THEOREM 
For every a > 0 denote 
v(a) = sup 1 j 4x(t), 4: x(t) E X j sW>, t) < a/ . 
Thus, the problem ~P(u, g, a) is to find x(t) E X such that Jg(x(t), t) < a 
and &x(t), t) = v(a). T o avoid trivialities, we assume v(a) > --0~) and 
v(a) < co for every a > 0. 
THEOREM 1. Consider the set 
C = ((011 ,..., LX,, r): (01~ ,..., LX,) = a > 0 and r < v(a)}. 
If the upper boundary of C does not contain a strictly increasing ray, then for 
every a > 0 the problem Z(u, g, a) has a solution. 
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(The upper boundary of C will contain a strictly increasing ray iff there 
exist a, > 0, as > a, such that $a,) > ~(a~) and 
for every h > 0). 
Proof. For every t E T denote 
f(t) = ((51 >-**9 572 YP): 5i 3 gi(x, t)v f d u(xs t>9 x E x>* 
The integral SF(t) is a subset of En+, . We claim that if (a, r) E SF(t) when 
O<UEE,, then there exists a measurable x(t) such that Jg(x(t), t) < a 
and Ju@(t>, t) b Y. Indeed, let (i,(t),..., t,(t), p(t)) be. an integrable selector 
of F with integral equal to (a, r). Denote by X(t) the subset of X defined by 
X(t) = {x: gi(x, t) < &(t) for i = l,..., n, and U(X, t) 3 p(t)}. 
Then t -+ X(t) is a set-valued function with nonempty values and with a 
measurable graph. The measurability of the graph follows from the measur- 
ability assumptions ofg and u. Aumann’s generalization [3] of Von Neumann’s 
selection theorem (see [2]) implies the existence of a measurable selector x(t) 
of X(t), and obviously x(t) is the required function. 
Denote Cl = ((a, r): a 3 0, r ,< v(u)) C En+, . Then Cl = cl SF. 
Let a > 0 be in En . Then (a, v(u)) is in the upper boundary of Cr. Let H 
be a supporting hyperplane to Cl at (a, v(a)) and denote D = C1 n H. Since 
a > 0, it follows that D is included in the upper boundary of Cl. Thus, D does 
not contain a strictly increasing ray. Indeed, if it contains such a ray, then the 
translation of the ray to (a, U(U)) will also be included in D, since the latter 
is closed and convex, and this contradicts the assumptions. Since D does not 
contain a line (neither does Cl), it follows that (a, v(u)) is a convex combina- 
tion 
(a, 44 = i CL& 9 Yj), 
i=l 
where (uj , rj) is either an extreme point of D or belongs to an extreme ray of 
D. In the second case, let (bj , ri) be the origin of the ray. The height yj 
of the origin is equal to the height of (aj , ri) since D does not contain a 
strictly increasing ray. Since the projection of D on E,, is contained in the 
nonnegative orthant, it follows that bj < uj . Denote bj = ui when (uj , rj) 
is an extreme point of D. We have 
$l/4(bi ,Yj) = Cb, w(u>) G (% w(u>>* 
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We shall show that (b, w(a)) belongs to SF. This will complete the proof since 
this will imply the existence of a measurable x(t), and p(t) < u(x(t), t) such 
that Ju(x(t), t) > Jp(t) = ~(a) and Jg(x(t), t) < b < a. 
Since SF is a convex set, it is enough to show that (bj, rj) belongs to SF 
for everyj. The point (bj , rj) is an extreme point of D, thus also of Cl = cl SF. 
In view of the theorem mentioned in Section 3, the point (bi , rj) belongs to 
SF provided F(t) is closed a.e. The closedness of F(t) is derived from the 
Assumptions 2-4 of Section 2. Indeed, let {(zk , pJ}F=r belongs to F(t) and 
(zk , pk) -+ (z, p). For every K, there exists an xk such that g(x, , t) < xk . 
Assumption 4 implies the existence of a subsequence of xk (suppose it is the 
original one) which converges to a vector x in X. The upper semicontinuity 
of 24 implies 
p = lim pr < lim sup U(X~ , t) < z1(x, t). 
The lower semicontinuity of g, for i = 1,. . ., 71 implies 
z = lim zk > lim inf g(x, , t) > g(x, t), 
when the lim inf here is taken separately for every coordinate. This completes 
the proof. 
5. A SUFFICIENT CONDITION 
As was noted in the Introduction, the sufficient condition which leads to 
Theorem 1 is somewhat unsatisfactory. Indeed, it is given in terms of the 
function v(a) or the set SF and not of the data U(X, t) and g(x, t). We shall 
give here a sufficient condition in terms of u and g. 
As a preliminary to this section, we recall two known facts from the theory 
of integration of set-valued functions. Without loss of generality, we will 
assume in this section that T is the unit interval [0, l] and dt is the Lebesgue 
measure. Let t -+ G(t) (G(t) C E,) b e a set-valued function with an analytic 
graph, i.e., the set {(t, x) E T x Em: z E G(t)} is analytic. Let 4 E E,,, and 
denote 
s(q, t) = sup{4 . z: z E G(t)). 
Then s(p, *) is Lebesgue measurable. This follows since the inverse of (a, co) 
by s(p, a) is the projection on T of the set 
(graph G) n {(t, z): q * z > a}. 
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The second fact is that s(q, *) is integrable iff q is a supporting vector of 
j G(t), i.e., sup{q * z: x E s G(t)} < co. Indeed, the Von Neumann’s choice 
theorem (see [2]) implies that 
even when the right side of the equality is $-co. Moreover, this equality 
shows that hyperplane {z: q . z = J”s(q, t) dt} which supports J G(t) has a 
nonempty intersection with s G(t) iff th ere exists an integrable selector x(t) 
of G such that q * z(t) = s(q, t) a.e. 
In the following, the set C and the set-valued function F have the same 
meaning as in the preceeding section. 
THEOREM 2. A suficient condition that for every a > 0 the problem 
9(u, g, a) has a solution is as follows: The set of all the vectorsp > 0 such that 
there exists a measurable x(t) with g(x(t), t) integrable and 
u(x(t), t) - p - g(x(t), t) = max{u(x, t) - p * g(x, t): x E X} 
form an open set relatively to {q: q 3 O}. 
Proof. Suppose that the condition holds. We show that for every a > 0, 
the upper boundary of C does not contain a strictly increasing ray which 
contains (a, v(a)). The conclusion is implied now by Theorem 1. 
In the first step, we note that F has an analytic graph. Indeed, its graph 
is the projection on T x E,,, of the set 
W, zz, P, 4 E T x En,, x x: u(x, t) 3 p, g(x, t) < z, t E T, x E X}, 
and this is the inverse image of [0, co]“+1 by the measurable function 
(4 x, P, 4 E T x E,,, x X-+ (4x, 4 - P, .z - g(x, 9) E &x+x. 
Assume now that C has a strictly increasing ray in its upper boundary and 
the ray is given by {(a, v(a)) + Xy: X > 0}, where a > 0. There exists a 
vector q = (ql ,..., qn , qn+J which is a supporting vector of C at (a, v(a)) + y, 
i.e., q . y + q * (a, v(a)) = max(q . z: z E C}. It is easily seen that q * y = 0. 
Since a > 0, it follows that q,+l # 0. Since the ray is included in the upper 
boundary, we have qn+l > 0 and with a suitable normalization qn+l = 1. 
Since v(a) is nondecreasing, it follows that (ql ,..., qn) < 0 and denote this 
vector by -p. The set C does not contain a line, thus, the supporting hyper- 
plane contains an extreme point e of Cl = cl SF. We have already shown in 
Section 4 that F has closed values, thus e E SF. In particular, e = Jf (t) where 
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f(t) is a selector ofF(t) and (-p, 1) *f(t) = max{(-p, 1) . Z: z EN} a.e. It 
is easy to see that f(t) = (g(x(t), t), u(x(t), t)) for x(t) E X; thus, p is a 
member of the open set given in the conditions of the theorem. We shall find 
that this set is not open. The ray {(a, v(a)) + )ry: h 3 0} is strictly increasing. 
Thus, r],+r > 0 where y = (Q ,..., ~~+i). It is easy to find an E > 0 such that 
(y..., -6, 1) 9 y > 0. Define p1 = l/(1 + 8) (p + (8~ ,..., 6~)). For 6 > 0 
small enough, the vector pi is close to p. On the other hand, (-pi, 1) is 
clearly not a supporting vector of C. Indeed, (-PI, 1) * y > 0. In particular, 
p1 cannot belong to the mention open set, since each of its members is a 
supporting vector of cl SF 3 C. This completes the proof. 
Remark. Careful examination of the proof of Theorem 2 will lead to 
another sufficient condition-viz. that the set of p 3 0 such that 
m,(t) = sup(u(x, t) - p .g(x, t): x E X> 
is integrable, form an open set relatively to {q: q > O}. However, this is a 
weaker condition in the sense that it will imply that the upper boundary of C 
will not have even a strictly increasing asymptote. 
EXAMPLE. Let n = 1, X = [0, co), and g(x, t) = x. Let 
If p < 1, then m,(t) = co for a t-set of positive measure, viz. for p < t < 1, 
and p is not a supporting vector of C. If p 3 1, the maximum of 
u(x, t) - px = (t - p) x + t lg(1 + %) 
is attained at x(t) = t/Q - t) - 1. S ince Ji t/(p - t) < co for p > 1 and 
si t/(1 - t) = co, it follows that the conditions of Theorem 2 hold and for 
every a the problem 9(~,g, a) has a solution. Since si ml(t) = I, it follows 
that the line a + 2 is asymptotic to the function v(a) as a-+ CO. 
6. THE AUMANN-PERLES-BERLIOCCHI-LASRY THEOREM 
Let f and h be two real-valued functions defined on X x T. We write 
f Q h if for every E > 0 there exists an integrable function Z,(t) such that 
f (x, t) < G(t) + ch(x, t). This definition and notation is due to Berliocchi- 
Lasry [6, 71, and it is a generalization of the definition given by Aumann- 
Perles [4] off being o(jj x 11) integrably in t. It happens that this sort of con- 
dition is a sufficient condition for the existence of a solution to the problem 9. 
In the following, v(a) has the same meaning as in the preceeding two 
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sections, i.e., v(a) is the supremum of the problem 9 with the data (u, g, a). 
We write u+ = max{u, O}. 
THEOREM 3 (Berliocchi-Lasry [6, 71, Aumann-Perles [4]). Dejine 
h(x, t) = gl(x, t) + ... + gti(x, t). If U+ < h, then for every a > 0, there 
exists a solution to the problem ,Epu, g, a). 
Proof. We claim that v(a) = o(ll a 11) when ]I a I/ -+ co. Since v(a) is 
nondecreasing, it is sufficient to show that for every E > 0, we have 
+4,<~ll~Ilfo~//~II1 g ar e enough. Let E > 0 and let Z,(t) be the integrable 
function given by the condition u+ <h. We have for every selection x(t) 
44th t) < C(t) + 44th t) 
and after integration 
j +(t), t) < CL + E j- +(t), 9, 
when p is fixed. If Jg(x(t), t) < a, then (taking the norm as the &-norm) 
(l/II a II) ~44t), 4 < (P/II a II) + E, 
and the right side of the inequality is less than 2~ for 11 a II large enough. Now, 
v(a)/11 a 11 is the supremum of the left side of the inequality subject to 
Jg(x(t), t) < a, and this proves the claim. 
Since ~(a) = o(l] a I/), it follows that no strictly increasing rays are included 
in the upper boundary of C and Theorem 1 can be applied. This completes 
the proof. 
Remark. In Theorem 3 we show that uf <h implies that v(a) = o(ll a 11) 
when 11 a I/ + co. The converse is also true. Indeed, let E > 0. Define 
G,(t) = {g(x, t): u(x, t) - dz(z, t) 3 0, X E x: 
The graph of G, is analytic. Thus, the Von Neumann’s choice theorem 
together with the condition v(a) = o(ll a 11) when /I a II -+ co imply that G, is 
integrably bounded. Now, the finiteness of v(u) implies the existence of &(t) 
needed for the condition u+ <h. 
Another characterization of the case n(a) = 0(/l a 11) when )I a ]j -+ CO can 
be given in the spirit of Theorem 2. We claim that v(a) = o(l] a 11) when 
1) a II-+ co iff for every p > 0, the function 
mg(t) = sup{u(x, t) - p * g(x, t): x E X} 
409/45/2-I 1 
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is integrable. This can be verified rather easily, since cl SF = Cl and since 
F has a measurable graph. See the discussion in the beginning of Section 5. 
7. REMARKS 
1. An induction argument. Suppose we want to solve 9(u, g, a) when 
a 3 0 but not a > 0. Assume a1 = 0. It is easy to see that every function 
x(t) which satisfies Sg(x(t), t) < a also satisfies gl(x(t), t) = 0 a.e. Thus, 
this is a (n - I)-dimensional problem, namely in (ga ,..., g,), when the values 
of x(t) are restricted to (x E X: gi(x) = O}. 
2. The problem B(u, a). In this paragraph we deal with Aumann- 
Perles case, i.e., X = {x E E,: x > 0} andg(x, t) = x. The problemB(u, a) is: 
subject to 
Maximize u(x(t), t) 
s 
x(t) E x s 
x(t) = a. 
The problem 9 may fail to have a solution even when the problem 9 has, 
We quote from [4] the following example: n = 1, U(X, t) = e-x and a > 0. 
However, we have the following theorem. 
THEOREM 4. If the problem 9(u, a) has a solution and if u(x, t) is non- 
decreasing in x, then 9(u, a) has a solution. 
Proof. Let x(t) be a maximizer for 6p(u, a). Then lx(t) < a. Denote 
b = J x(t) and define y(t) = x(t) + (a - b) m when m-l is the measure of T. 
Since u(x, t) is nondecreasing in x and Sy(t) = a, we have 
W b j Wtl, 0 t j u(x(t), t)= +>, 
hence y(t) is a maximizer for P(u, a). 
3. The case v(a) = co. Throughout the paper, we have assumed that 
v(a) < co. In the case v(a) = co, we have the following result. 
THEORFM 5. If v(a) = co, then the maximum is attained in the following 
sense. There is a measurable function x(t) such that Sg(x(t), t) < a and 
Ju(x(t), t) = co. Moreover, if v(a) = co, then v(b) = CO whenever b >, <a 
andE>O. 
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Proof. Let xlc(t) be measurable functions such that Jg(Xk(t), t) < a 
and JU(Xk(Q t) = pk --+ co. Without loss of generality ,LL~ 3 2k. Application 
of Lyapunov’s convexity theorem for the vector measure (Jg(Xk(t), t), 
s u(xk(t), t)) yields th e existence of a subset Tk of T such that 
s T. .&k@), t> = $ Srg(xk(t), t, and I I Tk U(Xk(t), t, > $ pk > 2. 
For every K there is a Sk > 0 such that Tl C Tk and the measure of Tk\T1 
is less than 8* then ST1 u(x~(~), t) dt 2 1. Such a Sk exists if u(xk(t), t) is 
integrable. If it is not, then there is nothing else to prove. Let m, , ma ,... 
be a sequence of integers such that (i) cf, l/mi < ~12; (ii) xi>k I/m( < Sk/mk, 
for every k. Define x(t) = xm,(t) for t E T,,\&, Tm, . Choose x(t) for 
t $ u Tmi such that Jg(x(t), t) < (42) a. It is easily seen that Jg(x(t), t) ,< l a 
and that ju(x(t), t) = co. 
APPENDIX 
The following theorem has appeared in the literature in several forms, and 
proofs have been given by Borges, Olech, and Wagner. The proof which we 
present here is from the author’s preprint [I] and seems to have simpler 
details. See also the remark at the end of the proof which indicates a generali- 
zation. We remind the reader that since dt is a nonatomic measure, it follows 
that SF is a convex set, see [2]. 
THEOREM. Let F(t): T -+ E, be a set-valued function with closed values. 
Then $F contains the extreme points of cl SF. 
Proof. Let e be an extreme point of cl SF, and without loss of generality, 
e = 0. Let {fk};” be a sequence of integrable selectors of F such that sfk -+ e. 
We shall show that this sequence is a Cauchy sequence in the L,-norm. 
Suppose, on the contrary, that there is a coordinate, say 1, such that (fkl} 
is not Cauchy. Then there is an 6 > 0 and two increasing sequences of 
integers mk and nK , where nk > mk and 
s lfn:, -f2, I 3 46 
Since sf& -+ 0, we can choose mk in such a way that for N > mk we have 
// sfN I/ < 2-k-1. Define 
b(t) = fn,(t) if fnl,(t) 2 .2,(t) 
= fm,(t) otherwise, 
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and define 
skw = fn,W + fm,W - hkW 
This implies that // Jhk + sglc jl < 2-k which implies 
On the other hand, 
j h,’ + 1 g,l > -2-“. 
which implies 
j&S jd= jIf&f&I 
jh,‘- j&l>46 
From the two inequalities and for k large enough, we obtain s hkl > E. 
Denote rk = s h, and sk = sg, . Since h, and g, are selectors of F, it follows 
that yli and sk belong to SF, and the inequality l hkl > E implies 11 rk jj >, E. 
Since 0 E cl SF and the latter is convex, it follows that (c///rk 11) rk and 
(c/i] rk 11) sk belong to cl SF. The sequence (E/II rk 11) rk is bounded; therefore, 
it has a convergent subsequence and denote its limit by r. Then II Y 11 = E > 0 
and r E cl SF. But the inequality II Shk + Jg, 11 < 2-” implies that --r is 
the limit of a subsequence of (E/I/ yk 11) sk and thus also --Y E cl SF. This is a 
contradiction to the extremeness of 0. 
In order to complete the proof, observe now that everyL,-Cauchy sequence 
has a subsequence which converges a.e. In our case, an a.e. limit of selectors 
is a selector; this follows from the closedness. Thus iff(t) is an a.e. limit of 
a subsequence of {fk}, then f is a selection of F and sf = e. 
Remark. The reader can easily verify if dt has atoms (a situation which 
occurs in other economic applications of the theory), then our proof yields 
the same conclusion for the extreme points of the closed convex hull of SF. 
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