This paper introduces a new model of computation that employs the tools of molecular biology whose implementation is far more error-resistant than extant proposals. We describe an abstraction of the model which lends itself to natural algorithmic description, particularly for problems in the complexity class NP. In addition we describe a number of linear-time algorithms within our model, particularly for NP-complete problems. We describe an in vitro realisation of the model and conclude with a discussion of future work.
Introduction
In the past 7] and more recently, several papers 1, 14, 20] (also see 10, 17] ) have advocated the realisation of massively parallel computation using the techniques and chemistry of molecular biology. Adleman described how a computationally intractable problem, known as the directed Hamiltonian Path Problem (HPP) might be solved using molecular methods. However, a recent attempt 12] to repeat Adleman's experiment has cast doubt upon the e cacy of extant models of DNA computation. The researchers performed Adleman's experiment twice; once on the original graph as a positive control, and again on a graph containing no Hamiltonian path as a negative control. The results obtained were inconclusive. The researchers state that \At this time we have carried out every step of Adleman's experiment, but have not gotten an unambiguous nal result."
The main purpose of this paper is to describe an alternative, but importantly, feasible model of DNA computation. The problem with extant proposals is that they assume that certain proposed biological operations are error-free. An
Email:martyn@csc.liv.ac.uk operation central to most models is extraction of DNA strands containing a certain sequence. There are two problems with extraction. The rst, and most important problem is that removal by DNA hybridization of strands containing the sequence is not 100% e cient 1 , and may at times inadvertently remove strands that do not contain the speci ed sequence. Adleman did not encounter problems with extraction because only a few operations were required. However, for a large problem instance, the number of extractions required may run into hundreds, or even thousands. For example, a particular DNA-based algorithm may rely upon repeated \sifting" of a \soup" containing many strands, some encoding legal solutions to the given problem, but most encoding illegal ones.
At each stage, we may wish to extract only strands that satisfy certain criteria (i.e., they contain a certain sequence). Only strands that satisfy the criteria at one stage go through to the next. At the end of the sifting process, we are hopefully left only with strands that encode legal solutions, since they satisfy all criteria. However, assuming 95% e ciency of the extraction process, after 100 extractions the probability of us being left with a soup containing (a) a strand encoding a legal solution, and (b) no strands encoding illegal solutions is about 0.006. Repetitive extraction will not guarantee 100% e ciency, since it is impossible to achieve the conditions whereby only correct hybridization occurs. Furthermore, as the length of the DNA strands being used increases, so does the probability of incorrect hybridization. Although attempts 13] have been made to simulate highly reliable extraction using a sequence of imperfect operations, it is clear that for any non-trivial problem, reliance on the extraction operation must be minimised, or, ideally, removed entirely. In this paper we describe a novel model of DNA computation that obviates the need for hybridization extraction within the main body of the computation.
The rest of the paper is organised as follows. In Section 3 we describe a DNA implementation for which none of the problems described above exist, and which is therefore truly scalable. In Section 2 we describe an abstraction of the model which lends itself to natural algorithmic description. In addition we describe a number of algorithms within our model and discuss its computational power.
The Model of Computation
Here we describe an abstract model of computation which, as we show in Section 3, has a clean implementation in DNA chemistry. We note the initial contribution of Lipton 14] to the construction of such models.
Our model is particularly e ective for algorithmic description. Moreover, it is su ciently strong to solve any of the problems in the class NP which includes, of course, the notoriously intractable NP-complete problems 8]. As we shall see, these problems naturally have polynomial-time (often linear-time) 1 The actual e ciency depends on the concentration of the reactants.
parallel solutions within the model. This usually comes with the expense of exponentially large data sets. Within the model, a computation consists of a sequence of operations on nite sets of strings. It is normally the case that a computation begins and terminates with a single set. Within the computation, by applying legal operations of a computation, several sets may exist at the same time. We de ne legal operations on sets shortly but rst consider the nature of an initial set.
An initial set consists of strings which are typically of length O(n) where n is the problem size. As a subset, the initial set should include all possible solutions (each encoded by a string) to the problem to be solved. The point here is that the superset is supposed, in any implementation of the model, to be relatively easy to generate as a starting point for a computation. The computation then proceeds by ltering out strings which cannot be a solution.
For example, if the problem is to generate a permutation of the integers 1 : : : n then the initial set might include all strings of the form p 1 i 1 p 2 i 2 : : : p n i n where each i k may be any of the integers in the range 1 : : : n] and p k encodes the information \position k". Here, as will be typical for many computations, the set has cardinality which is exponential in the problem size. For our example of nding a permutation, we should lter out all strings in which the same integer appears in at least two locations p k . Any of the remaining strings is then a legal solution to the problem. We return to this problem (whose solution, incidentally, may be regarded as a very useful standard operation within our model for the solution of other problems) after de ning some basic legal operations on strings.
Basic set operations
Here we de ne the basic legal operations on sets within the model. Our choice is determined by what we know can be e ectively implemented by very precise and complete chemical reactions within the DNA implementation. The operation set de ned here provides the power we claim for the model but, of course, it might be augmented by additional operations in the future to allow greater conciseness of computation.
remove(U; fS i g). This operation removes from the set U, in parallel, any string which contains at least one occurrence of any of the substrings S i .
union(fU i g; U). This operation, in parallel, creates the set U which is the set union of the sets U i . copy(U; fU i g). In parallel, this operation produces a number of copies, U i , of the set U. select(U). This operation selects an element of U uniformly at random, if U is the empty set then empty is returned.
From the point of view of establishing the parallel time-complexities of algorithms within the model, these basic set operations will be assumed to take constant-time. This is certainly what the DNA implementation described in Section 3 provides.
A First Algorithm
We now provide our rst algorithmic description within the model. The problem solved is that of generating the set of all permutations of the integers 1 to n.
The initial set and the ltering out of strings which are not permutations were essentially described earlier.
Although not NP-complete, the problem does of course have exponential-sized input and output. The algorithmic description below introduces a format that we utilise elsewhere. The particular device of copying a set (as in copy(U; fU 1 ; U 2 ; : : : ; U n g)) followed by parallel remove operations (as in remove(U i ; fp j :i; p k ig)) is a very useful compound operation as we shall see in several later algorithmic descriptions. Indeed, it is precisely this use of Parallel Filtering that is at the core of most algorithms within the model. The only non-selfevident notation employed below is :i to mean (in this context) any integer in the range i=1, 2, : : : , n which is not equal to i.
Problem: Permutations Generate the set P n of all permutations of the integers f1; 2; : : :; ng. Solution
Input: The input set U consists of all strings of the form p 1 i 1 p 2 i 2 : : : p n i n where, for all j, p j uniquely encodes \position j" and each i j is in f1; 2; : : :; ng. Thus each string consists of n integers with (possibly) many occurences of the same integer. Algorithm for j = 1 to n do begin copy(U; fU 1 ; U 2 ; : : : ; U n g) for i=1, 2, : : : , n and all k > j in parallel do remove(U i ; fp j :i; p k ig) union(fU 1 ; U 2 ; : : : ; U n g; U) end
After the jth iteration of the for loop, the computation ensures that in the surviving strings the integer i j is not duplicated at positions k > j in the string. The integer i j may be any in the set f1; 2; : : :; ng (which one it is depends in which of the sets U i the containing string survived). At the end of the computation each of the surviving strings contains exactly one occurence of each integer in the set f1; 2; : : :; ng and so represents one of the possible permutations. Given the speci ed input, it is easy to see that P n will be the set of all permutations of the rst n natural numbers. As we shall see, production of the set P n can be a useful subprocedure for other computations.
Algorithms for a selection of NP-complete problems.
We now describe a number of algorithms for graph-theoretic NP-complete problems (see 9], for example). Problems in the complexity class NP seem to have a natural expression and ease of solution within the model. We describe lineartime solutions although, of course, there is frequently an implication of an exponential number of processors available to execute any of the basic operations in unit time.
3-vertex-colourability
Our rst problem concerns proper vertex colouring of a graph. In a proper colouring, colours are assigned to the vertices in such a way that no two adjacent vertices are similarly coloured. The problem of whether 3 colours are su cient to achieve such a colouring for an arbitrary graph is NP-complete 9].
Problem: Three colouring After the jth iteration of the for loop, the computation ensures that in the remaining strings vertex j (although it may be coloured 1, 2 or 3 depending on which of the sets U i it survived in) has no adjacent vertices that are similarly coloured. Thus, when the algorithm terminates, U only encodes legal colourings if any exist. Indeed, every legal colouring will be represented in U.
Hamiltonian path
A Hamiltonian path between any two vertices u, v of a graph is a path that passes through every vertex in V ? fu; vg precisely once 9].
Problem: Hamiltonian path In surviving strings there is an edge of the graph for each consecutive pair of vertices in the string. Since the string is also a permutation of the vertex set it must also be a Hamiltonian path. Of course, U will contain every legal solution to the problem.
Subgraph isomorphism
Given two graphs G 1 and G 2 the following algorithm determines whether G 2 is a subgraph of G 1 For any remaining strings, the rst t pairs p l i l represent a one-to-one association of the vertices of G 1 with the vertices of G 2 indicating the subgraph of G 1 which is isomorphic to G 2 . If select(U) returns the value empty then G 2 is not a subgraph of G 1 .
Maximum clique and maximum independent set
A clique K i is the complete graph on i vertices 9]. The problem of nding a maximum independent set is closely related to the maximum clique problem.
Problem: Maximum clique
Given a graph G = (V; E) determine the largest i such that K i is a subgraph of G. Here K i is the complete graph on i vertices.
Solution
In parallel run the subgraph isomorphism algorithm for pairs of graphs (G; K i ) for 2 i n. The largest value of i for which a non-empty result is obtained solves the problem.
Complexity: O(jV j) parallel time.
A maximum independent set is a subset of vertices of a graph such that no two members of the set are adjacent 9].
Problem: Maximum independent set Given a graph G = (V; E) determine the largest i such that there is a set of i vertices in which no pair are adjacent.
Solution
Run the maximum clique algorithm on the complement of G.
Complexity: O(jV j) parallel time.
Computational power of the model
It is clear that a lower bound on the computational power of the model is that it can solve any problem in the complexity class NP. This follows from the fact that we were able to encode solutions for various NP-complete problems for it and, of course, any instance of any problem in NP may be described as an instance of any NP-complete problem. Our examples also demonstrate that individual NP-complete problems seem to have a natural and direct encoding for the model.
Implementation of the model in DNA chemistry
Notice that the algorithms of the previous section work perfectly well if the basic data structure, set, is replaced by multiset. The permutation algorithm now outputs a multiset in which each permutation appears as many times as it was represented in the input set. However, since the select operation returns a single element, the output of the other algorithms is exactly as before.
In the proposed implementation outlined below, the algorithms are realised by multisets of single-stranded DNA. In practice, there would be about the same number of copies of each element in any such multiset. In order to manipulate DNA strands and thus implement our operations we use speci c classes of enzymes, each of which performs one or more speci c tasks:
1. The DNA polymerases perform several functions, including the repair and duplication of DNA. Given a short primer oligonucleotide, p in the presence of nucleoside triphosphates, the polymerase extends p if and only if p is bound to a longer template oligonucleotide, t. For example, in Figure  1 (a)), p is the oligonucleotide TCA which is bound to t, ATAGAGTT. In the presence of the polymerase, p is extended by a complementary strand of bases to the 3 0 end of t (Figure 1(b) ).
2. Restriction enzymes 21, page 33] recognize a speci c sequence of DNA, known as a restriction site. Any double-stranded DNA that contains the restriction site within its sequence is cut by the enzyme at that point. 2 In our implementation we use Sau3AI, which recognizes site GATC.
3. In double-stranded DNA, if one of the single strands contains a discontinuity (i.e., one nucleotide is not bonded to its neighbour) then this may be repaired by DNA ligase 5] . This allows us to create a uni ed strand from several bound together by their respective complements. Another useful method of manipulating DNA is the Polymerase Chain Reaction, or PCR 15, 16] . PCR is a process that quickly ampli es the amount of DNA in a given solution. Each cycle of the reaction doubles the quantity of each strand, giving an exponential growth in the number of strands.
Implementation of the model
Here we rst describe how an initial multiset within the model may be constructed in DNA, and then how the set operations may be implemented.
An essential di culty in the model is that initial multisets generally have a cardinality which is exponential in the problem size. It would be too costly in time, therefore, to generate these individually. What we do in practice is to construct an initial solution, or tube, containing a polynomial number of distinct strands. The design of these strands ensures that the exponentially large initial multisets of our model will be generated automatically. The following paragraph describes this process in detail.
Consider an initial set of all elements of the form p 1 k1; p 2 k 2 ; : : : ; p n k n . This may be constructed as follows. We generate an oligo uniquely encoding each possible subsequence p i k i where 1 i n and 1 k i k. Embedded within the sequence representing p i is our chosen restriction site. There are thus nk distinct oligos of this form. The task now is how to combine these to form the desired initial multiset. This is achieved as follows. For each pair (p i k i ; p i+1 k i+1 )
we construct an oligo which is the concatenation of the complement of the second half of the oligo representing p i k i and the complement of the rst half of the oligo representing p i+1 k i+1 . We also construct oligos that are the complement of the rst half of the oligo representing p 1 k 1 and the last half of the oligo representing p n k n . There is therefore a total of 2nk+1 oligos in solution. The e ect of adding adding these new oligos is that the tube will now contain doublestrands of DNA, one strand in each will be an element of the desired initial set. The new oligos have, through annealing, acted as \splints" to join the rst oligos in the desired sequences. What we really require in solution are only the single strands encoding elements of the initial set. This is achieved as follows. We ligate the double strands and then heat the tube to break the hydrogen bonds between the encoding strands and the splint strands. The splint strands are created with magnetic beads attached to them in order to facilitate their removal at this stage.
It remains in our implementation to describe how the set operations are realized. This is achieved as follows:
Remove remove is implemented as a composite operation, comprised of the following:
{ mark(U; S). This operation marks all strings in the set U which contains at least one occurrence of the substring S.
{ destroy(U). This operation removes all marked strings from U. mark is implemented by adding to U many copies of a primer corresponding to S. This primer only anneals to single strands containing the subsequence S. We then add DNA polymerase to extend the primers once they have annealed, making double-stranded only the single strands containing S. We may then destroy strands containing S by adding the restriction enzyme Sau3AI. Double-stranded DNA (i.e. strands marked as containing S) is cut at the restriction sites embedded within, single strands remaining intact. We may then remove all intact strands by separating on length using gel electrophoresis 5]. However, this is not strictly necessary, and leaving the fragmented strands in solution will not a ect the operation of the algorithm.
Union
We may obtain the union of two or more tubes by simply mixing them together, forming a single tube.
Copy
We obtain i \copies" of the set U by splitting U into i tubes of equal volume. We assume that, since the initial tube contains multiple copies of each candidate strand, each tube will also contain many copies.
Select
We can easily detect remaining DNA using PCR and then sequence strands to reveal the encoded solution to the given problem. One problem with this method is that there are often multiple correct solutions left in the soup which must be sequenced using nested PCR. A possible solution is to utilise cloning (see 2]).
Although the initial tube contain multiple copies of each strand, after many remove operations the volume of material may be depleted below an acceptable empirical level. This di culty can be avoided by periodic ampli cation by PCR.
Advantages of the model
As we have shown, algorithms within our model perform successive \ ltering" operations, keeping good strands (i.e., strands encoding a legal solution to the given problem) and destroying bad strands (i.e., those that do not). So long as the operations work correctly, the nal set of strands will only consist of good solutions. However, as we have already stated, errors can take place. If either good strands are accidentally destroyed or bad strands are left to survive through to the nal set then the algorithm will fail. The main advantage of our model is that it doesn't repeatedly use the notoriously error-prone separation by DNA hybridization method to extract strands containing a certain subsequence.
Restriction enzymes are guaranteed 4, page 9] 3 to cut any double-stranded DNA containing the appropriate restriction site, whereas hybridization separation is never 100% e cient. Instead of extracting most strands containing a certain subsequence we simply destroy all of them with absolute certainty, without harming those strands that do not contain the subsequence. Even if, in reality, restriction enzymes have a small non-zero error rate associated with them, we believe that it is far lower than that of hybridization separation. Another advantage of our model is that it minimizes physical manipulation of tubes during a computation. Biological operations such as pipetting, ltering and extraction all lose a certain amount of material along the way. As the number of operations increases, the material loss rises and the probability of successful computation decays. Our implementation uses relatively benign physical manipulation, and avoids certain \lossy" operations.
Fundamental limitations on DNA computations
Although our implementation is much less error-prone than those previously proposed, there still exists at least one barrier to scalable DNA computation. This concerns the sheer weight of DNA required to solve any problems of large size in the model described in this paper. As Hartmanis points out in 11], if Adleman's experiment were scaled up to 200 vertices the weight of DNA required would exceed that of the Earth. DNA computations, like all others, cannot escape the \exponential curse" of the NP-complete problems. The approach of generating all possible solutions to a given problem and then gradually ltering out illegal solutions seems impractical for problem sizes beyond a moderate threshold. It is interesting to note, however, that estimates lead us to believe that our model will perform more rapid computations than conventional computers on a range of feasible problem sizes. One possible way around the weight problem (for problems in the complexity class P, for example) is to look for implementation of existing computing paradigms in DNA. Reif 18] points to one possible way forward, describing a method for simulating a CREW P-RAM using DNA. However, Reif uses the error-prone hybridization separation method described earlier, which we believe may be avoided by our methodology. Another development is the proposed 19] DNA and restriction enzyme implementation of Turing Machines, which establishes formally that any algorithm can be realised through DNA, although Turing machine emulation is not likely to be of practical signi cance. Baum and Boneh 3] describe an alternative form of DNA computation which is not, in their words, \brute force". Their implied criticism is valid if it is directed at the notion of using exponential-sized volumes of DNA for problems belonging to the complexity class P. However, every erstwhile algorithm that has appeared in the literature has been for an NP-complete problem and no matter what polynomial-time DNA solution is advocated for these, the di culty of exponential-sized volumes of DNA cannot be avoided. This di culty ought not to be a feature of good DNA solutions for problems in P.
Conclusions
Recent work in DNA computation has cast serious doubt on the reliability of extant models. The use of error-prone operations such as DNA hybridization separation can lead to inconclusive nal results. In this paper we described a feasible model of DNA computation that avoids the problems of those previously proposed. An abstract model of computation was introduced, and we showed that it is su ciently strong to solve any of the problems in the class NP (which includes the NP-complete problems.) We then described algorithms within the model for a selection of graph-theoretic NP-complete problems. A description of the proposed implementation of our model in DNA was then presented before we concluded with a discussion of some of the factors limiting scalable DNA computation. Although this paper is theoretical in nature, we expect to test our model in the laboratory in the near future. Future work is expected to focus on an in vitro P-RAM simulation with error ? free operations.
