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Abstract
Given a collection of strings belonging to a context free grammar (CFG) and
another collection of strings not belonging to the CFG, how might one infer the
grammar? This is the problem of grammatical inference. Since CFGs are the
languages recognized by pushdown automata (PDA), it suffices to determine the
state transition rules and stack action rules of the corresponding PDA. An approach
would be to train a recurrent neural network (RNN) to classify the sample data
and attempt to extract these PDA rules. But neural networks are not a priori
aware of the structure of a PDA and would likely require many samples to infer
this structure. Furthermore, extracting the PDA rules from the RNN is nontrivial.
We build a RNN specifically structured like a PDA, where weights correspond
directly to the PDA rules. This requires a stack architecture that is somehow
differentiable (to enable gradient-based learning) and stable (an unstable stack
will show deteriorating performance with longer strings). We propose a stack
architecture that is differentiable and that provably exhibits orbital stability. Using
this stack, we construct a neural network that provably approximates a PDA for
strings of arbitrary length. Moreover, our model and method of proof can easily be
generalized to other state machines, such as a Turing Machine.
1 Introduction
Recurrent neural networks (RNNs) are powerful stateful models that capture temporal dependencies in
sequential data. They have been widely used in solving complex tasks, such as machine translation [33,
3, 62], language modeling [45, 61], multimodal language modelling [34, 52] and speech recognition
[22]. In theory, first order RNNs with the desired weights and infinite precision have been shown to be
as powerful as a pushdown automaton (PDA) [36, 37, 14] and can be considered to be computationally
universal models [57, 58, 6]. However, a higher order model (eg. with second order weights) offers
further representational capability – [49, 29, 5] proved that any deterministic finite state automaton
(DFA) can be stably constructed in a 2nd order, or tensor RNN. (A deterministic finite state automaton
is a PDA without a stack.) Another research direction focuses on non-sequential structure based
on self-attention known as the transformer [64]. Empirically, the transformer has emerged as a
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new workhorse for solving natural language processing tasks. However despite empirical success,
recent findings have shown that such models are theoretically incapable of recognizing context free
languages [70, 26], and thus are limited in terms of interpretation and computation capabilities.
In this work, we examine the computational capabilities, interpretability, and stability of tensor RNNs
augmented with external memory from a theoretical perspective. We ask whether RNN models with
higher order weights entirely based on a differentiable stack are theoretically capable of modeling
hierarchical structures involving unbounded recursion. While theoretical work has investigated the
power of RNNs and transformers [53], these results are based on two key assumptions: infinite
precision and infinite computation time. Such assumptions do not hold true in the real world setting
and are thus limited in practical scenarios [67, 42, 44, 43]. In a step towards bridging the gap
between theoretical and empirical findings, we provide the first theoretical proof on stability of
memory augmented RNNs with finite precision. We also show that under finite constraints our
model is capable of approximating any class of context free languages for strings whose lengths
satisfy correspondingly finite constraints. Beside these constraints, deep learning models also lack
interpretability, thus restricting their application. In general two major paradigms have been explored
in the literature to tackle the interpretability issue:
Interpretable models by extraction or visualization: In this family of models, the learned model
behaves somewhat like a black box, and additional heuristics or techniques are used to explain or
extract insights from the model. This approach does not restrict the model, allowing for greater
flexibility and expressive power, but likely requires a larger training dataset to learn structure that
may already be known to the modeller.
Intepretable models by design: In this family of models the notion of interpretability is considered
while designing the architecture. New components may be added to existing architecture to force the
model to work within the interpretable regime [65, 17, 48] and possibly incorporate prior knowledge.
This approach trades model flexibility for more efficient learning of a smaller class of models [42].
In this work, we propose an architecture which is interpretable by design. When a grammar is known,
our model can encode a minimal PDA. On the other hand when a grammar is unknown [19] our
model can be interpreted to extract the corresponding state machine and therefore the corresponding
grammar. To our knowledge none of the prior work is focused on showing stability for models that
are interpretable by design [66, 50, 11, 30]. To this end our contributions are:
• We introduce a vector representation for a PDA.
• We prove orbital stability of an interpretable, differentiable stack model with finite precision
and a configurable memory footprint.
• We prove that RNNs coupled with this stack can arbitrarily approximate any PDA in the
sense that the neuron values remain close to the ideal vector representation of the PDA.
• We use an approach that can be easily extended for other state machines, such as a Turing
Machine.
2 Related Work
Historically, grammatical inference [21] has been at the core of language learnability and could
be considered to be fundamental in understanding important properties of natural languages. A
summary of the theoretical work in formal languages and grammatical inference can be found in [10].
Applications of formal language work have led to methods for predicting and understanding sequences
in diverse areas, such as financial time series, genetics and bioinformatics, and software data exchange
[18, 68, 12]. Many neural network models take the form of a first order (in weights) recurrent neural
network (RNN) and have been taught to learn context free and context-sensitive counter languages
[16, 8, 4, 63, 69, 55, 47, 65, 7, 35, 7, 66]. However, from a theoretical perspective, RNNs augmented
with an external memory have historically been shown to be more capable of recognizing context
free languages (CFLs), such as with a discrete stack [9, 54, 60], or, more recently, with various
differentiable memory structures [32, 25, 23, 38, 72, 27, 71, 24, 39, 40, 41]. Despite positive results,
prior work on CFLs was unable to achieve perfect generalization on data beyond the training dataset,
highlighting a troubling difficulty in preserving long term memory. It was previously shown that
was caused by the instability of the internal representations of learned states of RNNs learning
deterministic finite state automata (DFA)[49], which should be the same for states in a stack RNN
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learning a PDA since a PDA is DFA controlling a stack. Early work primarily focused on constructing
DFA in recurrent networks with hard-limiting neurons [1, 29, 46], sigmoidal [51, 20, 50, 49] and
radial-basis functions [2, 15]. The importance and equivalence of differentiable memory over a
discrete stack while learning is still unclear [32, 41]. Recently, [43, 44, 36] theoretically studied
several types of RNNs and analyzed them to understand various classes of languages accepted
by them under finite precision. [43] showed the computational power of RNNs, which is related
in understanding various classes of formal language accepted by RNNs in real world and finite
precision settings. Even more recently, and more closely related to our work, [36] showed that
arbitrary-precision RNNs are capable of emulating PDA, and can therefore recognize all deterministic
context-free languages. While they focus on using infinite-precision edge weights to show that gate
recurrent units are as powerful as PDA, our proof uses finite-precision weights.2 Furthermore, our
model is easily interpretable: given the model, it is clear how to read the weights to determine the
state transition rules and stack action rules. Finally, our approach can easily be generalized to other
state machines, such as Turing Machines, since the neural architecture directly relates to the state
machine architecture.
3 Neural Network with Stack Memory
A pushdown automaton (PDA) is a deterministic finite state automaton (DFA) that controls a stack.
Formally, a DFA is defined as a 5-tuple, while a PDA is defined as a 7-tuple, the extra two elements
corresponding to the stack. For the reader’s convenience, a review of the DFA, including its formal
definition, is provided in Appendix A and a review of the PDA, including its formal definition, is
provided in Appendix B. Also for the reader’s convenience, a list of common symbols and notation is
provided in Appendix D and an example context free grammar (CFG) and its corresponding PDA is
examined in Appendix E.
This section is the heart of the paper. In §3.1, we define the differentiable stack, and then in §3.2, we
use it to define the neural network pushdown automaton (nnPDA). Finally, in §3.3, we prove that
the nnPDA stably approximates the PDA, with some less important details of the proof provided in
Appendix C. The reader may wish to refer to Appendix B for a definition of the PDA and to see how
it relates to the model presented here.
We will use the logistic sigmoid function
hH(x) =
1
1 + e−Hx
as an activation function. Note that hH(0) = 12 and hH(x) decreases to 0 as Hx → −∞ and
increases to 1 as Hx→∞. The scalar H is a sensitivity parameter. In practice, we will often show
that x is bounded away from 0, and then assume H to be a positive constant sufficiently large so that
hH(x) is as close as desired to either 0 or 1, depending on the sign of the input x. (See Lemma C.1.)
3.1 The differentiable stack
Here we define a differentiable stack memory [60, 25, 32].
Definition 3.1. (Differentiable stack) For a stack alphabet of size m2, a differentiable stack K is a
vector-valued sequence
K = {K0,K1, ...}, Ki ∈ [0, 1]m2 ,
with the additional requirement that there exists an integer s, called the stack size, such that
Ki = ~0 for all i ≥ s.
The relation between this stack definition and the more traditional definition of a stack is described in
Appendix B.1. In particular, the vectors Ki in this definition closely resemble the idealized one-hot
vectors K¯i introduced in Definition B.4.
Traditionally, a stack can be modified by push and pop operations. Here, we introduce a single
differentiable stack operator that, for particular parameter values, can closely resemble either push or
pop.
2In [36], the “stack memory” lies in the extended precision of the edge weights. Our “stack memory” lies on
additional neurons.
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Definition 3.2. (Differentiable stack operator) For scalars p+ and p− and vector C ∈ [0, 1]n, we
define the stack operator pi(p+, p−, C) as follows.
((pi(p+, p−, C)K)i≥1)j = hH
(
p+(Ki−1)j + p−(Ki+1)j + (1− p+ − p−)(Ki)j − 1
2
)
,
((pi(p+, p−, C)K)i=0)j = hH
(
p+Cj + p−(K1)j + (1− p+ − p−)(K0)j − 1
2
)
.
This is visualized in Figure 3.1. Note that the operator pi(0, 1, C) is an approximate pop operator, the
operator pi(0, 0, C) is an approximate identity operator, and the operator pi(1, 0, C) is an approximate
push operator that approximately pushes the vector C onto the stack.
In Appendix B.1, a similar idealized operator p¯i(p¯+, p¯−, C¯) is defined, for which p¯i(0, 1, C¯) is exactly
a pop operator, the operator p¯i(0, 0, C) is the identity operator, and the operator p¯i(1, 0, C¯) is exactly a
push operator that pushes the vector C¯ onto the stack. (See Definition B.5.) The relation between these
two operators is formalized by the following proposition, which serves as a theoretical justification
for pi(p+, p−, C).
Proposition 3.3. (pi(·, ·, ·) approximates p¯i(·, ·, ·))
Let K be a stack according to Definition 3.1 and let K¯ be an idealized stack according to Definition
B.4, and suppose that
sup
i
||Ki − K¯i||L∞ ≤ 
for some  > 0.
Let pi(p+, p−, C) be an operator according to Definition 3.2 and p¯i(p¯+, p¯−, C¯) be an idealized
operator according to Definition B.5. Suppose furthermore that, in addition to belonging to the
domains of their respective operators, the quantities p+, p−, C, p¯+, p¯−, and C¯ satisfy
|p+ − p¯+| ≤ 
|p− − p¯−| ≤ 
||C − C¯||L∞ ≤ .
If  is sufficiently small, then H can be chosen sufficiently large, depending only on , so that
sup
i
||(pi(p+, p−, C)K)i − (p¯i(p¯+, p¯−, C¯)K¯)i||L∞ ≤ .
The proof of this proposition is provided in Appendix C.
In tensor products that will be used momentarily, if any factor is the zero vector~0, the entire expression
becomes zero. Therefore, instead of using the top of the stack K0 directly, we will instead use the
stack reading vector R, which has one additional component that is approximately 1 when K0 is
approximately ~0.
Definition 3.4. (Stack Reading) Given the top vector of the stack K0 with dimension m2, we define
the stack reading vector R to be a vector of dimenion m2 + 1 with components
Ri =
{
(K0)i 0 ≤ i < m2
1− ||K0||L∞ i = m2.
These two vectors are equivalent in the following sense.
Lemma 3.5. Given a top-of-stack vector K0 and an idealized top-of-stack vector K¯0, let R and R¯
be the corresponding stack reading vector and idealized stack reading vector. Then
||K0 − K¯0||L∞ = ||R− R¯||L∞ .
The proof of this lemma is provided in Appendix C.
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Figure 1: Differentiable Stack Operation Visualization of the operator pi(p+, p−, C) with p+ = 0.7
and p− = 0.2. First, a linear combination of the adjacent stack vectors is computed, then hH is
applied to each component. The stack alphabet size is m2 = 4. The stack size is s = 5 before the
operator is applied and s = 6 afterward. As long as p+ > 0, the stack size will increase by 1.
p+
p-
p0 p+
p-
p0
p0=1-p+-p-
C
hH hH
Figure 2: Neural network pushdown automaton architecture The nnPDA takes the (t+1)th input
character represented by It+1 as well as the state represented by Qt and a reading Rt of the top
of the stack determined from Kt0. By applying the weights WQ,WC ,Wp+ ,Wp− , it computes and
outputs the new state represented by Qt+1 as well as the parameters for the stack action, represented
by Ct+1, pt+1+ , and p
t+1
− . The stack is then updated by applying the operator pi(C
t+1, pt+1+ , p
t+1
− ).
This completes one cycle.
WQ, WC, Wp+, Wp-
Stack
Kt0, K
t
1, K
t
2, ...
It+1
Qt
Qt+1
Kt0
Ct+1, p+
t+1, p-
t+1
5
3.2 The nnPDA
For the reader’s convenience, in §B.2 the PDA is formally defined (Definition B.7) and a vector
representation is derived (Definition B.9). Our goal is to approximate the PDA vector representation
using a recurrent neural network architecture, which we will denote as a neural network pushdown
automaton, or nnPDA.
Definition 3.6. (nnPDA) At any time t, the full state of a neural network pushdown automaton is
represented by the pair
(Qt,Kt),
where Qt ∈ [0, 1]n is a vector encoding the state and Kt is a differentiable stack according to
Definition 3.1.
The next state pair (Qt+1,Kt+1) is given by the dynamic relations
Qt+1i = hH
(
(W t+1Q ·Qt)i −
1
2
)
(1)
Kt+1 = pit+1Kt, (2)
where the transition matrix W t+1Q and operator pi
t+1 are defined as follows.
Letting It+1 be a one-hot encoding of the (t+ 1)th input character, the transition matrix W t+1Q is
given in component form by
(W t+1Q )i
j =
∑
k,l
(WQ)i
jklRtlI
t+1
k,
where the components (WQ)ijkl are chosen to represent the transition rules as in Definition B.9,3
and the stack reading Rt is determined from Kt0 as described by Definition 3.4.
The operator pit+1 is given by
pit+1 = pi(pt+1+ , p
t+1
− , C
t+1),
where the parameters pt+1± and vector C
t+1 are
pt+1± =
∑
j,k,l
(Wp±)
jklRtlI
t+1
kQ
t
j
Ct+1i =
∑
j,k,l
(WC)i
jklRtlI
t+1
kQ
t
j
where the components (Wp+)
jkl, (Wp−)
jkl, and (WC)ijkl are chosen to represent the stack action
rules as in Definition B.9.
3.3 Proof of stability of the nnPDA
The main result of this paper is the following theorem, which states that the nnPDA remains close to
the idealized PDA.
Theorem 3.7. Let It be an arbitrary time-indexed sequence encoding a character string, let (Qt,Kt)
be a state-and-stack sequence governed by equations (1-2) in Definition 3.6 for some scalar H , and
let (Q¯t, K¯t) be an idealized state-and-stack sequence governed by equations (4-5) in Definition B.9.
For any  > 0 sufficiently small, if H is sufficiently large (depending on ) and
(Qt=0,Kt=0) = (Q¯t=0, K¯t=0),
then for all t ≥ 0,
||Qt − Q¯t||L∞ ≤ 
and
sup
i
||Kti − K¯ti ||L∞ ≤ .
3Actually, it suffices to use weights that are close to the ideal weights in Definition B.9. We keep them the
same in this paper to avoid unnecessary complication.
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To prove this theorem, we will instead state and prove the following proposition, which examines a
single time step. The theorem then follows by induction on t.
Proposition 3.8. Let (Qt,Kt) be a state-and-stack sequence governed by equations (1-2) in Defini-
tion 3.6 for some scalar H , and let (Q¯t, K¯t) be an idealized state-and-stack sequence governed by
equations (4-5) in Definition B.9.
For any  > 0 sufficiently small, if H is sufficiently large and
||Qt − Q¯t||L∞ ≤ 
sup
i
||Kti − K¯ti ||L∞ ≤ ,
then
||Qt+1 − Q¯t+1||L∞ ≤ 
sup
i
||Kt+1i − K¯t+1i ||L∞ ≤ .
Proof. First, we will show that
||Qt+1 − Q¯t+1||L∞ ≤ .
Note that
Qt+1i = hH
(
Vi − 1
2
)
,
where
Vi =
∑
j,k,l
(WQ)i
jklRtlI
t+1
kQ
t
j ,
And
Q¯t+1i = V¯i,
where
V¯i =
∑
j,k,l
(WQ)i
jklR¯tlI
t+1
kQ¯
t
j .
Observe that
V = V¯ + err,
where
err = err1 + err2
err1 =
∑
j,k,l
(WQ)i
jklR¯tlI
t+1
k
[
Qtj − Q¯tj
]
err2 =
∑
j,k,l
(WQ)i
jkl
[
Rtl − R¯tl
]
It+1kQ
t
j .
The factors in square brackets are each at most size ,4 while the remaining factors are at most size 1.
It follows that for some constant C > 0,
||V − V¯ ||L∞ ≤ C.
By Lemma C.1, we may conclude that if  is sufficiently small and H is sufficiently large (depending
on ), then
||Qt+1 − Q¯t+1||L∞ ≤ .
By similar arguments, we may also prove that, with possibly additional constraints on H ,
|pt+1+ − p¯t+1+ | ≤ 
|pt+1− − p¯t+1− | ≤ 
||Ct+1 − C¯t+1||L∞ ≤ .
Given these estimates, by Proposition 3.3, it follows that
sup
i
||(pi(pt+1+ , pt+1− , Ct+1)Kt)i − (p¯i(p¯t+1+ , p¯t+1− , C¯t+1)K¯t)i||L∞ ≤ ,
which means
sup
i
||Kt+1i − K¯t+1i ||L∞ ≤ .
4The difference R− R¯ relates to the differenceK0 − K¯0 by Lemma 3.5.
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4 Discussion and Complexity
The operations performed by our tensor nnPDA directly map to PDA state transitions, making the
PDA encoding straightforward. For a state machine with n states, an input alphabet of size m1, a
stack alphabet of size m2, and a stack with maximum capacity s, our algorithm can construct a sparse
recurrent network with O(n) state neurons, O(m1m2n(m1 +m2 + n)) weights and a stack memory
footprint of size O(sm2), such that the PDA and constructed networks accept and correctly classify a
similar context free language. The model and stability argument we present can be easily generalized
to the case where a PDA is embedded into other recurrent networks and also to a universal state
machine, such as a Turing Machine.
5 Conclusion
We defined a vectorized stack and a parametrized stack operator that behaves similarly to a stack
push or pop operation for particular choices of the parameters. We used these to construct a neural
network pushdown automaton (nnPDA) and proved that it is stable: For suitable choices of weights,
the nnPDA will closely resemble a pushdown automaton (PDA) for arbitrarily long strings. The sense
in which the nnPDA and PDA are “close“ is formalized by also representing the PDA as a set of
vectors (this is done in Appendix B) and taking a vector difference.
Prior work [9, 51, 40] has shown that initializing a network with prior knowledge can yield improved
generalization while training. In such cases, the weights of the network which are not programmed
(ie. weights that have prior values equal to zero) are instead initialized to small random values
while significant weights must be chosen carefully. The addition of random weights is important for
learning, but also acts as noise that could potentially cause an instability, motivating a need for models
that are known to be stable, such as the model presented in this paper. It would be an interesting
question to investigate whether RNNs with memory and finitie precision and with lower tensorial
order are still capable of approximating any PDA. An affirmative answer to this question would
yield a more computationally efficient model, while a negative answer might provide insight into
subclasses of computational languages accepted by RNNs.
6 Potential broader impact of this research
Recently, neural network research and its applications have received renewed interest encouraged
by advances in representation learning and significantly improved problem solving. Despite recent
breakthroughs and successes, we are still struggling to fully design and deploy deep neural networks
that can be ethically [31] used in various domains. This work is a step towards building trustworthy
artificial intelligence systems [13, 31] for the social good [56]. Here we introduce an interpretable
recurrent neural network augmented with differentiable memory. Our model is capable of approxi-
mating any pushdown automaton, and thus can efficiently recognize context-free languages and by
extension recursively enumerable languages. Due to its interpretable design with provable stability,
our model is trustworthy and ensures that its outputs have the desired result when the rules are
specified by the user. We believe this research will lead towards better decision making in domains
that have high-risk factors and as such would be beneficial for society [59]. Finally, this work helps
in understanding the computational capability of recurrent neural networks under the important and
practical computational constraint of finite precision and provides a vector-based framework for
showing mathematical stability.
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A Vector Representation of a Deterministic Finite State Automaton
It is often easier to understand a PDA by first understanding the simpler DFA, or deterministic finite
state automaton. We review the DFA here, beginning with a common definition of a finite-state
automaton. [28]
Definition A.1. (DFA, classical version) A finite-state automaton is a quintuple (Q,Σ, δ, q0, F ),
where Q = {q1, ..., qn} is a finite set of states, Σ = {a1, ..., am} is a finite alphabet, δ : Q×Σ→ Q
is the state transition function, and q0 ∈ Q is a start state, F ⊂ Q is a set of acceptable final states.
A string of characters a1...al can be fed to the DFA, which in turn changes state according to the
following rules.
qt=0 = q0
qt+1 = δ(qt, at+1).
As we are mainly interested in dynamics, we will work in the context of an arbitrary string. The
following simplified definition focuses on the dynamics of the DFA.
Definition A.2. (DFA, dynamic version) At any time t, the state of a finite-state automaton is
qt ∈ {q1, ..., qn}.
The next state qt+1 is given by the dynamic relation
qt+1 = δt+1(qt),
where δt+1(q) = δ(q, at+1).
To easily generalize to a neural network, we will further modify the above definition to obtain a vector
representation of the DFA.
Definition A.3. (DFA, vectorized dynamic version) At any time t, the state of a deterministic
finite-state automaton is represented by the state vector5
Q¯t ∈ {0, 1}n,
whose components Q¯ti are
Q¯ti =
{
1 qi = q
t
0 qi 6= qt.
The next state vector Q¯t+1 is given by the dynamic relation
Q¯t+1 = W t+1 · Q¯t,
where the transition matrix W t+1, determined by the transition tensor W and the input vector It+1,
is
W t+1 = W · It+1.
The input vector It+1 ∈ {0, 1}m has components
It+1j =
{
1 aj = a
t+1
0 aj 6= at+1,
and the transition tensor W has components
Wi
jk =
{
1 qi = δ(qj , ak)
0 qi 6= δ(qj , ak).
In component form, the dynamic relation can be rewritten as
Q¯t+1i =
∑
jk
Wi
jkIt+1kQ¯
t
j . (3)
The reader may wish to check that all three definitions are consistent with each other. The first
definition is popular in the literature, but the third is most analogous to a neural network.
5The use of the bar in Q¯t is in preparation for neural networks. As neural networks are the main focus of
this paper, we will generally use Qt to represent the state vector for a neural network and Q¯t to represent the
idealized state vector introduced here.
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B Vector Representation of a Pushdown Automaton
Here we review the PDA, or pushdown automaton, which is a DFA with a stack. In §B.1, we define a
stack, and then in §B.2, we use the stack to define a PDA. §B.2 is analogous to §A.
B.1 The stack
We begin by reviewing the stack.
Definition B.1. (Stack, classical version) A stack is a pair (Γ, e), where Γ = {b1, ..., bm2} is the
stack alphabet and e is the error character.
At any given time, a stack holds a (possibly empty) string of characters. That is, its state can be
represented by the following definition.
Definition B.2. Let Γ∗ represent the set of strings constructed by the following rules.
•  ∈ Γ∗,
• cS ∈ Γ∗ for all c ∈ Γ and S ∈ Γ∗.
Here,  represents the empty string.
There are a few stack operators, which manipulate the character string held by the stack.
Definition B.3. (Stack operators, classical version) Define the set of stack operators
op(Γ) = {pi−, pi0, pi+(b1), ..., pi+(bm2))},
where pi− represents a pop operation, pi0 is the identity operation, and pi+ is a family of push
operators indexed by Γ. They act on strings in Γ∗ according to the following rules.
pi− = 
pi−cS = S
pi0S = S
pi+(c)S = cS.
Finally, define the read function r according to the following rules.
r() = e
r(cS) = c.
To easily generalize to a neural network, we will modify the above stack definition to obtain a vector
representation.
Definition B.4. (Stack, vectorized version)
Let
B(m2) = {(1, 0, ..., 0), (0, 1, 0, ..., 0), ..., (0, ..., 0, 1)}
be the canonical basis of Rm2 .
A stack K¯ is a vector-valued sequence
K¯ = {K¯0, K¯1, ...}, K¯i ∈ B(m2) ∪ {~0},
with the additional requirement that there exists an integer s, called the stack size, such that
K¯i ∈ B(m2) i < s
and
K¯i = ~0 s ≤ i.
The vector-valued sequence K¯ can be determined from a stack state k ∈ Γ∗ by setting K¯i to be the
one-hot encoding of the ith character r((pi−)ik) of k, using ~0 to represent e.
For the vectorized stack, we group all the stack operators into a single parametrized operator as
defined here.
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Definition B.5. (Parametrized stack operator) For any scalar pair
(p¯+, p¯−) ∈ {(1, 0), (0, 1), (0, 0)}
and vector
C¯ ∈ B(m2),
define the stack operator p¯i(p¯+, p¯−, C¯) by how it acts on the stack K¯ according to the following
relations.
(p¯i(p¯+, p¯−, C¯)K¯)i≥1 = p¯+K¯i−1 + p¯−K¯i+1 + (1− p¯+ − p¯−)K¯i
(p¯i(p¯+, p¯−, C¯)K¯)0 = p¯+C¯ + p¯−K¯1 + (1− p¯+ − p¯−)K¯0
It is worth verifying that according to the above definition, the operator p¯i(1, 0, C¯) pushes the vector
C¯ onto the stack, the operator p¯i(0, 1, C¯) pops the stack, and the operator p¯i(0, 0, C¯) is the identity
operator.
In tensor products that will be used momentarily, if any factor is zero, the entire expression becomes
zero. Therefore, instead of using the top of the stack K¯ directly, we will instead use the stack reading
vector R¯, which has one additional component that is 1 when K¯0 = ~0 and 0 otherwise.
Definition B.6. (Stack Reading) Given the top vector of the stack K¯0 with dimension m2, we define
the stack reading vector R¯ to be a vector of dimension m2 + 1, with components
R¯i =
{
(K¯0)i 0 ≤ i < m2
1− ||K¯0||L∞ i = m2.
B.2 A Pushdown Automata (PDA)
The following definition of a PDA closely resembles Hopcroft’s definition. [28]6
Definition B.7. (PDA, classical version) A pushdown automaton is a 7-tuple (Q,Σ,Γ, δ, q0, e, F ),
where Q = {q1, ..., qn} is a finite set of states, Σ = {a1, ..., am1} is the finite input alphabet,
Γ = {b1, ..., bm2} is the finite stack alphabet, δ : Q×Σ× Γ→ Q× op(Γ) is the transition function
with op(Γ) being the set of stack operators from Definition B.3, q0 ∈ Q is the start state, e is the
stack error character, and F ⊂ Q is a set of acceptable final states.
Let δQ : Q× Σ× Γ→ Q and δop : Q× Σ× Γ→ op(Γ) represent the first and second part of the
transition function δ. Let q ∈ Q and k ∈ Γ∗. A string of characters a1...al can be fed to the PDA,
which changes state and stack state according to the following rules.
qt=0 = q0
kt=0 = 
qt+1 = δQ(q
t, at+1, r(kt))
kt+1 = δop(q
t, at+1, r(kt))kt.
As we are mainly interested in dynamics, we will work in with an arbitrary string. The following
simplified definition focuses on the dynamics of the PDA.
Definition B.8. (PDA, dynamic version) At any time t, the state of a pushdown automaton is
(qt, kt) ∈ {q1, ..., qn} × Γ∗.
The next state (qt+1, kt+1) is given by the dynamic relations
qt+1 = δt+1Q (q
t, kt)
kt+1 = δt+1op (q
t, kt)kt,
where δt+1Q (q, k) = δQ(q, a
t+1, r(k)) and δt+1op (q, k) = δK(q, a
t+1, r(k)).
6There is a minor discrepancy in that Hopcroft’s definition allows for an additional operation that corresponds
to one pop followed by two push operations. This is mainly provided for convenience and is not an essential part
of the definition.
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To easily generalize to a neural network, we will further modify the above definition to obtain a vector
representation of the PDA.
Definition B.9. (PDA, vectorized dynamic version) At any time t, the state of a pushdown automaton
is represented by the pair
(Q¯t, K¯t),
where Q¯t is a one-hot vector encoding the state qt as in Definition A.3 and K¯t is a vector encoding
of the stack kt according to Definition B.4.
The next state pair (Q¯t+1, K¯t+1) is given by the dynamic relations
Q¯t+1 = W t+1Q · Q¯t (4)
K¯t+1 = p¯it+1K¯t, (5)
where the transition matrix W t+1Q and operator p¯i
t+1 are defined as follows.
The transition matrix W t+1Q is given in component form by
(W t+1Q )i
j =
∑
k,l
(WQ)i
jklR¯tlI
t+1
k,
where the components (WQ)ijkl are chosen to represent the transition function δQ as in Definition
A.3 and the stack reading R¯t is determined from K¯t0 as described by Definition B.6.
The operator p¯it+1 is given by
p¯it+1 = p¯i(p¯t+1+ , p¯
t+1
− , C¯
t+1),
where the parameters p¯t+1± and vector C¯
t+1 are
p¯t+1± =
∑
j,k,l
(Wp±)
jklR¯tlI
t+1
kQ¯
t
j
C¯t+1i =
∑
j,k,l
(WC)i
jklR¯tlI
t+1
kQ¯
t
j
where the components (Wp+)
jkl, (Wp−)
jkl, and (WC)ijkl are chosen to represent the transition
function δop the same way the components of WQ are chosen.
The reader may wish to check that all three PDA definitions are consistent with each other, given
appropriate choices for the tensors WQ, Wp+ , Wp− , and WC . An example choice of tensor weights
is provided in Appendix E.
C Supporting Proofs
Here, we provide proofs of some claims in §3. We begin by proving Lemma 3.5, which relates the
difference K0 − K¯0 to the difference R− R¯. Next, we prove Lemma C.1, which encapsulates the
key stability properties of the activation function hH(x) and Lemma C.2, which is used to relate
expressions in the definitions for the operators pi and p¯i. Finally, we use both Lemmas C.1 and C.2 to
prove Proposition 3.3, which explains how the operator pi acts similarly to p¯i.
Proof. (of Lemma 3.5)
We must prove that
||K0 − K¯0||L∞ = ||R− R¯||L∞ .
Since it is clear that
||K0 − K¯0||L∞ ≤ ||R− R¯||L∞ ,
it will suffice to show
||R− R¯||L∞ ≤ ||K0 − K¯0||L∞ ,
which only requires us to confirm that
|Rm2 − R¯m2 | ≤ ||K0 − K¯0||L∞ .
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We do this by examining two cases, depending on whether R¯m2 = 1 or R¯m2 = 0.
If R¯m2 = 1, then K¯0 = ~0, so
|Rm2 − R¯m2 | = |(1− ||K0||L∞)− 1| = ||K0||L∞ = ||K0 −~0||L∞ = ||K0 − K¯0||L∞ .
If instead R¯m2 = 0, then there is some index iˆ < m2 for which R¯iˆ = (K¯0)iˆ = 1. We have
|Rm2 − R¯m2 | = |Rm2 | = 1− ||K0||L∞ ≤ 1− (K0)iˆ = (K¯0)iˆ − (K0)iˆ ≤ ||K0 − K¯0||L∞ .
Lemma C.1. Let V¯ be a vector with components V¯i ∈ {0, 1} and let V be a vector satisfying
||V − V¯ ||L∞ ≤ 0
for some 0 < 12 .
Then for all sufficiently small  > 0, for all H sufficiently large depending on 0 and ,
max
i
∣∣∣∣V¯i − hH (Vi − 12
)∣∣∣∣ ≤ .
Proof. Since 0 < 12 , choose H sufficiently large so that
hH
(
−
(
1
2
− 0
))
= 1− hH
(
1
2
− 0
)
≤ .
Note that ∣∣∣∣V¯i − hH (Vi − 12
)∣∣∣∣ = ∣∣∣∣V¯i − hH (V¯i − 12 + (Vi − V¯i)
)∣∣∣∣ .
Pick an arbitrary index i. If V¯i = 1,∣∣∣∣V¯i − hH (Vi − 12
)∣∣∣∣ = 1− hH (12 + (Vi − V¯i)
)
≤ 1− hH
(
1
2
− 0
)
≤ .
If instead V¯i = 0,∣∣∣∣V¯i − hH (Vi − 12
)∣∣∣∣ = hH (−12 + (Vi − V¯i)
)
≤ hH
(
−
(
1
2
− 0
))
≤ .
Lemma C.2. Let X, X¯, Y, Y¯ , Z, Z¯ be vectors and let x, x¯, y, y¯ be scalars. Suppose that all scalars
and all vector components lie in the range [0, 1]. Suppose furthermore that
||X − X¯||L∞ ≤ 
||Y − Y¯ ||L∞ ≤ 
||Z − Z¯||L∞ ≤ 
|x− x¯| ≤ 
|y − y¯| ≤ .
Then
xX + yY + (1− x− y)Z = x¯X¯ + y¯Y¯ + (1− x¯− y¯)Z¯ + err,
and
||err||L∞ ≤ 7.
17
Proof. Let
err = errX + errY + errZ
errX = xX − x¯X¯
errY = yY − y¯Y¯
errZ = (1− x− y)Z − (1− x¯− y¯)Z¯.
It suffices to estimate each of these error terms individually.
||errX ||L∞ = ||xX − x¯X¯||L∞
= ||(x− x¯)X¯ + x(X − X¯)||L∞
≤ |x− x¯|||X¯||L∞ + |x|||X − X¯||L∞
≤ ||X¯||L∞ + |x|
≤ 2.
By an analogous calculation, we also conclude
||errY ||L∞ ≤ 2.
And
||errZ ||L∞ = ||(1− x− y)Z − (1− x¯− y¯)Z¯||L∞
= ||(x¯− x)Z¯ + (y¯ − y)Z¯ + (1− x− y)(Z − Z¯)||L∞
≤ |x¯− x|||Z¯||L∞ + |y¯ − y|||Z¯||L∞ + |1− x− y|||Z − Z¯||L∞
≤ ||Z¯||L∞ + ||Z¯||L∞ + |1− x− y|
≤ 3
Finally,
||err||L∞ ≤ ||errX ||L∞ + ||errY ||L∞ + ||errZ ||L∞ ≤ 2+ 2+ 3 = 7.
With these lemmas, we can prove Proposition 3.3.
Proof. (of Proposition 3.3)
Given the assumptions, we will prove that for each i,
||(pi(p+, p−, C)K)i − (p¯i(p¯+, p¯−, C¯)K¯)i||L∞ ≤ .
Let us examine the general case i > 0, from which the special case i = 0 (top of the stack) will
follow.
Fix i > 0 and let
V = p+Ki−1 + p−Ki+1 + (1− p+ − p−)Ki,
V¯ = p¯+K¯i−1 + p¯−K¯i+1 + (1− p¯+ − p¯−)K¯i.
Note that
((pi(p+, p−, C)K)i)j = hH
(
Vj − 1
2
)
and
(p¯i(p¯+, p¯−, C¯)K¯)i = V¯ .
By Lemma C.1, provided  < 114 , it suffices to show that
||V − V¯ ||L∞ ≤ 7.
This follows directly from Lemma C.2 with x = p+, X = Ki−1, y = p−, Y = Ki+1, Z = Ki and
the corresponding choices for the barred quantities.
The special case i = 0 (top of the stack) can be proved the same way by replacing Ki−1 with C,
Ki+1 with K1, and Ki with K0.
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D List of Symbols
a, b, c Characters belonging to an alphabet.
B(n) The canonical basis of Rn:
B(n) = {(1, 0, ..., 0), (0, 1, 0, ..., 0), ..., (0, ..., 0, 1)}
C A vector representing a character to be pushed onto the differentiable stack (or, in
some contexts, a large positive constant.
δ The transition function of a PDA.
hH(x) The sigmoid function:
hH(x) =
1
1 + e−Hx
It A vector representing the input character at time t.
K A differentiable stack, represented by a sequence of vectors whose components
have values in [0, 1].
K¯ A vectorized classical stack, or ideal stack, represented by a sequence of vectors
whose components are either 0 or 1.
Kt A differentiable stack at time t.
Ki The ith vector of a differentiable stack.
K0 The top, or 0th vector, of a differentiable stack.
(Ki)j The jth component of the ith vector of a differentiable stack.
R The stack reading, determined from K0, with one extra component that approxi-
mates 1 when K0 approximates ~0
p+ A stack push parameter
p− A stack pop parameter
pi(p+, p−, C) The differentiable stack operator
Q A vector representing the state of an nnPDA
Q¯ A vector representing the state of a PDA
Qt The state of an nnPDA at time t
q The state of a PDA
WQ The tensor, or neural weights, used to compute the state Qt+1 from Qt, It, and
Kt0
Wp± ,WC The tensors used to compute p
t+1
+ , p
t+1
− , and C
t+1 (see WQ)
(WQ)i
jkl The components of the tensor WQ
E An Example CFG
For illustrative purposes, we give an example here of a vectorized PDA for the grammer of balanced
parentheses. The goal is to classify strings with characters ‘(’ and ‘)’ based on whether they close
properly. So for example, the strings “()”, “(())”, and “(()())” are valid, while the strings “)”, “(()”,
and “(()))” are invalid. To avoid confusion, we’ll use l to represent the left parenthesis ‘(’ and r
to represent the right parenthesis ‘)’, and introduce e to represent the end of the string. With these
representations, the example valid strings are represented by lre, llrre, and llrlrre, while the example
invalid strings are represented by re, llre, and llrrre.
For tensorsW with indices j, k, and l, the j index is paired with state input. Our PDA will have n = 2
states representing either acceptable , or rejected /. We will represent these with two dimensional
vectors the following way.
,→
(
1
0
)
/→
(
0
1
)
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For tensors W with indices j, k, and l, the k index is paired with the input character. Since the input
character alphabet has size m1 = 3, we will represent the input characters as vectors the following
way.
l→
(
1
0
0
)
r→
(
0
1
0
)
e→
(
0
0
1
)
Finally, for tensors W with indices j, k, and l, the l index is paired with the stack reading vector. Our
stack alphabet has size m2 = 1 as a single character must be pushed each time l is encountered and
popped each time r is encountered. Although the stack vector has dimension m2 = 1, the reading
from stack has dimension m2 + 1 = 2, with the additional dimension representing an empty stack
reading. The possible stack reading vectors are as follows.
nonempty =
(
1
0
)
empty =
(
0
1
)
E.1 State Transition Rules
Given a stack reading and input character, which fix l and k indices respectively, the i and j
components of the transition tensor (WQ)ijkl can be interpreted as entries in an adjacency matrix
that acts on the input state vector to give the output state vector.
If l is encountered, we should not change state. Thus,
(WQ)i
j00 = (WQ)i
j01 =
(
1 0
0 1
)
.
If r is encountered, then we should not change state unless the stack is empty, in which case we
should change from , to /. Thus,
(WQ)i
j10 =
(
1 0
0 1
)
(WQ)i
j11 =
(
0 0
1 1
)
.
Finally, if e is encountered, then we should not change state unless the stack is non-empty, in which
case we should change from , to /. Thus,
(WQ)i
j20 =
(
0 0
1 1
)
(WQ)i
j21 =
(
1 0
0 1
)
.
E.2 Stack Action Rules
The only case where we push is when encountering l. Thus,
(Wp+)
jkl =
{
1 k = 0
0 otherwise
The only case where we pop is when encountering r. Thus,
(Wp−)
jkl =
{
1 k = 1
0 otherwise
It does not matter what happens to the stack when encountering e, so for simplicity we may set
(Wp+)
j2l = (Wp−)
j2l = 0.
Finally, there is only one character in the stack alphabet, so for simplicity we may set
(WC)i
jkl = 1.
Alternatively, if we only which to specify a character when pushing, we may instead set
(WC)i
jkl =
{
1 k = 0
0 otherwise.
Either way, the index i must take the value 0 as the stack alphabet has size m2 = 1.
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