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is in reasonable agreement with previous measurements and is in excellent agreement with recent
calculations based on a diquark model. However, leading order /CD calculations performed using
the Brodsky-Lepage formalism are well below the measured cross section.
PACS number(s): 13.65.+i, 12.38.+k, 13.60.Rj
I. INTRODUCTION
The production of hadronic final states through
photon-photon interactions provides a unique laboratory
for studying /CD. An interesting case is the two-photon
production of proton antiproton pairs. Several authors
[1—3] have presented calculations of the absolute cross
section for pp -+ pp which are performed within the
framework developed by Brodsky and Lepage [4]. A re-
nmrkable feature of these calculations is that many of
the nonperturbative components may be absorbed into
the proton wave functions, thus exposing the perturba-
tively calculated matrix element. These calculations are
to leading (fourth) order in the strong coupling constant
and neglect the masses of the constituent quarks. As
such, they are expected to be most reliable at large val-
ues of the two-photon center-of-mass energy (W), well
above threshold.
The proton wave function may be modeled in a vari-
ety of ways. One of the most successful approaches is
the use of /CD sum rules by Chernyak and Zhitnitsky
[5]. Calculations incorporating their wave functions are
generally in agreement with experimental measurement
of quantities such as the proton's magnetic form factor
and the decay rate for J/g ~ pp. The agreement be-
tween experiment and theory in the case of the reaction
pp ~ pp is not as satisfactory. The cross section ob-
tained by convoluting the matrix element with the wave
functions of Chernyak and Zhitnitsky is in disagreement
with previous measurements [6—9]. The success of these
wave functions in the calculation of other reactions has
led to speculation that the source of this disagreement
lies in the inability of previous experiments to explore
the cross section with sufficient statistics at large enough
values of W to be in the fully perturbative region.
An alternate approach towards the calculation of the
pp -+ pp cross section that has recently been taken is
more suited towards smaller values of W. Anselmino et
cl. and Kroll et cL [10—12] have proposed a phenomeno-
logical model in which two of the valence quarks in each
proton are treated as a quasielementary constituent (a
diquark). The diquark model introduces form factors so
that its predictions asymptotically approach those of the
pure quark model of Brodsky and Lepage. Free parame-
ters have been adjusted using data from elastic electron
proton scattering so as to obtain an absolute prediction
for the y7 -+ pp cross section. The lower range of ap-
plicability of the diquark model is about 2.5 GeV. Near
this value of S', the predictions of the pure quark and
the diquark models di&er by one order of magnitude. The
diquark model appears to be in approximate agreement
with previous measurements, but a serious comparison
cannot yet be made because data for values of W exceed-
ing 2.5 GeV are quite limited. While a W of 2.5 GeV is
considered low by theoretical standards, it is at the upper
limit of present experimental sensitivity as the cross sec-
tion for yp -+ pP falls approximately as W
~2 [8). Thus,
much larger data samples are necessary even to reach the
lower range of applicability of the diquark theory. Such
a data sample has been obtained using the CLEO II de-
tector at the Cornell Electron Storage Ring (CESR).
We report herein a measurement of the cross section
for pp -+ pp for W between 2.00 and 3.25GeV. This
measurement is based on a data set comprising 1.$1 fb
of electron-positron collisions obtained with the CLEO II
detector. The detector operates at CESR, which has a
beam energy of approximately 5.29GeV. An electron-
positron collider is also a photon-photon collider, as
nearly real photons emitted by beam particles may in-
teract. This is the origin of the events used in this study.
The presence of two photon propagators in the ampli-
tude for the e+e ~ e+e pp reaction and the smallness
of the electron mass ensure that the beam particles emit-
ting the photons are scattered through angles so small
that they may only rarely be detected. As a result, the
net transverse momentum of the two-photon system is
typically small, as is the energy visible to the detector.
However, the energies of the photons are usually unequal,
so that the final state particles are boosted toward the
high rapidity regions of the detector. Because the lumi-
nosity of the data sample used in this analysis is three
times larger than the lununosity of all previous experi-
ments combined, our measurement has greater statistical
precision and extends to higher values of W than previ-
ous measurements.
II. EXPERIMENTAL APPARATUS
The CLEO II detector [13] was designed to detect
charged particles and photons with excellent efficiency
and resolution. The charged particle tracking system,
which surrounds a beryllium beam pipe, consists of a six
layer straw tube detector, followed by a ten layer drift
chamber and a 51 layer drift chamber. The outer drift
chamber is instrumented to measure the specific ioniza-
tion energy loss (dE/dz) from charged tracks. Surround-
ing the tracking system are a time-of-fiight scintillation
system and an electromagnetic calorimeter, the latter
consisting of 7800 cesium iodide crystals. All of these de-
tector systems are confined within a 1.5 T superconduct-
ing solenoidal magnet. Irrunediately outside the magnet
cryostat are three layers of iron forming the fiux return.
Surrounding each layer of iron is a set of tracking cham-
bers which provides muon detection.
This analysis makes use of two triggers [14]. One is
designed to be eKcient for low multiplicity events con-
taining miuimum ionizing particles. It requires at least
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two candidate tracks ia the trackiag chambers, one with
momentum transverse to the beam direction (pq) greater
than 0.4 GeV/c and the other with pz greater than 0.2
GeV/c. It further requires hits in at least two nonad-
jacent time-of-Bight counters aad at least two deposits
of energy greater than 0.1 GeV in the calorimeter; this
final requirement is efficient for minim»m ionizing par-
ticles. The other trigger is designed to be efficient for
low multiplicity events that contain at least one high en-
ergy photon or electron. It requires at least two can-
didate tracks with pq greater than 0.2 GeV/c, hits in at
least two nonadjacent time-of-Sight counters, and at least
one energy deposit greater than 0.5 GeV in the calorime-
ter. This latter requirement is often met by aatiprotons,
which tend to a»»ihilate and deposit significant amounts
of energy in the calorimeter. Elements of these two trig-
gers are redundant with those of other triggers, allowing
for the measurement of their individual efficiencies from
data.
Most remai»i»g background events are the result of
other two-photon reactions, notably pp -+ e+e, y+p
vr+z, and K+K . Thus kinematics can provide no fur-
ther assistance and we rely instead on the particle iden-
tification capabilities of CLEO II. We restrict the tracks
to the central region of the detector (~ cos 8~ & 0.7) where
the particle identification is optimal. The background
from the reaction pp -+ p+p is reduced by rejecting
events in which either track in the drift chamber matches
a track in the muoa chambers. To reduce the contribu-
tion from the pp ~ e+e reaction, events are discarded
if either track has a value of E~/p near»»ty, where E, ~
is the energy that is matched to the track as registered
by the calorimeter and p is the measured moment»m.
The measured dE/dz and time-of-Sight information is
combined for each track [6] to aid in suppressing any
reamiaing nonproton backgrounds. A statistic is defined
for a track to have an energy loss consistent with that
expected for a given particle species:
III. EVENT SELECTION
~ dE ~
expected.
( dz),.
dE/da
The event selection is tailored to capitalize on the two-
photoa experimental signature while limiting contami-
nation from background processes. Particular empha-
sis is placed on particle identification. This is because
background events contai»i»g lighter particles preferen-
tially populate the higher W region, which is the region
of greatest interest.
Since the scattered electron and positron are unde-
tected, we limit our study to events having exactly two
oppositely charged tracks that satisfy one or both of the
triggers described ia the previous section. The largest
source of such events is "single photon a»»hilation" in
which the initial electron and positron a»»ihilate with
their energy reappeariag in the form of a lepton pair.
These events are suppressed by requiring that the sum of
the magnitudes of the charged particle momenta be less
than 8 GeV/c and that the total energy deposited in the
calorimeter be less than 8 GeV.
A significant fraction of the remaining background
events are due to collisions of beam particles with resid-
ual gas molecules within the vacu»m chamber ("beam-
gas" events) or with the beam pipe itself ("beam-wall"
events). The contribution from these is limited by de-
manding that the tracks project to the interaction re-
gion. The smeLi n»mber of cosmic ray events remain-
ing in the sample are suppressed by rejecting events in
which the tracks are colinear. This removes only a very
small aumber of signal events because of the boost of
the two-photon center of mass. Since the boost is gener-
ally along the beam direction, the signal events will have
small acoplanarity, defined as the supplement of the an-
gle between the transverse momenta of the two tracks. In
order to reject events involving the nonexclusive produc-
tion of a proton-antiproton pair, events are only accepted
if they have acoplanarity less than 0.1 rad. In addition,
the magnitude of the vector s»m of the transverse mo-
meata of the two tracks (p~"' ~) is required to be less
than 0.2 GeV/c.
j = e, z, K, p. (1)
Here 0 / is the dE/dz resolution measured as a func-
tion of momentum from data. A simiiar statistic, g~
is defined for the time of Sight. We require ~g„" /
~
& 3
and ~y„~ & 3. The likelihood (8) that a track is of
a particular species j is determi»ed by combining these
statistics:
j = e, n, K,p. (2)
The likelihoods for each particle species are combined
to determine the normaLized likelihood that a track is a
proton:
+ l lr+ C~ (3)
The power of this method of particle identification
is demonstrated in Fig. 1, a two-dimensional histogram
of A„ for the positively and aegatively charged tracks.
Events satisfying all selection criteria discussed so far
with the exclusion of the y„cuts are entered in the plot.
The entries in the (p, p) bin correspond to events ia which
oae track is identified as a p and the other as a p. The ab-
seace of sig»i&cant enhancement at A~ near 0.5 indicates
that there is little ambiguity in identifying protons and
antiprotons. Nearly all of the 2 x 10s entries are in the
trunca4d bin marked (X+,X ). The majority of the
entries in this bin correspond to two-photon produced
pion and muon pairs. The entries in the (p, X ) bin
are generally consistent with beinu beam-gas events in
which a proton is accompanied by a particie other thaa
an antiproton. The small enhancement in the (X+,p)
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bin indicates that there is little feed-down from reactions
involving the nonexclusive production of pp pairs, such
as e+e ~ e+e p p Ir+n' . A total number of 484 events
from the signal reaction are selected by the requirement
that A~ be greater than 0.95 for both tracks. These
e+e —I e+e p'p' -+ e+e pp candidate events comprise
the sample with which the cross section for pp -I pp is
measured.
IV. EVENT SIMULATION
0
FIG. 1. A two-dimensional histogram of the normalized
1Bcelihood for the proton hypothesis for the positively charged
[As(+)] and negatively charged tracks [As(—)]. Events &om
the data that pass all cuts prior to the proton selection cuts
are entered. The bin at (0,0) contains approximately 2 x 10
entries and is truncated at 1000. The cuts on the quantities
are indicated by arrows.
form of this ansatz [Eq. (4)] is n»mportant since it can-
cels to a large extent in the extraction of the cross section.
Nevertheless, the form chosen here refiects the gross fea-
tures expected.
The detector's response is simulated using a Monte
Carlo program based on GEANT [16], which includes the
electromagnetic and hadronic interactions of particles
with detector materials. The simulation of many detector
components is calibrated from data. The effect of noise in
the detector is modeled by embedding events from data
taken with a random trigger into the simulated events.
In general, the data and Monte Carlo events show good
agreement in the quantities used for event selection. For
example, Fig. 2 is a histogram of p,
'"' ' for events from
the data and Monte Carlo samples that pass all selection
cuts. The Monte Carlo sample is scaled so as to have
an equal nIImber of selected events. The only exception
to this good agreement between data and Monte Carlo
simulation involves the modeling of the an»hilation of
antiprotons. This can be seen in Fig. 3, which is a his-
togram of E, I/p for the negatively charged track. Events
that pass all selection criteria are entered from the data
and Monte Carlo samples; the latter is normalized to have
the same nnmber of entries as the former. The discrep-
ancy in the first bin is due to a slightly softer momentum
spectrum of the Monte Carlo sample which results in an
overestimate of the number of particles that do not reach
the calorimeter and consequently have E, 1/p equal to
zero. In addition, the Monte Carlo simulation underesti-
mates the amount of energy that the antiprotons deposit
in the calorimeter. The region of E, 1/p near 1.0 is ex-
cluded by a cut designed to reject electrons as described
in Sec. III. Removing the cut causes no enhancement
near 1.0 which would be indicative of background. The
uncut distributions for data and Monte Carlo samples
400 I I I I l ~ I I I l I I I I l I I I I
A sample of simulated events is used to determine the
effective photon-photon luxninosity and the acceptance
for the reaction of interest. Both quantities are deter-
mined as functions of W and e', where the latter is the
angle between the p p axis and the pp axis in the photon-
photon center-of-mass frame. The photon fiux is gen-
erated using the formalism of Budnev et al. [15]. The
hadronic component of each photon is modeled using a p
form factor. This is consistent with a previous measure-
ment [8] of the form factor. In addition, the assumption
is made that only transversely polarized photons con-
tribute to the cross section. The pp m pp cross section
is modeled using [8]
300-
Al
ED
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IO
C
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Cut
~ Data
Monte Carlo
d~MC 2a (2m' )
d] cos 8'] Ws I W
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The values of c and 6 are taken to be 1.5 x 10 nb GeV 2
and 12, respectively, which are in approximate agree-
ment with previous experimental measurements [8]. The
scaling as 1/Ws is derived loosely from the perturbative
calculations [1], while the final factor accounts for two-
particle phase space. The protons are generated isotrop-
ically in the photon-photon center of rrmss. The exact
O. l2 0.25 0.38 0.50
FIG. 2. Histogram of the magnitude of the vector sum of
the transverse momenta of the two tracks (pI"' ') for events
from the data and Monte Carlo samples that pass aQ selection
cuts. The Monte Carlo sample is scaled so as to have an equal
number of selected events. The cut on p,""' is indicated.
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as protons, while 8' is taken to be the angle between the
proton's momentum and the electron beam direction in
the photon-photon center-of-m;ass frame. The difFerential
cross section in each two-dimensional bin is extracted us-
ing
o 30-
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FIG. 3. Histogram of E, &/p for the negatively charged
track. Events from the data and Monte Carlo samples passing
aQ selection cuts are entered in the plot. The Monte Carlo
sample is scaled so as to have an equal number of selected
events. The cuts on E,~~/p are indicated.
are relatively fiat across this region. The efficiencies of
the cut as determi»ed using data and Monte Carlo sam-
ples are in good agreement with one another. In addi-
tion, these efficiencie agree with one determi»ed from
a sample of A ~ gnr+ decays in hadronic events when
the antiprotons are restricted to the same momentum
range. Although the efFect of the discrepancy between
the antiproton a»»ihilation energy spectrn~ of the data
and Monte Carlo samples on the determination of the
efBciency for the E,~/p cut on the antiproton is rather
small, its effect on the trigger efBciency is non-negligible.
This is because the trigger efBciency increases rapidly in
the region where the discrepancy is largest. The Monte
Carlo sim~~&ation tends to underestimate the efBciency of
the trigger component that requires a 0.5 GeV energy
deposit in the calorimeter (see Sec. II). The redundancy
of this component with others is exploited, allowing for
the overall trigger efficiency determined from the Monte
Carlo samples, which is 70%%uo, to be corrected based on
measurements from data. The correction factor is largest
at low W, where it is 1.2; above 2.3 GeV, the correction
is negligible. The acceptance (the fraction of raw signal
events that pass all event selection criteria) is 2.5 60.3%,
with most of the loss being due to the tendency for the
particles to be produced with low momentum and at
small angles with respect to the beam axis.
2
IQ s y s I I l l I ~ l I ~
IO
~ CLEO
Diquark
----- Forror et ol.
C
1'.
~ IO'
b
IO
„~pp ( aaa. & ( .+.-& ( ~~~pplMC MC
dl cos8'l II lVMcg I lpga
t'
l l&dl cos8'l
The first factor is the ratio of the n»mber of events in the
data that pass the event selection criteria to the number
that pass in the Monte Carlo simulation. The b factor
accounts for the tendency of the Monte Carlo simulation
to underestimate the calorimeter trigger efBciency for low
momentum antiprotons. As determined from data, the
value of b is 1.2 for W between 2.0 and 2.3 GeV and is
1.0 for larger values of W. The second factor in Eq. (5) is
the ratio of the integrated e+e 1»minosities, which are
1.3lfb for data and 93.8fb for Monte Carlo sam-
ples. The last factor is the ansatz of Eq. (4) averaged
over the appropriate two-dimensional bin. The boost of
the two-photon center of mass in combination with our
restriction of the two tracks to the central region of the
detector results in a very smaH acceptance for large val-
ues of
l
cos 8'l. Thus we restrict our measurement of the
cross section to the region
l
cos 8'l ( 0.6.
Measurements of the differential cross section in two-
dimensional bins of W and
l
cos8'l are s»~wed over
leos 8'l (from 0.0 to 0.6) in order to obtain the cross
section for a given W bin. Figure 4 is a plot of the re-
sulting cross section for pp m pp as a function of the
two-photon center-of-mass energy. Above threshold, the
cross section reaches a maxim»m of 5.8 nb near 2.1 GeV.
It then decreases by about a factor of 50 as W increases
to 3.2 GeV, above which energy there are no more events
detected. Figure 5 is a plot of the difFerential cross sec-
tion for two different ranges of W. For the low W range
V. RESULTS
-3
I0 ' » ~ I i i s I » i I i i i I
I.8 2.2 2.6 3.0 3.4
+ (GeV)
Because the acceptance is a Ruction of both %' and
l
cos 8'l, we divide the event sample into two-dimensional
bins of these two variables. The variable W is measured
as the invariant mass of the two charged particles taken
FIG. 4. Measured cross section for pp —+ yp as a function
of W. The results of two theoretical calculations ate also
shovrn. Experimental and theoretical results are restricted to
the range of
l
cos e'l ( 0.6.
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FIG. 5. Measured difFerential cross section for pp ~ pp as
a function of
~
cos 8'
~
for two ranges of W: 2.0 & W & 2.5 GeV
(left scale) and 2.5 & W & 3.0 GeV (right scale). The results
of taro theoretical calculations are also shorn. The normaliza-
tion of each is scaled to agree arith the high W measurement.
of 2.0 to 2.5 GeV, the average value of W is 2.2 GeV;
while for the high W range of 2.5 to 3.0 GeV, the aver-
age is 2.6 GeV. The indicated errors in both figures are
purely statistical.
There are five principal sources of systematic uncer-
tainty for the measurement: model dependence, trigger
efficiency, particle identification efficiency, background
from feed-down, and background from particle misiden-
tification. The largest source of uncertainty involves our
choice of using a p form factor in the modeling of the
hadronic component of the photons in the Monte Carlo
event generator. Removing the p form factor has the
efFect of lowering the measured cross section by about
30%. This modeling uncertainty is, however, a theo-
retical uncertainty and not an actual measurement er-
ror. The dominant source of measurement systematic
error has to do with the trigger efBciency, in particular
the calorimeter efficiency because of the problem with
modeling the a»»ihilation of antiprotons. For W below
2.3 GeV, where the trigger efBciency is changing most
rapidly, the systematic error due to trigger efficiency is
about 10%. For large values of W the systematic er-
ror is dominated by the particle identification efficiency,
which contributes about 6%%uo. The contribution of back-
ground to the final event sample is determined to be at
the 1% level. Contributions are negligible &om reactions
in which particles are mi~identi6ed as protons. The ma-
jor source of background is feed-down &om the reaction
pp m pgnr+z' in which the pions are undetected. The
contribution from such feed-down is estimated by study-
ing events in which only a p and z' are detected. ¹
glecting the theoretical uncertainty associated with our
use of the p form factor, the combined systematic error
is 10%%uo for the entire range of W.
VI. DISCUSSION
Two theoretical curves are shown in Fig. 4. The dashed
curve is based on the leading order +CD calculation
of the 77 ~ p p matrix element performed by Farrar et
aL [1], which agrees with the calculation performed by
Millers and Gunion [2]. The prediction utilizes a r»»m»g
coupling constant and incorporates the wave function of
Chernyak and Zhitnitsky. The solid curve is a result of
calculations by Kroll et aL [12] performed in the con-
text of a diquark model. While the shapes of the two
theoretical curves are quite similar, the normalizations
are significantly rliiferent. The prediction of Farrar et aL
is about an order of magnitude below the measurement.
The discrepancy is most likely due to the inapplicabil-
ity of the calculation at values of W that are so close to
threshold. Four possible sources for this inapplicability
are the following: the fact that the calculation is only
done to leading order, the perturbative nature of the cal-
culation the or»ission of the quark ~asses in the compu-
tation of the matrix element, and the possible presence
of broad resonances in the pp mass spectr»m. There is
excellent agreement between the absolute predictions of
the diquark model and our measurement. The diquark
model is particularly well suited for the moderately large
values of W reached by our measurement.
Figure 5 contains two theoretical predictions [1,17] for
the angular dependence of the cross section. For the pur-
pose of comparison, the normsLization of each is scaled
so as to agree with the high W measurement. This is
possible because the predicted difFerential cross sections
are weakly dependent on W. There is good agreement
between the shapes of both theoretical curves and our
measurement of the diirerential cross section for the W
range of 2.5 to 3.0GeV. The behavior of the ~cos8'~
dependence of the cross section at the high W range is
in nuLrked contrast to the angular dependence for values
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FIG. 6. Measured cross section for p7 m pp as a function
of W. CI EO results are plotted along arith those of AR-
GUS and TPC/2p. All results are restricted to the range of
i
cos8'I & 0.6.
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of W closer to threshold (2.0 ( W ( 2.5GeV), where
nonperturbative and higher twist effects are expected to
play a larger role.
The CLEO measurement of the cross section is com-
pared to the two most recent measurements [8,9] in Fig. 6.
Except for the data points at very low W, the agreement
between CLEO and TPC/2p is excellent. The ARGUS
results have central values that are somewhat lower, but
agree within errors. There is reasonably good agreement
between the CLEO measurement and those of JADE [7]
and TASSO [6], which are not shown in the figure. The
CLEO measurement of the angular dependence of the
cross section is also in reasonable agreement with pre-
vious measurements [6—9]. The CLEO measurements of
both the angular and the W dependence of the cross sec-
tion are of significantly higher statistical precision than
previous measurements and extend to larger values of the
two-photon center-of-mass energy.
VII. CONCLUSION
We have used a sample of e+e -+ e+e pp events to
measure the cross section for pp -+ pp. The measure-
ment is well above the results of a lowest order /CD cal-
culation performed by Farrar et al. [1] within the frame-
work developed by Brodsky and Lepage [4]. The diquark
model of Kroll et al. [12] is in excellent agreement with
our measurements.
The CLEO measurement is in reasonable agreement
with all previous measurements [6—9]. Because of the
large luminosity of the data sample, our measurement is
of higher statistical precision and extends to larger values
of W. Because the cross section is so strongly dependent
on W, a measurement that extends to significantly larger
values of W will most likely have to wait until the advent
of a 8 factory.
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