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１．はじめに
近年，機械学習の一手法であるニューラルネッ
トワークをベースとした深層学習による AI 技術
が話題となっている。本稿では，ニューラルネッ
トワークの基礎的知識および，そして魚肉のおい
しさ，つまり鮮度と，機器計測データをニューラ
ルネットワークによって関連付けた事例について
述べる。
２．ニューラルネットワーク
２. １パーセプトロン
パーセプトロン (Rosenblatt 1958) はニューラ
ルネットワークの起源となるモデルであり，脳に
おける情報伝達のモデルの１つである。第１図に
示すように，パーセプトロンは複数の信号 x1，
x2，…xk に結合荷重（Connection weight）w1，
w2，…wk によって重みづけをした上で定数を含
めて加算した u を入力として受け取り，活性化
関 数（Activation function も し く は 伝 達 関 数
（Transfer function））と呼ばれる関数 f によって
y を出力する。活性化関数 f としては，ステップ
関数，シグモイド関数やランプ関数などが用いら
れる。
２. ２ニューラルネットワーク
ニューラルネットワークは上述のパーセプトロ
ンを任意に接続したモデルである。最も著名なの
は，第２図に示す三層ニューラルネットワークと
呼ばれるモデルである。このモデルでは，任意の
数の入力変数（説明変数），パーセプトロンおよ
び出力変数（目的変数）を図のように並べ，入力
変数とパーセプトロン，パーセプトロンと出力変
数が結合荷重をつけた上で接続されている。左の
列を入力層，中間の列を中間層（もしくは隠れノ
ード（Hidden layer）），一番右の列を出力層，
と呼ぶ．この構造の優れた点は任意の関数を近似
できることである (Cybenko 1989)。
２. ３ニューラルネットワークにおける
　　　　　　　　　　　　学習および最適化
三層ニューラルネットで任意の関数を近似でき
るのなら，万能性ゆえにニューラルネットは最も
有力なツールと考えられるが，実際にニューラル
ネットワークは相当の試行錯誤を必要とする。ま
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第１図　パーセプトロン 第２図　三層ニューラルネット
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ず，ニューラルネットワークモデリングは，ニュ
ーラルネットの結合荷重を求める様々なパラメー
タ設定を含むプロセス（学習）に依存する。その
ため，それらの最適化が必要である。三層ニュー
ラルネットワークに限れば，活性化関数，ノード
数（パーセプトロンの数），さらに学習法を変化
させることができる。代表的な学習法として逆誤
差伝播法（Back-propagation）(Rumelhart et al. 
1986)，共役勾配法 (Barnard et al. 1989) および
Levenberg-Marquardt 法 (Marquardt 1963，
Hagan et al. 1994, Lera et al. 2002) などが知ら
れている。基本的には教師付学習が主であるが，
教師なし学習 (Rumelhart et al. 1985) や強制学
習（reinforcement learning）(Kaelbling et al. 
1996) も存在する。さらに，その他のネットワー
クの形を許すならば，層の数やノードの接続など
多数の要素が最適化される必要がある。
また，ニューラルネットワークモデリングでは，
モデルがモデリングに用いたデータにはよく適合
するが，別のデータセットに対しては適合しなく
なる過学習（Overtraining または Overfitting）
がしばしば生じる。そのためには，最低限データ
を 学 習 デ ー タ（Training set） と 検 証 デ ー タ
（Validation set）に分割し，学習データによって
ニューラルネットワークを決定し，検証データへ
のあてはめによってモデルの良し悪しを評価する
必要がある。さらに，学習は学習データにも依存
する。これは人間に例えると，学習教材によって，
学習結果が変わるようなことである。
つまり，ニューラルネットワークモデリング
で重要なことは，いかに過学習を避けて一般性
もしくは合目的性を持つモデルを作る（汎化，
Generalization）ことにある。モデルの汎化のた
めには，コスト関数に正則化項（Regularization 
term）を付加すること（Girosi et al. 1995）や，早
期終了アルゴリズム（Early stopping）(Prechelt 
1998, Yao et al. 2007) の適用などが行われる。
Early stopping は学習データをさらに，学習デー
タとクロスバリデーションデータに分割し，クロ
スバリデーションデータセットのコスト関数値が
上昇するところで，学習を止める方法である。また，
局所最適を防ぐため，ヒューリスティックアプロ
ーチ (Ojha et al. 2017) が併用されることがある。
３．食品分野での
　　ニューラルネットワーク適用例
ニューラルネットワークは食品分野の研究では
数多く適用されている。Ikeda et al. (2004) は緑
茶のチャーム値とアミノ酸総量と官能評価を三層
ニューラルネットワークで結びつけ，パネル属性
により官能特性を最適化した。Michishita et al. 
(2010) はコーヒーのレトロネイザルアロマの設
計評価のために，官能評価と匂い嗅ぎガスクロマ
トグラフィ （ーGC）のデータを三層ニューラルネ
ットワークでモデル化した。ウェイトの荷重積和
（sum of products）によって，官能評価（Roast, 
sweet, soy sauce, earthy）に貢献度の高いチャ
ーム値（swee-caramel，smoke-roast, acidic）を
明らかにした。Llave et al. (2012) はデンプンモ
デル食品を用い，レトルト加熱中のサンプルパウ
チの冷点（cold spot）温度を，温度，時間，レト
ルト温度から予測するモデルを構築した。Kono 
et al. (2015) は，保存温度および期間から冷凍米
飯中の氷結晶の相当円直径を予測するモデルをニ
ューラルネットワークにて構築した。
４．ニューラルネットワークと
　　蛍光指紋による魚肉の鮮度予測
　　および魚種判別モデル
４. １背景
さて，ここでは著者がニューラルネットワーク
を用いた研究例を紹介する。具体的には，蛍光の
網羅的計測手法である蛍光指紋データによって魚
肉の鮮度を予想するモデルをニューラルネットワ
ークによって構築した例である。
魚肉の鮮度は，おいしさの重要な要因である。
様々な鮮度に関する指標が存在するが，刺身用な
どに用いる魚肉の初期の鮮度変化を示すものとし
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ては，アデノシン三リン酸（ATP）の分解物に関
する指標である K 値が用いられることが多い。魚
介類中の ATP は死後，ATP → ADP → AMP → 
IMP → Inosine → Hypoxanthine という代謝経
路をとる。これらの ATP 分解物の合計に対する
Inosine と Hypoxanthine の合計の割合を％で表
したものが K 値であり(Saito et al. 1959)，式 (1)
（下記）に示す。K 値は一般に，活魚では０～ 10％，
刺身用魚肉は K 値が20％以下，またすり身など
の加工用魚肉は60％以下とされている ( 小関ら 
2006)。また，他にも ATP に関連した指標とし
ては，K 値の他に KI 値 (Karube et al. 1984) や
AEC（Adenylate energy charge）(Atkinson 
1968) などが知られている。
蛍光指紋は励起および蛍光波長を走査して得ら
れる網羅的蛍光データである。励起波長，蛍光波
長および蛍光強度を等高線図で表すと，第３図の
ように指紋のように見えることから蛍光指紋と呼
ばれる。蛍光特性に関する網羅的な情報量を持つ
蛍光指紋の特徴を利用して，これまで数多くの食
品および農産物の成分を計測した研究例が存在す
る (Shibata et al. 2011, Yoshimura et al. 2014，
Kokawa et al. 2015, Kokawa et al. 2017，
Trivittayasil, et al. 2017)。
これまでに魚肉の鮮度評価を目的としたセンシ
ング技術は，Karube et al.(1984) が開発した酵
素反応を利用したセンサー，Hoshi et al.(1991)
による微生物を利用したセンサーなどがある。し
かしこれらの鮮度評価方法は試料の破壊を含む前
処理が必要である。蛍光指紋を用いれば，少ない
前処理で試料を非破壊で迅速に測定できる。その
ため魚肉の鮮度に関しても研究が進められている
(ElMasry et al. 2015, ElMasry et al. 2016, 
Shibata, et al. 2018)。
以下にマグロ魚肉を試料として，その蛍光指紋
からマグロの鮮度 (K 値 ) および種類 ( クロ，メ
バチ，キハダ ) をニューラルネットワークで予測
した研究例を述べる。 
４. ２蛍光指紋および鮮度 (K 値 ) の測定
水中解凍（１，２，３h），氷水解凍（２，３，４h），
低温解凍（24，42，72h）の９つの解凍条件にし
たがってマグロ試料を解凍後，その表面の蛍光指
紋を励起および蛍光の同軸ファイバを接続した蛍
光分光光度計（F7000，日立ハイテクサイエン
ス）を用いて測定した。その際，励起および蛍光
波長は，250から600nm まで10nm ごとに設定
した。蛍光指紋測定後，試料の光照射部位を中心
に2.5ｇ採取後，0.4M 過塩素酸水溶液20mL を
加えホモジナイズし，遠心分離後の上澄み液５
mL を分取し，２M 炭酸カリウム１mL を加えて
さ ら に 遠 心 分 離 し た。 得 ら れ た 上 澄 み 液 を
0.22µm のメンブランフィルタで濾
ろ か
過した後，
HPLC 分析に供した。HPLC 測定は高速液体クロ
マトグラフィー ( 日立ハイテクサイエンス ) を使
用した。カラムは，Asahipak GS-320HQ（昭和
電工）を用い，ATP 関連物質を260nm の吸収波
長で定量した後，K 値を算出した。
４. ３解析方法
説明変数を蛍光指紋の各波長条件に対応する蛍
光強度とし，K 値を予測する
モデルを中間層のノード数
10の三層ニューラルネット
ワークにより構築した。なお，
第３図　蛍光指紋図
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中間層は正接シグモイド関数とした。比較対象と
して，ケモメトリクスで比較的よく用いられる部
分最小二乗回帰（PLS 回帰）分析を行った。
さらに，複数のマグロの魚種を判別するモデル
を，中間層のノード数10の三層ニューラルネッ
トワークにより構築した。なお，中間層は正接シ
グモイド関数，分類層はソフトマックス関数を用
いた。比較のために，正準判別分析（ステップワ
イズ法）を行った。また，ニューラルネットワー
クでは式 (2) に示す正則化項を付加したコスト関
数を利用し，ネットワークを最適化した。
　　　　　　　　　　　　　　　　　　(2)
ここで，ei は誤差，γは正則化率，wj は結合
荷重である。なお，解析ソフトウェアは，JMP 11
（SAS Institute. Inc）および MATLAB R2017b
（MathWorks. Inc.）を用いた。
４. ４結果
第４図に K 値の実測値と予測値のプロットを
示す。a) は PLS 回帰分析，b) はニューラルネッ
トワークによるものである。平均二乗誤差（Root 
mean squared error）は，PLS 回帰分析ではト
レーニング群0.00%，バリデーション群8.86%
であり，一方，ニューラルネットワークのときは
トレーニング群0.56%，バリデーション群6.07%
であった。ニューラルネットの方がバリデーショ
ンにおいてやや良いあてはめを示した。この理由
として，ネットワークの最
適化によって過剰適合が抑
えられたことが考えられる。
正準判別分析およびニュ
ーラルネットワークによる
種類判別の結果を第１表に
示す。行方向に判別結果を
示されている。例えば，正
準判別分析の第１行は，ク
ロマグロのデータが入力さ
れたとき，クロマグロと判
別されたのが６サンプル，キハダマグロが1サン
プル，およびメバチマグロが２サンプルという意
味である。誤判別率は，正準判別分析では22.2%，
一方ニューラルネットワークでは11.1% となっ
た。ニューラルネットワークは正準判別分析と比
較して高い精度を持つモデルが得られた。
５．まとめ
ニューラルネットワークは万能ではあるが，過
剰適合を防ぐためにモデルのパラメータおよび学
習方法の最適化を必要とする。正則化項を付加し
たコスト関数を用いた三層ニューラルネットワー
クによって魚肉の鮮度の予測および魚種の判別に
おいて既存の手法よりも良いあてはめが得られた。
今後は他の魚種や条件の異なる試料などにモデル
が適用可能か検証していく予定である。
　第１表　正準判別分析およびニューラルネットによる
　　　　　魚種判別結果
第４図　K値の実測値と予測値のプロット
a) PLS回帰分析　b)ニューラルネットワーク　（○…トレーニング群　×…バリデーション群）
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