In this paper we discuss an algorithm for code equivalence. We reduce the equivalence test for linear codes to a test for isomorphism of binary matrices.
Introduction
In this paper, we consider the algorithm for equivalence which is implemented in the current version of the package Q − Extension [3] . Mainly, this package can be used for classification of linear codes over small fields. Actually, we reduce, as many other algorithms do, the equivalence test for linear codes to a test for isomorphism of binary matrices or bipartite graphs. This allows us to use the developed algorithm for many other combinatorial objects -nonlinear codes, combinatorial designs, Hadamard matrices, etc.
The paper is organized in the following way: In section 2 we give some main definitions related to the code equivalence and the isomorphism of binary matrices. We also show how to transform the problem of code equivalence to the problem of isomorphism of binary matrices. In section 3, we present an important part of the mathematical base of the algorithm. Section 4 contains the main algorithm with detailed pseudo code. In the end of the section we give some additional invariants.
Codes and binary matrices

Equivalence of linear codes
Let F n q be the n-dimensional vector space over the finite field F q . The Hamming distance between two vectors of F n q is defined as the number of coordinates in which they differ. A q-ary linear [n, k, d] q code is a k-dimensional linear subspace of F n q with minimum distance d. A generator matrix G of a linear code [n, k] code C is any matrix of rank k (over F q ) with rows from C.
Definition 2.1. We say that two linear [n, k] q codes C 1 and C 2 are equivalent, if the codewords of C 2 can be obtained from the codewords of C 1 via a finite sequence of transformations of the following types:
(1) permutation of coordinate positions; (2) multiplication of the elements in a given position by a non-zero element of F q ; (3) application of a field automorphism to the elements in all coordinate positions.
An automorphism of a linear code C is a finite sequence of transformations of type (1)-(3), which maps each codeword of C onto a codeword of C. The set of automorphisms of a code C forms a group which is called the automorphism group of the code C and denoted by Aut(C).
This definition is well motivated as the transformations (1)-(3) preserve the Hamming distance and the linearity (for more details see [5, Chapter 7.3] ). The problem of equivalence of codes has been considered in many papers. We distinguish the works of Leon [7] and Sendrier [11] . The complexity of the Code Equivalence Problem is studied in [10] .
The algorithm proposed by Sendrier [11] directly uses generator matrices of the linear codes. It works only for codes with specific properties and cannot be used in the general case.
Let C be a linear code over a field with q > 2 elements. In our algorithm, we use a subset D of C which is stable under the action of Aut(C) and generates C as a vector space. If the vector d ∈ D then the vectors λd for λ ∈ F q \ {0} are also in D. Let D = {d 1 , d 2 , . . . , d K } be a subset of D such that no two vectors d i , d j ∈ D are proportional for i = j, and for any vector d ∈ D there is a constant λ ∈ F q \ {0} for which λd ∈ D .
Let A be the matrix with rows d 1 , d 2 , . . . , d K . We associate to any element d i,j the matrix 
From this matrix we easily obtain the binary (K(q − 1) + n) × n(q − 1) matrix A such that a i,j = 1 ⇐⇒ a i,j = 1, a i,j = 0 otherwise.
For large enough values of K, Aut(A) will be isomorphic to Aut(C) (see definitions 2.3 and 2.4). The last n rows guarantee that an automorphism σ will map any block of q − 1 columns of A (which corresponds to a column of A ) to another block of q − 1 columns.
So we reduce our code equivalence problem to an isomorphism test of binary matrices. Moreover, by the permutation which gives an isomorphism of the binary matrices, we can find the coefficients in point (2) in the definition for equivalence of q-ary codes and the field automorphism when q is a power of a prime (see section 2.3).
Isomorphism of binary matrices
Let us denote by Ω the set of all binary m × n matrices. We define an ordering in the set F n 2 as follows: For a = (α 1 , α 2 , . . . , α n ) ∈ F n 2 and b = (β 1 , β 2 , . . . , β n ) ∈ F n 2 we have a < b ⇐⇒ α 1 = β 1 , . . . , α j−1 = β j−1 , α j < β j for some j ≤ n. We use it to define a sorted matrix.
Definition 2.2.
A sorted matrix is a matrix with rows a 1 , a 2 , . . . , a m such that a 1 ≥ a 2 ≥ · · · ≥ a m .
Obviously, we can correspond to any matrix A ∈ Ω a sorted matrix A sort in a unique way. We consider the action of the group S n on the columns of a matrix A ∈ Ω. If σ ∈ S n , we denote by Aσ the matrix obtained from A after the permutation of the columns. If the columns of A are b 1 , b 2 , . . . , b n then the columns of Aσ are σ(
we consider the action of S m on the rows of A. For τ ∈ S m , we denote by τ A the matrix obtained from A after the permutation of the rows. If a 1 , a 2 , . . . , a m are the rows of A then the rows of τ A are τ (a 1 ) = a 1τ , τ (a 2 ) = a 2τ , . . . , τ (a m ) = a mτ . Obviously, for any matrix A ∈ Ω, there is a permutation γ ∈ S m such that the sorted matrix A sort = γA.
Definition 2.3. Two matrices of the same size are isomorphic if the rows of the second one can be obtained from the rows of the first one by a permutation of the columns.
This definition is based on the natural action of the symmetric group S n on the set of columns for all elements in Ω. Obviously, the matrices A and B from the set Ω are isomorphic, or A ∼ B, if their corresponding sorted matrices are isomorphic. This fact allows us to consider only the sorted matrices in Ω.
Any permutation of the columns of A which maps the rows of A into rows of the same matrix, is called an automorphism of A. The set of all automorphisms of A is a subgroup of the symmetric group S n and we denote it by Aut(A).
The following definition (equivalent to definition 2.3 ) is based on the action of the symmetric group S n on the set of columns and the action of the symmetric group S m on the set of rows to all elements in Ω.
Definition 2.4. Two matrices of the same size are isomorphic if the second one can be obtained from the first one by a permutation of the columns and the rows.
We prefer the first one because it is similar to the usual code equivalence definition. Considering the sorted matrices, we have A ∼ B if there exists a permutation σ ∈ S n such that B sort = (Aσ) sort . We consider two main problems.
Problem 2.1. Is there a permutation σ ∈ S n such that for given binary matrices A and B, B sort = (Aσ) sort ?
Problem 2.2. For a given binary matrix A, compute a set of generators for the automorphism group of A.
The definition for isomorphism of binary matrices allows us to consider the set Ω as a union of equivalence classes. Matrices which are isomorphic belong to the same equivalence class. Every matrix of an equivalence class can serve as a representative for this equivalence class. In many cases, a canonical representative is used, which is selected based on some specific conditions. This canonical representative is intended to easily make the distinction between distinct equivalence classes. Practically, it reduces the isomorphism testing of matrices to comparing matrices. More precisely, we can define the canonical representative map as follows: Definition 2.5. A canonical representative map is a function ρ: Ω → Ω which satisfies the following two properties:
1. for all X ∈ Ω it holds that ρ(X) ∼ X, 2. for all X, Y ∈ Ω it holds that X ∼ Y implies ρ(X) = ρ(Y ). We say that the matrix X is in canonical form if ρ(X) = X.
We consider ordering in the set of all binary m × n matrices. For the matrices A = (a 1 , a 2 , . . . , a m ) t and B = (b 1 , b 2 , . . . , b m ) t we have A < B ⇐⇒ a 1 = b 1 , . . . , a j−1 = b j−1 , a j < b j for some j ≤ m. For any two matrices A and B we can say A < B, A > B or A = B.
Now we will present a way to choose a canonical representative. For the canonical representative of the class of equivalence of the matrix A we can take the matrix B such that B sort ≥ (Aσ) sort for any permutation σ ∈ S n . It is easy to define the canonical representative in this way but quite complicated to find it. Of course, we can try all permutations in S n . Using comparison of matrices, we can define ordering for the elements in S n with respect to a binary matrix A: γ 1 < γ 2 with respect to A if (Aγ 1 ) sort < (Aγ 2 ) sort . The general idea of a class of algorithms including ours is to find a minimal (or maximal) element in the set Π of permutations, which depends on the matrix A, where Π has a much smaller number of elements than S n . Definition 2.6. Let A 1 , A 2 , . . . , A s be all different m × n binary matrices which are isomorphic to the matrix in canonical form B. Let σ i ∈ S n be a permutation of the columns of the matrix A i such that (A i σ i ) sort = B sort , i = 1, . . . , s. We call the permutation σ i a canonical labeling map for the matrix A i defined by B.
As A i τ = B ∀τ ∈ σ i Aut(B), the map σ i is not unique except when Aut(B) = {id}. A canonical labeling of the columns of the matrix A i is (σ i (1), σ i (2), . . . , σ i (n)).
An important computational problem is the following:
Problem 2.3. For a given binary matrix A compute the canonical form B and a canonical labeling σ ∈ S n such that B sort = (Aσ) sort .
The aim of our work is to present an algorithm which defines a specific canonical representative map and gives a solution of the three defined problems.
Problems 1,2, and 3, are connected with the graph isomorphism problem. First of all, any binary matrix can be considered as a bipartite graph. In the case of a bipartite graph, the set of vertices is decomposed into two disjoint colored sets (columns and rows) such that no two graph vertices within the same set are adjacent. Hence, solving the isomorphism problems for bipartite graphs and binary matrices is the same.
In other hand, any graph can be made bipartite by replacing each edge by two edges connected with a new vertex. And any two graphs are isomorphic if and only if the transformed bipartite graphs are. Theoretical results for the graph isomorphism problem can be found in [1] , [4] .
Next, we briefly describe some of the basic setup and give pseudo-code for the algorithm. For further details see [8] .
2.3.
The connection between equivalence of linear codes and isomorphism of binary matrices Let C be a linear code over a field with q > 2 elements and A be the corresponding binary (K(q − 1) + n) × n(q − 1) matrix as presented in (1) . To any automorphism ϕ of C there corresponds a permutation σ ϕ from Aut(A) in the following way:
(1) If ϕ is a permutation of the coordinate positions, the permutation σ ϕ is the same ϕ which acts on the blocks of q − 1 columns corresponding to the coordinates of C. (2) If ϕ is a multiplication of the elements in a given position, say i, by a nonzero element α ∈ F q , σ ϕ is a permutation of the columns in the block of q − 1 columns corresponding to the position i. This permutation, considered as an element of the symmetric group S q−1 , depends only on α; that's why we denote it by σ (α) . So for all nonzero elements of F q we can collect corresponding permutations and from the permutation easily find the element. Moreover, the set Y q = {σ (α) | α ∈ F q \ {0}} forms a cyclic subgroup of S q−1 of order q − 1. (3) The case when ϕ is a field automorphism is more complicated. Then the corresponding permutation σ ϕ is a permutation of the columns in the blocks. As in the previous case, it can be considered as an element of S q−1 and depends only on the field automorphism. As we know, the Galois group of a finite field with q = p s elements is a cyclic group of order s; that's why the set X q of the corresponding permutations in S q−1 forms a cyclic group of order s. (4) When ϕ is a finite sequence of the transformations of the three types, then σ ϕ is the product of the corresponding permutations of the columns in A.
Example 2.1. Let C be a quaternary code and
We associate the elements of the field with binary 3 × 3 matrices in the following way:
It is easy to see that the multiplication by x corresponds to the permutation (132) of the columns in any of these blocks, and the multiplication by x 2 corresponds to the permutation (123). The only nontrivial automorphism of the field maps the element a ∈ F 4 to its conjugate a = a 2 . We can represent it as the permutation (23) of the columns combined with the same permutation of the rows. So the transposition (12) = (23)(132) corresponds to the field automorphism combined with a multiplication by x. 
In this case we have
Proposition 2.1. If the codes C and C are equivalent, then the corresponding matrices A and A are isomorphic. Moreover, if C = φ(C) then σ = σ φ is a composition of a permutation of the n blocks of q − 1 columns corresponding to the coordinates of the codes, and permutations from a coset τ Y q , where τ ∈ X q . Proposition 2.2. If there is a permutation σ ∈ S n(q−1) such that (Aσ) sort = (A ) sort , this permutation is a composition of a permutation of the n blocks of q − 1 columns corresponding to the coordinates of the codes, and permutations from a coset τ Y q , where τ ∈ X q , then the codes C and C are equivalent.
Proof. The permutation of the n blocks corresponds to a permutation of the coordinates of C. A permutation from the coset τ Y q corresponds to a field automorphism followed by a multiplication of the elements in a given position by a nonzero element of the field.
If the matrices A and A are isomorphic, they have the same canonical form B. As B sort = (Aτ ) sort = (A τ ) sort for some permutations τ and τ , we can take σ = τ (τ ) −1 to be the isomorphism. Obtaining the canonical form of the matrices, we find also their automorphism groups. If the automorphism groups Aut(A) and Aut(A ) of two isomorphic matrices consist only of permutations as described in the proposition, then the corresponding codes are equivalent. Really, from the structure of the matrices, it follows that a permutation ϕ, such that ϕ(A) = A , maps any block of
Hence, if ϕ is not of the type as described in the proposition, the group Aut(A ) will also contain elements which are not of this type -but this is not the case. Proposition 2.3. Let C be a linear code over F q and A be the corresponding binary (K(q − 1) + n) × n(q − 1) matrix as presented in Eq. (1) . If all automorphisms of A are of the type described in Proposition 2.2, then Aut(C) ∼ = Aut(A).
Orbits, partitions, invariants
Orbits
The group Aut(A) splits the columns of A into disjoint sets O 1 , O 2 , . . . , O k called orbits. Two columns a 1 and b 1 are in the same orbit if and only if there is an automorphism σ ∈ Aut(A) such that σ(a 1 ) = b 1 . All automorphisms γ ∈ Aut(A) for which γ(a 1 ) = a 1 form a group Aut(A a1 ) called the stabilizer of a 1 . All the automorphisms which map a 1 to b 1 form a coset of the stabilizer Aut(A a1 ). Moreover, if a 1 and b 1 are in the same orbit, their stabilizers Aut(A a1 ) and Aut(A b1 ) are conjugated, i.e. Aut(A a1 ) = σ −1 Aut(A b1 )σ. The group Aut(A a1 ) also splits the columns of A into disjoint orbits, which we denote by O Similarly, for any
i , we denote the corresponding orbits with respect to the fixed pairs of columns a 1 , a 2 and
. If |Aut(A a1,a2 )| > 1, we can continue to fix columns. In the general case, we denote the stabilizer of the points a 1 , a 2 , . . . , a k by Aut(A a1,a2,...,a k ). The corresponding orbits are denoted by
Let Aut(A a1,a2,...,a k ) and Aut(A b1,b2,...,b k ) be conjugated, i.e. there exists an automorphism σ such that σ(a i ) = b i , i = 1, 2, . . . , k. If |Aut(A a1,a2,...,a k )| = 1 then any of the corresponding orbits has only one element and therefore these orbits define the automorphism σ.
If γ ∈ S n and O a1,a2,...,a k i
Partitions, ordered partitions
A cardinality of a cell is the number of its elements. A cell is called discrete if it consists of only one element, and the partition is discrete if all its cells are discrete.
Any group G of automorphisms, G ⊂ Aut(A), splits the columns into orbits. But in this case we have no criteria to order the cells. The trivial group {id} splits the columns into a discrete partition.
Any automorphism induces a partition of columns with respect to the cyclic group generated by this automorphism. Let G i be the cyclic group generated by γ i , and let π i be the partition which corresponds to the orbits of G i , i = 1, 2. The orbits of the group G, generated by γ 1 and γ 2 , form a new partition π, and we can find it in the following rule using π 1 and π 2 . If there are two columns which are in different cells V i and V j in π l1 and in the same cell in π l2 , {l 1 , l 2 } = {1, 2}, then the columns of V i and V j have to be in one cell in π.
An ordered partition is a partition, for which V i < V j or V i > V j for any i = j. We will write the ordered partitions in increasing order, i.e. V i < V j for i < j.
Let
Definition of invariants
An invariant of the columns of a matrix A with respect to the group Aut(A) is a function f 1 which maps any column to an element of an ordered set
Moreover, f 1 (c) has the same value as f 1 (γ(c)) with respect to γAut(Aγ)γ −1 for any permutation γ ∈ S n . The invariant f 1 induces an ordered partition of the set of columns of the matrix , as
This ordered partition can be considered as:
-arranging the columns in groups -any cell consists of the columns in one or more orbits.
-reordering the columns with respect to the cells and their order. If the partition is discrete, it defines a permutation of the columns in A.
-we can choose a cell as special. For example this could be the first largest cell.
The group Aut(A) stabilizes the defined partition π 1 . We define invariants with respect to the stabilizer Aut(A a1,a2,...,a k ) of the columns a 1 , a 2 , . . . , a k in the following way.
. . , V r k ) be an ordered partition such that σ(π k ) = π k for any σ ∈ Aut(A a1,a2,...,a k−1 ) and a k be a column in the special cell V js . An invariant of the columns of a matrix A with respect to the group Aut(A a1,a2,...,a k−1 ,a k ) and the ordered partition π k is a function f k+1 , which maps any column to an element of M , such that:
when a and b are in the same orbit with respect to the stabilizer Aut(A a1,a2,...,a k ). Moreover, f k+1 (a) = f k+1 (γ(a)) with respect to γAut((Aγ) γ(a1),γ(a2),...,γ(a k ) )γ −1 and γ(π k ) for any γ ∈ S n . We use the following notations in the algorithms: inp -input variables, out -output variables, inp out -variables, used as input and output (they change in the corresponding algorithm).
After acting with f 1 on the columns of the input partition π 0 , the algorithm obtains (step 4) a partition induced by f 1 and a special cell V s1 . If the partition obtained is not discrete, the algorithm chooses a column from the special cell, and collects this column in v[i]. In row 9, the algorithm fixes the chosen column, i.e. it splits the special cell V si in the partition π 1 into two cells. The first one is discrete and contains only the fixed column. In row 12, using the invariant f i , the algorithm obtains the next partition. In the end, the variable k keeps the number of fixed columns and the number of levels, and w keeps the special cells in the different levels.
We call a position of a cell V l in the partition π j = (V 1 , . . . , V l−1 , V l , . . . , V r ) the number |V 1 | + |V 2 | + · · · + |V l−1 | + 1. From the definition 3.1, it follows that any cell V i in the partition π j consists of ordered cells in the partition π j+1 and the position of the first one is the same as the position of V i .
The set v of fixed columns in steps one, two, etc., and the algorithm disc part define in a unique way an ordered partition. We call the set v the vector of the fixed columns.
If we choose different columns a i from the special cell V si , the algorithm disc part determines different discrete partitions. Let us denote by Π the set of all different discrete partitions which can be generated using the algorithm disc part. Let π k = (V 1 , V 2 . . . , V ri ) ∈ Π be a discrete partition. This means that any cell is discrete, r i = n, and
, where c j are columns in A.
Properties of partitions induced by invariants
Let A be a binary matrix and F be a set of invariants. 
i1 or in another orbit in the special cell. By point 2 in definition 3.1, the value of f 2 will be also m i1 for the columns in the corresponding orbits. This means that these corresponding orbits form a special cell after fixing b 1 . For k > 1, the proposition can be proved trivially by induction with respect to the number of fixed columns. 
determines the permutation of the columns π k = (1 → c i1 , 2 → c i2 , . . . , n → c in ). Conversely, for any permutation we have a unique discrete partition.
We compare discrete partitions π A and π B of the matrices A and B, respectively, in the following way:
Lemma 3.1. Consider the matrices A and B = Aτ for τ ∈ S n and the sets Π A and Π B of all discrete partitions obtained for A and B using the algorithm disc part. Then there is an one-to-one correspondence between Π A and Π B . Moreover, for any discrete partition π A ∈ Π A there is a discrete partition π B ∈ Π B such that π B π A .
) be a discrete partition in Π A with vector of the fixed columns v. From the properties of the orbits and definition 3.1, it follows that
is the vector of the fixed columns of the partition
Actually, the columns c i l and τ (c i l ) are the same, l = 1, 2, . . . , n. From proposition 3.1, it follows that τ (π A ) ∈ Π B . Hence π A τ (π A ) with respect to the definition given above.
For a fixed column a, we call the position of the corresponding discrete cell in the partition a position of this column. So if we fix a column a, its position is not changed until the end of the procedure, where we obtain a discrete partition. In the algorithm disc part, we can obtain not only the vector of fixed columns v, but also the vector of their positions vp.
The comparing of the discrete partitions helps us to define a canonical discrete partition. Lemma 3.2. The maximal discrete partition c in Π such that c max{π j ; π j ∈ Π}, which we call canonical, determines a permutation c which is a canonical labeling map for A.
Proof. It follows from the definition for canonical labeling map and lemma 3.1. 
Proposition 3.2. Two discrete partitions γ
Proof. If π π then there is an automorphism σ = π · π −1 which maps the first partition to the second one. Hence σ(v ) = v and so the corresponding vectors of fixed columns are in corresponding orbits. Conversely, if v j and v j belong to corresponding orbits for any j ≤ k, then there exists an automorphism σ such that σ(v j ) = v j for j = 1, 2, . . . , k and therefore π = σ(π ). (v 1 , . . . , v j , a, . . . ) and (v 1 , . . . , v j , b, . . . ), and a and b be in the same orbit with respect to Aut(A v1,...,vj ). Then any element π T2 ∈ T 2 can be presented as π T2 = σ(π T1 ) for some σ ∈ Aut(A v1,...,vj ). The permutation σ is an automorphism which means that π T1 and π T2 are equal.
Proof. Let π T1 ∈ T 1 is a partition with a vector of fixed columns
is the vector of fixed columns for the partition σ(π T1 ). This partition is in T 2 (see proposition 3.1). Now it is trivially to see that any element π T2 ∈ T 2 can be presented as π T2 = σ(π T1 ) for some σ ∈ A v1,...,vj . 
Invariants of columns and rows
Let us consider the second definition for isomorphism of matrices. In analogy to the definition for the columns invariants, we can define row invariants which induce ordered partitions π row k with respect to the stabilizer of the columns Aut(A a1,a2,...,a k−1 ) and the previous row partition π row k−1 . Now on, we denote by π an ordered partition which consists of π column and π row , or π = (π column , π row ). We denote the cells of π row by
There are invariants of columns which are very effective and recursively depend on rows invariants. Definition 3.3. We call distance between b and V the number of ones in a row b and the columns in a set V and denote d(b, V ). Similarly, we define distance between a column b and a set of rows V . Now we consider an invariant which is based on the following trivial fact.
Lemma 3.4. Let us consider the set V column of columns of a binary matrix which consists of one or a few orbits with respect to a group of automorphisms G. Then a necessary condition two rows a and b from the set of rows V rows to be in the same orbit with respect to G is d(a, V column ) = d(b, V column ). Similarly, this works for two columns and a set of rows.
This claim is also true in the case when G is a stabilizer of columns Aut(A a1,a2,...,a k ) ⊂ Aut(A).
We give an example to show how to use lemma 3.4 to obtain an invariant and the induced by it partition. We denote by R an ordered partition of rows or columns, which we use for comparing. Actually, R can be an ordered partition of some of the rows and columns (not of all rows and columns) or even the empty set. 
The number of ones in the rows is 1 − 4, 2 − 3,
This means that the set of the rows has at least 2 orbits with respect to Aut(A). The number of ones in the rows (or the distance to the set of all columns V 1 ) induces the following ordered partition:
In the second step we use the obtained partition π row as R row and compare the distances from the columns to the cells of R row . So we obtain the following distances from the columns to the cells of R row : These distances induce the next ordered partition of the columns. [3, 4, 5, 7] , [2, 6] ). In the third step, we compare the distances between the rows and the obtained π column :
Hence, after this step we have
, [6 ] , [1 , 5 ] ).
In step 4, for the columns we obtain following distances 1 1 1 1 2 1 There is no new splitting of cells and therefore the process stops. We can generalize all the calculations for the columns in the following way: to any column we correspond in a unique way a polynomial with integer coefficients:
The coefficients for Y 0 is one because all the columns are in the same cell in the beginning. The coefficients for Y and Y 2 depend on the distances to the corresponding cells of R column in the steps two and four.
Actually, we repeat some of the calculations in this procedure. In step two, we look for distances between all columns and the rows in the set [2 , 3 , 4 , 6 , 7 ] . In step 4, we look for the distances to [2 , 3 , 4 , 7 ] and [6 ] . It is clear that in step 4 we can obtain the same splitting of columns if we compute only the distances to the cell [6 ] or to cell of rows [2 , 3 , 4 , 7 ] . Generally, it is necessary to calculate the distances to all cells except one.
We skip the first largest cell (with maximum cardinality) for efficiency. If there is only one cell, there is no reason to compare again with it.
To obtain the final partition of columns and rows, we use the following algorithm: Split partitions π rows with respect to R columns and copy the result in R rows , which will be used in the next step to partition the columns. ) for some l replace V in π with V 1 , . . . , Vg in that order; if copy = 'every' then add all V 1 , . . . , Vg in R next in that order else {copy='some' } add all V 1 , . . . , Vg without Vt (Vt is the first largest cell) in R next in that order; end; end;
The algorithm stable has four parameters. The first one is the binary matrix which we consider. The second one is the input partition whose cells the algorithm will split depending on the distances to the cells of the ordered partition πh. The final result (output of the algorithm) is also written in π. The parameter some takes two values: 'some' and 'every'.
The algorithm stable skips the mentioned above additional calculations when the parameter 'copy' has the value 'some'.
The partition
, . . . , V column r1
which we have obtained as a result of the algorithm stable(A, π, πh = π, copy = every ), can be considered as induced by the invariant f 1 . We can find the special cell V column s1
as it is said in the definition. This algorithm can be used to obtain the partition, induced by f 2 , in the following way: Let fix
) and πh = ([a 1 ] ). Then we run the algorithm stable with parameters (A, π := π 2 , πh, copy = some ). The process continues until the step when we obtain a discrete partition.
The suggested algorithm is proper to be used in rows 4 and 12 in the algorithm disc part in the following form:
inv act(inp out π:partition; inp πh:partition; out sp cell:cell; inp copy:string); begin stable(inp:A, inp out:π, inp:πh, inp:copy); find a special cell sp cell; end;
In the first step of the algorithm disc part, row 4, the parameters of inv act have to be πh = π and copy = every, and in the other steps of disc part, in row 12, the parameter πh is a partition with one cell and it has only one column -this is the last fixed column. In all these steps copy = some.
Let A be a matrix without repeated rows. It is easy to see that any discrete partition for the columns leads to a discrete partition of the rows. If the matrix A contains repeated rows, a discrete partition of the columns leads to a partition of the rows with discrete cells or cells with repeated rows. Without lost of generality, we can split a cell with repeated rows into discrete cells. Hence, as an output of the algorithm disc part we obtain a discrete partition of the columns and of the rows. Thus, we have the following lemma: Lemma 3.5. Any discrete partition of the columns obtained by disc part defines in a unique way a discrete partition of the rows.
Remark 3.1. The ordered discrete partitions obtained with the algorithm disc part, which uses in rows 4 and 12 the algorithm inv act, allows us to compare binary matrices instead of sorted binary matrices. Remark 3.2. This type of invariant is related to 'equitable partition' or 'stable partition' of graphs. Algorithms for one-stable partition can be found in [8] and [6] . A good survey and additional results for one-stable, two-stable and k-stable partitions can be found in [2] .
Main algorithm
The strategy of the algorithm is similar to the McKay's algorithm [8] . Let Υ be the set of all vectors of fixed columns which can be obtained in row 10 of the algorithm disc part. We can define a tree with these vectors. The root of the tree is the empty set. In the first level, the nodes are different columns from the special cell in the partition induced by f 1 . We fix these columns. The fixed column a 1 determines the columns from the special cell induced by f 2 . These columns form nodes in the second level, which are successors of a 1 , and so on. The leaves of the tree correspond to the discrete partitions from Π.
Our algorithm visits all nonequal discrete partitions in Π with backtrack search (step by step, try out all the possibilities) to the tree. It also finds the maximal (canonical) discrete partition among them. When the algorithm has discovered automorphisms it collects and uses them to prune the search tree. All these automorphisms generate the automorphism group of the matrix.
We call a discrete partition f irst in Π if the corresponding vector of fixed columns v f disc is lexicographically smallest (the left leaf in the search tree). The first discrete partition is very important for the algorithm. We compare any new obtained discrete partition with the first one and with the maximal found so far. The number of columns which are in the same orbit with the columns in the vector of fixed columns v f disc is counted. In this way the algorithm calculates the order of automorphism group (using that |Aut(A)| = |O(a)||Aut(A a )|).
The main variables, used by the algorithm, are:
• f disc: partition -the first discrete partition with vector of fixed columns v f disc.
• orbits: partition -The orbits of G, G ≤ A v f disc1,...,v f disc h−1 . If the algorithm has discovered the automorphisms γ 1 , . . . , γ l , this partition consists of cells which correspond to the orbits of the group G ≤ Aut(A) with generators γ 1 , . . . , γ l . In the beginning G = {id}. Then in some steps G coincides with A v f disc1,...,v f disc h for h = |v f disc|, |v f disc| − 1, . . . , 1. In the end of the algorithm G = Aut(A).
• k: integer -the current depth of the backtrack search.
• h: integer -shows the smallest depth reached by the backtrack search.
The algorithm looks for the columns which are in the same orbit with v f disc[h] with respect to Aut(A v f disc1,...,v f disc h−1 ) in the special cell w[h]. In the beginning h = |v f disc| − 1. After visiting all columns in the nondiscrete special cell obtained in the process of generating of the first discrete partition, h takes values h − 1 and so on.
• sp cell: cell -the special cell obtained after the action of the corresponding invariant. In row 1 the algorithm finds the first discrete partition. The procedure disc part can be used as gen f after changing row 08 (choose a i from V si ) with 08| choose a i -the column with smallest index in V si .
The discrete partition, obtained in row 1, is the first discrete and maximal discrete partition cdisc in this step with a vector of fixed columns v f disc = v cdisc (rows 2-5).
While the current level is not 0 (row 11) the backtrack search continues. Using the last fixed column as the only column in the partition πh, the previous known partition π[k − 1] after fixing the same column (row 22, procedure f ix), and inv act, the algorithm obtains the next partition and the next special cell. If the obtained partition is discrete, the algorithm compares it with the current maximal cdisc (row 28) and f disc (row 39).
In the first comparing we have two cases. If the algorithm has discovered an automorphism, and this automorphism gives new (extended) orbits, then it is collected in list of aut. We check whether the element v[h] is first in any of the new orbits. If not, the backtracking jumps to the level h, because the first element is already passed (v f disc [1] 
Additional invariants
There are two general strategies to improve the efficiency of the main algorithm. The first one is to cut the part of the search tree which corresponds to the set of vectors Υ. The next example is based on the fact that the sets of vectors of positions Ψ and Ψ corresponding to vectors of fixed columns Υ and Υ for the matrices A and γ(A), γ ∈ S n , are equal: Ψ = Ψ .
We can redefine the canonical partition to be c max{π j , π j ∈ Π }, where Π is the set of discrete partitions which have lexicographically largest vector of positions of fixed columns.
In the main algorithm, we have to compare the vector of positions vp, corresponding to v, with the vector vpf of the positions of the first discrete partition f disc and the vector of positions vpc of the discrete partition which is a candidate for maximal cdisc. If the current vp coincides with vpf or vpc, the backtrack search continues -the algorithm expects an auto-
, the backtracking jumps in the previous level. Another similar approach can be found in [8] .
The other strategy is to use proper invariants, which will help us to decrease the number of the discrete partitions in Π. This happens when the number of the orbits in the special cells are smaller than before. In fact, if every spacial cell consists of only one orbit, the algorithm visits only j + 1 discrete partitions to obtain j generators of the automorphism group. The number of possible generators is bounded by n − 1 (n is the number of columns). To do this, we can use stronger invariants. Unfortunately, such invariants usually are computationally expensive. There are two options:
If we consider structures with a small group, we use an additional invariant in lower level. We call this level pointed. If we expect structures with a large group, we use an additional invariant in levels which depend on given parameters -for example the size of the largest cell in the current partition (we use as pointed levels the levels in which this size is smaller than a given constant). To use additional invariants, we redefine inv act:
inv act(inp out π: partition; inp πh: partition; k: integer; out sp cell:cell); begin if k is in a pointed level then begin partition the special cell sp cell in πh using additional invariants stable(inp A: bin mat; inp out π: partition; inp πh: partition; inp copy: string ); end else stable(inp A: bin mat; inp out π: partition; inp πh; partition; inp copy: string ); find a special cell sp cell; end;
The pointed levels are input for the main algorithm and depend on the user. There are no special cell in the beginning. To use an additional invariant in the first level, we consider the set of all columns of the matrix as a special cell. Of course, we have to use the redefined inv act in the procedure disc part.
The difference here is that we use as an input partition for comparing πh in stable not only the fixed column but the partition obtained after splitting the special cell using the additional invariants. Now we describe the type of the additional invariants which we use. Let's consider the following 8 × This matrix has the same number of ones in any row and column, so we can expect that all columns are in the same orbit. But this is not true. If we consider the sum of the first, third and forth columns, we obtain inv = (1, 1, 0, 1, 2 These polynomials split the set of all columns (with respect to the lexicographic ordering of the corresponding vectors) in two cells and define π = ( [3, 4, 5, 6, 7, 8] , [1, 2] ). This means that we have at least two orbits. We call this type of invariants additional 'sum' invariants with complexity 3 in level 1. For the graph invariants you can see [9] .
Remark 4.1. Additional invariants are necessary only in cases when the matrix A has a very specific structure. For example, when A is an incidence matrix of a combinatorial design. This algorithm can be used also in the case when we have coloring of the columns.Then the initial partition will depend on the coloring.
Efficiency and storage requirements
About the efficiency of the algorithm stable for graphs, which is an important part of the main algorithm, we refer to [8] . The efficiency of the main algorithm depends on the size and the structure of the automorphism group and the cardinality of the set of discrete partitions Π. The author does not know a reasonable theoretical bound for this cardinality.
As we mentioned, this implementation needs m × n units of memory (for the matrix A), which is less than (m + n) × (m + n) units -the memory used for the corresponding graph. This fact helps us to use easily variables which need a lot of memory. These variables are: 1) partitions of the rows and columns π 1 , π 2 , . . . , π k . Of course, k ≤ n, but if we consider matrix without repeated columns k will be much smaller; 2) the set of special cells w -only for columns; 3) the obtained automorphisms. Actually, we keep the orbits of the columns with respect to the cyclic group generated by the corresponding automorphism. This can be realized with two arrays with length n (see [6] ). 4) the first discrete partition f disc and the current maximal partition cdisc. For any of them we need two arrays with length n + m.
