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Abstract. We attempt to extract a homological structure of two kinds of graphs by the Grover
walk. The first one consists of a cycle and two semi-infinite lines and the second one is assembled
by a periodic embedding of the cycles in Z. We show that both of them have essentially the same
eigenvalues induced by the existence of cycles in the infinite graphs. The eigenspace of the homo-
logical structure appears as so called localization in the Grover walks, in that the walk is partially
trapped by the homological structure. On the other hand, the difference of the absolutely contin-
uous part of spectrum between them provides different behaviors. We characterize the behaviors
by the density functions in the weak convergence theorem: the first one is the delta measure at the
bottom while the second one is expressed by two kinds of continuous functions which have different
finite supports (−1/√10, 1/√10) and (−2/7, 2/7), respectively.
1 Introduction
The Grover walk arises from application of the quantum search algorithm [9] to some spatial
structures [19] and accomplishes the quadratically speed up e.g. [1, 2, 13], compared to so
called classical search algorithm. The Grover walks consist of an inherited eigenspace from
the system of the simple random walk and a specific eigenspace of quantum walk [15]. A
part of the effect of the inherited part on infinite graphs has been getting revealed gradually,
for example linear spreading [4, 5], while the efficiency of the quantum search algorithm
based on the Grover walk on finite graphs can be estimated by the hitting time of the simple
random walk [15]. However the effect of the specific eigenspace of the quantum walk on
the behavior has not been well investigated yet. Recently, it was shown that the specific
eigenspace is deeply related to an underlying homological structure of the graph [11]. We
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expect that this eigenspace of the Grover walk plays an important role to recognize some
spatial structures for an image processing engineering [17, 18] in the future.
Now let us consider the following model to extract its picture motivated by scattering
theories [3, 6, 7, 12, 16]: for a given finite graph G(V,E), we choose two vertices from V (G),
and attach two semi-infinite lines to the selected two vertices. We denote such a graph G˜.
Since our interest is a characterization of a homological structure of G by the Grover walk, for
simplicity we examine the 4-length cycle C4 as G throughout this paper. Section 2 provides
more precise definition. By the way, it is known that the Grover walk corresponds to the
potential free Schro¨dinger equation [7, 10, 16]. As is the underlying Schro¨dinger equation in
the scattering situation, the Grover walk on the line gives a perfect transmissive behavior.
Once a walker gets away from the original graph region, a particle gets farther away to
infinity ballistically. However due to the existence of the structure C4 on the line, we obtain
a non-trivial observation as follows. Let Xt be the position of a quantum walker on negative
or positive semi-infinite lines at time t ∈ {0, 1, 2, . . .}. Let us consider two cases of the initial
state:
(i) from one (directed) edge in the negative semi-infinite line.
(ii) from one (directed) edge in the original graph C4.
We can compute reflection and transmission rates with respect to the region of C4 as follows.
lim
t→∞
P
(
Xt
t
≤ x
)
=
∫ x
−∞
{cRδ−1(y) + cOδ0(y) + cT δ1(y)} dy, (1.1)
where
cR cO cT
case (i) 1/5 0 4/5
case (ii) 9/20 1/2 1/20
In case (ii), we observe that a part of particle is trapped in the region of the original graph.
In this paper, we show that the important difference between the first case (i) and the second
case (ii) consists in an overlap between their initial states and the “homological eigenspace”
defined as follows:
Definition 1. For a closed cycle in C˜4, c = ((0
′, u), (u, 0), (0, d), (d, 0′)), the homological
eigenspace Γ ⊂ ℓ2(A(C˜4)) treated here is spanned by the following subspaces {Γm}4m=1:
Γm = span{w(m)(c)− w(m)(c¯)}, m ∈ {1, 2, 3, 4},
where w(m) : P (G)→ ℓ2(A) is given by, for a path p = (e1, e2, . . . , en) ∈ P (G),
w(m)(p) =
n∑
j=1
e2piimj/nδej , m ∈ N.
A necessary and sufficient condition for the trap of a quantum walker in the region of C4
is described as follows. We call this phenomena localization.
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Theorem 1. Localization happens in C˜4 if and only if the initial state Ψ0 satisfies
Ψ0 /∈ Γ⊥.
Instead of the attachment of the two semi-infinite lines, we take a periodic attachment
of C4. More precisely, we prepare infinite number of copies of C4 labeled by
{· · · , C(−2)4 , C(−1)4 , C(0)4 , C(1)4 , C(2)4 , · · · }.
We connect V (C(j)) and V (C(j+1)) by one edge (called bridge) for all j ∈ Z. Section 2
provides more precise definition.
Theorem 2. In the above setting of the spatial structure with initial state Ψ0, the following
statements hold.
(1) Localization happens if and only if the initial state Ψ0 satisfies
Ψ0 /∈
(
∞⊕
j=−∞
(j,Γ)
)⊥
.
(2) Let Xt be the label number of C4’s copy of a quantum walk at time t. Then we have
for any x ∈ R,
lim
t→∞
P
(
Xt
t
≤ x
)
=
∫ x
−∞
{
∞∑
j=−∞
||Π(j,Γ)Ψ0||2δ0(y) + f(y)
}
dy,
where f is a linear combination of two continuous functions f1 and f2 which have the
supports (−1/√10, 1/√10) and (−2/7, 2/7), respectively. Here ΠH′ is the orthogonal
projection onto the subspace H′.
In the above spatial change, we observe that the periodic homological eigenspaces pro-
vides localization. On the other hand, the behavior of the remaining part is changed from the
ballistic spreading in Eq. (1.1) to a linear spreading whose density function has continuous
supports; that is, the speed to infinite positions decreases. We define the ballistic spreading
and linear spreading explicitly in section 2. We discuss these mechanisms in the rest of this
paper.
This paper is organized as follows. In section 2, we provide the definition of our models.
The homological eigenspace of the Grover walk and the proof of Theorem 1 are presented in
section 3. Section 4 is spent for the proof of Theorem 2. We propose a parametric expression
to describe the density function of the limit distribution. Finally, we give a discussion in
section 5.
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2 Definition
In this paper, we treat two kind of infinite graphs. Both of them are constructed from C4.
Let the vertices and edges of C4 be labeled by:
V = {0, u, 0′, d} and E = {{0, u}, {u, 0′}, {0′, d}, {d, 0}}.
Take two infinite half lines H±(V±, E±), V+ = {1, 2, 3, . . .} and V− = {−1,−2,−3, . . . } with
E+ = {{1, 2}, {2, 3}, . . .} and E− = {{−1,−2}, {−2,−3}, . . . }, respectively. The first graph
C˜4 is defined as follows (see Fig. 1). We connect the two semi-infinite lines H+ and H− to
C4 by edges:
V (C˜4) = V (C4) ∪ V+ ∪ V−,
E(C˜4) = E(C4) ∪ E+ ∪ E− ∪ {{0′,−1}, {0, 1}}.
The second graph C ′4 is defined as follows (see Fig. 2). We take infinite number of copies
of C4 labeled by {C(j)4 }j∈Z. The vertices and edges of C(j)4 are labeled by {0j, uj, 0′j, dj} and
{{0j, uj}, {uj, 0′j}, {0′j, dj}, {dj, 0j}}, respectively. We connect C(j)4 and C(j+1)4 by one edge
for all j ∈ Z:
V (C ′4) =
⋃
j∈Z
V (C
(j)
4 ),
E(C ′4) =
⋃
j∈Z
(
E(C
(j)
4 ) ∪ {0j, 0′j+1}
)
.
For a connected undirected graph G, let A(G) be the set of arcs induced by edge of G such
that A(G) = {(u, v) ∈ V (G) × V (G) : {u, v} ∈ E(G)}. The arc e = (u, v) is regarded as
directed edge from u to v; that is, o(e) = u and t(e) = v. The total state of the quantum
walk on G ∈ {C˜4, C ′4} is described by a Hilbert space
HG = ℓ2(A(G)).
For ψ, φ ∈ ℓ2(A(G), we use the notation 〈ψ, φ〉 = ∑e∈A(G) ψ¯(e)φ(e) as the inner product,
and ||ψ||2 = 〈ψ, ψ〉 as the norm. We employ the standard basis {δe : e ∈ A(G)} for HG,
where for f ∈ A(G), δe(f) = 1 (e = f), = 0 (otherwise). For a subspace H′ ⊂ HG, we define
ΠH′ as the orthogonal projection onto H′. The time evolution is determined by a unitary
operator UG : ℓ
2(G)→ ℓ2(G) defined as follows:
〈δf , UGδe〉 =
(
2
deg o(e)
− δe,f¯
)
1{o(e)=t(f)}(e, f),
where deg u is the degree of the vertex u. For given initial state Ψ0 ∈ ℓ2(A(G)) with
||Ψ0||2 = 1, we consider the iteration of the unitary operation; Ψ0 7→ Ψ1 7→ Ψ2 7→ · · · , where
Ψt = UGΨt−1. The unitarity of the operator UG preserves the norm. So we can define the
distribution at each time µt : V (A(G))→ [0, 1] such that
µt(u) =
∑
e:o(e)=u
|Ψt(e)|2.
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This is regarded as the finding probability of a quantum walker at the vertex u ∈ V (G) at
time t in this paper. We focus on the following limit behaviors proposed by this paper.
Definition 2. Let {ρt}∞t=0 be a sequence of distributions on Z satisfying ρt(j) = 0 for any j
such that |j| > ct (t = 1, 2, . . . ). Here the value c is a positive constant.
(I) If there exists a finite integer j such that
lim sup
t→∞
ρt(j) > 0,
then we say localization occurs in the sequence of {ρt}∞t=0.
In particular, if it holds that∣∣∣∣{j ∈ Z : lim sup
t→∞
ρt(j) > 0
}∣∣∣∣ ∈ (0,∞),
then we say strong localization occurs.
(II) Assume that there exists a right-continuous function F on R such that for x ∈ R,
lim
t→∞
∑
j<tx
ρt(j) = F (x).
(a) If there exists α, β ∈ [−c, c] (α < β) such that F ∈ C1 and dF (x)/dx > 0 on the
interval (α, β), then we say linear spreading (with continuous support) occurs.
(b) If F has discontinuities on [−c, c] except the origin, then we say ballistic spreading
occurs.
Throughout this paper, a random variable Xt at time t follows
P(Xt = j) =
∑
v∈Vj
µt(v) (j ∈ Z),
where for C˜4 case,
Vj =
{
{j} : j 6= 0,
V (C4) : j = 0,
and for C ′4 case, Vj = V (C
(j)
4 ).
3 Homological eigenspace
In this section, we prove the necessary sufficient condition of the localization of the Grover
walk on C˜4 in Theorem 1. Figure 1 is useful to find out the following statement. We should
remark that on the vertices whose degree are two, a quantum walker takes a trivial motion;
if a particle came from right (resp. left) direction, then in the next step it goes to right (resp.
left) without turn to the opposite direction. So it is sufficient to consider the following initial
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state Ψ0 ∈ ℓ2(A(C˜4)); for every e ∈ {arcs of positive and negative half lines except (0′,−1)
and (0, 1) },
〈δe,Ψ0〉 = 0.
See Figure 1 for the initial state. Then we can compute the behavior of the Grover walk
explicitly in the following lemma. In the computation, we just pay attention to the only
two-exception; 0 and 0′ where both reflection and transmission happen.
Figure 1: Space and coin-state for the Grover walk on C˜4
Lemma 1. For complex numbers aj (j=0,1,. . . ,9) with
∑9
j=0 |aj |2 = 1, we take the initial
condition to be
|Ψ0〉 = |0′〉 ⊗ (a0 |0〉+ a1 |1〉+ a2 |2〉) + |u〉 ⊗ (a3 |3〉+ a4 |4〉)
+ |d〉 ⊗ (a5 |5〉+ a6 |6〉) + |0〉 ⊗ (a7 |7〉+ a8 |8〉+ a9 |9〉). (3.2)
Then we have
µn(−1) =

1
9
|a0 − 2a1 − 2a2|2 (n = 1)
4
9
|a4 + a5|2 (n = 2)
4
81
|a7 + a8 + 4a9|2 (n = 3)
4
81
|a3 + a6|2 (n = 4)
4
92m+1
|4a0 + a1 + a2|2 (n = 4m+ 1;m = 1, 2, . . .)
4
92m+1
|a4 + a5|2 (n = 4m+ 2;m = 1, 2, . . .)
4
92m+2
|4a7 + a8 + a9|2 (n = 4m+ 3;m = 1, 2, . . .)
4
92m+2
|a3 + a6|2 (n = 4m+ 4;m = 1, 2, . . .)
, (3.3)
µn(1) =

1
9
|2a7 + 2a8 − a9|2 (n = 1)
4
9
|a3 + a6|2 (n = 2)
4
81
|4a0 + a1 + a2|2 (n = 3)
4
81
|a4 + a5|2 (n = 4)
4
92m+1
|4a7 + a8 + a9|2 (n = 4m+ 1;m = 1, 2, . . .)
4
92m+1
|a3 + a6|2 (n = 4m+ 2;m = 1, 2, . . .)
4
92m+2
|4a0 + a1 + a2|2 (n = 4m+ 3;m = 1, 2, . . .)
4
92m+2
|a4 + a5|2 (n = 4m+ 4;m = 1, 2, . . .)
, (3.4)
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and
lim
n→∞
µ4n+j(0
′) =

1
2
|a1 − a2|2 (j = 1)
1
2
|a4 − a5|2 (j = 2)
1
2
|a7 − a8|2 (j = 3)
1
2
|a3 − a6|2 (j = 4)
, (3.5)
lim
n→∞
µ4n+j(0) =

1
2
|a7 − a8|2 (j = 1)
1
2
|a3 − a6|2 (j = 2)
1
2
|a1 − a2|2 (j = 3)
1
2
|a4 − a5|2 (j = 4)
, (3.6)
lim
n→∞
µ4n+j(u) = lim
n→∞
µ4n+j(d) =
{
1
4
(|a3 − a6|2 + |a4 − a5|2) (j = 1, 3)
1
4
(|a1 − a2|2 + |a7 − a8|2) (j = 2, 4)
. (3.7)
From Eqs. (3.5)-(3.7) in Lemma 1, we observe that there are no contributions of a0 and
a9, which are the initial amplitudes assigned to the arcs of negative and positive half lines,
to the localization at the region of C4. The possible region of the graph which exhibits
localization is the subgraph C4 since from Eqs. (3.3) and (3.4) in Lemma 1, we have
lim
n→∞
µn(v) = 0 (v /∈ {0, 0′, u, d}).
So the subspace spanned by the arcs associated with the two half lines has no contribution
to the localization at C˜4. What is the essential subspace to provide the strong localization?
The answer is the “homological eigenspace” in Definition 1. Recall that c ∈ P (C˜4) is the
following closed cycle of C˜4.
c = ((0′, u), (u, 0), (0, d), (d, 0′)).
We denote c¯ as the inverse closed cycle of c. The “eigenspace” comes from the following fact.
Remark 1. For m ∈ {0, 1, 2, 3}, w(m)(c)− w(m)(c¯) ∈ ℓ2(A(C˜4)) is the eigenvector of eigen-
value im for the time evolution of the Grover walk UC˜4.
Thus the subspace Γm’s are the eigenspaces of the system. From Eqs. (3.5)-(3.7), we can
express the summation of the limit distribution over all the positions by using the eigenspaces
Γm (m ∈ {0, 1, 2, 3}) as follows:∑
v∈V (C˜4)
lim
n→∞
µn(v) =
3∑
m=0
||ΠΓmΨ0||2.
Indeed,
||ΠΓmΨ0||2 =
1
8
∣∣(a2 − a1) + (i)m(a4 − a5) + (i)2m(a8 − a7) + (i)3m(a6 − a3)∣∣2
=
1
2
||Π{sm}ψ0||2C4,
7
where sm =
T [1/2, im/2, i2m/2, i3m/2], and ψ0 =
T [a2−a1, a4−a5, a8−a7, a6−a3]. Remarking
that {sm}3m=0 is a complete orthonormal base of C4,
1
2
3∑
m=0
||Π{sm}ψ0||2C4 =
1
2
||ψ0||2C4.
This is equivalent to the summation of limn→∞ µn(v) over v ∈ {0, u, 0′, d} described by
Eqs. (3.5)-(3.7).
We conclude that the overlap between the initial state and the homological eigenspaces
is a necessary and sufficient condition for localization, which implies the desired conclusion
of Theorem 1.
4 Spectral analysis and limit behavior for the Grover
walk on C ′4
4.1 Spectral mapping theorem
Let D be the fundamental domain of the graph C ′4 [14]. The fundamental domain D is
represented by V (D) = V (C4), E(D) = E(C4) ∪ {0, 0′}. We assign a one form θ to each arc
in A(D) such that
θ(f) =

k : f = (0, 0′),
−k : f = (0′, 0),
0 : otherwise.
Since it holds that V (C ′4)
∼= Z× V (D), A(C ′4) ∼= Z× A(D)∗, we regard the vertices and the
arcs of C ′4 as the elements of Z× V (D) and Z×A(D).
Now we take the Fourier transform F : ℓ2(Z× A(D))→ L2([−π, π)× A(D)) defined by
ψˆ(k, f) ≡ F(ψ)(k, f) =
∑
x∈Z
e−ikxψ(x, f) (k ∈ [−π, π)).
The Fourier inversion transform F−1 : L2([−k, k)× A(D))→ ℓ2(Z× A(D)) is
F−1(ψˆ)(x, f) =
∫ pi
−pi
eikxψˆ(k)
dk
2π
(x ∈ Z).
The time evolution Ψt = U
t
C′
4
Ψ0 makes a relationship
Ψˆt+1(k) = Uˆ(k)Ψˆt(k),
where for ψ ∈ L2([−π, π)×A(D)),
(Uˆ(k)ψ)(k, f) =
∑
e:o(e)=t(f)
e−iθ(f)
(
2
deg(o(e))
− δe,f¯
)
ψ(k, e).
∗ The one-to-one correspondence between V (C′4) and Z×V (D) is denoted by vj ↔ (j, v), (v ∈ {0, 0′, u, d})
and one between A(C′4) and Z×A(D) is (vj , wj)↔ (j, (v, w)) for (vj , wj) ∈ A(C(j)4 ), (0j, 0′j+1)↔ (j, (0, 0′))
and (0′j, 0j−1)↔ (j, (0′, 0)).
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For fixed k, we regard Uˆ(k) as a unitary operator on ℓ2(D) whose inner product is 〈ψ, φ〉D =∑
e∈A(D) ψ¯(e)φ(e). Such a quantum walk iterated by Uˆ(k) is called twisted Szegedy walk [11].
On the other hand, for fixed k, the twisted random walk P (k) : ℓ2(V (D)) → ℓ2(V (D)) is
defined as follows [14]:
P (k) ∼=

0 1/2 1/2 eik/3
1/3 0 0 1/3
1/3 0 0 1/3
e−ik/3 1/2 1/2 0
 . (4.8)
Here we have taken δ0′ ∼= T [1, 0, 0, 0], δu ∼= T [0, 1, 0, 0], δd ∼= T [0, 0, 1, 0] and δ0 ∼= T [0, 0, 0, 1].
We assign transition probability p : A(D)→ [0, 1] such that
p(e) =
{
1/3 : o(e) ∈ {0, 0′},
1/2 : o(e) ∈ {u, d}.
Moreover we define the reversible probability π : ℓ2(V )→ ℓ2(V ) such that
π(0) = π(0′) = 3/10, π(u) = π(d) = 1/5.
Let A,B : ℓ2(V (D))→ ℓ2(A(D)) be
Aδv =
∑
e:o(e)=v
√
p(e)δe,
Bδv =
∑
e:t(e)=v
e−iθ(e)
√
p(e¯)δe.
For z, w ∈ C, we define Φz,w : ℓ2(V )→ ℓ2(A) such that
Ψz,w(f) = zAf + wBf.
According to Higuchi et al. [11], we have the spectrum of the twisted Szegedy walk as follows.
Lemma 2.
(1) Let ϕQW (x) = (x+ x
−1)/2. Then
spec(Uˆ(k)) = ϕ−1QW (spec(Pˆ (k))) ∪ {1}1+δ0(k) ∪ {−1}1+δpi(k). (4.9)
(2) The eigenvector wα of the eigenvalue e
iα in the first term of RHS in Eq. (4.9) are
described as follows. Let fλ ∈ ℓ2(V ) be the eigenvector satisfying Pˆ (k)fλ = λfλ. Then
wα = Φ1,−eiα(D
−1/2
pi fcosα),
where (Dpif)(v) = π(v)f(v).
(3) The Fourier inversion of the eigenspaces of second and third terms of RHS in Eq. (4.9)
are
F−1(M+) ∼= (0,Γ0),
F−1(M−) ∼= (0,Γ2).
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The characteristic polynomial of Pˆ (k) is obtained as follows.
det(λ− Pˆ (k)) = λ
9
(9λ3 − 7λ− 2 cos k).
We find a constant eigenvalue λ = 0 and the other three satisfying the following cubic
equation.
9λ3 − 7λ− 2 cos k = 0. (4.10)
In the following first and second subsections, we discuss the contribution of the constant
eigenvalue λ = 0 and the eigenvalues satisfying Eq. (4.10) to the behavior of the QW,
respectively.
4.2 Homological eigenspace of C ′4
In this subsection, we clarify the eigenspace associated with the constant eigenvalues with
respect to k. Recall that the unitary matrix Uˆ(k) has such three eigenvalues −1, 0 and 1. The
eigenvalues ±1 come from the genesis part of quantum walk (corresponding to second and
third terms of RHS in Eq. (4.9)). It has already found out by Lemma 2 that the eigenspaces
are Z × Γ0 and Z × Γ2, respectively. Now we consider the eigenvalue 0 which comes from
the inherited from the twisted random walk. The eigenvector f0 ∈ ℓ2(V ) is expressed by
f0 =
T [0, 1,−1, 0].
From Lemma 2, the corresponding eigenvalues of Uˆ(k) are ±i, and the eigenvectors are
interestingly w1(c)− w1(c¯) and w3(c)− w3(c¯), respectively. Then we have
span{F−1[eixk(wm(c)− wm(c¯))] : x ∈ Z} = Z× Γm (m ∈ {1, 3}).
We conclude that the homological eigenspace of C˜4 periodically exists in C
′
4. We summarize
these statements obtained in this subsection.
Proposition 1. All the eigenvalues of the Grover walk on C ′4 are {im;m ∈ {0, 1, 2, 3}}. The
eigenspace Γ′m is described by
Γ′m
∼= Z× Γm (m ∈ {0, 1, 2, 3}).
Remark 2. An expression for a complete orthonormal base; {ηm;j}j∈Z, of the eigenspace Γ′m
is expressed as follows: {
1√
8
(wm(cj)− wm(cj))
}
j∈Z
.
Here cj is the closed cycle at the unit of j (see Fig. 2);
cj = ((j, |2〉), (j, |4〉), (j, |8〉), (j, |6〉)) .
As a consequence of Proposition 1, we observe that the localization happens if and
only if the initial state Ψ0 has an overlap to the periodic homological eigenspaces Z × Γm
(m ∈ {0, 1, 2, 3}). Indeed,
µn(v) ∼
∑
e:o(e)=v
∣∣∣∣∣
3∑
m=0
(imnΠΓ′mΨ0)(e)
∣∣∣∣∣
2
,
10
Figure 2: Space and coin-state for the Grover walk on C ′4
and the mass of the delta measure in the weak limit theorem is
∆ =
∑
v∈V (C′
4
)
lim
n→∞
µn(v) =
∑
j∈Z
3∑
m=0
|〈ηm;j,Ψ0〉|2. (4.11)
Therefore when the support of Ψ0 is finite; that is,
∑
e∈A(D) |{j ∈ Z : Ψ0(j, e) 6= 0}| < ∞,
then we can observe that a quantum walker is trapped in finite number of subgraphs C
(j)
4 ’s
at rate ∆ ∈ [0, 1], where for a set A, |A| is the cardinality of A. This is nothing but the
strong localization.
4.3 Weak convergence theorem
In this section we discuss the weak convergence for the quantum walk. The solutions for the
cubic equation Eq. (4.10) are obtained as follows.
λj(k) =
2
√
7
3
√
3
cos
{
1
3
arccos
(
9
√
3
7
√
7
cos k
)
+
2jπ
3
}
(j = 0, 1, 2). (4.12)
Thus Lemma 2 provides the inherited six-eigenvalue from the twisted random walk Eq. (4.8)
which depends on the wave number k:
νj,l(k) = λj(k) + (−1)l i
√
1− λj(k)2 (j = 0, 1, 2, l = 0, 1).
To get the formal representation in Theorem 2 and the properties of the function f(x),
we compute the r-th moment E(Xrt ) (r = 0, 1, 2, . . .) according to the Fourier analysis
which was introduced by Grimmett et al. [8]. Let |vj,l(k)〉 (j = 0, 1, 2, l = 0, 1) (resp.
|v(c)j (k)〉 (j = 0, 1, 2, 3)) be normalized eigenvectors of the matrix Uˆ(k) corresponding to the
eigenvalues νj,l(k) (resp. ν
(c)
j ). The r-th moment on the Fourier space becomes
E(Xrt ) =
∑
x∈Z
xrP(Xt = x)
=
∫ pi
−pi
〈Ψˆt(k)|
(
Dr |Ψˆt(k)〉
) dk
2π
=(t)r
{
0r∆+
∫ pi
−pi
2∑
j=0
1∑
l=0
(
iν ′j,l(k)
νj,l(k)
)r ∣∣∣〈vj,l(k)|Ψˆ0(k)〉∣∣∣2 dk
2π
}
(4.13)
+O(tr−1),
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where D = i(d/dk), (t)r = t(t− 1)× · · · × (t− r + 1) and
∆ =
∫ pi
−pi
3∑
j=0
∣∣∣〈v(c)j (k)|Ψˆ0(k)〉∣∣∣2 dk2π .
As t→∞, we get a limit with respect to a rescaled random variable Xt/t,
lim
t→∞
E
[(
Xt
t
)r]
=
∫ ∞
−∞
xr∆δ0(x) dx+
∫ pi
−pi
2∑
j=0
1∑
l=0
(
iν ′j,l(k)
νj,l(k)
)r ∣∣∣〈vj,l(k)|Ψˆ0(k)〉∣∣∣2 dk
2π
. (4.14)
Here, putting xj,l(k) = iν
′
j,l(k)/νj,l(k) (j = 0, 1, 2, l = 0, 1) for the second term in Eq. (4.14),
we get an integral form of the term∫ pi
−pi
2∑
j=0
1∑
l=0
xj,l(k)
r
∣∣∣〈vj,l(k)|Ψˆ0(k)〉∣∣∣2 1dxj,l(k)
dk
dxj,l(k)
2π
. (4.15)
Straightforwardly computing the function xj,l(k), we get
xj,l(k) =(−1)l
λ′j(k)√
1− λj(k)2
=− (−1)l 2 sin k
7
√
1−A2 cos2 k ·
sin ξj(k)√
1− 28
27
cos2 ξj(k)
, (4.16)
dxj,l(k)
dk
=− (−1)l A
21
F (cos ξj(k))
√
1− 28
27
cos2 ξj(k), (4.17)
where
A =
9
√
3
7
√
7
, (4.18)
ξj(k) =
1
3
arccos(A cos k) +
2jπ
3
(j = 0, 1, 2), (4.19)
F (x) =− 2x(28x
2 + 33)
9(4x2 − 1)3 . (4.20)
We have seen that the constant eigenvalues cause localization on the quantum walk and
appears as the coefficient ∆ of the delta measure in Eq. (4.14). On the other hand, the
continuous functions νj,l(k) build the function f(x). Although it is hard to get the function
f(x) explicitly, from now on we discuss an abstractive shape of the function f(x) by using
the above computations. As a preparation, we provide a following argument. Let h(k) and
g(k) be periodic and bounded functions with h(k + 2π) = h(k) and g(k + 2π) = g(k). We
consider the interval [k0, 2π + k0) as ∪s−1j=0[kj, kj+1) (k0 < · · · < ks−1 < 2π + k0 = ks) so
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that the function h(k) is a strictly monic and continuous function on [kj , kj+1) and at the
boundaries †,
lim
δ↓0
h(kj+1 + δ)− h(R)j+1
δ
= lim
δ↑0
h(kj+1 + δ)− h(L)j+1
δ
= 0,
for all j ∈ Z/sZ. Here h(R)j = h(kj) and h(L)j = limk↑kj+1 hj(k). Then we have∫ 2pi
0
hr(k)g(k)dk =
s−1∑
j=0
∫ kj+1
kj
hr(k)g(k)dk
=
∫ ∞
−∞
xr
s−1∑
j=0
ρj(x)dx, (4.21)
where ρj(x) has a finite support (mj ,Mj) and the orbit of (x, ρj(x)) is expressed as follows:
{(x, ρj(x)) : x ∈ (mj ,Mj)} =
{(
h(k),
g(k)
|h′(k)|
)
: k ∈ (kj, kj+1)
}
. (4.22)
Since the function h(k) is a one to one map on the interval (kj, kj+1), we determine a unique
value k ∈ (kj, kj+1) such that h(k) = x ∈ (mj ,Mj). Equivalently another expression for
ρj(x) is
ρj(x) =
g(h−1(x))
|h′(h−1(x))|1(mj ,Mj)(x). (4.23)
Here
h′(k) =
{
dh(k)/dk : k /∈ {k0, . . . , ks−1},
0 : k ∈ {k0, . . . , ks−1},
and mj = min{h(R)j , h(L)j+1}, Mj = Max{h(R)j , h(L)j+1}. We formally call {kj}sj=0 critical points.
When we obtain an explicit form of the inverse function h−1(x) on each domain (mj ,Mj),
then Eq. (4.23) is one of the useful expressions for the density function. On the other hand,
we propose that even if the inverse function h−1(x) cannot be computed explicitly, one can
apply the parametric expression described by Eq. (4.22) to find out some properties of the
density function.
By the way, in our case treated here, {xj,l(k)}j,l satisfy the assumptions subjected to h(k)
in the above argument. All the formally critical points of xj,l(k) in [−π, π) are arranged in
the following table:
j = 0 j = 1 j = 2
formally critical points {0} {−π} {±π/2}
and
lim
k→±0
x0,l(k) = ∓(−1)l 1√
10
, lim
k→±pi
x1,l(k) = ∓(−1)l 1√
10
†More precisely, we impose the following assumptions to h(k). (i) h(k) = h(k + 2pi) for all k ∈ R, (ii)
we permit discontinuity of h(k) only at {2pin + kj}s−1j=0, n ∈ N. (iii) for any interval, h(k) does not take a
constant value.
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and x2,l
(
±π
2
)
= ±(−1)l 2
7
. (4.24)
From Eq. (4.24), for j ∈ {0, 1} cases, it is useful to take the domain of the wave number k
by k ∈ [0, 2π) and [−π, π), respectively. On the other hand, in case j = 2, it is useful to
decompose the domain [−π, π) into [−π/2, π/2)∪ [π/2, 3π/2). Now we obtain the following
proposition which implies Theorem 2.
Proposition 2.
lim
t→∞
P(Xt/t ≤ x) =
∫ x
−∞
∆δ0(y) + ∑
m,l∈{0,1}
ρm,l(y)
 dy,
where the functions ρ0,l and ρ1,l have the following properties:
(1) The functions ρ0,l and ρ1,l are continuous functions which have the supports (−1/
√
10, 1/
√
10)
and (−2/7, 2/7), respectively.
(2) The sets C
(l)
m ≡ {(x, ρm,l(x)) : x ∈ R} (m, l ∈ {0, 1}) are described by the wave number
k as follows:
C
(l)
0 =
{(
x0,l(k),
w0,l(k) + w1,l(k − π)
2π|dx0,0(k)/dk|
)
: k ∈ [0, 2π)
}
, (4.25)
C
(l)
1 =
{(
x2,l(k),
w2,l(k) + w2,l(π − k)
2π|dx2,0(k)/dk|
)
: k ∈ [−π/2, π/2)
}
, (4.26)
where
wj,l(k) = |〈vj,l(k), Ψˆ0(k)〉|2.
Proof. Noting that ξ0(k + π) = −ξ1(k) and ξ2(π/2 + k) = −ξ(π/2− k), we have
x0,l(k + π) = x1,l(k), (4.27)
x2,l(π/2 + k) = x2,l(π/2− k), (4.28)
τ0,l(k + π) = τ1,l(k) = |dx0,0(k)/dk|, (4.29)
τ2,l(π/2 + k) = τ2,l(π/2− k) = |dx2,0(k)/dk|. (4.30)
Here we put τj,l(k) = |dxj,l(k)/dk|. Equations (4.28)-(4.30) imply{(
x1,l(k),
w1,l(k)
τ1,l(k)
)
: −π ≤ k < π
}
=
{(
x0,l(k),
w1,l(k − π)
|dx0,0(k)/dk|
)
: 0 ≤ k < 2π
}
, (4.31)
{(
x2,l(k),
w2,l(k)
τ2,l(k)
)
: π/2 ≤ k < 3π/2
}
=
{(
x2,l(k),
w2,l(π − k)
|dx2,0(k)/dk|
)
: −π/2 ≤ k < π/2
}
. (4.32)
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Combining Eqs. (4.31) and (4.32) with Eq. (4.22) leads to the desired conclusion of the
second claim. By the way, we notice that Eq. (4.24) gives the support of ρj,l(x). Moreover
the continuity of ρj,l(x) in the first claim is immediately obtained, since the first and second
coordinates of C
(l)
j (j, l ∈ {0, 1}) are continuous with respect to parameter k for each domain.
The terms 1/τj,l(k) are independent of the initial state and give the support of the
density function. On the other hand, the terms wj,l(k) depend on the initial condition.
Now let us put our focus on a limit density function whose behavior is expected by just
the functions 1/τj,l(k): there exists a random initial condition so that the function wj,l(k)
averagely becomes constant.
Corollary 1. We uniformly choose the initial state Ψ0 from {|0〉 ⊗ |j〉 : j ∈ {0, 1, . . . , 9}};
that is,
Prob(“Ψ0 = |0〉 ⊗ |j〉”) = 1/10 (j ∈ {0, 1, . . . , 9}).
Let the initial state be chosen randomly as the above. Then the density function is expressed
by
2
5
δ0(x) +
3
5
{ν0(x) + ν1(x)} ,
where continuous functions ν0(x) and ν1(x) have the finite supports (−1/
√
10, 1/
√
10) and
(−2/7, 2/7) and take infinity at the boundaries |x| = 1/√10 and |x| = 2/7, respectively.
Moreover we have the following parametric expression.
{(x, ν0(x)) : x ∈ R} =
{(
x0,0(k),
1
3π|dx0,0(k)/dk|
)
: 0 ≤ k < 2π
}
, (4.33)
{(x, ν1(x)) : x ∈ R} =
{(
x2,0(k),
1
3π|dx2,0(k)/dk|
)
: −π/2 ≤ k < π/2
}
. (4.34)
Proof. We should notice the expectation with respect to the initial state provides
wj,l(k) = E[|〈vj,l(k), Ψˆ0(k)〉|2] = E[|〈vj,l(k),Ψ0〉|2]
= E[Tr(|Ψ0〉〈Ψ0| · |vj,l(k)〉〈vj,l(k)|)] = 1
10
Tr(|vj,l(k)〉〈vj,l(k)|)
=
1
10
.
Inserting them into Eqs. (4.25) and (4.26) completes the proof.
Figure 3 shows probability distributions on a rescaled space by time t when the walker
starts from one of the points in x = 0 at time t = 0. In case (a) since |Ψ0〉 = (⊕3m=0Γ′m)⊥, then
∆ = 0, on the other hand, in case (b), we have from Eq. (4.11), ∆ =
∑3
m=0 |〈ηm;0,Ψ0〉|2 =
1/2. Moreover the function f(x) is a linear combination of two continuous functions which
have different finite supports each other. The shapes of the above continuous functions ν0
and ν1 are depicted in Fig. 4.
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(a) |Ψ0〉 = |0〉 ⊗
1√
3
(|7〉+ |8〉+ |9〉)
 
 
(b) |Ψ0〉 = |0〉 ⊗
1√
2
(|3〉+ i |4〉)
Figure 3: Probability distributions P(Xt/t = x) at time t = 1000
Figure 4: The shapes of ν0(x) and ν1(x) by the exact computation of Eqs. (4.33) and (4.34):
solid and dotted lines depict ν0(x) and ν1(x), respectively.
5 Discussion
For comparing with our result, we provide well known result on the Szegedy walk based on
asymmetric random walk on Z that a particle jumps to the left or the right with probability
q or p (pq 6= 0), respectively, at each time step. We denote the transition operator of the
random walk P0. Let Y
RW ;Z
t be the random walk at time t. The asymptotic of the variance
of the random walk is limt→∞E[(Y
RW ;Z
t −E[Y RW ;Zt ])2/t] = σ2 with σ = 2√pq. On the other
hand, the spectrum of the time evolution operator of the Szegedy walk lies on a part of the
unit circle {eiθ : | cos θ| ≤ σ} continuously. Let Y QW ;Zt be a position of this QW at time
t. The initial state is chosen uniformly from {δ(0,1), δ(0,−1)}. The density function for the
weak convergence of Y QW ;Zt /t is described by fK(x; σ) [4, 5]. For p 6= q case, a parametric
expression for the density function becomes{(
±
√
σ2 − λ2
1− λ2 ,
∣∣∣∣ (1− λ2)3/2π(1− σ2)λ
∣∣∣∣
)
: λ ∈ spec(P0)
}
. (5.35)
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On the other hand, p = q case, this walk corresponds to the potential free Schro¨dinger
equation, which implies {(
λ,
1
2
(δ−1(λ) + δ1(λ))
)
: λ ∈ spec(P0)
}
.
Now let us consider our model. We can easily check that the three eigenvalues of the
underlying twisted random walk are bounded by 2/3 ≤ λ0(k) ≤ 1, −1 ≤ λ1(k) ≤ −2/3 and
−1/3 ≤ λ2(k) ≤ −1/3. (see Eq. (4.12). ) For the transition matrix P of the underlying
random walk, it holds that
spec(P ) = [−1,−2/3] ∪ [−1/3, 1/3] ∪ [2/3, 1] ∪ {0}.
Using the above, the parametric expression of the functions ν0(x) and ν1(x) in Eqs. (4.33)
and (4.34) is re-expressed by{(
±
√
(γ2 − λ2)η(λ)
1− λ2 ,
7
√
21
|G(λ)|√1− λ2
)
: λ ∈ spec(P )
}
, (5.36)
where γ =
√
28/27 and G(x) = F (x/γ), which is a rational function (see Eq. (4.20) for an
explicit expression of F (x)). Here
η(λ) =
A2 − cos2 {3 arccos (λ/γ)}
9 sin2 {3 arccos (λ/γ)} .
We notice that the value 1/
√
10, which describes the support of the density function f(x),
corresponds to the standard deviation σ of Y RW ;Zt since this value 1/
√
10 is equivalent to
the coefficient of the first order of the standard deviation for the underlying random walk.
From the above observations, it seems that a diffusion property of the underlying random
walks is reflected to a spreading strength of the Szegedy walks.
By the way, the spectrum of our QW is distributed on
{eiθ : | cos θ| ≤ 1/3} ∪ {eiθ : | cos θ| ≥ 2/3} ∪ {±i} ∪ {±1}.
The first and second sets are the support of the absolutely continuous part, which are related
to linear spreading, and the last two parts are its point spectrums, which are related to a
homological structure and localization. The supports of the above two absolutely continuous
parts are mutually disjoint. We observed that the split support of the spectrum provides
a superposition of two kinds of continuous functions which have different finite supports
each other. Another interesting point is that all the point spectrums are embedded in the
support of the absolutely continuous parts. We have not found explicitly an effect of this
embeddedness on the behavior of quantum walks. This is one of the interesting future’s
problem.
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