Abstract-In the interest of evaluating an information-theoretic requirement for feedback control, this paper proposes a framework to synthesize a control policy that minimizes Massey's directed information from the state sequence to the control sequence while attaining required Linear-Quadratic-Gaussian (LQG) control performance. Interpretation and significance of this framework is discussed in the context of networked control theory. As the main result, we show that an optimal control policy can be realized by an attractively simple three-stage decision architecture comprising (1) a linear sensor with additive Gaussian noise, (2) a Kalman filter, and (3) a certainty equivalence controller. This result suggests an integration of two separation principles previously known in the literature: the filter-controller separation principle in the LQG control theory, and the sensorfilter separation principle in zero-delay rate-distortion theory for Gauss-Markov sources. It is also shown that an optimal policy can be synthesized by semidefinite programming (SDP). Both time-varying finite-horizon problems and time-invariant infinitehorizon problems are considered. Our results can be viewed as a generalization of the data-rate theorem for mean-square stability by Nair & Evans, extended for a control performance analysis.
I. INTRODUCTION
Shannon's theory of lossy source coding provides a mathematical framework to quantify the minimal information for representing data with required accuracy. Consider a standard set-up in which one observes a sequence of independent and identically distributed (i.i.d.) realizations x 1 , x 2 , · · · , x T of a source random variable x in alphabet X with known distribution P(x). The source sequence is translated into a binary message z ∈ {0, 1} T R with length T R, from which a sequence u 1 , u 2 , · · · , u T in the same alphabet is recovered. A fundamental trade-off between the rate R and a (single-letter) distortion measure D = 1 T T t=1 ρ(x t , u t ) is described by the rate-distortion function R(D). As T tends to +∞, the ratedistortion function coincides with the infimum of the mutual information I(x; u) optimized over the space of test channels P(u|x) satisfying the distortion constraint [ 
In this paper, we extend the above framework to discuss more generally the minimal information for real-time decisionmaking with required quality. We consider a simple diagram in Figure 1 , where x 1 , x 2 , · · · , x T are interpreted as timevarying states of the "environment" observed by a decisionmaker, who then makes decisions u 1 , u 2 , · · · , u T over times t = 1, 2, · · · , T . To quantify the "minimal information," as in the standard source coding set-up, we consider a conceptual situation in which raw observations x t are first converted into binary sequences z t , which are then used to produce u t . In order to reflect the nature of real-time decisions, several modifications must be made to the standard source coding setup. First, decisions must be sequential and non-anticipative. This means that a binary sequence z t must be constructed at every time step t based on a realization of (x t , z t−1 , u t−1 ), 1 and the decision u t must be made based on a realization of (z t , u t−1 ). Second, decisions give causal influences on the "environment" block in Figure 1 , and hence the future observations are no longer independent of the past decisions. Third, the "decision quality" is measured in more controltheoretic metrics, rather than in distortions between x t and u t . With this set-up, we are interested in the fundamental trade-off between the decision quality over the designated time period and the total length of the binary messages that must be created in this period. However, these modifications drastically alter the nature of the problem, which mandates us to depart from the standard approach in the source coding theory.
Questions regarding the minimal perception for real-time decision-making and related mathematical questions have been raised broadly in science and engineering, including control theory [2] - [7] , privacy theory [8] - [11] , neuroscience [12] , [13] , robotics [14] , statistical mechanics [15] , [16] , and the theory of bounded rationality in macroeconomics [17] - [19] . For the sake of mathematical tractability, in this paper we consider a special case where the "environment" is modeled by a multi-dimensional time-varying linear difference equation with Gaussian noise; see Figure 1 . As a measure of decision quality, we use the LQG control cost J = T t=1 E x t+1 2 Qt + u t 2 Rt , which is widely used in control theory. We focus on identifying a function that characterizes the trade-off between the rate and the LQG control cost. While an optimization problem (1) is used in the standard rate-distortion theory, a relevant optimization problem in our framework is R(D) = inf P(ut|x t ,u t−1 ):J≤D
where I(x T → u T ) is Massey's directed information [20] . In Section II, we discuss why (2) is a meaningful problem formu-lation for the purpose of our study. As the main contribution of this paper, we propose a complete solution to the optimization problem (2) using a control-theoretic methodology.
Although the role of information theory in control has been discussed since the early development of control theory [21] - [23] (see also references in [24] ), it was only in the late 1990s that Shannon's information theory began to be actively integrated into control theory in a quantitative way. Extensive research activities since then have created a subfield which is now called networked control theory [2] - [7] . Networked control theory is motivated by practical situations where remote plants must be controlled over band-limited and noisy communication channels. Existing results can be classified in terms of the types of communication channels, e.g., noiseless digital channels (quantizers) [25] - [28] , noisy discrete memoryless channel [29] , Gaussian channels [6] , [30] , [31] , packet dropping channels [32] , fading channels [33] . The authors of [34] discuss an appropriate notion of "channel capacity" for control purposes.
As such, many existing papers adopt a viewpoint that networked control problems are essentially (delay-critical) channel coding problems, in which channel models are given as a part of the problem setting. However, this viewpoint in the networked control literature should not be confused with the question considered in this paper. In fact, our main problem (2) is closer in nature to the source coding problem (1) rather than to channel coding problems. Consequently, no specific channel models are assumed in this paper.
This approach reveals a fundamental performance limitation of networked control systems universally applicable regardless of the type of channels and coding strategies. This is similar to the fact that performance limitations at the source coding level provide universal performance limitations for more advanced source-channel joint coding situations. Being fundamental, our result is also potentially applicable to other disciplines beyond networked control, including neuroscience [12] , [13] , privacy theory [8] - [11] , and the theory of bounded rationality [17] - [19] . Nevertheless, a small number of papers (notably including [35] - [37] ) take this approach, and as a result many fundamental questions regarding the data-rate vs. control performance trade-off remain open. To the best of our knowledge, (2) is one such basic question that has not been fully addressed in the literature. Notice that (2) is different from the problems considered in [38] - [40] , where channel models are given. In (2), we need to design a test channel P(u t |x t , u t−1 ). As the first part of the main result, we show that the optimal decision policy for (2) is realized by an attractively simple "sensor-filter-controller" separation structure; Figure. 3 illustrates the result. More specifically, we show that an optimal decision at every time step can be made by first observing x t through a carefully designed MIMO linear sensor mechanism, which acquires "just enough" information for control purposes. Sensor outputs are processed by a causal and recursive estimator (Kalman filter) and then a certainty equivalence controller produces u t . It is remarkable that this simple three-stage policy outperforms all other (Borel-measurable) policies.
As the second part of the main result, we show that the optimal policy can be synthesized by an efficient numerical algorithm. Our key finding is that the optimal matrix-valued signal-to-noise-ratio (SNR) of the aforementioned MIMO sensor can be found efficiently by semidefinite programming (SDP). It seems that the use of SDP is crucial here, since we are not aware of a simple analytical expression of the optimal SNR for the MIMO sensor. This SDP-based synthesis allows us to obtain a semidefinite representation of the tradeoff function R(D) for general multi-variable and time-varying control systems.
Finally, in time-invariant settings, we elaborate how the results of this study recover the result of [41] on the mean square stability, and extend it further to a control performance analysis. In this paper, we do not explicitly discuss the issues of designing quantizers, encoders, and decoders. However, it is expected that the structural results in this paper will provide useful insights for designing practical source coding schemes, which is important future work. This paper is organized as follows. The main problem is formally introduced in Section II, where we also discuss its interpretation. The main results of this paper are summarized in Section III. Section IV is devoted to deriving the main theorem. Although the main results are stated for finite horizon control problems, it is shown in Section V that the results can be readily extended to time-invariant and infinite-horizon control problems. In the same section, we also show that the datarate theorem for mean-square stabilization by Nair and Evans [41] can be recovered from our result. Section VI contains a simple numerical example. We conclude in Section VII.
Notation: Throughout the paper, calligraphic symbols such as X are used to denote Euclidean spaces. Borel σ-algebra on X with respect to the usual topology is denoted by B X . Random variables are denoted by lower-case bold symbols such as x, and are assumed to be measurable functions of the form x : (Ω, F) → (X , B X ), where (Ω, F, P) is a probability space. A probability distribution P x of x is defined by P x (A) = P({ω ∈ Ω : x(ω) ∈ A}) for every A ∈ B X . A Gaussian random variable x with mean µ and covariance Σ is denoted by x ∼ N (µ, Σ). The relative entropy of Q from P is a non-negative quantity defined by
where P Q means that P is absolutely continuous with respect to Q, and dP(x) dQ(x) denotes the Radon-Nikodym derivative. We say that a probability measure P on B R n admits density if P L, where L is the Lebesgue measure on R n restricted to B R n . We denote by supp(P) ⊆ R n the support of P defined as the smallest closed set whose complement has measure 0. If x and y have a joint probability distribution P x,y on B X ×Y = B X ⊗ B Y with marginals P x and P y , then the mutual information between x and y is defined by I(x; y) D(P x,y P x ⊗ P y ), where P x ⊗ P y is the product measure. A (Borel measurable) stochastic kernel on Y given X is a map P y|x : B Y × X → [0, 1] such that (i) P y|x (·|x) is a probability measure on (Y, B Y ), and (ii) P y|x (A|·) is a Borel measurable function for every A ∈ B Y . For notational convenience, a stochastic kernel P x|y is also denoted by P(y|x). Given P(x) and P(y|x), there exists a unique probability measure P(x, y) such that
holds [42, Proposition 7.28] . Conversely, for a given probability measure P(x, y), there exists P(y|x) such that (3) holds, where P(x) is the marginal of P(x, y) [42, Proposition 7.27] . Sometimes, equation (3) is written as dP(x, y) = dP(y|x)dP(x) for simplicity. Given stochastic kernels P x|y , Q x|y and a probability measure R y , the conditional relative entropy is defined by D(P x|y Q x|y |R y ) Y D(P(x|y) Q(x|y))dR(y). In particular, the conditional mutual information is defined by I(x; y|z) D(P x,y|z P x|z ⊗ P y|z |P z ). The entropy of a discrete random variable x with probability mass function P(x i ) is defined by H(x) − i P(x i ) log 2 P(x i ).
II. PROBLEM FORMULATION A. System model
As shown in Figure 1 , we consider a linear time-varying stochastic difference equation
Here, an R n -valued random vector x t represents the current state of the environment, u t is the control action by the decision maker at time t. We assume an initial state distribution is given by x 1 ∼ N (0, P 1|0 ), and the process noise w t ∼ N (0, W t ) with W t 0 are mutually independent.
B. Main problem
Conceptually, we desire to synthesize a decision policy that "consumes" the least amount of information (measured in bits) among all policies achieving a desired LQG control performance. We assume that a control policy is a sequence of Borel-measurable stochastic kernels γ = {P(u t |x t , u t−1 )} T t=1 . A thorough treatment of stochastic kernels can be found in [42] . Let Γ be the space of such policies. We introduce the following two performance criteria.
(a) The LQG control cost defined by
The quantity on the right hand side of (6) is the conditional mutual information evaluated with respect to the joint probability measure induced by a policy γ. 2 Introducing a positive parameter D, the main optimization problem in this paper is given by min
The optimal value of (7) is denoted by R(D). Towards the end, we will have a complete characterization (a semidefinite representation) of this function. 2 We simply use "I" instead of "Iγ " when the underlying policy γ is clear from the context. 
C. Interpretation
The notion of directed information is introduced by Massey [20] based on Marko's earlier work [43] , and is frequently used in the study of feedback capacity of communication channels [44] , [45] . Unlike the standard mutual information I(x T ; u T ), directed information (38a) only captures the information flow from the state sequence x t to the control sequence u t . In Figure 1 , it can be seen that the interactions between random sequences x t and u t are bidirectional; there is an information flow from x t to u t through the decision policy, and another flow from u t to x t through the environment. The following relationship, called conservation of information in [46] , reflects that the mutual information can be decomposed into directed information terms associated with these two information streams:
Here, u
A similar identity also holds in continuous time [47] . In problem (7), we are motivated to minimize directed information rather than mutual information, since directed information is often more appropriate to characterize information processing cost for a decision-maker in many applications.
To see this, consider an application of (7) to networked control systems. Consider a feedback control system shown in Fig. 2 , where the sensor data must be transmitted to the controller in the format of binary sequence of length r t (i.e., z t ∈ {0, 1} rt ) at time step t. We assume that the "sensor + encoder" block is modeled by a stochastic kernel P(z t |x t , z t−1 , u t−1 ), while the "decoder + controller" block is modeled by another stochastic kernel P(u t |z t , u t−1 ). Notice that a composition of these stochastic kernels uniquely defines a policy γ = {P(u t |x t , u t−1 )} T t=1 . Question 1 (Control with Binary Code): Suppose that a feedback control architecture in Figure 2 
What is the fundamental lower bound of the total number of bits T t=1 r t that must be transmitted? The next lemma shows a "data-processing inequality" for directed information 3 , which is useful to address Question 1. For the future use, we state the lemma in a general setting in which z t ∈ R rt . Recall that Kramer's causally conditioned directed information [49] is defined by 
Proof: See Appendix A. If z t ∈ {0, 1} rt , we have H(z t ) ≤ log 2 |z t | = r t . Since {0, 1} rt ⊂ R rt , the following chain of inequalities hold, where Proposition 1 is used in the first step.
Hence, we have shown that the directed information provides a lower bound of the minimum number of bits that must be transmitted, and that the optimal value of (7) lower-bounds the answer of Question 1. On the other hand, the standard mutual information I(x T ; u T ) in general fails to give a lower bound. A similar observation on the relationship between directed information and the operational source-coding rate is made in [50, Theorem 4.1] . See references therein for further related results in the literature.
In the standard rate-distortion theory, the optimal value of (1) is operationally achievable as T → +∞. An important caveat of using directed information as a lower bound (8) is that this bound is not operationally achievable even if T → +∞. This is because the proof of achievability of the standard rate-distortion function [1, Theorem 10.2.1] requires a consideration of arbitrarily large block-lengths. This introduces arbitrarily large delays in our setting, which is not acceptable. However, in [50] , it is also shown that the conservatisms of this lower bound (8) is bounded by a small constant. For this reason, we consider (7) as our main problem rather than Question 1.
III. MAIN RESULT
The main message of the paper is summarized in Figure 3 , reflecting that an optimal solution to (7) can be realized by three data-processing components. 1. A linear sensor mechanism y t = C t x t + v t with mutually independent additive Gaussian noise v t ∼ N (0, V t ) with V t 0. 2. The Kalman filter computingx t = E(x t |y t , u t−1 ). 3. The certainty equivalence controller u t = K txt . Moreover, each of these components can be synthesized by a tractable computational procedure based on SDP summarized below. The procedure is sequential, starting from controller design, followed by linear sensor design and Kalman filter design. The preceding step provides input for the following one.
• Step 1 (Controller design) Compute a backward Riccati recursion.
The optimal feedback control gains K t are obtained in (9c). Positive semidefinite matrices Θ t will be in Step 2.
• Step 2 (Linear sensor design) Solve a max-det problem with respect to {P t|t , Π t } T t=1 subject to the LMI constraints:
The constraint (10c) is imposed for every t = 1, · · · , T , while (10e) and (10f) are for every t = 1, · · · , T − 1. Constants c 1 and c 2 are given by
Tr(W t S t ).
Set r t = rank(P −1
Apply the singular value decomposition to find matrices C t ∈ R rt×nt and V t ∈ S rt ++ such that the matrix-valued signal-to-noise ratio satisfies
for t = 1, · · · , T . In case of r t = 0, C t and V t are considered to be null (zero dimensional) matrices.
• Step 3 (Filter design) Determine the Kalman gains by
Construct the Kalman filter bŷ
If r t = 0, L t is a null matrix and (13a) is simply replaced byx t =x t|t−1 .
Theorem 1 (Information-Frugal LQG Controller): An optimal policy for the problem (7) exists if and only if max-det problem (10) is feasible, and the optimal value of (7) coincides with the optimal value of (10) . If the optimal value of (7) is finite, an optimal policy can be realized by an interconnection of a linear sensor, Kalman filter, and a certainty equivalence controller as shown in Figure 3 . Moreover, each of these components can be constructed by an SDP-based algorithm summarized in Steps 1-3.
Remark 1 (Three-stage Separation Principle): Theorem 1 can be viewed as an integration of the previously known filter-controller separation principle in the LQG control theory [23] and sensor-filter separation principle in the Gaussian sequential rate-distortion theory [48] ; see Figure 4 for a pictorial illustration of these principles.
In the classical LQG control theory, a linear sensor mechanism y t = C t x t + v t is considered to be a part of the given model. It is well-known from the filter-controller separation principle that the optimal LQG controller is a composition of the Kalman filter and the certainty equivalence controller [23] . On the other hand, if the controller gain K t is fixed, and we consider a minimization problem of I(x T →x T ) over the reconstruction policies {P(
, then the problem becomes precisely the Gaussian sequential ratedistortion problem (see [51] for the detailed discussion), where a sensor-filter separation principle is known [48] (see also [52] ). However, to the best of our knowledge, three-stage sensor-filter-controller separation principle in Theorem 1 is derived for the first time in this paper for a control problem of the form (7). We also emphasize that our separation principles enjoys a tractable computational characterization using an SDP algorithm.
IV. DERIVATION OF MAIN RESULT
This section is devoted to prove Theorem 1. Define subsets Γ 1 ⊂ Γ 2 ⊂ Γ of the policy space as follows.
where P(u t |x t , u t−1 ) can be written as a composition of the following kernels: (i) A stochastic kernel defined as P(y t |x t ) = N (C t x t , V t ) with some nonnegative integer r t , a matrix C t ∈ R rt×nt and V t 0. This kernel can be simply realized through a linear sensing mechanism with mutually independent additive Gaussian noise
(ii) A linear map u t = l t (y t ).
• Subset Γ 2 ⊂ Γ: A policy γ ∈ Γ 2 is a sequence of stochastic
with some matrices M t , N t , and G t 0. This kernel can be realized through
A. Proof outline
To prove Theorem 1, we establish a chain of inequalities:
Since Γ 1 ⊂ Γ, clearly (16a) ≤ (16e). Thus, showing the above chain of inequalities proves that all quantities in (16) are equal. This is a very useful observation, since it implies that the search for an optimal solution to our main problem (7) can be restricted to the class Γ 1 without loss of performance. The first inequality (16b) is immediate from the definition of directed information. Hence, we prove inequalities (16c), (16d) and (16e) in Subsections IV-B, IV-C and IV-D, respectively. In particular, the proof of inequality (16e) reveals that an optimal solution to (16d), if exists, is also an optimal solution to (16e). This implies that, in order to find an optimal solution to the original problem (16a), it is sufficient to find an optimal solution to a simplified problem (16d). Thus, in Subsection IV-E, we focus on solving problem (16d). Although the solution domain for (16d) is restricted to Γ 1 where separation structure with (i) and (ii) is already assumed, we further show that, by invoking standard LQG optimal control theory, the optimal linear map u t = l t (y t ) for (16d) can be written as u t = K t E(x t |y t , u t−1 ) where
is computed by the Kalman filter. This observation establishes the sensor-filter-controller separation principle. With this structural understanding, we show that problem (16d) can be reformulated as an optimization problem in terms of SNR t C t V −1 t C t , which is further converted to an SDP problem.
B. Proof of inequality (16c)
This is the most significant inequality. Proof requires a number of steps. We will constructively show that for every
where subscripts of I and J indicate probability measures on which these quantities are evaluated.
As the first step of this subsection, we study properties of the joint probability measure P(x T +1 , u T ) generated by γ P . Some important properties of P(x T +1 , u T ) that will be used later are summarized in Lemma 8 in Appendix C. In Appendix C, and in what follows, we focus on the case in which P(x T +1 , u T ) is a zero-mean distribution. This assumption can be made without loss of generality, since otherwise we can consider an alternative policy γP = {P(u t |x t , u t−1 )} T t=1 , wherẽ
Notice that γP generates a zero-mean joint distributioñ P(x T +1 , u T ). We have IP = I P in view of the translation invariance of mutual information, and JP ≤ J P due to the fact that the cost function is quadratic.
As the second step, we consider a zero-mean, jointly Gaussian probability measure G(x T +1 , u T ) having the same covariance matrix as P(x T +1 , u T ). Lemma 9 in Appendix C shows that, due to the linearity of the system dynamics (4), Markovian properties of P(x T +1 , u T ) are carried over to G(x T +1 , u T ). Based on this observation, the next lemma extends the well-known fact that the Gaussian distribution maximizes entropy when the covariance is fixed [1] .
Lemma 1: The following inequality holds whenever the left hand side is finite.
Proof: See Appendix D. As the third step of this subsection, we are going to construct a policy γ Q = {Q(u t |x t , u t−1 )} T t=1 ∈ Γ 2 using a jointly Gaussian measure G(x T +1 , u T ). Let E t x t +F t u t−1 be the optimal estimate of u t given (x t , u t−1 ) in G(x T +1 , u T ), and let V t be the resulting estimation error covariance matrix. Define a stochastic kernel Q(u t |x t , u t−1 ) by Q(u t |x t , u
where P(x t |x t−1 , u t−1 ) is a stochastic kernel defined by (4). The following identity holds between two Gaussian measures
See Appendix E. Now we are ready to prove (16c). First, replacing a policy γ P with a new policy γ Q does not change the LQG control cost.
Equality (21a) holds since P and G have the same second order moments.
Step (21b) follows from Lemma 2. Second, replacing γ P with γ Q does not increase the information cost.
The inequality (22a) is due to Lemma 1. In (22b), I G (x t ; u t |u t−1 ) = I Q (x t ; u t |u t−1 ) holds for every t = 1, · · · , T because of Lemma 2.
C. Proof of inequality (16d)
Given a policy γ 2 ∈ Γ 2 , we are going to construct a policy γ 1 ∈ Γ 1 such that J γ1 = J γ2 and
for every t = 1, · · · , T . Let γ 2 ∈ Γ 2 be given by
for every t = 1, · · · , T . Hence,
Now, note that Im(M t ) ⊆ Im(G t ) is a necessary condition for (25) to be bounded, since otherwise the component of u t in Im(G t ) ⊥ depends deterministically on x t . Thus, considering the (thin) singular value decomposition G t = E t V t E t and defining y t E tỹt , we also haveỹ t = E t y t . This implies that y t andỹ t contain statistically equivalent information, and hence I(x t ;ỹ t |ỹ t−1 ) = I(x t ; y t |y t−1 ).
Also, since u t linearly depends onỹ t by (24) , there exists a linear map l t such that
Setting C t E t M t , construct a policy γ 1 ∈ Γ 1 using y t E tỹt = C t x t + v t with v t ∼ N (0, V t ) and a linear map (27) . Since joint distribution P(x T +1 , u T ) is the same under γ 1 and γ 2 , we have J γ1 = J γ2 . From (25) and (26), we also have (23) .
D. Proof of inequality (16e)
For every fixed γ ∈ Γ 1 , by virtue of Lemma 1 we have
where the last equality holds since, by construction, y t = C t x t + v t is independent of x t−1 given x t .
E. SDP formulation of problem (16d)
Note that for every γ ∈ Γ 1 , conditional mutual information can be written in terms of P t|t = Cov(x t − E(x t |y t , u t−1 )):
is given, from the Kalman filtering theory, covariance matrices are recursively computed by
Hence, conditional mutual information (28) depends only on the choice of {SNR t } T t=1 , and is independent of the choice of a linear map l t . On the other hand, the LQG control cost J γ depends on the choice of l t . In particular, for every fixed linear sensor (14) , it follows from the standard filter-controller separation principle in LQG control theory that the optimal l t that minimizes J γ is a composition of the Kalman filter x t = E(x t |y t , u t−1 ) and the certainty equivalence controller u t = K txt . This observation leads us to the conclusion that the (linear sensor) + (Kalman filter) + (CE controller) structure can be always assumed in the problem (16d) without loss of performance. For a fixed linear sensor (14) , an explicit form of the Kalman filter and the certainty equivalence controller is given by Steps 1 and 3 in Section III. Derivation is standard and hence is omitted. It is also possible to write J γ explicitly as
Derivation of (29) is also straightforward, and can be found in [51, Lemma 1] . Thus, problem (16d) can be written as an optimization problem in terms of {P t|t , SNR t } T t=1 :
This problem can be reformulated as a max-det problem problem using a similar technique developed in [52] . First, the variable SNR t can be eliminated from the problem by replacing the last two constraints with an equivalent condition
Second, the following equalities can be used to rewrite the objective function:
In step (31), we have used the matrix determinant theorem [53, Theorem 18.1.1]. An additional variable Π t is introduced in step (32). The constraint is rewritten using the matrix inversion lemma in (33) . These two techniques allow us to formulate the above problem as a max-det problem (10). Thus, we have shown that Steps 1-3 in Section III provide an optimal solution to problem (16d), which is also an optimal solution to the original problem (16a).
V. STATIONARY CASE

A. System model and problem formulation
In this section, we consider a linear time invariant system
where (5) with Q t = Q and R t = R for all t = 1, · · · , T . We assume that (A, B) is stabilizable, (A, Q) is detectable, and R 0. Consider an infinite horizon optimization problem
Here, Γ is the space of Borel-measurable stochastic kernels γ = {P(u t |x t , u t−1 )} t∈N .
B. Separation theorem and solution synthesis procedure
Based on the results so far, it can be shown that there exists an optimal policy γ with a three-stage separation structure in Figure 4 in which all components are time-invariant. Following Steps 1-3 in Section III, an optimal policy can be explicitly constructed by the following numerical procedure:
• Step 1' (Controller design) Solve an algebraic Riccati equation
and determine the optimal feedback control gain by
• Step 2' (Linear sensor design) Solve a max-det problem with respect to P and Π:
Set r = rank(P −1 −P −1 ), whereP AP A +W . Choose matrices C ∈ R r×n and V ∈ S r ++ so that they satisfy C V −1 C = P −1 −P −1 .
• Step 3' (Filter design) Design a time-invariant Kalman filter
Theorem 2 (Stationary Case): An optimal policy for (35) exists if and only if a max-det problem (37) is feasible, and the optimal value of (35) coincides with that of (37) . Moreover, an optimal policy can be realized by an interconnection of a linear sensor with additive white Gaussian noise, Kalman filter, and a certainty equivalence controller as shown in Figure 4 , all of which are time-invariant. Each of these components can be constructed by Steps 1'-3'.
Proof: (Outline only) First, it can be shown that the threestage separation principle continues to hold for the infinite horizon problem (35) . The same idea of proof as in Section IV is applicable; for every policy γ P = {P(u t |x t , u t−1 )} t∈N , there exists a linear-Gaussian policy γ Q = {Q(u t |x t , u t−1 )} t∈N which is at least as good as γ P . Second, the optimal certainty equivalence controller gain is time-invariant. This is because, since (A, B) is stabilizable, for every finite t, the solution S t of the Riccati recursion (9) converges to the solution S of (36) as T → ∞ [54, Theorem 14.5.3]. Third, the optimal AWGN channel design problem becomes an SDP over an infinite sequence {P t|t , Π t } t∈N similar to (10) 
in which "
T t=1 " is replaced by "lim sup T →∞ 1 T T t=1 " and parameters A t , W t , S t , Θ t are time-invariant. It is shown in [55] that the optimality of this SDP over {P t|t , Π t } t∈N is attained by a time-invariant sequence P t|t = P, Π t = Π ∀t ∈ N, where P and Π are the optimal solution to (37).
C. Data-rate theorem for mean-square stabilization
Let R(D) be the optimal value of a max-det problem (37) . This function is easy to evaluate numerically, and characterizes the rate vs. LQG control cost trade-off for the linear timeinvariant control system (34) . In this subsection, we consider a limit lim D→+∞ R(D). At the limit, the LQG control cost J γ can be arbitrarily large. However, the limit is taken while marginal mean-square stability of the closed-loop system is maintained (i.e., E x t − E(x t |z t , u t−1 ) 2 does not diverge). Thus, lim D→+∞ R(D) is interpreted as the minimal datarate required for mean-square stabilization. This critical rate is well-understood in the literature (e.g., [35] , [41] ), and is known to be characterized by unstable eigenvalues of A. The next proposition claims that lim D→+∞ R(D) recovers this result. log |λ i |.
Proof: See Appendix F. This result indicates that the minimal data-rate for meansquare stabilization does not depend on the noise property W . This result is consistent with the observation in [41] . However, for a finite D, minimal data-rate to achieve control performance J t ≤ D depends on W . It should be noted that Proposition 1 can be obtained purely by analyzing an optimization problem (37) without resorting to any coding theoretic argument as in the original proof in [41] .
VI. EXAMPLE
This section demonstrates the SDP-based information-frugal control design using a simple numerical example. A linearized equation of motion of the inverted pendulum on a cart (Figure 5) around an unstable equilibrium is given by
A discrete-time model is obtained by Tustin transformation with sampling frequency of 20Hz. This results in a control system of the form of (34) with We assume that there is a white Gaussian noise input w t ∼ N (0, W ) with W = 0.1BB + 0.002I. By solving (37) with various D, we obtain an R-D trade-off curve shown in Figure 6 . The vertical asymptote D = Tr(W S) corresponds to the best achievable control performance when unrestricted amount of information about the state (x,ẋ, φ,φ) is available. This corresponds to the performance of the state-feedback linearquadratic regulator (LQR). See the left column in Figure 7 for a simulated closed-loop response of (x, φ) when LQR is implemented. If the rate is reduced to R = 1.396 [bits/sample], the best achievable control performance becomes D = 1.830. In this case, the optimal SNR matrix obtained by an SDP solver is rank-one (all but one singular values are sufficiently small considering the numerical precision of the solver). Hence, the optimal sensor The central column of Figure 7 shows a simulated closed-loop response in this case. The right column of Figure 7 shows a simulated response when the rate is further reduced to R = 0.4708 [bits/sample]. The optimal SNR matrix in this case is again rank-one, but the optimal sensor is noisier: The horizontal asymptote R = λi∈σ+(A) log |λ i | = 0.404 [bits/sample] is the critical data-rate to achieve mean-square stability.
VII. SUMMARY AND FUTURE DIRECTIONS
In this paper, we considered an optimal control problem in which directed information from the state variables to the control actions is minimized subject to the requirement that the control policy achieves the desired level of LQG control performance. We proved that an optimal solution admits a novel three-stage separation structure, comprised of (1) linear sensor with additive Gaussian noise, (2) Kalman filter, and (3) certainty equivalence controller. We have also presented an efficient numerical algorithm to synthesize an optimal policy based on SDP.
Throughout this paper, our focus has been on fully observable systems in the sense that the decision-maker has access to full state vector x t if needed (even though an optimal policy would not choose to do so since full observation is infinitely costly). However, in a practical control problems, access to the full state is often physically restricted. For instance, the inverted pendulum system in Figure 5 might need a control using position sensors only, i.e., without having access to (ẋ,φ). In such cases, it is more appropriate to model the environment as a partially observable system as shown in Figure 8 , where y t = H t x t +g t is a given observation equation with zero-mean mutually independent Gaussian noise g t with known covariance. Instead of (7), a meaningful problem in this case is
where
. It can be shown that a solution to (38) is obtained as an extension of a solution developed in this paper. The key idea for this extension is the innovations approach [57] , which is a standard technique since [21] . More detailed discussion can be found in [58] in the context of zero-delay rate-distortion theory for partially observable Gauss-Markov processes, but full discussion on (38) must be postponed as a future work.
APPENDIX
A. Data-processing inequality for directed information
Here we give a proof of Proposition 1. Notice that the following chain of equalities hold for every t = 1, · · · , T .
When t = 1, the above identity is understood to mean I(x 1 ; z 1 ) − I(x 1 ; u 1 ) = I(x 1 ; z 1 |u 1 ) which clearly holds as x 1 -z 1 -u 1 form a Markov chain. Equation (39a) holds because I(x t ; z t , u t |z t−1 , u t−1 ) = I(x t ; z t |z t−1 , u t−1 ) + I(x t ; u t |z t , u t−1 ) and the second term is zero since x t -(z t , u t−1 )-u t form a Markov chain. Equation (39b) is obtained by applying the chain rule for mutual information in two different ways:
The chain rule is applied again in step (39c). Finally, (39d) follows as z t−1 -(x t−1 , u t−1 )-x t form a Markov chain. Now, the desired inequality can be verified by computing the right hand side minus the left hand side as
In step (40a), the identity (39) is used. The telescoping sum (40a) cancels all but the final term (40b).
B. Some basic lemmas for probability measures
Lemma 3: Let P x,y be a joint probability measure on (X × Y, B X ⊗ B Y ). Let P x and P y be the marginal probability measures, P x ⊗P y be the product measure, and P x|y be a Borel measurable stochastic kernel such that
for every B X ∈ B X and B Y ∈ B Y . If P x,y P x ⊗ P y , then P x|y P x , P y − a.e., and dP x,y d(P x ⊗ P y ) = dP x|y dP x , P y − a.e..
Proof:
Suppose P x,y P x ⊗ P y , and let f (x, y) = dPx,y d(Px⊗Py) be the Radon-Nikodym derivative. For every B X ∈ B X and B Y ∈ B Y , we have
The first line is by definition of the Radon-Nikodym derivative.
The second equality holds due to the Fubini's theorem [59] , since clearly f ∈ L 1 (P x ⊗ P y ). Comparing (41) and (42), we have
It follows from (43) that P x (B X ) = 0 ⇒ P x|y (B X |y) = 0 holds P y − a.e.. Also, (43) implies f (x, y) = dP x|y dPx , P y − a.e..
Lemma 4:
Let P x,y,z be a zero-mean Borel probability measure on X × Y × Z, where X , Y, and Z are Euclidean spaces. Suppose P x,y,z has a covariance matrix Σ x,y,z , and there exists a matrix L such that z − Ly is independent of x and y on P x,y,z . (This implies x-y-z form a Markov chain on P x,y,z .) Let G x,y,z be a zero-mean, jointly Gaussian probability measure with the same covariance matrix Σ x,y,z . Then x-y-z form a Markov chain on G x,y,z .
Proof: See [44, Lemma 3.2]. Lemma 5: Let x be an (R n , B R n )-valued zero mean random variable with covariance Σ x 0. Define an (R m , B R m )-valued random variable y by y = Ax + v where A is a matrix and v ∼ N (0, Σ v ) is a random variable independent of x. Let (x G , y G ) be zero-mean, jointly Gaussian random variables, and suppose that (x, y) and (x G , y G ) have the same covariance matrix. Then y G can be written as
Since it must be that x G ∼ N (0, Σ x ), introducing a matrix R with full column rank such that Σ x = RR , x G can be written as x G = Rz G with z G ∼ N (0, I) . Since (x G , y G ) are jointly Gaussian, there exists a matrixĀ such that
wherev is independent of x G . Thus
By comparing (44) and (46), it can be seen thatĀ = A + S with S satisfying SR = 0, andΣ v = Σ v . Then from (45),
Lemma 6: Let P x,y be a zero-mean joint probability mea-
, with a covariance matrix Σ x,y . Let G x,y be a zero-mean Gaussian joint probability measure with the same covariance matrix Σ x,y . If there exists a subset C y ⊆ R m with P y (C y ) > 0 such that P x|y admits density for every y ∈ C y , then G x|y admits density for every y ∈ supp(G y ).
Proof: Suppose P x,y (x, y) and G x,y (x, y) share a covariance matrix
Since G x,y is a zero-mean Gaussian distribution, we know
withx(y) = Σ xy Σ † yy y, Σ e = Σ xx − Σ xy Σ † yy Σ yx , where Σ † yy is the Moore-Penrose pseudoinverse of Σ yy . To show contrapositive, assume that there exists y ∈ supp(G y ) such that G x|y (x|y) does not admit a density. From (47) , this means that Σ e is a singular matrix. For every y ∈ Y, define a covariance matrix M (y)
Since Σ e is singular, there exists a full row rank matrix U ∈ R r×n , 1 ≤ r ≤ n such that U Σ e U = 0. From (48) , it follows that U M (y)U = 0, P y − a.e.. For every y ∈ Y, define a subset C x|y ⊂ R n by C x|y = {x ∈ R n : U (x −x(y)) = 0}.
By construction, P x|y (C x|y |y) = 1, P y − a.e.. However, clearly L x (C x|y ) = 0, where L x (x) is the Lebesgue measure on R n . Thus P x|y L x fails to hold P y − a.e.. Hence, P x|y fails to admit a density P y − a.e.. This is a contradiction to the assumption that there exists a subset C y ⊆ R m with P y (C y ) > 0 such that P x|y admits density for every y ∈ C y .
Lemma 7: Let P be a zero-mean Borel probability measure on R n with covariance matrix Σ. Suppose G is a zero-mean Gaussian probability measure on R n with the same covariance matrix Σ. Then supp(P) ⊆ supp(G).
Proof: When Σ is positive definite, the claim is trivial since supp(G) = R n . So assume that Σ is singular. Then, there exists an orthonormal matrix
, where Σ zz ∈ R p×p is a positive definite matrix. Notice that U 2 x = 0 for every x ∈ supp(G), and U 2 x = 0 for every x ∈ supp(G)
c . Suppose supp(P) ⊆ supp(G) does not hold, i.e., there exists a closed set C ⊆ supp(G) c such that P(C) > 0. Then
Since U 2 x = 0 for every x ∈ C, the last expression is a nonzero positive semidefinite matrix. However, by construction, we have U 2 ΣU 2 = 0. Thus, the above inequality leads to a contradiction.
C. Technical lemmas for Subsection IV-B
Lemma 8: Let P(x T +1 , u T ) be a joint probability measure generated by a policy γ P = {P(u t |x t , u t−1 )} T t=1 and (4). (a) For each t = 1, · · · , T , P(x t+1 |u t ) and P(x t+1 |x t , u t ) are non-degenerate Gaussian probability measures for every x t and u t .
Moreover, if I P (x t ; u t |u t−1 ) < +∞ for all t = 1, · · · , T , then the following statements hold. (b) For every t = 1, · · · , T , P(x t |u t ) P(x t |u t−1 ), P(u t ) − a.e., and
(c) For every t = 1, · · · , T ,
holds P(x t+1 , u t ) − a.e..
Proof: (a) This is clear since P(x T +1 , u T ) is constructed using (4). (b) By definition of conditional mutual information, I P (x t ; u t |u t−1 ) < +∞ requires I P (x t ; u t |u t−1 ) < +∞, P u t−1 − a.e.. For a fixed u t−1 , I P (x t ; u t |u t−1 ) < +∞ requires P xt,ut|u t−1 P xt|u t−1 ⊗ P ut|u t−1 by definition of mutual information. By Lemma 3, this implies P xt|u t P xt|u t−1 and (50) dP xt,ut|u t−1 d(P xt|u t−1 ⊗ P ut|u t−1 ) = dP xt|u t dP xt|u t−1 (51) must hold P(u t |u t−1 ) − a.e.. Since this is the case P(u t−1 ) − a.e., we have both (50) and (51) P(u t ) − a.e.. Hence
= log dP xt|u t dP xt|u t−1 dP(x t , u t ).
(c) Let B Xt ∈ B Xt , B Xt+1 ∈ B Xt+1 , B U t ∈ B U t be arbitrary Borel sets. Since both P(x t+1 |u t ) and P(x t+1 |x t , u t ) are non-degenerate Gaussian probability measures, there exists a continuous map f :
In what follows, we suppress the arguments of k(x t , x t+1 , u t ) and simply write it as k. Next, we express
in two different ways:
Notice that (52b) is used in step (54c). Comparing (54a) and (54f), we have the following identity P(x t+1 , u t ) − a.e.:
Since k(x t , x t+1 , u t ) assumes values in (0, +∞), the first claim follows from (55) . Now, the next equalities hold P(x t+1 , u t ) − a.e., which establishes the second claim.
The identity (52a) is used in the first step, and (55) is used in the second step. Lemma 9: Let P(x T +1 , u T ) be a joint probability measure generated by a policy γ P = {P(u t |x t , u t−1 )} T t=1 and (4), and G(x T +1 , u T ) be a zero-mean jointly Gaussian probability measure having the same covariance as P(x T +1 , u T ). For every t = 1, · · · , T , we have
(c) For each t = 1, · · · , T , G(x t |x t+1 , u t ) is a nondegenerate Gaussian measure for every (x t+1 , u t ) ∈ supp(G(x t+1 , u t )).
Proof: (a) Since u t−1 -(x t , u t )-x t+1 form a Markov chain in P, and x t+1 and (x t , u t ) are related by a linear map (4), by Lemma 4 (borrowed from [44] ), u t−1 -(x t , u t )-x t+1 form a Markov chain also in G.
(b) Notice that P(x t+1 |x t , u t ) = P(x t+1 |x t , u t ) and
form a Markov chain both in P and G. Since P(x t+1 , x t , u t ) and G(x t+1 , x t , u t ) have the same covariance, by Lemma 5, a linear relationship (4) holds both in P and G. Thus G(x t+1 |x t , u t ) = P(x t+1 |x t , u t ).
(c) From Lemma 8 (c), P(x t |x t+1 , u t ) admits a density P(x t+1 u t ) − a.e.. Thus, by Lemma 6, G(x t |x t+1 , u t ) admits density for every (x t+1 , u t ) ∈ supp(G(x t+1 , u t )).
D. Proof of Lemma 1
If the left hand side of (17) is finite, by Lemma 8, it can be written as follows.
The result of Lemma 8 (c) is used in the third equality. In the final step, the the chain rule for the Radon-Nikodym derivatives [59, Proposition 3.9 ] is used multiple times for telescoping cancellations. We show that each term in (56a), (56b) and (56c) does not increase by replacing the probability measure P with G. Here we only show the case for (56b), but a similar technique is also applicable to (56a) and (56c).
Due to Lemma 9 (b)(c), log dG(xt|xt+1,u t ) dG(xt|xt−1,u t−1 ) in (57a) is a quadratic function of x t+1 and u t everywhere on supp(G(x t+1 , u t )). This is also the case everywhere on supp(P(x t+1 , u t )) since it follows from Lemma 7 that supp(P(x t+1 , u t )) ⊆ supp(G(x t+1 , u t )). Since P and G have the same covariance, dG(x t+1 , u t ) can be replaced by dP(x t+1 , u t ) in (57b). In (57c), the chain rule of the RadonNikodym derivatives is used invoking that P(x t |x t−1 , u t−1 ) = G(x t |x t−1 , u t−1 ) from Lemma 9 (b).
E. Proof of Lemma 2
Clearly G(x 1 ) = Q(x 1 ) holds. Following an induction argument, assume that the claim holds for t = k − 1. Then
The integral signs " B X k+1 ×B U k " in front of each of the above expressions are omitted for simplicity. Equations (58a) and (58b) are due to (19) and (20) respectively. In (58c), the induction assumption G(x k , u k−1 ) = Q(x k , u k−1 ) is used. Identity (58d) follows from the definition (18) . The result of Lemma 9(b) was used in (58e).
F. Proof of Corollary 1
We write v * (A, W ) lim D→+∞ R(D) to indicate its dependency on A and W . From (37), we have
Due to the strict feasibility, Slater's constraint qualification [60] guarantees that the duality gap is zero. Thus, we have an alternative representation of v * (A, W ) using the dual problem of (59) .
The primal problem (59) can be also rewritten as 
To see that (61) and (62) are equivalent, note that the feasible set of P in (61) and (62) are the same. Also Proof: Consider Riccati recursions P t+1 = AP t A −AP t C (CP t C +V ) −1 CP t A +W 1 (65)
withP 0 =Q 0 0. Since (RHS of (65)) (RHS of (66) Q . Setting P (P −1 + C V −1 C) −1 , P satisfies
Moreover, we have P Q since
Since P satisfies (68), we have thus constructed a feasible solution (P, C, V ) that upper bounds v * (A, W 1 ). That is, v * (A, W 2 ) = − Next, we prove that v * (A, W ) is both upper and lower bounded by λi∈σ(A1) log |λ i |. To establish an upper bound, note that the following inequalities hold with a sufficiently large δ > 0 with W δI n . log |λ i |.
Lemma 11 is used in the first step. To see the second inequality, consider the primal representation (59) of v * (A, δI n ). If we restrict decision variables to have block-diagonal structures P = P 1 0 0 P 2 , Π = Π 1 0 0 Π 2 according to the partitioning n = n 1 + n 2 , then the original primal problem (59) with (A, δI n ) is decomposed into a problem in terms of decision variables (P 1 , Π 1 ) with data (A 1 , δI n1 ) and a problem in terms of decision variables (P 2 , Π 2 ) with data (A 2 , δI n2 ). Due to the additional structural restriction, the sum of v * (A 1 , δI n1 ) and v * (A 2 , δI n2 ) cannot be smaller than v * (A, δI n ). Finally, by the arguments in Cases 1 and 2, we have v * (A 1 , δI n1 ) = λi∈σ(A1) log |λ i | and v * (A 2 , δI n2 ) = 0.
To establish a lower bound, we show the following inequalities using a sufficiently small > 0 such that I W .
log |λ i |.
The first inequality is due to Lemma 11. To prove the second inequality, consider the dual representation (60) of v * (A, I n ). By restricting decision variables X 11 , X 12 , X 21 , X 22 and Y to have block-diagonal structures according to the partitioning n = n 1 + n 2 , the original dual problem is decomposed into two problems of the form (60) with (A 1 , I n1 ) and (A 2 , I n2 ). Since the additional constraints in the dual problem never increase the optimal value, we have the second inequality. Discussions in Cases 1 and 2 are again used in the last step.
