By using the ranks of matrices, the necessary and sufficient condition is given for the reverse order law
Introduction
It is well known that the Drazin inverse has been widely applied to the theory of finite Markov Chains and singular differential and difference equations [2] . In a classic paper [3] , Greville gave necessary and sufficient conditions of the reverse order law for Moore-Penrose inverse 
where k = max{Ind(A), Ind(B), Ind(AB)}. The smallest nonnegative integer k such that rank(A k ) = rank(A k+1 ) is called the index of A and is denoted by Ind(A). Throughout this paper, all matrices are complex with order m. The symbols r(A), R(A) and RS(A) denote the rank, the range and the row space of A, respectively.
In this paper, our attention will be focused on the n term reverse order law
Proof. From [1, 2] , there exists a nonsingular matrix P such that
where C is nonsingular and N is nilpotent of index k, and
It is easy to prove (1.5).
Lemma 1.2 [5] . Suppose A, B, C and D satisfy the following conditions:
(1.9) Lemma 1.3 [4] . Suppose B, C and D satisfy
Then the Moore-Penrose inverse of the block matrix
may be expressed as
Then the Moore-Penrose inverse of the (n + 2) × (n + 2) block matrix
where
Proof. We shall use induction on n. For n = 0, according to (1.12) and Lemma 1.3, the Moore-Penrose of J 2 in (1.13) is
The result shows that the conclusion in the lemma is true for n = 0. Now suppose the hypothesis is also true for n + 1. That is, under the conditions in (1.12), the Moore-Penrose inverse of J n+1 in (1.13) is given by
Next consider the Moore-Penrose inverse of J n+2 in (1.13). First partition J n+2 in (1.13) into the form
where H = (B n+1 , 0, . . . , 0). Then it is easy to see from the conditions in (1.12) that the three submatrices in this J n+2 satisfy the inclusions
R(H ) ⊆ R(A n+1 ), RS(H ) ⊆ RS(J n+1 ).
Hence by Lemma 1.3,
According to the hypothesis of the induction for J , i = 1, 2, . . . , n, 
may be expressed as the form of (1.14), where
According to Lemma 1.1 and (1.22), the (1.1) block F (n + 1, 0) in (1.14) becomes
From the structure of M in (1.24), we at once see that it has the following simple properties, which will be used in the next section.
Lemma 1.5. Let M, P and Q be given in (1.24) and (1.21), and let
A = A 0 A 1 · · · A n A n+1 , A 0 = A n+1 = I m . Then r(M) = r A k 0 + r A k 1 + · · · + r A k n+1 = 2m + r A k 1 + · · · + r A k n , (1.26) R(Q) = R(QA 0 ) ⊆ R(M) and RS(P ) = RS(A n+1 P ) ⊆ RS(M), (1.27)
R(QA) ⊆ R(M) and RS(AP ) ⊆ RS(M).
(1.28) 
Main results

Theorem 2.1. Suppose
where E 1 , E 2 and N are as in (1.24) .
Proof. From (1.25) and A 0 = A n+1 = I m , we have
2)
It is obvious that A D = X holds iff
Now using the matrices in (2.4), we construct 3×3 block matrix as follows:
It follows from (1.27) and (1.28) that
Hence by the rank formula in (1.8)
Substituting the complete expression of M in (1.24) and then calculating the rank of G will produce the following result: 
