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Abstract: This paper presents a pose estimation routine for tracking attitude and position of an
uncooperative tumbling spacecraft during close range rendezvous. The key innovation is the usage
of a Photonic Mixer Device (PMD) sensor for the first time during space proximity for tracking
the pose of the uncooperative target. This sensor requires lower power consumption and higher
resolution if compared with existing flash Light Identification Detection and Ranging (LiDAR)
sensors. In addition, the PMD sensor provides two different measurements at the same time: depth
information (point cloud) and amplitude of the reflected signal, which generates a grayscale image.
In this paper, a hybrid model-based navigation technique that employs both measurements is
proposed. The principal pose estimation technique is the iterative closed point algorithm with
reverse calibration, which relies on the depth image. The second technique is an image processing
pipeline that generates a set of 2D-to-3D feature correspondences between amplitude image and
spacecraft model followed by the Efficient Perspective-n-Points (EPnP) algorithm for pose estimation.
In this way, we gain a redundant estimation of the target’s current state in real-time without hardware
redundancy. The proposed navigation methodology is tested in the German Aerospace Center (DLR)’s
European Proximity Operations Simulator. The hybrid navigation technique shows the capability
to ensure robust pose estimation of an uncooperative tumbling target under severe illumination
conditions. In fact, the EPnP-based technique allows to overcome the limitations of the primary
technique when harsh illumination conditions arise.
Keywords: On-Orbit servicing; PMD sensor; uncooperative pose estimation; autonomous rendezvous
1. Introduction
Space rendezvous is a key operation required in all the missions involving more than one
spacecraft [1]. Considering the problem of space debris removal and future On-Orbit Servicing
(OOS) missions, the autonomous close-range approach of a controlled chaser spacecraft towards a
target spacecraft is a key-enabling phase in both activities. In order to autonomously navigate to
the target, the chaser spacecraft must estimate the pose (i.e., position and orientation) of the target
spacecraft regularly during the maneuver.
The autonomous navigation is not only an important action in space applications, but also a key
activity for the mobile robots in urban, pedestrian and industrial environments. These robots can
perform various tasks with high precision in most severe environments, where the human is not able
to complete the required work [2]. The main challenge in the autonomous navigation for the mobile
robots is simultaneously map the environment and, moreover, keep track of its pose and location [3].
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For this purpose, in the last decay, many distinctive visual navigation techniques using various visual
sensors for the map building and robot localization [4–6] have been developed and tested.
Concerning space activities and especially the topic on which we are concentrating in this article,
Autonomous Rendezvous and Docking (RvD), several autonomous navigation techniques that employ
visual-based sensors for motion tracking were applied and tested during real space missions. Examples
of such missions are the ETS-VII experiment [7], Orbital Express [8], RvD of the Automated Transfer
Vehicle (ATV) to the International Space Station and the Hubble Space Telescope (HST) Servicing
Mission 4 (SM4) [9]. In these missions the target spacecraft was always cooperative, since its attitude
was stabilized, it communicated its state to the chaser and it was equipped with dedicated visual
markers for relative pose estimation.
The difference between the aforementioned in-orbit rendezvous and the close-range approach
in future OOS and debris removal missions is the uncooperativeness of the target spacecraft as it is
not equipped with dedicated visual markers for distance and attitude estimation and it may tumble
around the principal axes. For this reason, new technologies must be developed for the real-time
estimation of the pose of the uncooperative target, which represents the key challenge during the
autonomous close-range approach. Due to the lack of visual markers, the general approach for
uncooperative pose estimation is to extract the most important patterns of the target’s body from the
sensor measurements and fit the known shape of the target with the detected features [10]. In general,
extracting meaningful features and computing the pose in real time is a challenging task since the
detected pattern may vary frame by frame due to the tumbling motion of the target. Moreover, the
task is further complicated by the harsh illumination conditions that may occur during the maneuver.
By harsh illumination condition we assume excessive levels of sunlight, which oversaturate and distort
some pixels of the images. In fact, strong direct sunlight can be reflected by the satellite’s high reflective
surfaces covered with Multi-Layer Insulation (MLI) and saturate the sensor’s pixels. Also in this case,
unfavorable illumination conditions may arise suddenly due to the uncontrolled motion of the target
spacecraft. These high reflections on the target’s surface cause saturation of the sensor pixels, which
generate corrupted measurements. On the contrary, complete darkness occurs regularly during each
orbit. This situation requires the usage of infrared sensors such as the Light Detection And Ranging
(LiDAR) sensor.
Different types of visual sensors have been considered and tested for the close range pose
estimation of an uncooperative target spacecraft, viz. LiDAR [11], monocular camera [12–14],
stereo camera [15,16] and also time-of-flight sensors based on Photonic Mixer Device (PMD)
technology [17,18]. LiDAR sensors have high requirements in terms of mass and power, but ensure
robustness in any illumination condition as they employ reflected infrared (IR) signals. However, this
signal can be reflected multiple times on the target’s surfaces in some particular attitude configurations
and thus generate incorrect features in the acquired point cloud [8]. Furthermore, the resolution
of the depth measurements must be gradually reduced during the approach to ensure rapid pose
estimation in proximity of the target [19]. On the contrary, monocular pose estimation guarantees rapid
estimation of the target pose under low mass and power requirements. This approach is robust to
reflected features on the target’s surface, but suffers from the harsh illumination conditions of the space
environment. With respect to the aforementioned technologies, cameras based on PMD technologies
have important advantages, such as the lower mass and power requirements with respect to LiDARs
and the capability to provide both depth measurements and 2D images in low-resolution obtained
from the reflected signal [17,20]. Due to these advantages, new technologies for uncooperative pose
estimation based on PMD measurements have been developed and tested recently. Tzschichholz [18]
demonstrated the capability of the PMD sensor to provide raster depth images at a high rate with
partly depth data loss when working under strong illumination. In most cases, the real-time pose
estimation of the target spacecraft produced accurate results.
In this paper we further investigate the application of the PMD sensor to uncooperative pose
estimation and tracking during close-range space rendezvous approaches. We propose a novel
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navigation technique capable to estimate, even under harsh illumination conditions and with a (partly)
depth data loss, the six degrees-of-freedom (DoF) relative pose of the target spacecraft during the close
rendezvous phase from 10 to 1 m using the measurement from the PMD sensor. The key feature of
the proposed architecture is its hybrid nature, meaning that it employs two different model-based
pose estimation techniques to ensure robustness to any illumination condition. The first method
estimates the pose of the target spacecraft from the depth measurements using the Iterative Closest
Point algorithm (ICP) with a reverse calibration technique. The second method consists of an image
processing procedure that extracts low-level features of the target spacecraft from the 2D amplitude
images and estimates the current target pose by fitting the projection of the known 3D model on the
detected features.
The main contribution of this research is the combination of two different pose estimation
techniques for redundant real-time estimation of the target’s state vector without hardware redundancy.
To do this, the back-up amplitude images for pose estimation is employed in case of failure of the
ICP-based pose estimation with depth images, which is used as primary approach. This ensures
applicability and robustness to any illumination condition during the maneuver.
The proposed navigation system was tested in the European Proximity Operations Simulator
(EPOS 2.0) [21] at the German Aerospace Center (DLR), which allows real-time simulation of close
range proximity operations under realistic space illumination conditions. We tested each designed
algorithm for estimation of the relative position and attitude of the satellite mockup in order to compare
robustness and accuracy and to identify cases of appliance for each of them.
The paper is organized as follows: Section 2 provides the pose estimation problem of an
uncooperative target spacecraft during proximity operations and describes the PMD sensor in
detail. Section 3 illustrates the navigation algorithms. Section 4 provides results and analyses of
the experimental campaign carried out at EPOS. Finally, Section 5 concludes the paper.
2. Vision Based Navigation During Proximity Operations
2.1. Problem Statement
During close-range proximity operations for OOS and space debris removal missions, the chaser
spacecraft performs inspection, rendezvous and docking to an uncooperative target spacecraft. As
depicted in Figure 1, the navigation sensor of the chaser spacecraft for close-range rendezvous is a
PMD camera (see Section 2.2.1 for sensor specifications) that acquires depth and amplitude images of
the target vehicle during the maneuver. The goal of the pose estimation is to determine the relative
position vector tB and relative orientation, i.e., attitude, of the target principal frame B with respect
to the PMD camera coordinate frame C. Notably in Figure 1a, the attitude of the target spacecraft
principal frame B with respect to the camera frame C is represented by the rotation matrix RBC.
Figure 1b shows an example of amplitude and depth images acquired by the PMD sensor in DLR’s
EPOS. As discussed in the introduction, the standard approach for uncooperative pose estimation is to
detect the known features of the target in the sensor measurements and fit the known 3D model on
them. The key challenge here is to retrieve the spacecraft’s patterns under the variable illumination
conditions since darkness and high reflectivity of some of the target spacecraft’s surfaces may cause
corrupted measurements. Furthermore, the features of the target may vary frame to frame due to the
uncontrolled rotating motion of the target.
Figure 2 shows the general overview of the tracking technique in the sequence of amplitude or
depth images presented in this paper. In particular, every new measurement is processed on board
and the current target pose is estimated using either ICP with the reverse calibration or best fit of 2D
pattern. Notably, the pose estimation from the previous measurement is used as an input guess for the
current pose estimation.
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Figure 2. Frame-to-frame tracking of the target in the sequence of the depth or amplitude images. Each
new frame is processed in order to find the estimate of the current target pose. The estimated pose is
used as a guess in the following pose estimation.
2.2. isio ased avigatio si g a era i ’s
t t e rese t ti e we concentrat on investigating the potential application of the PMD sensor for
future space missions. The development of this sensor started in the last two decades and preliminary
on-ground validatio tests showed promising results for space applications. To the best of our
kn wledge, is sensor ha never been tested in space so far.
2.2.1. PMD Sensor Inside of the DLR-Argos 3D-P320 Camera
In this work we use the DLR-Argos 3D-P320 camera prototype (see Figure 3) provided by the
Bluetechnix company (Wien, Austria). Its technical characteristics are summarized in Table 1.
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In Equation (2), c denotes speed of light (3× 108 m/s), ϕij is the measured phase shift at the pixel
(i,j) and fmod is the modulation frequency of the emitted sign l. Having the raster depth image, it is
possible to generate the 3D point cloud of the scene using the camera matrix.
Along with the range measurement, the PMD sensor provides co-registered amplitude data in
every frame. The amplitude A of the received signal is defined as:
Aij =
√
(Q1 −Q2)2 + (Q3 −Q4)2
2
. (3)
The amplitude image can be represented as a 2D gray-scaled image [22] similarly to monocular
vision. The amplitude image corresponds to the amount of the returning active light and presents
the quality of the distance measurement. A high reflecting surface provides large amplitude values,
scattering or less reflective surfaces cause low amplitudes. In particular, low amplitude suggests that a
pixel has not received enough light to produce an accurate depth measurement [23]. In other words,
the distance in every pixel is calculated regardless of amplitude [20]. Therefore, the amplitude value in
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a certain pixel can be obtained, while the depth value will be missing. This considerable feature of the
PMD sensor allows getting the amplitude images independently from the depth images with more
complete details of the scene. This is a prerequisite in order to create the hybrid navigation technique
for the robust tracking of the spacecraft.
3. Hybrid Navigation Technique
In this paper, we propose a hybrid navigation technique that employs the advantages of
two completely different tracking methods for model-based pose estimation of the uncooperative
target during the close-range rendezvous. The proposed hybrid navigation technique employs a
Computer-aided design CAD model of the target spacecraft, which can be assumed available in OOS
and space debris removal missions. Furthermore, we assume that the initial pose of the target is
known, as a-prior information for the tracker [24].
3.1. Spacecraft Model
In model-based pose estimation algorithms, the current pose of the target spacecraft is estimated
by matching every new measurement of the sensor with a known simplified 3D model of the target
created from its full CAD model.
In this paper, the test campaign for validating the pose estimation algorithms was performed in
the DLR’s EPOS laboratory, whose target mockup is showed in Figure 4a. The mockup’s surface is
partly covered by MLI material. Figure 4b illustrates the corresponding detailed CAD model of the
mockup. The full CAD model contains 70,002 vertices. For the model-based pose estimations, we
define two different shapes derived from the 3D CAD model. The first model, see on Figure 4c, is a 3D
point cloud of the most significant geometric shapes of full CAD geometry, such as the hexagonal body
and the frontal cone of the spacecraft. The number of points for this model was drastically reduced
to 1200 in order to ensure onboard storage and rapid pose estimation with ICP. The second reference
model used for pose estimation with amplitude images is a wireframe representation of the CAD
geometry (see Figure 4d). The wireframe model represents the 3-dimensional object, by connecting
the object’s vertices with straight lines or curves. In our case, the simple wireframe model inherits the
shape of a spacecraft with its straight lines of the front hexagon and an additional extreme nose point.
The difference between shapes presented on Figure 4c,d is that the number of the key vertices for
the algorithm with the depth images must be much more than for the algorithm with the amplitude
images. Moreover, the straight lines presented in the second model will be needed for the further
image processing procedure with the amplitude images.
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corresponding points [28,29]. The term reverse calibration is explained in the paragraph 3.2.1. The 
organized point cloud from the raster image of the PMD sensor is the prerequisite to use this 
variation of the ICP algorithm. 
3.2.1. Nearest Neighbor Search Using Reverse Calibration Technique 
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Simulator (EPOS) laboratory and the target principal frame B. (b) The original Computer-aided design
(CAD) model of the target mockup. (c) 3D model with the most significant parts (cone nose and
hexagon). (d) Wireframe model (hexagon and the extreme nose point).
The DLR’s EPOS facility allows realistic real-time close-range rendezvous simulation under
realistic illumination conditions. Thereby the model appearance on the image can be different in
every test case. These two shapes are sufficient only if we consider the navigation approach from
to the frontal side of the target and when we assume that the target rotates around the x axis of the
principal frame (illustrated in Figure 4a). For the other approach scenarios, which could be considered,
e.g., rendezvous from the different sides, the shapes of the 3D model should contain other missing
side parts in order to find the corresponding feature matches.
3.2. Autonomous Rendezvous Using 3D Depth Data
The model-based pose tracking of the target using known 3D geometrical shape of the object
and the 3D locations of the features in every frame leads to a least squares minimization problem in
order to find motion parameters [25]. The state-of-the art technique which is commonly adopted in
6 DoF 3D model-based tracking is the ICP algorithm [26]. This procedure iteratively finds the rigid
transformation that aligns two three-dimensional shapes. In the case of uncooperative pose estimation,
the two shapes are the 3D measured point cloud of the target object and the known 3D vertices of the
model (Figure 4c). This method has shown its effectiveness in the real-time matching of misaligned
3D shapes, as well as robustness in the real-world application [12,27]. In order to ensure the real-time
matching during the close approach, we employ a modified version of the classical ICP algorithm using
the so-called “reverse calibration” for the nearest-neighbor search of corresponding points [28,29].
The term reverse calibration is explained in the paragraph 3.2.1. The organized point cloud from the
raster image of the PMD sensor is the prerequisite to use this variation of the ICP algorithm.
3.2.1. Nearest Neighbor Search Using Reverse Calibration Technique
The most efficient way to search the point’s compatibility is inside of a limited space, i.e., only in
a certain region of interest. This space can be determined by the search radius on the 2D area pointed
from the source point. The search radius should be selected depending on the quality of the raster
image, meaning that one can choose a small radius if the scene is presented quite completely. It will be
sufficient to find the neighbors. However, when some data of the scene are missing, the radius should
be increased in order to expand the nearest neighbor search area. Figure 5 depicts the illustration
of this nearest neighbor search. Taking the point ai from the point set of the frame A and using the
search radius, we can find at least one neighbor in the point set of the frame B. Here the term ‘reverse
calibration’ is used intentionally because the follow task for the 2D circle determination around every
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interested point for the neighbor search can be solved by projection of the 3D point onto the image
plane if a calibration matrix of the sensor chip is known. The PMD sensor of the DLR-Argos 3D-P320
camera has been calibrated according to [30], where the camera calibration matrix was accurately
calculated using the DLR CalDe CalLab calibration toolbox [31].
Robotics 2018, 7, 5  8 of 22 
 
the 3D point onto the image plane if a calibration matrix of the sensor chip is known. The PMD 
sensor of the DLR-Argos 3D-P320 camera has been calibrated according to [30], where the camera 
calibration matrix was accurately calculated using the DLR CalDe CalLab calibration toolbox [31]. 
 
Figure 5. 2D neighbor search with a determined radius. 
Every point ܽ௜ from the point set of the frame A can be projected onto the image plane of the 
frame B, so the 2D point in a frame B in form of a pixel will be determined (see Figure 6). The 
obtained pixel with coordinates (i,j) indicates the starting point and the chosen radius determines the 
region of interests, where the nearest neighbor search should be conducted. The region of interest is 
defined symmetrically around the pixel (i,j). But in case of the points located near the sensors 
borders, the search area will be limited from one or another side by the absence of the pixels in an 
image area. In this case, the nearest neighbor will be absent. 
 
Figure 6. Projection of the 3D point to the image plane. 
  
Figure 5. 2D neighbor search with a determined radius.
Every point ai from the point set of the frame A can be projected onto the image plane of the
frame B, so the 2D point in a frame B in form of a pixel will be determined (see Figure 6). The obtained
pixel with coordinates (i,j) indicates the starting point and the chosen radius determines the region of
interests, where the nearest neighbor search should be conducted. The region of interest is defined
symmetrically around the pixel (i,j). But in case of the points located near the sensors borders, the
search area will be limited from one or another side by the absence of the pixels in an image area.
In this case, the nearest neighbor will be absent.
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3.2.2. Estimation of Rigid Body Transformation via ICP
The pose estimation between two point sets for every frame i in a sequence of images can be
calculated throughout transformations (Ri, ti), where ti is the relative position vector and Ri is the
rotation matrix.
The following main stages are included in the ICP routine in order to minimize point-to-point
distance:
1. The initial transformation (R0, t0) provides the coarse alignment between the model and the target
at a counter k = 0. It also narrows the search field for the neighbor points for the tracking algorithm.
2. Nearest neighbor search by using reverse calibration technique with radius r.
3. Finding correspondences between points from the frame A (e.g., points aj, j = 1, . . . , N) and
frame B (e.g., points bj, j = 1, . . . , N).
4. Compute the rotation Ri and translation ti that minimize the point-to-point error function [32] in










5. The ICP algorithm terminates when the registration error is less than the predefined threshold
value θerror, or when the number of iteration steps k is exceeded.
The ICP algorithm is an iterative process without guarantee that the optimization procedure
will give converge to the global minima. Having reached the minimum may cause large errors
in the expected pose of the target [19]. In general, the ICP solver is robust, but suffers from the
following issues:
1. Presented noise in measured and model point clouds.
2. There is no perfect correspondence between measurement and model point. It means that the
measured point will not be exactly the same point as a model.
3. Initial guess, which causes incorrect correspondences between model and measured points.
In order to reach convergence to the local minima it is necessary to provide the accurate input by
taking into account the above-mentioned problems. Notably, we assume the first guess for the first call
of ICP available. In fact, a pose initialization routine can be employed to estimate the pose of the target
spacecraft without guess [24].
3.3. Pose Estimation from 2D Gray-Scaled Images
Throughout the variety of the model-to-image registration techniques in computer vision
using monocular cameras, we focus on designing the pose tracking technique based on feature
correspondences between the 3D wireframe model and the detected features in the 2D image.
The choice of the image features is a very important prerequisite for the accurate pose estimation.
The image features are chosen during the mission design phase by considering simplicity and noise
sensitivity in order to be recognizable in every image frame. Moreover, we need to keep in mind that
even in cases when the depth data is partly lost and we still have only the redundant amplitude image
information, the quality of the amplitude image can be restricted. The restriction appears because
amplitude images contain also some occlusions, image noise and blur. These factors complicate the
process of feature extraction, but do not prevent the pose estimation pipeline. Using the prior pose, the
search space for the correct feature correspondence can be narrowed.
In this work we propose the model-to-image registration based on two types of low-level features:
straight lines and points. We found this approach more reliable and robust when working with the
existing mockup. Even under different environmental conditions, we try to distinguish and localize
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the edges of the spacecraft mockup, which are presented in form of straight lines and construct the
hexagon. Furthermore, we try to recognize the central nose circle of the mockup, which should be
visible by front side approach.
3.3.1. Image Processing
Amplitude images of PMD sensor reflect the strength of the signal received in each pixel of the
sensor chip. The pixelwise amplitude information from the sensor is stored in a range from 0 to 255.
Once a new image is acquired by the sensor, the edges of the mockup from the image are obtained
using standard Canny edge [33] detection algorithm.
The next step is to employ the Hough transform technique to detect the target’s edges and central
circle, which correspond to straight lines and circles on the image, respectively [34]. The target’s lines
and the central circle are highlighted with a red color on Figure 7d. The Hough transform can be used
in order to identify the parameters of a curve which best fits a set of given edge points. The shapes of
the object in the image are detected by looking for the accumulating points in the parameter space.
If the particular shape is presented in the image, then the mapping of all its points into parameter
space and finding the local maxima must cluster around parameters values which correspond to that
shape [34]. Computational capacity of the algorithm increases with the number of parameters which
define the detected shape; for example, lines have two parameters and circles three.
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In summary, the line detection procedure consists of the following steps [35]:
1. Low-pass filtering.
2. Edge detection, e.g., using the Canny-edge detection, see Figure 7b.
3. Mapping of edge points to the Hough space and storage in an accumulator.
4. Interpretation of the accumulator to yield lines of infinite length.
5. Conversion of infinite lines to finite lines, see on Figure 7c.
In order to generate a list of corrected feature pairs between the detected lines in the 2D image
and the given lines of the 3D model, the known wireframe model is projected onto the image plane to
a set of lines [36] using the pose solution obtained from the precedent pose estimation.
In some cases due to the space environmental illumination, the detected edges from the image can
be partial and broken lines, merged lines or even completely wrong detected lines, which do not belong
to the model. These inaccuracies can increase the number of feature correspondences between the lines
in the image and the model [13]. Furthermore, it induces the incorrect motion estimation. To cope with
this problem, a nearest neighbor search among detected lines from the Hough Transformation and the
projected lines of the wireframe model lines is involved in the chain of image processing pipeline.
The line neighbor search is essentially important in order to reject the lines not belonging to the
target’s edges. It is based on calculating the line differences in angle and position. The subset of lines
that meets the threshold requirements is assumed to be correct. Presuming the straight line as a vector
between a start and an end point, we can sum up the point-to-point correspondences of all the start
and end points from the model and the image.
Along with the straight line detection technique using the Hough Line Transform, there is also
the Hough Circle Transform technique for detecting circular objects in the image. The circle detection
workflow is similar to the line detection described above. The key difference is the accumulator matrix,
which returns the circles with three parameters: 2D coordinates of the position of the center and the
radius of the circle. Accordingly, we try to detect central circle part at the end of the nose. The wrong
detected circles, which do not belong to the original model, are eliminated from the image using
the nearest neighbor search for the coordinates of the position of the center. If the distance between
the detected central points is lower than the threshold, the detected circle is assumed to be correct.
The center position of the circle is the additional key feature correspondence for the pose estimation.
3.3.2. Pose from Points
Once we obtain the correspondences between image and model points, we can solve the so-called
Perspective-n-Point (PnP) problem to calculate the pose of the object with respect to the camera frame.
There are several available solvers for the PnP estimation problem. The comparative assessment results
for the different types of solvers are provided in the work of Sharma [37]. Based on the results of
this research, we choose the Efficient Perspective-n-Points (EPnP) algorithm [38] due to its superior
performance with respect to other solvers.
In order to determine position and orientation between a set of 2D image points {qi}ni = 1 and a
set of 3D model points {Qi}ni = 1, we need to know the correspondences {qi ↔ Qi}ni = 1. The key idea
of EPnP is non-iterative method for computing camera coordinates of four virtual 3D control points{
Q′i
}4
i = 1. According to [39] Q
′
1 is the centroid of the 3D points {Qi}ni = 1. The other three control
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refers to the camera coordinates of the control points.
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is 12× 1 vector of unknown
camera coordinates of 3D points which we want to compute. Here Y is linear combination of singular
vectors {Yi} corresponding to right null space of M, Y = ∑ βiYi. These singular vectors are the
eigenvectors of 12× 12 matrix MTM. Therefore, in order to obtain the camera coordinates Qci , we need
to compute the coefficients βi. Detailed description how to find the coefficients βi is presented in the
paper of Lepetit et al. [38].
4. Results
The proposed hybrid navigation technique was tested offline on two datasets of images recorded
in two different rendezvous scenarios simulated in DLR’s EPOS laboratory. The overall positioning
accuracy of the EPOS facility is 1.56 mm (position) and 0.2 deg (orientation) [21]. The algorithms
proposed in this paper were implemented in C++, using OpenCV [40] library for straight line and
central circle detection.
In the first scenario, we considered a frontal approach at a certain angle to an attitude-stabilized
target. Figure 8 shows the first dataset of depth and amplitude images acquired during this simulated
maneuver. In the second scenario, we considered a straight frontal approach to a target tumbling
about its X axis (see Figure 4) at a rate of 5 deg/s. The second dataset of depth and amplitude images
acquired during this maneuver is shown in Figure 9. Initial distance for both approach scenarios was 7
m. Overall, every data set consists of 20 images. For every test image acquired by the simulator, the
ground truth between camera and the mockup was logged by EPOS.
Figures 8 and 9 highlight the fact that amplitude and depth images, which were acquired at the
same instants, present some differences. In most cases, the amplitude image reflects most of the visible
contours, whereas on the depth image no information of some edges is available.
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Figure 8. (a–h) Some depth and amplitude images from the first dataset.
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The experimental campaign, which we considered in this paper, is as follows. The pose estimation
using the ICP with reverse calibration algorithm (detailed explanation is provided in Sections 3.2.1
and 3.2.2) is primary conducted. The image processing procedure, which is described in Sections 3.2.1
and 3.2.2, has been run thereafter for the amplitude images. After processing the output results from
the obtained depth images, we have revealed and shown how the redundant algorithm with the
amplitude images can (partly) compensate and/or provide more accurate estimations of the complete
pose, when the algorithm with the depth images provides inaccurate estimated pose.
4.1. ICP-Based Pose Estimation from PMD Depth Images
For the ICP with reverse calibration, we varied the radius for the 2D neighbor search. The radius was
defined in a range from 10 to 50 pixels. In Table 2, the Root Mean Square (RMS) errors and the processing
time are presented for both sequences of images after appliance of ICP with the reverse calibration.
Table 2. Root Mean Square (RMS) errors and average computational time for Iterative Closest Point
algorithm (ICP) with reverse calibration.
First Set of Images, Target not Rotating
Radius for the Neighbor Search 10 15 20 25 30 35 40 45 50
RMS (Roll), deg 4.050 3.102 3.08 2.59 2.38 2.58 2.69 2.82 2.51
RMS (Pitch), deg 5.822 1.463 4.71 3.96 3.744 3.081 5.134 2.91 3.52
RMS (Yaw), deg 2.232 2.024 2.58 2.308 2.44 1.044 2.02 2.36 2.10
RMS (X), m 0.077 0.106 0.08 0.088 0.086 0.06 0.074 0.058 0.077
RMS (Y), m 0.375 0.056 0.04 0.045 0.045 0.04 0.047 0.031 0.038
RMS (Z), m 0.157 0.182 0.11 0.096 0.100 0.08 0.117 0.087 0.088
CPU time, sec 2.1 2.3 2.5 2.6 2.9 3 3.1 3.3 3.5
Second Set of Images, Rotating Target
Radius for the Neighbor Search 10 15 20 25 30 35 40 45 50
RMS (Roll), deg 3.068 6.84 8.78 5.31 3.59 4.31 5.66 7.20 4.83
RMS (Pitch), deg 5.29 5.94 4.46 5.56 3.44 7.05 3.90 4.59 6.64
RMS (Yaw), deg 1.94 1.83 1.33 0.526 1.81 1.103 1.94 1.81 1.24
RMS (X), m 0.099 0.16 0.20 0.15 0.104 0.177 0.12 0.150 0.126
RMS (Y), m 0.089 0.109 0.113 0.092 0.077 0.07 0.109 0.116 0.166
RMS (Z), m 0.05 0.046 0.046 0.039 0.048 0.034 0.037 0.044 0.039
CPU time, sec 3.1 3.45 3.8 4.2 4.6 5 5.4 5.8 6
The demanded central processing unit (CPU) times for processing one image for the both data
sets are also presented in Table 2. Considering the results from the recorded datasets of the images, it
could be noticed that the radius of the neighbor search influences the position errors. It is connected
with the obtained data from the sensor. If some depth data of the mockup are absent on the image, no
neighbor points could be found for some points of the projected model. Besides that, some incorrect
information could be presented on the image, e.g., high reflection from the target can create additional
areas of the depth, which in reality does not exist. It evidently can be observed on the Figure 9 in the
images 5, 7 and 9.
Therefore, the low number of point correspondences or mismatches between scene and model
points can lead to the incorrect estimation of the pose. In general, the good case with low RMS position
errors could be found throughout the whole simulated results both for the first and for the second
datasets. For example, if the radius for 2D neighbor search for the non-rotated target is in a range
of 25, 30 and 35, the RMS errors for the rotation components do not exceed 4 degrees and the RMS
errors for the translation components are in the range less than 10 cm. For the rotated target, because
of the quite large number of outliers and completely absent depth information from one side of the
mockup in the first depth images, the translation RMS errors along the X axis are high almost in all
simulated cases. However, if the radius is equal 10, 25 and 30 pixels the RMS errors for the rotation
components do not exceed 7.05 degrees and the RMS errors for the translation components are less
than 15 cm. In fact, input for the pose estimation algorithm with depth images is the raw depth data
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without depth correction algorithm. Therefore, we assume that the RMS errors for the radiuses 10, 25
and 30 are acceptable, knowing that they include not only the errors from pose estimation algorithms.
Let us consider the detailed errors of pose estimation for every depth image when the radius of
the neighbor search is equal 25 pixels. On Figure 10, the norm of angular and translation errors are
presented for the attitude–stabilized and for the tumbling target over time. The spots in a form of error
spikes on these two plots (e.g., images 15, 17, 19 for the first data set and images 4, 7 and 9 for the
second data set) indicate the moments when the error of estimated pose with depth image is very high.
For the first scenario, these peaks have been caused by position of the stabilized target, as the left part
of the spacecraft was hardly observed. For the second dataset, peaks of errors have arisen since the
target was tumbling, causing severe reflections from the surface. Therefore, in the next section we
show the results for the same data sets the EPnP-based pose estimation technique on the amplitude
images in order to investigate how to overcome these peaks of pose error.
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Figure 10. (a) Norm of angular error f r the attitud -stabilized and rotated target with ICP-based
technique and radius for neighbor search 25 pixels. (b) Norm of translation error for the
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4.2. Pose Estimation with the Amplitude Image from PMD Sensor
We now test the supplementary EPnP-based pose estimation technique on the amplitude images
of the two datasets. In particular, we want to investigate when this technique can overcome the peaks
of error generated by the ICP-based pose estimation algorithm. This comparis n is performed by
considering the results of the ICP-based algorithm with search neighbor radius of 25 pixels.
Because of th shape of the mockup (see Figure 4), w can get only a limited amount of the
endpoints from the detected lines (see explanation in Section 3.3.1). As shown in Figure 7, the
maximum number is 7 points: 6 intersected points or corners of the hexagon along with the center
of the central circle. Since not all the feature points can be detected in every fra e, we just run the
algorithm for that number of points which was available after image processing.
On Figure 11 and on Figure 12, the norms for rotation and translation errors of pose estimation
are individually shown for each depth and amplitude image. The red marking on both Figures shows
the cases when the algorithm with the amplitude images shows better results by estimating pose than
ICP with the depth images. The average central processing unit CPU time to process one amplitude
image is about 1 s.
Robotics 2018, 7, 5 17 of 22
From the results in Figure 11, we can determine that, in the case of the non-rotated target, the errors
for estimated orientation using the EPnP-based pose estimation technique (images 7, 18 and 19) are
lower. In Table 3, the error norms for rotation and translation are presented for the mentioned images.
These errors are due to the approaching scenario. The closer the target was, the less the front left
part was visible and the central circle part could not be fully detected correctly. The Figure 13 shows
the 7th depth and amplitude images from the first data set, where the EPnP outperforms the ICP with
reverse calibration in the form of calculation of the rotation and translation components, because of
the missed depth data of the left upper and lower parts of the mockup in the depth image.
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In the case with the rotating target and when the depth measurement of the right part of the
mockup are also absent at the beginning of the tracking, one can observe a sufficient advantage of using
2D amplitude images for the estimation of the rotation and also some of the translation components.
For example, the most obvious example is presented on Figure 12 and image 4, 7 and 9.
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Figure 13. Subfigure (a) depicts 7th depth image and subfigure (b) contains the 7th amplitude image
from the first data set, where the EPnP outperforms the ICP with reverse calibration in form of
calculation of the rotation and translation components.
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The 7th depth and amplitude images from the second data set are depicted on Figure 14, as it was
made for the first scenario. The norms of attitude and position errors for the mentioned images with
the ICP-based technique and the EPnP technique are presented in Table 4.
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Figure 14. Subfigure (a) depicts the 7th depth image and subfigure (b) contains the 7th amplitude
image from the second data set, where the EPnP outperforms the ICP with reverse calibration in form
of calculation of the rotation and translation components.
Table 4. Norms of translation and rotation errors for the tumbling target in the second dataset.
Norms of Translation Error, Meter
Image 4 7 9
ICP-based technique 0.39 0.6 0.49
EPnP technique 0.10 0.277 0.15
Norms of Attitude Error, Degrees
Image 4 7 9
ICP-based technique 15.73 25.91 23.27
EPnP technique 4.72 4.35 2.7
The monocular vision overcomes the performance of the algorithm with depth images due to the
higher quality of the amplitude images. The depth images were strongly corrupted by the absence of
the depth data.
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5. Discussion and Conclusions
A hybrid navigation technique for tracking the pose of an uncooperative target spacecraft during
close range rendezvous has been proposed in this paper. The key innovation of this technique is the
usage of two different pose estimation approaches to ensure robustness in the tracking procedure even
under harsh illumination conditions. This is possible since the PMD sensor provides two types of
measurement at the same time: one depth image and one amplitude image, which is analogous to
a gray scale image. The first method for pose tracking is the ICP algorithm with reverse calibration,
which determines the current pose by matching the measured point cloud with a reference 3D model
of the spacecraft. The second technique employs the Hough algorithm to detect the target’s true
edges in the amplitude image as straight lines. Subsequently, the endpoints are matched with the
corresponding vertexes of the 3D model. Finally, the EPnP solver estimates the current pose of the
target spacecraft using these point correspondences.
The main advantage of the proposed technique is the software redundancy by using the
measurements of the PMD sensor without hardware redundancy. This redundancy is crucial to
ensure robustness of the tracking procedure. In fact, the test campaign using realistic sensor data
from DLR’s European Proximity Operation Simulator facility showed that the ICP routine produced
some inaccurate estimates. These errors were originated by the corrupted depth images caused by the
intense light reflection on the target’s surface that saturates the sensor’s pixels. To ensure precise pose
tracking, we cannot rely on the depth measurements only. In case of problems, it is necessary to use
the additional pose estimation technique based on the EPnP algorithm and the amplitude images.
It turned out that that the amplitude measurements provide an accurate 2D image of the spacecraft
algorithm under the same illumination conditions as in the case with depth measurements, allowing
precise pose estimation using the image processing and EPnP. With these results, we proved the
necessity to adapt the pose estimation pipeline to the sun illumination and we demonstrate the
potential usage of the proposed techniques in one unique hybrid navigation system. The proposed
improvement will increase the accuracy and robustness of the navigation system to keep tracking the
target with the PMD camera. We are interested in the further combination of the best measurements
from the pose estimation techniques in order to get the final one pose. This solution should balance
the pros and cons of the proposed completely different techniques, based on the experience obtained
during the test simulation with real data. Throughout different techniques for the fusion of the state
estimates, we would consider the Kalman filter as a typical one applied in visual tracking applications.
Potentially, it is necessary to test the hybrid navigation technique for different test scenarios,
e.g., by simulation of a sun illumination from different directions or by choosing another approach
scenario with other visible parts of the mockup, which have other shapes and types of material.
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