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INTRODUCTION 
LET X be a nonsingular irreducible complete algebraic curve over the field C of complex 
numbers, and let X(n) denote the nth symmetric product of X. The first part of this paper 
is devoted to an explicit determination of the integral cohomology ring of’@), and to the 
calculation of many of the topological and algebraic invariants of X(n). 
Once a base point has been fixed on X there is a natural mapping of X(n) into the Jaco- 
bian J of X, and it is well known that if n > 2g - 2 X(n) becomes in this way a pro- 
j ective fibre bundle over J. There is a canonically defined vector bundle Y of rank n - g + 1 
on J whose associated projective bundle is X(n), and we determine the Chern classes of I’, 
and of X(n). 
Next we apply our knowledge of H*(X(n), Z) to various questions of enumerative 
geometry on X; in particular we obtain natural proofs of the results of an earlier paper [5] 
which were there obtained laboriously by classical methods. 
Finally we calculate the zeta function of X(n) (X being now defined over a finite field) 
and verify Weil’s conjectures in this case. 
THE COHOMOLOCY RING 
1. We begin by recalling a particular case of the general theorems of Chapter V of 
Grothendieck’s Tohoku paper [3]. Let X be a topological space, G a group of homoeo- 
morphisms of X; let Y denote the orbit space X/G and let f: X + Y be the projection 
map, i.e., f(x) is the orbit of x under G. Let 0 be a G-sheaf of rings on X (the terminology 
and notation is that of [3n and OG the sheaf of germs of G&variants of 0: that is to say, 
ti is a sheaf on Y defined by 
r.(:(v, sG) = r(f - I( v), qG 
for V open in Y, where Y(f -l(v), O)G ’ is the subring of G&variants of r(f -l(y), 0). 
(1 A) Suppose X is a Hausdorfi space and G a finite group of homoeomorphisms of X, 
and that 0 is a coherent sheaf of finitely generated K-algebras, where K is a field whose 
characteristic is zero or prime to the order of G, and G acts trivially on K. Then we have 
natural isomorphisms 
Hp(r, QG) + Hp(X, 6’)’ 
for each p > 0. 
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To prove this, set A = B = 0 in Theorem 5.6.3 of [3]. Then we have spectral sequences 
I, II with initial terms respectively 
1p;q = HP(y, Ex?$c(O, 0)) 
IIF = HP(G, Ext; (X; @,I?)) 
and common limit term 
l&-II; = ExK&J(X, @,O). 
Let x E X. Then since 0 is a coherent sheaf of noetherian rings we have isomorphisms 
EJ~,G(@, Q,,, =. Ext:,$J(O,, 69 = H”(G, 6’3 
([3], equation (56.10) on page.215) and the conditions of (1.1) ensure that H”(G, 0J = 0 
for all x E X and all n > 0. Hence (as fmaps A’ onto Y) all the stalks of Exz& (?,(?I) are 
zero if n > 0 and therefore IPi’ = 0 whenever q > 0. 
Thusthe spectral sequence I collapses and we have isomorphisms 
IP.0 N IP 
2 -,rn’ 
Also we have IIpq = 0 ifp > 0, for Extg (X; 0,O) is a K-vector space and the charac- 
teristic of K is prime to the order of G ; hence II also collapses and gives rise to isomorphisms 
11: r IQ? 
But 
and 
II$q = H’(G, Ext$(X; 0,O)) = H’(G, Hq(X, 0)) = Hq(X, O)G. 
Hence the result. (One can of course construct a direct proof which avoids quoting 
these spectral sequences.) 
(1.2). If X, G, K are US in (1.1) then 
f* : H*(Y, K) + H*(X, K) 
is an isomorphism of H*( Y, XC) onto H*(X, lQG. 
EorifwetakeO = Kin (l.l), then also BQ = K (as a constant sheaf on Y). From 
the remark following equations (5.2.6) and (5.2.7) on p. 201 of [3], it follows that the 
isomorphism of (1.1) coincides with f *. 
2. From now on X shall denote a compact connected Riemann surface of genus g, 
m other words a complete irreducible nonsingular algebraic curve over C. We have 
H’(X, Z) = Z, H’(X, Z) = Zzo, H’(X, Z) = Z 
and H2(X, Z) has a preferred generator fl induced by the orientation of X. The ring structure 
of H!(X, Z) may be descrii as follows: we can choose generators ar, . . . , apg of H’(X, Z) 
suchthat 
(2.1) ap,=O unlessi-j= fg; api+,= -ai+#tll=fl (l<i<g). 
(Here and throughout we &note cup-product by juxtaposition.) Furthermore (2.1) is a 
complete set of de&ring relations for H*(X, Z). In particular these relations imply 
(2.2) ct&I = /.Iai = 0, fi2 = 0. 
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IfK is any field then H*(X, K) = H*(X, Z)&K, and if X” is the product of II copies 
of X then W*(X”, K) = H*(X, K)o” (ti tensor power over K). Let 
a& = 1 @ . . . @l@al@l@ . . . @loHW,K), 
&=l@ . . . @l@,B@l@ . ..@116H2(X”.K), 
the ai and /I being in the kth place. Then H*(X, K) is generated as a ring over K by the 
afL and the /?k (1 < i < 2g, 1 < k < n) subject to the relations 
(2.3) a&+=0 unless i-j= kg; 
aifli+0tL = -ai+&k = pk (lGi,<g); 
a$jl = -allaa. 
In particular these relations imply that 
(2.4) a&=&a&=0; Bi=o; 
and that each /?,, commutes with every element of H*(X”, K). Every non-zero monomial 
p in the a’s and B’s can therefore be written in the form 
(2.5) P = k ei,k, . . . ai$+& . . . h, 
where 1 < k, c . . . c kp Q n and 1 < I, < . . . <Z,~n,andeachoftheKsisdifkrent 
from each of -the Z’s. The monomials (2.5) for which p + 2q = I form a basis of the K- 
vector space Hr(Xn, K). 
3. From now on we shah assume that K is a field of characteristic zero. The symmetric 
group S, operates on A? by permuting the factors and hence operates also on the coho- 
mology ring H*(X”, K). Ifg E S, then 
&air;) = %-qk), d/h) = &-1(k). 
Let H*(X”, IQ’” denote the set of all 5 E H*(X”, K) such that g(e) = < for all g E S,. It is 
a subring of H*(p, K). 
(3.1) H*(JY, K)‘* is generated as a ring over K by I&, . . . , t2# a$ q where 
Tr = ail f . . . + a, (1 < i < 2g), 
?I=/.$ + . . . +p.. 
ProoJ Ceztainly the es and q are in H*(X’, w. Conversely if w is any element of 
this subring then 
(3.11) 
on the other hand we can write o as a sum of monomials p in the a’s and $s, where a typical 
p is given by (2.5). We have 
(3.12) i z gQ = mL . . . L,v~, -Q, 
II 
since the k’s and I’s in (2.5) are all distinct. From (3.11) and (3.12) Q) is a polynomial in 
e 19 ..* , t2@ and q, with coefficients in K. This completes the proof of (3.1). 
B 
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(3.2) Ifr d n, then 
dimx H’(X”, K)‘” = dim, Hz”-’ (X”, K)s” = (‘e) + (rZg2) -I- . . . . 
From ([6], $5), dimK H’(X”, K)s. is the coefficient of x’t” in the power series expansion of 
(1 -I- xt)2’/(1 - t)(l - X2?) 
and (3.2) follows. Alternatively, it is easy to verify that the monomials T,, . . . tl,+ for which 
1 < iI < . . . <iP<2gandp+2q = r form a basis of H’(X”, K)“m if r G n, and that the 
monomials ri, . . . ~,p~qforwhich1<iIc...<iP<2gandp+2q=2n-randp<r 
form a basis of HZ”-‘(Xn, I@n. 
4. Let X(n) denote the quotient space X”/S,, with the quotient topology. Let 
f: X” -+ X(n) be the projection map. X(n) is the nth symmetric product of X. Since X is 
compact and connected, so is X(n). Applying (1.2) we have 
(4.1) f * : H*@(n), K) -b H *(X’, K) 
is an isomorphism of H*(X(n), K) onto H*(Xn, K)‘“. 
Hence, from (3.2): 
(4.2) If B, is the rth Betti number of X(n) then 
Br=B2n_r=(2r9)+(ry2)+.... (O<r<n). 
(4.3) The Poincart! polynomial B,, f B,x + . . . -i- B2,,x2” of X(n) is the coe#cient of 
t” in the expansion of 
(1 + tx)2’/(1 - t)(l - tx2). 
(4.4) The Euler-Poincare’ characteristic of X(n) is 
x = (-1)“(29,2) 
(put x = - 1 in (4.3)). 
5. By virtue of (4.1) we may identify H*(X(n), K) with H*(X”, K)‘” by means off *. 
Hence, from (3.1), H*(X(n), K) is generated over K by <r, . . . , 52g and q, and the t’s 
anticommute with each other and commute with q. 
Let E denote the exterior algebra over K on 2g generators x1, . . . , xzg and let E[L’j 
denote the polynomial algebra over E in one indeterminate y. We assign degree 1 to each 
x1 and degree 2 to y, so that Eb] becomes a graded ring, and from what has just been said 
the homoeomorphism 
(5.1) e : E[y] + @(X(n), K) 
defined by e(xJ = Tr and s(y) = q is an epimorphism of graded rings. 
The following notation will be convenient : for each i = 1, 2, . . . , g let 
(5.2) I- x1 - xi+er c; = Cr+g, aik= , ai+# k9 
4 = xix;, ui = <it:, 
f4 = si - Y, 41 = fli - 4 
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Let N denote the set of integers (1, 2, . . . ,g). (N=Oifg=O.) IfAisasubsetofN 
let x, denote xi, . . . x1,, where iI, . . . , i,, are the elements of A in ascending order. Define 
x2, s,, CA etc. similarly, with the convention that they are all equal to 1 if A is the empty 
set. Finally let n, denote the number of elements in A. 
(5.3) The kernel of E is generated by all elements in Eb] of the form 
(5.31) x,&Wq, 
where A, B, C are mutually disjoint subsets of N such that 
(5.32) nA + nB + nc + q = n + 1. 
To show that xAx;Ivcyq is in the kernel of E we have to show that T&,$cqq = 0 in 
H*(X(n), K). Now 
since pk = aika; by (2.3). Hence if we expand out &,5~$c~q as a sum of monomials in the 
tlik, a&, & a typical monomial is say 
v = (ailp, . . . %,p.)(aJ,ql . . . aJbqb)bk,rla;,s, . . . ~k,r,~~cs~)B,, . . . B,, 
where A = (iI, . . . , i,), B = GI , . . . J,), C = (kl, . . . , k,) and ri + si for 1 < i < c. Suppose 
v + 0. Then it is easily seen, using (2.3) and‘(2.4), that all the sufhxes p, q, r, s, t must be 
distinct; but (5.32) shows this to be impossible. Hence v = 0 and consequently~&$,tlQ = 0. 
Hence all the elements (5.31) which satisfy (5.32) lie in the kernel of E. 
Let a be the ideal of Eb] generated by all the elements (5.31) which satisfy (5.32), 
and let F = E&]/a. a is a homogeneous ideal and F = Q F, is a graded ring. Since a E ker E, 
ra0 
E induces an epimorphism E’ : F + H*(X(n), K), and we have to show that E’ is an iso- 
morphism. By abuse of notation we shall use Xi and y to denote the images of xI and y in 
F, SO that E’(XJ = <is E’Q = 8. 
For each r z 0 we have an epimorphism E:, the restriction of E’ to elements of degree 
r in F. Suppose 0 < i < n. AU the generators of a have degree greater than n by (5.32), 
hence F, = Eb], and therefore 
(5.33) dim, Fr = dim, E[y], = (5”)+(rZg2)+..., 
which is equal to dim, H’(X(n), K) by (4.2). Hence EL is an isomorphism for 0 < r < n 
Next consider F,,_,(O < r c 12). This is spanned by the monomials m = x,.u&cyq for 
which 
(5.34) nA + nB + 2nc + 2q = 2n - r 
and A, B, C are mutually disjoint subsets of N. Now x,,x&yq = 0 in F provided that 
nA + nB + 2nc + q > n, 
that is, provided that q < n - r. Since uc = lI (st - y) it follows that if q c n - r then 
I& 
xAx&yq is linearly dependent on monomials x,x&~~‘, for which C’ c C and q’ > q; 
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hence Fi,,_, * IS spanned by the monomials m for ‘which q > n ‘- r and therefore the mapping 
6:F,+ F,,_, defined by 0(u) = Y”-‘u is an epimorphism. Hence &_, a 8 : F, --+ 
P-‘(X(n), K) is an epimorphism. But F, and H’““(X(n), K) have the same dimension, 
by (5.33) and (4.2). Hence E;,_, 0 0 is an isomorphism and therefore so is a;,,, . 
To complete the proof of (5.3) we have to show that F, = 0 if r > 2n. For this we need 
(5.4). Let m = xAx&yq E F,,, where A, B, C are mutually disjoint subsets of h? Then 
m = 0 unless A = B = 0. AI.0 
scyq = y”. 
Assuming (5.4) for the moment, let m = xAx&yq E F,, r > 2n. If m $5 0 then by (5.4) 
we must have A = B = 0,hencem = scyq = 4 for some a > n. But the defining relations 
of F include y”+’ = 0; hence m = 0 and consequently F, = O if r > 2n. .This completes 
the proof of (5.3). 
To prove (5.4), we have m = &xA,cxkyqx& and x,,cxLyq = 0 in F if nA + ns + 
nc+q>n. But mEF2,, so that n, + nB + 2nc + 2q = 2n. It follows that m = 0 
unless nA = nB = 0, that is, unless A = B = 0; and therefore any non zero monomial in 
F2” is of the form scyq. 
We have relations yq IT (Si - y) = 0 whenever 2nc + 4 > n, and from these it follows 
i&?C 
easily (by induction on nc) that sdq = y”. 
6. The set of generators given by (5.3) is unnecessarily large, and we can cut it down by 
means of the following lemma: 
LEMMA (6.1). Forjixed A, B, C and q, suppose that xAx;vcyq = 0 in some homoeomorphic 
image of Eb]. Let j be any element of C and let A’ = A v (j), B’ = B u (j), c’ = C - (j). 
Then 
x,.x&y q+l =O cl+1 , x,x;vc.y = 0, X,&VcY qf2 = 0 
Proof. We have vc = (si - y)vc, and hence 
(6.11) X*X;V~SjY q= x,x;v,.y q+? 
Multiply both sides of this equation by xj and we get xA~x&yq+’ .= 0, since xjsj = 0. 
Similarly x,x~vcPyq+l = 0. Also from (6.11) we get 
x.4xLvc.y q+2 = x,x+,.sjy q+i = x,&&Q 
which is zero since s: = 0. 
It follows from (6.1) that, if go is any fixed positive integer, then the set OF relations 
(6.2) x,x;vcyq = 0 
where A, B, C are mutually disjoint subsets of N which satisfy (5.32) and for which q < qu, 
imply all the relations (6.2) for which q > go. Since n,, + nB + nc G g we have 
4 = n + 1 - (nA + nB + 2nc) >, n + 1 - 2(nA + ne + nc) > n + 1 - 29. 
Hence if n < 2g all the relations (6.2) are consequences of the relations 
x,x&c = 0 
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forwhichnA+nB+2n,==n-t-l;andifn>2g- 2 al1 the relations (6.2) are couse- 
quences of the relations 
X,X;V,y 
n--2g+1 = 0 
where 
n,+n,+2nc+n-2g+l=n+l; 
now n, + nB + nc < g, so we can only have n,, = nB = 0, nc = g: that is, A = B = 0, 
C=N. Thusifn>2g- 2 all the relations (6.2) which define Fare consequences of the 
single relation ~~y”-‘~+~ = 0: in other words, if n > 2g - 2 then a is a principal ideal in 
ELYI. 
Let us summarize the results we have obtained: 
(6.3) Let X be a compact connected Riemann surface of genus g, X(n) its nth symmetric 
product, K afield of characteristic zero. Then the cohomology ring H*(X(n), K) is generated 
over K by elements 11, . . . , &, t;, . . . , t!; of degree 1, and an element q of degree 2, subject 
to the following relations: 
(i) the T’s and r”s anticommute with each other and commute with n; 
(ii) rfil, . . . , io,.il, . . . ,.A,, kl, . . . , k, are distinct integers from 1 to g inclusive, then 
(6.31) li, *** 5i,r(i, *mm cJb(L15L‘ - n) em* (G,E, - n)‘l’ = O 
provided that 
a+b+2c+q=n+l. 
If n < 2g all the relations (6.31) are consequences of those for which q = 0, and ifn > 2g - 2 
all the relations (6.31) are consequences of the single relation 
rl “-2~+1ifJ&s’; - ?#I) = 0. 
(g-n = 2g - 1, these two descriptions agree.) 
We shall need the following result later, and it fits in conveniently here: 
(6.4) If 2m Z n - 1 then 
’ (1 + it)‘“-’ A(1 + bit) 
i=l 
is a polynomial of degree <m in t. 
Proof. If m 2 g this is obvious. 
(1 + ,It)+Jl + 
which when expanded out is 
If nt -K g then 
ait) = (1 + vt)m-glfil(l + qt + #it) 
P 
(6.41) (1 + ttt)” +- (1 -t r#‘-‘t C #Jo + . . . -I- P C $ir . . . 4r, 
+ (1 + qt)“Z=+’ c 4,‘ . . . +,,+, + . . . . 
Now the relations (6.31) show that & = 0 provided 2nc 2 n + 1, hence provided nc > m. 
SO all the terms on the second line of (6.41) vanish, and hence (6.41) is of degree grn in t. 
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7. The structure of the cohomology ring of X(n) with rational coefficients is settled by 
(6.3). This however leaves open the question of torsion. We shall show later (see paragraph 
12) that in fact H*(X(n), Z) is torsion free, and therefore 
(7.1) (6.3) remains true with K replaced by Z throughout. 
DIFFERENTL4L FORMS 
8. In general, if X is a topological space carrying a sheaf of rings 0, the structure sheaf 
of X, and if G is a group of structure-preserving homoeomorphisms of X (in other words, 
0 is a G-sheaf of rings on X) then the orbit space Y = X/G is to be thought of as carrying 
OG as structure sheaf. 
Consider in particular the case X = C”, with the usual topology, the structure,sheaf 0
being the sheaf of germs of holomorphic functions on X, and G being the symmetric group 
S, acting on X by permuting the factors of the product; then Y is the nth symmetric product 
of C. Explicitly, if g E: S, and z = (zr, . . . , ZJ E X then g(z) = (L;J(~), . .. , zgcn,). If 6, E 
r(U, O), i.e. if (p is a holomorphic function defined on an open set U c X, then g(4) is 
defined to be 4 D g-r E I(g(U), 0). 
Let CE Y and let .z = (zi, . . . , z,,) if-’ (J: X + Y being the projection of X onto 
Y). Let &, . . . , Cn be the elementary symmetric functions of the zr. Then we have a mapping 
8 : Y + C” defined by @((r;) = (cl, . . . , [,). Since C is algebraically closed, 8 is a bijection. 
8 is continuous, since the T’s are continuous functions. of the z’s; and 0-l is continuous 
since the roots of a manic polynomial with complex coefficients are continuous functions of 
those coefficients. Thus 8 is a homoeomorphism. Furthermore, if U is an open subset of Y 
then the elements of I’( U, Osn) are (by definition) the holomorphic functions in zr, . . . , z, 
which are defined on f -l(U) and are symmetrical in zr, . . . , z,; and these are precisely 
the holomorphic functions in [i, . . . , (, which are defined on O(U). It follows that Y, 
with 0’” as structure sheaf, is isomorphic to C” as a complex manifold. 
9. Let o = Cf,, . . . iPdzl, A . . . A dziP be a holomorphic p-form defined on an open set 
U c C”, i.e., o E r( V, fip)) where @J’) as usual denotes the sheaf of germs of holomorphic 
p-forms on X = C”. If g E: S, we define 
g(w) = C SU*...i,) dzg-l(i,j A **a h dZg-l(ip)- 
g(o) is a holomorphic p-form defined on g(U). Suppose U is invariant under S, (i.e., 
U = f 'l(v) for some open set V c Y) and o = g(w) for all g E S,. Then g( fi2...p) = 
fi2..., provided g leaves each of 1, 2, . . . , p fixed; hencef;,..,, is symmetrical in zp+r, . . . , 
z, and hence is a holomorphic function of the r’s and zi, . . . , zp, say 
fiz..&, , . . . 3 4 = MC; ~1, . . . , 2,). 
Next, choosing g E S, such that g(l) = il, . . . , g(p) = iP, we have 
f i*...I, = 9-Yf1L.p) =fiz...p(z,(*) 9 ... 9 Z,(“J 
= NC; zip, -1. 3 zi,) 
and thus w is of the form 
Q)=Ch(C;Zr,, ... ,ZiJdZi, A ... AdZip. 
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Now we can expand h(c; q, . . . , zp) as a convergent power series in q, . . . , zp with 
coe5cients which are holomorphic functions of the C’s, say 
Ml; 21, . . . 9 zp> = c %,...,cM’ *-* g? 
and therefore we have 
0= c %...&k, A **a A k, 9 
where 
ti, is a l-form in the c’s, hence finally o is a p-form in the rs, so that (Q($))sn c !2(@. The 
converse inclusion is obvious, and therefore 
(9.1) (Q$J’>srr = al”. 
10. Now let X be again a compact connected Riemann surf- of genus 9. Let Ox be 
the structure sheaf of X (the sheaf of germs of holomorphic functions on X) and Ox= the 
sheaf of germs of holomorphic functions on x”. Then the ringed space (X(n), (0x-p) is a 
complex manifold. 
For if y E X(n) then y is the image of say (x,, . . . , x,) E x”. We can find an open subset 
U of X containing the n points x1, . . . , x, such that (V, 0x1 U) is isomorphic to (C, Oc), for 
example by considering a dissection of the Riemann surface X. Then (U”, Ox.lU”) is iso- 
morphic as a ringed space to (C?, 0,“). Let V = f(V), then Vis the nth symmetric product 
of U and therefore V with the sheaf (O,,)snl V as structure sheaf is isomorphic to C” as a 
complex manifold, and V is an open neighbourhood of y in X(n). Hence X(n) is locally 
isomorphic to C” and is therefore a complex manifold, and the sheaf of germs of holo 
morphic functions on X(n) is (Ox.)‘n. 
In view of (9.1), the same thing holds for the holomorphic differential forms: 
(10.1) (Q$)s~ = ni7;, (0 G p < n). 
11. If 2 is a compact complex manifold, let n(g) denote the sheaf of germs of ho o- 
morphic p-forms on 2, and let PB4(Z) denote the C-vector space Hq(Z, h(g)). The direct 
sum 
H(Z) = @ P,, 
P.4 
is a bigraded ring, in which the multiplication is cup-product. If 2’ is another compact 
complex manifold we have a natural isomorphism of bigraded rings 
H(Z x Z’) z H(z) @ cH(Z’). 
Hence, X being a Riemann surface as before, H(X”) = H(X)@“. By (10.1) and (1.1) 
it follows that H(X(n)) is the ring of 5’Jnvariant.s of H(X)@“. Hence H(X(n)) can be des- 
cribed explicitly just as in paragraphs 3 to 6: the description given in (6.3) fits provided we 
take K = C and assign bidegree (1, 0) to the cs, bidegree (0, 1) to the e”s and bidegree 
(1, 1) to 17. Hence if hpnq denotes dime HP*p(X(n)) then 
(11.1) hP.Q _ h”-P.-l =(i)(i) + (,“&“l) + ***’ 
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provided p + q < n, and consequently c,,, hP*QtPr* is the coefficient of x” in the expansion 
of 
(11.2) (1 + CX)ql + rxY/(l - x)(1 - trx). 
Hence xp = LZ ,, (- l)qhplq is the coefficient of tPx” in 
(1 + txY(l - x)@/(l - x)(1 + tx) = (1 f ?X)““(l - x)o-l 
(put?= - 1 in (11.2)), so that the Xp-genus of X(n) (Hirzebruch [4]) is 
(11.3) xv = p$O XPYP = coefficient of x” in (1 + ~y)~-‘(l - ~)~-i. 
Inparticular: x-1 3: EulerlPoincare characteristic of X(n), 
= coe5cient of x” in (1 - x)‘~-~, 
in agreement with (4.4); 
(11.4) 
Xl = index of X(n), 
= coe5cient of x” in (1 - x’)O’~, 
= 
Oifn is odd; 
x0 = arithmetic genus of X(n) (in Hirzebruch’s sense) 
= coe5cient of x” in (1 - x>“-’ 
=i (-1)” (“; 1). 
~fp, is the arithmetic genus in the classical definition,_ then 1 + (- l)“p, = xo and therefore 
(11.5) 
g-l ,“’ 
Pa= n ( ) +(-l)“+‘. 
It follows from (11.3) that x,(X(n)) is zero if n > 2g - 2. This fact ca I also be derived 
from Satz 21.2.1 of [4], which tells us that x,(X(n)) = 
Jacobian of X, but x,(J) = 0. 
The geometric genus of X(n) is 
x,(P.-,(c>)-x,(f), where J is the 
(11.6) 
and the irregularities are 
q2 = /r’s0 = g 
93 _ 1 . . . . . . 
qm = h”-l*O - h”‘2*” + ... + (-1)ahl.O 
so that the rth irregularity q, of Xh) is the arithmetic genus of X(r - 1). 
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TORSION 
12. Choose a base point x0 on the curve X, and let X,, = X - (x0). 
(12.1) X0 is an afine algebraic variety. 
For if N is any integer 329, then by Weierstrass’s Gap Theorem-there is a rationa 
function 4 on X which has a pole of order N at x0 and no other poles. The complete linear 
series defined by the divisor Nxo has no fixed points (for the zeros of $J form a divisor 
belonging to this linear series) and therefore defines a nonsingular embedding of X in 
a projective space P, in which the divisors of this linear series are cut out by hyper- 
planes. Hence there is a hyperplane H in P which meets X only at x0, and consequently 
X - (x0) = X0 is affine. 
As before, let X(n) be the nth symmetric product of X. We may identify the points 
of X(n) with the positive divisors of degree n on X. Hence we have a mapping 
j : X(n - 1) + X(n), 
defined by j(X) = I + x0. 
j is an isomorphism of X(n - 1) onto a closed subvariety of X(n). Consider X(n) - j(X(n - 1)) 
it is the set of all points of X(n) in which x0 does not feature, hence it is the nth symmetric 
product of X0: 
X(n) - j(X(n - 1)) = X,(n). 
Since X0 is affine by (12.1), so is X,(n) (the nth symmetric product of an affine variety is 
afline, and its co-ordinate ring is constructed in the obvious way: see Serre [9], Chapter III). 
Hence X,(n) is a nonsingular affine variety and therefore a Stein manifold, and so the usual 
argument leading to the Leftschetz prime section theorem shows that 
(12.2) The cohomology homomorphismj’ : H’(X(n), 2) + H’(X(n - l), Z) is an isomor- 
phism fbr 0 SZ r < n - 1, and a monomorphism for r = n - 1, and coker 7-r is a free 
abelian group. 
We can now show that 
(12.3) H*(X(n), Z) is torsion.free. 
By Poincare duality it is enough to show that H’(X(n), Z) has no torsion for 0 ,< r < n. 
Suppose first that n > 2g - 2. Then X(n) is a projective bundle over the Jacobian J of X; 
since J is torsion free it follows by a theorem of Bore1 ([2], Prop. 30.3) that X(n) is torsion 
free. 
If n < 29 - 2 we use descending induction on n. Suppose then that X(n) is torsion 
free. Then by (12.2) H’(X(n - I), Z) is torsion free for 0 < r < n - 1, and we have an 
exact sequence 
0 -+ H”-‘(X(n), Z) + H”-‘(X(n - l), Z) + A -, 0 
where A is a free abelian group. Thus H”-‘(X(n - l), Z) is an extension of a torsion free 
group by a torsion free group and is therefore itself torsion free. Hence X(n - 1) is torsion 
free and the induction is complete. 
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13. Let X be a complex manifold, Y a holomorphic vector bundle on X with fibre 
CQ, X the projective bundle on X associated with K The fibre of X is P4_r(C). Let 
$ : X +X be the projection. If L is the principal bundle on X associated with V, then 
X = L/GL(l, q - 1; c) in the notation of [4]. Thus L is a principal bundle over X with 
group GL(1, 4 - 1; c), and by [4] Satz 3.4.4 the associated P-bundle is @‘l(v). Thus 
the structure group of +“(I’) can be reduced to GL(l, q - 1; C) and we have an exact 
sequence of vector bundles on X: 
(i3.ij o+ wan-‘+ w-,0 
where W is a line bundle and W’ a vector bundle of rank q - 1. 
There is an epimorphism GL(1, q - 1; C) + GL(q - 1; C) under which the matrix 
( > : ;I 
is mapped to a-‘A; the kernel of this mapping is the group H of all matrices of the 
form 
( 1 
i i , where 1 is the identity of GL(q - 1, C) and a E C*. L/H is a principal bundle 
on X with fibre GL(q - 1, C), and is also a bundle on X with fibre F = GL(q, q/H. F is 
the principal bundle associated with the tangent bundle T of P,_r(C). The vector bundle 
on X associated with L/H is w* 8 W’ (where W’ is the dual of FV), and this is also a 
bundle over X with fibre T. 
Let T,, TX be the tangent bundles of X, X respectively. JI induces an epimorphism 
TX --) $“(Tx), whose kernel is W’ 8 W’; thus we have an exact sequence 
(13.2) o-,w*QD W’+Tx”$-‘(Tx)+O. 
If we operate on (13.1) with WV*@ and join it up with (13.2) we get an exact sequence 
(13.3) O~l-,W*~J/-‘(v)-,Tx’~-‘(T,)-+O 
(here 1 denotes the trivial line bundle X x C). 
Let 1 + f be the Chem class of W*(q E H’(X, Z)) and let 1 + c1 + . . . + C~ be the 
(total) Chem class of V(c, B H”(X, Z)). Then [2], $* : H*(X, Z) + H*(X, Z) is a mono- 
morphism, and if we identify H*(X, Z) with its image under $* in H*(X, Z) we have 
113.4) H*(X, Z) = H*(X, Z)Crll 
where the minimal equation for q is 
rlp+cllf’l-l+ . . . +c,=o. 
(13.5) rf the Chem class of V i.s written as a formuZproduct nifl (1 + 7,) a& the Chem 
class of (the tangent bundle ofi X is written as a formal product I-& 1 (1 + z,), then under the 
identification (13.4) the Chem class of X is 
. + r]). (cf. [4], 913 ; also u 31.1 
For the exact sequence (13.3) tells us that 
c(Woc(x) = c(w* @ V’(v)MV’(T,)), 
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where .c( ) stands for total Chem class; since we have used +* to identify H*(X, Z) with 
a subring of H*(X, Z) we have 
4rV-i)) = c(Tf) = n (1 + 7.A 
@*(I9 !r’(v>) = l-J (1+ q +. ri) 
and the result follows, since c(1) = 1. 
14. Let X once again be a compact connected Riemann surface of genus 9. Fix once 
for all a base point x0 E X. We identify the points of X(n) with the positive divisors x of 
degree n on X, and the points of the Jacobian Jwith the linear equivalence classes of divisors 
of degree 0 on X. Hence we have a mapping 4, : X(n) + Jin which &(x) is the class of the 
divisor x - 12x0. I$. is a holomorphic mapping. 
We shall refer to the sets $I;‘@), IL E J, as the Jibres of X(n). Each point of X(n) lies 
in exactly one fibre and each fibre F is a projective space of dimension an - g. If dim F = 
n - g + i, i is the index of speciality of F: it is the index of speciality of the linear series .on 
X formed by the divisors belonging to F. A proper linear subspace of F’will be called an 
incomplete fibre. (We regard the empty set as a projective space of dimension -1.) If 
n 2 g then 4, maps X(n) onto J, i.e. none of the fibres is empty. Ifn > 2g - 2 then all the 
fibres have dimension exactly n - g, by the Riemann-Roth theorem, and in fact X(n) is a 
fibre bundle with P,_,,(C) as fibre and J as base, i.e., X(n) is locally trivial over J (Mattuck 
[71>* 
The cohomology ring H*(J, Z) is an exterior algebra on 2g generators over Z, hence is 
isomorphic to the algebra E of paragraph 6 (replacing K by Z in paragraph 6). We choose 
an isomorphism 8 : E -+ H*(J, Z) as follows. & : X + Jinduces 4: : H*(J, Z) + H*(X, Z). 
4: is an isomorphism in degree 1, and we define 6(x3 to be #:-‘(a3(1 < i Q 2g). 
(14.1) Let p : E -+ Fry] be the identity map, E : Eb] + H*(X(n), Z) the epimorphinn 
defined in paragraph 5. Then 
EF = +:e. 
Proof. For each r > 1 let m, : J’ -+ J be the addition map, i.e., 
m&u,, . . . ,a,) = u1 -t- . . . + u,. 
Let f: X” + X(n) be the projection, then $,f = m&j. rnz gives H*(J, Z), and therefore E, 
the ~structure of a Hopf algebra. Since the Xi have degree 1 we must have 
&~(x,) = e(xi) c3 i + I B e(xl) (lGiG2g) 
and hence 
We have f *e,u(x,) = f *(&) = &, and 
f W = G#bf)* = (mAl)+ = 4f”mf, 
hence 
f *4:e(xJ = #h,*e(xJ 
=+tye(~~m~...ga+ . . . +ig~...a9i~e(x3) 
=ar@l@ . . . @l-i- .;. +l@ . . . @l@al 
=all + . . . +cr,,= c ,. 
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Thus f*.s~((xJ = f*+*e(x,) (1 < i f 29) and therefore f *qc = f *4,*0; but f * is a 
monomorphism, hence .sp = $.*O. 
(14.2) Suppose n 2 2g. Then there is a canonically defined vector bundle V of rank 
n - g + 1 on J such that X(n) is the projective bundle associated with V, and the Chern 
ckl.Ys of v is 
i&l - W). 
Proof. The mapping j : X(n - 1) + X(n) defined by j(r) = x + x,, is an isomorphism 
of X(n - 1) onto a closed submanifold of X(n). j is a bundle map and identifies X(n - 1) 
with a projective sub-bund!e D of X(n). D is a divisor on X(n), hence gives rise to a line- 
bundle L, and the restriction of L io a fibre F of X(n) is the standard line-bundle on F 
(defined by the hyperplane F n D). The sections of LIF form a vector space VF and the 
bundle structure of X(n) induces a vector bundle structure on the union V* of all the vector 
spaces V,. The dual V of V* is a vector bundle over J, and X(n) is the projective bundle 
associated with V (see Mattuck [14], $5, and Serre [15], Prop. [18]). 
The cohomology class off -l(D) in H*(X”, Z) is p1 + . . . + j?, = q, hence the coho- 
mology class of D in H*(X(n), Z) is q. If the Chern class of V is 
c(V) = 1 f ci -t . . . +C”_#+r (Ci E P’(J, Z)) 
then from paragraph 13 the minimal equation for 4 in H*(X(n), Z) is 
V “‘““~.*(C~)V-‘... + 4.*(c._,+,) = 0. 
From (4.3) on the other hand the minimal equation for q is 
4 n-2g+1i~(ll - ai) = 0. 
Hence ~Z(C(V>) = ni3”r (1 - Qi). But (TV = E(SJ = Ep(Si) = ~,*e(Si) by (14.1), hence ~:(c(V)) 
= (5,*n,,B, (1 -’ e(s,)). Since 4: is a monomorphism (paragraph 13) the result follows. , 
Consider next the homomorphism j*. From the diagram 
X”_’ + X” 
1 . 1 
X(n - 1) A X(n) 
we see that 
(14.3) j*(&) = 5i (1 < i < 2&J), j*(v) = 4, 
and hence that j* : H’(X(n), Z) + H’(X(n - l), Z) is an isomorphism for r c n and an 
epimorphisni for r 2 n. Dually j* : H”(X(n - l), Z) + W*‘(X(n), Z) is an isomorphism 
for s > n - 2 and a monomorphism for s < n - 2. 
(14.4) rfo E H”(X(n - l), Z) then j,(o) = qo. 
Since j* is an epimorphism we can write w = j*($) for some 1+9 E H”(X(n), Z). Hence 
j,(w) = j* j*(J/) = j*(l)+ by the projection formula. Now j,(l) = q, hence j*(o) = VW. 
(14.5) The Chern class of X(n) is 
(1 + ~~-2g+1ifi(l + 4 - Ui). 
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Suppose first that n > 2g. If V is the vector bundle constructed in (14.2) let us write 
c(V) as the formal product of n - g + 1 linear factors 1 + yi. By (14.2) we may take 
Yi = -d(s,) (1 < i < g), yi = 0 if i > g. Since the tangent bundle of J is trivial it follows 
from (13.5) that the Chern class of X(n) is 
(l + ?,“-‘“+li~(l + ? - +.*e(si)) = (I + rl) n--2g+1 iQ(l + ? - Oi), 
since ~X~(.YJ = sp(SJ = bi by (14.1). 
If n c 2g we use descending induction on n. Let T,,_l, T,, be the tangent bundles of 
X(n - l), X(n) respectively. Then we have an exact sequence of vector bundles on X(n - 1) : 
O+ T,_, +j-‘(T,)+j-l(L)-+0 
where L is the line bundle defined in (13.2). The Chem class of L is 1 + q, hence 
j*c(T,) = c(j-‘(T,)) = c(T,_,)c(j-l(L)) 
= c(T,- Jl + j*rl) 
= c(T,_,)(l + V) by (14.3); 
therefore 
c(T,_,) = (1 + q)-‘j*(<l + v)R-‘~+~ ifi(l + V - ci)) 
by the inductive hypothesis, . 
= (1 + 1)“-2qj(1 + g - CrJ 
by (14.3) again. Hence (14.5) is valid for all n >, 1. 
As a check on our results, let us use (14.5) to calculate the X,,-genus of X(n). From the 
Riemann-Roth theorem of Hirzebruch [4] we have 
(14.6) xy = K, fi ((1 + y e-“)rJ(l - e-” 
i=l 
where the ‘ii are formal symbols defined by 
&l + 4 = (1 + ?P+liQ(l + ?I - 03, 
and K, has the meaning assigned to it in [4]. Since we want only the top dimensional part 
of the expression in square brackets we may replace hi in (14.6) by zi(l + y), provided we 
divide through by (1 + v)“; thus 
(14.7) XJ = K” 
[ 
ifil(ri(l + y e-Ti(‘+y’)/(l - f~-‘~(i+~))J] , 
NOW if n > 29 - 2 then TV = q - CTi (1 < i < g), ti = q (g + 1 < i < n - g + 1) 
and the remaining Zi are zero, and therefore (14.7) becomes 
(14.8) 
‘q(l + y e-su+Y)) 
sly = K, 
[( . 1 + e-VU +Y) ! 
n-&7+1 0 
II’” 
_ oi)(l + y e-(~-“lw+Y)) 
1 _ ,-(s-od(l+Y) ; 
i=l I 
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however, it is not diEcult to see that (14.8) remains valid also when n < 2g - 2. Let A 
denote e-*(l+‘), then we find that 
1 + y e-(s-rr)(l +Y) 
I (1 + ya)( 1 + “;Y ,:“) 
1 _ e-(fl-~l)(l+r) = (1 - A)( 1 - y1 :“), 
bearing in mind that e: = 0; hence 
l+ye -el-ow+Y) (1 + Y)% 
1 _ e-'"'"'"l+Y' +$ I+ - _ I (1 + yA)(l - A) 1 
We have to multiply this expression by tl - crt and then, as we want only the top- 
dimensional part of the expression in square brackets in (14.8), we may replace each rrI 
by rl (by (5.4)). The effect of this is to replace the factor on the right of the product sign-in 
(14.8) by 
(1 f Y)*N(l - A)*, 
so that (14.8) noi< becomes 
xr = K,[,P(l + y)%l”+i(l + yAY-*g+‘(l - A)>-“_‘] 
= res,[Ag(l + y)*‘(l + ~Ay-*~+‘(l - A)-“-‘]. 
L&x=(1 - A)/(1 + yA), then dx = (1 + y)*A @/(l + yA)* and therefore 
x7 = res,C(l + Y) *rr-*Au-‘/(l + y~)*8-*x”+‘] 
= res,[(l + xyy-‘(1 - ~)@-~/x”+~], 
since Iz = (1 - x)/(1 f ~JJ) and 1 + yA = (1 + y)/( 1 + xy>. Thus finally 
X~ = coefficient of 2 in (1 + xv)‘- 1 (1 - .+” 
which agrees with (11.3). 
(14.9) Let E be a vector bundle of rank t on X(n), with Chern cZu.ss ntll (1 + SJ. Then 
x(x(n), E) = K, 
[ 
(2’ + . . . + 8r)eees (&)“+t]- 
For the calculations above show that (putting y = 0) we may replace ni : i zJ( 1 - e-‘*) 
by Ptl”+‘/(l - A)“+l, where 1 = e-*. (14.9) now follows from the Riemann-Roth theorem. 
In particular, if K is a canonical divisor on X(n), then its cohomology class is 
-c,(X(n>) = (g - n - l)q + ol + . . . + u# by (14.5); 
hence if r is any integer, we have 
(14.10) X(X(n), rK) = ic” [(&)“+‘exp(+&i+(g--n-l)+_grl]]. 
By (5.4) we may legitimately set u, = . . . = rro = rl in (14.10), so that 
x(X(n), tK) = resJ(1 - e-9’“-’ exp((r(2g - n - 1) - g)q}] 
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which can be calculated by substituting c = 1 - e-q: we tid thus 
x(X(n), rK) = coefficient of 6” in (1 -(‘)r(~Su+l)+r-l 
SOME AUXEIARY FORMULAE 
15. Let II = (p;‘, . . . ,p~)beapartitionofn:p1>p2>...>p,>OandZp,n,=n. 
K defines a mapping 
j. : X(q) x . . . x X(nJ + X(n) 
by the rule 
j&1 3 **a 7 XJ =&xl + . . . + p&. 
k j, is an isomorphism of fli = i X(nJ onto a closed submanifold A(z) of X(n) : A(z) is the drizgonaZ 
of type II of X(n). For example, if g = 0 and n = 4 then X(n) is P,(C); h(4) is a rational 
normal quark curve; A(31) the ruled sextic surface of its tangent lines; A(212) the sextic 
threefold formed by the osculating planes of the quark curve; A(22) the locus of inter- 
sections of distinct osculating planes, which is a quark surface; and A(13 is PC(C). 
(15.1) Let le tf be the generators if H*(X(n), Z) and &,, qj the generators of 
H*(X(nj), Z) (1 < i < 2g,l < j < k). 
Then 
and 
j:(d = Pltfl + **- + Pktlk 
where by abuse of notation we have written &, for 1 @ . . . 8 1 @ &, @ 1 @ . . . @ 1 undso on. 
The proof is straightforward. 
If Y is any submanifold of X(n), we write cl(Y) for the cohomology class of Y in 
H*(X(n), Z). We have then 
(15.2) cZ(A(x)) is the coefici&t of 7y . . . Pf in 
where 
p’-%n-‘-g fi(Prl+ Qh - 4)s 
i=l 
p = pi’r, + . . . + p&, 
Q = (P: - P&I f . . . + <pi - P&k, 
v=t]l + . . . +qk. 
Let 8 denote cf(A(n)) and let 8’ denote the coefficient of r”; . . . r? in 
p’-aV-‘-u fi(h + Q(tt - d) E H*(W), Z)[Q, . . . , Cl. 
f=1 
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To show that 0 = 8’ it is enough to verify that 80 = 13’w for all o B HZV(X(n), Z), since 
cup-product sets up a duality between Hz” and H(2n-y). Now if 0o = mq” then j:(o) = 
rnfj”; @ . . . @ tjq. Suppose 
w = 5&W14, where nA f ng + 2nc + 2q = 2v 
(the notation is that of paragraph 5). Then from (15.1) we can write down j,*(o), and from 
(5.4) it is clear that j:(o) = 0 unless A = B = pl. If’ A = B = 0 then w = 6cqq, where 
nc + 4 = v, and 
i:(@ = cg(PI<cI + .*a + Pk&ck)(PI<:l + *** + P/&)‘(PI?I + .** + Pkdq 
= r-JP:%l + .:. + duck) . (Pl’fl + *. * + Pkqk)’ 
= rnqy . . . Q, where . 
(15.21) m = coefficient of 7”; . . . 7;* in (pftt -I- . . . + p~7Jc(plzl + . . . + pk7k)q. On 
the other hand 8’~ is likewise zero unless A = B = 0, again by (5.4); and if o = acqq then 
8’0 = coefficient of 7;’ . . . rik in 
(15.22) PV--8~q+n-“-g~c fi (Pg + Q)q - 63): 
i=1 
if i E C then ai(Prl + Q(q - cri)) = (P + Q)qb, since u$! = 0: hence (15.22) is equal to 
(15.23) Pq (P + Q)“=f. 
From (15.21) and (15.23) 
e. = mf = 0’0, 
which completes the proof of (15.2). 
From (15.2) and (14.5) we can obtain expressions for the Chern classes of X(n) which 
are independent of n. If rl, . . . , z, are the Chem roots of X(n) let yk denote r: + . . . + T:: 
thus y1 = cl, y2 = c: - 2c2, etc., and Newton’s formulae express the ci in terms of the 
yk (with rational coefficients). Let 
(15.3) 6, = cI(A(s, Y)) (s > 1) 
so that 6, is the cohomology class of the submanifold of X(n) which consists of those points 
which have at least s co-ordinates equal. From (15.2) we find after a simple calculation 
that 
(15.4) f S! = (n + (g - l)(s - l))q’_’ - (s - 1)q5-%, + 
On the other hand, 
ys_r = z;-’ + . . . + r’.‘1 
= (a - 29 f 0.P + $r(V - QI)s_l 
= (n - 2g + 1)$-r + ggs-’ - (s - l)rl’-*(o, + 
since of = 0; thus 
. . . 
. . . 
+ 03. 
+ bg) 
SYMMETRIC PRODUCTS OF AN ALGEBRAIC CURVE 337 
(15.5) ys-r = (n -g + i)q”-t - (s - l)gs-2(al + . . . + a,). 
From (15.4) and (15.5), we obtain 
(15.16) Ys-1=56,-s@ - l)rlS_i (s > 1). 
Hence the Chern classes of X(n) are determined by formulae (15.6), which are independent 
of n. 
In particular we have 
; 6, = ((n - 1)g + 1)$-i - (n - l)?l”_2(Gl + .*. + U#) 
and 
Cl = y1 = (n - g + l)rl - (at + . . . + a,), 
so that f 6,c1 can be calculated (making use of (5.4)). We find that 
(15.7) d& = -n(n + l)(g - l)q”; 
in particular, if n = g, then 
(15.71) 6,c1 = -.g(gZ - l)v’. 
Let S be the union of all the special fibres of X(g): then (cf. Mattuck [8]) cl(S) = -cl, 
and the points of the intersection A(g) n S are precisely the Weierstrass points of A(g)( z X). 
Thus (15.71) tells us that 
CA(g). sl = dg2 - 1) 
whenever the left-hand side is defined [8]. 
16. Let Fr be a (not necessarily complete) fibre of dimension r in X(n). Then 
(16.1) cZ(F,) = (1 + tfr)n-r--O fi (1 + nit) t”-‘. 
i=l 1 
(The notation It”- ’ means that the coe5cient of t”-’ is to be taken in the preceding 
expression.) rr 
Suppose tit that n > 2g - 2. Then ah the complete fibres F of X(n) are of dimension 
n - g. If u E J then cl(u) = O(s, . . . s,), hence cl(F) 7 c$+,‘(u)) = 4,*cZ(u) = $@(s, . . . SJ 
which is equal to cl . . . G# by (14.1). F, is the intersection of n‘ - r - g hyperplanes of F, 
hence cZ(F,) = f-r-gul . . . err This proves (16.1) in this case. 
If n < 2g - 2, we use descending induction on n. Suppose first that F, is not a special 
complete fibre. Then if j : X(n) -+ X(n + 1) is the embedding defined in (14.2), j(F,) is an 
incomplete fibre of X(n + 1) ; hence j(F,.) c F,, i, where F,, 1 is a fibre of dimension r + I 
of X(n + 1), and F, = j-‘(F,,,). It follows that 
cl(F,) = j*(cl(F,+ ,)) = j*(l + $y-r-g fi (1 + o,t) t”-’ 
i=l 1 
by the inductive hypothesis ; 
= (1 + “r~-‘-uifil(l + o‘,r)] t”-’ 
by (14.3). 
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It remains to consider the case of a special complete fibre F,. By Clifford’s theorem, 
n >/ 2r; by the inductive hypothesis, 
’ (16.11) j,(cZ(F,)) = (1 + qf)“fl-r-g iQ(l + oit) 
I 
tn+r-‘* 
Now& is a monomorphism (14.3), hence it enough to verify that j,(cZ(F,)) = j*(r) where y 
is the right hand side of (16.1). We have 
(16.12) j*(y) = qy = qt(l + tft)n-‘-g ifil(l + uit)] p+l-r 
and by (6.4) we have 
B (1 + qf)“-‘-g iQ(l + flit) 
I 
tn+ler = 0 
since 2(n + 1 - r) 2 n + 2 (as n B 2). Hence (16.12) may be rewritten as 
j,(y) = (1 + ~f)“-‘-~+l ifi(l + ait)] tn+lsr 
= j,(cl(F,)) by (16.11). 
Hence y = cl@,), and the proof of (16.1) is complete. 
More generally, let 0 be a linear series of positive divisors on X, of degree N and 
dimension r, where N > n 2 r, and let G = G(O, n) be the set of all x E X(n) such that 
x Q t) for some divisor r) belonging to 0. Then 
(16.2) G is a subvariety of dimension r in X(n), and its cohomology class is 
cl(G) = (1 + ?t>N-‘-gn(l + ait) t”-‘. 
i=l I 
Suppose first that N - r 2 g. Define a mapping 
ia : X(n) x X(N - n) -+ X(N) 
by 
hk t)) = x + 9 
and let 
p : X(n) x X(N L n) -+ X(n) 
be the projection. The linear series 0 is represented on X(N) by a fibre F,, and G is 
p(h”(F,)). Hence G is a subvariety of X(n) of dimension r, and 
cl(G) = P*(hYcV,))). 
Now by (46;41) we have cl@,) = qN-‘-%, . . . up; h* satisfies 
h*(e3=5,@1+1@&, h*(q) = q@ 1 + 1 @ rl, 
as is easily verified, hence 
e (16.21) h*(cl(F,)) =a (?I @ 1 + 1 @ #-r-g, ,g(<i @ 1 + 1 @ <3(5; & 1 + l@ <I)* 
p* acts as follows: if a E H’(X(n), Z) and fi E Zf”(X(N - n), Z) then p*(a 8 8) = 0 unless 
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s = 2(N - n), and p&a @ $“-“) = a. Thus p,h*cZ(F,) is obtained by picking out the com- 
ponent of (16.21) which lies in 
and thus we obtain 
HZ’“-‘)(X(n), Z) @ PN_“)(X(N - n), Z) 
cl(G) = (1 + r~t)‘“-‘-~ Q(l f e&J Y’. 
Hence (16.2) is proved for N - r 2 g. 
Next, suppose N - r < g; then the series 0 is special, so that N d 29 - 2. We 
proceed by descending induction on n, that is we suppose (16.2) true for a linear series 
g&1. Ifn = N, then (16.2) is true, by (16.1). If n c N, let j : X(n) + X(n + 1) be the 
embedd$g. Then j(G) is the set of all divisors x0 + x such that x Q t) for some r) E 0 (x0 
is the base point on X.) The set of all divisors x0 + n, where r) E 0, is a linear series 0’. 
Let G, = G(0’, n -i- l), G2 = G(O, n + 1). Then G, = j(G) u G2 and therefore 
cKG,) = j,(cI(G)) + cI(Gz); 
by the inductive hypothesis, 
cf(G,) = (1 + r#+l--r-~ fi(1 + art) ~+i-’ 
i=l I 
and 
hence 
cl(G,) = (1 + #“-r-u i@l + air)] f*‘-: 
j,&(G) = q(i + tjf)N-r-p *&(l + o;o] F’. 
Smcej, is a monomorphism (14.3) this equation determines cl(G) uniquely, and the solution 
is clearly (16.2). 
APPLICATIONS TO ENUMERATIVE GEOMETRY 
17. The explicit knowledge of the cohomology ring H*(X(n), Z), together with the 
results of the previous section, reduces many questions of en~erative geometry on the 
curve X to simple computations. We give a few’ examples: 
(17.1) Let Sj be a linear series of positive divisors on X, of degree Nj and dimension 
lj (1 < j < k), and let yi = cZ(G(S,, u)) E H2’~(X(n), Z) where aj = n - rp Suppose that 
a1 + . . . + ak = n and that the subvarieties G(0,, n) intersect properly on X(n). Then their 
intersection is a finite number of points, say Y points, and v is given by 
Now from (16.2) we have 
YlY2 . . . yL = vq”. 
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since uj = 0, niLr’(l + cr,tJisequal to 1 + u , 1 ii r tr ; and since we are looking at an element 
of degree 2n we may replace each ui by ~(5.4). Thus 
so that 
YlY2 
V =fiil + ti) Ni-r’-g’ (1 + i&ti)g]t;’ . . . G”. 
([S], Theorem 2). v is the number of positive divisors x of degree n on X such that there 
exist I)J E Qj With X S ‘)j (1 Q j < k). 
(17.2) de Jonquihes firn+u ([5], Theorem 1). Let 0 be a linear series of positive 
divisors on X, of degree n and dimension r. Let x = (p;‘, . . . , ~7) be a partition of 
n : ~p~i =i n,pl > p2 =- . . . > pk B 0. Consider the divisors x E 0 of the form 
(17.21) x = plx, + . . . +- p$, 
where xj is a positive divisor of degree ni (1 < j < k). Let jS be the embedding of 
X(n,)x **a XX(Q) 
in X(n) defined in paragraph &and let y = cZ(G(0, a)) E H2(“-‘)(X(n), Z). The number 
of divisors x of the form (17.21) will be finite provided that G(O, n) and A(k) have 
complementary dimensions, i.e., 
n - P = n, + . . . + il k, 
and provided they intersect properly on X(n). If these conditions are satisfied, then the 
number of divisors x of the form (17.21) is say v, where 
v$ = y . cl(A(n)) 
that is, 
vtl”_’ = .i:(Y) in H*(X(n - r), Z). 
Now from (15.1) and (16.2) we have 
j:(y)= (1 +~pjYjjt~e“giQ(l + (s:Pjeij)(~Pjrrj)f)]r~-r' 
since we are looking only at the part of highest degree 2(n, + . . . .+ n,.) we may replace 
(~~&Jo(P~~~) bY Q$rrj (by (5*4)), and then replace each bij by qj ((5.4) again). Thus we get 
j:(r) = (1 + C Pjqjt)“““(l + C P?rljt~]~-‘, 
from which it follows that 0 
V = (1 + C pJ7j)l-r-r(l + C p3rJ)g]ry * * * TF 
where or, . . . z Sk are indeterminates, r replacing f#. 
(17.3) More generally, a combination of (17.1) and (17.2) leads immediately to Theorem 
3 of [5]. We omit the details. 
(17.4) Schubert’sjbrnuh ([lo], p. 192; [l], p. 37). Let r be an algebraic series of positive 
divisors on X, of dimension 1, degree m, index i, with d double points. Let 0 be a line& 
series of positive divisors on X of dimension n - 1 and degree N, where m > n. 0 defines 
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a divisor G = G(O, n) on X(n). r defines a curve C on X(n); C is the set of all x E X(n) 
such that x < t) for some t) E r. By (16.2) we have 
cZ(G) = (1 + tff)N--n+l-e fi(1 + qt) t 
i=l I 
= (N - n + 1 - g)q + 01 -t . . . c a# 
= Nr] - +S, 
where a2 is the cohomology class defined by (15.3). Hence if v is the number of positive 
divisors of degree n on X which are such that x < 11 for some q E r and r Q 3 for some 
3 E 0, then 
where y’ = cl(C). Now 
vq” = cl(G)*cl(C) = Nqy - $6,~ 
and 
. 
since 11 is the class ofj(X(, - 1)) and 6, is the class of A(2, 1”-2); hence 
s = Nit:::) - +d(tri), 
which is Schubert’s formula. 
THE ZETA FUNCTION OF X(n) 
18. In this section X is an irreducible complete nonsingular algebraic curve of genus g 
defined over the finite field GE’(q)_ Let 
. ,fi C1 - Pit> 
(18.1) z(t) = (;=-1 ?)(I - qt) 
be its zeta function (Weil [l l]), where each pi is a complex number of absolute value 4% 
(Riemann hypothesis). Then if IV,(X) is the number of points of X which are rational over 
GF(q”) we have 
s$N,(X)ys- 1 = $ log Z(t) 
1 =--g&+&s 1-t 
so that 
N,(X) = 1 - 3 of + q’. 
i=l 
Hence the zeta function of X over GF(q”) is *obtained from (18.1) by replacing pi and q by 
their nth powers, i.e., it is 
(18.2) 
. & - QN 
(I - f)(l - ‘47)’ 
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Now we can also write Z(t) in the form 
where D, is the number of positive divisors of degree n on X which are rational over GF(q); 
hence D, is the coefficient of t” in 
(1 + t + t2 + . . . )(I + qt + qv + . . . )(l - art + a2P - . . . + a,,t9, 
the u’s being the elementary symmetric functions of the p’s: and therefore 
(18.3) D, = ,+z& (- IY%qs. 
Define complex numbers bb, bl, . . . , bz, as follows: if m < n then 
b m= c a,@; 
r+2s=m 
ifm>n, 
b, = C ad 
summed over r, s subject to r + s = 2n and r + s < n. 
Thus if m > n we have 
b m--q 
WI--n b 2n--m 3 
and from (18.3) we have 
D, = $J- l)“b,. 
Since D, is the number of positive divisors of degree n which are rational over GF(q) 
it is also the number of points of X(n) which are rational over GF(q) and therefore 
(18.4) 
In view of (18.2), to obtain N,(X( n )) we have merely to replace p1 and q by their sth powers 
in (18.4). Hence if Z,(t) is the zeta function of X(n), we have 
(18.5) -“+C 
PiPj 
1 - qt i<j 1 - pjp,t - ** 
Let c&(t) denote the product of the 29’ 
( ) 
k factors 
l-pi ,... ptrt,* ,l<ir< . . . <i,<2g;lGk<2g, 
and let Q,,(t) denote 1 - t. Let 
Fk(f) = 9~(r)~r-2(4tW1;-4(q2f) *** ifk<n 
and 
F,(r) = F2n-c ( 4 k-9) ifn<k<2n. 
Then (k < n)F,(t) and F,,_,(t) are polynomials in t of degree 
(z;) + (k22) + . . . =Bk=Bzn_k 
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where Bt is the kth Betti number of X(n) (see (4.2)), and a simple calculation based on (I 8.5) 
shows that 
(18.6) Z,(f) = 
~*(0~30) -** F2,- 10) 
~00)~20) . . . . . . F,,(t)’ 
Hence Z,(t), the zeta function of X(n), has the form demanded by Weil’s conjectures 
[12]. Since each pi has absolute value q s, all the roots of &(t) have absolute value 
4 es’ (0 < k < lb). This is the Biemann hypothesis for X(n). 
19. Z(r) satisfies the functional equation 
(19.1) Z(l/qt) = (q”t)2-2”z(t): 
this implies that q/PI, . . . , q/pzg are a permutation of pi, . . . , pzr and that pi . . . p2# = 4’. 
T6 obtain the functional equation of Z,(t) we have to calculate Z,(l/q”t) from (18.6). 
The calculation is straightforward and we omit the detaih: the upshot is 
(19.2) Z”( l/q?) = ( - q ~“f)“Z,( r) 
where 
x = m$p)“B. = ‘-l)fy2) 
is the Euler-Poincare characteristic of X(n). 
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