In this paper, we study the exterior boundary value problems of the Darwin model to the Maxwell's equations. The variational formulation is established and the existence and uniqueness is proved. We use the infinite element method to solve the problem, only a small amount of computational work is needed. Numerical examples are given as well as a proof of convergence.
Introduction
The Darwin model is an approximation model [5, 7] for the Maxwell's equations:
∇ · B = 0.
where E, B are the electric field and the magnetic flux density respectively, and ρ, J are the charge and current densities, satisfying ∂ρ ∂t
The positive constants c, ε 0 , µ 0 are the light velocity, the electric permittivity, and the magnetic permeability of vacuum respectively. There have been some work done on Darwin model. It was shown in [2] that the Darwin model approximates the Maxwell equations up to the second order for B and to the third order for E, provided η =v/c is small, wherev is a characteristic velocity. In [1] variational formulation and the finite element method for the Darwin model was studied. Two kinds of variational formulation were given. Well posedness and error estimates were proved.
To the authors' knowledge, works in the literature on this model are limited to the bounded domain cases. However, quite a number of problems in application are related to the unbounded domain, and this is why we come to this paper.
Let us recall the model for bounded domain first. Suppose we have an open, bounded, simply connected domain Ω in R n (n = 2 or 3). Γ i , 0 ≤ i ≤ m, are the connected components of the boundary ∂Ω with the unit outward normal ν, and Γ 0 is the outer boundary. Notice that the electric field E can be written as the sum of a transverse component E T and a longitudinal component E L , that is,
Then equation (1) becomes
In order to get the Darwin Model, we neglect the last term in above equation and get
Then the system (2)- (4), (7) (ii) B satisfies
(iii) E T satisfies
∇ · E T = 0,
The above problems are well posed (see [1] ). Now we can turn to the exterior problem. Let ∂Ω be a simply closed curve in R 2 , and Ω the exterior domain of it. Then we study problem (iii) as an example, the method to problem (ii) is similar. In the following sections, we are going to show that there are nonzero functions v on Ω which satisfy
Therefore the solutions to (iii) are not unique. It turns out that these solutions will be unique up to a function which is from a two dimensional space and satisfies (16). After introducing a quotient space, we are able to establish the variational formulation for (12)-(15) as well as the numerical method to solve it, namely, we will use the infinite element method, which has been successfully applied to a large class of problems (see [10] ). In particular, this method is effective to solve the exterior problems of the Stokes equation [9] , the result there is very useful in our algorithm. The paper is organized as follows. In Section 2, some notations are introduced. Since the result from Stokes equation is used here, in Section 3, we will recall the variational formulation for the Stokes equation in bounded as well as in exterior domains, in particular, a weighted space is introduced for exterior problem. In Section 4, the Darwin model in bounded and exterior domain will be discussed. The infinite element method for the Darwin model is discussed in Section 5 and a convergence result under a semi-norm is obtained. The algorithm of our scheme in Section 6 is followed by some numerical examples in Section 7.
Notations
From now on, let Ω be an open domain in R 2 with Lipschitz-continuous boundary ∂Ω, it will be either a bounded domain or an exterior domain depending on the problem we are considering. When we come to the exterior problem, we further assume that ∂Ω is simply closed. The unit outward normal to ∂Ω is denoted by ν.
2 , for simplicity, we will just use scalar notation if there is no confusion) are the conventional notations of the Sobolev spaces (see [3] , for example). (·, ·), || · || 0 are the inner product and norm in L 2 (Ω). || · || 1 , | · | 1 are the norm and seminorm for H 1 (Ω) (also for H 1 0 (Ω)). We will always denote by C a generic constant. Moreover, the following Hilbert spaces will be used for bounded domain Ω:
2 . When we come to the exterior problem, the following weighted Sobolev space will be very useful (we might assume the origin o is in the interior of ∂Ω for notation simplicity):
which is a Hilbert space [6] , provided with the following norm
where D is the distribution space. Actually 
Stokes equation

The bounded domain problem
The Stokes problem is: find u, p, such that
For functions g ∈ H 1/2 (∂Ω) satisfying (20), a function u 0 ∈ H 1 (Ω) exists such that ∇ · u 0 = 0, and u 0 | ∂Ω = g (see [8] Lem. 2.4 on p. 22). Let u = u − u 0 be the new unknown function, then the problem is reduced to a homogeneous one with new right hand side term f + u 0 . So here only the homogeneous problem is considered.
Define bilinear forms on
then the variational formulation of the Stokes problem is: given a function
where f, v is the duality product between H −1 (Ω) and H 1 0 (Ω). The problem admits a unique solution (see [8] ).
The exterior problem
The same problem (17)- (20) [4] ), so we only need to consider the homogeneous problem.
Hence, the variational formulation for the homogeneous exterior Stokes problem is: given a function f ∈ 
Darwin model
The bounded domain problem
First introduce a subset of H(curl, div; Ω):
and also two bilinear forms defined on
The following result is proved in [1]
admits a unique solution, and p ≡ 0. Moreover, the norm defined by
Remark 4.1. The following observation will be useful for our later discussion: The space L 2 (Ω) in the above formulation can be replaced by L 2 0 (Ω), then the formulation becomes:
This is because the solution (u, p) to (29, 30) satisfies p ≡ 0, hence it is also a solution to (31, 32). On the other hand, it is easy to prove (31, 32) also admits a unique solution.
Remark 4.2.
Notice that the solution to (29, 30) satisfies
This comes from the Green formula and the fact ∇ · u = 0.
The exterior problem
In order to figure out the suitable functional setting for the exterior Darwin problem, we first take a cut-off function ζ ∈ C ∞ (Ω), which satisfies: ζ ≡ 1 near the boundary ∂Ω, ζ ≡ 0 near the infinity, and 0 ≤ ζ ≤ 1. Let Ω be a bounded subset of Ω such that supp(ζ) ⊂ Ω . Define
However, · * does not provide a norm in H 0c (Ω), actually we have the following result:
Proof. We take any u ∈ V 0 , it will satisfy
From (33)- (36), Γ −u 2 dx 1 + u 1 dx 2 = 0 is true for any closed curve Γ in Ω. Thus we can define
where x 0 can be any but fixed point in Ω. Notice now
. From (34, 35), we can get
and
Thus starting from every u ∈ V 0 , we will end up with a problem: find a function φ, satisfying
Besides, u is a bounded harmonic function, which can be developed in a neighborhood of the infinity as follows:
From (33)- (36) we know a 1 = 0, so
Hence the asymptotic expansion of φ(x) near the infinity will be
Notice that it suffices to consider the solution only in H 1, * (Ω)/R now. Knowing that the well posedness of problem (38) Therefore b 1 = 0 is sufficient and necessary in order that (38) admits a unique solution in
where f, g are the solutions to (38) with h(x) = x 2 , x 1 respectively. Consequently
On the other hand, it is easy to see that the u given in the Lemma for all a, b are in V 0 .
, and let the closure of the quotient space V/V 0 with respect to the norm · * be W . Besides, let Q = {p ∈ L 2 (Ω); suppp ⊂⊂ Ω}, equipped with norm
Then we take closure to obtain a Hilbert space Q. If p ∈ Q and lim p n = p, p n ∈ Q, then we define Ω p dx = lim Ω p n dx. Notice this can be seen as a generalized integral. The subspace of Q, {p ∈ Q; Ω p dx = 0} is denoted by Q 0 . Now the variational formulation for the exterior problem will be:
here, bilinear forms d(·, ·), b(·, ·) have the same forms as (27, 28). In order to prove that there is a unique solution to the problem (39, 40), we need an auxiliary lemma.
Lemma 4.2. For a given q
Proof. For a given ε > 0, there exists q ε ∈ Q so that q − q ε < ε. Then consider the following problem:
When a is large enough, we have −ζ a ∆φ = −∆φ = q ε , therefore for sufficiently large a, it holds that
Let us estimate the right hand side of (41). Since |x| 2 ln 2 |x| ≤ |x|
Analogously we have
,Ω → 0. For the second term of (41) we notice that
To conclude there is a a 0 such that q εa − q ε < ε for a ≥ a 0 . We fix such an a ε .
Therefore v qε converges as ε → 0. Let v q be the limit, then v q + V 0 is the element in W we are looking for. Proof. Because
Therefore the inf-sup condition holds, and there is a unique solution to the problem (39, 40). Next let us show p = 0. It is easy to see that ∇ · u ∈ Q. Let u n ∈ V/V 0 , and u n → u, then Ω ∇ · u n dx = u n · ν, 1 ∂Ω = 0, and Ω ∇ · u dx = 0 (in the generalized sense), so ∇ · u ∈ Q 0 . Let q = ∇ · u in (40), we will have ∇ · u = 0. According to Lemma 4.2 there is v p corresponding to the solution p. We take v = v p in (39) and obtain (p, p) = 0, therefore p = 0. Remark 4.3. The solutions are not unique. They may differ from a function in V 0 . It seems the most natural way to make the solution unique is to impose a boundary condition at the infinity, u| |x|=∞ = 0, because a function in V 0 satisfying this condition is zero. Unfortunately we still can not prove the existence if this boundary condition is imposed. However we conjecture that existence holds under this condition, and we will see that in real computation, the lack of uniqueness is not a barrier.
infinite element approximation
As a preparation for solving the exterior problems of the Darwin model, we recall the infinite element method for the exterior problems of the Stokes equation [9] . We use P 2 − P 0 elements [3] as an example. For simplicity we assume that ∂Ω is a convex polygon. Denote Γ 0 = ∂Ω. We may assume the origin is in the interior of Γ 0 . Taking a constant ξ > 1, we draw the similar curves of Γ 0 with center o and the constants of proportionality
The domains between two polygons Γ k−1 and Γ k are denoted by Ω k . Afterward each sub-domain is further divided into elements. We require that the triangulation of all Ω k is geometrical similar to each other, and the triangulation of the entire domain Ω satisfies the condition of C 0 type, namely, the nodes of the mesh on Ω k and the nodes of the mesh on Ω k+1 should coincide on Γ k . Let K be an element, then u ∈ P 2 (K) and p ∈ P 0 (K) on K. By this way we construct infinite element spaces,
Let g be the boundary value of u, then we take an approximation g h , which is continuous, belongs to P 2 on each element edge, and Γ0 g h · ν ds = 0. The formulation of the infinite element approximation is:
We have
Theorem 5.1. The problem (42, 43) admits a unique solution.
The proof of it is routine, thus omitted here. Using the approach in [10] we can prove the following convergence theorem. For simplicity we assume that the boundary value is zero, u| Γ0 = 0. We define the following weighted norms for u and p.
We assume that the triangulation is regular, and
where C 0 is a positive constant, h is the maximum diameter of the elements in 2(2) and |p| 1(2) are bounded, then
Proof. Using the inequalities in [10] , it holds that
Then (44, 45) follows from the standard result of the mixed finite element method [3] .
We now turn to consider the infinite element method for the Darwin model. We need some auxiliary lemmas. We denote by ξ k Ω the domain exterior to Γ k , and consider a bounded domain Ω \ ξ k Ω. The mesh restricted in this domain is also a mesh with finite number of elements. The finite element space defined on it is still denoted by S h . Let
and let
Proof. If u * ,Ω\ξ k Ω = 0, then u = 0, so u is a harmonic function. u ∈ P 2 on individual elements, hence u ∈ P 2 on Ω \ ξ k Ω. We extend u to the interior of Γ 0 analytically. Then we define the stream function ψ, such that u = 
Lemma 5.2. The space
Proof. Because V 0 ∩ S h = {0}, · * is a norm on W h . Let us prove it is complete. Let {u n } be a Cauchy sequence with limit u. We are going to prove u ∈ S h . {u n } is also a Cauchy sequence on
Proof. Let u ∈ W h . We define a cut-off function ζ ∈ C ∞ (Ω), such that ζ ≡ 1 near Γ 0 , ζ ≡ 0 near the infinity, and 0 ≤ ζ ≤ 1. Denote η = 1 − ζ. We take an arbitrary ϕ ∈ C ∞ 0 (Ω), then by the Green formula,
Proof. It is the direct consequence of the closed graph theorem and Lemma 5.3.
We assume an inhomogeneous boundary condition, u × ν| ∂Ω = g, and let g h be an approximation of g, then the formulation of the infinite element method is:
u h · ν ds = 0, and 
Moreover we have v
The relationship between the solutions of the infinite element method to the Stokes equation and to the Darwin model is the following:
Theorem 5.4. The solution to (46, 47) is a solution to (42, 43) with appropriate boundary value and inhomogeneous term.
Proof. We take v in (46) such that v|
Let us study convergence. For simplicity we assume g = 0. We assume that the solution to (39, 40) satisfies u ∈ H 1, * (Ω). Then we can modify the formulation to:
This is because the solution u satisfies 
Proof. This result follows from a theorem in [1] . Here we notice that the exact solution p = 0, so |p| 1(2) is bounded.
Algorithm
The algorithm for the Stokes equation is applied to the Darwin model, so we recall the algorithm of the infinite element method for the Stokes equation first.
The values of u h at the nodes on Γ k are arranged as a column vector, y k = (u
1 , u
2 , u
2 , · · · ) T , where
2 are the two components of u h at the j-th node. The boundary value g h should satisfy Γ0 g h · ν ds = 0, that is, there is a vector h such that h T y 0 = 0. We take a particular function q in the equation (43) as follows: q = 0 on ξ k Ω, and q = 1 on Ω\ξ k Ω, then we get
We normalize h to a unit vector, then construct an orthogonal
, in which h is the first column, and set z k = H T y k , then there is a one to one correspondence between z k and y k .
Given y 0 and y 1 , we solve the Stokes equation on Ω 1 by finite element method with boundary data y 0 , y 1 on the given mesh. Let the approximate solution be u h , then there are matrices K 0 , K 0 , and A, such that So far the problem (46, 47) is deduced to a finite element approximation on a bounded domain Ω 1 for the following system of equations:
where w h is given. We solve the finite element problem on Ω 1 with the same mesh, and get the solution u h to (46, 47) on Ω 1 . Using the formula (62) and the solution w h to (56, 57) we are able to get the solution u h on the entire domain Ω.
Using the matrix X we can find lim |x|→∞ u h , which is given in [10] . The infinite element solution is actually the exact one for this example, so the error obtained here is just the round-off error. However this example hints that our method do work. We have proved that the exact solutions are not unique. It is interesting to notice that the numerical solution obtained is just "the one we think about". . We use the original mesh which has the same structure as Example 1, and further we get mesh by refining one element into four small ones with the same size. The error is computed within the first m + 1 layers. N is the number of nodes on Γ. Table 1 , we can see first order convergence is obtained for u under the norm ||.|| * , which coincides with our theoretical result. And also for the function itself, we get third order convergence rate, which comes from the fact that P 2 element is used, and it hasn't been affected by using P 0 element for p. Moreover, we change each mesh (for different N ) above by disturbing each node (except those at corners) by the amount (∆x, ∆y) = (x * , y * ) × min(h) 5 , where (x * , y * ) are identically independent random numbers from uniform (−0.5, 0.5). By this way, we obtain a set of "unstructured" meshes. Using these meshes, we get the same convergence rate, see Table 2 . Table 4 , we list out the normal component of u on Γ 0 when different ξ is used. One can see the normal components at most points converge when ξ decreases.
Then we use the same example as in Example 3 to see how the error changes with the parameter ξ. The error is computed in the domain {x; 1 ≤ |x 1 |, |x 2 | ≤ 25}. In Table 5 , we can see with ξ getting smaller, the error decreases, since we are using more elements to resolve our problem. However, when ξ decreases to certain level, the error starts increasing. This is not very surprising because the shape of the element is becoming not 1.1266 9.0783E-003 9.0702E-003 0.3920 that "regular", then the condition number of the linear system we get is becoming worse. In application, one can reduce the parameter ξ at the same time increasing the number of elements in each sub-domain Ω k .
