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Abstract 
This paper studies the dynamic behaviour of US and Spanish GDP constructing final form (univariate) models, 
which can explain the non-linear aspects to be found in the trend and cyclical component of the mentioned 
aggregates. 
The main directions of research into switching regime models and the main results obtained in their 
application to the United States GDP are discussed. The option taken in this paper is to develop on the TAR 
models followed by Tiao and Tsay (1994) with two useful modifications. The nonlinear model for Spanish GDP 
distinguishes three different regimes and fits the data and forecast better than lineal models. The nonlinear model 
for US considers four regimes and fits similar than linear models, is stable and its forecasting performance is better 
or worse than the one obtained with linear models depending on the presence of recessions in the period of 
forecasting. But linear models for US GDP must be discarded because are unstable. This, in turn, emphasises the 
interest for nonlinear models. 
The US and Spanish business cycles shows similarities in the sense that both economies enter into 
recession as a result of negative shocks, expansions show short cyclical oscillations, periods of recovery after a 
recession are abrupt and there is evidence of positive duration dependence in recessions. Nevertheless, while US 
GDP shows a dynamic behaviour that pushes the economy out of recessions, Spanish GDP requires the help of 
positive shocks. Net exports and possibly the competitiveness of exports may play a highly important role in the 
Spanish business cycle and inventory investment could be the main factor in the case of US. The evidence of 
positive duration dependence is not strong enough for US expansions while in the case of Spanish expansions this 
effect could have a U-shape. 
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1. Introduction 
Statistic-econometric analysis of variables such as the gross domestic product 
(GDP) of a country is of interest, since the results obtained from such analyses may be 
used to reflect the stylised facts concerning the trend and cyclical evolution of the 
national economy in question. This interest has increased greatly with the application 
of non-linear models, which provide a more adequate description of the evolution of 
the cycle. Thus, there is a relatively extensive literature about the application of non-
linear models to GDP in the USA. The main conclusions to be drawn from these 
papers refer to a developed and almost closed economy, but in other economies, 
which are less developed, more open and smaller, such as Spain's, the results may be 
different. This possible divergence of results will help to understand the particular 
economy in question, in this case Spain's, but will also provide greater knowledge for 
international macroeconomic analysis. For that purpose in this paper we construct 
non-linear models for Spanish GDP and for GDP in US. 
In what follows the terminology proposed by Espasa and Cancelo (1993) and 
generalised in Espasa and Pefia (1995) is used. In this terminology an integrated 
variable is said to be I(d, m) if it requires d differences in order to be stationary, and 
in the differenced variable, m takes the value of zero if it has a zero mean and the 
value m 0 if this mean is a time polynomial of the order (m 0_1). Following Espasa and 
Senra (1998), if the mean, constant or a time polynomial, of the differenced variable 
is segmented, the above terminology may be generalised by including in the term l!1 
the ·superindex s.,. In an I(d,m) variable the trend in its forecasting function is a time 
polynomial of the order h=d+m-l. Following Espasa and Pefia (1995) we denote h as 
the order of the polynomial trend. 
The behaviour of Spanish GDP may be compatible with integrated processes, 
but other explanations should not be overlooked. For example, stationary behaviours 
around polynomial trends with deterministic or stochastic segmentation and 
intermediate alternatives. For this reason the analyst has to follow a procedure which 
allows him to make a reasonable choice from these alternatives. The importance of 
this choice, in particular the discussion concerning the presence of segmented trends 
or means and the number of autoregressive unit roots which characterise the process, 
was revealed in the USA case by Perron (1989), and has been widely discussed in the 
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literature since then. In the case of Spanish GDP, Espasa (1984) suggests that it may 
follow a process of the type 1(1,P), that is, considering segmentations in the mean of 
the series in first differences, a result which was also found later in Andres et al. 
(1990) and Dolado and Sicilia (1995). In these circumstances the usual unit root tests 
are not valid except when the polynomial structure, segmented or not, present in the 
data is known with certainty - see Campbell and Perron (1991) and Cochrane (1991) 
amongst others -. 
It is important to point out the possible economic interest of schemes based on 
segmented means for the quarterly growth rate of GDP -1(1, P) models for GDP-, 
since the break points may be interpreted, if it is pertinent to do so, as structural 
changes. On the contrary, in schemes for GDP based on two unit roots -1(2,0)-, the 
long-term growth rate changes with each shock, does not revert to any mean value and 
the uncertainty about its long-term value becomes infinite. These aspects, above all 
the latter, are not easy to interpret from the standpoint of economic theory. A model 
with segmented means allows for discrimination between certain types of shocks: 
those which cause the segmentation and, therefore, have long term implications and 
those which constitute the residual component (white noise) of the model, and which 
only have transitory effects on the growth rate of the variable. Nevertheless, a scheme 
of segmented means is not totally satisfactory, on the one hand it may represent the 
past and present of the variable well, but if, as is usually the case, it does not offer a 
scheme to explain the appearance of the segmentations, its future interest is reduced to 
periods for which it is expected that the segment observed at the moment of making 
the prediction will continue. In any case, it is highly likely that many segmentations 
will be really unpredictable and thus will qualify as structural breaks. 
In economics there is considerable controversy, see for example King et al. 
(1989), Grossman and Helpman (1991a, 1991b), Jones (1995), etc. and references 
made therein, about whether long term economic growth depends basically on 
exogenous technical progress (exogenous growth), or if permanent changes in 
economic policy variables generate permanent changes in economic growth 
(endogenous growth). It is convenient to point out that when considering univariate 
models with random segmentations, see for example Chen and Tiao (1990), the type 
of processes 1(1,1 S) may represent equally variables with exogenous growth and those 
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with endogenous growth. In the latter case, a model of the type 1(1,1 S) characterises 
permanent changes in growth, but these only come about from time to time. 
Furthermore, unlike second order integrated models, the 1(1,P) models allow for, in 
the long term, a reversion to the mean, even if this cannot be estimated, and establish 
a bounded uncertainty around it. 
As well as breaks in the trend it is frequent for macroeconomic variables such 
as GDP to register significant changes in their level, which are associated with the 
business cycles. In this case, the specification of a scheme for changes of level has to 
be carried out, generally, via non-linear models, owing among other things to the fact 
that in economic cycles there is no symmetrical structure. Switching regime models 
are proving to be useful for representing macroeconomic series. Econometric 
literature about these models goes back as far as the work of Quandt (1958) and 
Goldfeld and Quandt (1972), and has thrived especially since the publication of the 
work of Tong and Lim (1980) about threshold autoregressive models, and Hamilton 
(1989) about Markov-switching models. The models with switching regimes include 
an indicator variable, which shows in which regime the system is to be found at any 
given moment. These models can be classified - see Pesaran and Potter (1997) -
according to the endogenous or exogenous nature of the changes and whether the 
indicator variable is observable or not. 
In Hamilton's model, the change in the regimen happens exogenously via a 
state variable, which is not observed but which it is assumed follows a Markovian 
scheme with two regimes and fixed probabilities of transition from one to another. 
Since then, there have been a good number of papers which have enlarged upon 
Hamilton's model in terms of the number of regimes, Sichel (1994), in terms of the 
transition probabilities, Filardo (1994), Durland and McCurdy (1994), etc., in terms 
of its application to the conditional variance, Cai (1994), Franc and Roussignol (1997) 
etc., and its connection with dynamic factor models, Diebold and Rudebush (1996), as 
well as in various other directions. These models with Markovian switch schemes are 
very attractive, but the estimation and inference in them, owing to the non-
observabilty of the state variable, is very complex or is even unresolved. This is the 
case when Hamilton's initial model is enlarged in various directions at the same time, 
an aspect that seems to be necessary for the treatment of economic data, see for 
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example Goodwin (1993). For this reason, it is of interest to consider models which, 
while maintaining the idea that the level and time structure in an economic 
phenomenon depend on the cyclical phase that it is going through, are easier to 
specify and estimate. 
Threshold autoregressive models, TAR, are alternatives to Hamilton's model. 
Among them, those in which the regime switching is determined by the value of the 
endogenous variable's own past are known as self-exciting (SETAR). The most 
attention has been given to these particular models, if only for the simplicity gained by 
not having to look for the exogenous variables on which the indicator may depend. 
The application of SET AR models to macroeconomic series was centred initially on 
models with two regimes in which the indicator depended on one lag of the 
endogenous variable. Nevertheless, as was the case with the models with Markovian-
switching schemes, the need to increase the number of regimes when dealing with 
macroeconomic series becomes ever-more apparent. In this increase, basically two 
directions have been followed. One, represented by Tiao and Tsay (1994), who will 
be referred to as T -T from now on, in which the greatest number of regimes - four in 
this case - are defmed starting from an indicator which is function of more than one 
lag. Another, that employed in Beaudry and Koop (1993) and developed greatly by 
Pesaran and Potter (1997), who will be referred to as P-P from now on. In the latter 
case, the number of regimes may be quite high, but at the cost of imposing severe 
restrictions between them. In the case of P-P the indicator variable depends on 
parameters that need to be estimated together with the parameters of the model. This 
property leads to appreciable computational complication. 
It is possible to point out a common motivation in the work of both T -T and P-
P which consists of the aim of defming different regimes in terms of what are 
considered to be the basic characteristics of the growth of macroeconomic series in 
different cyclical phases. This common link makes both models much closer than they 
initially appear to be. Nevertheless, estimation in the T-T model is much simpler than 
in P-P. Both papers carry out applications to GDP in USA and obtain results that can 
be judged as similar. Furthermore, in both cases great care has been taken to pick up 
on the fact of a change of sign in the mean of the growth rate on moving from a 
regime of deceleration to one of recession. In conclusion, it may be said that different 
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non-linear approaches - Hamilton (1989), Tiao and Tsay (1994) and Pesaran and 
Potter (1997) - seem to provide similar results, possibly because, at least for the 
aforementioned series, they are equivalent approaches to approximating the main non-
linear properties of macroeconomic data. 
From the above it can be deduced that a SET AR model applied to the first 
differences of GDP with possible segmentations in the mean is a simple model, but 
one which has sufficient flexibility to pick up what may be the main non-linear aspects 
in the trend and cyclical component of said variable. The operator of first differences, 
together with the segmentation in the mean of the differenced series, allows for an 
evolution in trend, which although being non-linear overall, is linear over long spans. 
Concerning the usefulness of the linear approach in economics, there is a widely-help 
consensus that while it does not always give an adequate explication of data it does 
give a good initial approximation to the real world. The trend of economic variables 
usually deviates from the linear scheme because of sudden breaks which come about 
as a result of important technological advances, wars, international crises such as the 
energy crises of 1973-1974 and 1979-1980, important socio-political changes, etc. 
(see Granger 1993 page 310). These situations may be approximated by using 
integrated models 1(1,1 S). 
The cyclical component of variables such as GDP usually shows more 
sophisticated non-linear behaviour than those indicated for the trend, owing to the lack 
of symmetry between a recession and a recovery and to the possible presence of limit 
cycles. These types of behaviour, as has been discussed above, may be approached via 
TAR models. 
The aim of this paper is to carry out a relatively exhaustive univariate analysis 
of Spanish GDP and to compare it with the results which we obtain from a new 
SETAR model for US GDP. This last model is in the tradition of T-T but with some 
modifications in the defmitions of the thresholds which avoid too many regime 
changes in short periods of time. This model is stable over time and forecast as well 
as linear models. 
The paper is organised in the following way. In section 2, an analysis centred 
on the trend of the Spanish GDP is made, using models of the l(d,mS) type. Once 
certain results concerning the trend are fixed, a more flexible modelling for the 
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cyclical component via SET AR models is explored in section 3. The specification of 
the function that defmes the indicator in terms of the endogenous variable's own lags, 
as well as the specification of the thresholds, which determine the number of regimes, 
is not solved in the literature. Furthermore, with the dimension of the samples 
available it is not to be expected that the problem will be solved in a relatively general 
way. When the indicator is a function of one lag of the endogenous variable, there are 
in the literature partial solutions to the identification problem (see, for example, Tsay 
(1989». Nevertheless, such a type of function in the defmition of the indicator is 
highly arbitrary and it seems clear that the search for a more acceptable function must 
be carried out by starting from a priori information, as is the case in T-T and P.P. In 
this sense, it seems reasonable to establish that if the TAR model attempts to capture 
the different growth regimes in the economic cycles, the indicator has to be defmed in 
terms of the immediately preceding growth characteristics, basically: negative, 
accelerated or decelerated growth. Thus, this paper proceeds modifying the model of 
T -T. Unlike the procedure of Tsay (1989) in which the functions that define the 
regimes are determined statistically, the procedure followed in this study is called 
"based on economic criteria", or on a priori criteria. In section IV we estimate a 
SETAR model for US GDP and compare it with previously published models. The 
different properties of the SET AR models for the Spanish and USA economies are 
also emphasised. Finally, the main conclusions are presented in section V. 
2. Segmented Trend Models for Spanish GDP. 
The behaviour of Spanish GDP turns out to be compatible with 1(1,1 S) and with 
1(2,0) processes. The number of autoregressive unit roots in a time series model has 
significant theoretical consequences in the long-term. Nevertheless, in practice, when 
working with small samples, it may be impossible to distinguish between 1(2,0) and 
1(1,P) processes, see Blough (1992). Furthermore, if GDP growth rate is 
characterised by having segmented mean, the unit root tests are not valid unless one 
knows exactly the segmentation present in the data, as it is not usually the case. For 
all these reasons models of the type 1(I,P) and 1(2,0) have been entertained. After 
applying unit root tests, tests for structural changes (parametric Bai (1994) and non-
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parametric Delgado and Hidalgo (1996», tests for outlier detection (Chen and Liu 
(1993» and after analyzing the usual graphs, the correlograms of the original, 
differenced and corrected data, figures 1 and 2, and estimating different ARIMA 
models with intervention analysis Box and Tiao (1975), an I(I,P) model with a 
restricted ARMA(9,1) structure has been proposed. In what follows we denote this 
model by model 1 and it is presented in table 1. 
Model 1 has a segmented mean represented by a permanent step starting in the 
second quarter of 1974 and two transitory steps, one lasting from the second quarter 
of 1980 till the fourth quarter of 1981 and the other from the fourth quarter of 1991 
till the fourth quarter of 1993. These breaks in the mean of the rate of growth of the 
Spanish GDP, represented by ~log GDPt, are related to the three economic crises 
which occurred during the sample period, but only the first one has had a permanent 
effect. The model also includes an impulse dummy for the first quarter of 1980. The 
justification of this highly significant dummy must be related to the methodology 
employed by the Spanish Statistical Institute en the construction of these data. 
Model 1 has a couple of complex roots with a period of 26 quarters and 
module 0.89, which would indicate a strong cyclical fluctuation present in the data 
and with a longer periodicity than in the case of the USA. The parameter 
corresponding to the delay of order nine, which causes this cycle, is not significant at 
the usual 5 per cent level. In small samples this may not be enough to reject the 
presence of relatively long business cycles in the Spanish economy, because cycles 
with periods of 26 quarters are not going to be estimated well by using 25-years 
samples. If it is considered that the parameter of the ninth lag in model 1 cannot be 
taken as significant, then a simplified model valid for these data turns out to be an 
ARMA (1,1)(1,0)4, which will be denoted model 2, see table 1. There is no evidence 
of poor specification, indicating that the deterministic structure of the model remains 
very stable with respect to the nature of the chosen ARMA fIlter. The estimated 
expected values of ~log GDPt till 1974: 1 (J.l1) and from 1974:2 onwards (Jl2) in both 
models are very close: 1.13% and 0.67% (model 1) and 1.16% and 0.66% (model 2). 
These two models can be considered satisfactory for representing Spanish GDP as a 
I(I,P) process. 
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Models with two differences, which in this case implies considering the GDP 
growth rate as a non stationary variable have, by construction, to be less sensitive to 
structural and cyclical changes, particularly those which affect the value of the long-
term mean. With these models, a characterisation of random persistence in the GDP 
growth rate is obtained which, as was commented in the introduction, may turn out to 
be difficult to justify from the theoretical standpoint. Empirically, and with reference 
to the series ~2log GDPt, an option which represents the data reasonably well is an 
ARMA(O, 1)(0, 1)4, denoted model 3 in table 1. The residual variance in this model is 
higher than that obtained from the previous ones, indicating that model 3 could be 
rejected in favour of the others. 
In order to compare the performance of the three models in forecasting, they 
have been estimated from 1970:1 to 1993:4, and the rest of the observations available, 
those spanning 1994: 1 to 1996:4, have been used to evaluate the forecast. In tables 
2.1- 2.2 the results of the forecasts with one and four step-ahead respectively are 
shown for each of the estimated models, indicating that the models continue to be 
stable in the post-sample period. 
In short, it can be seen that the data show better adjustment with the 1(I,P) 
models, which are stable in the post-sample period. Within the 1(I,P) class, models 1 
and 2 show similar sample adjustments, with model 1 having a marginally lower 
residual variance. Similar results are obtained also in I-step-ahead forecast. In 
forecasting with longer horizons, four periods, model 2 performs better and could be 
taken as the preferred model in that sense. Nevertheless, it is convenient to emphasise 
the cyclical properties with long periodicity, over six years, which is reflected in 
model 1. These types of periodicities in samples of around twenty five years are 
estimated badly. Consequently, the models that include them are not necessarily those 
which predict best, but they do reveal a possible characteristic of the data that may be 
of great interest in quantitative analyses other than that of forecasting. With the 1(1,1 S) 
models it has been found that GDP growth rate in the Spanish economy follows a 
segmented mean model with stationary and cyclical behavior acting upon it. The 
segmented mean structure gives way to the interpretation that long-term GDP growth 
is of a stochastic nature, but that the disturbances that change its long-term value only 
happen from time to time. It could be said that ~log GDPt follows a random level 
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ARMA model of the type considered by Chen and Tiao (1990) and, as these authors 
suggest, an ARMA model with segmented deterministic components approximates it 
reasonably well. Furthermore, the segmentation obtained shows that the level of 
growth rates is affected by changes related to the long-term (E74:2), and also by 
transitory changes which may be related to the cyclical situation of the variable 
(E80:2-81:4 and E91:4-93:4). Both aspects may turn out to be appropriate for an 
economic interpretation of the evolution of GDP. 
GDP growth shows evident cyclical evolution and it is probable that its 
dynamic behaviour depends on the cyclical situation, resulting in asymmetrical 
movements of the GDP in different phases of the cycle. This fact cannot be taken into 
account by a linear model. A type of model that could account for this kind of 
behaviour, is the TAR model, which is analysed in the following section. 
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Figure 1. Log of Spanish real GDP (lpib) and its first (dlpib) and second (ddlpib) differences. 
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Figure 2. Correlogram and partial correlogram of Mog pm (A1.l-A1.2) and of the same variable 
corrected by the detenninistic components -E74:2, E802:8l4, E9l4:934-(A1.3-A1.4). 
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Table 1. 
Model! 
!1 log P1BI =0.0113-0.00465 E 7421+ 0.00524 I 8011+0.00488 E802: 8141-0.00351 E914: 9341 
Model 2 
(6.82) (-3.04) (4.24) (-3.29) (-2.87) 
(1 + 0.45859 L) 
(4.32) 
+ a (1 - 0.90653 L+0.35300 L4- 0.27476 L5+O.0988 L9) 1 
(-13.14) (3.13) (-2.64) (1.78) 
ill = 0.0113, il2 = 0.00665 
(J = 0.0019026, D - W = 2.12, Q(16) = 9.42 
!11ogP1BI =0.01164-0.00507 E7421 + 0.005 18011-0.00447 E802: 8141 - 0.00357 E914: 9341 
Model 3 
(6.49) (-3.34) (4.31) (-3.05) (-3.07) 
(1 + 49104L) 
(4.31) 
+ a (1-0.84239L)(I+0.32316L4) t 
(-15.02) (3.02) 
ill = 0.01164, il2 = 0.00657 
(J = 0.0019171, D-W=2.02, Q(16) = 9.92 
!12 1ogP1Bt = -0.00701 1802t+ (1 + 0.60591 L}(I-0.27675 L4) at 
(-7.83) (6.64) (-2.74) 
(j = 0.002205, D - W = 2.12, Q(16) = 12.95 
Note: Numbers in parentheses under the coefficients are t-values. D-W and Q are Durbin-Watson and Ljung-Box statistics 
respectively. E7421 takes the value zero for the period 1970:1 to 1974:1 and 1 if otherwise. 18011 is zero except in 1980: 1. 
E802:8141 takes the value 1 between 1980:2 - 1981:4 and zero elsewhere. E914:9341 takes the value 1 between 1991:4 - 1993:4 
and zero elsewhere. 18021 is zero except in 1980:2. 
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Table 2.1. Comparison of forecasts 1-step-ahead (1994:1-1996:4). 
Date Observed Prediction Mod. 1 Prediction Mod. 2 Prediction Mod. 3 
1994: I 0.006076 0.006645 0.006780 0.003779 
IT 0.006928 0.005643 0.006846 0.006743 
ill 0.008286 0.007808 0.008703 0.006492 
IV 0.008660 0.008671 0.005951 0.008715 
1995: I 0.007575 0.009479 0.005484 0.007642 
IT 0.006308 0.007389 0.008195 0.007012 
ill 0.004231 0.006030 0.005523 0.005264 
IV 0.003507 0.003755 0.004300 0.003243 
1996: I 0.005898 0.003970 0.003024 0.003616 
IT 0.005863 0.007295 0.007962 0.007397 
ill 0.006110 0.005937 0.005436 0.005282 
IV 0.007771 0.006474 0.006889 0.006629 
Out of sample stand. desv. 0.001210 0.001181 0.001204 
In sample stand. desv. 0.001741 0.001807 0.002197 
Table 2.2. Comparison of forecast 4-step- ahead (1994:4-1996:4). 
Date Observed Prediction Mod. 1 Prediction Mod. 2 Prediction Mod. 3 
1994: IV 0.008660 0.00710 0.00530 0.00181 
1995: I 0.007575 0.00726 0.00547 0.00471 
IT 0.006308 0.00910 0.00669 0.00449 
ill 0.004231 0.00964 0.00578 0.00678 
IV 0.003507 0.00951 0.00621 0.00638 
1996: I 0.005898 0.00783 0.00776 0.00621 
IT 0.005863 0.00693 0.00620 0.00518 
ill 0.006110 0.00600 0.00574 0.00377 
IV 0.007771 0.00570 0.00547 0.00427 
.JECM* 0.003071 0.002100 0.003188 
In sample stand. desv. 0.004556 0.004185 0.006356 
(*)ECM::Mean Squared Error 
3. Nonlinear Models for Spanish GDP. 
One of the interesting aspects of univariate models is that they provide a simple 
description of the characteristics of the trend as well as the cyclical and erratic 
features of the variable in question. But in order for this description to be acceptable, 
the models must move away from the linear hypothesis when the data requires them to 
do so. In econometric practice, it is usual to construct models which go from a general 
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scheme towards one that is more particular for the data in question. Such practice is 
very appealing for linear universes, since in that case it is relatively feasible to 
approximate a general scheme from the outset. When the possibility of nonlinear 
universes is considered, an acceptable approximation of the general scheme is not 
feasible, and then it seems reasonable to follow a procedure that goes from a 
particular (linear) to a more general (some type of nonlinear scheme) structure. In this 
way, by detecting the faults that linear structures (particular ones) show in the data 
used it is possible to define a specific direction of progress (some nonlinear scheme), 
but by no means a general one, which includes the inadequate starting hypothesis as a 
particular case. In this paper, by proceeding from the particular to the general, a 
nonlinear scheme is entertained: TAR models applied to differenced series with 
segmented means. This class is sufficiently broad to reflect what are believed to be the 
principal nonlinear characteristics of the trend and cyclical component of GDP, 
already discussed in the introduction. 
A TAR model for yr, is an autoregressive model whose parameters vary 
according to the values of a function, which may be called indicator, over a finite 
number of lags of a random variable Zt. In the general case in which yr and Zr are 
different variables, it is said that the TAR model is exogenously excited (ETAR), and if 
yr=Zr that it is self-excited (SETAR). In this last case, the indicator function is normally 
restricted to be the lag d of the endogenous variable, that is yr-d. In this case, a SETAR 
model with 1 regimes of autoregressive orders PI, p2, .. , pi may be represented as: 
_ m(h) m(h) m(h) m(h) (h) Yt-'Vo + 'VI Yt-l+'V2 Yt-2+ ..... +'Vp Yt-k+&t , h = 1,2, ... ,1. (1) 
where R.1), .. ,R(l) are subgroups of real line 9{1, which define a partition in disjointed 
intervals (-oo,rIJ, (n,nJ, ... , (rt-i, (0), and R(I) denotes the interval (-oo,nJ and R(l) the 
interval (n-l,oo). Each {C")t} constitutes a white noise process, each of them are 
independent of the others and p=max(Pi,p2, ... ,pI). This model can be represented as 
SETAR(/,pi, .. ,pI), with n, n, ... ,rt-i being the threshold parameters and d the threshold 
lag. 
In order to specify a SETAR model of the above form the values of d, pj and 1j 
must be determined. Tsay (1989) suggests a procedure based on the statistical properties 
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of the data, which starts with a test for nonlinearity. Another alternative is to use the 
knowledge that the analyst has about the data and define the indicator function and the 1j 
values. This model is denoted as a SETAR model "based on economic considerations" 
or "based on a priori information" and its is considered below. 
3.1. A SETAR Model Based on Economic Considerations. 
An ideal procedure for determining the different regimes related to the cyclical 
evolution of GDP might be based on the relevant maxima and minima in the quarterly 
growth rates series. Thus, if these were known, it would be possible to differentiate at 
least the following situations: a phase of decline between a maximum and the next zero 
value, a phase of recession between this zero and the next minimum, and a phase of 
recovery-expansion between this minimum and the next maximum. Furthermore, it 
could be relevant to distinguish, inside the latter one, between recovery, observations 
between the minimum and zero, and expansion, observations between zero and the 
maximum. The problem with this approach is that the relevant maxima and minima are 
not known. 
The alternative is to establish some criteria for regimes of negative, accelerated 
and decelerated growth in terms of the data. One option that could be considered is to 
defme the situation in l as a function of leading indicators. This option is of great 
interest, but the specification of the leading indicators could be a really complex task 
since a high number of variables could be involved. The solution adopted in this paper 
has been to defme the situation in t in terms of information about GDP known in t-l. 
This solution is similar to that followed by other authors in different contexts. For 
instance, Engle and Smith (1997) in the defmition of the STOPBREAK models, the 
operativity or not at moment t of a unit root in the moving average component of the 
univariate model in question depends on the shocks in (t-l). These authors do recognise 
the inconvenience caused by being able to detect the corresponding regime with a period 
of delay, but they emphatically point out that this is preferable to the overparametrization 
that could come from using a leading indicator which, as will generally be the case, 
depends on many variables. 
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In this context, T-T propose a TAR model for USA quarterly GDP growth which 
considers the following four regimes: 
• Regime 1. yt-l ::;; Yt-2::;; O. This regime denotes a period of recession in t-1, that is, with 
non-positive quarterly variation rates, which remain in absolute terms the same or 
greater than in the previous period t-2. 
• Regime 2. yt-l >Yt-2 with yt-2 ::;;0. The economy in t-1 is in recession but is improving: 
period of recovery. 
• Regime 3. Yt-l::;;Yt-2 with Yt-2>0. This regime corresponds to a period in which the 
economy is declining. 
• Regime 4. Yt-l>Yt-2>0. The economy is going through a period of expansion or 
accelerated growth. 
The above definition is attractive and reasonable but its application for the 
Spanish economy can not recommended. In this case the observations corresponding to 
the ftrst two regimes are few, four and ten data respectively in the sample used in this 
paper. On the other hand, there are too many changes between regimes III and IV, 
which do not seem to be linked to economic reasons, but may be explained simply by the 
erratic way in which data are measured. Furthermore, given that the sample is only 
available from 1970 onwards, and that some observations are missed with the 
differentiation of the series and the classiftcation of the fust observations, to consider 
four different regimes seems excessive with the information available. The option of 
working with three distinct regimes would be sufftcient in order to characterise the 
growth cycles of Spanish GDP. 
When three regimes are considered, the characterisation which seems to be useful 
is: (I) the recession regime, (11) the recovery and accelerated growth regime and (Ill) the 
declining growth regime. The equivalence between these three regimes and those in the 
previous deftnition is clear in as much as regime 1 belongs to that of recession (I), 
regime 4 to that of recovery and accelerated growth (11) and regime 3 to that of declining 
growth (III), but the problem of how to assign the observations of regime 2 is posed. In 
order to solve this, it is necessary to introduce a recovery criterion in such a way that if 
it is not overcome then the economy is in recession (regime I), and in regime ill 
otherwise. 
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In this context, negative growth at t-1 could be associated, in principle with 
recession, but the difference between the growth at the moments t-1 and t-2 is also 
relevant. Thus, if yt-~O with yt-l < 0, then the regime in I will be classified as recession. It 
is also clear that if Yt-2<0 and yt-l <Yt-2, the regime in 1 will be classified as one of 
recession. But, if it happens that yt-2 < 0 and 0> yt-l > Yt-2, the classification of recession 
will depend on the magnitude of recovery in t-1, whether or not it is sufficient to 
determine that in t-2 a relevant minimum occurred. To complete the definition of 
regimes other considerations are of interest. (A) a situation that really could be defined 
as one of negative variation rate must be one which exclude negative values of yt-l which 
are very close to zero. Thus for a recession it will be require that yt-l < O-c. For c the 
value 104 seems adequate for these data. (B) The economy will be said to remain in 
recession if some recovery criterium has not been fulfIlled. As it has been mentioned, the 
criterion yt-l~yt-2 does not ensure that in (t-2) the economy registered a turning point in its 
growth rate. For this purpose the following criterion has been stabilised: yt-l~yt-2+A, 
A> O. (C) Finally to decide if the growth rate is declining or not, the yt-l value is not 
compared with Yt-2 but with a moving average of values previous to (t-1). Bearing all 
these considerations in mind, the following family of SETAR models, which give a 
reasonable characterisation of the cycles, is proposed in definition 1. 
DEFINITION 1: 
• Regime I: yt-l < 0 and Yt-l < yt-2 + A, with A > O. This regimen characterises a situation 
of recession, in line with what has been discussed above. The idea is that 
(0 > yt-l~yt-2 + A) will be an unlikely event if the observation t-1 is really associated 
with recession. 
• Regime IT: O:$;Yt-l < (yt-2 + yt-3 +Yt4 + yt-s)/4, with yt-2 > O. In this phase the economy is 
growing but slowing down. The difference between this definition and that proposed 
by Tiao and Tsay (1994) lies in the introduction of a moving average in the 
specification of the threshold, so the value with which the growth rate in t-1 has to be 
compared is formulated in a more stable way. 
• Regime lIT: otherwise. This regime corresponds to a period in which the economy is 
in t-1 in a phase of accelerated growth or, if it is in recession, is changing for the 
better since at least a recovery of the magnitude of A has occurred previously. 
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In the specification of this model, the adequate value of A would remain to be 
discussed. It might be expected a priori that A were not very high. Given that there 
are very few observations of recession it seems difficult to estimate A in a reliable 
way. Nevertheless, given that there is a narrow range of values for A which determine 
different classifications of dates, see table 4, in principle it seems reasonable to choose 
that value which provides a better adjustment. Another option is to fix a priori a value 
for A at a quantity such that it is acceptable to consider that in (t-2) a relevant 
minimum occurred. The results obtained by applying these two strategies for 
determining A are shown below. 
Table 4.0bservations in regime I for each value ofA. 
Observations in regime I 
A=O 75:2, 79: 1, 79:2, 80:3, 80:4, 92:3, 92:4, 93: 1 
A=0.00030 Previous ones (A=O) and 81:2 
A =0.00033 Previous ones (A =0.00030) and 75:3 
A=0.OOO54 Previous ones (A=0.OOO33) and 93:2 
A =0.00094 Previous ones (A=0.00054) and 81:1 
A=0.OO31 Previous ones (A=0.OOO94) and 93:3 
(I) THE VALUE A FOR RECOVERY IS OBTAINED FROM AN ADJUSTMENT 
CRITERION. 
By trying different values for A, the best fit is obtained with O~A <0.0003. 
Within this range of values for A, the classification of the observations of this sample 
remains the same and given the narrowness of the range the value A =0 can be taken as 
the representative value. When A takes the value zero the definitions of regimes are 
simplified as follows: 
• Regime I: yt-l <0, with Yt-2>Yt-1. 
• Regime IT: O~yt-l < (yt-2 + yt-3 +Yt-4 + yt-s)/4, with yt-2 > O. 
• Regime ill: otherwise. 
With A=O it happens that with yt-l being negative, any upward variation of yt-l 
over Yt-2, however small and insignificant it may be, means the recession has finished. 
That is to say, with the adjustment criterion in determining A and with data available 
about GDP, it can be seen that the Spanish economy necessarily comes out of recession 
sooner or later, by sheer accident, without the dynamics of the system or the appearance 
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of a qualified positive shock being the factors which change the regime. The definition of 
the regimes with this value of A, which are shown in figure 3, must be considered as 
hardly appropriate. The criterion of best fit has taken the value of A very close to zero 
owing to a problem of an insufficient sample size. Thus, observations such as 1975:3, 
1981:1-2 and 1993:2 are classified as belonging to regime of expansion while there is no 
basis for this in the information exclusive to their past. This problem of obtaining 
inadequate estimations of A with such small samples being used to that end, makes it 
clear that research into the possibility of defining cyclical regimes in terms of leading 
indicators is of great interest. 
The SETAR model obtained with the classification A =0 isl: 
yl =- 0.003+0.15YI-l + all (0"1 = 0.0016)Regime I 
(-2.19) (0.38) 
yl = 0.89 yl - 1 + a21 (0" 2 = 0.0023)Regimell (22.77) 
yl =0.004- 0.0026 E7421 +1.25YI-I- 0.57 yl - 2 
(3.90) (-3.20) (9.79) (-3.37) 
+ 0.23YI- 3 - 0.22YI- 4 +O.13YI- 5 - 0.014618021 + a31 (0"3 = 0.0014)Regime III (1.66) (-2.11) (2.08) (-8.52) 
The number of observations in each regime are 8, 40 and 54 respectively, see 
figure 32 • For the observation corresponding to 1980:2, belonging to regime Ill, ones 
needs to include an impulse dummy variable denoted 1802t. The structural change in 
trend caused by the first oil crisis has been into account by including the step dummy 
variable E742t which takes value one from the second quarter of 1974. Only regime III is 
affected by this structural change, since regime IT has not a significant intercept and there 
are not observations of regime I prior to 1974:2 (see Martinez and Espasa (1998aW. 
The residual standard error for the whole sample in this model is 0.00184. The 
estimation does not show symptoms of poor specification and shows residuals that are 
approximately normal and independent. On the basis of these results the exceptional 
nature of the first oil crisis is confirmed. It altered long-term GDP growth rate, 
diminishing it considerably and meant a significant structural change. 
The model for yt shows very different behaviour in each of the regimes. In 
regime rn, the growth rate of GDP follows a stationary AR(5) process with four 
'The t-values are expressed in parentheses under the coefficients. 
2The ten observations which belonged to regime 2, according to the definition of T -Tare now assigned to regime Ill. 
3In regime 11 the model shows itself to be satisfactorily stable across the whole sample. The use of a dummy 
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complex roots that indicates cyclical behaviour. The periods associated with each pair of 
complex roots are of 6.20 and 8.96 quarters respectively. The mean growth rate in this 
regime for GDP is around 3.15% annually from 1974:2 onwards. In regime n, the 
constant term is not statistically significant (t-value<0.5). It is important to point out the 
greater variance found in regime n, which indicates heteroscedastic behaviour in GDP, 
the variance is dependant on the cyclical phase. The contraction phase is characterised by 
negative mean growth rate with a poor dynamic structure, which with the sample used 
does not prove to be statistically significant at the usual level. In any case, this dynamic 
keeps GDP in negative variation rates. In regime n, growth rates decline exponentially 
towards zero, the convergence rate is 11 %. The effect on the mean of the GDP quarterly 
growth rate due to having gone from a regime of deceleration to one of recession is less 
than the case of the United Sates. 
(11) THE VALUE OF A IS FIXED ON A PRIORI GROUNDS. 
Having seen the inconvenience of estimating A when the number of observations 
affected by its value is small, it is recommendable to pay attention to a model that fixes 
the value of A beforehand. This value should be of a magnitude greater than zero so that 
it could be said with certain reliability that once the condition {O> yt-l >Yt-2+A} has been 
fulfilled, a turning point has occurred in the recession. 
Supposing that yt-l and yt-2 belong to regime I, then 
p(O > yt-l > yt-2 + A) < p(yt-l > yt-2 + A) =p(~yt-l > A). 
Given the estimation of the residual variance in regime I as 0.0016, with a value of 
A = 0.0020 the probability that {O > yt-l > yt-2 + A} is lower than 10 % . If really the 
economy remains in recession, the event {O> yt-l >Yt-2+0.oo20} could be considered as 
rare. Therefore, the said value of A can be taken as reasonable. The determination of 
regimes with this new criterion is represented in figure 3. Once the sample data are 
classified with the value A =0.0020 it can be observed that the classification does not 
change for any value of A in the interval [0.00094,0.0031). Furthermore, with A~.0031 
only the classification of one observation changes, that of 1993:3, which goes from 
equivalent to that established for regime III does not prove to be significant in Regime 11. 
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regime ill (if A =0.(020) to regime I (if A~.(031). This can be interpreted in the sense 
that in order to determine the regime at the time t conditional on the information up to (t-
1), there is not sufficient information in the sample to distinguish when a negative 
variation rate in t-l is relative small enough in absolute value to indicate recovery. 
With A =0.0020, or with 0.OOO94~ A < 0.0031 which is the same in this sample, 
the following model is estimated: 
yl =- 0.0011+0.33YI -1 + al" (0"1 = 0.0024) Regime I 
(-0.75) (0.67) 
yl = 0.89YI-I+ a2t' (0"2 = 0.0023) Regimell (22.77) 
yl =0.0034- 0.0023 E742,+1.31yl -1- 0.55 y,- 2 
(2.73) (-2.54) (8.52) (-2.86) 
+0.24YI- 3- 0.32YI- 4 +0.18YI- 5 -0.01501802, + a31 • (0"3 = 0.001564) Regime Ill. (1.56) (-2.30) (1.90) (-8.56) 
This model is similar to the previous one. In this case the mean in regime I is not 
statistically significant at the usual level, reflecting how badly this regime is estimated 
when there are so few observations. It should be observed that in the model considered, 
the deficient estimation of one regime does not contaminate the estimation of the others. 
This result highlights the fact that great care must be taken when estimating TAR models 
with restrictions across regimes as in the case of P-P. In Regime 11 the estimation is not 
altered because its definition does not change, and in regime III it does not vary 
significantly. In this regime the dynamics are represented by an AR(5) with two pairs of 
complex roots with associated periods of 6.21 and 9.65 quarters. The adjustment 
obtained is slightly worse than before, the residual standard deviation for the whole 
sample being 0.00210. Again the dynamics estimated for regime I are not able to pull the 
system out of a recession, this must be induced by a shock. 
In this estimation, four of the observations, which were previously classified in 
regime ill are now assigned to regime I. As can be observed in figure 3, three of these 
observations now classified in recession correspond a posteriori - with yt being known-
to periods of recovery. The model in which A =0 is empirically better because by chance 
it determines the relevant maxima and minima of the series better, given that they 
coincide to a greater extent with the choice that could be made a posteriori. 
Nevertheless, it is important to reiterate that the price of better adjustment is at the cost 
of a definition of the recession regime that cannot be justified solely with past 
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information of the variable. On the other hand the result highlights that perhaps with the 
help of additional information, leading indicators, the classification of the observations 
obtained with A =0 could be derived. If this were true, the estimation obtained with A =0 
would prove to be more reliable than that obtained with A =0.0020. 
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The prediction performance of the estimated non-linear models is summarised in 
tables 5.1 and 5.2. The four-step ahead forecast for the SETAR models with three 
regimes have been obtained in two ways. One, which corresponds to classical predictions 
(supposing zero innovations) and the other, by the carrying out of 1000 simulations at 
each step. The mean of these 1000 simulations is considered as the corresponding 
forecast". Given the little difference between the predictions carried out with the models 
in which A=O and A =0.0020, in table 7.2 those carried out with the former have been 
omitted. Regarding the SET AR model with two regimes, the simulation strategy does not 
seem necessary since there is no additional uncertainty about the regime on this horizon. 
The SETAR models can compete with the linear models, 1(l,P) and 1(2,0), of the 
previous section. In particular, the SET AR model with three regimes shows good 
properties in the short-term and the medium-term, and even improves upon the forecast 
obtained with linear formulations. 
4Clements and Smith (1997) contains an extensive analysis of the performance of alternative forecasting methods for 
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Table 5.1. Comparison of forecast I-step- ahead (1994:4-1996:4). 
Date Observed TAR(2) TAR(3), A=O TAR(3), A=O.002 
1994: I 0.006076 0.00447 0.00489 0.00548 
IT 0.006928 0.00722 0.00711 0.00739 
ID 0.008286 0.00750 0.00695 0.00722 
IV 0.008660 0.00868 0.00858 0.00878 
1995: I 0.007575 0.00867 0.00815 0.00788 
IT 0.006308 0.00692 0.00711 0.00693 
ID 0.004231 0.00565 0.00518 0.00562 
IV 0.003507 0.00331 0.00326 0.00377 
19%: I 0.005898 0.00330 0.00258 0.00312 
IT 0.005863 0.00703 0.00735 0.00696 
ID 0.006110 0.00583 0.00607 0.00602 
IV 0.007771 0.00669 0.00683 0.00706 
Out of sample stand desv. 0.001119 0.001197 0.00106 
In sample stand. desv. 0.001977 0.001812 0.00210 
(.)Number of regimens 
Table 5.2. Comparison of forecast 4-step- ahead (1994:4-1996:4). 
Date Observed TAR(2) TAR(3), A=O.OO2 TAR(3), A=O.OO2* 
1994: IV 0.008660 0.00778 0.00722 0.00609 
1995: I 0.007575 0.00823 0.00730 0.00690 
IT 0.006308 0.00770 0.00600 0.00704 
ID 0.004231 0.00813 0.00665 0.00652 
IV 0.003507 0.00800 0.00581 0.00535 
1996: I 0.005898 0.00612 0.00489 0.00370 
IT 0.005863 0.00519 0.00396 0.00391 
ID 0.006110 0.00333 0.00271 0.00453 
IV 0.007771 0.00477 0.00222 0.00536 
JECM 0.002469 0.002510 0.001900 
( )Number of regimens 
* Simulation method (MC) 
The above results indicate that Spanish GDP can be represented by means of an 
univariate model that reflects non-linear behaviour in the trend and in the cyclical 
components. In the first case, the non-linearity is a question of a permanent change in the 
mean growth rate on the occasion of the first oil crisis. In the second, it is a question of 
SET AR models. 
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different mean, dynamic dependence and residual variance according to three specified 
cyclical phases. The estimation of the non-linear model is confronted with the 
inconvenience that there are very few observations corresponding to the recession 
regime. As a consequence, the parameters of the model in the mentioned regime, 
including the A parameter, used in its definition, are badly estimated. Despite this, from 
the estimations obtained with the SETAR model with three regimes, independently of the 
value assigned to A, some characteristics come out that are of interest for Spanish GDP. 
In the first place, the cycles are not symmetrical. The decelerations are smooth while the 
recoveries fluctuate with short cycles. Secondly, GDP residuals are not homocedastic, 
there being less variance in recoveries. This fact implies that the residuals obtained from 
linear I(I,P) models must be heteroscedastic. In effect, when these errors are classified 
by regimes, following the criteria proposed for A =0 and A =0.0020, the hypothesis of 
equal variances in regimes IT arid lIT is rejected at the 99% and 95% for A=O and 
A=0.002, respectively. Thirdly, the decelerations tend to lead the economy towards a 
situation of nil growth, for which reason the economy goes into recession not because of 
the dynamics of the system, but due to negative shocks. Fourthly, in the recession phase 
there is no dynamic factor that pushes the economy out of this situation, as occurs for the 
US. Thus, the Spanish economy only comes out of recession when qualified positive 
shocks appear. 
It is useful to point out that by defining the recession regime with an A value, for 
example, equal to 0.0020, a criterion of non-fulfilment of a certain recovery is imposed 
for the system to remain in recession. With the estimation using A=0.OO20, the same 
occurs with A =0, it can be seen that in recession there is no dynamic factor that 
permanently aggravates a negative shock, which means that with the definition employed 
the system, sooner or later, would always come out of the recession. This conclusion 
ought not to be confused with the effect of intrinsic stabiliser that Potter (1995) fmds and 
which also appears in T -T, by which the dynamics of the system in phases of recession 
always lead it out of this situation. The result mentioned for the Spanish GDP model is 
not due to the dynamics of the system but to the threshold definitions. Thus, with A=O 
the system is characterised by coming out of recessions earlier than when A is given a 
positive value Nevertheless, the insufficient number of observations corresponding to 
recessions do not allow for A to be estimated reliably. In any case, the above results 
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clearly indicate that the dynamics of regime Il do not lead to negative GDP variation 
rates (a condition that is generally associated with recessions), and the dynamics of 
regime I maintain the system in negative rates (a condition frequently associated with 
recession). To conclude, the result obtained with the nonlinear models estimated for 
Spanish GDP imply that there is no internal dynamic factor which pushes the system into 
or pulls it out of a recession. 
The previous conclusion seems robust and it implies that there is a separation 
between the regimes of this model. With real data, transitions from the deceleration 
regime to one of recession occur, and from this regime there are also transitions to 
phases of recovery due to shocks which arrive to the system. In the previous model the 
transitions between regimes are also influenced by the threshold values employed in their 
defInitions. Thus, for A=O the system does not have to overcome any recovery criterion 
in order to go from I to Ill, and the transition between both regimes would occur quite 
soon as a usual fact. In the same way, if regime Il is defIned by the condition 
(0 <Yt-l < (yt-2+Yt-3 +Yt-4 +Yt-s)/4) , by eliminating the values Yt-l=O from this regime Il and 
assigning them to regime I - in what follows we call it smooth transition hypothesis-, it 
can be seen that there would be no break between these regimes. Then, decreasing 
positive variation rates would give way to zero ones and therefore to the beginning of a 
recession according to the smooth transition hypothesis. 
So it can be seen that the elimination of the value zero from the defInition of 
regime Il and the use of the value A=O in the defInition of regime I imply a simple 
evolution between regimes due to the particular defInition of the regimes. As has been 
pointed out above, there is no information in the data to discriminate whether zero 
growth rates should be included or not in regime Il or if it is certain that A is zero. Such 
hypotheses cannot be tested adequately with the data available and must be substituted by 
reasonable hypotheses for the characteristics of the data being studied. In such a way, 
excluding zero variation rates in the defInition of the beginning of a recession, and 
imposing an A recovery criterion at the end of the recession seems to be in accordance 
with the data used, but they are certainly not characteristics extracted from the data by 
means of a fIrm estimation procedure. As a consequence it will prove to be valid to 
simulate this model with different A values and with the hypothesis of smooth transition 
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between regimes 11 and I. It is useful to observe that in the latter case the system has a 
permanent cycle. 
The results of this paper indicate that the data have properties which can be 
estimated quite firmly, such as their characteristics in processes of acceleration and 
deceleration, and others which due to the lack of relevant observations are estimated 
poorly, such as those related to recessions. If recessions are sporadic, short and few in 
the sample used, the data will not be very informative about this regime, but it is 
worthwhile to considered it as a separate regime in order to obtain a more reliable 
estimation of the other two. Standing out among the fIrm results is the different dynamic 
behaviour according to the cyclical phases, which is characterised by its not leading the 
system into or out of a recession. Both things in fact occur because of shocks or due to 
some properties of the system which are incorporated through the threshold values. In 
the latter case the system has a limit cycle. 
The above results point out that in non-linear models the assumption of no future 
innovations can change the nature of the system. This property of the non-linear systems 
is discussed in Koop et al (1996). For instance, with defInition 1, this assumption implies 
that if the system is in regime 11 it will tend to zero growth without any possibility of 
moving to any of the other two regimes. This peculiarity of non-linear models is 
something that must be taken into account when calculating impulse response functions. 
The generalised impulse response function introduced by Koops et al. (1996) seems to be 
an appropriate instrument for that purpose. 
The results of the generalised impulse function analysis if A =0.002 are 
summarised in Figs. 4.1-4.8. It is very important point out that the results change very 
little with the A value (see Martinez and Espasa (1998b». In expansions, fIgures 4.1-4.3, 
the effect of shocks of varying magnitudes and signs is less than a simple scaling of a 
unit shock and, in general, positive shocks are more persistent than negative shocks. 
Next it to a maximum growths and declining, fIgures 4.4 and 4.5, negative shocks are 
more persistent than positive shocks and (-20') shocks are magnifIed by a factor bigger 
than 2. In recessions, fIgures 4.6-4.8, positive shocks are more persistent than negative 
shocks, and (kO') positive shocks are magnifIed and negative shocks lessened by a factor 
ofk. 
A more extensive analysis of the generalised impulse function analysis (see 
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Martinez and Espasa (1998b», permits also extract the following general conclusions: 
(1) Spanish GDP has a long-run behaviour similar as the one generated by an /(1,1) 
process, (2) on average positive shocks are more persistent than negative shocks across 
the three regimes, and (3) the mean response is an over-estimate of the likely response. 
The limit cycle that under the hypothesis of smoothed transition between regimes 
IT and 1 would result from the above SETAR models for Spanish GDP would in any case 
be long. This is due to the fact that the deceleration phase is slow and this that the limit 
cycle periodicity will be higher than that estimated with 1(1,18) models (see figure 5). 
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4.1. Generalized Impulse Response, 1983:4 (Reg. 11) 
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4.2. Generalized Impulse Response, 1984:1 (Reg. Ill) 
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4.3. Generalized Impulse Response, 1986:1 (Reg. Ill) 
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4.8. Generalized Impulse Response, 1993:3 (Reg. Ill) 
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Figure 5. Limit cycle for Spanish GDP. 
In the application of SETAR models to Spanish GDP some interesting facts for 
future applied research have appeared. The definitions of the regimes according to the 
growth characteristics as T -T suggested have proved very useful, but some modifications 
need to be applied to it and some warnings should be mentioned when one is going to 
use these models for simulations. For many time series four different regimes could be 
too many and just two too few. With three regimes it is possible to reflect the main facts 
of the cycle: recession, recovery and expansion, and deceleration. Nevertheless the 
number of the observations corresponding to recessions could be small and the 
characteristics of this regime will then be badly estimated, but at least these observations 
will have been isolated from the other regimes. In those cases it could be advisable to 
avoi? restrictions across regimes. In the definition of the regime of recovery some 
quantitative criterion, say A, must be imposed in order to classify a situation of negative 
growth at time (t-1) in this regime. The data may be insufficiently informative to estimate 
A but in many cases its value could be fixed on a priori grounds. The assignment of 
boundary values, as zero growth, may not matter to fit the model in a given sample, but 
it could have an important role for simulation. In the definition of the deceleration 
regime it may be useful to compare the growth rates in (t-1) with an average of 
preceding growth rates in order to avoid spurious switchings of regime. 
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3.2. What Factors Can Induce Rapid Recovery of Growth after a Crisis in the 
Spanish economy? 
The process of economic weakening that the above SET AR model indicates 
develops smoothly, and with the appearance of significant negative shocks gives way to a 
phase of negative growth. Then, once the economy owing to positive shocks comes out 
of recession, recovery runs quite fast, pushed by a shift in the mean growth rate. It is, 
therefore, of interest to ask what factors might impel the fall of GDP in a period of 
contraction and, above all, the rapid expansion of growth in the early periods of 
recovery. The origin of this performance, in big and closed economies such as that of the 
US has been founded on inventory investment which, with great dynamism, accounts for 
much of the decline in output during contraction and accounts for much of the rapid 
growth in the initial periods after a crisis, see Blinder et al. (1986) and Sichel (1994) 
among others. 
In this paper the causes which may lead the Spanish economy to go into a crisis 
or to pull it out of a crisis are not studied. What follows is a reflection that aims to 
support the idea that the factors which lead to a recovery of the Spanish economy may be 
related to foreign trade and the competitiveness of exports. In the Spanish economy it 
does not seem that supply anticipates demand, carrying on the effect of inventory 
investment mentioned for the USA. One aggregate, which may be related to the phases 
in the Spanish business cycle, is the trade balance. For example, in Buisan and Gordo 
(1993) and Alonso (1996) a great deal of importance is attached to this variable in 
economic recoveries, especially in the last one. At the same time, Dolado and Sicilia 
(1995) starting from a structural VAR approach determine that the sequence of negative 
shocks, which provide a more adequate explanation of the negative disturbances during 
the last crisis, are those associated with net exports and this component is also the one 
which marked the beginning of the recovery after 1993. Figure 6 shows the contributions 
of net exports to quarterly real GDP growth in the quarters with observations in regime I 
corresponding to the last two crises, and in the quarters immediately after and before 
them. Figure 7 shows the evolution of quarterly GDP growth rate together with the 
contribution to this rate made by net exports and domestic demand. In these two graphs it 
can be observed that a part of the fall in output which precedes crises and, mainly, the 
rapid recovery of growth in the first following quarters, comes from an important 
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contribution of the real net exports. Once the recovery has been initiated, other 
components that are less dynamic but more stable, such as private consumption and 
investment, can take over from the external sector, making the main contribution to the 
growth of GDP and consolidating the economic recovery. 
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Figure 6. Contribution of net exports to quarterly real GDP growth in periods previous to a crisis (reg II), during the 
crisis (reg.1) and after it (reg Ill). The crisis periods are: 1980:3-1980:4 and 1992:3-1993:1. Classification of the 
observations is generated using A=O. 
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Figure 7. Real GDP growth rate and the contributions to it of domestic demand (DI) and net exports (X-M). 
4. A SETAR model for US GDP. Some differences with Spanish output. 
As was discussed in section 1, there is a relatively extensive literature about 
the application of non-linear models for US GDP. The time series graph of the US 
GDP are shown in figure 8 (~log GDPt). Recently, Hess and Iwata (1997) examined 
the most relevant models proposed in studies for US GDP and the properties which 
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they are capable of reproducing, and conclude that the SETAR and Hamilton models 
can reproduce all of the business cycle features found in GDP. Although in general it 
has been found that these models better reflect certain characteristics of the business 
cycle, this does not usually result in a more accurate forecast. This conclusion also 
arises from the recent work of Clements and Krolzig (1988), in which they evaluate 
the forecasting performance of leading non-linear models proposed for US GDP - the 
self-exciting threshold autoregressive (SET AR) and the Markov-switching 
autoregressive (MS-AR) models. 
It seems that the good forecast results as obtained by T -T could be incidental 
and dependent on the period of evaluation. Also, the advantage of T-T's model was 
only significant in the recession regimes. Currently, T-T's model is of lesser interest 
owing to its instability. With a new sample, the estimation obtained does not allow an 
adequate theoretical interpretation of the regimes as was done by T -T. However, 
following the ideas proposed in section 3, it is possible to construct a SET AR model 
which is equivalent in its theoretical content to that obtained by T -T and is stable 
throughout the whole sample period normally considered, that is, from 1947. The 
reference level for determining the regimes is maintained as Yt-2, due to the substantial 
agreement in the literature as regards the importance of this lag in a SET AR model for 
US GDP. We also keep the basic distinction between expansion regimes (positive 
growth rates) and those of recession (negative growth rates). The modifications are an 
attempt at strengthening the model in the face of erratic data and try to avoid too many 
changes of regime which could be hard to justify. In the first place, a tolerance 
criterion for negative values equal to -0.002 is introduced, thus only negative growth 
rates below this level belong to regimes 1 and 2. In the second place, stochastic 
thresholds, which are more robust than those considered by T-T, are taken into 
account. This is done comparing growth at (t-1) or (t-2) with the average growth of 
the previous periods. The definition of the model would be as follows: 
• Regime 1: yt-~- 0.002 with Yt-I::;; (yt-2+ yt-3)/2. 
• Regime 2: yt-~- 0.002 with yt-I > (yt-2 + Yt-3)/ 2. 
• Regime 3: Yt-2> -0.002 with yt-~(yt-3+ Yt4+ yt-s+ Yt-6)/4. 
• Regime 4: Yt-2> -0.002 with Yt-2> (yt-3+ Yt4+ yt-s+ Yt-6)/4. 
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In order to compare our results with those obtained by elements and Krolzig 
(1988), the same sample periods and forecasts horizons will considered, keeping the 
linear model as a reference. The estimation results are shown in table 6. 
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Figure 8. Quarterly growth rate of US GDP. 
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Table 6. SETAR model of US GDP. Subsamples are the same to those considered byClements and Krolzig (1998). 
Period 47:1-84:4 47:1-90:4 59:2-90:4 59:2-97:4 47:1-97:4 
Regime 1 /30=-0.008(-1.72) /30=-0.009(-2.03) /30=-0.010(-1.85) /30=-0.010(-1.85) /30=-0.009(-2.03) 
PI =-0.56(-1. 79) PI =-0.57(-1.96) PI =-0.86(-1.65) PI =-0.86(-1.65) PI =-0.57(-1.96) 
01=0.0079 01=0.0073 01=0.0081 01=0.0081 01=0.0073 
jl=7 jl=8 jl=6 jl=6 jl=8 
Regime 2 /30=-0.010(-1.75) /30=-0.009(-1.74) /30=-0.008(-0.79) /30=-0.006(-0.73) /30=-0.009(-1.74) 
PI =0.39(1.56) PI =0.36(1.54) PI =-0.05(-0.09) PI =-0.08(-0.17) PI =0.35(1.55) 
P2=-1. 07(-2. 86) P2 =-1. 06(-2. 91) P2 =-1. 06(-1.49) P2 =-0. 961 (-1. 65) P2 =-1. 03(-2. 96) 
0'2=0.0113 0'2=0.0110 0'2=0.0123 0'2=0.0117 0'2=0.0107 
j2=18 j2=19 j2=1O j2=11 j2=20 
Regime 3 /30=0.0063(3.25) /30=0.0056(3.50) /30=0.0067(367) /30=0.0065(4.09) /30=0.0056(3.83) 
PI =0.26(1.64) PI = O. 27(1. 93) PI =0. 15(1.01) PI =0.16(1.18) PI =0.27(2.06) 
03=0.0110 03=0.0100 03=0.0097 03=0.0090 03=0.0097 
j3=51 j3=65 j3=51 j3=60 j3=73 
Regime 4 /30=0.0087(4.62) /30=0.0085(5.03) /30=0.0086(5.37) /30=0.0080(6.02) /30=0.0080(5.54) 
PI =0.34(3.18) PI =0.34(3.44) PI =0.31(3.07) PI =0.30(3.32) PI =0.34(3. 75) 
P5=-0.37(-3.31) P5=-0.37(-3.50) P5 =-0. 33(-3.36) p5=-0.29(-3.41) P5 =-0.35(-3. 61) 
0'4=0.0100 0'4=0.0098 0'4=0.0081 0'4=0.0076 0'4=0.0092 
j4=69 j4=79 j4=62 j4=78 j4=95 
OGWBAL=0.0101 (JGLOBAL = O. 0092 aGLOBAL = O. 0092 aBLOBAL = O. 0084 OGWBAL=0.0094 
/30 is the constant term and f3i is the autoregressive parameter of order i, i = 1, ... ,5; Oi = standard error of regression 
for regime i andji is the number of the observations in regimei. The numbers in parentheses are t-values. 
(1) In Clements and Krolzig (1998) the samples finish in 96:2. 
As table 6 shows, the model proves to be very stable, in particular if these 
estimates are compared with the results obtained by Potter's (1995) SETAR model, 
which are shown in Clements and Krolzig (1988). Potter's model shows an important 
change from 1990 onwards which particularly affects the defInition of the threshold. 
This changes the original theoretical interpretation of the regimes -contraction and 
expansion - to one of low growth and high growth. In the relative to linear models, 
depending on the considered sample we could propose AR(l), AR(2) , AR(4) or 
include AR(5). For the most recent data, an AR(2) model seems to be preferable, but 
the autoregressive coeffIcient of order 2 is not signifIcant over a large part of the 
sample (see table 7 and Clements and Krolzig (1998». Hess and Iwata (1997) 
conclude that model AR(l) is preferable. On the other hand, Hamilton's model is a 
more reliable performer, although the mean of the state of recession usually has a t-
value which is lower than one, and the autoregressive parameter which characterises 
this regime is also not signifIcant at the usual levels (t-value is similar than one, see 
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McConnell and Perez, 1997). Also, as Clements and Krolzig show Hamilton 2 or 3-
regime model's are not superior to lineal ones in the empirical forecast performance. 
The results of the estimates of the SET AR model proposed in this section 
highlight once again a result already found in Potter (1995), and in Durland and 
McCurdy (1994) applying different methodologies, that is, the existence of a stabiliser 
in the US economy. In the SET AR model there is a very high negative coefficient at 
lag 2 in the contraction regime 2. Thus, given that in order to be in this regime, the 
rate of growth in (t-2) has to be negative, this is translated into a positive effect on 
growth when it is multiplied by a negative coefficient. This fact and the negative 
constant terms in regimes 1 and 2 makes that the depression initially will be deeper 
and them the stabilising effects of the AR(2) coefficient will help to recover positive 
growth. Also the negative AR(1) coefficient in regime 1 will help the negative 
acceleration not to be perpetuated. We can conclude, then, that what Potter calls the 
intrinsic stabilisation of the economy takes place, which helps positive GDP growth to 
recover after a crisis. Results supporting this theory are also found in Beaudry and 
Koop (1993) and Sichel (1994). This provides evidence of the positive duration 
dependency of the US business cycle. In this case, the probability of a recession 
ending is more likely the older it is. On the other hand, the SETAR model does not 
seem to indicate the existence of similar evidence for economic expansion (alternate of 
regimes 3 and 4),which in principle could last for quite long periods. In a multivariate 
context Chang-Jin and Nelson (1998) reach similar conclusions. 
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Table 7. Lineal models for US GDP. 
Period Model· H-Q 
1947:1-1983:4 AR(5) -8.90 
~o=0.0070, ~1= 0.312, ~s=-0.148, a=0.0114 
1951:1-1986:4 AR(5) -9.07 
~o=0.0069, ~1= 0.312, ~s=-0.147, a=0.0105 
1954:1-1991:4 AR(5) -9.19 
~o=0.0067, ~1= 0.315, ~s=-0.16, a=0.0099 
1957: 1-1994:4 AR(5) -9.23 
~o=0.0064, ~1= 0.311, ~s=-0.139, a=0.0097 
1960: 1-1997:4 AR(2) -9.43 
~o=0.0047, ~1= 0.268, ~2=0.133, a=0.0088 
1963: 1-1997:4 AR(2) -9.43 
~o=0.0047, ~1= 0.268, ~2=0.133, a=0.0088 
1966: 1-1997:4 AR(1) -9.45 
~o=0.0051, ~1= 0.266, a=0.0087 
1969: 1-1997:4 AR(1) -9.40 
~o=0.0049, ~1= 0.269, a=0.0090 
1972: 1-1997:4 AR(1) -9.44 
~o=0.0045, ~1= 0.314, a=0.0087 
1975: 1-1997:4 AR(1) -9.54 
~o=0.0050, ~1= 0.293, a=0.0083 
1978: 1-1997:4 AR(2) -9.70 
~o=0.0038, ~1= 0.267, ~2=0.110, a=0.0076 
1981:1-1997:4 AR(4) -10.22 
~o=0.0040, ~1= 0.380, ~2=0.355, ~4=-0.323, 
a=0.0057 
1984:1-1997:4 AR(2) -10.64 
~o=0.0037, ~1= 0.199, ~2=0.215, a=0.0047 
Whole sample 
1947:1-1997:4 AR(1) -9.17 
~o=0.0050, ~1 = 0.342, a=0.0100 
(*) Select by Hannan-Quinn information criterion (see Liitkepohl (1991». 
With regard to comparisons of empirical forecasting accuracy, the same 
evaluation periods as elements and Krolzig (1998) have been used, taking in each 
case the models, linear and nonlinear estimated for the sample which appears in table 
6. For the first sub-sample, 1985:1-1990:4, the SETAR and linear (AR(2» models are 
estimated by using the sample 1947:1-1984:4 producing a total of 24 I-step ahead 
forecasts and then going down progressively to 8 16-step ahead forecasts. For the 
second sub-sample, 1991:1-1997:4, the models are estimated with information from 
1959:2 to 1990:4 and 28 observations are held back for out-of-sample forecasting. 
With the purpose of obtaining firm conclusions and evaluating the implications of the 
recession in the forecasts, two additional sub-samples have been considered, 1971:1-
1976:4 and 1979:1-1984:4. In the first two sub-samples, those considered by 
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Clements and Krolzig, the presence of recessions is insignificant. The first sub-sample 
does not include any recession observation, in the second, while there are three, their 
effect on the prediction exercise is very small since they come at the very beginning of 
the period. Each of the two new sub-samples considered show six and five 
observations corresponding to recession which allows for better evaluation of their 
implications in the prediction. 
The predictions for the SET AR model have been obtained, as in previous 
cases, by simulation. The results are shown in figure 9, the quotient between the root-
mean-squared forecast error (RMSE) of the SET AR model and the linear model for 
each period appear on the left-hand side of the panel and the absolute RMSE values 
for each model figure on the right. As figure 9 shows, in the first sub-sample there are 
no significant differences. In the second sub-sample, the linear model is better in the 
short-term forecasts and there are no significant differences in the long-term. The 
results are similar to those obtained by Clements and Krolzig for Hamilton's model 
with two or three states and Potter's (SETAR) model with two regimes. The SETAR 
model proposed here gives a satisfactory characterisation of the business cycle but this 
does not appear to offer an improvement in forecasting performance. However, if the 
evaluation is enlarged to include to other mentioned sub-samples (see figure 8, sub-
samples 1979:1-1984:4 and 1971:1-1976:4), the situation is inverted and the SETAR 
model performs better than the linear model. When complete business cycles are 
incorporated en the forecasting exercise, the SET AR model seems to show 
advantages. However, in the current phase of the US economy, one in which there are 
practically no recessions and with long periods of expansion, the linear model seems 
an appropriate approximation. 
The explanation of why linear models perform better in the forecasting of US 
GDP at the present time seems to be closely linked to the lack of recessions since the 
beginning of the eighties. Recently McConnell and Perez (1997) have identified a 
structural change in the variance of US GDP in the year 1984. The magnitude of this 
change is most significant and, according to these authors, the variance has decreased 
by four since 1984. Starting from 1984, McConnell and Perez using Hamilton's 
model, fmd that GDP growth practically has no structure, it is basically a white noise 
process with different constants in each regime. For periods in which recessions are 
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not present in GDP, a linear model may characterise this serie appropriately. Most of 
the non-linear structure is to be found, therefore, in recessions. These results are 
intimately linked to those obtained by Balke and Fomby (1994). These authors show 
that the greater part of the outliers of economic series are associated with recessions. 
They say that "it could be possible that the world is indeed linear but is subject to 
infrequent, large shocks. This causes possible misspecifications in linear models and, 
consequently, these series show evidence of non-linearity. On the other hand, it is 
possible that there are indeed non-linearities that the linear outlier model captures as 
outliers" (page 197). In any case, all the results seem to indicate that most important 
source of asymmetry in economic series is to be found in recessions, and when these 
become rare events over a long period of time, as is the case of US GDP, there is not 
much to be gained in terms of forecasting by using non-linear models. Nevertheless, if 
the nonlinear models do not forecast much worse than linear ones, as is the case for 
the models presented in this paper, they can be taken as a useful representation of the 
properties of the US GDP. In fact, the linear explanation by which US GDP can be 
seen as a random walk process with a positive drift during the expansion periods (see 
McConnell and Perez (1997» seems too simple. Perhaps this last results indicates the 
dynamics of a phenomenon as GDP depend on the behaviour of a vector of leading 
indicators and for large and efficient economies the relevant set of indicators could 
very difficult to define. Without this reference the dynamics in a linear model can be 
unstable, as is the case for US GDP, and for a short sample, as the one used by 
McConnell and Perez (1997), the linear model can collapse to a random walk. The 
conclusion is not that there is not any dynamic behaviour in the rate of growth of US 
GDP, by that this behaviour is complex and time varying and, therefore, the research 
on nonlinear models is of great importance. 
The conclusions that can be reached from the SET AR models that have been 
considered above for Spanish and US GDP are that it is possible to establish certain 
similarities between the Spanish and the US business cycles but, at the same time, 
important differences are highlighted, as will be shown. In both cases the dynamic 
evolution oscillates between recession phases, characterised by negative growth, and 
expansion phases, characterised by positive growth. In the American case, these basic 
regimes can be divided into another two. For Spanish GDP, two regimes - of 
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acceleration and decline - are distinguished within the phases of expansion but only 
one regime of recession stands out, adding the observations of recovery to the 
expansion regimes. Also, in both cases, going into recession takes place as a result of 
innovations. On the other hand, in the case of the US, there is evidence of positive 
duration dependence in the recessions but not in the expansions. In the Spanish case 
this is not so clear. In order to evaluate this question the non-linear response function 
of the SET AR model could be used and this is carried out in Martmez and Espasa 
(1998b). The results obtained in this paper, which have been commented shortly in the 
section 3.1, allow for an evaluation of the significant asymmetries that occur between 
the persistence of positive and negative shocks, as well as the evolution of this 
persistence. In particular, the persistence of positive and negative shocks in the 
recessions highlights the existence of positive duration dependence in these phases. On 
the other hand, conclusive results for the expansions can not be established. The 
simulations indicate that the expansions tend to be long when they are subjected to 
random shocks, with alternating phases of regimes III and 11 - acceleration and 
declining-. The nature of the duration dependence for the expansions may be variable. 
The probability of phases of expansion coming to an end could be a decreasing 
function of their "age" until they reach a certain duration and begin growing later. It 
may be ascertained, then, that the duration dependence for expansions would be 
initially negative and later positive (U-shaped). 
As for the existing differences, in the case of the US, the recessions have a 
dynamic structure that also helps the economy to come out of a stage of negative 
growth. As was discussed in the previous section, inventory investment could account 
for much of the decline in output during periods of contraction and for much of the 
rapid growth during the first quarters after the contraction. 
In the Spanish case, the economy comes out of recession as a result of shocks, 
many of which have their origin in net exports or in the gain of competitiveness 
mainly due to devaluations. In the future, the implications of the euro for the Spanish 
business cycle particularly, will be a question of great importance. 
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Figure 9. Empirical forecasting performance of SETAR and AR(2) models. On the left panel are showed 
RMSE(SETAR)/RMSE(linear). On the right are showed RMSE for each model. 
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5. Conclusions. 
The configuration of business cycles in the Spanish economy requires a detailed 
univariate analysis of GDP. Being able to distinguish the character of the shocks that 
have affected this variable over the period studied is important for characterising 
economic cycles. Thus, a model for GDP formulated by using only unit roots is shown 
to be insufficient. A better fit is obtained when a model based on segmented means is 
proposed for the quarterly growth rate of GDP. This model allows for discrimination 
between certain types of shocks. The first oil crisis, dated in 1974:2, has a permanent 
effect over mean output growth and it can be interpreted as a specific structural break. 
When it is recognised that the dynamic nature of GDP is more complex than the 
explanation to be found by a linear model, it is possible to go forward in the analysis. A 
SET AR model with three regimes allows for an explanation, which is theoretically more 
attractive, by permitting asymmetry and different variance for each regime. Fluctuations 
in Spanish real output can be classified into three sequential phases: short periods of 
negative growth (contractions), high-growth recoveries and periods of moderate but 
declining rate of growth, following recoveries. The mean growth rate, the dynamics and 
the conditional variance are dependent on the cyclical phase. The dynamic behaviour is 
characterised by its not leading the system into or out of a recession. Both things occur 
because of shocks or owing to specific definitions of the threshold values. Also, in the 
prediction exercise carried out, the non-linear models predict better than the linear ones. 
Net exports are a determining factor in the three-phase pattern of Spanish output. 
They account for much of the drop in output during the periods previous to the crisis and 
accounts for much of the rapid growth during the first quarters of the subsequent 
recoveries. Thus the source of three-phases pattern of Spanish cycle is different from that 
corresponding to the USA business cycle. This suggests that the main conclusions to be 
drawn from studies referring to developed, big and almost closed economies cannot be 
extended to small and open economies such as Spain's. 
The SETAR approach proposed is of use for characterising US GDP. It is 
possible to obtain a stable SET AR model for this variable which interprets the 
business cycle convincingly. This SET AR model shows advantages over the linear 
model when cycles with recessions are included in the period evaluated. When there 
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are no cycles or recessions present, there are no significant differences between linear 
and non-linear models, but the linear models are unstable for larger samples. 
The Spanish business cycle shows similarities with that of the US in that when 
the economy enters into recession it is as a result of shocks, expansions show short 
cyclical oscillations and periods of recovery after a recession are abrupt and there is 
evidence of positive duration dependence during recessions. Nevertheless, while US 
GDP shows a dynamic that pushes the economy out of recessions, Spanish GDP 
requires the help of shocks. Net exports and possibly the competitiveness of exports 
may play a highly important role in the three-phase pattern of the Spanish business 
cycle. Inventory investment could be the source in the case of the US. The evidence 
of positive duration is not strong enough for US expansions while in the case of 
Spanish expansions the nature of this dependence might be variable, negative at first 
and positive later (U-shaped). 
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