Abstract-In this paper, a novel control algorithm is presented to enhance the performance of the tracking property for a class of nonlinear and dynamic stochastic systems subjected to non-Gaussian noises. Although the existing standard PI controller can be used to obtain the basic tracking of the systems, the desired tracking performance of the stochastic systems is difficult to achieve due to the random noises. To improve the tracking performance, an enhanced performance loop is constructed using the EKF-based state estimates without changing the existing closed loop with a PI controller. Meanwhile, the gain of the enhanced performance loop can be obtained based upon the entropy optimization of the tracking error. In addition, the stability of the closed loop system is analyzed in the mean-square sense. The simulation results are given to illustrate the effectiveness of the proposed control algorithm.
I. INTRODUCTION
The performance enhancement of control systems has always been a common topic in control system research [1] . Since the external disturbance widely exists in various industrial processes [2] , the tracking performance can be normally characterized by mathematical expectation and variance for Gaussian linear stochastic systems [3] . However, these existing results cannot be applied to the nonlinear and non-Gaussian stochastic systems [4] . Furthermore, the distributions of the system variables are still non-Gaussian even if the nonlinear stochastic systems are subjected to Gaussian noises. Therefore, different from the traditional control design using mathematical expectation and variance, H. Wang is with Pacific Northwest National Laboratory, Richland, WA 99352 USA (e-mail: hong.wang@pnnl.gov).
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Digital Object Identifier 10.1109/TAC.2017.2742661 entropy can be introduced to evaluate the performance of the nonlinear and non-Gaussian stochastic systems [5] .
In the information theory [6] , the concept of the entropy is developed to describe the randomness of the stochastic variables. Based on this concept, various performance criteria have been presented to control and optimize the stochastic systems [2] , [7] - [10] . Motivated by these works, the performance criterion is presented to characterize the randomness of the vector-valued tracking error based on Rényi entropy, where it has been shown that the entropy is an extension of the variance [10] .
Due to the simple structure, PI controllers are widely used for industrial processes [11] . Moreover, to guarantee the mathematical expectation of the vector-valued tracking error converges to zero, many performance enhancement algorithms have been developed for PI control, where most of them improve the performance of systems via tuning the parameters of the PI controllers [12] - [15] . However, for many industrial processes, PI parameters are fixed and could not be changed freely [16] . Therefore, designing an algorithm without changing the existing PI controller is important for performance enhancement of PI control based systems.
The control objective in this paper is to minimize the entropy of the tracking error, while the existing PI controller is fixed. With the similar objective, a variance-based solution for a class of linear Gaussian stochastic systems was proposed in [17] . Based on the aforementioned discussion, this variance-based solution is not suitable for nonlinear and non-Gaussian stochastic systems. Therefore, this paper presents a novel control algorithm shown in Fig. 1 , where the structure of the controller is divided into two parts: the existing fixed PI controller and a compensative controller. It is clear that the existing PI controller could always ensure the basic requirement of tracking property and the compensative controller forms the performance enhancement loop using the system states. Since the states of many systems are unmeasurable, an appropriate state estimation or filtering algorithm should be applied here to estimate the unmeasurable states of systems. Indeed, filtering and state estimation for the nonlinear stochastic system have attracted a lot of attention [18] . Except the classic nonlinear filtering algorithms like extended Kalman filter (EKF) [19] and unscented Kalman filter [20] , [18] has proposed a recursive filtering algorithm for a class of nonlinear time-varying systems with missing measurements and quantization effects, and [21] has developed a recursive state estimation method for an array of discrete time-varying coupled stochastic complex networks with missing measurements. In this paper, the EKF is employed to estimate the system states for its simple structure.
The main contribution of this paper is to develop a novel control algorithm to enhance the performance of the tracking property for a class of nonlinear and non-Gaussian stochastic systems without changing the existing PI control loop. Compared with the PI controller, the compensative controller uses the full-state information estimated by the EKF instead of the output information only. In addition, the concept of entropy is employed to characterize the randomness of the system. The gain of the compensative controller can be adjusted adaptively to minimize the entropy-based performance criterion, which implies that the randomness of the tracking error is attenuated. The convergency of the tracking error under the mean square sense is proved under some assumptions. Finally, the proposed control algorithm is verified by an experiment example that illustrates the effectiveness.
The rest of this paper is organized as follows: Section II states the formulation of the control problem, while Section III gives the control strategy design, which is the main result of this paper. The associated stability analysis is provided in Section IV. Finally, two simulation results and conclusions are given in Sections V and VI, respectively.
II. PROBLEM STATEMENT
Consider the following stochastic nonlinear system:
where x k ∈ R n is the state vector, y k ∈ R m is the system output, and u k ∈ R m is vector-valued control input. f (·) and h(·) represent general nonlinear functions. w k and v k are the process and the measurement noises that are the mutually independent white noises. Z and F are constant coefficient matrices with appropriate dimensions.
The control input could be formulated by (3) as shown in Fig. 1 . u 1 represents the output of the existing PI controller as (4), while u 2 is the compensative control signal that takes the full-state feedback control (5) based on the estimated states.
where k P and k I are the fixed parameters in the standard PI controller while tracking error vectors e k and z k are described with set-point r as follows:
In the formula of u 2 k , G k denotes the compensative gain andx + k is the posteriori estimation of states from the EKF. To obtain the estimated states of the stochastic system, the formulation of the EKF is recalled in this section. The prediction step is given as
Next, the update stage is shown by
In the aforementioned equations,x − k is the priori state estimation, x + k represents the posteriori estimated state, P − k is the second moment of the priori estimated error, and P + k is the second moment of the posteriori estimated error. The difference betweenx
k is much accurate by taking new obtained y k into consideration, which is also the main reason that the posteriori estimated state is chosen to construct the compensative controller. Moreover, K k is the Kalman gain, which is obtained by (11) for each sampling instant. Furthermore, Q k and R k stand for the second moment of the random noises w k and v k , respectively.
III. CONTROL ALGORITHM DESIGN

A. Performance Index
The main purpose is to find an appropriate G k to minimize the randomness of vector-valued tracking error, e k . To achieve this control objective, quadratic Rényi's entropy of the vector-valued tracking error is used and the definition is given by
where Ω(e) stands for the information potential and
where e stands for the random variable of e k and γ e represents the probability density function (PDF) of vector-valued tracking error. Hence, to calculate the entropy of the vector-valued tracking error, the formula of the vector-valued tracking error e k and its PDF γ e should be obtained first. The vector-valued tracking error e k can be restated as follows:
It is assumed that function H(·) is monotonic with respect to τ 1 , while τ 1 and v denote the random variables of w k and v k . In order to obtain the PDF of the tracking error, the following assumption need to be clarified.
Assumption 1: The Jacobian determinant Ξ k satisfies
where τ 2 stands for the random variable of e k [22] . In addition, two new vectors need to be defined as
Indeed, Assumption 1 is not a strict condition and it means that in practice the tracking error is always subjected to the nonzero influence of the random disturbances.
Lemma 1: Based upon Assumption 1, the PDF of the tracking error is given by
where γ v and γ w are the PDFs of v k and w k , respectively, and
satisfies the following equation:
Proof: From the probability theory, it can be seen that
where γ Φ k and γ Ψ k stand for the joint PDF of Φ k and Ψ k , respectively. Since w k and v k are mutually independent, we have
Moreover, since
γ e k (τ 2 ) can be further expressed as
Following Lemma 1, the performance index can be formulated using entropy. In addition, the energy of the control inputs should also be considered. Therefore, the performance index function is chosen as follows:
where weights R 1 and R 2 are prespecified real positive numbers.
B. Controller Design
To minimize J k , optimal G k can be solved from
For each iteration, the parameters are updated in the direction of negative gradient. The optimization procedure is stated as follows. 1) Initialize G k and set the accuracy valueε > 0.
2) Calculate the gradient as the following equation:
If ∇J k ∇J k T <ε, stop the algorithm and the optimal solution is G k −1 . Otherwise, go to Step 3.
3) The gain is updated using the following equation:
where η > 0 is the learning rate. 4) Set k = k + 1 and go to Step 2.
Remark 1: In order to guarantee the sufficiency of this optimization, the value of R 1 and R 2 should be chosen to satisfy the following:
It has been shown that inequality (30) always holds once the weight R 2 is sufficiently large.
IV. STABILITY ANALYSIS
In this section, the conditions of stability in the mean-square sense for closed loop is analyzed. For this purpose, a new vector ε k is defined as
where η k = x k −x + k is the estimated error. Assumption 2: The original nonlinear stochastic system can be approximated by the following formulation:
where
and Δh k (x k ) could be considered as nonlinear unmodeled dynamics. In the rest of this paper, Δf k −1 and Δh k will be applied to represent
and Δh k (x k ) for convenient. The real constant matrices A, B, and C can be obtained by linearization.
Hence, the expression of e k is rewritten as
Substituting control inputs (3)- (5) to the system, e k can be further expressed as
Similarly, the equation of η k can be restated as follows:
where Δh 2 k stands for the unmodeled dynamics for the EKF. Denote
then (36) can be rewritten as
while z k can be formulated by
and ε k is reexpressed as
,
and
In addition, the following assumptions and lemmas should be used.
Assumption 3:
The nonlinear unmodeled dynamics of system satisfy the following inequalities:
where 
Noticed that there exists a group of real positive numbers a 1 , a 2 , and a 3 , such that the following inequalities hold:
Lemma 2: Based on Assumptions 2-4, the following inequality holds:
Proof: Based on Assumption 4, inequality (44) can be further expressed as
According to Assumptions 2 and 3, we have
The proof is completed by using M 2 . Lemma 3: Since the aforementioned assumptions holds, there exists a real positive number M 1 such that the following inequality holds:
Proof: Based upon Assumption 2, it can be shown that
Note that e k −1 can be expressed as
Based on Assumption 3, e k −1 is represented as
Combining Assumption 2, Assumption 3, and inequality (53), the following inequality can be obtained:
which completes the proof. Using the aforementioned assumptions and lemmas, the following theorem shows that the tracking errors are ultimately bounded in the mean-square sense [23] , [24] , where the definition [25] is shown as follows.
Definition 1: For stochastic system in (1), x is mean square bounded if 
then for all E{ ε 0 2 } ≤ δ 2 , the system is ultimately bounded in the mean-square sense, where
Proof: Based on (40), the following equation can be obtained:
As a result, we have
Notice that
Thus, the following inequality is obtained when k = 0:
Based on the aforementioned inequality, it can be shown that there exists a constant θ 1 ∈ (0, 1), such that
Similarly, E{ε 2 T ε 2 } can be constructed as follows:
where θ 2 is also a constant with θ 2 ∈ (0, 1). Hence, the following inequality can be constructed at sampling in- Therefore, for sampling instant k + 1, we have
The conclusion can be drawn that the inequality holds for k + 1 if its hold for k. The proof is completed. The procedure of the proposed control algorithm can be summarized as follows: 1) initialize the system parameters, including the second moment P + 0 of the extended Kalman filter; 2) linearize the original nonlinear stochastic system to design the EKF for unmeasured variables; 3) obtain the system outputs and estimated states; 4) formulate the tracking error and the its PDF; 5) calculate the entropy and the performance index value; 6) obtain the optimal gain G k based on convex optimization (29); 7) substitute G k to the performance enhancement loop with the existing PI controller (3)-(5); 8) move to next sampling instant k = k + 1 and update the system using step 2.
V. SIMULATIONS
A. Simulation for a Twin-Level Tank System
The proposed method has been tested on a twin-level tank system as shown in Fig. 2 , which consists of no. 1 and 2 tanks, actuators, a pump, and a valve together with flow rate and level sensors. The water in the pool is injected into tank 1 with quantity of flow via controlling the pulse width modulating ratio u 2 (k), and then, flow from tank 2 to tank 1 with quantity of flow through the intercommunicating valve, while the valve opening u 1 (k) and the discharge valve of 2 are closed.
Based on [26] , when u 2 (k) is applied to the pump as the control input and with the level of tank 1 as the output, the system could be formulated as
where x To apply the proposed algorithm, the system need to be discretized as follows:
where h is the step length. Noise w k is subjected to Gaussian distribution with zero means and 0.1 variance, while v k is non-Gaussian noise with the following PDFs:
The input signal is controlled by the existing closed-loop PI controller and the compensative controller. Here, the parameters of the existing PI controller are k P = 75.5 and k I = 0.07. The compensative signal is added after sampling instant k = 6000 to show the different performance between the PI controller only and the proposed control. The results are shown in the following figures. Fig. 3 indicates the output of system, where it can be seen that the output could track the set-point properly and the randomness has been attenuated after the compensative signal has been added. This conclusion can also be draw using Fig. 4 , which shows the 3-D PDF of tracking errors, where it illustrates that the shape of PDF becomes taller and sharper after k = 6000. In addition, Fig. 7 shows that the estimated states x 2 as compared with the real state. Moreover, Fig. 5 shows the curves of the compensative gain optimization, while Fig. 6 indicates the compensative signal u 2 .
From these figures, it can be seen that the randomness of output has been reduced after the compensative signal is added. It can also be proven by the shape of tracking errors PDF, which becomes taller and sharper along with the optimal gains searching. Compared with the PI control only, the proposed control algorithm can realize a better tracking performance.
B. Comparison Experiment
A comparison experiment with minimum variance control is also included. The system formulations and all the parameters are the same as those in the experiment in part A. The structure of control input can be formed as (3) . Different from the proposed algorithm, the compensative controller is obtained using the minimum variance via the following gradient descent algorithm:
Since the purpose of the designed controller is to minimize the variance of the tracking error, the objective is
where V k is the variance of the tracking error, which takes the following form:
where γ e k is the PDF of the tracking error, which can be obtained using Lemma 1.
The results are shown in Figs. 8-10 . Similar to the entropy-based experiment, the proposed controller is switched ON when time instant k = 6000 to show the effectiveness. Fig. 8 indicates the responses of the system output and set point. The PDFs of the tracking errors are shown in Fig. 9 , while the compensative signal is illustrated in Fig. 10 . From Fig. 8 , it can be seen that the randomness is decreased slightly after the compensative signal is added. Meanwhile the shape of PDFs shown in Fig. 9 becomes slightly taller along with the tuning of the gain. Compared with the results of the proposed control algorithm, it is clear that the proposed algorithm shows a better performance.
VI. CONCLUSION
This paper presents a novel control algorithm for a class of nonlinear and non-Gaussian stochastic systems with unmeasurable states. To enhance the tracking performance of the system, the entropy-based performance index has been developed. Using this performance criteria, the optimal gain has been obtained. Then, the performance enhancement loop has been established by this compensative gain and the EKFbased estimated states. Without changing the existing PI control loop, the new control algorithm with compensative control signal attenuate the randomness of the closed-loop system. Moreover, the presented control algorithm is convergent and the stability of the closed-loop stochastic system has been also analyzed in the mean-square sense under some simple assumptions. To verify this control algorithm, the simulation results have been obtained via one experimental example and one comparison example, and the desired control performances have been obtained.
