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Kurzfassung
Ein genaues Grundversta¨ndnis der eutektischen Erstarrung und deren
Haupteinflussfaktoren ist entscheidend fu¨r die Charakterisierung vieler met-
allischer Produkte. Numerische Simulationen sind erforderlich, um die Bil-
dung von eutektischen Lamellen und die hieraus resultierende Mikrostruktur
vorherzusagen, welche wiederum die makroskopischen mechanischen Eigen-
schaften von Gusslegierungen bestimmen. Im Rahmen dieser Arbeit en-
twickeln wir ein mikromechanisches Phasenfeldmodell, um die eutektische
Erstarrung in Legierungen mit elastischer Gitterfehlanpassung zwischen den
koha¨renten festen Phasen zu berechnen. Als erstes wird ein vorhandenes
Phasenfeldmodell fu¨r das diffusionskontrollierte zweiphasige Wachstum auf
den Fall des freien eutektischen Wachstums mit gekoppelter Warm- und
Stoffdiffusion erweitert. Die Dynamik von voll entwickelten Kolonien wird
qualitativ behandelt. Anschlieend wird ein elastisches Phasenfeldmodell basierend
auf der Theorie der linearen Mikroelastizita¨t unter Beru¨cksichtigung der
elastischen Inhomogenita¨t, um die elastischen Interaktionen in das Modell
einzubringen, die sich aus der Gitterfehlanpassung zwischen den koha¨renten
festen Phasen im Eutektikum ergeben, entwickelt. Unter der Annahme eines
isotropisch elastischen Verhaltens, wenden wir das elastische Phasenfeld-
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2 Kurzfassung
modell auf eine organische Legierung an und evaluieren die entsprechenden
Spannungen und Dehnungen. Wir verallgemeinern unser elastisches Mod-
ell, um die Anisotropie der elastischen Eigenschaften der Materialien zu
beru¨cksichtigen. Die Einflu¨sse des thermischen Gradienten und der lokalen
Unterku¨hlung werden ebenfalls untersucht, um die Lamellenbildung sowohl
im Fall des gerichteten sowie des freien Wachstums fu¨r die Ti-Fe-Legierung
grundlegend zu verstehen. Als letzten Schritt dieser Arbeit erweitern wir
unser elastisches Phasenfeldmodell auf das Wachstum eutektischer Kolonien
mit unterschiedlichen Orientierungen, die am Ende der Erstarrung zusam-
menstoßen.
Abstract
Precise understanding of eutectic solidification and its controlling param-
eters is crucial in characterizing of many metal products. Numerical sim-
ulations are required to predict the formation of eutectic lamellae and the
resulting microstructure which, in turn, determines the macroscopic mechan-
ical properties of casting alloys. In this work, we aim to develop a microme-
chanical phase-field model to assess the eutectic solidification in alloys with
coherent elastic misfit. First, we generalize an existing phase-field method
of diffusion-limited two-phase growth [Phys. Rev. E, 70 (2004) 061604] to a
model of free-volume eutectic growth with coupled heat and solute diffusion.
Secondly, we develop an elastic phase-field model based on linear microelas-
ticity theory by considering elastic inhomogeneity to incorporate the elastic
interactions arising from the mismatch between coherent phases in eutectic
growth. Next, we apply the elastic phase-field model to an organic alloy
by assuming isotropic elasticity and evaluate the corresponding stress and
strain distributions. Moreover, we generalize our elastic model to consider
the anisotropy in materials. The effect of the thermal gradient and the local
undercooling are also studied to understand the occurrence of lamellae in di-
rectional and free-volume eutectic growth in Ti-Fe alloys. Finally, we extend
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the elastic phase-field model to multiple orientations for a limited number of
eutectic nuclei.
Introduction
Most casting alloys contain eutectic structures. Precise understanding of
eutectic growth and the controlling parameters of the solidification process
is crucial in characterizing of many metal products. In eutectic growth,
the liquid of two or more components solidifies to produce two solid phases.
These two solid phases grow together from the metastable parent liquid phase
at an interface called growth front [57, 66].
Extensive theoretical and experimental studies have been performed to
establish the dependence of the structure parameter (lamellar spacing) on
eutectic solidification parameters [7, 16, 41, 45, 48, 58, 62, 104, 106]. One
of the most significant theoretical studies in eutectic growth is the work of
Jackson and Hunt (JH) [41]. They have presented the solutions to the trans-
port equations for the case of steady-state solidification under the influence
of a temperature gradient and a pulling velocity for non-faceted interfaces.
In these investigations, a planar interface with a constant temperature at
the growth front was assumed. Jackson and Hunt found that, for a given
interface velocity, stable growth occurs at minimum interface undercooling.
These minimum limits to the lamellar spacing, as a function of the minimum
undercooling which corresponds to morphological stability of the eutectic
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microstructures, have been revealed in other studies as well. However, not
all of the conditions supposed by JH were applicable in these investigations.
Akamatsu et al. [1] showed that the minimum spacing observed in eutectic
organic alloys is smaller than that corresponding to the minimum undercool-
ing. Liu and Elliot [63] found a maximum value that defines the upper limit
for stable growth. Following the JH analysis, several theoretical and numer-
ical models have been developed to assess the relationship between eutectic
lamellar spacing and growth conditions [59, 62, 104].
The continuum studies of microstructural evolution in materials science,
which are based on classical field theories, are categorized into sharp inter-
face and phase-field methods. In sharp interface models, the field variables
vary discontinuously across an interface, whereas in phase-field approaches
the phase-field variables are continuous. The free-boundary problem in a
typical sharp interface formulation consists of the diffusion equation for the
bulk phases, the continuity equation (the so-called Stefan condition) and
the Gibbs-Thomson relation as the boundary condition at the interface. Al-
though such methods has been widely applied to simplified analytical and nu-
merical investigations, they are not convenient for modeling complex geome-
tries, multiparticle or multiphase transitions and for handling singularities
arising from annihilation or merger of microstructures, since the interfaces
need to be explicitly tracked [23, 30, 94]. The phase-field methods, on the
other hand have emerged as a method of choice to simulate microstructural
evolution in a wide range of processes in materials science. With this method,
tracking the location of the interface is avoided by treating the interface as
a diffuse boundary with a very small and finite thickness and introducing a
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set of continuous variables, the so-called phase-field variables, that charac-
terize time and spatial evolutions of bulk phases in the underlying system
[26, 90, 94]. The interface evolution follows from the solutions of partial
differential equations which automatically leads to the topological changes.
Another advantage of the phase-field method is the flexibility of the model
to incorporate various physical effects, e.g. elastic interactions in coherent
systems. Regarding the limits of the sharp-interface method where the inter-
face thickness approaches zero, the phase-field method can be validated by
using matched asymptotic expansions of the phase-field equation.
In general, the phase-field approach is a genuine representation of the
original free-boundary problem and has been adopted widely to predict the
phase transitions under multiphysical influences [24] such as materials with
coherent interfaces, solidification processes in multicomponent and multi-
phase systems [71, 88, 92] or problems involving several time and length
scales. The phase-field method has been used also to examine elastic effects
on microstructural evolutions, e.g. coherent interfaces in solid-solid systems
and surfaces of solid thin films. Elastic interactions arising during solid-solid
phase transitions have attracted the interest of many researchers to perform
numerous numerical investigations [8, 12, 27, 39, 83, 84, 97, 105]. In gen-
eral, elastic stress provokes an elastic strain energy that can influence a wide
range of processes and equilibrium properties of multiphase systems when the
resulting phases are coherent. The elastic stress was first included in phase-
field equations by Chan [10] and has been further developed by Khachaturyan
[50] for a wide range of phase transformations. The phase-field method with
elastic stresses reported in the literature has also been used to model growth
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and coarsening of solid-state particles [106], rafting [37], thin film instability
[49, 70] and martensitic transformation [2].
Even though the published works on solid-state phase transformations
shed light on the subject from different points of view, there have been only
a few studies applying the phase-field model to solidification processes with
elastic interactions, e.g. dendritic growth [34, 95] and single-phase solidifi-
cation under stresses [85]. On the other hand, strong elastic mismatch has
been revealed during formation of eutectic colonies in coherent binary alloys,
e.g. Ti-based alloys [14, 65]. In addition to the chemically driving forces
accommodated by free energies in diffusion-limited growth [20, 29, 56], other
important phenomena, e.g. elastic interactions arising from a difference in
lattice spacing between two coherent phases, grain boundary diffusion and
concentration dependent diffusion coefficients, may influence the microstruc-
tural evolution in binary alloys and multiphase systems [28, 89].
This work aims to develop a microelastic phase-field model to study the
elastic contributions to microstructure formation in eutectic systems. Our
emphasis is on eutectic growth in coherent binary alloys, where the driving
force of the system arises from the misfit between two different solid phases as
well as from the gradient of the diffusion potential for solute diffusion. As the
first step, the diffusion-limited models for multiphase and two-phase growth
developed previously [29, 56] are adapted to an extended model that accounts
for the elastic interactions and elastic anisotropy in eutectic structures with
misfits (see Chapter 3). Here the model incorporates the elastic energy and
the coherent elastic misfit in binary alloys.
The coherency strain is not a sufficient assumption to establish the solid-
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ification behavior in eutectic systems we are interested in such as Ti-based
alloys that exhibit high elastic strains at the interfacial regions, since only
small differences in lattice parameters of aligned phases can be accommo-
dated by such strains. Therefore, as the next step, we extend our elastic
phase-field model to multiple orientations and consider several nuclei with
different orientations. Hereby we incorporate the orientation misfit energy
based on the approach taken by Gra´na´sy et al [32], which enables us to com-
pute the interfacial energies between eutectic nuclei of arbitrary orientations.
Our elastic phase-field model with misorientations is able to accommodate
arbitrary phase diagrams of binary alloys and can easily be applied to other
growth phenomena. Conducting more detailed and accurate simulations with
several nuclei in real systems requires experimental data on misfit energies
depending on the associated orientations of the nuclei.
In Chapter 2, a model for diffusion-limited two-phase growth proposed by
Folch and Plapp [29] is examined to investigate the free-volume microstruc-
tural pattern formation of eutectic colonies. This model is extended to the
system of coupled heat and solute diffusion by solving the heat equation to-
gether with the phase-field equation and diffusion equation. The effects of
thermal diffusion on morphological instability wavelength in free-growth are
established by simulating the dynamics of growth in eutectic colonies. The
nonlinear interface behavior that leads to the formation of fully developed
eutectic colonies, e.g. two-phase cells observed in transparent organic alloys
solidification [77], can be simulated using the same model approach.
The development of the elastic phase-field model is presented in Chap-
ter 3 where the elastic, interfacial and chemical free-energies are defined and
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system evolutionary equations and the mechanical equilibrium equations are
derived for binary alloys. The model is tested by performing the JH investi-
gations which elucidate the elastic effects in eutectic growth for a symmetric
organic alloy. One should note that modeling the elastic interactions in eu-
tectic solidification is not physically meaningful, since the misfit stresses and
strain would relax in the liquid. They can contribute to the eutectic sys-
tems only when the the alloys are completely solidified. Furthermore, the
coherency strain relaxes on a scale much smaller that the phase-field length
scale. Therefore, the sharp interface analyses should be performed to develop
a quantitative model. Here we have chosen the misfit strain to relax on a
scale larger than the phase-field variable to show how the model qualitatively
works. The presented numerical simulations in this chapter, aim to provide a
fundamental study to establish how the elastic phase-field model works with
respect to the misfit parameter and the configuration of elastic fields. This
model will be adopted later to real eutectic systems with elastic interactions.
Chapter 4 describes the application of our elastic phase-field model to
Ti-Fe systems that exhibit high elastic strains at the interfaces. We begin by
rewriting the phase-field equations using a general constitutive model which
enables us to describe anisotropic elasticity. Later, the cubic anisotropy
is applied to Ti-Fe alloys with realistic material parameters. Simulations
of directional growth are conducted to establish the effects of solidification
parameters, i.e. the temperature gradient and pulling velocity on eutectic
formation and the free growth in eutectic colonies with a range of misfit
values.
The application of our elastic phase-field model to multiple orientations is
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given in Chapter 5. The model presented here is used to investigate the free
growth of a limited number of eutectic nuclei and to examine the influence
of orientation free energy on the microstructure formation in a Ti-Fe system.
Finally, the thesis is concluded with a summary and outlook discussing the
potentials of the model for further applications and extensions.
12 Introduction
Chapter 1
Phase Growth in Binary Alloys
In a continuum model for studying microstructure formation, there are
two ways of handling the moving boundary problems, namely, the sharp-
interface methods and phase-field models. Whereas in the former case the
properties of a discontinues interface changes abruptly from that of one phase
to the other, in the later case the interface is described by a continuous tran-
sition of a phase-field variable between two states. The phase-field variable
(order parameter) is an independent state variable defined as a function of
time and space to distinguish between different states in material systems; in
solidification of a pure substance for instance, the phase-field variable denotes
whether the material is in solid or liquid state. A phase-field model for spin-
odal decomposition was first developed by Cahn and Hilliard [9] considering
composition-diffuse interfaces where the alloy concentration was used as the
order parameter (conserved field variables). Therefore, the model equations
describing composition and its gradients are called Cahn-Hilliard equations.
Alternatively, the diffuse-interface models based on non-conserved field vari-
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ables (unlike concentration field) are known as Allen-Cahn models. The
main advantage of the phase-field method is that tracking of the interface is
avoided, since the phase-field variables are continuous in the whole material
states and therefore the model evolutionary equations are valid in the entire
domain.
The phase-field method applying to solidification of a pure substance has
been developed first by Kobayashi [53]. Later, Wheeler, Boettinger and Mac-
Fadden [102] have proposed a phase-field model for solidification in binary
alloys in which they have introduced a free energy functional depending on
both phase-field variable and composition. This model has been modified
further to simulate dendritic growth [100] and to assess the effects of solute
trapping on solidification [103]. Generic phase-field models that can be ap-
plied to an arbitrary number of phases [71, 88, 92], i.e. the so-called multiple
phase field, have been developed later. Further extensions of the model deal
with multiphase and multicomponent alloys [20, 56, 19, 29].
Many phase-field models follow the point of view that the diffusion of
the phase-field exists on a scale below the microstructure scale of the inter-
est of researchers [90]. On the other hand, the phase-field simulations are
only feasible by choosing the interface thickness larger than the experimental
length scales to model the interfacial growth in real materials, and therefore
the numerical results will depend on the interface thickness. A thin-interface
analysis was introduced by Karma and Rappel [46] to overcome this difficulty.
The thin-interface limit is a meaningful physical limit when the interface has
a finite width [23], and hence the phase-field equations reduce to the cor-
rect sharp-interface formulations as the interface thickness approaches zero.
1.1 Eutectic Growth 15
However, this selection of the interface width, i.e. W exceeds the atomistic
width, gives rise to the solute trapping when the diffusion is asymmetrical.
To compensate these unphysical effects the so-called antitrapping current was
introduced first into the phase-field model of pure material by Karma [47]
and has later been adopted to solidification of binary alloys [19, 29].
Multiphase problems such as eutectic and peritectic growth can be exam-
ined using the phase-field method with multiple order parameters. A general
overview on experimental and numerical researches in multiphase solidifica-
tion of multicomponent alloys is given in [38]. In this chapter, we focus on
a quantitative three phase-field model proposed in Ref. [29] which provide a
basic foundation for developing the elastic phase-field model and extensions
described in the next chapters. We apply this model to lamellar eutectic
growth in the binary CBr4−C2Cl6 system and conduct further simulations
to study more precisely the dependence of lamellar spacing and minimum
interface undercooling on growth speed and thermal gradients for the sug-
gested material system. Note that in this chapter, we only present a general
description of the corresponding phase-field model and some known features
of eutectic growth as a background for the next chapters. More detailed
information on the phase-field model used here can be found in Chapter 3.
1.1 Eutectic Growth
The study of the phase-diagram is the first step in understanding the
structures and properties of multiphase alloys. A typical phase-diagram of a
binary alloy system is demonstrated in Fig. 1.1 where the temperature T and
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the composition C (expressed as the molar fraction of the solute) are plotted
against each other. In eutectic systems the first addition of either component
metal to the other causes a lowering of the melting point, so that the liquid
curve passes through a temperature minimum known as the eutectic point
[81]. At the eutectic point (CE, TE), the lowest melting point of the alloy, the
liquid and two solid phases are at equilibrium. The composition difference,
4C = Cβ − Cα, is required to drive solute diffusion during eutectic growth.
Two solid phases, α and β, are to be distinguished in eutectic systems. Three
Figure 1.1: A typical phase-diagram of a binary eutectic alloy, the eutectic
concentrations of each phase at the eutectic temperature, Cα, Cβ and CE are
presented at the eutectic temperature TE.
two-phase reactions are identified in Fig. 1.1, namely, L + α, L + β and
α + β. The so-called eutectic line, or eutectic reaction isotherm, joins the
composition of three conjugate phases that coexist at eutectic temperature.
All two-phase regions meet at eutectic line that is common to all of them.
When the eutectic alloy is heated through the eutectic point, the α and β
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phases react to form liquid. The decomposition of the liquid into α and β
occurs upon cooling through the eutectic temperature,
L
 α + β.
The relative proportions of the α and β phases in the completely solidified
alloy may be determined by the well-known lever rule (Fig. 1.1) [81]
%α =
eb
ab
× 100, (1.1)
%β =
ae
ab
× 100.
At high volume fractions of both phases, which are encouraged by symmetric
phase diagrams, there is a preference for the formation of lamellar structures.
On the other hand, if one phase is present in a small volume fraction, there
is a tendency to the formation of fibers (see Fig. 1.2). As a rule of thumb,
Figure 1.2: Different types of binary eutectic morphologies, fibrous (upper-
left picture), lamellar (upper-right picture), irregular pattern (lower-right
picture).
one can suppose that when the volume fraction of one phase is between
zero and 0.28, the eutectic will probably be fibrous. On the other hand, if
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the volume fractions are between 0.28 and 0.50, the eutectic will tend to
be lamellar and when the phase with low volume fraction possesses a high
entropy of melting, the eutectics are usually irregular (Fig. 1.2) [57]. During
Figure 1.3: Eutectic growth with four lamellae, initial condition (left picture),
lamellae with curved front (right picture).
the solidification of two-phase eutectic alloys, two solutes are rejected. Solute
B accumulates in front of the β phase, while solute A is enriched in front of the
α phase, Fig. 1.3(a). The solute only needs to diffuse along the solid-liquid
interface from one phase to the other. Sideways diffusion is thus the reason
for eutectic solidification. At the three-phase junction, the surface energies
must be balanced to ensure mechanical equilibrium [87]. This imposes fixed
contact angles, in turn, introduces a curvature of the solid-liquid interface of
each lamellae (see Fig. 1.3(right)). In other words, the diffusion flux, which
is established at the eutectic solid/liquid interface, permits the rejection of
solute by one phase to be balanced by incorporating the solute to the other
phase. The concentration in the liquid at the interface varies from CαL at α/L
to CβL at β/L eutectic fronts.
The equilibrium between an attractive force arising from the diffusion
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field, and a repulsive force between the three-phase junctions arising from
capillary effects determines the eutectic spacing. The growing interface can
be regarded as being in a state of local thermodynamic equilibrium. The
measurable temperature of the interface, which is constant along solid/liquid
interface, is a function of local concentration and temperature. The sum of
the solute (∆Tc) and the curvature (∆Tr) undercoolings must be equal to
the interface undercoolings, which corresponds to equilibrium at all points of
the interface [57],
∆T = ∆Tc + ∆Tr = constant. (1.2)
Extensive theoretical and experimental studies have been performed to estab-
lish the phase relations, the relation between the solidification temperature
and the interface velocity, for both lamellar and rod eutectic morphologies.
A detailed theoretical model of regular eutectic growth was developed by
Jackson and Hunt [41]. They solved the liquid diffusion problem for a planar
interface under particular assumptions. According to JH model the growth
equation that defines the relationship between the interface undercooling and
the lamellar spacing, may be written as,
∆T
m
= vλQL +
aL
λ
, (1.3)
where aL and QL are constants and v is the growth velocity. Minimizing Eq.
1.3 at a constant growth velocity gives
λ2v =
aL
QL
, (1.4)
∆T 2
v
= 4m2aLQL, (1.5)
∆Tλ = 2maL. (1.6)
20 Phase Growth in Binary Alloys
Eq. 1.3 indicates that the undercooling is a function of both lamellar spac-
ing and growth rate. This is one of the most successful models for regular
eutectics during the slow solidification.
1.2 Phase-Field Model Description
The continuous variation of the phase-field φ(~x, t) between different fixed
values, each representing a bulk phase in the material system, describes the
interface between two phases in the context of the phase-field modeling (Fig.
1.4). The dynamic equations, which describe the evolution of the physi-
Figure 1.4: Schematic representation of the phase-field variable φ, which
varies from φ=1 in solid to zero in the liquid phase.
cal systems, can be derived by applying the variational principle and the
principle of minimal energy dissipation. The temporal evolution of the non-
conserved phase-field variables, which determines the location of correspond-
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ing interfaces, is a relaxation toward the minimum of a free-energy functional
F and can be obtained by solving the time dependent Ginzburg-Landau equa-
tion,
∂φi
∂t
= −LδF
δφi
, (1.7)
where L is the kinetic coefficient characterizing the structural relaxation.
The total free energy of the system, F, is a smooth function of field variables
defined as the volume integral of a free-energy density f,
F =
∫
V
fdV. (1.8)
In general, the transport equations of a thermodynamic quantity (variable)
can be obtained from the thermodynamic functions of a system by taking
the variational derivatives of a an appropriate potential, e.g. Gibb’s free
energy, with respect to that variable. The details of derivation of transport
equations from an underlying thermodynamic potential are given in Ref. [23].
In the context of phase-field model obtained by applying the variational
principles, the thermodynamic potentials have to be a function of phase-
field variables. In such models the phase-field variables are not sufficient
to describe the local state of the system. Therefore, additional fields are
needed to be incorporated into the model, e.g. temperature, concentration
and elastic deformations, that could be defined as conserved and/or non-
conserned quantities normalized to a unit volume.
The Cahn-Hilliard equation establishes the evolution of the conserved
fields, whereas the dynamic equations of non-conserved fields take the form
of the Allen-Chan equation. In three-phase solidification [29], the spatial
distribution of each phase can be described by introducing three phase-field
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variables, φi with i = α, β, L. The dynamic equations obtained using varia-
tional principles are not necessarily compatible with thermodynamic laws. In
the following, the phase-field equations are obtained from a Helmholtz free-
energy function F . The free-energy function, which is defined as the volume
integral of a free-energy density f(~φ, c, T ), depends on the concentration,
temperature and phase-field variables
f(~φ, c, T ) = Kfgrad(~∇~φ) +Hfp(φi) +Xfch(~φ, c, T ), (1.9)
where c is the dimensionless concentration,
c =
C − CE
Cβ − Cα . (1.10)
The free energy should depend on the gradient of the phase-field variable to
force the interface having a finite width. Lowest order of the gradient term
which is invariant under the change of any two phases (~∇φ)2 is adopted,
fgrad =
1
2
(~∇~φ)2. (1.11)
The term fp(φi), which depends on the phase field only, is a contribu-
tion to the free-energy function F , originating from a double-well potential,
fDW (φi) = φ
2
i (1− φi)2, and is assumed to have three local minima at φα, φβ
and φL. The triple-well potential is constructed as a sum of equal double-well
potentials for all phases,
fp =
∑
i
fDW (φi). (1.12)
The contribution of the chemical free-energy, fch(~φ, c, T ), accounts for the
physical properties of the system under consideration, i.e. the underlying
phase diagram, and couples the phase-field variable to concentration and
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temperature. In fact, the chemical free energy, fch, imposes the driving force
of the evolutionary equations and together with fp results in a non-symmetric
triple-well potential. To construct fch we need to define the antisymmetric
function gi that satisfies gi(φi = 1) = 1 and gi(φi = 0) = 0. The simplest
choice for gi which fulfills the above requirements is,
gi =
15
4
φ2i (1− φi)
(
1 + φi − (φk − φj)2
)
+
φ3i
4
(9φi − 5). (1.13)
The function fc is then defined by interpolating between gi and some tem-
perature dependent terms obtained from the phase-diagram,
fc =
1
2
[
c−
∑
i
Ai(T )gi(~φ)
]2
+
∑
i
Bi(T )gi(~φ). (1.14)
The terms Ai(T ) and Bi(T ) are defined by linearizing the phase diagram
around the eutectic point,
Ai = ci ± (ki − 1)(T − TE)
mi∆C
(1.15)
Bi = ∓Ai (T − TE)
mi∆C
,
where ki = Cs/Cl, i = α, β, are the partition coefficients which relate the
concentration on the solid and liquid sides of the interface. The average
temperature of the solidification front is very close to TE in this situation.
The chemical potential is defined as the variational of F with respect to the
concentration,
µ =
δF
δc
= c−
∑
i
Ai(T )gi(~φ). (1.16)
The evolution of the conserved concentration field can be described by the
following Cahn-Hilliard equation
∂c
∂t
= ~∇ ·
(
M(~φ)~∇δF
δc
)
, (1.17)
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where M(~φ) is the mobility. Using Eq. 1.16 for chemical potential, the
continuity equation can be written as
∂µ
∂t
= ~∇.
(
D(~φ)~∇µ
)
−
∑
i
Ai
∂pi
∂t
∀i. (1.18)
The product D(~φ) shows how the solute diffusivity varies through the diffuse
interface, usually from zero in the solid to a constant value D in the liquid.
When the solute diffusivity in the solid is small compared to that of the
liquid, one can neglect it. In this case the phase-field model is one-sided and
the diffusion coefficient is defined as,
D(~φ) = D q(φL).
Since the interface thickness, W , in phase-field computations is orders of mag-
nitude larger than in reality, the solute trapping becomes significant. The
problem of the solute trapping can be solved by adding a phenomenologi-
cal antitrapping current in the continuity relation. This additional current
which is presented only in the interface proportional to the interface velocity
(through the term ∂φ/∂t), provides a net solute flux directed from solid to
the liquid along the normal nˆ. Therefore the antitrapping flux is given by,
~jat = 2aWnˆL
∑
i=α,β
(AL − Ai)(−nˆL.nˆi)∂φi
∂t
(1.19)
and the continuity equation can be rewritten to include the antitrapping
current,
∂µ
∂t
= ~∇.
(
Dq(~φ)~∇µ−~jat
)
−
∑
i
Ai
∂pi
∂t
∀i. (1.20)
Here the nˆi = −~∇φi/|~∇φi| is the outward normal to the phase φi.
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1.3 Numerical Tests
The phase-field model of two-phase solidification was described previously
(see Ref. [29] for more detailed information on the model parameters and
derivation of the evolutionary equations). Here we apply the proposed model
to investigate the effects of solidification parameters, i.e. pulling velocity vp,
and thermal gradient G, on the selection of the lamellar spacing in binary
eutectic CBr4−C2Cl6 system.
First, the equations of the non-variational phase-field model for the di-
rectional solidification of the binary alloy are summarized. Recalling the Eq.
1.7 for the phase-field evolution equation and substituting the functions fc
and fp from Eq. 1.14 and 1.12, we have
τ(~φ)
∂φi
∂t
= W 2∇2φi + 2
3
(−2φi(1− φi)(1− 2φi) (1.21)
+
∑
j 6=i
φj(1− φj)(1− 2φj))
+ λ˜
∑
j
∂gi
∂φi
|φα+φβ+φL=1(µAj −Bj) ∀i.
By introducing the antitrapping current to counterbalance the physical solute
trapping effect, the mass diffusion equation (1.18) can be written as,
∂µ
∂t
= ~∇.
(
DφL~∇µ
)
−
∑
i
Ai
∂φi
∂t
+ 2a
∑
i=α,β
(Ai − AL)(−nˆL.nˆi)~∇.
(
nˆi
∂φi
∂t
)
, (1.22)
where D is the diffusion coefficient of the liquid. In solidification processes
in an imposed thermal gradient, the temperature is spatial dependent. For
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a gradient G directed along the z direction, we get
T = TE +G(z − z0), (1.23)
or in a dimensionless form,
T − TE
mi4C =
z − z0
liT
. (1.24)
where liT = |mi|4C/G is the thermal length, z is the spatial coordinate and
z0 is the the position of the eutectic isotherm at t = 0.
1.3.1 The Simulation Algorithm
The two-dimensional simulations are performed in a rectangular simula-
tion box of the size nx×ny, where nx and ny are the number of grid points on
lattice sides. The grid spacing ∆x is assumed to be equal in both directions.
No-flux boundary conditions are applied in both x and y directions. All
spatial derivatives are discretized using the standard second-order accurate
finite difference formulas. We discretize the laplacians ∇2φ and ∇2µ using
the four-point nearest neighbor and the cross partial derivatives using the
four-point formula as follows,
∆x2∇2φ ≈ φi+1,j + φi−1,j + φi,j+1 + φi,j−1 − 4φi,j (1.25)
(4∆x2)∂2xyφ ≈ φi+1,j+1 − φi+1,j−1 − φi−1,j+1 + φi−1,j−1.
The system solution is then obtained by applying a first-order Euler Scheme
with the time step ∆t = 0.0241 and grid spacing ∆x = 0.8. We use a stan-
dard finite-difference discretization together with an explicit Euler scheme for
time-stepping to solve a system of the coupled nonlinear partial differential
equations.
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Figure 1.5: A schematic illustration of the simulation algorithm for the phase-
field model.
All program codes are written in C++ language while Matlab is used
for post-processing. A schematic representation of a simplified simulation
algorithm is given in Fig. 1.5. Starting from an initial condition for the
phase-field and chemical potential µ, the diffusion equation will be solved
using Eq. 1.22, and the chemical potentials will be computed. This gives
new boundary conditions for µ. Using the new value of µ, the driving forces
of the phase transformation are calculated and inserted into the phase-field
equations. The phase-field equations are then solved and the phase-field
variables are updated. This procedure will be repeated in each time step.
If the elastic interactions are included in the phase-field model as well, as
described in Chapter 3, the elastic displacements should also be computed
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by the elastic solver. In this case, the driving forces of the system will have
an additional term due to the elastic energies. Finally, the required fields
will be written in a matrix format to be visualized using the Matlab software
as a post-precessoer.
1.3.2 The Simulation Results
We perform a series of simulations to investigate the relationship between
the front undercooling and the lamellar spacing λ, which is known as Jackson-
Hunt curve for different growth rates and thermal gradients. The symmetric
alloy phase-diagram, in which the liquid slopes and hence the thermal lengths
are equal (|mα| = |mβ| = 164 K/mol and lαT = lβT ) is used here. The initial
composition of each solid phase, cα and cβ, are set to -0.5 and 0.5. The liquid
diffusion coefficient and the average capillary length are D = 0.5×10−9 m2/s
and d¯ = 6.5 nm, respectively. The coupling constant λ˜ in Eq. 1.21 is set
to 18.098 and the interface thickness is chosen several orders of magnitude
larger than the physical length scales (W/d¯ = 15.69).
First, the effects of growth rate on the selection of lamellar spacing is es-
tablished. The ratio of the thermal length to diffusion length, and hence the
ratio of the thermal gradient to growth velocity remains constant, lT/lD = 4
and G/vp = 38.8 × 108 Ks/m2, where the diffusion length is defined as
lD = D/vp. We conduct the JH investigation for three growth velocities,
vp = 0.8, 1.8 and 2.8 µm/s. For each growth rate the JH curve is plotted
by varying the lateral size of the domain, and hence the lamellar spacing
(λ), and computing the average front undercooling for all spacings. The
minimum undercooling and minimum spacing λm, for each growth rate can
1.3 Numerical Tests 29
be found from the plotted JH curve. Fig. 1.6 represents the results for
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Figure 1.6: JH investigations for diffusion-limited growth with different
growth rates.
all growth rates which is the product of the puling velocity and the ther-
mal gradient. Three different values of growth rates, GV = 0.0024, 0.0125
and 0.0304 K/s correspond to vp = 0.8 (triangles), vp = 1.8 (squares) and
vp = 2.8 µm/s (circles), respectively. One can see that higher growth rates
result in larger undercoolings, but the minimum spacing has decreased with
increasing growth velocity. The reduction of λm with increasing growth ve-
locity can be understood from the JH theories for regular lamellar eutectics,
Eq. 1.4 - 1.6. The presented results in Fig. 1.6 are also in good agreement
with the calculated relationship of the undercooling and lamellar spacing in
CBr4−C2Cl6 eutectic system presented in Ref. [63].
Next, we carry out a series of runs to obtain the JH curves for a range
of thermal gradients, while the growth velocity and therefore the diffusion
length remain constant vp = 1.8 µm/s and lD/d¯ = 42735. The results, which
are illustrated in Fig. 1.7, give approximately equal minimum undercoolings
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Figure 1.7: JH investigations for different temperature gradients and constant
pulling velocities.
and lamellar spacings for three values of thermal gradient, G = 50, 100 and
150 K/ cm2. Consequently, the most effective solidification parameter is the
growth rate.
1.4 Conclusion
In this chapter, first some basic features of eutectic solidification have
been presented which can be found extensively in the literature. Among
different phase-field models, which are applicable to eutectic growth, we have
examined a model for two-phase growth proposed by Folch and Plapp [29].
Their model was applied to lamellar growth in an organic eutectic system and
the relationship between the undercooling and the lamellar spacing has been
found for a range of growth velocities and thermal gradients in directional
solidification. This model serves as a basic foundation to develop the elastic
phase-field method and further model extensions in the context of this work.
Chapter 2
Free-Volume Growth in
Eutectic Colonies with Coupled
Heat and Solute Diffusion
Numerous experiments and numerical studies on directional solidification,
where the samples are pulled from a hot into a cold region with a constant
velocity, have attempted to investigate the eutectic front behavior including
the lamellar spacing and the selection of pattern wavelength (λ), as the inter-
face undergoes various instabilities and exhibits some nonlinear features such
as bifurcations [16, 31]. In an attempt to formulate a theory for wavelength
selection in eutectic growth, an approximate potential function for λ has been
derived and it has been argued that under finite noise amplitude, the wave-
length selection on average is determined by a balance in the creation rates
and annihilation rates of lamellae [16]. Amplitude equations that describe
how the bifurcation effects create a tilted domain have been derived in [4]
31
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and the dynamical wavelength selection mechanism have been predicted. It
has been found that the selected wavelength should scale as λ ∼ √ldf(l/lT ),
where a scaling function f depends on the diffusion and thermal lengths, l
and lT , respectively and d is the capillary length [48]. A phase-field study of
ternary eutectics, which has shown how the presence of the third component
in the system with an imposed thermal gradient leads to the formation of
eutectic colonies, is reported in [76].
In alloy solidification, the solidification rate is limited by both heat and
solute transfer. Heat transfer during solidification of an eutectic system can
be treated using different possible approaches. Some phase-field simulations
that assume coupled heat and solute diffusion at the interface have been re-
ported [55, 80]. In these cases, the heat and solute fields are coupled at the
solid-liquid interface using the relations for the interface temperature and
by applying heat and solute flux balances. In general the solute diffusion
in the liquid state is generally two to four orders of magnitude smaller than
the thermal diffusion. Therefore, solute diffusion is often on a length scale
similar to that of the microstructure, and small solute additions can strongly
influence the evolution of the interface [80]. However, for small concentra-
tions, the solute and thermal effects are still comparable and the solute and
heat conservation equations need to be solved simultaneously. Some of the
other numerical studies of eutectic solidification have omitted to solve the
heat equation, but have used other assumptions for temperature [64, 100].
Multiphase problems such as eutectic and peritectic phase formation can
be examined using the phase-field method with multiple order parameters [71,
88]. We examine a system of coupled heat and solute diffusion by solving the
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heat equation together with phase-field and concentration fields to simulate
the free-volume eutectic colony-formation. Experiments have widely shown
that a steady-state eutectic front is destabilized on a scale much larger than
the lamellar spacing and forms two-phase cells commonly referred to eutectic
colonies [76]. These phenomena are investigated here by using a phase-field
model for binary eutectic alloys.
In this chapter, we extend a quantitative phase-field model of directed
eutectic solidification to work in the free volume for a given initial nucleus.
Here it is sufficient to calculate growth of a single crystal orientation. The
simulations predict both the radial and circumferential growth of the colonies.
To model the instabilities leading to eutectic colony-formation, one must
include stochastic noises in the system. We investigate by dynamical phase-
field simulations, the nonlinear evolution of the two-phase interfaces which
is a consequence of the interface instabilities. In the following section, we
introduce the basic equations of free-boundary problem. The application of
the phase-field method to free-volume eutectic growth is presented in Sec.
2.2 and the simulation results are then discussed in Sec. 2.3.
2.1 Free-Boundary Problem
Consider the solidification of a dilute binary alloy. We specify the two
solid phases by α and β. The composition variation among the coexisting
phases can be characterized by a concentration field C where Cα and Cβ
are the concentration limits of the eutectic plateau. The composition and
temperature of the eutectic point are denoted by CE and TE, respectively. In
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free-volume eutectic colony-formation, the growth starts from a small seed
of one or both phases in a large supercooled melt at a specified composition
C0, and temperature T0. In the free-volume growth with coupled heat and
solute diffusion, the temperature field in solid and liquid phases is given by
the heat diffusion equation,
∂tT = α~∇2T, (2.1)
where thermal diffusion coefficient α, and specific heat in constant pressure
cp, are assumed to be equal in solid and liquid phases. The temperature of
the solid-liquid interfaces is given by Gibbs-Thomson condition,
T = TE +mi(Cl − CE)− Γκ− vn/ui. (2.2)
Here Cl is the concentration on the liquid side of the interface, T is the
temperature field, κ is the local curvature of the interface and ui is the
kinetic coefficient. Γ is the Gibbs-Thomson coefficient which is defined as
Γ =
γiLTE
Li
, (2.3)
where γiL are the solid-liquid surface tensions. Here the solute transport
occurs by diffusion only. The interface velocity and diffusion flux on the
liquid side are related in a way that the total mass is conserved,
Cl(1− ki)vn = −D∂nCl (mass conservation or Stefan condition). (2.4)
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By defining the dimensionless temperature T˜ = T − Tref/∆T , the free-
boundary problem becomes
∂tc = D~∇2c, (2.5)
∂tT˜ = α~∇2T˜ , (2.6)
cl(1− ki)vn = −D∂ncl, (2.7)
vn =
∆T
Li/cp
α(∂nT˜s − ∂nT˜l), (2.8)
ci − ∆T
mi∆C
T˜i = diκ− βivn, (2.9)
where Tref is the reference temperature, which is the temperature of the
liquidus associated with an initial solute composition, ∆T is the temperature
difference, Li is the latent heat and ci is the scaled concentration,
ci =
C − CE
∆C
. (2.10)
For binary alloys i = α, β and Tref is the eutectic temperature, TE. In these
equations, di and βi are the thermal capillary length and kinetic coefficient,
respectively,
di =
Γ
|mi|∆C =
γiLTE
|mi|∆CLi , (2.11)
βi =
1
ui|mi|∆C . (2.12)
One should note that the subscript i on T˜ and c represents the quantities
being evaluated at the interface.
Isothermal Free Growth
In the case of the isothermal solidification the temperature is set to a
constant value below the eutectic temperature. The constant cooling rate
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can be introduced as
∆i = (TE − T )/(mi∆C). (2.13)
Substituting the undercooling in the sharp-interface equations, one get,
∂tc = D~∇2c, (2.14)
D~n.~∇cl = (ci − cl(1− ki)) vn, (2.15)
cl = ∓(∆i + diκ− βivn), (2.16)
where c is the concentration field.
2.2 Phase-Field Modeling Approach
In this section we formulate a phase-field model for growth in eutectic
colonies. The free-energy functional F , provides a coupling between concen-
tration and the phase-field variables. The phase-field model is not treated
thermodynamically here. Therefore, F takes the form of the Helmholtz free
energy for the given free-boundary problem. The model that we describe
here is capable of accommodating arbitrary eutectic phase diagrams and re-
duces to the standard phase-field model of single order-parameter, for each
of the two solid-liquid interfaces which is given in Ref. [29] for directional
solidification.
The phase-field method for a multiphase system begins by assigning a
separate field pi to each phase (i = α, β, L). Each phase-field parameter
can then be understood as a local volume fraction such that
∑
i pi = 1 and
0 6 pi 6 1. We formulate the total free energy as a function of the phase-field
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variables, which is defined as the volume integral of a free-energy density f ,
F =
∫
V
fdV. (2.17)
The free-energy density f(~p, c, T ) consists of kinetic and potential terms and
a coupling between concentration and temperature,
f(~p, c, T ) = K
1
2
∑
i
(~∇pi)2 +Hfp(~p) +Xfc(c, T, ~p). (2.18)
where K, H and X are constants. The definition of fc and fp are given in
Sec. 3.2.
The temporal evolution of the concentration field is described by solute
diffusion equation,
∂c
∂t
= ~∇.
(
M(pi)~∇δF
δc
)
, (2.19)
where M(pi) are the diffusional mobility terms. We define the chemical
potential to simplify the solute diffusion equation,
µ =
δF
δc
=
∂f
∂c
= c−
∑
i
Ai(T )hi(~p). (2.20)
The Ai(T ) and Bi(T ) are obtained by linearization of the phase diagram
around the eutectic point as specified in [29]. The function hi(~p) should have
the value one in each bulk phase and zero otherwise (hi(pi = 1) = 1 and
hi(pi = 0) = 0). Here we choose h(pi) = pi, which make it possible to use a
coarser discretization to reduce computational costs.
In a typical metallic alloy the solid phases have a diffusion coefficient
which is approximately four orders of magnitude smaller than its value in
the liquid phases. Here we choose the solid diffusion coefficient in such a way
that its ratio to liquid diffusion constant is of order 10−2,
D˜s =
Ds
DL
, (2.21)
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where s = α, β for a binary system and Ds and DL are assumed to be con-
stant here. Although the solid diffusion is non-zero it is still much less than
the diffusion in the liquid and the model can be one-sided. Therefore, an
antitrapping current has been added to the continuity equation to counter-
balance the physical solute trapping effects [29]. The antitrapping current
counterbalances the solute effects when a mesoscopic interface thickness is
used to simulate the interface evolution on experimental length and time
scales. By substituting the chemical potential given by Eq. 2.20 in Eq. 2.19,
the continuity equation becomes
∂µ
∂t
= ~∇.
(
D(~p)~∇µ−~jat
)
−
∑
i
Ai
∂pi
∂t
∀i, (2.22)
where D(~p) =
∑
j Djpj, Dj represents the diffusion coefficient of the phase
labeled j and ~jat is the antitrapping term. The spatial-temporal evolution of
these phase-field variables defines the growth of an arbitrary microstructure.
In this context two coupled non-linear partial differential equations describe
the evolution of the interface and the equilibrium front problem.
τ(~p)
∂pi
∂t
= − 1
H
δF
δpi
|∑
i pi=1
+ ηi ∀i, (2.23)
where τ(~p) is a relaxation time and ηi are the stochastic noises that are
related to the interface instabilities.
2.2.1 Coupled Heat and Solute Diffusion
Here, we write down the evolution equations for free-volume eutectic
colony-formation in which the heat and concentration fields are coupled at
the solid-liquid interfaces. Stochastic noises should be included in the eu-
tectic system to simulate fluctuations at the interface that are necessary to
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model most of the eutectic structures observed in real systems. These noise
terms allow heterogeneous nucleation leading a system from a metastable
state to a stable state. To model the noise terms we introduce an additional
phase-dependent term into the phase-field equations,
ηi = Ri(t)Mipj(1− pj) (2.24)
+RL(t)MLpL(1− pL) (i 6= j),
where Ri and RL(t) are random numbers between zero and one, Mi and
ML are the magnitudes of the fluctuation and pL is the phase-field variable
for the liquid phase. One should note that here we have used a simple
method to include the fluctuation effects. However a more rigorous method
of introducing noises is possible, i.e. assuming Langevin random noises [2].
To derive the heat transfer equation, we introduce the internal energy
density e as a conserved variable. The evolution of e can be obtained by the
normal conservation law for internal energy,
e˙ = −~∇.Je, (2.25)
where Je is the heat flux given by
Je = Le~∇δF
δe
. (2.26)
The coefficient Le is related to the heat conduction. The temperature evolu-
tion equation for a free eutectic growth can be written as,
∂T
∂t
= α~∇2T +
∑
i
Li
cp
|AL − Ai|∂pi
∂t
. (2.27)
The phase-field evolution equation in terms of the dimensionless temperature
T˜ , is obtained by substituting the free-energy density given by Eq. 2.18 in
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Eq. 2.23.
τ(~p)
∂pi
∂t
= W 2~∇2pi + 2
3
[−2pi(1− pi)(1− 2pi) (2.28)
+
∑
j 6=i
pj(1− pj)(1− 2pj)]
+λ¯
∑
j
∂gi
∂pi
|∑
i pi=1
(ci + (ki − 1)ZiT˜ )(µ− ZiT˜ )
+ηi ∀i,
where Zi = ∓L˜/(cpmi∆C) are constant terms and the function gi is given
by Eq. 3.17 in Ref. [29]. Assuming constant solid and liquid diffusion
coefficients, the equation for solute concentration reads
∂µ
∂t
= ~∇.
(∑
i
(Dipi)~∇µ
)
(2.29)
−
∑
i
(Ai
∂pi
∂t
+ (ki − 1)Zi∂T˜
∂t
)
+2a
∑
i=α,β
(Ai − AL)(−nˆL.nˆi)~∇.
(
nˆi
∂pi
∂t
)
,
where Ai = ci + (ki − 1)ZiT˜ . The coefficients ki are partition coefficients
which relate the concentrations on the solid sides and liquid sides of the
interfaces, ki = Cs/Cl.
2.3 Numerical Simulations
In the following we present the numerical solutions of the phase-field
model derived in the previous section to study the free-volume eutectic
growth. The goal is to study the dynamic behavior of colony-formation
and to investigate the effects of the heat diffusion. The evolution equations
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are discretized using a finite difference method on a uniform rectangular
mesh. The explicit Euler scheme is used for the time stepping. To carry
out the simulations, it is useful to define the scaled diffusion, D¯ = Dτ¯/W 2,
and the relaxation time, τ¯(~p) = τ(~p)/τ¯ , by using τ¯ and W as the time
and length scales. For computational efficiency, we use a symmetric eutectic
phase diagram in which |mβ| = |mα| = m, |cβ|/|cα| = 1, L˜ = Lα = Lβ and
kα = kβ = 1. The initial composition of each solid phase is set to its equi-
librium composition at the eutectic temperature, −0.5 and 0.5 for cα and cβ.
The liquid diffusion coefficient D and the average capillary length d¯ are set
to 0.5× 10−9 m2/s and 6.5 nm, respectively.
Figure 2.1: Free growth of one nucleus in the center of simulation box after
5000, 10000 and 15000 time steps (upper), and the corresponding dimension-
less temperature field after 15000 time steps (lower).
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2.3.1 Simulations of Thermosolutal Free-Volume So-
lidification
In free eutectic growth with coupled heat and solute diffusion, the thermal
and solute diffusions proceed in different time and length scales. To obtain
the domain-independent solution for free eutectic growth, the computational
domain should be large enough to prevent significant effects of the boundary
on the results. Otherwise the eutectic growth will be constrained in a small
box with a constant wall temperature or cooling rate and the results will
be domain-dependent. In other words, the selected domain should be large
enough for a thermal boundary layer, which is about four orders in magnitude
larger than the solutal one. On the other hand, one should ensure that the
numerical mesh is fine enough for the interface and solute fields. We choose
a square domain with symmetric boundary conditions applied on the bottom
and left boundaries and no-flux boundary conditions on the right and top
sides. The eutectic growth starts from a small seed of one or both phases
in a large supercooled melt at a specified composition c0, and temperature
T0. The Lewis number is defined as the ratio of the thermal to the solute
diffusion coefficient, Le=α/D.
The radius of the initial circular solid seed is 10dα for all runs. The grid
spacing is chosen as ∆x¯ = ∆x/W = 0.8 and the minimum time step has
been varied depending on D, Le or λ¯. The time steps are adjusted according
to the stability limits of the discretized heat and concentration diffusion
equations, ∆t¯ = (1/4)(∆x/W )2 min{1/D¯, 1/α, τ¯α, τ¯β}. The only truly free
computational parameter is now the interface thickness W that is chosen
according to our model parameters. Hence, the resolution of the phase-field
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simulations is given by the ratio W/d¯ or by λ¯. In the following simulations
W/d¯ = 15 is used. The computational domains are adjusted to have the
same physical size in each case. The initial dimensionless undercooling and
the coupling constants are chosen as ∆ = 0.55 and λ¯ = 18.19. The governing
equations are solved on a grid of 600×600 node points with a time step equal
to 0.021. The magnitude of the noise coefficients, Mα and Mβ, are set to 0.4
and 1.0 for this simulation.
First, simulations for Le = 1 are performed. The initial condition is a
circle solid seed placed in the center of the simulation box. Fig. 2.1 shows
the snapshots of the of the simulated microstructure after 5000, 10000 and
15000 time steps where the two solid phases are represented by the yellow
and red colors and the liquid phase with black color. The subsequent nu-
cleation of solid particles of the opposite phase within the concave portion
of the interfaces has stabilized the growth behavior and re-established the
lamellar growth during the simulation. The temperature field that has been
set to a fixed value T˜ = 0.55, at the beginning of the simulation, has re-
duced from a constant value in liquid to a minimum value in the center of
nucleus, due to the heat diffusion in the system. The plots of dimensionless
temperature along x-axis in the middle of the domain after 5000, 10000 and
15000 time steps are given in Fig. 2.2. To assess the behavior of solidifica-
tion front such as front spacing selection, we conduct a set of runs with the
same model parameters as described previously, but on a larger domain of
800 × 800 grid points while only one-quarter of the microstructure is simu-
lated. The whole structure is then obtained by reflection of this configuration
about the x = y = 0 lines. The simulation results of free-volum growth with
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Figure 2.2: Plots of the temperature field in the middle of simulation box
along x-axis after 5000, 10000 and 150000 time steps.
one nucleus are illustrated in Fig. 2.3. The two solid phases α and β are
represented as tree-like structures with different colors in Fig. 2.3.(a). The
initial quarter-circular seed of α phase placed at lower-left corner grows into
a slightly undercooled melt. It can be seen from the simulation results that
at the solid-liquid interfaces, some concave hollows are formed and the eu-
tectic microstructure evolves in a tree-like structure. The solid particles of
one phase nucleate on the opposite phase within the concave portion of the
interfaces. Consequently, some eutectic lamellae (α or β) appear through
this kind of nucleation and some disappear by the suppression of the neigh-
boring lamellae. Jackson and Hunt found no experimental evidence for the
reduction of lamellae spacing by nucleation of new lamellae, in the case of a
too wide value of this spacing under the corresponding processing condition,
which brings about growth instabilities [41]. Nevertheless, some authors have
argued that this nucleation mechanism may play a role in the stabilization
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Figure 2.3: Free-volume eutectic colonies formation of one nucleus in the
eutectic alloy CBr4-C2Cl6 for coupled heat and solute diffusion. The two
solid phases α and β are represented as tree-like structures with different
colors. The lamellar structure (a) and bifurcation effects (b) are shown.
of the lamellae spacing [5, 71, 106]. The bifurcation effects are represented
with light color points in Fig. 2.3.(b), and show the position of initiation of
the second phase (β or α) on the valley of the first phase, while both α and
β phases are presented in the same color. It is observed also that the bifur-
cation effects appear on a series of circular paths originated from the initial
seed, at lower-left corner, as the lamellae grow. These periodicity-increasing
bifurcations give rise to localized tilted domain and enlarge the space of the
possible stationary solution in the radial growth.
Another interesting observation in the performed simulations, is the for-
mation of fully developed petal-like sectors comprising of the lamellae of both
phases, which initiate from the origin seed as the lamellar structure grows.
The eutectic system selects a wavelength λ by adjusting the creation and the
annihilation rates of the lamellae. It is observed that this wavelength is much
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Figure 2.4: A fully developed eutectic colony, in which several tip-spliting
envelopes are observed (a) and contour plots of microstructure after each
certain number of cycles (some of the tip-splitting areas are marked) (b).
larger than the distance between two neighbor lamellae of different phases
(lamellar spacing ξ) and depends on the thermal and solute diffusion coef-
ficients as well as the amount of perturbations adding on the interfaces. In
other words, the eutectic front dynamic happens on a scale much larger than
the lamellar spacing which is determined by the Lewis numbers of the eutec-
tic system. Therefore, the geometry of the lamellar interface is determined
by both the interlamellar and thermal diffusion lengths. This large-scale
envelope of the composite eutectic front exhibits tip-splitting events as the
nucleus grows and the microstructure converges to a steady-state.
The tip-splitting phenomena are shown more precisely in Fig. 2.4.(a),
where three distinct petal-like sectors are marked. The overall geometry
spacing, front wavelength λ, is defined as the distance between two fully de-
veloped non-splitting sectors . The α and β phases are presented as light and
dark color structures. This run is performed on a lattice of size 1000× 1000
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Figure 2.5: A qualitative comparison between simulation results and exper-
iments. Phase-field simulation of eutectic colonies for a symmetric alloy of
two nuclei (a) and experimental eutectic colonies of Ti-Fe observed in [14]
(b).
with the same undercooling and the material parameters as before. The
noise coefficient Mβ is 0.6 for this simulation. Fig. 2.4.(b) shows that the
number of the petal-like sectors are increased periodically as the morphology
evolves to a steady-state. These phenomena can be understood by consider-
ing the fact that λ, which is determined by both thermal and solute diffusion
lengths, is constant for a specific run . On the other hand as the microstruc-
ture grows, the circumference of the outer circle of geometry increases and
the lamellar sectors initiated in the previous time steps can not cover it.
Therefore, the system needs always to initiated new lamellar sectors to sta-
bilize. A good overall agreement between simulations and experiments can
be found by visualization of the simulation results for two nuclei, Fig. 2.5.
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Figure 2.6: Isothermal eutectic free growth with constant cooling rate δ =
0.015.
2.3.2 Effects of the Thermal Diffusion on Free-Growth
In order to investigate the effects of including the thermal diffusion field
in the eutectic free-growth, a series of simulations have been conducted. First
we perform the simulation of isothermal free-growth with a constant cooling
rate δ = 0.015. The simulation domain is a square of 800× 800 nodal points
with a grid spacing of ∆x = 0.8 and a time step of ∆t = 0.02. The model
parameters are chosen the same as the previous runs. The predicted results
for the phase-field variables are presented in Fig. 2.6. Comparing this with
the results of thermosolutal growth with Le = 1, Fig. 2.3.(a), shows that
in the isothermal free-growth, the radial structure is more uniform and the
petal-like sectors are not formed on the eutectic front. Therefore, for the
modeling of the eutectic colonies formation in free-growth in a computation-
ally efficient way, one needs to couple the thermal diffusion equation with
the concentration field and the phase-field equations.
Another study has been done to establish the influence of the thermal
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diffusion on the eutectic growth by comparing the simulation results with
different Lewis numbers. The computational domain should be large enough
to fulfill the condition of domain independency. The computed front wave-
length with respect to the lamellar spacing λ/ξ, are 14, 18 and 20 for Le = 1,
Le = 2 and Le = 4, respectively. Since the concentration diffusion coeffi-
cient were kept constant in the whole simulations, one can conclude that
as the heat diffusion coefficient becomes larger, the wavelength λ increases
and larger petal-like sectors will form. However, to formulate a more precise
relation for the wavelength λ more detailed studies are required.
2.4 Conclusion
In this chapter we have presented a phase-field model to investigate the
free-volume microstructural pattern formation of eutectic colonies with cou-
pled heat and solute diffusion. First we have extended the phase-field model
of directed eutectic solidification [29] to work in the free volume for a given
initial nucleus. Then the system of coupled heat and solute diffusion are
examined by solving the heat equation together with phase-field equation
and diffusion equation to simulate the free-volume eutectic colony-formation.
This model has enabled us to simulate the tree-like lamellar structures of eu-
tectic colonies for binary alloys.
To model the instabilities leading to eutectic colony-formation, stochastic
noises were included in the system. We have investigated by dynamical phase-
field simulations the nonlinear evolution of the two-phase interfaces. The
periodicity-increasing bifurcations have been observed during the simulations
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on a series of circular paths through the lamellar structure with an origin on
the initial seed. These bifurcations have tilted the domain and enlarged the
space of the stationary solution in the radial growth.
Another interesting observation in the performed simulations was the
formation of fully developed petal-like sectors comprising of the lamellae of
both phases during the growth of the eutectic structures. We observed that
the eutectic system selects a wavelength λ, by adjusting the creation and the
annihilation rates of the lamellae. The calculated wavelength was much larger
than the lamellar spacing which was in a good agreement with the previous
study on directed eutectic colonies formation [76]. Furthermore we found that
λ depends on the thermal and solute diffusion coefficients and the amount of
perturbations adding on the interfaces. Moreover, we observed that dynamic
happens on a scale much larger than the lamellar spacing which is given
by the Lewis numbers of the eutectic system. Therefore, the geometry of
the lamellar interface is determined by both the interlamellar and thermal
diffusion lengths. The simulation results have shown also that the number
of the petal-like sectors formed on the large-scale envelope of eutectic front,
were increasing periodically as the morphology evolved to a steady-state.
These phenomena could be understood by considering the fact that λ, which
was determined by both thermal and solute diffusion lengths, has been kept
constant for a specific run. On the other hand as the microstructure was
growing, the circumference of the outer circle of geometry has increased, so
that the lamellar sectors initiated in the previous time steps could not cover
it. Therefore, the system needed always to initiate new lamellar sectors to
stabilize.
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The model results of thermosolutal free-growth are also compared with
isothermal free-volume growth. In the case of isothermal free-growth, the
radial structure was more uniform and the petal-like sectors were not formed
on the eutectic front. Therefore, for the modeling of the eutectic colony-
formation in free-growth in a computationally efficient way, it was more con-
venient to couple the thermal diffusion equation with the diffusion equation
and the phase-field equations. Another study has been carried out to estab-
lish the influence of the thermal diffusion on the eutectic growth by perform-
ing a series of simulations with different Lewis numbers. We saw that as
the heat diffusion coefficient became larger, the wavelength λ has increased
and larger petal-like sectors have been formed. However, to formulate the
relationship of the wavelength λ and the solute and thermal diffusion lengths
precisely, additional parameter studies are required.
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Chapter 3
Modeling Coherency Strain
between Eutectic Lamellae
Elastic interactions arising during solid-state phase transitions have been
studied in many experimental, theoretical and numerical works to establish
the influence of elastically compensated misfits between precipitate phases
on the characteristics of the microstructure [8, 12, 27, 39, 50, 83, 84, 97, 105].
These studies are required to rationalize a wide variety of microstructural
features observed in materials including growth and coarsening of solid-state
particles [106], rafting [37], thin film instabilities [70, 49] and martensitic
transformation [2]. The Phase-field methods are applied extensively to coher-
ent phase transformations, where the elastic strain energy has been included
in the total free energy (see reviews [11, 30, 94]).
The stress fields due to the elastic mismatch in coherent systems has been
observed in solidification process as well. Even though the published works
on solid-state phase transformations shed light on the subject from different
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points of view, there have been only a few studies applying the phase-field
model to dendritic growth [34] and single-phase solidification under stresses
[85], where the liquid-solid system is considered as a coherent mixture and
the the liquid as a solid with zero shear modulus. On the other hand, accord-
ing to experimental observations in some alloys, to reveal the solidification
behaviour of a group of eutectic alloys, the influence of the misfit strain
occurring on the interface between two growing phases of different lattice
parameters should be considered [14, 78]. In other words, the elastic energy
contributes to the free energy of the phases and alters the morphology of the
phases inside the eutectic structures.
To the best of our knowledge, no attempts have been made to assess the
elastic interaction in solidification of multi-phase systems. In this chapter,
we aim to develop a phase-field model based on linear microelasticity the-
ory, which is capable of incorporating elastic energies and coherent elastic
misfits in eutectic growth. This model differs from the usual models for
phase transformations including elastic energy such as the models suggested
by Khachaturyan [50], since the microstructure is formed by solidification
processes instead of phase transitions in solids. From material science point
of view, only small differences in lattice parameters of aligned phases can
be accommodated by elastic strains. This means that the elastic phase-field
model that is developed here based on the coherency strain can not be used
to predict the elastic fields in eutectic systems of our interest such as Ti-based
alloys, which exhibit high strains at the interfacial regions. Therefore, the
results presented in this chapter can not represent the elastic interactions in
real systems. No evidence of existing elastic misfits in the organic alloy used
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here has been found. Moreover, the high elastic fields observed in the nu-
merical results can not be describe by the coherency strain between eutectic
lamellae. In fact, such large misfit strains can be accommodated by replacing
uniform strains with dislocations, which is beyond the scopes of this work.
Furthermore, the resulting misfit stresses and strains can relax in the liquid
phase during eutectic solidification and can contribute to the microstructure
formations in eutectic alloys only in solid-solid interactions.
Another difficulty which arises in the context of the phase-field modeling
with elastic interactions, is that the coherency strain would relax on a scale
smaller that that of the phase-field variable. On the other hand, the smallest
length that can be resolved in the phase-field model is fixed by the phase-
field variables. Therefore, the studies that are performed by applying the
elastic phase-field model developed here, can not be carry out in the thin-
interface limit. In order to quantitatively calibrate such phase-field models, a
sharp-interface analysis should be performed with a modified Gibbs-Thomson
relation, as a boundary condition for this analysis, to account for the misfit
stresses. to ensure the relaxation of the coherency strain on scale larger than
that of the phase-field variable. To overcome this difficulty, we have chosen
the misfit strain to relax on a scale larger than the phase-field variable and
have qualitatively presented the simulation results by applying an efficient
numerical approach.
Although the studies presented here are not physically relevant, they are
important from the material modeling point of view and are the first step
toward the model developments in this thesis. Here, a general relationship
between the misfit parameter, front undercooling and the lamellar spacing is
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established and the stress and strain distributions in the eutectic structure
are evaluated. These provide a foundation for further model developments,
namely adopting the elastic phase-field model to eutectic solidification in the
Ti-Fe system, which is discussed in Chapter 4 and the eutectic growth with
misorientations in Chapter 5.
In the past decade, several models for eutectic growth have been devel-
oped. In the diffusion-limited eutectic growth the phase and concentration
fields are evolved by chemical driving forces accommodated by chemical free
energies [20, 56, 29]. However, there are several additional phenomena that
can influence the phase transformations in alloys including elastic interac-
tions arising from a difference of lattice spacing between two coherent phases,
grain boundary diffusion and concentration-dependent diffusion coefficients
[89, 28]. The inclusion of the misfit stress requires additional differential
equations for describing the elastic deformations as well as the coupling of
the mechanical dynamics to the phase-field evolution equations. Here the
resulting energy contribution should be treated as an interface energy in
the phase-field ansatz. The driving force of the system is arising from the
misfit between two different solid phases as well as the gradient of the diffu-
sion potential for solute diffusion. A smooth free-energy function is defined
with assumption that in the boundary between two phases no third phase is
present. It consists of a chemical free-energy based on previous models for
multiphase and two-phase growth [29, 56] and an elastic part that accommo-
dates the misfit stress between eutectic lamellae. The governing equations
that describe the coupling relations among phase-field variables, concentra-
tion and stress-strain fields include the phase-fields equations, the diffusion
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equation and mechanical equilibrium to evaluate the elastic displacements.
The plan of this chapter is as follows. In the next section we give a general
overview on the linear elasticity theory and derive the constitutive law and
relations between elastic constants for isotropic solids. The development of
our phase-field model is presented in Sec. 3.2 for a three phase system.
The elastic, interfacial and chemical free-energies are defined and system
evolutionary equations are derived by applying a variational formulation.
The governing equations for the mechanical equilibrium are given in Sec.
3.2.4 and applied to a binary alloy. Furthermore, a detailed description
of the procedure applied to solve the mechanical equilibrium equations is
presented. Sec. 3.3 is devoted to the numerical simulations. The directional
solidification, in which the samples are pulled from a hot into a cold region
with a constant velocity, have been used as a relevant example to study the
lamellar growth in binary alloys [19, 77]. We use the directional solidification
as a test ground for our model in Sec. 3.3.2. Finally major results are
summarized in Sec. 3.4.
3.1 Linear Elasticity Theory
Consider a deformable body subjected to external loading, Fig. 3.1. The
loads applied over the exterior are called surface (contact) forces and those
distributed within the interior are known as body forces [36]. Focusing on an
element with an area ∆An on (or within) the body and oriented as specified
by the unit normal ~n, we accumulate the resultant force ∆Fn, which is not
in general parallel to ~n, on the center of the specified area. The traction or
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stress vector ~Tn is defined as,
lim
∆An→0
∆~Fn
∆An
=
d~Fn
dAn
= ~Tn. (3.1)
The traction ~Tn represents the stress intensity at the point for particular
Figure 3.1: Deformable body under external forces.
orientation of the area element. Consequently the exact form of the stress,
the state of stress, at an arbitrary point of the continuum depends on the
orientation of the acting force and the orientation of the reference plane with
respect to a reference coordinate system. To quantify the state of stress,
consider an infinitesimal cube at the point in question, Fig. 3.2. The stress
acting on each of the six sides of the cube can be resolved into components
normal to the face and within it. In this context a plane oriented normal
to an axes i, is called i-plan. A stress σij is defined as acting on the i-
plane and being oriented in the j direction. Components of the stress tensor
with repeating indices, i.e. σii, are denoted as normal stress while a stress
component with different indices is called a shear stress. This gives six shear
and three normal stress components acting on the cube. The stress tensor
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Figure 3.2: Components of stress acting on the 2-plane.
which describes the state of stress at any point of the continuum is,
σ¯ =

σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ32 σ33
 .
The so-called normal component are positive, if they produce tension, and
negative if they produce compression. The shearing are positive if directed in
the positive xj direction while acting on the face with unit normal +~ei, or if
directed in the negative xj direction while acting on the face with unit normal
−~ei [36]. Each traction can be written in terms of its cartesian components
in the form,
Ti = σijej. (3.2)
The deformations of an elastic body which is subjected to stresses are called
strains and are represented by the so-called strain tensor, ij. Assuming small
deformations the strain tensor at a point in continuum reads,
¯ =

11 12 13
21 22 23
31 32 33
 .
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Just as the stress tensor the elements of the strain tensor with repeating in-
dices are denoted as normal strain, all others as shear strain. The equations
governing the distribution of stresses are known as the equations of equi-
librium and are derived from the application of the fundamental physical
principles of linear and angular momentum. The principle of linear momen-
tum is given in Eq. 3.3.∫
V
~fdV +
∫
A
~TdA =
∫
V
ρ~¨UdV, (3.3)
where ρ is the mass density, ~U is the global displacement vector and ~f is
the external force. For static problems the r.h.s of this equation is zero.
Substituting the traction from Eq. 3.2 and applying the divergence theorem
gives, ∫
V
(fi + σji,j)dV = 0. (3.4)
This equation is satisfied if the term inside the integral vanishes (fi + σji,j).
On the other hand the principle of angular momentum leads to symmetry of
the stress tensor,
σij = σji ij = ji,
which implies that σij has six independent components, instead of nine com-
ponents. In the case of zero external forces the equilibrium equation reduces
to,
σij,j = 0. (3.5)
Three equations of mechanical equilibrium in terms of the nine unknowns
components of stress σij are included in formula of Eq. 3.5 .
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3.1.1 Generalized Hooke’s law
The most elementary description of material behavior is the well-known
Hooke’s law, which refers to a one-dimensional extensional test (uniaxial
test),
σ11 = E11, (3.6)
where E is called the modulus of elasticity, or Young’s modulus. If a material,
which is loaded only to a level below the yield strain, unloads along the same
path, it is called elastic. If the path is linear as well, the material is linearly
elastic. It is also possible to have nonlinear elastic materials for which the
coincident paths are curved. In two and three dimensions, the uniaxial test
is not sufficient to characterize the material behavior. Therefore, we turn to
the generalized Hooke’s law, which is written in the form of a fourth-order
tensor as,
σij = Cijklkl. (3.7)
The 81 coefficients Cijkl are called the elastic constants. Due to the symmetry
of the stress and strain tensors, the number of the independent equations
reduces from nine to six and the elastic constants from 81 to 36.
Cijkl = Cjikl = Cijlk = Cjilk (3.8)
Moreover, the existence of a unique strain energy potential requires that
Cijkl = Cklij. (3.9)
Using this condition, the number of independent entries in the stiffness tensor
reduces further to 21. In the most simple symmetry case of an isotropic elastic
solid, the material has only two independent elastic moduli, called the Lame
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constants, µ and λ. In such a medium the elastic properties at any specified
point are independent from direction. The Lame constants are related to the
stifness tensor Cijkl by
Cijkl = (λδijδkl + µ(δikδjl + δilδjk)) , (3.10)
where δ is the Kronecker delta function. The stress-strain relationship in
terms of the Lame constants is given in by the following constitutive law
σ11
σ22
σ33
σ12
σ23
σ31

=

2µ+ λ λ λ 0 0 0
λ 2µ+ λ λ 0 0 0
λ λ 2µ+ λ 0 0 0
0 0 0 2µ 0 0
0 0 0 0 2µ 0
0 0 0 0 0 2µ


11
22
33
12
23
31

,
or in indices form,
σij = 2µij + λδijkk. (3.11)
In the case of uniaxial stress (zero shear stresses), the constitutive law reduces
to a set of three equations,
σ11 = 2(µ+ λ)11 + λ 22 + λ 33 (3.12)
σ22 = 2(µ+ λ)22 + λ 11 + λ 33
σ33 = 2(µ+ λ)33 + λ 11 + λ 22.
The Poisson’s ratio ν in σ11 direction is
−22
11
= −33
11
=
λ
2(µ+ λ)
= ν. (3.13)
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In uniaxial strain situation, the constitutive law leads to,.
11 =
1
E
(σ11 − νσ22 − νσ33) (3.14)
22 =
1
E
(−νσ11 + σ22 − νσ33)
33 =
1
E
(−νσ11 − νσ22 + σ33).
Both E and ν can be defined in terms of the Lame constants, µ and λ. The
relationship between these constants can be summarized as,
µ =
E
2(1 + ν)
(3.15)
λ =
νE
(1 + ν)(1− 2ν)
E =
µ(2µ+ 3λ)
µ+ λ
ν =
λ
2(µ+ λ)
.
Postulation of the linear relationship between each component of stress and
strain, requires to establish a strain energy density fel that is a homogenous
quadratic function of the strain components, fel(ij). For a body that is
slightly strained by gradual application of the loading while the temperature
remains constant, the corresponding stress components are derived from a
strain energy density functional, fel,
σij =

∂fel
∂ij
i=j
1
2
∂fel
∂ij
i6= j.
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The strain energy can be represented also in the integral form. For the
isotropic materials one get,
fel =
∫
ij
σijdij (3.16)
=
∫
ij
(2µij + λδijkk)dij
= µijij +
λ
2
(kk)
2
The stored energy within the material due to the change in internal energy
is the integral over volume of the strain energy density functional,
Fel =
∫
V
feldV. (3.17)
This energetic term is called elastic energy.
3.1.2 Elasticity and Interface Structure
The periodic arrangement of atoms and molecules in crystalline alloys
results in many important properties (lattice parameter, crystal elasticity
and solid anisotropy). In cubic crystals, where the structure possesses the
element of symmetry of a cube, the elastic constants are naturally cubic
anisotropic. The lattice parameter in this case is simply the distance between
the centers of two atoms on the cube corners. When the atoms in the solid
phases match up on a one-to-one basis at the interface plane, the interface is
called coherent (see Fig. 3.3). The coherency strain arises, when the lattice
parameters of the two phases are not equal. However, only small differences in
lattice parameters can be accommodated by elastic strains. For large atomic
misfits it becomes energetically more favorable to replace the uniform elastic
3.1 Linear Elasticity Theory 65
strains with dislocations, which localizes the strain into the dislocation cores
[79]. In this case, the misfit stress is accommodated by a series of edge
dislocations and the interface is called semicoherent. An interface in which
the atomic structure is disorder, the interface is incoherent and there is no
possibility of good matching across the interface. In general, the incoherent
interfaces result when two randomly oriented crystals are joined across any
interfacial plane. Very little is known about the detailed atomic structure
of such interfaces [79]. Large differences in crystal structures and lattice
parameters of the two adjoining crystals leads to the incoherent interfaces.
However, possibilities for partially coherent interfaces exist even under the
later circumstance, but better tools are required for predicting the interface
structures and the interface energies
The so-called misfit is the difference in lattice parameter between two
coherent phases in dual phase materials. This misfit gives rise to elastic
fields in phase transitions, where one small part of a material transforms
into a new material in the presence of misfit, and therefore the transformed
region either tends to expand or to shrink. The same procedure occurs in
solidification of binary alloys also, in which two solid phases grow in a cooled
liquid simultaneously. The related strains will be accommodated by both
solid phases, accordingly.
Addressing the question of what are the elastic stresses and strains asso-
ciated with the microstructure is necessary to understand the behavior and
properties of coherent materials. The problem is to find the exact value of
the stresses and strains at various points when the misfit and the shape of the
transforming region are given. The elastic stress provoke an elastic strain en-
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Figure 3.3: Coherent interfaces in solids. Strain-free coherent interfaces (left
picture), a coherent interface with mismatch which leads to coherency strain
in the adjoining latices (right picture) [79].
ergy that can influence a wide range of processes and equilibrium properties
of multiphase system, when the resultant phases are coherent [94]. In such
systems the competition between interfacial and elastic energies governs the
coherent system and determines the variation of the morphology. Therefore,
the elastic energy should be included into the free energy of the underlying
material system.
3.1.3 Misfit Stress
To describe the elastic stresses in eutectic solidification, we consider di-
latational misfit applied on the interface of two growing crystal phases. From
Eq. 3.11, the uniaxial components of stress tensor at a reference configuration
can be written as,
σ0xx = λ(
0
xx + 
0
yy + 
0
zz) + 2µ
0
xx (3.18)
σ0yy = λ(
0
xx + 
0
yy + 
0
zz) + 2µ
0
yy
3.2 Phase-Field Model 67
where x, y and z are spatial coordinates. Note that the assumption of plane
stress, i.e. σ0zz = 0, is used in this formulation. Since misfit is applied only in
uniaxial directions, we get σ0xy = 0. In the context of this work, we suppose
that the uniaxial reference strains are equal,
m = 
0
xx = 
0
yy = 
0
zz. (3.19)
Hence the corresponding misfit stresses can be simplified to,
σ0ij = −ξδij with i, j = x, y (3.20)
and
ξ = m(dλ+ 2µ)δij, (3.21)
where d is the dimension of the system.
3.2 Phase-Field Model
In this section we build the phase-field model for eutectic growth. First we
introduce a free energy for the system as in the standard phase-field model,
Sec. 3.2.1, and define its elastic part in Sec. 3.2.2. Next we derive the system
equtions of motion by using the general variational formulation (Sec. 3.2.3).
3.2.1 Free Energy Function
We define a set of continuous scalar variables, the so-called phase-field
variables, as a local volume fraction of phase i. Each phase-field variable
is unity in the corresponding i-th single phase region and zero outside that
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phase, i.e pi ∈ [0, 1], and should satisfy∑
i
pi = 1, (3.22)
where i = α, β, L represents two solid and one liquid phases. The material
system is described by the volume integral of a free energy density
F =
∫
V
fdV. (3.23)
The free energy density is the sum of the interfacial free energy, the chemical
free energy and the elastic free energy,
f(~p, c, T ) =
K
2
(~∇~p)2 +Hfp(pi) +Xfch(~p, c, T ) + Y fel(~p, ~u). (3.24)
The first term on right-hand-side of Eq. (3.24) is the kinetic part of the
interface energy. The dimensionless functions fp, fch and fel must have three
local minima to account for three possible phases, i.e α, β and the liquid
phase. fp is the potential part of the interfacial energy. We define fp as the
sum of double-well potentials
fp =
∑
i
p2i (1− pi)2. (3.25)
The chemical free energy density, fch, defines the equilibrium phase-
diagram of the system and sets the chemical driving forces. The constants
H,X and Y have the dimension of energy per volume and K has the di-
mension of energy per unit length. Several phase-field models that deduce
the chemical free energy density from thermodynamical databases have been
reported [19, 20, 56]. Here we formulate fch(c, T ) as the mixture free energy
density, where c is the mixture concentration and T is the temperature. As-
sume Ai(T ) is the concentration of a phase i in equilibrium with phase j and
3.2 Phase-Field Model 69
Bi is the free energy density of individual phases fch,i(Ai, T ) in equilibrium.
With this notation the chemical free energy density of phases can be written
as [29]
fch,i(c, T ) = (c− Ai(T ))2/2 +Bi(T ) (3.26)
and for the mixture chemical free energy density we get
fch(~p, c, T ) =
1
2
(c−
∑
i
Ai(T )gi(~p))
2 +
∑
i
Bi(T )gi(~p), (3.27)
where the mixture equilibrium parameters are weighted by the functions gi.
We choose the functions gi by analogy with Ref. [29] as
gi =
p2i
4
(
15(1− pi)[1 + pi − (pk − pj)2] + pi(9p2i − 5)
)
. (3.28)
The mixture diffusion potential µ is defined as
µ =
1
X
δF
δc
=
∂fch
∂c
= c−
∑
i
Ai(T )gi(~p). (3.29)
One should distinguish the diffusion potential from the thermodynamically
defined chemical potential.
3.2.2 Elastic Free Energy
The last term in Eq. (3.24), fel(~p, ~u), is the contribution due to lat-
tice misfit between solid phases in the eutectic system, where ~u is the dis-
placement field. We employ the isotropic linear elasticity and assume elastic
inhomogeneities to evaluate stress and strain tensors
σij = (2µij + λkkδij) (3.30)
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.31)
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where λ and µ are Lame constants and i, j denote the spatial coordinates.
To incorporate the influence of the misfit between lamellae of different phases
we introduce the misfit strain m which accommodates the misfit stress σ
m
ij
on the boundary between two solid phases, α and β.
σmij = −ξδij (3.32)
with
ξ = m(2µ+ dλ) (3.33)
where d is the dimension of the underlying system. The stress tensor in
individual phases with different Lame coefficients λs and µs can be modified
to include the misfit term on the interface,
σsij = (2µ
sij + λ
skkδij)− ξsδij for s = α, β. (3.34)
In general the elastic energy in a continuum system is
Fel =
∫
V
Y feldV =
1
2
∫
V
σijijdV. (3.35)
The phase-dependent elastic free energy density of the system can be
constructed by the sum of the elastic free energy densities of individual phases
f sel weighted by function h(ps) that should satisfy h(pi = 1) = 1, h(pi = 0) =
0 and h′(pi = 0, 1) = 0, analogous to Ref. [24]
fel =
∑
s=α,β
h(ps)f
s
el, (3.36)
the same relation holds for σij
σij =
∑
s=α,β
h(ps)σ
s
ij, (3.37)
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Note that we have assumed zero elastic fields in the liquid in our formulations.
Using the definition of the stress tensor from Eqs. (3.33), (3.34) and (3.35)
we get
f sel =
1
Y
[µs(ij − mδij)2 + λ
s
2
(kk − dmδij)2]. (3.38)
The elastic free energy densities of individual phases are reduced in 2D case
to
f sel =
1
Y
[µs(2xx + 
2
yy + 2
2
xy) +
λs
2
(xx + yy)
2 (3.39)
+(µs + λs)2m − 2(µs + λs)m(xx + yy)].
One should note that the misfit terms belong only to the free energy density
in the interfacial regions.
3.2.3 Evolutionary Equations
The equations of motion for the phase-field variables are derived by min-
imization of the free energy functional F . The spatial-temporal evolution
of field variables defines the growth of an arbitrary microstructure. In this
context two coupled non-linear partial differential equations describe the evo-
lution of the interface and the equilibrium front problem.
τ(pi)
∂pi
∂t
= − 1
H
δF
δpi
|∑
i pi=1
∀i, (3.40)
where τ(pi) is a relaxation time. While evaluating the functional derivative,
we should consider the constraint
∑
i pi = 1 and assume that on the interface
i−j, connecting two phases i and j, no other phase is present, i.e pk = 0, k 6=
i, j [29]. This means that in triple point the transition between the phases
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occurs by the movement of the dual boundaries that do not influence each
other.
The temporal evolution of the concentration c is described by the diffusion
equation
∂c
∂t
= ~∇ ·
(
M(~p)~∇δF
δc
)
, (3.41)
where M(~p) is the chemical mobility. Substituting the chemical potential
given by Eq. (3.29) in Eq. (3.41) the continuity equation becomes,
∂µ
∂t
= ~∇ ·
(
D(~p)~∇µ−~jat
)
−
∑
i
Ai
∂gi(~p)
∂t
∀i, (3.42)
where D(~p) =
∑
j Djpj and Dj represents the diffusion coefficient of the
phase j. In the phase-field simulation we use a mesoscopic interface thickness,
which is larger than the experimental length scale, to model the interfacial
growth in real materials. When the diffusion is asymmetrical the solute
trapping occurs at the interface in this situation [19]. These non-equilibrium
effects become important when we define the diffusion coefficient in Eq. 3.42
as D(~p) = DpL, where pL is the volume fraction of the liquid phase. This
means that the solute diffusion varies from zero in the solid to D in the liquid.
Therefore, the effects of solute trapping should be eliminated by adding the
anti-trapping current ~jat to the diffusion equation, which for a two-phase
system can be obtained as
~jat = −aW~nL
∑
i=α,β
(AL − Ai)(~nL · ~ni)∂pi
∂t
(3.43)
with a = 1/
√
2 (See Ref. [29, 19] for the details).
The derivative δF/δpi|∑i pi=1 in Eq. 3.40 can be evaluated by the method
of Lagrange multipliers analogous to [29]. Using this the evolution equation
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reads
τ(pi)
∂pi
∂t
= W 2∇2pi − ∂fp
∂pi
− 1
3
∑
j
∂fp
∂pj
(3.44)
− λc(∂fch
∂pi
− 1
3
∑
j
∂fch
∂pj
)− λe(∂fel
∂pi
− 1
3
∑
j
∂fel
∂pj
),
where the variations are taken as if all pi were independent. The parameters
W , λc and λe are defined by comparing Eq. 3.40 with Eq. 3.24
W =
√
K
H
, λc =
X
H
, λe =
Y
H
. (3.45)
Replacing the components of the free energy density, fp (Eq. 3.25), fch (Eq.
3.27) and fel (Eq. 3.36) in Eq. 3.40 we obtain
τ(pi)
∂pi
∂t
= W 2∇2pi + 2
3
[−2pi(1− pi)(1− 2pi) + (3.46)∑
j 6=i
pj(1− pj)(1− 2pj)] + λc
∑
j
∂gj
∂pi
|∑
i pi=1
(µAj −Bj)− λe
∑
j
∂hj
∂pi
|∑
i pi=1
f jel ∀i.
3.2.4 Mechanical Equilibrium
The evolutionary equations (Eq. 3.46) should be solved together with
equations for the evolution of the elastic variables. One should note that
strain values ij (i, j = 1, ...d), depend on displacements ui (i = 1, ...d)
through (3.31), where i, j are the spacial coordinates. Assuming that me-
chanical equilibrium is always maintained within the system, one readily
obtains a set of nonlinear equations.
δFel
δui
=
∂
∂xj
δFel
δij
= 0 (3.47)
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which means that at equilibrium, the variational derivatives δFel/δui of the
elastic free energy are assumed to be zero. Substituting for Fel from equation
(3.35) and (3.37) results in,
∂
∂xj
(∑
s
h˜(ps)σ
s
ij
)
= 0 for s = α, β, (3.48)
where we use a modified weighting function to exclude the liquid phase
h˜(ps) =
h(ps)∑
s=α,β h(ps)
. (3.49)
Employing Eq. 3.34 for stress tensor and replacing strains ij with displace-
ments, Eq. 3.31, we obtain a system of differential equations that needs to
be solved with appropriate boundary conditions to find the displacements
ui. Once the displacements are found, the strain and stress tensor values can
be obtained using the corresponding expressions. For two phase growth the
equilibrium requirements (3.48) reduces to the following equation,
∂
∂xj
(
h˜(pα)σ
α
ij + h˜(pβ)σ
β
ij
)
= (3.50)
∂h˜(pα)
∂xj
σαij + h˜(pα)
∂σαij
∂xj
+
∂h˜(pβ)
∂xj
σβij + h˜(pβ)
∂σβij
∂xj
= 0.
A two dimensional model where x and y are the spatial coordinates is con-
sidered here. In this case the displacement vector ~u, the stress and strain
tensors can be expressed as,
~u =
(
ux uy
)
σ =

σxx
σyy
2σxy

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 =

xx
yy
2xy
 .
We now expand Eq. 3.50 for i, j = x, y and substitute σij and ij from
Eq. 3.34 and 3.31, respectively. Consequently, we obtain a system of two
differential equations in terms of the displacement fields ux and uy
λ(
∂2ux
∂x2
+
∂2uy
∂y∂x
) + 2µ
∂2ux
∂x2
+ µ(
∂2ux
∂y2
+
∂2uy
∂x∂y
) (3.51)
+
∑
s=α,β
[λs(
∂ux
∂x
+
∂uy
∂y
) + 2µs
∂ux
∂x
− ξs)∂h˜(ps)
∂x
+µs(
∂ux
∂y
+
∂uy
∂x
)
∂h˜(ps)
∂y
] = 0
λ(
∂2uy
∂y2
+
∂2ux
∂x∂y
) + 2µ
∂2uy
∂y2
+ µ(
∂2uy
∂x2
+
∂2ux
∂y∂x
) (3.52)
+
∑
s=α,β
[λs(
∂ux
∂x
+
∂uy
∂y
) + 2µs
∂uy
∂y
− ξs)∂h˜(ps)
∂y
+µs(
∂ux
∂y
+
∂uy
∂x
)
∂h˜(ps)
∂x
] = 0,
where
µ =
∑
s=α,β
h˜(ps)µ
s
λ =
∑
s=α,β
h˜(ps)λ
s
and
ξs = ∓m
2
(2λs + 2µs) for s = α(−), β(+).
The elasticity equations are only space dependent and therefore they can
be solved independently of the phase-field and concentration evolution equa-
tions. Once the displacements are found, the corresponding strains will be
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computed from linear elasticity formulations, Eq. 3.31. After that the cal-
culated component of the strain tensor will be substituted in the phase-field
evolution equation and the phase-field variable will be evaluated at each time
step.
UMFPACK Solver
The Unsymmetric-pattern Multi-Frontal Package (UMFPACK) is a C
implementation of the unsymmetric pattern multifrontal method for direct
solution of systems of linear equations, Ax=b, with sparse unsymmetric co-
efficient matrices. UMFPACK requires that the input matrices to be square
and given in compressed sparse column format (CSC). Solution of a linear
system in UMFPACK consists of three steps: symbolic analysis of the coef-
ficient matrix, numerical factorization, and backward substitution [67, 17].
• umfpack-di-symbolic: the function symbolic() pre-orders matrix
columns to reduce fill-in and performs a symbolic analysis.
• umfpack-di-numeric: the function numeric() performs the numerical
LU factorization of the coefficient matrix using the symbolic analysis
previously computed by symbolic(), where U is upper triangular and
L is lower triangular.
• umfpack-di-solve: the function solve() solves a sparse linear system,
Ax=b, using the numerical factorization computed by numeric().
The include file umfpack.h must be included in the program, #include
"umfpack.h". A short introduction to Unix users of the C interface of UMF-
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PACK can be found in Ref. [17].
We apply the UMFPACK solver to the set of equations (3.51) and (3.52)
obtained from mechanical equilibrium. The finite difference approach is used
to discretize the equations on a uniform grid, where a first-order approx-
imation is used for gradient terms and a second-order approximation for
the Laplace and the divergence terms. To apply the solver, the mechanical
equilibrium equations should be written in the form Ax=b. The schematic
representation of the sparse matrix storage is represented in Fig. 3.4. The
Figure 3.4: Storage of sparse matrix A.
coefficients of the discretized equation (3.51) are stored in A1 and A2, and
those of equation (3.52) in sub-matrices A3 and A4. We can rewrite the set
of equations in a matrix notation format, A1 A2
A3 A4
 ux
uy
 =
 fx
fy

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where ux and uy are the displacement vector in x and y directions, respec-
tively. The vectors fx and fy are the misfit related forces, which are present
only at the phase interfaces,
fx(i, j) =
∑
s=α,β
ξs
∂h˜i,j(ps)
∂x
(3.53)
fy(i, j) =
∑
s=α,β
ξs
∂h˜i,j(ps)
∂y
Each displacement and force vector has a dimension of 1×N and each sub-
matrix a dimension of N × N , where N is the product of number of mesh
points in x and y directions. To avoid the inefficient computation of the sparse
matrix A in each time step, we apply an optimization process by avoiding
the calculations of the sparse matrix in the liquid phase. This means that we
need its storage only in the interfacial regions, because we have assumed zero
elastic constants in the liquid and the one-sided model with zero diffusion in
solids is used. This procedure will speed up the simulations to a great extent.
3.3 Simulations of Eutectic Growth
The simulations of eutectic growth with misfit stresses are presented in
this section. One should note that modeling the elastic interactions in eu-
tectic solidification is not physically meaningful, since the misfit stresses and
strain would relax in the liquid. They can contribute to the eutectic sys-
tems only when the the alloys are completely solidified. Furthermore, the
coherency strain relaxes on a scale much smaller that the phase-field length
scale. Therefore, the sharp interface analyses should be performed to develop
a quantitative phase-field model. Here we have chosen the misfit strain to
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relax on a scale larger than the phase-field variable to show how the model
qualitatively works with respect to the misfit parameter and configuration of
elastic fields.
3.3.1 Model Parameters
We simulate the directional solidification of the transparent organic eu-
tectic alloy CBr4-C2Cl6 whose properties are available in literature. The
material parameters and process control parameters, such as pulling veloc-
ity vp and thermal gradient G, are listed in Table 3.1. In this system three
phases, α, β and liquid phase, grow along the y−direction, while the sample
is pulling back with velocity vp. Temperature at a given point is
T = TE +G(y − vpt) (3.54)
where TE is the eutectic temperature. One can see from Table 3.1 that the
mean capillary length d¯ is several orders of magnitude larger than the thermal
length l¯T , and the diffusion length, lD = D/vp. l¯T is the average value of
thermal length of each individual phase liT ,
liT = |mi|∆C/G i = α, β, (3.55)
where ∆C = Cβ −Cα; Cα and Cβ are the compositions of α and β phases at
TE.
As in the standard phase-field models [46] the interface thickness W
should be larger than d¯ to make the phase-field simulations feasible. There-
fore, we choose W/d¯ as the resolution for our model in a way to fulfill the
above requirement. The ratios l¯T/lD and λ/d¯, where λ is the lamellar spac-
ing fixed by the lateral size of simulation box, are also taken as inputs in the
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Table 3.1: Material parameters for a symmetric eutectic alloy used in the
phase-field simulations and the corresponding length scales for directional
solidification [29].
Parameter literature data value used
D (diffusion coefficient) 0.5 ×10−9 m2/s 0.5 ×10−9 m2/s
vp (pulling velocity) 1.5 µm/s 1.5 µm/s
G (thermal gradient) 110 K/cm 110 K/cm
kα (partition coefficient) 0.75 1
kβ (partition coefficient) 1.5 1
mα (liquid slope of α) -82 K/mol -164 K/mol
mβ (liquid slope of β) 164 K/mol 164 K/mol
d¯ (average capillary length) 6.5 nm 6.5 nm
Cα (composition of α at TE) 8.8 mol% 8.8 mol%
Cβ (composition of β at TE) 18.5 mol% 18.5 mol%
CE (eutectic composition) 11.6 mol% 11.57 mol%
λJH (lamellar spacing) 6528.0 nm 6528.0 nm
model. We define the phase dependent relaxation time as
τ(~p) = τ¯ +
τβ − τα
2
(
pβ − pα
pα + pβ
), (3.56)
where τ¯ = (τα+τβ)/2, τα and τβ are the time relaxation of individual phases.
In the liquid phase τ(~p) = τ¯ . The elastic coupling constant, λe (Eq. 5.6), is
fixed by chemical potential coupling constant, λe = λc (Y = X). We scale
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lengths by W and time by τ¯ . The scaled evolution equation becomes
τ˜(pi)
∂pi
∂t
= ∇2pi + 2
3
[−2pi(1− pi)(1− 2pi) + (3.57)∑
j 6=i
pj(1− pj)(1− 2pj)] + λc
∑
j
∂gj
∂pi
|∑
i pi=1[
(µAj −Bj)− f jel
] ∀i
∂µ
∂t
= ~∇.
(
D˜pL~∇µ−~jat
)
−
∑
i
Ai
∂gi(~p)
∂t
∀i. (3.58)
The dimensionless parameters in the evolution equations are specified as
τ˜(pi) =
τ(~p)
τ¯
, D˜ =
Dτ¯
W 2
. (3.59)
The coefficients Ai and Bi can be approximated by linearising the phase-
diagram around the eutectic point, considering the fact that the front tem-
perature is close to TE in coupled eutectic growth at low solidification speeds
[29]
Ai =
Ci − CE
∆C
+ (ki − 1)(y˜ − v˜pt¯)
l¯iT
, (3.60)
Bi = ∓Ai (y˜ − v˜pt¯)
l¯iT
, (3.61)
where y˜ = y/W and v˜p = vpτ¯ /W . The minus (plus) sign corresponds to α
(β) phase and ki are partition coefficients, which are set to 1 (parallel liquidus
and solidus lines). In this case, the initial composition of each phase are set
to its equilibrium composition at the eutectic temperature.
3.3.2 Numerical Tests for directional Solidification
The set of equations (3.57) and (3.58) are discretized by finite difference
approach on a uniform mesh, while an explicit Euler scheme with a time
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step chosen below the stability limits of diffusion equation is used for time
discretization
∆t <
1
4D˜
(∆x)2. (3.62)
The two dimensional simulations are performed in a rectangular box with
symmetric boundary conditions in y−directions and no-flux boundary condi-
tions in x−directions, applied to both phase-field variables and concentration
field. We use the grid spacing ∆x/W = 0.8, the parameters l¯T/lD = 4 and
lD/d¯ = 51200 in most of the simulations. All material and simulation param-
eters used are listed in Tables 3.1 and 3.2, respectively. We perform a series
Table 3.2: Simulation parameters for symmetric alloy model.
Parameter Value
λJH/W 64
lD/d¯ 51200
W/d¯ 15.69
l¯T/W 10669
λc 18.098
D˜ 5.3164
v˜p 0.00199
∆t˜ 0.0241
of simulations for a symmetric phase diagram, in which |mα| = |mβ| = m.
The inhomogeneous isotropic elasticity, in which β phase is assumed to be
softer, i.e µβ(λβ) < µα(λα), is considered here. The elastic parameters are
3.3 Simulations of Eutectic Growth 83
given in Table 3.3. The mechanical equilibrium equations (3.51) and (3.52)
Table 3.3: Elasticity parameters used in simulations; the Lame constants are
estimated values.
Parameter Value used
λe = λc 18.098
µα 34.24 MPa
µβ 32.2 MPa
λα 8.58 MPa
λβ 7.8 MPa
Y = X 18.10 MPa
are solved independently by applying UMFPACK solver [96]. The displace-
ment fields are set to zero at the beginning of the simulations and have a zero
value at the end of the simulation box. Symmetric boundary conditions are
applied to displacement fields in y−directions. The simulations start with
lamellar of both phases with equal spacing and flat front. The size of the
simulation box in y−direction is chosen about 5 times larger than its size
along x−direction. In each time step we first solve the mechanical equilib-
rium and compute the corresponding displacement fields ux and uy along x
any y directions, and three strain fields xx, yy, xy from Eq. (3.31). Once
the strain fields are computed we insert their values in the phase-field equa-
tions and update the evolutionary equations. In Fig. 3.5(a) the lamellae of
α and β with spacing λ are illustrated, where a misfit strain m = 0.03 is ap-
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Figure 3.5: Front position of α and β lamellae (a) and the average front
undercooling converging to steady-state (b). Solid lines, α phase; dashed
lines, β phase.
plied to both phases. One can see that the β phase is suppressed and grows
with a slower rate compared with α phase. Moreover the front undercooling,
∆T/(m∆C) of the β phase is larger than of the α phase, Fig. 3.5(b). Since
in the symmetric alloy phase-diagram we assumed equal liquid slope m for
both phases, this difference can be understood only as the influence of the
elastic energy which is different in α and β phases due to elastic inhomo-
geneities. We now investigate the influence of misfit strain on the lamellar
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Figure 3.6: Influence of the misfit strain on eutectic growth: steady-state
configuration of β phase (a) the corresponding value of equivalent strain
field, i.e
√
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2
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xy ,(b).
growth by comparing the steady-state front position of β phase for three runs
with different values of m. Fig. 3.6(a) shows that as m has increased, the
β phase is less advanced and therefore has a larger undercooling. The value
of equivalent strain, which we define it as
√
2xx + 
2
yy + 2
2
xy, in β phase has
also increased with m, Fig. 3.6(b). In Fig. 3.7, we show the configuration
of three components of the dimensionless stress tensor as well as the α and
β phases plotted across the x−direction. As a semi-quantitative test for our
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Figure 3.7: Components of the dimensionless stress tensor in α and β phases,
σ¯ij = (10σij)/Y with i, j = x, y.
phase-field model, we perform a series of simulations with fixed physical and
material parameters by varying the lateral size of the simulation box, and
hence changing the lamellar spacing λ, and considering the dependence of
the dimensionless front undercooling, ∆T , versus lamellar spacing. In direc-
tional solidification of regular eutectic alloys the system selects the lamellar
spacing giving a minimum front undercooling [106]. This is the so-called
Jackson-Hunt lamellar spasing λJH [41].
The average front undercooling in the simulation is defined as
∆T
m∆C
=
1
L
∫ L
0
y(x, t)dx− vpt, (3.63)
where L is the lateral box size and y(x, t) is the y position of the front in-
terface at time t, where we have chosen the origin of the y axis at eutectic
isotherm at t = 0. Each run should reach the steady-state. This has been
achieved by shifting the simulation box periodically in growth direction with
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the pulling velocity and checking the change of the front undercooling by
extracting the interface position until ∆T converges to a steady-state value.
In the simulations we have investigated the effects of misfit strain in
phase-field model by comparing the Jackson-Hunt curve for our model with
the case of diffusion limited two-phase growth without elastic effects simi-
lar to Ref. [29]. The symmetric alloy model with the same physical and
model parameters as in Tables 3.1, 3.2 and 3.3 is used here. Moreover we
assume µα(λα) = µβ(λβ). The results for an elastic problem with differ-
ent m = 0.01, 0.02, 0.03 are given in Fig. 3.8 in comparison with the same
model without elastic effects (m = 0). It is obvious that the undercooling in-
creases with increasing elastic field, because the driving force of solidification
decrease with increasing elastic energy according to the elastic phase-field
model. Furthermore, the extreme value of lamellar spacing, λm, increases
slightly with increasing m too. This is due to weakening the elastic effects
at larger lamellar spacing, because the misfit strain is present only near the
interface between two phases (see Fig. 3.7). This means also that in the
presence of misfit strain the lamellae are stable in larger spacing. However
variation of λm is not significant compared with increasing of interface un-
dercoolings by introducing the elastic stresses into the phase-field model.
Modeling the elastic interactions in directional eutectic solidification is
not physically meaningful, since the misfit stresses and strain would relax
in the liquid. They can be significant only when the alloy is completely
solidified. The coherency strain also relaxes on a scale much smaller that the
phase-field length scale. Therefore, the sharp interface analyses should be
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Figure 3.8: Dimensionless front undercooling versus dimensionless lamellar
spacing for the model without elastic effects and with different misfit strains.
Thin solid line, a quadratic fit to data obtained without considering elastic
effects; dotted lines, m=0.01; dashed dotted line, m=0.02; thick solid line,
m=0.03.
performed to develop a quantitative model. Here we have chosen the misfit
strain to relax on a scale larger than the phase-field variable to show how the
model qualitatively works.
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3.4 Conclusions
An existing phase-field model for solidification of eutectic alloys is ex-
tended to account for the influence of elastic interactions between lamellae of
different phases. The elastic deformations and the corresponding stress dis-
tributions in lamellar eutectics are evaluated by solving the governing model
equations, which include the coupling relations among phase-field variables,
concentration and elastic fields. The microelasticity theory employed here is
based on linear elasticity; however it allows to use inhomogenous elasticity
with different elastic constants in solid phases.
The elastic effects caused by lattice misfit between two solid phases were
investigated by plotting the undercooling of front interface versus lamellar
spacing. We found that the front undercoolings are larger for the problems
including coherent misfit compared with diffusion limited eutectic growth.
However the minimum spacing has not changed significantly by addition of
elastic energies.
The presented phase-field model can be applied to the larger lamellar
arrays to predict the kinetics of eutectic front, e.g. wavelength selection and
interface instabilities, under elastic interactions. Although we have tested
our model for a symmetric eutectic model, it is capable to accommodate an
arbitrary eutectic phase diagram. However, the phase-field model considering
only the coherency strain between eutectic lamellae can not be used to model
the solidification of real eutectic systems e.g Ti-based alloys with high elastic
interactions. Since the misfit that can be accommodated by elastic strain is
limited and can be spread over a few atomic layers, the high elastic effects
that are obtained within the numerical results of this chapter are not realistic.
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These studies are performed to test the model and determine the relation of
its parameters. Furthermore, modeling the elastic interactions in eutectic
solidification is not physically meaningful, since the misfit stresses and strain
would relax in the liquid. They can contribute to the eutectic systems only
when the the alloys are completely solidified. A sharp interface analyses
should be performed to develop a quantitative phase-field model, since the
coherency strain relaxes on a scale much smaller that the phase-field length
scale. In the simulations presented here, the misfit strain was simply chosen
to relax on a scale larger than the phase-field variable. The simulations were
performed to show how the model qualitatively works with respect to the
misfit parameter and configuration of elastic fields.
The numerical simulations presented in this chapter are the first step to
model the growth in coherent eutectic alloys with misorientations, which is
the realistic part of solid-solid interactions (see Chapter 5). The general
relationship between the misfit parameter and the lamellar spacing in the
eutectic structure, which is determined here, is important to analyze and
predict the material behavior in the next chapters, where extensive parameter
studies relating the solidification processing conditions to microstructure are
performed in Chapter 4 and the influence of the misfit stress in solid-solid
interactions of multiple nuclei with misorientations is determined in Chapter
5.
Chapter 4
Eutectic Growth in Alloys with
Coherent Elastic Misfit
Improving the strength and room temperature plastic deformability in eu-
tectic and amorphous structures has become a key topic for the development
of advanced structural and functional materials. Among them Ti-based alloys
are superior in comparison to other alloys due to high corrosion resistance
and low density of the main constituent element. These alloys exhibit high
mechanical strength and Young’s modulus of about 2000 MPa and 150 GPa,
respectively. Moreover, they have potential use in automotive, aerospace and
biomedical applications. Due to the desired mechanical properties and low
cost of the alloying element Fe, Ti-Fe alloys are suitable for structural appli-
cations. Therefore, the production procedure of Ti alloys and enhancing their
mechanical properties has received increased attention recently [13, 14, 74].
The Ti-Fe alloys have a phase composition consisting of binary cubic or-
dered FeTi and a body-centered-cubic (bcc) β-Ti solid solution. In general,
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three eutectic occur in Ti-Fe system: β + FeTi; FeTi + TiFe2, and TiFe2 +α1
at temperatures of 1100, 1280 and 1298◦ C, respectively [69], see the complete
phase-diagram (Fig. 4.2). In the context of this work, we consider the eutec-
tic reaction: liquid→ β-Ti + FeTi only. An experimental example of such an
eutectic reaction are the production of arc-melted eutectic Ti70.5Fe29.5 alloys
at cooling rate of 10-40 K/s, or by slow cooling down from the melt through
cold crucible casting, which has been investigated in several experimental
works [15, 65]. The eutectic produced in arc-melted ingots exhibits direct
solidification in the direction of heat transfer, Fig. 4.1(a), however equiaxed
eutectic colonies are homogeneously distributed in the cross section of cast
rod produced in cold crucible casting, Fig. 4.1(b). In the latter case the
growth of the FeTi phase (brighter color) starts from a common center into
different direction and have an average eutectic cell size and lamellar spacing
(λ) of the order of 20± 5µm and 525 nm base on the work of Das et al. 2005
[15]. They have also measured the lattice mismatch owing to the difference
between lattice parameters of β-Ti and FeTi phases, which introduces co-
herency strain at the interface. This coherent interface induces mechanical
stresses and elastic interactions in the system, therefore the elastic phase-
field model is required to assess the formation of eutectic structures in Ti-Fe
alloy.
In the previous chapter, an elastic phase-field model with misfit stresses
is developed and is applied to an organic eutectic alloy, although no evidence
of existing the coherency strain in the organic system has been found. In
this chapter, the elastic phase-field model is applied to the Ti-Fe system that
exhibit high elastic strains at the interface. The phase-field equations are
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Figure 4.1: Scanning electron microscope (SEM) images of Microstructure of
Ti70.5Fe29.5 alloy, (a) near the Cu heart of the arc-melted ingot [15] and (b)
in cast rod cross section of cold crucible casting sample [14].
rewritten from a general constitutive model which enabled to use anisotropic
elasticity. The cubic-anisotropy is then applied to the alloy whose thermo-
dynamic characteristics are taken from the phase diagram. The simulations
of directional growth are conducted later to establish the effects of solidifica-
tion parameters, i.e. temperature gradient and pulling velocity on eutectic
formation. Finally the free growth in eutectic colonies with a range of misfit
values are presented.
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4.1 Anisotropic Elasticity
The simple isotropic model described in the previous chapter is unable
to describe the response of some materials accurately. This is because some
materials have a characteristic orientation. A more general stress-strain re-
lation is needed to establish the behavior of anisotropic solids, which can be
written as
σij = cijklkl, (4.1)
where cijkl is the forth order stiffness tensor where 81 components are called
the elastic constants. cijkl must have the following symmetries
cijkl = cklij = cjikl = cijlk. (4.2)
This reduces the number of material constants to 21. It is often useful to rep-
resent the anisotropic form of Hooke’s law in matrix notation. The stiffness
tensor C can be expressed as

c1111 c1122 c1133 c1123 c1131 c1112
c2211 c2222 c2233 c2223 c2231 c2212
c3311 c3322 c3333 c3323 c3331 c3312
c2311 c2322 c2333 c2323 c2331 c2312
c3111 c3122 c3133 c3123 c3131 c3112
c1211 c1222 c1233 c1223 c1231 c1212

=

C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56
C16 C26 C36 C46 C56 C66

.
The symmetry of stress and strain tensors allow us to write the stress-
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strain relation in a more compact form,
σ11
σ22
σ33
σ23
σ13
σ12

=

C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56
C16 C26 C36 C46 C56 C66


11
22
33
223
213
212

.
In 2D the stress-strain relation reduces to

σ11
σ22
σ12
 =

C11 C12 C16
C12 C22 C26
C16 C26 C66


11
22
212
 .
The misfit stresses occur on normal directions at the interface between two
growing crystal phases and therefore can de specified by
σ0ij = cijkl
0
klδijδkl. (4.3)
In the case of plane stress, σ33 = 0, only two misfit components exist:
σ011 = c1111
0
11 + c1122
0
22 (4.4)
σ022 = c2211
0
11 + c2222
0
22. (4.5)
We assume that misfit strains on both x and y directions are equal, i.e.
m = 
0
11 = 
0
22, and apply the symmetry conditions of the stiffness tensor to
simplify the relation of misfit stress:
σ0ij = −ξijδij (4.6)
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where
ξ11 = m(C11 + C12) (4.7)
ξ22 = m(C12 + C22). (4.8)
The stress tensor of individual phases with different elastic constants should
be extended to include the misfit terms in the interface region,
σsij = c
s
ijklkl − ξijδij for s = α, β. (4.9)
Using the elastic energy formulation in Eq. 3.35 the elastic free energy density
of α and β solid phases can be defined as
f sel =
1
Y
csijkl(kl − mδij)2. (4.10)
The elastic free energy densities of individual phases are reduced in 2D case
to
f sel =
1
Y
[2xx(C
s
11 + C
s
12 + C
s
16) + 
2
yy(C
s
12 + C
s
22 + C
s
26) (4.11)
+22xy(C
s
16 + C
s
26 + C
s
66) + 
2
m(C
s
11 + 2C
s
12 + C
s
16 + C
s
26 + C
s
22)
−2m(xx(Cs11 + Cs22 + Cs12) + yy(Cs11 + Cs22 + Cs12))] with s = α, β.
Recalling the mechanical equilibrium in Eq. (3.48) and performing the same
analysis made in Sec. 3.2.2, we get a system of two differential equations in
terms of displacement fields ux and uy.∑
s=α,β
{
h˜(ps)[C
s
11
∂2ux
∂x2
+ Cs12
∂2uy
∂x∂y
+ Cs16(
∂2ux
∂x∂y
+
∂2uy
∂x2
)] (4.12)
+
∂h˜(ps)
∂x
[Cs11
∂ux
∂x
+ Cs12
∂uy
∂y
+ Cs16(
∂ux
∂y
+
∂uy
∂x
)− ξs11]
+h˜(ps)[C
s
16
∂2ux
∂y∂x
+ Cs26
∂2uy
∂y2
+ Cs66(
∂2ux
∂y2
+
∂2uy
∂y∂x
)]
+
∂h˜(ps)
∂y
[Cs16
∂ux
∂x
+ Cs26
∂uy
∂y
+ Cs66(
∂ux
∂y
+
∂uy
∂x
)]
}
= 0
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∑
s=α,β
{
h˜(ps)[C
s
12
∂2ux
∂y∂x
+ Cs22
∂2uy
∂y2
+ Cs26(
∂2ux
∂y2
+
∂2uy
∂x∂y
)] (4.13)
+
∂h˜(ps)
∂y
[Cs12
∂ux
∂x
+ Cs22
∂uy
∂y
+ Cs26(
∂ux
∂y
+
∂uy
∂x
)− ξs22]
+h˜(ps)[C
s
16
∂2ux
∂x2
+ Cs26
∂2uy
∂x∂y
+ Cs66(
∂2ux
∂x∂y
+
∂2uy
∂x2
)]
+
∂h˜(ps)
∂x
[Cs16
∂ux
∂x
+ Cs26
∂uy
∂y
+ Cs66(
∂ux
∂y
+
∂uy
∂x
)]
}
= 0
where
ξs11 = ∓
m
2
(Cs11 + C
s
12),
ξs22 = ∓
m
2
(Cs22 + C
s
12) for s = α(−), β(+),
and h˜(ps) is given in Eq. 3.49. The phase-field and continuity equations
remain the same as in isotropic elasticity described priorly, see Eq. 3.42 and
equations 3.44, 3.46. However the elastic energy defined in Eq. 4.10 should
be inserted in the phase-field equations.
4.1.1 Linear Elastic Stress-Strain Relation for Cubic
Materials
As mentioned before both FeTi and β-Ti solid phases have bcc-cubic
structures. The constitutive law for such a material can be parameterized
by only 3 material constants. In general the strain-stress relation for cubic
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structures is

σ11
σ22
σ33
σ23
σ13
σ12

=

C11 C12 C12 0 0 0
C11 C12 0 0 0
C11 0 0 0
C44 0 0
sym C44 0
C44


11
22
33
223
213
212

.
This relation in identical to the constitutive law of isotropic materials except
that the shear modulus is not related to the Poisso’s, ν, ratio and Young
modulus, E, through the usual relation given in Sec. 3.1. In fact, the ratio
A =
2µ(1 + ν)
E
=
2C44
C11 − C12 (4.14)
provides a convenient measure of anisotropy [6]. If A=1 the material is
isotropic. The relation between elastic constants in the case of cubic-anisotropy,
A > 1, can be written as
E =
C211 + C11C12 − 2C212
C11 + C12
(4.15)
ν =
C12
C11 + C12
(4.16)
C11 =
E(1− ν)
1− ν − 2ν2 (4.17)
C12 =
Eν
1− ν − 2ν2 . (4.18)
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The elastic free energy of the individual phases in Eq. 4.10 is simplified
for the cubic anisotropy to
f sel =
1
Y
[(Cs11 + C
s
12)(
2
xx + 
2
yy) + 2
2
xyC
s
44 (4.19)
−22m(Cs11 + Cs12)− 2m(Cs11 + Cs12)(xx + yy)] with s = α, β.
The phase-field and continuity equations remain the same as in Sec. 3.2.3.
For cubic anisotropy the mechanical equilibrium equations 4.12 and 4.13 are
reduced to
C11
∂2ux
∂x2
+ C12
∂2uy
∂x∂y
+ C44(
∂2ux
∂y2
+
∂2uy
∂y∂x
) + (4.20)
∑
s=α,β
[(Cs11
∂ux
∂x
+ Cs12
∂uy
∂y
− ξs)∂h˜(ps)
∂x
+ Cs44(
∂ux
∂y
+
∂uy
∂x
)
∂h˜(ps)
∂y
] = 0
C11
∂2uy
∂y2
+ C12
∂2ux
∂y∂x
+ C44(
∂2ux
∂x∂y
+
∂2uy
∂x2
) + (4.21)
∑
s=α,β
[(Cs12
∂ux
∂x
+ Cs11
∂uy
∂y
− ξs)∂h˜(ps)
∂y
+ Cs44(
∂ux
∂y
+
∂uy
∂x
)
∂h˜(ps)
∂x
] = 0
where
C11 =
∑
s=α,β
h˜(ps)C
s
11
C12 =
∑
s=α,β
h˜(ps)C
s
12
C44 =
∑
s=α,β
h˜(ps)C
s
44
and
ξs = ∓m
2
(Cs11 + C
s
12) for s = α(−), β(+).
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4.2.1 Model Parameters
The phase-diagram of Ti-Fe system with a zoom around the region of
interest for our simulations, Ti70.5Fe29.5 composition, is plotted in Fig. 4.2
by importing the thermodynamical data bases in THEMOCALC [93]. The
eutectic temperature, TE, and the eutectic composition, CE, are 1320.21 K
◦
and 71.98 mol%Ti. The volume fractions of β-Ti and FeTi phases are esti-
mated to be 71 and 29 vol.%, respectively. Their chemical composition are
determined from the phase-diagram as 70.86%Ti and 61.24%Ti for β-Ti and
FeTi, respectively. The diffusion coefficients in liquid, Dl and solid, Ds, are
in order of 10−9 and 10−13 m2/s. However we don’t have experimental data
for exact values of these coefficients. Hence we make use of an estimated
value of Dl = 5.2 × 10−9m2/s for the simulations in this chapter and ig-
nore the solid diffusity, because it is several of magnitudes smaller than Dl.
The material parameters of the eutectic system are listed in Table 4.1. The
average capillary length, d¯, is obtained from the relation
di =
ΓiTE
|mi|∆C (4.22)
by assuming that dα/dβ = |cβ/cα|. We take an estimated value for Gibb’s-
Thomson coefficient, Γα = 2×10−7 K.m which gives the value of d¯ = 8.27 nm.
The calculated dimensionless concentrations of solid phases are cα = −0.4716
and cβ = 0.5284 which yields |cβ/cα| = 1.12. The lattice parameters of two
solid phase are aα = 0.2995 and aβ = 0.3263 nm for FeTi and β-Ti based
on experiments reported in [14]. The coherency strain associated with the
lattice mismatch at the β-Ti/FeTi interface is determined from the definition,
m =
aβ − aα
aβ
, (4.23)
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Figure 4.2: Phase-diagram of Ti-Fe system plotted using THERMOCALC.
which gives m = 0.0537. In this context, α and β denote FeTi and β-Ti
phases, accordingly.
We apply half of the strain value to α and half of it to β phase. How-
ever, the model solutions do not depend on this devision of misfit. Uniaxial
compression tests of Ti-Fe alloy shows that the FeTi intermetallic compound
is harder that β-Ti phase. However we do not have the exact value of the
elastic constant of each individual phase. We choose the elastic modules of
individual solid phases of the same order, but lower than that of the overall
Young modulus of the alloy and room temperature. The elastic constants of
α and β solid phases can be obtained from the overall elastic constants,
E¯ = Eαfα + Eβfβ,
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Table 4.1: Materials parameters for Ti70.5Fe29.5 alloy used in the phase-field
simulations and the corresponding length scales for directional solidification.
Parameter value used
Dl (diffusion coefficient) 5.2 ×10−9 m2/s
kα (partition coefficient) 1
kβ (partition coefficient) 1
mα (liquid slope of α) -19.85 K/mol
mβ (liquid slope of β) 17.7 K/mol
Γα (Gibbs-Thomson coefficient) 2.0 ×10−7 K.m
d¯ (average capillary length) 8.27 nm
Cα (composition of α at TE) 61.24 mol%
Cβ (composition of β at TE) 79.86 mol%
CE (eutectic composition) 70.02 mol%
assuming e = Eα/Eβ = 1.15. Consequently we get
Eβ =
E
fαe+ fβ
, Eα = eEβ, (4.24)
where fα and fβ are the volume fractions of α and β solid phases, respec-
tively. The mechanical properties of the sample and the estimated values for
each individual phase are listed in Table 4.2.
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Table 4.2: Elasticity parameters used in simulations.
Parameter Value used
C¯11 92 GPa
C¯12 39.5 GPa
C¯44 61 GPa
Cα11 96.2 GPa
Cβ11 87.45 GPa
Cα12 41.2 GPa
Cβ12 37.5 GPa
Cα44 63.77 GPa
Cβ44 58 GPa
4.2.2 Directional Solidification of Ti-Fe Alloys
In this section we present the directional solidification of Ti-Fe alloy,
where the sample is pulled with the velocity vp in a constant temperature
gradient G along y-axis. This means the isotherms move towards the y-
direction with vp. The model parameters are described in Sec. 3.3. We
begin by simulations of lamellar steady-state solutions as testing ground for
our model. A series of two dimensional simulations are performed in a rect-
angular box with symmetric boundary condition along y-axis and no-flux
boundary condition along x-axis, see Fig. 4.3. In the following simulations,
the material and model parameters remain unchanged and only the lateral
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size of domain and hence the lamellar spacing is varying. The model param-
eters computed for these specific investigations are summarized in Table 4.3.
Although we have derived a general anisotropic form for mechanical equilib-
Table 4.3: Simulation parameters for Ti-Fe alloy.
Parameter Value
vp (pulling velocity) 8.08 µm/s
G (thermal gradient) 110 K/cm
lD/d¯ 78410
W/d¯ 15.085
lαT/W 21975.5
lβT/W 19606
λc 14.2691
D˜ 2.67
v˜p 0.0004558
∆t˜ 0.059898
rium equations, the isotropic elasticity with elastic constants given in Table
4.4 is devoted to conduct the simulations in this chapter unless otherwise
stated. We choose a grid spacing of ∆x = 0.8 that provides a good com-
promise between efficiency and accuracy. The selected grid spacing should
ensure the sufficient resolution of the smooth interfaces to avoid numerical
uncertainties. The time-independent mechanical equilibrium equations are
discretized by a finite-difference method and solved by applying UMFPACK
4.2 Eutectic Growth in Ti-Fe System 105
Table 4.4: Elasticity parameters used in simulations of directional solidifica-
tion.
Parameter Value used
λe = λc 18.098
µα 34.24 MPa
µβ 32.2 MPa
λα 8.58 MPa
λβ 7.8 MPa
libraries together with equations of motions that are simulated by an explicit
Euler algorithm, see Sec. 3.3.2 for the details. The simulations are started
with a single pair of flat lamellae in contact with liquid and the simulation
box is shifted periodically to follow the interface. During the simulation, the
average front undercooling is calculated and plotted with respect to lamel-
lar spacing λ. The minimum spacing and minimum undercooling are then
estimated by fitting the JH curve to the obtained results. This investigation
has been repeated for different values of misfit strain. Note that for directed
growth we have imposed the misfit terms only in y-direction, which means
fx(i, j) in Eq. 3.53 is zero. Fig. 4.4(a) shows the variation of front average
undercooling versus lamellar spacing for a range of misfit strain. Obviously,
the minimum undercooling increases with increasing elastic fields, which can
be seen more clearly in Fig 4.4(b). This is due to the decreasing of solidifi-
cation driving forces with increasing elastic energy according to our elastic
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Figure 4.3: Schematic representation of directional solidification.
phase-field model. Although a large deviation from diffusion limited growth
has been observed for interface undercoolings, the minimum value of the
lamellar spacing λm has not change significantly for m smaller than 0.04.
Thus we can verify that for Ti-Fe system the spacing λm has not appreciably
modified by inclusion of elastic energy compared with the diffusion limited
growth, m=0. However the region of stable lamellar spacing predicted by
JH model [41], Fig. 4.5, has increased by applying larger elastic energies, i.e.
m=0.05. Moreover, the overall shape of Jackson-Hunt prediction is repro-
duced only for larger strain values. The convergence of the model is assessed
by computing the steady-state eutectic lamellae for various values of W/d¯ as
we change the interface thickness W. The simulation domain and boundary
conditions remain the same as above. The model parameters for different
values of W and m = 0.05 calculated from the relations specified in Sec. 3.3,
are summarized in Table 4.5. The resulting shapes illustrated in Fig.4.5 are
well converged for W/d¯ ' 15. Therefore, the choose of W/d¯ = 15.08 that
provides a good accuracy and efficiency is used in rest parts of this chapter.
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Figure 4.4: (a) Average undercooling vs lamellar spacing for symmetric alloy
model of Ti-Fe, (b) minimum front undercooling versus misfit strain.
Effects of velocity and temperature gradient on eutectic solidifica-
tion
The directional solidification of eutectic alloys has attracted extensive
theoretical and experimental studies to determine the dependence of the
structure parameter λm, on solidification parameters, i.e. growth rate vp,
temperature gradient G and cooling rate Gvp [1, 58, 62, 68]. Most studies
have shown that an increasing the velocity increases the undercooling and
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Figure 4.5: Jackson-Hunt prediction of stable and unstable lamellar spacing
versus interface undercooling at constant growth velocity.
decreases lamellar spacing [7, 104]. Following the procedure given by Jackson-
Hunt, the average undercooling at the eutectic interface as a function of
lamellar spacing, can be written as
∆T =
∆Tm
2
(
λ
λm
+
λm
λ
), (4.25)
where
λ2mvp =
2D(fβdα sin θα + f
αdβ sin θβ)
Pe
, (4.26)
∆Tmλm
2
=
2∆C
fαfβ
mαmβ
mα +mβ
(fβdα sin θα + f
αdβ sin θβ), (4.27)
and Pe = vpλ/2D is the Peclet number defined as
Pe = 0.3383(f
αfβ)1.661 for lamellar eutectics. (4.28)
Note that fα and fβ are the volume fractions of α and β phases, respectively.
This have proven to be the most successful model for regular eutectics during
the slow solidification where the Pe is smaller that unity.
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Figure 4.6: Convergence of the lamellar front for symmetric alloy model of
Fe− Ti system with m = 0.0275.
In this section we investigate the influence of increasing growth velocity
on eutectic growth under elastic interactions in Ti-Fe alloy. Using the refer-
ence elastic energy, Y =14. 22 MPa, λc = λe=14.22 and λ/W = 58, we carry
out a set of simulations for m = 0.03, 0.04 and 0.05. Simulations with four
different pulling velocities are performed for each misfit strain in a domain
with fixed lateral size. Therefore, the lamellar spacing is constant for the
whole velocities. The physical parameter lT/lD=4 (the ratio of thermal gra-
dient to diffusion length) and therefore the ratio of G/vp remains constant
during the whole runs. The average front undercooling is computed for each
velocity until steady-state is reached. Fig. 4.7(b) shows the undercooling as
it evolves in time for m=0.05. One can see that the interface relaxes expo-
nentially to steady-state. Similar results are obtained for other misfits, but
we avoid to represent them here. The variation of front undercooling ver-
sus growth velocity is approximately linear as it is predicted by theoretical
and experimental investigations. The lowest undercooling is associated with
the smallest growth velocity, vp = 10.58 µm/s and the largest undercooling
is obtained for vp = 24.58 µm/s. Furthermore, we observe that the under-
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Table 4.5: Model parameters calculated in convergence study of symmetric
model of Ti-Fe alloy. The physical parameters lD/d¯ = 38212 and l¯T/lD are
used.
W nm W/d¯ D˜ v˜p ∆t˜ λc = λe l¯T/W
80 9.67 1.70 0.00042647 0.09402 9.1196 12839.264
102 12.33 2.17 0.00069327 0.073741 11.6275 10070.01
120 14.508 2.55 0.00095956 0.062680 13.6794 8559.51
150 18.136 3.19 0.0014993 0.050144 17.099 6847.61
cooling is higher for larger values of misfit strains. This is consistent with
our previous investigation of JH prediction that undercooling increases with
increasing elastic field, due to the decreasing of solidification driving forces
with increasing elastic energy.
So far we have carried out the simulations in a box with fixed lateral
size and hence constant spacing, λ. To determine the relation between ex-
treme undercooling, λm, and growth rate we conduct a set of runs with three
different growth rates , vp = 13.58, 18.58 and 24.58 µm/s, by varying the
lateral size of the domain and hence the lamellar spacing and evaluating the
interface undercooling for each velocity. In other words we aime to determine
the JH curve for different growth rates while misfit strain is kept constant,
m = 0.05, for all runs. The results are illustrated in Fig. 4.8(a), where
λm has been computed from the data obtained in each JH investigation.
The values of λm decreases as the value of GV increases, Fig. 4.8(b). The
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Figure 4.7: Effects of pulling velocity on eutectic growth of Fe− Ti system,
(a) front undercooling versus growth velocity for m = 0.05, 0.04 and 0.03,
(b) average interface position converging to steady-state for m = 0.05.
parameter GV (K/s) in the picture is the cooling rate, i.e. the product of
pulling velocity and temperature gradient. According to JH model for regu-
lar eutectic growth under particular assumptions, the ratio λ2mvp is constant.
This means that increasing the growth velocity by some values causes certain
amount reduction of lamellar spacing. However the JH prediction is valid for
low speed solidification. At large Peclet numbers (Pe > 1), λ2mvp increases
strongly with Pe [104]. The reduction of lamellar spacing with an increase
in growth velocity has been observed in experimental and numerical studies
of diffusion limited eutectic growth as well [106]. Although we could verify,
with the simulations performed here, that the minimum spacing decreases
with increasing of growth velocity, the reduction of λm is not significant to
maintain a constant value for λ2mvp as vp changes. While the low speed so-
lidification condition is retain here, Pe ≈ 0.03 for the largest growth rate,
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the increasing of λ2mvp with vp can be understand as a consequence of elastic
energy inclusion, because the eutectic lamellar tends to stabilize in larger
spacing in presence of elastic fields (see Fig. 4.4).
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Figure 4.8: JH investigation with different cooling rates for m=0.05 (a),
extreme undercooling computed for each cooling rate.
4.2.3 Free-Volume Growth under Elastic Effects
In chapter 2 we have studied the instabilities leading to the formation of
colonies by simulations of free-volume growth in eutectic alloys, considering
the diffusion limited growth, where the solute diffusion was coupled to heat
diffusion to model the formation of large envelope of eutectic lamellae found
in transparent organic eutectic alloy CBr4-C
2Cl6. However to predict the
dynamics of colonies formation in eutectic systems with elastic interactions,
i.e. Ti-Fe alloys, we require to perform free-volume growth utilizing our
elastic phase-field model. We consider the isothermal solidification where
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the temperature is set to a constant value below the eutectic temperature.
The constant undercooling is defined as
∆i = (T0 − T )/(mi∆C), (4.29)
where T0 is equal to eutectic temperature TE in the following simulations.
In general, there is a contribution to the free-energy of solid-liquid in-
terface emerging from the fluctuations in the interface region, which brings
about the natural nucleation phenomena [33, 75, 21]. The proper treatment
of nucleation process requires the introduction of stochastical noise terms into
the governing equations to initiate nucleation of a new phase in foundation
of different phase or elimination of phases as solidification progresses. The
phase-field and concentration equations remain the same as before except the
noise terms, which will be added to phase-field equations. The fluctuations
of order parameters, i.e. stochastical noise in the dynamic equations , can
be simply defined as a phase-dependent function ηi(~p) ,
ηi(~p) = Ri(t)Mipj(1− pj) (4.30)
+RL(t)MLpL(1− pL) (i 6= j),
where Ri and RL(t) are random numbers between zero and one, Mi and
ML are the magnitudes of the fluctuation and pL is the liquid phase. The
phase-field equations then reads,
τ(~p)
∂pi
∂t
= − 1
H
δF
δpi
|∑
i pi=1
+ ηi(~p) ∀i (4.31)
With the same free energy and model parameters as defined previously we
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get
τ(pi)
∂pi
∂t
= W 2∇2pi + 2
3
[−2pi(1− pi)(1− 2pi) + (4.32)∑
j 6=i
pj(1− pj)(1− 2pj)] + λc
∑
j
∂gj
∂pi
|∑
i pi=1
(µAj −Bj)− λe
∑
j
∂hj
∂pi
|∑
i pi=1
f jel +
∑
j 6=i
Ri(t)Mipj(1− pj) ∀i.
We choose a square domain with symmetric boundary conditions applied on
the bottom and left boundaries and no-flux boundary conditions on the right
and top sides. The material parameters are given in Table 4.1. The growth
starts from a small seed of both phases, placed in the left-lower corner, in
a large supercooled melt at composition cα = −0.4, cβ = 0.6. The applied
symmetric boundary conditions gives only one-quarter of the simulated mi-
crostructure.The whole structure will then be obtained by reflection of this
configuration about the x = y = 0 lines. Undercoolings of ∆α = 0.01237
and ∆β = 0.01637 are imposed to α and β solid phases, respectively. The
parameters in Eq. 4.32 used here are λe = λc = 14.82, W/d¯ = 15.08, D˜
= 2.87. The governing equations are solved on a grid of 600 × 600 node
points with grid size and the time step equal to 0.8 and 0.0556, respectively.
The magnitude of the noise coefficients, Mα and Mβ, are set to 0.45 and 0.76.
First we employ the isotropic elasticity with Lame constants, λ and µ,
in order of MPa which is orders of magnitude smaller than the real elastic
modules for Ti-Fe alloys. The following simulations are performed with λα
= 34 MPa, µα = 7 MPa, λβ = 32 MPa and µβ = 8 MPa. For free growth,
we apply the misfit terms on both x and y directions. The results after
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56× 103 time steps are shown in Figs. 4.10− 4.12 for two misfit strains, m
= 0.03 and 0.055, and one nucleus. The tree-like structures with a curved
front envelope that is approximately ten times bigger than lamellar spacing,
is obtained where the lamellae of α and β phases are represented with yellow
(light) and red (dark) colors. The configurations of normal strains yy and
xx associated with the microstructure are illustrated for both misfit values,
which show higher values for strain in y-direction. The components of stress
and strain tensors are also plotted along the middle of the simulation box
together with Pα and Pβ, lower pictures in Fig. 4.10. One can see that max-
imum values of stresses and strains occur on the lamellae interfaces where
the α and β phases intersect.
A comparison between the lamellar structures in Fig. 4.10 with m = 0.03,
and Fig. 4.12 with m = 0.05, shows that elastic fields are increasing with
misfit values. This can be seen more obviously in Fig. 4.13. On the other
hand we observe that the lamellae with lower misfit has a more equiaxed
shape and has formed a larger and more advanced grain although both figures
are captured after the same time and the model and physical parameters
were the same for both simulations, except the misfit. This means that
growth rate is decreasing with increasing of elastic interactions, cause the
elastic energy has a negative effect on system driving forces as predicted by
phase-field equations. Furthermore the difference between values of normal
strains, i.e. the value of yy with respect to xx, gets higher as we increase
the misfit which leads to a preference of growth in x-direction, and hence
the resulted microstructures are no more symmetric, although m has been
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equally imposed on x and y directions. This non-symmetry has been observed
also in experiments of cold crucible casting in Ti-Fe system, see Fig. 4.1(b).
Figure 4.9: Eutectic lamellae of one nucleus with m=0.03 (a), the corre-
sponding strain fields, yy (b), xx (c).
4.2.4 Simulations using Cubic Anisotropy
In the numerical investigations we have presented so far, although we
have adapted the material parameters from the phase-diagram of Ti-Fe al-
loy, only isotropic elasticity with smaller elastic constants than the realistic
values have been employed to model the eutectic growth. However to reveal
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Figure 4.10: Elastic fields in free growth with m=0.03 plotted along Y/W =
100 , (a) dimensionless stress components 10σij/f
0
e , (b) components of strain
field.
the behavior of Ti-Fe system more precisely, we require to adopt real values
of elastic modules. Therefore, we employ anisotropic elastic equations to eu-
tectic growth by choosing cubic-anisotropy accomplished with realistic elastic
constants. The elastic equations and relation between elastic constants are
given in Sec. 4.1. Since the Young modulus at eutectic temperature is lower
than its value at room temperature we take E = 68 GPa in the simulations
of this part. The elastic modulus and other model parameters are given in
Table 4.2.
First, the JH investigation with two different growth rates in directional
solidification are carried out to test the model equations and show its behav-
ior with cubic anisotropy. We choose the cubic anisotropy parameter A =
2.3, Poisson’s ratio , ν = 0.3 and m = 0.0537. Since the JH investigation
needs a symmetric alloy we adopt the values of rc = |cα/cβ|, rm = |mα/mβ|
and e = Eα/Eβ equal to one. Other model parameters are λe = 14.23, D˜ =
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Figure 4.11: Eutectic lamellae of one nucleus with m=0.05 (a), the corre-
sponding strain fields, yy (b), xx (c).
2.654 and time step, ∆˜t = 0.06. The results are presented in Fig. 4.14 for
two pulling velocities vp = 28 µm/s which accommodates a growth rate of
GV = 1.2 K/s and vp = 36 µm/s associated with GV = 2.4 K/s. As it can
been seen in Fig. 4.14 the overall shape of JH curve is perfectly reproduced.
Obviously the undercooling has increased with growth rate and the extreme
spacing λm has slightly decreased, which is in agreement with the similar
investigation performed with isotropic elasticity, see Fig. 4.8. Moreover the
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Figure 4.12: Elastic fields in free growth with m=0.05 plotted along Y/W =
100 , dimensionless stress components σij/f
0
e (a), components of strain field
(b).
undercooling computed here is much higher than the values predicted in the
case of isotropic and unrealistic elastic constants, because larger growth rates
are required to start the solidification with cubic anisotropy with larger elas-
tic modulus. However the cubic anisotropic assumption has not modified
the minimum lamellar spacing, λm, significantly, which has been verified in
previous investigations as well.
Next we conduct the free-volume solidification using elastic anisotropic
parameters of Table 4.2, and material parameters of Table 4.1. Due to the
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Figure 4.13: Elastic fields in free growth with different misfits plotted along
Y/W = 100 for (top) σyy and (bottom) yy.
non-symmetry of the phase-diagram, the dimensionless undercooling, com-
position and elastic constants of α and β phases are not equal. We apply cα =
-0.4716, cβ = 0.5284, ∆α = 0.0255, ∆β = 0.03205, Mα = 0.65, Mβ = 0.55 and
e = 1.15 while interface thickness, W, cubic anisotropy parameter, A, and
coupling constants λe and λc as well as time step and grid size are retained
unchanged. For computational efficiency we simulate only one-quarter of the
domain of 250× 250 nodes applying symmetric boundary conditions on left
and bottom boundaries.
To elucidate the influence of elastic energy in eutectic growth while adopt-
ing cubic anisotropy, the free growth simulations with four misfits, m =
0.015, 0.03, 0.04 and 0.05, are conducted. The results are represented in
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Figure 4.14: JH investigation for cubic anisotropic elasticity with m=0.0537,
dimensionless undercooling is computed versus λ for vp = 28 and 36 µm.
Figs. 4.15-4.18 where first three pictures reveal the evolution of eutectic
lamellae in the undercooled melt and the last one shows the unidirectional
and transversal strains plotted along x-direction together with phase-field
order parameters, accordingly. It is obvious that larger misfit values induce
higher strains and stresses as the lamellae evolve to a steady state. Further-
more one can see in Fig. 4.19, where the eutectic nucleus is demonstrated
after 16,000 time steps for all misfits, that increasing the misfit and hence
the elastic energy reduces the kinetic driving forces leading to lower growth
rates. This is consistent with the conclusions made about free growth with
isotropic elasticity, priorly. Another interesting observation is the formation
of lamellae with larger spacing as the elastic energies increase. This means
the elastic energy has contributed to the free energy of phases and there-
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fore the system adopts an appropriate spacing to stabilize. The variation
of lamellar spacing with elastic energies is more significant employing cu-
bic anisotropy compared with the case of isotropic elasticity. Considering
the cubic-bcc crystallographic structure of β-Ti and FeTi, denoted by β and
α phases in this study, and the obtained results here, one can understand
that the application of cubic-anisotropy has enhanced the elastic phase-field
model devoted to formation of eutectic colonies in Ti-Fe alloys. It is also
possible to simulate eutectic growth with several nuclei in larger domains,
Fig. 4.20, when the two or more colonies interact and the elastic fields can
be evaluated between lamellae of different or of the same phase belonging
to different grains. However such simulations require a lot of computational
time and is costly without performing parallel and high performance tools
which is beyond the scopes of the present work.
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4.3 Conclusion
The elastic phase-field model developed previously in Chapter 3 has been
used to predict the formation of eutectic colonies in Ti-Fe alloys, which give
rise to significant elastic strains on the interface between solid phases based
on the experimental evidences [13, 14, 65]. The elastic equations have been
rewritten from a general constitutive law to accommodate the anisotropic
elasticity which is necessary to assess the solidification behavior of real eu-
tectic systems. A simplified case of cubic-anisotropy is then applied to the
Ti-Fe system whose properties are determined from thermodynamical data
bases, i.e. the corresponding phase-diagrams.
The numerical investigations presented here consist of both directional
and free growth. In the simulations of directed growth in presence of a
constant temperature gradient, where the eutectic lamellae are pulled back
with a certain velocity, the relationship between interface undercooling and
lamellar spacing has been determined for several values of elastic misfits. We
found that increasing the elastic energies gives rise to the significantly higher
front undercoolings while the lamellar spacing was only slightly modified.
Furthermore, we have performed a parameter study to elucidate the influence
of the thermal gradient and growth rates on minimum spacing and minimum
undercoolings in presence of elastic interactions. The obtained relations were
in good agreement with the similar investigations experimentally conducted
to eutectic systems [7]. The elastic effects in eutectic growth were established
more precisely when we carried out the free-volume growth of an eutectic
nucleus with a range of misfit values. To enable the automatic nucleation of
one solid phase in the foundation of other phases, we have introduced noise
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terms to the governing equations that accounts for thermal fluctuations and
give rise to natural nucleation in real materials. We could verify the fact
that elastic energies contribute to the free energies of the eutectic systems
and modify their mutual stability.
Since the misfit stresses and strains arising during the eutectic solidifica-
tion would relax in the liquid, the study of the influence of elastic interactions
on eutectic growth is relevant only in solid-solid interactions where the alloy
is completely solidified. On the other hand, in real material systems grains
typically have different orientations and the orientation free energy has to be
included into the elastic model. The numerical simulations performed in this
chapter are a further step to model microstructure formation in coherent
eutectic alloys. The extensive parameter studies relating the solidification
processing conditions to microstructure, e.g. plots of the front undercool-
ing versus the lamellar spacing, are the foundation for model extensions to
multiple nuclei with misorientations in Chapter 5. Similar investigations and
parameter studies can be done for the case where only the misorientation
energy is included into the phase-field model to distinguish its influence on
eutectic solidification. These simulation results can be used later in Chap-
ter 5 to identify regimes where misfit influence is more significant and those
where misorientation influence is stronger. Furthermore, the orientation en-
ergies and the elastic energies can be computed within the simulation domain
in free-volume eutectic growth to specify these regimes. These investigations
are not performed here and can be considered as a continuation of this work.
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Figure 4.15: Lamellae of one nucleus obtained from cubic anisotropy simu-
lations with m=0.05; the corresponding components of strain field in free
growth plotted along X/W = 32.
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Figure 4.16: Lamellae of one nucleus obtained from cubic anisotropy simu-
lations with m=0.04; the corresponding components of strain field in free
growth plotted along X/W = 48.
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Figure 4.17: Lamellae of one nucleus obtained from cubic anisotropy simu-
lations with m=0.03; the corresponding components of strain field in free
growth plotted along X/W = 72.
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Figure 4.18: Lamellae of one nucleus obtained from cubic anisotropy simu-
lations with m=0.015; the corresponding components of strain field in free
growth plotted along X/W = 96.
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Figure 4.19: Lamellae of one nucleus after 16,000 time steps for different
values of misfits; m = 0.015 (upper-left), 0.03 (upper-rigth) , 0.04 (lower-
left), 0.05 (lower-rigth).
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Figure 4.20: Free growth of eutectic colonies with three nuclei.
Chapter 5
Free Eutectic Growth with
Multiple Orientations
The elastic phase-field model, developed in previous chapters, can be
adopted to the growth of multiple nuclei with arbitrary orientations. Several
phase-field models for crystal growth with different orientations have already
been developed [3, 40]. The first model in this category is due to Kobayashi et
al [54]. They have introduced a nonconserved orientation field to specify the
orientation of crystals, while the solid-liquid phases were distinguished with
a single phase-field variable. This method has been applied more recently by
Warren et al to model polycrystalline materials [101]. Similar free energies
are used by Gra´na´sy et al to establish the nucleation and growth in binary
alloys [32].
In this chapter, the phase-field model presented in previous chapters is
extended to include multiple orientations of different eutectic nuclei. To
handle different orientations, we formulate the orientation field and energy
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as proposed in Ref. [32] for binary crystal nucleation and in Ref. [60] for
polycrystalline eutectic nucleation. Later, this extended model is applied
to investigate the free growth of a limited number of eutectic nuclei and to
examine the influence of orientation free energies on elastic fields and the
resulting microstructure.
5.1 Orientation Field and the Associated Free
Energy
To include the multiple orientations into the elastic phase-field model,
we introduce a nonconserved orientation field θ, that determines the crystal
orientation in the laboratory frame. We assume that the orientation energy
is proportional to |~∇θ| and acts in the solid [32]. To retain the invariance of
free energy to rotation, we choose the orientation free energies in the form of
Fori =
∫ W
0
∑
s=α,β
q(ps)M |~∇θ|ndx, (5.1)
where M is a constant and qs = p
3
s(10 − 15ps + 6p2s) is the interpolation
function. The spatial integration is taken along the spatial coordinate x
perpendicular to the interface. The most plausible choice that leads to a
stable interface with non-zero free energy is n = 1 according to the Ref. [33].
In other words, the orientation free-energy density should depend, to lowest
order, linearly on |~∇θ| to have stable interfacial boundaries of finite width.
Therefore, the free-energy density fori, is defined as
fori =
∑
s=α,β
q(ps)M |~∇θ|. (5.2)
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Due to the
∑
s=α,β q(ps) multiplier the orientation driving forces disappear
in the liquid which is needed to avoid double counting of the orientational
contribution in the liquid [33]. This form of fori ensures that θ takes a
constant value in each bulk phase and zero in the liquid. This means that
~∇θ 6= 0 in the interfacial regions, while ~∇θ = 0 in bulk phases.
The respective equation of motion is a relaxation in the orientation field
and takes the form,
∂θ
∂t
= −Mθ δF
δθ
+ ξθ (5.3)
= Mθ ~∇(∂fori
∂~∇θ −
∂fori
∂θ
) + ξθ
= MθM~∇(
∑
s=α,β
qs
~∇θ
|~∇θ|) + ξθ,
where we have ξθ = ξθ,0(1 −
∑
s q(ps)) and Mθ = Mθ,s
∑
s q(ps) + Mθ,LqL,
with s = α, β. Here, Mθ,s and Mθ,L are the average orientational mobility
in the solid and in the liquid, respectively.
The free energy density given in Eq. 3.24 should be modified to include
the orientation free-energy density,
f(~p, c, T ) =
K
2
(~∇~p)2+Hfp(pi)+Xfch(~p, c, T )+Y fel(~p, ~u)+Zfori(~p, θ), (5.4)
where Z is constant and has the dimension of energy per unit volume. The
equation of motion after including the orientation free energy and taking the
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required derivatives as explained in Sec. 3.2.3, reads
τ(pi)
∂pi
∂t
= W 2~∇2pi + 2
3
[−2pi(1− pi)(1− 2pi) + (5.5)∑
j 6=i
pj(1− pj)(1− 2pj)] + λc
∑
j
∂gj
∂pi
|∑
i pi=1
(µAj −Bj)− λe
∑
j
∂hj
∂pi
|∑
i pi=1
f jel + η(pi)
+λoriM |~∇θ|(2p2i (1− p2i )−
∑
j 6=i
p2j(1− p2j)) ∀i,
where
W =
√
K
H
, λc =
X
H
, λe =
Y
H
, λori =
Z
H
. (5.6)
The last term in Eq. 5.5 is related to orientation free energy and is obtained
by taking the derivatives,
λori(
∂fori
∂pi
− 1
3
∑
j
∂fori
∂pj
).
The dimensionless form of Eq. 5.3 can be obtained by scaling the lengths by
W and the time by τ¯ ,
∂θ
∂t˜
=
Mθτ¯M
W
~˜∇(
∑
s
qs
~˜∇θ
| ~˜∇θ|
) + ξθ, (5.7)
where ~˜∇ = W ~∇ and t˜ = t/τ¯ . The mechanical equilibrium equations and the
diffusion equations remain the same as described in Chapter 3.
5.2 Numerical Tests
The simulations of free growth under elastic effects for a Ti-Fe system
are given in Chapter 4. There we have presented the simulations for growth
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of one eutectic nucleus where the liquid was not completely solidified at the
end of the simulation time. As we know, the misfit stresses and strains aris-
ing during the eutectic solidification would relax in the liquid. Therefore,
studying the influence of elastic misfits on eutectic growth is relevant only in
solid-solid interactions where the alloy is completely solidified. On the other
hand, in real material systems different grains may have different orienta-
tions. Therefore, the orientation free energies should be incorporated into
the model to assess the influence of the misfit stresses in solid-solid inter-
actions. Here the elastic phase-field model will be extended to include the
orientation energies and will be applied to a test case consisting of three nuclei
with three different orientations. The material and model parameters given
in Sec. 4.2.3 are used with isotropic elasticity for the numerical simulations
presented here. We investigate the free growth of three eutectic nuclei with
Figure 5.1: The free growth of three eutectic nuclei located at the corners of
the simulation box, where each nucleus has a different orientation.
three different orientations, which are placed at the corners of the simulation
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Table 5.1: Values of orientation fields (in degrees) used in the simulations
presented here. θ1, θ2 and θ3 are the orientations of the three eutectic nuclei
and ψ1 and ψ2 are the misorientations. Three test cases A5, A6 and A7 are
performed.
θ1 θ2 θ3 ψ1 ψ2
A5 16 14 26 2 10
A6 16 10 22 6 6
A7 16 26 14 10 2
box (see Fig. 5.1). Symmetric boundary conditions are applied on all sides
which gives only one-quarter of the simulated microstructure. We chose the
orientation coupling constants λori, equal to the value of elastic and chemical
coupling constants, λori = λe = λc = 14.82. The model equations consisting
of solute diffusion equation, mechanical equilibrium equations, phase-field
equations (Eq. 5.5) and the evolution of the orientation field (Eq. 5.7) are
solved on a grid of 250 × 250 node points with the grid size and the time
step equal to 0.8 and 0.0556, respectively. Each eutectic nucleus can have a
different orientation given in degrees as inputs to the applied C++ program
codes. The value of the orientation θ will be converted to radians within
the program in a way that θ takes a constant value between 0 and 1 in each
eutectic nucleus and zero in the liquid.
A series of runs with different values of orientations are performed to ex-
amine the influence of the orientation energy on the eutectic microstructure
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Figure 5.2: The points on the interface of the lower-left nuclei that are used
to evaluate the interfacial free energies.
formation. In Table 5.1, the values of orientation angles used in the simula-
tions are given for simulation tests Aq with q = 5, ..., 7. The misorientations,
ψ1 = |θ1−θ2| and ψ2 = |θ1−θ3|, which are jumps in angles across the bound-
aries, are also given for each type in Table 5.1. The simulation results for the
test cases A7, A5 and A6 at the end of the simulation time are illustrated in
Figs. 5.9, 5.10 and 5.11, respectively. The upper-left pictures in the figures
show the eutectic microstructures where the lamellae of α phase are repre-
sented with light (yellow) and those of β phase with dark (red) colors. The
configuration of the normal stress σxx is given in the upper-right pictures
while the last pictures show the orientation field θ.
First, the eutectic microstructure formed in A5 and A7 simulation tests
are investigated. It can be seen that in test A7 (Fig. 5.9) the misorientation
between the lower-left and lower-right nuclei is smaller than that between
the lower-left and upper-left nuclei which means ψ1 > ψ1 . In this case,
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Figure 5.3: The directional gradients of normal stress in x-direction, D~nθσxx,
is computed along the line ad at points a, b, c and d through the center of
the lower-left nucleus.
the first nucleus (signified with θ1) prefers to grow in the y-direction, while
in test A5, where ψ1 < ψ2, it tends to grow toward the x-direction. This
means that a grain with orientation θ would prefer to contact with a nuclei
which has a closer orientation to itself, θ′ = θ + ψ, where ψ is the misori-
entation. Moreover, by considering the contribution of the orientation free
energy to the model (see the last term in Eq. 5.5) it is obvious that increas-
ing the misorientation leads to higher driving forces. Therefore, the grain
with larger orientation will grow faster and occupy the largest volume of the
solidification domain, while the nuclei with the smallest orientation has the
least advanced microstructure (compare Figs. 5.9 and 5.10). In the case of
A6 (see Fig. 5.10) it could be observed that the microstructure is advanced
in the y-direction similar to the test A5, although the misorientations ψ1
and ψ2 are equal. One reason for this could be the large value of θ3 in this
simulation. Therefore, the point where three nuclei meet is shifted along the
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y-axis. The upper-left pictures in Figs. 5.9-5.11 represent the configura-
1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000
!0.01
!0.005
0
0.005
t (!)
 
 
0t 1234t 0
0t 1234t 5
0t 1234t 6
0t 1234t 7
Figure 5.4: The directional gradients of normal stress in x-direction, at four
points through the center of the lower-left nucleus, for test A7 with m = 0.02
(left picture). The maximum in gradients at t/τ¯ = 890 (after 16,000 time
steps) occurs when the first and second nuclei intersect (right picture).
tion of the normal stress σxx. Obviously, the stress fields are higher at the
boundaries between different nuclei and have smaller values in the rest of
the microstructure. Furthermore, high stress values at the interface of the
lower-left nucleus signified with θ1 could be observed in test A6 in comparison
with tests A5 and A7. This can be described by computing the interfacial
free energies. The interfacial energies are computed for each run by integrat-
ing the associated free energy densities over the boundary of the lower-left
nucleus during the simulation. An example of the interfacial points used to
calculate these energetic terms is shown in Fig. 5.2 in which the interface
position is found by considering the points where the orientation θ jumps
from a constant value to zero. Fig. 5.7 shows the calculated free energies for
all orientation tests with m = 0.02. The upper picture is the contribution
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Figure 5.5: Comparison of D~nθσxx for three orientations with m = 0.02. The
gradients are plotted at point d near the interface of the lower-left nucleus
for three tests A5, A6 and A7.
of the orientation energy to the total interfacial energy, Ωori/W . The second
picture is the elastic part of the interfacial energy Ωe/W , while the lower
picture illustrates the potential and chemical free energies Ωint/W . In each
picture the corresponding interfacial energy for simulation tests A7, A5 and
A6 are plotted versus time, respectively. We observe that Ωe/W as well as
Ωori/W have the largest value for test A6 with θ2 = 10. However, Ωint/W
has not changed significantly by changing the orientation angles.
To establish the influence of misorientations on elastic fields in eutectic
growth, the directional gradient of normal stress in the x-direction, D~nθσxx,
are evaluated along the line named ad, which includes four points through the
center of the lower-left nucleus (see Fig. 5.3). In Fig. 5.4, the gradients at the
points a, b, c and d are plotted versus time for tests A7. The gradient values
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Figure 5.6: Comparison of normal stress σxx gradients for orientation test A6
for all misfits.
at points a, b and c inside the grain are not significant compared with the
gradient at point d near the interface. This verifies our previous statement
that the stress fields are higher near the interfacial regions. Moreover, a
maximum in the plots of gradients at time t/τ¯ = 890 (after 16,000 time
steps) can be seen, which occurs when the lower-left and upper-left nuclei
intersect for the first time. The gradient value at point d reduces steeply at
t/τ¯ ≈ 2000, when all three nuclei meet, and converges to half of its maximum
value at the end of the simulation time (see Fig. 5.4).
Furthermore, we investigate the directional gradient of the normal stress
D~nθσxx, for different orientations. The results are given in Fig. 5.5, where
the stress gradients at point d are plotted for orientation tests A7 (θ3 =
14), A5 (θ3 = 26) and A6 (θ3 = 22). Obviously, the maximum value of
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D~nθσxx decreases for smaller values of orientation θ3 which correspond to the
orientation of the nucleus placed at the lower-right corner of the simulation
box. In solid-solid interactions of this study, when all nuclei meet, the value
of the σxx is proportional to the area of fully developed nucleus assigned with
θ3. Therefore, increasing θ3 leads to high gradient values of D~nθσxx. Thus,
it can be concluded that D~nθσyy will increase as θ2 increases, which is the
orientation of the nuclei located at upper-left corner of the simulation box.
Consequently, the largest value of D~nθσyy will occur in test A7 with θ2 = 26.
In the previous investigations, we intended to show the effect of the ori-
entation energy on elastic fields and microstructure formation in eutectic
growth. However, the misfit stress, m = 0.02, remained unchanged for all
simulations. We found that the interfacial elastic energies will consequently
increase, if the changes of the misorientation between two grains lead to in-
creasing the orientation interfacial energies of the corresponding nuclei. In
other words, the nuclei with larger misorientations will have larger orienta-
tion and elastic interfacial energies.
Next, we simulate test A6 with different values of misfit stress to explain
the effects of elastic fields on interfacial energies. The stress gradients D~nθσxx
are computed for a range of misfit stresses, m = 0.01, 0.02 and 0.04. The re-
sulting gradients are presented in Fig. 5.6. It can be seen that the maximum
value of the gradient plots corresponding to the moment in which all nuclei
meet, occur earlier for larger misfits. This means that the growth velocities
and hence the driving forces of the system are proportional to the misfit
stresses which, in turn, indicates that the elastic energies contribute to the
free energies of the eutectic systems. Moreover, we compute the interfacial
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free energies for this test (A6) similar to the calculations performed for the
results given in Fig. 5.7. The calculated free energies are shown in Fig. 5.8
for m = 0.0, 0.01, 0.02 and 0.04. It was found that the orientation and
elastic interfacial energies have relatively large values for m = 0.04 and their
values become larger with increasing the misfit strains. For m = 0.0, which
is the case without elasticity, the elastic energy is zero and the orientation
energy Ωori/W has the lowest value. However, the contribution due to the
potential and chemical energies, Ωint/W , has not changed significantly with
increasing elastic energies (see the lower picture in Fig. 5.8).
As already mentioned, one of the main goals of this chapter was to mo-
tivate the introduction of misfit stresses into the model of coherent eutectic
alloys, since it is realistic part of the solid-solid interactions. To elucidate
the influence of the misfit stresses on microstructure formation in such al-
loys, the simulations of two test cases A5 and A7 are performed for a range
of misfit stresses. Figs. 5.12 - 5.13 illustrate the resulting microstructure for
m = 0.0, 0.01, 0.02 and 0.04. In test A5, the lower-right nucleus, which is
assigned with the orientation θ3, has the most advanced microstructure for
all misfits. Furthermore, no significant changes in the microstructure can
be observed for m = 0.0, 0.01 and 0.02 whereas in the case of m = 0.04
(lower-right pictures) the microstructure has drastically changed. This can
be explained by considering the corresponding interfacial free energies shown
in Fig. 5.8. It can be observed that the values of the elastic and orientation
free energies are extremely large for m = 0.04 while for smaller misfits they
are approximately in the same order of magnitude. As we discussed before,
the orientation energy depends on the values of θ. Consequently, the lower-
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right nucleus which is associated with the largest orientation, θ3 = 26, and
therefore has the largest interfacial energies, has grown faster and takes the
most part of the simulation domain. Therefore, we can conclude that the
misfit stresses are the most important parameters in free growth of coherent
eutectic alloys such as Ti-Fe sytems.
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5.3 Conclusion
In the previous chapter, we have applied our elastic phase-field model to
the free eutectic growth in a Ti-Fe system. There we have presented the
solidification of only one nucleus in the cooled melt while the liquid was not
completely solidified at the end of simulation time. Since the misfit stresses
and strains arising during the eutectic solidification would relax in the liquid,
the influence of elastic misfits on the eutectic structures should be considered
only in solid-solid interactions where the alloy is completely solidified. The
orientation free energies should also be incorporated into the model, since
in real materials different grains may have different orientations. Hence, to
model more realistic growth in Ti-Fe systems such as the microstructure
formed in cold-crucible casting, Fig. 4.1. (b), the previous elastic model
is extended to multiple orientations and is applied to simulate the eutectic
free growth in a Ti-Fe system with three nuclei using the same material and
model parameters as given in Sec. 4.2.3. This new model has been used to
investigate the effects of misorientation inclusion on interfacial free energy
of the system and the microstructure formation during solidification process.
We have conducted a series of simulations with a range of orientation angles
and misfit stresses. The interfacial free energy and the gradients of stress
fields are computed for each simulation.
We have observed that a nucleus with a specified orientation prefers to
contact with the one having a closer orientation to it. Moreover, we found
that larger stress values appearing in the microstructure are related to larger
orientation energies as well as larger elastic energies. This means that the
nuclei with larger misorientations will have larger orientation and elastic
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interfacial energies. Furthermore, a maximum in gradients of stress fields was
observed during the simulations at the time when the nuclei with different
orientations meet. After that, the stress gradients decrease and converge to a
value much smaller than the maximum value. Finally, a series of simulations
with a range of misfit stresses are performed to elucidate the influence of the
elastic fields on the resulting microstructure as one of the main goals of this
chapter.
5.3 Conclusion 147
Appendix
The directional gradient of stress fields, D~nσij i, j = x, y, are computed
as follows:
D~nσij = ~∇σij.~n (5.8)
=
∂
∂x
σijnx +
∂
∂y
σijny,
where ~n is the normal vector to the interface of the orientation field,
~n =
~∇θ
|~∇θ| .
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Figure 5.7: Comparison of interfacial energies for different misorientations
with m = 0.02. The three simulation tests A7, A5 and A6 correspond to
θ2=26, θ2=14 and θ2=10, respectively. The interfacial energies including
the orientation energy Ωori/W , the elastic energy Ωe/W and the sum of the
chemical and potential energies Ωint/W are plotted versus time for all test
cases.
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Figure 5.8: Comparison of interfacial energies for orientation test A6 while
the misfit strain varies.
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Figure 5.9: Growth of three nuclei in the coherent eutectic Ti-Fe system
with elastic misfits and multiple orientations for m = 0.02 and test A7. The
resulted microstructure (upper-left picture), the normal stress σxx (upper-
right picture) and the orientation field (lower picture) are illustrated.
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Figure 5.10: Growth of three nuclei for test A5 with m = 0.02. The resulted
microstructure (upper-left picture), the normal stress σxx (upper-right pic-
ture) and the orientation field (lower picture) are shown.
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Figure 5.11: Growth of three nuclei for test A6 with m = 0.02.
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Figure 5.12: The resulted microstructure in growth of three nuclei for test
type A5 for m = 0.0 (upper-left), m = 0.01 (upper-right), m = 0.02 (lower-
left), m = 0.04 (lower-right).
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Figure 5.13: The resulted microstructure in growth of three nuclei for test
type A7 for m = 0.0 (upper-left), m = 0.01 (upper-right), m = 0.02 (lower-
left), m = 0.04 (lower-right).
Summary and Outlook
A micromechanical phase-field model is developed to establish the elastic
contributions to microstructure formation in eutectic systems. The model in-
corporates the elastic interactions, arising from a difference of lattice spacing
between two coherent phases, in solidification of eutectic alloys with misfit
stresses as well as the misfit energies between eutectic nuclei of arbitrary
orientations. This elastic model was designed based on linear microelasticity
theory using a general constitutive law by considering anisotropic elasticity.
The diffusion limited models for multiphase and two-phase growth [29, 56]
have been extended to include the elastic energies into the model. The pre-
sented phase-field model can be applied to a variety of binary alloys, specially
those who exhibit high elastic stresses at interfacial regions, with the mate-
rial parameters calculated from thermodynamical data basis and real elastic
constants. Different types of growth morphologies, i.e. constrained and free
growth, can be simulated using our model. The proposed JH investigations in
directional solidification, have helped to determine the relationship between
growth parameters and the system parameters. The dependency of the tem-
perature gradient and growth rate with lamellar spacing are established by
performing appropriate studies.
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In the context of this work, first, an existing model of diffusion-limited
two-phase growth proposed by Folch and Plapp [29] has been adapted to
simulate free-volume microstructural pattern formation of eutectic colonies
with coupled heat and solute diffusion. The dynamics of fully developed
colonies were investigated qualitatively. The interfacial fluctuations leading
to colony-formation were modeled by including of stochastic noises in the
system.
Next, the elastic phase-field model was presented. The system equations
including phase-field equation, continuity and mechanical equilibrium equa-
tions were derived and solved numerically to evaluate the stress and strain
distributions in eutectic microstructures. This elastic phase-field model has
been developed based on linear isotropic elasticity and elastic inhomogeneity
in Chapter 3 and employed to an organic binary alloy with symmetric phase
diagram. The effects of elastic energies on eutectic growth were established
by plotting the JH curves for different values of misfit strains in comparison
with the case of diffusion-limited growth. The evaluated stress and strain
fields were also illustrated, which provide a fundamental study to calibrate
the model with respect to its parameters.
Later, the elastic model has been generalized to the case of anisotropic
elasticity. Both directional solidification and free growth in Ti-Fe alloy were
simulated, while the material parameters were calculated from the phase-
diagram of Ti-Fe alloy. The elastic moduli of different phases were chosen
close to the real values found in the literature. Parameter studies have been
performed to elucidate the role of the coherent misfits in eutectic growth
and to determine the relationship between solidification parameters, e.g. the
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cooling rate and growth velocity, and the elastic energies in coherent eutectic
alloys. We have found that the elastic energies contribute to the free ener-
gies of the eutectic systems and modify their mutual stability. However, the
free growth of only one nucleus were simulated here in which the melt was
not totally solidified at the end of the simulation time. Therefore, the re-
sults presented in this chapter could not still be compared with experimental
observations in Ti-Fe systems.
Finally, we have extended the presented phase-field model to multiple ori-
entations. The orientation energy was included as an energetic term in the
phase-field ansatz and an additional equation was derived for the evolution of
the orientation field. The model has been applied to a case consisting of the
growth of three eutectic nuclei in a Ti-Fe system. The contribution of the ori-
entation energy to microstructure formation in this system was investigated.
The simulated microstructures were in agreement with the eutectic colonies
observed in samples produced in cold-crucible casting [14]. Consequently, the
presented model could serve as a powerful tool to model colony-formation and
eutectic growth in binary alloys with elastic interactions.
The elastic phase-field model and the thermo-solutal free-volume growth
described in this thesis have a great potential for further studies and model
extensions. The automatic nucleation of one solid phase in the foundation of
other phases, which is necessary for simulating free growth, was triggered by
stochastic noises in the governing equations. We have introduced the noise
using a simple phase-dependent random function. In the simulations of free-
volume growth in Chapter 2 and 4, the chosen noise coefficients remained
unchanged during the simulations. However, the impact of the noise on
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the nucleation can be studied further to examine the effects of the noise
amplitude on automatic nucleation and to determine the relationship between
the appropriate noise terms and different material systems and solidification
parameters.
To predict the kinetics of eutectic front in free growth with multiple nu-
clei the computational domains need to be extremely large. To reduce the
computational load in such simulations, adaptive techniques, e.g adaptive
mesh refinements, multi-level and multi-grid methods, are required. In gen-
eral, applying more efficient numerical algorithms that greatly enhance the
accessible length and time scales, could help to elucidate the features of free
growth in eutectic systems in the future.
The elastic phase-field model developed here can also be applied to differ-
ent material systems in which the elastic interactions will have an influence
on the microstructure formation. One of these systems would be the dynam-
ics of ternary polymer blends [82] in which two phases can form a lamellar
structure growing in a liquid phase of high viscosity. The high-viscous liquid
phase in this case has to be modeled as a solid and therefore the viscoplastic
stresses have to be introduced into the system, which is beyond the scope of
this work.
Further possible techniques, e.g. extensions to three dimensions, coupling
of hydrodynamic convection [25], thermodynamic consistent models, gener-
alization to multicomponent and multiphase growth and other growth types
such as peritectic solidification, can be adapted to our elastic phase-field with
comparable ease. The enhanced computational power and technological ad-
vances such as high performance computing and parallelization techniques
Summary and Outlook 159
make the numerical studies of complex phenomena in material science fea-
sible which, in turn, will facilitate the collaboration between numerical and
experimental researches to develop hightech materials with improved prop-
erties in the future. As the last point, we hope that this work would be able
to contribute to them.
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