Abstract
A limit theorem for positive matrices
According to Cox[3] , Lagrange defined the sequences (1) in 1785, noted that they have a common limit M(a, b) , and showed how to use them to compute elliptic integrals. In 1791, Gauss, then 14, independently discovered the sequences (1) and defined M(a, b) to be the arithmetic-geometric mean, which he abbreviated to agM, of two positive numbers a, b. The agM has deep connections with elliptic integrals and diverse applications [1-3].
The iteration (1) applies as well to complex numbers a and b with positive real parts; the square root can be chosen so that every b(n) has a positive real part. Stickel [7] established the convergence of the iteration ( 1) when a is I, the d x d identity matrix, and b is any d x d complex matrix, the eigenvalues of which all have positive real parts. The matrix square root is chosen so that the eigenvalues of every b(n) have positive real parts.
Here we propose some different matrix generalizations of the iteration (1), show If the sequences A*= {A(n)}~_ 0 , B* = {B(n)}~-o of d x d positive matrices are defined by
then obviously A* and B* have the common limit M*(A, B) with elements
The purpose of this note is to define and describe the limiting behaviour of slightly less trivial generalizations of the agM for positive matrices. Define the sequenees
where AB denotes the ordinary matrix product A times B. (When d = 1, (2) and (3) both reduce to (1).) Let J be the d x d matrix in which every element is 1.
There exists a positive number ,u(A, B) such that
ntco ntco and convergence to the limit is geometrically fast.
Before proving (4), we note that if A(n) = B(n) = cJ for some positive number, c, then A(n+ 1) = B(n+ 1) = cJ, so cJ is a 'steady-state' solution of (3). The task is to prove that every solution of (3) converges to this steady-state solution with c depending on A and B.
It is also easy to see, as David A. Cox pointed out (personal communieation, 23 January 1986) that ,u(aJ, bJ) = M(a, b) when a and bare positive real numbers. 
We now show that U =Land that U(n) and L(n) converge to their common limit geometrically fast.
Fix
Since each element of A(n+ 1) and B(n+ 1) is a monotone non-decreasing function of each element of A(n) and B(n), U(n+ 1 ), the largest of the elements of A(n+ 1) and B(n+ 1), will be large as possible if some single element of A(n) or B(n) equals L* and all the remaining' elements of A(n) and B(n) equal U*. So suppose this is true. If Ai 1 (n+ 1) and Bi 1 (n+ 1) are elements of A(n+ 1) and B(n+ 1) that depend on the element of A(n) or B(n) that is equal to L*, then
using the inequality of arithmetic and geometric means. Thus every element of A(n+1) and B(n+1) that depends on the L* element of
(The other elements of A(n+1) and B(n+1) could be as large as U*.) By iteration, every element of A(n+2) and B(n+2) that depends on
Iterating two more steps, we observe that every element of A(n+4) and B(n+4) depends on the L* element of A(n) or B(n) (via a path given by the directed graph D) and is not greater than U*-(U*-L*)/(2d) 4 , that is,
From the last inequality of (6), we then have
Hence U = Land, in the notation of (4) 
A general principle for the existence of a limit
To keep this paper self-contained, we have given an ad hoc proof of the existence of fl(A, B). In this section, we explain how the results of Section 1 are a special case of a general theorem of Nussbaum [6] . That general theorem also contains other generalizations of the agM, for example, one of Everett and Metropolis [4] . We now describe the general theorem and its relation to our problem.
A closed, convex subset K of a Banach space X will be called a cone if tx E K for all t ~ 0 and xEK and if xEK-{0} implies that -xf/=K. A cone induces a partial ordering by x ~ y if y-xEK. If 
where, as before, the square root in ( Two other maps are closely related to f. First, define g: (13) n-.oo Equation (13) implies that h has a unique normalized eigenvector in 0°, which is basically the observation made at the end of Section 1.
Estimates for ,u(A, B), ~(A, B) and A(A)
We now give some estimates for ,u(A, B), ~(A, B) and A(A) . In certain important cases, our estimates use r(A) and r(B), the spectral radii of A and B, respectively.
First, we renormalize. 
Applying the Cauchy-Schwartz inequality to the right side of (16) gives
A non-negative square matrix A is primitive if, for some m > 1, all entries of Am are positive. THEOREM 
Let C be the cone of non-negative d x d matrices (as before) and let h: C--+ C be defined as in (12). If AEC is a primitive matrix, then
n-+oo where A 1 (A) is positive real and J 1 is as in (14) . Furthermore, (19) where r(A) is the spectral radius of A. Equality holds in (19) if A= J 1 .
Proof.
If A E CO, (18) was established in Section 2. However, if Am has all positive entries and k is such that 2k ~ m, it is easy to show that hk(A) E CO, so the existence of the limit in this case follows from the other case and A 1 (A) = A 1 (hk(A)) > 0. Proof. We shall prove inequality (21) for Jt 1 (A,B) , since the argument for s 1 (A,B) is essentially the same. As before, let 1 denote the d x 1 column vector with all entries 1 and 1 T its transpose. Then Al ~ al and Bl ~ fll. Lemma 1 implies  A 1 1 ~ ((a+fl)/2) 1 and B 1 1 ~ (afl)il, where (A 1 ,B 1 ) =f(A,B) and f is as in (7). Generally, if ¢(a,f3) = ((a+ /3)/2, (ajJ)f) and (ak, j]k) = ,Pk(a, b) and (Ak, Bk) = It is well-known that IIAIIHs actually defines a norm. LEMMA 
The theory of non-negative matrices implies that if

Let A and B be non-negative matrices, neither of which is identically zero.
If (A 1 , B 1 ) = f(A, B) is defined by (7), then IIA1IIHs ~ (!) (IIAIIHs+ IIBIIHs), IIB1IIHs ~ (IIAIIHsll BIIHs)t. 
Arithmetic-geometric means of positive matrices
If we define cxi and j]k by inequality (24) gives
The Cauchy-Schwartz inequality implies that
and equality holds in (27) if and only if all the cxi are equal (so none of the cxi equals zero). Similarly,
and equality holds in (28) if and only if all the j]k are equal (and hence all non-zero). By substituting inequalities (27) and (28) in (26), we obtain inequality (23). Furthermore, our remarks show that equality holds in (23) By using Corollary 1 we can define ~t (A, B) for all (A, B) On the other hand, we can directly solve for r(A): Theorems 4 and 5 provide some estimates for ,u 1 (A, B) and ; 1 (A, B) in terms of the agM of certain numbers and hence in terms of elliptic integrals. Stickel [7] established a connection between his matrix generalization of the arithmetic-geometric mean and elliptic integrals, and derived from this connection algorithms for computing the matrix exponential and matrix logarithm. It remains to be seen whether there are connections between ,u(A, B), ;(A, B) and elliptic integrals that are deeper than the loose connections implied by Theorems 4 and 5.
