ABSTRACT Recommendation system plays a significant role in helping people to get effective information from mass data. Traditional recommendation systems focus on the recommendation accuracy, which is not sufficient. In this paper, we also consider the various needs of users to achieve more diverse recommendation. However, accuracy and diversity are two conflicting goals for recommendation system. Hence, we model the recommendation system as a multi-objective optimization problem, and aim to find tradeoff solutions between the two goals. Because the rating matrix is rather sparser in recommendation, we first use singular value decomposition to get the recommendation list, then multi-objective immune algorithm is used to optimize it. The experimental results illustrate that the proposed algorithm can get more diverse and accurate recommendation results.
I. INTRODUCTION
The amount of information is increasing so rapidly that the consumers are overwhelmed by the choices presented to them. Lots of products are offered by the electronic retailers and content providers to meet user's special tastes and needs. How can we get what we like? This emphasizes the importance of recommendation system, which provides personalized products that suit a user's preferences [1] , [2] . Recommendation system has been widely used in many websites, such as Amazon.com, TiVo.com, and Netflix.com [3] .
Over the years, many scholars paid their attentions to the research of recommendation system and developed a series of methods [4] - [6] . In general, according to Fang and Guo [7] , the existing methods mainly include content-based filtering, collaborative filtering (CF) and hybrid recommendation. The content-based methods focus on information analysis of users and items [8] . According to the user's age, gender, educational background and other personal information, the algorithm predicts the user's interest. Similarly, contentbased filtering is based on the item's color, type, price and other information to find the appropriate user. Collaborative filtering focuses on mining the user's preferences from the user's behavior information, i.e., mainly the relationship between the user and the item [9] . Hybrid recommendation is the fusion of multiple recommendation technologies. Collaborative filtering is one of the most fundamental and widely used recommendation systems because of its simplicity and promising results in Amazon and other mobile applications [10] - [12] . In this work, we restrict our attention to the method based on CF.
In collaborative filtering, these recommendation algorithms can be divided into two general categories [9] : memory-based and model-based. The memory-based recommendation is based on the assumption that similar users have similar ratings for the same item, and the user rates the similar items with the same ratings. Its basic principle is to predict ratings for the target users through the similar users or items. In contrast, the model-based recommendation aims to use the training data to construct model for the scoring rules. In general, the memory-based recommendation is simple, but the calculations of the similarity between users and items are particularly critical, so the memory-based recommendation is suitable for the dense scoring matrix. When the score matrix is sparse, it works very poorly. On the contrary, the model-based recommendation is relatively complex, but it can combat data sparse problem based on feature extraction of users and items. One of the most notable modelbased recommendations relies on matrix factorization (MF), where SVD (singular value decomposition) can be used to make recommendation. Based on this, we prefer the SVD approach in this research because the rating matrix is rather sparser in recommendation.
In recent years, lots of various recommendation algorithms have been proposed [12] - [15] . However, traditional recommendation systems focus on the recommended accuracy. As discussed in [16] - [20] , it is necessary for the recommendation system, but it is not sufficient. We should also consider recommendation diversity.
Why we need diverse recommendation? Accuracy-based recommendation always suggests items with exceptional similarity, which may lead to some meaningless recommendation for the users. For example, if a recommendation system of academic literature only recommends the same author's publications to the reader, even if the accuracy is high, the reader may also think it is a poor recommendation. It should also recommend some same topic literatures written by different authors, which may be amazing to the reader. Another example, if a user bought several pots for his new kitchen in the past several weeks, an accuracy-based recommendation system will still recommend some pots to him. Obviously, it is not a good recommendation because the user may no longer need it. A recommendation considering diversity may recommend some different but relevant items such as spoons and bowls to the user, which are perhaps just what the user needs. Recommendation system should benefit both information providers and users. On the one hand, popular and similar items can be found without recommendation system, recommendation system should help users to mine a number of diverse items. On the other hand, diverse items will increase the providers' revenue.
Some scholars have taken recommendation diversity into account [20] - [25] . In recommendation system, the diversity includes three aspects, which are individual diversity, aggregate diversity and timing diversity. It is proved that accuracy and diversity are conflicting aspects in recommendation system. In recent years, some researches have been proposed to solve the accuracy-diversity dilemma, such as information physics method [26] , heuristic optimization [27] , social network method [28] and time perception method [29] . It is pointed out that heuristic optimization is more effective because it further optimizes the candidate list. Hurley et al. [29] considered the matching quality and diversity as an optimization problem. Zhou et al. [30] proposed a hybrid algorithm which focused on accuracy, diversity and novelty. Then SPEA-2 was used to find a sequence of weights for each item. Geng et al. [31] proposed an NNIAbased recommendation system, which was to improve the diversity of recommendation list. Zuo et al. [32] presented a MOEA-based recommendation system by optimizing the accuracy and diversity at the same time and got a better result. Cui et al. [33] also proposed a novel multi-objective evolutionary algorithm for recommendation system, he used a new topic diversity metric in the paper.
In this paper, our motivation is to deal with the accuracydiversity dilemma of recommendation system. It is relatively easy if we simply improve diversity by loss of accuracy. But the challenge is to improve recommendation diversity as possible without loss of accuracy. To deal with it, we model the recommendation system as a multi-objective problem due to the conflict between accuracy and diversity, and aim to find tradeoff solutions between the two goals. We propose a new algorithm called SVD-MOIA to solve it. We get the recommendation matrix with singular value decomposition (SVD), then use a multi-objective immune algorithm (MOIA) to optimize the two goals.
Why we use SVD? It is a kind of model-based recommendations and is effective in data sparse problem while the rating matrix is rather spare in recommendation system. Meanwhile, it is well known that multi-objective immune optimization is ideal for such optimization problem and has been widely and successful used in engineering-oriented fields in recent years [33] , [34] . Compared with genetic algorithm, immune optimization has the unique clonal operator, in which both local search and global search are taken into account, and thus it has better population diversity. So, we choose them for the recommendation system. Different from traditional recommendation techniques, the main innovations of this paper are as follows:
1) We propose a framework for recommendation based on SVD and multi-objective immune optimization to find tradeoff solutions of accuracy and diversity.
2) Without reducing the accuracy of recommendation, the proposed algorithm increases the diversity of recommendation list.
3) For a target user, the proposed algorithm can provide recommendation list with different weights of accuracy and diversity in only one run to meet user's demand.
II. MULTI-OBJECTIVE RECOMMENDATION SYSTEM FORMULATION
Suppose that the recommendation problem mainly consists of three parts: the user set, denoted as U , the item set, denoted as I , the rating matrix R U×I . For u ∈ U , i ∈ I , each r u,i ∈ R U× I represents the rating score of user u on item i. If r u,i = 0, it means user u doesn't rate item i. The recommendation system is to recommend those unrated items for target users. Usually, top-n recommendation technique will choose n items to the target user, which are the user most preferred.
Accuracy is used for the only target in traditional recommendation system [12] . Recommendation system should also consider the users' multiple requirements and provide a various recommendation. In this paper, we take diversity into account to achieve more personalized recommendation.
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The recommendation system is primarily concerned with the accuracy of the recommended result. For the target user, R is the list of items recommended for user u. Just like other methods [31] , [32] , we use function f 1 to define the accuracy of the recommendation list as follows. (u, i) denotes the similarity between the user u and item i.
|R| is the length of R. The accuracy is better if the function value is higher.
In addition to the recommended accuracy, we also hope there are diverse recommended items in the list, which may bring a surprise to the user. Diversity of the recommended list can be formulated with function f 2 as follows [32] .
The function f 2 is a measure of the similarity between the recommendation items. The smaller the similarity, the better the diversity.
However, accuracy-based recommendation can be easily achieved by recommending popular items, it will certainly lose recommendation diversity. Likewise, recommending diverse items may lead to a decrease in recommendation accuracy. For the target user u, if the function f 1 value increases, the accuracy is also higher. Meanwhile the value function f 2 corresponding increases, resulting in the decrease of item diversity. Obviously, accuracy and diversity are conflicting goals in recommendation. We hope to get the recommendation result with high accuracy and more diversity, which means a larger f 1 and the smaller f 2 .
Then, the recommendation problem is converted into a multi-objective optimization problem as follows.
III. THE PROPOSED ALGORITHM
In this section, we first generalize the proposed algorithm, which is short for SVD-MOIA. Then we describe in detail the proposed algorithm based on SVD and multi-object immune optimization. 
A. FRAMEWORK OF THE PROPOSED ALGORITHM
The framework of SVD-MOIA is shown in Fig.1 . It is composed by two procedures. In procedure 1, by inputting a m × n rating matrix, we make SVD decomposition of the matrix and get the feature matrixes of user m × k and item n×k, respectively. By the similarity calculation, we obtain the m × r recommendation matrix. The rows of recommendation matrix are candidate recommendation lists with the length of r. In procedure 2, the MOIA is used for each user to select the L items form recommendation matrix.
In summary, the original input is train_matrix (rating matrix composed of training dataset) and Useri (target user ID), the final output is R_list set (final recommendation list set). In Procedure 1, we input the train_matrix and get the R_matrix(recommendation matrix). Then R_matrix is the input of procedure2, then we get the R_list set (final recommendation list set).
We described the procedures in detail as follows.
B. SVD BASED RECOMMENDATION (PROCEDURE 1) 1) DESCRIPTION OF THE ALGORITHM
The proposed algorithm is as follows.
Procedure 1 SVD Based Recommendation
Input: train_matrix (rating matrix composed of training dataset) Output: R_matrix (recommendation matrix) Step1: Using SVD to decompose the train_matrix into X , , Y , as described in section III-B-2.
Step2: To reduce the dimension of the matrix X , , Y ,
Step4: According to section III-B-3, calculating the similarity between the features of users and items. Then we get R_matrix, in which the i th row represents the most similar r items list with user i feature vector in descending order. Some key techniques are described as follows.
2) SVD
SVD (singular value decomposition) is one of the methods of matrix factorization. The recommendation algorithm based on SVD can be formalized as follows.
Where X , Y is orthogonal matrix, is Diagonal matrix. Then we can get a m × k user feature matrix M = X 1/2 and a n × k item feature matrix N = Y 1/2 . k is the dimension of feature space. The rows of matrix M and N are the user and item feature vectors respectively.
The illustration of this algorithm is depicted in Fig. 2 .
3) SIMILARITY COMPUTATION
If we want to find out the correlation between the user and the item, similarity computation is a very important step. There are many methods that can be used to calculate the similarity, such as cosine similarity, Pearson correlation, and so on [22] . Here, we use the cosine similarity because of its effectiveness. [35] to A t , the population size is c s . Step6: Crossover: Applying crossover to C t with probability P c as described in 3.3.4 and get C ' t . Setp7: Mutation: Applying mutation to C ' t with probability P m as described in 3.3.4 and get C '' t . Step8: combining D t and C '' t to form B t , go back Step2.
vector and each row of item feature matrix N represents an item feature vector. The cosine similarity between user u and item i is given by
Likewise, the similarity of two items is:
Where · denotes the dot-product of the two vectors. 
C. MULTI-OBJECTIVE IMMUNE ALGORITHM FOR RECOMMENDATION (PROCEDURE 2)
We get R_matrix after Procedure 1, then multi-objective immune algorithm is used to optimize it according to recommendation accuracy and diversity. Some related technologies are described as follows.
1) MULTI-OBJECTIVE OPTIMIZATION
Multi-objective problem (MOP) can be formalized as follows [35] min
where x is the decision vector, f I (x) is the I TH objective. different objectives are often contradictory.
In MOP, if we say decision vector x i dominates x j , it means ∀k = 1, 2, . .
If no x * dominate x, then x is called a Pareto-optimal solution. The set of Pareto-optimal solutions is called Pareto Set (PS). When PS is mapped into the objective function space, it is called the Pareto front (PF). Multiobjective optimization aims to find the set of Pareto-optimal solutions (PS).
In this paper, there are two objectives f 1 , f 2 to be optimized at the same time so that we can get accuracy and diversity recommendation. Multi-objective optimization aims to find the set of Pareto-optimal solutions approximating the true Pareto-optimal front.
2) MULTI-OBJECTIVE IMMUNE OPTIMIZATION ALGORITHM (MOIA)
Immune optimization simulates immune recognition and immune response of the biological immune system, in which the optimization problem and its constraints are regarded as antigens, and the candidate solution of the target problem is regarded as antibody. MOIA is done by iteration of the clone operation, mutation operation and selection operation so that antibody population obtains the optimal solution [35] . AN increasing number of studies show that the immune optimization algorithm has a good effect on solving multiobjective optimization problems.
Some related terms in this paper are described briefly as follows.
1. Antigen: An antigen represents one sample in the problem space. in this paper, antigen refers to the recommendation problem to be solved.
2. Antibody: An antibody represents a candidate solution to the problem in this paper.
3. Antibody Population: The entire antibodies consist of antibody population.
4. Affinity: Affinity is the fitness measurement for an antibody, which exhibits the extent that antibody satisfies the problem requirements.
5. Clone. In immunology, clone means asexual propagation so that a group of identical cells can be descended from a single common ancestor. It is used to enlarge search space.
6. Mutation. In immunology, mutation means the immune system recognizes external pattern by antibody gene mutation in order to gain higher affinity. Mutations take the search procedure out of a locally optimal region, and enable it to possibly enter into a better region of the search space.
7. Selection. An immune algorithm takes antibody from a population using an operation called selection. The selection operation serves the purpose of eliminating the relatively bad candidates and focusing the search operation on a relatively good region of the solution space.
8. Dominant population. In this paper, we store nondominated individuals found so far in an external population, called the dominant population.
9. active antibodies. Only partial less-crowded nondominated individuals, called active antibodies, are selected to do clone, crossover, and mutation.
3) DESCRIPTION OF THE ALGORITHM
In this paper, we employ a novel multi-objective optimization algorithm for recommendation. The proposed algorithm is described as follows. Some key techniques are described as follows.
4) KEY TECHNIQUES OF MOIA BASED RECOMMENDATION a: ENCODING OF SOLUTION
Encoding is a key technique to immune algorithm. different from Geng et al. [31] , we use real encoding. in our algorithm, each solution represents one recommendation list. the l is the length of recommendation list. the encoding of each solution can be expressed as
where x 1 , x 2 , . . . , x l is selected randomly from candidate lists, which x i stands for an item. in the solution X , every x i , i = {1, 2, . . . , L} is different from each other. an example is illustrated in fig.3 .
b: AFFINITY FUNCTION
Affinity function is the measurement of the solution. the optimization object is to min {−f 1 , f 2 }. so, it is directly used for Affinity function. that is, calculating the values of -f 1 and f 2 . 
c: CROSSOVER OPERATOR
Crossover is used to produce new antibody (it is also can be called individual). in this process, the single point crossover operation is adopted. but traditional method may cause duplicate elements in the recommendation list [21] . in this paper, we do a simple improvement. for example, in fig. 4 , X 1 , X 2 use the single point (6 th ) crossover to generate two new solution Y 1 , Y 2 . in the solution Y 1 , the 3 th and 9 th element is same, the 6 th and 7 th is also same. in the solution y 2 , the 5 th and 7 th element is same. then, we randomly select elements from the other solution, which is to get different elements.
d: MUTATION OPERATOR
We use single point mutation. from the target solution X , we randomly select an element. then we use other element that not belong to solution X to replace selected element. an example of mutation for 4 th element can be shown in fig.5 . 
5) ADVANTAGES OF THE PROPOSED ALGORITHM
1. Improvement single point mutation is easy to realized and eliminate duplicate elements in the recommendation list. 2. Adaptive ranks clone ensures that the antibody with better affinity has more opportunity to evolve to the next generation.
3. Non-dominated neighbor based selection technique only selects minority non-dominated individuals in the population, which pays more attention to the less crowded regions of the current trade-off front.
4. By selecting individuals with greater crowding-distance values as active antibodies, it realized that the active antibodies are the less-crowded individuals in objective space.
D. COMPLEXITY ANALYSIS
Recall m and n are the numbers of users and items. The computational complexity of SVD is O (m * n 2 ). Then, we analyze the complexity of MIOA recommendation. Assume that the maximum size of dominant population is n d , the size of clone population is c s , the time complexity of one generation for the algorithm can be calculated as follows:
The time complexity for identifying non-dominated individuals in the population is O ((n d +c s ) 2 ) ; the worst time complexity for updating the dominant population is O((n d + c s ) log(n d + c s )); the worst time complexity for non-dominated neighbor-based selection is O(n d log(n d )); the time complexity for cloning is O(c s ); and the time complexity for crossover and mutation is O (c s ). So the worst total time complexity is
According to the operational rules of the symbol O, the worst time complexity of one generation can be simplified as O((n d + c s ) 2 ). The whole complexity of Pareto based evaluation is O((n d + c s ) 2 ).
The computational complexity of MOIA is O ( g max × n u × (n d + c s ) 2 ), where g max is the number of generations, n u is the number of objective functions. Thus, for given g max , n u , (n d + c s ) 2 , the gradual computational complexity of the proposed algorithm is O(m * n 2 ) in accordance with the properties of symbolic O.
Hence, the whole computational complexity is O(m * n 2 ). It doesn't increase the complexity compared with the available algorithms. 
IV. EXPERIMENTS AND RESULTS

A. EXPERIMENTAL DATASETS
In order to verify the effectiveness of the SVD-MOIA, we perform experiments on datasets of MovieLens and Donation Dashboard. We adopt the Movielens dataset which contains 1,000,209 ratings from 6,040 users on 3,952 movies. And all ratings are integers belonging to [1, 5] . For Donation Dashboard dataset, we extract the user whose rating records more than 20 times, and normalize original [−10, 10] score to integer [1, 5] . Then we get a dataset which consists of 22101 ratings of 70 items from 490 users. The two Datasets are shown in table 1. In our Experiments, we randomly divide the data into two parts, the training set and test set. The training set accounts for 80% of all data and the test set contains the remaining 20% of the data.
Besides, for different dataset, the feature matrix dimensions of user and item are also different. For MovieLens dataset after SVD, we obtain a 3900-dimensional feature matrix and 70 for Donation Dashboard dataset. But not each dimension is very useful. Fig.6 shows the weight change of all dimensions. Obviously, only a few feature dimensions play an important role. Therefore, we set a threshold value σ as shown below: σ = P k P where P k is the sum of the squares of the first k feature vector weights, P is the sum of squares of all feature vectors. In experiments, we set σ ≥ for Donation Dashboard due to the differences of the two datasets. Thus, we obtain the feature matrix of the user and the item after the dimension reduction.
B. SENSITIVITY IN RELATION TO THE IMMUNE ALGORITHM PARAMETERS
Serval parameters are to be set at the initialization phase: the number of candidate list r, maximum size of active population n a , maximum size of dominant population n d , the clone population size c s , the mutation probability p m , the crossover probability p c and the maximum number of generations g max . The sequential experimental design method of employing a series of smaller experiments each with a specific objective is a common method in experimental design, because the experimenter can quickly learn crucial information from a small group of runs that can be used to plan the next experiment. n d , n a and c s directly influence the computational complexity of the algorithm [35] , [36] . Given n d , n a and c s large enough, VOLUME 7, 2019 the diversity of the population can be enhanced and the prematurity can be avoided in some extent, but the computational complexity will also be very high. g max depends on search space of problem obviously. The more complex the search space is, the larger the number of generation should be. p m is very important for local search in algorithm. A larger p m has the ability to produce more new antibodies, but it also has the probability to destroy some good antibodies. When p m is too small, the convergence speed is not quick enough to find the best solution in specific generation. p C works just like p m . The parameter L and r, we use the same value as the relevant algorithms [31] .
Since the optimal choice is hard to determine by theoretical analysis, it is important to analyze the performance influence by experiments in different cases. After trial and error, the parameters employed in the proposed algorithm are displayed in Table 2 . 
C. EVALUATION METRICS
In this section, we evaluate recommendation algorithm from three aspects, precision, novelty and diversity.
1) PRECISION
Precision is a measure of the accuracy of recommendation list [31] . It calculates percentage of items that are relevant to the target user in the recommendation list. In this paper, we regard these items with a score >= 3 in test set as user relevant ones. Precision can be defined as follows [32] :
Where R is the recommendation list, and T is the item set which is relevant with target user in test set. || is the length of set. The greater the value P(R) is, the better the accuracy of the results is.
2) NOVELTY
In recommendation system, high accuracy recommendation can be easily achieved by safely recommending popular items. However, there are only a few items of high popularity, which is so-called long tail theory. Thus, the other goal is to recommend items which are in the long tail. Novelty is the measure of recommendation for unpopular items. Novelty metric is shown as follows:
Where d i is the degree of the i th item in recommendation list, that is, the number of users that rated the item i [27] . A smaller value means higher novelty.
3) DIVERSITY
In our paper, we use the intra-user diversity as the evaluation metric [31] . For a recommendation list, we want to get all kinds of items. Thus, the value of diversity is expected to be as low as possible. Diversity can be formulated as follows [32] :
Where S(i, j) is the similarity of item i and j in recommendation list R.
D. EXPERIMENTAL RESULTS
As we describe above, the outputs of proposed SVD-MOIA are a number of non-dominated solutions, that is, a series of recommendation list for a target user. For different target user, the algorithm gives different recommendation list. We give the Pareto-optimal solutions on a specific user of each dataset, for example, user 3411 in the MovieLens and user 111 in the Donation Dashboard. The outputs are shown in fig7. Each point in the figure represents a set of recommendation list for the user, which is a trade-off between accuracy and diversity. The smaller the diversity, the higher the accuracy of the recommended list; the smaller the accuracy, the better the diversity between the items in the recommended list.
Then, we compare the proposed SVD-MOIA with the traditional classical method, such as user-based collaborative filtering (u-CF) and item-based collaborative filtering (i-CF) [37] , matrix factorization (MF) [38] . And a comparison with another multi-objective recommendation algorithm NNIA-RS [31] is also carried out. We verify the performances of our experiments from three aspects of precision, novelty and diversity. And the minimum, maximum and average values are compared in all the recommendation lists. For MovieLens dataset, we randomly select twenty users, from 3411 to 3420 and from 5971 to 5980. For Donation Dashboard dataset, we randomly select ten users, from 111 to 120. Table 3 shows the recommendation precision on the dataset MovieLens. The 'min', 'max', 'mean' in turn is the minimum, maximum and average value of the precision of all the recommendation lists. From table 3, it is obvious that the accuracy of SVD-MOIA is much better than other algorithms for most users. And ten users' maximum values are greater than the value of other methods. The nine users' average values are also better than others. In addition to, for 3413, 3414, 3415, 3418, 3419, 3420, 5971, 5973, 5976 and 5979, these users' minimum values are also better than others. Table 4 shows the recommendation precision on the dataset Donation Dashboard. From table 4, for user 112, the minimum, maximum and average value are better than other algorithms. Compared with NNIA-RS, for users' ID of 111, 112, 115, 118 and 119, the precision of the SVD-MOIA is significantly better. Compared with CF and MF, our proposed algorithm can generate recommendation lists with better precision, because the recommendation result of CF and MF is just one of the Pareto solutions obtained by SVD-MOIA. Not all values are higher than the comparison algorithms, but using the MOIA, it can find some good results that comparison algorithms cannot find.
We also give a mean precision of the selected users, which is illustrated in fig8. All in all, from table 3 and table  4 and fig8, we can conclude that the proposed algorithm works well in the recommendation precision. The proposed algorithm works better in Movielens than Donation Dashboard, because Movielens datasets are sparser than Donation Dashboard dataset. We use SVD to deal with spare problem, so it performs well. It can be seen that our algorithm is less than compared single objective algorithms i-CF and u-CF in Donation Dashboard dataset, because our algorithm does not blindly purse precision, it also considers diversity. Table 5 shows the recommendation novelty on the dataset MovieLens. Compared with i-CF, u-CF and MF, for users' number of 3411, 3414, 3415, 3416, 3420, 5971, 5972, 5973, 5794, 5975, 5976, 5980, the proposed SVD-MOIA gets a smaller novelty values. And for more than half of the users, SVD-MOIA works better than NNIA-RS on novelty. Besides, for users'ID of 3411, 3414, 3415, 3416, 5974, 5975, SVD-MOIA has better mean values of novelty than other algorithms. Table 6 shows the novelty on the dataset Donation Dashboard. All the users have achieved a better novelty with SVD-MOIA.
We give a mean novelty of the selected users, which is illustrated in fig9. From the discussion of the above two datasets, the proposed SVD-MOIA improves the novelty of the recommendation lists. Table 7 shows the recommendation diversity on the dataset MovieLens. Table 8 shows the recommendation diversity on the dataset Donation Dashboard. We also give a mean diversity of the selected users, which is illustrated in fig10.The similarity calculation of items is based on the feature vectors of the items in this paper, and the other literatures are based on the rating matrix. The two calculation methods are a little different. However, it can be seen from the experimental results that the algorithm proposed in this paper has a good performance on the diversity.
From the above discussions, it can be seen that the proposed algorithm performs well in most cases, because it not only pursues accuracy but also novelty and diversity. we can conclude that the proposed SVD-MOIA keeps good recommendation accuracy in most cases, even better than other algorithms. And at the same time, it improves the novelty and diversity of recommendation lists to meet the various needs of users. For example, users number of 3414, 3415 in the dataset MovieLens and user number of 112 in the dataset Donation Dashboard, the algorithm performs better than others algorithms in all metrics of accuracy, novelty and diversity.
All in all, the outputs of the proposed algorithm are a number of Pareto solutions, which stand for the recommendation list for a target user. For each target user, the algorithm generates different recommendation lists. The experimental results show that our proposed algorithm can get a better result compared with the available methods. SVD is effective in dealing with sparse rating matrix and ensure the recommended accuracy, and MOIA is ideal for optimization of two conflicting goals of accuracy and diversity in recommendation system. 
V. CONCLUSION
In this paper, we not only consider the recommendation accuracy but also recommendation diversity. To deal with accuracy-diversity dilemma of recommendation system, we model the recommendation system as a multi-objective problem, and propose a recommendation algorithm based on SVD (singular value decomposition) and MOIA (multiobjective immune algorithm), called SVD-MOIA. First, SVD is used to generate the candidate recommendation lists because the rating matrix is rather sparser, then MOIA is used to optimize the conflicting goal of accuracy and diversity. Experimental results show that the proposed algorithm VOLUME 7, 2019 increases the recommendation diversity to solve the accuracydiversity dilemma and get a better trade-off of accuracy and diversity. For a target user, the proposed algorithm can provide the recommendation list with different weights of accuracy and diversity in only one run to meet user's demand.
However, the work is far from enough. There is still much work for improvement of diversity. In addition, there are still many problems to be solved for the SVD of large datasets. We still have a lot of steps to move forward.
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