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1. Introduction 
The design of traditional interfaces relies on the use of mouse and keyboard. For people 
with certain disabilities, however, using these devices presents a real problem. 
In this chapter we describe a graphical user interface navigation utility, similar in 
functionality to the traditional mouse pointing device. Movement of the pointer is achieved 
by tracking the motion of the head, while button-actions can be initiated by issuing a voice 
command. Foremost in our mind was the goal to make our system easy to use and 
affordable, and provide users with disabilities with a tool that promotes their independence 
and social interaction. 
The chapter is structured as follows. Section 2 provides an overview of related work. Section 
3 describes our proposed system architecture, the face detection and feature tracking 
algorithms, as well as  the speech recognition component. Section 4 contains experimental 
results and Section 5 discusses future work. We conclude the chapter in Section 6. 
2. Research motivation and related work 
Persons with disabilities are often unable to use computers. This is because they are either 
unable to find a suitable means of interaction or they simply cannot afford commercial 
solutions. We also found that available solutions do not promote the individual’s sense of 
independence, as they require a third party to attach markers at various points of their 
anatomy. Our work addresses these shortcomings by providing a non-intrusive, reliable, 
inexpensive and robust visual tracking system. It allows persons, who may have disabilities 
ranging from not being able to use their hands to severe cases where the person is only able 
to move their head, to navigate and manipulate the graphical user interface using head 
movements and speech.  
Research into assistive technologies is ongoing and in (Evans et al., 2000), the authors 
describe a head-mounted infrared-emitting control system that is a ‘relative’ pointing device 
and acts like a joystick rather than a mouse.  In (Chen et al., 1999) a system containing an 
infrared transmitter was described. The transmitter was mounted on to the user’s 
eyeglasses, along with a set of infrared receiving modules that substitute the keys of a 
computer keyboard, and a tongue-touch panel to activate the infrared beam. In (Atyabi    et 
al., 2006) the authors describe a system for translating a user’s motion to mouse movements. O
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Their tracking algorithm relies on detecting specific features such as the eyes or nose to 
follow head movements across multiple frames.  
There are also various commercial mouse alternatives available today. NaturalPoint 
(NaturalPoint, 2006) markets several head-tracking-based mouse alternatives on their web 
site. While the benefits are real, these devices still require the user to attach markers either to 
the head or glasses. Other systems use infrared emitters that are attached to the user’s 
glasses, head-band, or cap. Some systems, for example the Quick Glance system by EyeTech 
Digital Systems (EyeTech, 2006), place the transmitter over the monitor and use an infrared-
reflector that is attached to the user’s forehead or glasses. Mouse clicks are generated with a 
physical switch or a software interface.  
3. System architecture 
We have implemented a prototype of our system that requires only a web camera and 
microphone, which fully emulates the functionality normally associated with a mouse 
device. In this section we provide a short overview of the image-processing algorithms and 
speech-interaction technologies the system is based on.  
The system consists of two signal-processing units and interpretation logic (see Figure 1). 
Image processing algorithms are applied to the video stream to detect the user’s face and 
follow tracking points to determine head movements. The audio stream is analyzed by the 
speech recognition engine to determine relevant voice commands. The interpretation logic 
in turn receives relevant parameters from the signal-processing units and translates these 
into on-screen actions by the mouse pointer. 
 
 
Fig. 1. High-level system overview. 
3.1 Face detection 
The face-detection component is fundamental to the functioning of our head-tracking 
system and is based on the Haar-Classifier cascade algorithm. This algorithm was first 
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introduced by Viola and Jones (Viola & Jones, 2001). It is appearance-based and uses a 
boosted cascade of simple feature classifiers, providing a robust framework for rapid visual 
detection of frontal faces in grey scale images. The process of face detection is complicated 
by a number of factors. Variations in pose (frontal, non-frontal and tilt) result in the partial 
or full occlusion of facial features. Beards, moustaches and glasses also hide features. 
Another problem is partial occlusion by other objects. For example, in a group of people 
some faces may be partially covered by other faces. Finally, the quality of the captured 
image needs consideration.  
The algorithm is based on AdaBoost classification, where a classifier is constructed as a 
linear combination of many simpler, easily constructible weak classifiers. For AdaBoost 
learning algorithm to work each weak classifier is only required to perform slightly better 
than a random guess. For face detection a set of Haar wavelet-like features is utilized. 
Classification is based on four basic types of scalar features, proposed by Viola and Jones for 
the purpose of face detection. Each of these features has a scalar value that can be computed 
efficiently from the integral image, or summed area table. This set of features has recently 
been extended to deal with head rotation (Lienhart & Maydt, 2002). Weak classifiers are 
cascaded into a collection of weak classifiers (weak learners) to form a stronger classifier. 
AdaBoost is an adaptive algorithm to boost a sequence of classifiers, in that the weights are 
updated dynamically according to the errors in previous learning cycles. The algorithm 
employed by Viola & Jones (Viola & Jones, 2001) has a face detection cascade of 38 stages 
with 6000 features. According to Viola & Jones, the algorithm nevertheless achieved fast 
average detection times. On a difficult dataset, which contained 507 faces and 75 million 
sub-windows, faces are detected using an average of 10 feature evaluations per sub-
window. As a comparison, Viola & Jones show in experiments that their system is 15 times 
faster than a detection system implemented by Rowley et al. (Rowley et al., 1998). A strong 
classifier, consisting of a cascade of weak classifiers is shown in Figure 3, where blue icons 
are non-face and red icons are face images. The aim is to filter out the non-face images, 
leaving only face images. The cascade provides higher accuracy over a single, weak 
classifier. 
 
 
Fig. 3. Weak classifiers are arranged in a cascade. Note that some incorrect classifications 
may occur, as indicated in the diagram. 
3.2 Head-Tracking 
Our optical tracking component uses an implementation of the Lucas-Kanade optical flow 
algorithm (Lucas & Kanade, 1981), which first identifies and then tracks features in an image. 
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These features are pixels whose spatial gradient matrices have a large enough minimum 
eigenvalue. When applied to image registration, the Lucas-Kanade method is usually carried 
out in a coarse-to-fine iterative manner, in such a way that the spatial derivatives are first 
computed at the coarse scale in the pyramid, one of the images is warped by the computed 
deformation, and iterative updates are then computed at successively finer scales.  
 
 
Fig. 4. The head-tracking component. After initial calibration, the video stream is processed 
in real-time by the tracking algorithm. 
Our algorithm restricts the detection of feature points to the face closest to the computer 
screen to exclude other people in the background. Before tracking is initiated, feature points 
are marked with a green dot (Figure 5), and are still subject to change.  
 
  
 
Fig. 5. The face is detected using the Haar-Classifier cascade algorithm and marked with a 
yellow square. Green dots mark significant features identified by the Lucas-Kanade 
algorithm. The image on the right demonstrates performance in poor lighting conditions. 
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Once tracking has been started, feature points are locked into place and marked with a red 
dot. It should be noted that the marking of the features and the face is for debugging and 
demonstration purposes only. Tracking is achieved by calculating the optical flow between 
two consecutive frames to track the user’s head movement, which is translated to on-screen 
movements of the mouse pointer (see Figure 6). 
 
   
Fig. 6. Feature extraction using modified Lucas-Kanade algorithm. 
The user can choose between two operational modes for translating head movements to on-
screen mouse pointer movements. Selection of the desired mode may be accomplished in 
real-time by issuing a voice command. These modes are: 
Relative Mode 
This mode simulates the joystick control of a mouse pointer. If the system detects deviation 
of the tracking points from their original position above a certain threshold, the mouse 
pointer is moved in the given direction by a single pixel. Movement in this direction 
continues as long as the deviation of the tracking points is maintained. However, the rate of 
pixels being moved is steadily increased relative to the amount of time elapsed since the 
movement was initiated. Should the movement be interrupted, the rate of movement is reset 
to a single pixel. This mode is especially useful where fine control of the mouse pointer is 
required, and where navigation of the whole screen is still necessary. This makes the system 
ideal for disabled users who have to make precise on-screen movement, such as artists or 
engineers.  
Absolute Mode 
This closely resembles mouse pointer control associated with mouse hardware devices. In 
this mode, the distance of the tracking points from their original location is translated to the 
location of the mouse pointer from the center of the screen. The distance the mouse pointer 
will move away from the center of the screen depends on the resolution setting reported by 
the operating system.  
3.3 Speech recognition 
Speech recognition technology has progressed to a level, where users can to some extend 
control actions on the computer using voice commands. The most popular speech 
recognition technique is based on hidden Markov models (HMM). HMM is a doubly 
stochastic model, where the underlying phoneme string and frame-by-frame, surface 
acoustic realizations are represented as probabilistic Markov processes. HMM systems 
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classify speech segments using dynamic programming. As an alternative to the frame-by-
frame approach, similar speech recognition performance has been achieved by first 
identifying speech segments, classifying the segments and then using segment scores to 
recognise words. Speech recognition has matured and with the ability to train the 
parameters of the model using training data to gain optimal performance, it represents a 
powerful solution (Rabiner & Juang, 1986).  
 
  
Fig. 7. The speech-recognition components of our head-tracking system. 
Our prototype system utilizes the Microsoft Speech SDK 5.1, which is available as a free 
download from Microsoft (see Figure 7). By issuing the relevant voice command, the user 
may at any time perform common tasks, such as click-drag and drag-drop operations. The 
need for double-clicking, for example, represents a great challenge for people with reduced 
dexterity and motor control in their hands. Our system not only enables the user to execute 
single- or double-clicks, but also more complex operations. For example, a click-drag 
operation can be initiated with a vocal command or a file may be picked up and dropped on 
another folder by issuing a simple sequence of two commands (pick-up and release) in 
combination with head movements (carrying the object to another location). 
Voice commands used to activate buttons are: 
• “Click” – single left click 
• “Double – double left click 
• “Right” – single right click 
• “Hold” – single left click and hold (click-drag) 
• “Drop” – release the left mouse button after performing a click-drag operation 
The commands may be changed to suit the individual user. There is also scope to extend the 
set of commands for added functionality. 
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4. Experimental results 
In preliminary trials, the effectiveness of our system was tested with a group of 10 
volunteers. Each of the subjects had previously used a computer, and was thus able to 
comment on how our system compares to using a traditional mouse pointing device. Each 
user was given a brief tutorial on how to use the system, and then allowed to practice 
moving the cursor for one minute. After the practice period, each user was asked to play a 
video game (Solitaire). The one minute training time was perceived as sufficient to introduce 
the features of the system.  
Subsequent interviews revealed that users preferred to learn on-the-job, while using our 
mouse-replacement system to play a computer game. Task completion times were similar to 
using a traditional mouse device. However, users commented positively on the fact that 
they were able to control the mouse pointer using head movements, while their hands 
remained free to perform other tasks. Also positive was the short amount of time users 
required to become acquainted with the system. They found that using head movements for 
mouse control quickly become second-nature and issuing voice commands requires no 
effort at all. All users commented on the possibility of extending the set of voice commands 
to add functionality to the system. 
5. Future work 
A future implementation of our system could further extend the speech recognition 
component, allowing the user, for example, to open applications using vocal commands 
would eliminate much navigating through menu structures. The speech synthesis 
component could be extended to provide contextual feedback in the form of reading to the 
user the names of windows or icons the mouse pointer is currently resting on. 
Although the system has been developed and tested on the Microsoft Windows operating 
system, it is possible to port this technology to Apple and Linux/Unix operating systems. In 
particular deployment on an open-source platform would open the technology up to a much 
wider user base. Developers can now develop for Windows, and expect their .NET 
application to run on Apple and Linux operating systems (Easton & King, 2004). Recent 
work by the ‘Mono Project’ and ‘Portable .NET’-project has contributed to making .NET 
code truly portable, presenting the possibility to use the system on these platforms with 
minimal change.  
6. Conclusion 
The prototype system has proven to be robust, being able to tolerate strong variations in 
lighting conditions. We see potential for our approach being integrated in interfaces 
designed specifically for users with disabilities. Especially attractive should be the fact that 
it provides a low-cost means of human-computer interaction requiring the most basic of 
computer hardware and its reliance upon established approaches in the areas of computer 
vision and speech interaction. It may also prove useful for other applications, for example, 
where it is necessary to activate controls on a computer interface while at the same time 
performing precision work using both hands. Another application area could be computer 
games. Furthermore, the modular architecture of the system allows for ready integration in 
any number of software projects requiring a low-cost and reliable head-tracking component. 
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