We obtain two sequences of rational numbers which converge
is Stirling numbers of the second kind and B j is the Bernoulli numbers. Definitions can be found in [1], [2] . See also [4] , [5] .
Proof of Theorem 1.1
Let u ≥ 0 be real and r 0 be integer. For each real q > −1 by definition, put
where Γ(q + 1) is the Gamma function. (see for example [2] .) In order to prove Theorem 1.1 we need Lemma 2.1. For each real u ≥ 0 and ε ∈ (−1; −1/2) we have
For each real u 0 > 0 the limit converges uniformly for u ∈ [0; u 0 ] and ε ∈ (−1; −1/2).
Lemma 2.1 will be proved below.
Proof of Theorem 1.1. The proof is in two steps.
Step 1. Let us prove that lim
We have
The equality (*) follows because
The equality (**) follows because
.
Step 2. By Lemma 2.1, we get
In
Step 1 we proved that f ε (u) tends to (−1) r u as ε tends to −1. Hence
Also by Lemma 2.1 the convergence in this formula is uniform for ε ∈ (−1; −1/2). Hence changing the order of limits and substituting m + 1 by m in this formula, we get
Denote by S m the expression under the limit. We have
Proof of Lemma 2.1. Proof is in three steps.
Step 1. Let j > 0 be integer and ε ∈ (−1; −1/2) be real. We claim that
The proof is by induction over j. Let us prove the base of induction for j = 1. We must prove that
Integrating formula (1) by part, we get
For each real u 0 > 0 integral in formula (1) converges uniformly for u ∈ [0; u 0 ]. Hence differentiating formula (1) with respect to u, we get
Combining this with formula (4), we obtain
The base of induction follows.
Let us prove the step of induction. By the inductive hypothesis for j = N, substituting ε + 1 for ε, we get
Substituting formula (3) in this formula, we get
Or equivalently
If we substituting in the Leibniz formula
u for h(u) and f ′ (u) for g(u), we obtain
Hence the right-hand side of formula (5) can be rewritten as
From the formula
Dividing both sides by (n + 1)
, we get formula (2) for j = N + 1. The step of induction follows.
Step 2. Let us prove that
By definition, put
This series converges, if |x| ≤ 1 and a + b < c.
Let us prove that
Or equivalently
This formula follows by the Gauss's theorem (see [2, p. 282 
for a = i + ε, b = i − m and c = ε + i − r + 1.
Formula (6) is proved.
Step 3. From formula (2) it follows that
Combining this with formula (6), we obtain
Step 4. In this step we need Lemma 2.2. Let u ≥ 0 and ε ∈ (−1; −1/2) be real and n > 0 be integer. We have
Lemma 2.2 will be proved below.
Let us consider two cases.
Case 1 : let r be zero. Let x and θ be real and 0 ≤ x ≤ u, θ ∈ (0; 1). By the Taylor's theorem in the Cauchy form for the function f ε (u), we obtain
Putting in this formula x = 0, we obtain
Hence using inequality
The left-hand side of this inequality equals expression (7), but for each real u 0 > 0 the right-hand side of this inequality tends to 0 as m tends to ∞ uniformly for u ∈ [0; u 0 ] and ε ∈ (−1; −1/2) by Lemma 2.2.
Case 2 : let r be positive. Expression (7) can be rewritten as Or equivalently
There exists integer number n and real number C such that m+j+ε−r m+j
By Lemma 2.2 the right-hand of this inequality tends to 0 as m tends to ∞.
Proof of Lemma 2.2.
Let T = √ m and m > 4. We have
The first term. For each real x ∈ [0; T ], we have
and e −x ≤ 1.
The second term. For each real x ∈ [T ; +∞), we have for a = 1, b = j − m, c = 1 + j − r.
