Background. There is a large number of devices used on Industrial objects and all these devices should interact. Such usage of IoT in the corporate environment or in industrial facilities is called IIoT (Industrial IoT). According to statistical data of the information portal "Statista", there is a problem of a rapid increase in the number of devices nowadays. Therefore, it is necessary to create networks that can withstand all connected devices. The relevance of the paper is determined by the need to connect a large number of devices in a small area in the Industrial Internet of Things.
Introduction
The popularity of Internet technology keeps increasing nowadays. Intelligent devices have been used in industry for a long time. But not so long ago, all these systems began to connect to the Internet or to reconfigure existing networks so that they could be managed not only locally, but also from any corner of the world.
According to statistical data of the "Statista" information portal, more than 20 billion devices are already connected to the Internet, and according to its forecasts the number of such devices will already be over 50 billion in 5 years [1] . Therefore, it is very important to create systems that can withstand the connection of a large number of devices.
Industrial objects use a large number of devices and all these devices should interact between each other. Such use of IoT in the corporate environment or in industrial facilities is called IIoT (Industrial IoT -Industrial IoT) [2] . Basically, this is the same IoT, but the number of devices used in such networks is quite large, that is why they are issued as a separate subspecies.
There is an issue of a rapid increase of the number of IIoT devices, so it is necessary to create such kind of networks that can withstand all connected devices. Nowadays, the problem of a steep increase of the number of devices may be solved in several ways: -connecting each sensor to the Internet independently (it is not widely used because of the transport networks reloading) -creation of each user PAN (Personal Area Network), that is often used with many devices connected [3] .
Such personal network of IoT devices will interact in a particular area and by connecting to the Internet, it will also be able to interact with other, similar, systems.
Overview of existing interaction architectures
Creation of a PAN for IIoT may use the sensor networks: ad-hoc networks, but they often work for data transmission only and can't receive commands from the server, so they are more suitable not for industrial objects, but for open space usage.
Another option is to use gateways in order to interact with IoT devices (using a two-tier interaction architecture). These gateways connect IoT devices and transfer data over the Internet through a gateway.
Two-tier architecture is the most popular way of deploying IoT networks. In this architecture, all devices are connected to the Internet (data processing server) through a special device -a gateway (Fig. 1 ).
The number of such devices can reach several hundreds (it depends on the way of how the information is transmitted). With such an architecture, each IoT device has all the necessary sensors, or certain control equipment, it reads data from its sensors: analog or digital and makes elementary preprocessing of this data so that all the data has a similar (identical) look. The corresponding gateway accepts all data from various IoT devices, perform their pre-processing, sends them to the Internet, and then sends commands to the devices that come from the server.
The gateway is the most important element in the architecture that connects end nodes and transmits the data that was read from the sensors. It also performs the data preparation so that it can be transmitted over the Internet to the server (to a format suitable for a particular communication protocol). Usually, gateways are microcomputers that have their own operating system with user interfaces like a graphical interface or a regular console. It's also possible to connect remotely to this device and reconfigure it, reprogram or remotely manage the entire subnet.
The advantages of such architecture are the following:
-The ability to connect a bunch of devices;
-the possibility of local devices interconnection without connecting to the Internet; -lower cost per device.
-ensuring secure data transmission.
-less probability of data loss.
-integration into the network heterogeneous devices.
-network scalability.
The drawbacks of such architecture are the following: -Impossibility of connecting several hundreds of devices to one gateway;
-difficult integration of existing devices with a new architecture; -larger architectural costs; -data retention delay.
Such a solution is suitable for some smart home systems or for not large rooms, but with an increase of the number of devices, it has its own limitations and when reaching a certain limit, it is necessary to increase the number of such gateways. Furthermore, when talking about IIoT, it is needed to consider the possibility of connecting more than a very large number of sensors (more than a thousand). Taking to the account that the cost of such devices is not low, this paper shows the possibility of usage the modified method of IoT devices interaction, based on two-tier architecture, but with the addition of an intermediate device -three-tier architecture
Three-tier architecture
The solution proposed in this paper is the use of architecture with an ability to connect a large number of devices by using only one gateway ( Fig. 2 ). This is accomplished by using additional intermediate devices -"routers" instead of multiple gateways. Such an approach is called the three-tier communication architecture of IoT devices [7] .
When using this architecture, all end devices transmit their data not to the gateway at once, but to the intermediate level -router. The mentioned nodes unite around their router and form certain cells ( Fig. 3) , where they operate independently, transmit data to the router and do not interfere with devices from other cells. Therefore, different routers can operate on the same frequencies and communication channels as the neighboring routers. Variating the sizes and parameters of these cells, the maximum number of devices in a certain area can be changed as well.
This intermediate link in the system is very important, since the presence of these devices allows you to concentrate the load coming from terminal devices, group the data from the latter and send them to the router. Not more than a dozen routers are connected to the gateway at a time, and to each of them may be connected dozens or even hundreds of end nodes. Thus, the network can maintain such connections without overload.
Fig. 2 Interaction in three-tier architecture
Routers are an important link in the three-tier architecture, however they can't work for a long time autonomously; therefore, such devices should have some kind of uninterruptible power supply or should be permanently recharged, since such devices must keep in touch with the gateway and, at the same time, receive data from end nodes losslessly. That is why, such devices as routers rarely use sleep mode. This, of course, can be considered as the shortcomings of such a system, but for the industrial Internet of Things this is not an issue as usually there are no problems with the power supply.
The principle of building a network with a three-tier interaction method is very similar with one that is used for two-tier interaction, but there are routers used instead of gateways, which makes the entire system muchcheaper. There is no significant rise in price when using the presented method because the more concentration of devices in a certain area, the more intermediate level devices are used, but they are much cheaper than the gateways.
According to this kind of interaction, when reducing the cell size on an unchanging area, the maximum number of operating devices in this cell remains unchanged, so the concentration of devices per unit area increases, what makes it possible to increase the number of such cells (routers) in a certain area. Due to this, the total number of end nodes in the specified area will increase significantly, directly proportional to the number of cells used in the given system.
It should be noted that as the number of levels of data transmission increases, the delay and data transmission speed will also increase, because the traffic generated by the end sensors, unlike the two-tier architecture, passes through an intermediate level, which also creates the delays when sending information and each router may have some bandwidth limitation, so the maximum speed of each device, due to this, may also be limited.
An important factor is the bandwidth of the gateway itself. If the speed of access to the Internet is not high enough, then the maximum speed of all end devices also decreases, so when calculating the network, the following factor should be considered: when using a large number of end nodes, you need to have stable and fast access to the Internet. Although since the gateway in this architecture is only one, it is often provided with a fairly stable transmission channel (for example, a wired connection).
Fig. 3 Schematic mapping of three-tier architecture
In this method of interaction, the role of end nodes and the gateway remain the same, but since the sensors are close to intermediate levels, it is possible to apply radio modules with good energy efficiency indicators. Transmission protocols for IoT nodes are: ZigBee, BLE, LoRa, and others. Also, such devices can work with Wi-Fi, but the use of this technology is not entirely appropriate in this architecture.
End devices can be made as simple as possible, because all the hard work is supposed to be performed at higher levels. This allows reducing their cost, complexity of design and allows them to work autonomously for up to 3 years without additional power and recharging their battery. The duration of the continuous operation depends, of course, on the task performed by the device and the battery capacity. The possibility of such a long battery life is due to the fact that the end devices are allocated a minimum of tasks and therefore they can perform them effectively and then enter a standby or sleep mode, if so provided in this device.
As the second level of the architecture presented, the router acts as a router. Such devices can be several dozen. These devices act as an intermediate link in the system, but they are important because the presence of these devices allows you to concentrate the load that comes from the end devices, group the data from the latter and send them to the router. It is the use of routers to connect and manage hundreds of devices using only 1 Gateway. This is due to the fact that no more than a dozen routers are connected to the gateway at the same time and thus can maintain such connections without overload.
Role of routers: -receive data from terminal devices; -group data from multiple nodes; -send all collected data to the gateway; -receive data from the gateway; -send replies to commands on end devices. Routers are an important link in the three-tier architecture, but they can not work for a long time autonomously; therefore, such devices should mainly have some kind of uninterruptible power supply or be permanently recharged, since such devices must keep in touch with the gateway and, at the same time, take, lossless, data from end nodes. Because of this, devices such as routers rarely use sleep mode.
The communication between the router and the gateway can be the same as for connection to end nodes, but the focus is on such parameters as: good transmission rates, high bandwidth, depending on what parameters are needed on the system. Ethernet or other wired options can also be used to transfer data between the gateway and routers, but in this case it's hard to call such a system as a wireless one.
As it was already mentioned, the best practice for industrial use of IoT is to connect the gateway to the wired connection, but other options are also possible, for example, in order to either distribute traffic between different devices or to implement a backup link to the Internet. The most popular ways to connect to the Internet for such solutions are 2G, 3G and 4G (LTE) and WIFI technologies. Due to the fact that WIFI access points are the most widespread ones, they are often used by the gateway for data transmission.
The gateway is only one for the entire three-tier architecture, but due to adding another device, it is possible to improve the system's fault tolerance. Therefore, if the high fault tolerance is required, it is needed either to make a system with a quick replacement of the non-working gateway, or to split all connected devices between two independent gateways.
Tasks that the gateway performs: -receive data from all connected routers; -pre-processing this data;
-provide a reliable and secure way of data transmission; -locally store data; -conduct preliminary analysis of data;
-send data and all information to the server; -receive commands and information from the server; -send commands to the required routers.
Since geteway manages the whole network, it is also possible to conduct a preliminary analysis of data and to send it along with some certain results of analysis to the server, or even automatically give commands to other nodes: to perform a small function of a local server.
If it is needed to rearrange two-tier architecture in three-tier one, there is no point in changing the entire network, but simply to reconfigure the end nodes so that they send / receive information not from the gateway, but from the router and also to reconfigure the gateway so that it can process the data from the intermediate links (often it receives not only the data from sensors, but grouped data from the previous level).
M2M connection in proposed architecture
To maximize network performance and to efficiently use existing system resources, it's need:
• the ability to change some system parameters: change the frequency of sending data from a particular device, or from a group of devices that are connected around a particular router;
• the ability to switch the device to another router; this makes it possible to rebalance the network;
• the ability to programmatically notify the router, whether to connect a new device to the system, or to exclude a particular device from the system;
• automatic balancing of the network to balance the load that comes to different segments of the network;
• Prioritizing the operation of devices, for the possibility of rapid response to data from priority devices;
• the ability to change the destination of the end node (change the type of sensor), if the specified device, there are such sensors.
To implement the network capabilities described above, devices in the system must implement a certain set of APIs that can be called from higher levels, thereby changing the work of either specific elements of the network or the entire system segment.
Commands that need to be implemented on devices. On terminal devices:
• Frequency update of data;
• displaying the priority of the work of the terminal devices;
• Between the necessary sensors on the device (if there are more than one);
• the ability to switch the device to another router (if available) for this device;
• send information about the status of all internal parameters of the item.
On routers:
• Switching devices, turning on or off end nodes from their subnet;
• implement the priority of the devices, based on their priority parity;
• the ability to set the frequency of sending data to all of its endpoint subnets.
• Get commands about moving the device to the subnet of another router;
On the gateways: • Network rebalancing;
• Collecting data about the parameters of all devices and routers;
• Sending a team about rebalancing the network;
• analysis of the parameters of all elements of the network.
Effective use of all system resources should be able to call, in a certain way and under certain conditions, the AIA described above. To save all parameters of the network elements and structure of the system, the use of the special configuration file is proposed. This file will describe the entire hierarchical structure of the network. For this, the JSON format is the best. It is quite simple to fill (even manually), and does not contain any extra characters (like XML), so that such a file will have less disk space, and less time will be required for its betrayal over the network.
The specified file describes the complete structure of the network: Connected end devices, routers, and interconnections between all devices. Also, the file contains all technical data that is required for network operation, device identification and monitoring of the state of these devices.
The configuration file has a hierarchical structure with three similar entities that correspond to a certain level of architecture: gateway, routers, nodes. Each of these entities has a set of similar parameters.
Comparison of architectures
In the two-tier architecture, the limitation of the number of connected devices at the same time is related to the radio modules limits or communication devices themselves, the number of gateways used in the system, etc. The general formula for calculating the number of devices looks like:
Nij -the number of devices on the j-th communication module, the i-th gateway;
l -the number of gateways in the system; m -the number of communication modules.
As it is stated above, the same communication modules with the same architecture are used, so for calculating the maximum number of devices it can be assumed that all communication modules have the same, the maximum for a certain technology, the number of devices. Then formula (1) can be simplified, and written in the following form:
, (2) where N -number of devices per communication module. In the three-tier architecture an additional device (the router) is used, so the formula for calculating the number of connected devices will look different, relatively twotier architecture:
where Nijk-the number of end nodes on the k-th communication module of the j-th router, the i-th gateway;
Taking into account all restrictions, formula (3), will take the form: , (4) where l -number of gateways. n -number of routers; m -the number of modules on a particular router. To calculate the maximum number of devices located on a certain area in a three-tier system, we can reduce the power of the BLE transmitter module so that its radius of transmission does not exceed 5 m. Thus, different cells ( Fig. 4) are created, so to speak, for each router in the system. Therefore, it is possible to increase the number of devices in the represented architecture because of the use of such cells.
According to Fig. 4 , when using 1 router, the system degenerates into a two-tier architecture, and there the number of devices will always be the same, regardless of whether the range of action of the communication module will increase or decrease, because all these devices occupy all free channels of data transmission. In the three-tier architecture, the range of communication modules on the end devices decreases and they create a certain cell around the router to which they are connected. Therefore, with the increase in the number of these routers, the area at which the devices may be located increases as well.
According to the graph Fig. 5 , a three-tier mode of interaction of IoT nodes can support more devices under equal conditions in a limited amount of space.
As can be seen from Fig. 5 , in a two-tier architecture, the number of devices will always be the same, regardless of whether the range of the communication module action will increase or decrease, because all these devices occupy all free data transmission channels. In the three-level architecture, the range of communication modules on the end devices decreases and they create a certain cell around the router to which they are connected, therefore, with the number of these routersincreasing the expected area of the devices location increasing too. So, the routers should be placed in such way that as much as possible evenly covered the entire space of the room.
Fig. 5 Comparison of two-tier and three-tier architectures
To calculate the maximum number of devices that are located on a certain area in a three-tier system, we will routers so that they cover as much as possible the entire space of the room. This creates, different cells ( Fig. 4) for each router in the system. And due to the use of such cells, it is possible to increase the number of devices in the presented architecture For calculations we take the formula for two-tier architecture and in analogy with the three-level architecture, the formula is simpler, for the maximum load on the network: N � ���� �� � n ����� • n ������ N � ������ (5) Since the number of devices that we can connect to 1 communication module is known from the two-level architecture, we can take this value also for the threelevel, because the way of communicating with the router and the gateway (two-tier architecture) with the end devices, identical.
So, N � ����� � �� nodes. Also the bandwidth of the module of communication with the terminal device, we are aware of: 20 (Mbits/s).
With an increase in the number of connected communication modules, to the gateway or routers, at a constant transmission rate, it is clear that the three-level architecture reaches its maximum after connecting 6 communication modules to each router (Fig.6 ). It is important to note that in the above calculations, the bandwidth of the communication modules was taken into account with a certain stock, but this situation can be improved in the three-tier architecture, in this paper a stock factor of 0.8 was taken, which means that up to 20% of the bandwidth is not used of course, in reality, this value is smaller, but at all times we have a certain spare stock. For the rational use of the described stock, you can use the described monitoring system with the implementation of automatic network balancing algorithm.
To determine the number of devices per unit area, consider the dependence of the area on which the devices are located, on the number of routers. Since the radius of each router communication module is 5 m, the area covered by each router will be � � � � � � , where r -radius of the router communication module.
S=78.54 m 2
Construct a table of dependence of the number of devices on the number of routers (cells) -tabl.1.
Assuming that the cells do not intersect, then the direct dependence, the number of devices from the square, and the number of devices will intersect, then the area of the sensors will be reduced and due to the interference of the sensors to each other, their number will also decrease. For these reasons, it can be concluded that the dependence is directly proportional, except in the case of only 1 router. In a two-tier architecture, the number of devices will always be the same, regardless of whether the range of action of the communication module will increase or decrease, because all these devices occupy all free data transmission channels. And in the three-level architecture, the range of communication modules on the end devices decreases and they create a certain cell around the router to which they are connected, therefore, with the increase in the number of these routers, the area at which the devices may be located increases. The bandwidth of all devices in different ways of interaction will depend on the maximum transmission speed of the communication module of each device and the transmission speed of the intermediate nodes. In a two-tier architecture, with a strong blurring of the number of connected modules (and hence of devices), there will be no reduction in bandwidth, because all modules will be connected directly to the gateway, and its bandwidth is quite large.
In the three-level architecture, with the increase of modules on the router (when the wifi bandwidth is not enough to handle all devices), the maximum speed of the end devices begins to decrease (Fig. 7) .
Сonclusions
With the current pace of IIoT technologies development, the number of IoT devices keeps increasing, so it is necessary to have systems that can withstand a large number of connected devices in a small area of space.
In this paper, existing methods of interaction of IIoT nodes were considered, their description and comparison were made. It is needed to create PAN network if the connection of a very large number of devices is required. Therefore, in this paper, the use of three-tier architecture was proposed, which is a modification of two-tier architecture, with the addition of the intermediate levelthe router. The router acts as an intermediate link and collects data from several dozens of sensors and thus reduces the number of connections to the gateway.
A three-tier interaction method uses the benefits of a two-tier, but it allows connecting a much larger number of devices. It is allowed at the expense of a small increase in the delay and decrease the bandwidth of one IoT node, but the transmission rate in the three-tier architecture is still enough, because each IoT node does not generate very large amount of data. The paper also presents a comparison of the above-mentioned methods of interaction and graphically depicts the advantages of a three-tier architecture.
