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 Реферат  
 
Магістерська дисертація: ​68 сторінок, ​14 слайдів для проектора, ​74         
першоджерел. 
Вивчаються матриці Якобі у сильній двовимірній проблемі моментів. 
Мета роботи полягає в тому, щоб розвинути відомі результати стосовних          
проблеми моментів Гамбургера у випадку двовимірної сильної проблеми        
моментів, побудова відповідних матриць Якобі. 
Завданням роботи є отримання результатів стосовних проблеми моментів        
Гамбургера у випадку двовимірної сильної проблеми моментів, розгляд        
конкретних прикладів. Предметом дослідження є комутативність матриць       
відповідних сильній двовимірній дійсній проблемі моментів. 
Для отримання вказаних результатів розглянено несильну проблему       
моментів, використано складні поняття матриць Якобі у сильній двовимірній         
проблемі моментів, розглянено пряму й обернену спектральні задачі для мір і           
відповідних матриць. 
Ключові слова: матриці Якобі, проблема моментів, сильна проблема        




Master degree thesis contains ​68 pages, ​14 slides for projector, and ​74 primary             
sources. 
Jacobi matrices realted to strong two dimensional moment problem are studied. 
The purpose of the work is to develop well-known results concerning the            
problems of Hamburger moments in the case of a two-dimensional problem of            
moments, the construction of the corresponding Jacobi matrices, the consideration          
of concrete examples.  
The task of the work is to obtain the results of the related problem of               
Hamburger moments in the case of a two-dimensional strong problem of moments,            
the consideration of concrete examples. The subject of the study is the            
commutativity of the matrices corresponding to the strong two-dimensional real          
problem of moments. 
For the given results a nonessential problem of moments is considered, the            
complex notions of Jacobi matrices in the strong two-dimensional problem of           
moments are used, and the direct and inverse spectral problems for the measures and              
the corresponding matrices are considered. 
Keywords: Jacobi matrices, problem of moments, strong moments problem,         
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 ВСТУП  
 
 
Матриці Якобі у зв’язку із проблемою моментів розглядали Н. І. Ахієзер,           
Г. Вейль, М. Г. Крейн, М. Ріс, Р. Неванлінна та багато інших. Дані матриці              
виникають у багатьох математичних та фізичних задачах. Наприклад в         
алгебраінчних - дослідження неперервних дробів, у математичному аналізі -         
при апроксимації Паде, чи у механічних задачах - при розгляді моделей та            
зв’язних маятників.  
Плідним підходом до вивчення властивостей матриць Якобі є теорія         
розкладу за узагальненими власними векторами самоспряжених операторів Ю.        
М. Березанського. Одним із наслідників цієї теорії є пряма й обернена           
спектральні задачі для мір і відповідних матриць. Пряма задача полягає у           
розв’язанні системи різнецевих рівнянь за заданою матрицею Якобі та         
отриманні поліномів ортогональних відносно борелівської міри, а отже, і         
отиманні міри (у такому розумінні). Обернена задача полягає у побудові          
матриць Якобі та відповідних поліномів за заданою борелівською мірою. 
У цій роботі ми розглянемо деякі результати щодо двовимірної задачі          
реального моменту. Форма рішення необхідна для розуміння другої частини. 
Друга частина статті (розділи 2, 3) являє собою подання прямих та           
зворотних спектральних задач, що є узагальненням аналогічних класичних        
задач для матриць Якобі та ортогональных многочленів на дійсній осі у          R   
випадку двох блоків типу Якобі, що також симетричні матрицям та          
відповідним ортогональним многочленам на комплексній площині .R 2  
Вивчення n - мірної задачі реального моменту можна знайти в багатьох           
роботах, зазначимо тут наступні [2, 3, 4, 7].  
Блочні матриці типу Якобі, відповідні двовимірній дійсній проблемі        
моментів, вперше з’явились у роботах М. І. Гехтмана та А. А. Калюжного.            
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 Майже одночасноу численних роботах Ян Ху розглядаються абстрактні        
матриці (без з’ясування їх внетрішньої структури), відповідні багатовимірним        
проблемам моментів. 
Встановлення та вивчення матриць, відповідних сильній двовимірній       
дійсній степеневій проблемі моментів та комплексній проблемі моментів        
разом із формулюванням та розв’язанням прямої та оберненої спектральних         
задач, записом ортонормованих поліномів у просторах з мірою, відповідною         





 РОЗДIЛ І. СИЛЬНА ДВОВИМІРНА ПРОБЛЕМА МОМЕНТІВ 
 
 
В цьому роздiлi для повноти дослiджень наведено детальний розв’язок         
степеневої двовимiрної проблеми моментiв та двовивiрної сильної проблеми        
моментiв. Розв’язки записанi за допомогою рiвностi Парсеваля,       
використовуючи розклад за вiдповiдними узагальненими власними векторами.       
Отже, далi слiдуємо згiдно роботи [51]. 
 
 
1.1. Попереднi вiдомостi до не сильної проблеми моментiв 
 
Ця проблема полягає у знаходженні умов для заданої двоіндексної         
послідовності , для яких існує міра Бореля на s }, m, n { m, n   ∈ N 0       p (x, y)d   
дійcній площині і для якої:R 2  
  y  dp (x, y), m, n  sm, n = ∫
 
R2
x m  n    ∈ N 0  
Класична теорія досліджувала матрицю Ермітова Якобі  
 
визначеної як оператор на площині послідовностей . Ця     l2  f = f  ( f )n 
 ∞
 n = 0   
матриця генерує оператор J на скінченній послідовності , яка є        f ∈ lf in ⊂ l2    






−1 = ∞    
(позначимо його також J) є самоспряженим. Для спрощення, будемо говорити,          
що J є самоспряженим. Пряма спектральна задача, тобто розширення власних          
функцій для J, будується наступним чином. Ми отримуємо послідовність         
9 
 многочленів як рішення рівняння  ( λ P ( λ ) )) , ∀ λP = ( n 
 ∞
 n = 0  ∈ R     
. P ( λ )  P ( λ )J = λ  
1.2. Попереднi вiдомостi до сильної проблеми моментiв 
 
Нехай ℌ– сепарабельний гiльбертiв простiр, i нехай та – комутуючi       A   B    
самоспряженi оператори, визначенi на i в i та – їх    om(A)D  om(B)D  ℌ   A−1  B−1    
вiдповiднi оберненi оператори. Розглянемо оснащення :ℌ  
𝒟 ,ℌ− ⊃ ℌ ⊃ ℌ+ ⊃     (1.1) 
де – гiльбертiв простiр топологiчно i квазiядерно вкладений в ; є ℌ+          ℌ  ℌ−   
дуальним до вiдносно простору ; 𝒟 – лiнiйний топологiчний простiр,  ℌ+    ℌ       
топологiчно вкладений в .ℌ+  
Оператори i та i називаються стандартно пов’язаними з A   B   A−1   B−1      
(1.1), якщо 𝒟 𝒟 𝒟 𝒟 i  om(A),⊃ D  om(B),⊂ D  om(A ),⊃ D −1  om(B )⊃ D −1   
звуження 𝒟, 𝒟,  𝒟, 𝒟  дiють з 𝒟 в  неперервно.  A   B   A−1   B−1 H+  
Нагадаємо, що вектор 𝒟 називаться сильним циклічним вектором    Ω ∈      
для операторів та , якщо для деяких ми маємо  A   B     , q  p  ∈ N     
𝒟 та набір усіх цих векторів та , деom(A ) Dom(B ), A  B  Ω Ω ∈ D p ⋂  q  p q ∈        Ω   
, q p  ∈ N 0 є загальним в просторі (і, отже, і в ). Якщо припустити, що    ℌ+      ℌ     
строго циклiчний вектор iснує, то також можна сформулювати спрощений         
варiант проекцiйної спектральної теореми. Повну версiю i вiдповiднi        
доведення можна знайти в (див. [8], Роздiл 3, Теорема 2.7, або [4] Роздiл 5,              
[10], Роздiл 15, [64]). 
 
Teoрема 1.2.1 Для комутуючих самоспряжених операторiв i та їх      A   B    
обернених i зi строго циклiчним вектором в сепарабельному A−1   B−1        
гiльбертовому просторi iснує скiнченна борелiвська мiра , задана  ℌ      p (x, y)d    
таким чином, що для ρ-майже кожної точки iснує узагальнений       x, )( y ∈ R 2
 
   
спiльний власний вектор , тобто, 𝒟,0 = ξ/  x, y ∈ ℌ−  f  ∀ ∈  
10 
 ,ξ , A f )  (ξ   f )( x, y   ℌ = x x, y  ℌ ξ , B f )  (ξ   f )( x, y   ℌ = y x, y  ℌ  
,ξ , A  f )  (ξ   f )( x, y  
−1
 ℌ = x −1 x, y  ℌ ξ , B  f )  (ξ   f )( x, y  
 −1
 ℌ = y −1 x, y  ℌ  
 ​𝒟f  ∈ , ξ  0 x, y =   
Відповідне перетворення Фур'є , задане за правиломF  
 ℌ f F  f ) (x, y)  (x, y) f , ξ )  ∈ L  (R , p (x, y)) = Lℌ ⊃  + ∋  → (  = f
︿
 = (  x, y ℌ 2
2 d  :  2  
є унiтарним оператором (пiсля замикання), який дiє з в . Образи        ℌ   L2   
операторiв i та i в є операторами множення на i та i A   B   A−1   B−1  F      x  y   x−1   




 1.3. Розв’язання двовимiрної сильної степеневої проблеми моментiв 
 
 
Двовимiрна дiйсна степенева проблема моментiв полягає у знаходженнi        
умов для заданої двоiндексної послiдовностi , дiйсних     s }, m, n Z{ m, n   ∈    
чисел так, щоб iснувала мiра Бореля на дiйснiй площинi , для якої      p (x, y)d      R2    
виконується рівність (див. [1, 2, 28]): 
  y  dp (x, y),       m, n Zsm, n =  ∫
 
R 2
x m  n    ∈       (1.4) 
 
Teoрема 1.3.1 Якщо для заданої двоiндексної послiдовностi дiйсних        
чисел iснує зображення (1.4), то послiдовнiсть є додатно s }, m, n Z{ m, n   ∈          
визначеною, тобто 
f  s  0   ( f  s )∑
 
j, k, m, n ∈ Z
f j, k  m, n j+m, k+n ≥  ∑
∞
j, k, m, n = 0
f j, k m, n j+m, k+n ≥ 0     (1.5) 
для всiх фiнiтних послiдовностей комплексних чисел 
.)  ((f ) ), f C(f j, k j, k ∈ Z j, k 
∞
j, k = 0  j, k ∈   
 
Зображення (1.4) для заданої послiдовностi дiйсних чисел       
​iснує i єдине, якщо воно додатно визначене is },  m, n  (m, n ){ m, n   
 ∈ Z  ∈ N 0          









 k√sk (4p − 4k),  l (4k)
=  ,     (1.6) 
де пара  має одне iз значень:k, l}{   
.+ , }, {+ , }, {− , }, {− , }{ 1  + 1  1  − 1  1  + 1  1  − 1  
Нагадаємо, що умова (1.5) є необхiдною для інтегрального зображення         
(1.4). Умови, визначенi в (1.5) i (1.6), разом гарантують не тiльки iснування але             
i єдинiсть представлення (1.4) для даної послiдовностi . ​Єдиність       s }{ m, n
 ∞
 m, n = 0   
є наслідком квазіаналітичного критерія самоспряженості. 
12 
 Доведення. Необхiднiсть умови (1.5) доводиться просто. Якщо       
послiдовнiсть ​має зображення (1.4), то для довiльної s }, m,  Z{ m, n  n ∈         
скiнченної послiдовностi  виконується: (f ) , f Cf =  m, n  m, n ∈ Z  m, n ∈   
f  s  | x  y  |  (dp (x, y) )∑
 
j, k, m, n ∈ Z





m, n ∈ Z
f m, n  m  n
2  ≥ 0      (1.7) 
Позначимо через лінійний простір послідовностей  l    С∞   
, і через - його лінійну множину, що (f ) , f Cf =  m, n  m, n ∈ Z  m, n ∈      lf in       
складається з скiнченних послiдовностей , тобто     (f )f =  m, n  m, n ∈ Z   
послiдовностей, де тiльки для скiнченної кiлькостi iндексiв i .  = 0f m, n /       n   m  
Нехай , – це - послiдовнiсть, визначена таким чином, що кожен  , m, n  ∈  Zδm, n       δ        
 ​ ​зображається так: . f ∈ lf in  f δf =  ∑
 
n, m ∈ Z
 m, n m, n   
Розглянемо лiнiйнi оператори :lf in  
 f  )  f( JA  j, k =  j−1, k   f  )  f( JB  j, k =  j, k−1  
 f  )  f( JA −1  j, k =  j+1, k  . f  )  f( JB−1  j, k =  j, k−1       (1.8)  
Оператори ​i ​та ​i є операторами типу “народження”.  JA    JB    JA −1    JB −1     
Для - послідовностей маємо: δ  
    (1.9)δ  δ  , J δ  δ  , J δ  δ  , J δ  δ  JA j, k =  j+1, k  B j, k =  j, k+1  A−1 j, k =  j−1, k  B−1 j, k =  j, k−1  
Оператори ​i ​та ​i – симетричнi на фiнiтних векторах  JA    JB    JA −1    JB −1       
вiдносно (квазі) скалярного добутку 
 f , g ) g  s  , f , g (  S = ∑
 
j, k, m, n ∈ Z
f j, k  m, n j+m, k+n   ∈ lf in    
(1.10) 
Дійсно,  
 J  f , g)  g  s( A   S = ∑
 
j, k, m, n ∈ Z
(J  f )A j, k  m, n j+m, k+n  
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 g  s  = g  s  =  ∑
 
j, k, m, n ∈ Z
f j−1, k  m, n j+m, k+n = ∑
 
j, k, m, n ∈ Z
f j, k  m, n j + m + 1, k + n =  
g  s  = ( J g )  s  =  ∑
 
j, k, m, n ∈ Z
f j, k  m−1, n j+m, k+n = ∑
 
j, k, m, n ∈ Z
f j, k  A m, n j+m, k+n =  
 ( J  f  , g)  =  A   S , 
 J  f , g)  g  s( B   S = ∑
 
j, k, m, n ∈ Z
(J  f )B j, k  m, n j+m, k+n  
g  s  g  s  =  ∑
 
j, k, m, n ∈ Z
f j, k−1  m, n j+m, k+n = ∑
 
j, k, m, n ∈ Z
f j, k  m, n j + n + 1, k + m =  
g  s  ( J g )  s  = ∑
 
j, k, m, n ∈ Z
f j, k  m−1, n j+n, k+m = ∑
 
j, k, m, n ∈ Z
f j, k  B m, n j+m, k+n  
 ( J  f  , g)  =  B   S , 
 J  f , g)  g  s  (
A−1
  S = ∑
 
j, k, m, n ∈ Z
(J  f )
A−1 j, k  m, n j+m, k+n
=  
g  s g  s  = ∑
 
j, k, m, n ∈ Z
f j+1, k  m, n j+m, k+n = ∑
 
j, k, m, n ∈ Z
f j, k  m, n j + m − 1, k + n =  
g  s  ( J g )  s  =  ∑
 
j, k, m, n ∈ Z
f j, k  m+1, n j+m, k+n = ∑
 
j, k, m, n ∈ Z
f j, k  A−1 m, n j+m, k+n =  
 ( J  f  , g)  =  A−1   S , 
 J  f  , g)  g  s  (
B−1
  S = ∑
 
j, k, m, n ∈ Z
(J  f )
B−1 j, k  m, n j+m, k+n
=  
g  s  g  s  =  ∑
 
j, k, m, n ∈ Z
f j, k+1  m, n j+m, k+n = ∑
 
j, k, m, n ∈ Z
f j, k  m, n j + n − 1, k + m =  
g  s  ( J g )  s  =  ∑
 
j, k, m, n ∈ Z
f j, k  m−1, n j+m, k+m = ∑
 
j, k, m, n ∈ Z
f j, k  B−1 m, n j+m, k+n =   
( J  f  , g)  =  B−1   S , 
Оператори , ,  ​i комутують мiж собою на  : JA  JB  JA −1  JB −1 lf in  
 J  f )   (J  J  f )  ,   (JB A j, k = f j−1, k−1 =  A B j, k   
 J  f )   (J  J  f )(JB−1 A−1 j, k = f j+1, k+1 =  A−1 B−1 j, k  
14 
  J  f )   (J  J  f )  ,(JB A−1 j, k = f j−1, k+1 =  A−1 B j, k   
 J  f )   (J  J  f )(JB−1 A j, k = f j+1, k−1 =  A B−1 j, k  
Нехай  – гiльбертiв простiр, отриманий як фактор - простiрS  
. l  / {h  l   | (h, h)  0} lf in =  f in ∈  f in  S =   
Елемент з вiдповiдає елементу з простору еквiвалентних f   S     f •       
елементiв . Отже, оператори i та їх оберненi i ​коректно l•f in    J
•
A   J
•
B     J
•
A−1   J
•
B−1   
визначенi в . Цей факт описаний детально в [4], Роздiл 8, §1, п. 4 i [8], Роздiл  S                
5, §5, п. 2. Аналогiчно до цього випадку отримуємо:  
 f  J  f  )  ;   J  f  J  f  )  ;   J  f  J  f  )  ;   J  f  J  f  )J •A
• = ( A
•  •B
• = ( B
•  •A−1
• = ( A−1
•  •B−1
• = ( B−1
•  
 om(J ) Dom(J ) Dom(J ) Dom(J ) f ∈ D •A =  
•
B =  
•




f in             (1.11) 
Позначимо для подальших дослiджень  i  замикання ∼  i  в .A B J •A J
•
B S  
Для простоти будемо вважати, що послiдовнiсть є невиродженою,      s }{ m, n    
тобто якщо для ,тодi ,i тепер i i  f , )  ( f S = 0   f  ∈ l f in    f = 0      f
• = f    AJA
•~ =    
та i . Дослiдження в загальному випадку також є BJB
•~ =    AJ •
~
A−1 =     BJ
•~
B−1 =         
бiльш складним, див., наприклад, в [4], Роздiл 8, §1, Пiдроздiл 4 i [8], Роздiл 5,               
§5, Пiдроздiл 1-3.  
Припустимо також, що оператори i та ​i – самоспряженi.    A   B    JA −1    JB −1   
Пiзнiше буде доведено, що i та ​i ​самоспряженi i комутуючi у    A   B    JA −1    JB −1      
строгому резольвентному сенсi за умови (1.6). 
Побудуємо оснащення простору S:  
l (p))   (p) l( 2 −, S ⊃ S ⊃  l2 ⊃  f in   
(1.12) 
де  є зваженим - простором з вагою .(p) l2  l2  (p ) , p  ≥ 1p =  m, n m, n  ∈  Z  m, n  





m, n ∈ Z
| f  |m, n
2
m, n  
де − ​є вiд’ємним простором вiдносно додатного простору l  (p))  H( 2 −, s =          
 ​i нульового простору . (p) H l2 =  +  HS =    
15 
  
Лема 1.3.2 Для простору iснує достатньо швидко зростаюча    S      
послiдовнiсть  , така, що вкладення  є квазiядерним.pm, n  (p)  →  S l2  
Доведення. Нерiвнiсть (1.5) також означає, що мульти-матриця вигляду        
з коефiцiєнтами ​є невiд’ємноK )( j, k; m, n  j, k, m, n ∈ Z    sK j, k; m, n =  j + m, k + n    
визначеною i, отже,  
 s  |  K  |  K  K  s  ,  s  ,| j + m, k + n
 2 = | j, k; m, n
 2 ≤  j, k; j, k m, n; m, n =  j + k, j + k  n + m, n + m
, k, m, n ∈ Zj      (1.13) 
Нехай вага , така, що (q ) , q  ≥ 1q =  j, k  j, k  ∈  Z  j, k  
., q  ∞∑
 
j, k ∈ Z
s j + k,  j + k  −1j, k <   
Далi, з (1.13) отримуємо, що  
  f  s   )  , f  l f  || ||  2S =  ∑
 
j, k, m, n ∈ Z
f j, k m, n j + m, k + n ≤ ( ∑
 
j, k ∈ Z
qj, k
sj + k,  j + k  f  || ||  2l (q)2  ∈  f in  
Таким чином, квазiядерних i топологiчних вкладень є також  (q) Sl2 →         
квазiядерним. 
На наступному кроцi використаємо оснащення (1.12) для побудови        
узагальнених власних векторiв. Внутрiшня структура простору       (p))(l2 −, S  
складна, тому що складна структура . Це є причиною ввести нове оснащенняS   
, ( l  ) (l  (p )) (p) l =  f in
′ ⊃  2 −1 ⊃ l2 ⊃ l2 ⊃ lf in    
(1.14) 
де , є вiд’ємним простором вiдносно (p )l2 −1  ( p  )p−1 =  −1m, n m, n ∈ Z      
додатного простору  i нульового простору . (p)l2 l2  Ланцюги ​(1.12) i (1.14)    
мають один i той самий додатнiй простiр . Лема 1.3.2 встановлює також,       (p)l2      
що простiр  ​є iзометричним до простору .(p) )( l2 −, S (p )l2 −1   
Роль оснащень у подальшому будуть виконувати (1.12) i (1.14).  
16 
 Очевидно, що оператори i та i стандартно пов’язанi iз   A   B   A−1   B−1     
ланцюгом (1.14), i вектор є строго циклiчним для операторiв     δ  ∈ l  Ω =  0, 0 f in       
 i  та  i , тому можемо застосувати теорему 1.2.1.A B A−1 B−1  
Нехай є узагальненим власним вектором операторiв i  ∈ ( l (p))ξx, y 2 −, S       A   
 та  i . Отже, в цьому випадку, за теоремою 1.2.1 маємо: B A−1 B−1 f  ∈ l∀ f in  
 , ξ , Af  )  x ( ξ , f  )( x, y   S =  x, y  S   , ξ , Bf  )  y ( ξ , f  )( x, y   S =  x, y  S  
, ξ , A f  )  x  ( ξ , f  )( x, y  
−1
 S =  −1 x, y  S         (1.15) ξ , B f  )  y  ( ξ , f  )( x, y  
−1
 S =  −1 x, y  S  
Позначимо:  
,( x, y ) ξ  (p )P  = U x, y ∈ l2 −1 ⊂ l  
( x, y ) P  (x, y))  ,  P  (x, y)P  = ( m, n  m, n ∈ Z  m, n  ∈ R
2  
Використовуючи (1.12) i (1.14), перепишемо (1.15) у виглядi:  f  ∈ l∀ f in  
 P (x, y), A f  )  x ( P (x, y), f  )(   l2 =    l2  
 P (x, y), B f  )  y ( P (x, y), f  )(   l2 =    l2  
 P (x, y), A  f  )  x  ( P (x, y), f  )  (   −1 l2 =  
−1   l2  
 P (x, y), B  f  )  y  ( P (x, y), f  )(   −1 l2 =  
−1   l2   (1.16) 
 
Вiдповiдне перетворення Фур’є має вигляд:  
 l  f F  f ) (x, y) f(x, y)  x  y  (R , dp(x, y)),S ⊃  f in ∋  → (  =  
︿
 =  ∑
 
m, n ∈ Z
f m, n
m n ∈ L2
2   
(1.23) 





 ︿     ∈ lf in   (1.24) 
 
Для побудови перетворення Фур’є (1.17) i використання формул (1.18) -          
(1.24) є ще необхiдним перевiрити, що для наших операторiв i та i         A   B   A−1   
вектор є строго циклiчним у розумiннi оснащення (1.12).B−1   δ   Ω =  0, 0 ∈ lf in         
Але це вiрно, тому що завдяки (1.9) маємо:  
.B Ω J  J  δ  δ  ,     p, q  Ap q =  pA
q
B 0, 0 =  p, q   ∈ Z  
17 
 Рiвнiсть Парсеваля (1.24) вiдразу ж приводить до зображення (1.4) згiдно          
з (1.22), (1.23):    і ; з (1.10) отримаємо  x  yδ
︿
m, n =   m  n   δ
︿
0, 0 = 1  
 ( δ  , δ  )  (δ  , δ  )   y  dp (x, y),sm, n =  m, n  0, 0 S =  
︿
m, n  
︿
0, 0 L  (R , dp (x, y)) 2
 2 =  ∫
R 2
 
x m  n   
, n Zm  ∈      (1.25) 
Однозначнiсть зображення (1.4) випливає з самоспряженостi i       
комутативностi операторiв i або i ​або i або i (з  A   B   A   B−1   A−1   B   A−1   B−1   
[4], Роздiл 8). Отже, для завершення доведення теореми 1.2.1 треба тiльки           
перевiрити, що умова (1.6) забезпечує самоспряженiсть та комутативнiсть i        A   
. Але для цього потрiбно тiльки перевiрити, чи має, наприклад, операторB            
щiльну множину  квазiаналiтичних векторiв.A2 + B2 D   
Завдяки (1.8), оператор  діє на таким чином:Ą = A2 + B2   δm, n ∈ D  
δ  (A ) δ  δ  δ  Ą m, n =  
2 + B2 m, n =  m + 2, n m, n + 2    (1.26) 
Очевидно, . Для  маємо: .Ą ≥ 0  ≥ 1p Ąp =  δδm, n =  ∑
p
k = 0
c k p m + 2p − k, n + 2k  
Згiдно з (1.10) норма  в .  Отже, отримуємо| f  ||  | S = √(f , f ) S S δ  ∈ D  ∀ m, n   
| Ą   δ  ||  || δ  ||  || δ  || | p m, n S =  ∑
p
k = 0
c k p m + 2p − k, n + 2k S ≤ ∑
p
k = 0




c k p √s2m + 4p −2k, 2m + 4p −2k    (1.27)
 
Оскiльки  









√p  c  ∑
∞
k = 0
  k p √p  s2m + 4p − 4k, 2n + 4k
= ∞   ∈ N 0  








|    
квазіаналітичності класу через властивостi   С  { ∑p
k = 0
Ckp √s2m + 4p − 4k, 2n + 4k}   
квазiаналiтичностi з ​[44, 59]. Це еквiвалентно квазiаналiтiчностi класу        
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 . Але ця квазiаналiтичнiсть дає одну iз умов (1.6), С  { ∑p
k = 0
Ckp √s4p − 4k,  4k}          
беручи до уваги (1.27). Iншi з умов в (1.6) отримуються перебором варiантiв,            
покладаючи в (1.26)  
A = (B )  ,   A = (A )  (B) ,   A = (A )  (B )  : A2 +  −1 2  :  −1 2 +  2  :  −1 2 +  −1 2   
☐  
 
Зауваження 1.4. Формула – умова (1.6) також є новою, але вiдомi iншi            
умови ​типу (1.6)​, якi гарантують єдинiсть мiри в теоремi 1.3.1.   
 
Зауваження 1.5. Для отримання зображення (1.4) використовуємо метод        
розкладу за узагальненими власними векторами Ю. М. Березанського. 
Висновки: Наведено розв’язки двовимiрної сильної i не сильної проблем         
моментiв, а саме, необхiднi умови розв’язностi та достатнi умови однозначної          
розв’язностi.  
Моментнi зображення записанi, використовуючи рiвнiсть Парсеваля для       




 РОЗДIЛ ІI. ОБЕРНЕНА СПЕКТРАЛЬНА ЗАДАЧА 
 
 
Обернена спектральна задача для блочних матриць вiдповiдних       
двовимiрнiй проблемi моментiв наведена в [11]. Вона полягає у побудовi          
блочних тридiагональних матриць вiдповiдних або двовимiрнiй проблемi       
моментiв або, можна казати, вiдповiдних борелiвськiй мiрi на дiйснiй площинi          
iз умовою, що мiра має всi моменти. Наведемо її розгорнуте доведення           
вiдповiдно до викладеного в [51]. Iсторично вперше такi матрицi з’явились в           
роботi М.Я. Гехтмана та О.О. Калюжного [11]. Далi в роздiлi мiстяться           




2.1. Ортогоналiзацiя двоiндексної послiдовностi вiдповiдної сильнiй      
проблемi моментiв  
 
 
Нехай – ймовiрнiсна мiра Бореля з компактним носiєм на p (x, y)d           
дiйснiй площинi i – простiр iнтегровних з  R2    L  (R , dp (x, y))L2 =  2
2       
квадратом функцiй, визначених на . Вважаємо, що носiй цiєї мiри – це    R2         
компактна множина, яка мiстить не порожню вiдкриту пiдмножину. Тодi         
функцiї , є лiнiйно незалежнi i утворюють  x, y)  y ,  m, n R 2 ∋ (  → x m  n   ∈ Z       
щiльну множину в .L 2  
Розглянемо оператори множення (та їх оберненi):  
 f  (x, y) x f  (x, y)            A
︿
 =    f  (x, y) y f  (x, y)B
︿
 =    
 f  (x, y) x  f  (x, y)                  A
︿−1
 =  −1   f  (x, y) y  f  (x, y)B
︿−1
 =  −1  
 
20 
 в просторi . Очевидно, що цi оператори обмеженi i самоспряженi. Для  L2          









деякий порядок ортогоналiзацiї в  ​для сiмейства функцiй:L2   
  m, n {x  y }m n ,   ∈ Z      (2.1) 
Виберемо деякий порядок ортогоналiзацiї для застосування процедури       
Шмiдта (див. на приклад [10, 33, 34] . 
 
 
   Рис. 2.1 Порядок ортогоналiзацiї  
 
Отже, отримуємо:  
 
 x  y ;1 =  0 0  
 y  , x  y , x  y , x  y ;x1 0  0 1  −1 0  0 −1  
 y , x  y , x  y , x  y , x  y , x  y , x  y , x  y ;x2 0  1 1  0 2  −1 1  −2 0  −1 −1  0 −2  1 −1  
..............................................................................................  
 y , x  y , ... , x  y , x  y , x  y , ... , x  y ;x n 0   n − 1 1   1 n − 1  0  n  −1  n − 1   − (n − 1) 1     (2.2) 
 y , x  y , ... , x  y , x  y , x  y , ... , x  y ;x −n 0  −( n − 1) −1   −1 −(n − 1)  0 − n  1  −(n − 1)   n − 1 −1  
..............................................................................................  
 
Враховуючи послiдовнiсть функцiй (2.2), ортогоналiзуємо її вiдповiдно       
до процедури Шмiдта. В результатi отримаємо ортонормовану систему        
полiномiв (кожен полiном за змiнними ), яку позначимо      y ,   m, n ∈ Zx m  n      
таким чином:  
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  P  (x, y);1 =  0, 0   
 (x, y), P  (x, y), P  (x, y), P  (x, y);P 1, 0   1, 1   1, 2   1, 3   
 (x, y), P  (x, y), P  (x, y), P  (x, y), P  (x, y), P  (x, y),P 2, 0   2, 1   2, 2   2, 3   2, 4   2, 5    
 (x, y), P  (x, y);P 2, 6   2, 7   
..................  
 (x, y), P  (x, y), P  (x, y), ... , P  (x, y), P  (x, y);P n, 0   n, 1   n, 2    n, 4n − 2   n, 4n − 1    
(2.3) 
де кожний полiном має вигляд  
     (2.4) 
тут позначимо наступну частину вiдповiдного полiнома; для  0 а ..kn, α >  + .        
зручностi покладаємо . Таким чином – деякi лiнiйнi   (x, y) 1P 0; 0  =     P n; α     
комбiнацiї елементiв (2.3). Оскiльки множина (2.1) є щiльною в просторi ,          L2  
то послiдовнiсть (2.2) – це ортонормований базис в цьому просторi. 
 
Нехай пiдпростiр 𝒫 утворений за (2.4). Очевидно, що  , ∀n ∈ Nn; α        
:n ∈ N∀  
    (2.5) 
де {𝒫 , позначимо одновимiрний  (x, y) }, n ∈ N , α 0, 1, . . . 4n − 1 n; α    =       






 2.2. Дослiдження блочної структури матриць типу Якобi вiдповiдних        
сильнiй проблемi моментiв 
 
Для наступного дослiдження потрiбно замiсть звичайного простору       l2  
ввести Гiльбертiв простiр  
  ⊕ H  ⊕ H  ⊕ ···, H , H , n ∈ N . l2 = H0 1 2  0 = C  n = C
 4n
      (2.6)  
Кожен вектор  має вигляд , i, отже: ∈ lf 2  (f ) , f  ∈ Hf =  n
∞
n = 0  n n   
| f  ||  | f  ||  ∞ ,    (f , g)  (f , g  )  ,  ∀ f , g l  | 2l2 =  ∑
∞
n = 0 
| n
2
Hn <    l2 = ∑
∞
n = 0 
 n  n Hn   ∈  2  
Для координат вектора в деякому ортонормованому     f  ∈ H , n ∈ N n n  0     
базисi в просторi позначимо через e , e , e , . . . , e }{ n; 0  n; 1  n; 2   n; 4n − 1    C
4n    
i, отже, отримаємo:f , f , f , . . . , f ) ( n; 0  n; 1  n; 2   n; 4n − 1   
  (f , f , f , . . . , f ) f n =  n; 0  n; 1  n; 2   n; 4n − 1  
Використовуючи ортонормовану систему (2.3), можна визначити      
вiдображення l2  з (2.6) у  .  ПокладемоL2  
 (x, y) P  (x, y), P  (x, y), P  (x, y), ... ,  (x, y) H ,P n  =  n, 0   n, 1   n, 2   P n, 4n − 1  ∈  n  
.  Тодi(x, y), , ∀ n ∀   ∈ R2  ∈ N  
  (f  )  I  f  ) (x, y) = f  (x, y) ( f , P  (x, y))  Ll2 ∈ f =  n
∞
n = 0 → (  :  
︿
 =  ∑
∞
n = 0
n  n  Hn ∈  2
.        (2.7) 
Тому для  отримаємо ∈ Nn  
f , P  (x, y))H  f  P  (x, y)  P  (x, y)  P  (x, y)  · · ( n  n  n =  n; 0 n; 0  + f n; 1 n; 1  + f n; 2 n; 2  + ·  
f  P (x, y) ,+  n, n 4n − 1; n   
 




Тодi (2.7) – це вiдображення простору ​в , враховуючи щiльнiсть      l2   L2    
ортонормованої системи (2.3) а, отже, це вiдображення iзометричне.        
Вiдображення (2.7) переводить весь простiр ​у весь простiр , бо система     l2     L2    
(2.3) – це ортонормований базис в . Тому вiдображення (2.7) – це унiтарне      L2        
перетворення (позначається ), яке дiє з  ​в .I l2 L2  
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 Нехай T – лiнiйний обмежений оператор, визначений на просторi ​з         l2   
(2.6). Тодi iснує єдина послiдовнiсть , де для кожного     τ  )( j, k
∞
j, k = 0     , k ∈ Nj  0
елемент  ​є оператором з  в  ​так, щоτj, k Hk H j   
.T f )   τ  f , j ∈ N , (T f , )  ( τ   f , g )  ,  f ,  ∈ l( j =  j, k k  0  g l2 =  j, k k  j H j  g 2      (2.8) 
Для доведення (2.8) потрiбно тiльки описати T в просторi з (2.6),         l 2    
використовуючи базис 
e ;  e , e ;  e ,  e ,  e ; . . . ;  e ,  e ; ..;  e ; ... ; e( 0; 0  1; 0  1; 1  1; 2  1; 3  2; 0   n; 0  n; 1 .  n; 4n − 1   0; 0 = 1   
(2.9) 
Тодi є оператором для кожного . Оператор має τj, k     → HHk j    , k ∈ Nj  0    
матричний вигляд  
, (T e , e  )τj, k; α, β =  k, β  j, α l2     (2.10) 
при i . Перепишемо  0, , ..,  α =  1 . j β 0, , .., =  1 . k (τ  )τj, k =  j, k; α, β
 j, k
 α, β = 0  
включаючи випадки:  
( τ  )  ,τ 0, k =  0, k; α, β
 0, k
 α, β = 0  
( τ  )  ,τ j, 0 =  j, 0; α, β
 j, 0
 α, β = 0  
.( τ  )τ 0, 0 =  0, 0; α, β
 0, 0
 α, β = 0  
Варто зауважити, що в зображеннi (2.8) це правильно i для загального           
оператора в просторi ​з областю визначення , де T    l2     om(T ) l  ⊂  lD =  f in 2   lf in  
позначає фiнiтнi вектори . У цьому випадку перша формула з (2.8)   l2         
виконується для ; друга формула – для . ∈ lf f in  ∈ l , g ∈ lf f in  2   
Розглянемо зображення ​обмеженого оператора   I  T  I   L  T
︿
=  −1 :  2 → L2    
 ​з вiдображенням (2.7). Ця матриця в базисi (2.3):T : l2 → l2   
 (x, y), P  (x, y), P  (x, y), P  (x, y), P  (x, y), P  (x, y); ... ;P 0, 0   1, 0   1, 1   1, 2   1, 3   2, 0    
 (x, y), P  (x, y), ... , P  (x, y); ... ;P n, 0   n, 1    n, 4n − 1    
дорiвнює звичайнiй матрицi оператора , яка розумiється як оператор:    T      
​у вiдповiдному базисi (2.9). Використовуючи (2.10) i згадану вище ll2 →  2           
24 
 процедуру, отримаємо матричний оператор . За    (τ  )  T l  lτj, k =  j, k
 ∞
 j, k = 0 :  2 →  2   
визначенням ця матриця також є матричним оператором .L  T
︿
:  2 → L2  
    
 
Дослiдження блочної структури матрицi типу Якобi вiдповiдної       
змiннiй x  
  
   
Очевидно, що може бути довiльним лiнiйним обмеженим оператором  T
︿
       
. Розглянемо замiсть , i в якостi вiзьмемо i та iL2   T   T
︿
    T   A   B   A−1   B−1  
вiдповiдних матрицям  ​i  ​та  ​i .JA JB JA−1 JB−1  
    
Лема 2.2.1​ Для полiномiв , i пiдпросторiв (x, )P n; α y  
,, n,  ∈ N , α 0, 1, . . . , 4n − 1, β 0, 1, . . . , 4n − 1P m, β  m 0  =      =      
виконуються спiввiдношення:  
 
  xP  (x, ) ∈ P , α 1, .., ; n; α y n + 1; α  =  . n  
  xP  (x, ) ∈ P  , α , , .., 3n−1); n; α y n + 1; n  = n n + 1 . (    (2.11) 
  xP  (x, ) ∈ P , α n, n , .., 4n−1); n; α y n + 1; α + 4  = 3 3 + 1 . (   
  
Доведення. Вiдповiдно до (2.3) полiном , утворений      (x, ), n NP n; α y  ∈  0   
лiнiйною комбiнацiєю (2.4). Помноживши її на x, отримаємо лiнiйну         
комбiнацiю:  
 
P  (x, ) k  x  y  ... , , 1, .., −1;x n; α y =   n, α  n − α + 1  α +  α = 0  . n  
P  (x, ) k  x  y  ... , , n , .., 3n−1);x n; α y =   n, α  n − α + 1 2n − α +  α = n  + 1 . (  
P  (x, ) k  x  y  ... , n, 2n , .., 3n−1);x n; α y =   n, α  α −3n + 1 2n − α +  α = 2  + 1 . (  




 Тодi матимемо:  
 
Приєднавши n-ий полiном у перше вкладення i об’єднавши друге i третє           
вкладення, отримаємо (2.11). 
 
Лема 2.2.2​ Нехай  є оператором множення на  в просторi :A
︿
x L2  
 ∋ ϕ(x, y) (A ϕ)(x, y) xϕ (x, y) ∈ L   L2  →  
︿
 =   2     
(Очевидно, що – самоспряжений i обмежений). Матриця в  A
︿
      (a  )A
︿
=  j, k
 ∞
j, k = 0   
базисi (2.3) (тобто ) має тридiагональну структуру: ​для    I  A IA =  −1
︿
     0aj, k =    
. j − k | 1| >       
Доведення.​ Використовуючи (2.10) для 
, отримаємо I P  (x, ), n ∈ N ; γ 0, 1, . . . , 4n − 1en; γ =  
−1
n; γ y   =     j, k ∈ N∀  0  
 (A e , e )l   P  (x, y) P  (x, y)  dp (x, y) ,aj, k; α, β =  k; β  j; α 2 =  ∫
 
R 2
x k; β  j; α      (2.12) 
де . Згiдно з (2.5) i (2.11) iнтеграл в (2.12)  0, , .., j−1,  β 0, , .., k−1α =  1 . 4  =  1 . 4          
дорiвнює нулю для для кожного . З iншого   j k 1 >  +      0, 1, . . . , 4j − 1β =        
боку, iнтеграл у (2.12) має вигляд  
a )  P  (x, ) P  (x, ) dp (x, )( * j, k; α, β = ∫
 
R2
x k; β y j; α y y =   
  P  (x, ) P  (x, ) dp (x, ) a  =  ∫
 
R2
x j; α y k; β y y =  k, j, β, α    (2.13) 
де . Оскiльки оператор  0, 1, . . . , 4j − 1 i β 0, 1, . . . , 4k 3α =     =     +     A
︿
 
симетричний, з (2.11) маємо, що останнiй iнтеграл дорiвнює нулю для          
 i для кожного  j 1k >  +   0, 1, . . . , 4j − 1, β 0, 1, . . . , 4k 3α =      =     +   
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 У результатi iнтеграл (2.12), тобто коефiцiєнти ,      , , j, k ∈ Naj, k, α, β    0  
дорiвнюють нулю для (у   | j − k | 1; α 0, , .., j − 1, β 0, , .., k − 1 >   =  1 . 4  =  1 . 4   
попереднiх мiркуваннях необхiдно брати до уваги, що ). (x, y) 1P 0; 0  =    
Таким чином матриця ​оператора має тридiагональну   (a  ) j, k
 ∞
j, k = 0   A
︿
   
блочну структуру  
   (2.14)  
Подальший аналiз виразiв (2.12) дає можливiсть виявити нульовi i         
ненульовi елементи матрицi ​в кожному випадку для   (a  ) j, k, α, β
 j, k
 α, β = 0      j − k| ≤ 1|
. Використовуємо також властивостi перестановок матричних iндексiв , i       , kj    
., βα   
    
Лема 2.2.3​ Нехай  ​– матричний оператор множення на  в ,a  )( j, k
 ∞
 j, k = 0 x L2
 
де є матрицями операторiв  H  H ; a  (a  )aj, k :  k →  j  j, k =  j, k; α, β
 j, k
 α, β = 0     aj, k  
у вiдповiдному ортонормованому базисi. Тодi ,j ∈ N∀ 0  
  ··  , ∀α , , .., −1;aj,  j + 1; α, α + 1 = aj, j + 1; α, α + 2 = · = aj, j + 1; α, j − 1 = 0  = 0 1 . j   
 , α , , .., j − 2, β j , j 2, ... , 4j 3;aj + 1,  j; α, β = 0  = 0 1 . 3  =  + 1  +    +    
  ··  ,aj,  j + 1; α, α + 4 = aj, j + 1; α, α + 5 = · = aj, j + 1; α, 4j + 3 = 0   
α j 1, .., 4j−2;∀ = 3 −  .       (2.15) 
Доведення. Вiдповiдно до (2.12) i (2.11) для        ∈ N0, ∀α 0, , .., j − 1j  =  1 . 4  
i  маємо:β 0, 1, . . . , 4j 3∀ =     +    
 P  (x, ) P  (x, ) dp(x, )aj, j + 1; α, β = ∫
 
R2
x j + 1; β y j; α y y =  
27 
 = P  (x, ) P  (x, ) dp(x, )∫
 
R2
x j; α y j + 1; β y y  
де належить пiдпростору з (2.11). Завдяки цьому отримуємо P  (x, )x j; α y         
рiвностi в (2.15). Для  ​можна скористатися симетрiєю оператораaj+1, j  
a  a  , j ∈ N ,A :  j, j + 1; α, β =  j + 1,  j; β, α  0  
 0, 1,  . ., 4n − 1, β 0, 1,  . .,  4n 3α =   .   =   .  +   
 
Лема 2.2.4​ Елементи , a , ..., a , a ,aj, j+1; 0, 0  j, j+1; 1, 1   j, j+1; j, j  j, j+1; 3j−1, 3j+3  
, . . . , a , n ∈ Naj, j+1; 3j, 3j+4   j, j+1; 4j−1, 4j+3  0   (2.16) 
матрицi  є додатнiми.a  )( j, k
 ∞
 j, k = 0  
Доведення. Почнемо з дослiдження . Позначимо через    a0, 1; 0, 0    (x, y)P
′
1; 1   
ненормований вектор . Вiдповiдно до (2.8) i (2.7), маємо:(x, y)P 1; 1    
′ (x, ) −(x, )P y = x 1 L2  
Тому, використовуючи (2.12), отримаємо  
 P  (x, y) dp(x, y) | P  (x, y) ||  P  (x, y) dp(x, y)a0, 1; 0, 0 = ∫
 
R2
x 0, 0   = |
′




x ′1, 1    




x −   L2   
,|| P  (x, y) || ( || x ||  (x, 1)  | )=  ′1, 0  L2
 −1 2
L2 − |  L2
2
 
   (2.17) 
де ( ). P (x, y)1 =  0; 0   
Також, з (2.17), з’ясовуємо, що останнiй вираз додатнiй i, отже,          
. 0a0, 1; 0, 0 >   
Оскiльки оператор A симетричний, то  ​. aa0, 1; 0, 0 =  1, 0; 0, 0  
Додатнiсть в (2.17) випливає з рiвностi Парсеваля про розклад функцiї          
 ​вiдносно ортонормованого базису (2.3) в просторi : ∈ Lx 2 L2  
(x, 1) |  |(x, P (x, y))  |  |(x, P (x, y)) |  · · · ∥x∥  |  L2
2 +   1; 0  L2
2 +   1; 1  L2





 Pозглянемо елементи ., де j ∈ N , α 0, 1, . . . , jaj, j+1; α, α   =       
З (2.12) отримаємо  
 P (x, y)P (x, y) dp(x, y) aj,  j+1; α, α = x j+1, α+1  j; α    
= P  (x, y)P  (x, y) dp(x, y)∫
 
R2
x j, α  j+1; α+1      (2.19) 
Для  отримаємо вiдповiдно до (2.3) i (2.5), : (x, y)P j, α   0, 1, . . . , jα =      
 (x, y) k x   y  R  (x, y)P j; α  =  j; α  j − α α +  j; α    
(2.20) 
де – деякий полiном з , якщо . Тому – (x, )Rj; α y     P j; α−1    0, , ..,α =  1 . j    R (x, ) x j; α y  
деякий полiном з (див. (2.11) i (2.5)). Помноживши його на ,   P j−1; α        x  
отримаємо  
P (x, y) k x  y xR  (x, y) x j; α  =  j; α   j − α + 1 α +  j; α                        (2.21) 
де . З iншого боку, рiвнiсть типу (2.20) для iндексiв R  (x, ) ∈ Px j; α y
•
j+1; α          j + 1
дає:  
, (x, y) k x   y  R  (x, y)P j+1; α  =  j+1; α   j − α + 1 α +  j+1; α      ​(2.22) 




  0, 1, . . . , j 1α =     +   
Знайдемо  з (2.22) i пiдставимо його в (2.21). Отримаємо yx j − α + 1 α  
P (x, y) k  k (P  (x, y) − R (x, y)) xR (x, y) x j; α  =  j; α j +1; α j+1; α  j+1; α  +  j; α    
 P (x, y) − k  R (x, y) xR (x, y) =
kj, α
kj+1, α j+1; α
 j; α j+1; α  +  j; α     (2.23) 
    
Другi два члени в (2.23) належать до та до ​i в будь-якому разi,       P •j; α    P
•
j+1; j      
ортогональнi до .(x, y)P  j+1; α+1   
Тому пiдстановка виразу (2.23) у (2.19) дає: .         0aj, j+1; α, α+1 =
 kj; α
 kj+1; α+1
>   
Оскiльки матриця (2.14) є симетричною, то      
., α 0, 1, . . . , 4n − 1, β 0, 1, . . . , 4n 3aj, j+1; α, β = aj, j+1; β, β  =      =     +   
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 Вiдповiднi симетричнi елементи матрицi теж додатнi. Аналогiчним чином        
показуємо позитивнiсть елементiв другого рядка в (2.16).  
Перепозначимо:  
 a   → Han =  n+1, n : Hn n+1  
 a   → Hbn =  n, n : Hn n  
 a   → Hcn =  n, n+1 : Hn+1 n     ∈ Nn 0    (2.24) 
Попереднi дослiдження зiбранi у такiй теоремi. 
 
Teoрема 2.2.5 Обмежений самоспряжений оператор iз циклiчним       
вектором множення на незалежну змiнну “ ” в просторi в     x    (R , p(x, ))L2
2 d y  
ортонормованому базисi (2.3) має вигляд блочної тридiагональної матрицi        
типу Якобi , що дiє у просторi (2.6):J x   
     (2.25) 
 
30 
 , де  ∈ N  n 0  [c ; 0 0 0 ];c0 =  0  
 
    
– симетрична (4n×4n) - матриця, ( – скаляр). Вbn       ∈ Nn  b0     
- матрицi нульовi елементи позначенi “0”; додатнi елементи4n 4) × (4n)( +    cn        
– (крiм ); “∗” – елементи, якi можуть бути i нульовими i ·; , ,c · ·  cn; 3n − 1, n           
ненульовими. Матриця  симетрична до матрицi .an , n ∈ Ncn  0   
Матриця  дiє на векторах  за правилом:J x  (f )  ∈ (l )f =  n
∞
n = 0 2  
,J f )  a  f  b  f  c  f , n ∈ N( x n =  n−1 n−1 +  n n +  n n+1  0    (2.26) 
де покладаємо . = 0, f  = 0a−1 :   −1 :    
 
 
Дослiдження блочної структури матрицi типу Якобi вiдповiдної       
змiннiй y  
 
Дослiдимо структуру матрицi , яка виникає при множеннi   JB      
вiдповiдного оператора на змiнну .y  
    
31 
 Лема 2.2.6​ Для полiномiв , i пiдпросторiв  (x, )P n; α y , n, m ∈ N ,P  
•
m,  β   0  
 виконуються спiввiдношення: , 1, . . . , 4n − 1α = 0      
P  (x, ) ∈ P , α 0, , .., n;y n; α y
•
n+1; α+1  =  1 . 2               (2.27) 
P  (x, ) ∈ P , α 2n , .., n ;y n; α y  
•
n+1; 2n+1  =  + 1 . 4 − 1   
Доведення: Видповидно до (2.3) поліном , утворений      (x, ), n P n; α y  ∈ N 0   
лінійною комбiнацiєю (2.4). Помноживши її на , отримаємо лiнiйну      y    
комбiнацiю  
  yP  (x, y) k  x  y  · · · , α 0, 1, . . . , (n − 1); n; α  =  n, α n−α α+1 +   =      
  yP  (x, y) k  x  y  · · · , α n, n , . . . , (3n − 1); n; α  =  n, α n−α 2n−α+1 +   =   + 1    
  yP  (x, y) k  x  y  · · · , α 2n, 2n , . . . , (3n − 1); n; α  =  n, α α−3n 2n−α+1 +   =   + 1    
  yP  (x, y) k  x  y  · · · , α 3n, 3n , . . . , (4n − 1); n; α  =  n, α α−3n α−4n+1 +   =   + 1    
Тодi матимемо:  
  yP  (x, y)  , α 0, 1, . . . , (n − 1); n; α  ∈ P
•
n+1; α+1  =      
  yP  (x, y) , α n, n , . . . , (3n − 1); n; α  ∈ P
•
n+1; α+1  =   + 1    
  yP  (x, y)  , α 2n, 2n , . . . , (3n − 1); n; α  ∈ P
•
n+1; 2n+1  =   + 1    
  yP  (x, y)  , α 3n, 3n , . . . , (4n − 1); n; α  ∈ P
•
n+1; 2n+1  =   + 1    
 
Поєднуючи перше, друге вкладення та з третього, отримуємо      2nα =      
перший рядок з (2.27). Решта є другим рядком з (2.27).  
   
Лема 2.2.7 Нехай є оператором множення на y в просторi   B
︿
        
.L  ∋ γ(x, y)  → (Bγ)(x, y) y γ (x, y)  ∈ LL2 :  2  
︿
 =   2   
(Очевидно, що – самоспряжений i обмежений). Матриця  B
︿
      
в базисi (2.3) (тобто ) має тридiагональну (b , )B
︿
=  j k
∞
j, k = 0       I BIB =  
−1︿    
структуру: для . 0bj, k =   j − k | 1| >    
Доведення.​ Використовуючи (2.10) для  таe  I P (x, y) 0; 0 =  
−1
0; 0   
, I P (x, y) , n ∈ N ; γ 0, 1, . . . , 4n − 1en; γ =  
−1
n; γ    =       
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 отримаємо j, k ∈ N∀  0  
 (Be  , e )l  P  (x, y)P (x, y) dp(x, y) uj, k; α, β =  k ; β  j; α 2 = ∫
 
R2
y k; β  j; α     (2.28) 
де . Згiдно з (2.5) i (2.11) iнтеграл в (2.28)  0, , .., j−1, β 0, , .., kα =  1 . 4  =  1 . 4 + 3          
дорiвнює нулю для  для кожного . k 1j >  +   0, 1, . . . , 4j − 1β =       
З iншого боку, iнтеграл у (2.28) має вигляд  
u )   y P  (x, y) P  (x, y) dp(x, y)( * j, k; α, β = R
2
k; β  j; α   =   
, =  P  (x, y) P  (x, y) dp(x, y)∫
 
R2
y j, α  k; β   = uk,  j, β, α    (2.29) 
де i . Оскiльки оператор  0, 1, . . . , 4j − 1α =        0, 1, . . . , 4k 3β =     +     B
︿
 
симетричний, з (2.11) маємо, що останнiй iнтеграл дорiвнює нулю для          
 i для кожного . j 1k >  +   0, 1, . . . , 4j − 1, β 0, 1, . . . , 4k 3α =      =     +    
У результатi iнтеграл (2.28), тобто коефiцiєнти ,       , j, k ∈ Nuk,  j, β, α,    
дорiвнюють нулю для . (У    j − k | 1; α 0, 1, .., 4j − 1, β 0, , .., 4k − 1| >   =   .   =  1 .    
попереднiх мiркуваннях необхiдно брати до уваги, що ). (x, y) 1P 0; 0  =    
Таким чином матриця оператора має тридiагональну блочну   u )( j, k
∞
j, k = 0  B
︿
    
структуру 
   (2.30) 
Подальший аналiз виразiв (2.28) дає можливiсть виявити нульовi i         
ненульовi елементи матрицi ​в кожному випадку для   u )( j, k, α, β  
j, k
α, β = 0      
. Використовуємо також властивостi перестановок матричних| j − k | ≤ 1       
iндексiв , i ., kj  , βα   
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 Лема 2.2.8 Нехай – матричний оператор множення на y в   u )( j, k  
∞
j, k = 0         L2
, де є матрицями операторiв у   H  → H ; u  (u )uj, k :  k j  j, k =  j, k; α, β
 j, k
 α, β = 0    uj, k   
вiдповiдному ортонормованому базисi. Тодi ,j ∈ N∀ 0   
  ··  , α , , .., j−1uj, j+1; α, α+2 = uj, j+1; α, α+3 = · = uj, j+1; α, 4j+3 = 0 ∀ = 0 1 . 2  
 , α j, .., j−1, β j , .., j  uj+1, j; α, β = 0 ∀ = 2 . 4 ∀ = 2 + 1 . 4 + 3    (2.31) 
Доведення.​ Вiдповiдно до (2.27) i (2.28) для 
i  маємо: ∈ N , ∀α 0, , .., j − 1 j  =  1 . 4 β 0, 1, . . . , 4j 3∀ =     +    
 P  (x, y) P  (x, y) dp(x, y) uj,  j+1, α, β = ∫
 
R2
y j+1, β  j; α    
=  P  (x, y) P  (x, y) dp(x, y)∫
 
R2
y j, α  j+1; β    
де належить пiдпростору з (2.28). Завдяки цьому отримуємо  P  (x, y)y j, α          
рiвностi в (2.31).  
Для  ​ ​можна скористатися симетрiєю оператораuj+1,  j  
iu  u , j ∈ N0, α 0, 1, . . . , 4j − 1 B :  j,  j+1; α, β =  j+1,  j; β, α   =      
 0, 1, . . . , 4j 3β =     +   
 
Лема 2.2.9 ​Елементи , u , . . . , u , j ∈ N ,uj,  j+1; 0, 1  j,  j+1; 1, 2   j,  j+1; 2j+1, 2j+2     
(2.32) 
матриці  є додатними.u  )( j, k
∞
j, k = 0  
Доведення. Почнемо з дослiдження . Позначимо через    u0, 1; 0, 1    (x, y)P
′
1, 1   
ненормований вектор . Вiдповiдно до (2.8) i (2.7), маємо:(x, y)P 1; 1    
.′ (x, y)  − (y, P (x, y))  P  (x, y) − (y, 1)P  = y  1; 0  L2 1; 0   L2  
Тому, використовуючи (2.28), отримаємо  
  P P (x, y) dp(x, y)u 0, 1; 0, 1 =  ∫
 
R2
y 0,  0 1, 1    
P (x, )∥ y P (x, ) dp(x, y) u  = ∥ 1; 1 y L  2 1; 1 y  0, 1; 0, 1 =  
34 










y  1; 0  L2 1; 0   L2   









 1; 0  L2
2  L2
2   (2.33) 
де .1 P (x, y))( =  0; 0   
Також, з (2.33) з’ясовуємо, що останнiй вираз додатнiй i, отже,          
.u0, 1; 0, 1 > 0  
Оскiльки оператор симетричний, то . Додатнiсть в  B     uu0, 1; 0, 1 =  1, 0; 1, 0    
(2.33) випливає з рiвностi Парсеваля про розклад функцiї вiдносно         ∈ Ly 2  
ортонормованого базису (2.3) в просторi :L2  
(y, 1)  |  |(y, P (x, y)) |  |(y, P (x, y))  |  · · · ∥y∥|  L2
2 +   1; 0  L2
2 +   1; 1  L2
2 +  =  2L2
(2.34) 
Розглянемо елементи . З  , де j ∈ N , α 0, 1, . . . , 2j 1uj, j+1; α, α+1   =     +    
(2.28) отримаємо 
 y P (x, ) P (x, ) dp(x, ) uj, j+1; α, α+1 = R
2
j+1, α+1 y j; α y y  
.= P (x, y)P (x, y) dp(x, y)∫
 
R2
y j, α  j+1; α+1     (2.35) 
Для  отримаємо вiдповiдно до (2.3) i (2.5)(x, y)P j; α   
: 0, 1, . . . , 2j 1α =     +    
(x, y) k  x  y  R (x, y) P j; α  =   j; α
  j − α α +  j; α     (2.36) 
де – деякий полiном з (див. (2.11) i (2.5)).(x, y)Rj; α  P j; α−1   
Помноживши на , отримаємо(x, y)P j; α  y   
P (x, y) k  x  y  yR (x, y) y j; α  =  j; α  j−α  α+1 +  j; α    (2.37) 
де . R (x, y) ∈ Py j; α   
•
j+1; α+1   
З iншого боку, рiвнiсть (2.36) для дає:      (x, y)P j+1, α+1    
(x, y) k  x  y  R (x, y) P j+1; α+1  =  j+1; α  j−α  α+1 +  j+1; α+1     (2.38) 
де .(x, y) ∈ PRj+1; α+1  j+1; α+1  
35 
 Знайдемо  з (2.38) i пiдставимо його в (2.37). Отримаємо: yxj−α α+1  
 P (x, y) (P (x, y) − R (x, y)) y R  (x, y) y j; α  =
 kj; α
kj +1; α j+1; α 
 j+1; α+1  +  j; α              (2.39) 
 P (x, y) −  R (x, y) y R (x, y) =  
 kj; α
kj +1; α j+1; α 
 
 kj; α
kj +1; α j+1; α+1 
 +  j; α   
Другі два члени в (2.39) належать до і ортогональні до       P  
•
j+1; α     
.(x, y)P  
 
j+1; α+1   
Тому пiдстановка виразу (2.39) у (2.35) дає:  
.  0 uj,  j+1; α, α+1 =  
kj; α
kj+1; α+1
>  Оскiльки матриця (2.30) є симетричною,     
то елементи  ​також додатнi uuj,  j+1;  α,  α+1 =  j,  j+1; α,  α+1  
. Перепозначимо: ∈ N , α 0, 1, . . . , 2j 1j  =     +    
, u   → Hun =  n+1, n : Hn n+1  
, u   → Hωn =  n+1, n : Hn n    (2.40) 
, u   → Hυn =  n, n+1 : Hn+1 n  
Попереднi дослiдження узагальненi в такiй теоремi.  
 
Teoрема 2.2.10 Обмежений самоспряжений оператор iз циклiчним       
вектором множення на незалежну змiнну “y” в просторi в         (R , dp(x, y))L2
2     
ортонормованому базисi (2.3) має вигляд блочної тридiагональної матрицi        
типу Якобi, що дiє у просторi (2.6): 
                  (2.41) 
, де  ∈ Nn 0  [ ∗ u  0 0 ];u0 =  0; 0, 1  
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- матриця, де нульовi елементи позначенi “0”; додатнi4n ) × (4n)un = ( + 4          
елементи – (крiм ); “∗” – елементи, якi можуть бути i нульовими i  u.; . , .   un; 0, 0           
ненульовими; – симетрична ( ) - матриця, ( – скаляр). wn    n × 4n4     ∈ Nn  w0    
Матриця  симетрична до матрицi , .vn un n ∈ N 0  
Матриця   дiє на векторах  за правилом:J y f  )  ∈ (l )f = ( n
∞
n = 0 2  
J f ) v  f  f  f , n ∈ N ,( y  n =  n−1 n−1 + wn n + un n+1  0      ​(2.42) 
де покладаємо  ≔ 0, f  ≔ 0.v−1  −1  
Дослiдження блочної структури матрицi типу Якобi вiдповiдної       
змiннiй x −1  
 
Дослiдимо структуру матрицi яка виникає при розглядi оператора   ,JA−1       
множення на змiнну . Розглянемо замiсть оператора оператор   x−1      Tˆ   A−1  
вiдповiдної матрицi .JA−1  
Лема 2.2.11 Для полiномiв i пiдпросторiв     (x, y),P n; α     
,, n, m ∈ N , α , , , 4n , β , , , nP m, β   0  = 0 1 …  − 1  = 0 1 … 4 − 1   
виконуються спiввiдношення: 
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 P (x, ) ∈ P   α , , , ;x−1 n; α y n; 3n−1 = 0 1 … n − 1  
P (x, ) ∈ P , α , n , , n;x−1 n; α y n+1; α+2  = n  + 1 … 3  
P (x, ) ∈ P , α n , , nx−1 n; α y n+1; 3n+2  = 3 + 1 … 4 − 1             (2.43) 
Доведення​. Вiдповiдно до (2.3) полiном , утворений      (x, y), n ∈ NP n; α   0   
лiнiйною комбiнацiєю (2.4). Отже, помноживши її на , отримаємо лiнiйну       x−1     
комбiнацiю 
P (x, )  x y , , , , n );x−1 n; α y = kn; α  n−α−1  α + ⋯ α = 0 1 … ( − 1    
P (x, ) x yx−1 n; α y = kn; α  n−α−1  2n−α , , , , 3n );+ ⋯ α = n n + 1 … ( − 1  
P (x, ) x  yx−1 n; α y = kn; α  α−3n−1  2n−α , n, n , , 3n );+ ⋯ α = 2 2 + 1 … ( − 1  
     (2.44)P (x, )  x  y , n, n , , 4n ).x−1 n; α y = kn; α  α−3n−1  α−4n + ⋯ α = 3 3 + 1 … ( − 1  
Поєднуючи в (2.44) другий i третiй рядки та перший елемент четвертого           
рядка отримуємо (2.43). 
Лема 2.2.12​ Нехай  є оператором множення   в просторi :Aˆ
−1
x−1 L2  
. ∋  γ (x, y)  ↦  (A γ) (x, y)  γ (x, y) ∈  LL2  ˆ
−1 
 = x−1  2  
(Очевидно, що – самоспряжений i обмежений). Матриця  Aˆ
−1
      
в базисi (2.3) (тобто має тридiагональнуAˆ
−1
= (p )j, k
∞




   
структуру: для . pj, k = 0 j || − k > 1  
Доведення.​ Використовуючи (2.10) для 
 P  (x, ) i e P (x, ), n ∈ N ; γ , ,  . . , n ,e0; 0 = I
−1
0; 0 y n; γ = I
−1
n, γ y   = 0 1 . 4 − 1  
отримаємо j,  ∈ N∀ k 0  
,P  (x, ) P (x, ) dp(x, )pj, k; α, β = (A e , )
−1
k, β ej, α l2 = ∫
 
R2
x−1 k; β y j, α y y              (2.45) 
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 де Згiдно з (2.5) i (2.43) iнтеграл в , 1,  . . , 4j , β , 1, . . .  , 4k .α = 0  .  − 1  = 0    + 3         
(2.45) дорiвнює нулю для для кожного    j > k + 1    
. 0, 1, . . . , 4j , β 0, 1, . . . , 4kα =     − 1  =     + 3   
З iншого боку, iнтеграл у (2.45) має вигляд 
P (x, ) P (x, ) dp(x, ) (p )* j, k; α, β = ∫
 
R2
x−1 k; β y j, α y y  
, P  =  P  (x, ) P (x, ) dp(x, )∫
 
R2
x−1 j; α y k, β y y =  k,  j; β, α   (2.46) 
де . Оскiльки оператор  0, 1, . . . , 4j  i β 0, 1, . . . , 4kα =     − 1 =     + 3 Aˆ
−1
 
симетричний, з (2.43) маємо, що останнiй iнтеграл дорiвнює нулю для 
 i для кожного . j 1k >  +   0, 1, . . . , 4k 1, β 0, 1, . . . , 4k 3α =     −   =     +    
У результатi iнтеграл (2.45), тобто коефiцiєнти ,      , j, k ∈ Npj, k; α, β    
дорiвнюють нулю для 
.j k| 1; α 0, 1, . . . , 4j 1, β 0, 1, . . . , 4k 3| −  >   =     −   =     +    
(У попереднiх мiркуваннях необхiдно брати до уваги, що        
,  P  (x, y)e0; 0 = I
−1
0; 0   (x, y) ). P 0; 0  = 1   
Таким чином матриця оператора має тридiагональну   (p )j, k
∞
j, k = 0   Aˆ
−1
   
блочну структуру 
.      (2.47)p  p  0 0 0 ⋯ p  p  p  0 0 ⋯ 0 p  p  p  0 ⋯ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ][ 0, 0 0, 1 1, 0 1, 1 1 ,2 2, 1 2, 2 2, 3  
Подальший аналiз виразiв (2.45) дає можливiсть виявити нульовi i         
ненульовi елементи матрицi в кожному випадку для .   (p )j, k; α, β
∞
j, k = 0      j k| ≤ 1| −   
39 
 Використо- вуємо також властивостi перестановок матричних iндексiв , i       , kj    
., βα   
Лема 2.2.13 Нехай – матричний оператор множення на −1   (p )j, k
∞
j, k = 0       x
−1   
в , де : ; є матрицями операторiв у L2   pj, k   →HHk j  pj, k = (p )j, k; α, β
∞
α, β = 0     pj, k   
вiдповiдному ортонормованому базисi. Тодi  j ∈ N ,∀ 0  
,     ∀ α , ,  . . , j 1, ∀ β 0, 1, . . . , 4j 1;pj,  j+1; α, β = 0  = 0 1 .  −   =     −   
, ∀ α j, j 1, . . . , 3j;pj,  j+1; α, α+1 = ⋯ = pj,  j+1; α, 4j−1 = 0  =   +     
, ∀α j 1, . . . , 4j 1,  ∀ β 3j 3, . . . , 4j 3pj,  j+1; α, β = 0  = 3 +    −   =  +    +   
(2.48) 
Доведення.​ Вiдповiдно до (2.45) i (2.43) для 
 i  маємо ∈ N , ∀ α 0, 1, . . . , 4j 1j 0  =     −  ∀ β 0, 1, . . . , 4j 3 =     +   
 P (x, y) P (x, y) dp(x, y)pj,  j+1; α, β = ∫
 
R2
x−1 j+1, β  j, α    
,=  P (x, y) P (x, y) dp(x, y)∫
 
R2
x−1 j; α  j+1, β    
де належить пiдпростору з (2.43). Завдяки цьому отримуємо  P  (x, y)x−1 j; α          
рiвностi в (2.48). 
Для можна скористатися симетрiєю оператора pj+1, j  
.A
−1 : pj,  j+1; α, β = pj+1,  j; β, α  
Лема 2.2.14​ Елементи 
. , . . . ,  p ,  j ∈  N ,   α j, j 1, . . . , 2jp0, 1; 0, 2   j;  j+1, α, α+2   =   +       (2.49) 
матрицi  є додатнiми.(p )j, k
∞
j, k = 0  
Доведення. Почнемо з дослiдження . Позначимо через    p0, 1; 0, 2    (x, )P
′
1; 2 y  
ненормований вектор . Вiдповiдно до (2.8) i (2.7), маємо:(x, )P 1; 2 y  
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 (x, ) − x , ) P (x, )P ′1; 2 y = x−1 ( −1 1 L2 − (x , (x, ))
−1 P 1; 0 y L2 1; 0 y  
P (x, )− (x , (x, ))−1 P 1 ;1 y L2 1; 1 y  
Тому, використовуючи (2.12), отримаємо 
P P  (x, )dp(x, ) P (x, ) dp(x, )p0, 1; 0, 2 = ∫
 
R2
x−1 0; 0 1; 2 y y = ‖P (x, )‖
′





x−1 ′1; 2 y y  





(x−1 − (x , )−1 1 L2 − (
−1 P 1; 0 y L2 1; 0 y  
x , (x, ))  P (x, )) dp(x, )  (‖x ‖− ( −1 P 1; 1 y L2 1; 1 y y = ‖P (x, )‖
′




,)− |(x , ) )|−1 1 L2
2 − |(x , (x, ))|−1 P 1; 0 y
2 − |(x , (x, ))|−1 P 1; 1 y
2     (2.50) 
де 1 P  (x, y)).( =  0; 0   
Також, з (2.50), з’ясовуємо, що останнiй вираз додатнiй i, отже,          
. Оскiльки оператор симетричний, то 0p0, 1; 0 ,2 >     A
−1    pp0, 1; 0, 2 =  1, 0; 2, 0  
також додатнiй. Додатнiсть в (2.50) випливає з рiвностi Парсеваля про розклад           
функцiї вiдносно ортонормованого базису (2.3) в просторi  ∈ Lx−1 2        L2 :  
.|(x, ) |1 L2
2 + |(x, (x, )) |P 1;0 y L2
2 + |(x, (x, )) |P 1;1 y L2
2 + ⋯ = ‖x‖2L2   (2.51) 
Розглянемо елементи де З (2.12)  ,     ∈ N , α , j 1, . . . , 2j.j  = j  +       
отримаємо  
 P (x, y) P (x, y) dp(x, y)pj,  j+1; 1, α+2 = ∫
 
R2
x−1 j+1, α+2  j; α    
 P (x, y) P (x, y) dp(x, y)=  ∫
 
R2
x−1 j; α  j+1, α+2     (2.52) 
Для  отримаємо вiдповiдно до (2.3) i (2.5):(x, )P j; α y   
(x, y)  x  y  (x, y) P j; α  = kj; α  |2j − α| − j  2j − α + Rj; α     (2.53) 
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 де – деякий полiном з якщо . Тому (x, )Rj; α y      ,P j; α−1    j, j , . . . , 2jα =   + 1     
– деякий полiном з (див. (2.11) i (2.5)). ПомножившиR (x, )x−1 j; α y      P j+1; α+1       
його на    , отримаємоx−1  
,P (x, ) x  y (x, )x−1 j; α y = kj; α  |2j−α| − j − 1  2j − α + Rj; α y             (2.54) 
де . З iншого боку, рiвнiсть (2.53) дає:x−1 (x, ) ∈ PRj; α y j+1; α+1  
(x, ) x  y (x, )P j+1, α+2 y = kj+1, α+2  |2(j+1) − (α+2)| − (j+1)  2(j+1) − (α+2) + Rj+1; α+1 y  
,x  y (x, )= kj+1, α+2  |2j−α| − j − 1  2j − α + Rj+1; α+1 y   (2.55) 
де .(x, ) ∈ P , α 0, 1, . . . , j 1Rj+1; α y j; α  =     +   
Знайдемо  з (2.55) i пiдставимо його в (2.54). Отримаємо: yx |2j−α| − j − 1  2j − α  
 P (x, ) (P (x, ) (x, )) R (x, )x−1 j; α y =
kj; α
kj+1, α+2 j+1, α+2
y − Rj+1; α+1 y + x−1 j; α y  
P (x, ) R (x, ) R (x, )=
kj; α
kj+1, α+2 j+1, α+2
y −
kj; α
kj+1, α+1 j+1; α
y + x−1 j; α y             (2.56) 
Другi два члени в (2.56) належать до та до ​i, в будь-якому       P j; α    P j+1; α+1     
разi, ортогональнi до . (x, )P j+1; α+2 y  
Тому пiдстановка виразу (2.56) у (2.52) дає:  .pj, j+1; α, α+2 =
kj; α
kj+1, α+2
> 0  
Оскiльки матриця (2.14) є симетричою, то 
., α 0, 1, . . . , 4n 1, β 0, 1, . . . , 4n 3pj,  j+1; α, β = pj,  j+1; β, α  =     −   =     +   
Отже, симетричнi елементи теж додатнi.  
Перепозначимо: 
 → H   r  → H  q  → H n ∈ Npn = pn+1, n : Hn n+1 n = pn, n : Hn n n = pn, n+1 : Hn+1 n, 0  
(2.57) 
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 Попереднi дослiдження узагальненi в такiй теоремi. 
Teoрема 2.2.15 Обмежений самоспряжений оператор iз циклiчним       
вектором множення на незалежну змiнну “ ” в просторi в     x−1     (R  , dp (x, y))L2
2     
ортонормованому базисi (2.3) має вигляд блочної тридiагональної матрицi        
типу Якобi  , що дiє у просторi (2.6):J x −1  
             (2.58) 
 де – скаляр;,n ∈ N 0 r ]r0 = [ 0; 0, 0  
 
​- ​симетрична - матриця, де нульовi елементи позначенi “0”;rn    4n × 4n)(        
додатнi елементи – (крiм ); “∗” – елементи, якi можуть   r.;.,.   , rrn; n, 4n−1  n; 3n−1, 0       
бути i нульовими i ненульовими; 
,[ ∗ ∗ q  0 ]q0 =  0; 0, 2  
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матриця де нульовi елементи позначенi “0”; додатнi– (4n 4) × (4n)qn +  −        
елементи – (крiм , ); “∗” – елементи, якi можуть бути i  q.;.,.   qn; n, 0  qn; n, 1         
нульовими i ненульовими. Матриця  симетрична до матрицi .pn , n ∈ Nqn  0  
Матриця   дiє на векторах  за правилом:J x−1 f )  ∈ (l )f = ( n
∞
n = 0 2  
,J f ) p f f f ,   n ∈ N( J )x−1 n = ( y  n =  n−1  n−1 + rn  n + qn  n+1  0     ​(2.59) 
де покладаємо .≔ 0,  f  ≔ 0p−1  −1  
 
Дослiдження блочної структури матрицi типу Якобi вiдповiдної       
змiннiй y−1   
 
Дослiдимо структуру матрицi , яка виникає при множеннi   JB−1      
вiдповiдного оператора на змiнну . Розглянемо замiсть оператора    y−1     Tˆ  
оператор  матрицi .B−1 J
B−1
 
Лема 2.2.16 Для полiномiв , i пiдпросторiв ,    (x, y)P n; α     , n, m ∈ NP m, β   0  
 0, 1, . . . , 4n 1, β 0, 1, . . . , 4n 1,α =     −   =     −    
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 виконуються спiввiдношення: 
P (x, ) ∈  P ,  α 0, 1, 2, . . . , 4n 1).     y−1 n; α y n+1; 4n−1  =     ( −              (2.60) 
Доведення.​ Вiдповiдно до (2.3) полiном 
утворений лiнiйною(x, y), n ∈ N ,  α 0, 1, 2, . . . , 4n 1),P n; α   0  =     ( −     
комбiнацiєю (2.4). Отже, помноживши її на , отримаємо лiнiйну      y−1     
комбiнацiю 
P (x, ) x  y ⋯, α 0, 1, . . . , (n 1);y−1 n; α y = kn; α  n−α  α−1 +   =     −   
P (x, )  x  y ⋯, α n, n 1, . . . , (3n 1);y−1 n; α y = kn; α  n−α  2n−α−1 +   =   +    −   
P (x, )  x  y ⋯, α n, 2n , ... , (3n 1);y−1 n; α y = kn; α  α−3n  2n−α−1 +   = 2  + 1   −   
P (x, )  x  y ⋯, α 3n, 3n 1, . . . , (4n 1)y−1 n; α y = kn; α  α−3n  α−4n−1 +   =   +    −   
Тодi матимемо: 
P (x, ) ∈ P  α 1, . . . , n 1;y−1 n; α y n+1; 4n−1 =    −   
P (x, ) ∈ P  α n, n , . . . , (2n 1);y−1 n; α y n+1; 4n−1 =   + 1   −    
P (x, ) ∈ P  α 2n, 2n 1, . . . , (3n 1);y−1 n; α y n+1; 4n−1 =   +    −   
P (x, ) ∈ P  α 3n, 3n 1, . . . , (4n 1);y−1 n; α y n+1; 4n−1 =   +    −   
Поєднуючи останнi вкладення в одне, отримуємо (2.60).          □ 
Лема 2.2.17 ​Нехай  є оператором множення на  в просторi :Bˆ
−1
y−1 L2  
.  (x, y) ↦ (B γ) (x, y) y  γ (x, ) ∈ LL2 ∋ γ  ˆ
−1
 =  −1 y 2  
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 (Очевидно, що – самоспряжений i обмежений). Матриця  Bˆ
−1
      
в базисi (2.3) (тобто має тридiагональнуψ )Bˆ
−1
= ( j, k
∞
j, k = 0      B I)B
−1 = I−1 ˆ
−1
   
структуру: для . ψj, k = 0  j k | 1| −  >   
Доведення.​ Використовуючи (2.10) для 
P (x, ), n ∈ N ; γ , 1, . . . , 4n 1,en, γ = I
−1
n, γ y   = 0    −    
отримаємо j, k ∈ N∀  0  
, (B e , e ) P (x, ) P (x, ) dp (x, )ψj, k; α, β =  
−1
k; β  j, α l2 = ∫
 
R2
y−1 k; β y j; α y y    (2.61)  
де . Згiдно з (2.5) i (2.60) iнтеграл  0, 1, . . . , 4j , β 0, 1, . . . , 4kα =     − 1  =     + 3        
в (2.61) дорiвнює нулю для для кожного      kj >  + 1    
 0, 1, . . . , 4j , β 0, 1, . . . , 4j .α =     − 1  =     + 3  
З iншого боку, iнтеграл у (2.61) має вигляд 
 P (x, ) P (x, ) dp (x, )ψj, k; α, β =  ∫
 
R2
y−1 k; β y j; α y y  
P (x, ) P (x, ) dp (x, )=  ∫
 
R2
y−1 j; α y k; β y y = ψk, j; β, α             (2.62) 
де Оскiльки оператор  0, 1, . . . , 4j  i β 0, 1, . . . , 4k .α =     − 1 =     + 3     Bˆ
−1
 
симетричний, з (2.60) маємо, що останнiй iнтеграл дорiвнює нулю для          
 i для кожного  j 1k >  +   0, 1, . . . , 4k 1, β 0, 1, . . . , 4k 3.α =     −   =     +   
У результатi iнтеграл (2.61), тобто коефiцiєнти ,, j, k ∈ N  ψj, k; α, β     
дорiвнюють нулю для 
j k| 1; α 0, 1, . . . , 4j 1, β 0, 1, . . . , 4k 1.| −  >   =     −   =     −    
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 (У попереднiх мiркуваннях необхiдно брати до уваги, що       
. I  P  (x, ),  P  (x, ) )e0; 0 =  
−1
0; 0 y  0; 0 y = 1           □ 
Таким чином матриця оператора має тридіагональну   ψ )( j, k
∞






→ Hψn = ψn+1, n : Hn n+1  
→ Hωn = ψn, n : Hn n  
 → H  , n ∈ N  ϕn = ψn, n+1 : Hn+1 n  0
Попереднi дослiдження узагальненi в такiй теоремi. 
Teoрема 2.2.18 Обмежений самоспряжений оператор iз циклiчним век-        
тором множення на незалежну змiнну “ ” в просторi в     y−1    (R  , dp(x, y))L2
2     
ортонормованому базисi (2.3) має вигляд блочної тридiагональної матрицi        
типу Якобi  , що дiє у просторi (2.6)J y−1  
   (2.65) 
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 , де – симетрична - матриця, ( – скаляр); – ∈ Nn 0   ωn    4n × 4n)(    ∈ Nn  ω0    ψn  
- матриця, в якiй елементи можуть бути i нульовими i4n × (4n ))( + 4            
ненульовими. – - матриця. Матриця симетрична доϕ   n  (4n ) × 4n)( + 4   ϕ   n   
матрицi , ψn  ∈ N .n 0   
Матриця  дiє на векторах  за правилом:J y−1 f f )  ∈ (l ) = ( n 
∞
n = 0 2  
,ψ  f  f  f ,   n ∈ N  ( J  f )y−1 n =  n−1 n−1 + ωn n + ϕn n+1  0              (2.66) 
де покладаємо = 0, = 0.  ψ−1 :   f −1 :   
Висновки. Побудованi блочнi матрицi типу Якобi за заданою        
ймовiрнiсною мiрою з носiєм на компактi на дiйснiй площинi. Вважається, що           
у мiри iснують всi моменти та система полiномiв лiнiйно         y , n, m ∈ Zx n  m     
незалежною i тотальною у вiдповiдному просторi . Тобто, розв’язана      L 2    
обернена спектральна задача для блочних матриць типу Якобi вiдповiдних         
сильнiй двовимiрнiй дiйснiй проблемi моментiв. Дано опис внутрiшньої        
структури блочних матриць типу Якобi вiдповiдних сильнiй двовимiрнiй        
дiйснiй проблемi моментiв: вказанi обов’язково нульовi та додатнi елементи.         
Дослiдженi комутативнi властивостi блочних матриць, вiдповiдних не сильнiй        




 РОЗДIЛ III ПРЯМА СПЕКТРАЛЬНА ЗАДАЧА 
 
Одним iз основних результатiв роботи є розв’язання прямої спектральної         
задачi i вiдновлення мiри за заданими блочними матрицями. Пiд вiдновленням          
розумiємо запис вiдповiдних рiвностей Парсеваля за узагальненими власними        
векторами. 
 
3.1. Розв’язання системи рiзницевих рiвнянь, породженої блочними       
матрицями вiдповiдними дiйснiй сильнiй двовимiрнiй проблемi моментiв 
 
Перепишемо рiвнiсть Парсеваля в термiнах узагальнених власних       
векторiв комутуючих самоспряжених операторiв A i B та i . Спочатку        A−1   B−1   
доведемо таку лему: 
Лема 3.1.1 Нехай –   (x, ) γ (x, )) ,  γ (x, ) ∈ H , (x, y) ∈ R  γ y = ( n y
∞
n = 0  n y n   
2  
узагальнений власний вектор з оператора A з власним числом x, а також    l )’( f in          
узагальнений власний вектор B з власним числом y та оператора з          A−1   
власним числом , а також узагальнений власний вектор з власним  x−1       B−1    
числом . Тодi – це розв’язок з чотирьох рiзницевих рiвнянь y−1   (x, y)γ       l )’( f in     
(див. (2.26) i (2.42) та (2.59) i (2.66) ): 
γ (x, ) γ (x, ) γ (x, ) γ (x, ), x, ),     (J γ(x, ))A y n = an−1 n−1 y + bn n y + cn n+1 y = x n y ( y   
γ  (x, ) γ (x, ) γ (x, ) γ (x, )(J γ(x, ))B y n = un−1 n−1 y + wn n y + vn n+1 y = y n y  
γ (x, ) γ (x, ) γ (x, ) γ (x, )(J γ(x, ))A−1 y n = pn−1 n−1 y + qn n y + rn n+1 y = x
−1
n y  




= ψn−1 n−1 y + ωn n y + ϕn n+1 y = y
−1
n y  
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  ∈ N , φ (x, ) :  n 0  −1 y = 0            (3.1) 
з початковою умовою . ∈ Rφ0  
Стверджуємо, що цей розв’язок є таким:  n ∈ N∀  
(x, ) (x, )φ .        φn y = Qn y 0 = (Q , , , Q ,n; 0 Qn;1 …  n; 4n−1 )φ0           (3.2) 
Тут - полiноми вiд , i цi полiноми мають , α , 1, . . . , n Qn; α  = 0        i yx      
вигляд: 
(x, ) x  y , α 0, 1, . . . , n 1); );                   Qn; α y = kn; α  n−α  α + ⋯  =    ( −  1   
(x, ) x  y ,  n, n , . . . , 3n 1);Qn; α y = kn; α  n−α  2n−α + ⋯ α =   + 1  ( −      (3.3) 
,(x, ) x  yQn; α y = kn; α  α−3n  2n−α + ⋯  2n, 2n , . . . , 3n );α =   + 1  ( − 1  
(x, ) x  yQn; α y = kn; α  α−3n  α−4n + ⋯ α 3n, 3n , . . . , 4n 1);,  =   + 1  ( −   
де  ​i . . . – залишок згiдно (2.4).kn; α > 0  
Доведення.​ Для  система (3.1) має вигляд 0n =   
 γ  γ  γ ,b0 0 0 + c0; 0, 0 1 0 = x 0 0   
 γ  γ γ  γ  w0 0 0 + u0; 0, 0 1 0 + u0; 0 1 1 1 = y 0 0,      (3.4) 
 γ  γ γ γ  x  γp0 0 0 + q0; 0, 0 1 0 + q0; 0, 1 1 1 + r0; 0 2 1 2 −1 0 0,  
. γ  γ  γ  γ  γ γ  ψ0 0 0 0 + ω0; 0, 0 1 0 + ω0; 0 1 1 1 + ϕ0; 0 2 1 2 + ϕ0; 0 3 1 3 = y
−1
0 0  
Система (3.4), очевидно, при заданому однозначно розв’язується      φ0,0   
вiдносно невiдомих   ​та ., γ , γγ1, 0  1, 1  1, 2 γ1, 3  
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 Далi слiд припустити, що та для деяких є    (x, y)γn−1    (x, y)γn     n   
компонентами узагальненого власного вектора . За    (x, y) γ (x, y))γ  = ( n  
∞
n = 0   
iндукцiєю показуємо, що  також має вигляд (3.3).(x, )γn+1 y  
 
3.2. Вiдновлення мiри за чотирма заданими блочними матрицями 
 
Розглянемо з фiксованими як лiнiйний оператор, який дiє з  (x, )Qn y     i yx        
, тобто, . Також розумiємо якв  HH0  n   ∋ γ  ↦ Q  (x, y) γ  ∈  HH0  0 n  0 n    (x, )Qn y   
операторнозначний полiном вiд та i ; отже, спряжений оператор    i yx    x−1  y−1     
має вигляд . Використовуючи полiноми  (x, )Q*n y =  →H(Q (x, ))n y * : Hn 0    
, побудуємо таке зображення для .(x, )Qn y  (x, )Φj, k y  
Лема 3.2.1 ​Оператор  має такий вигляд:(x, ), ∀(x, ) ∈ RΦj, k y  y
2  
,            (3.5)(x, y) (x, y) Φ (x, y) Q (x, y) →H ,    j, k ∈ NΦj, k  = Qj  0, 0  *k  : Hk j   0  
де скаляр.(x, ) ≥ 0 Φ0, 0 y  
Доведення.​ Для фiксованого  вектор , де ∈ Nk 0 (x, y) γ (x, y))γ = γ  = ( n  
∞
j = 0  
 (x, y) (x, y)  Φ(x, y) π  ∈ H ,  (x, y) ∈ R ,    γj  = Φj,  k  = πj   k j   
2      (3.6) 
є узагальненим розв’язком, в  системи рiвняньl )’( f in  
 γ (x, y)  γ (x, y), J  γ (x, y)  γ (x, y) J  γ (x, y)                JA  = x   B  = y  A−1   
 γ (x, y), J  γ (x, y)  γ (x, y) = x−1   B−1  = y
−1      (3.7) 
Оскiльки – це проектор на узагальненi власнi вектори операторiв (x, )Φ y          
A i B та і з вiдповiдними узагальненими власними числами x i y та    B−1   A−1           
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 i . Отже, iснує, як звичайний розв’язок системиx−1  y−1    ϕ(x, y) ∈  ϕ =   (p )l2 −1       
рiвнянь (3.7) з початковою умовою .Φ(x, y) π  ∈ Hφ0 = π0   k 0  
Використаємо лему 3.3.1 i у зв’язку з (3.2) отримуємо 
(x, y) (x, y)(Φ (x, y)),    j∈ N .                  Φj, k  = Qj  0, k   0               (3.8) 
Оператор формально самоспряжений на i є (x, ) l (p) → l  (p )Φ y :  2 2 −1     l2    
похiдною розкладу одиницi оператора A на вiдносно спектральної мiри.       l2    
Отже, вiдповiдно до (3.5) отримуємо 
    (3.9)Φ (x, y) π (x, y), j, k ∈ N . (Φ (x, y))j, k  * = (π Φ (x, y) π ) j   k * = π k   j = Φj, k    0  
Для фiксованого з (3.9) i попереднього розглянутого матерiалу,   ∈ Nj 0        
випливає, що вектор  
(x, y) γ (x, y)) ,   γ (x, y) (x, y)γ = γ  = ( k  
∞
k = 0  k  = Φj, k  = (Φ (x, y))j, k  *  
це звичайний розв’язок рiвнянь (3.7) з початковою умовою        
(x, y) .φ0 = Φ0, j  = (Φ (x, y))j, 0  *  
Знову використавши лему 3.3.1, отримаємо зображення типу (3.8), 
.(x, y) (x, y)(Φ (x, y)), k ∈ NΦk, j  = Qk  0, j   0             (3.10) 
Беручи до уваги (3.9) i (3.10), отримаємо 
(x, ) (x, )(Q (x, )) , k ∈ N .             Φ0, k y = (Φ (x, ))k, 0 y * = (Q (x, )Φ (x, ))k y 0, 0 y * = Φ0, 0 y k y *  0
(тут використовуємо ). Пiдставляючи (3.11) в (3.8)  (x, ) ≥ 0Φ0, 0 y      
отримуємо (3.5). □ 
Тепер можна переписати рiвнiсть Парсеваля ​(1.24) в бiльш конкретнiй         
формi. Нарештi, пiдставимо вираз (3.5) для i отримаємо, що(x, )Φj, k y  
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 dσ(x, y)                (f , )g l2 =  ∑
∞




(Φ (x, )f , )j, k y k gj l2   
dσ(x, y) = ∑
∞




(Q  (x, y)Φ (x, )Q (x, y)f , )j  0, 0 y *k  k gj l2  =  
dp(x, y)∑
∞




(Q (x, y)f , (x, y)g )*k  k Qj*  j l2  =  






Q*k  k ∑
∞
j = 0
Qj*  j              (3.12) 
p(x, y) (x, y)dp(x, y), ∀f , g ∈ l .d  = Φ0, 0     f in  
Позначимо перетворення Фур’є для комутуючих самоспряжених    ˆ     
операторiв A i B, у яких є оберненi  в просторi  i B ,A−1 −1  (2.6) l2  
. ⊃ l  ∋ f f )  ↦ f (x, y)  (x, y) f  ∈ L (R , p(x, y))l2 f in = ( n
∞
n = 0
ˆ  = ∑
∞
n = 0
Q*n  n 2
2 d   
(3.13) 
Отже, (3.12) дає рiвнiсть Парсеваля у фiнальнiй формi, 
.(x, y) g(x, y) dp(x, y),    ∀f , g ∈ l(f , )g l2 = ∫
 
R2
fˆ  ˆ     f in             (3.14) 
Продовжимо (3.14) за неперервнiстю Ортогональнiсть    f ,  ∈ l .∀ g 2   
полiномiв випливає з (3.13) i (3.14). А саме, достатньо лише взяти f = (x, y)Q*n               
(0, . . . , 0, , 0, . . .), ∈ , g = (0, . . . , 0, , 0, . . .), в (3.13) i      f k      f k   Hk          gj         ∈ Hgj j     
(3.14). Тодi  




k  k j*  j  = δj, k j gj H j   0  
(3.15) 
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 Використаємо зображення (3.2) для цих многочленiв, можемо переписати        
рiвнiсть (3.15) у скалярнiй формi. Щоб зробити це, зауважимо, що в цiлому  
i для вiдповiдно до (3.2)(x, y) (x, y) Q*0  = Q0     ∈ Nn 0     
Отже, для(x, ) Q (x, ), (x, ), …, Q (x, )) →H .Qn y = ( n; 0 y  Qn; 1 y   n; 4n−1 y : H0 n    
спряженого оператора  маємо(x, y) →HQ*n  : Hn 0  
(Q (x, ) q , (x, ) q , …, Q (x, ) q  ),(Q (x, )q, p)n y  Hn = ( n; 0 y 0  Qn; 1 y 1   n; n y 4n−1  
(p , , …, p )) (x, )q p (x, )q p 0  p1   n Hn = Qn;0 y 0 1 + … + Qn;n y 4n−1 n  
 ,= q(Q (x, )p p p )n;0 y 0 + Q (x, )n;1 y 1 + … + Q (x, )n;n y n = (q, (x, y)p)Q*n  H0  
де (x, y)p p p p , q ∈ H .Q*n  = Q (x, )n;0 y 0 + Q (x, )n;1 y 1 + … + Q (x, )n;4n−1 y n ∀ n  
З останньої рiвностi для i ,     ∈ Nn   , f , , ) ∈ Hf n = (f n, 0  n, 1 …  f n, n n  
отримуємо  
(x, y)f  f  f  f ,Q*n  n = Q (x, )n; 0 y n; 0 + Q (x, )n; 1 y n; 1 + … + Q (x, )n; 4n − 1 y n; 4n−1   
(x, y) .  Q*0  = 1   (3.16) 
Тому (3.15) має вигляд 
f , , , , , , , ∈ C, j, k ∈ N ,∀ k; 0 f k; 1 … f k; 4k−1 gj;0 gj;1 … gj;4j−1   0  






Q (x, )k; α y k; α ∑
j
β = 0
Q (x, )j; β y j; β y = δj, k ∑
j
α = 0
f j; α j; α  
Ця рiвнiсть еквiвалентна спiввiдношенню ортогональностi у класичнiй       
формi: 
,Q dp(x, y) δ      (Q (x, ))∫
 
R2
Q (x, ) *k; β y j; α  = δj, k α, β 0; 0 = Q0 y              (3.17) 
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 ∀j, k ∈ , α 0, 1, . . . , 4j 1, β 0, 1, . . . , 4k 1.N 0 ∀ =     −   =     −   
Вiдзначимо, що у зв’язку з (3.16) перетворення Фур’є (3.13) може бути           
переписано у виглядi: 






Q (x, )n; α y n; α  = ( n
∞
n = 0 2  
2  
(3.18) 
Використавши викладенi результати цього роздiлу, можемо      
сформулювати таку спектральну теорему для наших обмежених, комутуючих        
симетричних операторiв A i B, для яких iснують оберненi  . i BA−1 −1  
Teoрема 3.2.2​ Розглянемо простiр (2.6): 
,                 (3.19)H  ⊕ H  ⊕ H  ⊕, · · · , H  ℂ, H  ℂ , n ∈  ℕl2 =  0 1 1   0 =   n =  
 4n   
i лiнiйнi оператори A i B з їхнiми оберненими якi визначаються на          i B ,A−1 −1     
скiнченних векторах блочними тридiагональними матрицями типу Якобi  lf in       
та у виглядi (2.25) i (2.41) та (2.58) i (2.65) за допомогоюi JJA B   i JJA  −1 B−1             
виразiв в (2.26) i (2.42) та (2.59) i (2.66). Вважаємо, що всi коефiцiєнти             
та , ​рiвномiрно обмеженi,, , , u , w , van  bn  cn  n  n  n   , ,  r , ω , ϕ , ψ ,  n ∈ N  pn  qn  n  n  n  n  0    
деякi елементи цих матриць дорiвнюють нулю або додатнi вiдповiдно до          
(2.25), (2.41) i (2.58), (2.65) ​i замикання A i B за неперервнiстю обмеженi             
комутуючi оператори самосопряженi на цьому просторi. Розклад за        
узагальненими власними векторами операторiв i та і    А   В   A−1   B−1  
вiдповiдних блочним тридiагональним матрицям типу Якобi і та і      JA   JB   JA  −1   
має такий вигляд. Для заданого початкового значенняJ B−1         
 система рiвнянь(x, ) γ ∈ R∖{0}γ0 y =  0  
γ (x, ) γ (x, ) γ (x, )  γ (x, ),     (J γ(x, ))A y n = an−1 n−1 y + bn n y + cn n+1 y = x n y   
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 γ (x, ) γ (x, ) γ (x, )  γ (x, ),(J γ(x, ))B y n = un−1 n−1 y + wn n y + vn n+1 y = y n y  
γ (x, ) γ (x, ) γ (x, ) γ (x, ),(J γ(x, ))A−1 y n = pn−1 n−1 y + rn n y + qn n+1 y = x
−1
n y  




= ψn−1 n−1 y + ωn n y + ϕn n+1 y = y
−1
n y
 ∈ N , γ (x, ) : ,  a :   n 0  −1 y = 0  n−1 = un−1 = pn−1 = ψn−1 = 0             (3.20) 
має розв’язок  зi значеннями в , у виглядi:(x, y) γ (x, )) , γ(x, )ϕ  = ( n y
∞
n = 0  y Hn  
(x, ) (x, )γ P , , , ,  γ ,γn y = P n y 0 = ( n; 0  P n; 1 …  P n; 4n−1 ) 0  
який є узагальненим власним вектором пари операторiв A i B та i           A−1   
згiдно проекцiйної спектральної теореми .B−1      3, 8, 10][    
– полiноми вiд x i y та . З розкладу(x, ), , 1, . . . , 4nP n; γ y γ = 0    − 1          таx−1  y−1    
за узагальненими власними векторами для операторiв A i B та i          A−1   B−1  
отримуємо перетворення Фур’є у виглядi  
⊃ l  ∋ f f  )  ↦ f  (x, y)  (x, y) f  (x, y) f  l2 f in = ( n
∞
n = 0
ˆ  = ∑
∞
n = 0
P *n  n = P 0, 0  0; 0 +   






P  (x, y)n; γ  n; γ 2
2 d  2   (3.21) 
де – оператор спряжений до (x, y) →H  P *n  : Hn 0  
– вiдповiдна спектральна мiра A i B і (x, )  → H , dp(x, y)P n y : H0 n           А
−1   
.B−1  
Рiвнiсть Парсеваля має вигляд: f ,  ∈ l∀ g f in  
(x, y) g(x, y) dp(x, y),  (J  f , ) (x, y) g(x, y) dp(x, y),     (f , )g l2 = ∫
 
R2
fˆ  ˆ    A g l2 = ∫
 
R2
fˆ  ˆ     
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 (J f , )B g l2 = (x, y) g(x, y) dp(x, y),∫
 
R2
fˆ  ˆ               (3.22) 







 −1ˆ y ˆ     







 −1ˆ y ˆ    
Перетворення (3.21) i тотожнiсть (3.22) розширюються за неперервнiстю        
на так, що оператор (3.21) є унiтарним i вiдображає весь у весь f ,  ∈ l∀ g 2           l2    
. (R , dp(x, y))L2
2    
Полiноми i утворюють  (x, y), n ∈ N , γ 0, ..., 4n 1P n; γ    =    −    P 0, 0 = 1  
ортонормовану систему в  у сенсi:L2  






P  (x, y)j; i  j; i ∑
k
i = l
P n; γ  k; l = δj, k j gk Hn  
де , f  ∈ H , ∀g  ∈ H∀ j j  k k , k ∈ N .j  0  
Матрицi  
 τ ,JA = (τ )j, k
∞
j, k = 0, j, k = (τ )j, k; α, β  α, β = 0,
 4j − 1, 4j + 3   
, θJB = (θ )j, k
∞
j, k = 0, j, k = (θ )j, k; α, β  α, β = 0,
 4j − 1, 4j + 3  
, ηJ
A−1
= (η )j, k
∞
j, k = 0, j, k = (η )j, k; α, β  α, β = 0, 
 4j − 1, 4j + 3  
, ϑ  JB−1 = (ϑ )j, k
∞
j, k = 0, j, k
= (ϑ )j, k; α, β  α, β = 0,
 4j − 1, 4j + 3  
вiдновлюються за формулами: 
  x P  (x, y) P (x, y) dp(x, y),τj, k; α, β = (J δ , )A k, β  δj, α l2 = ∬
 
R2 k, β  j; α     
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  ∬  y P  (x, y) P (x, y) dp(x, y),θj, k; α, β = (J δ , )B k, β  δj, α l2 =  
 
R2 k, β  j; α    




k, β  j; α    




k, β  j; α    
, k ∈ N ,    α, β 0, 1, . . . , 4n 1j  0   =     −   
Тут перепозначено 
, w , τ , ω , c , u , q ,  bj = τj, j  j = θj,  j  j = ηj, j  j = ϑj, j  j = τj, j+1  j = θj, j+1  j = ηj, j+1
 , a , v , p , ψ ,   j ∈ Nφj = ϑj, j+1  j = τj, j  j = θj, j+1  j = ηj+1, j  j = ϑj, j+1  0 3.24)(  
Доведення. Необхiдно тiльки показати, що полiноми ,      , n ∈ NQ  (x, )n; α y   
i ортогональнi i утворюють тотальну 0, 1, . . . , 4n 1α =     −    (x, )Q0; 0 y = 1      
множину в просторi . Для цього спочатку зауважимо, що через   (R , p(x, y))L2
2 d         
компактнiсть носiя мiри dρ(x, y) на , елементи утворюють      R2    y , j, k ∈ Z,x j  k     
тотальну множину в (R , p(x, y)).L2
2 d   
Припустимо протилежне, тобто, що наша система полiномiв не є         
тотальною. Тодi iснує ненульова функцiя що є     (x, y) ∈h   (R , p(x, y))L2
2 d     
ортогональною до всiх цих полiномiв i, отже, вiдповiдно до (3.3) для всiх            
 Отже  = 0. y , j, k ∈ Z.x j  k   (x, y)h            □ 
Остання теорема розв‘язує пряму спектральну задачу для обмежених        
симетричних комутуючих операторiв A i B, якi мають оберненi i , та         A−1   B−1   
зображаються в просторi матрицями та у виглядi (2.25)   l2    i JJA B    i JJA−1 B−1     
i (2.41) та (2.58) i (2.65). 
Oбернена задача полягає у побудовi за заданою мiрою з        p(x, y) на Rd  2   
компактним носiєм обмежених симетричних комутуючих матриць      
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 обернених у виглядi (2.25) i (2.41) та (2.58) i (2.65), якi i J  та їхJA B    i JJA−1 B−1            
мають свою спектральну мiру, що i дорiвнює dρ(x, y). Ця побудова ведеться            
вiдповiдно до теорем 2.3.5, 2.3.10, 2.3.15 та 2.3.18 з використанням          
ортогоналiзацiї Шмiдта для системи (2.2). Для матриць у        i J  таJA B   i JJA−1 B−1   
виглядi (2.25) i (2.41) та (2.58) i (2.65), якi побудованi за заданою ,            p(x, y)d   
спектральна мiра вiдповiдних обмежених симетричних, комутуючих      
операторiв  i  спiвпадає з початковою мiрою.A B  
Теорема 3.2.3: ​Якщо в теоремах 1 - 4 покласти ​c​n​; 0, 0 = ​c​n; 1, 1 =...​= c​n; n, n =                     
c​n; n+1, n =​…= = ​c​n; 3n-1, 1 = ​c​n; 3n-1, 3n+3 = ​c​n; 3n, 3n+4 =...= ​c​n; 4n, 4n+2 = ​c​n; 4n-1, 4n+3 = ​r​n, 0, 3n-1 =                             
r​n, 0, 3n-1​ = ​ r​n, 1, 3n-1​ =...= ​r​n, n-1, 3n-1​ = ​r​n, n, 4n-1​ =...= ​r​n, 3n-1, 0​ = ​r​n, 3n, n​ =...= ​r​n, 4n-1, n​ = 
= ​q​n; n​, 0 = ​q​n; n​, 1 =...= ​q​n; n​, ​n+2 = ​q​n; n+1​, ​n+3 =...= ​q​n; 3n​, ​3n+2 =...= ​q​n; 4n-1​, ​3n+2 = ​u​n​, 0 ,0 ​= ​u​n​, 0 ,1                                
= ​u​n​, 1 ,2 =...= ​u​n​, ​2n-1 ,2n =...= ​u​n​, ​2n-1 ,2n+1 =...= ​u​n​, ​4n-1 ,2n+1 =1, та крайні елементи                    
матриці також = 1, a “ * “ - замінено нулями, то тоді отримаємо сім’ю J y−1                
комутуючих (на фінітних векторах) матриць , при цьому міра      J  J  JJ x x−1 y y−1     





Було перевірено комутативність матриць.  
​Висновки. Досліджені матриці відповідні сильній двовимірній дійсній        
проблемі моментів із мінімальним набором ненульових елементів, які всі рівні          
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