Hyperspectral image analysis often requires selecting the most informative bands instead of processing the whole data without losing the key information. Existing band reduction (BR) methods have the capability to reveal the nonlinear properties exhibited in the data but at the expense of loosing its original representation. To cope with the said issue, an unsupervised non-linear segmented and non-segmented stacked denoising autoencoder (UDAE) based BR method is proposed. Our aim is to find an optimal mapping and construct a lowerdimensional space that has a similar structure to the original data with least reconstruction error. The proposed method first confronts the original hyperspectral data into smaller regions in spatial domain and then each region is processed by UDAE individually. This results in reduced complexity and improved efficiency of BR for both semi-supervised and unsupervised tasks, i.e. classification and clustering. Our experiments on publicly available hyperspectral datasets with various types of classifiers demonstrate the effectiveness of UDAE method which equates favorably with other state-of-the-art dimensionality reduction and BR methods.
I. INTRODUCTION AND RELATED WORK
Remote sensing deals with the extraction of meaningful information of objects of interests from the earth surface based on their radiance acquired through the remote sensors. One of the applications of remote seining is hyperspectral imaging. Hyperspectral imaging has been extensively used in many practical applications such as monitoring of land changes, urban development, environmental and mineral exploration [1] .
Due to the enhanced capabilities of hyperspectral sensors, these sensors have the ability to capture hundreds of narrow and contiguous spectral bands with high resolutions. This high resolution lead to better identification of relatively small structures. Owing to the high resolutions, the geometrical structure of a scene has a great perceptual significance that can be directly exploited for modeling the objects; however, it usually leads to the curse of dimensionality (CoD) (CoD refers to various phenomena that arise when analyzing data in high-dimensional spaces, often with hundreds or thousands of dimensions) [2] . To cope with high dimensionality issue, several linear and non-linear transformation-based band reduction (BR) methods have been proposed [3] .
These methods include principal component analysis (PCA) [4] , kernel principal component analysis (KPCA) [5] , linear discriminant analysis (LDA) [6] , stepwise linear discriminant analysis (SWLDA) [7] [8] , kernel linear discriminant analysis (KLDA) [9] , factor analysis (FA), minimum noise fraction transformation and genetic algorithms [10] . All these methods change the physical meaning of the original hyperspectral space because the channels in lower dimensional space do not correspond to the individual band but to their linear combinations. BR methods to select a subset of the original space may also be preferred when the physical meaning of bands needs to be maintained [11] . Furthermore, in order to use the existing BR methods, one must determine the number of bands, the metric or criterion for selection and the search strategy for optimum performance. Several methods have been proposed to select the optimum values of these parameters [13] [14] . These methods include virtual dimensionality (VD) and particle swarm optimizer (PSO).
The concept of VD is used to estimate the number of spectrally distinct signatures that serve as a reference value [15] and PSO method to automatically determine the optimal number of bands [16] [17] . Several BR methods take distance metrics as class separabilities. These metrics include Jeffreys Matusita [18] , Bhattacharyya [19] and divergencebased distance metrics [20] . However, a representative spectral signature for each class can be used to compute the minimum spatial covariance [21] . Furthermore, sometimes the accuracy of a classifier can directly be used as objective function [22] . The core objective of any searching strategy such as forward searching methods [19] is to avoid testing all possible band combinations. A firefly method [23] is an evolutionary computational technique which has also been used for BR [20] [24] . However, BR with firefly searching method can be expensive because classification needs to be done during the BR process. It is computationally expensive if the selected classifier is complex with many training samples. Moreover, the selected bands may be optimal only for the involved classifier.
On the other hand an autoencoder (AE) [12] can be used to learn a compact representation of the input data; one that also ensures a minimum difference between corresponding inter-point relations in two spaces. A transformation found by an AE is regarded as preferable if it minimizes the reconstruction error and ensures that the encoding and decoding does not affect the structure embedded in the data. In other words, the importance of preserving relations between points is emphasized. Therefore, unlike traditional unsupervised linear as well as non-linear BR methods, the transformation found by a deep autoencoder (DAE) may be both compact and reflect the structure present in the original hyperspectral data at the same time. Therefore, we address the above-mentioned issues using an unsupervised non-linear segmentation-based deep autoencoder (UDAE) method. Our proposed UDAE is classifier independent and significantly improves the classification performance and decrease the computational complexity. Furthermore, we employ several classifiers to validate its performance. To this end, our aim is not only to find an optimal compact representation but also to construct a new space that has structure similar to the original hyperspectral data with least reconstruction error.
The remainder of this paper is organized as follows: Section II explains the concept our proposed method. Section III describes the experimental setup and results. Section IV discusses the comparison with state-of-the-art works. Section V concludes the paper, and finally section VI discusses the possible future directions.
II. METHODOLOGY
AEs have achieved remarkable results in many practical applications [25] [27] . The key concept in an AE is to map the entire input space onto itself. The mapping is found by training a set of encoding and decoding layers using unlabeled samples. Thus, there is no need to consider class information. Once trained, the hidden representation at the innermost encoding layer of an AE can be visualized as a compression of the input space containing key contents or information. DAEs are created by stacking multiple AEs, where the encoders are normally constructed using a greedy layer-wise approach.
In this work we consider two different strategies to train an AE i.e., segmented and non-segmented AE. Non-segmented AE means that the hyperspectral image cube is processed without any preprocessing or splinting the image cube into parts. Whereas, segmented AE means that the hyperspectral image cube is divided into several parts to train an AE individually on each part of hyperspectral image cube. Segmentation based AE training is proved to incur less computational overhead in terms of time. To train segmented AE, researchers usually tend to segment hyperspectral image cube over spectral domain. Spectral segmentation refers to dividing the wavelengths into several parts to train AE. However, there is no guarantee that the selected bands from particular segments are optimal and preserve the important information. More precisely, training a wavelength-based segmented AE normally includes uninformative bands where such bands might have high correlation at some wavelength but not at other segment of hyperspectral image cube or may include the redundant bands. Redundant means, the similar bands from different segments which might contain no additional information for band reduction and classification.
To overcome the above-discussed problem, in this work, we propose a spatial information-based hyperspectral image segmentation to train an AE. In this process, we split the hyperspectral image cube based on its pixel locations rather than on spectral or wavelength values. An AE trained on a segment of hyperspectral image cube obtained through spatial information, significantly improves the generalization abilities for both supervised and unsupervised tasks, i.e., classification and clustering. However, although, these segments are obtained by spatial information, the training of an AE on these segments are done based on their spectral values. In other words, this process dose not incorporate the spatial information while training an AE. While selecting the bands from individual segment, the number and position of selected band from each segment should remain the same. Furthermore, in this work we rigorously compare both segmented and nonsegmented AEs for both supervised and unsupervised tasks.
To explain our proposed method theoretically, we assume X = [x 1 , x 2 , x 3 , . . . , x L ] T ∈ R L * P the lexicographically indexed hyperspectral image composed of L bands and P pixels per band. Let us further assume that x l = [x l,1 , x l,2 , x l,3 , . . . , x l,P ] T is l th band that corresponds to a wavelength λ l . Furthermore, we also assume a deterministic mapping f θ that transforms an input band x l = x into hidden representation y which is known as affine nonlinear mapping defined as;
where θ = {W, b}. Here b is anl-dimensional offset vector and W ∈ (l × l) weight matrix. The resulting hidden representation y is then mapped back to the reconstructed vector z as z = gθ(y). The decoder mapping is again an affine mapping followed by squashing nonlinearity and can be define as:
Generally z can not be interpreted as an exact reconstruction of x but rather in probabilistic terms as the parameters of the distribution p(X |Z = z) that may generate x with high probability. For this, let us assume p(X |Y = y) = p(X |Y = gθ(y)) which yields an associated reconstruction error to be optimized as L(x, z) ∝ −log p(x|z).
Since the pixels in hyperspectral space are normalized, the common choice for p(x|z) and associated loss function
denotes a constant that depends only on φ 2 which can be neglected for the optimization. The training of an AE consists of minimizing the reconstruction error that carries the following optimization:
where Z(X ) refers the fact that Z is a deterministic function of X and it can be incurred by the composition of encoding and decoding with the loss function as defined below:
The loss function corresponds to minimizing reconstruction error i.e. maximizing the lower bound on the mutual information between input X and the learnt representation Y . Intuitively, the reconstruction criterion itself is unable to guarantee the extraction of useful bands from hyperspectral data as it can lead to the manifest solution i.e. "copying the input". One way to avoid this phenomenon is to constrain on sparse representation. In this work, we rather constrain on sparsity, we change the reconstruction criterion i.e. denoising. By doing so, we used a better representation, better in terms one that can be obtained robustly from a corrupted bands which will be useful for recovering the corresponding clean bands. To this end, two underlying ideas are implicit:
1) It is expected that a higher level representation should be stable and robust under corruption of the input bands. 2) It is expected that performing the denoising task requires selecting bands that capture useful structure in the input space. These two objectives have been obtained by first corrupting the initial input x tox through stochastic mappinĝ x ∼ qD(x|x). The corrupted input band is then mapped to a hidden representation y = f θ (x) = s(Wx + b). From this hidden representation we can reconstruct z as z = gθ(y). The parameters θ andθ are trained to minimize the average reconstruction error i.e. to have z as close as possible to the uncorrupted input x. The key difference is that z is now a deterministic function ofx rather than x. The two different reconstruction error methods are discussed below in which the parameters are randomly initialized and then optimized by stochastic gradient descent method.
1) Cross Entropy Loss with affine and sigmoid decoder is defined as L H (x, z) = H(B(x)||B(z)). 2) Squared Loss error with affine decoder is defined as L 2 (x, z) = ||x − z|| 2 . A different corrupted version of input band segment is generated according to qD(x|x). Denoising AE also minimizes the same reconstruction loss between input band segment X and its reconstruction from Y . Thus, it accounts to maximizing a lower bound on the mutual information between X and its representation Y . The main difference is that Y is obtained by applying deterministic mapping f θ to a corrupted input. It thus forces the learning of a far more clever mapping than the identity (that selects the bands useful for denoising). Figure 1 shows an instance of the network structure. It includes two encoding and decoding layers. In the encoding layer, output of the first encoding layer acts as the input data for the second encoding layer, and so forth. The inner most representation i.e., the last layer of encoding part is visualized in Figure 2 as a compression of the input space containing the key contents of hyperspectral bands. Furthermore, Figure 2 also shows the ability of UDAE method to preserve the key information and original structure of hyperspectral data in lower dimensions for both segmented and non-segmented UDAE.
ALGORITHM-1
Segmented and non-segmented UDAE method in which S determine the number of segments.
Result: Selected Bands; Reconstruction Error = C Input; #Layers; X; λ; ψ = Noise; Θ = Epoch;
Model{#Layers}.Bias = zeros(1, size(X , 2)); end end Fine-Tuning; M odel{j} = BP(M odel{j}, X , X , λ, ψ, Θ); BP stands for batch-based backpropagation method; Final Model for Band Selection; Selected Bands j = ActivativeFun(M odel{j}, X ); A = L; L = (L +1) + (L-2); end
ALGORITHM-2
Training of Autoencoder (AE Function).
Result: Net; C; Input; #Layers; X ; λ; ψ; Θ; Initialization; Net; P; for i = #Layers -1 do Net{i}.W = randn(Layers(i-1), layers(i))λ; Net{i}.Bias = zeros(1, Layers(i)); end Net{#Layers}.Bias = zeros(1, P); Net{#Layers}.W = randn(Layers(end), P)λ;
Machine learning methods often suffer from hyperspectral image classification due to the curse of dimensionality. This is because in the hyperspectral space, each sample consists of hundreds of potential bands. Eventually evaluating every sample from each band can affect not only the classifiers efficiency but also may reduce the classification power. Unlike the traditional machine learning methods, our proposed UDAE method selects only those bands for classification that are known to improve the predictive power of the model and potentially improve the execution time because irrelevant bands does not need to be preserved. In this work, we used several external classifiers to test the efficiency of UDAE method. These classification methods include support vector machine (SVM) [28] [31], k-nearest neighbors (kNN) [32] and ensemble learning classifiers (Ada-boost (AB), gentle-boost (GB), logiboost (LB) and Bag) [2] , [33] [36].
III. EXPERIMENTAL SETTINGS AND RESULTS

A. Experimental Datasets
To this end, we use a publicly available real hyperspectral dataset [37] [38] to evaluate the performance of UDAE method. The experimental dataset consists of a sub-scene of 224 spectral bands with a spatial resolution of 3.7m. Some bands were water absorption and were removed prior to the analyses. The removed bands are 108-112, 154-167 and 224. The full Salinas scene is covered with 512 × 217 samples per band and contains vegetables, bare, soils and vineyard field. Salinas-A ground truth consists of 6 classes and 86 × 83 samples per band. The selected samples are located in the original scene at 591-676 and 158-240. The selected dataset class description is provided in the Table I and the ground truth map is presented in Figure 3 . Lettuce romaine 5wk 1525 5
Lettuce romaine 6wk 674 6
Lettuce romaine 7wk 799 
B. Experimental Settings
The purpose of this work is to investigate the efficient representation of hyperspectral data using UDAE method. Efficient representation refers to the representation in a lower dimensional space from which it is possible to reconstruct the original space with least reconstruction error. In UDAE method, the last activation function is set as a linear function because of spectral target values. In this process, we observe two different learning models: 1): batch-Model: the gradient is computed as an average for a set of spectral vectors, 2): stochastic-Model: the net model is adapted to one spectral vector at a time. While implementing UDAE, we found that there is a significant difference in speed of going through an epoch in the learning model which leads to conclude a solution between the extremes by using tiny batches. The learning rate is determined by hit and trial based on an error just to speed up the convergence rate of learning model. Prior to analyzing the learning rate, we normalize the data just to improve the convergence of the learning model by translating each hyperspectral band to obtain zero mean.
The DAE network configuration consists of several parameters such as the number of hidden layers, number of neurons in each hidden layer and learning rate to control the reconstruction and fine-tuning process and a maximum number of iterations to train each layer. The number of hidden layers are selected in the range from 4-6 and the number of hidden neurons are chosen as a set of {N umber − of − bands, 3 * N umber − of − bands − to − select, 2 * N umber − of − bands − to − select, N umber − of − bands − to − select} in case of 4 hidden layers. The learning parameters are selected from the range [0.001 0.1] and the maximum number of iterations for training and fine-tuning are randomly set between {200 − 250}. All these parameters are carefully tuned for the given experimental results. The optimal selection of these parameters are obtained according to the optimal classification performance. Carefully tuned UDAE method is tested using three different classifiers as explained in Section II-B. The important parameters to train these classifiers are as follows: SVM classifier is trained using 'RBF' kernel function. kNN classifier is trained using the range from {1 − 20} nearest neighbors. The ensemble learning for both AB, GB, LB and BAG are trained using tree-based model with {1 − 100} and {1 − 30} number of trees respectively.
C. Experimental Results
The Kappa (κ) coefficient and overall accuracies are considered as the evaluation metrics since these are widely used in existing works [39] [40] . The κ coefficient is obtained by the following expressions:
where N is the total number of samples, Ψ k represents the number of correctly predicted samples in the given class.
k Ψ k is the sum of the number of correctly predicted samples. σ k is the actual number of samples belonging to the given class and φ k is the number of samples that have been correctly predicted into the given class [39] . In our first experiment, we provide sensitivity analysis of reconstruction of the actual data from the DAE network, based on the provided settings as explained in section III-B. Figure 4 shows the results of reconstruction error on each layer with respect to the number of epochs on each layer for both Segmented and non-segmented UDAE. In the second experiment, we analyze the behavior of different ensemble learning classifiers based on re-substitution and out-of-bag error against different numbers of decision trees. Figure 5 shows the results of re-substitution and outof-bag error for GB, LB, AB and Bag classifiers respectively. Figure 6 shows the visual classification results of the six classifiers, i.e., SVM, kNN, GB, LB, AB and Bag respectively. Figure 7 shows the visual clustering results obtained from both segmented and non-segmented UDAE inner most hidden representation. In this work, we used t-Distributed Stochastic Neighbor Embedding (t-SNE) with pair-wise distance metric method to visualize the clusters in 2-Dimensional space. From results, we observe that the non-segmented UDAE method performs better in terms of defining the clusters than segmented UDAE. Segmented UDAE breaks the similar clusters into several parts which helps to obtain better classification and generalization performance in computationally efficient fashion than the non-segmented UDAE. The obtained results demonstrate the acceptable generalization capability for the UDAE method for all these three types of classifiers. 
IV. COMPARISON WITH STATE OF THE ART
The proposed UDAE method is compared with state-ofthe-art such as Principle Component Analysis (PCA) [4] and Laplacian Eigenmaps (LEM's) [41] . Both methods are unsupervised, Laplacian Eigenmaps method is non-linear unsupervised and PCA is linear mapping method. To maintain the consistency between these methods, 50 most informative bands were extracted empirically by each method. After carefully extracting the bands, SVM, kNN, GB, LB, AB and Bag classifiers were used to classify the extracted bands. Table II and III show the classification accuracy obtained by SVM, kNN, GB, LB, AB and Bag classifiers respectively. These results shows that the proposed UDAE method outperforms other well-known state-of-the-art non-linear BR methods in terms of kappa coefficient and overall accuracy. From results we conclude that the instance-based classifiers do not lead to better performance as compared to the ensemble learning classifiers because no spatial structure of hyperspectral data have been considered. It also might be the case that the training samples were randomly selected that lead to the class imbalance issue. For example the rocoli green weeds-1 class has 391 samples as compared to the Lettuce romaine 5wk and Corn senesced green weeds which have 1525 and 1343 samples respectively. In our experiments, we randomly chose 30% of samples per class for training model and the remaining samples were used as a test data. 
V. CONCLUSION AND FUTURE DIRECTIONS
In this work a non-linear DAE-based hyperspectral BR method is proposed where (UDAE) pre-train and fine-tune the network in an unsupervised fashion on each segment of original hyperspectral data where the segmented UDAE is used otherwise hyperspectral has been processed without segmentation. Furthermore the performance of UDAE BR method has been tested by several classifiers where all these classification methods are tested in semi-supervised manner. From results we observe that the proposed method outperforms while using ensemble learning classifier. We carefully tuned UDAE method which also provides better classification and clustering results than several popular BR methods.
In the current work, we only considered a subset of Salinas dataset inside the main text due to the page limit but the other high dimensional datasets description and experimental results are attached as supplementary material. These datasets include Pavia University, Pavia Centre, Salinas full scene, Botswana and Kennedy Space Dataset. All of these datasets are Earth Observation images taken from different airborne sensors such as, Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) and Reflective Optics System Imaging Spectrometer (ROSIS) or Satellite such as NASA EO-1.
Currently, we only explored the possibilities to use spectral information for band reduction; in this direction there are several methods that can be used to fuse the spatial information. These methods include morphological or spatial coordinate information and relations between spatial adjacent pixels. Furthermore, in our current work, we only consider a heuristic approach based on global metric to find the optimal number of bands and to measure the performance at inner most hidden representation of our proposed UDAE method. However, in future, we intend to incorporate local metrics such as structure similarity index measure (SSIM) and multiscale structure similarity index measure (MS-SSIM) to further validate the quality of hidden representation. Furthermore, we plan to incorporate the regularization method to optimize the number of bands to be extracted systematically with several types of AEs e.g. sparse, regularized and variational AEs.
SUPPLEMENTARY MATERIAL
The performance of our proposed UDAE method have been tested on several benchmark hyperspectral datasets. These datasets include Pavia Centre, Pavia University, Salinas scene, Kennedy Space Center and Botswana Datasets. All of these datasets are Earth Observation images taken from different airborne sensors such as, Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) and Reflective Optics System Imaging Spectrometer (ROSIS) or Satellite such as NASA EO-1. All these datasets are freely available at [35] .
Pavia Centre (PC) and Pavia University (PU) dataset was acquired by the ROSIS sensor during a flight campaign over Pavia, Northern Italy. PC and PU dataset consist of 102 and 103 spectral bands, where each band is consist of 1096*1096 and 610*610 pixels per band. Some of the pixels in each band contain no information and have to be discarded before the analysis. The discarded pixels in the dataset can be seen as abroad black strips. PC and PU dataset acquired with geometric resolution of 1.3 meters. PC and PU dataset ground truths differentiate nine classes. PC and PU datasets class description is provided in the Table IV and the ground truth map is presented in Fig. 8 .
Salinas scene was collected by the AVIRIS sensor over Salinas Valley, California Salinas scene is characterized by 3.7 meter per pixel high spatial resolution. Salinas scene is composed by 224 spectral bands. The Salinas area covered comprises 512 lines by 217 samples, i.e. each band is consist bands of 10nm width with center wavelengths from 400-2500 nm. The KSC data acquired from an altitude of approximately 20km and have a spatial resolution of 18 m. After removing water absorption and low SNR bands, 176 remaining bands were used for the analysis. Training data were selected using land cover maps derived from color infrared photography provided by the KSC and Landsat Thematic Mapper (TM) imagery. The vegetation classification scheme was developed by KSC personnel in an effort to define functional types that are discernible at the spatial resolution of Landsat and these AVIRIS data. Discrimination of land cover for this environment is difficult due to the similarity of spectral signatures for certain vegetation types. For classification purposes, 13 classes representing the various land cover types that occur in this environment were defined for the site. The selected dataset class description is provided in the Table V and the ground truth map is presented in Fig. 9 .
The NASA EO-1 satellite acquired a sequence of data over the Okavango Delta, Botswana in 2001-2004. The Hyperion sensor on EO-1 acquires data at 30 m pixels resolution over a 7.7 km strip in 242 bands covering the 400-2500 nm portion of the spectrum in 10 nm windows. Preprocessing of the data was performed by the UT center for Space Research to mitigate the effects of bad detectors, inter-detector miscalibration, and intermittent anomalies. Uncalibrated and noisy bands that cover water absorption features were removed, and the remaining 145 bands were included as candidate features. The removed bands are 10-55, 82-97, 102-119, 134-164 and 187-220. The data analyzed in this study, acquired on May 31, 2001 and consist of observations from 14 identified classes representing the land cover types in seasonal swamps, occasional swamps and drier woodlands located in the distal portion of Delta. The selected dataset class description is provided in the Table VI and the ground truth map is presented in Fig. 10 . The inner most representation i.e. the last layer of encoding part is visualize in Fig 11 as a compression of the input space containing the key contents of hyperspectral bands. Furthermore, Figs 11 also shows the ability of UDAE method to preserve the key information and original structure of hyperspectral data in lower dimensions for both segmented and non-segmented UDAE.
Tables VII-IX show the classification accuracy obtained by SVM, kNN, GB, LB, AB and Bag classifiers on PC, PU, Salinas, KSC and Botswana Datasets respectively. From results we conclude that the instance-based classifiers do not lead to better performance as compared to the ensemble learning classifiers because no spatial structure of hyperspectral data have been considered. It also might be the case that the training samples were randomly selected that lead to the class imbalance issue. In our experiments, we randomly chose 30% of samples per class for training model and the remaining samples were used as a test data. The sensitivity analysis of reconstruction of actual data from the DAE network based on the provided settings explained in section III-B (main paper). Fig 12 shows the results of reconstruction error on each layer with respect to the number of epochs on each layer for both Segmented and non-segmented UDAE. Fig 13 shows the visual classification results of the six classifiers e.g. SVM, kNN, GB, LB, AB and Bag respectively. From results, we observe that the segmented UDAE method slightly perform better in terms of defining the classes then non-segmented UDAE. Segmented UDAE breaks the similar clusters into several parts which helps to obtain better classification and generalization performance in computationally efficient fashion then the non-segmented UDAE. The obtained results demonstrate the acceptable generalization capability for the UDAE method for all these three types of classifiers.
In this experiment, we analyze the behavior of different ensemble learning classifiers based on resubstitution and out- 
