ABSTRACT Bayesian shrinkage analysis is arguably the state-of-the-art technique for large-scale multiple quantitative trait locus (QTL) mapping. However, when the shrinkage model does not involve indicator variables for marker inclusion, QTL detection remains heavily dependent on significance thresholds derived from phenotype permutation under the null hypothesis of no phenotype-to-genotype association. This approach is computationally intensive and more importantly, the hypothetical data generation at the heart of the permutation-based method violates the Bayesian philosophy. Here we propose a fully Bayesian decision rule for QTL detection under the recently introduced extended Bayesian LASSO for QTL mapping. Our new decision rule is free of any hypothetical data generation and relies on the well-established Bayes factors for evaluating the evidence for QTL presence at any locus. Simulation results demonstrate the remarkable performance of our decision rule. An application to real-world data is considered as well.
W IDELY recognized to be effective for genomic prediction, Bayesian regularization or shrinkage methods are also arguably the state-of-the-art approach to genomewide multiple quantitative trait locus (QTL) mapping (e.g., Che and Xu 2010) . In both the maximum-likelihood (ML) and Bayesian approaches, QTL can be informally identified as locations corresponding to bumps in the plot of the estimated genetic effects against marker genomic positions.
In Bayesian shrinkage models involving marker inclusion indicators, Bayes factors (BFs) (Kass and Raftery 1995) provide a convenient tool for QTL detection (e.g., Yi et al. 2007) . pointed out that including indicators as an additional source of shrinkage may induce a downward bias on the resulting BFs.
When the Bayesian shrinkage model does not involve marker inclusion indicators, these can still be indirectly generated with regard to a user-specific effect-size threshold, following Hoti and Sillanpää (2006) . However, the subsequent BFs may heavily depend on the prespecified effect-size cutoff value. Knürr et al. (2011) proposed a Bayesian shrinkage model where the marker inclusion indicators are indirectly generated based on a priori fixed and biologically meaningful hyperparameters, allowing the use of BFs to evaluate the strength of evidence in the data in support of QTL presence at any locus.
A QTL significance threshold can alternatively be derived from Wald test statistic (Yang and Xu 2007) . This may, however, be unrealistic in the presence of highly correlated markers, due to overly inflated standard errors of the estimated genetic effects as a consequence of multicollinearity. Moreover, under the Bayesian shrinkage approach, the posterior densities of QTL effects are typically bimodal with a spike at the prior mode (zero) and a second mode around the actual QTL effect (see, e.g., Figure 2 in Che and Xu 2010) . This makes equal-tail credibility intervals (Li et al. 2011) impractical for detecting QTL since intervals will often include zero.
In general, rigorous decision making with regard to true and false signals remains an open problem within highdimensional Bayesian shrinkage analysis (Heaton and Scott 2010) . Nevertheless, the phenotype permutation-based (or randomization) method of Churchill and Doerge (1994) is widely used for QTL discovery under both the ML-based (e.g., Churchill and Doerge 1994; Doerge and Churchill 1995) and the Bayesian (e.g., Xu 2003; Mutshinda and Sillanpää 2010) frameworks. The permutation-based method involves the following three stages:
1. Based on the genotypic data at hand, generate a large number of hypothetical phenotypic data under the null hypothesis of no phenotype-to-genotype association by pairing one individual's genotype with another's phenotype to generate data with the observed linkage disequilibrium and no phenotype-to-genotype association. 2. Fit the model to each permuted data set and monitor the value of a suitable test statistic (e.g., the largest absolute effect size). This yields an empirical distribution of the test statistic under the null hypothesis. 3. Select a specific percentile of this empirical distribution [e.g., the 100 · ð1 2 aÞ percentile for a suitable 0 , a , 1] as the effect-size significance threshold above which to declare QTL.
The permutation-based method is computationally intensive. This is more so when the model fitting is carried out with a Bayesian approach through Markov chain Monte Carlo (MCMC) (Gilks et al. 1996) simulation. More importantly, from a Bayesian perspective, the posterior distribution embodies the data-updated state of knowledge about the model parameters and is therefore the sole basis for all inferences, including prediction and hypothesis testing. Bayesian conclusions arise in the form of probabilistic statements about unobserved quantities including model parameters and yet unobserved data (prediction), conditionally on the data actually observed (Gelman et al. 2003) . Thus, the hypothetical data generation under the null hypothesis at the heart of the permutation-based method is inconsistent with the Bayesian philosophy.
In an attempt to mitigate the heavy computational load characterizing the randomization approach in MCMC-based Bayesian shrinkage analysis of QTL, Che and Xu (2010) proposed a within-MCMC phenotype permutation approach intended to reduce the computational time burden, but still rooted in the hypothetical data generation at issue with the Bayesian thinking. The authors were the first to recognize the lack of theory behind their method.
Hypothesis testing methods for variable selection that stand firm on the Bayesian philosophy are missing within Bayesian shrinkage analysis of high-dimensional regression models. This article attempts to bridge this gap by proposing a fully Bayesian decision rule for QTL detection under the extended Bayesian LASSO (EBL) model introduced by Mutshinda and Sillanpää (2010) .
Methods
Before proceeding to describe our new QTL detection rule, a brief review of the EBL is worthwhile.
The EBL in a nutshell
The EBL (Mutshinda and Sillanpää 2010) extends the hierarchical prior specification of the regression coefficients in the Bayesian LASSO (BL) (Park and Casella 2008; Yi and Xu 2008) with an additional level implementing the separation between the overall model sparsity and the degree of shrinkage specific to individual regression parameters (the marker effects). In simulation studies (Mutshinda and Sillanpää 2010; Fang et al. 2012; Kärkkäinen and Sillanpää 2012; Li and Sillanpää 2012) , the EBL has proved to be among the best LASSO-type shrinkage methods in terms of estimation and prediction accuracy. Throughout, we consider the following multiple linear regression model for QTL mapping,
x ij b j þ e i ði ¼ 1; . . . ; n; j ¼ 1; . . . ; pÞ;
where y i is the phenotypic trait value of the ith individual (i ¼ 1; . . . ; n), b 0 is the common intercept, and x ij is the genotype value of individual i at locus j. Here, attention is restricted to experimental crosses derived from inbred lines, more specifically on backcross (BC) or double-haploid (DH) progeny with only one of two possible genotypes at any locus, and x ij is coded as 0 for one genotype and 1 for the other. b j is the genetic effect of marker j ðj ¼ 1; . . . ; pÞ, and e i ði ¼ 1; . . . ; nÞ are mutually independent errors assumed to follow a zero-mean Gaussian distribution with common variance s . . . ; p. Each locus-specific regularization parameter l j $ 0 is further modeled as l j ¼ dh j , where the quantities d $ 0 and h j . 0 are, respectively, intended to control the overall model sparsity level and the degree of shrinkage specific to b j , with a larger h j implying more shrinkage on b j .
Marginally, each b j has a priori a zero-mean Laplacian or double-exponential (DE) distribution with variance 2=l 2 j , according the following representation of the DE distribution as a scaled mixture of normals with exponentially distributed mixing variances: DE ðx j 0; l=2Þ and Casella 2008) .
The model specification is completed with prior assumptions on the parameters b 0 and s 2 0 and the hyperparameters d and h j ðj ¼ 1; . . . ; pÞ. Our new QTL detection rule operates at the hyperparameter level and more specifically on the idiosyncratic hyperparameters h j .
The novel QTL detection rule
Bayesian LASSO arises as a particular case of the EBL when all h j are set to 1, implying that l j ¼ l ¼ d for 1 # j # p. The tenet of our new QTL detection rule is that genuine QTL effects should undergo less shrinkage than implied by the overall model sparsity level determined by d. In other words, h j should be consistently less than 1 for genuine QTL and vice versa. Biologically, we take the effects of non-QTL loci as reference for comparison, understanding that the effects of actual QTL should not be shrunken beyond the overall model sparsity level.
Our new QTL detection rule is based on the posterior of the locus-specific shrinkage hyperparameters, h j , without involving any hypothetical data generation. Basically, the method boils down to testing the hypothesis H j 1 : h j , 1 of QTL presence at locus j ðj ¼ 1; . . . ; pÞ, against the alternative hypothesis H j 2 : h j $ 1 of having no QTL at locus j for each 1 # j # p.
In the Bayesian paradigm, the specification of priors about the model parameters and the hypotheses being tested is a critical stage whereby subjective probability enters the inference. Prior odds can be used to add context to the analysis. For example, model sparsity can be enforced by assigning low prior odds for QTL presence at any locus, i.e., setting PrðH j 1 Þ ¼ Prðh j , 1Þ to be small relative to PrðH j 2 Þ ¼ 1 2 PrðH j 1 Þ. As we discuss below, the uniform prior h j Uniðu; wÞ, u , 1 , w provides much flexibility in calibrating the prior assumption about Pr ðh j , 1Þ and, consequently, the prior odds for H j 1 , ðj ¼ 1; . . . ; pÞ. More specifically, if we assume a priori that h j Uniðu; wÞ, u , 1 , w independently for j ¼ 1; . . . ; p, then the prior probability, PrðH 1 Þ ¼ Pr ðh j , 1Þ, of QTL presence at locus j is nothing but ð1 2 uÞ=ðw 2 uÞ. This prior can be duly adjusted through a judicious choice of u and w. In the sequel, we assume, without loss of generality, that u ¼ 0 so that the prior probability of QTL presence at locus j is simply Pr ðh j , 1Þ ¼ 1=w, the corresponding odds being 1=ðw 2 1Þ.
The essence of a Bayesian analysis is to update prior beliefs about model parameters and hypotheses in light of the observed data. Posterior odds reflect the analyst's state of knowledge about the relative strengths of two competing and mutually exclusive hypotheses after taking the data information into account. They are therefore well suited to hypothesis testing and decision making with regard to QTL presence at different loci. However, Bayes factors provide a better alternative to posterior odds as they free the analyst from reporting prior odds (e.g., Schervish 1995, p. 221) and allow the strength of evidence provided by the data in favor of a hypothesis to be evaluated on the widely used Jeffreys (1961) empirical scale described below. Let H j 1 and H j 2 denote the hypotheses "QTL present at locus j" and "no QTL at locus j," corresponding to h j , 1 and h j $ 1, respectively. The Bayes factor
quantifies the evidence provided by the data in favor of H Our new decision rule for QTL detection is based on the Bayes factor BF j 1;2 defined in (2) and, as a rule of thumb, we use 3 as the cutoff value of BF j 1;2 above which to declare QTL presence at locus j. The choice of this somewhat stringent cutoff value is motivated by the need to optimize the power of detecting QTL by reducing the false discovery rate.
A critical quantity for the computation of the Bayes factor BF j 1;2 is the posterior probability Pr ðh j , 1 DataÞ. A Monte
Carlo-based estimate of this probability under MCMC sampling is given by Pr ðh j , 1 j DataÞ ð1=N m Þ P N m i¼1 Iðh ðiÞ j , 1Þ, where Ið:Þ denotes the indicator function, N m is the number of post-burn-in MCMC samples, and h ðiÞ j is the ith MCMC sample for h j . This probability is easily evaluated in Win-BUGS/OpenBUGS through the logical function step(.) that takes the value 1 when its argument is larger than zero and the value zero otherwise. For more details on this, see supporting information, File S1.
We next report on two simulation studies designed to investigate the performance of our new QTL detection rule under different scenarios. We subsequently utilize our decision rule to reanalyze the genetic basis of time to heading in barley (Hordeum vulgare L.), using real-world data from the North American Barley Genome Mapping project (Tinker et al. 1996) .
Report on simulation studies
To evaluate the performance of our new decision rule for QTL detection, we carried out two simulation studies, hereafter simulation study 1 and simulation study 2. Simulation study 1 involved two replicated analyses based, respectively, on the moderately dense barley marker data and on a computer-simulated dense marker data set. Simulation study 2 was based on a very dense and particularly challenging marker data set generated through computer simulation.
Simulation study 1: This simulation study is based on the following two marker data sets differing in both the marker density and the n-to-p ratio:
1. The real-world marker data set from the North American Barley Genome Mapping project (Tinker et al. 1996) , which involves 145 DH lines and 127 biallelic markers covering seven chromosomes, the distance between consecutive markers being 10.5 cM: We refer to Tinker et al. (1996) for more details on this data set. The few missing genotypes were imputed with random draws from Bernoulli(0.5) before the analysis. A more appropriate approach to missing genotype imputation would be to utilize their genotype probabilities given the genotypes of flanking markers with regard to a genetic map (see Jiang and Zeng 1997 In both cases, the phenotypic trait values were simulated assuming sparse underlying biology with only four QTL at loci 4, 25, 50, and 65, with respective effects 2.5, 22.5, 4, and 24. In the data simulation process, the intercept was set to zero without loss of generality. The residual variance, s 2 0 , was set to 2 and 1 under the barley marker data and the simulated dense marker data, respectively, yielding an approximate heritability of 0.80 in both cases. Our analyses are based on data with high heritabilities and small sample sizes. Sillanpää and Hoti (2007) pointed out that, with regard to power analysis, similar results arise under small heritabilities and large samples.
One hundred phenotype replicates were simulated under each marker data set. The R codes for generating the replicated phenotypic data are provided in File S1, along with the simulated dense marker data and a realization of the simulated phenotypes under the parameter setting described above. A typical vector of simulated phenotypes under the barley marker data is provided as well.
The model specification was completed with the following (essentially noninformative) prior specification: b 0 Nð0; 100Þ; and s 2 0 Inv-Gamma ð0:01; 0:01Þ, d Unið0; 100Þ, and h j Unið0; wÞ for j ¼ 1; . . . ; p independently. Finally, w was set to 10, yielding a prior probability Prðh j , 1Þ ¼ 0:1 of QTL presence at any locus j ð1 # j # pÞ.
We used MCMC simulation, through the Bayesian freeware OpenBUGS (Thomas et al. 2006) , to sample from the joint posterior of the model parameters. The BUGS code is available in File S1. All computations were carried out on an AMD Turion X2 Dual, with a 64-bit operating system and 4 GB of RAM. We initially ran three Markov chains for 100,000 iterations to assess, through visual inspection of traceplots, the time to convergence and the quality of the mixing of the chains. The Markov chains reached apparently their target distributions after 500 and 2000 iterations under the barley data and the simulated dense marker data set, respectively. The 100,000 iterations of three Markov chains took 7 hr under the barley data and 2 hr under the simulated dense marker data set.
We then fitted the model to the 100 replicated data sets, running a single Markov chain for 7000 iterations after a burn-in period of 3000 iterations and thinning the remainder to each 10th sample. The model fitting to each replicated data set took 770 sec under the barley marker data and 420 sec under the simulated dense marker data set. Figure 1 shows the Bayes factors for QTL presence at each marker locus on a natural logarithmic scale, averaged over the 100 replicated data sets plotted against the marker genomic positions for simulations based on the barley marker data ( Figure 1A ) and the simulated dense marker data set ( Figure 1B ). In Figure 1 , A and B, the threshold, logð3Þ 1:1, above which QTL are declared is indicated by a horizontal shaded dashed line.
From the results plotted in Figure 1 , the four "true" QTL are clearly singled out with BFs far larger than the cutoff value logð3Þ 1:1, in contrast to the non-QTL candidate loci. The four QTL were also the only loci with BFs exceeding the detection threshold under the barley marker data set, implying a false discovery rate of 0%. The BFs for QTL presence at non-QTL loci were consistently ,1 and did not even approach the selection threshold in the few cases where they happened to exceed 1. In analyses based on the simulated dense marker data set, some loci close to the actual QTL locations could occasionally have BFs .1 due to linkage disequilibrium, but these should not be considered as false positives.
We also evaluated the performance of the permutationbased method for QTL detection under the EBL with the parameter setting described above, using 100 phenotype permutations. For each permuted data set, we ran 15,000 iterations of a single Markov chain and discarded the first 4000 iterations as burn-in, thinning the remainder to each 10th sample. Figure 2 shows the posterior mean genetic effects averaged over the 100 replicated data sets, plotted against the marker numbers for analyses based on the barley marker data ( Figure 2A ) and for those based on the simulated dense marker data set ( Figure 2B ). The horizontal shaded dashed lines therein represent the permutation-based effect size thresholds for declaring QTL.
It seems that QTL 25 could be missed under a number of data replicates. From Figures 1B and 2B , one can realize that the correlation among markers is high in the vicinity of QTL 25. On the other hand, we know that the effect of QTL 25 was simulated to be relatively small. This suggests that the permutation-based method may be ineffective at detecting small-effect size QTL in the presence of strongly correlated markers, in contrast to the method proposed here (Figure 1) .
One a priori for this may be that in MCMC-based Bayesian replicated data analysis, permutation thresholds are often, as is also the case here, based on a single realization so that its behavior may heavily depend on the particular data realization under consideration. Moreover, Churchill and Doerge (1994) emphasized that a large number of phenotype permutations are required to produce a more accurate estimate of the critical value. With the MCMC-based Bayesian approach, one should also ensure that the MCMCs are run long enough under each phenotype permutation and not rely on a small number of permutations. With the approach proposed here, the MCMCs are run only once, with no extra computational cost required for variable selection that is a by-product of the model-fitting effort, rather than the result of a post-model-fitting exercise as is the case for the permutation-based counterpart.
Simulation study 2: In simulation study 1 we simulated dense markers with 3-cM intervals, mimicking a realistic inbred line cross situation where recombination occurs rarely between adjacent markers. Although it is unnecessary for researchers to screen their BC or DH populations at each centimorgan, we simulate a marker map with 1 cM distance between consecutive markers to investigate how well our method would perform when faced with such a situation where the dependency between markers is very high. Mutshinda and Sillanpää (2012) simulated marker maps of inbred line-cross data with 1-cM intervals to evaluate the performance of their procedures.
The marker data set was simulated through the WinQTL Cartographer 2.5 program (Wang et al. 2006 ) and involved 50 BC progeny and 200 markers (i.e., four times as many markers as individuals), with just 1 cM between consecutive markers.
The phenotypic trait values were simulated assuming seven QTL, namely at loci 6, 12, 71, 75, 120, 185, and 192 , with respective effects 22.5, 21.5, 3, 23, 4, 21.5, and 25. The residual variance was set to 8 in the data simulation process, yielding an approximate heritability of 0.80.
Note that in extremely oversaturated regression models, the intercept may fluctuate greatly and capture most of the signal since no shrinkage is imposed on it, which may erode the model's ability to discriminate the effects of different predictors (loci). This is more so when no prior covariance structure is assumed for the regression coefficients (genetic effects) as is the case here (cf. Mutshinda and Sillanpää 2012) . It would be worth checking whether this problem would be less acute under a different genotype coding e.g., 21 and 1 rather than the 0 and 1 coding used here. Anyway, we found that this problem can be mitigated by centering the response variable (phenotype) before the analysis (i.e., subtracting its mean from individual values) and forcing the intercept to be zero during estimation. We adopted this approach here without rescaling the phenotypic values to unit variance to maintain the estimated genetic effects on the scale of the simulated values so that we can appreciate the extent of the model-induced shrinkage on individual locus effects.
As a word of caution, the prior inclusion probability should not be selected to be too small in extremely oversaturated regression models (i.e., when p n) or when the correlation among predictors (markers) is very high, to preserve the good mixing property. A similar problem has been pointed out to occur in spike-and-slab methods (e.g., O'Hara and Sillanpää 2009). Recall that Pr ðh j , 1Þ is controlled by the prior setting of h j or, more specifically in our case, by the value of w. In analyzing this particularly challenging data set, we set the hyperparameter w to 4, yielding a prior inclusion probability Pr ðh j , 1Þ = 0.25 for each marker, which is comparable to prior inclusion probabilities typically used in spike-and-slab variable selection methods.
The simulated marker data set is provided in File S1, along with a typical vector of simulated phenotypic values and the R code for phenotype generation.
In MCMC-based Bayesian shrinkage QTL analysis, when a QTL is correlated with nearby markers, the posterior kernel density plots of its genetic effect typically display a two-component mixture (bimodal) structure. One of the two mixture components is clustered around zero (the prior mode). As more Markov chain iterations are run, a second mode emerges by the actual QTL effect, and the mixture component concentrated around zero becomes increasingly peaked at its mode. It is crucial in such circumstances that MCMC samplers be run much longer to generate enough samples from the emerging mixture components in the posteriors of QTL effects.
We ran 200,000 iterations of two MCMC chains. The chains seemed to reach their target distribution after 7000 iterations. We discarded the first 25,000 iterations as burn-in and thinned the remaining MCMC draws to each 25th sample. The 200,000 iterations of two Markov chains took 12 hr.
The performance of our method on this challenging data set is illustrated in Figure 3A , where the Bayes factors for QTL presence at each marker locus are plotted on a natural logarithmic scale against the marker position for a singlephenotype realization. The horizontal shaded dashed line indicates the threshold above which QTL are declared.
To verify the ability of the phenotype permutation-based method to identify QTL in the presence of highly correlated markers, we required 100 phenotype permuted data sets. For each permutated data set, we ran 25,000 iterations of a single Markov chain, discarding the first 8000 samples as burn-in and thinning the remainder by a factor of 10. The 25,000 iterations took 2122 sec. Figure 3B shows the posterior means of genetic effects with the permutation threshold indicated by the overlaid horizontal shaded dashed line.
It can be seen from Figure 3A that a few adjacent loci to actual QTL positions were also selected, due to linkage disequilibrium. The BFs for QTL presence at actual QTL positions were much larger, making them plainly distinguishable from non-QTL loci through our decision rule (except locus 6). The posterior means of genetic effects for a single phenotype realization are shown in Figure 3B , where the horizontal shaded dashed lines therein indicate the effect size thresholds for declaring QTL, based on 100 phenotype permutations.
Real data analysis
We utilized our new decision rule for QTL detection to reanalyze the genetic basis of the time to heading in barley, using real-world data from the North American Genome Mapping project (Tinker et al. 1996) . As mentioned above, the mapping population comprises 145 doubled haploid lines after 5 individuals with missing phenotype have been omitted. Each progeny was scored at 127 markers covering seven chromosomes. The phenotypic trait of interest is the number of days to heading, averaged over 25 different environments. The phenotypic trait values were standardized to have mean zero and unit variance, and the few missing genotypes were imputed with random draws from Bernoulli(0.5) before the analysis.
The model fitting to the data was carried out by MCMC simulation through OpenBUGS under the same prior specification as in simulation study 1. We ran 20,000 iterations of two MCMC chains after a burn-in period of 5000 iterations and applied a thinning factor of 10, which resulted in 4000 draws. Figure 4 , A and B, shows, respectively, the BFs for QTL presence and the posterior mean genetic effects at different loci. The horizontal shaded dashed line in Figure 4A represents the log(BF) threshold, logð3Þ 1:1, above which QTL are declared, whereas the ones in Figure 4B represent the permutation-based thresholds above which to declare QTL. These cutoff values are based on 100 phenotype permutations.
The results shown in Figure 4 imply that the genetic basis of the time to heading in barley is sparse. Five loci only, namely loci 6, 9, 12, 63, and 86, emerged as actual QTL, with BFs for QTL presence exceeding the cutoff value of 3. All loci with BFs for QTL presence .1 are listed in Table 1 , wherein boldface type is used to indicate the BFs exceeding the QTL detection threshold. We also performed a randomization test for QTL discovery, using the highest posterior inclusion probability, and hence the highest BF, as a test statistic. The posterior marker inclusion probabilities are shown in Figure 5 . Therein, the permutation-based cutoff value for QTL selection based on 100 phenotype permutations, 0.15, corresponding to a BF of 1.588 is indicated by the horizontal shaded dashed line. The solid dashed line indicates the QTL inclusion probability 0.25, which corresponds to our rule-of-thumb threshold BF ¼ 3 for QTL selection under the prior inclusion probability Pr ðh j , 1Þ ¼ 0:10 adopted here.
The randomization approach has led to the selection of some additional loci, namely loci, 3, 5, 33, 40, 47, 78, 119 , and 120, which are mostly among the loci with BFs .1 under our decision rule. Knürr et al. (2011) also analyzed the time to heading in barley, using the same data set, and identified 12 markers, 10 of which are among the loci with Bayes factors for inclusion .1, which are given in Table 1 . The BFs for the two other loci, namely locus 44 and locus 55, were ,1 in our analysis.
Discussion
In this article, we proposed a fully Bayesian decision rule for QTL detection under the EBL introduced by Mutshinda and Sillanpää (2010) . In simulation studies (Mutshinda and Sillanpää 2010; Fang et al. 2012; Kärkkäinen and Sillanpää 2012; Li and Sillanpää 2012) , the EBL has proved to be among the top LASSO-type shrinkage methods with regard to QTL detection, owing presumably to its ability to explicitly distinguish the overall model sparsity from the degree of shrinkage idiosyncratically experienced by the regression coefficients. Since true QTL effects are expected to experience less shrinkage than assumed by the overall model sparsity level, their individual shrinkage hyperparameters should consistently be ,1. Consequently, QTL detection can be based on whether a locus-specific shrinkage hyperparameter is ,1. If these hyperparameters are assigned suitable (uniform) priors that can be understood in terms of marker inclusion/ exclusion, QTL detection can rely on their posterior distributions. The posterior inclusion probabilities of different loci, and hence the corresponding Bayes factors, can be used to evaluate the strength of evidence for QTL presence at different loci with regard to a suitable cutoff value. This is what our QTL detection rule is all about.
Simulation results (Figures 1-3 ) demonstrated the effectiveness of our new detection rule to identify QTL, including in very challenging situations. For example, in simulation study 2, the QTL 71 and 75 simulated to be physically close, but with opposite signs were effectively detected (Figure 3 ), although this is generally difficult in practice as pointed out by Wang et al. (2005) .
It has been noted earlier that under the MCMC estimation context where uniform priors can be easily assumed, EBL shows no need for tuning of hyperparameters (Mutshinda and Sillanpää 2010) while in a maximum a posteriori estimation context, tuning of the Gamma hyperparameters is critical (Kärkkäinen and Sillanpää 2012; Li and Sillanpää 2012; Mutshinda and Sillanpää 2012) . Accordingly, our results were robust to the values of u and w defining the range of the uniform prior imposed on the hyperparameters h j , j ¼ 1; . . . ; p. However, the Bayes factors may in some cases be sensitive to the choice of u and w, and the suitable BF threshold for detecting QTL may be data dependent as pointed out by Knürr et al. (2011) . A sensitivity analysis is therefore necessary.
In cases where the model is excessively overparameterized, or when the level of correlation between markers is extremely high, one may proceed stepwise by first filtering the data by discarding all loci with BFs for QTL presence ,1 and then refitting the mapping model to the reduced data set. The model fitting to a filtered data set generally results in improved accuracy of the estimated genetic effects (see, e.g., Mutshinda and Sillanpää 2011). One may alternatively proceed by placing pseudomarkers in every interval of a prespecified length (e.g., every 5 cM as in Che and Xu 2010) and base the mapping analysis on these pseudomarkers, with their genotypes inferred (or imputed) using, for example, the multipoint method (Jiang and Zeng 1997).
In our evaluation, we used the permutation-based method as proposed by Churchill and Doerge (1994) . The within-MCMC permutation-based method of Che and Xu (2010) is just a more computationally efficient approach to the original method of Churchill and Doerge (1994) and should ideally lead to similar results. On the other hand, the method of Che and Xu (2010) builds on the Bayesian shrinkage regression model of Xu (2003) as extended by Ter Braak et al. (2005), which does not involve the separation feature of the EBL on which our method is based. Hoti and Sillanpää (2006) (2003) under highly correlated predictors (markers and gene expressions) and small sample size, which is apparently not the case for EBL.
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